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Résumé
Le sud de la France est soumis à des crues éclair engendrées par de fortes préci-
pitations automnales. L’évolution de ces événements avec le changement climatique
est un enjeu clef pour cette région à forte dynamique démographique. L’étude de ces
évolutions est freinée par la différence d’échelle entre les modélisations hydrologique
et climatique. L’objectif de cette thèse est de proposer une méthodologie capable de
réaliser ce changement d’échelles et adaptée aux crues éclair des petits bassins ver-
sants au sud de la France. Le bassin versant du Lez est le bassin d’étude. Un modèle
climatique régional à haute résolution fournit les précipitations futures sur le bassin
d’étude. Les premiers résultats sur la période future suggèrent que l’intensité des
crues éclair du bassin versant du Lez est susceptible d’augmenter. Cependant, ces
résultats dépendent fortement du choix du modèle climatique et de l’état hydrique
du bassin dont les évolutions sont méconnues.
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Abstract
The Mediterranean region of southern France experiences extreme autumn rain-
fall, sometimes leading to violent flash floods. The evolution of these floods under
the influence of climate change is a key question for the Mediterranean region, where
a rapidly growing population puts human lives at stake. The difference in scale bet-
ween the resolution of climate model outputs and hydrological impacts is a challenge
for the study of flash floods in a future climate. The goal of this doctoral thesis is
to propose a methodology adapted to the study of climate change impacts on flash
floods in the small Mediterranean catchments of southern France. The Lez catch-
ment near Montpellier was selected for a case study. Early results suggest that the
intensity of flash floods may increase in the Lez catchment in a future climate. Ho-
wever these results are heavily dependent on the choice of the climate model used to
simulate changes in precipitation and the evolution of future soil conditions, which
were not taken into account in this study.
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Résumé étendu
La méditerranée française est soumise à des crues éclair provoquées par des pré-
cipitations automnales violentes sur des petits bassins versants à relief accidenté.
L’évolution des précipitations fortes qui déclenchent ces événements représente un
enjeu important pour cette région où une forte dynamique démographique aug-
mente le risque encouru par les populations locales. L’objectif de cette étude est
de mettre en place une méthodologie adaptée à l’étude d’impact du changement
climatique sur les crues éclair des petits bassins versants du sud de la France. Cette
méthodologie doit correspondre aux échelles très fines de l’hydrologie de ces bassins
versants. Le bassin versant du Lez en amont de Montpellier est le bassin d’étude.
Les simulations climatiques régionales réalisées à l’aide du modèle ALADIN à haute
résolution (12 km) fournissent les conditions atmosphériques en entrée d’un modèle
hydrologique sur le bassin versant du Lez. Les précipitations futures simulées par
ALADIN sont corrigées par une méthode de correction de biais de type perturbation
de quantiles. Le modèle hydrologique simule l’impact du changement climatique sur
les débits à partir de ces précipitations corrigées.
Le modèle hydrologique sélectionné pour cette étude est conceptuel, distribué
et événementiel. Le modèle s’appuie sur les équations SCS et modélise la réponse
hydrologique par une série de réservoirs. Ce modèle est sensible à l’état hydrique
du bassin, corrélé à son initialisation. Nous avons étudié et réduit les incertitudes
liées aux précipitations en entrée de ce modèle à travers l’assimilation de données de
débits à l’exutoire du bassin. En l’absence d’observations à assimiler dans le futur, les
précipitations pluviométriques (moins bien résolues mais moins incertaines que les
pluies radar) sont considérées comme référence pour l’étude d’impact du changement
climatique.
Une étude sur la valeur ajoutée de la modélisation climatique régionale à haute
résolution a été réalisée. Cette étude a pour objectif d’évaluer la capacité d’ALADIN
12 km à simuler les précipitations extrêmes à l’origine des crues éclair dans le sud
de la France. Deux résolutions du modèle ALADIN ont été considérées : 12 km et
50 km. Les conditions aux frontières de ces modèles sont fournies par une analyse
atmosphérique sur la période de 1979 à 2013. ALADIN 12 km permet d’améliorer la
distribution des précipitations sur la France et les quantiles de précipitations élevées
au sud de la France. Cette amélioration vient probablement des changements des
précipitations sous-maille et d’une meilleure résolution du relief.
L’étude d’impact du changement climatique utilise les précipitations des scéna-
rios RCP8.5 et RCP4.5 simulés par ALADIN 12 km. Une correction de biais de type
perturbation de quantiles est appliquée aux précipitations simulées. Cette correction
permet de « futuriser » les précipitations de référence des épisodes de crue passés.
Cette méthode permet de modéliser des crues phares de la période passée sous un
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climat futur. Les résultats suggèrent qu’une augmentation des précipitations et des
débits pendant les épisodes de crue sur le bassin versant du Lez est possible. Cepen-
dant, ces résultats sont très sensibles aux conditions hydriques du bassin versant,
qui pourraient évoluer en fonction du changement climatique. De plus, les résultats
de cette étude sont fortement impactés par le choix d’un seul modèle climatique
régional et ne permettent pas de conclure sur l’influence du changement climatique.
Néanmoins, la méthodologie développée montre qu’il est possible à l’heure actuelle
de modéliser l’impact du changement climatique sur des événements de crue éclair
à l’échelle d’un petit bassin versant.
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Extended abstract
The Mediterranean region of France experiences flash flooding events when heavy
autumn rains occur over small, steep watersheds. The evolution of these events under
the influence of climate change is an important question for this region where heavy
population growth increases the risks to human lives. The objective of this thesis is
to develop a methodology adapted to the study of climate change impacts on small
catchments in southern France. The methods developed here must be appropriate for
the study of climate change at the spatial and temporal scales of small Mediterranean
catchments. A case study was performed on the Lez catchment, near the city of
Montpellier in southern France. Precipitation fields input to a hydrological model
of the Lez catchment were simulated by the ALADIN regional climate model at
a 12 km resolution. Future precipitation fields were bias-corrected using a quantile
perturbation-based method. The hydrological model simulated the impact of climate
change using bias–corrected precipitation fields.
The hydrological model selected for this study is conceptual, distributed and
event–based. The model is based on the SCS equations and uses a series of reservoirs
to model the hydrological response of the catchment. This model is sensitive to the
hydric state of the catchment, which is correlated with the model initialisation. For
the present period, the uncertainty associated with radar precipitation fields input
to the hydrological model was reduced by assimilating discharge observations at
the catchment outlet. This study also allowed for a better understanding of the
level of uncertainty associated with radar rainfall. In light of these results, ground
rainfall, which has a lower spatial and temporal resolution, but contains less error,
was selected as the reference for the study of climate change impacts on flash floods.
A study of the added value of high resolution regional climate modelling for the
reproduction of extreme precipitation was completed. The goal of this study was to
estimate the capacity of ALADIN 12 km to simulate extreme precipitation associated
with flash flooding in southern France. The 12 km simulations were compared to
results from the same model at a 50 km resolution. An atmospheric analysis provided
boundary conditions over the period from 1979–2013. ALADIN 12 km improved the
distribution of precipitation over France and the simulation of upper precipitation
quantiles in southern France. The sources of added value in this study were most
likely the improved representation of the topography and changes to the sub-grid
precipitation.
The climate change impact study used the RCP4.5 and RCP8.5 scenarios simu-
lated by ALADIN 12 km. Precipitation fields were bias–corrected using a quantile
perturbation-based method. This correction transfers the signal of climate change
to observed precipitation episodes associated with flood events during the reference
period. Using this method, key flood events from the past can be modelled under the
xi
influence of climate change. Early results suggest that heavy rainfall and flooding
may increase in the Lez catchment in the future. However these results are extremely
sensitive to the hydric state of the catchment, assumed stationary in this study. Fur-
thermore, this study used only one member of one global climate model as input to
the regional climate model, which is not sufficient to estimate the impact of climate
change. Nonetheless, the results of this study show that it is possible to simulate
the impacts of climate change in a small, flashy catchment using an event–based
methodology.
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Introduction générale
Le lundi 29 septembre 2014, de violents orages se sont abattus sur le département
de l’Hérault, laissant des centaines de voyageurs bloqués dans les gares de Nîmes
à Béziers. Près de 300 mm de précipitation ont été relevés à Montpellier (source :
Météo-France), ce qui représentent presque la moitié du cumul de précipitation an-
nuelle moyenne (629.1 mm de 1981 à 2010). Le Lez à Montpellier, qui a un débit
moyen de 2.55 m3 s−1, a atteint un débit de pointe de 418 m3 s−1 (source : la
Banque Hydro, le Lez à Garigliano). Un événement semblable s’est renouvelé les
6− 7 octobre, quand environ 250 mm de pluie sont tombés au nord de Montpellier,
engendrant des dégâts importants dans le quartier de Grabels où la Mosson, un af-
fluent du Lez, a débordé. De son côté, le Lez a débordé de nouveau, atteignant une
hauteur au-delà de celle du 29 septembre. Le coût des dégâts liés à ces événements
est estimé à plusieurs centaines de millions d’euros. Aucune perte humaine n’est a
déplorée, mais les récits rapportés par quelques rescapés rappellent à quel point ces
épisodes de crues auraient pu virer à la tragédie.
La réponse hydrologique brutale du Lez cet automne est caractéristique d’une
crue éclair. Ce type de crue présente un très court délais entre les précipitations
et la montée des eaux, ce qui complique l’émission et la communication d’un avis
de vigilance. Les crues éclair sont fréquentes sur la région méditerranéenne où de
petits bassins versants au relief accidenté concentrent rapidement les eaux pluviales.
En automne, la forte activité orageuse de la région méditerranéenne produit des
pluies diluviennes à l’origine des crues éclair. Les systèmes convectifs de méso-échelle
(MCS) restent parfois stationnaires pendant plusieurs heures, apportant des cumuls
de précipitation très élevés. Au sud de la France, des cumuls de précipitation de
plus de 200 mm j-1 se produisent en moyenne 4,6 fois par an (période de référence
2002 et 2006) avec une variabilité interannuelle importante (Ricard et al., 2012). On
peut citer de nombreux exemples ayant provoqué des crues aux dégâts importants :
Nîmes en 1988, Vaison-la-Romaine en 1992, l’Aude en 1999, le Gard en 2002, le
Rhône en 2003, et Draguignan en 2010. Ces épisodes de précipitations intenses sont
caractéristiques du climat méditerranéen et le risque de crue éclair associé représente
une menace importante pour les populations.
Les événements récents dans l’Hérault mettent en évidence le besoin de mieux
comprendre la genèse des crues éclair sur le pourtour méditerranéen et l’évolution de
l’intensité et de l’occurrence de ces événements sous l’impact du changement clima-
tique. Sous l’influence du changement climatique, une intensification des extrêmes
de précipitation de courte durée a déjà été constatée sur la partie occidentale de
la région méditerranéenne (Kysely` et al., 2012). Néanmoins, le lien entre le signal
de changement des précipitations et le signal de changement des débits dans les
rivières est complexe. Les modèles hydrologiques permettent de convertir le signal
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des précipitations en débits afin d’estimer le risque de crue. Lorsque les précipita-
tions en entrée du modèle hydrologique sont issues d’une projection climatique, on
parle alors d’ étude d’impact du changement climatique sur l’hydologie. Les études
d’impact peuvent être du domaine de l’hydrologie, mais aussi d’autres domaines tels
que l’écologie ou les énergies renouvelables. Une difficulté majeure dans ce genre
d’étude est la différence d’échelle entre les variables atmosphériques produites par
les modèles climatiques globaux et les impacts. Actuellement, l’échelle des projec-
tions climatiques produites par la modélisation climatique globale est de l’ordre de
100 km tandis que les impacts à l’échelle des activités humaines sont d’ordre kilomé-
trique. Des méthodes de désagrégation statistiques ou dynamiques permettent alors
de faire un changement d’échelle afin de fournir des champs atmosphériques à une
échelle compatible avec les modèles d’impact. La désagrégation statistique s’appuie
sur une relation statistique entre les champs atmosphériques globaux et les variables
d’impact pour générer des champs atmosphériques désagrégés. La désagrégation dy-
namique consiste à fournir des champs issus de la modélisation climatique globale
en entrée d’ un modèle climatique régional qui simule l’atmosphère à une résolution
plus fine sur un domaine réduit.
Ce travail de thèse présente une méthodologie pour une étude d’impact hydrolo-
gique sur un petit bassin versant méditerranéen soumis aux crues éclair. On s’inté-
resse particulièrement au bassin versant du Lez à Lavalette (114 km2) en amont de
la ville de Montpellier. Ce bassin typique de la région méditerranéenne présente un
enjeu lié à l’apport en eau pour l’agglomération de Montpellier et au risque de dé-
bordement dans un environnement à forte urbanisation. La réalisation d’une étude
d’impact hydrologique sur ce bassin est sujette à plusieurs difficultés liées à diverses
sources d’incertitudes. Les événements de fortes précipitations sur ce bassin sont
principalement de nature convective, or la convection n’est pas explicitement réso-
lue par la plupart des modèles climatiques actuels. De plus, il n’est pas garanti que
la taille du bassin versant soit suffisante pour que l’on parvienne à capter un signal
robuste du changement climatique. De plus, la méthode de désagrégation utilisée
pour faire le lien entre l’échelle des variables atmosphériques et l’hydrologie est une
source d’incertitudes additionnelles. Enfin, le modèle hydrologique sélectionné pour
reproduire les débits du bassin versant du Lez est événementiel et donc ne modé-
lise que les épisodes de crue. Il convient d’appliquer, une méthode de correction de
biais des précipitations futures afin de fournir une chronique d’épisodes en entrée du
modèle hydrologique pour l’étude d’impact.
L’étude de l’impact du changement climatique sur l’hydrologie comporte plu-
sieurs étapes, dont la première est de s’assurer que les outils numériques qui pré-
voient le comportement hydrologique du bassin versant et qui simulent les champs
atmosphériques sont fiables sur la période présente. Les deux outils sélectionnés
pour cette étude sont la modélisation hydrologique conceptuelle distribuée événe-
mentielle et la modélisation climatique régionale à haute résolution vouée à fournir
les précipitations en entrée du modèle hydrologique.
Un modèle hydrologique conceptuel à réservoirs distribué, sur la base des équa-
tions SCS, est utilisé pour cette étude. Ce modèle événementiel ne modélise que les
épisodes de crue en ne représentant que les processus principaux qui y contribuent.
Dans un premier temps, nous étudions l’incertitude associée aux précipitations en
entrée de ce modèle et proposons l’usage d’une méthode d’assimilation de données
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des débits observés à l’exutoire afin de réduire cette incertitude. Les précipitations
radars, d’une meilleure résolution temporelle et spatiale que les précipitations plu-
viométriques, représentent mieux la variabilité des pluies qui joue un rôle essentiel
dans la genèse des crues éclair. Néanmoins, ces produits radars sont entachés d’une
forte erreur d’observation qu’il convient de réduire via l’assimilation de données.
La méthode permet de mettre en évidence l’incertitude des précipitations radar
par rapport aux précipitations pluviométriques. Dans la suite cette thèse, au delà
de l’étude liée à l’assimilation de données pour la simulation des épisodes passés
de crues, les précipitations pluviométriques, plus fiables que les images radar, sont
utilisées comme précipitation de référence pour l’application d’une méthode de cor-
rection de biais sur les précipitations futures modélisées.
La méthode de désagrégation dynamique est établie avec l’utilisation du modèle
climatique régional ALADIN du CNRM (Bubnova et al., 1993). ALADIN fournit des
conditions atmosphériques à haute résolution (12 km ) sur la période présente (1950
à 2005) et future (2006 à 2100). Les conditions initiales et aux frontières d’ALA-
DIN sont fournies par le modèle global CNRM-CM5 (Voldoire et al., 2013). Avant
de mener l’étude d’impact hydrologique, nous nous sommes concentrés sur l’apport
de la haute résolution dans ALADIN pour la représentation des précipitations ex-
trêmes sur la période présente avec les conditions initiales et aux frontières fournies
par l’analyse ERAI (Dee et al., 2011). L’apport de la haute résolution est mesuré
par rapport à ALADIN 50 km. Ce type d’étude, dite étude de valeur ajoutée, est
nécessaire afin de s’assurer que ALADIN à haute résolution reproduit les précipita-
tions extrêmes sur la région d’étude de manière satisfaisante. La reproduction des
extrêmes de précipitation au sud de la France par ALADIN 12 et 50 km est étudiée
avec l’analyse SAFRAN comme référence. Plusieurs sources de différence entre les
deux résolutions sont considérées : la circulation grande échelle, le flux d’humidité
en basse couche, la résolution du relief et les précipitations convectives.
Une fois les choix de modélisation climatique et hydrologique validés sur la pé-
riode présente, l’étude d’impact du changement climatique est réalisée. Deux scé-
narios de forçage radiatif sont considérés sur la période future : le RCP8.5 et le
RCP4.5 (Van Vuuren et al., 2011). Une méthode de correction de biais de type per-
turbation de quantiles est appliquée aux précipitations simulées par ALADIN qui
sont ensuite prescrites en entrée du modèle hydrologique. Le choix d’une méthode de
type perturbation de quantiles est justifié par l’approche événementielle du modèle
hydrologique. Des perturbations appliquées à l’initialisation du modèle hydrologique
permet d’évaluer la sensibilité du modèle climatique à l’état hydrique du bassin ver-
sant sous un climat futur. La réponse hydrologique du bassin versant du Lez est
extrêmement sensible aux conditions hydriques, ces conditions impactent également
la sensibilité du modèle à l’intensité des précipitations. Des premiers résultats sug-
gèrent qu’une augmentation des épisodes de crue sur le bassin versant du Lez est
possible. Les résultats de cette thèse démontrent la faisabilité d’une étude d’impact
hydrologique pour les petits bassins méditerranéens tels que le Lez. Il convient ce-
pendant de garder à l’esprit que les conclusions tirées des résultats obtenus sur ce
bassin doivent être validés dans le cadre une étude multi-modèles ou multi-bassins
avec une prise en compte explicite des évolutions futures de l’état hydrique du bassin.
Cette thèse est constituée de cinq chapitres :
1. La description des événements de précipitation intenses en région méditerra-
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néenne et leur modélisation. Ce chapitre décrit la climatologie des événements
intenses, les facteurs qui y contribuent et la modélisation atmosphérique ré-
gionale comme outil pour l’étude de ces événements.
2. La description des crues éclair et leur modélisation. Ce chapitre présente la
genèse des crues éclair et la modélisation hydrologique adaptée à la simulation
et la prévision de ces crues.
3. L’incertitude des précipitations en entrée du modèle hydrologique et leur
correction via l’assimilation de données de débits. Ce chapitre traite des
incertitude liées aux observations de précipitation radar et permet de sélec-
tionner des précipitations de référence adaptées à l’étude d’impact.
4. L’apport de la modélisation régionale à haute résolution pour la représen-
tation des précipitations extrêmes. Ce chapitre décrit l’étude de la valeur
ajoutée du modèle ALADIN à 12 km par rapport à une résolution de 50 km.
Le choix de ALADIN à 12 km pour simuler l’impact du changement climatique
est validé sur la période passée avec les conditions aux frontières fournies par
l’analyse ERAI.
5. L’impact du changement climatique sur les crues éclairs du bassin versant
du Lez. Une correction de biais de type perturbation de quantiles est appliquée
aux simulations ALADIN à 12 km. Les précipitations corrigées sont fournies en
entrée d’un modèle hydrologique qui simule l’impact du changement climatique
sur les débits du bassin versant du Lez.
Une conclusion générale résume les résultats principaux de cette thèse et les
perspectives des études futures.
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Chapitre 1
Evénements extrêmes en région
méditerranéenne
C’est pendant l’automne et la saison des fleurs, que la terre et la voûte des étoiles
sont la plus fréquemment ébranlées par la foudre.
Lucrèce (94 av. J.-C. ; 54 av. J.-C. environ). Traduction par La Grange, 1768
Le climat méditerranéen est fréquemment soumis à des événements de précipita-
tion violente, particulièrement en automne, en raison des conditions atmosphériques
de grande échelle qui se réunissent à cette période et de la morphologique unique
du bassin méditerranéen. Ces événements peuvent dépasser quelques centaines de
mm en 24 h (Nuissier et al., 2008), avec des résultats parfois catastrophiques pour
les populations locales. Pour cette raison, cette thèse cherche à mieux comprendre
la climatologie de ces événements. En particulier, nous cherchons à comprendre un
climat en cours d’évolution et prévoir les impacts des changements éventuels sur la
précipitation extrême.
1 Le climat méditerranéen
Les climats méditerranéens sont localisés entre 30 ◦ et 45 ◦ Nord ou Sud sur la
région côtière à l’ouest des masses continentales (Bolle et al., 2006). Ce climat,
caractéristique des régions bordant la mer Méditerranée, se retrouvent au sud-ouest
des Etats-Unis, au Mexique, au Chili, en Afrique du Sud et en Australie. Au sens
large, ces régions partagent i) une concentration des précipitations (au moins 65%) de
novembre à avril dans l’hémisphère nord et de mai à octobre dans l’hémisphère sud
et ii) une période sèche en été durant au moins un mois (di Castri et Mooney, 1973).
Selon la classification Köppen-Geiger, le climat méditerranéen est du type Csa ou
Csb (tempéré avec un été sec et chaud ou tempéré) (Peel et al., 2007). En revanche,
cette définition exclut certains pays nord-africains du pourtour méditerranéen, qui
ont un climat sous influence subtropicale et donc sec (cf Fig. 1.1).
A ces critères climatiques, s’ajoute un type de végétation caractéristique : le cha-
parral (maquis californien), la garrigue ou le maquis (di Castri et Mooney, 1973). Ces
types de végétation sont adaptés aux conditions climatiques et aux reliefs accidentés
des régions méditerranéennes. Plus exceptionnellement, on peut trouver des forêts
littorales en Californie ou des régions désertiques au Chili et au nord de l’Afrique.
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Figure 1.1 – Classification Köppen-Geiger des climats européens (Peel et al., 2007).
Le pourtour méditerranéen se distingue des autres climats méditerranéens par sa
mer presque fermée d’une profondeur et d’une taille inhabituelles pour un bassin de
ce type (Lionello et al., 2006). La mer constitue une source importante de chaleur
latente qui contribue à la formation des phénomènes atmosphériques rares à ces
latitudes tels que les lignes de grain et les ouragans méditerranéens (medicanes).
Ces systèmes peuvent se développer grâce à une combinaison de la température de
mer relativement élevée et des facteurs baroclines présents au moyennes latitudes
(Moscatello et al., 2008a,b; Romero et al., in press).
Le relief accidenté qui entoure la quasi-totalité du bassin méditerranéen (Fig.1.2)
sert à son tour à intensifier les phénomènes météorologiques de la région. Ces reliefs,
combinés à certaines conditions météorologiques, sont à l’origine des vents cataba-
tiques, tels que le Mistral ou le Bora. Ces vents sont le résultat d’une masse d’air
frais et lourd qui descend en plaine (Bolle et al., 2006). Ils soufflent dans la direction
inverse des brises de mer, aussi présentes en région méditerranéenne. Le relief peut
aussi jouer un rôle dans les événements précipitants soit par le soulèvement de l’air
instable, soit par la cyclogenèse orographique.
En France métropolitaine, le climat méditerranéen est caractérisé par ses étés
chauds et secs, ses hivers doux, et des précipitations irrégulières concentrées au
printemps et en automne, fréquemment de type orageux (Météo-France, 2014). Ce
climat se distingue des autres principaux climats en France métropolitaine (océa-
nique, océanique altéré, semi-continental, de montagne) par son fort ensoleillement
et ses événements de précipitation et vent intenses (mistral et tramontane). Sur cette
région, la variabilité des précipitations est associée à des périodes de sécheresse esti-
vale et des problèmes de gestion de la ressource en eau suivis de périodes de pluies
intenses à l’origine de crues parfois dévastatrices. Ce sont ces événements de pluies
intenses que nous allons étudier dans la suite de cette thèse.
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Figure 1.2 – Topographie et bathymétrie du bassin méditerranéen, modèle numérique
de terrain, NASA ETOPO1 d’après Amante et Eakins (2009). Image produite par
P.Grothe.
2 Définition d’un événement précipitant extrême
L’étude des événements extrêmes passe avant tout par la définition objective de
leur intensité et de leur étendue spatiale qui a pour but d’identifier des événements
rares (extrêmes), ayant un impact important sur les populations, les infrastructures
ou l’écologie (voir Easterling et al. (2000) pour une discussion de l’impact des ex-
trêmes climatiques sur la société et l’écologie). Un événement extrême peut être
aussi identifié par les dégâts qu’il engendre. Le point faible de ce type de définition
est qu’elle combine l’impact de l’aléa météorologique et le risque (l’exposition des
populations). Il existe de nombreuses études qui se focalisent sur un ou quelques épi-
sodes de précipitation catastrophiques (voir Miglietta et al. (2011); Trapero et al.
(2013) pour deux exemples), notables en raison des dégâts qu’ils provoquent. Pour
notre étude, cette définition est peu satisfaisante car nous souhaitons regarder l’évo-
lution de ces événements d’un point de vue climatologique et non seulement quelques
événements exceptionnels.
Le dépassement d’un seuil de précipitation permet de définir l’intensité des évé-
nements que l’on cherche à étudier. Cette valeur seuil peut correspondre à une
intensité de précipitation donnée, à un quantile précis ou à une période de retour.
Les deux derniers types de seuils sont aussi associés à une intensité de précipitation,
calculée à partir d’une distribution probabiliste et variable dans l’espace. Une fois
le seuil d’intensité fixé, nous pouvons aussi poser des conditions d’étendue spatiale,
à déterminer à partir des données distribuées sur une grille régulière ou d’un réseau
d’observations. L’application d’un seuil spatial permet d’écarter les événements qui
sont trop localisés pour avoir un impact notable.
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Figure 1.3 – Localisation des événements pluvieux atteignant au moins 150 mm j−1
pour la période 1967-2006 (Ricard et al., 2012). Un point équivaut à un événement.
2.1 Définition d’un seuil d’intensité
2.1.1 Par sélection d’une intensité arbitraire
Un événement peut être qualifié d’extrême si son cumul journalier ou horaire
depasse une valeur seuil donnée, choisie de façon arbitraire. Ce type de définition est
utilisé dans la caractérisation des événements de pluie intense par Boudevillain et al.
(2009) où des événements sont d’abord définis par un seuil de 200 mm journaliers
puis par 10 mm horaires pour des durées allant de 5 à 60 minutes. La Fig. 1.3
présente les événements au sud de la France dépassant au moins 150 mm j−1 pour
la période de 1967-2006. Ce seuil est encore plus bas dans Lionello et al. (2006) à
60 mm j−1 ou 30 mm j−1 pour l’Algérie.
L’inconvénient est que la subjectivité et la variabilité d’un seuil choisi rend la
comparaison des résultats entre différentes études difficile. Ce type de définition est
aussi peu adapté aux variations régionales du climat comme on peut l’observer dans
le livre de Lionello et al. (2006) où le seuil des événements extrêmes est différent
entre l’Algerie et les autres régions méditerranéennes. En raison de ces difficultés,
certains préfèrent une définition statistique des événements précipitants fondée sur
les quantiles de précipitation observés ou modélisés et donc variables dans l’espace.
C’est le cas dans la suite du travail sur le projet CYPRIM, présenté dans Boudevillain
et al. (2009).
2.1.2 Par quantiles
Nous pouvons également définir un seuil à partir d’un quantile donné, dont l’in-
tensité est calculée à partir de la distribution empirique de la précipitation à un
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point (ou une maille). L’utilisation des quantiles empiriques est particulièrement
intéressante pour l’étude des précipitations car la valeur du quantile ne dépend pas
de la forme de la distribution des données. Que l’échantillon de données suive une
distribution normale, log-normale ou uniforme, le calcul des quantiles empiriques
reste le même et ne fait donc aucune hypothèse sur la distribution d’origine.
Pour déterminer la valeur d’un quantile donné lorsqu’on dispose d’une série de
N données d’une variable x, la première étape consiste à trier ces données par ordre
croissant. Une fois les données triées, la deuxième étape consiste à déterminer le rang
du kième quantile d’ordre n dans la série ordonnée des N données de l’échantillon.
On sait que la fonction de répartition F (x) du kième quantile d’ordre n est donnée
par :
F (x) = k
n
. (1.1)
Cette fonction donne la proportion des données égales ou inférieurs au kième
quantile. On s’aperçoit qu’elle est indépendante du nombre N de données présentes
dans l’échantillon. Par exemple, le premier quintile (quantile d’ordre 5) aura une
fonction de répartition de 15 (soit 0, 2) quelque soit le nombre de données dans la
distribution. La fonction de répartition de ce quantile peut aussi se calculer à partir
de l’ensemble des N données de la série ordonnée grâce à la formule de Hazen, très
utilisée par les hydrologues :
F (x) = (i− 0.5)
N
, (1.2)
où i est le rang du kième quantile d’ordre n, et N est le nombre de données de
l’échantillon. A partir des equations 1.1 et 1.2, on en déduit ainsi le rang i du
quantile qui nous intéresse :
i = (nK)
N
+ 0.5. (1.3)
Plusieurs études choisissent ainsi de définir un événement extrême à partir de la
valeur d’un quantile donné. C’est le cas par exemple de Boudevillain et al. (2009);
Colin (2010); Nuissier et al. (2011) qui proposent dans leurs travaux de distin-
guer 2 types d’événements extrêmes. Il s’agit des événements de précipitations in-
tenses (heavy precipitation events ou HPE) et des événements de fortes précipita-
tions (significant rainfall events ou SRE). Les SRE et HPE sont des événements qui
dépassent respectivement les 97ième et 99.9ième centiles de précipitation journalière
observée.
Un exemple du 99ième centile de précipitation sur la France calculé sur la grille
SAFRAN est présenté dans la Fig. 1.4.
Pour renforcer la robustesse des quantiles, nous pouvons également regrouper les
données de plusieurs stations (dans le cas d’un réseau de données ponctuelles) ou de
plusieurs mailles (dans le cas de données maillées) dans une seule et même distribu-
tion. Ce processus appelé pooling (regroupement), permet de réduire la variabilité
associée à une seule maille ou station.
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Figure 1.4 – 99ième centile de précipitation journalière en France, analyse
SAFRAN(Quintana-Seguí et al., 2008) 1981-2010.
2.1.3 Par lois de probabilité s’appliquant aux précipitations extrêmes
On peut aussi définir un événement extrême en fonction de sa fréquence. Il existe
en effet un lien étroit entre l’intensité d’un événement et sa fréquence. De façon
générale, plus un événement est rare et plus son intensité est importante. Ce type
de définition est très utilisée par les ingénieurs et les décideurs appelés à déterminer
les risques acceptables pour un ouvrage public. C’est le cas par exemple pour la
construction des barrages. On calcule alors ce qu’on appelle une période de retour.
Les barrages sont alors dimensionnés pour résister à un événement de période de
retour centennale à décamillénale, la valeur de cette période variant selon la taille
du barrage (Degoutte, 1997). La période de retour désigne la période de temps, r,
au cours de laquelle un événement extrême est susceptible de se produire. Ainsi, un
orage centenaire se produit en moyenne une fois tous les 100 ans pour une probabilité
de retour annuelle de 1
r
soit 1%. Nous remarquons ici que nous pouvons considérer
la fonction de répartition des quantiles empiriques aussi comme une fréquence de
dépassement. Néanmoins, cette distribution empirique est moins adaptée à l’étude
des événements très peu fréquents car il est limité par la durée de la chronique
observée. En effet, le calcul d’une période de retour est seulement valable dans le
cas où la chronique des observation est longue par rapport à r.
Comment déterminer l’intensité d’un orage centennal ou millénal à partir d’une
série d’observations, parfois incomplète ou d’une durée insuffisante ? Pour estimer
l’intensité d’un événement de faible probabilité qui n’a jamais été observé, il faut
nécessairement faire des hypothèses permettant d’extrapoler les données. On sup-
pose alors que la variable étudiée obéit à une certaine loi statistique, dont on ajuste
les paramètres, pour représenter aux mieux les données disponibles et on admet que
cette loi reste valable pour les événements encore jamais observés. La sélection d’une
loi de distribution statistique est donc critique pour la détermination de la fréquence
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d’un événement car elle détermine les hypothèses que nous faisons sur nos données.
Par exemple, la description des précipitations par une loi normale peut s’avérer dé-
sastreuse, sous-estimant largement les valeurs extrêmes. Pour les extrêmes, il est
préférable d’utiliser d’autres lois telles que la loi Γ , la loi log-normale ou la loi Géné-
ralisée des Valeurs Extrêmes (ou GEV pour Generalized Extreme Values en anglais).
Cette dernière loi regroupe trois familles de distributions exponentielles qui sont ap-
propriées à la description des précipitations (Kysely` et al., 2012; Tramblay et al.,
2012). Elle est décrite dans l’eqn. 1.4
F (x) =
exp{−
[
1− ξ(x−µ
σ
)
]− 1
ξ }
exp
[
−exp{−(x−µ
σ
)}
]
lorsque z → 0.
(1.4)
où x est le maximum de la variable aléatoire mésurée sur une période donnée (maxi-
mum par bloc), ξ est un paramètre de forme, σ est un paramètre d’échelle et µ est
un paramètre de position par rapport à l’origine. L’ajustement de cette distribu-
tion s’effectue à l’aide d’estimateurs tels que l’estimateur de probabilité maximale
(MLE). Ces estimateurs optimisent les paramètres décrits ci-dessus pour une va-
riable donnée. Une fois la loi ajustée, celle-ci est utilisée pour estimer l’intensité
d’un événement possédant une période de retour donnée ou pour estimer la période
de retour d’un événement catastrophique jamais survenue. Ceci peut servir à estimer
les périodes de retour des événements extrêmes issus de projections climatiques et à
les comparer aux périodes de retour des événements passés.
Dans cette thèse, nous privilégions la définition des événements extrêmes par
quantiles afin d’éviter les hypothèses et la paramétrisation associées aux lois de dis-
tribution analytiques adaptées aux variables aléatoires. Néanmoins, cette approche
reste très répandue dans les études scientifiques de précipitation et permet de pro-
duire une information exploitable (la période de retour) par les décideurs et les
ingénieurs.
2.2 Définition d’un seuil d’étendue spatiale
Une fois que le seuil de précipitation ou la période de retour permettant de quali-
fier un événement d’« extrême » a été fixé, il faut localiser les événements dépassant
ce seuil dans l’espace. On définit alors l’étendue minimale que l’événement doit avoir
pour être significatif. Cette étendue minimale permet d’éviter de prendre en compte
des événements trop localisés dans l’espace. Pour un réseau d’observations ponc-
tuelles (e.g. un réseau de pluviomètres), un événement est détecté lorsque le seuil de
précipitation fixé est dépassé sur au moins n pluviomètres distants de x kilomètres.
C’est le cas par exemple dans les études de Boudevillain et al. (2009); Colin (2010);
Nuissier et al. (2011) où les SRE (ou les HPE) sont détectés lorsque le 97ième (ou
99.9ième) centile est dépassé sur au moins 2 pluviomètres distants d’au moins 60 km.
Ce même principe peut être appliqué à une grille de valeur (e.g. grille issue d’une
réanalyse ou d’une simulation).
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Figure 1.5 – Développement d’un orage multicellulaire. D’après Malardel (2009),
adapté du E.A.O. COMET Program, A convective storm (1996).
3 Types d’événement extrêmes
Une fois la définition d’un événement précipitant extrême fixée, nous pouvons
considérer les différents types de phénomènes atmosphériques qui sont susceptibles
de générer des cumuls de précipitation importants.
3.1 Précipitation stratiforme
Les précipitations stratiformes sont souvent associées aux front chauds, des fron-
tières entre deux masses d’air avec la masse chaude avançant sur la masse froide
et soulevée par celle-ci. Le soulevement associé aux fronts chauds est plutôt lent et
produit de la condensation sous la forme des cristaux de glace et de l’eau liquide
aux altitudes plus basses. Les précipitations sont associées aux nuages de type nim-
bostratus et se forment grâce à la croissance des cristaux de glace pendant leur
chute ; ces cristaux fondent à l’isotherme de 0◦C, ce qui est visible par une bande
brillante présente sur les images radar. La formation des précipitations stratiformes
est plus lente que celle des précipitations convectives (1 à 3 heures par rapport à 30
minutes pour les précipitations convectives). La vitesse verticale réduite des nuages
stratiformes permet la formation et la chute des hydrométéores plus petits et donc
des précipitations moins intenses. Ces nuages ont une extension verticale bien moins
importante que les systèmes convectifs du fait de leur faible ascension.
Des phénomènes atmosphériques susceptibles à produire des précipitations stra-
tiformes sont le soulèvement orographique et la dissipation des cellules convectives.
Les systèmes stratiformes peuvent également contenir des cellules convectives, ali-
mentant ainsi l’intensité de leurs précipitations. Ce phénomène était présent pen-
dant les observations du Mesoscale Alpine Programme (MAP) où la participation
des flux instables de basse couche a participé à l’intensification des précipitations
stratiformes (Medina et Houze, 2003; Rotunno et Houze, 2007).
Les précipitations stratiformes, bien que moins intenses que les précipitations
convectives, ne devraient pas être ignorées dans l’étude des précipitations intenses.
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Figure 1.6 – Cycle de vie d’une cellule orageuse. D’après les cours MetEd mis à
disposition par le programme COMET de l’UCAR.
Le 5 novembre 1994, des précipitations principalement stratiformes produites par le
soulèvement orographique se sont abattues sur la région Piedmont en Italie, avec
pour résultat plus de 60 morts (Doswell III et al., 1998). Sur le péninsule ibérique,
41% des 27 cas de précipitation dépassant 100 mm j−1 étudiés par (Riesco Martín
et al., 2013) étaient des épisodes non-convectifs. Des épisodes de crue sur la région
d’étude de cette thèse (le bassin versant du Lez (France)) associées aux précipitations
stratiformes ont aussi été identifiés (Coustau et al., 2012a).
3.2 Orages locaux et processus convectifs
Nous parlons ici d’un système convectif à l’échelle aérologique (1−10 km) (Malar-
del, 2009). Les systèmes convectifs de l’échelle aérologique sont le résultat du déclen-
chement de l’ascendance d’une masse d’air conditionnellement instable (Fig. 1.6),
produits souvent en été par l’évaporation terrestre et le réchauffement des basses
couches de la colonne d’air. Contrairement aux orages automnaux, la cyclogenèse es-
tivale est plutôt terrestre et associée à des conditions grande-échelle anticycloniques
(Funatsu et al., 2009; Trigo et al., 2002). La cyclogenèse estivale est également as-
sociée à un cycle journalier distinct dû aux processus de réchauffement (formation
en début d’après-midi et dissipation la nuit ou au petit matin). Dans le bassin de
l’Ebre en Espagne, ce processus est facilité par la présence d’une brise de mer hu-
mide (Callado et al., 2005). Cette région est exceptionnelle car son maximum de
précipitation est en été, quand les précipitations sont à leur point le plus bas sur le
reste du bassin Méditerranéen.
Les nuages des systèmes convectifs, nommés cumulonimbus, sont facilement re-
connaissables par leur forme en enclume et leur grande extension verticale. Cette
extension est le résultat de l’ascendance d’un masse d’air humide et instable. Pen-
dant l’ascendance, les hydrométéores grossissent par des collisions avec les autres
hydrométéores présents dans le nuage (effet de coalescence) jusqu’ils atteignent une
vitesse de chute plus importante que l’ascendance. La formation des hydrométéores
par ce processus est très rapide (une trentaine de minutes environ) et les précipi-
tations sont violentes. L’évaporation des précipitations et l’entraînement d’air froid
sous le nuage aident à la formation des courants de densité froids sous l’orage. Cette
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Figure 1.7 – Typologie des MCS linéaires de l’hémisphère nord. Les types se dis-
tinguent selon la position de la région stratiforme. TS est stratiforme derrière la
ligne, LS est stratiforme devant la ligne et PS est stratiforme en parallèle. D’après
Parker et Johnson (2000).
région de subsidence (étalement d’air froid) produit des rafales parfois violentes et
coupe éventuellement l’ascension d’air chaud et humide en basse couche à l’origine
de la convection ce qui engendre la dissipation du système (Fig. 1.6).
Ces orages, à caractère local, peuvent engendrer des dégâts, mais ces derniers
restent relativement moindres par rapport aux systèmes orageux automnaux (Latron
et Gallart, 2007; Millán et al., 2005). L’absence des conditions synoptiques favorables
au développement et à la maintenance des précipitations (atmosphère barocline,
source d’humidité abondante) limite la durée et l’étendue de ce phénomène. Nous ne
nous focaliserons pas sur ce type d’orage dans le cadre de cette thèse du à son apport
faible au cumul de précipitation annuel sur la plupart de la région méditerranéenne.
Cependant, les processus de formation des précipitations convectives resteront une
thématique centrale dans la suite de cette thèse.
3.3 Systèmes convectifs de méso-échelle
Quand plusieurs nuages convectifs s’organisent dans un seul système nuageux,
nous parlons alors d’un système convectif de méso-échelle ou MCS. Houze (2004)
définit un MCS comme un système de nuages cumulonimbus avec une étendue spa-
tiale de précipitation d’au moins 100 km. Les systèmes convectifs de mésoéchelle
dépendent des mêmes processus de convection vus dans les orages d’été de faible
étendue temporelle et spatiale. En revanche, la participation d’un environnement
synoptique ou mésoéchelle favorable renforce les convections, permettant la régéné-
ration de celles-ci et parfois leur éventuelle stationnarité.
Les MCS se déclinent en plusieurs types selon leur taille, leur forme et les pro-
cessus physiques qui les gouvernent. En région méditerranéenne, deux types sont
observés : les lignes de grains et les systèmes en V. Les lignes de grains se forment
en amont des fronts froids et contiennent une région stratiforme (l’enclume du cumu-
14
Figure 1.8 – Image infrarouge METEOSAT de la température au somment des
nuages pour l’événement du Gard le 8 septembre 2002 d’après Nuissier et al. (2008).
lonimbus). Ces événements sont associés à de violentes rafales, à des précipitations
fortes et parfois à des tornades (Cohuet et al., 2011). Une typologie des MCS linéaires
de l’hémisphère nord est présentée dans la Fig. 1.7.
Sur le Sud-est de la France, les systèmes en forme de V sont observés en pé-
riode automnale (Fig. 1.8). Ces systèmes ont une régénération rétrograde avec la
production des nouvelles cellules (la propagation discrète) au bout du V s’opposant
à l’advection des cellules vers le bas du V où la dissipation des cellules convectives
forme une région stratiforme. L’opposition de la propagation discrète à l’advec-
tion de l’orage permet au système de devenir stationnaire (Fig. 1.9). Ces systèmes
peuvent rester en place pendant plusieurs heures, contribuant ainsi à de très impor-
tants cumuls de précipitation sur la région méditerranéenne (Nuissier et al., 2008;
Riesco Martín et al., 2013).
Les MCS en forme de V sont aussi connus sous le nom d’épisodes cévenols en rai-
son de leur fréquente apparition à proximité des Cévennes, mais l’expression « épi-
sode cévenol » est souvent utilisé pour désigner n’importe quel épisode de préci-
pitation intense automnal en région méditerranéenne. Ce terme est quelque peu
trompeur car tout le pourtour méditerranéen subit ce type de système précipitant
(source : Météo-France, Pluies-extrêmes en France Métropolitaine). De plus, des pré-
cipitations orographiques produites par des autre mécanismes sont aussi présentes
sur les Cévennes.
3.4 Medicanes
Les cyclones de type tropical en région méditerranéenne ou medicanes sont faci-
lement reconnaissables par leur oeil central entouré des nuages cumulonimbus symé-
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Figure 1.9 – Décomposition du déplacement d’un orage multicellulaire stationnaire.
D’après Malardel (2009).
triques responsables de vents et de précipitations violents (Malardel, 2009). Contrai-
rement aux cyclones extratropicaux, ces systèmes méso-échelle ont typiquement un
noyau d’air chaud et se forment dans des régions où un gradient thermique air-mer
très fort et une dépression en altitude favorisent le développement des instabilités.
Normalement, le développement des cyclones tropicaux se fait en présence de tem-
pératures à la surface de la mer de plus de 26◦C, or ceci est proche du maximum
de la Mer Méditerranée observé en août (ECMWF analyse océanique) avec les tem-
pératures du bassin oriental typiquement supérieures à celles du bassin occidental.
L’advection d’une masse d’air froid sur une surface chaude (la mer) similaire aux
dépressions polaires est une des possibles raisons qui expliquent la formation des me-
dicanes (Moscatello et al., 2008a). Les medicanes se développent sous des conditions
sèches et dépendent du transfert de chaleur latente entre la mer et l’atmosphère
(Mrowiec et al., 2011). Ces systèmes peuvent atteindre des intensités similaires à
celles observées dans les cyclones tropicaux. Lors du passage d’un medicane au sud-
est de l’Italie en septembre 2006, une pression au niveau de la mer fortement réduite
(986 hPa) et des vents violents (78 kt) ont été détectés (Moscatello et al., 2008a).
Les medicanes sont relativement rares et ont une fréquence de 1.6 par an (Cavic-
chia et al., 2013). Ils se développent principalement en hiver dans le bassin occidental
à proximité des îles Baléares et dans la Mer Ionienne (Cavicchia et al., 2013; Picornell
et al., 2014).
4 Facteurs favorisant les événements extrêmes
Les différents phénomènes météorologiques cités dans la section précédente se
forment dans la présence de conditions météorologiques particulières. Pour les MCS,
qui représentent en grande partie les événements les plus dévastateurs dans le Sud
de la France, des conditions favorables sont réunies pendant la période automnale de
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septembre à décembre. Dans cette section, nous considérons les différents éléments
déclencheurs associés aux événements extrêmes méditerranéens.
4.1 Sources d’humidité
La présence d’une basse couche humide et conditionnellement instable joue un
rôle important dans le déclenchement des précipitations orographiques intenses (Lin
et al., 2001). Dans son analyse de Lin et al. (2001), Nuissier et al. (2008) suggère
que la température de la mer Méditerranée rélativement élevée au début de l’au-
tomne contribue au flux de basse couche chaud et humide dans le bassin occidental
de la mer Méditerranée. Toutefois, certains études récentes suggèrent que la mer
Méditeranée n’est pas le plus important contributeur d’humidité aux précipitations
extrêmes de son pourtour (Sodemann et Zubler, 2010) et que sa contribution dé-
pend des conditions atmosphériques qui précède l’événement (Duffourg et Ducrocq,
2011). Notamment, Duffourg et Ducrocq (2011) montrent que la contribution de la
Méditerranée augmente quand les conditions anticycloniques précèdent l’événement
précipitant, l’inverse étant vrai pour les conditions cyloniques. Au sud-est de l’Es-
pagne, (Frot et al., 2007) constatent que la participation de la mer Méditerranéenne
augmente avec l’intensité des précipitations.
Des sources d’humidité distantes ayant un rôle dans les précipitations extrêmes
méditerranéennes comprennent l’océan atlantique, l’humidité tropicale et l’évapora-
tion terrestre. L’évaporation atlantique est favorisée par la présence d’une intrusion
d’air stratosphérique prolongée (un PV streamer - une banderole de tourbillon po-
tentiel) à l’ouest d’un thalweg en hauteur associée à des forts vents de surface. En
particulier, l’advection du nord de l’air froid sur l’océan chaud intensifie l’évapora-
tion (Winschall et al., 2012). L’impact de l’air stratosphérique sur le vent de surface
est qualifié « d’action à distance », car cet air n’atteint pas les basses couches de
l’atmosphère (Hoinka et al., 2003). La présence d’un PV streamer est associée aux
événements de précipitation intenses alpines (Massacand et al., 1998) et précède une
majorité des précipitations intenses au Royaume Uni (Twitchett, 2012).
4.2 Conditions grande échelle, synoptiques et méso-échelle
Certaines conditions atmosphériques de grande échelle (10.000 km), d’échelle sy-
noptique (1000 km) et de méso-échelle (10 à 100 km) participent à la formation des
événements de pluies extrêmes en Méditerranée. A la limite des climats tempérés
et subtropicaux ; la Méditerranée subit l’influence de plusieurs oscillations d’échelle
planétaire. L’ouest de la Méditerranée est influencé par l’Oscillation Nord Atlan-
tique (ou NAO en anglais pour North Atlantic Oscillation). La NAO quantifie les
fluctuations de la pression entre l’anticyclone des Açores et la dépression d’Islande.
Ces fluctuations sont estimées à partir d’un indice dont le calcul repose sur la diffé-
rence de pression entre Lisbonne (Portugal) et Reykjavik (Islande). Cet indice nous
renseigne sur la phase de la NAO (Fig. 1.10). Lorsque les intensités de cet anticy-
clone et de cette dépression sont renforcées, on parle de phase positive de la NAO
(indice positif) alors que lorsque les intensités sont affaiblies, on parle de phase de
NAO négative (indice négatif) . La phase de la NAO nous renseigne alors sur le
climat d’Europe de l’ouest. Ainsi, les précipitations de l’ouest de la Méditerrannée
sont anti-corrélées à la NAO (Fig. 1.10). Lors de cette dernière, les flux d’ouest
17
Figure 1.10 – Impacts climatiques des deux phases de la NAO. Adapté des pages
descriptives du Lamont- Doherty Earth Observatory, Colombia University, Etats-
Unis par Christope Cassou (CNRS-CERFACS) (Cassou, 2004)
océaniques sont renforcés, apportant ainsi de l’air chaud et humide sur l’ouest de
la Méditerranée. En revanche, l’Est de la Méditerranée ne bénéficie pas de ce flux
océanique chaud et humide lors de la phase négative de la NAO. Cette région de la
Méditerranée est plutôt connectée à une autre oscillation : l’oscillation australe El
Niño (ou ENSO en anglais pour El Niño Southern Oscillation). L’ENSO quantifie
les fluctuations de la pression (oscillation australe) et de la température de sur-
face de l’océan (El Niño) entre les basses pressions du Pacique Ouest et les hautes
pressions du Pacifique central. Ces oscillations ont de nombreuses répercussions sur
le climat de nombreuses régions du globe. Ainsi, en Méditerranée, les années El
Niño sont corrélées avec une augmentation des cumuls de précipitations en Israël
(Alpert et al., 2005). Enfin le Sud de la Méditerranée est aussi fortement influencé
par la branche descendante de la cellule de Hadley qui joue un rôle déterminant
dans le caractère désertique des régions sub-tropicales. D’autres facteurs atmosphé-
riques grande échelle participent également à la variabilité climatique de la région
méditerranéenne comme la mousson ou la poussière du Sahara.
En plus de ces conditions atmosphériques de grande échelle, il existe aussi des
conditions atmosphériques synoptiques et de méso-échelle qui favorisent la forma-
tion des événements de précipitations extrêmes en Méditerranée. Un environnement
favorable à la convergence en basse couche des flux d’air humide est un des éléments
déclencheurs des précipitations intenses en région méditerranéenne. Plusieurs études
notent ainsi la présence d’un centre cyclonique à proximité des systèmes précipitants.
Ce dernier dirige les flux vers la région côtière et favorise ainsi l’instabilité. Jansa
et al. (2001) remarquent que dans près de 90% des événements pluvieux intenses de
la Méditerranée ouest, un centre d’activité cyclonique (soit des dépressions synop-
tiques, soit des cyclones de surface) était à proximité. Riesco Martín et al. (2013)
ont constaté que dans le sud de l’Espagne la présence d’une dépression synoptique
était plus déterminante pour les événements de précipitations extrêmes même si un
cyclone de surface était présent dans 85% des cas. Le travail de Nuissier et al. (2011)
sur l’identification des conditions synoptiques favorisant les précipitations à travers
les types de temps confirme qu’un thalweg au nord-ouest de la région d’intérêt est
le régime avec le plus de SRE (Nuissier et al., 2011).
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4.3 Mécanismes de soulèvement
Si certaines conditions de surface permettent d’humidifier les masses d’air à l’ori-
gine des précipitations extrêmes, d’autres conditions de surface vont favoriser l’as-
cension des masses d’air chargées d’humidité. Il s’agit du relief et/ou de la formation
d’un dôme d’air froid en surface. Tout d’abord, le relief joue un rôle important dans
la formation des événements de précipitations extrêmes. Le bassin méditerranéen est
en effet presque complètement entouré de formations montagneuses. Ces montagnes
soulèvent l’air marin chaud et humide ce qui déstabilise la masse d’air et déclenche
la convection profonde. Cette cyclogénèse orographique a lieu sur le côté sous le vent
des reliefs, favorisant ainsi la convergence des basses couches (Romero et al., 2000).
Sur le pourtour méditerranéen français, Frei et Schär (1998) ont d’ailleurs observé
que les deux zones de relief que sont la face sud des Alpes et le sud-est du Massif
Central présentent des cumuls de précipitation particulièrement importants.
La formation d’un dôme d’air froid derrière un front est un phénomène météo-
rologique qui a le même effet que la présence du relief. Dans ce cas, une masse
d’air froid et sec en basse couche bloque et soulève le jet d’air chaud et humide qui
produit les précipitations. L’évaporation des hydrométéores permet d’entretenir ce
dôme. Ce mécanisme a été présent pendant l’événement du Gard en 2002 et a joué
un rôle dans le déclenchement des précipitations en amont des Cévennes (Ducrocq
et al., 2008).
5 La modélisation climatique régionale comme outil à
l’étude des extrêmes de précipitation
Dans une grande partie des études déjà mentionnées dans ce chapitre, la modé-
lisation climatique a été utilisé pour mieux comprendre des phénomènes de précipi-
tation extrême. Les modèles permettent faire des expériences contrôlées de l’atmo-
sphère où nous pouvons manipuler des aspects de son fonctionnement pour mieux
le comprendre par la suite. Ce type de manipulation est impossible avec les observa-
tions. Dans le cadre de cette thèse, la modélisation permet de faire des projections
du climat futur en vue d’une étude sur l’hydrologie des petits bassins versants mé-
diterranéens au sud de la France sous l’influence du changement climatique. Pour ce
faire, il est nécessaire de modéliser l’évolution des précipitations à l’échelle locale.
La modélisation climatique régionale fournit les données climatiques étudiées
dans cette thèse. Les modèles globaux à résolution variable et les modèles à aire
limitée sont deux types de modèles régionaux. Les modèles climatiques régionaux
(RCM) permettent de faire de la désagrégation dynamique des données atmosphé-
riques, c’est à dire un changement d’échelle qui passe par la modélisation de la phy-
sique et de la dynamique de l’atmosphère à une résolution plus fine. Cette méthode
se distingue de la désagrégation statistique qui utilise une relation statistique pour
faire le changement d’échelle. Dans ce chapitre, nous considérons l’application de la
modélisation climatique régionale à la modélisation des événements de précipitation
intenses en vue d’une éventuelle étude d’impact hydrologique.
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Figure 1.11 – Précipitation moyenne (mm j−1), 1961-2000, simulée sur les Îles Bri-
tanniques par des versions globales et régionales du modèle du Hadley Center par
rapport aux observations, d’après Maraun et al. (2010).
5.1 Pourquoi la modélisation régionale ?
5.1.1 Limitations de la modélisation globale
Les échelles de la modélisation climatique globale sont en générale trop grossières
pour représenter l’évolution des variables atmosphériques à l’échelle hydrologique.
Ceci est du aux contraintes en termes de temps de calcul ou de stockage. La résolu-
tion des simulations du plus récent projet de comparaison des modèles de circulation
générale (GCM) couplés océan-atmosphère (AOGCM), est entre 0.5◦ et 4◦ environ,
avec la moitié des modèles en dessous d’une centaine de kilomètres aux moyennes
latitudes (Taylor et al., 2012). Cette résolution n’est pas assez fine pour représenter
les MCS (100 km environ) et les orages convectifs locaux. En plus, le relief acci-
denté et la région côtière de la Méditerranée qui modifient la circulation locale et
déclènchent le soulèvement orographique ne sont que grossièrement représentés.
La figure 1.11 montre l’impact de la résolution sur les champs de précipitation
sur les Îles Britanniques pour différentes modèles du Hadley Center. Même si une
grande partie des modèles globaux d’aujourd’hui produisent des simulations à des
résolutions bien plus importantes que 300 km, cette image illustre les limitations
d’une modélisation globale pour l’étude des précipitations qui ont une forte varia-
bilité spatiale. Le domaine plus restreint des modèles régionaux, réduit le coût de
calcul et permet d’effectuer des simulations à une résolution plus fine afin de mieux
représenter les processus à petite échelle, ce qui jouent un rôle important dans la
représentation des précipitations à l’échelle locale.
5.1.2 Limitations de la désagrégation statistique
Les techniques de désagrégation statistique permettent de reproduire le climat
à l’échelle locale grâce à une relation entre les simulations issues d’un GCM ou
d’un RCM et des variables atmosphériques observées à la résolution souhaitée. La
désagrégation statistique fait l’hypothèse forte que la relation statistique calculée sur
une période d’apprentissage est stationnaire pendant la période de désagrégation. Ce
type de désagrégation est adapté aux modèles d’impact et permet de reproduire la
distribution des précipitations Maraun et al. (2010), mais certaines de ces méthodes
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sont limitées en région méditerranéenne où les extrêmes sont en majorité convectifs
(Quintana-Seguí et al., 2011). Un autre inconvénient de ce type de désagrégation
est qu’il ne permet pas d’étudier le lien entre les conditions atmosphériques et les
précipitations extrêmes. Comme nous avons constaté dans la section 4, les conditions
atmosphériques jouent un rôle important dans le déclenchement des événements de
précipitation intense au sud de la France. La présence des biais dans les conditions
atmosphériques du modèle sur la période passée peut éclairer le comportement du
modèle sur la période future. Dans cette thèse, nous abordons le sujet du lien entre
les conditions atmosphériques et les précipitations extrêmes dans le chapitre 4.
5.2 Les projets de régionalisation nationaux et internationaux
La modélisation régionale a été identifiée comme un outil essentiel à la représen-
tation du climat à des échelles importantes à l’activité de l’homme. De nombreux
projets nationaux et internationaux on été lancées afin de régionaliser les simulations
climatiques :
F PRUDENCE (Prediction of Regional scenarios and Uncertainties for Defining
EuropeaN Climate change risks and Effects, 2001-2004), résolution de 50 km
sur l’Europe (Christensen et al., 2002).
F STARDEX (Statistical and Regional dynamical Downscaling of Extremes for
European regions, 2002-2005), résolution de 50 km sur l’Europe http://www.
cru.uea.ac.uk/projects/stardex/.
F ENSEMBLES (ENSEMBLE based predictions of climate changes and their
impacts, 2004-2009), résolution de 25 km sur l’Europe (Hewitt, 2004).
F NARCCAP (North American Regional Climate Change Assessment Program,
2006-présent) simulations sur l’Amérique du Nord à une résolution de 50 km
(Mearns et al., 2009, 2013).
F CORDEX (Coordinated Regional Climate Downscaling Experiment, 2009-
présent) plusieurs domaines qui recouvrent les principales masses continentales
de la terre, résolution de base à 50 km (autres résolutions disponibles selon le
domaine considéré) (Giorgi et al., 2009).
Cette liste n’est pas exhaustive, mais elle donne un premier aperçu des grands projets
de modélisation régionale. L’Europe a été très active dans le domaine de la modéli-
sation régionale, avec des projets tels que PRUDENCE et ENSEMBLES. Un autre
projet européen, STARDEX, qui avait pour objectif la comparaison des techniques
de désagrégation statistiques et dynamiques, a permis de proposer plusieurs indices
pour l’étude des précipitations extrêmes afin de faciliter la comparaison des simula-
tions. Le projet CORDEX dans lequel s’inscrit cette thèse est un effort international
qui comprend 14 sous-domaines à travers le monde. Les simulations utilisées pour
cette thèse ont été réalisées sur le sous-domaine méditerranéen (Med-CORDEX)
Ruti et al. (2014). La communauté de Med-CORDEX est aussi rattachée au projet
HyMeX (HYdrological cycle in the Mediterranean EXperiment) (Drobinski et al.,
2014), qui a pour but d’améliorer la modélisation et l’observation du cycle de l’eau
en région méditerranéenne.
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5.3 La valeur ajoutée par la modélisation régionale
Les RCMs et GCMs modélisent les grandeurs atmosphériques sur un nombre
discret de mailles. Sur chacune de ces mailles, les grandeurs physiques sont moyen-
nées, contrairement à l’atmosphère réelle. Les modèles utilisent aussi un nombre
d’approximations de la physique et de la dynamique de l’atmosphère, celles qui sont
à leur tour impactées par le choix de la résolution spatiale et temporelle. Quand la
résolution d’un modèle est améliorée, nous faisons l’hypothèse que l’augmentation
du nombre de mailles permettra une meilleure résolution des phénomènes petite
échelle, des améliorations qui peuvent se répercuter sur les grande échelles du mo-
dèle. Le modèle est aussi impacté par le choix du domaine et l’application ou non du
pilotage spectral qui contraint le développement des grandes échelles dans la modé-
lisation régionale. La valeur ajoutée d’un modèle est l’amélioration des simulations
suite à l’augmentation de la résolution, à un changement de domaine ou à l’appli-
cation du pilotage spectral. La référence pour mesurer cette amélioration sont les
observations (souvent un produit interpolé sur une grille) ou la version globale du
RCM dans le cas des expériences Big Brother qui seront décrites par la suite. Dans
le cas d’une étude de valeur ajoutée sur un modèle régional, le RCM en question
peut être comparé :
↪→ aux champs du GCM utilisé en forçage
↪→ aux champs de l’analyse utilisée en forçage
↪→ au même RCM à une résolution plus basse
↪→ au même RCM sur un domaine avec une différente étendue spatiale
↪→ au même RCM contraint par le pilotage spectral
↪→ aux champs d’une version globale du même RCM avec les petites échelles
filtrées (Big Brother)
Le RCM, qui reçoit ses conditions limites d’un modèle global ou d’un modèle
régional à un domaine plus grand, a une connaissance imparfaite des conditions
aux frontières. Les expériences Big Brother utilisent une version globale du modèle
régional, ce qui permet d’estimer l’erreur associée à la régionalisation (Colin et al.,
2010). La méthodologie Big Brother peut également être utilisée dans le cadre d’une
étude de la valeur ajoutée de la régionalisation (Diaconescu et Laprise, 2013).
Une des questions clefs dans les études de valeur ajoutée est l’échelle à laquelle
on peut attendre des améliorations. La littérature confirment que les RCMs ap-
portent une amélioration des champs atmosphériques à l’échelle locale, surtout aux
régions côtières et aux reliefs accidentés (voir Feser et al. (2011) pour une revue
plus complète des études de valeur ajoutée). L’apport des RCMs pour la reproduc-
tion des grandes échelles atmosphériques varie selon l’étude en question. Sur la Mer
Méditerranéenne, Herrmann et al. (2011) ont démontré que l’augmentation de la
résolution d’ALADIN(Bubnova et al., 1993) de 125 km à 50 km apporte une va-
leur considérable pour la simulation du vent horizontal, à la fois localement et en
moyenne sur tout le bassin méditerranéen. Pour l’Amérique du Nord, Diaconescu et
Laprise (2013) confirment que les modèles régionaux réduisent l’erreur présente dans
les conditions aux frontières pour l’humidité spécifique, le vent zonal et la précipita-
tion. Sur l’Europe, ALADIN est associé à un biais chaud au centre du domaine qui
impacte que les grandes échelles (Radu et al., 2008).Ce biais peut être contraint par
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l’application du pilotage spectral, mais au prix d’une augmentation artificielle des
extrêmes de précipitation hivernale. Dans une version plus récente du même modèle,
Colin et al. (2010) montre que le pilotage spectral ne nuit pas à la représentation
des précipitations extrêmes sur la France et l’Europe. Sur les Carpates, Csima et
Horányi (2008) ont montré que la cohérence physique et dynamique entre le modèle
global en entrée (ie une version globale du RCM) et le RCM permet d’améliorer les
résultats par rapport aux simulations pilotées par une analyse.
La précipitation en particulier présente des difficultés uniques pour les modèles
climatiques. C’est un processus non-linéaire et multi-phase qui dépend à la fois de
la dynamique et la physique du modèle ainsi que la topographie locale. La conver-
gence de l’humidité et le soulèvement orographique jouent un rôle essentiel dans
la formation des précipitations et ne sont que grossièrement représentées dans les
modèles globaux. Les modèles régionaux contribuent significativement à l’amélio-
ration des précipitations simulées avec toutefois quelques complications dues à la
représentation des pluies convectives qui ne sont explicitement résolues que dans
très peu de modèles régionaux en raison d’un coût de calcul élevé associé aux ré-
solutions nécessaires pour représenter la convection (l’ordre de quelques kilomètres)
Kendon et al. (2012). Pour l’orographie complexe des Alpes, les modèles régionaux
permettent de résoudre les principales structures méso-échelle du champ de préci-
pitation (Frei et al., 2003, 2006). Il est aussi observé que les précipitations estivales
sont plus biaisées que l’hiver et que la différence inter-modèle est plus importante
pendant cette période, probablement du aux processus convectifs présents pendant
la saison chaude (Frei et al., 2006). Pour les simulations ALADIN sur la France,
une valeur ajoutée marquée est observée pendant l’été quand la résolution est aug-
mentée de 50 km à 12 km, ce qui suggère que une meilleur résolution permet de
diminuer certaines incertitudes associées aux processus convectifs (Déqué et Somot,
2008). Sur les Etats-Unis, l’augmentation de la résolution du modèle CCM3 permet
de simuler mieux les structures spatiales des précipitations observées en automne et
en hiver, tandis que peu d’amélioration est observée au printemps et en été (Iorio
et al., 2004). Pour la même région, les simulations du projet NARCCAP forcées
par une analyse atmosphérique reproduisent bien les structures associées à la pré-
cipitation et la variabilité de cette dernière (Gutowski Jr et al., 2010). Cette étude
observe aussi une variation spatiale dans la qualité des résultats, avec une meilleure
reproduction des précipitations en Californie où la pluie est principalement orogra-
phique que dans le bassin versant du Mississippi où la précipitation de la saison
froide dépend plus des forçages synoptiques. Dans le contexte de CORDEX-Africa,
où la climatologie de précipitation est déterminée principalement par l’évaporation
terrestre et donc la convection, un biais systématique est présent dans le déclenche-
ment des précipitations journalières prévues par les RCMs (Nikulin et al., 2012). Les
premiers résultats de la régionalisation sur le continent africain restent néanmoins
très prometteurs (Endris et al., 2013; Nikulin et al., 2012). De toutes ces études nous
pouvons en tirer quelques conclusions générales : (1) la modélisation de la précipi-
tation est généralement améliorée par une augmentation de la résolution et (2) les
RCMs reproduisent moins bien les observations de précipitation quand les processus
convectifs jouent un rôle déterminant.
Une solution possible pour mieux simuler les précipitations convectives est d’aug-
menter la résolution jusqu’à ce que la convection soit résolue explicitement. L’utilisa-
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tion d’un modèle non-hydrostatique est nécessaire dans ce type d’expérience afin de
représenter correctement les processus convectifs. Les modèles hydrostatiques, qui
représentent la quasi-totalité des GCMs et une bonne partie des RCMs, traitent la vi-
tesse verticale comme une variable diagnostique à calculer à partir de l’équilibre entre
la flottabilité d’une masse d’air et la pression atmosphérique. Ce traitement de la
vitesse verticale ne permet pas de représenter correctement la convection. Quelques
études existent aujourd’hui qui montrent l’apport des modèles non-hydrostatiques
à très haute résolution. Prein et al. (2013) montre qu’entre deux simulations de très
haute résolution (à 10 km sans la résolution explicite de la convection et à 3 km
avec la résolution explicite de la convection) centrées sur les Alpes Autrichiennes le
cycle diurne et les précipitations extrêmes sont mieux représentées dans les simu-
lations à 3 km. Ces résultats qui sont fondés sur la simulation d’une période très
courte (été 2007 et hiver 2008) avec trois RCMs méritent d’être creusés par la réali-
sation des simulations plus étendues. Le projet CONVEX (CONVective EXtremes,
http://research.ncl.ac.uk/convex/), une collaboration entre le Met Office, Newcastle
University et l’University of Exeter, a récemment réalisé plusieurs simulations à très
haute résolution (12 km sur l’Europe et 1.5 km sur le sud du Royaume Uni) avec
les modèles du Met Office pour des périodes allant de 16 à 20 ans, ce qui permet de
confirmer les résultats de Prein et al. (2013) dans un autre contexte climatique. Les
extrêmes de précipitation du modèle à 1.5 km sont plus réalistes que ceux à 12 km
pour les précipitations en dessous d’un pas de temps journalier (Chan et al., 2014b;
Kendon et al., 2014, 2012). Cette amélioration est importante principalement en été
quand les extrêmes sont de nature convective (Chan et al., 2014b) et elle devient
négligeable aux échelles journalières et plus (Chan et al., 2013, 2014b). Pour l’ins-
tant, le coût de calcul de ces simulations à très haute résolution est prohibitif pour
l’adoption généralisé de ce type de simulation dans les grands projets internationaux
comme CORDEX. Avec l’évolution des moyens informatiques, il est possible que les
modèles à très haute résolution seront généralisés à des périodes plus longues et des
régions plus étendues, comme le continent africain où le cycle diurne joue un rôle très
important dans la formation des précipitations. Une autre possibilité pour l’amélio-
ration des simulations climatiques est la réalisation des simulations globales à haute
résolution (50 km ou moins) afin de réduire l’incertitude associée aux conditions aux
limites.
Dans cette thèse nous avons sélectionné les simulations du modèle ALADIN-
Climat réalisées dans le contexte du projet Med-CORDEX pour la réalisation de
notre étude sur les précipitations extrêmes au Sud-est de la France. Deux résolutions
sont disponibles pour ces simulations : 12 et 50 km. Ces deux résolutions sont loin
de la limite de la résolution explicite de la convection, donc l’utilisation d’un modèle
hydrostatique comme ALADIN ne devrait pas impacter la qualité des résultats. Les
événements seront étudiés à un pas de temps journalier ce qui limite l’impact des
précipitations convectives paramétrisées. L’utilisation des données journalières pour
l’étude d’impact hydrologique est possible grâce à une méthode de correction de biais
appliquée aux précipitations futures qui sera décrite dans la suite de cette section.
Dans la continuité des études de Colin et al. (2010); Déqué et Somot (2008), nous
espérons caractériser la valeur ajoutée de la haute résolution pour la modélisation des
précipitations extrêmes et ses sources dans la dynamique et la physique du modèle.
Par la suite, il est espéré que ces résultats permettront de mieux guider les choix
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des modélisateurs et les utilisateurs de leurs données.
5.4 De la prévision à la prévoyance : le climat futur en région mé-
diterranéenne
5.4.1 Évolution de la précipitation et le rôle de la température
La région méditerranéenne a été identifiée comme un des points chauds du chan-
gement climatique (Diffenbaugh et Giorgi, 2012). A la limite nord de la région sub-
tropicale, le réchauffement des extrêmes chauds de température d’une période de
retour de 20 ans excède celui des extrêmes froids ce qui se traduit par un assè-
chement général de cette région dans les modèles de l’expérience CMIP5 (Kharin
et al., 2013). Ceci est en accord avec les résultats de l’expérience ENSEMBLES, qui
prévoit une augmentation de la précipitation extrême hivernale (période de retour 5
ans) en Europe au nord de 45◦ latitude et une diminution au sud, ainsi qu’une aug-
mentation dans les pays nordiques et une diminution sur la région méditerranéenne
en été (Frei et al., 2006). Nikulin et al. (2011) trouvent aussi un dipôle nord-sud
pour les extrêmes de précipitation d’été, mais les résultats varient considérablement
selon le GCM forceur. Pour l’été en particulier, la réponse des modèles est moins
cohérente qu’en hiver (Frei et al., 2006; Kysely` et al., 2012; Nikulin et al., 2011) et
il est difficile d’interpréter les résultats pour la partie nord de la Méditerranée où
nous sommes à la limite des deux signaux de changement différents : l’augmenta-
tion de la précipitation au nord et la diminution de la précipitation sur les régions
subtropicales. Pour le Sud de la France, les modèles d’ENSEMBLES prévoient une
diminution de la précipitation moyenne pour toutes les saisons sauf hiver et cette
région est localisée très proche du changement de signe entre le nord et le sud du
domaine (Kysely` et al., 2012). L’interprétation des résultats est également compli-
quée par la sélection de la période de temps sur laquelle les extrêmes sont estimés
et la période de retour considérée. Frei et al. (2006); Kharin et al. (2013); Nikulin
et al. (2011) calculent les extrêmes (période de retour 5 ans pour Frei et al. (2006),
20 pour Kharin et al. (2013); Nikulin et al. (2011)) avec des précipitations cumulées
sur 1 jour ou 5 jours. La période de cumul dans ces études est trop longue pour dé-
tecter les extrêmes les plus courts. Pour les extrêmes en dessous d’un pas de temps
journalier, une augmentation est possible même dans des régions où la précipitation
moyenne a diminué (Chan et al., 2014a; Kysely` et al., 2012; Westra et al., in press).
Au sud de la France, la précipitation horaire pour une période de retour de 50 ans
augmente bien plus que les maxima saisonniers tandis que la précipitation moyenne
diminue Kysely` et al. (2012). La saison avec l’augmentation des extrêmes la plus
importante sur la région méditerranéenne est l’automne, ce qui est correspond au
maximum climatique des précipitations.
L’augmentation des précipitations les plus extrêmes en fonction de l’augmenta-
tion des températures est expliquée en partie par la relation Clausius-Clapeyron.
Cette relation décrit la pression de vapeur d’eau saturante en fonction de la tempé-
rature : plus la température d’une parcelle d’air augmente, plus elle peut contenir
de la vapeur d’eau avant que celle-ci ne condense. L’augmentation de la pression de
vapeur d’eau saturante se traduit par des extrêmes de précipitation plus intenses.
Dans Kharin et al. (2013), la sensibilité de la précipitation extrême à la température
est de +4%/◦C au dessus de la terre et +6%/◦C au dessus de la mer.
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La région méditerranéenne est soumise à la fois à une intensification des préci-
pitations extrêmes due à la relation Clasius-Clapeyron et à un assèchement général
en raison de l’augmentation des extrêmes chauds de température. Cette dynamique
risque d’avoir des impacts importants sur la population humaine et l’écologie de
cette région. C’est pour cette raison que nous cherchons à quantifier ces impacts
à l’échelle régionale et locale à travers la modélisation hydrologique dans le cadre
d’une étude d’impact.
5.4.2 Utilisation des données atmosphériques en vue d’une étude d’impact
Un modèle d’impact simule les impacts du changement climatique sur des pro-
cessus dépendant des conditions atmosphériques. Les modèles hydrologiques, les
modèles écologiques (distribution des espèces) et les modèles de production agricole
en sont quelques exemples. La représentation du climat actuel par les RCMs est
entachée par des biais qui peuvent impacter la modélisation des impacts. Ceci est
particulièrement important dans le cas où les impacts futurs sont comparés à la
période présente pour laquelle le modèle d’impact est forcé par les observations. Il
est donc souhaitable d’appliquer une correction afin de réduire les biais potentiels
du modèle avant la réalisation d’une étude d’impact.
La méthode de delta est le plus simple des méthodes de correction de biais et
consiste à ajouter un facteur additif ou multiplicatif aux observations afin de simuler
l’impact du climat futur. L’étape de correction consiste simplement à remplacer la
période passée du modèle par les observations. Les flux, tels que les précipitations,
sont corrigés par un facteur multiplicatif qui est le ratio de la climatologie modélisée
future à la climatologie modélisée passée :
P fi+T = P
p
obs,i
¯
P fmod
¯P pmod
, (1.5)
où Pi+T est la précipitation future estimée à un pas de temps i plus la différence
entre la période passée et la période future (T ), Pobs,i est la précipitation observée
au pas de temps i, P¯ fmod est la climatologie future modélisée, et P¯
p
mod est la climato-
logie passée modélisée. van Roosmalen et al. (2010) appliquent cette correction aux
variables d’intérêt hydrologique dans le cadre d’une étude de valeur ajoutée. Dans
ce cas, la méthode delta permet de prendre en compte le signal du changement
climatique en fin de siècle (2071 à 2100), mais la correction de biais élimine toute
valeur ajoutée. Un autre point faible de cette méthode est qu’elle ne prend pas en
compte les changements de la variabilité des précipitations (Rasmussen et al., 2012).
La méthode de delta n’est pas adaptée à l’utilisation d’un RCM à haute résolution
ni à l’étude des événements de précipitation extrême sous le climat futur, car elle ne
permet pas de conserver la valeur ajoutée de la haute résolution après correction, ni
de prendre en compte les changements à la distribution de précipitations.
La méthode de correction quantile-quantile fait l’hypothèse que la dynamique
des précipitations produite par le modèle est correcte, mais les valeurs des quantiles
de précipitations sont fausses. Afin de corriger ce biais, la distribution empirique
ou modélisée simulé par le modèle climatique est remplacée par celle des observa-
tions. Nous gardons alors la dynamique temporelle du modèle. Les méthodes de type
quantile-quantile sont plus performantes que l’application d’une correction de type
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delta, car elles permettent de corriger la distribution des précipitations (Räty et al.,
2014). Sous l’influence du changement climatique, cette méthode permet de simuler
une réponse plus importante des précipitations sur le France que la méthode de delta
(Déqué, 2007). Seaby et al. (2013) comparent l’application de la méthode de delta
et de la méthode quantile-quantile aux données de précipitation, de température
et d’évapotranspiration potentielle du projet ENSEMBLES sur le Danemark. Par
rapport à la méthode de delta, la méthode quantile-quantile améliore la variabilité
et les extrêmes des variables considérées (Quintana-Seguí et al., 2010; Seaby et al.,
2013).
Dans le cas où nous souhaitons étudier l’impact du changement climatique sur
un événement phare de la période passée, la méthode quantile-quantile ne permet
pas de garder la chronologie des observations. L’étude d’un événement historique
peut être plus parlant pour les décideurs et les collectivités locales qui ont vécu
l’événement en question. Une approche de type perturbation de quantiles combine
l’utilisation de la chronique d’événements historiques et la prise en compte de la
distribution des précipitations. Comme la méthode de delta, l’étape de correction
de biais consiste à remplacer la simulation historique par les observations. Un delta
est ensuite calculé entre les distribution de la simulation historique et la distribution
de la projection future. L’équation 1.5 devient donc pour une précipitation observé
de quantile q pour un pas de temps i :
P fi+T = P
p
obs,i
P fmod,q(i)
P pmod,q(i)
, (1.6)
Pour chaque pas de temps, la chronique des précipitations passées est multiplié par
un coefficient de changement, P fi+T de même quantile. Dans ce cas, le coefficient
de changement ou delta varie selon l’intensité des précipitations. La méthode de
perturbation de quantiles reste valide tant que les conditions climatiques futures
ne s’éloignent pas trop de celles du passé, car les précipitations corrigées héritent
la dynamique des épisodes passés. Olsson et al. (2009) confirment que la perturba-
tion de quantiles permet de prendre en compte des changements qui varient avec
l’intensité des précipitations, contrairement à la méthode de delta. Cette méthode
a été appliqué aux précipitations méditerranéennes avec succès (Colin (2010) au
sud de la France et Tramblay et al. (2013) au Maroc). Par rapport à la méthode
quantile-quantile, la perturbation de quantiles suppose que la séquence temporelle
des événements est stationnaire et les valeurs des quantiles évoluent. En revanche
la méthode quantile-quantile permet la séquence temporelle des événements et la
distribution des variables d’évoluer.
Pour cette thèse, une méthode de type perturbation de quantiles a été retenue.
Cette méthode permet de garder la chronologie des événements de crues phares
sur le Lez, ce qui facilite la comparaison entre les événements futurs et passés. Un
désavantage de cette méthode est que l’impact du déroulement chronologique des
événements de précipitation futurs sur les crues n’est pas pris en compte.
6 Conclusion
Le pourtour méditerranéen est soumis à des précipitations intenses automnales.
Ces précipitations sont associées à une grande échelle qui permet l’acheminement
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de l’air conditionnellement instable sur la région côtière où il est soulevé par le
relief accidenté qui entoure le bassin méditerranéen. La persistance des conditions
atmosphériques favorables à un flux sud ou sud-est aide à maintenir des systèmes
convectifs à méso-échelle quasi-stationnaires. Ces systèmes sont responsables des
cumuls de précipitation très élevés parfois observés sur la Méditerranée française.
D’autres types d’événements précipitants contribuent à des cumuls de précipitation
élevés en région méditerranéenne, y compris les medicanes et les lignes de grains.
Dans certains cas, des précipitations stratiformes contribuent aux cumuls élevés,
mais les événements les plus dévastateurs sont fréquemment le produit des phéno-
mènes convectifs.
L’évolution des événements de précipitation extrêmes sur le pourtour méditerra-
néen sous l’influence du changement climatique est un enjeu clef pour cette région
à forte dynamique démographique. La modélisation climatique permet de faire des
projections des précipitations futures et d’étudier l’évolution de ces dernières. Ce-
pendant, la résolution des modèles climatiques globaux de l’ordre d’une centaine
de kilomètres, n’est pas suffisant pour étudier les événements de nature convective
en région méditerranéenne et les crues éclair qu’ils peuvent engendrer. La désagré-
gation dynamique des champs atmosphériques issues de la modélisation globale à
travers un modèle climatique régional permet de réduire la différence d’échelle entre
les projections climatiques et les impacts locaux. Suite à l’amélioration de la réso-
lution d’un modèle, une étude de valeur ajoutée permet de valider les apports de ce
dernier.
La région méditerranéenne se trouve sur un gradient de changement climatique
où les précipitations moyennes augmentent au nord de l’Europe et diminuent au
sud. Au sud de la France, les extrêmes de précipitation les plus courts pourraient
augmenter tandis que la moyenne des précipitations diminue. Ces changements sont
un enjeu critique pour la région méditerranéenne où les crues éclair et les tensions de
la ressource en eau impactent déjà les populations. Les études d’impact du change-
ment climatique à l’échelle des activités humaines permettent de mieux estimer les
risques aux populations. L’application d’une correction de biais aux projections fu-
tures des modèles climatiques régionaux réduit les biais des champs atmosphériques
sur la période historique avant la réalisation d’une étude d’impact du changement
climatique.
Cette thèse s’intéresse plus particulièrement aux impacts du changement clima-
tique sur les crues éclair des petits bassins versants méditerranéens, engendrées par
des précipitations intenses. Dans le prochain chapitre, nous présentons la genèse et
la modélisation de ces événements en vue du développement d’une méthodologie
d’étude d’impact.
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Chapitre 2
Les crues éclair : génèse et
caractérisation
Ce jour-là , tout le pays a les yeux fixés sur la montagne. A midi, le ciel écrase
la plaine, le village, le mas, le cœur de l’homme. L’obscurité est presque complète.
Il pleut comme il n’avait jamais plu. La Têt est déchaînée, le Tech brame. Tous les
torrents hurlent à la fois. Dans chaque vallée les rivières en crue balayent tout sur
leur passage.
Les riverains sont inquiets. Sera-ce un «aïgat » ? La peur millénaire prend l’homme
à la gorge, car la tradition orale a rapporté au long des veillées le récit d’un de ces
cataclysmes qui marquent pour cent ans l’esprit des populations riverains.
Michel Maurette (1898 ; 1973)-La Crue.
1 Introduction : risques et aléas hydrologiques en France
Les indondations sont l’aléa naturel prééminent en France avec 19 247 communes
concernées (Service de l’observation et des statistiques, Commissariat général au
développement durable, 2014). Le risque d’inondation est particulièrement accru
sur le pourtour méditerranéen (Fig. 2.1a) avec les populations les plus exposées de
France métropolitaine concentrées dans les départements du Vaucluse, du Gard et
des Pyrénées-Orientales.
Cette situation est aggravée par la forte dynamique démographique de la Médi-
terranée française (Fig. 2.1b) de ces dernières années. Sur le Languedoc-Roussillon,
25% de la population et 75% des communes sont à risque (source : SMMAR,
www.smmar.fr/memoire-des-crues/). L’aménagement des zones humides, vu comme
une valorisation des terrains inutilisables (Comité du bassin Rhône-Méditerranée,
2009), augmente encore le risque encouru. D’un côté, la croissance des zones ur-
baines imperméables empêche l’atténuation des crues par l’infiltration ainsi que
l’expansion de la rivière dans son lit majeur et, d’un autre côté, la localisation des
infrastructures et des activités à proximité des cours d’eau augmente l’importance
des dégâts en cas de débordement.
Le pourtour méditerranéen est particulièrement exposé aux crues. Ces dernières
sont souvent soudaines et brutales et sont appelées « crues éclair ». Dans ce cha-
pitre, nous définirons d’abord les crues éclair. Nous décrirons ensuite les principaux
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processus à l’origine de ce phénomène. Puis, nous aborderons la modélisation de ces
crues et les difficultés qui y sont associées.
(a) Pourcentage de la population française qui vivait dans des
zones inondables en 2009 et taux de couverture des zones inon-
dables. Source : Service de l’observation et des statistiques (SOeS),
http://www.statistiques.developpement-durable.gouv.fr/indicateurs-indices/
f/1832/1346/population-exposee-risques-dinondation.html.
(b) % croissance annuel moyen de la population par région de 1990 à 2007. Source :
Insee, http://www.insee.fr/fr/themes/document.asp?ref_id=ip1326.
Figure 2.1 – Exposition de la population française aux crues éclair.
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2 Définition d’une crue « éclair »
Selon l’Organisation météorologique mondiale (OMM), une crue éclair est carac-
térisée par un délai court entre les précipitations et l’arrivée de la crue (ce concept est
détaillé dans la section 2.1) et se produit dans les régions ayant un comportement hy-
drologique particulier (Tucci et Collischonn, 2006). La DIREN Rhône-Alpes précise
que la vitesse de la montée des eaux est de moins de 12 h pour les crues simplement
rapides et de l’ordre de quelques heures seulement pour les crues dites éclair 1. Les
crues éclair sont donc un cas particulier de crues rapides.
Les crues éclair se produisent généralement sur des bassins versants (région de
concentration des précipitations hydrologiquement close avec un seul exutoire) de
petite taille dont la physiographie et le fonctionnement favorise le ruissellement
(de surface ou de sub-surface) et limite l’infiltration. On peut citer par exemple la
présence de versants à pente importante, un sol à faible capacité d’infiltration, un sol
fin à substratum imperméable, un karst rapidement saturé, etc. Les précipitations
associées aux crues éclair sont principalement de type orageux avec une étendue
spatiale et une durée temporelle limitées. Une précipitation intense ou de la pluie
sur une couche neigeuse peuvent engendrer une crue éclair (Gaume et al., 2009).
Plus exceptionnellement, la rupture d’un barrage ou d’une digue ou du blocage d’un
écoulement par l’accumulation de la glace peuvent engendrer une montée des eaux
rapide.
Cette définition est pourtant vague et diffère selon l’étude choisie. En effet, dans
sa thèse, Borrell–Estupina (2004) compare sept définitions de crues éclair. Si les sept
définitions s’accordent sur l’apparition et l’évolution soudaine du phénomène, elles
diffèrent ensuite par le nombre et le type de critères utilisés pour caractériser une
crue éclair. Six des sept définitions considèrent qu’une crue éclair est déclenchée par
des pluies diluviennes. Les sept définitions diffèrent ensuite sur les autres critères
et prennent en compte ou non, l’importance des débits dans les rivières, l’éten-
due spatiale du phénomène ou encore la difficulté à le prévoir. Borrell–Estupina
(2004) constate également que ces définitions restent généralement qualitatives et
non quantitatives. Gaume et al. (2009) proposent une définition plus quantitative
des crues éclair qui comprend les bassins versants de moins de 500 km2 qui subissent
un système précipitant durant moins de 24 h avec un cumul de plus de 100 mm pour
une durée de quelques heures. Ensuite, l’étude est obligée d’étendre cette définition
à quelques bassins versants plus grands dans le cas des précipitations plus courtes
et plus intenses (par exemple l’Aude, 1856 km2, en 2002). Dans ses conclusions,
Gaume et al. (2009) précisent que l’inclusion des bassins versants plus grands est
nécessaire car les systèmes convectifs en région méditerranéenne peuvent atteindre
plus de 1000 km2 (avec une extension de 100 km dans au moins une direction).
S’inspirant de cette étude, Marchi et al. (2010) définit une crue éclair comme un
événement affectant un bassin versant de moins de 1000 km2 et étant engendré par
un système précipitant qui ne dure pas plus de 34 h.
Nous pouvons constater qu’une multitude de définitions différentes des crues
éclair existe dans la littérature. Néanmoins un consensus émerge concernant une des
spécificités de ce type de crue : c’est le caractère brutal de la réponse hydrologique.
1. source : http://www.rdbrmc-travaux.com/spge/site_v2/article_azi.php?titre=Typologie%
20des%20crues&page=azi/azi_typcrues.
31
Dans ce qui suit, nous proposons quelques méthodes pour délimiter et caractériser les
événements de crue éclair. Nous pouvons caractériser une crue par le débit dans un
cours d’eau, par le temps écoulé entre les précipitations et la réponse hydrologique du
bassin, par sa fréquence sous la forme d’une période de retour ou par sa localisation.
Dans notre caractérisation, nous essayons de mettre en avant cet aspect.
2.1 Par le temps de réponse
Une crue éclair peut être définie par son temps de réponse. Le temps de réponse
(lag time) d’un bassin versant peut être défini de différentes manières. Il peut cor-
respondre à l’intervalle de temps entre le centre de gravité des précipitations et le
débit de pointe mesuré à l’exutoire du bassin versant. D’autres considèrent que le
temps de réponse se définit comme l’intervalle de temps entre le pic de pluie et le
pic de débit ou le début de la pluie et le pic débit. Il faut donc être particulièrement
vigilant sur la définition du temps de réponse qui est calculé. Le National Weather
Service (service météorologique américain) définit une crue éclair comme un événe-
ment ayant un temps de réponse généralement inférieur à 6 h. Même s’il n’y a pas
de règle absolue concernant le temps de réponse d’une crue dite éclair, ce critère est
essentiel pour la définition de ce type de crue. Une crue éclair, par définition, a un
temps de réponse court.
2.2 Par le débit
Les données de débit utilisées pour caractériser la réponse hydrologique des bas-
sins versants soumis à des crues éclair sont déduites de données limnimétriques
auxquelles on a associé une courbe de tarage. Une courbe de tarage permet de re-
lier la hauteur d’eau au débit en un point donné du cours d’eau. Ces courbes sont
construites soit à partir des jaugeages réalisés à l’aide d’un traceur injecté dans le
cours d’eau, soit par exploration du champ de vitesse puis intégration sur la surface
mouillée. Pour ce type de jaugeage, plusieurs outils différents peuvent être utili-
sés comme le saumon, le courantomètre électromagnétique, le micro-moulinet ou
l’ADCP. Toutefois, les jaugeages en période de hautes eaux sont rares (mesures dif-
ficiles, dangereuses, accessibilité du cours d’eau limitée) rendant la courbe de tarage
très souvent incertaine en période de crue.
Le débit à l’exutoire d’un bassin versant en m3s−1 se compose d’un débit de base
(le débit d’un cours d’eau avant la montée des eaux), du ruissellement contributif
sur le bassin versant suivant un épisode pluvieux et de l’écoulement retardé. Nous
pouvons aussi considérer le débit spécifique qui correspond au débit divisé par la
taille du bassin versant. En normalisant par la surface du bassin, le débit spécifique
permet ainsi de comparer les réponses hydrologiques de différents bassins versants.
Les débits spécifiques maximaux peuvent ainsi servir à construire une courbe enve-
loppe. Cette courbe, estimée par la régression linéaire du logarithme des maxima
de débit spécifique et du logarithme de l’aire du bassin, permet d’estimer la crue
maximale sur des bassins non-jaugés d’une région climatiquement et géologiquement
similaire. La rélation entre le débit spécifique et l’aire du bassin est la suivante :
ln(Qs) = a+ bln(A) (2.1)
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où Qs est le débit spécifique, A est l’aire du bassin, b est un paramètre d’échelle
et a est un coéfficient indépendant de l’aire du bassin, appelé parfois le débit réduit
(Castellarin, 2007; Gaume et al., 2009). Avec cette courbe, nous pouvons estimer le
débit maximal d’un bassin non-jaugé ou déterminer la sévérité d’un événement en
le comparant aux maxima régionaux.
2.3 Par la période de retour
Nous pouvons aussi classer les maxima de débits annuels en fonction d’une loi
de distribution probabiliste s’appliquant aux valeurs extrêmes tel que la Genera-
lized Extreme Values (GEV) présentée dans la section 2.1.3. La probabilité d’une
valeur maximale sur une année donnée (application de la loi de probabilité aux va-
leurs extrêmes annuelles) nous permet d’évaluer la période de retour par l’équation
suivante,
T = 1
p
(2.2)
où T est la période de retour et p est la probabilité d’occurence de l’événement
au cours d’une année donnée. Ce critère présente toutefois quelques inconvénients.
D’abord, cette caractérisation demande une chronique débitmétrique très longue,
or cette information est rarement disponible pour les bassins versants soumis aux
crues éclair. Ensuite, la caractérisation probabiliste est seulement valide si le com-
portement hydrologique du bassin est stationnaire. Soumis au changement clima-
tique global, la chronique des débits historiques n’est plus capable de décrire les
probabilités actuelles ou futures (Bouvier, 2004). Enfin, la caractère probabiliste
de ce critère peut susciter l’incompréhension des populations locales et décideurs
qui attendent un événement centennal exactement tous les cent ans tandis qu’une
description probabiliste des événements est seulement valable sur une période très
longue par rapport à la fréquence de l’échantillon (Brochard et Monfort, 2008).
2.4 La localisation des crues éclair en France et en Europe
Les pays du nord-ouest de la méditerranée sont particulièrement impactés par
les crues éclair (Llasat et al., 2010a). En Europe, l’Espagne est le pays ayant le plus
grand nombre de crues éclair entre 1950 et 2005, suivie par l’Italie et la France (Bar-
redo, 2007). Récemment, une étude de Llasat et al. (2010b) cherchait à réunir une
base de données sur les crues éclair catalanes afin de mieux quantifier le risque dans
cette région particulièrement impactée. L’intensité des crues éclair méditerranéennes
est plus importante que celles touchant les bassins versants des climats continentaux
(Marchi et al., 2010). La saison des crues éclair dans les climats continentaux est
décalée par rapport à celle des crues méditerranéennes et arrive en été quand les
événements convectifs sont principalement des orages isolés. Dans cette thèse, nous
nous concentrerons sur la Méditerranée française, où les conditions de terrain (petits
bassins versants avec un relief accidenté) et les conditions climatiques (climat mé-
diterranéen : été sec avec des fortes précipitations automnales) favorisent les crues
éclair.
33
3 La genèse des crues éclair
Dans cette section, nous décrirons les principaux processus impliqués dans la
genèse des crues éclair. La genèse des crues éclair requiert quelques éléments dé-
clencheurs : une quantité importante de précipitations en peu de temps, suivie d’un
ruissellement important, puis la concentration de ce ruissellement et son achemine-
ment rapide vers les cours d’eau ou les thalwegs du bassin versant. La Méditerranée
française, de par ses fortes précipitations automnales et ses nombreux petits bassins
versants à relief accidenté réunit donc les éléments nécessaires à la genèse de crues
éclair.
3.1 Précipitation
La figure 2.2 présente les échelles spatiales et temporelles des crues éclair eu-
ropéennes pour cinq climats différents : méditerranéen, alpin-méditerranéen, alpin,
continental, et océanique. Ces événements correspondent à des précipitations de pé-
riode de retour d’au moins 50 ans sur des bassins allant de 20 à plus de 1000 km2.
La plupart de ces événements présente une échelle temporelle similaire à celle d’un
MCS. Cependant, quelques crues éclair du climat continental sont à l’échelle d’une
cellule convective, ce qui est en accord avec la saisonnalité des crues sous ce type
de climat 2.4. Nous remarquons aussi que dans le cas des climats continentaux, la
taille du bassin est corrélée positivement avec la durée de l’événement pluvieux. En
revanche, la durée de l’événement paraît peu corrélée avec la taille du bassin pour
les bassins versants méditerranéens. Un étude comprenant plus d’événements sur
des bassins méditerranéens et continentaux permettrait de confirmer ces résultats.
Figure 2.2 – Les échelles spatiales et temporelles des crues éclair européennes dans
Borga et al. (2011). Les échelles des cellules convectives et des MCSs sont de Orlanski
(1975).
3.2 Le ruissellement de surface
Le ruissellement de surface ou le ruissellement direct est l’écoulement des eaux
à la surface des sols. Il peut se produire de deux manières différentes. La saturation
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du sol peut se produire par le haut dans le cas où l’intensité de précipitation dépasse
la capacité d’infiltration du sol (excès d’infiltration). Le ruissellement ainsi généré
est appelé ruissellement hortonien Horton (1933). Du ruissellement peut aussi être
produit par dépassement de la capacité de stockage du sol (excès de saturation).
Le ruissellement produit est alors appelé ruissellement dunnien (Dunne et Black,
1970). Le ruissellement hortonien peut jouer un rôle dans les crues éclair compte
tenu de la forte intensité de précipitations pendant ces événements. Dans le cas de
la crue éclair d’un bassin versant de 25 km2 dans le Colorado, Ogden et al. (2000)
constatent que le ruissellement était probablement hortonien en raison de la forte
intensité de précipitation, la faible capacité d’infiltration des sols et la profondeur
de la zone saturée (5 m). C’est ce type de ruissellement qui est le plus fréquemment
cité dans les études sur les climats arides où le manque de couverture végétale et
la moindre profondeur du régolithe diminuent la capacité d’infiltration. L’impact
des précipitations peut aussi conduire à la formation d’une croûte de battance,
diminuant sévèrement la capacité d’infiltration des sols (Gaume, 2002). La formation
de cette croûte est due à la déstructuration des sols sous la force mécanique des
précipitations puis la dispersion chimique des complexes argileux (Lado et Ben-Hur,
2004). Ce processus est favorisé dans les bassins versants agricoles, arides, et semi-
arides pour lesquels la force mécanique des précipitations n’est pas atténuée par la
présence de végétation.
La saturation par le bas (Dunne et Black, 1970), se produit lorsque l’intensité des
précipitations est inférieure à la capacité d’infiltration. Dans ce cas, les précipitations
s’infiltrent jusqu’à ce que le sol soit complètement saturé dans une certaine région
du bassin versant. Une fois saturé, la totalité des précipitations incidentes ruissellent
alors sur les aires saturées.
Ces deux types de ruissellement superficiel peuvent se produire en région mé-
diterranéenne. Par exemple, sur les sols granitiques du Mont-Lozère, Martin et al.
(2003) observent un ruissellement dunnien. Les sols sont suffisamment épais pour
empêcher le développement d’un ruissellement hortonien, même pour de fortes pré-
cipitations. Sur le bassin versant de la Vène, qui alimente la lagune de Thau (Sète),
les sols sont composés de calcaire et de marnes et le ruissellement hortonien domine
(Gallart et al., 2008). Souvent, les processus de génèse du ruissellement cohabitent
dans le temps et l’espace pour un même bassin versant (Cosandey et Robinson,
2000). Il est donc le plus souvent illusoire de vouloir cataloguer les bassins versants
par leur mode de génèse du ruissellement.
3.3 Les écoulements souterrains et les sols
Les écoulements sub-surfaciques et souterrains peuvent participer significative-
ment aux crues éclair. Les travaux effectués par Cras et al. (2007) sur les 3 versants
expérimentaux mis en place par l’IRSTEA près de Digne-les-Bains dans le départe-
ment des Alpes-de-Haute-Provence dans les années 1980 ont montré qu’une partie
importante des eaux de crue provient du sol (jusqu’à 20% sous conditions sèches),
même si les processus de transfert direct sont dominants. Les versants expérimen-
taux étaient de 1330 m2 à 0.86 km2 avec des sols marneux. Les crues observées sur
ces versants sont des crues éclair. Sur les versants expérimentaux du Mont Lozère
(Cévennes), une contribution des eaux des événements antérieurs stockées dans le sol
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a aussi été constatée par Marc et al. (2001). Dans ces deux études, la contribution
de la nappe phréatique au débit de crue était minimale.
Les processus sub-surfaciques participent à la génèse des crues éclair de diffé-
rentes manières. On distingue l’écoulement hypodermique et l’exfiltration par trans-
fert de pression. Dans le premier cas, l’eau circule à travers un horizon de sol superfi-
ciel, la couche organique et la couche racinaire, plus perméables que le reste du profil
(Coustau, 2011). Cette différence de perméabilité favorise la formation d’une nappe
perchée et l’écoulement sub-surfacique dit «hypodermique ». Dans le deuxième cas,
la pression hydraulique générée par l’arrivée d’une masse d’eau pluviale pousse l’eau
présente dans la nappe phréatique, dont l’excès est exfiltré en bas du bassin.
Les écoulements souterrains peuvent participer de manière significative aux crues
de surface sur les bassins versants karstiques (Vannier, 2013). Ces bassins versants
sont composés principalement de roches carbonatées et évaporitiques. L’eau pluviale
est acidifiée au contact du sol et participe ensuite à la dissolution de la roche. Cette
dissolution produit des conduits de 1 cm à plusieurs mètres, permettant l’infiltra-
tion rapide des précipitations. Pendant la crue, ces conduits sont mis rapidement
sous pression et permettent la participation des sources karstiques temporaires ou
pérennes (Bonacci et al., 2006). La saturation de la matrice du karst est plus lente
que celle des conduits et permet une participation par dépassement de la capacité
de stockage. Cette capacité de stockage peut atténuer l’intensité de crue ou l’aggra-
ver selon les événements (Bailly-Comte et al., 2008). Dans le cas d’une crue à pics
multiples, le karst peut attenuer l’effet du premier pic, puis aggraver l’effet des pics
suivants (Maréchal et al., 2009).
3.4 La concentration des écoulements par la morphologie du bassin
Les bassins versants soumis aux crues éclair ont une morphologie qui maximise
la concentration et l’acheminement des eaux pluviales vers l’exutoire. De manière
générale, ces bassins ont une morphologie plutôt circulaire avec un rapport d’élon-
gation élevé 2, un relief accidenté, et un réseau de drainage important (Costa, 1987).
Les thalwegs encaissés présents dans les petits bassins versants montagnards (An-
toine, 2011; Gutiérrez et al., 1998) permettent de concentrer des écoulements qui
deviennent ainsi plus rapides. Les éboulements et les sédiments peuvent aussi contri-
buer aux crues éclair dans les régions à relief accidenté suite à la fragilisation des
terrains par saturation.
4 La modélisation hydrologique pour la caractérisation
et la prévision des crues éclair
Dans les sections précédentes nous avons établi que les crues éclair sont un phé-
nomène hydrologique complexe qui dépend de l’intensité des précipitations, la géo-
morphologie du bassin versant et la nature des écoulements. Ce phénomène est
2. Le rapport d’élongation proposé par Schumm (1956) prend des valeurs entre 0 et 1 avec les
valeurs proches de 1 associées à une morphologie plutôt circulaire et les petites valeurs associées
aux bassins allongés. Le coefficient de compacité de Gravelius(Kg) est l’indice de morphologie le
plus utilisé en France. Dans ce cas, l’indice peut prendre des valeurs supérieures à 1, mais les
morphologies circulaires sont toujours associées aux valeurs proches de 1.
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caractérisé par une réponse brutale du bassin à une pluie. Cela se traduit par un
temps de réponse court et un débit élevé. Le bassin d’étude sélectionné pour cette
thèse qui sera décrit dans le chapitre 3 est soumis à des crues brutales au temps de
réponse court qui peut n’être que de 2 h pour certains événements (Coustau et al.,
2012a)). Afin de prévoir ces phénomènes hydrologiques extrêmes, il est alors essen-
tiel d’utiliser des modèles hydrologiques pour tirer profit des différentes données
recueillies sur le terrain et parfois permettre d’identifier les processus hydrologiques
dominants à l’origine d’une crue.
Le modèle pluie-débit est une représentation simplifiée des processus associés à
la partie du cycle hydrologique qui comprend la précipitation d’eau sur les surfaces
continentales et son acheminement vers les cours d’eau qui drainent à la fois les
eaux de surface et souterraines. La Fig. 2.3 présente le cycle de l’eau comme vu
dans les modèles hydrologiques. La circulation et l’évaporation océaniques ainsi que
le transport de la vapeur d’eau atmosphérique sont notamment exclus de la mo-
délisation hydrologique qui s’attache à représenter le cycle de l’eau sur les surfaces
continentales. Les eaux souterraines ayant souvent une dynamique beaucoup plus
lente que celles de surface, il arrive aussi que le transport et le stockage de l’eau
souterraine ne soit pas pris en compte dans certains modèles. D’autres le prennent
en compte de façon implicite à travers l’état hydrique du modèle. La dynamique de
l’eau souterraine peut aussi être gérée par les modèles hydrogéologiques, adaptés au
processus du sous-sol. Une revue détaillée des interactions entre les eaux de surface
et les eaux souterraines est présentée dans Sophocleous (2002).
Figure 2.3 – Le cycle de l’eau des modèles hydrologiques et les processus hydrolo-
giques inclus et exclus de la modélisation.
Un modèle hydrologique peut représenter les processus du cycle de l’eau sur les
surfaces continentales de façon plus ou moins explicite. Il peut s’agir de simples
relations statistiques reliant la pluie au débit à l’exutoire sans lien direct avec la
physique des processus. A l’inverse, on peut aussi utiliser des modèles très complexes
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fondés sur les équations de la mécanique des fluides. On peut également utiliser des
modèles plus simples à réservoir. Ces modèles sont généralement constitués de deux
parties : une fonction de production pour convertir les précipitations en ruissellement
et une fonction de transfert pour concentrer et acheminer ce ruissellement à l’exutoire
du bassin versant.
Les processus hydrologiques modélisés sont similaires quelle que soit la taille
du bassin versant ou le type d’événement décrit. Seule leur représentation dans les
modèles sera plus ou moins explicite et dépendra de la prépondérance du processus
dans le phénomène étudié et de l’objectif de l’étude. Ainsi, la modélisation des crues
éclair amène à tenir compte de certaines spécificités de ce phénomène :
↪→ Le rôle limité de l’évapotranspiration comparé à celui des écoulements sur le
bassin versant pendant la crue éclair.
↪→ La dynamique très rapide d’une crue éclair et son caractère intermittent.
↪→ La disponibilité souvent limitée des données sur les petits bassins versants
soumis aux crues éclair.
↪→ La variabilité spatiale des événements convectifs fréquemment à l’origine de
ces crues éclair.
Dans cette section, nous aborderons les différents types de modèles employés en
hydrologie et leur application aux crues éclair. Ces modèles peuvent être classés en
fonction de : la distribution spatiale, la résolution temporelle et la représentation
physique des processus du bassin versant. Ces modèles n’étant que des représen-
tations simplifiées de la réalité, nous aborderons ensuite les différentes erreurs et
incertitudes associées à la modélisation hydrologique et leur correction par assimi-
lation de données.
4.1 A quoi sert un modèle hydrologique ?
Le choix d’un modèle et des processus qu’il représente dépend de l’utilisation
finale du modèle. Par exemple, pour la prévision des crues éclair, les particularités
de ces crues dictent les choix de modélisation concernant la distribution spatiale, la
représentation temporelle et physique des processus simulés par le modèle hydrolo-
gique. Outre la prévision des crues en temps réel, un modèle peut aussi servir à la
caractérisation des crues déjà observées, à l’étude des processus hydrologiques, au
dimensionnement d’ouvrages hydrauliques, ou à l’estimation des impacts du chan-
gement climatique. Pour la caractérisation des crues déjà observées ou l’étude des
processus hydrologiques, le modèle hydrologique doit représenter le plus fidèlement
possible les principaux processus hydrologiques qui impactent le bassin versant. Le
temps de calcul est moins important dans ce cas, car le modèle ne sert pas à un
but de prévision. Pour le dimensionnement d’ouvrages hydrauliques, une pluie de
référence ou une chronique de précipitations est transformée en un débit ou une
inondation de reférence (Grimaldi et al., 2013; Paquet et al., 2013). Selon l’état
hydrique du bassin, une même pluie de réference peut générer une crue différente.
Les modélisateurs doivent donc réfléchir au choix des conditions initiales du bassin.
Il est parfois préférable de calculer la crue de référence à partir d’une chronique
de débits simulés afin d’éviter des hypothèses sur l’état hydrique du bassin. Pour
la prévision des crues en temps réel, des modèles facilement utilisables, d’exécution
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rapide et frugaux (peu gourmands en données) sont essentiels. Les prévisionnistes
doivent être capables d’interpréter les résultats afin d’estimer au mieux les niveaux
de vigilance à déclencher. Des modèles très complexes avec des résultats difficiles
à interpréter sont mal adaptés à ce type de situation. Pour cette raison, certains
centres de prévision préfèrent des abaques simples d’utilisation, outils graphiques
opérationnels et immédiatemment disponibles.
4.1.1 Le modélisation hydrologique pour les impacts du changement climatique
Récemment, la communauté hydrologique s’est intéressée à la question des im-
pacts du changement climatique sur l’hydrologie. Dans ce contexte, le modèle hydro-
logique devient un modèle d’impact, c’est-à-dire un modèle qui détermine l’impact
des variations climatiques sur des processus sensibles à ces dernières et qui utilise
des variables atmosphériques issus des GCMs, des RCMs ou de la désagrégation en
entrée. Parmi les modèles d’impact, on peut citer les modèles de distribution d’une
espèce biologique, des aérosols atmosphériques, de la ressource en eau, etc.
Des études récentes ont constaté que la région Méditerranéenne sera probable-
ment soumise à la fois à une intensification des inondations et à une diminution
de la ressource en eau. Au nord du Maroc, des résultats préliminaires de l’impact
du changement climatique sur la ressource en eau issus de l’analyse des simulations
ALADIN de l’initiative Med-CORDEX montrent une diminution du ruissellement
de surface sur le bassin versant du barrage Makhazine de 30% à 57% (Tramblay
et al., 2013). L’étude de Coppola et al. (2014) a trouvé que la fonte des neiges sur
le bassin versant du Pô arrive plus tôt dans l’année, suggérant une saison sèche plus
longue, et une précipitation hivernale plus importante avec une proportion liquide
plus importante qui entraîne l’augmentation des débits. Dumas et al. (2013) ont
trouvé une augmentation de la fréquence des crues dans le Rhône, l’Hérault et les
Cévennes avec le GCM ARPEGE-Climat et deux différentes méthodes de désagré-
gation statistique.
L’incertitude des études d’impact hydrologique est cependant importante et
les résultats doivent être interprétés avec retenue. Plusieurs sources d’incertitudes
existent, notamment le modèle atmosphérique (régional et global), la méthode de
désagrégation (statistique ou dynamique ou les deux appliquées en série), et enfin
le modèle hydrologique pour lequel on n’a peut-être pas de scénarios d’occupation
des sols ou de gestion des ouvrages hydrauliques pour la période future. Le choix
de faire une étude fondée sur plusieurs modèles ou un seul modèle climatique a un
impact important sur la fiabilité des résultats, les études multi-modèles étant les
seules capables d’estimer l’incertitude des résultats. Dans le cas d’une étude à un
seul modèle, nous ne pouvons pas générer une distribution des résultats et l’ab-
sence d’observations rend le calcul d’un biais impossible. L’étude de Tramblay et al.
(2013) utilise un seul modèle avec deux résolutions différentes et avec deux scéna-
rios radiatifs, l’étude de Dumas et al. (2013) utilise un seul scénario d’émissions
avec un modèle climatique, et l’étude de Coppola et al. (2014) utilise un scénario
d’émissions avec deux modèles climatiques à deux résolutions. Dans ces trois cas,
les auteurs reconnaissent les limitations de l’utilisation d’un seul scénario ou un seul
modèle dans leurs conclusions. Le choix de méthode de désagrégation est également
une source d’incertitude majeure pour ce type d’étude (Dumas et al., 2013) et l’ap-
plication d’une correction de biais peut aussi avoir un impact négatif sur les résultats
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(Coppola et al., 2014).
L’utilisation des modèles hydrologiques en tant que modèles d’impact pour es-
timer l’effet du changement climatique sur les crues ou la ressource en eau est un
domaine en plein essor. Ces modèles répondent notamment aux besoins des déci-
deurs d’avoir des informations sur le changement climatique aux échelles de l’activité
humaine. Dans la section suivante nous présenterons plusieurs types de modèles qui
pourraient répondre à ce besoin et nous soulignerons leurs avantages et leurs incon-
vénients.
4.2 Classification des modèles hydrologiques
4.2.1 Par la représentation de la physique des processus hydrologiques
La classification des modèles varie selon les préférences de chaque hydrologue.
Dans cette thèse, les modèles hydrologiques sont divisés en modèles à base phy-
sique, modèles conceptuels à réservoir et modèles empiriques de type boîte noire.
Cette classification est inspirée des travaux de Ambroise (1998). Beven (2001) dé-
crit les processus principaux du bassin versant sélectionnés par l’hydrologue comme
le modèle perceptuel et la traduction de ces processus en équations comme le mo-
dèle conceptuel. Il préfère les termes modèles à description de processus (processus
description based models) et modèles à bilan d’humidité de sol (explicit soil mois-
ture accounting (ESMA) models) pour décrire respectivement les modèles à base
physique et les modèles conceptuels d’Ambroise (1998). Nous adopterons ici la clas-
sification d’Ambroise (1998) pour rester cohérent avec les termes employés dans les
travaux de cette thèse déjà publiés (Harader et al., 2012).
Les modèles à base physique ont pour objectif de représenter les processus phy-
siques à l’oeuvre dans un bassin versant dans un cadre théorique unifié. Ils se fondent
sur les principes de conservation (de la masse, de l’énergie et de la quantité de mou-
vement) décrits par un ensemble d’équations dont les paramètres sont associés aux
propriétés physiques du bassin étudié et sont en principe mesurables. Un exemple
de ce type de modèle est SHE (Système Hydrologique Européen) développé par plu-
sieurs laboratoires européens en collaboration avec la SOGREAH, désormais partie
du groupe ARTELIA (Abbott et al., 1986). Dans ce cas, l’écoulement en milieu po-
reux est décrit par la loi de Darcy et les écoulements de surface par un modèle des
ondes diffusant (une approximation des équations Saint-Venant). Le modèle IHDM
(Institute of Hydrology Distributed Model) utilise la loi de Darcy avec un modèle
des ondes cinématiques, une autre approximation des équations Saint-Venant (Cal-
ver et Cammeraat, 1993). Les modèles « semi-physique » utilisent des équations de
transfert en milieu poreux simplifiées tels que Green and Ampt ou Horton avec les
équations de Saint-Venant ou une de leurs simplifications pour les écoulements de
surface. Deux exemples sont LISFLOOD (Van Der Knijff et al., 2010) ou le mo-
dèle MARINE de Borrell–Estupina (2004), développé spécifiquement pour les crues
rapides méditerranéennes. Le modèle MARINE peut également modéliser les écou-
lements 2D en passant par le modèle hydraulique TELEMAC2D d’EDF (Galland
et al., 1991).
Les modèles à base physique utilisent tous des simplifications des processus phy-
siques. Même les équations de Saint-Venant sont des approximations des équations
Navier-Stokes pour les écoulements peu profonds. L’élément clef d’un modèle à base
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physique est le lien entre les paramètres du modèle et le terrain. Dans le cas des
modèles physiques, la plupart des paramètres sont mesurables directement sur le
terrain. Néanmoins, la quantité de paramètres à renseigner pour rendre compte de
l’hétérogénéité d’un bassin versant est souvent très importante. La calibration de ces
modèles s’avère donc fréquemment nécessaire même si elle ne devrait théoriquement
pas l’être. Le point faible de ces modèles est le grand nombre de données nécessaires
pour leur fonctionnement et leurs besoins en temps de calcul. Si les avancées dans
les capacités de calcul invalident ce dernier point pour la plupart des laboratoires,
les collectivités locales ont besoin de modèles qui peuvent tourner rapidement, avec
des résultats facile à interpréter afin d’émettre au plus vite un avis de vigilance si
nécessaire.
Une deuxième possibilité est d’adopter une approche systémique de la modé-
lisation hydrologique. Au lieu de modéliser chaque processus, nous cherchons des
relations mathématiques permettant de relier pluie et débit à posteriori. La classi-
fication des modèles à approche systémique dépend de la représentation du bassin
versant et des processus qui sont représentés. Les modèles de type boîte noire, qui
sont un type de modélisation empirique, sont un exemple d’une approche systémique
purement mathématique. Dans ces modèles de type boîte noire, on peut trouver les
réseaux de neurones et les modèles régressifs. Les réseaux de neurones sont une forme
d’apprentissage artificiel dans lequelle on associe le signal d’entrée à un signal de
sortie. Kong A Siou et al. (2011) ont implémenté un modèle perceptron multicouche
(un type de réseau de neurones) qui permet de prévoir les crues de la source du Lez
à pas de temps journalier à une échéance satisfaisante. Même s’ils sont capables de
donner des résultats satisfaisants, les réseaux de neurones sont très demandeurs de
données afin d’établir la relation entre les données d’entrée et les débits de sortie. En
raison du besoin d’une longue chronique d’observations, les modèles de type boîte
noire sont ecore peu utilisés pour modéliser des bassins soumis à des crues éclair.
Néanmoins, Artigue (2012) a utilisé ce type de modèle pour modéliser des crues
éclair sur des bassins non jaugés.
Les modèles conceptuels à réservoirs, tels que les modèles Génie Rural (GR) (Per-
rin et al., 2007; Van Esse et al., 2013) ou le Stanford Watershed Model (Crawford et
Burges, 2004), considèrent l’ensemble des écoulements du bassin versant comme un
processus de stockage d’eau suivi de son évacuation. Le fonctionnement du système
hydrologique est alors géré par deux types d’équation : la vidange et le bilan d’eau
du système (Ambroise, 1998; Roche, 1971). La Fig. 2.4 montre ces processus pour
un modèle conceptuel simple à un réservoir. Dans ce cas, le bilan d’eau à chaque
pas de temps gère les entrées du système (la précipitation) moins les pertes (infiltra-
tion dans la nappe phréatique, évapotranspiration, débit). Le changement du niveau
d’eau dans le réservoir est l’eau totale ajoutée au système à chaque pas de temps. Ce
réservoir est ensuite vidé en fonction de sa hauteur et de sa vidange qui deviendra
le débit à l’exutoire. Quand les précipitations s’arrêtent, le niveau du réservoir suit
une décroissance exponentielle.
La version journalière des modèles GR, GR4J (Génie Rural journalier à 4 pa-
ramètres), a été appliquée avec succès au système karstique de la Rochefoucauld
(Le Moine et al., 2008) ou à celui de la Cesse. Le modèle sépare la précipitation
en deux parties : celle qui alimente le réservoir sol et celle (la pluie efficace) qui
part dans un réservoir de transfert ou dans un hydrogramme unitaire qui simule le
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Figure 2.4 – Représentation d’un modèle conceptuel à réservoirs simple
retard entre la production du ruissellement et son arrivée à l’exutoire. Les effets du
karst pris en compte sont l’infiltration dans l’aquifère et la contribution aux écoule-
ments de surface par la résurgence des écoulements souterrains. Le point fort de ce
modèle est sa frugalité : seules les données de précipitation et d’évapotranspiration
potentielle sont nécessaires à son fonctionnement. L’utilisation d’une climatologie
d’évapotranspiration est même possible.
Le modèle SCS (Soil Conservation Service) utilisé dans cette thèse a été déve-
loppé dans les années 1930 et 1940 afin d’estimer le volume de ruissellement des
petits versants ruraux. Dans sa forme originale, le modèle SCS propose une produc-
tion de débit principalement hortonienne : le ruissellement est produit par dépas-
sement de la capacité d’infiltration (Beven, 2001) et l’eau stockée dans le réservoir
sol ne participe plus au débit à l’exutoire. Le principal inconvénient de cette forme
du modèle est le format des sorties. En effet, les équations proposent non pas un
débit à un instant donnée mais un volume total écoulé au cours d’un épisode. Le
USDA Natural Resources Conservation Service (1986) a adapté le modèle SCS à la
production d’un débit de pointe ou d’un hydrogramme, deux informations très utiles
pour l’hydrologue. Certaines études considèrent ce modèle comme purement empi-
rique (Audard–Vincendon, 2010; Beven, 2001; Marchandise, 2007) sans lien avec la
physique des écoulements. La méthode est pourtant fréquemment utilisée comme
un modèle conceptuel à réservoirs (Mello et al., 2008; Michel et al., 2005; Mishra
et al., 2006) et le principal paramètre du modèle (CN pour Curve Number) est cor-
rélé aux types de sols observés dans le bassin versant ou aux conditions antérieures
d’humidité.
Dans cette thèse, nous utiliserons la version dérivée du modèle SCS (Coustau
et al., 2012a; Gaume et al., 2004) en tant que fonction de production. Cette version
nous permet de calculer non pas uniquement le volume écoulé mais aussi l’évolution
du débit à l’exutoire au court du temps. Un des avantages de ce modèle est sa
frugalité. Il nécessite seulement des données de précipitation et des informations sur
l’état hydrique du bassin en entrée. Celles-ci peuvent être déduites des données radar
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ou satellitaires dans le cas d’un bassin non-jaugé. Ce modèle est aussi parcimonieux,
ce qui rend le processus de calage moins lourd pour les prévisionnistes et permet
de produire des prévisions rapidement en temps de vigilance. Dans notre cas, la
simplicité du modèle évite aussi le problème épineux de la modélisation directe d’un
système karstique dont on ne connaît pas la structure souterraine.
4.2.2 Par la distribution spatiale
Sur un bassin versant, un modèle hydrologique est implémenté de façon globale,
distribuée ou semi-distribuée. Les modèles globaux considèrent le bassin d’étude
comme une seule unité qui produit un débit en sortie, les modèles GR sont de ce type.
Dans ce cas, les paramètres et les équations représentent le comportement moyen
du bassin. Les modèles distribués discrétisent le bassin versant en mailles régulières
ou irrégulières qui ont chacune un fonctionnement indépendant. Les modèles semi-
distribués ont une discrétisation spatiale limitée sous forme de sous bassins versants,
unités hydrologiquement similaires, ou régions de réponse. La spatialisation fait aussi
réference aux données en entrée et aux paramètres qui sont plus ou moins spatialisés
et n’ont pas toujours la même spatialisation que le modèle hydrologique.
Braud et al. (2010) ont utilisé un modèle distribué (MARINE) et un modèle
semi-distribué (CVN (Cévennes) implémenté sous la plateforme LIQUID R©) pour
analyser les processus hydrologiques impliqués dans la crue éclair du 8 au 9 sep-
tembre 2002 dans la région du Gard. Les 18 sous bassins versants analysés avaient
une taille comprise entre 2.5 et 99 km2. Le modèle CVN utilise une approche empi-
rique pour calculer l’écoulement de surface sur des hydro-paysages, régions hydro-
logiquement homogènes définies à partir du MNT (Modèle Numérique de Terrain)
et de la carte pédologique. Les deux modèles utilisent une fonction de transfert de
type ondes cinématiques pour les écoulements concentrés. Comparé aux données de
débit de pointe estimées par une analyse post-crue, le modèle CVN a la tendance de
surestimer la réponse hydrologique tandis que le modèle MARINE la sous-estime.
Les hydrogrammes de CVN sont très sensibles aux pics de précipitation, en raison
d’un écoulement de surface simplifié. La spatialisation du modèle et le transfert des
écoulements dans le modèle MARINE lisse le signal des précipitations pendant sa
conversion en débit à l’exutoire. L’apport de chacun de ces modèles à la prévision
des crues est difficile à estimer en raison d’un manque de données concernant la
dynamique de la crue. Le choix de la spatialisation du modèle dépend en partie de
la dynamique de la crue observée sur le bassin en question : filtrage du signal ou
réponse hydrologique brutale.
La spatialisation d’un modèle comprend non seulement le découpage ou non du
bassin versant en mailles ou en sous bassins, mais aussi la spatialisation des don-
nées d’entrée et des paramètres. La résolution de ces derniers peut être différente
de la résolution du modèle. Par exemple, nous pouvons adopter des valeurs globales
de paramètres pour un bassin versant distribué en mailles. L’utilisation de valeurs
globales des paramètres permet de prendre en compte la variabilité spatiale de cer-
taines données (comme les précipitations) tout en gardant un modèle parcimonieux
(Coustau et al., 2012a).
La spatialisation du champ de pluies est particulièrement importante pour la
représentation correcte des événements précipitants extrêmes à l’origine des crues
éclair. De nombreuses études ont démontré la valeur apportée par les précipitations
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radar dans la modélisation des crues éclair (Anquetin et al., 2010; Looper et Vieux,
2012; Yakir et Morin, 2011; Zoccatelli et al., 2010). Dans le cas des sols saturés,
la quasi-totalité des précipitations contribue au ruissellement direct et les débits
sont déterminés principalement par la localisation et l’intensité des précipitations
(Anquetin et al., 2010; Looper et Vieux, 2012). Avant la saturation, les sols jouent
un rôle plus important dans la production du ruissellement (Anquetin et al., 2010).
L’utilisation d’un modèle global est possible pour l’étude de crues éclair (Ar-
tigue, 2012; Javelle et al., 2010). Pour la prévision en temps réel, l’utilisation d’un
modèle simple tel qu’un abaque, permet aux utilisateurs d’estimer rapidement l’état
de vigilance à adopter. Le modèle régressif simple utilisé par Javelle et al. (2010)
sur 160 bassins versants au Sud de la France s’est inspiré des abaques opération-
nels. Néanmoins, ce modèle est moins performant que le modèle distribué utilisé
dans la même étude. Dans une étude comparant les approches spatialisées et glo-
bales sur 181 bassins versants en France, Lobligeois et al. (2014) constatent que la
spatialisation joue un rôle important dans les bassins versants des Cévennes et de
la région Méditerranéenne en raison de la forte variabilité spatiale des événements
météorologiques.
Dans cette thèse, nous adoptons une approche de modélisation spatialisée avec
des paramètres globaux comme décrit dans la section 3. Cette approche permet de
tirer profit de la distribution spatiale des pluies fournies par le radar météorologique
ou les pluviomètres. Cependant, l’utilisation d’un modèle global peut s’avérer judi-
cieuse dans le cas où les conditions opérationnelles ne permettent pas l’utilisation
d’un modèle distribué.
4.2.3 Par la représentation temporelle
La réponse hydrologique d’un bassin versant peut être modélisée de façon évé-
nementielle ou continue. La modélisation continue cherche à représenter le compor-
tement d’un bassin versant en période de crue et en période d’étiage. L’avantage
de ce système est que nous connaissons l’état hydrique du système à tout moment.
Les points faibles sont que ce type de modélisation est très gourmand en données
et peut s’avérer moins précis sur les extrêmes qu’un modèle événementiel. Ces mo-
dèles sont initialisés soit par un état hydrique arbitraire, soit par une climatologie,
soit par la pluviométrie antécédente. Une période de chauffe, précédant ma prévi-
sion des débits, permet au modèle d’« oublier » la condition initiale. Cette période
peut durer entre quelques mois et quelques années selon l’étude et les conditions
du bassin versant. La représentation continue de l’état hydrique par le modèle est
un avantage important pour les modèles continus et permet en général d’avoir de
meilleures performances que les modèles événementiels. On peut citer par exemple
le couplage ISBA-TOPMODEL entre un modèle hydrologique et un modèle de sur-
face, qui permet à TOPMODEL de tourner en continu et améliore la reproduction
des débits de crue (Vincendon et al., 2010) ou l’étude de Berthet et al. (2009) sur
178 bassins versants en France qui montre que le modèle GRP (version horaire de
Génie Rural) donne des meilleures performances en mode continu.
Quand un modèle tourne en événementiel, il n’a pas d’information a priori sur
l’état hydrique du bassin et a besoin d’être initialisé à partir d’observations ou des
sorties d’autres modèles représentant l’état hydrique du bassin. Le point fort de
ce type de modélisation est que nous n’avons pas besoin de savoir ce qui se passe
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sur le bassin entre les événements. Ce type de modèle est donc adapté aux bassins
versants sur lesquels on ne dispose que de chroniques d’observations incomplètes.
Le point faible des modèles événementiels est la perte de performance due à l’ini-
tialisation au début de chaque événement. Comme cette initialisation dépend d’une
relation (fréquemment régressive) entre un indicateur de l’état hydrique du bassin
(issu d’observations ou déduit de sorties de modèle) et la condition initiale du mo-
dèle, elle implique forcément une certaine incertitude qui se répercute ensuite sur la
simulation des débits. L’article de Tramblay et al. (2010) utilise la méthode SCS en
événementiel sur le bassin versant du Valescure dans le Cévennes (3.83 km2). Trois
méthodes d’initialisation y sont proposées : la mesure d’humidité directe par TDR
(time domaine reflectometry), la modélisation de l’humidité par un modèle de surface
(ISBA comme dans le cas de Vincendon et al. (2010)), la précipitation antécédente
et le débit de base. De ces trois méthodes, la mesure d’humidité directe est la plus
performante. A l’exception de la précipitation antécédente, les autres indicateurs se
sont montrés relativement performants pour l’initialisation du modèle.
Pour la modélisation d’un petit bassin versant soumis aux crues éclair, comme
c’est le cas dans cette thèse, la modélisation événementielle est avantageuse car elle
permet une modélisation parcimonieuse plus adaptée aux contraintes des prévision-
nistes. Le modèle utilisé dans cette étude a été développé à l’origine en vue d’une
utilisation opérationnelle. Il est frugal ce qui signifie qu’il a besoin de peu de don-
nées en entrée. L’autre avantage de ce type de modèle est que nous pouvons ignorer
certains processus longs tels que l’évapotranspiration, qui ne jouent pas dans la
dynamique de crue.
4.2.4 Par le type d’information fournie
Une grande partie des modèles hydrologiques, dont la quasi-totalité des modèles
présentés dans la section 4.2.1 sont des modèles déterministes, c’est-à-dire qu’ils
ne fournissent qu’une chronique de débit en sortie et on suppose que cette chro-
nique représente la réalité. Les modèles probabilistes sortent plusieurs chroniques
pour former une distribution de résultats possibles. Ce type de modélisation est
déjà connu depuis longtemps en météorologie et climatologie avec les simulations
multi-membre ou multi-modèle. Récemment les modèles probabilistes ont suscité
l’intérêt des hydrologues qui cherchent à mieux représenter les incertitudes des mo-
dèles hydrologiques. Dans les systèmes de prévision d’ensemble hydrologiques, le
modèle hydrologique est forcé par plusieurs réalisations d’une prévision numérique
de temps. Une revue de ces systèmes est présentée dans Cloke et Pappenberger
(2009). Un des défis de la prévision d’ensemble présentés par Cloke et Pappenber-
ger (2009) est l’utilisation de ces systèmes dans un cadre opérationnel. En effet, le
traitement des données atmosphériques en amont de la modélisation hydrologique
et la prise de décision en fonction des prévisions d’ensemble de débits sont les dif-
ficultés majeures rencontrées par les prévisionnistes. Dans le cadre de cette étude,
nous utilisons une méthode déterministe. A terme, une méthode probabiliste pour-
rait être adoptée selon la disponibilité des simulations atmosphériques dans le cadre
de l’expérience Med-CORDEX.
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4.3 Calibration et validation d’un modèle hydrologique
Pour la plupart des modèles présentés dans la section 4 (y compris les modèles
à base physique), la modélisation passe obligatoirement par la calibration des para-
mètres et leur validation par rapport aux débits observés. Avant de sélectionner un
jeu de paramètres, nous devons définir une fonction objectif qui permet de quanti-
fier la performance du modèle. Il existe différentes fonctions objectif dont le choix
dépend du phénomène que l’on étudie et de l’objectif de modélisation. Ainsi il existe
différents critères de calibration qui permettent de se focaliser sur les débits élevés ou
le débit de pointe ou encore le temps d’arrivée du pic de crue. Ceci permet d’adapter
le modèle hydrologique aux besoins des prévisionnistes ou des chercheurs.
Quelques fonctions objectif fréquemment utilisées par les hydrologues sont pré-
sentées ici. Toutes les fonctions ci-dessous sont calculées à partir d’un hydrogramme
observé et un hydrogramme simulé, à l’exception des critères sur le débit de pointe
et son temps d’arrivée qui ne sont calculés qu’à partir de la valeur et du temps
d’arrivée de ce dernier.
F Le biais
B = 1
n
n∑
j=1
(Qsim,j −Qobs,j). (2.3)
n est le nombre de pas de temps sur l’hydrographe, Qsim,j est le débit
simulé au pas de temps j et Qobs,j est le débit observé. Le biais mesure
l’écart moyen entre les observations et le débit simulé, sa valeur optimale
est donc 0. Le biais donne une idée de l’erreur moyenne sur les débits.
Il n’est pas normalisé par rapport aux observations. Ce critère est donc
difficile à interpréter sans comparaison avec les mesures de débit et la
compensation des erreurs dans son calcul peut cacher certaines erreurs
du modèle. Nous pouvons aussi définir le biais comme le ratio entre
la somme des débits simulés et la somme des débits observés comme
dans Coustau (2011). Le calcul d’un ratio facilite l’interprétation, mais
le critère est sujet toutefois à la compensation des erreurs.
F L’erreur quadratique moyenne RMSE (Root Mean Squared Error).
RMSE =
√√√√ 1
n
n∑
j=1
(Qsim,j −Qobs,j)2, (2.4)
La valeur optimale de la RMSE est zéro, ce qui signifie aucune différence
entre les observations et la simulation. La RMSE élimine la compensation
des erreurs présente dans le biais avec le calcul d’une erreur quadratique,
mais l’erreur n’est pas normalisée rendant la comparaison de RMSE entre
deux bassins versants différents difficile.
F La corrélation
R2 =
∑n
j=1[(Qobs,j − Q¯obs)(Qsim,j − ¯Qsim)]2∑n
j=1(Qobs,j − Q¯obs)2
∑n
j=1(Qsim,j − ¯Qsim)2
. (2.5)
Q¯obs est la moyenne des débits observés et ¯Qsim est la moyenne des
débits simulés. Le coefficient de détermination R2 permet de voir si l’hy-
drogramme simulé suit l’évolution de l’hydrogramme observé. Sa valeur
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optimale est 1. Il ne mesure pas de manière directe l’écart entre les ob-
servations et la simulation.
F Le critère de Nash (Montanari et al., 2009; Nash et Sutcliffe, 1970).
IE = 1−
∑
j(Qsim,j −Qobs,j)2
σ2obs
, (2.6)
σobs est l’écart type des observations. Le critère de Nash mesure l’écart
quadratique entre la simulation et l’observation, normalisé par la va-
riance des observations. Ce critère varie entre −∞ et 1, avec la valeur
optimale égale à 1. La forme quadratique de cette fonction donne un
poids plus important aux grands écarts de débit produits normalement
pendant les périodes de hautes eaux. Des variations de cette formulation
qui donnent un poids plus important aux débits faibles et moyens sont
également possibles. Le critère de Nash est une des fonctions objectif les
plus utilisée en hydrologie. Il combine à la fois les avantages de la formu-
lation quadratique, qui évite la compensation des erreurs, et ceux de la
normalisation qui facilite l’interprétation de ce critère et sa comparaison
entre différentes études. Son point faible est le manque d’une limite infé-
rieure ce qui peut conduire à des très grandes valeurs négatives et faire
baisser la moyenne des Nash calculés sur un ensemble d’événements ou
un ensemble de bassins.
F Le débit de pointe
PH = Qsim,p −Qobs,p
Qobs,p
, (2.7)
Qsim,p est le débit de pointe simulé et Qobs,p est le débit de pointe observé.
Dans le cas où le pic de crue est la seule quantité d’intérêt, par exemple
dans la réalisation des ouvrages hydrauliques ou l’estimation des cartes
d’inondation, l’écart normalisé du débit de pointe permet de quantifier
la fiabilité de ce dernier.
F L’arrivée du débit de pointe
TP = tsim,p − tobs,p, (2.8)
tsim,p est le temps d’arrivée du pic de crue simulé et tobs,p est le temps
d’arrivée observé. Ce critère permet d’estimer l’écart entre l’arrivée pré-
vue du débit de pointe et son arrivée observée. Il permet notamment
d’estimer la valeur d’un modèle dans un contexte de prévision.
Après la sélection d’une fonction objectif selon les objectifs de la modélisation
(caractérisation hydrologique d’une crue observée, prévision en temps réel, ...), le
jeu de paramètres qui optimise cette fonction est déterminé par calibration. La
procédure de calibration peut être manuelle ou automatique. La calibration manuelle
dépend fortement de l’expérience de l’hydrologue sur le modèle hydrologique utilisé
et de ses connaissances sur le bassin versant. Elle n’est pas recommandée pour la
plupart des études en raison de sa subjectivité et de sa dépendance aux compétences
de l’hydrologue.
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La calibration automatique des paramètres explore l’espace des paramètres à
l’aide d’un algorithme. Certains algorithmes, dits locaux, partent d’un jeu de pa-
ramètres initial et poursuivent des itérations dans l’espace des paramètres jusqu’à
converger sur un jeu optimal. Le point faible de cette méthode est la possibilité
de trouver un optimum local. Les algorithmes globaux échantillonnent tout l’es-
pace paramétrique afin d’optimiser la fonction objectif mais ont un coût de calcul
élevé comparés aux méthodes locales. Enfin, certains modèles présentant un grand
nombre de paramètres peuvent présenter des problèmes d’équifinalité. Autrement
dit, il existe pour ces modèles plusieurs jeu de paramètres optimaux qui donnent
une même valeur de la fonction objectif. Le travail de Beven et Binley (in press)
aborde ce problème d’équifinalité et propose des méthodes afin d’identifier un jeu
de paramètres qui correspond au mieux au comportement du bassin versant.
Suite à la sélection d’un jeu de paramètres, le modèle doit être validé avec un
jeu de données différent de celui utilisé pour la calibration. Le split sample test (ou
test de validation croisée) sépare la chronique des observations en deux parties, une
qui est utilisée pour la calibration et une autre qui est utilisée pour la validation.
Le differential split sample test sépare la chronique des observations en deux parties
ayant des conditions climatiques différentes, par exemple une période humide et une
période sèche. Le modèle est donc calibré et validé sur deux jeux de données ayant
chacun un climat différent. Ce type de validation est utile pour les études d’impact
où le climat n’est pas stationnaire (Tramblay et al., 2013). La validation peut se faire
aussi sur un bassin versant différent de celui de la calibration avec le proxy-basin
test. La version de ce test appliquée à deux bassins présentant des climats différents
est le differential proxy-basin. Toutes les méthodes proposées permettent de valider
un modèle hydrologique sur de nouveaux événements. Certaines de ces méthodes,
permettent d’évaluer le modèle pour des conditions climatiques non-stationnaires
ou sur plusieurs bassins versants. Plus d’informations sur la validation des bassins
versants sont disponibles dans Klemeš (1986) et Coustau (2011).
4.4 Incertitudes de la modélisation hydrologique
A chaque étape de la modélisation hydrologique, des incertitudes sont présentes :
dans les données utilisées en entrée, dans les paramètres calibrés, dans la structure du
modèle et dans les variables qui représentent l’état du modèle 3. La Fig. 2.5 présente
les sources d’incertitude associées à chaque étape de la modélisation hydrologique.
Quelques sources d’erreur rencontrées fréquemment en hydrologie sont :
F Les techniques de mesure. La mesure des précipitations ou de l’évapotrans-
piration potentielle est soumise à des incertitudes liées à l’instrumentation.
Par exemple, la présence des fortes précipitations devant un autre système
précipitant cache ce dernier sur les images radar.
F La résolution. La résolution du modèle et des observations peut induire des
incertitudes liées à une représentation moyenne des phénomènes variables dans
l’espace.
3. Les variables d’état sont des variables pronostiques qui déterminent l’évolution à l’intérieur
du modèle. Pour les modèles conceptuels à réservoir, le niveau du réservoir est une variable d’état
qui est utilisée pour calculer le ruissellement de surface.
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F La calibration. La sélection d’une fonction objectif, la méthode d’optimisa-
tion et les débits observés utilisés pour la comparaison sont tous sujets à des
incertitudes.
F La structure du modèle. La modélisation hydrologique ne peut représenter
qu’une partie des processus observés dans un bassin versant. L’hydrologue
doit obligatoirement choisir des processus dominants à représenter au dépens
des autres. Ce choix est associé à une incertitude liée à la structure du modèle.
Cette liste n’est pas exhaustive, mais elle donne un premier aperçu des difficultés
rencontrées lors de la quantification des incertitudes dans les modèles hydrologiques.
Figure 2.5 – Les différentes sources d’incertitudes dans un modèle hydrologique
simple
Il n’est pas possible ni souhaitable d’éviter toutes les sources d’incertitude qui
interviennent dans la modélisation hydrologique. Certaines des simplifications appli-
quées à la structure du modèle nous permettent notamment de fournir des prévisions
dans un délai raisonnable avec un minimum de données disponibles. Un modèle plus
complexe doit donc toujours s’accompagner d’un gain en précision ou efficacité. Les
tests de sensibilité nous permettent de cibler les paramètres ou les données en en-
trée qui ont le plus grand impact sur les résultats et pour lesquels la réduction
d’incertitude sera la plus efficace.
Dans la section 4.2.2, nous avons établi que la distribution spatiale de la précipita-
tion jouait un rôle important dans la représentation des crues éclair. De nombreuses
études ont d’ailleurs montré une amélioration des résultats suite à l’utilisation de
données de précipitations radar qui apportent davantage d’information spatiale (An-
quetin et al., 2010; Looper et Vieux, 2012; Yakir et Morin, 2011; Zoccatelli et al.,
2010). La saturation des sols pendant certains événements extrêmes augmente la
sensibilité du modèle aux précipitations, car le sol n’est plus capable d’atténuer le
signal des précipitations en entrée. Pour les crues éclair, l’excès d’infiltration devrait
aussi favoriser le rôle joué par l’intensité des pluies. Dans ces deux cas, la localisation
du ruissellement de surface est déterminante dans la réponse hydrologique. Pour le
bassin versant de la Sesia en Italie, Sangati et al. (2009) confirme que l’impact de
l’agrégation spatiale de la pluie est particulièrement important pour les crues éclair
en utilisant une fonction de production hortonienne. De plus, pour le bassin versant
en question, l’agrégation spatiale des pluies a un impact plus important sur le débit
49
de pointe que sur le ruissellement contrairement à l’agrégation des propriétés du
sol qui ont un impact sur le débit de pointe proportionnel aux changements dans
le ruissellement. En raison de l’importance des précipitations pour la modélisation
des crues éclair, nous avons décidé de réduire cette source d’incertitude dans cette
thèse.
4.4.1 La correction des précipitations par l’assimilation de données
L’assimilation de données est une méthode qui utilise des observations pour cor-
riger les paramètres, les variables d’état, les sorties, ou les entrées d’un modèle.
L’application de cette méthode passe par la formulation d’un problème inverse (Ta-
rantola, 2005) : nous connaissons les résultats souhaités et nous cherchons à trouver
l’état ou les paramètres qui permettront d’y arriver. A l’origine, l’assimilation de
données a été développée afin de permettre aux météorologues de décrire l’état ini-
tial de l’atmosphère à partir d’observations insuffisantes et de modèles numériques.
Dans le contexte des études climatologiques, cette méthode est souvent utilisée dans
la modélisation atmosphérique et océanique pour créer des produits servant d’ob-
servations (les analyses) dans des environnements où ces dernières sont rares ou de
mauvaise qualité. Plus récemment, l’assimilation de données a été adaptée à la cor-
rection des modèles hydrologiques avec succès (Aubert et al., 2003; Coustau et al.,
2013; Moradkhani et al., 2005; Pauwels et al., 2001; Vrugt et al., 2005). Ici, nous
présentons brièvement la correction des précipitations par assimilation de données
dans le contexte de l’hydrologie et les méthodes algorithmiques utilisées. Une vision
plus complète de l’assimilation de données est présenté dans Bouttier et Courtier
(1999) ou plus récemment dans la thèse de Rochoux (2014).
Les précipitations en entrée du modèle hydrologique sont une cible intéressante
pour l’assimilation des données en raison de la forte sensibilité du modèle hydro-
logique à la pluie, surtout pendant les crues éclair. Les études précédentes se sont
souvent focalisées sur l’utilisation des algorithmes d’assimilation de données pour
combiner les données des images radar avec les données pluviométriques (Chum-
chean et al., 2006; Gregow et al., 2013). Ces études rappellent le principe de cor-
rection des pluies par un coefficient multiplicatif : le MFB (Mean Field Bias ou le
biais moyen du champ). Ce dernier correspond au rapport entre les pluies au sol et
les pluies radar. Ce biais est appliqué aux pluies radar pour permettre leur correc-
tion (Seo et al., 1999; Wilson et Brandes, 1979). Cette correction par MFB permet
de tirer profit des avantages d’un produit spatialisé à haute résolution (le radar)
et d’une mesure précise in situ (la pluie au sol). L’inconvénient de ces études est
la séparation de la correction des précipitations et de la réponse hydrologique. Les
travaux de Crow et Ryu (2009) proposent l’assimilation des données d’humidité au
sol AMSR-E issues de la télédétection afin de corriger l’état d’un modèle hydrolo-
gique et la précipitation en entrée de ce modèle. Cette méthode est plus efficace que
la correction de l’état initial du modèle à partir des données de télédétection qui
a un impact limité sur la modélisation hydrologique. Cependant les avantages de
l’assimilation des humidités de sol pour la correction des précipitations se limitent
principalement à des précipitations ayant une très forte incertitude et à la modéli-
sation hydrologique à grande échelle. Cette méthode paraît donc peu adaptée aux
petits bassins versants soumis aux crues éclair. Une autre option est d’assimiler les
observations de débit que nous souhaitons reproduire avec le modèle hydrologique.
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Contrairement à l’assimilation des humidités de sol AMSR-E, l’utilisation des débits
à l’exutoire n’est pas soumise aux incertitudes liées aux techniques de la télédétec-
tion (mesure indirecte). De plus, pour l’hydrologue, le débit à l’exutoire constitue
la meilleure mesure de la réponse hydrologique du bassin, bien que les débits soient
aussi soumis à des incertitudes liées à la mesure de hauteur d’eau par le limnimètre
ou à la transformation de cette hauteur en débit (incertitudes sur la géométrie du
lit mineur/majeur et sur la courbe de tarage). Dans cette thèse, nous choisissons
d’assimiler des données de débit afin de corriger les précipitations en entrée d’un
modèle hydrologique adapté aux crues éclair du bassin versant du Lez en amont de
Montpellier. Ce même modèle, sans assimilation de données, servira par la suite à
estimer l’impact du changement climatique sur les crues du bassin versant du Lez.
Cette méthode est plus adaptée à la taille du bassin versant et aux données de préci-
pitations disponibles. L’algorithme utilisé pour assimiler les données est une version
simplifiée du filtre de Kalman, appelée le BLUE (en anglais Best Linear Unbiased
Estimator, trad. meilleur estimateur linéaire non-biaisé).
Les algorithmes d’assimilation utilisent les observations pour corriger les para-
mètres ou les états du modèle estimés a priori (l’ébauche) stockés dans un vecteur
de contrôle. Cette méthode donne un jeu de paramètres ou d’états optimaux désigné
par le terme analyse. Le BLUE qu’on utilisera pour la correction d’un modèle hydro-
logique dans le contexte de cette thèse calcule l’analyse par une combinaison linéaire
des observations et de l’ébauche, chacune pondérée par leur matrice de covariance
d’erreur. Le BLUE fait quelques hypothèses très fortes qui limitent son application
et méritent d’être mentionnées ici. D’abord, nous supposons que les erreurs entre
l’ébauche et les observations ne sont pas corrélées et que les erreurs ne présentent pas
de biais systémique. Cette hypothèse est relativement forte dans le cas des champs
de précipitation qui ont des biais dépendant de la distance entre le radar et la me-
sure mais aussi des effets saisonniers. Deuxièmement, l’opérateur d’observation qui
simule la valeur du vecteur d’ébauche dans l’espace des observations, est supposé
localement linéaire, or la plupart des modèles hydrologiques sont fortement non li-
néaires. L’application d’une boucle externe (Thirel et al., 2010) permet de mettre à
jour l’opérateur d’observation après chaque analyse afin de localiser l’état optimal
du système. Nous pouvons aussi contourner l’hypothèse de la linéarité de l’opéra-
teur d’observation avec une approche probabiliste en utilisant le Filtre de Kalman
d’ensemble (EnKF) McMillan et al. (2013); Pauwels et De Lannoy (2009); Weerts
et El Serafy (2006).
L’assimilation de données permet de corriger les précipitations en entrée d’un mo-
dèle hydrologique qui constituent une source d’incertitude majeure dans la prévision
des crues éclair. Jusqu’ici, l’assimilation de données en hydrologie a souvent utilisé
les débits observés à l’exutoire du bassin versant pour la correction des variables
d’état ou des paramètres tandis que la correction des précipitations a été effectuée
sans l’implication directe de la modélisation hydrologique. Les travaux de Crow et
Ryu (2009) montrent que la correction des précipitations par assimilation de don-
nées issues de la télédétection est possible pour l’hydrologie à grande échelle. Dans
le cas de cette thèse, l’assimilation de données pour la correction des précipitations
sera adaptée à un petit bassin versant soumis aux crues éclair.
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5 Conclusion
Les crues « éclair » qui touchent les bassins versants méditerranéens sont diffi-
ciles à représenter. Même s’il existe un lien fort entre l’aléa météorologique et l’aléa
hydrologique, la réponse hydrologique d’un bassin versant est complexe. Elle fait
intervenir un certain nombre de processus hydrologiques (ruissellement de surface,
écoulements sub-surfaciques et souterrains) dont l’importance est difficile à quan-
tifier et varie d’un bassin à l’autre ou d’une crue à l’autre en fonction des carac-
téristiques morphologiques et géologiques de chaque bassin. Pour un même bassin,
la réponse hydrologique du bassin est fortement dépendante de son état hydrique
initial. De plus, d’autres contraintes spécifiques aux crues éclair viennent s’ajouter
à cette problématique comme une dynamique rapide, la disponibilité des données et
la variabilité spatiale et temporelle des pluies.
Les caractéristiques de ces crues et les contraintes liées à leur représentation et
leur prévision ont guidé les choix de modélisation. Compte tenu de la rapidité du
phénomène, un modèle qui opère à pas de temps horaire permet de bien représenter
la dynamique de la crue. Parmi les nombreux types de modèle disponible, un mo-
dèle conceptuel à réservoirs permet de prendre en compte de façon explicite l’état
hydrique du bassin en début d’événement tout en ayant une connaissance relative-
ment limitée des processus physiques impliqués dans les crues éclair. L’utilisation
d’un modèle événementiel permet d’éviter les risques de lacunes dans les chroniques
et limitera la modélisation de la crue aux processus dominants. La modélisation
de processus complexes comme l’évapotranspiration est ainsi évitée et favorise la
parcimonie du modèle. La frugalité du modèle favorise aussi son utilisation par les
prévisionnistes, qui doivent produire et interpréter les hydrogrammes dans un délai
très court. L’utilisation d’un modèle potentiellement opérationnel permet de rejouer
des événements de crue clefs, qui peuvent intéresser par la suite les décideurs de
collectivités locales. Enfin un modèle distribué permettra de prendre en compte la
spatialisation des précipitations, qui jouent un rôle important dans la représentation
des crues éclair.
Un modèle conceptuel à réservoirs, distribué, événementiel et parcimonieux est
utilisé dans la suite de cette étude pour représenter les crues éclair d’un bassin ver-
sant méditerranéen. Ce bassin est celui du Lez, petit bassin versant karstique de 114
km2 situé en amont de l’agglomération de Montpellier. Dans un premier temps, le
modèle hydrologique du bassin versant du Lez est appliqué à une chronique d’épi-
sodes de crue observées. Les précipitations en entrée du modèle sont alors précisées
par des images radar ou par pluviomètre. L’assimilation de données de débit pour
corriger les précipitations radar en entrée du modèle hydrologique est utilisée afin
de mettre en évidence l’incertitude associée à ces précipitations. Cette étude per-
mettra de choisir les précipitations de référence les plus adaptées à l’étude d’impact
du changement climatique prévue dans la suite de cette thèse. Sous l’influence du
changement climatique, le modèle hydrologique permettra de mettre en place une
méthode pour évaluer le risque hydrologique sur les populations en fonction de l’évo-
lution du signal météorologique.
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Chapitre 3
Application de la modélisation des
crues éclair en région
méditerranéenne : le cas du Lez
1 Introduction
Dans le cadre de l’étude d’impact hydrologique qui constitue le fil conducteur de
cette thèse, on propose ici de valider le modèle hydrologique pour le bassin versant
du Lez. Les petits bassins versants au sud de la France, tels que le Lez, sont soumis
à des précipitations intenses à l’origine de crues éclair. Ce bassin versant de 114 km2
est localisé en amont de l’agglomération de Montpellier. Le Lez se situe au dessus
d’un aquifère karstique dont la contribution aux crues est difficilement prévisible.
Un modèle hydrologique conceptuel à réservoirs, événementiel, distribué et parci-
monieux fondé sur les équations SCS a été mis en place par Coustau et al. (2012b)
sur le bassin versant du Lez. Les travaux de Coustau et al. (2013) proposent une
étude détaillée des incertitudes liées à la paramétrisation du modèle et s’intéressent
à la correction de ces incertitudes via l’assimilation de données de débit à l’exutoire
du bassin. Il en ressort que, avec une assimilation séquentielle des débits afin de
corriger l’état hydrique du bassin, ce modèle est capable de reproduire et de prévoir
de manière satisfaisante les crues éclair du bassin versant du Lez.
Dans cette thèse, nous nous interrogeons sur l’incertitude associée aux précipita-
tions en entrée du modèle hydrologique en place sur le Lez. En effet, dans la suite de
l’étude et pour les périodes futures de l’étude d’impact, les précipitations observées
seront remplacées par les champs atmosphériques issus de la modélisation clima-
tique régionale (entachés d’une forte incertitude). Avant d’utiliser des précipitations
modélisées, il est essentiel de comprendre l’incertitude associée aux précipitations
observées et de valider le modèle avec ces dernières. L’étude des incertitudes sur
la période présente permet de mieux comprendre le niveau de confiance que nous
pouvons placer dans les simulations hydrologiques futures.
On propose ici une méthode pour réduire les incertitudes et ainsi améliorer les ré-
sultats du modèle hydrologique. Sur la période présente, les précipitations en entrée
du modèle hydrologique sont estimées par pluviomètre ou par image radar. Les pré-
cipitations radar sont d’une meilleure résolution spatiale et temporelle, mais peuvent
être sujettes à une plus grande incertitude, car le radar fournit une mesure indirecte
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des précipitations. Dans ce chapitre, nous employons une approche d’assimilation
de données de débit pour la correction des précipitations radar. Cette approche per-
met de mettre en évidence la capacité du modèle hydrologique à simuler et prévoir
les crues dans un cadre opérationnel. Même si il est évident que l’assimilation des
données de débits ne sera pas possible pour la simulation des épisodes futurs, ces
travaux présentent en revanche l’apport des précipitations radar dans le cadre de la
prévision opérationnelle des crues et permettent d’évaluer leur incertitude par rap-
port aux pluviomètres. Par la suite, les résultats de cette étude seront utilisés afin
de sélectionner les observations de précipitation de référence pour l’étude d’impact
du changement climatique.
2 Article publié dans Hydrology and Earth System Sciences
2.1 Résumé
L’objectif de cet article est de déterminer l’apport de l’assimilation des débits
observés pour la correction des précipitations radar en entrée d’un modèle hydrolo-
gique sur le bassin versant du Lez. Le modèle hydrologique conceptuel à réservoirs
implémenté sur ce bassin versant est particulièrement sensible aux précipitations
en entrée. Afin de mieux prévoir les événements de crue éclair dans le cadre d’une
utilisation opérationnelle éventuelle, nous avons décidé d’utiliser des précipitations
radar, disponibles à une meilleure résolution temporelle et spatiale que celles des
pluviomètres. Toutefois, le radar fournit une mesure indirecte, sujet à de fortes in-
certitudes. L’assimilation des données de débit à l’exutoire du bassin versant du
Lez à été ajoutée au modèle hydrologique afin de corriger les précipitations radar
en entrée. L’algorithme d’assimilation utilisé est une version non-séquentielle du
Best Linear Unbiased Estimator (BLUE) qui fournit une correction multiplicative
des précipitations, constante dans le temps. L’algorithme est appliqué sous deux
modes : i) ré-analyse où l’ensemble de la chronique de débits de chaque épisode est
connu et l’initialisation du niveau du réservoir sol est calibrée avant l’application de
l’algorithme et ii) pseudo-prévision où les débits sont connus jusqu’à 3 h avant le
pic de crue et le niveau du réservoir sol est initialisé par des indicateurs de l’état hy-
drique du bassin versant. Une corrélation linéaire entre les données piézométriques
ou l’indicateur de l’humidité de la couche racinaire (Hu2) issu de la chaîne SIM
(Soubeyroux et al., 2008) et le niveau du réservoir sol du modèle permet d’initia-
liser le modèle hydrologique à partir de ces indices quand des données de débit ne
sont pas disponibles pour calibrer le modèle, comme cela serait le cas en prévision
opérationnelle. Le mode ré-analyse permet d’estimer les capacités du modèle quand
toutes les informations sur les débits de crue et sur l’état hydrique initiale du bassin
versant sont disponibles. Le mode pseudo-prévision permet d’estimer les capacités
de cette méthode dans le cadre de la prévision des crues en temps réel.
Les résultats du mode ré-analyse sont relativement prometteurs. L’assimilation
de données améliore la simulation des débits pour la plupart des épisodes de crue,
avec des résultats nettement supérieurs aux simulations avec les précipitations ra-
dar non-corrigées en entrée. La correction déterminée par assimilation de données
est aussi plus performante que l’application d’un Mean Field Bias (MFB) (Wilson
et Brandes, 1979). Le MFB est le biais moyen entre les précipitations d’une image
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radar et les pluviomètres. Le coefficient correctif calculé par l’assimilation de don-
nées de débit pendant un épisode de crue est corrélé au MFB du même épisode.
Le coefficient de détermination de cette relation est de 0, 77 en mode ré-analyse.
La corrélation de ces deux corrections peut être en partie due à l’utilisation des
précipitations aux sol pour calibrer l’état initial du réservoir sol. Dans ce cas, les
informations contenues dans la calibration mènent à un état optimal proche de celui
des pluviomètres utilisés pour l’état initial du modèle. Cette hypothèse a été confir-
mée en mode pseudo-prévision où un test a été réalisé pour comparer le modèle
calibré avec les données pluviométriques et le modèle initialisé à partir de la corréla-
tion entre les données piézométriques ou de Hu2 et le niveau du réservoir sol. Quand
le modèle est calibré par pluviomètre, le coefficient directeur de la régression entre
la correction multiplicatif calculée par assimilation et le MFB est de 0, 95. Quand le
modèle est initialisé à partir des données piézométriques ou de Hu2, le coefficient
directeur de cette régression est entre 0, 73 et 0, 77. Quelle que soit l’initialisation du
modèle en mode ré-analyse le coefficient de détermination pour la régression entre
la correction calculée par assimilation de données et le MFB est autour de 0, 40. Le
coefficient de correction multiplicatif calculé par l’assimilation de données contient
autant d’erreurs aléatoires quand le niveau initial du réservoir sol est calibré, mais la
correction calculée par assimilation est moins biaisée par rapport au MFB. Quand
le modèle est calibré à partir des données pluviométriques, la correction calculée par
l’assimilation des débits retrouve la valeur du MFB, même si la corrélation entre
le MFB et la correction par assimilation est entachée d’erreurs aléatoires en mode
pseudo-prévision.
Les résultats de l’assimilation des débits en mode pseudo-prévision montrent une
amélioration pour la majorité des épisodes de crue (plus de 60%), en dépit des incer-
titudes plus importantes lors de l’assimilation dans un cadre prévisionnel. En mode
pseudo-prévision, la chronique complète des débits de chaque épisode n’est pas as-
similée, seulement les débits jusqu’à 3 h avant le pic de crue sont assimilés. Dans
ce cas, il est nécessaire de modifier l’erreur attribuée aux observations dans l’algo-
rithme d’assimilation. Plusieurs valeurs de la covariance de l’erreur des observations
ont été testées afin de prendre en compte l’incertitude plus forte en mode pseudo-
prévision dans l’algorithme d’assimilation. Dans le cas où on fait moins confiance
aux observations, l’algorithme reste plus près des précipitations de départ et limite
les dégradations quand des données peu fiables sont assimilées. Cela a aussi l’effet
de limiter les améliorations.
En générale, les résultats de l’assimilation des débits pour la correction de préci-
pitation sont prometteurs, mais limités par la simplicité de la méthode d’assimilation
et le modèle hydrologique. L’algorithme utilisé, le BLUE, produit des corrections in-
variantes dans le temps et l’espace. Quand la nature et l’amplitude des erreurs restent
invariantes pendant un épisode de crue, le BLUE donne des résultats satisfaisants.
En revanche, quand la nature et l’amplitude des erreurs varient, la performance
de l’algorithme est dégradée. La correction des précipitations d’un modèle hydro-
logique très simple peut avoir aussi pour résultat la compensation d’autres erreurs
du modèle. L’ajout de la complexité à la correction des précipitations (correction
variable dans le temps ou dans l’espace) ou au modèle hydrologique (meilleur repré-
sentation des processus physiques) pourrait réduire la compensation des erreurs et
permettre une meilleure reproduction des débits observés. En revanche, une modé-
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lisation plus complexe pourrait poser problème du fait d’observations insuffisantes
pour calibrer le modèle ou d’équifinalité (plusieurs jeux de paramètres donnant des
résultats similaires). Les processus karstiques du bassin versant du Lez sont com-
plexes et difficiles à modéliser et rendent une meilleure représentation des processus
physiques difficilement envisageable.
2.2 Article
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Abstract. The present study explores the application of a
data assimilation (DA) procedure to correct the radar rain-
fall inputs of an event-based, distributed, parsimonious hy-
drological model. An extended Kalman filter algorithm was
built on top of a rainfall-runoff model in order to assimilate
discharge observations at the catchment outlet. This work fo-
cuses primarily on the uncertainty in the rainfall data and
considers this as the principal source of error in the sim-
ulated discharges, neglecting simplifications in the hydro-
logical model structure and poor knowledge of catchment
physics. The study site is the 114 km2 Lez catchment near
Montpellier, France. This catchment is subject to heavy oro-
graphic rainfall and characterised by a karstic geology, lead-
ing to flash flooding events. The hydrological model uses a
derived version of the SCS method, combined with a Lag
and Route transfer function. Because the radar rainfall in-
put to the model depends on geographical features and cloud
structures, it is particularly uncertain and results in signifi-
cant errors in the simulated discharges. This study seeks to
demonstrate that a simple DA algorithm is capable of ren-
dering radar rainfall suitable for hydrological forecasting. To
test this hypothesis, the DA analysis was applied to estimate
a constant hyetograph correction to each of 19 flood events.
The analysis was carried in two different modes: by assimi-
lating observations at all available time steps, referred to here
as reanalysis mode, and by using only observations up to 3 h
before the flood peak to mimic an operational environment,
referred to as pseudo-forecast mode. In reanalysis mode, the
resulting correction of the radar rainfall data was then com-
pared to the mean field bias (MFB), a corrective coefficient
determined using rain gauge measurements. It was shown
that the radar rainfall corrected using DA leads to improved
discharge simulations and Nash-Sutcliffe efficiency criteria
compared to the MFB correction. In pseudo-forecast mode,
the reduction of the uncertainty in the rainfall data leads to
a reduction of the error in the simulated discharge, but un-
certainty from the model parameterisation diminishes data
assimilation efficiency. While the DA algorithm used is this
study is effective in correcting uncertain radar rainfall, model
uncertainty remains an important challenge for flood fore-
casting within the Lez catchment.
1 Introduction
For flash flood prediction, hydrologists may use tools as rudi-
mentary as rainfall-discharge curves or as refined as com-
plicated physical and distributed hydrological models, all
with the goal of converting atmospheric and soil conditions
into discharge volumes, flood peak amplitudes and arrival
times. All of these tools are subject to uncertainties related
to their inputs and parameterisations. Rainfall-runoff models
are sensitive to rainfall quantities and their spatial distribu-
tion throughout the catchment, as runoff generation depends
upon rainfall location. Errors in rainfall estimates have a sig-
nificant impact on prevision and event reconstruction quality.
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In studies of flash flood modelling for Romanian catchments
between 36 and 167 km2, Zoccatelli et al. (2010) demon-
strated that neglecting the spatial variability of rainfall re-
sulted in a deterioration of the simulation quality. Roux et al.
(2011) showed that the MARINE model (Estupina-Borrell,
2004) was dependent upon the distribution of rainfall data
in order to correctly represent the soil saturation dynam-
ics of the 545 km2 Gardon d’Anduze catchment in South-
ern France. The sensitivity of models to rainfall distribution
highlights the importance of using a rainfall product with a
fine spatial and temporal resolution, such as that provided by
weather radar.
However, the use of radar data is often limited by in-
creased uncertainties compared to ground rainfall measure-
ments due to nonlinearities in the rainfall-reflectivity rela-
tionship, ground clutter and beam blocking (Borga, 2002).
In the Ce´vennes region where the Lez catchment is located,
a hilly terrain complicates the process of separating rainfall
and terrain backscatter. Pellarin et al. (2002) demonstrated
that selecting the scan used in mountainous regions based on
distance considerations, as done so for the HYDRAM rain-
fall product used in this study, leads to a lower quality rainfall
product compared to using a composite (highest quality scan
at any given point) method (Cheze and Helloco, 1999). Ad-
ditionally, in the Lez catchment, radar data quality varies by
season and is diminished in winter months due to bright band
effects related to predominantly stratiform rainfall (Coustau
et al., 2011; Emmanuel et al., 2012; Tabary, 2007). A possi-
ble post-treatment correction to radar rainfall is the removal
of the mean field bias (MFB) (Wilson and Brandes, 1979),
a correction which uses rain gauge data to eliminate errors
due to instrumentation and a nonlinear vertical profile reflec-
tivity (VPR). Adjustment of radar rainfall using rain gauge
data has been shown to lead to improved prediction accuracy
(Vieux and Bedient, 2004; Cole and Moore, 2008).
Identifying a correction to the rainfall data input to hydro-
logical models can also be formulated as an inverse problem
(Tarantola, 2005; McLaughlin and Townley, 1996) solved in
the framework of data assimilation. Data assimilation (DA)
for the improvement of hydrological event reconstruction
or forecast has been already demonstrated as effective, e.g.,
Aubert et al. (2003), Moradkhani et al. (2005), Pauwels et al.
(2001), Thirel et al. (2010) and Vrugt et al. (2005). However,
previous literature has often focused on correcting rainfall
without the direct implication of downstream hydrological
applications. Chumchean et al. (2006) used a Kalman filter-
ing approach, modelling the logarithmic MFB as an autore-
gressive process. Seo et al. (1999) recursively calculated the
MFB using an exponential smoother. These techniques are
convenient in that they depend only on radar and rain gauge
measurements, however, studies of their impact on hydro-
logical modelling could be further developed. In the context
of flood forecasting, Kahl and Nachtnebel (2008) adopted
an updating technique which relates the rainfall correction
to a hydrological simulation through the minimisation of an
objective function. However, the objective function has two
drawbacks: (i) it has no explicit solution and (ii) it does not
take into account the observation error. This study builds
upon established methods by using DA to correct rainfall
while focusing on downstream hydrological applications.
A common approach to data assimilation is the Kalman
Filter (KF) algorithm. The KF corrects a set of a priori pa-
rameters and/or model states (the background) stored in the
control vector using observations to produce a set of opti-
mal model states or parameters (the analysis). Assuming that
the observation operator mapping the control vector onto the
observation space is linear, the algorithm calculates the anal-
ysis by performing a linear combination of the background
and analysis, each weighted by their respective error covari-
ances. The extension of the KF to nonlinear operators (Ex-
tended Kalman Filter – EKF) implies the computation of a
local estimate of the tangent linear of the observation oper-
ator (Goegebeur and Pauwels, 2007). The EKF analysis is
similar to the incremental 4D-Var (4D-inc) analysis in that
they both rely on the local linearisation of the observation
operator (Bouttier and Courtier, 2002). Both variational and
filtering analyses are based on the minimisation of a cost
function that describes discrepancies between simulated and
observed values as well as their associated error statistics.
However, these algorithms differ in the way the minimisa-
tion is performed: variational techniques use a minimiser and
are adapted to large dimension problems, whereas filtering
techniques explicitly solve for the analysis using matrix mul-
tiplication and inversion that are only affordable for small
dimension problems such as the one presented here. The lim-
itations of both 4D-inc and EKF are due to the use of a local
estimation of the tangent linear of the observation operator
and can be partly overcome with an update of the linearised
operator also called an outer loop (Thirel et al., 2010). An-
other possible alternative to the EKF, the Ensemble Kalman
Filter (EnKF) estimates error statistics from an ensemble of
model runs and enables a stochastic estimate of the covari-
ance matrices taking into account the nonlinearity of the ob-
servation operator (Weerts and El Serafy, 2006; Pauwels and
De Lannoy, 2009; Moradkhani et al., 2005). Ensemble meth-
ods, such as the EnKF, Particle Filter or the Maximum Like-
lihood Ensemble Filter (MLEF), can thus be used for non-
linear systems; however, the quality of the resulting analysis
strongly depends on the initial sample and whether it does or
does not properly represent the uncertainty of the system.
The main objectives of this study are: (i) to assimilate dis-
charge data using an EKF to correct radar rainfall data which
is a key source of uncertainty in hydrological modelling and
(ii) to apply this correction to flood simulation and forecast in
order to examine the quality of hydrological prediction using
DA. Other uncertainty also exists in the model structure and
physical catchment properties, but radar rainfall was selected
as the target of DA because it is a key factor in the hydrol-
ogy of the catchment and it provides several advantages over
rain gauge data if its uncertainty can be reduced. In order to
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Fig. 1. Visualisation of the Lez catchment and its monitoring network: map of the Lez catchment, the rain gauges used for the measurement
of ground rainfall, and the Nıˆmes weather radar.
evaluate the quality of the DA correction, comparisons were
made with the MFB; then, to evaluate the predictive capacity
of the method, the correction was applied in a forecast-like
setting.
The paper is outlined as follows: Sect. 2 includes a de-
scription of the study site, the model structure and calibra-
tion, the DA procedure, a description of the experimental set-
up and examples of assimilation performed in reanalysis and
pseudo-forecast mode. The results of the study and the im-
pacts of data assimilation on the efficiency of the hydrolog-
ical model are then presented in Sect. 3. Finally, a summary
of the key results obtained and conclusions are discussed in
Sect. 4.
2 Materials and methods
2.1 Study site: the Lez catchment
The Lez catchment in Southern France (Fig. 1) is a medium-
sized karstic basin located in the He´rault department, 15 km
north of the town of Montpellier. The catchment is 114 km2
at Lavalette, where discharge measurements are taken. This
portion of the Lez river is fed by several upstream tributaries:
the Lirou, Yorgues and Terrieu. The Lez River stretches for
26 km between its source and the Mediterranean Sea.
The landscape of the Lez catchment at Lavalette is defined
by plains and hilly garrigue with limestone outcrops and
very little urbanisation. The plains are composed of 200 to
800 m thick Valanginian marls (a mixture of calcium carbon-
ate and clay minerals formed during the Early Cretaceous
period), covered by soil usually less than 1 m thick. Land
use ranges between agricultural (vineyards) and forest in the
plains, along with undeveloped garrigue; the limestone out-
crops have very little soil cover and thin vegetation.
The source of the Lez is a seasonal spring which serves as
the main outlet of a 380 km2 limestone and dolomite karstic
aquifer (shown by the dotted line in Fig. 1) (Avias, 1992).
Karstic systems are defined by the presence of conduits and
fractures in the underlying limestone bedrock, resulting in
complex transport networks and variable response times fol-
lowing rainfall events. The subsurface processes that con-
tribute to runoff are poorly understood: they may reduce
flood intensity by storing water in the epikarst and through
deep infiltration (Do¨rfliger et al., 2008) or they may intensify
the flood severity through the contribution of groundwater to
peak flow (Kong A Siou et al., 2011).
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2.1.1 Climate and rainfall data
The climate of the region is generally dry, with mean an-
nual potential evapotranspiration (1322 mm at Mauguio for
the period from 1996 to 2005 – Fig. 1) greater than mean an-
nual rainfall (909 mm at Prades for the period from 1992 to
2008). Mean annual evapotranspiration was calculated using
the Penman-Monteith equation; this calculation is not avail-
able at the Prades rain gauge. Most of the yearly rainfall
is received in fall and winter in the form of heavy climatic
and orographic precipitations. To the North of the Lez catch-
ment, frontal systems are strengthened by relief changes in
the Massif Central. Extreme rainfall events, particularly in
late summer and fall periods, are favoured in this region due
to humidity generated by the warm Mediterranean Sea and
a closed cyclone which helps to transport warm, moist air
masses to the coast (Nuissier et al., 2008). In September of
2002, rainfall totalled as much as 600–700 mm over a 24 h
period in certain regions (Boudevillain et al., 2011).
Rainfall in the Lez catchment is measured by both an S-
band radar located in Nıˆmes at a distance of approximately
65 km from the basin and a network of 4 rain gauges (Prades,
Montpellier-ENSAM, Maugio, Saint Martin de Londres –
Fig. 1). Radar data were treated using the HYDRAM al-
gorithm developed by Me´te´o-France (Cheze and Helloco,
1999) for the correction of ground clutters, the vertical pro-
file of reflectivity and the conversion of reflectivity to rainfall
using the Marshall-Palmer relationship,
Z = 200R1.6, (1)
where Z is the reflectivity in mm6 m−3, R is the radar rainfall
intensity in mm h−1 and 200 and 1.6 are empirical constants
derived from the drop size distribution. For the HYDRAM
treatment, the same Z–R relationship is used for stratiform
and convective rainfall (Tabary, 2007). The Nıˆmes radar pro-
duces scans at three different elevations at 5 min intervals:
2.5◦ (0–22 km), 1.3◦ (22–80 km) and 0.6◦ (distances beyond
80 km). These three scans are used to produce a radar im-
age which describes rainfall for areas at different distances
to the radar. The lowest unobstructed scan is selected for a
given distance range. For the Lez catchment, the 1.3◦ scan
was used (Bouilloud et al., 2010) to produce cumulative rain-
fall depths at a spatial resolution of 1 km2 and a time step of
5 min. A network of 20 rain gauges within a 50 km range of
the catchment provided cumulative rainfall data for adjust-
ments using the MFB (Fig. 1), a measure of the ratio of radar
to rain gauge rainfall during a specified time period (here the
length of the flood event):
MFB =
1
n
n∑
i=1
Gi
1
n
n∑
i=1
Ri
, (2)
where Gi is the rain gauge measurement at location i in mm,
Ri is the radar measurement at the same location in mm and n
Table 1. Rainfall events occurring over the Lez catchment from
1997–2008. The date, mean field bias (MFB) and peak discharge
(Qpeak) are shown.
Qpeak
Event date MFB (m3 s−1)
3 November 1997 4.66 14
16 December 1997 1.74 122
11 November 1999 1.09 43
28 September 2000 1.79 51
23 December 2000 1.50 48
16 January 2001 1.53 93
8 September 2002 1.80 103
8 October 2002 1.74 43
9 December 2002 1.69 376
22 September 2003 1.27 91
15 November 2003 1.58 64
21 November 2003 1.35 95
29 November 2003 1.05 424
5 September 2005 1.29 467
27 January 2006 1.24 52
23 September 2006 1.43 23
1 May 2007 1.01 9
19 October 2008 1.07 109
1 November 2008 0.87 31
is the number of rain gauges selected. The value of the radar
measurement at the gauge location was selected to be the
average of the central pixel and its 8 nearest neighbours. The
ratio of rain gauge to radar measurements is expected to be
greater than 1 for distances between 15 and 80 km from the
radar where masking effects play an important role (Cheze
and Helloco, 1999).
2.1.2 Rainfall events
Table 1 displays the 19 rainfall events measured by
HYDRAM-treated radar for the Lez catchment together with
their associated MFB values and peak discharges. In gen-
eral, events lasted several days and cumulative rainfall was
sampled at a time step of 1 h. The episode MFBs were be-
tween 0.87 and 1.80, indicating that radar was never more
than 45 % away from the “true” rainfall value (assuming ab-
solute confidence in ground measurements) with the excep-
tion of November 1997. The very high MFB for this event
indicates that either the rain gauges, the radar or both may
have not been functioning properly. With the exception of
November 2008, all events have MFB values greater than 1,
with an average of 1.39. As mentioned in Sect. 2.1.1, these
values are a feature of the distance between the Nıˆmes radar
and the watershed.
Rainfall events were separated into two classes based on
their peak discharges: regular events which have a peak dis-
charge greater than 40 m3 s−1 and very small events which
have a peak discharge less than or equal to 40 m3 s−1. This
Hydrol. Earth Syst. Sci., 16, 4247–4264, 2012 www.hydrol-earth-syst-sci.net/16/4247/2012/
E. Harader et al.: Data assimilation for the correction of radar rainfall 4251
classification is used to determine the range of discharges
that will be assimilated as discussed in Sect. 2.4.
2.2 The hydrological model
The hydrological model is event-based, parsimonious and
distributed. It operates on independent grid cells with an
hourly time step using a derived SCS runoff production func-
tion (Gaume et al., 2004) and a Lag and Route transfer func-
tion (Tramblay et al., 2011). The calibration and adaption of
this model to the Lez catchment are presented in Coustau
et al. (2012).
2.2.1 The runoff production function
The runoff production function is the link between the pre-
cipitation falling over the catchment and the discharge emit-
ted to surface waters. Not all rain becomes discharge and
processes such as infiltration, evapotranspiration, percolation
and interception determine the eventual fate of incident rain-
fall. The SCS method for predicting runoff has been validated
for medium-sized watersheds in recent literature (Abon et al.,
2011; Han et al., 2012). The ATHYS software, developed by
HydroSciences Montpellier (www.athys-soft.org), was used
to implement a derived version of the SCS equations for this
study (Gaume et al., 2004),
ie(t) = C(t) ib(t), (3)
where ie(t) is the instantaneous runoff rate (or runoff inten-
sity) with units of mm s−1, ib(t) is the rainfall rate (or rainfall
intensity) in mm s−1 and C(t) is the fraction of rainfall con-
tributing to runoff. C(t) is defined as follows,
C(t) =
{
Pb(t)−0.2S
Pb(t)+0.8S
(
2 − Pb(t)−0.2S
Pb(t)+0.8S
)
if Pb(t) > 0.2S
0 otherwise,
(4)
where Pb is the cumulative rainfall depth at time t in mm and
S is the potential storage depth of the watershed at the start
of the event (potential maximum retention) in mm.
To represent the ability of the soil to regain part of its ab-
sorption potential during pauses in the rainfall, this version
of the SCS method allows the soil to drain. The volume of
water lost to drainage is a function of two conceptual reser-
voirs: the cumulative rainfall reservoir, level Pb(t), and the
soil reservoir, level stoc(t), in mm, shown in Fig. 2. The cu-
mulative rainfall reservoir represents the total rainfall depth
received and is used to calculate of the portion of the inci-
dent rainfall contributing to runoff during the event. The soil
reservoir represents the amount of rainfall stored in the soil.
A portion of the water lost by this reservoir becomes delayed
runoff. The rate of drainage of the cumulative rainfall reser-
voir and the soil reservoir is described by:
dPb(t)
dt
= ib(t) − dsPb(t), (5)
Fig. 2. Schematic representation of the ATHYS runoff production
function (Bouvier and Delclaux, 1996).
dstoc(t)
dt
= ib(t) − ie(t) − dsstoc(t), (6)
where ds is the drainage coefficient in d−1. This coefficient
represents the removal of water through deep infiltration
and evapotranspiration during the event. The drainage coef-
ficients of the cumulative rainfall reservoir and the soil reser-
voir were selected to be the same. The water lost to the sys-
tem by the drainage coefficient is considered to be either lost
to deep infiltration or to re-emerge as delayed surface runoff,
id(t), calculated by
id(t) = min
(
1,
w
S
)
dsstoc(t), (7)
where w is the critical soil depth in mm and S is the same as
that appearing in Eq. (4). The ratio between S and the critical
soil depth determines the fraction of drainage that becomes
delayed runoff. As S approachesw (going from high S to low
S), the proportion of runoff lost to deep infiltration is dimin-
ished and a greater portion of the soil reservoir drainage be-
comes available as delayed discharge. The critical soil depth
was added by Coustau et al. (2012) in order to adapt the SCS
equations to the behaviour of karstic watersheds and to en-
sure the proper behaviour of the watershed during the de-
scending limb of the hydrograph by including the participa-
tion of subsurface flows. The delayed surface runoff is then
added back to the instantaneous runoff rate to produce the
total runoff, it(t).
2.2.2 The transfer function
Supposing that the production function has created runoff at
a certain grid location, this runoff must then be transferred to
the watershed outlet by what is referred to here as the trans-
fer function. The Lag and Route transfer function (Tramblay
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et al., 2011) is based on a unit hydrograph approach in which
the discharge produced by each cell is assumed to follow the
form of a decaying exponential. In this way, it is similar to
the impulse solution of the kinematic wave approach. How-
ever, in the present case, the form of the hydrograph is as-
sumed and imposed upon the runoff generated by each cell.
This runoff is independent and does not interact with that
of the other cells (Olivera and Maidment, 1999; Maidment
et al., 1996). Independent grid cells may be a strong simpli-
fication; however, runoff is rapidly concentrated, leading to
little or no infiltration or storage during flow routing. This
is in contrast the kinematic wave approximation (a simplifi-
cation of the Saint-Venant equations for shallow water flow)
or the Manning equations for open channel flow (Bates and
De Roo, 2000). In these cases, the discharges from differ-
ent cells are allowed to interact and the flow rate will de-
pend upon the depth of the runoff contained within the cell.
Despite its simplicity, the Lag and Route function has been
shown to perform as well as the Saint-Venant equations for
certain cases (Lhomme et al., 2004). The use of indepen-
dent grid cells with a Lag and Route transfer function was
selected because it does not require prior knowledge of the
hydrodynamic features of the catchment such as roughness
coefficients or hydraulic conductivity and has relatively few
parameters to calibrate.
The two parameters which describe the Lag and Route
function are: V0, the speed of propagation in m s−1, and K0,
a dimensionless coefficient used to calculate the diffusion
time. The propagation time to the outlet, Tm, in seconds de-
scribes the lag between runoff production at time t0 and the
arrival of an associated elementary hydrograph at the water-
shed outlet. It is equal to lm, the length of the flow path from
the cell to the outlet in m – calculated using a method of
steepest descent in order to produce drainage paths for each
cell, divided by V0. From the propagation time, the diffusion
time Km in s is calculated as the product of K0 and Tm. This
coefficient represents the velocity distribution of the runoff
as it is transferred from the cell to the outlet. For each grid
cell, the diffusion time and propagation time are then used to
produce an elementary hydrograph, q(t) in m3 s−1, produced
by the total runoff it(t0):
q(t)
A
=
{
0 for t < t0 + Tm
it (t0)
Km
exp
(
− t−(t0+Tm)
Km
)
for t ≥ t0 + Tm, (8)
where A is the area of the grid cell in m2.
To measure the quality of the simulations performed by
the hydrological model, the Nash-Sutcliffe efficiency crite-
rion (NS) was selected (Nash and Sutcliffe, 1970). This cri-
terion can be expressed as a function of the error between
the model discharge at time j (Qsim,j in m3 s−1) and mea-
sured discharge at time j (Qobs,j in m3 s−1), summed over
j , squared and normalised by the variance of the measured
discharge (σ 2obs):
NS = 1 −
N∑
j=1
(
Qsim,j − Qobs,j
)2
σ 2obs
, (9)
where j varies from 1 to N , the total number of observa-
tions available for the event. For this study, NS is calculated
over the entire length of the rainfall event, regardless of the
number of observations assimilated. The window of observa-
tions selected for assimilation will be discussed in detail in
Sect. 2.3.
A second measure of quality is the normalised difference
in peak flow between the simulation (Qsim, peak) and the ob-
servations (Qobs,peak), PH:
PH = Qsim,peak − Qobs,peak
Qobs,peak
. (10)
2.2.3 Sensitivity of the model to rainfall inputs
In this section, the choice of radar rainfall as the target of data
assimilation will be explained and the relationship between
discharge and rainfall explored.
Rainfall plays a key role in the estimation of discharges
using hydrological models. The model used in this study is
sensitive to the quantity and intensity of rainfall and this sen-
sitivity varies depending on previous conditions. As the soil
reservoir becomes saturated, a greater proportion of incident
rainfall runs off and is emitted as discharge. In this way, the
response of the watershed to a linear increase in rainfall is
expected to be nonlinear because the behaviour of the soil
moisture reservoir after 20 mm of rainfall is not the same af-
ter 40 mm of rainfall. To illustrate this phenomena, a linear
multiplier of the rainfall intensity, denoted α, was introduced
into the model:
ib(t) = α i?b(t), (11)
where i?b is the observed radar rainfall rate and ib is the rain-
fall rate used by the model. Figure 3 displays the discharge
as a function of α at 3 h before the flood peak. This time step
was selected because it demonstrates saturated behaviour for
larger values of α and non-saturated behaviour for small α.
The discharge is highly sensitive to rainfall inputs with values
near 0 m3 s−1 for α = 0.5 and 1000 m3 s−1 for α = 3. As ex-
pected, the relationship is nonlinear. This is due to (i) a non-
linear runoff production function which depends on soil sat-
uration and (ii) the differential equations describing soil and
rainfall reservoir drainage. Despite nonlinearities, α was cho-
sen as the target of the DA procedure because of the strong
influence of the rainfall input upon model results.
2.2.4 Initialisation and calibration of the model
The hydrological model contains several types of parame-
ters: batch-calibrated parameters, mathematical properties of
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Table 2. The S – catchment wetness state indicator relationship. M is the slope of the linear regression between Scal and the wetness state
indicator, b is the y-intercept, and R2 is the coefficient of determination for this regression. % change refers to the average difference between
Sreg and Sreg using the validation period regression. σ is the standard deviation of this difference.
Indicator no. points M b R2 % change σ
Hu2 21 −8.84 mm 732.00 mm 0.69 0.065 0.055
Bois Saint Mathieu 12 −5.15 mm m−1 547.57 mm 0.77 0.10 0.14
Claret 12 −2.98 mm m−1 426.79 mm 0.71 0.038 0.037
Fig. 3. Discharge as a function of α at 3 h before the flood peak.
the equations and the initial condition of the watershed, S,
the potential storage depth of the soil reservoir, which must
be calibrated separately for each event. It should be noted that
while the language “initialisation” is used here, S is a param-
eter in this data assimilation system and not a model state,
thus, it does not evolve during the event. During the calibra-
tion process, a mixture of ground rainfall events and high
quality (early autumn) radar rainfall events from 1994–2008
was used in order to minimise the error associated with the
parameterisation. The first step was to calibrate ds, a mathe-
matical property of the model equal to the coefficient of the
exponential recession limb of the hydrograph. When the rain-
fall rate is zero, discharge consists entirely of delayed runoff
and stoc(t) becomes a decaying exponential with a coeffi-
cient of ds. The slope of the semi-log plot of the discharge
is then equal to ds, the coefficient of the decaying exponent.
This value was determined to be 0.28 d−1 for all events.
Next, the batch-calibrated parameters V0 and w were cal-
ibrated by selecting the value which maximises the NS of
the simulated discharge for a given event and then averaging
over all events. To avoid problems of equifinality (Beven and
Freer, 2001) during this step of the calibration process, K0
was set as a fixed value before calculating V0 and w. Since
the diffusion time Km is a function of both V0 and K0, many
values of these two parameters can result in the same veloc-
ity distribution at the watershed outlet. The parameters V0,
w and K0 were determined to be 1.3 m s−1, 101 mm and 0.3
(dimensionless), respectively, for all events.
Finally, the initial soil moisture deficit or potential storage
depth, represented by the parameter S, must be calculated at
the beginning of each event. In reanalysis mode, a posteriori
S values, denoted Scal, were calibrated for each rainfall event
by maximising the NS of discharge simulations forced with
the MFB corrected radar rainfall in order to minimise errors
in the parameterisation. In pseudo-forecast mode, the event
hydrograph is not known. As a consequence, S must be esti-
mated at the start of the event using known indicators of the
catchment wetness state at this time. For example, piezomet-
ric readings could be used to estimate the state of the karstic
aquifer in the morning if heavy rain was predicted for the
evening. In this study, a calibration curve relating S to indi-
cators of the catchment wetness state is used to estimate a pri-
ori S values for each episode from measurements of aquifer
piezometry or soil moisture indicators derived from surface
models (Coustau et al., 2012). These estimated S values are
referred to as Sreg.
Using the historical record of discharge and rainfall from
1997–2008, calibration curves for S were developed using 3
catchment wetness state indicators: Hu2 (%), the piezome-
ter located at Bois Saint Mathieu (m) and the piezometer lo-
cated at Claret (m) (Fig. 1). These two piezometers were se-
lected for the quality of their relation to the hydric state of the
watershed. The Hu2 indicator is modelled by Me´te´o-France
(Quintana-Seguı´ et al., 2008) and estimates the % soil satu-
ration at the root horizon. The measurements for each event
are taken as the value of the indicator at 06:00 a.m. UTC the
day of the event. Hu2 data are available for 18 of the 19 rain-
fall events and piezometer data are available for 14 of the
19 events.
For each indicator, a regression of slope M and y-intercept
b was formed using the catchment wetness state indicator as
the independent variable and Scal as the dependant variable
as shown in Table 2, where S is the parameter described in
Eq. (4) calibrated for each episode. R2 is the coefficient of
determination for the linear regression between Scal and the
physical indicators. To validate each regression, split sample
tests were performed. Each regression was performed using
only the first half of the data available to construct a “histor-
ical period”; the Sreg values calculated using the validation
regression were then compared with the Sreg values calcu-
lated using the regression for the entire record. The average
and standard deviation of the % difference between these two
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Sreg values are presented in Table 2. The piezometer at Claret
was the most robust indicator during this phase of the valida-
tion. A second validation was performed by comparing Sreg
to Scal during the validation period. The average % difference
between Sreg and Scal was 0.22, 0.21 and 0.16 for Bois Saint
Mathieu, Claret and Hu2, respectively. For this test, Hu2 was
the most robust indicator.
The Sreg values calculated using the different regressions
are shown in Table 3. An analysis of the impact of errors in
the parameterisation will be presented in Sect. 3.2.1.
2.3 Data assimilation methods
A non-sequential EKF with an outer loop was selected for
this study. Data assimilation was carried out over a time win-
dow which includes several discharge observations assim-
ilated in a single analysis to correct the input rainfall de-
scribed by weather radar. The control vector is a scalar con-
taining a multiplier of the input rainfall assumed to be con-
stant over a time window which contains the entire flood
event. The observation operator mapping the control vec-
tor on to the observation space (discharges at the catchment
outlet) is represented by the integration of the hydrological
model. The linearised version of the hydrological model is
calculated locally about a reference value of the control vec-
tor using a finite difference scheme. This reference value is
initially selected as the background control vector. However,
this method is limited by the assumption that the observation
operator is linear in the vicinity of the background. To ac-
count for nonlinearities in the observation operator, an outer
loop was applied to the EKF. The outer loop updates the ob-
servation operator using the analysis as the reference value
and then calculates a new analysis starting from the back-
ground control vector. The main advantages of this algorithm
are low computational costs for a small control vector and
the simplicity of implementation. Using the EKF described
above, DA was carried out for heavy rainfall events occur-
ring within the Lez catchment between 1997 and 2008. The
analysis was applied in two modes: reanalysis and pseudo-
forecast. In reanalysis mode, all available discharge obser-
vations during the rainfall event were assimilated. In fore-
cast mode, observations up to 3 h before the peak flow arrival
were assimilated in order to reproduce an operational fore-
casting environment. The resulting rainfall multiplier was
then applied until the end of the rainfall episode. This choice
of assimilation window is intended to demonstrate the pos-
sible performance of the algorithm in a real-time forecasting
environment, while acknowledging that the peak arrival time
would not be known in this case.
In this application of the EKF, information from the back-
ground discharge simulation Qsim,b is combined with ob-
served discharges Qobs to calculate a constant multiplier of
radar rainfall inputs, α, which is then used to integrate the
hydrological model, producing a corrected discharge simula-
tion as shown in Fig. 4. The rainfall multiplier is calculated
Table 3. Sreg estimated from physical indicators of the catchment
wetness state using the linear regressions presented in Table 2.
Dashes indicate missing values.
Event date Shu2 SBois Saint Mathieu SClaret
(mm) (mm) (mm)
3 November 1997 251 – –
16 December 1997 184 – –
11 November 1999 196 – –
28 September 2000 220 293 248
23 December 2000 197 – –
16 January 2001 107 134 125
8 September 2002 211 209 202
8 October 2002 165 177 213
9 December 2002 119 136 153
22 September 2003 273 291 294
15 November 2003 119 128 139
21 November 2003 74 59 80
29 November 2003 64 55 80
5 September 2005 302 282 288
27 January 2006 139 136 168
23 September 2006 188 181 197
1 May 2007 216 177 210
19 October 2008 – – –
1 November 2008 179 155 182
over a single time window covering the entire flood event (or
until 3 h before the peak flow for the pseudo-forecast mode).
As a consequence, this multiplier represents the mean be-
haviour of the rainfall over each event, as it is constant in
time and uniform in space.
Discharges simulated by the conceptual hydrological
model used in this study have a nonlinear dependence on
rainfall inputs. In data assimilation, this relationship can be
represented as a nonlinear observation operator H. This op-
erator translates rainfall input ib into discharge data Qsim,
using model parameters (such as S and V0) to solve ordinary
differential equations for state variables stoc and Pb:
y = H(x), (12)
where x is the control vector containing a multiplicative co-
efficient of the rainfall intensity, denoted α, presented in
Sect. 2.2.3 and y is the control vector in the observation space
(i.e. discharges). It should be noted that subscripts indicat-
ing the time dimension of x and y are not included. This is
because x is constant over each rainfall event as previously
stated and y gathers together model outputs for each obser-
vation time over the rainfall event. The translation of rainfall
input to discharges at the catchment outlet is represented in
Step 1 of the algorithm schematic diagram (Fig. 5).
Assuming that the errors in the rainfall input and the ob-
servations follow a Gaussian distribution, the optimal value
of the control vector is the analysis, xa, which minimises the
cost or misfit function J (Bouttier and Courtier, 2002):
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Fig. 4. Schematic representation of the hydrological model: inputs (blue), model parameters (purple), state variables (dark red) and the
background model outputs (Qsim,b in pink). Inputs, parameters, state variables or model outputs can be corrected by DA using observations
(Qobs in light blue) and model outputs in order to produce the corrected discharge (Qsim,a in green).
Fig. 5. Schematic representation of the EKF: the background model trajectory (Qsim,b in pink) is corrected using observations (Qobs, blue
crosses) to produce the analysis model trajectory (Qa in green) during steps 1 through 4. In step 5, the observation operation is re-linearised
in the vicinity of the analysis and steps 2 and 3 are repeated to form an “outer loop”.
J (x) =
(
x − xb
)T
B−1
(
x − xb
)
+ (yo − H(x))T R−1 (yo − H(x)) . (13)
The cost function J is the sum of two terms: (i) the differ-
ence between the control vector x and its background value
xb and (ii) the difference between the control vector in the
observation space and the observation vector yo, weighted
respectively by the background and observation error covari-
ance matrices, B and R. The background control vector is
selected as xb = (1) (no change to the input rainfall) and the
observation vector contains the observed discharges during
the assimilation window.
The cost function above is at a minimum when its gradi-
ent is null, leading to the expression ∇J (xa)= 0. To express
the cost function gradient, the derivative of the nonlinear ob-
servation operator with respect to the control vector is nec-
essary. The Jacobian matrix H of the observation operatorH
is determined using the Taylor expansion computed around a
reference vector xref, initially chosen as xb (Step 2 in Fig. 5):
H = ∂H
∂x
∣∣
xb ≈
H (xb + 1x) − H (xb)
1x
. (14)
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Using Eq. (14) to nullify the gradient of Eq. (13), xa can
be determined (Step 3 in Fig. 5):
xa = xb + Kd︸︷︷︸
δx
, (15)
where xa is the EKF analysis, d is the innovation vector,
yo −H(xb) represents the difference between the simulated
dischargeQsim,b (Step 1 in Fig. 5) and the observed discharge
Qobs, K is the gain matrix, BHT (HBHT + R)−1, and δx is
the increment applied to the background. The hydrological
model can now be integrated using the analysis rainfall mul-
tiplier stored in xa to provide a new estimate of the simulated
discharge Qsim,a (Step 4 in Fig. 5).
The use of the Extended Kalman filter analysis equations
relies on the hypothesis that H(x) can be approximated as
locally linear in the vicinity of xref and that this approxima-
tion is valid on [xa, xref]. The innovation added to the back-
ground is assumed to be sufficiently small that the residual
betweenH (xb + δx) andH(xb)+H ∣∣xb δx is negligible for
an increment δx applied to the background. Limitations of
the non-sequential EKF occur when the innovation extends
outside the region where the linearity assumption holds. To
compensate for nonlinearities inH(x), the outer loop proce-
dure (Thirel et al., 2010) in Fig. 5 allows for the recalculation
of the linear tangent H at the location of the analysis of the
previous iteration xa (Step 5 in Fig. 5) in order to create a
new quadratic approximation of J , as shown in Fig. 6. At the
optimal value of the analysis, the minimum of the quadratic
approximation and the non-quadratic cost function will coin-
cide. By re-calculating the linear tangent about the analysis,
the minimum of the quadratic cost function approaches that
of the non-quadratic cost function. The analysis calculated
with the new quadratic approximation then provides an im-
proved estimate of the non-quadratic cost function minimum.
This method could also be applied to a 4D-Var incremental
algorithm.
The B matrix represents the background error covariance,
which is the error in the rainfall multiplier. This error is as-
sumed to follow a Gaussian model and is described by its
variance as the control vector is a scalar. However, the vari-
ance of the rainfall corrective coefficient is difficult to define
because it is the uncertainty in a correction applied to the
radar rainfall and not the uncertainty of the measure itself.
In order to define B, α was assumed to have an error near
that of the MFB, which has a standard deviation of 30 % and
an average deviation of 40 %. The standard deviation of α
was selected as the higher of these two error estimates as a
precaution.
The observation errors are supposed uncorrelated, making
R a diagonal matrix. A proportionality coefficient, βobs was
used to calculate the observation error variance σ 2obs in order
to control the amount of confidence placed in observations
depending on the assimilation window selected (reanalysis
or pseudo-forecast mode):
Fig. 6. The outer loop process. The x-axis represents the value of
the control vector and the y-axis is the misfit cost (cost function).
The red curve represents the non-quadratic true value of the cost
function, while the dotted curves represent successive iterations of
the outer loop, each with a new estimate of the Jacobian ofH in the
vicinity of the previous analysis.
σ 2obs,i = max
((
βobs
Qobs,i
)2
, 0.01
)
for i = ti : tf, (16)
where ti is the initial time step and tf is the final time step of
the assimilation period. R has a lower bound of 0.01 m6 s−2
and no upper bound. As the errors coming from each source
of information are not precisely known in pseudo-forecast
mode, different values of the proportionality coefficient were
considered as described in Sect. 2.4. In reanalysis mode, βobs
is selected such that all discharges above 2.5 m3 s−1 have
the minimum error covariance of 0.01 m6 s−2. This choice is
based on the use of the Nash-Sutcliffe criterion for measur-
ing model efficiency. The Nash-Sutcliffe criterion measures
model outputs against observed data, placing absolute confi-
dence in the observations. In order to improve this criterion,
the algorithm was used to match observations as closely as
possible in the reanalysis mode. In pseudo-forecast mode and
for discharges below 2.5 m3 s−1 in reanalysis mode, the ob-
servation error becomes heteroscedastic (variance changing).
The variance is then proportional to the discharge measure-
ment as in Moradkhani et al. (2005), though an inverse pro-
portionality scheme was selected in this case in order to place
more weight on high flow conditions. This is better suited for
peak flow forecasting.
2.4 Experimental set-up
For the 19 radar rainfall events, the range of assimilated
discharges is 15–300 m3 s−1 for normal episodes and 2–
40 m3 s−1 for very small episodes (peak discharge less than
or equal to 40 m3 s−1). Very large discharges are unreliable
due to the use of a rating curve to calculate the river stage-
discharge relationship beyond 300 m3 s−1. Small discharges
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are eliminated in order to better represent the flood behaviour
of the watershed. For each calculation of the analysis control
vector in both reanalysis and pseudo-forecast modes, five it-
erations of the outer loop method were used. Data assimila-
tion was applied to all episodes in both pseudo-forecast and
reanalysis mode, with the exclusion of October 2008. The
rising limb of this event takes place over a period of time less
than three hours long, thus, no discharge measurements are
assimilated in pseudo-forecast mode.
Episodes with notable double peaks (September 2002,
October 2002, December 2002, September 2005 and Octo-
ber 2008) are separated into single peaks prior to assimila-
tion due to the inability of the hydrological model to prop-
erly simulate multiple peaks in succession. The model has
difficulties in representing the initial state of the catchment
at the start of the second flood peak. This may be due to the
influence of the karst in sustaining the discharge during the
recession limb of the hydrograph (Coustau et al., 2012) or
the effect of random variations in the rainfall error. By sepa-
rating the peaks, data assimilation may help to correct some
of the temporal variations in the rainfall error.
2.4.1 Reanalysis mode
In reanalysis mode, the initial deficit of the soil moisture
reservoir is parameterised by Scal and βobs is chosen to be
0.25 m6 s−2 in order to reflect an almost complete confidence
in the observations. Results of the reanalysis mode are first
compared to the background simulation in Sect. 3.1.1 and
then to simulations forced with MFB-corrected rainfall in
Sect. 3.1.2. DA was not applied to the simulations used for
comparison.
To illustrate the DA procedure, the episode of Novem-
ber 2008 was selected. In reanalysis mode, the potential stor-
age depth of the catchment, Scal is 142 mm. βobs is cho-
sen to be 0.25 m6 s−2. As shown in Fig. 7, the NS is im-
proved from −0.52 to 0.72 following assimilation. In this
case, α = 0.70 for the analysis, meaning that the optimal state
of the rainfall is less than that predicted by the uncorrected
radar data. The reduction in the amount of rainfall then re-
sults in an analysis hydrograph that is smaller than the back-
ground hydrograph.
2.4.2 Pseudo-forecast mode
Several modifications to the assimilation procedure are nec-
essary to assimilate data in pseudo-forecast mode. First, the
observation error covariance, parameterised by βobs, must be
adjusted to reflect representativeness errors due to a reduced
number of observations being assimilated (only the start of
the event is known). It is expected that βobs will need to be
increased in this case to reflect less confidence being placed
in the observations. Next, an a priori estimation of S (Sreg),
as presented in Sect. 2.2.4, is required.
Fig. 7. Reanalysis mode, November 2008: βobs = 0.25 m6 s−2 and
S = 142 mm. The horizontal dashed line is the lower assimilation
threshold (2 m3 s−1). Observations are in blue, the background sim-
ulation in pink and the analysis simulation in green. Assimilated
observations are marked with blue crosses. The hyetogram is on the
inverted y-axis: initial rainfall is in dark blue and the corrected rain-
fall is in light blue with each bar the width of a 1 h time step. This
colour scheme is conserved throughout the paper.
The lack of a fully-described hydrograph leads to uncer-
tainties in pseudo-forecast mode that are not present in the re-
analysis. In order to characterise the uncertainty in the obser-
vations, an initial experiment was carried out by assimilating
discharge data using Scal and three different values of βobs.
Scal was used so that parameterisation errors would not influ-
ence the results. These results were then compared to assim-
ilation using Shu2 as presented in Sect. 3.2.1. Using the βobs
determined in Sect. 3.2.1, experiments using the 3 different
Sreg parameterisations, Hu2, Bois Saint Mathieu and Claret,
are presented in Sect. 3.2.2. The goal of this test is to char-
acterise the impact of the parameterisation upon the results
and to determine if certain catchment moisture state indica-
tors provide better S values than others. The experiments are
measured against assimilation using Scal, which should have
the best performance due to an improved parameterisation.
Simulations using the Hu2 parameterisation are expected to
have the lowest performance, since this catchment wetness
state indicator contains model error in addition to measure-
ment uncertainty.
In pseudo-forecast mode, observations are assimilated
from the start of the event until 3 h before the peak discharge.
This process is illustrated in Fig. 8 for November 2008; the
first and final analyses of the outer loop are shown. For this
demonstration, S and βobs were kept the same as those for
the reanalysis mode. The first iterate of the outer loop has
the best NS with 0.71 which is nearly equal to that of the
reanalysis mode. However, this is not the optimal state for
the assimilation period (up to 3 h before peak flow). Fol-
lowing new estimations of the Jacobian matrix, H, at the
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Fig. 8. Pseudo-forecast mode, November 2008: βobs = 0.25 m6 s−2
and S = 142 mm. The colour scheme is the same as Fig. 7, except
for features specific to the pseudo-forecast mode. The black vertical
line represents the end of the assimilation period and the start of the
forecast period (3 h before the flood peak). The first iterate of the
outer loop is in black. All simulations have 5 iterates of the outer
loop, however, the algorithm converges after the second iterate in
this case, so only the first iterate and the final analysis are shown.
analysis location, the final NS after all iterations of the outer
loop is 0.62. The final α was 0.61, suggesting that the al-
gorithm underestimates the rainfall in pseudo-forecast mode
when compared to reanalysis mode. The analysis hydrograph
is still improved over the background hydrograph, as it re-
duces the amount of rainfall; however, the reduction is over-
estimated when only the start of the episode is assimilated.
3 Results and discussion
This section presents the results of data assimilation applied
in 2 modes: reanalysis and pseudo-forecast. The results of
the reanalysis mode are discussed in Sect. 3.1, followed by
the pseudo-forecast mode results in Sect. 3.2. In reanalysis
mode, results are compared to the background simulation,
then to simulations forced with the MFB-corrected rainfall.
An analysis of situations in which the algorithm failed to
provide an improvement in the discharge forecast concludes
Sect. 3.1. The pseudo-forecast results start with an analysis
of possible sources of error in this mode, followed by the re-
sults of assimilation using different parameterisations of the
potential storage depth S.
3.1 Reanalysis mode
3.1.1 Impact of the rainfall correction
Figure 9 presents NS values in the reanalysis mode com-
pared to the background state for 19 episodes with 7 addi-
tional peaks due to separation of multi-peak episodes. The
Fig. 9. Comparison of background NS values with NS values fol-
lowing data assimilation (analysis). The x-axis contains the episode
label in the format mYYpp, where m is the first letter of the month (j
is January and m is May), YY is the year and pp is the peak number
for the 2nd and greater peaks.
NS values for simulations using uncorrected radar rainfall
(the background simulation) are poor and in most cases are
not of sufficient quality to reproduce the flood event. Com-
pared to the background state, the NS values of the analy-
sis simulations are improved by an average of 0.75 and are
between 0.5 and 1 for a majority of episodes with an aver-
age of 0.70. PH values were improved by −0.39 on aver-
age (improvements are negative for PH which has an optimal
value of 0) and have an average value of 0.14 following as-
similation. 85 % of episodes show improvement compared
to the background state with 15 % showing neutral or nega-
tive change following data assimilation. The only degraded
episode is that of December 2003; this deterioration is re-
lated to the 300 m3 s−1 upper assimilation limit described in
Sect. 2.4 and is discussed in greater detail in Sect. 3.1.3. Fol-
lowing data assimilation, radar rainfall is of suitable quality
for hydrological simulation in most cases. The next section
will focus on the comparison of data assimilation to another
multiplicative corrector of radar rainfall, the MFB.
3.1.2 Comparison of data assimilation to the MFB
correction
A linear regression was performed between MFB and α val-
ues for past rainfall episodes as shown in Fig. 10. The two
quantities are expected to be related as they both represent
corrections of the same rainfall. If errors due to other sources
are minimised (parameterisation of the model, measurement
of the rain gauges and discharge), the two corrective factors
should tend towards the same value. These two quantities are
well correlated with a R2 equal to 0.77. The slope, however,
is 1.12, which suggests a systematic underestimation of the
rainfall by the MFB correction if α is considered to be the
optimal state.
The difference between the simulated discharges result-
ing from the rainfall corrected by the DA procedure and the
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Fig. 10. Regression of α versus MFB. y = x is drawn in red and the
regression in blue.
Fig. 11. Improvements in simulation quality indicators for the 19
rainfall episodes. The dark blue bars represent NSα −NSMFB. The
light blue bars are the difference in the normalised peak flow crite-
ria, PHMFB −PHα .
MFB correction is presented in Fig. 11. The change in PH
was calculated as PHMFB −PHα; positive results are, thus,
increases in the positive y-axis. 78 % of episodes showed an
improved NS and 81 % of episodes showed an improved PH
compared to the MFB correction. The average improvement
in NS was +0.23 versus −0.20 for PH. When deteriorations
in the NS occurred, they had the tendency to be small, (−0.01
to −0.06). Deteriorations in the PH had a much larger range
(+0.02 to 0.21).
In most cases, α provides improved results over the MFB
correction. However, some of the improvement in the sim-
ulations with α when considering double peaks may be due
to an increased time resolution. The MFB was calculated us-
ing rainfall over the entire event, whereas the events were
separated into single peaks when using α. The MFB is also
calculated over a much larger spatial extent than that of the
physical basin, leading perhaps to representativeness errors.
3.1.3 Limitations of the assimilation technique
The quality of the December 2003 simulation (Fig. 12a) was
degraded following data assimilation when compared to the
background state. This is the result of a non-monotonic error
in the discharge during the episode, as seen in Fig. 12b. Pos-
itive errors in the rising and descending limbs of the hydro-
graph result in an analysis state with a reduced rainfall. How-
ever, the sign of the error in the region near the peak is neg-
ative and this part of the hydrograph is not well-represented.
To counteract this problem, the upper limit of assimilated ob-
servations can be increased to include more observations at
the hydrograph peak. The inclusion of these points increases
the number of negative errors taken into account by the al-
gorithm and results in an analysis which decreases rainfall
less than when discharge observations are limited to less than
300 m3 s−1.
3.2 Pseudo-forecast mode
3.2.1 Analysis of different sources of uncertainty
In pseudo-forecast mode, the efficiency of the DA algorithm
is affected by both a lack of information about the event (rep-
resentativeness errors) and a poor parameterisation compared
to the a posteriori S values (Scal). Representativeness errors
refer to the fact that the start of the event may not be indica-
tive of what comes later. For example, the algorithm would
miss the peak region if it were to match observations at the
start of the event as closely as possible. Testing a range of
βobs values helps to estimate the uncertainty coming from the
observations (representativeness), while the comparison of
the data assimilation results using different S values gives an
idea of the uncertainty resulting from the parameterisation.
To compare the effects of the two sources of uncertainty
discussed above, NS and PH values were compared for sim-
ulations calculated in pseudo-forecast mode with (i) param-
eterisation using SHu2 (βobs = 0.25 m6 s−2) and (ii) different
values of the R matrix (βobs = 0.25, 25 and 250 m6 s−2) and
Scal. Figure 13a presents a box plot of the change in NS for
the four cases and Fig. 13b presents the results for PH. The
error in the parameterisation affects the median, as seen by
the decreased median for the simulations using SHu2, while
representativeness errors affect the spread of the results, as
seen by the changing width of the distribution for different
values of βobs. While βobs serves to limit the influence of ob-
servations which do not well represent the rest of the event, it
does not bring any new information to the assimilation sys-
tem. To get a better understanding of what is lost when the
event is not fully described, the reanalysis mode can pro-
vide an idea of how the information contained in the com-
plete event hydrograph affects the assimilation results. Errors
in representativeness are estimated by comparing the differ-
ence in NS between the background and analysis simulations
in pseudo-forecast mode (Scal, βobs = 0.25) and in reanalysis
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(a) (b)
Fig. 12. Reanalysis mode, December 2003: (a) discharges: observations are in blue, the background simulation in pink and the analysis
simulation in green; (b) the error in the simulated discharge, Qbackground −Qobservations (red).
(a) (b)
Fig. 13. Box plots of simulation performance: (a) NSanalysis −NSbackground; (b) PHbackground −PHanalysis. The simulations shown are:
Hu2025 (S = Shu2; βobs = 0.25 m6 s−2), Opt025 (S = Scal; βobs = 0.25 m6 s−2), Opt25 (S = Scal; βobs = 25 m6 s−2) and Opt250 (S = Scal;
βobs = 250 m6 s−2).
mode (Scal, βobs = 0.25). The average improvement in NS
is 0.35 in pseudo-forecast mode, compared to 0.75 in reanal-
ysis mode. The improvement possible using data assimilation
is, thus, cut in half when only the start of the event (until 3 h
before the peak) is considered. This process would likely be
further complicated if applied in a real-time forecast environ-
ment because the peak arrival time would be unknown.
Because representativeness errors are a significant source
of uncertainty, βobs was selected as 250 m6 s−2 for tests using
different catchment wetness state indicators to initialise S. As
seen in Fig. 13, this value of βobs helps to limit the extent of
the change in performance criteria into the negative range.
3.2.2 Results for 3 different soil moisture
parameterisations
Figure 14 presents box plots of the improvements in the NS
and PH values for the three different S parameterisations.
βobs is selected as 250 m6 s−2. Bois Saint Mathieu and Claret
both have an increased median NS improvement compared to
Hu2. The spreads of Bois Saint Mathieu and Claret improve-
ments are similar. For the PH criterion, the medians of each
of the three catchment wetness state indicators are similar,
though Claret has the narrowest spread, but also several neg-
ative outliers. The NS was improved by an average of 0.23,
0.31 and 0.16 for Bois Saint Mathieu, Claret and Hu2, re-
spectively, compared to 0.40 for Scal. The PH was improved
by an average of 0.07, 0.04 and 0.07 for Bois Saint Mathieu,
Claret and Hu2, respectively, compared to 0.14 for Scal. The
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(a) (b)
Fig. 14. Box plots of simulation performance: (a) NSanalysis −NSbackground; (b) PHbackground −PHanalysis. The simulations shown are: bsm
(S = SBois Saint Mathieu; β = 250 m6 s−2), claret (S = SClaret; β = 250 m6 s−2), and hu2 (S = SHu2; β = 250 m6 s−2).
NS results may be more positive than the PH results because
NS takes into account the assimilation and forecast periods.
In addition, it should be noted that the DA algorithm seeks to
reduce the distance between the observed and simulated hy-
drographs as a whole and not simply at the peak region, thus,
it is not expected that DA will always improve peak criteria.
For the NS criterion, 67, 71 and 67 % of episodes were
improved by DA using the Claret, Bois Saint Mathieu and
Hu2 parameterisations, respectively. For the PH criterion, 67,
62 and 64 % of episodes were improved by DA using the
Claret, Bois Saint Mathieu and Hu2 parameterisations, re-
spectively. In general, the three catchment wetness state indi-
cators had similar performances with a slight preference for
Claret, which has a higher average Nash value and a tighter
PH distribution than the other two indicators. Despite expec-
tations that Hu2 would be the lowest performing catchment
wetness state indicator, there is little evidence that modelling
errors introduced by this indicator are more important than
the uncertainty associated with the two piezometers.
Regressions were performed between the α values and the
MFB for each catchment wetness state indicator in addition
to Scal. As in Sect. 3.1.2, α and MFB are expected to tend
towards the same value if uncertainties are minimised. The
coefficients of determination, slopes and y-intercepts are pre-
sented in Table 4. Contrary to what might be expected, Scal
does not have the highest coefficient of determination. This
can be in part explained by the random, time-varying nature
of radar rainfall and its impact on discharges, which is one of
the causes of the representativeness errors mentioned earlier.
In addition to the possible influence of the karst, random er-
rors in the radar rainfall may lead the algorithm to predict a
rainfall correction during the start of the rainfall event which
does not hold true for the rest of the hydrograph. On the other
hand, Scal has a slope of 0.95 and a y-intercept of 0.00 com-
pared to a slope of 0.77 to 0.79 and a y-intercept of 0.07
Table 4. α-MFB regression for catchment wetness state indicators.
Notation follows that of Table 2.
Indicator M b R2
Hu2 0.73 0.16 0.40
Bois Saint Mathieu 0.77 0.07 0.36
Claret 0.77 0.14 0.47
Scal 0.95 0.00 0.46
to 0.16 for the catchment wetness state indicators. The α val-
ues of Scal are thus much closer to the MFB values than those
of the indicators if we were to consider the regression alone.
This should be expected as Scal already contains information
about the rainfall gathered through the calibration process.
Bois Saint Mathieu, Claret and Hu2 all had similar slopes,
which may point to a tendency of the algorithm to under-
estimate the rainfall correction when initialising the model
with measures of the catchment wetness state. All of the re-
gressions had relatively poor coefficients of determination,
0.36 to 0.47, with Claret having the highest value. This is
likely due to the random, time-varying nature of the errors
in the radar rainfall. The correction calculated using DA will
reflect the optimal rainfall multiplier for the start of the rain-
fall event, which may differ from the MFB correction which
is averaged over all event time steps. In the case of Scal, this
correction tends toward the MFB correction, but is affected
by representativeness errors introduced through random vari-
ations in the rainfall during the event.
These results highlight the challenges associated with us-
ing a conceptual hydrological model to forecast flood events
given the need for model initialisation. The poor quality of
the coefficients of determination is an important reminder
of the impact of random, time varying error in the rain-
fall together with uncertainty in the model representation of
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complex physical processes. Despite the presence of random,
time-varying errors, Scal did have improved average NS and
PH values, as expected.
Few conclusions can be drawn from the comparison of
the different catchment wetness state indicators. The mod-
elled indicator, Hu2 had a performance similar to that of
the piezometers. Thus, Hu2 contains information about the
catchment wetness state comparable to that of the piezome-
ters and both of the piezometers selected provided adequate
information on the catchment wetness state.
4 Summary and conclusions
A non-sequential Extended Kalman Filter (EKF) was imple-
mented on top of a distributed, event-based, parsimonious
rainfall-runoff model. Discharges observed at the catchment
outlet were assimilated in order to correct radar rainfall in-
puts using a multiplier (α) held constant during a given event.
The data assimilation (DA) algorithm was effective in both
reanalysis and pseudo-forecast modes, despite increased un-
certainty due to representativeness and parameterisation er-
rors in the later. Improvements in the model structure might
be capable of increasing the efficiency of this DA system,
but modelling karstic catchments remains a significant chal-
lenge for hydrologists and lies outside the scope of this study,
which focuses primarily on the utility of DA for correcting
rainfall measured by weather radar.
In reanalysis mode, the DA algorithm is capable of find-
ing an optimal control vector that produces simulations im-
proved over those produced by the mean field bias (MFB) for
most episodes given an appropriate parameterisation. These
corrections are well correlated with MFB values.
In pseudo-forecast mode, over 60 % of episodes had im-
proved Nash-Sutcliffe efficiency criteria (NS) following data
assimilation. Average improvement in the NS was notable,
while that of the PH was near 0. These results were subject
to representativeness and parameterisation errors which di-
minished the efficiency of data assimilation compared to the
reanalysis mode. Representativeness errors were estimated
by comparing the performance of the algorithm in reanaly-
sis and pseudo-forecast modes. Nash-Sutcliffe criteria were
improved by an average of 0.35 in pseudo-forecast mode,
compared to 0.75 in reanalysis mode, demonstrating that cor-
rections predicted during the start of the event may not be
optimal for reproducing event hydrographs. Errors in repre-
sentativeness may be due to the time-varying nature of the
uncertainty in the radar rainfall or model difficulties in repre-
senting physical processes in the catchment. To estimate the
error resulting from the parameterisation, data assimilation
was performed in pseudo-forecast mode with Scal (model ini-
tialised using ground and high quality radar rainfall) and then
compared to results using S initialised with catchment wet-
ness state indicators. On average, improvements in the NS
and PH values of simulations using Scal are nearly double of
those initialised using wetness state indicators. It was also
seen that the α values from tests using Scal were closer to
the MFB than tests initialised using the indicators. Informa-
tion contained in the model initialisation may help the algo-
rithm to find a correction which reproduces the effect of the
MFB. However, regressions between α and MFB values had
poor coefficients of determination for all S initialisations due
to the representativeness errors which affect the assimilation
results in the pseudo-forecast mode.
In both reanalysis and pseudo-forecast modes, errors in
simulated discharges occurred due to simplifications of the
physical system in the model representation and poor knowl-
edge of the karstic aquifer. Errors also resulted from varia-
tions in the rainfall error during the episode, since data assim-
ilation is performed using a constant rainfall correction. This
is especially pertinent for the pseudo-forecast mode because
only the start of the event is known. A sliding assimilation
window or an autoregressive update function may be nec-
essary to improve the analysis quality when the rainfall error
varies during the episode. The use of a sliding window to cal-
culate α, with comparisons made to MFB values calculated
with the same temporal resolution could help to estimate
the efficiency of such a technique. Using a distributed rain-
fall correction is another possible approach, given the sen-
sitivity of radar measurements to distance (Kahl and Nacht-
nebel, 2008). However, the updating procedure used in Kahl
and Nachtnebel (2008) is limited in that it uses an objective
function which does not account for errors in the observa-
tions. The tests carried out in the pseudo-forecast mode in
this study have shown that the observation error must be ac-
counted for when the event is not completely known.
From a prevision standpoint, testing modelled future rain-
fall with this algorithm is essential for judging its utility for
operational flood forecasting. At the present time, modelled
rainfall is not available at a suitable temporal resolution for
this region. Further research would also be necessary to adapt
this technique for other types of models and floods. This
case relates to a conceptual, event-based model used for flash
flood events, but physically-based models may prove to be
more robust in forecast environments when sufficient data on
the watershed is available. As seen in this study, event-based
models have the disadvantage of being strongly dependent on
the initialisation selected. Floods based on phenomena which
take place at a longer timescale may also lead to different
results.
In spite of certain limitations of this assimilation system,
it may be useful for the correction of radar rainfall follow-
ing a careful calibration of model parameters. For basins that
have available radar rainfall, but scarce or inaccurate ground
rainfall measurements, discharge measurements could serve
as a replacement for the MFB correction using an appropriate
hydrological model and assimilation procedure.
Hydrol. Earth Syst. Sci., 16, 4247–4264, 2012 www.hydrol-earth-syst-sci.net/16/4247/2012/
E. Harader et al.: Data assimilation for the correction of radar rainfall 4263
Acknowledgements. This study was supported by the SDU2E
Doctoral College of l’Universite´ de Toulouse III Paul Sabatier,
the IFR ILEE Lez II Project and the “multi-practices manage-
ment of the Lez basin” project supported by the Montpellier
agglomeration and the BRGM. The authors would like to thank
Albrecht Weerts for the engaging discussion during the review
process. The authors would also like to thank Veolia, the SCHAPI,
the DIREN, the SPCMO and Me´te´o-France for the piezometric
levels, SIM Hu2, discharges, radar and rain gauge data, respectively.
Edited by: A. Weerts
The publication of this article is financed by CNRS-INSU.
References
Abon, C. C., David, C. P. C., and Pellejera, N. E. B.: Recon-
structing the Tropical Storm Ketsana flood event in Marikina
River, Philippines, Hydrol. Earth Syst. Sci., 15, 1283–1289,
doi:10.5194/hess-15-1283-2011, 2011.
Aubert, D., Loumagne, C., and Oudin, L.: Sequential assimilation
of soil moisture and streamflow data in a conceptual rainfall-
runoff model, J. Hydrol., 280, 145–161, 2003.
Avias, J.: Karstic aquifer of mediterranean type, geological controls:
Lez spring (North Montpellieran karsts) example, IAH, Hydro-
geology of selected karst regions, 13, 89–113, 1992.
Bates, P. and De Roo, A.: A simple raster-based model for flood
inundation simulation, J. Hydrol., 236, 54–77, 2000.
Beven, K. and Freer, J.: Equifinality, data assimilation, and uncer-
tainty estimation in mechanistic modelling of complex environ-
mental systems using the GLUE methodology, J. Hydrol., 249,
11–29, 2001.
Borga, M.: Accuracy of radar rainfall estimates for streamflow sim-
ulation, J. Hydrol., 267, 26–39, 2002.
Boudevillain, B., Delrieu, G., Galabertier, B., Bonnifait, L.,
Bouilloud, L., Kirstetter, P.-E., and Mosini, M.-L.: The
Ce´vennes-Vivarais Mediterranean Hydrometeorological
Observatory database, Water Resour. Res., 47, W07701,
doi:10.1029/2010WR010353, 2011.
Bouilloud, L., Delrieu, G., Boudevillain, B., and Kirstetter, P.-E.:
Radar rainfall estimation in the context of post-event analysis of
flash-flood events, J. Hydrol., 394, 17–27, 2010.
Bouttier, F. and Courtier, P.: Data assimilation concepts and meth-
ods, in: Meteorological training course lecture series, ECMWF,
Reading, UK, 2002.
Bouvier, C. and Delclaux, F.: ATHYS : a hydrological environment
for spatial modelling and coupling with a GIS, in: Proceedings
of the HydroGIS96 conference held in Vienna, IAHS publication
no. 235, Vienna, Austria, 1996.
Cheze, J.-L. and Helloco, F.: The HYDRAM Project of Me´te´o-
France: a quality-based approach for quantitative radar measure-
ments, in: 29th Conference on Radar Meteorology, Montre´al,
Que´bec, Canada, 1999.
Chumchean, S., Seed, A., and Sharma, A.: Correcting of real-time
radar rainfall bias using a Kalman filtering approach, J. Hydrol.,
317, 123–137, 2006.
Cole, S. and Moore, R.: Hydrological modelling using raingauge-
and radar-based estimators of areal rainfall, J. Hydrol., 358, 159–
181, 2008.
Coustau, M., Estupina-Borrell, V., and Bouvier, C.: Improvement
of rainfall-runoff modelling with distributed radar rainfall data: a
case study in the Lez French Mediterranean catchment, in: Pro-
ceedings of the Weather Radar and Hydrology symposium, held
in Exeter, IAHS Publ. 351–55, Exeter, UK, 2011.
Coustau, M., Bouvier, C., Borrell-Estupina, V., and Jourde,
H.: Flood modelling with a distributed event-based parsi-
monious rainfall-runoff model: case of the karstic Lez river
catchment, Nat. Hazards Earth Syst. Sci., 12, 1119–1133,
doi:10.5194/nhess-12-1119-2012, 2012.
Do¨rfliger, N., Jourde, H., Ladouche, B., Fleury, P., Lachassagne, P.,
Conroux, Y., Pistre, S., and Vestier, A.: Active water manage-
ment resources of karstic water catchement: the example of Le
Lez spring (Montpellier, Southern France), in: Proceedings of
the World Water Congress held in Montpellier, Southern France,
2008.
Emmanuel, I., Andrieu, H., and Tabary, P.: Evaluation of
the new French operational weather radar product for
the field of urban hydrology, Atmos. Res., 103, 20–32,
doi:10.1016/j.atmosres.2011.06.018, 2012.
Estupina-Borrell, V.: Vers une mode´lisation hydrologique adapte´e
a` la pre´vision ope´rationelle des crues e´clair, Application sur de
petits bassins versants du Sud de la France, Ph.D. thesis, Insitut
National Polytechnique de Toulouse, France, 2004.
Gaume, E., Livet, M., Desbordes, M., and Villeneuve, J.-P.: Hydro-
logical analysis of the river Aude, France, flash flood on 12 and
13 November 1999, J. Hydrol., 286, 135–154, 2004.
Goegebeur, M. and Pauwels, V.: Improvement of the PEST param-
eter estimation algorithm through Extended Kalman Filtering, J.
Hydrol., 337, 436–451, 2007.
Han, E., Merwade, V., and Heathman, G.: Implementation of sur-
face soil moisture data assimilation with watershed scale dis-
tributed hydrological model, J. Hydrol., 416–417, 98–117, 2012.
Kahl, B. and Nachtnebel, H.: Online updating procedures for a
real-time hydrological forecasting system, IOP Conf. Series:
Earth and Environmental Science, 4, 012001, doi:10.1088/1755-
1307/4/1/012001, 2008.
Kong A Siou, L., Johannet, A., Borrell, V., and Pistre, S.: Complex-
ity selection of a neural network model for karst flood forecast-
ing: The case of the Lez Basin (southern France), J. Hydrol., 403,
367–380, 2011.
Lhomme, J., Bouvier, C., and Perrin, J. L.: Applying a GIS-based
geomorphological routing model in urban catchment, J. Hydrol.,
299, 203–216, 2004.
Maidment, D. R., Olivera, F., Calver, A., Eatherall, A., and Fraczek,
W.: Unit hydrograph derived from a spatially distributed velocity
field, Hydrol. Process., 10, 831–844, 1996.
www.hydrol-earth-syst-sci.net/16/4247/2012/ Hydrol. Earth Syst. Sci., 16, 4247–4264, 2012
4264 E. Harader et al.: Data assimilation for the correction of radar rainfall
McLaughlin, D. and Townley, L.: A reassessment of the groundwa-
ter inverse problem, Water Resour. Res., 32, 1131–1161, 1996.
Moradkhani, H., Sorooshian, S., Gupta, H., and Houser, P.: Dual
state-parameter estimation of hydrological models using ensem-
ble Kalman filter, Adv. Water Resour., 28, 135–147, 2005.
Nash, J. E. and Sutcliffe, J. V.: River flow forecasting through con-
ceptual models part I – A discussion of principles, J. Hydrol., 10,
282–290, 1970.
Nuissier, O., Ducrocq, V., Ricard, D., Lebeaupin, C., and Anquetin,
S.: A numerical study of three catastrophic precipitating events
over southern France, I: Numerical framework and synoptic in-
gredients, Q. J. Roy. Meteorol. Soc., 134, 111–130, 2008.
Olivera, F. and Maidment, D.: Geographical information systems
(GIS)-based spatially distributed model for runoff routing, Water
Resour. Res., 35, 1155–1164, 1999.
Pauwels, V. and De Lannoy, G.: Ensemble-based assimilation
of discharge into rainfall-runoff models: A comparison of ap-
proaches to mapping observational information to state space,
Water Resour. Res., 45, 1–17, 2009.
Pauwels, V., Hoeben, R., Verhoest, N., and Troch, F. D.: The im-
portance of spatial patterns of remotely sensed soil moisture in
the improvement of discharge predictions for small-scale basins
through data assimilation, J. Hydrol., 251, 88–102, 2001.
Pellarin, T., Delrieu, G., Saulnier, G.-M., Andrieu, H., Vignal, B.,
and Creutin, J.-D.: Hydrologic Visibility of Weather Radar Sys-
tems Operating in Mountainous Regions: Case Study for the
Arde`che Catchment (France), J. Hydrometeorol., 3, 539–555,
2002.
Quintana-Seguı´, P., Le Moigne, P., Durand, Y., Martin, E., Habets,
F., Baillon, M., Canellas, C., Franchisteguy, L., and Morel, S.:
Analysis of Near-Surface Atmospheric Variables: Validation of
the SAFRAN Analysis over France, J. Appl. Meteorol. Clim.,
47, 92–107, doi:10.1175/2007JAMC1636.1, 2008.
Roux, H., Labat, D., Garambois, P.-A., Maubourguet, M.-M.,
Chorda, J., and Dartus, D.: A physically-based parsimo-
nious hydrological model for flash floods in Mediterranean
catchments, Nat. Hazards Earth Syst. Sci., 11, 2567–2582,
doi:10.5194/nhess-11-2567-2011, 2011.
Seo, D.-J., Breidenbach, J. P., and Johnson, E. R.: Real-time esti-
mation of mean field bias in radar rainfall data, J. Hydrol., 223,
131–147, 1999.
Tabary, P.: The New French Operational Radar Rainfall Product,
Part I: Methodology, Weather Forecast., 22, 393–408, 2007.
Tarantola, A.: Inverse Problem Theory and Methods for Model Pa-
rameter Estimation, Society for Industrial and Applied Mathe-
matics, Philadelphia, USA, 2005.
Thirel, G., Martin, E., Mahfouf, J.-F., Massart, S., Ricci, S., and
Habets, F.: A past discharges assimilation system for ensemble
streamflow forecasts over France – Part 1: Description and val-
idation of the assimilation system, Hydrol. Earth Syst. Sci., 14,
1623–1637, doi:10.5194/hess-14-1623-2010, 2010.
Tramblay, Y., Bouvier, C., Ayral, P.-A., and Marchandise, A.: Im-
pact of rainfall spatial distribution on rainfall-runoff modelling
efficiency and initial soil moisture conditions estimation, Nat.
Hazards Earth Syst. Sci., 11, 157–170, doi:10.5194/nhess-11-
157-2011, 2011.
Vieux, B. and Bedient, P.: Assessing urban hydrologic prediction
accuracy through event reconstruction, J. Hydrol., 299, 217–236,
2004.
Vrugt, J., Diks, C., Gupta, H., Bouten, W., and Verstraten, J.: Im-
proved treatment of uncertainty in hydrologic modeling: Com-
bining the strengths of global optimization and data assimilation,
Water Resour. Res., 41, 1–17, 2005.
Weerts, A. and El Serafy, G.: Particle filtering and ensemble Kalman
filtering for state updating with hydrological conceptual rainfall-
runoff models, Water Resour. Res., 42, 1–17, 2006.
Wilson, J. W. and Brandes, E.: Radar Measurement of Rainfall – A
Summary, B. Am. Meteorol. Soc., 60, 1048–1060, 1979.
Zoccatelli, D., Borga, M., Zanon, F., Antonescu, B., and Stancalie,
G.: Which rainfall spatial information for flash flood response
modelling? A numerical investigation based on data from the
Carpathian range, Romania, J. Hydrol., 394, 148–161, 2010.
Hydrol. Earth Syst. Sci., 16, 4247–4264, 2012 www.hydrol-earth-syst-sci.net/16/4247/2012/
2.3 Perspectives sur les précipitations futures
Au cours de cette étude, nous avons établi que des erreurs peuvent venir des pré-
cipitations, de la paramétrisation (pour une considération plus complète de ce sujet
voir Coustau et al. (2013)), ou des observations. En particulier, les précipitations
contiennent des erreurs aléatoires et variables dans l’espace en plus d’un biais moyen.
La prochaine étape de l’étude hydrologique consiste à utiliser les sorties issues de
la modélisation climatique à haute résolution, dont nous aborderons la capacité à
reproduire les précipitations extrêmes actuelles dans le chapitre suivant. Les données
de précipitation futures seront corrigées par une méthode de correction de biais de
type perturbation de quantiles avant d’être fournies en entrée du modèle hydrolo-
gique. Compte tenu des incertitudes inhérentes aux précipitations radar découvertes
pendant cette première étape, nous avons jugé prudent d’utiliser les précipitations
au sol dans la correction des précipitations futures.
L’utilisation des précipitations futures permet de tester le modèle hydrologique
sous des conditions climatiques soumises à une incertitude beaucoup plus forte que
dans nos jeux d’observation actuels. Dans ce cas, nous sommes contraints par l’ab-
sence d’observations de débit et par l’impossibilité d’utiliser l’assimilation de don-
nées pour corriger le modèle hydrologique. L’assimilation de données telle qu’elle
est pratiquée dans ce chapitre a peu de sens pour les précipitations futures car
les corrections qu’elle produit ne peuvent être ni réalisées ni validées sans obser-
vations de débit. En plus, les précipitations futures du modèle hydrologique sont
précisées par un modèle climatique régional à partir de conditions initiales et de
conditions aux frontières fournies par un modèle climatique global. Le choix de ces
deux modèles représente une très grande source d’incertitude dont nous ne sommes
pas capables d’estimer l’ampleur dans le cadre de cette thèse. Seule l’utilisation de
multiples paires de modèles climatiques globaux et de modèles climatiques régionaux
permettrait d’estimer cette source d’incertitude.
Une autre source d’incertitude importante sur la période future est l’initialisation
de l’état hydrique du modèle hydrologique (Coustau et al., 2013). Dans le cadre de
l’étude d’impact du changement climatique, des tests de sensibilité sont réalisés
sur l’initialisation du modèle afin de mettre en évidence cette source d’incertitude.
L’ajout d’un modèle hydrogéologique dans la chaîne de modélisation permettrait
de modéliser l’état hydrique du bassin versant à partir des champs atmosphériques
issus de la modélisation climatique régionale. La modélisation hydrogéologique ne
sera pas abordée dans le cadre de cette thèse.
3 Conclusion
L’application d’une méthode d’assimilation de données permet de corriger les
précipitations radar en entrée d’un modèle hydrologique conceptuel à réservoirs,
événementiel, parcimonieux et distribué sur le bassin versant du Lez. L’état initial
du réservoir sol est soit calibré à partir des pluviomètres et des images radar de
haute qualité, soit par des indicateurs de l’état hydrique du bassin. Quand le niveau
du réservoir sol est calibré et toutes les données de débit de l’épisode de crue sont
assimilées, l’assimilation améliore sensiblement les débits simulées et a une meilleure
performance que les pluies corrigées par le Mean Field Bias (MFB). En mode pseudo-
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prévision, nous avons des informations incomplètes sur les débits (jusqu’à 3h avant
le pic de crue) et le modèle hydrologique est initialisé à partir de l’état hydrique
du bassin. L’apport de l’assimilation est alors dégradé par les incertitudes sur les
observations et sur le niveau du réservoir sol auxquelles le modèle est très sensible
(Coustau et al., 2013). Toutefois, l’algorithme est capable d’améliorer les débits en
mode prévision. La simplicité du modèle hydrologique et de la méthode d’assimila-
tion de données sont deux limitations de cette étude. L’application d’une correction
invariante dans l’espace et dans le temps, limite l’utilité de cette correction pour
des erreurs de précipitation aléatoires. Comme le Mean Field Bias (MFB) , cette
correction ne concerne que le biais moyen.
Dans la prochaine étape de cette thèse, le modèle hydrologique sur le Lez sera
utilisé en tant que modèle d’impact. Les incertitudes sur les pluies radars, mises
en évidence par l’assimilation de données, font que ces précipitations sont moins
adaptées à une étude d’impact, malgré leur résolution supérieure. Nous avons donc
décidé d’utiliser les données pluviométriques pour l’application d’une méthode de
correction de biais dans la suite de cette thèse. Des perturbations seront appliquées
à l’initialisation de l’état du réservoir sol du modèle afin de mesurer une partie de
l’incertitude dans les résultats.
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Chapitre 4
La valeur ajoutée de la modélisation
régionale à haute résolution
1 Introduction
Le précipitations futures sur le bassin versant du Lez sont modélisées par un
modèle climatique régional à haute résolution. Ce modèle permet de faire le lien
entre l’échelle du bassin versant modélisé à une résolution de 75 m et la modélisation
climatique globale à l’ordre d’une centaine de kilomètres. La haute résolution devrait
mieux résoudre les variations du climat local, qui jouent un rôle dans l’hydrologie
du bassin versant du Lez.
Cependant, il est nécessaire de vérifier que la modélisation climatique régionale
à haute résolution reproduit de manière fiable la climatologie des précipitations sur
la France et en particulier au sud de la France où se trouve le bassin d’étude. La
résolution d’un modèle climatique joue un rôle important dans la simulation des pré-
cipitations qui sont un phénomène physique et dynamique complexe. Une meilleure
résolution peut jouer sur les précipitations orographiques, mieux reproduites sur les
régions ou la topographie change brusquement (régions côtières, reliefs accidentés).
La meilleure résolution des phénomènes locaux peut ensuite se répercuter sur les
champs atmosphériques moyens, mais ce n’est pas toujours le cas. En changeant de
résolution, il est nécessaire de vérifier que les nouvelles simulations présentent un
apport par rapport aux simulations de plus basse résolution et de comprendre les
biais possibles. Ce type d’étude est souvent connu sous le nom de « valeur ajoutée ».
Dans ce chapitre, nous considérons l’apport de la modélisation climatique régio-
nale à haute résolution pour la reproduction des extrêmes de précipitation au sud
de la France dans le contexte d’une étude de valeur ajoutée. Cette étude s’inscrit
dans les objectifs généraux de cette thèse, car elle permet de mieux comprendre
les incertitudes associées aux précipitations issues de la modélisation climatique ré-
gionale. Précédemment, nous avons évalué l’incertitude des précipitations observées
par radar dans le contexte de la modélisation hydrologique. Ici, l’incertitude liée à
la régionalisation des données climatiques est évaluée en vue d’une étude d’impact
du changement climatique sur l’hydrologie. Dans l’étude d’impact à venir, les pré-
cipitations issues de la modélisation climatique régional à haute résolution seront
fournies en entrée d’un modèle hydrologique.
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2 Article soumis à Climate Dynamics
2.1 Résumé
L’objectif de cet article est de démontrer l’apport de la haute résolution du
modèle climatique régional ALADIN du CNRM (Bubnova et al., 1993) pour la mo-
délisation des précipitations extrêmes sur la France. La version de l’article présentée
ici a été modifiée par rapport à la première version soumise à Climate Dynamics afin
de prendre en compte les révisions demandées dans le cadre du processus de sou-
mission. Cette démonstration passe par une étude de valeur ajoutée. Dans le cadre
de cette thèse, la valeur ajoutée fait référence à la capacité d’un modèle à haute ré-
solution d’améliorer la réprésentation de l’atmosphère par rapport au même modèle
à une résolution plus basse. Les observations de l’atmosphère sont la référence qui
permet d’estimer l’apport de la haute résolution.
Un apport marqué de la haute résolution est attendu sur les régions côtières et les
forts reliefs où la fine structure du terrain impacte les précipitations locales. L’amélio-
ration aux échelles locales peut ensuite se répercuter sur les champs de précipitation
moyens. Dans certains cas, la haute résolution présente peu d’avantages pour les
champs atmosphériques moyens, déjà suffisamment résolus par les modèles à plus
basse résolution. Cette étude se focalise plus particulièrement sur la valeur ajoutée
de la haute résolution pour la simulation des précipitations extrêmes à l’origine des
crues éclair. Ensuite, différentes sources de cette valeur ajoutée sont considérées : la
circulation grande-échelle, l’humidité en basse couche, les précipitations sous–maille
et une meilleure résolution du relief.
L’étude utilise deux résolutions d’ALADIN, 50 et 12 km, dont les simulations ont
été réalisées dans le cadre de l’expérience internationale Med-CORDEX. Sur toute
la France, la haute résolution améliore la distribution des précipitations et en parti-
culier les précipitations intenses. Sur la climatologie des précipitations sur la France,
la haute résolution n’améliore pas les résultats et son impact sur le nombre de jours
sans précipitation est mineur. En été et au printemps, le biais humide d’ALADIN est
pire avec le pilotage spectral, particulièrement pour la haute résolution, ce qui sug-
gère la présence d’une compensation d’erreurs entre les grandes échelles développées
dans ALADIN et le biais humide.
La haute résolution simule mieux les précipitations extrêmes pendant la sai-
son SOND sur plusieurs régions au Sud de la France : le Sud-est, la Provence et
les Cévennes. Pour la saison SOND, peu de valeur ajoutée est observée sur les
Pyrénées-Orientales, sauf dans le cas où le pilotage spectral est appliqué pour mieux
contraindre la grande échelle du modèle. Ces résultats suggèrent que la circula-
tion est défavorable aux extrêmes de précipitation sur les Pyrénées-Orientales dans
ALADIN 12 km. Cette suspicion est confirmée par les composites de géopotentiel à
500 HPa et du flux d’humidité en basse couche.
La circulation synoptique d’ALADIN 12 km a un impact neutre ou légèrement
négatif sur les précipitations intenses sur les régions du sud-est, de la Provence et
des Cévennes. L’impact du flux d’humidité en basse couche est également mineur.
Sur ces régions, nous écartons la circulation grande-échelle et le flux d’humidité en
basse couche comme des sources de valeur ajoutée. Sur les Pyrénées-Orientales, la
circulation synoptique est associée à une réduction de la circulation en provenance
du Sud et une réduction du flux d’humidité en basse couche sur la région côtière
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du Sud-est de la France. Ces conditions expliquent l’apport du pilotage spectral sur
cette région.
Le rôle du relief et du schéma de convection dans la valeur ajoutée sont démontrés
à travers une comparaison des précipitations entre deux régions : le nord-ouest et le
sud-est de la France. Le nord-ouest est une région avec un relief peu accidenté où les
précipitations sont déterminées principalement par la circulation grande échelle en
saison froide (SOND, DJF). En saison chaude, la convection joue un rôle important
dans la génération des précipitations et la circulation grande échelle est moins fa-
vorable au développement des systèmes frontaux, les précipitations convectives des
orages locaux sont donc favorisées. En saison froide, peu d’apport est attendu de
la haute résolution en région nord-ouest, tandis qu’une amélioration des précipi-
tations est possible pendant la saison chaude quand les précipitations sous–maille,
qui dépendent de la résolution du modèle climatique régional, jouent un rôle plus
important. Les précipitations sous–maille (à priori dues à la convection) sont pa-
ramétrisées par le schéma de Bougeault (1985) avec une fermeture de type Kuo
(1965). Le paramètre qui contrôle la proportion de la convergence d’humidité utilisé
dans la fermature du schéma est différent dans les deux résolutions d’ALADIN. Il
est possible que cette différence impacte la quantité de précipitations sous-maille.
Sur des régions plus accidentées, un apport de la haute résolution est constaté en
saison froide, car la présence du relief modifie les précipitations en toute saison. Au
nord-ouest, l’apport de la haute résolution n’est pas significatif en saison froide tan-
dis qu’il l’est en saison chaude, ce qui suggère une différence dans les précipitations
sous-maille entre les deux résolutions. Les différences entre le nord-ouest et le sud-est
en saison froide suggèrent que le relief joue un rôle non-négligeable dans l’apport de
la haute résolution pour la simulation des précipitations extrêmes.
La distribution et le pourcentage des précipitations sous-maille issues du schéma
de convection permettent de confirmer les résultats de la région nord-ouest. La haute
résolution contient un pourcentage plus important des précipitations sous-maille sur
toute la distribution. La haute résolution est également capable de produire des
précipitations sous-maille d’une intensité de 70 mm j−1 ou plus, tandis que ALA-
DIN 50 km ne contient pas des précipitations sous-maille au dessus de 50 mm j−1.
La haute résolution simule plus d’événements de précipitation intense pour les pré-
cipitations sous-maille et les précipitations résolues que le modèle à 50 km. Moins
d’événements de précipitations faibles sont présents dans la haute résolution. Cette
observation est cohérente avec la tendance générale de la haute résolution à produire
plus d’événements de précipitations intenses et moins d’événements de précipitations
faibles que ALADIN 50 km pour les précipitations totales (résolue et sous-maille).
Les changements au pourcentage des précipitations sous-maille et à leur distribution
suggèrent que ces précipitations sont une possible source de la valeur ajoutée de la
haute résolution.
La haute résolution permet d’améliorer les précipitations intenses au Sud-est de
la France. Cette amélioration n’est pas visible à l’échelle des précipitations moyennes.
Le relief et le schéma de convection sont probablement les sources principales de la
valeur ajoutée. Ni la circulation ni l’humidité en basse couche ne jouent un rôle
important dans la différence entre les deux résolutions. Il serait toutefois intéres-
sant par la suite d’étudier plus en détail la circulation grande échelle produite dans
ALADIN, car cette dernière peut impacter les précipitations comme dans le cas des
79
Pyrénées-Orientales. Une étude plus détaillée des précipitations sous–maille est une
autre piste possible pour la suite de ces recherches, en particulier à des échelles de
temps en dessous d’une journée qui n’ont pas été considérées dans le cadre de cette
thèse.
2.2 Article
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Abstract 16 
The Mediterranean region of southern France experiences extreme precipitation in 17 
autumn and winter, often associated with flash floods. Simulations produced by the ALADIN 18 
regional climate model as part of the Med-CORDEX and HyMeX initiatives were studied in 19 
order to determine the added value of an increased resolution for the simulation of 20 
precipitation extremes over this region. Two resolutions were considered: 12 km and 50 km 21 
using the SAFRAN reanalysis as a reference. Compared to ALADIN 50 km, ALADIN 12 km 22 
added value for the simulation of precipitation extremes over Southeast France, Provence 23 
and the Cévennes (southern extent of the Massif Central) during the extended autumn 24 
(SOND) season and improved the representation of intense precipitation over all of France 25 
for all seasons combined. Spectral nudging did not limit the added value of ALADIN 12 km 26 
and improved results in certain cases. Little or no added value was detected in the mean 30-27 
year precipitation climatology (1981-2010), regional biases, RMSE and the number of days 28 
without precipitation (dry days). The main sources of added value were the increased 29 
resolution the relief and the subgrid precipitation. ALADIN 12 km produced a greater 30 
percentage of subgrid precipitation than ALADIN 50 km over all precipitation intensities. 31 
Changes in upper level geopotential height anomalies and low level humidity flux anomalies 32 
had either little impact or a slightly negative impact on precipitation extremes in ALADIN 12 33 
km compared to ALADIN 50 km during the SOND season.  34 
 35 
1 Introduction 36 
Extreme rainfall over the northern Mediterranean coastline is often associated with 37 
violent flash floods. Near the French Mediterranean coastline, daily precipitation intensities 38 
can reach over 150 mm as often as 10 times per year (Ricard et al., 2012). Compared to flash 39 
floods in inland Europe, the Mediterranean region tends to experience more intense events 40 
and the timing of rainfall episodes is shifted from summer to fall and early winter (Marchi et 41 
al. 2010; Gaume et al. 2009). Frei and Schär (1998) show that during the fall season local 42 
precipitation maxima are located near the Cévennes and the Alpine foothills in southern 43 
France. The sustained transport of moisture to affected areas is one of the key components 44 
in high precipitation totals (Jansa et al., 2001). For southern France cases, an upper level 45 
trough is often located to the Northwest of the affected region, centred near the bay of 46 
Biscay, favouring the south to south-easterly flux that carries low level moisture-laden flow 47 
to the coastline, where nearby mountains destabilize the air column due to orographic 48 
uplifting (Trapero et al. 2013; Nuissier et al. 2011). The intensity of these events is 49 
determined by the persistence of the low-level flow feeding of the precipitating system 50 
(Ricard et al. 2012). The presence of a high pressure system over central and eastern Europe 51 
may help to ensure the persistence of the synoptic scale trough and the associated low level 52 
circulation pattern. Moisture sources for intense Mediterranean rainfall include the 53 
Mediterranean Sea and the tropics in addition to the nearby eastern Atlantic ocean 54 
(Duffourg and Ducrocq 2011; Winschall et al. 2014). The contribution of each moisture 55 
source depends on the large scale conditions that prevail before heavy rainfall events. Local 56 
Mediterranean sources dominate when cyclonic conditions are present before heavy rainfall 57 
events and a more balanced mix between local and remote sources, usually composed 58 
primarily of Atlantic Ocean moisture, occurs when anticyclonic conditions are present 59 
(Duffourg and Ducrocq 2011).    60 
The use of Regional Climate Models (RCMs) may help to improve current 61 
understanding and model representation of the climatology of extreme precipitation in the 62 
Mediterranean region and the driving factors behind it as finer spatial scales are represented 63 
compared to Global Climate Models (GCMs). Refining the spatial resolution may also impact 64 
a multitude of scales, including the synoptic scales, which play an important role in fall 65 
moisture transport for heavy precipitation events in the western Mediterranean. The 66 
European community has contributed two multi-model regional modelling projects: 67 
Prediction of Regional Scenarios and Uncertainties for Defining European Climate Change 68 
Risks and Effects (PRUDENCE) at 50 km (Christensen et al. 2002) and ENSEMBLE-based 69 
Predictions of Climate Changes and their Impacts (ENSEMBLES) at 25km (Hewitt and Griggs 70 
2004). Over North America, the North American Regional Climate Change Assessment 71 
Program (NARCCAP) provides 50 km multi-model regional climate simulations covering 72 
Canada, the United States and Mexico (Mearns et al. 2009). The Coordinated Regional 73 
Climate Downscaling Experiment (CORDEX) regionalisation project (Giorgi et al. 2009) is an 74 
ongoing international effort that includes domains on all continents. The Med-CORDEX 75 
simulations used in this experiment are part of the Mediterranean domain within the 76 
CORDEX framework. The Med-CORDEX initiative was developed within the HyMeX project 77 
which aims to study the hydrological cycle in the Mediterranean region (Drobinski et al. 78 
2014). 79 
 Increasing the resolution of climate simulations using RCMs does not guarantee an 80 
improved representation of atmospheric processes and variables. Thus, RCM simulations 81 
must be evaluated using observed climate variables or high resolution global versions of the 82 
same model (big brother protocol, Diaconescu et al. (2007)), which are considered to be the 83 
true values of the atmospheric variables in question, in order to demonstrate that RCMs add 84 
value compared to the driving general circulation model, lower resolution RCMs, lower 85 
resolution analyses or spatially filtered fields from a global version of the high resolution 86 
RCM. In this paper, we will most often refer to the added value as the capacity of a higher 87 
resolution model to produce atmospheric fields which reduce error compared to a lower 88 
resolution product using a selected benchmark and a specific variable. These improvements 89 
may or may not translate to improved physical or dynamic processes. However, this type of 90 
improvement is often difficult to demonstrate and may be more appropriate for process 91 
studies using mesoscale models. 92 
 Previous studies have shown that the added value of RCMs tends to be concentrated 93 
over coastlines and mountainous regions where small scale orographic details improve 94 
mesoscale weather features (Feser et al. 2011); however, certain studies have also found 95 
that the added value with RCMs is visible in larger scales. Herrmann et al. (2011) found that 96 
downscaling analysis data from 125 km to 50 km using an RCM added value to wind speed 97 
estimations both locally and over the entire domain. In the same study, improving the RCM 98 
resolution from 50 km to 10 km produced only local improvements. Using several regional 99 
climate models at resolutions near 50 km, Frei et al. (2003) showed that RCMs were able to 100 
simulate major mesoscale precipitation processes in the Alps that were not solely the result 101 
of relief dependent effects. These findings were later confirmed in Frei et al. (2006). In a 102 
study using the imperfect and perfect big brother protocol, Diaconescu and Laprise (2013) 103 
found that the Canadian regional climate model, CRCM5, was able to reduce errors in the 104 
large scales when errors were present in the lateral boundary conditions (LBC) for 105 
precipitation and specific humidity. However, for wind, improvements with regional 106 
modelling were reduced as higher wind levels were considered and error was found to 107 
increase at the jet stream level. The results of Diaconescu and Laprise (2013), which are 108 
based on RCM simulations over a very large domain, may not be typical. Due to the 109 
dependence of the added value on the scales and the resolutions over which the added 110 
value is being determined, it is important to consider multiple scales in any added value 111 
study and to acknowledge that the results may not be applicable to other variables or 112 
analyses. 113 
 In particular, the value added by RCMs to precipitation fields has been shown to be 114 
heavily dependent on the temporal and spatial fields selected for the analysis. Results from 115 
the multi-model analysis of the 50 km CORDEX-Africa simulations show that model mean 116 
precipitation outperforms the ERAI reanalysis, though this may be due to the cancellation of 117 
errors between the individual models (Endris et al. 2013; Nikulin et al. 2012). When 118 
considering sub-daily scales, Nikulin et al. (2012) found that most models failed to correctly 119 
represent the diurnal cycle of precipitation. Non-convection resolving model runs have 120 
difficulty in resolving the distribution of sub-daily precipitation, as shown by Hanel and 121 
Buishand (2010) in the case of the ENSEMBLES project (25 km). When the model resolution 122 
is reduced to permit resolved convection, sub-daily rainfall dynamics are improved (Chan et 123 
al. 2014; Kendon et al. 2014; Prein et al., 2013). For the 12 km and 1.2 km resolutions of the 124 
Met Office Unified Model, the advantages of resolved convection are not detectable at the 125 
daily level (Chan et al. 2013). The season selected may also influence results. As the 126 
resolution is increased, the representation of warm season precipitation may be improved 127 
due to a better resolution of small weather phenomena (Prein et al. 2013). Déqué and 128 
Somot (2008) found a clear added value for 99.9th percentile precipitation over France 129 
during the summer when ALADIN's resolution is increased from 50 km to 12 km, while the 130 
two resolutions had similar performances during the cold season. However, changes in the 131 
precipitation, which depends on regional climate and smaller-scale processes, may be 132 
present even during the northern hemisphere cold season (Gutowski et al. 2010). Increases 133 
in resolution are also associated with improved precipitation in mountainous regions, where 134 
the altitude changes rapidly (Di Luca et al 2012).  The domain size, the choice of the driving 135 
atmospheric (oceanic) fields, and the use of spectral nudging also determine the capacity of 136 
the regional model to represent precipitation. In the case of the ALADIN model, Colin et al. 137 
(2010) demonstrate that domain size and the use of spectral nudging do not impact the 138 
quality of simulated precipitation over Europe for all seasons. Csima and Horányi (2008) 139 
show that errors in summer precipitation over the Carpathian basin are reduced when the 140 
same physics are used in the driving model and the RCM, as compared to using ERA-40 141 
lateral boundary conditions. The dependence of rainfall on seasonal processes and multiple 142 
time scales, which differ based on the geographical location selected, suggests that added 143 
value for precipitation must be carefully demonstrated within a certain geographical, 144 
seasonal and temporal context. 145 
 In this study, we will evaluate the added value of an increased resolution in the 146 
ALADIN model for the simulation of precipitation over France, with a focus on extreme 147 
events in the French Mediterranean region. This information is of special interest due to the 148 
incidence of flash floods in this region and concern over the evolution of flooding under the 149 
influence of climate change. Furthermore, an in-depth analysis of the ALADIN 12 km 150 
simulations with regards to precipitation extremes over the Med-CORDEX domain has yet to 151 
be completed and is necessary for the continued development of the model and further 152 
comparisons in the context of the Med-CORDEX project. Another reason for selecting France 153 
as a study region was the availability of a high resolution analysis product, SAFRAN. This 154 
product provides precipitation and other surface variables over all of France since 1958 at an 155 
8 km resolution and an hourly time step (Quintana-Seguí et al. 2008). Unfortunately, there is 156 
no high resolution analysis available over the entire Mediterranean region. Thus, we 157 
selected France as a focus region in order to improve our understanding of the added value 158 
of high resolution regional modelling for the reproduction of extreme Mediterranean 159 
precipitation, while acknowledging that our results are dependent on the region selected 160 
and that further studies will be necessary to confirm these results for other Mediterranean 161 
countries. The model selected for this study is the ALADIN model (Bubnova et al. 1993), 162 
developed by Météo-France, using 12 km and 50 km resolutions. 163 
 This study is organised as follows: the ALADIN model, the observational data and the 164 
framework of this study will be presented in Sect. 2. Results will be presented in Sect. 3, with 165 
a discussion of the value added to the simulation of average precipitation in Sect. 3.1, the 166 
value added to the distribution of precipitation in Sect. 3.2 and, finally the sources of added 167 
value in Sect. 3.3. A discussion of the results will be presented in Sect. 4 followed by some 168 
conclusions and possibilities for further study. 169 
 170 
2 Materials and Methods 171 
2.1 The regional climate model 172 
The French National Meteorological Research Centre (CNRM) performed simulations 173 
for the Med-CORDEX regional downscaling experiment (data can be downloaded at 174 
www.medcordex.eu) using version 5.2 of the ALADIN-Climate RCM (Aire Limitée Adaptation 175 
dynamique Développement InterNational, translation: limited area, dynamic adaptation and 176 
international development) (Colin et al. 2010; Herrmann et al. 2011). In this study, we 177 
consider the evaluation simulation which spans from 1979 to 2013 and uses the ECMWF 178 
ERAI renalysis (Dee et al. 2011) to provide boundary conditions. ALADIN is a bi-spectral, 179 
semi-implicit, semi-Lagrangian model with a terrain-following pressure hybrid vertical 180 
coordinate (Bubnova et al. 1993). In its climate version, ALADIN shares the same physics as 181 
the ARPEGE-Climate (Action de Recherche Petite Echelle Grande Echelle, translation: small 182 
scale and large scale research project) model (Déqué et al. 1994) and can be considered as a 183 
regional version of the later. 184 
 ALADIN simulations are available over the Med-CORDEX domain (Ruti et al., under 185 
review) shown in Fig. 1b,c at two resolutions: 12 km and 50 km, with and without spectral 186 
nudging. Surface pressure, 3D specific humidity, 3D temperature, 3D wind divergence and 187 
3D wind vorticity are relaxed to boundary conditions using the Davies (1976) method over an 188 
8-point relaxation zone outside the Med-CORDEX domain. Outside the relaxation zone, an 11 189 
point bi-periodisation zone is included on the northern and eastern sides of the domain in 190 
order to ensure the continuity of the domain in Fourier space. The convection scheme is 191 
based on Bougeault (1985) with a Kuo type closure (Kuo 1965). The tuning parameter which 192 
determines the reduction of the moisture convergence fed to the convection scheme is set 193 
at 50000 for the 50 km model simulations and at 10000 for the 12 km model simulations in 194 
order to account for the change in the resolution. This parameter modulates the humidity 195 
convergence taken into account in the closure of the parameterisation of deep convection 196 
and allows the user to tune the inhibition of convection. In stretched grid simulations, Daloz 197 
et al. (2012) shows that the inhibition of convection is necessary for the correct 198 
representation of precipitation. A description of the parameterisation of ALADIN and its 199 
global version ARPEGE can be found at http://www.cnrm.meteo.fr/gmgec/arpege-climat/ARPCLI-200 
V5.2/index.html.  201 
 Simulations with spectral nudging were also available. When applied, spectral 202 
nudging was used to constrain prognostic variables using the driving reanalysis (ERAI). In this 203 
case, the RCM's development of its own large scales is limited by relaxing the RCM towards 204 
the driving model's large scales. The temperature, specific humidity, vorticity, divergence 205 
and surface pressure are nudged. Maximum e-folding times are 6 hours for the vorticity, 24 206 
hours for the temperature, specific humidity and and surface pressure and 48 hours for the 207 
divergence (Herrmann et al. 2011; Sevault et al. 2014). Spectral nudging linearly increases 208 
from 850 to 700 HPa with a maximum e-folding time at 700 HPa. The horizontal scales 209 
affected are range from 640 to 1280 km, with nudging at 0 for scales finer than this range. 210 
Further details on the scheme can be found in Radu et al. (2008), Colin et al. (2010), 211 
Herrmann (2011) or Sevault et al. (2014). In the rest of the text, the term ‘nudged’ refers 212 
specifically to simulations with spectral nudging and not to other types of nudging.   213 
 The 12 and 50 km ALADIN simulations over the Med-CORDEX domain have already 214 
been evaluated in several recent studies. Tramblay et al. (2013) used ALADIN 50 and 12 km 215 
simulations to study the impact of climate change on the hydrology of a Moroccan 216 
catchment. No clear added value was found with ALADIN 12 km in this case. Houpert et al. 217 
(in press) used the air-sea fluxes of ALADIN 12 km run to close the Mediterranean Sea heat 218 
budget. Nabat et al. (2015) evaluated the performance of ALADIN 50 km over Europe for 219 
several atmospheric variables (mean sea level pressure, 2 m temperature, precipitation, 220 
wind, cloud cover, shortwave and longwave radiation). A dedicated study focusing on the 221 
representation of heavy precipitation events over France using the ALADIN 12 and 50 km 222 
simulations has not yet been completed.    223 
 224 
2.2 Data 225 
The ERAI gridded reanalysis was used to provide boundary and initial conditions to 226 
ALADIN-Climate for the period 1979-2013. The reanalysis uses the ECMWF IFS forecast 227 
model combined with atmospheric observations using a 4D-var assimilation algorithm.  228 
 To evaluate RCM precipitation over France, simulations were compared to SAFRAN,  229 
a reanalysis of surface variables produced by Météo-France. SAFRAN is an 8 km gridded 230 
product which provides precipitation data over France at daily and sub-daily time steps as 231 
well as various other atmospheric variables (Quintana-Seguí et al., 2008; Vidal et al., 2010). 232 
Variables are provided as averages over the grid cell area. The reanalysis is available since 233 
1958 until the present period. Originally designed for avalanche prediction, SAFRAN employs 234 
an optimal interpolation method over climatically homogenous zones in order to analyse 235 
precipitation observations using climatologic fields as a first guess. The use of climatically 236 
homogeneous zones is a weakness of SAFRAN and may reduce the effective resolution of 237 
this product. The analysis is performed daily and interpolated to an hourly time step. In this 238 
study, only daily data was used. SAFRAN data are produced daily as an operational analysis 239 
or monthly as a reanalysis using delayed observations. SAFRAN has the advantage of being at 240 
a temporal and spatial scale that is appropriate for regional modelling and impact studies 241 
(Quintana-Seguí et al. 2008). This product also includes more station data that other 242 
analyses commonly used for precipitation studies, such as CRU (Harris et al. 2014) and E-OBS 243 
(Haylock et al. 2008).  244 
 245 
2.3 Study framework 246 
 In order to study the representation of precipitation in the two ALADIN simulations, 247 
several measures of performance were considered: bias and root mean squared error 248 
(RMSE), the number of days without precipitation, the number of extreme events, the 249 
distribution of precipitation by bins, and quantiles. Possible sources of differences between 250 
the two simulations were then considered using composites of the upper level geopotential 251 
and low level humidity flux and circulation, comparisons of precipitation quantiles between 252 
contrasting regions of France, and the distribution and percentage of subgrid precipitation. 253 
Analyses were calculated over the 30 year period from 1981 to 2010.   254 
Bias and RMSE were calculated using monthly precipitation in mm d-1, while all other 255 
analyses use daily precipitation. Days without precipitation are calculated using a threshold 256 
of 0.1 mm d-1. Thresholds of 1 mm d-1, 0.5 mm d-1, and 0.01 mm d-1 were also tested. A 257 
notable increase in the ALADIN bias occurred when the threshold was reduced from 0.1 mm 258 
d-1 to 0.01 mm d-1, while little change occurred in the number of SAFRAN dry days between 259 
these two thresholds. As the threshold value increases, the number of SAFRAN dry days 260 
increases as well, but changes to the model bias are relatively minor.    261 
The distribution of precipitation was considered by counting the number of grid cells 262 
included in each bin for each time step (number of events). The number of events was then 263 
totalled over the 30 year period from 1981 to 2010. 2 mm d-1 wide equidistant bins were 264 
used.  265 
The number of extreme events was calculated for two types of events: Heavy 266 
Precipitation Events (HPE) during which the daily precipitation exceeds the 99th percentile 267 
over a certain number of grid cells and Significant Rainfall Events (SRE) during which the daily 268 
precipitation exceeds the 97th percentile. The number of grid cells is based on the grid used. 269 
Simulations and the SAFRAN reanalysis are compared on two grids: the 8 km SAFRAN grid 270 
and the 50 km ALADIN grid. When simulations are compared on the 8 km SAFRAN grid, at 271 
least two grid cells must exceed the given percentile. On the 50 km ALADIN grid, at least one 272 
grid cell must exceed the given percentile. Only one grid cell is needed to count an event on 273 
the 50 km grid since the grid cell area is much larger in this case (2500 km2 vs 64 km2). All 274 
simulations are interpolated onto a common grid before calculating the number of events. 275 
The definition of extreme events in this study is similar to the one used by Nuissier et al. 276 
(2011) for rain gauge data with some adaptations. The intensity of HPE events has been 277 
lowered in this study from the 99.9th percentile to the 99th percentile to account for the 278 
shorter period used. Since simulations and not gauge data were used in this study, no 279 
minimum distance was required between two grid cells (in the case of the 8km SAFRAN grid) 280 
and only one grid cell is necessary to count an event for the 50 km grid.    281 
Quantiles were calculated for daily precipitation using Hazen's formula: 282 
𝑝𝑖 = (𝑖 − 0.5)𝑛 , 
where 𝑝 is the plotting position, 𝑖 is the index in the sorted daily precipitation and 𝑛 is the 283 
sample size. In the case of fractional indices, quantiles were linearly interpolated between 284 
two data points. Before calculating quantiles, data was pooled over the selected regions in 285 
Fig. 1a. Thus, quantiles were computed using a sample size equal to the number of grid cells 286 
over the region multiplied by the number of daily time steps over the 30 year period. The 287 
effective sample size may be less due to spatial correlation between points. When possible, 288 
the pooling method is preferred as it provides more robust quantiles than those computed 289 
over a single grid cell (Colin et al. 2010). Only days with more than 0.1 mm of precipitation 290 
(wet days) are considered in the quantile calculation. Quantiles are calculated on the native 291 
grids of ALADIN and SAFRAN.   292 
 Composites of the geopotential height at 500 HPa and the humidity flux at 925 HPa 293 
were calculated using days associated with heavy precipitation events. When pooled 294 
precipitation quantiles are calculated over a certain region, the sample is composed of 30 295 
years of simulated data over the region in question. Each data point of the sorted sample of 296 
precipitation is then a grid cell from somewhere over the given region for a date from the 297 
thirty year period from 1981 to 2010. For 97th percentile composites, we use the 298 
geopotential height or humidity flux for the dates of the 97th percentile precipitation or 299 
greater in the sorted sample. For 99th percentile composites, dates associated with 99th 300 
percentile precipitation or greater over the region of interest were used. Since data is pooled 301 
over the region of interest in order to calculate quantiles, days can be included more than 302 
once in the composite calculation. In this case, these days with have a greater weight in the 303 
composite. 304 
 For certain comparisons (bias and root mean squared error (RMSE), HPE and SRE 305 
events, 30 year precipitation climatology, number of dry days, distribution of daily 306 
precipitation using bins of rainfall intensity), ALADIN data on a 12 km or 50 km curvilinear 307 
Lambert grid were interpolated onto the 8 km SAFRAN grid (also Lambert). ERAI was also 308 
interpolated from a 0.75° Gaussian grid to the 8 km grid. The 8 km SAFRAN grid was used for 309 
comparisons in order to consider the value added by ALADIN 12 km at small scales. The 310 
value added by regional modelling can be considered at small or large scales (Laprise at al., 311 
2008). For quantiles, data was left on its native grid. For composites of the geopotential 312 
height at 500 HPa and the humidity flux at 925 HPa, ALADIN 12 km was interpolated onto 313 
the 50 km grid. All interpolations were performed with a patch recovery method since this 314 
method preserves the values and derivatives of the data being interpolated better than the 315 
bilinear interpolation method (Balaji et al., 2012). In comparisons of bilinear, conservative and 316 
patch interpolation methods for the interpolation of ALADIN 12 km data onto the 8 km 317 
SAFRAN grid (not shown), differences between quantiles of precipitation were small. The 318 
patch recovery method uses a least squares algorithm to construct a polynomial patch for 319 
each corner node of the source grid. The bilinear weighted average of the source 320 
polynomials is then calculated to generate the value at the destination point. 321 
 The significance of the differences between ALADIN 12 km (hereafter referred to as 322 
AL12 for the simulation without nudging and AL12-n for the version with spectral nudging), 323 
ALADIN 50 km (hereafter referred to as AL50 for the simulation without nudging and AL50-n 324 
for the nudged version), and SAFRAN (hereafter SAF) is determined using a 1000 member 325 
block bootstrap to resample 30 years of data following the method of Chan et al. (2013). The 326 
spatial correlation of data is taken into account by resampling blocks over the region being 327 
considered (the entire ALADIN domain, France or sub-regions over France). The temporal 328 
correlation of rainfall data is taken into account differently depending on the analysis being 329 
performed. For biases and the RMSE, calculated with monthly rainfall data, each time step is 330 
considered to be independent. For all other analyses, excepting composites of geopotential 331 
height and humidity flux, 3-month seasonal blocks are used. When simulations are 332 
considered for all months combined, the block size is one year. For composites, events are 333 
resampled over the events detected during the 30 period. These events are considered to be 334 
independent. Results are significant when changes between two different distributions are 335 
different from zero at the 5% level (two-sided).  336 
 337 
3 Results 338 
3.1  Comparison of ALADIN seasonal mean precipitation with the SAFRAN reanalysis 339 
Fig. 2 shows seasonal averages for SAF for the period 1981-2010 and the biases of 340 
AL12, AL50 and ERAI using SAF as a reference on the 8 km SAF grid. ALADIN simulations are 341 
shown with and without spectral nudging. In general, the nudged simulations have an 342 
increased wet bias during spring and summer which is reflected in the overall bias. Between 343 
the 50 km and 12 km simulations, the humid bias during summer is notably increased. 344 
Differences between SAF and model data are similar for ALADIN and ERAI during the winter 345 
and fall, except for over certain mountainous regions (the Pyrenees and the Massif Central). 346 
Fig. 3 presents the bias of AL12 and AL50 over Europe using the CRU climatology as a 347 
reference. Both AL12 and AL50 present similar humid biases over Europe, with some small 348 
scale differences between the two simulations.    349 
 Table 1 shows the bias and RMSE over the 7 regions of interest. Without spectral 350 
nudging, AL12 increases the humid bias over France, southeast France and the Cévennes. 351 
With spectral nudging, AL12 increases the humid bias over all regions, confirming the results 352 
seen in Fig.2. Compared to AL50, the RMSE increases in AL12 over a minority of regions, with 353 
non-significant differences over most regions. In general, the nudged simulations had lower 354 
RMSE than the simulations without spectral nudging, although statistical tests were not 355 
performed on nudged/non-nudged pairs. 356 
 The presence of increased wet biases in the case of the nudged simulations, may 357 
suggest that the large scales being developed by ALADIN when the model is not nudged are 358 
helping to compensate for a part of the wet bias. An example of the large scales in AL12 359 
being associated with a reduction in precipitation intensity is given in Sect. 3.3.1 for the 360 
Pyrénées-Orientales region.  361 
 362 
3.2 Impacts of the resolution on the rainfall distribution 363 
3.2.1 Reproduction of dry and wet days 364 
The number of dry days (precipitation less than 0.1 mm.d-1) in ALADIN compared to 365 
the SAFRAN climatology is shown in Fig. 4. AL12 has significantly fewer dry days than SAF 366 
and slightly more dry days than AL50. Differences between AL50 and AL12 are significant 367 
over only a few points in southern France. AL12-n has fewer dry days that AL12 over 368 
northern and central France. The differences between AL12-n and AL50-n shown in Fig. 4e 369 
are similar to the differences between the simulations without nudging. Overall, changes in 370 
the number of dry days are relatively minor when the resolution is increased from 50 km to 371 
12 km. The only significant changes were observed near the Pyrenees, Massif Central, and 372 
the Alps. Overall, the resolution does not greatly impact the number of dry days produced by 373 
the model, excepting a few locally significant changes over mountainous regions in southern 374 
France. 375 
 376 
3.2.2 Distribution of precipitation 377 
The empirical distribution of precipitation for nudged and non-nudged ALADIN 378 
simulations compared to SAF is shown in Fig. 5 using 103 equidistant bins of daily 379 
precipitation from 0 to 206 mm.d-1 (Fig. 5a,b,d) and 20 equidistant bins of daily rainfall from 380 
0 to 2 mm.d-1 (Fig. 5c). The limit of 206 mm d-1 corresponds to the maximum precipitation in 381 
AL12. The maximum precipitation in SAF is much greater (nearly 500 mm d-1), however the 382 
distribution becomes quite noisy around 160 mm d-1. For very small precipitation values (Fig. 383 
5c), AL12 and AL50 tend to produce more events than SAF, with AL12 values closer to AL50 384 
than to SAF. For higher intensity precipitation (Fig. 5a), AL12 and AL50 go from simulating 385 
too many events to too few events. AL12 significantly improves the representation of higher 386 
intensity precipitation compared to AL50. Spectral nudging further improves the 387 
reproduction of the precipitation distribution with AL12 (Fig. 5b). In general, for both the 388 
nudged and non-nudged simulations, AL12 improves the distribution for a large range of 389 
daily precipitation totals, with the largest changes occurring for the most extreme events. 390 
When the results are interpolated onto the 50km grid, fewer significant differences occur 391 
between AL12, AL50 and SAF, suggesting that part of AL12’s added value is only at smaller 392 
scales although the aggregation of AL12 onto the larger grid did not completely remove all 393 
added value.  394 
 395 
3.2.3 Quantiles of precipitation by region 396 
Per milles of two different seasons, SOND and DJF, were examined for four French 397 
regions: Cévennes, Provence, Pyrénées-Orientales and Southeast (Figs. 6-7). The Cévennes, 398 
Provence, Pyrénées-Orientales and Southeast regions were selected because they are 399 
frequently affected by extreme precipitation, especially during the fall and winter seasons 400 
(SOND, DJF).  401 
 During the SOND season (Fig. 6), AL12 significantly improves the representation of 402 
upper precipitation quantiles compared to AL50 in Southeast France, the Cévennes and 403 
Provence. In the Southeast and Cévennes régions, changes between AL12 and AL50 below 404 
the 90th percentile are not significant. Over the Pyrénées Orientales region, differences 405 
between AL12 and AL50 in the non-nudged case are insignificant over nearly the entire 406 
distribution, even for upper precipitation quantiles. In the case with spectral nudging (not 407 
shown), the added value becomes significant over the Pyrénées-Orientales region for upper 408 
precipitation quantiles beyond the 99th percentile. 409 
 During the DJF season (Fig. 7), differences between AL12 and SAF are insignificant 410 
beyond the 90th percentile over the Cévennes region, indicating that AL12 is able to 411 
reproduce extreme precipitation satisfactorily (Fig. 7a). Over the Provence and Southeast 412 
regions, upper precipitation quantiles are also significantly improved in AL12 (Fig. 7b,c). 413 
During winter, AL12 does improve upper precipitation quantiles over the Pyrénées-414 
Orientales region compared to AL50. During winter, AL12 with spectral nudging (not shown) 415 
significantly improves the added value over the non-nudged case for the Provence and 416 
Pyrénées-Orientales regions. 417 
 Overall, improvements in the representation of precipitation quantiles due to an 418 
increased resolution are greater during the winter than during the fall season. For most 419 
regions, nudging (not shown) does not significantly impact SOND results.  With the exception 420 
of the exception of the Pyrénées-Orientales region during the DJF season, AL12 improves the 421 
representation of upper precipitation quantiles compared to AL50. Differences between 422 
nudged and non-nudged simulations over the Pyrénées-Orientales suggest that the large 423 
scales developed in AL12 are associated with less intense upper precipitation quantiles over 424 
this region. The large scales associated with extreme precipitation over the Pyrénées-425 
Orientales are further discussed in Sect. 3.3.1 and 3.3.2.     426 
 427 
3.2.4 Reproduction of SRE and HPE event frequency 428 
The number of HPEs and SREs (Table 2) were calculated on the 8 km SAF grid and the 429 
50 km ALADIN grid over several regions of interest (Southeast, Cévennes, Provence, 430 
Pyrénées-Orientales) for AL12, AL50 and SAF. On the 8 km SAF grid, AL12 reproduces 431 
between 82% and 113% of SAF HPE and SRE events. The number events is over produced by 432 
AL12 over the Pyrénées-Orientales regions and under produced over other regions. AL50 433 
only reproduced 38% and 58% of SAF events on the 8 km grid. For both AL12 and AL50, the 434 
percentage of SAF HPEs detected is lower than the percentage of SREs detected. Thus, 435 
ALADIN is less able to produce more extreme events, regardless of the resolution. On the 50 436 
km ALADIN grid, the percentage of events reproduced by AL50 is greatly improved: between 437 
68% and 97% of SAF events. However, AL12 still outperforms AL50, even when aggregated 438 
onto the 50 km grid: between 88% and 113% of SAF events are reproduced. Thus AL12 adds 439 
value even when the simulation is aggregated onto the 50 km grid. The chronology of events 440 
between the two resolutions was not examined, as it is unlikely that the same events will be 441 
present in AL12, AL50 and SAF. 442 
 443 
3.3 Attribution of the difference in precipitation extremes between AL12 and AL50 444 
3.3.1 Role of synoptic scale circulation patterns 445 
Composites of the geopotential height anomaly at 500 HPa were calculated for days leading 446 
to 97th percentile precipitation or greater and 99th percentile precipitation or greater over 447 
the Cévennes, Provence, Pyrénées-Orientales and Southeast regions during the SOND 448 
season. Because we pool spatial and temporal information in the calculation of quantiles, we 449 
may sample certain days multiple times, giving these days more weight in the resulting 450 
composite. It was decided to use days exceeding a certain quantile to create composites 451 
instead of HPE/SRE events, since the small number of events, especially in the case of HPEs 452 
led to less robust results in this case. Spectral nudging was not considered for this analysis, 453 
as the large scales are constrained in this case. 454 
 The structure of the AL12 Southeast region 97th percentile precipitation composites 455 
of geopotential height anomalies (Fig. 8a) is a trough extending from the UK through the Bay 456 
of Biscay, in agreement with previous studies on extreme precipitation in southern France 457 
(Ricard et al. 2012; Nuissier et al. 2011). The position of a trough to the west of France 458 
promotes the south to southeast flux which may help to trigger deep convection when 459 
conditionally unstable air makes landfall and undergoes orographic uplifting. In the case of 460 
Southeast 99th percentile precipitation composites of geopotential (Fig.8 b), this trough 461 
becomes much narrower and deeper. 462 
 Fig. 8c,e,g,i show differences (AL12-AL50) in the 97th percentile precipitation 463 
composites of the 500 HPa geopotential height anomaly. In Fig. 8e, the extension and depth 464 
of the trough are reduced in AL12 compared to AL50 for the 97th percentile precipitation 465 
composites. This change translates to a more north-westerly upper level geostrophic flow 466 
over southern France in AL12 compared to AL50. Decreases in the southerly to south-467 
easterly upper level flow are associated with less low-level humidity transport from the 468 
Mediterranean Sea to coastal regions, although this must be confirmed with composites of 469 
the low-level humidity flux. Thus, compared to AL50, changes in AL12 upper level conditions 470 
do not favour more intense events over the Cevennes region. The Pyrénées-Orientales (Fig. 471 
8i) region shows a strong increase in north-westerly upper level flow in AL12 compared to 472 
AL50, associated with a wave-like pattern over the domain. A decrease in the intensity of 473 
extreme events in AL12 associated with changes to upper level flow patterns is expected in 474 
this case. Over the Southeast and Provence regions, changes in the upper level circulation 475 
for 97th percentile precipitation composites should lead to a more westerly flow in AL12 476 
compared to AL50. The Provence region, in particular, shows a deepening of the trough over 477 
the northern part of the domain, associated with a weakening of the trough to the south in 478 
AL12. These changes may not necessarily have a negative impact on extreme precipitation in 479 
southern France in AL12 compared to AL50, since a westerly upper level flow may favour the 480 
transport of humidity from the Atlantic. However, these changes do not reinforce the south 481 
to south-easterly flow at the French Mediterranean coast which is typically associated with 482 
extreme precipitation. 483 
 In the 99th percentile precipitation composites of the geopotential height anomaly at 484 
500 HPa, for the Southeast, Provence and Cévennes regions, an increase in the westerly 485 
upper level geostrophic flow over France in AL12 compared to AL50 is present. Some 486 
significant deepening of the trough over the northern part of the domain occurs for the 487 
Southeast and Cévennes 99th percentile precipitation composites in AL12 compared to AL50. 488 
For the Pyrénées-Orientales region, the differences in the geopotential height field between 489 
AL12 and AL50 resemble a slightly shifted version of the wave-like pattern observed for the 490 
97th percentile precipitation composite. Once again, the north-westerly upper level flow is 491 
increased in AL12 for the Pyrénées-Orientales region, which should reduce the intensity of 492 
extreme precipitation. 493 
 Overall, for the Southeast, Provence and Cévennes regions, changes to the upper 494 
level circulation seem to have a slightly negative or neutral effect on extreme precipitation 495 
events in the south of France in AL12 compared to AL50. On the other hand, the Pyrénées-496 
Orientales region showed upper level conditions which are expected to weaken event 497 
intensity in AL12 compared to AL50. This helps to confirm results presented in Sect. 3.2.3 498 
stating that AL12 only improves upper precipitation quantiles over the Pyrénées-Orientales 499 
region during the SOND season when spectral nudging is applied to constrain the large 500 
scales. In Sect. 3.3.2, we will attempt to confirm the impact of the upper level circulation by 501 
exploring composites of the low level humidity flux. 502 
 503 
3.3.2 Low level humidity flux 504 
97th percentile precipitation composites of the specific humidity flux anomaly at 925 505 
HPa over the Cevennes, Provence, Pyrénées-Orientales and Southeast regions were 506 
examined for the SOND season. Fig. 9a shows the AL12 97th percentile precipitation low level 507 
humidity flux anomaly composite. In this case, a local maximum in the humidity flux is 508 
present over the Gulf of Lion and the Corsica Channel through the Tyrrhenian Sea and a 509 
south to south-easterly flow is present near of the coastline of Southeast France. The flux 510 
starts out westerly near the straight of Gibraltar and becomes progressively south to south-511 
easterly as it nears the French Mediterranean coastline. In the 99th percentile case, the flux 512 
is stronger and becomes more south-easterly near the French coastline. 513 
 Fig. 9c-j show the differences between AL12 and AL50 for 97th and 99th percentile 514 
precipitation low level specific humidity flux anomalies. For Cevennes and Southeast region 515 
97th and 99th percentile precipitation composites, few significant changes in the humidity 516 
flux occur between AL12 and AL50 over the Gulf of Lion, suggesting that humidity flux 517 
changes between the two resolutions have little impact on the intensity of upper 518 
precipitation quantiles. The Provence region 97th percentile precipitation low level specific 519 
humidity flux anomaly is associated with an increase in the westerly humidity flux over the 520 
Gulf of Lion in AL12 compared to AL50. The 99th percentile case over this region is associated 521 
with a patchy increase in the southerly humidity transport over the Gulf of Lion in AL12 522 
compared to AL50. Finally, for Pyrénées-Orientales region 97th and 99th percentile 523 
precipitation composites of the low level humidity flux, a strong decrease in the southerly 524 
humidity flux to the French Mediterranean coast occurs in AL12 compared to AL50. This 525 
confirms conclusions drawn from the upper level geopotential fields. 526 
 Overall, low level humidity flux changes in AL12 compared to AL50 should not impact 527 
upper precipitation quantiles over the Southeast, Cévennes or Provence regions, although a 528 
patchy increase in the southerly humidity flux is observed for the Provence region 99th 529 
percentile precipitation composite. For Pyrénées-Orientales region composites, the 530 
southerly humidity flux towards the French Mediterranean coast is significantly reduced in 531 
AL12, which is consistent with the upper level circulation. 532 
 533 
3.3.3 Improved resolution of the relief and changes in the subgrid precipitation  534 
In Sect. 3.2.3, it was established that during SOND and DJF, AL12 improves the 535 
representation of extreme quantiles over the Southeast, Cévennes and Provence regions. 536 
These three regions each include small scale features that should affect atmospheric 537 
circulation, notably the coastline, the Massif Central and the southern Alps. Thus, even 538 
during the cold season (DJF) when precipitation should be largely determined by synoptic 539 
circulation patterns, precipitation intensities may be modified by a finer resolution of the 540 
relief. However, Northwest France (Brittany and surrounding regions) is a large flat area with 541 
an oceanic climate. During the cold season, the resolution should have a minor effect, since 542 
there are few notable topographic structures in this region to modify precipitation. During 543 
the seasons SOND and DJF, AL12 presents no added value for the reproduction of 544 
precipitation quantiles over the Northwest region (Fig. 10a,b). Thus small scale topographical 545 
features are necessary for the added value of AL12 during the cold season, demonstrating 546 
that the improved resolution of the relief does play a role in the differences between AL12 547 
and AL50. 548 
In order to better estimate the role of subgrid precipitation (precipitation produced 549 
by the convection scheme and not due to grid cell saturation), quantile-quantile plots of 550 
warm season precipitation (MAM, JJA) over the Northwest region were examined (Fig. 551 
10c,d). In this region, the resolution of the relief should have little effect, so change is 552 
assumed to be due to differences in the treatment of subgrid precipitation. Some significant 553 
differences between AL12 and AL50 were observed during both MAM and JJA. This suggests 554 
that differences in the subgrid precipitation between AL12 and AL50, either due to increased 555 
resolution of small storms or changes in the convection scheme, play a role in the added 556 
value. 557 
 The distribution of subgrid precipitation by bins of daily precipitation event intensity 558 
was then considered. Fig. 11a presents the number of subgrid and grid scale precipitation 559 
events between AL12 and AL50 over France during the 1981-2010 period for the same bins 560 
as in Fig. 5. AL50 is not capable of representing subgrid precipitation with intensities over 50 561 
mm.d-1, while AL12 contains subgrid precipitation of intensities greater than 120 mm.d-1. 562 
Differences between grid scale precipitation in AL12 and AL50 increase with precipitation 563 
intensity. Results are similar for the simulation with spectral nudging (Fig. 11b), with more 564 
intense extremes in AL12 grid cell precipitation than in the simulation without spectral 565 
nudging. Fig. 11c presents a zoom on the distribution of subgrid and grid scale precipitation 566 
for precipitation events between 0 and 2 mm.d-1. Over this range, AL12 generally produces 567 
fewer events than AL50 for all but the very smallest events and more subgrid precipitation 568 
events occur than grid cell precipitation events. This is in contrast with the higher intensity 569 
events in Fig. 11a (greater than 30 mm.d-1) where AL12 consistently produces more subgrid 570 
and grid scale events than AL50. The average proportion of subgrid precipitation by bins of 571 
total daily precipitation intensity is shown in Fig. 11d. The proportion of subgrid precipitation 572 
is around 70% or higher for small precipitation intensities and then decreases with 573 
precipitation intensity until it flattens out around 42% for AL12 and 35% for AL50. AL12 574 
consistently has a higher proportion of subgrid precipitation over the entire distribution. This 575 
phenomena is not impacted by the choice of grid (8 km vs. 50 km) selected for the 576 
interpolation. 577 
 The notable difference between the distribution and percentage of subgrid 578 
precipitation in AL12 and AL50 shows that changes in the subgrid precipitation are partially 579 
responsible for the added value in AL12. This may be due to resolution-dependant changes 580 
in the behaviour of the convection scheme or the tuning chosen for the scheme, for example 581 
the choice of the value of the parameter limiting the humidity convergence (see Sect. 2.1). 582 
This conclusion is not affected by the choice of grid or the use of spectral nudging.  583 
 584 
3.4 Impact of the internal variability  585 
We used 10 members of AL50 to help estimate the influence of the internal 586 
variability on the results of this study. Only 1 member of AL12 was available, so an estimate 587 
of the impact of the internal variability was not possible for this simulation. Fig. 12 presents 588 
a quantile-quantile plot of 10 members of AL50 compared to SAF. Quantiles are calculated 589 
over France for the period from 1981 to 2010. Differences between members are small for 590 
lower quantiles and increase for upper quantiles. However, the spread between different 591 
members remains small compared to the bias of AL50. In Fig. 6 and 7, the differences 592 
between AL12 and AL50 are often large compared to the bias, suggesting that the 593 
uncertainty due to the internal variability of the model does not impact results. This 594 
conclusion supposes that AL12 has an internal variability similar to that of AL50.        595 
 596 
4 Discussion  597 
The increased model resolution led to an increased humid bias, particularly during 598 
the summer season. This may be in part explained by the fact that AL12 notably improves 599 
the underestimation of higher precipitation intensities, while at the same time 600 
overestimating lower intensity precipitation quantiles, resulting in a net increase in total 601 
precipitation. The wet bias during summer may also be explained by differences in the 602 
representation of subgrid precipitation in AL12 and AL50, as convective (subgrid) 603 
precipitation is expected to be more frequent during the summer season. AL12-n tends to 604 
increase the humid bias compared to AL12.  This suggests that the large scales being 605 
developed in AL12 compensate for a part of the humid bias seen in AL12-n, which appears 606 
only when the large scales are constrained. AL12-n also has more intense grid scale 607 
precipitation extremes than AL12.  608 
 Significant improvements in the representation of extreme quantiles during 609 
the SOND and DJF seasons were observed over the Cévennes, Provence and Southeast 610 
regions for the 12km resolution. In general, added value was greater for the DJF season than 611 
for the SOND season (AL12 is closer to SAF in the former). Over the Pyrénées-Orientales 612 
region, the added value of AL12-n is greater than that of AL12. This may be in part due to the 613 
fact that the large scale conditions (humidity flux and upper level geopotential heights) in 614 
AL12 are less favourable for the development of intense precipitation than those of AL50. 615 
The use of spectral nudging helps to constrain the large scales and improves results over the 616 
Pyrénées-Orientales region. Spectral nudging may help to reduce drift in large scale and 617 
mesoscale conditions over the model domain and improve precipitation fields. This is 618 
consistent with the results of Colin et al. (2010), who found that constraining an RCM 619 
(ALADIN v.5.1 50 km) by either a small domain or spectral nudging is not detrimental to the 620 
representation of upper precipitation quantiles, as long as the region of interest is not close 621 
to the model boundaries. The improvement of extreme quantiles over the other regions 622 
(Cévennes, Provence, Southeast) in AL12 was not associated with any significant changes in 623 
the geopotential or humidity flux between AL12 and AL50.  624 
 In addition to changes in the upper level geopotential and the low level humidity flux, 625 
we considered the relief and subgrid precipitation as possible sources of added value. An 626 
improved resolution of the relief is in part responsible for the added value of AL12, as shown 627 
by the lack of significant changes for the cold season precipitation over northwest France 628 
where few small scale structures impact precipitation. The added value for warm season 629 
precipitation over the same region suggests that either subgrid precipitation or a better 630 
resolution of small scale storms is another source of added value in AL12, as is the case in Di 631 
Luca et al. (2012). AL12 is able to produce higher daily subgrid and grid scale precipitation 632 
intensities than AL50, with differences in the distribution of subgrid and grid scale 633 
precipitation between the two simulations increasing with precipitation intensity. The 634 
distribution of subgrid and grid scale precipitation is similar when the large scales are 635 
constrained by spectral nudging, except the production of more intense grid cell 636 
precipitation extremes in AL12-n compared to AL12. The proportion of subgrid precipitation 637 
as a function of event intensity demonstrates that the percent of subgrid precipitation is 638 
greater in AL12 at all intensities. Differences in the percentage of subgrid precipitation at 639 
higher precipitation intensities confirm that the convection scheme is dependent upon the 640 
resolution. Changes to the tuning parameter of the convective scheme between AL12 and 641 
AL50 may be in part responsible for the higher percentage of subgrid precipitation in AL12. 642 
In both AL12 and AL50, the proportion of subgrid precipitation peaks for small precipitation 643 
intensities. This suggests that the convective scheme is too active at small levels of moisture 644 
convergence. In observed precipitation, convective precipitation is normally associated with 645 
higher intensities rather than lower intensities. However, it is important to remember that a 646 
model grid cell is not comparable to point precipitation measures and cannot be expected to 647 
function in the same way as the real atmosphere.  648 
 Since the results of this study are based on only 1 member of both AL12 and AL50, 649 
model internal variability may influence results. 10 members of AL50 were used to analyse 650 
the impact of the internal variability on precipitation quantiles. The internal variability 651 
remains small compared to the bias of AL50, suggesting that if the internal variability of AL12 652 
is similar to that of AL50, impacts on the results of this study should be minor.   653 
  654 
5 Conclusions and perspectives 655 
 ALADIN 12 km improves the distribution of precipitation, especially for higher 656 
intensities, and the representation of upper precipitation quantiles compared to ALADIN 50 657 
km. This added value does not extend to the mean precipitation bias or the number of dry 658 
days. The number of heavy precipitation events and significant rainfall events is improved in 659 
ALADIN 12 km, even when precipitation is interpolated onto the 50 km grid. The use of 660 
spectral nudging does not limit the added value of ALADIN 12 km and may improve results in 661 
certain cases.      662 
 Two sources of added value were identified in this paper: the increased resolution of 663 
the model topography and changes in the convection scheme parameterisation. The changes 664 
in the subgrid precipitation were surprising, since we expected ALADIN 12 km to produce a 665 
higher percentage of grid scale precipitation, as 12 km is near the upper bounds of the grey 666 
zone for resolved convection. Typically, as the resolution is increased, grid cell saturation is 667 
more easily achieved, leading to an increased proportion of grid scale precipitation. This 668 
study points out the importance of considering the role of subgrid precipitation in the added 669 
value of regional climate modelling, since this variable clearly plays an important role and is 670 
not typically considered in added value studies.  671 
The role of the convection scheme in the representation of sub daily rainfall levels 672 
has been explored in several recent studies (Chan et al. 2014; Kendon et al. 2014; Kendon et 673 
al. 2012). Chan et al. (2014) found that unrealistic high intensity "grid-point storms" with a 674 
large contribution from the convection scheme were present in the 12 km version of 675 
HadGEM3-RA due to difficulty in resolving deep convection at this scale. It is unclear if such 676 
mechanisms are at play in ALADIN, as sub daily scale precipitation has not yet been studied 677 
for this model. Since the goal of this study was to evaluate added value for eventual regional 678 
climate studies as opposed to studies of mesoscale meteorological phenomena, a daily time 679 
scale was determined to be appropriate. As RCM resolution is improved as a function of 680 
computer resources, it may be prudent to question what sort of realism should be expected 681 
of RCMs and at what scales. 682 
 The upper level geopotential heights and low level circulation associated with 683 
extreme precipitation over the South of France during the SOND season do not play an 684 
important role in the added value and may even be associated with reduced event intensity, 685 
as was the case with the Pyrénées-Orientales region. Given the results concerning the low 686 
level circulation and geopotential heights for fall intense precipitation events in southern 687 
France, modellers interested in intense precipitation may want to consider using nudged 688 
simulations, as the benefits of letting the model freely develop its own large scales appear 689 
minimal and nudging may even improve extremes in certain cases. 690 
 This study did not consider whether or not the large scales in AL12 were more or less 691 
realistic, only possible impacts on upper precipitation quantiles. Further study of the large 692 
scales produced by high resolution RCMs should be conducted in order to better understand 693 
the processes that lead to better or worse reproduction of large scale atmospheric fields. 694 
Sanchez-Gomez et al. (2009) found that increasing resolution did not significantly affect the 695 
large scales.  696 
 Further studies should also be conducted on the relationship between model 697 
resolution and the production of subgrid precipitation. While a detailed exploration of the 698 
convective parameterization is beyond the scope of this study, new research on this topic to 699 
better define the role of parameterized convection is strongly suggested, especially for 700 
models that are near the limit of the explicit resolution of convection. Comparisons with 701 
other 12 km or similar resolution models (near the limit of resolved convection) at sub-daily 702 
scales would be helpful in understanding the role of the convection scheme and whether or 703 
not the parameterisation of convection becomes a problem as models approach the limit of 704 
resolved convection.  705 
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 Bias, 
12km  
Bias, 
50km  
RMSE,
12km  
RMSE, 
50km  
bias,12km, 
nudged   
bias,50km, 
nudged 
RMSE,12km, 
nudged   
RMSE,50km, 
nudged   
France  0.26 0.11 1.20 1.17 0.52 0.21 1.22 1.06 
Southeast 0.23 0.012 1.51 1.52 0.52 0.20 1.44 1.36 
Pyrénées-
Orientales  
0.41 0.32 1.71 1.52 0.80 0.54 1.66 1.41 
Cévennes  0.17 -0.10 1.60 1.74 0.46 0.064 1.51 1.58 
Provence  0.16 -0.17 1.53 1.46 0.41 0.064 1.37 1.27 
Northwest 0.17 0.072 0.93 0.85 0.39 0.13 0.97 0.78 
Southwest   -0.028 -0.14 1.25 1.26 0.25 -0.0065 1.27 1.19 
 
Table 1. Bias and RMSE for different regions of France. Units are in mm d-1. Pairs where the difference between 
AL12 and AL50 is significant are shown in grey. The dark grey designates pairs where the 12 km simulation has 
improved results over the 50 km simulation. The light grey designates pairs where the 12 km simulation does 
not improve precipitation quality.   
 
 
8 km SAFRAN grid  
 SRE, 12km SRE, 50km SRE,  
SAF 
HPE, 
12km 
HPE, 
50km 
HPE,  
SAF  
Southeast   765/94% 410/51% 811 358/83% 188/43% 433 
Cévennes  374/83% 201/45% 449 188/82% 88/38% 229 
Provence  308/96% 185/57% 322 141/86% 66/40% 164 
Pyrénées-
Orientales 
385/113% 197/58% 342 146/107% 73/54% 136 
50 km ALADIN grid  
 SRE, 12km SRE, 50km SRE,  
SAF 
HPE, 
12km 
HPE, 
50km 
HPE,  
SAF  
Southeast   494/95% 380/73% 518 229/93% 178/72% 247 
Cévennes  245/94% 175/67% 262 106/95% 76/68% 112 
Provence  179/97% 136/74% 184 63/88% 53/74% 72 
Pyrénées-
Orientales 
187/107% 159/91% 175 70/113% 60/97% 62 
 
Table 2. Number of HPE and SRE events over selected regions, SOND season, 1981-2010. Daily precipitation 
data was interpolated onto either the 8km SAFRAN grid or the 50 km ALADIN grid. The number of SAF events is 
shown for comparison. The % of the SAF event frequency detected by AL12 and AL50 is shown next to the 
number of events.    
 
 
 
 
 
 
 
 
 
 
Figure 1. (a) selected regions over France, 8km SAF grid, (b) the AL12 domain and (c) the AL50 domain. PO is 
the abbreviation for Pyrénées-Orientales. The size of the AL12 domain is 405x261 points and the size of the 
AL50 domain 101x63 points excluding the relaxation and extension zones. The time steps of AL12 and AL50 are 
600 seconds and 1800 seconds respectively. Units are in meters.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Comparison of the SAF precipitation climatology to model and ERAI results, 1981-2010. The leftmost 
column is the SAF precipitation climatology over France. The second column is the relative difference between 
SAF and ERAI. The rightmost four columns are the relative differences between the different model simulations 
and SAF.  The rows represent the four seasons (DJF, MAM, JJA, SON) plus one including the entire year. The left 
colour bar has units of mm.d-1 and the right colour bar is dimensionless. Stippling indicates regions where 
differences are significantly different from 0 at the 5% level.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Model bias (mm d-1) compared to the CRU climatology, 1980-2009: (a) AL12 and (b) AL50.   
 
 
 
 
Figure 4. Relative differences in the percentage of days with less than 0.1 mm.d-1 of precipitation: (a) AL12 
compared to SAF, (b) AL50 compared to AL12, (c) percentage of days with less than 0.1 mm.d-1 of precipitation, 
SAF, 1981-2010, (d) AL12-n compared to SAF and (e) AL12-n compared to AL50-n. Differences are 
dimensionless (left colour bar) and the percentage is calculated in days/days (right colour bar). Stippling 
indicates regions where differences are significantly different from 0 at the 5% level.      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Distribution of daily precipitation by bin over France, 8 km SAF grid,  1981-2010: (a) AL12, AL50, SAF, 
(b) same as (a) for the nudged simulations, (c) zoom of  AL12, AL50, SAF and (d) same as (a) on the 50 km grid.  
Bins of daily precipitation (mm.d-1) are on the x-axis and the number of events in each bin over the 30 year 
period is shown on the y-axis. An event is counted when the daily precipitation over a grid cell is included in a 
given bin for a given day; for example, if 4 grid cells have precipitation between 2 and 4 mm.d-1 on the 1st of 
January 1981, then the 2-4 mm.d-1 bin counts 4 events for that day.  Bins are equi-distributed every 2 mm.d-1 
from 0 to 60 mm.d-1 and equi-distributed every 0.1 mm.d-1 for the zoomed section from 0 to 2.0 mm.d-1. 
SAF is in black, AL12/AL12-n is in green and AL50/AL50-n is in pink. The green circles are where differences 
between AL12 and SAF are not statistically significant. Pink circles are where differences between AL50 and 
AL12 are not statistically different. Statistical tests were not performed on the zoomed region.       
 
 
 
 
 
 
 
 
 
 
Figure 6. Per milles of daily precipitation for selected regions, 1981-2010. SOND season. Model precipitation 
versus SAF. Quantiles are calculated on the native grids of each simulation/reanalysis. Simulations without 
nudging. SAF quantiles are on the x-axis and the simulation quantiles are on the y-axis. Units are in mm.d-1. SAF 
is in black (control, SAF = SAF), AL12 is in green and AL50 is in pink. The light green circles/areas are where 
differences between AL12 and SAF are not significant. The light pink circles/areas are where differences 
between AL50 and AL12 are not significant. The yellow stars indicate the 90th, 97th and 99th percentiles. The 
regions are: (a) Cévennes, (b) Provence, (c) Southeast and (d) Pyrénées-Orientales.    
 
 
 
 
 
 
Figure 7. Per milles of daily precipitation for selected regions, 1981-2010. DJF season. Simulation without 
nudging. The regions and notation are the same as those in Fig.6.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Southeast region 97th and 99th percentile precipitation composites of geopotential height in meters at 
500 HPa, AL12: (a) 99th percentile (b) 97th percentile. SOND season, 1981-2010. Differences in 97th and 99th 
percentile precipitation 500 HPa geopotential height anomaly composites, selected French regions: (c) 
Southeast 97th percentile, (d) Southeast 99th percentile, (e) Cévennes 97th percentile, (f) Cévennes 99th 
percentile, (g) Provence 97th percentile,  (h) Provence 99th percentile, (i) Pyrénées-Orientales 97th percentile 
and  (h) Pyrénées-Orientales 99th percentile. The differences shown are AL12 - AL50. Stippling indicates regions 
where differences are significantly different from 0 at the 5% level.    
 
 
 
Figure 9. Southeast region 97th and 99th percentile precipitation composites of humidity flux anomalies at 
925HPa, AL12: (a) 97th percentile (b) 99th percentile. SOND season, 1981-2010. Differences in 97th and 99th 
percentile precipitation 925 HPa humidity flux anomaly composites, selected French regions: (c) Southeast 97th 
percentile, (d) Southeast 99th percentile, (e) Cévennes 97th percentile, (f) Cévennes 99th percentile, (g) 
Provence 97th percentile, (h) Provence 99th percentile, (i) Pyrénées-Orientales 97th percentile, and (h) 
Pyrénées-Orientales 99th percentile. Humidity flux units are (g.kg-1).(m.s-1). The differences shown are AL12 - 
AL50. Only regions where differences in the humidity flux are significantly different from 0 at the 5% level are 
shown.    
 
  
 
Figure 10. Per milles of daily precipitation over Northwest France, 1981-2010: (a) SOND season, (b) DJF, (c) 
MAM and (d) JJA. Simulation without nudging. Notation is the same as in Fig.6.  
 
 
 
 
 
 
Figure 11. Subgrid precipitation over France, 1981-2010, simulations without nudging, all seasons combined. 
(a) Distribution of daily subgrid precipitation (prc) and grid scale precipitation (prls) by bin of precipitation 
intensity, simulations without spectral nudging. AL12 subgrid precipitation is light green and grid scale 
precipitation is dark green. AL50 subgrid precipitation is light pink and grid scale precipitation is dark pink. Light 
pink (dark pink) circles are where differences between AL50 and AL12 subgrid (grid scale) precipitation are not 
significant. The x-axis is the precipitation bin in mm.d-1 and the y-axis is the number of events in each bin. Data 
is interpolated onto the SAF grid. (b) Distribution of daily subgrid precipitation (prc) and grid scale precipitation 
(prls) by bin of precipitation intensity, simulations with spectral nudging. (c) Zoom of the 0 to 2.0 mm.d-1 range 
of (a). (d) Average proportion of subgrid precipitation by bin of precipitation intensity. This is the proportion (y-
axis) of subgrid precipitation for events with total precipitation equal to the daily intensities on the x-axis. 
Green is AL12 and pink is AL50. The solid lines are the percentage on the 8 km grid and the dotted lines are the 
percentage on the 50 km grid. Bins are equi-distributed every 2 mm.d-1 from 0 to 206 mm.d-1 and equi-
distributed every 0.1 mm.d-1 for the zoomed section from 0 to 2.0 mm.d-1.      
 
 
 
 
 
 
 
 
 
 
Figure 12. Per milles of daily precipitation over France, 1981-2010 for different members of AL50 compared to 
SAF. SOND season. 
 
 
 
2.3 Discussion étendue : analyses indirectes de la valeur ajoutée
Les résultats de cette étude suggèrent que les sources probables de la valeur
ajoutée de la haute résolution sont une meilleure représentation du relief et des dif-
férences dans les précipitations sous-maille. Nous avons tiré ces conclusions par des
analyses indirectes des précipitations, tels que la comparaison des régions monta-
gneuses aux régions de plaine afin de déterminer l’impact de la résolution du relief.
Ces analyses indirectes sont nécessaires dans le cas où la réalisation des expériences
de sensibilité (des nouvelles simulations modifiées pour isoler l’impact d’un certain
aspect de la modélisation) sont impossibles. Deux exemples des expériences de sensi-
bilité applicables à cette étude sont : i) une simulation à 12 km avec le relief à 50 km
pour isoler l’impact de la topographie et ii) plusieurs simulations à 12 km avec des
perturbations appliquées au paramètre qui contrôle la portion de la convergence
d’humidité utilisée dans la fermeture du schéma de convection. Des expériences de
sensibilité dans le cadre de cette thèse ont été impossibles en raison de la fermeture
du calculateur utilisé pour les simulations de ALADIN version 5.2. Il a été nécessaire
donc de développer des analyses indirectes, c’est à dire sans la réalisation de nou-
velles simulations, pour mettre en évidence la contribution des différentes sources
de valeur ajoutée. Ces analyses doivent isoler au mieux les différentes contributions
afin de pouvoir attribuer les sources de valeur ajoutée. Dans cette discussion, nous
considérons la fiabilité des analyses indirectes de la valeur ajoutée utilisées dans
l’article ainsi qu’une nouvelle analyse indirecte en cours de développement qui n’a
finalement pas été retenue pour l’article.
2.3.1 La région nord-ouest comme un indicateur du rôle du relief
Dans l’article, nous avons utilisé la région nord-ouest de la France pour mettre
en évidence le rôle du relief et des précipitations sous-maille. Cette analyse est
fondée sur l’observation que le nord-ouest est une région avec peu de relief et un
climat océanique. Pendant la saison froide (SOND, DJF), les précipitations sont
déterminées principalement par la circulation grande-échelle qui devrait changer peu
entre ALADIN 12 km et ALADIN 50 km. Pendant la saison chaude (MAM,JJA), les
précipitations sont marquées par des orages locaux de nature convective, simulés par
le schéma de convection du modèle. Entre les deux résolutions d’ALADIN, nous nous
attendons à voir peu de différences en saison froide et des différences significatives
en saison chaude au nord-ouest. Les figures 10 (saison froide) et 11 (saison chaude)
de l’article confirment cette hypothèse. Les figures 5(c) et 6(c) montrent que sur
la région sud-est, où un relief accidenté est présent, des différences entre les deux
résolutions sont présentes même en saison froide.
Les résultats des figures 10 et 11 de l’article dépendent de la capacité de cette
analyse à isoler l’impact du relief. Si d’autres facteurs impactent les précipitations
de la région nord-ouest, nous ne pouvons pas affirmer que les différences (ou manque
de différences) entre les deux résolutions sont dues au relief. Les facteurs qui peuvent
impacter les précipitations sur le nord-ouest sont la circulation grande-échelle et le
flux d’humidité de basse couche. Si les conditions de circulation et de flux d’humidité
étaient moins favorables aux précipitations sur cette région pendant la saison froide
dans la simulation à haute résolution, ceci pourrait expliquer l’absence d’améliora-
tions pendant cette saison. En effet, la présence d’une circulation défavorable aux
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précipitations extrêmes sur une certaine région peut cacher les apports de la haute
résolution. Nous rappelons ici l’exemple des figures 8 et 9(i),(j) de l’article où la
circulation grande échelle et le flux d’humidité en basse couche sont défavorables
aux événements intenses sur le région des Pyrénées-Orientales.
Figure 4.1 – Composites de géopotentiel à 500 HPa des jours avec des précipitations
du 97ième (99ième) centile ou plus sur la région Nord-ouest, saison SOND, 1981-2010.
Les images en haut sont les champs bruts de géopotentiel d’ALADIN à 12 km et
les images du bas sont les différences entre le 12 km et le 50 km des composites de
l’anomalie de géopotentiel. Les unités sont en m.
Afin de valider les résultats sur la région nord-ouest, il est nécessaire de s’assurer
que le manque de changements significatifs n’est pas le résultat d’une circulation
ou d’un flux d’humidité défavorable pendant la saison froide. Les figures 4.1 et 4.2
présentent respectivement les composites de géopotentiel à 500HPa et de flux d’hu-
midité en basse couche pour les jours du 97ième centile et du 99ième centile ou plus
pendant la saison SOND. L’anomalie positive de pression sur la France dans la fi-
gure 4.1 suggère que la simulation à 12 km diminue peut-être la précipitation sur la
région nord-ouest. La circulation synoptique qui suit les contours de ces anomalies
paraît moins dirigée sur cette région. Pour les précipitations du 97ième centile ou
plus, le flux d’humidité (figure 4.2) dirigé vers le nord-ouest est plus fort dans la
simulation à haute résolution. Pour les précipitations du 99ième centile ou plus, le
flux est plus dirigé vers les Îles Britanniques et le flux d’humidité est négatif sur la
Golfe de Gascogne. Toutefois, une grande partie du nord-ouest a un changement de
flux d’humidité non-significatif.
Malgré l’anomalie positive de géopotentiel présente sur le nord-ouest dans la
simulation à 12 km, les champs de flux d’humidité en basse couche suggèrent que ce
premier n’a pas d’effet notoire sur les précipitations extrêmes en saison froide. Ces
résultats suggèrent que nous pouvons utiliser le nord-ouest pour mettre en évidence
l’effet du relief, car la circulation et le flux d’humidité n’ont pas d’impact particulier
sur les précipitations intenses que nous étudions.
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Figure 4.2 – Composites d’anomalie de flux d’humidité à 925 HPa des jours avec
des précipitations du 97ième (99ième) centile ou plus sur la région Nord-ouest, saison
SOND, 1981-2010. Les images en haut sont l’anomalie de flux d’humidité d’ALADIN
à 12 km et les images du bas sont les différences entre le 12 km et le 50 km. Les
unités sont en (g/kg).(m/s).
2.3.2 La corrélation entre le relief et les précipitations
Dans un deuxième temps, nous avons souhaité étudier plus en détail la relation
qui existe entre les précipitations et le relief afin d’isoler l’impact de ce dernier. Le
relief est responsable du soulèvement orographique qui peut déclencher des préci-
pitations. Plus le changement d’altitude est important, plus la condensation et la
précipitation de l’eau atmosphérique sont favorisées. La précipitation est donc cor-
rélée de manière positive à l’altitude. Entre deux résolutions d’un même modèle,
l’inclusion de plus de mailles en altitude permet d’améliorer la représentation des
précipitations. En plaine, les différences de relief entre deux résolutions devrait jouer
un rôle mineur dans le champs de précipitations et des différences de précipitations
notables en plaine peuvent indiquer une source de valeur ajoutée autre que le relief.
La relation entre l’altitude et les précipitations peut mettre en évidence le rôle du
relief dans la valeur ajoutée de la haute résolution. L’augmentation de la résolution
fait qu’en altitude, le plus grand nombre de mailles là où le relief varie rapidement
devrait accentuer les différences entre deux résolution d’un même modèle. En plaine,
les variations d’altitude plus douces devraient minimiser la différences entre deux
résolutions différentes si le relief joue un rôle dans la valeur ajoutée. L’image à
gauche de la figure 4.3 présente un exemple de la relation entre précipitation et
altitude quand le relief joue un rôle dans les différences entre plusieurs résolutions :
dans ce cas, l’écart augment en altitude et diminue en plaine. L’image à droite de la
figure 4.3 présente un exemple de la relation entre précipitation et altitude quand
les différences entre simulations dépendent de facteurs autre que le relief : l’écart
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entre simulations est important en plaine et reste relativement constant en altitude.
Figure 4.3 – Exemple des résultats attendus de la précipitation en fonction de l’al-
titude.
La figure 4.4 présente les précipitations de la saison SOND en fonction de l’alti-
tude sur la France, le sud-est et le nord-ouest. La précipitation d’un quantile donné
(la médiane, 97ième centile, et 99ième centile) est moyenné sur des bins d’altitude
équi-distribués. Sur la France, une relation relativement nette entre l’altitude et la
précipitation ressort. L’incertitude exprimée par l’écart type de chaque bin et l’écart
entre les courbes accroît pour les centiles de précipitation les plus élevés. Sur le sud-
est, la relation entre les précipitations et l’altitude est bruitée et la différence entre
les courbes ne dépend pas fortement de l’altitude. Des résultats similaires existent
pour le nord-ouest où les courbes sont moins bruitées, mais les différences entre si-
mulations ne croissent pas en fonction de l’altitude. Il est possible que l’échantillon
des altitudes sur les régions du nord-ouest et du sud-est n’est pas suffisant pour
générer une courbe précipitation-altitude. Sur le nord-ouest en particulier, l’altitude
varie entre 0 et 200 m environ, ce qui ne représente que la première partie de la
courbe sur toute la France où les différences entre les courbes varient peu. Sur le
sud-est, le moitié de la courbe est dans la dernière des bins sur toute la France. Il est
possible donc que ce type de courbe ne marche que sur des grandes régions. Nous
n’avons pas estimé la région minimale sur laquelle une analyse de ce type donne des
résultats fiables.
Les faiblesses principales de cette analyse du rôle du relief dans la valeur ajou-
tée sont les effets à distance du relief et le besoin de calibrer les courbes altitude-
précipitation avant d’interpréter les résultats. Le relief peut avoir un impact à dis-
tance sur la circulation et donc les précipitations. La cyclogenèse sur le côté sous le
vent des montagnes en est un exemple de l’impact du relief sur des précipitations dis-
tantes. Les précipitations générées en montagne peuvent également déborder sur la
plaine. Afin de pouvoir interpréter des résultats d’une courbe altitude-précipitation,
il est nécessaire de calibrer ces courbes avec des expériences de sensibilité où l’im-
pact du relief est nul, par exemple l’utilisation du relief à 50 km en entrée d’ALA-
DIN 12 km dans le cadre de cette thèse. Ces expériences permettrait de proposer
des courbes de calibration idéales où la résolution du relief ne joue pas afin de com-
parer avec des courbes où la résolution du relief varie. Il serait souhaitable de faire
ces courbes de calibration pour différents modèles et pour différentes régions. De
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plus, pour ALADIN, les résultats sur la France, le sud-est et le nord-ouest suggèrent
qu’il y a peut-être une taille de domaine minimale sur laquelle cette analyse donne
des résultats cohérents. Une étude plus détaillée de la relation entre l’altitude et la
précipitation est nécessaire avant de proposer cette analyse comme un indicateur du
rôle du relief dans les différences entre résolutions.
Figure 4.4 – Les précipitations en fonction de l’altitude, saison SOND, 1981–2010.
La précipitation médiane, le 97ième centile et le 99ième centile sont affichés sur la
France, le Nord-ouest et le Sud-est.
Les résultats de la relation précipitation-altitude dans ALADIN 12 km, ALA-
DIN 50 km et SAFRAN suggèrent que sur une région aussi grande que la France,
la différence entre résolutions dépend de l’altitude. Sur les régions plus petites du
sud-est et du nord-ouest, les courbes sont plus bruitées et il n’y a pas de relation
claire entre les précipitations et l’altitude. Une étude plus détaillée de la relation
entre précipitation et altitude est nécessaire avant d’utiliser cette analyse pour dé-
terminer les sources de la valeur ajoutée. Pour l’instant, pour valider le rôle du relief
dans la valeur ajoutée, il est préférable d’utiliser des régions où le relief joue un rôle
mineur (section 2.3.1) ou d’effectuer des expériences de sensibilité sur le relief dans
la mesure du possible. En revanche, l’évaluation de la valeur ajoutée en fonction de
l’altitude est possible avec les courbes précipitation-altitude.
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3 Conclusion
L’étude de la valeur ajoutée de la haute résolution met en évidence la perfor-
mance satisfaisant d’ALADIN 12 km sur les précipitations extrêmes au sud-est de
la France. Les sources principales de la valeur ajoutée pour la reproduction des pré-
cipitations intenses avec ALADIN 12 km sont les précipitations sous-mailles et une
meilleure résolution du relief. Les différentes sources de valeur ajoutée ont été mis
en évidence par des analyses indirectes, telles que la comparaison des régions de
plaine et d’altitude. Dans une discussion étendue, nous avons établi que la région
nord-ouest était un bon indicateur du rôle du relief par rapport à la région sud-
est, car l’impact des changements du flux d’humidité sur les précipitations entre les
deux résolutions d’ALADIN était mineur. L’utilisation d’une courbe précipitation-
altitude pour démontrer le rôle du relief est toujours en cours de développement et
des expériences de sensibilité sont nécessaires afin de déterminer quels résultats sont
possibles avec ces courbes. Des études plus détaillées sur le lien entre les précipita-
tions et la circulation grande-échelle ou sur le rôle du schéma de convection dans
les extrêmes de précipitation, en particulier pour des pas de temps en dessous d’une
journée, sont quelques pistes pour la suite de cette étude.
Dans la prochaine étape, des précipitations futures simulées par ALADIN 12 km
sont fournies en entrée d’un modèle hydrologique sur le bassin versant du Lez. La
bonne performance d’ALADIN 12 km sur les simulations pilotées par l’analyse ERAI
ne permet pas de garantir que ce modèle simule de manière satisfaisante les préci-
pitations extrêmes futures. Avant d’utiliser les simulations ALADIN en entrée du
modèle hydrologique, une correction de biais de type perturbation de quantiles est
appliqué aux précipitations futures. Cette correction réduit le biais du modèle par
rapport aux précipitations observées et permet d’utiliser des épisodes de crue phares
sous les conditions du climat futur.
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Chapitre 5
Etude d’impact du changement
climatique sur la réponse hydrologique
du bassin versant du Lez
1 Introduction
Le sud de la France est soumis à des crues éclair parfois dévastatrices. Des pluies
diluviennes et des petits bassins versants à relief accidenté sont à l’origine de ces
crues. Si l’intensification des précipitations extrêmes en région méditerranéenne sous
l’influence du changement climatique se confirme, cette situation risque de s’aggraver
(Kysely` et al., 2012). Afin de mieux préparer les collectivités locales et les décideurs
à ce risque, la modélisation des crues éclair dans le cadre d’une étude d’impact du
changement climatique fournit une première estimation de l’aléa hydrologique futur.
Cependant, ces études d’impact sont rendues difficiles par la différence de résolution
existant entre les champs atmosphériques fournis par les modèles climatiques et les
précipitations en entrée des modèles hydrologiques. Les modèles climatiques globaux
simulent l’impact du changement climatique à une résolution d’environ 100 km,
tandis que la modélisation des crues éclair dans le cadre de cette thèse nécessite une
résolution kilométrique. Les modèles climatiques régionaux permettent d’augmenter
la résolution des champs atmosphériques issus des modèles climatiques globaux par
la désagrégation dynamique des données. Ces modèles améliorent souvent les champs
de précipitation à l’échelle locale, car ces derniers sont sensibles à la résolution des
mailles et du relief. La dernière étape est de fournir ces précipitations désagrégées
en entrée d’un modèle hydrologique. L’application d’une méthode de correction de
biais sur les champs atmosphériques avant la modélisation hydrologique peut réduire
l’incertitude des projections futures.
L’objectif de ce chapitre est de mettre en place une méthodologie d’étude d’im-
pact adaptée à l’échelle des crues éclair d’un petit bassin versant du sud de la France
à l’aide d’un modèle hydrologique événementiel. Plusieurs difficultés se présentent
alors. La première est liée à la taille du bassin versant. On ne sait pas si la taille
des bassins versants soumis aux crues éclair (généralement inférieure à 1000 km2
selon Marchi et al. (2010)) permet de capturer le signal du changement climatique.
Autrement dit, nous ne savons pas à quel point le signal du changement climatique
sur un bassin de cette taille est bruité pour un modèle climatique régional de 12 km.
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La deuxième difficulté est liée à la nature des pluies à l’origine des crues éclair.
En région méditerranéenne, ces dernières sont souvent associées à des précipitations
d’origine convective. Or, la convection n’est explicitement résolue par les modèles
atmosphériques qu’au–dessous de quelques kilomètres de résolution. La troisième
difficulté est liée au caractère événementiel de la modélisation hydrologique. Ce
type de modélisation implique en effet une méthode de sélection des événements et
la détermination d’un état hydrique initial. Pour le choix des événements, on peut
soit choisir des événements de référence observés dans le passé et leur transférer
le signal lié au changement climatique (simulé par le modèle climatique régional)
soit sélectionner de nouveaux événements à partir des chroniques issues du modèle
climatique. Concernant l’initialisation du modèle hydrologique, on peut aussi choi-
sir de prendre l’état hydrique initial du bassin et de lui transférer le signal liée au
changement climatique ou effectuer seulement une étude de sensibilité.
Cette étude concerne le bassin versant du Lez, situé en amont de la ville de
Montpellier. Ce bassin, récemment impliqué dans des crues éclair en septembre et
octobre 2014 à Montpellier, est typique de la région méditerranéen (bassin de petite
taille à réponse hydrologique brutale). La réponse hydrologique du bassin versant
aux précipitations est modélisée par un modèle hydrologique conceptuel distribué,
événementiel et parcimonieux. Les précipitations futures en entrée du modèle hy-
drologique sont simulées par un modèle climatique régional. Ces précipitations sont
corrigées avant d’être fournies en entrée du modèle hydrologique par une technique
de correction de biais de type perturbation de quantiles. Cette correction est ap-
pliquée pour des événements de crue observés qui sont « transférés » sur la période
future. La correction de biais de type perturbation des quantiles a deux avantages
principaux pour une étude d’impact sur des événements hydrologiques ponctuels : i)
nous pouvons produire des analogues futurs des événements notables du passé, ce qui
est plus parlant pour les prévisionnistes et les décideurs, et ii) il est possible de va-
lider le modèle hydrologique sur des événements observés à partir des précipitations
de référence. Dans le cadre de cette première étude méthodologique, le modèle est
initialisé à partir d’un paramètre calibré sur les crues passées. Ce paramètre est cor-
rélé à l’état hydrique du bassin versant. Des tests de sensibilité permettent d’estimer
la variabilité des débits futurs en fonction de l’initialisation du modèle. Ni l’impact
du changement climatique sur l’état hydrique du bassin versant ni l’évolution de
l’occupation des sols ne sont pris en compte explicitement dans cette étude.
Ce chapitre présente les premiers résultats d’une étude d’impact du changement
climatique. Sous l’influence du changement climatique, une augmentation des préci-
pitations et des débits du bassin versant du Lez est possible. Cependant, ces résultats
sont très sensibles au choix du modèle climatique global et du modèle régional et
à l’état hydrique du bassin versant. En raison des incertitudes importantes dans
l’étude d’impact présentée dans ce chapitre, on se gardera pour l’instant de tirer des
conclusions sur l’évolution future des débits du bassin versant du Lez.
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2 Etude d’impact hydrologique sur le bassin versant du
Lez
2.1 Données et observations
2.1.1 Simulations atmosphériques
Le modèle atmosphérique qui simule les scénarios de changement climatique est
ALADIN à une résolution de 12 km. Plus de détails sur le modèle sont présentés
dans l’article scientifique du chapitre 4. Les scénarios de forçages radiatifs simulés
par le modèle sont le RCP4.5 et le RCP8.5 (Van Vuuren et al., 2011). Par rapport
aux scénarios précédents, les RCPs (representative concentration pathways) tentent
de représenter l’éventail des scénarios développés dans la littérature de façon in-
dépendante. Ces scénarios fournissent l’ensemble des informations nécessaires à la
modélisation climatique future : les concentrations en gaz à effet de serre, les pol-
luants atmosphériques et l’occupation des sols. La simulation historique couvre la
période allant de 1950 à 2005 et les projections climatiques couvrent la période allant
de 2006 à 2100. Les conditions aux limites de ces simulations, réalisées dans le cadre
du projet CMIP5, sont renseignées par le modèle CNRM-CM5. Un seule membre du
modèle CNRM-CM5 a été désagrégé par ALADIN à 12 km pour les deux scénarios
et le run historique.
2.1.2 Modèle et données de référence hydrologiques
Le modèle hydrologique est décrit dans l’article scientifique présenté dans le
chapitre 3. Nous récapitulons ici quelques aspects du modèle et des données hydro-
logiques essentiels dans l’étude d’impact du changement climatique.
Le bassin versant du Lez est situé à 14 km au nord de la ville de Montpellier
dans le département de l’Hérault (figure 5.1). Le Lez à l’exutoire de Lavalette est
alimenté par un bassin topographique de surface d’une aire de 114 km2. Ce bassin
topographique amont est peu urbanisé ce qui permet d’éviter les difficultés de mo-
délisation liées à l’hydrologie urbaine. Il s’agit d’un sous-bassin de l’hydrosystème
Lez-Mosson-Etangs Palavasiens de 746 km2 (source : Syndicat du Bassin du Lez). Le
Lez est aussi alimenté par un aquifère karstique de 380 km2 dont l’exutoire principal
est la source du Lez. Quatre stations pluviométriques fournissent les observations de
précipitation de référence : Saint-Martin, Montpellier-ENSAM, Prades et Mauguio.
Les données de précipitations horaires n’étant disponibles que pendant les épisodes,
l’analyse SAFRAN (Quintana-Seguí et al., 2008) à un pas de temps journalier et une
résolution spatiale de 8 km est utilisée pour combler les informations manquantes.
Conçu à l’origine pour la prévision des avalanches, SAFRAN est une analyse de
variables atmosphériques sur la France fournissant notamment les précipitations.
SAFRAN est disponible depuis 1958 et fournit une chronique suffisante pour le cal-
cul de la distribution empirique des précipitations journalières. SAFRAN contient
sur la France plus de stations que d’autres analyses de précipitations fréquemment
utilisées, tels que CRU (Harris et al., 2014) et E–OBS Haylock et al. (2008).
21 épisodes de crue observés sont disponibles sur le bassin versant du Lez entre
1994 et 2008 (table 5.1). Ces épisodes ont été sélectionnés à partir d’un critère de
débit et de précipitation. Tous les épisodes retenus présentent un cumul de précipi-
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Figure 5.1 – Localisation des pluviomètres du bassin versant du Lez. Les quatre
pluviomètres (triangles noirs) qui fournissent des observations de précipitation sur
le bassin versant du Lez sont Saint-Martin, Montpellier-ENSAM, Prades et Mauguio.
tation supérieur à 90 mm et un débit de pointe de plus de 40 m3 s−1. Plus de détails
sur la méthode de sélection des épisodes sont disponibles dans Coustau (2011).
Pour chaque épisode, le modèle hydrologique simule les débits à partir d’une
fonction de production de type SCS (Coustau et al., 2012a; Gaume et al., 2004;
Harader et al., 2012). Dans cette fonction, la précipitation efficace (le ruissellement)
est calculée à chaque pas de temps comme une fraction de la précipitation brute
tombée sur une maille. Cette fraction est le coefficient de ruissellement, C(t) :
C(t) =
{
Pb(t)− 0.2S
Pb(t)+ 0.8S
(
2 − Pb(t)− 0.2S
Pb(t)+ 0.8S
)
if Pb(t) > 0.2S
0 sinon,
(5.1)
où Pb est le cumul de précipitation au temps t depuis le début de l’épisode (en
mm) et S est le déficit hydrique (capacité de stockage) du bassin versant en début
d’épisode. Les pertes de précipitations initiales avant le début du ruissellement sont
égales à 0.2S. Le paramètre, S est calibré pour chaque épisode à partir des débits
observés. Il est ensuite corrélé à l’état hydrique du bassin versant mesuré par le
niveau piézométrique dans l’aquifère ou par des humidités modélisées par la chaîne
SIM de Météo–France (Habets et al., 2008) (voir figure 5.2). Cette relation permet
d’initialiser le modèle pour des prévisions ou projections climatiques pour lesquelles
une calibration avec des débits observés est impossible.
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épisode P (mm) Qp (m3 s−1) Scal(mm)
octobre 1994 203,4 123,6 200
novembre 1994 104,6 99,7 121
décembre 1995 94,6 53,2 135
mars 1996 100,8 40,3 154
décembre 1996 160,6 138,6 146
novembre 1997 136 53,9 266
décembre 1997 173 121,5 150
novembre 1999 121,4 42,8 168
septembre 2000 79 51,4 143
décembre 2000 83 48,3 117
janvier 2001 79,4 93,1 101
octobre 2001 115,6 238,0 164
septembre 2002 129,4 103,2 238
octobre 2002 124,8 42,9 196
décembre 2002 261 375,8 95
septembre 2003 120 91,4 481
novembre 2003 82,4 64,0 112
décembre 2003 285,6 423,8 101
septembre 2005 364,6 467,1 33
janvier 2006 111,5 52,4 132
novembre 2008 212,4 109,2 386
Table 5.1 – Valeurs du paramètre S calibrées pour 21 épisodes de crues observées
sur le bassin versant du Lez.
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Figure 5.2 – Régression linéaire entre les valeurs de S calibrées et l’humidité de la
couche racinaire (HU2), modélisée par la chaîne SAFRAN-ISBA-MODCOU (SIM)
de Météo-France (Habets et al., 2008). Le coefficient de détermination est égale à
0.69.
Le modèle hydrologique est intégré à un pas de temps horaire. Il utilise un Modèle
Numérique de Terrain à 75 m de résolution. La table 5.1 présente les valeurs de S
calibrées pour chacun des épisodes, les précipitations moyennes et les débits de
pointe observés. Pour 18 des 21 épisodes, les débits simulés par le modèle calibré
ont un critère de Nash satisfaisant (de 0, 66 à 0, 94) 1. Les trois épisodes présentant
les scores les plus faibles ont des valeurs de Nash comprises entre 0, 54 et 0, 61.
2.2 Méthodologie : la correction de biais événementielle
Les méthodes de correction de biais sont appliquées aux champs atmosphériques
modélisés par des modèles climatiques régionaux ou globaux. Ces méthodes réduisent
le biais entre les valeurs des champs modélisés et les données de référence (analyse
ou observations). L’hypothèse forte de ces méthodes est la stationnarité du biais du
modèle climatique régional sur la période future. La méthodologie retenue de type
perturbation de quantiles (Tramblay et al., 2013) est également connue sous le nom
« futurisation » (Colin, 2010), car cette méthode consiste à transférer des données
de référence sur une période future. Dans cette thèse, nous utilisons le verbe « fu-
turiser » pour faire référence aux données corrigées par la méthode de perturbation
de quantiles. La première partie de cette méthode est la correction de biais. Elle
consiste à remplacer les simulations climatiques historiques par des données de pré-
cipitation observées sur la période de référence. Sur la période passée, le biais par
rapport aux observations est alors complètement éliminé. Puis, la deuxième étape
consiste à calculer un coefficient de changement qui est le rapport entre les précipi-
tations futures simulées par un modèle climatique et les précipitations historiques
simulées par le même modèle. Ce coefficient de changement est calculé par quan-
tile de précipitation sur chaque maille, puis appliqué aux données de référence du
1. La valeur optimale du critère de Nash est 1
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quantile correspondant les plus proches. L’interpolation des simulations ou de la
référence avant le calcul des coefficients de changement est une autre possibilité qui
permet d’utiliser le coefficient de la maille ou du point correspondant.
Pour cette étude, une chronique complète de précipitations n’était disponible
sur aucune des stations d’observations (à savoir Saint-Martin, Montpellier-ENSAM,
Prades et Mauguio). Le calcul des quantiles empiriques sur ces stations est ainsi
impossible. Les données de précipitation journalières de SAFRAN à une résolution
de 8 km ont été utilisées pour calculer des quantiles empiriques sur la France avec la
méthode de Hazen, fréquemment employée en hydrologie. Les quantiles sont calculés
sur une fenêtre glissante de 90 jours autour d’un jour donné pour que chaque jour
de l’année ait une série de quantiles empiriques. L’utilisation d’une fenêtre glissante
permet de s’assurer que chaque jour ait une climatologie qui lui est représentative.
Dans le cas où des saisons sont utilisées (chaque jour de DJF est représenté par
les mêmes quantiles empiriques), des jours en fin et début de saison risquent d’être
moins bien représentés que ceux au milieu. Pour les jours de décembre, par exemple,
les événements de crue observés au cours de ce mois sont plus nombreux qu’en
janvier ou février. Les quantiles de décembre risquent d’être moins intenses que si
nous prenons une saison composée de septembre, octobre et novembre. Une autre
option serait de prendre une fenêtre de trois mois glissante sur l’année. Les quantiles
de décembre seraient calculés sur les trois mois de NDJ, puis janvier sur DJF et ainsi
de suite.
Pour chaque jour donné de crue observée, le coefficient de changement correspon-
dant à la maille SAFRAN la plus proche de la station pluviométrique sélectionnée
et au quantile de SAFRAN du jour en question est appliqué aux données obser-
vées agrégées sur une journée. Le changement de précipitation journalier est ensuite
redistribué au pas de temps horaire. La répartition est faite de deux façons : i) le
changement est divisé par 24 et rajouté à chaque pas de temps de manière égalitaire
ou ii) le changement est divisé sur chaque pas de temps pondéré par sa contribution
au cumul journalier. Ces deux manières d’appliquer un changement journalier à un
pas de temps horaire impactent la réponse hydrologique qui est sensible au cumul
et à l’intensité des précipitations.
Dans le cadre de cette étude, les étapes de la perturbation des quantiles ou
futurisation se résument ainsi :
1. Sur la période de référence, la simulation historique du modèle climatique
régional est remplacé par des épisodes de précipitations observés associés aux
crues notables du bassin versant du Lez.
2. Pour un événement observé à une station pluviométrique donnée, on déter-
mine le quantile, q de précipitation journalière au pas temps, i, à la maille de
SAFRAN la plus proche.
3. Pour des précipitations modélisées par ALADIN 12 km du même quantile,
on détermine le rapport entre le scénario futur (RCP4.5 ou RCP8.5) et la
simulation historique,
P f
mod,q(i)
P p
mod,q(i)
. Ceci constitue le coefficient de changement.
4. On multiplie les précipitations observées agrégées au pas de temps i par le
coefficient de changement.
5. Le changement journalier est ensuite redistribué sur les observations horaires
de façon constante ou pondérée en fonction du rapport du cumul horaire sur
147
le cumul journalier.
6. Ces étapes sont itérées chaque jour, jusqu’à ce que l’événement soit entièrement
futurisé.
La correction de biais a été appliquée à la période 2071 à 2100 par rapport à une
période de référence de 1976 à 2005. La période en fin de siècle a été sélectionnée,
car les forçages climatiques (gaz à effet de serre, occupation des sols, etc) sont à leur
maximum, ce qui se traduit par un signal plus fort de l’atmosphère. Cette période
donne également plus de temps à l’océan qui réagit plus lentement que l’atmosphère
aux forçages climatiques.
2.3 Résultats des précipitations futures modélisées et implications
pour l’étude d’impact
Afin de mieux comprendre les résultats de la modélisation hydrologique, nous
présentons ici les changements futurs projetés par ALADIN 12 km à partir des
conditions aux frontières fournies par le modèle global CNRM-CM5. Deux saisons
sont considérées : automne (SON) et hiver (DJF), car la quasi-totalité des événe-
ments notables sur le bassin versant du Lez se produisent de septembre à janvier.
La figure 5.3 présente les changements de précipitations relatifs sur plusieurs
périodes entre 2006 et 2100. En hiver, les précipitations du RCP4.5 aux alentours
du bassin versant diminuent progressivement de 2011 à 2100. Cette diminution est
associée à une augmentation des précipitations au nord de la France formant un
dipôle nord-est, sud-ouest. Sur le RCP8.5, nous voyons une progression de l’aug-
mentation des précipitations au nord-ouest de la France, qui deviennent plus fortes
au fur et à mesure des 3 périodes de 2011 à 2100. Au sud de la France, une diminu-
tion des précipitations est observée de 2011 à 2040 dans le RCP4.5. Cette diminution
est moins marquée de 2041 à 2071, puis elle devient plus notable de 2071 à 2100.
Contrairement au RCP4.5, RCP8.5 ne paraît pas développer un dipôle nord-sud
progressivement sur les trois périodes entre 2011 et 2100. L’assèchement plus fort
au sud-ouest dans le RCP4.5 que le RCP8.5, en dépit d’un forçage radiatif plus
important dans le RCP8.5, est probablement le résultat de la variabilité interne du
modèle (Terray et Boé, 2013). Dans cette étude, nous utilisons un seul membre du
modèle climatique global en entrée du modèle climatique régional, ce qui induit une
forte incertitude par rapport au choix du membre. Il est possible d’estimer cette
incertitude par l’utilisation d’un ensemble de membres. Sur les deux scénarios, les
précipitations hivernales moyennes sur les Alpes au sud-est de la France augmentent
en générale ou diminuent très peu (2071 à 2100, RCP8.5). Nous observons que le
bassin versant du Lez est localisé sur une zone de transition entre l’assèchement et
l’augmentation des précipitations. En fin de siècle, le signal dominant sur le bassin
versant est une diminution des précipitations moyennes.
En automne, une augmentation locale des précipitations moyennes marquée est
visible sur le Languedoc-Roussillon et les Pyrénées-Orientales (figure 5.3) sur toutes
les périodes de 2006 à 2100. Cette augmentation est présente dans les deux scénarios.
Cette augmentation pourrait venir d’une augmentation des précipitations très fortes
de cette région soumis habituellement aux précipitations extrêmes en automne ou
d’une modification de la circulation qui influence les précipitations (atmosphère plus
favorable à un régime de temps qui déclenche les précipitations). La visualisation
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Figure 5.3 – Changement de précipitation relatif moyen projeté par ALADIN 12 km
sur différentes périodes entre 2006 et 2100. La période de référence est 1976 à 2005.
Résultats pour l’hiver (DJF) et l’automne (SON), scénarios RCP4.5 et RCP8.5. Le
bassin versant du Lez est le point en rouge.
des différents quantiles de précipitation permet de tester cette première hypothèse.
Quelque soit la source de ces changements, il est nécessaire de situer ces changements
par rapport aux autres modèles climatiques dans le cadre d’une étude multi-modèles
afin de déterminer le niveau de confiance que nous pouvons accorder à ces résultats.
Le changement des précipitations futures sur la France a été considéré pour la
médiane, le 97ième centile, le 99ième centile et le 99.9ième centile. Ces quantiles ont été
calculés sur la période en fin de siècle (de 2071 à 2100) pour l’automne et l’hiver.
La séparation des précipitations par quantile permet de mieux comprendre le signal
projeté sur les précipitations moyennes. Les précipitations moyennes sont sensibles à
la distribution des précipitations, qui ne sont pas normales. Les quantiles permettent
de voir l’impact du changement climatique sur des événements de précipitation plus
ou moins fréquents.
En hiver, pour les deux scénarios, la médiane de précipitation diminue au sud
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et augmente au nord (figure 5.4), comme c’était le cas de la précipitation moyenne.
L’absence d’une augmentation des précipitations fortes sur les Alpes dans la mé-
diane dans le RCP4.5 suggère que le signal observé sur les précipitations moyennes
est probablement le résultat d’une augmentation des quantiles élevés. Une augmen-
tation des précipitations sur les Alpes est observée sur le 97ième centile et le 99ième
centile. Ces quantiles ont aussi augmenté sur les Alpes dans le RCP8.5, mais les
précipitations moyennes diminuent légèrement en fin de siècle sous ce scénario. Une
diminution locale des précipitations sur le Languedoc-Roussillon et les Pyrénées-
Orientales est présente pour le 97ième et 99ième centiles des deux scénarios. Le 99, 9ième
centile a une très grande variabilité spatiale dans les deux scénarios. Il est difficile de
conclure sur l’impact des changements de ce quantile. En général, les précipitations
du bassin versant du Lez devrait diminuer en hiver pour la médiane, le 97ième cen-
tile et le 99ième centile tandis que les précipitations les plus fortes (99, 9ième centile)
restent mitigées.
Figure 5.4 – Changement de précipitation relatif du 50ième, 97ième, 99ième et 99, 9ième
centiles projeté par ALADIN 12 km pour la période de 2071 à 2100. La période
de référence est 1976 à 2005. Résultats pour l’hiver (DJF) et l’automne (SON),
scénarios RCP4.5 et RCP8.5. Le bassin versant du Lez est le point en rouge.
En automne, pour les deux scénarios, l’augmentation des précipitations sur le
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Languedoc-Roussillon et les Pyrénées-Orientales est visible pour la médiane, le 97ième
centile et le 99ième centile. Ceci suggère que le signal sur les précipitations moyennes
en automne n’est pas que le résultat de l’augmentation des événements extrêmes,
mais d’un climat futur qui favorise les précipitations sur cette région quelque soit le
quantile. Ce changement ne vient pas exclusivement des événements de précipita-
tions extrêmes méditerranéens. L’augmentation des précipitations sur le Languedoc-
Roussillon et les Pyrénées-Orientales a une plus grande étendue spatiale dans le
RCP4.5 pour les 97ième et 99ième centiles et touche plus le bassin d’étude. A l’instar
des résultats sur l’hiver, le 99, 9ième centile présente une très forte variabilité spa-
tiale, avec une diminution au sud visible dans le RCP8.5. Pour les deux scénarios,
les résultats sur le 99, 9ième centile sont d’une très grande variabilité spatiale. L’ap-
plication d’une méthode de lissage spatiale permettrait de déterminer s’il existe un
signal de changement au sud de la France. Sur les précipitations moyennes et les
autres quantiles, une augmentation des événements pluvieux sur le bassin versant
d’étude est probable selon les résultats d’ALADIN 12 km.
Pour l’étude hydrologique, la présence d’une augmentation de précipitation sur
le sud-est de la France en automne présage une possible augmentation des débits
du bassin versant du Lez pendant cette période. En hiver, le signal du changement
est plus mitigé et varie selon la période et l’intensité des précipitations. Dans la
prochaine section, on considère la traduction du signal sur les précipitations en
débits de crue. La réponse des débits dépendra aussi des conditions au sol qui sont
considérées dans le cadre d’un test de sensibilité.
2.4 Résultats de la modélisation hydrologique sur la période future
Le modèle hydrologique a été appliqué aux 21 épisodes de crue futurisés pour les
scénarios RCP4.5 et RCP8.5. Pour chaque scénario, les précipitations journalières
sont corrigées par une méthode de perturbation de quantiles. Les corrections jour-
nalières sont ensuite reparties sur les précipitations horaires de manière pondérée
par le cumul horaire ou de façon égalitaire. Trois valeurs de S sont utilisées pour
chaque épisode afin d’estimer la sensibilité du modèle à l’état hydrique du bassin :
Scal calibré sur la période passée, Scal plus l’écart type calculé sur les 21 épisodes
passées, et Scal moins l’écart type. Ce chapitre présente les impacts du changement
climatique sur les précipitations et les débits à l’exutoire du bassin versant, projetés
par ALADIN et le modèle hydrologique.
Dans un premier temps, nous considérons les coefficients de changement, calculés
sur les données ALADIN interpolées sur la grille de SAFRAN. Les chroniques de
chacun des quatre pluviomètres qui fournissent les observations sur le bassin versant
du Lez au modèle hydrologique sont multipliés par des coefficients de changement,
calculés à la maille SAFRAN la plus proche. Ces coefficients sont appliqués par
quantile de précipitation journalière. Les coefficients de correction en fonction des
quantiles de précipitation sont présentés dans la figure 5.5 pour deux saisons, au-
tomne et hiver. Dans les corrections appliquées aux épisodes de crue, les coefficients
de correction sont calculés en fonction des quantiles sur une fenêtre glissante de
90 jours. Ici, nous avons choisi d’illustrer ces coefficients pour les deux saisons pen-
dant lesquelles la plupart des épisodes de crue arrivent sur le bassin versant du Lez.
Pour les deux scénarios, les courbes de l’automne (SON) sont relativement stables
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avec une légère montée pour les faibles quantiles, puis une augmentation importante
de la correction pour les quantiles les plus élevés. En hiver, RCP4.5 montre une forte
augmentation des quantiles faibles aux stations de Prades et Maugio, tandis que ceux
de Montpellier et Saint-Martin baissent. Une augmentation des quantiles élevés est
projetée, suivie d’un baisse des quantiles les plus élevés pour certaines stations. En
hiver, le RCP8.5 montre une baisse des quantiles moyens, suivi par une augmenta-
tion du coefficient de correction qui s’aplatit au dessus de zéro. Toutes les stations
montre une baisse du coefficient pour les quantiles les plus élevés du RCP8.5 en
hiver.
Figure 5.5 – Coefficient de changement en fonction du centile de précipitation. 2071–
2100 par rapport à 1976-2005. RCP4.5 et RCP8.5, saisons DJF et SON. Les traits
sont les coefficients calculés aux points SAFRAN les plus proches des quatre pluvio-
mètres qui fournissent les observations sur le Lez. La pluviomètre de Montpellier est
violet, celle de Saint Martin bleu, celle de Mauguio orange, et celle de Prades vert.
En cohérence avec l’augmentation des précipitations automnales projetée sur le
Languedoc-Roussillon et les Pyrénées-Orientales pour les deux scénarios dans la
section 2.3, les deux scénarios montrent une augmentation marquée des coefficients
pour les quantiles plus élevés en automne. Ceci se traduit par une augmentation des
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précipitations de référence par le coefficient de changement pendant la correction de
biais. En hiver, les quantiles faibles et moyens ne suivent pas la même évolution. Il y
a une baisse marquée des quantiles faibles de toutes les stations de RCP8.5 qui n’est
pas projetée dans RCP4.5. Pour les quantiles le plus élevés, une baisse est projetée
pour les deux scénarios, au moins pour certaines stations. Ces résultats suggèrent
qu’une baisse des quantiles de précipitation les plus forts en hiver est possible.
Suite à l’application de la correction de biais aux précipitations simulées par
ALADIN 12 km, ces données sont fournies en entrée du modèle hydrologique pour
les 21 épisodes de crue de référence. Pour chaque épisode, le modèle hydrologique est
initialisé par les conditions aux sol calibrés sur la période de référence. Le modèle
hydrologique simule ensuite une chronique de débits. Cette chronique est affichée
dans la figure 5.6 pour l’épisode d’octobre 1994. Trois chroniques sont affichées :
les débits observés, les débits de référence, simulés avec les précipitations observées
et les débits futurs, simulés à partir des précipitations corrigées. Un biais existe
entre les observations et la simulation de référence. Pour cette raison, l’impact du
changement climatique sur les débits est mesuré par rapport à une simulation de
référence et non pas les observations. La mesure utilisée pour estimer cet impact
est le débit de pointe, qui permet d’évaluer les dégâts au paroxysme de la crue.
Pour les précipitations, le cumul pendant l’épisode et le maximum d’intensité sont
considérés.
Figure 5.6 – Exemple d’un hydrogramme de débits futurisés, épisode du 18 octobre
1994. Le trait noir est le débit observé et le trait bleu est le débit de référence
calculé par le modèle à partir des précipitations observées. La différence entre ces
deux courbes montre le biais du modèle. Le trait vert sont les débits calculés à
partir des précipitations futurisées du scénario RCP4.5 (correction pondérée). Le
débit de pic de la référence et du RCP4.5 est indiqué par le trait vertical rouge. La
précipitation horaire est affichée sur l’axe des ordonnées inverse. Les bâtons noirs
sont les précipitations observées et les bâtons verts sont les précipitations futurisées.
La figure 5.7 présente les cumuls de précipitation pour les 21 épisodes de crue
futurisées sur la période 2071 à 2100. Le cumul de précipitation est pareil pour la
correction pondérée et non-pondérée. Sur une majorité des épisodes, les cumuls du
RCP4.5 dépassent ceux du RCP8.5. L’impact sur la précipitation moyenne dépend
en partie du mois de l’épisode. Les épisodes en novembre et octobre ont quasiment
toujours une augmentation du cumul de précipitation, tandis que les épisodes de
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janvier affichent toujours une diminution. Les épisodes de septembre et décembre
sont plus variables est affichent des diminutions ou augmentations du cumul selon
l’épisode. Ces premiers résultats suggèrent que l’impact du changement climatique
sur les précipitations du bassin versant du Lez varie selon le mois d’arrivée de l’épi-
sode, mais l’échantillon de seulement 21 épisodes est trop petit pour en tirer des
conclusions robustes.
Figure 5.7 – Cumul de précipitations futurisées des scénarios RCP4.5 et RCP8.5,
2071–2100 par rapport à 1976-2005. 21 épisodes de crue. Le RCP4.5 est en orange,
le RCP8.4 en violet et les observations en noire.
La figure 5.8 présente le débit de pic des 21 épisodes de crue futurisées pour la
correction horaire pondérée. Trois simulations ont été réalisées pour chaque épisode :
initialisation par les conditions au sol calibrées sur le passé (Scal), Scal plus un écart
type et Scal moins un écart type. Ce deux derniers sont affichés comme barres d’erreur
sur les débits afin de visualiser l’incertitude liée à l’initialisation du modèle. La barre
d’erreur haute est le débit de pic simulé avec Scal moins un écart type (sols plus
humides) et la barre d’erreur basse est le débit de pic simulé avec Scal plus un écart
type (sols plus secs). Comme pour les précipitations, RCP4.5 a tendance à produire
des pics de débit plus importants que RCP8.5. Quelques épisodes clefs ressortent
où l’augmentation des débits est marquée par rapport à la référence : octobre 1994,
octobre 2001 et décembre 2003. Pour d’autres épisodes, le changement futur reste
modeste et est similaire en amplitude du biais du modèle.
La plus grande source d’incertitude dans le débit de pointe est lié à la sensibilité
du modèle à son initialisation. Pour une majorité des épisodes, les barres d’erreurs
inférieures (Scal plus un écart type) coïncident avec les débits de référence. Dans ce
cas, le changement des précipitations n’est pas suffisant pour augmenter les débits si
le niveau initial du réservoir sol (S) est diminué d’un écart type. Les résultats sont
tellement sensibles à l’état hydrique du bassin versant que selon l’évolution de ce
dernier, les débits de crue pourraient augmenter, diminuer ou rester stationnaires.
Cette source d’incertitude est de loin plus importante que le choix du scénario.
La figure 5.8 est montrée seulement pour la répartition temporelle pondérée.
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Figure 5.8 – Débit de pic des scénarios RCP4.5 et RCP8.5, 2071–2100 par rapport
à 1976-2005. 21 épisodes de crue. Le RCP4.5 est en orange, le RCP8.4 en violet,
la simulation de référence est en bleu et les observations en noire. Les moustaches
représentent la variation du débit de pic en fonction du paramètre S. La moustache
du bas est Scal plus un écart type (sols plus secs) et la moustache du haut est Scal
moins un écart type (sols plus humides).
Pour la répartition non-pondérée, ces résultats sont moyennés sur les 21 épisodes
afin de faciliter la comparaison avec la correction pondérée. La table 5.2 présente le
changement relatif du débit de pointe moyenné sur les 21 épisodes. En moyenne, le
RCP4.5 projette une augmentation des débits de pointe de 27% quand la correction
est pondérée et 17% quand elle ne l’est pas. Les augmentations sont bien moins
importantes pour le RCP8.5, à 9.8% et 5.9% pour le pondéré et le non-pondéré
respectivement. L’impact de l’initialisation sur les 21 épisodes est très important avec
les changements allant de plus de 100% d’augmentation à une diminution d’environ
40%. L’évolution de l’état hydrique du bassin versant joue un rôle essentiel dans
l’impact du changement climatique et les résultats sont peu concluants sans une
estimation fiable de l’initialisation du modèle sur la période future.
La table 5.2 présente également les changements moyens du cumul de précipita-
tion et de la précipitation maximale sur les 21 épisodes. Le cumul de précipitation
augmente en moyenne de 11% pour le RCP4.5 et 4.7% pour le RCP8.5, ce qui résume
la tendance des précipitations et des débits dans les figures 5.8 et 5.7 d’avoir des
augmentations plus fortes dans RCP4.5. Les cumuls sont identiques dans les deux
cas, pour une répartition pondérée ou non-pondérée. La précipitation maximale est
plus grande dans le RCP4.5 que le RCP8.5. La répartition pondérée a une précipi-
tation maximale plus importante que la répartition non-pondérée dans les deux cas,
ce qui est un résultat de la structure de la répartition temporelle des précipitations.
La sensibilité du modèle hydrologique à la répartition temporelle des précipitations
est plus importante que celle liée au choix de scénario.
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RCP4.5, pondéré RCP4.5, non-pondéré RCP8.5, pondéré RCP8.5, non-pondéré
Changement débit 0.27 0.17 0.098 0.059
Limite supérieure 1.21 1.06 1.0 0.93
Limite inférieure −0.28 −0.35 −0.40 −0.43
Changement cumul précip. 0.11 −−− 0.047 −−−
Changement max précip. 0.13 0.024 0.052 0.0071
Table 5.2 – Changement de débit de pointe, du cumul de précipitation, et de la
précipitation maximale moyennés sur 21 épisodes, 2071–2100 par rapport à 1976–
2005. Changements normalisés par rapport à 1976–2005. Les limites supérieures
et inférieures correspondent aux limites du débit de pointe pendant les tests de
sensibilité à l’initialisation du modèle.
2.5 Sensibilité du modèle à l’intensité et au cumul des précipita-
tions
Sous l’influence du changement climatique, l’intensité des précipitations et leur
cumul peut évoluer. Le changement de débit plus fort quand la répartition temporelle
des changements est pondérée met en évidence la sensibilité du modèle à l’intensité
des précipitations en plus de leur cumul. Le coefficient de ruissellement calculé par
le SCS augmente quand les sols sont saturés et une proportion plus importante
des précipitations ruisselle. Le modèle devient ainsi plus sensible à l’intensité des
précipitations en plus de leur quantité.
Dans le cadre de cette thèse, nous avons appliqué deux répartitions spatiales
de l’augmentation des précipitations futures : pondérée et non-pondérée. Ici, nous
considérons la sensibilité du modèle à l’intensité et au cumul de précipitation à
travers ces deux méthodes. La sensibilité du modèle est représentée par la valeur du
débit de pointe. Les données utilisées pour les analyses sont les 21 épisodes futurs
des deux scénarios futurs. La répartition pondérée représente la situation où pour
une même augmentation de cumul, l’intensité des précipitations augmente plus que
pour la non-pondérée. L’inverse est vrai pour la correction non-pondérée, pour une
même augmentation d’intensité, le cumul augmente plus. En comparant ces deux
méthodes, nous pouvons déterminer quel signal (cumul ou intensité) domine dans
la réponse hydrologique.
La figure 5.9 présente la relation entre le changement de précipitation et le chan-
gement de débit de pointe pour la période future, de 2071 à 2100 par rapport à
1976 à 2005. La sensibilité des changements de débit de pointe aux changements de
l’intensité de précipitation est plus importante pour la répartition non-pondérée que
pour la pondérée, c’est à dire quand le cumul augmente en même temps que l’in-
tensité de précipitation maximale, le débit de pointe augmente plus (figure 5.9(a)).
La relation entre le changement de débit de pointe et le changement de l’intensité
de précipitation maximale est relativement linéaire pour les deux corrections. Par
rapport à l’intensité maximale de précipitation, le débit de pointe est moins sensible
qu’aux changements du cumul de précipitation (figure 5.9(b)). La répartition tem-
porelle du changement de précipitation n’a pas d’impact notable sur le changement
du débit de pointe jusqu’à 20 mm h−1 environ. A ce point, les débits de pointe de la
répartition pondérée commencent à augmenter bien plus que ceux de la répartition
156
Figure 5.9 – Relation entre le changement de débit et le changement de précipita-
tion. 21 épisodes, RCP4.5 et RCP8.5, 2071–2100 par rapport à 1976-2005, répartition
pondérée et non-pondérée. Le RCP4.5 est en orange, le RCP8.4 en violet, la répar-
tition pondérée en croix et la répartition non pondérée en cercle. (a) changement
du débit de pointe par rapport au changement de l’intensité de précipitation maxi-
male. (b) changement du débit de pointe par rapport au changement du cumul de
précipitation.
non-pondérée. La relation entre le changement de débit de pointe et le changement
du cumul de précipitation devient plus exponentielle pour la répartition pondérée
et reste linéaire pour la répartition non-pondérée.
Pour des petits changements de cumul, le choix de répartition a peu d’impact sur
la sensibilité du modèle au changements de cumul (figure 5.9(b)), contrairement à la
sensibilité au changements de l’intensité maximale de précipitations (figure 5.9(a)).
Cette observation montre que quand le cumul augmente pour une même intensité
(la répartition non-pondérée de la figure 5.9(a)), la sensibilité du débit de pointe
est toujours impactée quelque soit l’importance du changement d’intensité. Quand
l’intensité de précipitation maximale augmente pour un même cumul, ce n’est pas
157
toujours le cas. Ces résultats suggèrent que le signal du cumul des précipitations
domine sur celui de l’intensité dans la réponse du modèle hydrologique sur le bassin
versant du Lez. Pour des petits changements de cumul, la répartition temporelle des
changements ne joue pas un rôle prépondérant dans la réponse hydrologique.
2.6 Discussion
Les résultats de l’étude d’impact hydrologique suggèrent que les débits du bassin
versant du Lez pourraient augmenter sous l’influence du changement climatique si
les projections d’ALADIN 12 km sont représentatives du signal des changements
atmosphériques futurs. La précipitation et le débit de pointe augmentent sous le
climat futur, avec une augmentation plus importante sous le scénario RCP4.5 que
sous le scénario RCP8.5. Le signal de changement dépend aussi de la saison quand
l’épisode se produit. La répartition spatiale des changements, présentée dans la sec-
tion 2.3, les précipitations extrêmes augmentent sur le Lez en automne et diminuent
pour certains quantiles en hiver. L’observation que les précipitations et donc les dé-
bits augmentent plus dans le RCP4.5 que dans le RCP8.5 n’est pas évidente dans
les images de la répartition spatiale des changements de précipitation. La variabilité
spatiale du modèle au sud de la France pourrait influer sur les différences entre les
deux scénarios en plus de la variabilité interne du modèle, non pris en compte dans
cet exercice. Par rapport au choix du scénario, l’initialisation du modèle hydrolo-
gique est de loin la source d’incertitude la plus importante. Selon l’état hydrique
futur du bassin versant, les débits de pointe pourraient doubler ou diminuer de plus
de 40%.
Le modèle est également sensible au cumul de précipitation et à sa distribution
temporelle. Cependant, pour des petits changements du cumul de précipitation, la
répartition temporelle a un impact mineur sur la sensibilité du modèle. Entre les
deux choix de la répartition temporelle de la correction journalière, la répartition
pondérée paraît la plus réaliste car elle permet de prendre en compte une aug-
mentation plus importante des précipitations les plus extrêmes. L’utilisation des
simulations de précipitation horaires ou tri-horaires permettrait d’éviter ou réduire
le nombre d’hypothèses sur la répartition temporelle des précipitations horaires.
Sinon, un algorithme de répartition temporelle plus avancé pourrait améliorer les
résultats. L’utilisation de l’intensité de précipitation maximale comme un indica-
teur de la structure temporelle des précipitations est une autre simplification de
cette étude. L’utilisation d’un indicateur plus avancé permettrait de mieux décrire
la répartition temporelle des précipitations sur chaque épisode et de comprendre
leur rôle dans la réponse hydrologique du bassin versant.
Cette étude démontre la faisabilité d’une étude d’impact hydrologique événe-
mentielle sur un petit bassin versant méditerranéen. De nombreuses améliorations
à l’étude présentée ici sont possibles afin de fournir des conclusions sur l’impact du
changement climatique sur le bassin versant du Lez. L’utilisation des projections cli-
matiques d’ensembles et multi-modèles permettrait d’estimer l’incertitude associée
au choix d’un modèle et d’un membre. Une prise en compte des évolutions de l’état
hydrique du bassin versant ainsi d’une meilleur prise en compte de la variabilité
temporelle des précipitations est également essentielle.
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3 Conclusions et perspectives
Dans ce chapitre, nous avons présenté les résultats d’une étude d’impact hydro-
logique effectuée avec les simulations historiques et les projections du climat futur
d’ALADIN à 12 km. Deux scénarios de forçage radiatif ont été considérés : le RCP4.5
et le RCP8.5. En automne, une augmentation marquée des précipitations moyennes
est visible sur le Languedoc-Roussillon et les Pyrénées-Orientales pour des plus pé-
riodes de 2006 à 2100. En fin de siècle (2071 à 2100), cette augmentation est visible
sur les 50ième, 97ième, et 99ième centiles de précipitation. Par rapport aux modèles de
l’expérience ENSEMBLES, l’augmentation des extrêmes de précipitation journaliers
automnaux au sud de la France est raisonnable, mais il existe une incertitude sur
le signal du changement en automne, témoignée par le manque d’accord entre les
modèles (moins de 75% accordent) (Kysely` et al., 2012). L’augmentation des préci-
pitations moyennes sur le Languedoc-Rousillon et les Pyrénées-Orientales n’est pas
en accord avec les résultats d’ENSEMBLES qui prévoient une diminution entre 5%
et 15% sur cette région. Nous avons également observé un signal du changement
climatique, parfois plus fort dans le RCP4.5 que dans le RCP8.5. Ceci est proba-
blement dû à la variabilité interne du modèle. Dans cette étude, nous utilisons un
seul membre d’ALADIN pour chaque scénario. L’utilisation d’un ensemble de simu-
lations atmosphériques permettrait de réduire l’incertitude associée à la variabilité
interne du modèle.
En vue d’une étude d’impact hydrologique, des coefficients de changement pour
transférer le signal du changement climatique ont été calculés sur chaque point
de la grille SAFRAN afin d’appliquer une méthode de correction de biais de type
perturbation de quantiles. Sur le bassin versant du Lez, la structure des coefficients
de correction est plus cohérente entre les deux scénarios en automne qu’en hiver.
En automne, une augmentation des coefficients de changement brusque est observée
pour les quantiles élevés, ce qui suggère une augmentation disproportionnée des
quantiles de précipitation les plus extrêmes.
Des simulations hydrologiques sur 21 épisodes ont été réalisées avec les préci-
pitations, de la période 2071 à 2100, corrigées la méthode de correction de biais.
Deux scénarios ont été considérés : le RCP4.5 et le RCP8.5. Les corrections jour-
nalières ont été adaptées aux précipitations horaires en utilisant deux répartitions
temporelles différentes : i) une distribution égale du changement sur le précipitations
horaires d’un jour donné (non-pondérée) ou ii) une pondération des changements
journaliers par l’intensité des précipitations horaires d’un jour donné (pondérée).
Les premiers résultats suggèrent que le cumul de précipitation et le débit de
pointe des épisodes de crue sont susceptibles d’augmenter sous l’influence du change-
ment climatique. Cette augmentation dépend de la saison et du scénario considérés.
En moyenne, les cumuls de précipitation et les débits de pointe augmentent plus sous
le RCP4.5 que sous le RCP8.5. Le signal de changement plus fort dans le RCP4.5
que le RCP8.5 pourrait être le résultat de la forte variabilité spatiale d’ALADIN sur
cette région ou de la variabilité interne d’ALADIN. Une diminution des crues est
observée en janvier et une augmentation pour presque toutes les crues en octobre et
en novembre. Toutefois, le nombre de crues disponibles pour chaque mois de l’année
est trop petit pour conclure quant à l’influence des saisons (21 épisodes de crue au
total).
Le choix d’une répartition spatiale pondérée ou non-pondérée de la correction
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de biais impacte le débit de pointe du modèle hydrologique. La répartition pondé-
rée a une augmentation moyenne de débit de pointe plus forte que la répartition
non-pondérée. Pour des petits changements de cumul, des analyses de sensibilité
suggèrent que la répartition temporelle de la correction journalière ne joue pas un
rôle prééminent dans la sensibilité du modèle. L’utilisation d’une répartition pondé-
rée est plus cohérente avec l’impact du changement climatique sur les précipitations
extrêmes observés dans d’autres études. Les résultats de Kysely` et al. (2012) sug-
gèrent que les extrêmes horaires augmentent généralement plus que les extrêmes
journaliers.
Des tests de sensibilité montrent que le modèle hydrologique est extrêmement
sensible à l’initialisation du niveau initial du réservoir sol. Les évolutions de l’état
hydrique futur du bassin versant qui influent sur ce paramètre n’ont pas été prises en
compte dans le cadre de cette thèse. Selon l’évolution de l’état hydrique, les débits
du bassin versant du Lez pourraient augmenter, diminuer ou rester stationnaires.
Quelques perspectives prometteuses se présentent suite à la complétion de cette
étude. D’abord l’utilisation des simulations climatiques régionales d’ensemble rédui-
rait les incertitudes dues à la variabilité interne du modèle climatique régional. Une
étude multi-modèles avec plusieurs modèles régionaux à haute résolution permettrait
de son coté de confirmer la robustesse des résultats présentés dans cette thèse. En
effet, les résultats présentés ici sont similaires à ceux d’ENSEMBLES (Kysely` et al.,
2012), mais l’augmentation au Languedoc-Roussillon et aux Pyrénées-Orientales n’a
pas été confirmée. L’utilisation des précipitations issues de plusieurs modèles clima-
tiques régionaux permettrait aussi d’estimer l’incertitude liée au choix du modèle
atmosphérique dans la modélisation hydrologique. Pour l’instant, il est impossible
d’estimer l’incertitude des précipitations en entrée par rapport à l’initialisation du
modèle hydrologique qui a été identifié comme une source d’incertitude majeure
dans la modélisation des débits.
Pour mieux estimer l’état initial du modèle, l’utilisation d’un modèle hydrogéo-
logique permettrait de modéliser les conditions au sol sur la période future et passée.
A partir de cette chronique, les conditions au sol des épisodes observées pourraient
être futurisées comme les précipitations. Une des difficultés majeures présentes dans
la futurisation de l’état hydrique du bassin versant du Lez est la cohérence physique
entre les champs de précipitation et l’état hydrique. L’application séparée d’une cor-
rection de biais sur chacune de ces variables ne garantit pas la cohérence physique
des champs qui en résultent. La sélection de nouveaux événements de précipita-
tion utilisant la chronologie d’ALADIN permettrait de faire évoluer la relation entre
l’état hydrique et la précipitation. En revanche, cette méthode ne permettrait pas
d’utiliser des événements phares de la période passée ni de valider le modèle sur les
précipitations de la période passée. Le point faible des deux méthodes proposées ici
est que nous ne pouvons pas estimer la période de retour des crues futures simulées
par le modèle hydrologique.
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Conclusion générale
Au début de cette thèse, nous avons posé la question suivante, comment adapter
une étude d’impact du changement climatique sur les crues éclair aux échelles spa-
tiales et temporelles d’un petit bassin versant au sud de la France, où les extrêmes
de précipitation sont principalement convectifs ? Pour répondre à cette question,
nous avons choisi le bassin versant du Lez au nord de Montpellier. Ce petit bassin
versant de 114 km2 à composante karstique est soumis aux crues éclair, engendrées
par des précipitations extrêmes, principalement en automne et en hiver. Un modèle
hydrologique événementiel, conceptuel à réservoirs, et distribué a été sélectionné
pour modéliser les épisodes de crue observés. Dans le chapitre 3, nous avons étudié
l’incertitude des précipitations observées par radar et par pluviomètres en entrée du
modèle. Une méthode d’assimilation de données de débits observés pour corriger les
précipitations en entrée du modèle hydrologique a été mise en place. Cette méthode
a permis d’améliorer la performance du modèle hydrologique dans le contexte de
la prévision des crues éclair et a mis en évidence l’incertitude plus importante des
précipitations radar. En raison de la forte incertitude des précipitations radar, la
chronique fournie par les pluviomètres a été retenue comme référence pour l’étude
d’impact du changement climatique.
La désagrégation dynamique par un modèle climatique régional à haute réso-
lution (ALADIN 12 km) a fourni les champs de précipitation future pour l’étude
d’impact. L’apport de la haute résolution par rapport à ALADIN 50 km a été éva-
lué dans le cadre d’une étude de valeur ajoutée présentée dans le chapitre 4. Les
simulations à 12 km reproduisent mieux les extrêmes de précipitation au sud de
la France en automne et en hiver et la distribution des précipitations sur toute la
France sur la période présente avec des conditions aux frontières précisées par une
analyse atmosphérique. Les probables sources de cette amélioration sont : i) une
meilleure résolution du relief dans les simulations à 12 km et ii) le paramètre qui
contrôle la portion de l’humidité utilisée pour la fermeture du schéma de convec-
tion. Toutefois, la bonne performance d’ALADIN 12 km piloté par une analyse ne
garantit pas que les projections climatiques produites par ce modèle seront moins
incertaines.
Une méthode de correction de biais a été appliquée aux simulations ALADIN 12 km
avant de les appliquer en entrée du modèle hydrologique. En dépit de la performance
satisfaisante d’ALADIN sur les extrêmes de précipitation de la période présente, des
biais existent dans les simulations qui peuvent conduire à des incertitudes dans les
simulations hydrologiques. Une méthode de correction de biais de type perturbation
de quantiles a permis de transférer le signal du changement climatique aux événe-
ments de crue phares de la période de référence. Les changements appliqués à la
chronique de précipitation observée ont été calculés sur un pas de temps journalier,
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puis redistribués sur les observations à un pas de temps horaire de façon pondérée
et non-pondérée. Ces précipitations ont été fournies en entrée d’un modèle hydro-
logique dont l’état hydrique initial du bassin versant a été supposé stationnaire par
rapport à la période de référence.
Une augmentation marquée des précipitations moyennes en automne a été ob-
servée sur le Languedoc-Roussillon et les Pyrénées-Orientales entre 2006 et 2100.
Cette structure est cohérente pour les deux scénarios de forçage radiatif considérés,
le RCP4.5 et le RCP8.5. Sur la période de 2071 à 2100 par rapport à 1976 à 2005,
le même signal est visible sur les 50ième, 97ième et 99ième centiles de précipitation au-
tomnale. Sur les coefficients de changement calculés pour la méthode de correction
de biais, une montée brusque des coefficients pour les quantiles élevés a été observée
en automne pour les deux scénarios. En hiver, les précipitations des 50ième (que le
RCP8.5), 97ième et 99ième centiles (de 2071 à 2100) ont eu une tendance à diminuer
sur le Languedoc-Rousillon. Les précipitations moyennes sur le Languedoc-Rousillon
ont diminué pour les périodes de 2041–2070 et de 2071–2100. Sur certaines périodes
et régions, nous avons observé un signal du changement climatique plus fort dans le
RCP4.5 que le RCP8.5. Cette observation est peut-être due à la variabilité interne
d’ALADIN.
Les études de Kysely` et al. (2012) sur la Méditerranée et de Nikulin et al. (2011)
permettent de positionner les résultats d’ALADIN 12 km par rapport aux autres
projets de régionalisation. Ces deux études concernent les extrêmes de précipita-
tion future en fin de siècle (2070–2099 dans Kysely` et al. (2012) et 2071–2100 dans
Nikulin et al. (2011)) par rapport à la période de référence 1961–1990. Les deux
études utilisent le SRES–A1B scénario (Nakicenovic et Swart, 2000). Au sud de la
France, Nikulin et al. (2011) constatent une augmentation non-significative des ex-
trêmes de précipitation journalière d’une période de retour de 20 ans. Les résultats
de Kysely` et al. (2012) sur les simulations du projet ENSEMBLES (Hewitt, 2004)
montrent une augmentation du maximum journalier des précipitations automnales
(2, 4%) et une augmentation du maximum journalier des précipitations hivernales
(5, 2%) au sud de la France. L’accord entre modèles sur les changements automnaux
de cette région est moins de 75%. Sur les précipitations moyennes, une diminution
de 5, 7% en automne et une augmentation de 8, 5% en hiver sont observées au sud
de la France. Kysely` et al. (2012) observent également une différence de comporte-
ment entre les extrêmes journaliers et les extrêmes horaires. Ces derniers peuvent
augmenter, alors que les extrêmes journaliers ou multi-jours diminuent. En général,
la tendance d’ALADIN à simuler une diminution des précipitations en hiver et une
augmentation des précipitations en automne (précipitations moyennes et extrêmes)
sur le Languedoc-Rousillon et les Pyrénées-Orientales ne suit pas la tendance des
autres modèles sur cette région. Les résultats au sud de la France sont relative-
ment incertains (en automne dans Kysely` et al. (2012) et en hiver dans Nikulin
et al. (2011)) et il est possible que ALADIN reste dans l’éventail des autres modèles
climatiques sur cette région, même s’il ne reproduit pas le signal moyen.
Les résultats des simulations hydrologiques suggèrent qu’une augmentation des
débits de pointe sur le bassin versant du Lez est possible sous l’influence du change-
ment climatique. Cette augmentation est plus importante pour le scénario RCP4.5
que pour le RCP8.5 pour la plupart des épisodes. Des analyses de sensibilité sug-
gère que le choix de la répartition temporelle de la correction de biais (pondérée
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ou non-pondérée) n’a pas d’impact notable sur le débit de pointe pour des petits
changements de cumul. Cependant, nous conseillons l’utilisation d’une répartition
pondérée, plus cohérente avec les résultats de Kysely` et al. (2012) qui suggèrent
que les extrêmes horaires augmentent généralement plus que les extrêmes journa-
liers. Nous ne pouvons pas prendre en compte de manière explicite l’évolution des
extrêmes sous-journaliers avec l’application pondérée d’un changement journalier à
une chronique horaire car celle-ci reste une estimation grossière du comportement
des extrêmes sous-journaliers.
Des tests de sensibilité sur l’initialisation du réservoir sol du modèle hydrologique
ont montré que la réponse hydrologique est extrêmement sensible à l’état hydrique
du bassin versant. La sensibilité du modèle hydrologique à son état initial, supposé
stationnaire ici, est de loin plus importante que celle liée au choix du scénario ou au
choix de la répartition temporelle de la correction de biais. Les débits sur le bassin
versant du Lez pourraient doubler ou diminuer de plus de 40% selon l’état hydrique
futur du bassin. L’état hydrique jouera un rôle clef dans la réponse hydrologique
future du bassin et des conclusions robustes sur l’impact du changement climatique
sont impossibles tant que l’évolution de l’état hydrique n’est pas prise en compte
explicitement.
Enfin, le choix du bassin versant du Lez a également impacté les résultats de
l’étude d’impact du changement climatique sur l’hydrologie des petits bassins versant
au sud de la France. Il est possible que ce bassin soit trop petit pour capturer un
signal robuste du changement climatique. De plus, la réponse hydrologique du bassin
est liée à sa nature karstique et à la gestion active de la ressource en eau à sa source,
des spécificités qui empêchent la généralisation des ces résultats aux autres bassins
versants du sud de la France.
Pour résumer, plusieurs aspects de l’étude d’impact du changement climatique
sur les crues éclair des bassins versants au sud de la France restent à éclairer à la
suite de cette étude :
↪→ la variabilité interne du modèle climatique régional pour estimer l’incertitude
des champs de précipitation future,
↪→ le choix des modèles climatiques régionaux et globaux pour estimer l’incerti-
tude des champs de précipitation future,
↪→ la résolution temporelle des précipitations (répartition temporelle de la correc-
tion de biais) pour améliorer la méthodologie de l’étude d’impact hydrologique
événementiel,
↪→ les évolutions futures de l’état hydrique du bassin versant pour améliorer la
méthodologie de l’étude d’impact hydrologique événementiel,
↪→ l’impact de la taille et de la localisation du bassin versant sur les résultats de
l’étude d’impact.
Des solutions possibles pour améliorer la méthodologie de l’étude d’impact et quan-
tifier les sources d’incertitudes qui entachent les résultats seront proposées dans les
perspectives qui suivent cette section.
Les résultats de cette étude montrent qu’il est possible de mener une étude
d’impact sur les crues éclair à l’échelle d’un petit bassin versant de 114 km2. La
petite taille du bassin et une approche événementielle à la modélisation hydrologique
ont présenté plusieurs difficultés pour la réalisation d’une étude d’impact. Avec des
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précipitations issues de la modélisation climatique régionale à haute résolution et une
correction de biais de type perturbation de quantiles, une première étude d’impact a
été réalisée. Les résultats de cette étude d’impact suggèrent que les débits du bassin
versant du Lez pourraient augmenter sous le climat futur, mais ces résultats sont
très préliminaires et il reste des sources d’incertitude importantes qui pourraient
remettre en question ces résultats.
Perspectives
Les résultats présentés dans cette thèse sont fondés sur une unique réalisation
d’un modèle climatique régional et ne permettent pas d’emettre des conclusions
robustes sur l’impact du changement climatique. L’incertitude liée à la variabilité
interne du modèle peut être estimée par l’utilisation d’un ensemble de réalisations du
modèle climatique global, différant par leurs conditions initiales, en entrée du modèle
régional. L’incertitude liée aux choix des modèles atmosphériques (le pilotage aux
frontières et le modèle climatique régional) peut être estimée par l’utilisation de
plusieurs combinaisons de modèles globaux et régionaux dans le cadre une étude
multi-modèles.
La différence entre la résolution des précipitations issues de la modélisation cli-
matique régionale et les observations a été une source d’incertitude additionnelle
dans les précipitations corrigées en entrée du modèle hydrologique. L’utilisation
des champs de précipitation simulés horaires ou tri-horaires permettrait de réduire
l’incertitude liée à une correction de biais de type perturbation de quantiles. Des
données à ces résolutions ne sont pas typiquement disponibles en raison de leur
volume important. L’utilisation d’un algorithme plus avancé pour la redistribution
horaire des changements journaliers dans le cadre de la correction de biais pourrait
également améliorer les résultats.
L’initialisation du modèle hydrologique sur la période future a été une source
d’incertitude importante dans la modélisation hydrologique. L’utilisation d’un mo-
dèle hydrogéologique pour simuler l’état hydrique du bassin versant à partir de
champs atmosphériques issus de la modélisation climatique régionale permettrait de
produire une série de données qui pourraient être corrigées par la même méthode de
correction de biais que celle des précipitations. En revanche, la correction séparée
des précipitations et de l’état hydrique ne permet pas de garder la cohérence phy-
sique entre ces deux variables. Une autre option serait de sélectionner de nouveaux
épisodes à partir des précipitations simulées par le modèle climatique régional et
des états hydriques simulés par un modèle hydrogéologique (à partir des champs
atmosphériques du modèle climatique régional). Ces nouveaux épisodes suivraient
la chronologie du modèle climatique régional et non pas celle des épisodes obser-
vés. L’évolution de la demande de la ressource en eau pourrait être aussi prise en
compte dans l’état hydrique du bassin versant à travers des scénarios d’exploitation.
La difficulté principale des deux méthodes possibles proposées ici est que nous ne
pouvons pas estimer la période de retour des crues futures simulées par le modèle
hydrologique.
Enfin, il faudrait déterminer si les résultats sur le bassin versant du Lez sont re-
présentatifs de l’impact du changement climatique au sud de la France dans le cadre
d’une étude multi-bassins versants. Deux approches sont alors possibles : l’applica-
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tion d’un même modèle hydrologique à de multiples bassins ou l’utilisation d’une
méthode de régionalisation hydrologique au sud de la France.
Sur les aspects plus généraux de cette thèse, ici l’étude sur la valeur ajoutée de
la modélisation climatique régionale à haute résolution, une étude plus détaillée du
rôle du schéma de convection dans la simulation des champs de précipitations dans
ALADIN permettrait d’estimer le niveau de réalisme du cycle journalier que nous
pouvons attendre d’un modèle à des résolutions où la convection n’est pas expli-
citement résolue. L’étude des précipitations sous-mailles à des échelles temporelles
sous-journalières serait utile pour déterminer le rôle du schéma de convection dans
le cycle journalier, dont les évolutions sont importantes pour l’hydrologie à l’échelle
des petits bassins versants. Chan et al. (2014b) confirment que les différences entre
un modèle climatique régional à haute résolution et un modèle climatique régional à
très haute résolution avec la convection explicitement résolue sont les plus saillantes
à des échelles sous-journalières. Sur l’Afrique, Nikulin et al. (2012) constatent un
biais dans le déclenchement des précipitations dans le cycle journalier dans les mo-
dèles de l’expérience CORDEX–Africa à une résolution de 50 km environ. Une étude
des précipitations sous-mailles et leur rôle dans cycle journalier dans ALADIN 12 km
permettrait de mieux estimer la valeur ajoutée de la haute résolution aux échelles
temporelles des crues éclair. Une comparaison des résultats de cette thèse avec des
grands projets internationaux, tels que HyMeX, serait également intéressant.
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Résumé
La méditerranée française est soumise à des crues éclair provoquées par des précipitations automnales violentes sur des petits bassins versants
à relief accidenté. L’évolution des précipitations fortes qui déclenchent ces événements représente un enjeu important pour cette région où une
forte dynamique démographique augmente le risque encouru par les populations locales. L’objectif de cette étude est de mettre en place une
méthodologie adaptée à l’étude d’impact du changement climatique sur les crues éclair des petits bassins versants du sud de la France. Cette
méthodologie doit correspondre aux échelles très fines de l’hydrologie de ces bassins versants. Le bassin versant du Lez en amont de Montpellier est
le bassin d’étude. Les simulations climatiques régionales réalisées à l’aide du modèle ALADIN à haute résolution (12 km) fournissent les conditions
atmosphériques en entrée d’un modèle hydrologique sur le bassin versant du Lez. Les précipitations futures simulées par ALADIN sont corrigées
par une méthode de correction de biais de type perturbation de quantiles. Le modèle hydrologique simule l’impact du changement climatique sur
les débits à partir de ces précipitations corrigées. Le modèle hydrologique sélectionné pour cette étude est conceptuel, distribué et événementiel. Le
modèle s’appuie sur les équations SCS et modélise la réponse hydrologique par une série de réservoirs. Ce modèle est sensible à l’état hydrique du
bassin, corrélé à son initialisation. Nous avons étudié et réduit les incertitudes liées aux précipitations en entrée de ce modèle à travers l’assimilation
de données de débits à l’exutoire du bassin. En l’absence d’observations à assimiler dans le futur, les précipitations pluviométriques (moins bien
résolues mais moins incertaines que les pluies radar) sont considérées comme référence pour l’étude d’impact du changement climatique. Une étude
sur la valeur ajoutée de la modélisation climatique régionale à haute résolution a été réalisée. Cette étude a pour objectif d’évaluer la capacité
d’ALADIN 12 km à simuler les précipitations extrêmes à l’origine des crues éclair dans le sud de la France. Deux résolutions du modèle ALADIN
ont été considérées : 12 km et 50 km. Les conditions aux frontières de ces modèles sont fournies par une analyse atmosphérique sur la période
de 1979 à 2013. ALADIN 12 km permet d’améliorer la distribution des précipitations sur la France et les quantiles de précipitations élevées au
sud de la France. Cette amélioration vient probablement des changements des précipitations sous-maille et d’une meilleure résolution du relief.
L’étude d’impact du changement climatique utilise les précipitations des scénarios RCP8.5 et RCP4.5 simulés par ALADIN 12 km. Une correction
de biais de type perturbation de quantiles est appliquée aux précipitations simulées. Cette correction permet de « futuriser » les précipitations de
référence des épisodes de crue passés. Cette méthode permet de modéliser des crues phares de la période passée sous un climat futur. Les résultats
suggèrent qu’une augmentation des précipitations et des débits pendant les épisodes de crue sur le bassin versant du Lez est possible. Cependant,
ces résultats sont très sensibles aux conditions hydriques du bassin versant, qui pourraient évoluer en fonction du changement climatique. De
plus, les résultats de cette étude sont fortement impactés par le choix d’un seul modèle climatique régional et ne permettent pas de conclure sur
l’influence du changement climatique. Néanmoins, la méthodologie développée montre qu’il est possible à l’heure actuelle de modéliser l’impact du
changement climatique sur des événements de crue éclair à l’échelle d’un petit bassin versant.
Abstract
The Mediterranean region of France experiences flash flooding events when heavy autumn rains occur over small, steep watersheds. The evolution
of these events under the influence of climate change is an important question for this region where heavy population growth increases the risks
to human lives. The objective of this thesis is to develop a methodology adapted to the study of climate change impacts on small catchments in
southern France. The methods developed here must be appropriate for the study of climate change at the spatial and temporal scales of small
Mediterranean catchments. A case study was performed on the Lez catchment, near the city of Montpellier in southern France. Precipitation
fields input to a hydrological model of the Lez catchment were simulated by the ALADIN regional climate model at a 12 km resolution. Future
precipitation fields were bias-corrected using a quantile perturbation-based method. The hydrological model simulated the impact of climate change
using bias–corrected precipitation fields. The hydrological model selected for this study is conceptual, distributed and event–based. The model is
based on the SCS equations and uses a series of reservoirs to model the hydrological response of the catchment. This model is sensitive to the hydric
state of the catchment, which is correlated with the model initialisation. For the present period, the uncertainty associated with radar precipitation
fields input to the hydrological model was reduced by assimilating discharge observations at the catchment outlet. This study also allowed for a
better understanding of the level of uncertainty associated with radar rainfall. In light of these results, ground rainfall, which has a lower spatial
and temporal resolution, but contains less error, was selected as the reference for the study of climate change impacts on flash floods. A study of
the added value of high resolution regional climate modelling for the reproduction of extreme precipitation was completed. The goal of this study
was to estimate the capacity of ALADIN 12 km to simulate extreme precipitation associated with flash flooding in southern France. The 12 km
simulations were compared to results from the same model at a 50 km resolution. An atmospheric analysis provided boundary conditions over the
period from 1979–2013. ALADIN 12 km improved the distribution of precipitation over France and the simulation of upper precipitation quantiles
in southern France. The sources of added value in this study were most likely the improved representation of the topography and changes to the
sub-grid precipitation. The climate change impact study used the RCP4.5 and RCP8.5 scenarios simulated by ALADIN 12 km. Precipitation fields
were bias–corrected using a quantile perturbation-based method. This correction transfers the signal of climate change to observed precipitation
episodes associated with flood events during the reference period. Using this method, key flood events from the past can be modelled under the
influence of climate change. Early results suggest that heavy rainfall and flooding may increase in the Lez catchment in the future. However
these results are extremely sensitive to the hydric state of the catchment, assumed stationary in this study. Furthermore, this study used only
one member of one global climate model as input to the regional climate model, which is not sufficient to estimate the impact of climate change.
Nonetheless, the results of this study show that it is possible to simulate the impacts of climate change in a small, flashy catchment using an
event–based methodology.
