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3Abstract
First, we consider two classes of coupled systems consisting of an infinite-dimensional
part Σd and a finite-dimensional part Σf connected in feedback. In the first class of cou-
pled systems, we assume that the feedthrough matrix of Σf is 0 and that Σd is such that
it becomes well-posed and strictly proper when connected in cascade with an integrator.
Under several assumptions, we derive well-posedness, regularity and exact (or approxi-
mate) controllability results for such systems on a subspace of the natural product state
space. In the second class of coupled systems, Σf has an invertible first component in its
feedthrough matrix while Σd is well-posed and strictly proper. Under similar assumptions,
we obtain well-posedness, regularity and exact (or approximate) controllability results as
well as exact (or approximate) observability results for this class of coupled systems on
the natural state space.
Second, we investigate the exact controllability of the SCOLE (NASA Spacecraft Con-
trol Laboratory Experiment) model. Using our theory for the first class of coupled sys-
tems, we show that the uniform SCOLE model is well-posed, regular and exactly control-
lable in arbitrarily short time when using a certain smoother state space.
Third, we investigate the suppression of the vibrations of a wind turbine tower us-
ing colocated feedback to achieve strong stability. We decompose the system into a
non-uniform SCOLE model describing the vibrations in the plane of the turbine axis,
and another model consisting of a non-uniform SCOLE system coupled with a two-mass
drive-train model (with gearbox), in the plane of the turbine blades. We show the strong
stabilizability of the first tower model by colocated static output feedback. We also prove
the generic exact controllability of the second tower model on a smoother state space
using our theory for the second class of coupled systems, and show its generic strong
stabilizability on the energy state space by colocated feedback.
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Chapter 1
Introduction
1.1 Background and aims
The first aim of this thesis is to develop a systematic theory for the well-posedness,
regularity, exact (approximate) controllability and exact (approximate) observability of
coupled systems consisting of an infinite-dimensional part and a finite-dimensional part
connected in feedback. The second aim of this thesis is to study the well-posedness,
regularity and exact controllability of the uniform SCOLE (NASA Spacecraft Control
Laboratory Experiment) model. The last aim is to investigate the suppression of the
vibrations of wind turbine towers using colocated feedback to achieve strong stability.
Well-posedness, regularity, controllability and observability of coupled systems
Infinite-dimensional systems are systems whose dynamics are described by partial dif-
ferential equations (PDEs) or delay equations, which can be formulated mathematically
as ordinary differential equations in an infinite-dimensional space. Infinite-dimensional
systems are also called distributed parameter systems, see Curtain and Zwart [11].
Nearly all systems have more or less distributed parameter behaviour if one considers
their dynamics in detail, see Balas [5]. For simplicity, people usually ignore such details
and model these systems as lumped parameter systems (also called finite-dimensional
systems), which are described by ordinary differential equations in a finite-dimensional
space. However, due to the increasing complexity of current and proposed control sys-
tems, and the need for higher performance of control systems, it is becoming increas-
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ingly important to consider the distributed parameter model of such systems, see Hoo and
Zheng [22]. Examples include the control of mechanically flexible spacecraft and satel-
lites as well as chemical processes and many physical phenomena. The behaviour of such
systems is thoroughly distributed in nature, so that they must be modelled using PDEs, see
Balas [4]. This gives rise to the need for a comprehensive theory of infinite-dimensional
systems among which the theory of interconnected (coupled) infinite-dimensional sys-
tems becomes a very active topic.
There is a large literature dealing with interconnected (coupled) infinite-dimensional
systems. We mention here just a few of the recent books/theses on this subject: the book
of Da´ger and Zuazua [12] is devoted mainly to the study of several flexible strings con-
nected to form a planar graph. The theses of Villegas [47] and Pasumarthy [36] study the
power-preserving interconnection of several port-Hamiltonian systems, possibly infinite-
dimensional, using the formalism of Dirac structures developed by their (common) super-
visor, Arjan van der Schaft. The book of Lasiecka [24] is devoted mainly to the structural
acoustic model, where a plate and a wave equation are coupled to create a model of an
aircraft cockpit. The above books/theses contain extensive references, covering three dif-
ferent directions.
There is no systematic theory for the wellposedness, controllability and observability
of coupled infinite-dimensional systems. In this thesis we develop such a theory for cou-
pled infinite-dimensional systems consisting of an infinite-dimensional subsystem and a
finite-dimensional subsystem connected in feedback. For some time this kind of cou-
pled system was called “hybrid system” (today the term hybrid system has a different
meaning). The most studied example of such a “hybrid system” is the SCOLE system,
which will be introduced later. We investigate two classes of “hybrid systems” (in the
above obsolete sense) in an abstract framework. (We shall not call them “hybrid systems”
any more.) We assume that the external world interacts with the coupled system via the
finite-dimensional part Σf , which receives the external input and sends out the output. We
consider the output of the infinite-dimensional part as an additional output. For the first
class of such systems, we are only concerned with their well-posedness and controllability
properties. For the second class of such systems, we also show their observability.
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Our results have consequences also for stabilization. We know that for systems with
an essentially skew-adjoint generator, exact controllability implies the possibility to ex-
ponentially stabilize the system by output feedback, see Curtain and Weiss [10]. We also
know that for almost impedance passive systems, approximate controllability implies the
weak stabilization by static output feedback for sufficiently small gain, and possibility
also strong stabilization, see Weiss and Curtain [54]. This is the reason why examining
the controllability of systems is of practical significance. The various concepts of stabi-
lization will be introduced when we talk about the third aim. The various concepts of
controllability and almost impedance will be introduced in Chapter 2.
For the first class of coupled systems, we assume that the feedthrough matrix d of the
finite-dimensional subsystem Σf is 0. Concerning the infinite-dimensional subsystem Σd
we are in the unfortunate situation that the assumptions that we need do not make it fit into
any of the known classes of linear infinite-dimensional systems. It is not well-posed, it is
not even a system node or a resolvent linear system. We could brush the problem away
by assuming that Σd is a system node, and this would work fine, but it would no longer
cover the applications in the second aim of this thesis. An informal way to characterize
the kind of systems that we need here is to say that an integrator in cascade with Σd is
a well-posed and strictly proper system. For lack of a better term, we shall call such a
system strictly proper with an integrator (SPI). For the formal definition see Section 3.1.
We have two possible structures for this class of coupled systems. The special structure
as shown in Figure 3.1 concerns the case when the input signal of Σf is the difference
between the external input and the feedback signal from the output of Σd. Under some
assumptions, we obtain well-posedness, regularity and approximate (exact) controllability
results on a certain subspace of the natural state space (i.e., the product of the state spaces
of the subsystems) for this class of coupled systems with the special structure. The general
structure as shown in Figure 3.3 allows the external input and the feedback signal to be two
separate inputs of Σf . For coupled systems with the general structure we have obtained
similar well-posedness and regularity results. However, their exact controllability is not
guaranteed, it is a generic property. We do not consider approximate controllability in this
case. We mention that the special structure is a particular case of the general structure and
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it leads to stronger controllability results. Our main results for the first class of coupled
systems are in Section 3.2. They can also be found in Weiss and Zhao [57]. The system
node version of this theory (where Σd is a system node with admissible control operator
B) can be found in Weiss and Zhao [58].
In the second class of coupled systems, the feedthrough matrix d of the finite-
dimensional subsystem Σf is not zero but has an invertible first component while the
infinite-dimensional subsystem Σd is well-posed and strictly proper. Again we consider
two possible structures for this class of systems: the special structure shown in Figure 4.1
and the general structure shown in Figure 4.3, which are similar to the two structures for
the first class of coupled systems. Under several assumptions, we derive well-posedness,
regularity, exact (approximate) controllability and exact (approximate) observability re-
sults for the second class of coupled systems with the special structure, on the natural
product state space. For the second class of coupled systems with the general structure,
we obtain similar well-posedness and regularity results. Their exact controllability is no
longer true in general, but it is still a generic property. We do not consider their approxi-
mate controllability. This is similar to the case of the first class of systems with the general
structure. The exact (approximate) observability for the second class of systems with the
general structure could be reduced to the special structure case, see Remark 4.1.7.
Our main results for the second class of coupled systems are in Section 4.1, see also
Zhao and Weiss [62, 67]. Note that there is a certain analogy between the controllability
results for the second class of coupled systems and the first class of coupled systems.
The results for the second class of systems are simpler and neater since the assumptions
allow us to work with the natural product state space. Unfortunately, the results for this
class of systems cannot be derived from the first class of systems (or the other way round).
Well-posedness, regularity and exact controllability of the SCOLE model
We consider an application of the theory for the first class of systems mentioned above.
We investigate the exact controllability of the well-known SCOLE model with L2 input
signals as well as its well-posedness and regularity with the state space that makes it
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exactly controllable. The SCOLE system models a flexible beam with one end clamped
and the other end linked to a rigid body. The vibrations of the beam are described by the
Euler-Bernoulli equation, while the rigid body obeys the Newton-Euler equations. The
inputs of the system are the force f and the torque v acting on the rigid body, while the
outputs are the velocity and the angular velocity of the rigid body. The importance of the
SCOLE model stems from it being used to model the vibrations of a flexible mast holding
an antenna on a spacecraft, see Littman and Markus [28, 29].
The exact controllability of the SCOLE model has been investigated by several re-
searchers. It is well-known that the SCOLE model is not exactly controllable with the
natural energy state space Hc using L2 inputs, since the control operator is bounded from
the input space C2 to Hc, and hence compact. Exact controllability can be achieved either
by expanding the input signal space (bringing in distributions) or by shrinking the state
space. Here are some results obtained by expanding the input signal space. Using the
Hilbert Uniqueness Method, Rao [37] obtained the exact controllability of the uniform
SCOLE model with the state space Hc by means of a singular input signal. He consid-
ered the force input f ∈ L2[0, T ] but allowed the torque input v to be in the dual of
H1(0, T ), where T > 0 is an arbitrarily short time. He also proved the exact controlla-
bility in arbitrarily short time of the SCOLE model with the state space Hc by singular
torque input (and zero force input) if l < 3, where all the constants (EI, ρ,m, J) are one.
Guo and Ivanov [20] removed this length limitation and they allowed the SCOLE model
to be non-uniform.
In this thesis we focus on the latter case, i.e., shrinking the state space. Smaller
state spaces have been investigated in at least three papers, see the bibliographic notes
in Chapter 5. Using the theory for the first class of coupled system developed by us,
we show that the SCOLE model is well-posed, regular and exactly controllable in
arbitrarily short time when using a certain smoother state space. This is the largest
space on which the SCOLE model is exactly controllable using L2 control. The system
remains regular with the force and torque at the top of the beam as an additional out-
put. The main result of this part will be given in Section 5.1, see also Zhao and Weiss [63].
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Suppression of the vibrations of wind turbine towers
Here we investigate the suppression of the vibrations of wind turbine towers. As a
source of renewable and clean energy, wind power is rapidly increasing its share of the
grid-capacity in many countries. Large offshore turbines are subjected to severe weather
causing vibrations leading to fatigue. Their life-expectancy is difficult to evaluate, but
it is important to keep it high. This implies a need for a control system to suppress the
vibrations of the turbine tower without affecting the reliability of the power supply.
To design a vibration suppression controller, we need to find a suitable model for the
wind turbine tower and then to study its controllability and stabilization. The current wind
turbine tower models are mostly based on finite-element approximations, which divide the
tower into many slices and consider these slices as interconnected finite-dimensional sys-
tems. These models are very complex and are used mainly for simulation. We decompose
the system into one model describing the vibrations in the plane of the turbine axis and
another model in the plane of the turbine blades. These models are distributed parameter
models of the tower.
Think of a wind turbine tower clamped to the ocean floor that carries at its top the
nacelle (with a weight of several hundred tons). The nacelle has a big effect on the wind
turbine tower; we cannot ignore it and simply model the tower as a beam. As we men-
tioned in the second aim, the SCOLE system is a well-known model for a flexible beam
with one end clamped and the other end linked to a rigid body. In the vertical plane of
the turbine axis, it is sensible to model the wind turbine tower as a non-uniform SCOLE
system with either force control or torque control. The force control can be obtained by
modulating the turbine pitch angle, named pitch angle control while the torque control
can be obtained by an electrically driven mass located in the nacelle.
When the wind acts on the blades in the plane of the turbine axis, there are two kinds
of effects. One effect is the force which acts on the blades. We use this as force control
which is obtained by modulating the turbine pitch angle, called pitch angle control. The
other effect is the torque acting on the nacelle and blades (in the plane of the turbine axis).
Compared to the force, this effect is very small and we consider it as a disturbance. So
1.1 Background and aims 16
for our tower controllability and stabilization research purpose, we can ignore the blades
and the hub as a separate rotating body and just include them as part of the nacelle.
The exact controllability of the non-uniform SCOLE model (i.e., the wind turbine
tower model in the plane of the turbine axis in this thesis) on certain smoother subspaces of
the energy state space and its approximate controllability on the energy state space using
either force control or torque control has been shown in Guo [19] and in Guo and Ivanov
[20]. Here we consider its stabilization. By stabilization, in this thesis we mean output
feedback stabilization. For infinite-dimensional linear systems, stability and stabilization
become much more complex concepts than for finite-dimensional linear systems. Let us
denote the state space of the system by X , so that the evolution of the state with no input
is defined by a strongly continuous semigroup of operators on X . There are at least three
different kinds of global asymptotic stability of the origin according to the topology on
the space of bounded operators on the state space, L(X): weak, strong and exponential
stability. If all the state trajectories of a system converge to 0 in the weak topology, the
system is called weakly stable. If the state trajectories converge to 0 in the norm of X , the
system is called strongly stable. If the operator semigroup of the system converges to 0
in L(X), then it follows that the state trajectories converge to 0 exponentially, and in this
case the system is called exponentially stable. If the closed-loop system is exponentially,
strongly or weakly stable after output feedback, we call the original system exponentially,
strongly or weakly stabilizable, respectively.
Exponential stabilization is the most desirable kind of stabilization. In [38], using an
energy multipliers method, it is proved that the exponential stabilization of the uniform
SCOLE model can be obtained by high order output feedback. In [19], it was pointed
out that the exponential stabilization of the non-uniform SCOLE model can be achieved
by high order output feedback (feedback from the time derivative of the strain at the
end) as well. However with high order output feedback, the closed-loop system is not
well-posed. In addition, such a feedback is difficult to realize in practice. That’s why
velocity and angular velocity are more natural signals for the stabilization of the SCOLE
model. Unfortunately, It is proved in [38] (using a method of compact perturbation) that
the uniform SCOLE model is not exponentially stabilizable by boundary feedback from
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the velocity and the angular velocity of the rigid body. Therefore also the non-uniform
SCOLE model cannot be exponentially stabilizable in general, by using these signals.
Strong stabilization becomes a good compromise to aim for. The strong stabilization of
the uniform SCOLE model in one specific case was proven in [28]. We are not aware of
any strong stabilization result for the non-uniform SCOLE model. In this thesis, using a
passivity-based control approach, we design a static output feedback controller to strongly
stabilize this model.
Passivity-based control originates from the control theory of nonlinear systems. In
recent years it has been introduced into the control of infinite-dimensional systems and
has been widely applied due to its simplicity and good performance. The objective of
passivity-based control for infinite-dimensional linear systems is to choose appropriate
observation and feedthrough operators of the state space realization of a reachable infinite-
dimensional system to render the system impedance passive with a given storage function.
The system can then be stabilized with an output feedback. Such a feedback does not
require measuring the full state to realize the control objective of the system, see Ortega
et al. [35] and therefore it is very simple. A useful feature of this approach is that output
strictly passive systems are L2 stable, see Wang et al. [48]. Another characteristic is that
the passivity property of the system is usually robust with respect to modelling errors and
uncertainties because it follows from physical energy considerations.
The passivity of a linear system is related to the Kalman-Yakubovich-Popov (KYP)
lemma which has been recognized as a cornerstone of system theory, and of network
analysis and synthesis. This lemma originates from M. Popov’s criterion, building on ear-
lier works of R. Kalman and V.A. Yakubovich. In its original form, this lemma provides a
frequency domain stability condition for a feedback system with memoryless nonlinear-
ity. It has been generalized in many directions, including for infinite-dimensional linear
systems. By making different assumptions, many versions of the KYP lemma for infinite-
dimensional systems have been proposed, see Balakrishnan [3], Curtain [7, 8], Keulen
[23], Louis and Wexler [30], Wexler [59] and Yakubovich [60, 61]. The most general
version can be found in Staffans [40]. We will present it in Chapter 2.
In this thesis, using a strong stabilization theorem for passive systems, Theorem 2.7.4,
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and the approximate controllability result of the non-uniform SCOLE model in [20], we
show that the wind turbine tower model in the plane of the turbine axis (i.e., the non-
uniform SCOLE model) is strongly stabilizable on X using colocated feedback from
either the velocity (through force control) or the angular velocity (through torque control)
of the nacelle, see Theorem 6.2.6. We also show that the resulting closed-loop system is
well-posed. It is clear that our controller is extremely simple, thus it is easy to implement
in practice. We mention that, due to the complex nature of infinite-dimensional systems, it
is very difficult to find a practical approach to design controllers for such systems. Some
approaches are reasonable in theory but are usually too complex to be realized in practice.
For example, control algorithms based on solving infinite-dimensional Riccati equations
or infinite-dimensional spectral factorizations are very difficult to implement in practice.
In the plane of the turbine blades we have to use a more complex model. When the
wind acts on the blades in the plane of the turbine blades, the force acting on the nacelle
is negligible and can be considered as a disturbance. However the gear box transfers most
of the torque caused by the wind to the nacelle. Our model must take the gear box and the
flexible (low-speed) turbine shaft into account. We model the wind turbine tower in this
plane as a non-uniform SCOLE model coupled with a two-mass drive-train model (with
gearbox). This two-mass drive-train model (see Figure 6.1) was studied in Hansen et al.
[21], Lubosny [32], and Wang and Weiss [50] under the assumption that the nacelle is
fixed. This wind turbine tower model (in the plane of the turbine blades) has two possible
control inputs: the torque created by the electrical generator and the force created by an
electrically driven mass located in the nacelle.
First we consider the case of only torque control. Using our theory for the second class
of system at the beginning of this section, we show that this wind turbine tower model is
well-posed and regular on either the energy state space Xc or the domain of its generator
on Xc, denoted by Xc1. We also show that generically, this model is exactly controllable
on Xc1 in arbitrarily short time. More precisely, for every T > 0 we show that if we vary
a certain parameter in the model, then exact controllability in time T holds for all except
three values of the parameter. The generic exact controllability on Xc1 implies its generic
approximate controllability on Xc. Based on this generic approximate controllability
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result and Theorem 2.7.4, we prove that generically, this system can be strongly stabilized
by feedback using information about the angular velocity of the nacelle and the angular
velocity of the generator rotor.
In the case of using both force and torque control, we derive similar well-posedness,
regularity and generic exact controllability results on a state space that is larger than Xc1
but smaller than Xc. In this second case, we assume that the tower is uniform. The main
results of this part will be given in Section 6.1, see also Zhao and Weiss [64, 65, 66, 68].
1.2 Contributions of the project
The first contribution is a theory for the well-posedness, regularity and exact (approxi-
mate) controllability of two classes of coupled systems. We also develop exact (approxi-
mate) observability results for the second class of systems. These are the first systematic
theory in this field.
The second contribution is the proof of the well-posedness, regularity and exact con-
trollability of the uniform SCOLE model on a certain smoother state space. This space is
the largest state space where the SCOLE model is exact controllable using L2 control.
The third contribution is a strategy for the suppression of the vibrations of a wind
turbine tower using colocated feedback to achieve strong stability. We decompose the
system into two models describing the vibrations in the planes of the turbine axis and of
the turbine blades respectively. In these two planes, we model the tower as a non-uniform
SCOLE beam system and a model that comprises a non-uniform SCOLE system coupled
with a two-mass drive-train model, respectively. There are two possible control inputs for
these two tower models: the force and the torque. We show the strong stabilization of
the first tower model (i.e. the SOCLE model) by colocated static output feedback (using
either force control or torque control) as well as the well-posedness of the closed-loop
system. We prove the well-posedness, regularity and generic exact controllability of the
second tower model using various control inputs on various state spaces. We also show its
generic strong stabilization on the energy state space by colocated feedback (using only
torque control) as well as the well-posedness of the closed-loop system. These two wind
turbine tower models take into account the non-homogeneous structure and distributed
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behaviour of the wind turbine tower, and the coupling effects between the nacelle, the
tower and the gearbox, hence they are realistic.
1.3 Outline of the thesis
This thesis is divided into 7 chapters. Chapter 2 is dedicated to the background. Here we
give the necessary preliminaries about operator semigroups, admissible control and ob-
servation operators, system nodes, well-posed linear systems and regular linear systems.
We recall the concept of the closed-loop system associated to a well-posed linear system
with an admissible feedback operator. We also discuss controllability and observability in
particular simultaneous controllability and simultaneous observability. Furthermore, we
introduce the concepts of passive and conservative linear systems, stability and stabiliza-
tion, and boundary control systems.
In Chapters 3 and 4, we derive systematic theory for the well-posedness, regularity
and exact (approximate) controllability for two classes of coupled infinite-dimensional
systems respectively. We also derive exact (approximate) observability for the second
class of coupled systems. Both of these classes of coupled systems have two kinds of
structures: the special structure, see Figures 3.1 and 4.1, and the general structure, see
Figures 3.3 and 4.3. For coupled systems with the general structure we only consider exact
controllability and do not consider approximate controllability. At the end of Chapters 3
and 4, we give illustrative examples.
In Chapter 5, we investigate the exact controllability of the uniform SCOLE model as
well as its well-posedness and regularity with the state space that makes it exactly control-
lable. Using our theory derived in Chapter 3, by decomposing the SCOLE into a simpler
infinite-dimensional system (the flexible beam described by the Euler-Bernoulli equation)
coupled with a finite-dimensional system (the rigid-body described by the Newton-Euler
equations), we show that the SCOLE model is well-posed, regular and exactly control-
lable with a smooth subspace of the natural state space.
In Chapter 6, we investigate the suppression of the vibrations of wind turbine towers
using colocated feedback to achieve strong stability. We decompose the system into one
model describing the vibrations in the plane of the turbine axis and another model in the
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plane of the turbine blades. In the plane of the turbine axis we model the wind turbine
tower as a nonuniform SCOLE model with either force control or torque control. We show
the strong stabilization of this model using static output feedback from either the velocity
or angular velocity of the nacelle. In the plane of the turbine blades, we derive a model
that comprises a non-uniform SCOLE model coupled with a two-mass drive-train model.
Using our theory in Chapter 4, we show the well-posedness, regularity and generic exact
controllability of this tower model on various state spaces using various inputs. Based on
the generic controllability result, we derive its generic strong stabilization (on the natural
energy state space) using static output feedback from the angular velocity of the nacelle
and the angular velocity of the generator rotor.
In Chapter 7 we conclude this thesis and detail the future work.
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Chapter 2
Infinite-dimensional linear systems
In this chapter we introduce some concepts and results on infinite-dimensional linear
time invariant systems, without proof. For the details we refer to the literature. Our
research is based on operator semigroups theory, and for this reason we give some back-
ground about operator semigroups at the beginning of this chapter.
2.1 Operator Semigroups
Operator semigroups are very important for linear systems, as the evolution of the state
of a linear system (with no input) can be described by a strongly continuous semigroup.
We give a brief presentation of operator semigroups following Curtain and Zwart [11]
and Tucsnak and Weiss [46], omitting the proofs. Throughout this section, X is a Hilbert
space.
Definition 2.1.1. A strongly continuous semigroup onX is an operator-valued function T
(from [0,+∞) to the space of bounded linear operatorsL(X)), that satisfies the following:
(1) T0 = I ,
(2) Tt+τ = TtTτ ∀ t, τ ≥ 0 ,
(3) lim
t→0,t>0
Ttx = x ∀ x ∈ X.
Another name for a strongly continuous semigroup is C0− semigroup. The evolution
of the state of a linear system (with no input) can be described by a C0 − semigroup, T,
in this way: let x(t) ∈ X be the state of the linear system at time t ≥ 0. If the initial state
is x(0) = x0 , x0 ∈ X , then x(t) = Ttx0.
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The growth bound ω0(T) of a C0 − semigroup T is defined by
ω0(T) = inf
t>0
1
t
log ‖Tt‖ .
It is clear that ω0 ∈ [−∞,∞).
Proposition 2.1.2. Let ω0(T) be the growth bound of a strongly continuous semigroup T
on X . Then the following holds:
(1) ω0(T) = lim
t→∞
1
t
log ‖Tt‖ .
(2) For any ω > ω0(T) there is an Mω ∈ [1,∞) such that
‖Tt‖ ≤ Mωeωt ∀ t ∈ [0,∞) .
(3) The function f(t, x) = Ttx is continuous on [0,∞)×X (with respect to the product
topology).
Definition 2.1.3. The infinitesimal generator of a strong continuous semigroup T is de-
fined by
D(A) =
{
x ∈ X
∣∣∣∣ limt→ 0, t>0 Ttx− xt exists
}
,
Az = lim
t→ 0, t>0
Ttx− x
t
∀ x ∈ D(A) .
We usually call A the generator of T.
Proposition 2.1.4. Denote by T a strongly continuous semigroup on X with infinitesimal
generator A, then:
(1) A is a closed linear operator A : D(A)→ X .
(2)
∞⋂
n=1
D(An) is dense in X .
(3) For any x ∈ D(A) and t ≥ 0, Ttx ∈ D(A).
(4) For any x ∈ D(A) and t > 0, d
dt
Ttx = ATtx = TtAx.
(5) For any x ∈ D(An) and t > 0, dn
dtn
Ttx = AnTtx = TtAnx.
(6) For any x ∈ D(A) and t ≥ 0, Ttx− x =
∫ t
0
Ttxdt.
Definition 2.1.5. Denote by Z a Hilbert space and D(A) ⊂ X , then the operator A :
D(A) → Z is said to be closed if its graph G(A) = {[ fAf ] ∣∣ f ∈ D(A)} is closed in
X × Z .
2.1 Operator Semigroups 24
Definition 2.1.6. The resolvent set ρ(A) of a linear operator A : D(A) → X where
D(A) ⊂ X , is the set of the points s ∈ C which satisfy the following conditions:
(1) The operator sI − A : D(A)→ X is invertible.
(2) (sI − A)−1 ∈ L(X) (this operator is called the resolvent of A). The complement
of ρ(A) is called the spectrum of A and it is denoted by σ(A).
Proposition 2.1.7. Let A : D(A)→X be an operator with non-empty resolvent set ρ(A)
and with compact resolvents. Then σ(A) (the spectrum of A) is countable (and has no
finite accumulation points).
Definition 2.1.8. If A : D(A)→ X is a densely defined operator with ρ(A) 6= φ, then for
any β ∈ ρ(A), the space D(A) with the norm ‖x‖1 = ‖(βI − A)x‖ for all x ∈ D(A), is
a Hilbert space. We usually denote this space by X1. We denote by X−1 the completion
of X with respect to the norm ‖x‖−1 = ‖(βI − A)−1x‖.
Definition 2.1.9. A contraction semigroup is a strongly continuous semigroup T that
satisfies
‖Tt‖ ≤ 1 ∀ t ≥ 0 .
As the semigroup of any passive system, which will be defined in Section 2.6, is a
contraction semigroup, contraction semigroups are important for us.
Definition 2.1.10. The operator A : D(A)→ X is called dissipative if
Re < Ax, x > ≤ 0 ∀ x ∈ D(A) .
Proposition 2.1.11. The operator A : D(A)→X is dissipative if and only if
‖(λI − A)x‖ ≥ λ‖x‖ ∀ x ∈ D(A), λ > 0 ,
which is equivalent to
‖(sI − A)x‖ ≥ (Re s)‖x‖ ∀ x ∈ D(A), s ∈ C0 .
Proposition 2.1.12. If A : D(A) → X is dissipative with D(A) dense in X , then there
exits a closed extension of A, which is also dissipative.
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Proposition 2.1.13. If the operator A : D(A) → X is dissipative, then the following
three statements are equivalent:
(1) Ran (sI − A) = X for some s ∈ C0.
(2) Ran (sI − A) = X for any s ∈ C0.
(3) D(A) is dense and if A˜ is a dissipative extension of A, then A˜ = A.
Here, Ran (T ) denotes the range of the operator T . An operator satisfying the condi-
tions in the above proposition is called maximal dissipative. The following proposition is
new:
Proposition 2.1.14. Suppose that A : D(A)→X is dissipative, closed and Ran A = X .
Then A is maximal dissipative.
Proof. Let X1 = D(A) with the graph norm. Since A is closed, X1 is a Hilbert space.
Clearly A is bounded from X1 to X and onto, hence it has a right inverse R which is
bounded fromX toX1 . It follows thatR is bounded onX . We have (λI−A)R = λR−I ,
which is invertible (on X) for small |λ|. hence λI − A is onto for small |λ|. Taking a
small positive λ, we get from Theorem 2.1.13 that A is maximal dissipative.
Proposition 2.1.15. For A : D(A)→ X , the following statements are equivalent:
(1) A is the generator of a contraction semigroup on X .
(2) A is maximal dissipative.
Definition 2.1.16. Let Q ∈ L(X, Y ), where X and Y are Hilbert spaces. The adjoint of
Q is a unique operator Q∗ ∈ L(Y,X) which satisfies
< Qx, y > = < x,Q∗y > ∀ x ∈ X, y ∈ Y .
Definition 2.1.17. If A : D(A)→X is a densely defined operator in X (which means
that D(A) is dense in X), the adjoint of A, denoted A∗, is an operator mapping into X,
defined on the domain
D(A∗) =
{
z ∈ X
∣∣∣∣∣ supx∈D(A), x 6=0 |〈Ax, z〉|‖x‖ <∞
}
.
Equivalently, z ∈ D(A∗) iff the functional x→〈Ax, z〉 is bounded. Because A :
D(A)→X is a densely defined operator in X , this functional has a unique bounded
2.1 Operator Semigroups 26
extension to all ofX . According to the Riesz representation theorem, there exists a unique
A∗ for each A such that
〈Ax, z〉 = 〈x,A∗z〉 ∀ x ∈ D(A), z ∈ D(A∗) .
Definition 2.1.18. A densely defined operator A : D(A)→X is called skew-symmetric if
〈Ax, z〉 = − 〈x,Az〉 ∀ x, z ∈ D(A) .
Proposition 2.1.19. Let A : D(A)→X be densely defined. A is skew-symmetric iff
Re 〈Ax, x〉 = 0 ∀ x ∈ D(A) .
Definition 2.1.20. A densely defined operator A : D(A)→X is called selft-adjoint if
A = A∗, and skew-adjoint if A = −A∗.
For every self-adjoint operator P , we have σ(P ) ⊂ R. From the above definitions it
is clear that a skew-adjoint operator A can be written as A = iP . Hence it follows that
σ(A) ⊂ iR.
Proposition 2.1.21. Let A : D(A)→X be densely defined. A is skew-adjoint iff both A
and −A are maximal dissipative .
Proposition 2.1.22. Suppose that A : D(A)→X is skew-symmetric.
(1) If A is onto, then A is skew-adjoint and 0 ∈ ρ(A).
(2) If both (βI + A) and (βI − A) are onto for some β > 0, then A is skew-adjoint.
Proposition 2.1.23. Let A : D(A)→X be a skew-adjoint operator with compact re-
solvents. Then the spectrum of A, σ(A), consists of at most countably many imaginary
eigenvalues.
Definition 2.1.24. A strongly continuous semigroup T on X is called left-invertible (or
right-invertible) if Tt is left-invertible (or right-invertible) for some t > 0. T is called
invertible if it is both left invertible and right-invertible.
Proposition 2.1.25. If A strongly continuous semigroupT onX is left-invertible (or right-
invertible), it is left-invertible (or right-invertible) for every t > 0.
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Definition 2.1.26. Let Q ∈ L(X). Q is called isometric if Q∗Q = I , which means that
‖Qx‖ = ‖x‖ for all x ∈ X . A strongly continuous semigroup T on X is called isometric,
if Tt is isometric for every t > 0.
Definition 2.1.27. A strongly continuous group on X is an operator-valued function E
(from (−∞,+∞) to the space of bounded linear operators L(X)), that satisfies the fol-
lowing:
(1) E0 = I ,
(2) Et+τ = EtEτ ∀ t, τ ∈ R ,
(3) lim
t→0
Etx = x ∀ x ∈ X.
Proposition 2.1.28. If T is an invertible semigroup, then T can be extended to a strongly
continuous group of operators E on X by defining
Et =
{
Tt ∀ k ≥ 0,
(T−t)−1 ∀ t < 0.
Definition 2.1.29. Let M ∈ L(X), M is called unitary if M∗M = M∗M = I . A
strongly continuous semigroup T on X is called unitary if Tt is unitary for all t > 0.
A unitary semigroup can be extended to a strongly continuous group, which is called a
unitary group.
Proposition 2.1.30. For A : D(A)→X , the following statements are equivalent:
(1) A is the generator of an isometric semigroup.
(2) A is skew-symmetric and I − A is onto.
Proposition 2.1.31. IfA : D(A)→X is skew-adjoint, thenA generates an unitary group.
2.2 Admissible control and observation operators
The material of this section can be found (in much greater detail and with many refer-
ences) in Tucsnak and Weiss [46, Chapter 4].
Let A be the generator of a strongly continuous semigroup T on a Hilbert space X .
Then A determines several additional Hilbert spaces: X1 is D(A) with the norm ‖z‖1 =
‖(βI−A)z‖,X2 isD(A2) with the norm ‖z‖2 = ‖(βI−A)2z‖, andX−1 is the completion
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of X with respect to the norm ‖z‖−1 = ‖(βI − A)−1z‖, where β ∈ ρ(A) is fixed. The
spaces X1, X2 and X−1 are independent of the choice of β, since different values of β
lead to equivalent norms on X1, X2 and X−1. The norm ‖z‖1 is equivalent to the graph
norm of A. We have X2 ⊂ X1 ⊂ X ⊂ X−1, densely and with continuous embeddings.
We can continuously extend A to a bounded operator from X to X−1, still denoted by A.
The semigroup generated by this extended A is the extension of T to X−1, still denoted
by T. If Xd1 = D(A∗) with the norm ‖z‖d1 = ‖(βI − A∗)z‖, then X−1 may be regarded
as the dual of Xd1 .
In the sequel, U , X and Y are Hilbert spaces, T is a strongly continuous semigroup on
X , with generator A, B ∈ L(U,X−1) and C ∈ L(X1, Y ).
We define the operators Φτ (for τ > 0) by
Φτu =
∫ τ
0
Tτ−tBu(t)dt.
where u ∈ L2loc([0,∞), U). Clearly Φτ ∈ L(L2([0,∞), U), X−1). These operators are
called the input maps of (A,B). The operator B is said to be bounded if B ∈ L(U,X)
and unbounded otherwise.
Definition 2.2.1. B is said to be an admissible control operator for the semigroup T if
Ran Φτ ⊂ X for some τ > 0.
The admissibility of B implies that the solutions z(·) of
z˙(t) = Az(t) +Bu(t) , (2.2.1)
with initial state z(0) = z0 ∈ X and with u ∈ L2loc([0,∞), U) remain in X . Moreover it
follows that z(·) is a continuous X-valued function of t and
z(t) = Ttz0 + Φtu. (2.2.2)
We need the following notation. The space H1loc((0,∞);U) consists of all the func-
tions u : (0,∞)→U such that for every n ∈ N, its restriction to (0, n) belongs to
H1((0, n);U). The spaceH2loc((0,∞);U) is defined in a similar way. The space
Z = X1 + (βI − A)−1BU = (βI − A)−1(X +BU) , (2.2.3)
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where β ∈ ρ(A), does not depend on the choice of β. The norm on Z is defined by
‖z‖2Z = inf
{‖x‖2 + ‖v‖2 | x ∈ X, v ∈ U, z = (βI − A)−1(x+Bv)} ,
so that Z is a Hilbert space, continuously embedded in X .
Proposition 2.2.2. LetB ∈ L(U,X−1) be an admissible control operator forT. If z0 ∈ X
and u ∈ H1loc((0,∞);U) are such that Az0 + Bu(0) ∈ X , then (2.2.1) has a unique
classical solution z satisfying the initial condition z(0) = z0. This solution z is such that
z ∈ C([0,∞);Z) ∩ C1([0,∞);X) .
In the sequel, we denote by ω0 the growth bound of T. We also use the notation Cα for
the right half-plane determined by the real number α:
Cα = {s ∈ C | Re s > α} .
For every α ∈ R, we denote by L2α([0,∞);U) the space of all the functions of the form
u(t) = eαtv(t), where v ∈ L2([0,∞), U). If u ∈ L2α([0,∞);U) for some α ≥ ω0, then u
and z from (2.2.2) have Laplace transforms related by
zˆ(s) = (sI − A)−1z0 + (sI − A)−1Buˆ(s) ∀ s ∈ Cα . (2.2.4)
In particular, it follows (with the Paley-Wiener theorem) that z ∈ L2α([0,∞);X).
Proposition 2.2.3. If B is admissible then for every α > ω0 there exists a constant Kα ≥
0 such that
‖(sI − A)−1B‖L(U,X) ≤ Kα√
Re s− α ∀ s ∈ Cα .
We define the operators Ψτ (for τ > 0) by
(Ψτz0)(t) =
{
CTtz0 for t ∈ [0, τ ] ,
0 for t > τ .
It is clear that Ψτ ∈ L (X1, L2([0,∞), Y )). These operators are called the output maps
of (A,C). C is said to be bounded if it can be extended such that C ∈ L(X, Y ) and
unbounded otherwise.
Definition 2.2.4. C is said to be an admissible observation operator for the semigroup T
if Ψτ has a continuous extension to X for some τ > 0.
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The admissibility of C is equivalent to the fact that for some (hence, for every) τ > 0
there is a Kτ ≥ 0 such that∫ τ
0
‖CTtz0‖2dt ≤ K2τ ‖z0‖2 ∀ z0 ∈ D(A) . (2.2.5)
Clearly, every bounded C is admissible.
We regard L2loc([0,∞), Y ) as a Fre´chet space with the seminorms being the L2 norms
on the intervals [0, n], n ∈ N. Then the admissibility of C means that there exists a
continuous operator Ψ : X→ L2loc([0,∞), Y ) such that
(Ψz0)(t) = CTtz0 ∀ z0 ∈ D(A) . (2.2.6)
The operator Ψ is completely determined by (2.2.6), because D(A) is dense in X .
We introduce the Λ-extension of C, denoted CΛ, by
CΛz0 = lim
λ→+∞
Cλ(λI − A)−1z0 , (2.2.7)
whose domainD(CΛ) consists of all z0 ∈ X for which the limit exists. If we replace C by
CΛ, formula (2.2.6) becomes true for all z0 ∈ X and for almost every t ≥ 0. If y = Ψz0,
then its Laplace transform is
yˆ(s) = C(sI − A)−1z0 ∀ s ∈ Cω0 . (2.2.8)
2.3 System nodes and well-posed linear systems
The material on system nodes in this section can be found, in greater detail and with
suitable references, in Staffans [41] (see also Malinen and Staffans [34]).
Definition 2.3.1. Suppose that U , X and Y are Hilbert spaces, A is the generator of
a strongly continuous semigroup T on X , B ∈ L(U,X−1) and C ∈ L(X1, Y ). Let
G : ρ(A)→L(U, Y ) be such that
G(s)−G(β) = C[(sI − A)−1 − (βI − A)−1]B ∀ s, β ∈ ρ(A) . (2.3.1)
Then Σ = (A,B,C,G) is called a system node on (U,X, Y ). U , X , Y are the input
space, state space and output space of Σ respectively. A is called the semigroup gener-
ator (or just the generator) of Σ, B is called the control operator of Σ, C is called the
2.3 System nodes and well-posed linear systems 31
observation operator of Σ,G is called the transfer function of Σ and (A,B,C) is called
the generating triple of Σ.
The combined observation/feedthrough operator of Σ is defined by
C&D
[
x
u
]
= C[x− (βI − A)−1Bu] +G(β)u, (2.3.2)
with domain
D(C&D) =
{[
x
u
]
∈ X × U
∣∣∣ Ax+Bu ∈ X} .
Note that the operator C&D is independent of the choice of β ∈ ρ(A) -this can be verified
using (2.3.1). We have the following relation between C&D andG:
G(s) = C&D
[
(sI − A)−1B
I
]
∀ s ∈ ρ(A) . (2.3.3)
The natural norm on D(C&D) is∥∥∥∥[xu
]∥∥∥∥2 = ‖x‖2X + ‖u‖2U + ‖Ax+Bu‖2X .
With this norm, D(C&D) is a Hilbert space and
C&D ∈ L(D(C&D), Y ) . (2.3.4)
The system node Σ = (A,B,C,G) can also can be determined by its system operator
S = [ A BC&D ], which is a densely defined and closed operator from X × U to X × Y . To
any system node we can associate a dynamical system described by
[
z˙
y
]
= S [ zu ]. In other
words, the input function u, state trajectory z and output function y satisfy
z˙ = Az +Bu,
y = C&D
[
z
u
]
.
(2.3.5)
If u ∈ C2([0,∞);U) and
[
z(0)
u(0)
]
∈ D(C&D), then the first equation above has a classical
solution z ∈ C1([0,∞);X) ∩ C2([0,∞);X−1) and the output function y is well defined
and satisfies y ∈ C([0,∞);Y ).
A well-known sub-class of system nodes are the well-posed systems.
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Definition 2.3.2. Using the notions in Definition 2.3.1, a system node Σ is called a well-
posed linear system on (U,X, Y ) if for some (hence for every) τ > 0 there is a cτ ≥ 0
such that the following inequality holds for all solutions of (2.3.5):
‖z(τ)‖2X + ‖y‖2L2([0,τ ];Y ) ≤ c2τ
(
‖z(0)‖2X + ‖u‖2L2([0,τ ];U)
)
.
Well-posedness means that the output signal and final state depend continuously on
the input signal and the initial state. Thus, by continuous extension, we can define state
trajectories and output signals for any initial state in the state space X and for any input
signal in L2loc([0,∞), U); the output signal is then in L2loc([0,∞), Y ). For more detailed
background about well-posed systems we refer to Salamon [39], Staffans [40], Staffans
and Weiss [42], Weiss [51], Weiss et al [55].
We recall some necessary facts about well-posed linear systems. Let Σ be such a
system, with input space U , state space X , output space Y , generating triple (A,B,C)
and transfer function G. If u ∈ L2loc([0,∞), U) is the input function of Σ, z0 ∈ X is its
initial state and y ∈ L2loc([0,∞), Y ) is the corresponding output function, then
y = Ψz0 + Fu . (2.3.6)
Here, Ψ is the operator from (2.2.6). The operator F appearing above is continuous from
L2loc([0,∞), U) to L2loc([0,∞), Y ) (which we regard as Fre´chet spaces, see the comments
around (2.2.6)). It is easiest to represent F using Laplace transforms, as follows: if u ∈
L2([0,∞), U) and y = Fu, then y has a Laplace transform yˆ and
yˆ(s) = G(s)uˆ(s) (2.3.7)
for all s ∈ C with Re s sufficiently large. This determines F, since L2([0,∞), U) is dense
in L2loc([0,∞), U). G is proper which means that its domain contains a right half-plane
Cα such thatG is uniformly bounded on Cα.
Conversely, ifG is an analytic and properL(U, Y )-valued function, thenG determines
a continuous operator F from L2loc([0,∞), U) to L2loc([0,∞), Y ) via (2.3.7) (see for exam-
ple [51, Theorem 3.6]). (In (2.3.7) we only take u ∈ L2([0,∞), U), but this determines
F, as explained earlier.) We define the input-output maps of G, denoted by Fτ (τ ≥ 0),
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by truncating the output to [0, τ ]:
Fτu = (Fu)|[0,τ ] .
The operator F (defined above via G) is causal, which means that Fτu depends only
on the truncation u|[0,τ ]. It follows that we may regard Fτ as a bounded operator from
L2([0, τ ];U) to L2([0, τ ];Y ).
Recall that the space Z is defined as in (2.2.3) and hence we have X1 ⊂ Z ⊂ X ,
with continuous embeddings. The observation operator C has at least one extension C¯ ∈
L(Z, Y ). For any such C¯, we define the operator D as follows:
D = G(β)− C¯(βI − A)−1B ∀ β ∈ ρ(A) .
Note that D is independent of the choice of β.
From Proposition 3.1 of Weiss and Tucsnak [56], we know that the well-posed system
Σ = (A,B,C,G) can also be determined by a quadruple operators (A,B, C¯,D) through
the following dynamical system {
z˙ = Az +Bu, (2.3.8)
y = C¯z +Du. (2.3.9)
In this case,
G(s) = C¯(sI − A)−1B +D ∀ s ∈ ρ(A). (2.3.10)
Definition 2.3.3. Let U , X and Y be complex Hilbert spaces. A triple of operators
(A,B,C) is called well-posed on (U,X, Y ) if there exists a well-posed linear system
Σ on (U,X, Y ) such that (A,B,C) is the generating triple of Σ.
This definition is taken from Curtain and Weiss [9]. Clearly, if (A,B,C) is the gen-
erating triple of a system node Σ and (A,B,C) is well-posed, then Σ is well-posed. The
following proposition was proven in [9].
Proposition 2.3.4. A triple of operators (A,B,C) is well-posed on (U,X, Y ) if and only
if the following conditions are satisfied:
(1) A is the generator of a strongly continuous semigroup T on X ,
(2) B ∈ L(U,X−1) is an admissible control operator for T,
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(3) C ∈ L(X1, Y ) is an admissible observation operator for T,
(4) some (hence every) transfer functionG associated with (A,B,C) (i.e., satisfy-
ing (2.3.1)) is proper.
2.4 Closed-loop systems
Let Σ be a well-posed linear system on (U,X, Y ) with generating triple (A,B,C) and
transfer functionG. An operator K ∈ L(Y, U) is called an admissible feedback operator
for Σ (or for G) if I −GK has a proper inverse (equivalently, if I − KG has a proper
inverse). If this is the case, then the system with output feedback shown in Figure 2.1 is
well-posed on (U,X, Y ) (its input is v, its state and output are the same as for Σ). This
new system is called the closed-loop system corresponding to Σ and K, and it is denoted
by ΣK . Its transfer function is
GK = G(I −KG)−1 = (I −GK)−1G . (2.4.1)
We have that −K is an admissible feedback operator for ΣK and the corresponding
closed-loop system is Σ. Let us denote by (AK , BK , CK) the generating triple of ΣK .
Then for every x0 ∈ D(AK) and for every z0 ∈ D(A),
AKx0 =
(
A+BKCK
)
x0 , Az0 =
(
AK −BKKC) z0 .
For more details on closed-loop systems we refer to [52].
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Figure 2.1: A well-posed linear system Σ with output feedback viaK. IfK is admissible,
then this is a new well-posed linear system ΣK , called the closed-loop system.
———————
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Definition 2.4.1. The well-posed linear system Σ is called regular if the limit
lim
s→+∞
G(s)v = Dv
exists for every v ∈ U , where s is real. In this case, the operator D ∈ L(U, Y ) is called
the feedthrough operator of Σ.
We mention a few facts about regular systems, following [51]. Regularity is equivalent
to the fact that for some (hence, for every) β ∈ ρ(A) we have (βI − A)−1BU ⊂ D(CΛ)
(CΛ was defined in (2.2.7)). If Σ is regular then [CΛ D] is an extension of C&D to
D(CΛ) × U . For every initial state z0 ∈ X and every u ∈ L2loc([0,∞), U), the solution
of z˙ = Az + Bu with z(0) = z0 satisfies z(t) ∈ D(CΛ) for almost every t ≥ 0 and the
corresponding output from (2.3.6) is given by
y(t) = CΛz(t) +Du(t) for almost every t ≥ 0 . (2.4.2)
The transfer function of the regular system Σ is given by
G(s) = CΛ(sI − A)−1B +D ∀ s ∈ ρ(A) . (2.4.3)
The operators A,B,C,D are called the generating operators of Σ. This is because they
determine Σ via (2.2.1) and (2.4.2). If A,B,C, 0 are the generating operators of a regular
linear system, (A,B,C) is called the regular triple.
Let p be a function defined on some domain in C that contains a right half-plane, with
values in a normed space. We say that p is strictly proper if
lim
Re s→∞
‖p(s)‖ = 0 , uniformly with respect to Im s.
A linear system is called strictly proper if its transfer function is strictly proper.
Proposition 2.4.2. Let the infinite-dimensional system Σ with input space U , state space
X and output space Y be described by the equations (2.2.1) and
y(t) = Cz(t) +Du(t) .
Here A generates a semigroup T on X , B is an admissible control operator for T, C ∈
L(X, Y ) and D ∈ L(U, Y ). Then Σ is well-posed and regular, with feedthrough operator
D. If D = 0, then Σ is strictly proper.
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This is an easy consequence of Proposition 2.3.4 together with Proposition 2.2.3. The
following proposition follows from the results in [52, Sections 4, 7]. We need again the
space Z introduced in (2.2.3).
Proposition 2.4.3. Suppose that Σ is a regular linear system on (U,X, Y ) with generat-
ing triple (A,B,C) and feedthrough operatorD. We assume that U is finite-dimensional.
Let K be an admissible feedback operator for Σ and let ΣK be the corresponding closed-
loop system. Then the following holds:
(1) I −DK (and hence also I −KD) is invertible.
(2) ΣK is regular and its feedthrough operator is
DK = D(I −KD)−1 = (I −DK)−1D.
(3) Let (AK , BK , CK) be the generating triple of ΣK . Then
AK = A+BK(I −DK)−1CΛ ,
D(AK) = {z ∈ Z | Az +BK(I −DK)−1CΛz ∈ X} ,
BK = B(I −KD)−1 , CK = (I −DK)−1CΛ .
(4) If C is bounded (i.e., it can be extended such that C ∈ L(X, Y )), then also CK is
bounded and the space X−1 for A is the same as for AK .
2.5 Controllability and observability
Let U,X, Y , T, A,B,C, Φτ and Ψτ be as at Section 2.2. We assume that B and C are
admissible for T.
Definition 2.5.1. The pair (A,B) is said to be exactly controllable in time τ > 0 if
Ran Φτ = X; (A,B) is said to be approximately controllable in time τ > 0 if Ran Φτ is
dense in X .
Definition 2.5.2. Without the admissibility assumption for B in Definition 2.5.1, the pair
(A,B) is said to be exactly reachable in time τ > 0 if Ran Φτ = X; (A,B) is said to be
approximately reachable in time τ > 0 if Ran Φτ is dense in X .
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Definition 2.5.3. The pair (A,C) is said to be exactly observable in time T > 0 if ΨT is
bounded from below, i.e., there exists κT > 0 such that∫ T
0
‖CTtz0‖2Y dt ≥ κ2T‖z0‖2 . (2.5.1)
(A,C) is said to be approximately observable in time T > 0 if Ker ΨT = {0}.
We often need the controllability concepts without specifying a time τ . Therefore the
following definition is introduced.
Definition 2.5.4. The pair (A,B) is said to be exactly controllable if it is exactly control-
lable in some finite time τ > 0. (A,B) is said to be approximately controllable if it is
approximately controllable in some finite time.
Reachability and observability concepts without a specified time are introduced in a
similar way.
Proposition 2.5.5. The pair (A,C) is exactly observable in time τ > 0 if and only if
(A∗, C∗) is exactly controllable in time τ .
The pair (A,C) is approximately observable in time τ > 0 if and only if (A∗, C∗) is
approximately controllable in time τ .
For much more details on the above concepts we refer to [46]. The following invari-
ance result is taken from Weiss [52, Section 6].
Proposition 2.5.6. Let Σ be a well-posed linear system, let K be an admissible feedback
operator for Σ and let ΣK be the corresponding closed-loop system. Let (A,B,C) and
(AK , BK , CK) be the generating triples of Σ and ΣK , respectively.
Then (A,B) is exactly (approximately) controllable in time T , if and only if (AK , BK)
has the same property.
Moreover, (A,C) is exactly (approximately) observable in time T , if and only if
(AK , CK) has the same property.
We quote the following definition and results on simultaneous controllability and si-
multaneous observability from [46, Chapters 6,11], among which simultaneous controlla-
bility results can also be found in [45] (their Theorem 3.3 and Proposition 3.6). Relevant
earlier reference on simultaneous controllability can be found in Lions [26, Chapter 5].
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Definition 2.5.7. For i ∈ {1, 2}, denote by Ai the generators of the strongly continu-
ous semigroups Ti on the Hilbert spaces X i. Let U , Y be Hilbert spaces. Assume that
Bi ∈ L(U,X i−1) are admissible control operators for Ti and that Ci ∈ L(D(Ai), Y ) are
admissible observation operators for Ti.
The pairs (Ai, Bi) are said to be simultaneously exactly controllable in time T > 0, if
for every xi1 ∈ X i there exists a function u ∈ L2([0, T ];U) such that∫ T
0
TiT−σBiu(σ)dσ = xi1, i ∈ {1, 2}.
The pairs (Ai, Bi) are said to be simultaneously approximately controllable in time T > 0,
if the equality above holds for (x11, x
2
1) in a dense subspace of X
1 ×X2.
The pairs (Ai, Ci) are said to be simultaneously exactly observable in time T > 0, if
there exists kT > 0 such that for all (z10 , z
2
0) ∈ D(A1) × D(A2) the following inequality
holds: ∫ T
0
‖C1T1t z10 + C2T2t z20‖2Y dt ≥ k2T
(‖z10‖2X1 + ‖z20‖2X2) . (2.5.2)
The pairs (Ai, Ci) are said to be simultaneously approximately observable in time
T > 0, if the fact that (z10 , z
2
0) ∈ X1 ×X2 satisfies
C1ΛT1t z10 + C2ΛT
2
t z
2
0 = 0, for almost every t ∈ [0, T ],
implies that (z10 , z
2
0) = (0, 0).
It is clear that the simultaneous exact (approximate) controllability from the definition
above is equivalent to the simultaneous exact (approximate) controllability in time T of
the pair
A =
[
A1 0
0 A2
]
, B =
[
B1
B2
]
, (2.5.3)
while the simultaneous exact (approximate) observability from the definition above is
equivalent to the simultaneous exact (approximate) observability in time T of the pair
(A,C) where
C =
[
C1 C2
]
.
Proposition 2.5.8. With the notation of Definition 2.5.7, we have the duality result :
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The pairs (A1, C1) and (A2, C2) are simultaneously exactly observable in time T if
and only if (A1∗, C1∗) and (A2∗, C2∗) are simultaneously exactly controllable in time T .
The pairs (A1, C1) and (A2, C2) are simultaneously approximately observable in time
T if and only if (A1∗, C1∗) and (A2∗, C2∗) are simultaneously approximately controllable
in time T .
Theorem 2.5.9. Denote by A the generator of the strongly continuous semigroup T on
the Hilbert space X . We assume that B ∈ L(Cm, X−1) is an admissible control operator
for T and that (A,B) is exactly controllable in time T0 . Let a ∈ Cn×n and b ∈ Cn×m be
matrices such that (a, b) is controllable. Further, assume that A∗ and a∗ have no common
eigenvalues. Then the pairs (A,B) and (a, b) are simultaneously exactly controllable in
any time T > T0.
Theorem 2.5.10. Denote by A the generator of the strongly continuous semigroup T
on the Hilbert space X . We assume that C ∈ L(X1, Y ) is an admissible observation
operator for T and that (A,C) is exactly observable in time T0. Let a ∈ Cn×n and
c ∈ Cm×n be matrices such that (a, c) is observable. Further, assume that A and a have
no common eigenvalues. Then the pairs (A,C) and (a, c) are simultaneously exactly
observable in any time T > T0.
Proposition 2.5.11. Let A be the generator of the strongly continuous semigroup T on
the Hilbert space X . Let ρ∞(A) be the connected component of ρ(A) containing some
right half plane. We assume that B ∈ L(Cm, X−1) is an admissible control operator
for T and that (A,B) is approximately controllable in time T0. We let a ∈ Cn×n and
b ∈ Cn×m be matrices such that (a, b) is controllable. Assume that σ(a) ⊂ ρ∞(A). Then
there exists T > 0 such that the pairs (A,B) and (a, b) are simultaneously approximately
controllable in time T .
Proposition 2.5.12. Denote by A the generator of the strongly continuous semigroup T
on the Hilbert space X . Let ρ∞(A) be the connected component of ρ(A) containing some
right half plane. We assume that C ∈ L(X1, Y ) is an admissible observation operator for
T and that (A,C) is approximately observable in time T0. We let a ∈ Cn×n and c ∈ Cm×n
be matrices such that (a, c) is observable. Assume that σ(a) ⊂ ρ∞(A). Then there exists
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T > 0 such that the pairs (A,C) and (a, c) are simultaneously approximately observable
in time T .
The following simple result is new:
Proposition 2.5.13. Let A be the generator of the strongly continuous semigroup T on
the Hilbert space X . Let B ∈ L(Cm, X−1) be an admissible control operator for T. Let
a ∈ Cn×n and b ∈ Cn×m. Suppose that there exists T > 0 such that the pairs (A,B) and
(a, b) are simultaneously approximately controllable in time T .
Then for every z ∈ X , q ∈ Cn and ε > 0 there exists u ∈ L2([0, T ];Cm) such that∥∥∥∥∫ T
0
TT−tBu(t)dt− z
∥∥∥∥ ≤ ε, ∫ T
0
ea(T−t)bu(t)dt = q .
Proof. Let R ∈ L(Cn, L2([0, T ];Cm)) be a right inverse of φT , the input map corre-
sponding to (a, b). According to the definition of approximate controllability we can find
u0 ∈ L2([0, T );Cm) such that∥∥∥∥∫ T
0
TT−tBu0(t)dt− z
∥∥∥∥ ≤ εp ,
∥∥∥∥∫ T
0
ea(T−t)bu0(t)dt− q
∥∥∥∥ ≤ εp ,
where p ≥ 2 will be specified below. Let
u1 = R
(
q −
∫ T
0
ea(T−t)bu0(t)dt
)
and u = u0 + u1, then clearly φTu = q, as required in the proposition. We have ‖u1‖ ≤
‖R‖ ε
p
, hence∥∥∥∥∫ T
0
TT−tBu(t)dt− z
∥∥∥∥ ≤ ∥∥∥∥∫ T
0
TT−tBu0(t)dt− z
∥∥∥∥+ ‖ΦT‖ · ‖R‖εp .
From here we see that if p is chosen such that ‖ΦT‖ · ‖R‖ εp ≤ ε2 , then the desired estimate
from the proposition holds.
2.6 Passive and conservative linear systems
Passive systems are a class of dynamical systems that can only dissipate energy and can-
not produce energy. In passive systems, the energy dissipated by some components in
the system equals the difference between the absorbed energy and the increased stored
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energy. Conservative systems are a special case of passive systems. A passive system
is conservative if neither this system nor its dual have any energy dissipation. There are
many types of passive and conservative systems. We focus on impedance passive and
conservative systems. For more details about passive and conservative systems we refer
to [40].
Let H be a Hilbert space, P ∈ L(H) and P > 0. We define an inner product as
< q, ϑ >P=< Pq, ϑ > (∀q, ϑ ∈ H) which induces the norm ‖q‖P = √< q, q >P .
Definition 2.6.1. A system node Σ is impedance P -passive if, Y = U and for any input
signal u ∈ L2loc([0,∞);U), any initial state z(0) ∈ X and any time τ ≥ 0, the following
inequality holds
‖z(τ)‖2P − ‖z(0)‖2P ≤ 2
∫ τ
0
Re < u(t), y(t) > dt. (2.6.1)
Σ is called impedance P -energy-preserving if the above inequality always holds in the
form of an equality. Σ is called impedance P -conservative if it is impedance P -energy-
preserving and its dual system Σ∗ is impedance P−1-energy-preserving.
If P = I , we say ”impedance passive” instead of ”impedance I-passive”. The
concepts of impedance energy preserving and impedance conservative are defined sim-
ilarly. From the energy point of view, (2.6.1) is an energy balance inequality. E(t) =
1
2
‖z(t)‖2P = 12< Pz(t), z(t) > stands for the energy stored in the system at the time t,
and Re< u(t), y(t) > means the incoming power of the system at the time t.
It is well known that, in finite-dimensional systems, the Kalman-Yakubovich-Popov
(KYP) lemma provides equivalence between the positive real property of a system in
the frequency domain, the passivity of the system in the time domain, and existence of
solution to a linear matrix inequality decided by the operators of system’s state-space
representation (see [16], [31]). In infinite-dimensional case, we have a similar result. The
following lemma is an extension of the KYP lemma to system nodes cited from Staffans
[41]:
Lemma 2.6.2. The system node (2.3.5) is impedance passive if and only if the operator
N =
[
A B
−C&D
]
, D(N) = D(C&D)
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is maximal dissipative.
The fact that N is dissipative means that
Re
〈[
A B
−C&D
] [
z
u
]
,
[
z
u
]〉
≤ 0 ∀
[
z
u
]
∈ D(N).
Now we define almost impedance passivity following [54].
Definition 2.6.3. Let Σ be a system node with generating triple (A,B,C), transfer func-
tion G, state space X , input space U , and output space Y . Let E = E∗ ∈ L(U). If we
replaceG withG+E (and keep A,B,C unchanged), we get a modified system node ΣE .
If there exists E such that ΣE is impedance passive, we call the original system node Σ
almost impedance passive.
2.7 Stability and stabilization
Unlike the finite-dimensional linear systems, there are at least three kinds of different
asymptotic stability of state space in infinite-dimensional linear systems: weak, strong
and exponential stability. The stability of a system node is equivalent to the stability of its
semigroup.
Definition 2.7.1. Let Σ be a system node with strongly continuous semigroup T and state
space X .
(1) The system node Σ (or the semigroup T) is called weakly stable if < Ttz, y >→ 0
as t→∞, for all z, y ∈ X .
(2) The system node Σ (or the semigroup T) is called strongly stable if Ttz → 0 as
t→∞, for all z ∈ X .
(3) The system node Σ (or the semigroup T) is called exponentially stable if its growth
bound is negative.
Output feedback stabilization of a system node with input u and output y means finding
a feedback operator K, to make the system stable with the input u = Ky + v where v is
the new input (typically zero). The closed-loop system must have a strongly continuous
semigroup describing the evolution of its state. If the resulting closed-loop system is
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exponentially, or strongly, or weakly stable, then we call the original system exponentially,
or strongly, or weakly stabilizable (by output feedback) respectively.
Due to the complexity of infinite-dimensional systems, currently there are no necessary
and sufficient spectral conditions for the strong stability of infinite-dimensional systems.
Very powerful sufficient conditions for strong stability of an infinite-dimensional system
have been derived recently by Arendt and Batty [1, 2]
Theorem 2.7.2. Let T be a bounded strongly continuous semigroup with generator A.
Denote the spectrum of A by σ(A). If σ(A)∩ iR is countable and no eigenvalue of A lies
on the imaginary axis, then T is strongly stable.
The following is a simple but useful proposition, taken from Benchimol [6].
Proposition 2.7.3. If a system is weakly stable and its generator has compact resolvents,
this system is strongly stable.
The theorem below follows from Weiss and Curtain [54, Theorems 5.2, 5.3].
Theorem 2.7.4. If an almost impedance passive system node is either approximately con-
trollable or approximately observable in infinite time, then this system is weakly stabiliz-
able by static output feedback for sufficiently small gain k. The resulting closed-loop
system is well-posed. Furthermore if the intersection of the spectrum of the semigroup
generator of the open-loop system and the imaginary axis is countable, then the closed-
loop system and its dual are both strongly stable. If the well-posed system is impedance
passive (i.e., E = 0 in Definition 2.6.3) then the gain k can be taken to be any positive
number.
2.8 Some background on boundary control systems
This section is an introduction to boundary control systems, without any well-posedness
assumptions. For proofs and more details we refer to Tucsnak and Weiss [46], which also
contains many references on boundary control systems, or to Zhao and Weiss [63]. The
general theory of such systems started with Fattorini [15].
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Systems described by linear partial differential equations with non-homogeneous
boundary conditions often appear in the following form:
z˙(t) = Lz(t) , Gz(t) = u(t) , y(t) = Kz(t) . (2.8.1)
Often (but not necessarily) L is a differential operator and G is a boundary trace operator.
We assume that U,Z,X and Y are complex Hilbert spaces such that
Z ⊂ X ,
with continuous embedding. We shall call U the input space, Z the solution space, X the
state space and Y the output space.
Definition 2.8.1. A boundary control system on U,Z,X and Y is a triple of operators
Σb = (L,G,K), where
L ∈ L(Z,X) , G ∈ L(Z,U) , K ∈ L(Z, Y ) ,
if there exists a β ∈ C such that the following properties hold:
(i) G is onto,
(ii) Ker G is dense in X ,
(iii) βI − L restricted to Ker G is onto,
(iv) Ker (βI − L) ∩Ker G = {0}.
The three operators in this definition determine a system via the equations (2.8.1). The
aim of the theory in this section is to translate these equations into another form which
resembles the state space formulation of finite-dimensional systems, following the ideas
of Salamon [39], but in a more concise form. Relevant earlier references on the translation
of boundary control systems into the semigroup language can be found in [39] and also
in the survey of Emirsajlow and Townley [14]. Interesting recent papers on passive and
conservative boundary control systems are Malinen and Staffans [33, 34].
With the assumptions of the last definition, we introduce the Hilbert space X1 and the
operator A by
X1 = Ker G , A = L|X1 . (2.8.2)
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Obviously, X1 is a closed subspace of Z and A ∈ L(X1, X). Condition (iii) means that
βI − A is onto. Condition (iv) means that Ker (βI − A) = {0}. Thus, (iii) and (iv)
together imply that β ∈ ρ(A), so that
(βI − A)−1 ∈ L(X) .
In fact, (βI − A)−1 ∈ L(X,X1), so that the norm on X1 is equivalent to the norm
‖z‖1 = ‖(βI − A)z‖ ,
which in turn is equivalent to the graph norm of A. We define the Hilbert space X−1 as
the completion of X with respect to the norm
‖z‖−1 = ‖(βI − A)−1z‖ .
It is easy to see that this space is independent of the choice of β ∈ ρ(A). This paragraph
looks like the beginning of Section 2.2 , but the context is different, sinceA is not assumed
to be a generator.
Proposition 2.8.2. Let Σb = (L,G,K) be a boundary control system on U,Z,X and
Y . Let A and X−1 be as introduced earlier. Then there exists a unique operator B ∈
L(U,X−1) such that
L = A+BG , (2.8.3)
where A is regarded as an operator from X to X−1. For every β ∈ ρ(A) we have that
(βI − A)−1B ∈ L(U,Z) and
G(βI − A)−1B = I , (2.8.4)
so that in particular, B is bounded from below.
Remark 2.8.3. The following fact is an easy consequence of Proposition 2.8.2: For every
v ∈ U and every β ∈ ρ(A), the vector z = (βI − A)−1Bv is the unique solution of the
“abstract elliptic problem”
Lz = βz , Gz = v .
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Remark 2.8.4. It follows from (2.8.4) that B is strictly unbounded with respect to X ,
meaning that X ∩BU = {0}. Another consequence of (2.8.4) is that we have
Z = X1 + (βI − A)−1BU .
Indeed, for each z ∈ Z, denoting v = Gz, we have z = z1 + (βI − A)−1Bv, where
z1 ∈ X1 (because Gz1 = 0). The converse inclusion is trivial.
Definition 2.8.5. With the notation of Definition 2.8.1 and Proposition 2.8.2, we define
C ∈ L(X1, Y ) as the restriction ofK toX1. Then the generating triple of Σb is (A,B,C).
The transfer function of Σb is the L(U, Y )-valued function G defined on ρ(A) by the
formula
G(s) = K(sI − A)−1B . (2.8.5)
By the resolvent identity, for any s, β ∈ ρ(A), the difference (sI−A)−1− (βI−A)−1
maps X−1 into X1, so that (2.8.5) implies
G(s)−G(β) = C [(sI − A)−1 − (βI − A)−1]B. (2.8.6)
It is now clear that if A is the generator of a strongly continuous semigroup on X , then
A,B,C andG determine a system node in the sense of Staffans [41].
Remark 2.8.6. As a consequence of Proposition 2.8.2, the first two equations in (2.8.1)
can be rewritten equivalently as a single equation, namely
z˙(t) = Az(t) +Bu(t) , with z˙(t) ∈ X. (2.8.7)
Indeed, the transformation from (2.8.1) to (2.8.7) is obvious from (2.8.3). Conversely,
if (2.8.7) holds, then applying G(βI − A)−1 to both sides we obtain with (2.8.4) that
Gz(t) = u(t). Now from (2.8.3) it follows that z˙(t) = Lz(t).
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Chapter 3
Well-posedness and controllability of a
class of coupled linear systems
In this chapter we develop systematic theory for the well-posedness and controllability
of the first class of coupled infinite-dimensional systems mentioned in Chapter 1. Recall
that the finite-dimensional part of this class of coupled systems has no feedthrough matrix
while its infinite-dimensional part is assumed to be such that it becomes well-posed and
strictly proper when connected in cascade with an integrator.
3.1 SPI systems
The assumptions for the infinite-dimensional part of the coupled systems that we study
do not make them fit into any of the known classes of linear infinite-dimensional systems,
they are not even system nodes. We have to introduce a new abstract class of linear
systems called SPI systems. Before we develop the systematic theory of coupled systems
we give the definition of SPI systems and discuss some of their properties.
Definition 3.1.1. An SPI system Σd with input space U , state space X and output space
Y (all Hilbert spaces) is determined by three operators A,B,C and a transfer functionG,
which satisfy the following assumptions:
(a) A is the generator of a strongly continuous semigroup T on X . The spaces X1, X2
and X−1 are as introduced at the beginning of Section 2.2.
(b) B ∈ L(U,X−1) is an admissible control operator for T.
(c) X2 ⊂ D(C) ⊂ X1 and C : D(C)→Y is such that its restriction to D(A2) is in
3.1 SPI systems 48
L(X2, Y ) and it is an admissible observation operator for T restricted to X1.
(d) For some (hence, for every) s, β ∈ ρ(A) we have
(sI − A)−1(βI − A)−1BU ⊂ D(C) .
(e) We haveG : ρ(A)→L(U, Y ). For every s, β ∈ ρ(A) we have
G(s)−G(β) = C[(sI − A)−1 − (βI − A)−1]B.
(f) The function 1
s
G(s) is strictly proper.
The operators A,B,C are called the semigroup generator, the control operator and
the observation operator of Σd. G is called the transfer function of Σd.
We make some basic comments on this class of systems. The dynamic behavior of a
SPI system Σd is described by equations similar to those of a system node:
z˙(t) = Az(t) +Bu(t) ,
y(t) = C&D
[
z(t)
u(t)
]
.
(3.1.1)
Here C&D (called the observation/feedthrough operator of Σd) is defined similarly as
for a system node: for some β ∈ ρ(A),
C&D
[
x
u
]
= C[x− (βI − A)−1Bu] +G(β)u, (3.1.2)
with the domain
D(C&D) =
{[
x
u
]
∈ X × U
∣∣∣ x− (βI − A)−1Bu ∈ D(C)} . (3.1.3)
For a system node, we would have X1 in place of D(C) in (3.1.3), so that for an SPI
system, D(C&D) is smaller. It is easy to see that C&D (and its domain) is independent
of the choice of β appearing in the formulas. It is also easy to see that we have the
following relation between C&D andG:
G(s) = C&D
[
(sI − A)−1B
I
]
∀ s ∈ ρ(A) . (3.1.4)
From assumptions (d) and (e) it is easy to derive (using the resolvent identity) that
d
ds
G(s) = − C(sI − A)−2B ∀ s ∈ ρ(A) . (3.1.5)
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In particular, this shows that C(sI − A)−2B ∈ L(U, Y ) for all s ∈ ρ(A).
It is not difficult to check the following relationships between the class of SPI systems
and the class of system nodes: If we would assume that Σd is a system node, then the
assumptions (c), (d), (e) and (f) above would follow from this fact and from assumption
(b). (Actually, (f) is not an obvious consequence, but we will show this in Remark 3.3.2.)
Conversely, if Σd is an SPI system and we assume that D(C) = X1 and C ∈ L(X1, Y ),
then it clearly follows that Σd is a system node with admissible B. In the terminology of
Latushkin, Randolph and Schnaubelt [25], an operator C as in Definition 3.1.1 would be
called 2-admissible.
The equations (3.1.1) have classical solutions if u is of class H2loc and the initial con-
ditions of z and u are compatible. In this case, y is continuous. The details are as below:
Proposition 3.1.2. Suppose thatA,B,C andG determine an SPI system with input space
U , state space X and output space Y . If u ∈ H2loc((0,∞);U) and z0 ∈ X are such that
A[Az0 + Bu(0)] + Bu˙(0) ∈ X , then the first equation of (3.1.1) has a unique classical
solution z such that z(0) = z0. This solution satisfies[
z(t)
u(t)
]
∈ D(C&D) ∀ t ≥ 0 (3.1.6)
and the function y(t) = C&D
[
z(t)
u(t)
]
is continuous. If u as above also satisfies u, u˙, u¨ ∈
L2α([0,∞);U) for some α ≥ ω0, then
z, z˙, z¨ ∈ L2α([0,∞);X) , y ∈ L2α([0,∞);Y )
and
yˆ(s) = C&D
[
zˆ(s)
uˆ(s)
]
∀ s ∈ Cα . (3.1.7)
Proof. Step 1. For some β ∈ ρ(A) we introduce the space Z2 by
Z2 = X2 + (βI − A)−2BU ,
which is a Hilbert space with the norm
‖z‖2Z2 = inf
{
‖ϕ‖22 + ‖v1‖2
∣∣∣∣ ϕ ∈ X2, v1 ∈ U,z = ϕ+ (βI − A)−2Bv1
}
.
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Using (sI−A)−2− (βI−A)−2 = [(sI−A)−1− (βI−A)−1][(sI−A)−1 + (βI−A)−1]
we can check that Z2 is independent of the choice of β and different choices of β lead to
equivalent norms on Z2. It is not difficult to check that X2 ⊂ Z2 ⊂ X1, with continuous
embeddings. An important property of Z2 is that we have
Z2 ⊂ D(C) , C ∈ L(Z2, Y ) . (3.1.8)
Indeed, for z = ϕ + (βI − A)−2Bv1 with ϕ ∈ X2 and v1 ∈ U we have ‖Cz‖ ≤
‖C‖L(X2,Y )‖ϕ‖2 + ‖C(βI − A)−2B‖ · ‖v1‖ (the boundedness of C(βI − A)−2B was
explained after (3.1.5)). Using the Cauchy-Schwarz inequality in R2, we get
‖Cz‖ ≤ (‖C‖2L(X2,Y ) + ‖C(βI − A)−2B‖2) 12 · (‖ϕ‖22 + ‖v1‖2) 12 .
Taking the infimum over all possible ϕ and v1 as above, we obtain that ‖Cz‖ ≤ K‖z‖Z2 ,
where K > 0 is independent of z. Thus we have proved (3.1.8).
Step 2. Now we introduce the space
V =
{[
x
v
]
∈ X × U
∣∣∣∣ x− (βI − A)−1Bv ∈ Z2} ,
where β ∈ ρ(A) is fixed. A computation involving twice the resolvent identity (we omit
the details) shows that the space V is independent of the choice of β. On V we define the
norm by ∥∥∥∥[xv
]∥∥∥∥2
V
= ‖x− (βI − A)−1Bv‖2Z2 + ‖v‖2 ,
and with this norm, V is a Hilbert space, continuously embedded in X × U . (The proof
of the fact that V is complete and continuously embedded in X × U uses that for some
k > 0 we have ‖x‖ ≤ ‖x − (βI − A)−1Bv‖X + ‖(βI − A)−1Bv‖X ≤ k[‖x − (βI −
A)−1Bv‖Z2 + ‖v‖U ] ≤
√
2k‖ [ xv ] ‖V , for all [ xv ] ∈ V . We omit the other easy details.) It
is clear from the above and from (3.1.8) that V ⊂ D(C&D) and
C&D ∈ L(V , Y ) . (3.1.9)
Step 3. Consider the equation w˙ = Aw + Bu˙, with initial condition w(0) = w0 =
Az0 +Bu(0). By our assumptions, we have u˙ ∈ H1loc((0,∞);U) and Aw0 +Bu˙(0) ∈ X .
According to Proposition 2.2.2 there is a unique solution w and it satisfies
w ∈ C([0,∞);Z) ∩ C1([0,∞);X) . (3.1.10)
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Now consider the first equation of (3.1.1) with z(0) = z0. From our assumptions it follows
that u ∈ H1loc((0,∞);U) and Az0 + Bu(0) ∈ X . Using again Proposition 2.2.2 we see
that there is unique solution z ∈ C([0,∞);Z) ∩ C1([0,∞);X) and moreover z˙ = w.
We claim that [
z
u
]
∈ C([0,∞);V) . (3.1.11)
Since we already know that z ∈ C([0,∞);X) and u ∈ C([0,∞);U), to prove (3.1.11)
we only have to show that
z − (βI − A)−1Bu ∈ C([0,∞);Z2) . (3.1.12)
From (3.1.10) we see that w˙ = Aw + Bu˙ ∈ C([0,∞);X). Taking into account that
z˙ = w, this implies that (βI − A)z˙ −Bu˙ ∈ C([0,∞);X), whence
z˙ − (βI − A)−1Bu˙ ∈ C([0,∞);X1) .
This is equivalent to Az + Bu − (βI − A)−1Bu˙ ∈ C([0,∞);X1), which in turn can be
written as (βI − A)z −Bu+ (βI − A)−1Bu˙− βz ∈ C([0,∞);X1), whence
z − (βI − A)−1Bu+ (βI − A)−2Bu˙− β(βI − A)−1z ∈ C([0,∞);X2) . (3.1.13)
From z˙ ∈ C([0,∞);X) we have (βI−A)z−Bu ∈ C([0,∞);X), whence (βI−A)−1z−
(βI −A)−2Bu ∈ C([0,∞);X2), which shows that (βI −A)−1z ∈ C([0,∞);Z2). Since
also (βI − A)−2Bu˙ ∈ C([0,∞);Z2), it follows from (3.1.13) that (3.1.12) holds. As
already explained, this implies that (3.1.11) holds.
Step 4. Since (as seen in Step 2) V ⊂ D(C&D), (3.1.11) implies (3.1.6). Moreover, it
also implies (with (3.1.9)) that y(t) = C&D
[
z(t)
u(t)
]
is continuous, as claimed.
Now suppose that u, in addition to the earlier assumptions, also satisfies u, u˙, u¨ ∈
L2α([0,∞);U) for some α ≥ ω0. Then according to the comment after (2.2.4) (which we
apply to z, to w = z˙ and to r = z¨, so that r˙ = Ar+Bu¨) we have z, z˙, z¨ ∈ L2α([0,∞);X).
We claim that [
z
u
]
∈ L2α([0,∞);V) . (3.1.14)
The proof of this is similar to the proof of (3.1.11), only we have to replace everywhere
the symbol C([0,∞);X) with the symbol L2α([0,∞);X). We omit the details.
3.2 Main results for coupled linear systems 52
Finally, from (3.1.14) and (3.1.9) we get y ∈ L2α([0,∞);Y ). Because of (3.1.9) we
can take C&D out of the Laplace integral of y, so that (3.1.7) holds.
Note that in the above proof we have not used (f) from Definition 3.1.1.
3.2 Main results for coupled linear systems
Consider a coupled system Σcs, in which an infinite-dimensional system Σd is connected
to a finite-dimensional system Σf as shown in Figure 3.1. The external world interacts
with the coupled system Σcs via the finite-dimensional part Σf , which receives the input
v = ue − y, where ue is the input of Σcs and the signal y comes from Σd. The system Σf
sends out the output u, which is also the output of the coupled system Σcs. The equations
of Σf are {
q˙(t) = aq(t) + bue(t)− by(t), (3.2.1)
u(t) = cq(t) , (3.2.2)
where a ∈ Cn×n, b ∈ Cn×m, c ∈ Cm×n, and q(t) ∈ Cn is the state of the finite-
dimensional subsystem at the time t.
6−
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Figure 3.1: A coupled system Σcs consisting of an infinite-dimensional system Σd and a
finite-dimensional system Σf , connected in feedback.
———————
We consider first the situation when Σd is an SPI system as defined in Definition 3.1.1
with input and output space Cm and state space Hd. We can consider the coupled system
Σcs as a cascaded system Σcasc (the open loop system in Figure 3.2) with a feedback.
The input of Σcasc is v from Figure 3.1, and its outputs are u and y. The system Σcasc is
described by:
q˙(t) = aq(t) + bv(t) , u(t) = cq(t) , (3.2.3)
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together with (3.1.1) (in which z is the state trajectory of Σd).
- Σf - Σd -
v u y
Figure 3.2: A cascaded system Σcasc consisting of an infinite-dimensional system Σd and
a finite-dimensional system Σf = (a, b, c).
———————
It is easy to show that the above equations (3.1.1) and (3.2.3) give rise to a strongly
continuous semigroup S on the state space Hd × Cn, whose generator A is
A =
[
A Bc
0 a
]
, D(A) =
{[
z
q
]
∈ Hd × Cn
∣∣∣∣ Az +Bcq ∈ Hd} . (3.2.4)
In fact, Hd × Cn is not a good choice for the state space of Σcasc, because it is too large
and the system may not be well-posed with this state space. However, we show that Σcasc
(and also Σcs) is a well-posed system with the state space X = D(A), which is a Hilbert
space with the graph norm of A.
For the well-posedness and controllability properties of the coupled system Σcs, we
have the following two theorems:
Theorem 3.2.1. Let Σd be an SPI system with input space Cm, state space Hd, out-
put space Cm, semigroup generator A, control operator B, observation operator C and
transfer functionG. Let a, b, c be matrices as in (3.2.1)-(3.2.2). Then the coupled system
Σcs from Figure 3.1 described by (3.2.1), (3.2.2) and (3.1.1), with input ue, state [ zq ] and
output u, is well-posed with the state space X = D(A) from (3.2.4). The coupled system
remains well-posed also with y as an additional output. Moreover, Σcs is regular, with
feedthrough operator zero.
The semigroup of Σcs, denoted by Scs, is generated by
Acs
[
z
q
]
=
[
Az +Bcq
aq − b[C&D] [ zcq ]
]
, D(Acs) =
{[
z
q
]
∈ X
∣∣∣∣ Acs [zq
]
∈ X
}
.
If C ∈ L(Hd1 ,Cm), then the operators Scst can be extended to form a strongly contin-
uous semigroup on the space Hd × Cn. The generator of this extension, denoted by A˜cs,
is given by the same formula as Acs but it has the larger domain D(A˜cs) = X .
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Now assume additionally the following:
(i) (A,B) is exactly controllable in time T0;
(ii) (a, b) is controllable;
(iii) cb ∈ Cm×m is invertible;
(iv) Denote a×(β) = a+ b(cb)−1c(βI − a). There exists β ∈ ρ(A) such that A∗ and
a×(β)∗ have no common eigenvalue.
Then Σcs is exactly controllable in any time T > T0 (on the state space X ).
Note that if m = n, i.e., the matrices b, c are square, then the assumptions (ii) and (iv)
follow from the other assumptions, so there is no need to check them. Indeed, in this case
b, c are invertible by (iii), so that a×(β) = βI .
For approximate controllability we have a weaker result, in which we cannot tell the
approximate controllability time of the coupled system. We denote by ρ∞(A) the con-
nected component of ρ(A) containing some right half-plane.
Theorem 3.2.2. We use the assumptions and the notation from the first part of Theorem
3.2.1. We also assume the following:
(i) (A,B) is approximately controllable in some time;
(ii) (a, b) is controllable;
(iii) cb ∈ Cm×m is invertible;
(iv) Denote a×(β) = a+ b(cb)−1c(βI − a). There exists β ∈ ρ∞(A) such that
σ(a×(β)) ⊂ ρ∞(A) .
Then Σcs is approximately controllable in some time.
Now we consider a more general coupled system, denoted by Σc, shown in Figure 3.3.
The equations of Σf , with state q(t), are now{
q˙(t) = aq(t) + bue(t)− bfy(t) , (3.2.5)
u(t) = cq(t) , (3.2.6)
where a, b, c are as before and bf ∈ Cn×p. Note that the system in (3.2.1)-(3.2.2) is a
particular case of this system Σf , corresponding to bf = b. The system Σd is again an SPI
system with state space Hd described by (3.1.1), but now the input and output dimensions
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of Σd may be different (m and p). The coupled system Σc is described by (3.1.1), (3.2.5)
and (3.2.6).
-
-
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ﬀΣd
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q
y
z
Figure 3.3: A more general coupled system Σc consisting of an infinite-dimensional sys-
tem Σd and a finite-dimensional system Σf , connected in feedback.
———————
For the well-posedness and controllability of the coupled system Σc, we have the fol-
lowing theorem, which guarantees the exact controllability of Σc for a very large (open
and dense) set of matrices bf ∈ Cn×p, but not for all. Thus, exact controllability is a
generic property with respect to bf .
Theorem 3.2.3. Let Σd be an SPI system with input space Cm, state space Hd, output
spaceCp, semigroup generatorA, control operatorB, observation operator C and trans-
fer function G. Let a, b, bf , c be matrices as in (3.2.5)-(3.2.6). Then the coupled system
Σc from Figure 3.3 described by (3.1.1), (3.2.5) and (3.2.6), with input ue, state [ zq ] and
output u, is well-posed with the state space X = D(A) from (3.2.4). The coupled system
remains well-posed also with y as an additional output. Moreover, Σc is regular, with
feedthrough operator zero.
The semigroup of Σc, denoted by Sc, is generated by
Ac
[
z
q
]
=
[
Az +Bcq
aq − bf [C&D] [ zcq ]
]
, D(Ac) =
{[
z
q
]
∈ X
∣∣∣∣ Ac [zq
]
∈ X
}
.
IfC ∈ L(Hd1 ,Cp), then the operators Sct can be extended to form a strongly continuous
semigroup on the spaceHd×Cn. The generator of this extension, denoted by A˜c, is given
by the same formula as Ac but it has the larger domain D(A˜c) = X .
Now assume additionally that A,B, a, b, c satisfy the assumptions (i)–(iv) from The-
orem 3.2.1. Then for every T > T0 there is an open dense set OT ⊂ Cn×p such that
3.2 Main results for coupled linear systems 56
for every bf ∈ OT , the coupled system Σc is exactly controllable in time T . For every
b1 ∈ Cn×p there exists a finite set FT ∈ C such that the coupled system Σc with bf = λb1,
with λ ∈ C \ FT , is exactly controllable in time T .
We mention the obvious facts that OT is non-decreasing as a function of T , while (for
every fixed b1 ∈ Cn×p) FT is non-increasing.
The structure of the chapter is as follows: In Section 3.3 we analyse the cascaded
system Σcasc from Figure 3.2. We prove its well-posedness, strict properness (hence its
regularity) and its exact or approximate controllability (depending on the assumptions),
with the state space X . We derive its generating triple and transfer function.
In Section 3.4 we consider coupled systems of the structure discussed earlier (as in
Figures 3.1 and 3.3) and we prove our main results: Theorems 3.2.1, 3.2.2 and 3.2.3.
The idea of the proof for the first two theorems is to consider the coupled system from
Figure 3.1 as being obtained from Σcasc via an admissible output feedback. Then, the
controllability properties of the closed-loop system are inherited from the open-loop sys-
tem. The idea of the proof for Theorem 3.2.3 is to consider the input maps of Σc as a
finite-rank perturbation of the input maps of the system Σcs, while regarding a different
signal ω = u˙− βu as the input signal.
Section 3.5 contains an example to illustrate Theorem 3.2.1: two rigid bodies, M1 and
M2, connected by a spring and hanging from an elastic string with its upper end fixed, see
Figure 3.5. We assume that M1, M2 only move along a vertical line, the control input is a
vertical force acting on M1 and the output is the velocity of M1. It is not easy to analyze
the well-posedness and exact controllability of this system directly, but we derive them
using Theorem 3.2.1.
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3.3 The cascaded system
In this section we analyse the well-posedness and controllability of Σcasc introduced in
Section 3.2 (see Figure 3.2). Recall that Σcasc is described by:
q˙(t) = aq(t) + bv(t) , (3.3.1)
u(t) = cq(t) , (3.3.2)
z˙(t) = Az(t) +Bu(t) , (3.3.3)
y(t) = C&D
[
z(t)
u(t)
]
. (3.3.4)
Here (3.3.1)-(3.3.2) describe the finite-dimensional subsystem Σf with matrices a ∈
Cn×n, b ∈ Cn×m, c ∈ Cm×n while (3.3.3)-(3.3.4) describe the infinite-dimensional sub-
system Σd, which is assumed to be an SPI system with state space Hd (a Hilbert space),
input space Cm, output space Cm, semigroup T, semigroup generator A, control operator
B, observation operatorC and transfer functionG. Its combined observation/feedthrough
operator C&D is defined as in (3.1.2), (3.1.3). q(t) ∈ Cn is the state of Σf at the time t,
while z(t) ∈ Hd is the state of Σd at the time t. v is the input signal of both Σf and Σcasc
while u and y are the output signals of Σcasc. The equations (3.3.1)-(3.3.4) have classical
solutions for a dense space of input functions and initial states, see Proposition 3.1.2. The
well-posedness of Σcasc follows due to the smoothing effect of the strictly proper system
Σf , see Theorem 3.3.1 below.
We denote the state of Σcasc by ϑ = [ zq ]. One possible state space for Σcasc isHd×Cn,
and then the system can be described by
ϑ˙(t) = Aϑ(t) + Bv(t) , (3.3.5)[
u(t)
y(t)
]
= Cϑ(t) (3.3.6)
where
A =
[
A Bc
0 a
]
, D(A) =
{[
z
q
]
∈ Hd × Cn
∣∣∣∣ Az +Bcq ∈ Hd} , (3.3.7)
B =
[
0
b
]
, C =
[C1
C2
]
, C1 =
[
0 c
]
, C2 = C&D
[
I 0
0 c
]
. (3.3.8)
The natural domain of C is
D(C) =
{[
z
q
]
∈ Hd × Cn
∣∣∣∣ [ zcq
]
∈ D(C&D)
}
. (3.3.9)
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Note that the condition Az + Bcq ∈ Hd appearing in (3.3.7) can be written also in the
form z − (βI − A)−1Bcq ∈ Hd1 , where β ∈ ρ(A) is arbitrary. Note that the condition
[ zcq ] ∈ D(C&D) appearing in (3.3.9) can be written also in the form z−(βI−A)−1Bcq ∈
D(C), which shows that D(C) ⊂ D(A).
It is easy to verify that the above operatorA is the generator of the strongly continuous
semigroup
St =
[
Tt Φtψt
0 eta
]
(t ≥ 0) (3.3.10)
on Hd × Cn. Here, Φt (t ≥ 0) are the input maps of (A,B) and ψt (t ≥ 0) are the output
maps of (a, c), as defined at the beginning of Section 2.2. Clearly
ρ(A) = ρ(A) ∩ ρ(a) .
With the above state space, B is bounded (i.e., B ∈ L(Cm, Hd × Cn)). However, this
is not a good choice for the state space of Σcasc, because it is too large: if ϑ(0) ∈ D(A)
and v ∈ L2([0,∞),Cm), then the state ϑ(t) remains in the smaller space D(A). (Thus,
exact controllability of Σcasc is out of the question.) Moreover, with this state space, Σcasc
may be not well-posed (because C may be not admissible). However, as we show below,
X = D(A) with a certain norm is a very convenient state space for Σcasc, and with this
state space, Σcasc is well-posed (and regular).
Theorem 3.3.1. Using the notation from (3.3.1)-(3.3.10), choose β ∈ ρ(A) and denote
X = D(A) with the norm∥∥∥∥[zq
]∥∥∥∥2
X
= ‖(βI − A)z −Bcq‖2Hd + ‖q‖2Cn . (3.3.11)
The restriction of S to X is a strongly continuous semigroup on X , whose generator is the
restriction of A to D(A2). Using the state space X , the control operator B is admissible
for S and the observation operator C is admissible for S. Moreover, Σcasc is well-posed,
we have (sI − A)−1BCm ⊂ D(C) for every s ∈ ρ(A) and the transfer function of Σcasc
is strictly proper and given by
Gcasc(s) = C(sI −A)−1B =
[
I
G(s)
]
c(sI − a)−1b. (3.3.12)
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Proof. Step 1. It is well known that for every strongly continuous semigroup S on a
Hilbert space H , with generator A, the restriction of the semigroup to X = D(A) is a
semigroup on X with the norm ‖x‖X = ‖(βI −A)x‖H . The generator of this restricted
semigroup is the restriction ofA toD(A2). In our specific context we haveH = Hd×Cn
and it is easy to see that the norm from (3.3.11) is quivalent to the one defined above (but
simpler to write). Note that for every β ∈ ρ(A),
D(A2) =
{[
z
q
]
∈ Hd × Cn
∣∣∣∣ (βI − A)2z − (βI − A)Bcq −Bc(βI − a)q ∈ Hd} .
This is obtained by taking pairs [ zq ] ∈ Hd × Cn and imposing (βI − A) [ zq ] ∈ X . The
space X1 is defined as usual: it is D(A2) (the domain of the generator of the semigroup S
acting on X ) with the norm ‖(βI −A) [ zq ] ‖X , which is equivalent to∥∥∥∥[zq
]∥∥∥∥2
1
= ‖(βI − A)2z − (βI − A)Bcq −Bc(βI − a)q‖2Hd + ‖q‖2Cn .
Step 2. We prove the admissibility of B for S. For this, we have to show that for every
v ∈ L2([0,∞),Cm), the state trajectory ϑ of the cascaded system (3.3.5) corresponding
to ϑ(0) = 0 remains in X . Take an arbitrary β ∈ ρ(A). The operator
(βI −A)B =
[ −Bcb
(βI − a)b
]
is an admissible control operator for the semigroup S generated by A on Hd × Cn, as
it is easy to verify (using (3.3.10) and the admissibility of B for T). Hence, for every
v ∈ L2([0,∞),Cm), the strong solution κ of
κ˙ = Aκ+ (βI −A)Bv
with κ(0) = 0, is a continuous Hd × Cn-valued function. Hence ζ = (βI − A)−1κ is a
continuous X -valued function. It is easy to see that ζ˙ = Aζ + Bv and ζ(0) = 0. Hence,
ζ is in fact the state trajectory ϑ mentioned earlier.
Step 3. We show that X1 = D(A2) ⊂ D(C) and C restricted to X1 = D(A2) is in
L(X1,C2m). Take [ zq ] ∈ X1. We decompose
z − (βI − A)−1Bcq = ϕ+ (βI − A)−2Bc(βI − a)q , (3.3.13)
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where ϕ ∈ Hd2 . Recall the Hilbert space V introduced in Step 2 of the proof of Proposition
3.1.2. (Now we have Hd in place of X and Cm in place of U .) It is easy to see from the
decomposition (3.3.13) that [ zcq ] ∈ V . Since V ⊂ D(C&D) (see again Step 2 of the proof
of Proposition 3.1.2), we obtain that indeed X1 ⊂ D(C).
We prove that that [ I 00 c ] ∈ L(X1,V). Indeed, for [ zq ] ∈ X1 we have ‖ [ I 00 c ] [ zq ] ‖2V =
‖z− (βI −A)−1Bcq‖2Z2 + ‖cq‖2 ≤ ‖ϕ‖22 + ‖c(βI − a)q‖2 + ‖cq‖2 ≤ k‖ [ zq ] ‖21 for some
k > 0 that is independent of z and k. Now using the fact that C&D ∈ L(V ,Cm) (see
(3.1.9)), it follows that C2 ∈ L(X1,Cm). The continuity of C1 on X1 is trivial.
Step 4. Take [ zq ] ∈ X1 and define y(t) = C2St [ zq ]. We show that y has a Laplace
transform given for all s in some right half-plane by
yˆ(s) = C(sI − A)−1z +G(s)c(sI − a)−1q . (3.3.14)
Intuitively this should be clear, but a rigorous derivation needs some effort.
Since C2 ∈ L(X1,Cm), we can apply the Laplace transformation to y and take C2 out
of the Laplace integral, obtaining that for all s ∈ Cω0
yˆ(s) = C2(sI −A)−1
[
z
q
]
= C&D
[
I 0
0 c
] [
(sI − A)−1 (sI − A)−1Bc(sI − a)−1
0 (sI − a)−1
] [
z
q
]
= C&D
[
(sI − A)−1z + (sI − A)−1Bc(sI − a)−1q
c(sI − a)−1q
]
,
where ω0 is the growth bound of T. Applying the definition of C&D, we obtain that for
every β ∈ ρ(A), yˆ(s) = C[(sI − A)−1z + (sI − A)−1Bc(sI − a)−1q − (βI − A)−1Bc
(sI − a)−1q] +G(β)c(sI − a)−1q. Choosing β = s, we obtain (3.3.14).
Step 5. We prove the admissibility of C for S (on the state space X ). The component
C1 is bounded on X , so that its admissibility is trivial. It remains to show that C2 is
admissible. According to (2.2.5) we have to show that for some τ > 0 there existsKτ ≥ 0
such that∫ τ
0
∥∥∥∥C2St [zq
]∥∥∥∥2 dt ≤ K2τ ∥∥∥∥[zq
]∥∥∥∥2
X
∀
[
z
q
]
∈ D(A2) = X1 . (3.3.15)
Let y be as in Step 4 and choose β ∈ ρ(A). We rewrite (3.3.14) using assumption (e) in
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the definition of an SPI system and the resolvent identity:
yˆ(s) = C(sI − A)−1 [z − (βI − A)−1Bcq]− G(s)−G(β)
s− β cq +G(s)c(sI − a)
−1q .
Denoting ψ = z − (βI − A)−1Bcq, it is easy to verify that
ψ ∈ Hd1 and ‖ψ‖1 ≤
∥∥∥∥[zq
]∥∥∥∥
X
. (3.3.16)
The last formula for yˆ(s) can be written as
yˆ(s) = C(sI − A)−1ψ − G(s)
s− β c(βI − a)(sI − a)
−1q +
G(β)
s− β cq .
Let us denote by M the time-invariant operator acting on L2loc([0,∞),Cm) determined
by the transfer function G(s)
s−β . Since
G(s)
s−β is (strictly) proper, it follows that for any τ > 0,
Mmay be truncated to a bounded operatorMτ acting on L2([0, τ ];Cm), see for example
[51]. We rewrite the last formula for yˆ(s) in the time domain:
y(t) = CTtψ −M[c(βI − a)e·aq](t) +G(β)etβcq .
Using the admissibility of C on the state space Hd1 , we obtain that for every τ > 0
‖y‖L2[0,τ ] ≤ Kτ‖ψ‖1 + ‖Mτ‖ · ‖c(βI − a)e·aq‖L2[0,τ ] + ‖G(β)‖ · ‖e·βcq‖L2[0,τ ] .
Now using (3.3.16) we obtain that indeed (3.3.15) holds.
Step 6. We compute the transfer function of Σcasc. It is clear that the transfer function
from v to u is c(sI − a)−1b, i.e., if q(0) = 0 and v ∈ L2α([0,∞);Cm) with α ≥ Reσ(s),
then uˆ(s) = c(sI−a)−1bvˆ(s). To obtain the transfer function from u to y, we take z(0) =
z0 = 0, α ≥ ω0 and an input u ∈ H2loc((0,∞);Cm) such that u, u˙, u¨ ∈ L2α([0,∞);Cm),
u(0) = 0, u˙(0) = 0. According to (2.2.4) and (3.1.7) we have
yˆ(s) = C&D
[
(sI − A)−1Buˆ(s)
uˆ(s)
]
∀ s ∈ Cα .
Now using (3.1.4) we obtain that yˆ(s) = G(s)uˆ(s) (for s ∈ Cα). Combining this with
the formula for the transfer function from v to u, we obtain the following: Suppose that
α ≥ ω0 also satisfies α ≥ Reσ(a). Take
[
z(0)
q(0)
]
= 0 and v ∈ H1loc((0,∞);Cm) such that
v(0) = 0 and v, v˙ ∈ L2α([0,∞);Cm). Then u is as above and[
uˆ(s)
yˆ(s)
]
=
[
I
G(s)
]
c(sI − a)−1bvˆ(s) ∀ s ∈ Cα ,
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which confirms the last expression forGcasc given in (3.3.12). We still have to prove the
first equality in (3.3.12). It is easy to verify that for every v0 ∈ Cm,
(sI −A)−1Bv0 =
[
(sI − A)−1Bc(sI − a)−1bv0
(sI − a)−1bv0
]
∀ s ∈ ρ(A) .
Using (3.1.2) and (3.1.3), with β = s, it is easy to see that indeed (sI −A)−1Bv0 ∈ D(C)
and C2(sI − A)−1Bv0 = G(s)c(sI − a)−1bv0. Since obviously C1(sI − A)−1Bv0 =
c(sI − a)−1bv0, the first equality in (3.3.12) holds.
Step 7. Finally, we show that Σcasc is well-posed and strictly proper (hence, regular
with feedthrough operator zero). The well-posedness of Σcasc follows from Proposition
2.3.4. The first component of Gcasc is obviously strictly proper. The second component
can be written in the form 1
s
G(s)cs(sI − a)−1b. The factor 1
s
G(s) is strictly proper
according to assumption (f) in Definition 3.1.1. The factor cs(sI−a)−1b is proper. Hence,
Gcasc is strictly proper.
Remark 3.3.2. If we assume that C ∈ L(Hd1 ,Cm) (so that Σd is a system node), then
there is no need to asume that 1
s
G(s) is strictly proper. Indeed, in this case it is easy to see
that C ∈ L(X ,C2m). Then it follows from Proposition 2.2.3 that C(sI−A)−1B is strictly
proper, hence its second componentG(s)c(sI−a)−1b is strictly proper. If we take a = 0,
b = c = I , we obtain that 1
s
G(s) is strictly proper.
Remark 3.3.3. Still using the notation of Theorem 3.3.1, the strict properness of Gcasc
implies that Σcasc is regular, and its feedthrough operator is zero.
Let us introduce the analogue of the space Z from (2.2.3) for the system Σcasc:
Z = X1 + (βI −A)−1BCm .
Recall the concept of Λ-extension from (2.2.7). This refers to an extension of C restricted
to X1. Both the original C and CΛ are defined on Z (because they are both defined on
(sI −A)−1BCm). It follows from the last theorem that we have
CΛ
[
z
q
]
= C
[
z
q
]
∀
[
z
q
]
∈ Z . (3.3.17)
Indeed, we know from (2.4.3) that Gcasc(s) = CΛ(sI − A)−1B for all s in some right
half-plane. Comparing this with (3.3.12) we see that C and CΛ agree on (sI −A)−1BCm.
Since they obviously agree on X1, it follows that (3.3.17) holds.
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We will need the following fact from finite-dimensional linear systems theory. It con-
cerns flow-inversion, i.e., interchanging the role of input and output (when this is pos-
sible). We mention that flow-inversion of infinite-dimensional systems has been investi-
gated in Staffans and Weiss [43].
Lemma 3.3.4. If Σ is a finite-dimensional system described by{
˙˜x = a˜x˜+ b˜u˜,
y˜ = c˜x˜+ d˜u˜,
(3.3.18)
where a˜, b˜, c˜, d˜ are matrices of appropriate dimensions and d˜ is invertible, then Σ is
flow-invertible. Its flow-inverse system Σ× is described by{
˙˜x = (a˜− b˜d˜−1c˜)x˜+ b˜d˜−1y˜,
u˜ = − d˜−1c˜x˜+ d˜−1y˜ . (3.3.19)
If u˜, x˜, y˜ are functions satisfying (3.3.18), then the same functions satisfy also (3.3.19)
and vice versa. The system (3.3.18) is controllable (observable) iff the system (3.3.19) is
controllable (observable).
We omit the simple proof.
Lemma 3.3.5. With the notation from (3.3.1)-(3.3.3) assume that
(i) (A,B) is exactly controllable in time T0;
(ii) (a, b) is controllable;
(iii) cb is invertible;
(iv) Denote a×(β) = a+ b(cb)−1c(βI − a). There exists β ∈ C such that A∗ and
a×(β)∗ have no common eigenvalue.
Set the initial state z(0) = 0, q(0) = 0. Then for any time T > T0 and for any γ1 ∈
Hd, q1 ∈ Cn, there exists an input signal v ∈ L2([0, T ];Cm) such that the final state of
Σcasc satisfies
z˙(T )− βz(T ) = γ1, q(T ) = q1 .
The above lemma makes a statement involving z˙(T ), so that we have to verify that
z˙(T ) is well defined (keeping in mind that v(T ) is not well defined, since v is an L2-
function). According to (3.3.3), we have
z˙(T ) = Az(T ) +Bu(T ) =
[
A Bc
] [z(T )
q(T )
]
.
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Since ϑ = [ zq ] is a continuous X -valued function (according to Theorem 3.3.1) and[
A Bc
]
is bounded from X to Hd, it follows that z˙ is a continuous Hd-valued func-
tion, and hence z˙(T ) is a well defined element of Hd.
Proof of Lemma 3.3.5. Let [ zq ] be a state trajectory of Σcasc corresponding to the input
signal v ∈ L2([0,∞),Cm). We define γ(t) = z˙(t)− βz(t) (for all t ≥ 0). Differentiating
γ (in Hd−1) and then using (3.3.3), by a simple computation we get
γ˙(t) = Aγ(t) +B(u˙− βu) , (3.3.20)
where u(t) = cq(t). We define
ω(t) = u˙(t)− βu(t) , (3.3.21)
so that (3.3.20) becomes
γ˙(t) = Aγ(t) +Bω(t) . (3.3.22)
Substituting (3.3.2) into (3.3.21) and then using (3.3.1), we get
ω(t) = − c(βI − a)q(t) + cbv(t) . (3.3.23)
Now we express q˙ and v in terms of q and ω. If we consider ω in (3.3.23) as the output of
the control system (3.3.1), then according to Lemma 3.3.4 this system is flow-invertible
(as d˜ = cb is invertible by assumption (iii)). The flow-inverse system from (3.3.19)
becomes {
q˙(t) = a×(β)q(t) + b(cb)−1ω(t), (3.3.24)
v(t) = (cb)−1c(βI − a)q(t) + (cb)−1ω(t) . (3.3.25)
From assumption (ii) and Lemma 3.3.4 it follows that the system (3.3.24) is control-
lable. Recall that B is admissible, since Σd is an SPI system. According to assumptions
(i), (iv) and Theorem 2.5.9, the systems (3.3.22) and (3.3.24) are simultaneously exactly
controllable in any time T > T0. Therefore for any γ1, q1 as in the lemma, we can find
ω ∈ L2([0, T ];Cm) such that γ(T ) = γ1 and q(T ) = q1.
Let q and v be the state trajectory and the output signal (on the time interval [0, T ]) of
the system (3.3.24)-(3.3.25) corresponding to the input signal ω found above and q(0) =
0. Obviously v ∈ L2([0, T ];Cm). By Lemma 3.3.4 these functions also satisfy (3.3.1) and
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(3.3.23) (and q(T ) = q1). Let γ be the solution of (3.3.22) with the signal ω found above
and with γ(0) = 0, so that γ(T ) = γ1. Define z as the unique solution of z˙(t) = βz(t) +
γ(t), with z(0) = 0. Then it is easy to see that z satisfies (3.3.3) and z˙(T )− βz(T ) = γ1.
Proposition 3.3.6. Under the assumptions of Lemma 3.3.5, and assuming also that β ∈
ρ(A), the cascaded system Σcasc from (3.3.5) (with state space X ) is exactly controllable
in any time T > T0.
Proof. Let T > T0 and [ z1q1 ] ∈ X . We have to find v, q, u and z as in (3.3.1)–(3.3.3)
such that z(0) = 0, q(0) = 0, z(T ) = z1 and q(T ) = q1. Denote z′1 = Az1 + Bcq1
(this should be equal to z˙(T )). By the definition of X , we know that z′1 ∈ Hd. Let
γ1 = z
′
1− βz1, where β is as in the assumptions of Lemma 3.3.5. It is clear that γ1 ∈ Hd.
According to Lemma 3.3.5, there exists v ∈ L2([0, T ];Cm) such that if q and z are the
solutions of (3.3.1)–(3.3.3) corresponding to z(0) = 0, q(0) = 0, then z˙(T )−βz(T ) = γ1
and q(T ) = q1.
Subtracting βz(t) from both sides of (3.3.3), substituting (3.3.2) into it and setting
t = T , we get
z˙(T )− βz(T ) = Az(T ) +Bcq(T )− βz(T ) . (3.3.26)
If we substitute q(T ) = q1 and
z˙(T )− βz(T ) = γ1 = z′1 − βz1 = Az1 +Bcq1 − βz1
into (3.3.26), we get
Az1 − βz1 = Az(T )− βz(T ) .
Since A− βI is invertible, it follows that z(T ) = z1.
Lemma 3.3.7. We use the notation from (3.3.1)-(3.3.3) and we assume the following:
(i) (A,B) is approximately controllable in some time;
(ii) (a, b) is controllable;
(iii) cb ∈ Cm×m is invertible;
(iv) Denote a×(β) = a+ b(cb)−1c(βI − a). There exists β ∈ C such that
σ(a×(β)) ⊂ ρ∞(A) .
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We set the initial state z(0) = 0, q(0) = 0.
Then there exists some T > 0 such that for any γ1 ∈ Hd, q1 ∈ Cn, ε > 0, there exists
an input signal v ∈ L2([0, T ];Cm) such that the final state of Σcasc satisfies
‖z˙(T )− βz(T )− γ1‖Hd ≤ ε, q(T ) = q1 . (3.3.27)
The proof of this Lemma is similar to that of Lemma 3.3.5. Now, instead of Theorem
2.5.9 (which would give simultaneous exact controllability), we have to use Propositions
2.5.11 and 2.5.13 to conclude that with a suitable ω, we can achieve γ(T ) close to γ1 and
q(T ) = q1. We omit the details.
Proposition 3.3.8. Under the assumptions of Lemma 3.3.7, and assuming also that
β ∈ ρ(A), the cascaded system Σcasc from (3.3.5) (with state space X ) is approximately
controllable in some time T > 0.
Proof. We have to prove the following fact: for any [ z1q1 ] ∈ X and δ > 0, there exists
v ∈ L2([0, T ];Cm) such that if q, u and z are as in (3.3.1)-(3.3.3) with z(0) = 0, q(0) = 0,
then ∥∥∥[ z(T )q(T ) ]− [ z1q1 ]∥∥∥X ≤ δ .
If we can achieve q(T ) = q1, then (using the definition of the norm on X , see Theorem
3.3.1) the above estimate reduces to
‖A(z(T )− z1)‖Hd + ‖z(T )− z1‖Hd ≤ δ .
Since the graph norm ofA (which appears in the above estimate) is equivalent to the norm
‖z‖1 = ‖(βI − A)z‖Hd , the above estimate would follow from
‖(βI − A)(z(T )− z1)‖Hd ≤ Mδ, (3.3.28)
where M is some positive constant that depends on A and β. Thus, it will be enough to
show that we can find v ∈ L2([0, T ];Cm) such that q(T ) = q1 and (3.3.28) holds.
The remaining part of the proof resembles the proof of Proposition 3.3.6, so that we
can go a bit faster now.
Denote z′1 = Az1 + Bcq1, then z
′
1 ∈ Hd. Let γ1 = z′1 − βz1, where β satisfies the
stated assumptions, then γ1 ∈ Hd. Let ε = Mδ. According to Lemma 3.3.7, there exists
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v ∈ L2([0, T ];Cm) such that if q and z are the solutions of (3.3.1)-(3.3.3) corresponding
to z(0) = 0, q(0) = 0, then (3.3.27) holds.
We know from the previous proof that (3.3.26) holds. If we substitute this,
γ1 = z
′
1 − βz1 = Az1 +Bcq1 − βz1
and the second part of (3.3.27) into the first part of (3.3.27), we get
‖(A− βI)(z(T )− z1)‖Hd ≤ ε, which is exactly the desired estimate (3.3.28).
3.4 Well-posedness and controllability of coupled systems
In this section we prove the main well-posedness and controllability results for the
coupled systems Σcs from Figure 3.1 and Σc from Figure 3.3. We consider the output of
Σcs and of Σc to be [ uy ] (where u is the output of the finite-dimensional subsystem Σf and
y is the output of the infinite-dimensional subsystem Σd). We continue to use the notation
from Section 3.3. Thus, A, B, C&D, a, b, c are operators decribing Σcasc from Figure
3.2, Hd is the state space of Σd while X is the state space of Σcasc. T is the semigroup
of Σd and its generator is A. The generating operators of Σcasc are (A,B, C), see the
beginning of Section 3.3. The semigroup of Σcasc is S.
Proposition 3.4.1. The coupled system Σcs is well-posed and regular on (Cm,X ,C2m)
and its generating triple is (Acs,B, C), where
Acs
[
z
q
]
=
[
Az +Bcq
aq − b[C&D] [ zcq ]
]
, D(Acs) =
{[
z
q
]
∈ X
∣∣∣∣ Acs [zq
]
∈ X
}
.
The feedthrough operator of Σcs is zero and its transfer function is
Gcs(s) = C(sI −Acs)−1B =
[
I
G(s)
]
c(sI − a)−1b [I +G(s)c(sI − a)−1b]−1 .
If C ∈ L(Hd1 ,Cm), then the space X−1 corresponding to Acs is Hd × Cn.
Proof. The coupled system Σcs can be considered as being obtained from Σcasc via
output feedback with the feedback operator K =
[
0 −I] (as in Figure 2.1). From
Theorem 3.3.1 we know that Σcasc is regular with the state space X , its feedthrough
operator is zero and its transfer function isGcasc(s) = C(sI −A)−1B.
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Since Gcasc is strictly proper, it follows that (I −KGcasc)−1 is proper, which means
that K =
[
0 −I] is an admissible feedback operator for Σcasc. The feedback leading
from Σcasc to Σcs fits into the framework discussed in Proposition 2.4.3. Using the for-
mulas for the closed-loop generating triple from Proposition 2.4.3, together with (3.3.17),
we obtain after a short computation that the generating triple of Σcs is indeed (Acs,B, C),
with Acs as described in the proposition, and the feedthrough operator of Σcs is zero. It
follows thatGcs(s) = C(sI −Acs)−1B. Using the first equality in (2.4.1) to expressGcs,
we obtain the second part of the formula forGcs.
From the definition of X it is clear that for the semigroup S we have X−1 = Hd×Cn.
Now assume that C ∈ L(Hd1 ,Cm), so that C ∈ L(X ,C2m) (see Remark 3.3.2). In this
case, according to part (4) of Proposition 2.4.3, X−1 does not change with feedback, so
we obtain our claim about X−1 corresponding to Acs.
Proof of Theorems 3.2.1 and 3.2.2. The first part (the well-posedness part) of Theorem
3.2.1 and also the statements about Acs are contained in Proposition 3.4.1.
We prove the exact controllability part of Theorem 3.2.1. From the proof of Proposi-
tion 3.4.1, we know that Σcs can be considered as being obtained from Σcasc via output
feedback with the admissible feedback operator K =
[
0 −I]. According to Proposition
3.3.6, the assumptions (i)-(iv) in Theorem 3.2.1 imply that Σcasc is exactly controllable in
any time T > T0 (on the state space X ). According to Proposition 2.5.6, it follows that
Σcs is also exactly controllable in any time T > T0, on the same state space X .
The approximate controllability result in Theorem 3.2.2 is proved in a similar way: the
assumptions of the theorem imply that Σcasc is approximately controllable in some time,
according to Proposition 3.3.8. According to Proposition 2.5.6 Σcs is also approximately
controllable in some time, on the state space X .
In the remaining part of this section we analyse well-posedness and controllability of
the more general coupled system Σc from Figure 3.3. We denote by Σcasc1 the correspond-
ing cascaded system shown in Figure 3.4. This system is very similar to Σcasc described
by (3.3.1)-(3.3.6), but now we have (3.2.5) instead of (3.3.1), so that the input signal is
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[ ueuy ] (with values in Cm+p) and the control operator of Σcasc1 is
Bc =
[
0 0
b −bf
]
.
-
-
Σf - Σd -
ue
uy
u y
Figure 3.4: The cascaded system Σcasc1 corresponding to Σc, consisting of the infinite-
dimensional system Σd and the finite-dimensional system Σf = (a, b, bf , c). To obtain
from here Σc, we have to close the feedback uy = y.
———————
Proposition 3.4.2. The coupled system Σc is well-posed and regular on (Cm,X ,Cm+p)
and its generating triple is (Ac,B, C), where
Ac
[
z
q
]
=
[
Az +Bcq
aq − bf [C&D] [ zcq ]
]
, D(Ac) =
{[
z
q
]
∈ X
∣∣∣∣ Ac [zq
]
∈ X
}
.
The feedthrough operator of Σc is zero and its transfer function is
Gc(s) = C(sI −Ac)−1B =
[
I
G(s)
] [
I + c(sI − a)−1bfG(s)
]−1
c(sI − a)−1b.
If C ∈ L(Hd1 ,Cp), then the space X−1 corresponding to Ac is Hd × Cn.
Proof. The coupled system Σc can be considered as being obtained from Σcasc1 via
output feedback with the feedback operator K =
[
0 0
0 I
]
and then ignoring the second
input of the resulting closed-loop system (i.e., setting it to be zero). From a slight adapta-
tion of Theorem 3.3.1 we know that Σcasc1 is regular with state space X , generating triple
(A,Bc, C), feedthrough operator zero and transfer function
Gcasc1(s) = C(sI −A)−1Bc =
[
I
G(s)
]
c(sI − a)−1 [b −bf] .
Moreover,Gcasc1 is strictly proper. The remaining part of the proof is practically the same
as for Proposition 3.4.1. The computation needed to obtain the formula forGc(s) is now
a little longer.
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Proof of Theorem 3.2.3. The first step is to notice that the well-posedness part of the
theorem and also the statements about Ac are contained in Proposition 3.4.2.
In the sequel, to prove the exact controllability part, we assume that (in addition to the
assumptions in the first part of Theorem 3.2.3) also the conditions (i)-(iv) from Theorem
3.2.1 are satisfied and β is as in condition (iv).
In the second step we introduce the rational transfer functions
g(s) = c(sI − a)−1b, gf (s) = c(sI − a)−1bf
and we notice that gfG is strictly proper. Indeed, this follows exactly as in Step 7 of the
proof of Theorem 3.3.1.
The third step is to introduce the signals z, q, γ and ω corresponding to an input
signal ue. Let [ zq ] be a state trajectory of Σc corresponding to the input signal ue ∈
L2([0,∞),Cm), with initial conditions z(0) = 0, q(0) = 0. We define γ(t) = z˙(t)−βz(t)
(for all t ≥ 0). Differentiating γ (in Hd−1) and then using z˙(t) = Az(t) + Bu(t), where
u(t) = cq(t), by a simple computation we get
γ˙(t) = Aγ(t) +B(u˙− βu) . (3.4.1)
Note that γ(0) = 0. Due to the well-posedness of Σc, q and q˙ (and hence also u and u˙)
are of class L2loc and have Laplace transforms. We define ω ∈ L2loc([0,∞),Cm) by
ω(t) = u˙(t)− βu(t), (3.4.2)
so that (3.4.1) becomes
γ˙(t) = Aγ(t) +Bω(t) . (3.4.3)
The fourth step is to show that on any finite time interval, ue (and hence all the above
signals) can be expressed in a continuous way in terms of ω. From q˙(t) = aq(t)+bue(t)−
bfy(t) we get, applying the Laplace transformation,
qˆ(s) = (sI − a)−1[buˆe(s)− bf yˆ(s)] , (3.4.4)
for all s in some right half-plane. From (3.4.2) we see that ωˆ(s) = (s− β)uˆ(s) (for all s
in some right half-plane). Since u = cq, we obtain
ωˆ(s) = (s− β)c(sI − a)−1[buˆe(s)− bf yˆ(s)] . (3.4.5)
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Using that yˆ(s) = G(s)uˆ(s) = G(s) ωˆ(s)
s−β , (3.4.5) becomes
ωˆ(s) = (s− β)g(s)uˆe(s)− gf (s)G(s)ωˆ(s) ,
which implies
[I + gf (s)G(s)] ωˆ(s) = (s− β)g(s)uˆe(s) . (3.4.6)
Note that lims→∞(s − β)g(s) = cb. Since cb is invertible by assumption (iii), it follows
that s 7→ (s− β)g(s) has a proper rational inverse, denoted by h:
h(s) = [(s− β)g(s)]−1 .
Now (3.4.6) can be rewritten in the form
uˆe(s) = h(s) [I + gf (s)G(s)] ωˆ(s) . (3.4.7)
According to what we have proved in the second step, gfG is (strictly) proper, so that uˆe
is obtained from ωˆ via a proper transfer function. It is known (see Section 2.3) that this
implies that on any finite time interval [0, T ], the mapping from the restriction ω|[0,T ] to
the restriction ue|[0,T ] is continuous (in the L2 norm).
The fifth step is to express q(τ) from ω (where τ > 0 is fixed). If we substitute (3.4.7)
into (3.4.4) and use again that yˆ(s) = G(s) ωˆ(s)
s−β , we get
qˆ(s) = (sI − a)−1
[
bh(s) [I + gf (s)G(s)]− bfG(s) 1
s− β
]
ωˆ(s)
= (sI − a)−1bh(s)ωˆ(s) + (sI − a)−1
[
bh(s)gf (s)− bf
s− β
]
G(s)ωˆ(s) . (3.4.8)
We remark that if p = m and bf = b, then bh(s)gf (s) − bfs−β = 0, so that the above
formula becomes much simpler. This is the situation discussed in Theorem 3.2.1.
Note that the analytic functions h, gfG and s 7→ 1s−βG(s) are proper (see the fourth
and second step of this proof). Denote by Fhτ (τ ≥ 0) the (bounded) input-output maps
corresponding to the proper transfer function h, see Section 2.3 for the meaning of this
concept. Similarly, let Fgτ and F
l
τ (τ ≥ 0) be the (bounded) input-output maps correspond-
ing to the proper transfer functions gfG and s 7→ 1s−βG(s), respectively. We denote by
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φτ and φfτ (τ ≥ 0) the input maps of (a, b) and (a, bf ), respectively (see Section 2.2 for
this concept). Then (3.4.8) shows that we have
q(τ) = φτ Fhτω +
[
φτ FhτF
g
τ − φfτ Flτ
]
ω.
If we combine the above formula with a consequence of (3.4.3), we obtain that[
γ(τ)
q(τ)
]
=
[
Φτ
φτFhτ
]
ω +
[
0
φτ FhτF
g
τ − φfτ Flτ
]
ω, (3.4.9)
where Φτ (τ ≥ 0) are the input maps of (A,B).
In the sixth step we show that if τ > T0, then the operators
[
Φτ
φτFhτ
]
appearing above
are onto Hd × Cn. During this step we assume that p = m and bf = b. Since Φτ , φτ and
Fhτ depend on A,B, a, b, c but not on bf or on C&D, this assumption does not entail any
loss of generality. According to the remark after (3.4.8), if p = m and bf = b then the
second term on the right-hand side of (3.4.9) is zero, so that[
γ(τ)
q(τ)
]
=
[
Φτ
φτFhτ
]
ω. (3.4.10)
We know from (3.1.1), (3.2.5) and (3.2.6) that, denoting v = ue−y, the equations (3.3.1)–
(3.3.3) hold. From (3.4.5) we have ωˆ(s) = (s − β)g(s)vˆ(s). Since s 7→ (s − β)g(s)
is proper, we can associate to it bounded input-output maps, as in Section 2.3. From
the definition of h we know that these bounded input-output maps are [Fhτ ]−1. Thus,
ω|[0,τ ] = [Fhτ ]−1v|[0,τ ] = [Fhτ ]−1v for every τ ≥ 0. Combining this with (3.4.10), we obtain[
γ(τ)
q(τ)
]
=
[
Φτ
φτFhτ
]
[Fhτ ]−1v . (3.4.11)
Let γ1 ∈ Hd, q1 ∈ Cn and τ > T0. According to Lemma 3.3.5 there exists v ∈
L2([0, τ ];Cm) such that γ(τ) = γ1 and q(τ) = q1, in other words, the operator on the
right-hand side of (3.4.11) is surjective. This implies that
[
Φτ
φτFhτ
]
is surjective.
In the seventh step we show that if T > T0 and b1 ∈ Cn×p, then there exists a finite set
FT ⊂ C (which depends on T and b1) such that the operator
Φ˜T =
[
ΦT
φTFhT
]
+
[
0
φT FhTF
g
T − φfT FlT
]
corresponding to bf = λb1 is surjective for each λ ∈ C \ FT . Since
[
ΦT
φTFhT
]
is surjective
(see the sixth step), it has a bounded right inverse RT . Then
Φ˜TRT = I +
[
0
φT FhTF
g
T − φfT FlT
]
RT . (3.4.12)
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Let Fg1T be the input-output map F
g
T corresponding to λ = 1, and similarly, let φ
f1
T be the
input map φfT corresponding to λ = 1. Then from the definitions
FgT = λF
g1
T , φ
f
T = λφ
f1
T ,
while the other operators on the right-hand side of (3.4.12) are independent of λ. Thus,
(3.4.12) becomes
Φ˜TRT = I + λ
[
0
φT FhTF
g1
T − φf1T FlT
]
RT .
Since the second term on the right-hand side above is a finite-rank operator, it follows that
there exists a finite set FT ⊂ C such that for λ 6∈ FT , Φ˜TRT is invertible. Hence, for all
such λ, Φ˜T is onto Hd × Cn.
In the eighth step we show that if T > T0 and bf ∈ Cn×p is such that Φ˜T is onto Hd ×
Cn, then the system Σc is exactly controllable in time T . The proof of this step is similar
to the proof of Proposition 3.3.6. Let [ z1q1 ] ∈ X . We have to find ue ∈ L2([0, T ];Cm) such
that if q, u, z and y are as in (3.1.1), (3.2.5) and (3.2.6), with initial conditions z(0) = 0
and q(0) = 0, then z(T ) = z1 and q(T ) = q1. Note that ue can be expressed in terms of
ω, see (3.4.7) or (in the time domain)
ue|[0,T ] = FhT (I + FgT )ω.
Denote z′1 = Az1 + Bcq1. By the definition of X , we know that z′1 ∈ Hd. Let γ1 =
z′1 − βz1, so that γ1 ∈ Hd. According to our assumption, there exists ω ∈ L2([0, T ];Cm)
such that the corresponding solutions z and q satisfy
γ(T ) = z˙(T )− βz(T ) = γ1 , q(T ) = q1 .
Subtracting βz(t) from both sides of (3.1.1), substituting u = cq into it and setting
t = T , we get
z˙(T )− βz(T ) = Az(T ) +Bcq(T )− βz(T ) . (3.4.13)
If we substitute q(T ) = q1 and
z˙(T )− βz(T ) = γ1 = z′1 − βz1 = Az1 +Bcq1 − βz1
into (3.4.13), we get
Az1 − βz1 = Az(T )− βz(T ) .
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Since A− βI is invertible, it follows that z(T ) = z1.
The ninth step is to put the previous facts together to reach the conclusions in the
second part of Theorem 3.2.3. The last sentence of Theorem 3.2.3 clearly follows from
what we have shown in the seventh and eighth steps. From this last sentence of Theorem
3.2.3 it follows that for each T > T0, the set OT ⊂ Cn×p of all those bf for which Σc
is exactly controllable in time T , is dense. The operator Φ˜T defined in the seventh step
depends in an affine and hence continuous way on bf (using the operator norm). Since
the set of surjective operators in L(L2([0, T ];Cm), Hd × Cn) is open, it follows that the
set OT is also open.
3.5 Illustrative example
Consider the system Σcs from Figure 3.5, which consists of two rigid bodies,M1 andM2,
connected by a spring and hanging from an elastic string with its upper end (corresponding
to x = 0) fixed and having an equilibrium length l. The control input is the downward
vertical force f acting on the object M1 which is attached at the lower end (corresponding
to x = l) of the string. Suppose that the string and M1, M2 only move in the vertical
direction. There is friction between M1, M2 and the air, proportional to the speed of these
bodies. The displacement of the string with respect to its equilibrium position is described
by the wave equation. A related (but simpler) coupled system has been analyzed in [46,
Section 11.4].
Figure 3.5: Two rigid bodies connected by a spring and hanging from an elastic string.
The vertical displacement of the string is governed by the wave equation.
———————
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We take the (downward vertical) velocity of M1 as the output of Σcs. From simple
physical considerations, we get the system dynamic equations (with respect to the equi-
librium state) as follows:
ρwtt(x, t) = kwxx(x, t) , w(0, t) = 0, (x, t) ∈ (0, l)× R+,
m1wtt(l, t) + kwx(l, t) = f(t) + kδδ(t)− c1wt(l, t) ,
m2p2tt(t) = − kδδ(t)− c2p2t(t) ,
δ(t) = p2(t)− w(l, t) ,
u(t) = wt(l, t) .
(3.5.1)
Here the subscripts t and x denote derivatives with respect to the time t and the position
x, respectively. w(x, t) is the downward displacement of the string with respect to its
equilibrium position at the position x and the time t, and wt is its vertical velocity. w(l, ·)
and p2 are the vertical displacements of the bodies M1 and M2 with respect to their equi-
librium positions. δ is the change of length of the spring with respect to its length at the
equilibrium state. ρ > 0 is the density of the string, m1 > 0 and m2 > 0 are the masses
of M1 and M2, respectively. k > 0 is the elastic constant of the string while kδ > 0 is
the constant of the spring. c1 > 0 and c2 > 0 are the damping coefficients of M1 and M2
respectively due to friction with the air. ue = f is the force control while u (the output
signal) is the velocity of M1.
The state of Σcs at the time t is
zc(t) =

zc1(t)
zc2(t)
zc3(t)
zc4(t)
zc5(t)
 =

w(·, t)
wt(·, t)
wt(l, t)
p2t(t)
δ(t)
 . (3.5.2)
It looks as if zc3 depends on z
c
2, but this is not really the case, because z
c
2 ∈ L2[0, l], so that
its point evaluations are not defined. The natural state space of Σcs is
X = H1l (0, l)× L2[0, l]× C3, H1l (0, l) = {h ∈ H1(0, l) | h(0) = 0} , (3.5.3)
with the norm
‖ϑ‖2 = k‖ϑ1‖2H1l + ρ‖ϑ2‖
2
L2 +m1|ϑ3|2 +m2|ϑ4|2 + kδ|ϑ5|2,
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for all ϑ =
[
ϑ1 ϑ2 ϑ3 ϑ4 ϑ5
]T ∈ X , where
‖ϑ1‖2H1l =
∫ l
0
|ϑ1x|2dx, ‖ϑ2‖2L2 =
∫ l
0
|ϑ2|2dx. (3.5.4)
It is clear that the above norm on X represents twice the physical energy (the first term is
twice the potential energy in the string, etc). The operators of Σcs are as follows:
Acϑ =

ϑ2
k
ρ
ϑ1xx
− k
m1
ϑ1x(l)− c1m1ϑ3 + kδm1ϑ5
− c2
m2
ϑ4 − kδm2ϑ5−ϑ3 + ϑ4
 ∀ ϑ ∈ D(Ac), (3.5.5)
D(Ac) = {(H2(0, l) ∩H1l (0, l))×H1l (0, l)× C3 | ϑ3 = ϑ2(l)} , (3.5.6)
Bc =
[
0 0 1
m1
0 0
]T
, Cc =
[
0 0 1 0 0
]
, Dc = 0 .
Σcs is not exactly controllable in X , since the control operator Bc is bounded from the
input space C to X , and hence compact.
It is not easy to directly analyze the well-posedness and controllability of Σcs, although
it is a simple system. So far we do not even know if Σcs is a system node or not (we
do not know if Ac is a generator). We shall now prove these properties following the
framework proposed in Theorem 3.2.1. We need to decompose the system Σcs into two
subsystems as shown in Figure 3.1. First, we introduce the infinite-dimensional subsystem
Σd, extracted from the coupled system Σcs, by considering the string alone. At x = 0, the
displacement of the string is still zero. Σd is described by the following equations with
Dirichlet boundary control of the velocity and Neumann boundary observation, both at
the lower end x = l:
wtt(x, t) =
k
ρ
wxx(x, t) , w(0, t) = 0, (x, t) ∈ (0, l)× R+,
wt(l, t) = u(t) , y(t) = kwx(l, t) ,
(3.5.7)
where u and y are the input and output functions of Σd. u is the output function of both
the finite-dimensional subsystem Σf and the coupled system Σcs.
The state of Σd at the time t is z(t) =
[
z1(t) z2(t)
]T
=
[
w(·, t) wt(·, t)
]T , which
consists of the first two components of the state zc(t) from (3.5.2). The natural state space
of Σd is
Hd = H1l (0, l)× L2(0, l) .
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From [46, Proposition 10.3.3] and some additional simple reasoning we know that Σd is
well-posed with state space Hd, hence it is an SPI system.
The finite-dimensional subsystem Σf that we extract from the coupled system Σcs
(3.5.1) is described by the following equations with control and observation:
m1q1t(t) = − c1q1(t) + kδ q3(t) + f(t)− y(t) ,
m2q2t(t) = − c2q2(t)− kδ q3(t) ,
q3t(t) = − q1(t) + q2(t) ,
u(t) = q1(t) ,
(3.5.8)
where, q(t) =
[
q1(t) q2(t) q3(t)
]T
=
[
wt(l, t) p2t(t) δ(t)
]T is the state of Σf at the
time t, which consists of the last three components of the state zc(t) from (3.5.2). u is the
input and output of both Σf and Σcs, while f is the control input and y comes from Σd.
The matrices of Σf are
a =
− c1m1 0 kδm10 − c2
m2
− kδ
m2−1 1 0
 , b =
 1m10
0
 , c = [1 0 0] , d = 0 .
According to Theorem 3.2.1, Σcs is well-posed on a state space X . Clearly Ac from
(3.5.5)–(3.5.6) is A˜cs in Theorem 3.2.1. Therefore X = D(Ac) from (3.5.6).
Now we turn our attention to the controllability of this system. From [46, Corollary
11.3.9] it can be verified that Σd is exactly controllable in any time T0 > 2l
√
ρ
k
, with the
state space Hd, which is assumption (i) of Theorem 3.2.1.
By a simple computation, we have
[
b ab a2b
]
=
 1m1 −
c1
m21
c21
m31
− kδ
m21
0 0 kδ
m1m2
0 − 1
m1
c1
m21
 .
It is clear that the pair (a, b) is controllable, which is assumption (ii) of Theorem 3.2.1.
We have cb = 1
m1
is invertible, which is assumption (iii) of Theorem 3.2.1. Now we
determine the eigenvalues of a×(β) for β ∈ ρ(A):
a×(β) = a+ b(cb)−1c(βI − a) =
 β 0 00 − c2
m2
− kδ
m2−1 1 0
 .
3.5 Illustrative example 78
By a simple computation we get that the eigenvalues of a×(β) are β, −c2±
√
c22−4kδm2
2m2
(if c22 − 4kδm2 ≥ 0) or β, −c2±i
√
4kδm2−c22
2m2
(if c22 − 4kδm2 < 0). So it is clear that one of
the eigenvalues of a×(β) is β and the other two are in the left half-plane, regardless of the
values of the parameters c2, k2 and m2.
The generatorA of Σd is skew-adjoint, so that its eigenvalues are imaginary. Therefore,
a×(β)∗ and A∗ have no common eigenvalues, i.e., assumption (iv) of Theorem 3.2.1 is
satisfied. According to Theorem 3.2.1, Σcs is exactly controllable in any time T > 2l
√
ρ
k
,
with the state space X = D(Ac) from (3.5.6).
We mention that this is a toy example meant to illustrate the theory. Application will
be treated in Chapter 5.
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Chapter 4
Well-posedness, controllability and
observability of a well-posed system
coupled with a finite-dimensional
system
4.1 Introduction
In this chapter we develop systematic theory for the well-posedness, regularity, con-
trollability and obsrevability of the second class of coupled infinite-dimensional systems
mentioned in Chapter 1. This class of systems consist of a well-posed and strictly proper
linear system Σd and a finite-dimensional linear system Σf with an invertible first compo-
nent in its feedthrough matrix. We consider two kinds of structures: the special structure
shown in Figure 4.1 and the general structure shown in Figure 4.3. We show that these
coupled systems are well-posed and actually regular (this is easy). Then we address the
question of exact (or approximate) controllability of the coupled system. For this we need
that the two subsystems should be exactly (or approximately) controllable and we need
also additional assumptions of an algebraic nature. We derive analogous results for exact
(or approximate) observability.
There is a certain analogy between the main controllability results in this chapter and
those in Chapter 3. In this chapter the results are simpler and neater since the assumptions
allow us to work with the natural product state space. Unfortunately, the results here
cannot be derived from those in Chapter 3 (or the other way round). Recall that, in
Chapter 3, we assume that the feedthrough matrix of Σf is zero and that Σd is such that
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it becomes well-posed and strictly proper when connected in cascade with an integrator.
We have shown the well-posedness, regularity and controllability of such coupled systems
when using as state space a certain subspace of the natural state space.
In this chapter, first we consider a coupled system with the special structure in Figure
4.1, denoted by Σcs. We assume that the external world interacts with Σcs via the finite-
dimensional subsystem Σf , which receives the input v = ue − y, where ue is the input of
Σcs and the signal y comes from Σd. The system Σf sends out the output u, which is also
the output of the coupled system Σcs. The equations of Σf are{
q˙(t) = aq(t) + bue(t)− by(t), (4.1.1)
u(t) = cq(t) + due(t)− dy(t) , (4.1.2)
where a ∈ Cn×n, b ∈ Cn×m, c ∈ Cm×n, d ∈ Cm×m and q(t) ∈ Cn is the state of Σf .
6−
h-+ - Σf -
ﬀΣd
ue v u
q
y
z
Figure 4.1: A coupled system Σcs consisting of a well-posed and strictly proper system
Σd and a finite-dimensional system Σf = (a, b, c, d), connected in feedback.
———————
The well-posed linear system Σd, with input function u, input space Cm, state trajec-
tory z, output function y and output space Cm is assumed to be strictly proper (hence
regular). It is determined by its generating triple (A,B,C) via
z˙(t) = Az(t) +Bu, y(t) = CΛz . (4.1.3)
Here A is the semigroup generator of Σd, which generates a strongly continuous semi-
group T on the state space X (a Hilbert space), B ∈ L(Cm, X−1) is the control operator
of Σd and C ∈ L(X1,Cm) is its observation operator and CΛ is the Λ-extension of C. As
Σd is strictly proper, its feedthrough operator is zero. The transfer function G of Σd is
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given by
G(s) = CΛ(sI − A)−1B, ∀ s ∈ ρ(A) .
For the terminology on regular systems that has been used here we refer to the background
in Section 2.3.
Our approach to proving controllability properties of Σcs is to consider it as a cascaded
system Σcasc (the open loop system in Figure 4.2) with a feedback. The input of Σcasc is v
(see Figure 4.1), and its outputs are u and y. We obtain Σcs via the feedback v = ue − y.
The cascaded system is easier to analyze than the coupled system and its controllability
properties are invariant under feedback. Our approach to proving observability properties
of Σcs is similar, but we use a different cascaded system (with the order reversed), as
shown in Figure 4.4.
- Σf - Σd -
v u y
Figure 4.2: A cascaded system Σcasc consisting of a well-posed and strictly proper system
Σd and a finite-dimensional system Σf = (a, b, c, d).
———————
For the well-posedness, controllability and observability properties of the coupled sys-
tem Σcs we have the following results:
Theorem 4.1.1. Let Σd be a well-posed and strictly proper (hence regular) system with
input space Cm, state space X (a Hilbert space), output space Cm, semigroup T and
generating triple (A,B,C). Let a, b, c, d be matrices as in (4.1.1)–(4.1.2). Then the
coupled system Σcs from Figure 4.1 described by (4.1.1), (4.1.2) and (4.1.3), with input
ue, state [
z
q ] and output [ uy ], is well-posed and regular with the state space X × Cn.
Now assume additionally the following:
(i) (A,B) is exactly controllable in time T0;
(ii) (a, b) is controllable;
(iii) d ∈ Cm×m is invertible;
(iv) Denote a× = a− bd−1c. Then A∗ and a×∗ have no common eigenvalue.
Then Σcs is exactly controllable in any time T > T0.
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Theorem 4.1.2. We use the assumptions and the notation from the first part of Theorem
4.1.1. We also assume the following:
(i) (A,C) is exactly observable in time T0;
(ii) (a, c) is observable;
(iii) d ∈ Cm×m is invertible;
(iv) A and a× have no common eigenvalue.
Then Σcs, with output u only, is exactly observable in any time T > T0.
For approximate controllability and approximate observability we have weaker results,
in which we cannot tell the approximate controllability (or observability) time of the cou-
pled system. We denote by ρ∞(A) the connected component of ρ(A) containing some
right half-plane.
Proposition 4.1.3. We use the assumptions and the notation from the first part of Theorem
4.1.1. We also assume the following:
(i) (A,B) is approximately controllable in some time;
(ii) (a, b) is controllable;
(iii) d ∈ Cm×m is invertible;
(iv) Denote a× = a− bd−1c. We have σ(a×) ⊂ ρ∞(A).
Then Σcs is approximately controllable in some time.
Proposition 4.1.4. We use the assumptions and the notation from the first part of Theorem
4.1.1. We also assume the following:
(i) (A,C) is approximately observable in some time;
(ii) (a, c) is observable;
(iii) d ∈ Cm×m is invertible;
(iv) Denote a× = a− bd−1c. We have σ(a×) ⊂ ρ∞(A).
Then Σcs, with output u only, is approximately observable in some time.
Now we consider coupled systems with the general structure as shown in Figure 4.3,
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Figure 4.3: A more general coupled system Σc consisting of a well-posed and strictly
proper system Σd and a finite-dimensional system Σf = (a, b, bf , c, d, df ).
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denoted by Σc and described by the equations
q˙(t) = aq(t) + bue(t)− bfy(t) , (4.1.4)
u(t) = cq(t) + due(t)− dfy(t) , (4.1.5)
z˙(t) = Az(t) +Bu(t) , (4.1.6)
y(t) = CΛz(t) . (4.1.7)
This general structure allows the external input ue and the feedback signal y to be two
separate inputs of Σf described by (4.1.4)-(4.1.5). Here a ∈ Cn×n, b ∈ Cn×m, c ∈ Cm×n,
d ∈ Cm×m, bf ∈ Cn×p and df ∈ Cm×p. The system Σcs from Figure 4.1 is a particular
case of this system, corresponding to bf = b and df = d. The well-posed subsystem Σd
described by (4.1.6)–(4.1.7) is again assumed to be strictly proper, but now its input and
output dimensions may be different (m and p).
For the well-posedness and exact controllability of the coupled system Σc, we have
the following theorem, which guarantees the exact controllability of Σc for a very large
(open and dense) set of the pair
(
bf ∈ Cn×p, df ∈ Cm×p
)
, but not for all. Thus, exact
controllability is a generic property with respect to bf and df .
Theorem 4.1.5. Let Σd be a well-posed and strictly proper (hence regular) system with
input space Cm, state space X (a Hilbert space), output space Cp, semigroup T and
generating triple (A,B,C). Let a, b, bf , c, d, df be matrices as in (4.1.4)–(4.1.5). Then
the coupled system Σc from Figure 4.3 described by (4.1.4)–(4.1.7), with input ue, state
[ zq ] and output [ uy ], is well-posed and regular with the state space X × Cn.
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Now assume additionally the following:
(i) (A,B) is exactly controllable in time T0;
(ii) (a, b) is controllable;
(iii) d ∈ Cm×m is invertible;
(iv) Denote a× = a− bd−1c. Then A∗ and a×∗ have no common eigenvalue.
Then for every T > T0 there is an open dense set OT ⊂
(
Cn×p × Cm×p) (that may
depend on A,B,C, a, b, c, d and T ) such that for every pair (bf , df ) ∈ OT , the coupled
system Σc is exactly controllable in time T . If we set df = 0, then the exact controllability
holds for bf in an open and dense subset of Cn×p. For every b1 ∈ Cn×p and d1 ∈ Cm×p
there exists a set FT ∈ C with at most n elements such that the coupled system Σc with
bf = λb1 and df = λd1, with λ ∈ C \ FT , is exactly controllable in time T .
We mention the obvious facts that OT is non-decreasing as a function of T , while (for
every fixed pair (bf , df )) FT is non-increasing. We give below a simple finite-dimensional
example that shows that the set OT in Theorem 4.1.5 is not necessarily equal to Cn×p ×
Cm×p.
Example 4.1.6. Let U = X = Y = C and take A = 0, B = 1, C = 1,
a =
[
0 0
0 1
]
, b =
[
1
1
]
, bf =
[
0
λ
]
, c =
[
1 0
]
, d = 1, df = 0 .
We show that all the assumptions in Theorem 4.1.5 are satisfied. It is easy to see that both
(A,B) and (a, b) are controllable and that d is invertible, so that assumptions (i) (ii) and
(iii) are true. By computation we have
a× = a− bd−1c =
[−1 0
−1 1
]
,
which has eigenvalues 1 and -1, so that assumption (iv) is satisfied. By Proposition 4.3.2,
we get the following matrices Ac and Bc for the coupled system Σc:
Ac =
 0 1 00 0 0
−λ 0 1
 , Bc =
11
1
 .
By computation we have
[
Bc AcBc Ac2Bc
]
=
1 1 01 0 0
1 −λ+ 1 −2λ+ 1
 .
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The corresponding determinant is
det
[
Bc AcBc Ac2Bc
]
= 2λ− 1 .
Thus, Σc is not controllable for λ = 12 . This means that for this λ, the pair (bf , df ) is not
in the set OT from Theorem 4.1.5, for every T > 0.
Remark 4.1.7. There is no need to construct an observability counterpart to Theorem
4.1.5. Indeed, for the system in Figure 4.3, when we discuss observability we take ue = 0,
so that it reduces to the system in Figure 4.1 (with ue = 0).
The structure of this chapter is as follows: In Section 4.2 we analyze the cascaded
system Σcasc from Figure 4.2. We prove its well-posedness, regularity and its exact (or
approximate) controllability (depending on the assumptions), with the state spaceX×Cn.
We derive its generating operators and transfer function. We also consider a slightly
different cascaded system, needed for the study of the observability properties of Σcs.
In Section 4.3 we consider coupled systems as in Figures 4.1 and 4.3 and we prove our
main results. The idea of the proof for Theorem 4.1.1 and Proposition 4.1.3 is to consider
the coupled system from Figure 4.1 as being obtained from Σcasc via an admissible output
feedback. Then, the controllability properties of the closed-loop system are inherited from
the open-loop system. Theorem 4.1.2 and Proposition 4.1.4 can be obtained by similar
arguments, using a different cascaded system. The idea of the proof for Theorem 4.1.5
is to consider the input maps of Σc as finite-rank perturbations of the input maps of Σcs,
while regarding u as the input signal.
In Section 4.4 we present an example to illustrate Theorem 4.1.1 and Proposition 4.1.4.
The physical system being modeled is a flexible shaft with one end connected to the rigid
body attached to a beam. The other end of the beam is clamped. The control signal is
the angular velocity at which the free end of the shaft is being turned. We choose the
angular velocity of the rigid body as well as the torque acting on this rigid body from
the shaft as output signals. It is not easy to analyze the well-posedness, controllability
and observability of this system directly, but we derive them using Theorem 4.1.1 and
Proposition 4.1.4.
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4.2 The cascaded system
In this section we analyze the well-posedness and controllability of Σcasc introduced in
Section 4.1 (see Figure 4.2). Recall that Σcasc is described by:
q˙(t) = aq(t) + bv(t) , (4.2.1)
u(t) = cq(t) + dv(t) , (4.2.2)
z˙(t) = Az(t) +Bu(t) , (4.2.3)
y(t) = CΛz(t) . (4.2.4)
Here (4.2.1)–(4.2.2) describe the finite-dimensional subsystem Σf with input space Cm,
state space Cn, output space Cm and matrices a ∈ Cn×n, b ∈ Cn×m, c ∈ Cm×n, d ∈
Cm×m. The equations (4.2.3)–(4.2.4) describe the well-posed and strictly proper system
Σd with input space Cm, state space X , output space Cm, semigroup T, semigroup gener-
ator A, control operator B ∈ L(Cm, X−1) and observation operator C ∈ L(X1,Cm). CΛ
is the Λ-extension of C, defined in (2.2.7). q(t) ∈ Cn is the state of Σf , while z(t) ∈ X is
the state of Σd.
[
z(t)
q(t)
]
∈ X × Cn is the state of Σcasc at the time t. v ∈ L2loc([0,∞); Cm)
is the input signal of both Σf and Σcasc. y ∈ L2loc([0,∞),Cm) is the output signal of Σd
while [ uy ] is the output signal of Σcasc. The transfer functions of Σf and Σd are
g(s) = c(sI − a)−1b+ d, G(s) = CΛ(sI − A)−1B.
We denote the state of Σcasc by ϑ = [ zq ]. The state space for Σcasc is X × Cn with the
usual product norm ‖ϑ(t)‖2X×Cn = ‖z(t)‖2X + ‖q(t)‖2Cn .
Proposition 4.2.1. Σcasc described by (4.2.1)–(4.2.4) is well-posed and strictly proper
(hence regular) on the state space X × Cn with the input signal v, the state ϑ = [ zq ] and
output signal [ uy ]. Its generating operators are
A =
[
A Bc
0 a
]
, D(A) =
{[
z
q
]
∈ X × Cn
∣∣∣∣ Az +Bcq ∈ X} ,
B =
[
Bd
b
]
, C =
[
0 c
C 0
]
, D =
[
d
0
]
.
The transfer function of Σcasc is defined for s ∈ ρ(A) = ρ(A) ∩ ρ(a) by
Gcasc =
[
g
Gg
]
. (4.2.5)
4.2 The cascaded system 87
The proof is easy and it can also be derived as a particular case of Lemma 5.1 in Weiss
and Curtain [53], so that we omit the details. It can be proved either directly or as a
consequence of Lemma 5.2 in [53] that
CΛ =
[
0 c
CΛ 0
]
.
Proposition 4.2.2. With the assumptions (i)–(iv) of Theorem 4.1.1, the cascaded system
Σcasc described by (4.2.1)–(4.2.4) (with the state space X ×Cn) is exactly controllable in
any time T > T0.
Proof. Set the initial state z(0) = 0 and q(0) = 0. The exact controllability of Σcasc on
the state space X ×Cn means that for any time T > T0 and for any [ z1q1 ] ∈ X ×Cn, there
exists an input signal v ∈ L2([0, T ];Cm) such that the solution of (4.2.1)–(4.2.3) satisfies
z(T ) = z1 and q(T ) = q1.
By assumption (iii) and Lemma 3.3.4, we know that Σf described by (4.2.1)–(4.2.2) is
flow-invertible and that its flow-inverse system, denoted by Σ×f , is described by{
q˙ = (a− bd−1c)q + bd−1u, (4.2.6)
v = − d−1cq + d−1u. (4.2.7)
Recall that a× = a − bd−1c. From assumption (ii) and Lemma 3.3.4 it follows that
Σ×f is controllable. Combining this fact with the assumptions (i) and (iv), and Theorem
2.5.9, it follows that Σd and Σ×f (more precisely, the pairs (A,B) and (a
×, bd−1)) are
simultaneously exactly controllable in any time T > T0. Therefore for any [ z1q1 ] ∈ X×Cn,
and for the systems (4.2.3) and (4.2.6), we can find u ∈ L2([0, T ];Cm) such that z(T ) =
z1 and q(T ) = q1.
Let q and v be the state trajectory and the output signal (on the time interval [0, T ]) of
the system (4.2.6)–(4.2.7) corresponding to the input signal u found above and q(0) = 0.
Obviously v ∈ L2([0, T ];Cm). By Lemma 3.3.4 these functions also satisfy (4.2.1) and
(4.2.2) (and q(T ) = q1). Let z be the solution of (4.2.3) with the signal u found above
and with z(0) = 0, so that z(T ) = q1.
Thus we have found v ∈ L2([0, T ];Cm) such that the solution of the equations (4.2.1)–
(4.2.3) satisfies z(T ) = z1 and q(T ) = q1.
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Proposition 4.2.3. With the assumptions (i)–(iv) of Proposition 4.1.3, Σcasc described by
(4.2.1)–(4.2.4) (with state space X × Cn) is approximately controllable.
Proof. We have to prove the following fact: for any [ z1q1 ] ∈ X × Cn and δ > 0, there
exists an input function v ∈ L2([0, T ];Cm) such that if q, u and z are as in (4.2.1)–(4.2.3)
with z(0) = 0, q(0) = 0, then∥∥∥[ z(T )q(T ) ]− [ z1q1 ]∥∥∥X×Cn ≤ δ .
If we can achieve q(T ) = q1, then (using the definition of the norm on X×Cn) the above
estimate reduces to
‖z(T )− z1‖X ≤ δ . (4.2.8)
Thus, it will be enough to show that we can find v ∈ L2([0, T ];Cm) such that q(T ) = q1
and (4.2.8) holds.
The remaining part of the proof is similar to that of Proposition 4.2.2. First, by Lemma
3.3.4 and assumptions (ii) and (iii), we get that the flow-inverse system of Σf , denoted
by Σ×f (see (4.2.6)–(4.2.7)) is controllable. From this fact, assumptions (i) and (iv) and
Proposition 2.5.11, we get the simultaneous approximate controllability of Σd and Σ×f .
Now by Proposition 2.5.13, we can find a suitable u ∈ L2([0, T ];Cm) to achieve q(T ) =
q1 and (4.2.8). Following the same procedure as at the end of the proof of Proposition
4.2.2, we can show that there exists v ∈ L2([0, T ];Cm) such that if q and z are the
solutions of (4.2.1)–(4.2.3) corresponding to z(0) = 0, q(0) = 0, then q(T ) = q1 and
(4.2.8) holds.
Now we consider a new cascaded system Σcasco as shown in Figure 4.4, to study the
observability of the coupled system Σcs described by (4.1.1), (4.1.2) and (4.1.3) with
output u. Since we are only interested in observability, we assume that the external input
ue of Σcs is zero, so that v = −y. The output of Σcasco is u. We can obtain Σcs from
Σcasco via the feedback u0 = u. The system Σcasco is described by:
z˙(t) = Az(t) +Bu0(t) , (4.2.9)
v(t) = − CΛz , (4.2.10)
q˙(t) = aq(t) + bv(t) , (4.2.11)
u(t) = cq(t) + dv(t) . (4.2.12)
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Figure 4.4: The cascaded system Σcasco consisting of the well-posed and strictly proper
system Σd and the finite-dimensional system Σf = (a, b, c, d).
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Proposition 4.2.4. The cascaded system Σcasco described by (4.2.9)–(4.2.12) with input
u0 and output u is well-posed and regular on the state spaceX×Cn. With the assumptions
(i)–(iv) of Theorem 4.1.2, Σcasco is exactly observable in any time T > T0.
Proof. The well-posedness and regularity of Σcasco can be proved similarly as for
Σcasc, see the comments after Proposition 4.2.1. Now we show its exact observability.
By assumption (iii) and Lemma 3.3.4, we know that Σf is flow-invertible and that its
flow-inverse system, denoted by Σ×f , is described by (4.2.6)–(4.2.7). From assumption
(ii) and Lemma 3.3.4 it follows that Σ×f is observable. This fact and assumptions (i) and
(iv) imply, according to Theorem 2.5.10, that (A,C) and (a×,−d−1c) are simultaneously
exactly observable in any time T > T0.
We denote by g the transfer function of Σf , so that g(s) = c(sI − a)−1b + d. Since d
is invertible by assumption (iii), g has a proper rational inverse g−1 which is the transfer
function of Σ×f . For any T ≥ 0, we denote by ψ×T and FgiT the output map and the input-
map of Σ×f on the time interval [0, T ] (see Section 2.2 for the terminology). The output
function v of Σ×f (see (4.2.7)) can be written as
v = ψ×T q0 + F
gi
T u. (4.2.13)
We denote by ΨT the output maps of (A,C). Assuming u0 = 0, the output function
v of Σd (see (4.2.10)) can be written as v = −ΨT z0. Combining this with (4.2.13) we
obtain
ΨT z0 + ψ
×
T q0 = −FgiT u.
The simultaneously exact observability result derived earlier implies that for every T > T0
there exists kT > 0 such that
‖ΨT z0 + ψ×T q0‖ ≥ kT‖ [ z0q0 ] ‖
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(see (2.5.2)). We also have ‖FgiT u‖ ≤ ‖FgiT ‖ · ‖u‖. From the last two estimates we clearly
obtain the exact observability inequality (2.5.1) for Σcasco.
Proposition 4.2.5. With the assumptions (i)–(iv) of Proposition 4.1.4, Σcasco is approxi-
mately observable.
The proof is obtained by adjusting the previous proof. Indeed, if we use Proposition
2.5.12 instead of Theorem 2.5.10, we obtain that (A,C) and (a×,−d−1c) are simultane-
ously approximately observable in some time T > 0. Now we proceed as in the previous
proof, but we have to modify its last four lines, to show that u = 0 implies z0 = 0 and
q0 = 0. We omit the details.
4.3 Well-posedness, controllability and observability of coupled sys-
tems
In this section we prove the main well-posedness and controllability results for the
coupled systems Σcs from Figure 4.1 and Σc from Figure 4.3. We consider the output of
Σcs and of Σc to be [ uy ] (where u is the output of the finite-dimensional subsystem Σf
and y is the output of the infinite-dimensional subsystem Σd). We also prove the exact
and approximate observability results for Σcs with output u only. We continue to use the
notation from Section 4.2.
Proposition 4.3.1. The coupled system Σcs is well-posed and regular on (Cm, X ×
Cn,C2m) with generating operators (Acs,B, Ccs,D) and transfer functionGcs, where
Acs =
[
A−BdCΛ Bc
−bCΛ a
]
, D(Acs) =
{[
z
q
]
∈ X × Cn
∣∣∣∣ Acs [zq
]
∈ X × Cn
}
,
Ccs =
[−dCΛ c
CΛ 0
]
, Gcs =
[
g
Gg
]
(I +Gg)−1 .
If B is bounded (i.e., B ∈ L(Cm, X)), then D(Acs) = D(A)× Cn.
Proof. The coupled system Σcs can be considered as being obtained from Σcasc via
output feedback with the feedback operator K =
[
0 −I] (as in Figure 2.1). From
Proposition 4.2.1 we know that Σcasc is regular with the state space X×Cn. From (4.2.5)
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we know that the transfer function of Σcasc is Gcasc =
[
g
Gg
]
, where g is the transfer
function of Σf , whileG is the transfer function of Σd.
Since g is proper andG is strictly proper, it follows that (I−KGcasc)−1 = (I+Gg)−1
is proper, which means that K =
[
0 −I] is an admissible feedback operator for Σcasc.
The feedback leading from Σcasc to Σcs fits into the framework discussed in Proposi-
tion 2.4.3. Using the formulas for the closed-loop generating operators from Proposition
2.4.3, we obtain after a short computation that the generating operators of Σcs are in-
deed (Acs,B, Ccs,D), with Acs and Ccs as described in the proposition. Using (4.2.5) and
(2.4.1), we obtain the formula for Gcs. It is easy to verify from the formula for D(Acs)
that if B is bounded, then D(Acs) = D(A)× Cn.
Proof of Theorem 4.1.1 and Proposition 4.1.3. The first part (the well-posedness and
regularity part) of Theorem 4.1.1 is contained in Proposition 4.3.1.
Now we prove the exact controllability part of Theorem 4.1.1. From Proposition 4.3.1
and its proof we know that the coupled system Σcs can be considered as being obtained
from Σcasc (which is well-posed and regular) via output feedback with the admissible
feedback operator K =
[
0 −I].
According to Proposition 4.2.2, the assumptions (i)–(iv) in Theorem 4.1.1 imply that
the cascaded system Σcasc (with state space X × Cn) is exactly controllable in any time
T > T0. According to Proposition 2.5.6, it follows that Σcs is also exactly controllable
(with state space X × Cn) in any time T > T0.
The proof of Proposition 4.1.3 is similar. According to Proposition 4.2.3, the assump-
tions (i)–(iv) in Proposition 4.1.3 imply that the cascaded system Σcasc (with state space
X × Cn) is approximately controllable. According to Proposition 2.5.6, it follows that
Σcs is also approximately controllable (in the same state space).
Proof of Theorem 4.1.2 and Proposition 4.1.4. The coupled system Σcs described by
(4.1.1), (4.1.2) and (4.1.3) with external input ue = 0 and output u, can be considered as
being obtained from the cascaded system Σcasco described by (4.2.9)–(4.2.12) via output
feedback with the feedback operator I (as in Figure 2.1 with K = I). The transfer func-
tion of Σcasco is Gcasco = gG, where g and G are the transfer functions of Σf and Σd
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respectively. From Proposition 4.2.4 we know that Σcasco is well-posed and regular with
the state space X × Cn. SinceGcasco is strictly proper, I is an admissible feedback oper-
ator for Σcasco. From Proposition 4.2.4 we also know that under the assumptions (i)–(iv)
of Theorem 4.1.2, Σcasco is exactly observable in any time T > T0. This observability is
preserved under admissible feedback, see Proposition 2.5.6. For approximate observabil-
ity (Proposition 4.1.4) the proof is similar, but now we use Proposition 4.2.5 to show that
Σcasco is approximately observable.
Now we analyze the well-posedness and controllability of the more general coupled
system Σc from Figure 4.3. We denote by Σca the corresponding cascaded system shown
in Figure 4.5. This system is very similar to Σcasc, but now we have (4.1.4) and (4.1.5)
instead of (4.1.1) and (4.1.2), so that the input signal is [ ueuy ] (with values in Cm+p). The
semigroup generator A and the observation operator C are the same as for Σcasc (see
Proposition 4.2.1) while the control operator and the feedthrough operator of Σca are
given by
Bca =
[
Bd −Bdf
b −bf
]
, Dca =
[
d −df
0 0
]
.
The transfer function of Σca is
Gca =
[
g −gf
Gg −Ggf
]
, (4.3.1)
where
g(s) = c(sI − a)−1b+ d, gf (s) = c(sI − a)−1bf + df ,
andG is the transfer function of Σd, which is strictly proper.
-
-
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Figure 4.5: The cascaded system Σca corresponding to Σc, consisting of a well-posed
and strictly proper system Σd and a finite-dimensional system Σf = (a, b, bf , c, d, df ). To
obtain from here Σc, we have to close the feedback uy = y.
———————
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Proposition 4.3.2. Σc is well-posed and regular on (Cm, X×Cn,Cm+p) with generating
operators (Ac,B, Cc,D) and transfer functionGc, where
Ac =
[
A−BdfCΛ Bc
−bfCΛ a
]
, D(Ac) =
{[
z
q
]
∈ X × Cn
∣∣∣∣ Ac [zq
]
∈ X × Cn
}
,
Cc =
[−dfCΛ c
CΛ 0
]
, Gc =
[
I
G
]
(I + gfG)
−1g .
If B is bounded (i.e., B ∈ L(Cm, X)), then D(Ac) = D(A) × Cn. The operators B and
D mentioned above are as defined in Proposition 4.2.1.
Proof. The coupled system Σc can be considered as being obtained from Σca via out-
put feedback with the feedback operator K =
[
0 0
0 I
]
and then ignoring the second input
of the resulting closed-loop system (i.e., setting it to be zero). We have already seen that
Σca is a regular system with state space X × Cn, generating operators (A,Bca, C,Dca)
and transfer function Gca from (4.3.1). From the properness of g and gf and the strict
properness of G it is easy to see that (I − KGca)−1 =
[
I 0
−Gg I +Ggf
]−1
is proper,
which means that K =
[
0 0
0 I
]
is an admissible feedback operator for Σca. The feed-
back leading from Σca to Σc fits into the framework discussed in Proposition 2.4.3. The
remaining part of the proof is practically the same as for Proposition 4.3.1.
Proof of Theorem 4.1.5. In the first step we point out that the well-posedness part
of Theorem 4.1.5 is contained in Proposition 4.3.2. Let [ zq ] be a state trajectory of Σc
corresponding to the input signal ue ∈ L2([0,∞),Cm), with initial conditions z(0) = 0,
q(0) = 0. Due to the well-posedness of Σc, z and q are continuous functions of t (with
values in X and in Cn). Another consequence of the well-posedness is that the signals u
and y appearing in Figure 4.3 are in L2loc and have Laplace transforms.
The second step is to show that on any finite time interval, ue (and hence all the above
signals) can be expressed in a continuous way in terms of u. From q˙(t) = aq(t)+bue(t)−
bfy(t) we get, applying the Laplace transformation,
qˆ(s) = (sI − a)−1[buˆe(s)− bf yˆ(s)] , (4.3.2)
for all s in some right half-plane. Since u(t) = cq(t) + due(t)− dfy(t), we obtain
uˆ(s) = c(sI−a)−1[buˆe(s)−bf yˆ(s)]+duˆe(s)−df yˆ(s) = g(s)uˆe(s)−gf (s)yˆ(s) , (4.3.3)
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where the rational transfer function g and gf are defined as after (4.3.1).
Using yˆ(s) = G(s)uˆ(s), we get
[I + gf (s)G(s)] uˆ(s) = g(s)uˆe(s) . (4.3.4)
Note that lims→∞ g(s) = d. Since d is invertible by assumption (iii), it follows that g has
a proper rational inverse. Now (4.3.4) can be rewritten in the form
uˆe(s) = g
−1(s) [I + gf (s)G(s)] uˆ(s) . (4.3.5)
As G is strictly proper, gfG is strictly proper too, so that uˆe is obtained from uˆ via a
proper transfer function. It is known (see Section 2.3) that this implies that on any finite
time interval [0, T ], the mapping from the restriction u|[0,T ] to the restriction ue|[0,T ] is
continuous (in the L2 norm).
The third step is to express q(τ) from u (where τ > 0 is fixed). If we substitute (4.3.5)
into (4.3.2) and use again that yˆ(s) = G(s)uˆ(s), we get
qˆ(s) = (sI − a)−1 [bg−1(s) [I + gf (s)G(s)]− bfG(s)] uˆ(s)
= (sI − a)−1bg−1(s)uˆ(s) + (sI − a)−1 [bg−1(s)gf (s)− bf]G(s)uˆ(s) . (4.3.6)
We remark that if p = m, bf = b, df = d, then bg−1(s)gf (s) − bf = 0, so that (4.3.6)
becomes much simpler. This is the situation discussed in Theorem 4.1.1.
Denote by Fgiτ (τ ≥ 0) the (bounded) input-output maps corresponding to the proper
transfer function g−1, see Section 2.3 for the meaning of this concept. Similarly, let Fgfτ
and FGτ (τ ≥ 0) be the (bounded) input-output maps corresponding to the proper transfer
functions gf and G, respectively. We denote by φτ and φfτ (τ ≥ 0) the input maps of
(a, b) and (a, bf ), respectively (see Section 2.2 for this concept). Then (4.3.6) shows that
we have
q(τ) = φτ Fgiτ u+
[
φτ Fgiτ F
gf
τ − φfτ
]
FGτ u.
If we combine the above formula with (2.2.2), we obtain that[
z(τ)
q(τ)
]
=
[
Φτ
φτFgiτ
]
u+
[
0
φτ Fgiτ F
gf
τ − φfτ
]
FGτ u, (4.3.7)
where Φτ (τ ≥ 0) are the input maps of (A,B).
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In the fourth step we show that if τ > T0, then the operators
[
Φτ
φτFgiτ
]
appearing above
are onto X × Cn. During this step we assume that p = m, bf = b and df = d. Since
Φτ , φτ and Fgiτ depend on A,B, a, b, c, d but not on bf or on df or on C, this assumption
does not entail any loss of generality. According to the remark after (4.3.6), if p = m,
bf = b and df = d, then the second term on the right-hand side of (4.3.7) is zero, so that[
z(τ)
q(τ)
]
=
[
Φτ
φτFgiτ
]
u. (4.3.8)
Denoting v = ue − y, from (4.3.3) we have uˆ(s) = g(s)vˆ(s). Since g is proper, we can
associate to it bounded input-output maps Fgτ (note that F
g
τ = [F
gi
τ ]
−1). Thus, u|[0,τ ] =
Fgτv|[0,τ ] = Fgτv for every τ ≥ 0. Combining this with (4.3.8), we obtain[
z(τ)
q(τ)
]
=
[
Φτ
φτFgiτ
]
Fgτv . (4.3.9)
Let z1 ∈ X , q1 ∈ Cn and τ > T0. According to Proposition 4.2.2 there exists v ∈
L2([0, τ ];Cm) such that z(τ) = z1 and q(τ) = q1, in other words, the operator on the
right-hand side of (4.3.9) is surjective. This implies that
[
Φτ
φτFgiτ
]
is surjective.
In the fifth step we show that if T > T0, b1 ∈ Cn×p, d1 ∈ Cm×p then there exists a
finite set FT ⊂ C (which depends on T and the pair (b1, d1)) such that the operator
Φ˜T =
[
ΦT
φTFgiT
]
+
[
0
φT FgiT F
gf
T − φfT
]
FGT ,
corresponding to bf = λb1 and df = λd1 is onto X × Cn for each λ ∈ C \ FT . Since[
ΦT
φTFgiT
]
is surjective (see the fourth step), it has a bounded right inverse RT . Then
Φ˜TRT = I +
[
0
φT FgiT F
gf
T − φfT
]
FGTRT . (4.3.10)
Let Fgf1T be the input-output map F
gf
T corresponding to λ = 1, and similarly, let φ
f1
T be
the input map φfT corresponding to λ = 1. Then from the definitions
FgfT = λF
gf1
T , φ
f
T = λφ
f1
T ,
while the other operators on the right-hand side of (4.3.10) are independent of λ. Thus,
(4.3.10) becomes
Φ˜TRT = I + λ
[
0
φT FgiT F
gf1
T − φf1T
]
FGTRT .
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The second term on the right-hand side above is a finite-rank operator of rank ≤ n. It
follows that there exists a set FT ⊂ C with at most n elements such that for λ 6∈ FT ,
Φ˜TRT is invertible. Hence, for all such λ, Φ˜T is onto X × Cn.
The sixth step is to notice that whenever Φ˜T is onto, the system Σc is exactly control-
lable in time T . Indeed, Φ˜T maps u into
[
z(T )
q(T )
]
(see (4.3.7)), and from the second step we
know that on any finite time interval, ue can be expressed in a continuous way in terms
of u, meaning that the operator F from ue to u is invertible. Thus, the operator Φ˜TF that
maps ue to
[
z(T )
q(T )
]
is onto.
The last sentence of Theorem 4.1.5 clearly follows from what we have shown in the
fifth and sixth steps. From the last sentence of Theorem 4.1.5 it follows that for each
T > T0, the set OT ⊂
(
Cn×p × Cm×p) of all those pairs (bf , df ) for which Σc is ex-
actly controllable in time T , is dense. The operator Φ˜T depends in an affine and hence
continuous way on the pair (bf , df ) (using the operator norm). Since the set of surjective
operators in L(L2([0, T ];Cm), X × Cn) is open, it follows that the set OT is also open.
The case df = 0 follows by taking d1=0.
4.4 Illustrative example
Consider the system Σcs which consists of a flexible shaft Σf with one end connected to
the rigid body of a non-uniform SCOLE beam system Σd, and the other end receiving the
control signal: the angular velocity ue. The flexible shaft can be modelled as a torsional
spring in parallel with a torsional damper while the SCOLE system is a well-known model
for a system consisting of a flexible beam with one end clamped and the other end linked
to a rigid body. The SCOLE model has two possible inputs: the torque and the force
acting on the rigid body, see Littman and Markus [28, 29]. Here we use only its torque
input.
We take the angular velocity of the rigid body, denoted by y, and the torque acting
on the rigid body from the shaft, denoted by u, as the outputs of Σcs. From physical
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considerations, we get the dynamic equations of Σcs as follows:
ρ(x)wtt(x, t) + (EI(x)wxx(x, t))xx = 0, (x, t) ∈ (0, l)× [0,∞), (4.4.1)
w(0, t) = 0, wx(0, t) = 0, (4.4.2)
mwtt(l, t)− (EIwxx)x(l, t) = 0, (4.4.3)
Jwxtt(l, t) + EI(l)wxx(l, t) = u(t), (4.4.4)
y(t) = wxt(l, t), (4.4.5)
qt(t) = ue(t)− y(t), (4.4.6)
u(t) = Ksq(t) + Csqt(t), (4.4.7)
where (4.4.1)–(4.4.5) describe the SCOLE model Σd. The subscripts t and x denote
derivatives with respect to the time t and the position x. l is the length of the beam, w is its
transverse displacement, while EI and ρ are its flexural rigidity and mass density. m and
J are the mass and the moment of inertia of the rigid body (these are positive constants).
We assume that ρ, EI ∈ C4[0, l], 0 < ρ0 ≤ ρ(x) < ρ1 and 0 < EI0 ≤ EI(x) < EI1
where ρ0, ρ1, EI0, EI1 are positive constants. (4.4.6)–(4.4.7) describe the flexible shaft
Σf . q is the angular difference between the two ends of the flexible shaft. The parameter
Ks > 0 is the torsional stiffness of the shaft while Cs > 0 is its torsional damping.
From this description, it is easy to see that Σcs, Σd and Σf fit the framework of cou-
pled systems with the special structure shown in Figure 4.1. It is clear that Σf is a one-
dimensional linear system with state q(t) ∈ C and its matrices are
a = 0, b = 1, c = Ks, d = Cs.
We define the norm on C by ‖q(t)‖2 = Ks|q(t)|2, which is twice the physical energy.
Now we analyze the SCOLE model Σd. We introduce the following auxiliary func-
tions: z1(x, t) = w(x, t), z2(x, t) = wt(x, t), z3(t) = wt(l, t), z4(t) = wxt(l, t). We
define z(t) = [z1(·, t), z2(·, t), z3(t), z4(t)]T (the superscript T means transpose) to be the
state of Σd at the time t. The natural energy state space of Σd is
X = H2l (0, l)× L2[0, l]× C2 ,
where
H2l (0, l) =
{
h ∈ H2(0, l) | h(0) = hx(0) = 0
}
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and Hn (n ∈ N) denote the usual Sobolev spaces. We define the norm on X as follows:
For any ξ = [ξ1 ξ2 ξ3 ξ4]
T ∈ X ,
‖ξ‖2 =
∫ l
0
EI(x)|ξ1xx(x)|2dx+
∫ l
0
ρ(x)|ξ2(x)|2 dx+m|ξ3|2 + J |ξ4|2.
It is clear that ‖z(t)‖2 represents twice the physical energy in Σd at the time t. Of course,
the formulas z3(t) = wt(l, t) and z4(t) = wxt(l, t) do not make sense for z(t) ∈ X , only
for smoother z(t) (for example, for z(t) ∈ D(A), defined below).
We define the generating operators of Σd as follows:
Aξ =

ξ2
−ρ−1(x)(EI(x)ξ1xx(x))xx
m−1
(
EIξ1xx
)
x
(l)
−J−1EI(l)ξ1xx(l)
 ∀ ξ ∈ D(A),
D(A) =
{
ξ ∈ [H4(0, l) ∩H2l (0, l)]×H2l (0, l)× C2 ∣∣∣ ξ3 = ξ2(l)ξ4 = ξ2x(l)
}
,
B =
[
0 0 0
1
J
]T
, C =
[
0 0 0 1
]
.
We get the following state space formulation of Σd from (4.4.1)–(4.4.5):{
z˙(t) = Az(t) +Bu(t) ,
y(t) = Cz(t) .
(4.4.8)
From Guo and Ivanov[20, Proposition 1.1] we know that A is skew-adjoint on X , so
that it is the generator of a unitary group T. Clearly B and C are bounded on X (i.e.,
B ∈ L(C, X), C ∈ L(X,C)), and the feedthrough operator is zero, so that Σd is strictly
proper (hence, regular). By Theorem 4.1.1, Σcs (with input ue, state [ zq ] and output [ uy ]) is
well-posed and regular with the state spaceX×C. The restriction ofA toD(A2) is skew-
adjoint on X1 = D(A). From Guo [19, Proposition 4.2] we know that B is admissible for
T restricted X1. Clearly C ∈ L(X1,C), so that Σd is well-posed and strictly proper on
X1 as well, according to Proposition 2.4.2. By Theorem 4.1.1, Σcs (with input ue, state
[ zq ] and output [ uy ]) is well-posed and regular with the state space X1 × C as well.
Now we prove the exact controllability of Σcs on X1×C using Theorem 4.1.1, and we
also prove its approximate observability on X × C using Proposition 4.1.4.
4.4 Illustrative example 99
From [19, Theorem 4.3] we know that Σd described by (4.4.8) is exactly controllable
on X1. From [20, Corollary 2.2] we know that Σd is approximately observable on X .
Therefore assumption (i) of Theorem 4.1.1 and of Proposition 4.1.4 is satisfied.
Clearly (a,b) is controllable, (a,c) is observable and d = Cs is invertible. Hence as-
sumptions (ii) and (iii) of Theorem 4.1.1 and of Proposition 4.1.4 are satisfied. By com-
putation, we get
a× = − Ks
Cs
.
From [20, Propositions 1.1 and 1.2] we know that σ(A) consists of simple eigenvalues
that isolated, purely imaginary and non-zero. Therefore ρ(A) = ρ∞(A). Since A and a×
have no common eigenvalues, we have σ(a×) ⊂ ρ∞(A). Thus, all the four assumptions
of Theorem 4.1.1 and of Proposition 4.1.4 are satisfied. Therefore Σcs is exactly control-
lable on X1 × C, and it is approximately observable on X × C using only the output u.
Obviously, Σcs is approximately controllable on X × C.
This is an illustrative example for the theory developed in this chapter. Applications
with an engineering motivation will be treated in Chapter 6.
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Chapter 5
Well-posedness, regularity and exact
controllability of the SCOLE model
5.1 Introduction
This chapter investigates the exact controllability of the SCOLE (NASA Spacecraft
Control Laboratory Experiment) model with L2 input signals as well as its well-posedness
and regularity with the state space that makes it exactly controllable. This model is
ρwtt(x, t) + EIwxxxx(x, t) = 0, (x, t) ∈ (0, l)× [0,∞) ,
w(0, t) = 0 , wx(0, t) = 0 ,
mwtt(l, t)− EIwxxx(l, t) = f(t) ,
Jwxtt(l, t) + EIwxx(l, t) = v(t) ,
(5.1.1)
where the subscripts t and x denote derivatives with respect to the time t and the position
x, respectively. l is the length of the beam, w stands for the transverse displacement of
the beam, and EI and ρ are the flexural rigidity and the mass density of the beam (EI
and ρ are positive constants). m and J are the mass and the moment of inertia of the rigid
body (again positive constants). f and v are the force input and the torque input acting on
the rigid body. −EIwxxxx(x, t)dx is the total lateral force acting on a slice of the beam
of length dx, located at the position x and the time t. EIwxxx(l, t) and -EIwxx(l, t) are
the force and the torque acting on the rigid body from the beam at the time t. We define
the input and output signals of the SCOLE model as follows:
ue =
[
ue1
ue2
]
=
[
f
v
]
, u =
[
u1
u2
]
=
[
wt(l, ·)
wxt(l, ·)
]
. (5.1.2)
The natural state and state space of the SCOLE model are
zc(t) =
[
w(·, t) wt(·, t) wt(l, t) wxt(l, t)
]T
, (5.1.3)
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Hc = H2l (0, l)× L2[0, l]× C2 ,
whereH2l (0, l) = {h ∈ H2(0, l) | h(0) = 0, hx(0) = 0}. The natural norm on Hc is
‖zc(t)‖2 = EI‖w(·, t)‖2H2l + ρ‖wt(·, t)‖
2
L2 +m|wt(l, t)|2 + J |wxt(l, t)|2 ,
which represents twice the physical energy.
As we mentioned in Chapter 1, the SCOLE model is not exactly controllable with Hc
using L2 inputs. Exact controllability can be achieved either by expanding the input signal
space (bringing in distributions) or by shrinking the state space. We have talked about
several results obtained by expanding the input signal space in Chapter 1. Here we focus
on the latter case. Smaller state spaces have been investigated in at least three papers. The
null-controllability of the SCOLE model with a state space of type H6(0, l) × H4(0, l)
(with boundary conditions) was proved in Littman and Markus [28] based on the theory
of semi-infinite beams. Using a constructive cutoff approach, they proved the existence
of smooth torque and force inputs for the finite beam leading to the final state zero. Using
the Riesz basis approach, Guo [19] proved that the non-uniform SCOLE model with only
torque input is exactly controllable with the state space D(Ac). Here Ac is the generator
of the SCOLE system with the state space Hc,
D(Ac) =
{[
z
q
]
∈ (H4(0, l) ∩H2l (0, l))×H2l (0, l)× C2 ∣∣∣ q1 = z2(l)q2 = z2x(l)
}
. (5.1.4)
Guo and Ivanov [20] have shown that for the non-uniform SCOLE model the space
D(|Ac| 12 ) is exactly reachable using only force control. The definition of D(|Ac| 12 ) will
be given in Section 5.2. So far D(|Ac| 12 ) is the largest known exactly reachable space
using L2 inputs. However we cannot deduce the exact controllability and well-posedness
results on D(|Ac| 12 ) from [20], since in this reference, the admissibility of B on D(|Ac| 12 )
is not assumed. An explicit description of D(|Ac| 12 ) like in (5.1.4) was not given in [20]
either.
In this chapter, using Theorem 3.2.1, we show that the SCOLE model described by
(5.1.1) and (5.1.2) is well-posed, regular and exactly controllable in any time T > 0 with
the state space
X =
{[
z
q
]
∈ [H3(0, l) ∩H2l (0, l)]×H1l (0, l)× C2
∣∣ z2(l) = q1}
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using both torque and force control in L2. Here, H1l (0, l) = {h ∈ H1(0, l) | h(0) = 0}.
The space X is the largest state space on which the SCOLE model is exactly controllable
using L2 control. The system remains regular with y =
[
−EIwxxx(l,·)
EIwxx(l,·)
]
as an additional
output. As B is admissible on X , we have D(|Ac| 12 ) ⊆ X .
5.2 Background on controllability
For easy reference we reproduce below several well-known results which can be found,
e.g., in Tucsnak and Weiss [46]. For the background on admissible control and observa-
tion operators as well as the concept of exact controllability, see Sections 2.2 and 2.5. For
the background on Riesz basis, we refer to [46].
Proposition 5.2.1. Let H be a Hilbert space and A0 : D(A0)→H be a strictly positive
operator. Denote H 1
2
= D(A
1
2
0 ) with the graph norm. H− 1
2
is the dual of H 1
2
with respect
to the pivot space H . We define another Hilbert space X = H 1
2
× H with the inner
product 〈[
w1
v1
]
,
[
w2
v2
]〉
X
= 〈A
1
2
0w1, A
1
2
0w2〉+ 〈v1, v2〉 ,
and another operator A by
A =
[
0 I
−A0 0
]
, D(A) = D(A0)×D(A
1
2
0 ).
Then A is skew-adjoint on X and 0 ∈ ρ(A). Furthermore
X1 = H1 ×H 1
2
, X−1 = H ×H− 1
2
.
Proposition 5.2.2. Using the notation in Proposition 5.2.1, φ =
[ ϕ
ψ
] ∈ D(A) is an
eigenvector of A, corresponding to the eigenvalue iµ (where µ ∈ R), if and only if ϕ is
an eigenvector of A0, corresponding to the eigenvalue µ2 and ψ = iµϕ.
We denote by Z∗ the set of all the non-zero integers. Assume that A0 is diagonalisable,
with an orthonormal basis (ϕk)k∈N in H formed of eigenvectors of A0. Denote by λk > 0
the eigenvalue corresponding to ϕk and µk =
√
λk. For all k ∈ N we define ϕ−k = −ϕk
and µ−k = −µk. Then A is diagonalisable, with the eigenvalues iµk corresponding to the
orthonormal basis of eigenvectors
φk =
1√
2
[
1
iµk
ϕk
ϕk
]
∀ k ∈ Z∗ = Z \ {0} .
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The following result is a version of [46, Corollary 6.9.6].
Proposition 5.2.3. Let X , U be Hilbert spaces. Let A be an skew-adjoint operator with
compact resolvents, which hence generates a unitary group T on X . Let Λ be a subset of
Z. Assume that A has simple eigenvalues iµk (k ∈ Λ), µk ∈ R, which are ordered such
that the sequence (µk) is strictly increasing. Let (φk) (k ∈ Λ) be an orthonormal basis in
X formed of eigenvectors of A corresponding to (iµk).
Let B ∈ L(U,X−1) and define bk ∈ L(U,C) by
bkv = 〈Bv, φk〉X−1,Xd1 ∀ v ∈ U, k ∈ Λ .
If there exists δ > 0, m > 0 such that µk+1 − µk ≥ δ and ‖bk‖ ≤ m for all k ∈ Λ, then
B is an admissible control operator for T.
If moreover (µk) satisfies that µk+1 − µk →∞ and for some ε > 0,
‖bk‖ ≥ ε ∀ k ∈ Λ ,
then (A,B) is exactly controllable in any time τ > 0.
If (φk) (k ∈ Λ, Λ countable) is a Riesz basis in the Hilbert space X , we denote by
(φ˜k) (k ∈ Λ) the biorthogonal sequence to (φk). Every z ∈ X can be represented as z =∑
k∈Λ zkφk, where zk = 〈z, φ˜k〉 and (zk) ∈ l2(Λ). Let T be a diagonalisable semigroup
on X with generator A. This means that there exists a Riesz basis (φk) (k ∈ Λ) in X such
that
Ttz =
∑
k∈Λ
eλktzkφk . (5.2.1)
The generator of T is given by
Az =
∑
k∈Λ
λk zkφk , D(A) =
{
z ∈ X
∣∣∣∣∣∑
k∈Λ
|λkzk|2 <∞
}
.
For α ≥ 0 we define
|A|α : D(|A|α)→X
by
|A|αz =
∑
k∈Λ
|λk|αzkφk, D(|A|α) = Xα =
{
z ∈ X
∣∣∣∣∣∑
k∈Λ
|λk|2α|zk|2 <∞
}
.
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The space Xα is a Hilbert space with the norm
‖z‖α = ‖(I + |A|)αz‖ . (5.2.2)
We define X−α as the dual of Xα with respect to the pivot space X . Note that for α = 1
we obtain X1 and X−1 as defined at the beginning of Section 2.2 and |A|α commutes with
Tt. It is clear that T can be extended (or restricted) to Xα for any α ∈ R. The formula
(5.2.1) for T remains the same, with (|λk|αzk) ∈ l2(Λ). The generator of T acting on Xα
is an extension (or restriction) of A with D(A) = Xα+1 and D(A2) = Xα+2.
Proposition 5.2.4. Let T be a diagonalisable semigroup on the state space X , and let
B ∈ L(U,X−1). Then B is admissible (or exactly controllable) for T on X if and only if
(I + |A|)−αB is admissible (or exactly controllable) for T on Xα (α ∈ R).
Proof. We denote by Φτ the input map of (A,B) at time τ :
Φτu =
∫ τ
0
Tτ−σBu(σ)dσ. (5.2.3)
The proposition follows from the following factorization:
Φτu = (I + |A|)α
∫ τ
0
Tτ−σ (I + |A|)−αBu(σ)dσ.
5.3 The beam subsystem on the energy state space
To obtain the well-posedness and exact controllability results for the SCOLE model
Σc described by (5.1.1) and (5.1.2), we follow the framework of Theorem 3.2.1. We de-
compose Σc into an infinite-dimensional system Σd (the clamped flexible beam) coupled
with a finite-dimensional system Σf (the rigid body). We model and analyse the beam
subsystem first.
The clamped flexible beam Σd that we extract from Σc is described by the following
Euler-Bernoulli equation with boundary control and boundary observation:
ρwtt(x, t) + EIwxxxx(x, t) = 0, (x, t) ∈ (0, l)× [0,∞) ,
w(0, t) = 0 , wx(0, t) = 0 ,
wt(l, t) = u1(t) , wxt(l, t) = u2(t),
y1(t) = − EIwxxx(l, t) , y2(t) = EIwxx(l, t) ,
(5.3.1)
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where u = [ u1u2 ] is the input of Σd (the transverse velocity and angular velocity of the
nacelle). y = [ y1y2 ] is the output of Σd (the force and the torque at the top of the tower).
The other notation is as in (5.1.1).
In order to reformulate the system Σd as a boundary control system like (2.8.1), we
use the auxiliary functions, which are the first two variables of zc in (5.1.3):
z1(x, t) = w(x, t), z2(x, t) = wt(x, t). (5.3.2)
Then (5.3.1) can be written as:
z˙1(x, t) = z2(x, t),
z˙2(x, t) = − EIρ z1xxxx(x, t),
z1(l, t) = 0, z1x(l, t) = 0,
z2(l, t) = u1(t), z2x(l, t) = u2(t),
y1(t) = − EIz1xxx(l, t), y2(t) = EIz1xx(l, t).
(5.3.3)
We denote z = [ z1z2 ], and similarly for u and y. The natural state space of Σd is
X = H2l (0, l)× L2[0, l] ,
whereH2l (0, l) is defined as after (5.1.3). We define the norm on X as follows:
‖z‖2 = EI‖z1‖2H2l + ρ‖z2‖
2
L2 , (5.3.4)
where
‖z1‖2H2l =
∫ l
0
|z1xx|2dx, ‖z2‖2L2 =
∫ l
0
|z2|2dx. (5.3.5)
The physical energy in the system Σd is 12‖z‖2.
We introduce the space Z ⊂ X by
Z =
[H4(0, l) ∩H2l (0, l)]×H2l (0, l) . (5.3.6)
We define the operators L : Z→X , G,K : Z→C2 by
L =
[
0 I
−EI
ρ
d4
dx4
0
]
, G
[
z1
z2
]
=
[
z2(l)
z2x(l)
]
, K
[
z1
z2
]
=
[−EIz1xxx(l)
EIz1xx(l)
]
.
With the above notation, (5.3.3) can be written as follows:
z˙ = Lz, Gz = u, y = Kz. (5.3.7)
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Such equations determine a boundary control system if L, G and K satisfy certain condi-
tions, see Section 2.8. Now we prove that this is indeed the case. Before we do this, we
introduce the system operator by A = L|Ker G. It is easy to verify that
D(A) = Ker G = [H4(0, l) ∩H2l (0, l)]×H20(0, l) (5.3.8)
where H20(0, l) = {h ∈ H2(0, l) | h(0) = h(l) = 0, hx(0) = hx(l) = 0}. The norm on
H20(0, l) is defined by ‖f‖H20 = ‖f ′′‖L2 .
Proposition 5.3.1. The beam system (L,G,K) is a boundary control system.
Proof. It is clear that G is onto. The space Ker G is dense in X because H4(0, l) ∩
H2l (0, l) is dense in H2l (0, l), and H20(0, l) is dense in L2[0, l]. The last two conditions
in the definition of a boundary control system are equivalent to the fact that sI − A is
invertible for some s ∈ C. We show that for every s > 0, sI − A is invertible, or
equivalently, for every q ∈ X , the following equation has a unique solution z ∈ D(A):
(sI − A)z = q .
The above equation is equivalent to
EI
ρ
z1xxxx + s
2z1 = sq1 + q2,
z1(0) = 0, z1x(0) = 0,
z1(l) =
1
s
q1(l), z1x(l) =
1
s
q1x(l),
z2 = sz1 − q1 .
(5.3.9)
Remember that s > 0. First we show that the corresponding homogeneous equation,
where we replace sq1 + q2 in the first equation of (5.3.9) with zero but leave the other
equations unchanged, has a unique solution zh = [ zh1zh2 ] ∈ D(A). Solving this homoge-
neous equation, we get
zh1(x) = c1 coshmx sinmx− c1 sinhmx cosmx+ c2 sinhmx sinmx, (5.3.10)
and zh2 = szh1 − q1, where
m =
s
2
√
ρ
EI
, c1 =
d · q2(l)− bm · q1(l)
(ad− bc)ms , c2 =
am · q1(l)− c · q2(l)
(ad− bc)ms ,
a = 2 sinhml sinml, b = sinhml cosml + coshml sinml,
c = coshml sinml − sinhml cosml, d = sinhml sinml.
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The above solution only makes sense if ad−bc 6= 0. Since ad−bc = sinh2(ml)−sin2(ml)
and sinhα > | sinα| for any α > 0, we obtain that ad− bc > 0, so that zh exists and it is
unique.
Similarly it can be shown that the non-homogeneous equation corresponding to (5.3.9),
where we replace q1(l) and q1x(l) with zero, has a solution zn ∈ D(A). Hence z = zh+zn
is a solution of (5.3.9). z is unique because if (5.3.9) had another solution z˜, then z − z˜
would be a solution of the homogeneous equation with zero boundary conditions (which
is 0), hence z − z˜ = 0. Therefore sI − A is invertible for s > 0.
Remark 5.3.2. Using the techniques of Le Gorrec, Zwart and Maschke [17] (in particular,
their Theorem 4.4) it can be shown that (L,G,K) is an impedance conservative boundary
control system. For this, we would have to use ξ1 = z1xx and ξ2 = z2 as state functions.
Here we prefer to give direct proofs of the facts that are needed, to avoid the formalism
of [17].
Since sI−A is invertible for s > 0, we can introduce the space X−1 as the completion
of X with respect to the norm ‖x‖−1 = ‖(sI − A)−1x‖. We can extend A to a bounded
operator from X to X−1, still denoted by A. We know from Section 2.8 that there exists
a unique B : C2→X−1 such that L = A + BG. According to Remark 2.8.6, the state
trajectories of Σd from (5.3.1) or (5.3.7) satisfy (2.8.7).
We decompose the state space X into 2 parts: the null-space of A, Xn, and its orthog-
onal complement Xr. By a simple computation, we get
Xn = Ker A =
{[
ax3 + bx2
0
] ∣∣∣∣ a, b ∈ C} . (5.3.11)
Now we determine Xr = X⊥n . Let z = [
z1
z2 ] ∈ Xr, then z1 ∈ H2l (0, l), z2 ∈ L2[0, l].
The condition 〈q, z〉 = 0 for all q ∈ Xn is equivalent to 〈q1, z1〉H2l = 0 for all q1 of the
form
q1(x) = ax
3 + bx2, where a, b ∈ C . (5.3.12)
For q1 as above and for every h ∈ H2l (0, l) we have, using twice integration by parts,
〈q1, h〉H2l = q1xx(l) · hx(l)−
[
q1xxx · h
]l
0
+
∫ l
0
q1xxxx · hdx.
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Using that q1xxxx = 0 and h(0) = 0, we get
〈q1, h〉H2l = q1xx(l) · hx(l)− q1xxx(l) · h(l) .
Therefore we have for z1 in place of h, q1xx(l) · z1x(l) − q1xxx(l) · z1(l) = 0. Clearly
q1xx(l) and q1xxx(l) can be any complex numbers (in fact q1xx(l) = 6al + 2b and q1xxx =
6a). Thus 〈q1, z1〉 = 0 for all q1 as in (5.3.12) is equivalent to
z1(l) = 0 , z1x(l) = 0 .
Therefore z1 ∈ H20(0, l), whereH20(0, l) is defined as after (5.3.8). Thus we get
Xr = H20(0, l)× L2[0, l] .
We denote by Ar the restriction of A to Xr. Then
D(Ar) =
[H4(0, l) ∩H20(0, l)]×H20(0, l) .
It is easy to see that Xr is invariant under A, or equivalently, Arz ∈ Xr, ∀z ∈ D(Ar). We
can decompose
Ar =
[
0 I
−A0 0
]
, (5.3.13)
where
A0h =
EI
ρ
hxxxx, D(A0) = H4(0, l) ∩H20(0, l) . (5.3.14)
Note that Ar corresponds to the equations of a beam clamped at both ends.
Proposition 5.3.3. A0 is a strictly positive densely defined operator onH = L2[0, l], with
compact resolvents. We have D(A
1
2
0 ) = H20(0, l).
For a proof see, e.g., [46, Example 3.4.13]. This implies that σ(A0) consists of isolated
positive eigenvalues, which converge to∞. Moreover, there exists in H an orthonormal
basis consisting of eigenvectors of A0 (see, e.g., [46, Proposition 3.2.12]).
Proposition 5.3.4. Ar is skew-adjoint on Xr and A is skew-adjoint on X .
Proof. As A0 > 0, according to Proposition 5.2.1 Ar is skew-adjoint on Xr and
0 ∈ ρ(Ar). According to the decomposition X = Xn ⊕Xr into A−invariant subspaces,
it follows that A is skew-adjoint on X .
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As remarked after Definition 2.8.5, the above proposition (together with Proposition
5.3.1) implies that the beam system Σd is a system node with state space X . This system
node is not well-posed (see the end of the next section).
We define C = K|Ker G, so that C =
[
C1
C2
]
, where
C1h = − EIh1xxx(l), C2h = EIh1xx(l) ∀ h =
[
h1
h2
] ∈ Ker G. (5.3.15)
Proposition 5.3.5. B∗ = C.
Proof. From the theory of boundary control systems in Section 2.8, we know that
A+BG = L. Here A : X→X−1. Since G is onto, proving that B∗ = C is equivalent to
proving that A+ C∗G = L, which is equivalent to
〈z, A∗η〉+ 〈Gz, Cη〉 = 〈Lz, η〉 ∀z ∈ Z, ∀η ∈ D(A∗) .
Using A∗ = −A (see Proposition 5.3.4) and D(A∗) = D(A), this becomes
−〈z, Aη〉+ 〈Gz, Cη〉 = 〈Lz, η〉 ∀z ∈ Z, ∀η ∈ D(A) . (5.3.16)
Now we prove (5.3.16). We denote by left and right the left-hand side and the right-hand
side of (5.3.16), respectively. Then (using (5.3.4))
left = −
〈[
z1
z2
]
,
[
η2
−EI
ρ
η1xxxx
]〉
X
+
〈[
z2(l)
z2x(l)
]
,
[−EIη1xxx(l)
EIη1xx(l)
]〉
= −EI 〈z1, η2〉H2l − ρ
〈
z2,−EI
ρ
η1xxxx
〉
L2
− EIz2(l)η1xxx(l) + EIx2x(l)η1xx(l) .
Using twice integration by parts, we get
left = EI
∫ l
0
z2xxη1xxdx− EI
∫ l
0
z1xxη2xxdx. (5.3.17)
Now we determine right:
right =
〈[
z2
−EI
ρ
z1xxxx
]
,
[
η1
η2
]〉
= EI 〈z2, η1〉H2l + ρ
〈
−EI
ρ
z1xxxx, η2
〉
L2
.
Using twice integration by parts, we get
right = EI
∫ l
0
z2xxη1xxdx− EI
∫ l
0
z1xxη2xx dx.
From here and (5.3.17) it is clear that left = right, so that B∗ = C.
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Remark 5.3.6. If q1, q2 ∈ C, then the vector
[
g1
g2
]
= (I − A)−1B
[
q1
q2
]
is the unique
solution of the “abstract elliptic problem” from Remark 2.8.3:
(I − L)
[
g1
g2
]
= 0 , G
[
g1
g2
]
=
[
q1
q2
]
.
5.4 The diagonal representation of A and the corresponding infinite
matrix form of B
Remember from Section 5.3 that the beam system is a system node with state space
X = H2l (0, l) × L2[0, l], skew-adjoint semigroup generator A, control operator B and
observation operator C = B∗. In this section we derive an asymptotic formula for an
orthonormal basis (φk) in X formed of eigenvectors of A. Here k ∈ M, an index set
to be specified later. When representing A in this basis, it becomes an infinite diagonal
matrix. The corresponding representation of B is an infinite matrix with two columns,
with entries bjk (j ∈ {1, 2}, k ∈M), that we shall approximate.
Recall the operator A0 : D(A0)→H, A0 > 0 from Proposition 5.3.3. The norm on
H = L2[0, l] is defined by ‖f‖H = √ρ‖f‖L2 , to make it fit with (5.3.4).
We order the eigenvalues of A0 from (5.3.14) such that 0 < λ1 < λ2 < λ3 . . .. We
denote by ϕk a normalized (in H) eigenvector of A0 corresponding to λk. We shall see
below that ϕk is unique up to multiplication with a constant of absolute value one. Then
it follows from what we said after Proposition 5.3.3 that (ϕk) (k ∈ N) is an orthonormal
basis in H . The functions ϕk satisfy
EI
ρ
ϕkxxxx = λkϕk,
ϕk(0) = 0, ϕkx(0) = 0,
ϕk(l) = 0, ϕkx(l) = 0.
(5.4.1)
By solving (5.4.1), with the boundary conditions at 0 only, we see that
ϕk(x) = p1k [cosαkx− coshαkx] + p2k [sinαkx− sinhαkx] , (5.4.2)
where
αk =
(
ρλk
EI
) 1
4
∀k ∈ N, (5.4.3)
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and p1k and p2k are arbitrary constants. The boundary conditions at l imply that a certain
2× 2 determinant is zero, which reduces to
cosαkl coshαkl = 1. (5.4.4)
If this is the case, then
p1k = Mk (cosαkl − coshαkl) , p2k = Mk (sinαkl + sinhαkl) , (5.4.5)
so that ϕk is unique up to multiplication with a constant. We choose Mk > 0 such that
‖ϕk‖H = 1. Elementary considerations (looking at the graphs of the functions cosα and
1
coshα
for α > 0) show that the positive solutions of (5.4.4) are
αk =
(
k − 1
2
)
pi
l
+ (−1)kεk (k ∈ N), (5.4.6)
where 0 < εk < pi2l and
εk ≈ 2
l
e−(k−
1
2
)pi (hence εk→ 0) .
By εk ≈ Ek, where (Ek) is some sequence, we mean that lim εkEk = 1.
Now we show that for all k ∈ N, 0 < εk < pi4l (we need this later). We know that
εk > 0. Let us show the second inequality. From (5.4.4) and (5.4.6) we know that
(−1)k+1 cos
(
1
2
pi + (−1)kεkl
)
= (coshαkl)
−1.
It is easy to see that the sequence ((coshαkl)−1) is positive, decreasing and converges to
zero. This implies that (εkl) is decreasing. Thus, to prove εk < pi4l , it is enough to show
that ε1 < pi4l , which follows from cos
(
pi
4
)
> (cosh pi
4
)−1. Thus,
0 < εk <
pi
4l
∀ k ∈ N. (5.4.7)
From (5.4.6) we get that for all k ∈ N,
λk =
EI
ρ
((
k − 1
2
)
pi
l
+ (−1)kεk
)4
=
EI
ρ
(
k − 1
2
)4 (pi
l
)4
+ (−1)kδk, (5.4.8)
where, using the symbol ≈ introduced a little earlier,
δk ≈ 8EI
ρl4
(
k − 1
2
)3
pi3e−(k−
1
2
)pi .
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Rearranging (5.4.2) we have
ϕk(x) = p1k cosαkx+ p2k sinαkx− 1
2
(p1k + p2k)e
αkx +
1
2
(p2k − p1k)e−αkx. (5.4.9)
It can be easily verified that for large k ∈ N, p1k ≈ −12Mkeαkl, p2k ≈ 12Mkeαkl, p1k +
p2k = Mk(sinαkl + cosαkl − e−αkl) ≈ −(−1)kMk and p2k − p1k ≈ Mkeαkl. Thus, we
get that for every x ∈ [0, l],
ϕk(x) ≈ − 1
2
Mke
αkl
[
cosαkx− sinαkx− e−αkx − (−1)ke−αk(l−x)
]
. (5.4.10)
From
√
ρ‖ϕk(x)‖ = 1 we get
Mke
αkl ≈ 2√
lρ
. (5.4.11)
Now we determine an orthonormal basis (φk) in Xr formed of eigenvectors of Ar. We
denote µk =
√
λk, so that
µk =
√
EI
ρ
((
k − 1
2
)
pi
l
+ (−1)kεk
)2
=
√
EI
ρ
(
k − 1
2
)2 (pi
l
)2
+ (−1)kσk ∀ k ∈ N, (5.4.12)
where
σk ≈ 4
√
EI
ρ
(
k − 1
2
)
pi
l2
e−(k−
1
2
)pi .
Denote
µ−k = − µk, ϕ−k = − ϕk ∀ k ∈ N. (5.4.13)
Denote again by Z∗ the set of all the non-zero integers. According to Proposition 5.2.2,
Ar is diagonalisable, its eigenvalues are iµk (k ∈ Z∗) and the corresponding orthonormal
basis in Xr formed of eigenvectors of Ar is
φk =
1√
2
[
1
iµk
ϕk
ϕk
]
∀ k ∈ Z∗ . (5.4.14)
Our next step is to determine the orthonormal basis in Xn, described in (5.3.11). It is
clear that dim Xn = 2. We use the index set {(0, 1), (0, 2)} for an orthonormal basis in
Xn. We choose the basis
{
φ(0,1), φ(0,2)
}
, where
φ(0,1) =
[
− 1
3l
√
3
EI l
x3 + 1
2
√
3
EI l
x2
0
]
, φ(0,2) =
[
1
2
√
1
EI l
x2
0
]
. (5.4.15)
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From our results so far, it is clear that A is diagonalisable. Let µk = 0 for k ∈
{(0, 1), (0, 2)}. Let
M = Z∗ ∪ {(0, 1), (0, 2)} .
Then the set {φk | k ∈M} is an orthonomal basis in X formed of eigenvectors of A, with
the corresponding eigenvalues iµk (k ∈M).
Recall the duality between Xd1 and X−1, mentioned at the beginning of Section 2.2.
For our particular system we have Xd1 = X1.
Proposition 5.4.1. Decompose B =
[
B1 B2
]
, so that B1, B2 ∈ X−1. Define
b1k = 〈B1, φk〉X−1,Xd1 , b
2
k = 〈B2, φk〉X−1,Xd1 ∀ k ∈M .
Then for large |k|, k ∈ Z∗ we have
b1k ≈ i(−1)k+1
√
2EI
l
(
k − 1
2
)
pi
l
, b2k ≈ i(−1)k
√
2EI
l
, (5.4.16)
and
b1k 6= 0, b2k 6= 0 ∀ k ∈ Z∗ . (5.4.17)
Proof. From (5.4.13) and (5.4.14), it is clear that the above proposition holds if it holds
for k > 0. Thus in the sequel we consider k > 0. From Proposition 5.3.5,
b1k = 〈B1, φk〉X−1,Xd1 = C1φk = − i
EI√
2µk
ϕkxxx(l) . (5.4.18)
Now we compute ϕkxxx(l), using (5.4.2) and (5.4.5):
ϕkxxx(l) = p1kα
3
k(sinαkl − coshαkl) + p2kα3k(− cosαkl − sinhαkl)
= α3kMk(cosαkl − coshαkl)(sinαkl − coshαkl)
− α3kMk(sinαkl + sinhαkl)(cosαkl + sinhαkl)
= α3kMk
(
1− (cosαkl + sinαkl)eαkl
)
. (5.4.19)
Remember that µk =
√
λk. Combining this with (5.4.3), we have
µk =
√
EI
ρ
α2k . (5.4.20)
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Substituting this and (5.4.19) into (5.4.18), we get
b1k = −i
√
EIρ
2
αkMk
(
1− (cosαkl + sinαkl)eαkl
)
. (5.4.21)
Now we show that b1k 6= 0 ∀ k ∈ N. It is clear from (5.4.21) that if b1k = 0, then
cosαkl + sinαkl = e
−αkl. Since αkl > 0, we get
0 < cosαkl + sinαkl < 1. (5.4.22)
This implies cosαkl sinαkl < 0, which is true if and only if k is even. Then for any
positive even number k, from (5.4.6) we have
cosαkl + sinαkl = cos
(
3
2
pi + εkl
)
+ sin
(
3
2
pi + εkl
)
.
From (5.4.7) we know that 0 ≤ εkl < pi4 . Thus we have
3
2
pi ≤
(
3
2
pi + εkl
)
<
3
2
pi +
1
4
pi.
It is easy to verify (by taking first derivative) that f(α) = cosα + sinα is an increasing
function for 3
2
pi < α < 3
2
pi + 1
4
pi. This implies
−1 ≤ cosαkl + sinαkl < 0
for any even k ∈ N, which contradicts (5.4.22). Therefore b1k 6= 0 for all k ∈ N.
Now we prove the first part of (5.4.16). For large k, from (5.4.21) and (5.4.6), we have
b1k ≈ i(−1)k+1
√
EIρ
2
(
k − 1
2
)
pi
l
Mke
αkl .
Using here (5.4.11), the desired approximation for b1k follows.
Now we prove that b2k 6= 0 for all k ∈ N. We have
b2k = 〈B2, φk〉X−1,Xd1 = C2φk = i
EI√
2µk
ϕkxx(l) . (5.4.23)
We compute ϕkxx(l) from (5.4.2) and (5.4.5):
ϕkxx(l) = p1kα
2
k(− cosαkl − coshαkl) + p2kα2k(− sinαkl − sinhαkl)
= −α2kMk(cosαkl − coshαkl)(cosαkl + coshαkl)
− α2kMk(sinαkl + sinhαkl)2
= −2α2kMk sinαkl sinhαkl .
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If we substitute this into (5.4.23), we get b2k = −i
√
2EI
µk
α2kMk sinαkl sinhαkl. Using
(5.4.20), this becomes
b2k = − i
√
2ρEIMk sinαkl sinhαkl. (5.4.24)
Since αk > 0, we have sinhαkl > 0. Thus, from (5.4.24) it follows that b2k = 0 if and only
if sinαkl = 0. But this would imply | cosαkl| = 1, whence, by (5.4.4), | coshαkl| = 1,
which is impossible for αk > 0. Therefore b2k 6= 0 for all k ∈ N.
Finally, we prove the second part of (5.4.16). From (5.4.24) and (5.4.6) we see that
b2k ≈ i(−1)k
1
2
√
2ρEIMke
αkl.
Substituting (5.4.11) into this formula, the desired approximation for b2k follows.
Remark 5.4.2. From Proposition 5.4.1 and the definition of Xα at (5.2.2), we see that
B : C2→X− 3
4
−ε for every ε > 0. Using the duality result C = B
∗ (Proposition 5.3.5)
we see that C ∈ L(X 3
4
+ε,C
2) for every ε > 0.
5.5 The spaces X 1
2
and X− 12
Recall that we denote by Hm(0, l) and Hm0 (0, l) the standard Sobolev spaces over the
interval (0, l). In the sequel, we suppress the notation (0, l). Hm0 is defined similarly as
after (5.3.8).
We need three theorems about interpolation spaces. The following two theorems are
taken from Lions and Magenes [27, p. 43, 64]:
Theorem 5.5.1. Let s1 > s2, s1 > 0, 0 < θ < 1. We have (with equivalent norms)
[Hs1 ,Hs2 ]θ = H(1−θ)s1+θs2 .
Here, [Hs1 ,Hs2 ]θ denotes the θ-interpolation ofHs1 andHs2 (see [27] for definition).
Theorem 5.5.2. Let s1 > s2 ≥ 0, s1 and s2 6= integer +12 . If (1− θ)s1 + θs2 6=
integer +1
2
, then
[Hs10 ,Hs20 ]θ = H(1−θ)s1+θs20
(with equivalent norms).
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Actually, in [27] the above results are given for a more general n-dimensional domain.
The following theorem is taken from Triebel [44, p. 118].
Theorem 5.5.3. Let Za, Zb be Banach spaces such that {Za, Zb} is an interpolation cou-
ple. Let V be a complemented subspace of Za + Zb whose projection P restricted to Za
is a bounded operator on Za, and similarly on Zb.
Let 0 < θ < 1. Then {Za ∩ V, Zb ∩ V } is also an interpolation couple, and
[Za ∩ V, Zb ∩ V ]θ = [Za, Zb]θ ∩ V.
Recall from (5.3.14) that A0 : D(A0)→H is a strictly positive operator on H =
L2[0, l]. Denote Hα = D(Aα0 ) (α ≥ 0) with the graph norm. H−α is the dual of Hα with
respect to the pivot space H . From (5.3.13) and Propositions 5.3.3 and 5.2.1 we know
that
H1 = H4 ∩H20 , H 1
2
= H20 , Xr = H 1
2
×H,
(Xr)1 = D(Ar) = D(A0)×D(A
1
2
0 ) = H1 ×H 1
2
, (5.5.1)
(Xr)−1 = H ×H− 1
2
. (5.5.2)
According to Theorem 5.5.2 with s1 = 2, s2 = 0, θ = 12 , we have
H 1
4
= [H,H 1
2
] 1
2
= [L2,H20] 1
2
= H10 . (5.5.3)
Note that (by definition) the dual ofH10 with respect to L2 isH−1, i.e.
H− 1
4
= H−1 . (5.5.4)
Recall from Section 5.3 that X = H2l ×L2 = Xn⊕Xr, where dimXn = 2, the spaces
Xα = D(|A|α) (for α > 0) were introduced before (5.2.2), X−α is the dual of Xα with
respect to the pivot space X , andH1l is defined as at the end of Section 5.1.
Proposition 5.5.4. X− 1
2
= H1l ×H−1.
Proof. Let φk be the eigenvectors of Ar (see (5.4.14)), then[
A
1
2
0 0
0 A
1
2
0
]
φk = λ
1
2
k φk = |µk|φk = |Ar|φk ∀ k ∈ Z∗ .
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Thus we get
|Ar| =
[
A
1
2
0 0
0 A
1
2
0
]
, hence |Ar| 12 =
[
A
1
4
0 0
0 A
1
4
0
]
.
Therefore
(Xr) 1
2
=
{
z ∈ Xr
∣∣∣ |Ar| 12 z ∈ Xr} = H 3
4
×H 1
4
. (5.5.5)
By definition (Xr)− 1
2
is the dual of (Xr) 1
2
= H 3
4
× H 1
4
with respect to Xr = H 1
2
× H .
Combining this fact with equations (5.5.3) and (5.5.4), we have
(Xr)− 1
2
= H 1
4
×H− 1
4
= H10 ×H−1 .
Therefore we have
X− 1
2
= Xn ⊕ (Xr)− 1
2
=
{[
ax3 + bx2
0
] ∣∣∣∣ a, b ∈ C}⊕ (H10 ×H−1) = H1l ×H−1.
Proposition 5.5.5. X 1
2
= (H3 ∩H2l )×H10 .
Proof. From Theorem 5.5.1 with s1 = 4, s2 = 2 and θ = 12 we know that
[H4,H2] 1
2
= H3 .
From this and Theorem 5.5.3 (with Za = H4, Zb = H2 and V = H20), we get
[H4 ∩H20,H20] 1
2
= [H4,H2] 1
2
∩H20 = H3 ∩H20 .
Therefore
H 3
4
= [H1, H 1
2
] 1
2
= [H4 ∩H20,H20] 1
2
= H3 ∩H20 . (5.5.6)
Substituting (5.5.6) and (5.5.3) into (5.5.5), we get
(Xr) 1
2
= (H3 ∩H20)×H10 .
Therefore we have
X 1
2
= Xn ⊕ (Xr) 1
2
=
{[
ax3 + bx2
0
] ∣∣∣∣ a, b ∈ C}⊕ (H3 ∩H20)×H10) .
A simple reasoning shows that by adding functions of the form ax3 + bx2 toH3 ∩H20, we
getH3 ∩H2l . From here, the proposition follows.
Proposition 5.5.6. Let T be the semigroup generated byA onX , as introduced in Section
5.3. If we extend T to X− 1
2
, then its generator is an extension of A (still denoted by A)
with D(A) = X 1
2
and D(A2) = X 3
2
.
Indeed, this follows from what we said after (5.2.2).
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5.6 The beam subsystem with state space X− 12
In Section 5.3 we have seen that the beam system Σd is a boundary control system with
skew-adjoint generator (and hence also a system node) with the state space X . In this
section we show that if we take Hd = X− 1
2
as the state space, then Σd is an SPI system
and this system is exactly controllable in any positive time.
Recall from Sections 5.3 and 5.5 that we have the decompositions
X = Xn ⊕Xr , X− 1
2
= Xn ⊕ (Xr)− 1
2
,
where Xn = Ker A. We denote by T the unitary semigroup generated by A on X , and
also its extension to a unitary semigroup on X− 1
2
. In Section 5.4 we have introduced an
orthonormal basis in X , denoted (φk)k∈M, formed of eigenvectors of A. The eigenvectors
φk with k ∈ {(0, 1), (0, 2)} span Xn, while those with k ∈ Z∗ span Xr and also (Xr)− 1
2
.
Recall from Proposition 5.4.1 that b1k (k ∈ M) are the entries of the first column in the
matrix representation of B, i.e., they represent the control operator B1 for the velocity
input u1 . Similarly, the entries b2k (k ∈ M) represent the control operator B2 for the
angular velocity input u2 . We have b1k = 〈B1, φk〉 for k ∈ M (this is a duality pairing
between X−1 and Xd1 = X1), and similarly for b
2
k.
The numbers b1k, b
2
k for k ∈ Z∗ have been estimated in Proposition 5.4.1. If we compute
b1k and b
2
k for k ∈ {(0, 1), (0, 2)}, as in the proof of Proposition 5.4.1, from (5.4.15) we
get
b1(0,1) =
2
l
√
3EI
l
, b1(0,2) = 0, (5.6.1)
b2(0,1) = −
√
3EI
l
, b2(0,2) =
√
EI
l
. (5.6.2)
Proposition 5.6.1. B is admissible for T on the state space X− 1
2
and (using this state
space) and the pair (A,B) is exactly controllable in any time T0 > 0.
Proof. Let P1 be the orthogonal projection from X onto Xn an let P2 = I − P1 be
the projection onto Xr. These projections have bounded extensions to X−1, where (as
seen in Section 5.3) the range of B lies. The restriction of A to Xn is 0, obviously. It is
easy to see from (5.6.1)–(5.6.2) that Ran P1B = Xn, so that the two-dimensional system
(0,P1B) is controllable (on the state space Xn).
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Let Tr be the restriction of T to Xr, whose generator is Ar from (5.3.13). It is easy to
see that the entries of P2B1 are b1k, for all k ∈ Z∗. From the first part of (5.4.16) it is clear
that
|b1k|→∞ as |k|→∞,
and this implies that P2B1 is not admissible for Tr on Xr. However, we show that
B = (I + |Ar|)−
1
2 P2B1
is admissible for Tr on Xr and (Ar,B) is exactly controllable on Xr. The entries of B are
(1 + |µk|)− 12 b1k ≈ i(−1)k+1l
1
2 (ρEI)
1
4 (k ∈ Z∗) , (5.6.3)
which is a bounded sequence without any subsequence converging to zero. From (5.4.17)
in Proposition 5.4.1 we know that (1 + |µk|)− 12 b1k 6= 0 for all k ∈ Z∗. It follows that there
exists ε > 0 such that (1 + |µk|)− 12 |b1k| ≥ ε for all k ∈ Z∗. It can be verified easily that
µk+1 − µk→∞ as |k|→∞. According to Proposition 5.2.3, B is admissible for Tr and
(Ar,B) is exactly controllable in any time τ > 0.
By a similar argument, we can check that (I + |Ar|)− 12P2B2 is also admissible for Tr
(but Ar with this control operator is not exactly controllable). Putting the two columns
together, we obtain that (I + |Ar|)− 12P2B is admissible for Tr (on Xr) and (Ar, (I +
|Ar|)− 12P2B) is exactly controllable in any time τ > 0.
Putting the two orthogonal components of X together, we see that (I + |A|)− 12B is
admissible for T on the state space X . Moreover, according to the simultaneous exact
controllability result from [45] (see also [46, Corollary 11.3.3]), (A, (I + |A|)− 12B) is
exactly controllable (on X) in any time T0 > 0.
From Proposition 5.2.4 it follows that B is admissible for T on the state space X− 1
2
and (A,B) is exact controllable in any time T0 > 0 (on X− 1
2
).
We can see from the above proof that by using only B1, i.e., only velocity control, the
beam system would be “almost” exactly controllable: its reachable space would be X− 1
2
except for a one-dimensional subspace of Ker A.
Remark 5.6.2. The beam system Σd (described by the equations (5.3.1)) with state
space Hd = X− 1
2
satisfies assumptions (a)-(e) in the definition of an SPI system (Def-
inition 3.1.1). (We have to use X− 1
2
and X 1
2
in place of what is called X and X1
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in Definition 3.1.1.) Indeed, assumption (a) follows from what we said after (5.2.2).
Assumption (b) (and more) follows from Proposition 5.6.1. Assumption (c) follows
from Remark 5.4.2. Assumption (d) holds because (using again Remark 5.4.2) we have
(sI − A)−1(βI − A)−1BC2 ⊂ X 5
4
−ε, for every ε > 0. Assumption (e) holds because Σd
is a boundary control system with state space X (see Proposition 5.3.1) and hence (2.8.6)
holds. The remainder of this section is devoted to proving that also assumption (f) (the
strict properness) holds. This is far more difficult.
Let G =
[
G11 G12
G21 G22
]
denote the transfer function of the beam (with inputs velocity
and angular velocity, and with outputs force and torque). Using our estimates for b1k in
Proposition 5.4.1, we can check thatG11 is not proper.
Proposition 5.6.3. The function s 7→ 1
s
G11(s) is strictly proper.
To prove this we need the following lemma:
Lemma 5.6.4. Let (ωk), (βk), (ωˆk), (βˆk) be sequences of real numbers such that βk ≈ βˆk,
βˆk 6= 0, ωk→∞ and ω2k − ωˆ2k→ 0. Assume that the following series
pˆ(s) =
∞∑
k=1
∣∣∣∣∣ βˆks2 + ωˆ2k
∣∣∣∣∣
is convergent for some (hence, for every) s ∈ C0. Then also the series
p(s) =
∞∑
k=1
∣∣∣∣ βks2 + ω2k
∣∣∣∣
is convergent for some (hence, for every) s ∈ C0. Moreover, there exists M > 0 such that
p(s) ≤ Mpˆ(s) ∀ s ∈ C1 .
In particular, if pˆ is (strictly) proper, then so is p.
Proof. It can be verified by elementary methods that
|s2 + γ| ≥ 1 ∀ γ ≥ 0, s ∈ C1 . (5.6.4)
We define rk, ζk as follows:
rk =
βk
βˆk
, ζk = ω
2
k − ωˆ2k .
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Then we have
rk→ 1 , ζk→ 0 .
In particular, these sequences are bounded. We define the following functions on C1 (for
each k ∈ N):
ρk(s) =
s2 + ωˆ2k
s2 + ω2k
= 1− ζk
s2 + ω2k
.
According to (5.6.4) we have
|s2 + ω2k| ≥ 1 ∀ s ∈ C1 .
Therefore |ρk(s)| ≤ 1 + |ζk|, which shows that there exists M > 0 such that
|rkρk(s)| ≤ M ∀ k ∈ N , s ∈ C1 .
Thus, for every s ∈ C1,
p(s) =
∞∑
k=1
|rkρk(s)|
∣∣∣∣∣ βˆks2 + ωˆ2k
∣∣∣∣∣ ≤
∞∑
k=1
M
∣∣∣∣∣ βˆks2 + ωˆ2k
∣∣∣∣∣ = Mpˆ(s) .
Proof of Proposition 5.6.3. The transfer function G11 corresponds to the triple
(A,B1, C1), in the sense that it satisfiesG11(s)−G11(β) = (β − s)C1(sI −A)−1(βI −
A)−1B1 for all s, β ∈ ρ(A), or equivalently,
d
ds
G11(s) = − C1(sI − A)−2B1 ∀ s ∈ ρ(A) . (5.6.5)
We represent A as a diagonal operator in the orthonormal basis {φk |k ∈M} (see Section
5.4), so that we have iµk on the diagonal (where k ∈M). Using the coefficients c1k = C1φk
and b1k = 〈B1, φk〉, we can represent B1 and C1 as infinite matrices (B1 is a column and
C1 is a row). Then we can write (5.6.5) as a series:
− d
ds
G11(s) =
|b101|2
s2
+
|b102|2
s2
+
∑
k∈Z∗
|b1k|2
(s− iµk)2 ∀ s ∈ ρ(A) .
Using the estimates for µk and b1k derived in Section 5.4, we see that this series is abso-
lutely convergent. We take symmetric sums around zero, i.e., for each k ∈ N, we group
the terms corresponding to k and −k, using b−k = bk, c−k = ck, ck = bk and µ−k = −µk,
obtaining
− d
ds
G11(s) =
|b101|2
s2
+
|b102|2
s2
+
∑
k∈N
2|b1k|2
s2 − µ2k
(s2 + µ2k)
2
∀ s ∈ ρ(A) .
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Integrating with respect to s, we obtain
G11(s) = κ+
|b101|2
s
+
|b102|2
s
+
∞∑
k=1
2s|b1k|2
s2 + µ2k
,
where κ is an unknown integration constant, and this series is again absolutely convergent
for every s ∈ ρ(A). Luckily, the value of κ will not be needed.
We denote
µ˜2k =
ρ
EI
(
l
pi
)4
µ2k, p˜
11(s) =
∞∑
k=1
|b1k|2
s2 + µ˜2k
.
Clearly the strict properness of p˜11(s) is equivalent to the strict properness of 1
s
G11(s).
Using the fact that µk =
√
λk (k ∈ N) and (5.4.8), we have
µ˜2k =
(
k − 1
2
)4
+ δ˜k ∀ k ∈ N , (5.6.6)
where δ˜k→ 0. From Proposition 5.4.1, we know that
|b1k|2 ≈
2pi2EI
l3
(
k − 1
2
)2
.
Let
p11(s) =
∞∑
k=1
|b1k|2
|s2 + µ˜2k|
, pˆ11(s) =
∞∑
k=1
(k − 1
2
)2
|s2 + (k − 1
2
)4| . (5.6.7)
It is clear that the strict properness of p˜11 would follow from the strict properness of
p11. According to Lemma 5.6.4, the strict properness of p11 would follow from the strict
properness of pˆ11. Thus, to prove the proposition, it will suffice to show that pˆ11 is strictly
proper. We take s = η + iω with η > 0 and ω ∈ R. Then
pˆ11(s) =
∞∑
k=1
(k − 1
2
)2√
(η2 − ω2 + (k − 1
2
)4)2 + 4ω2η2
. (5.6.8)
It can be verified that, for each fixed ω and k, f1(η) = (η2−ω2 +(k− 12)4)2 +4ω2η2 is an
increasing function of η > 0 (by checking that its first derivative is strictly positive). This
implies that, for each fixed ω, each term of the sum in (5.6.8) is a decreasing function of
η > 0. Define
f(s, x) =
x2√
(η2 − ω2 + x4)2 + 4ω2η2 , x ∈
[
1
2
,∞
)
. (5.6.9)
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We study the behaviour of f . By computation,
∂f
∂x
(s, x) =
2x(ω2 + η2 + x4)(ω2 + η2 − x4)
((η2 − ω2 + x4)2 + 4ω2η2) 32
.
If x < (ω2 + η2)
1
4 , we get ∂f
∂x
(s, x) > 0 (f is increasing), while if x > (ω2 + η2)
1
4 , we get
∂f
∂x
(s, x) < 0 (f is decreasing). Thus, for each fixed s ∈ C0, f(s, x) attains its maximum
at x = (ω2 + η2)
1
4 =
√|s|, and this maximum is f(√|s|) = 1
2η
.
Let m be the integer part of (ω2 + η2)
1
4 + 1
2
. We have
m−1∑
k=1
f
(
s, k − 1
2
)
<
∫ m− 1
2
1
2
f(s, x)dx,
m+1∑
k=m
f
(
s, k − 1
2
)
<
1
η
,
∞∑
k=m+2
f
(
s, k − 1
2
)
<
∫ ∞
m+ 1
2
f(s, x)dx.
It follows that
∞∑
k=1
(k − 1
2
)2√
(η2 − ω2 + (k − 1
2
)4)2 + 4ω2η2
<
∫ ∞
1
2
f(s, x)dx+
1
η
,
hence
pˆ11(s) <
∫ ∞
1
2
f(s, x)dx+
1
η
. (5.6.10)
We have to consider three cases:
Case I: assume |ω| < 0.1η. Then from (5.6.9) and (5.6.10), eliminating the last term
in the denominator of f ,
pˆ11(s) < E1(η) if ω < 0.1η , (5.6.11)
where
E1(η) =
∫ ∞
1
2
x2
0.99η2 + x4
dx+
1
η
.
The functions
g(η, x) =
x2
0.99η2 + x4
, x ∈
[
1
2
,∞
)
are decreasing with respect to η and they are in L1[1
2
,∞). By the dominated convergence
theorem
lim
η→∞
E1(η) =
∫ ∞
1
2
lim
η→∞
x2
0.99η2 + x4
dx = 0 .
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Case II: assume 0.1η ≤ |ω| ≤√η2 + 2. Then from (5.6.9) and (5.6.10), replacing the
expression η2 − ω2 + x4 with zero when x < 2, and replacing the expression η2 − ω2 in
the denominator of f with −2 when x ≥ 2, we have
pˆ11(s) <
∫ 2
1
2
x2√
0.4η4
dx+
∫ ∞
2
x2√
(x4 − 2)2 + 0.4η4 dx+
1
η
.
We denote
E2(η) =
1
η2
√
0.4
∫ 2
1
2
x2 dx+
∫ ∞
2
x2√
(x4 − 2)2 + 0.4η4 dx+
1
η
,
so that
pˆ11(s) < E2(η) if 0.1η ≤ ω ≤
√
η2 + 2 . (5.6.12)
The functions that we integrate with respect to x from 2 to∞ are decreasing with respect
to η and they are in L1[2,∞). By the dominated convergence theorem
lim
η→∞
E2(η) = 0 .
Case III: assume |ω| > √η2 + 2. Let z = x4, so that dx = 1
4x3
dz. By changing the
integration variable in (5.6.10) and using (5.6.9) we get, denoting δ = ω2 − η2 (so that
δ > 2)
4pˆ11(s) <
∫ ∞
( 1
2
)4
dz
x
√
(η2 − ω2 + z)2 + 4ω2η2 +
4
η
<
∫ δ−1
0
dz
z
1
4
√
(δ − z)2 + 4η4 +
1
2η2
∫ δ+1
δ−1
dz
z
1
4
+
∫ ∞
δ+1
dz
z
1
4
√
(z − δ)2 + 4η4 +
4
η
<
∫ δ−1
0
dz
z
1
4
√
(δ − z)2 + 4η4 +
1
η2(δ − 1) 14 +
∫ ∞
1
dy
(y + δ)
1
4
√
y2 + 4η4
+
4
η
<
∫ δ−1
0
dz
z
1
4
√
(δ − z)2 + 4η4 +
1
η2
+
∫ ∞
1
dy
y
1
4
√
y2 + 4η4
+
4
η
. (5.6.13)
We estimate the first integral above:∫ δ−1
0
dz
z
1
4
√
(δ − z)2 + 4η4 <
∫ δ
2
0
dz
z
1
4
√
z2 + 4η4
+
∫ δ−1
δ
2
dz
(δ − z) 14√(δ − z)2 + 4η4 .
In the first integral, we have used that δ − z ≥ z on the integration interval, while in the
last integral, we have used that z ≥ δ− z on the integration interval. Denoting t = δ− z,
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we obtain∫ δ−1
0
dz
z
1
4
√
(δ − z)2 + 4η4 <
∫ δ
2
0
dz
z
1
4
√
z2 + 4η4
+
∫ δ
2
1
dt
t
1
4
√
t2 + 4η4
< 2
∫ ∞
0
dt
t
1
4
√
t2 + 4η4
.
Combining this estimate with (5.6.13), we obtain
4pˆ11(s) < 3
∫ ∞
0
dt
t
1
4
√
t2 + 4η4
+
1
η2
+
4
η
= 4E3(η) .
From the dominated convergence theorem we see that the above integral tends to zero as
η→∞. Thus, we have
pˆ11(s) < E3(η) if ω >
√
η2 + 2 , (5.6.14)
where limη→∞E3(η) = 0.
Putting together the estimates (5.6.11), (5.6.12) and (5.6.14), we see that no matter
what ω ∈ R is, we have
pˆ11(s) < max{E1(η), E2(η), E3(η)} .
We have seen earlier that each of the functions E1, E2 and E3 tends to zero as η→∞.
Therefore,
lim
η→∞
pˆ11(s) = 0 ,
uniformly with respect to ω ∈ R, which implies that 1
s
G11(s) is strictly proper.
Proposition 5.6.5. The function s 7→ 1
s
G(s) is strictly proper.
Proof. Recall thatG =
[
G11 G12
G21 G22
]
. The fact that 1
s
G(s) is strictly proper is equivalent
to the fact that its four components are strictly proper. We have shown in Proposition 5.6.3
that 1
s
G11(s) is strictly proper. Now we show that 1
s
G12(s) is strictly proper. Following
similar steps as in the proof of Proposition 5.6.3, we have
G12(s) =
∑
k∈M
c1kb
2
k
s− iµk .
For each k ∈ N, we group the terms corresponding to k and−k, using b−k = bk, c−k = ck,
ck = bk and µ−k = −µk, obtaining
G12(s) =
b101b
2
01
s
+
b102b
2
02
s
+
∞∑
k=1
2sb1kb
2
k
s2 + µ2k
, (5.6.15)
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which is absolutely convergent for every s ∈ C0. Let
p˜12(s) =
∞∑
k=1
b1kb
2
k
s2 + µ˜2k
.
Recall from (5.6.6) that
µ˜2k =
ρ
EI
(
l
pi
)4
µ2k =
(
k − 1
2
)4
+ δ˜k ∀ k ∈ N ,
where δ˜k→ 0. Clearly the strict properness of p˜12(s) is equivalent to the strict properness
of 1
s
G12(s). From Proposition 5.4.1, we know that
b1kb
2
k ≈ −
2piEI
l2
(
k − 1
2
)
.
Let
p12(s) =
∞∑
k=1
|b1kb2k|
|s2 + µ˜2k|
, pˆ12(s) =
∞∑
k=1
(k − 1
2
)∣∣s2 + (k − 1
2
)4
∣∣ . (5.6.16)
The strict properness of p˜12 would follow from that of p12. According to Lemma 5.6.4,
this would follow from the strict properness of pˆ12. Clearly pˆ12(s) < pˆ11(s) (see (5.6.7)),
and we have shown that pˆ11 is strictly proper. Thus, 1
s
G12(s) is strictly proper.
From the expression of G21(s) similar to (5.6.15), it is easy to see that G21(s) =
G12(s). Thus, 1
s
G21(s) is also strictly proper. Following a similar reasoning, we can
show that 1
s
G22(s) is also strictly proper. (In fact,G22 is proper.)
Proposition 5.6.6. The beam subsystem is an SPI system with state space Hd = X− 1
2
.
Proof. This follows from Remark 5.6.2 together with Proposition 5.6.5.
5.7 Well-posedness, regularity and exact controllability of the
SCOLE model
The rigid body system Σf that we extract from the SCOLE model Σc (see (5.1.1) and
(5.1.2)) is described by the following Newton-Euler equations with control and observa-
tion: 
q˙1 = − 1my1 + 1mf,
q˙2 = − 1J y2 + 1J v,
u1 = q1 , u2 = q2 .
(5.7.1)
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For this system, the state is q = [ q1q2 ] =
[
wt(l,t)
wxt(l,t)
]
, which is the last two components of zc
in (5.1.3). The inputs are f − y1 and v − y2. u = [ u1u2 ] is the output of both Σf and Σc. It
is easy to see that this system is a particular case of the finite-dimensional subsystem in
Theorem 3.2.1 with a = 0, b =
[
1
m
0
0 1
J
]
(using both torque and force control) and c = I .
It is clear that (a, b) is controllable.
Theorem 5.7.1. The SCOLE model Σc described by (5.1.1) and (5.1.2) is well-posed,
regular, and exactly controllable in any time T > 0 with the state space
X =
{[
z
q
]
∈ [H3(0, l) ∩H2l (0, l)]×H1l (0, l)× C2 ∣∣ z2(l) = q1}
when using both torque and force control in L2. It remains regular with y = [ y1y2 ] from
(5.3.1) as an additional output. Its feedthrough operator is zero.
Proof. From Proposition 5.6.6 we know that the beam subsystem Σd is an SPI system
with state space Hd = X− 1
2
. From the descriptions of Σc, Σd and Σf , it is clear that they
fit into the framework of Theorem 3.2.1. Therefore, by Theorem 3.2.1, Σc (with input ue
and output [ uy ]) is well-posed and regular with the state space
X = D(A) =
{[
z
q
]
∈ X− 1
2
× C2
∣∣∣∣ Az +Bcq ∈ X− 12
}
,
where A is the generator of the cascaded system in the state space X− 1
2
× C2.
From Proposition 5.6.1 we also know that Σd is exactly controllable in any time T0 > 0
with the state space Hd = X− 1
2
using both velocity and angular velocity control. Thus
assumption (i) of Theorem 3.2.1 is satisfied. From the beginning of this section, we know
that (a, b) is controllable, so that assumption (ii) of Theorem 3.2.1 is satisfied. Since
cb =
[
1
m
0
0 1
J
]
is invertible, assumption (iii) is also satisfied. As
a×(β) = βI, β ∈ ρ(A) ,
we know that a×(β)∗ and A∗ have no common eigenvalues, which is assumption (iv). So
far all the assumptions of Theorem 3.2.1 are satisfied. Thus the coupled system Σc is
exactly controllable in any time T > 0 with the state space X .
Now we determine X . Recall that c = I . Take z ∈ X− 1
2
and q ∈ C2. The fact that
Az +Bq ∈ X− 1
2
is equivalent to (A− I)z +Bq ∈ X− 1
2
, which is equivalent to
z − (I − A)−1Bq ∈ X 1
2
.
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Thus,
X =
{[
z
q
]
∈ X− 1
2
× C2
∣∣∣∣ z − (I − A)−1Bq ∈ X 12
}
. (5.7.2)
Take
[
z
q
]
∈ X . Let γ =
[
γ1
γ2
]
∈ X 1
2
be such that
z = γ + (I − A)−1Bq.
Define
[
g1
g2
]
= (I − A)−1B
[
q1
q2
]
. It is clear that
[
g1
g2
]
∈ X , which means that g1(0) = 0
and g1x(0) = 0. According to Remark 5.3.6, g1, g2 are the solution of
g1 − g2 = 0 , (5.7.3)
g1xxxx + g2 = 0, (5.7.4)
g2(l) = q1 , g2x(l) = q2 , (5.7.5)
which is equivalent to g2 = g1 and g1xxxx + g1 = 0 subject to g1(l) = q1, g1x(l) = q2,
g1(0) = 0 and g1x(0) = 0. Thus, g1 is the solution of a fourth order ODE with four
boundary conditions. It is easy to see that
g1 = g2 ∈ C∞[0, l] ⊂ H3 .
Combing this fact, the boundary conditions of g1 and Proposition 5.5.5, we get that
z ∈ [H3(0, l) ∩H2l (0, l)]×H1l .
From Proposition 5.5.5 we know that γ2(l) = 0. Hence, from equation (5.7.5) z2(l) =
g2(l) = q1. Thus, we have proved that
X ⊂
{[
z
q
]
∈ [H3(0, l) ∩H2l (0, l)]×H1l (0, l)× C2
∣∣ z2(l) = q1} . (5.7.6)
Now we prove the reversed inclusion. Take[
z
q
]
∈
{[
z
q
]
∈ [H3(0, l) ∩H2l (0, l)]×H1l (0, l)× C2
∣∣ z2(l) = q1} .
Consider z − (I −A)−1Bq =
[
z1
z2
]
−
[
g1
g2
]
, where
[
g1
g2
]
is the solution of (5.7.3)-(5.7.5).
So g1 = g2 ∈ C∞[0, l] ⊂ H3. We also know that
[
z1
z2
]
∈ [H3(0, l) ∩ H2l (0, l)]×H1l (0, l)
and z2(l) = q1. Combing these facts with equation (5.7.5), we get(
z − (I − A)−1Bq) ∈ [H3(0, l) ∩H2l (0, l)]×H10(0, l) = X 1
2
.
We know that [H3(0, l) ∩ H2l (0, l)] × H1l (0, l) ⊂ X− 1
2
. From (5.7.2) it is now clear that[
z
q
]
∈ X , i.e, the reversed inclusion of (5.7.6) holds.
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Chapter 6
Suppression of the vibrations of wind
turbine towers
6.1 Introduction
The aim of this chapter is to investigate the suppression of the vibrations of wind turbine
towers using colocated feedback to achieve strong stability. As we mentioned in Chapter
1, to do this work, first we need to find a suitable model for the wind turbine tower (see
Chapter 1 for more background). Recall that we decompose the system into one model
describing the vibrations in the plane of the turbine axis and another model in the plane
of the turbine blades. In the vertical plane of the turbine axis, we model the wind turbine
tower as a SCOLE system with either force control or torque control. The force control
can be obtained by modulating the turbine pitch angle, named pitch angle control while
the torque control can be obtained by an electrically driven mass located in the nacelle.
As the diameter of the tower decreases with height and it is partially submerged in
water, it can be described by a non-uniform SCOLE system, denoted by Σd (such systems
were studied in Guo [19]):
ρ(x)wtt(x, t) + (EI(x)wxx(x, t))xx = 0, 0 < x < l, t > 0,
w(0, t) = 0, wx(0, t) = 0,
mwtt(l, t)− (EIwxx)x(l, t) = f(t),
Jwxtt(l, t) + EI(l)wxx(l, t) = v(t),
(6.1.1)
where the subscripts t and x denote derivatives with respect to the time t and the position
x, respectively. w stands for the transverse displacement of the tower, l is the height of the
tower, and EI and ρ are the flexural rigidity function and mass density function. m > 0
and J > 0 are the mass and the moment of inertia of the nacelle. -(EI(x)wxx(x, t))xxdx
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is the total lateral force acting on a slice of the tower of heigth dx, located at the position
x and the time t. (EIwxx)x(l, t) and −EI(l)wxx(l, t) are the force and the torque acting
on the nacelle from the tower at the time t. f and v are the force control and the torque
control acting on the nacelle. In a practical engineering design, we would probably only
use force control. But for the sake of generality, we cover also the case of torque control.
We assume that ρ, EI ∈ C4[0, l] are strictly positive functions.
The natural state at the time t of this wind turbine tower model Σd is
z(t) =
[
z1(·, t) z2(·, t) z3(t) z4(t)
]T
, (6.1.2)
where the superscript T means transpose, and z1(x, t) = w(x, t), z2(x, t) = wt(x, t),
z3(t) = wt(l, t), z4(t) = wxt(l, t). The energy state space of Σd is
X = H2l (0, l)× L2[0, l]× C2 , (6.1.3)
Here
H2l (0, l) = {h ∈ H2(0, l) | h(0) = 0, hx(0) = 0} , (6.1.4)
whereHn (n ∈ N) denote the usual Sobolev spaces. The natural norm on X is
‖z(t)‖2 =
∫ l
0
(
EI(x)|z1xx(x, t)|2 + ρ(x)|z2(x, t)|2
)
dx+m|z3(t)|2+J |z4(t)|2. (6.1.5)
The above expression (the norm squared) represents twice the physical energy. As we
mentioned in Chapter 1, the exact controllability of this non-uniform SCOLE model
(6.1.1) on certain smoother spaces and its approximate controllability on the energy state
space using either force control or torque control has been shown in Guo [19] and in Guo
and Ivanov [20].
In the first main result of this chapter we show that the wind turbine tower model Σd
(i.e., the non-uniform SCOLE model) is strongly stabilizable on X using either torque
control or force control with colocated feedback from either the velocity or the angular
velocity of the nacelle, see Theorem 6.2.6. We also show that the resulting closed-loop
system is well-posed.
In the plane of the turbine blades the gearbox transfers most of the torque caused by the
wind to the nacelle. Therefore our model takes the gearbox and the flexible (low-speed)
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Figure 6.1: The two-mass drive-train model with gearbox. Ta is the active torque from
the turbine and Te is the electric torque of the generator, which acts between the rotor
(connected to the high speed shaft) and the stator (connected to the nacelle).
turbine shaft into account. We use a two-mass drive-train model (see Figure 6.1) studied
in Hansen et al. [21], Lubosny [32], and Wang and Weiss [50], to analyze the mechanical
system within the nacelle. For a wind turbine tower moving in the plane of the turbine
blades, the model is
ρ(x)wtt(x, t) + (EI(x)wxx(x, t))xx = 0, (x, t) ∈ (0, l)× [0,∞), (6.1.6)
w(0, t) = 0, wx(0, t) = 0, (6.1.7)
mwtt(l, t)− (EIwxx)x(l, t) = f(t), (6.1.8)
Jwxtt(l, t) + EI(l)wxx(l, t) = Tlss(t) + Thss(t)− bm(θm)t(t)− Te(t), (6.1.9)
(θT )tt(t) =
1
JT
(
Ta(t)− Tlss(t)
)− wxtt(l, t), (6.1.10)
(θm)tt(t) =
1
JG
(
Thss(t)− bm(θm)t(t)− Te(t)
)
+ wxtt(l, t), (6.1.11)
θk(t) = θT (t)− θm(t)
ng
, (6.1.12)
Tlss(t) = Ksθk(t) + Cs(θk)t(t) = ngThss(t), (6.1.13)
where the equations (6.1.6)–(6.1.9) are a non-uniform SCOLE model as in (6.1.1). Thss
and Tlss are the torque acting on the gearbox from the high speed shaft and the low speed
shaft, respectively. f is the force control, which can be obtained by an electrically driven
mass located in the nacelle. Te is the electric torque control created by the electrical
generator. The meaning of other notation and assumptions are the same as in (6.1.1). In
this chapter we consider only torque control for Σc.
Equations (6.1.10)-(6.1.13) are a two-mass drive-train model. θT and θm are the angles
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of the turbine rotor and generator rotor with respect to the nacelle. θk is the angular
difference between the endpoints of the low-speed shaft. JT > 0 is the rotational inertia of
the turbine blades and other lows-speed components (for example the hub) while JG > 0
is the rotational inertia of the generator rotor. Ks > 0 and Cs ≥ 0 are the torsional
stiffness and torsional damping coefficient of the low-speed shaft. bm ≥ 0 is the damping
coefficient of the high speed shaft. Ta is the active torque from the turbine, which is a
disturbance from our point of view. ng is the gearbox ratio. To derive this model, we
have taken into account wxtt, the angular acceleration of the nacelle: (θT )tt(t) +wxtt and
(θm)tt(t)−wxtt are the angular accelerations of the turbine rotor and generator rotor with
respect to the earth. We assume that JT > JGng, which is always true in reality (for
example from Wang [49, Table 3.1] we can see that JT is 1713 times bigger than JGng).
Note that the damping terms in the wind turbine tower model are very small in re-
ality, for example, from the nominal physical parameters of a 6MW wind turbine in
[49, Table 3.1] we can see that their damping coefficients are Cs = 100Nms/rad and
bm = 0Kgm
2/s respectively. We allow bm ≥ 0 and Cs ≥ 0, so that our results do not
rely on physical damping (they hold also without this damping).
The natural state at the time t of this wind turbine tower model Σc is
zc(t) =
[
z(·, t) q(t)]T , (6.1.14)
where z(t) is the state of Σd at the time t as in (6.1.2) while q(t) =
[
q1(t) q2(t) q3(t)
]T
is the state of the two-mass drive-train model at the time t. (This decomposition into
subsystems will be explained in detail in the later sections.) q1(t) = (θT )t(t) + wxt(t)
and q2(t) = (θm)t(t)−wxt(t) are the angular velocities of the turbine rotor and generator
rotor with respect to the earth at the time t, and q3(t) is the angular difference at the time
t between the endpoints of the low-speed shaft. The energy state space of Σc is
Xc = X × C3 = H2l (0, l)× L2[0, l]× C5 , (6.1.15)
The natural norm on Xc is
‖zc(t)‖2 = ‖z(t)‖2 + JT |q1(t)|2 + JG|q2(t)|2 +Ks|q3(t)|2 ,
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where ‖z(t)‖2 from (6.1.5) represents the natural norm on X while the last three terms
represent ‖q(t)‖2. The norm ‖zc(t)‖2 represents twice the physical energy of Σc.
The input space U is either C (if we use Te as the control input) or C2 (if we use both
the force f and the torque Te as control inputs). This wind turbine tower model Σc is not
exactly controllable on Xc, since its control operator is bounded from U to Xc, and hence
compact.
The second main result of this chapter is the following well-posedness, regularity,
generic controllability and generic strong stabilization result: the wind turbine tower
model Σc with input ue = Te, state [ zq ] and output wxt(l, ·) is well-posed and regular
on the energy state space Xc. If we denote by Ac the generator of Σc on Xc, then
D(Ac) =
{[
z
q
]
∈ [H4(0, l) ∩H2l (0, l)]×H2l (0, l)× C5 ∣∣∣ z3 = z2(l)z4 = z2x(l)
}
. (6.1.16)
We denote Xc1 = D(Ac), which is a Hilbert space with the graph norm of Ac. We
show that Σc with the same input, output and state remains well-posed and regular if
we chose Xc1 as the state space. Moreover, we have the following generic exact control-
lability result: for every time T > 0 and for every choice of the strictly positive functions
ρn, EIn ∈ C4[0, l] and of the parameters l > 0, mn > 0, Jn > 0, Ks > 0, JT > 0,
JG > 0, ng > 0, Cs ≥ 0 and bm ≥ 0, there are at most 3 values µ > 0 such that the
system Σc with
ρ = µρn , EI = µEIn , m = µmn , J = µJn
is not exactly controllable on Xc in time T (see Theorem 6.3.3). Clearly exact control-
lability on Xc1 implies approximate controllability on X
c. Based on this generic approx-
imate controllability result, we get the generic strong stabilization of Σc on Xc, by the
static output feedback Te = −kyc + v, where v is the new input (typically zero) and
yc(t) = − 1
J
wxt(l, t)− 1
JG
((θm)t(t)− wxt(l, t)) .
The feedback gain k can by any positive number and the resulting closed-loop system is
well-posed (see Theorem 6.5.6). Note that here the output has changed to yc.
Now consider the case when we use both force and torque control for Σc and the tower
is uniform, i.e., EI and ρ are constant. We show that Σc with input ue =
[
f
Te
]
, state [ zq ]
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and output
[
wt(l,·)
wxt(l,·)
]
is well-posed and regular on the state space
Xˆc =
{[
z
q
]
∈ [H3(0, l) ∩H2l (0, l)]×H1l (0, l)× C5
∣∣ z2(l) = q1} .
Here,
H1l (0, l) =
{
h ∈ H1(0, l) | h(0) = 0} . (6.1.17)
We also get similar generic exact controllability result on Xˆc as in the only torque control
case, see Theorem 6.4.1.
This chapter is divided into 5 sections: In Section 6.2 we derive the state space formu-
lation of the wind turbine tower model in the plane of the turbine axis Σd, described by
(6.1.1). We derive a feedback law via either velocity (through force control) or angular
velocity (through torque control) of the nacelle that achieves strong stabilization.
In Section 6.3 we consider the case when the tower Σc described by (6.1.6)–(6.1.13)
has only torque control, i.e., ue = Te. To apply Theorem 4.1.5, we decompose Σc into
a nonuniform SCOLE model Σd with only torque input coupled with a two-mass drive-
train model Σf . We get the well-posedness and regularity of Σc on both the energy state
space Xc from (6.1.15) and on the space Xc1 from (6.1.16). We also obtain the generic
exact controllability of Σc on Xc1 (hence its generic approximate controllability on X
c),
see Theorem 6.3.3.
In Section 6.4 we consider the case when Σc has both force and torque control, i.e.,
ue =
[
f
Te
]
. To apply Theorem 4.1.5, again we decompose Σc into a nonuniform SCOLE
model Σd with both force and torque inputs, coupled with a two-mass drive-train model
Σf . We derive well-posedness, regularity and generic exact controllability results for Σc
on a state space which is larger than Xc1 but smaller than X
c, see Theorem 6.4.1.
In Section 6.5, based on the generic controllability result in Section 6.3, we obtain the
generic strong stabilization of the wind turbine tower model in the plane of the turbine
blades Σc (described by (6.1.6)–(6.1.13)) via a feedback from the angular velocity of the
nacelle and the angular velocity of the generator rotor (through torque control) on Xc.
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6.2 Strong stabilization of the wind turbine tower model in the plane
of the turbine axis
In this section we analyze the strong stabilization of the wind turbine tower model in the
plane of the turbine axis Σd described by (6.1.1). As mentioned in Section 6.1, the state
of Σd at the time t is
z(t) =

z1(t)
z2(t)
z3(t)
z4(t)
 =

w(·, t)
wt(·, t)
wt(l, t)
wxt(l, t)
 . (6.2.1)
Here z1(t) and z2(t) are the states of the tower in the plane of turbine axis at the time t,
among which z1(x, t) is the transverse displacement of the beam at the position x and the
time t, and z2(x, t) is the transverse movement velocity of the beam at the position x and
the time t. z3(t) and z4(t) are the states of the nacelle at the time t, among which z3(t) is
the velocity of the nacelle at the time t and z4(t) is the angular velocity of the nacelle at
the time t.
The natural energy state space of Σd (described by (6.1.6)–(6.1.9) with f = 0) is X
from (6.1.3). The natural norm on X is as in (6.1.5). Of course, the formulas z3(t) =
wt(l, t) and z4(t) = wxt(l, t) do not make sense for z(t) ∈ X , only for smoother z(t) (for
example, for z(t) ∈ D(A), defined below). The natural norm on X is:
‖ξ‖2 =
∫ l
0
(
EI(x)|ξ1xx(x)|2 + ρ(x)|ξ2(x)|2
)
dx+m|ξ3|2 + J |ξ4|2, (6.2.2)
for all ξ =
[
ξ1 ξ2 ξ3 ξ4
]T ∈ X .
We define the generator A as follows:
Aξ =

ξ2
−ρ−1(x)(EI(x)ξ1xx(x))xx
m−1
(
EIξ1xx
)
x
(l)
−J−1EI(l)ξ1xx(l)
 ∀ ξ ∈ D(A) , (6.2.3)
D(A) =
{
ξ ∈ [H4(0, l) ∩H2l (0, l)]×H2l (0, l)× C2 ∣∣∣ ξ3 = ξ2(l)ξ4 = ξ2x(l)
}
.
As at the beginning of Section 2.2, we denote X1 = D(A), with a suitable norm. Let
B1 = [0 0
1
m
0]T (which corresponds to only force control) and B2 = [0 0 0 1J ]
T (which
corresponds to only torque control). We use either force control or torque control so that
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the control operator B takes either B1 or B2. We use colocated sensor and actuator, so we
take B∗ as observation operator. Then the wind turbine tower model in the plane of the
turbine axis Σd from (6.1.1) can be rewritten as{
z˙(t) = Az(t) +Bu(t) ,
y(t) = B∗z(t) .
(6.2.4)
It is clear that B and B∗ are bounded i.e., B ∈ L(C, X), B∗ ∈ L(X,C). We explain our
terminology. “Only force control” means that the control input is only the force f (v = 0),
i.e., B = B1. In this case the output is y = wt(l, ·) (the velocity of the nacelle). “Only
torque control” means that the control input is only the torque v (f = 0), i.e. B = B2. In
this case, the output signal is y = wxt(l, ·) (the angular velocity of the nacelle).
Proposition 6.2.1. The generator A of the wind turbine tower model in the plane of
turbine axis Σd described by (6.2.4) is skew-adjoint on the state space X and 0 ∈ ρ(A).
For both versions of B, Σd is well-posed and strictly proper (hence regular) on X .
Proof. (1) In the first step, we show that A is skew-adjoint on X and 0 ∈ ρ(A), which
can be proved by showing that A is skew-symmetric and onto, according to Proposition
2.1.22. Now we prove that A is skew-symmetric which is equivalent to Re 〈Aξ, ξ〉 = 0
for all ξ =
[
ξ1 ξ2 ξ3 ξ4
] ∈ D(A).
Re 〈Aξ, ξ〉 = Re
〈
ξ2
−ρ−1(x)(EI(x)ξ1xx(x))xx
m−1
(
EIξ1xx
)
x
(l)
−J−1EI(l)ξ1xx(l)
 ,

ξ1
ξ2
ξ3
ξ4

〉
= Re
〈
ξ2
−ρ−1(x)(EI(x)ξ1xx(x))xx
m−1
(
EIξ1xx
)
x
(l)
−J−1EI(l)ξ1xx(l)
 ,

ξ1
ξ2
ξ2(l)
ξ2x(l)

〉
= Re
∫ l
0
(
EI(x)ξ2xx(x)ξ1xx(x)−
(
EI(x)ξ1xx(x)
)
xx
ξ2(x)
)
dx
+ Re
((
EIξ1xx
)
x
(l)ξ2(l)− EI(l)ξ1xx(l)ξ2x(l)
)
= Re
∫ l
0
(
EI(x)ξ1xx(x)ξ2xx(x)−
(
EI(x)ξ1xx(x)
)
xx
ξ2(x)
)
dx
+ Re
((
EIξ1xx
)
x
(l)ξ2(l)− EI(l)ξ1xx(l)ξ2x(l)
)
(6.2.5)
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Using integration by parts, and the boundary conditions ξ2(0) = 0 and ξ2x(0) = 0, we do
the following computation∫ l
0
(
EI(x)ξ1xx(x)ξ2xx(x)−
(
EI(x)ξ1xx(x)
)
xx
ξ2(x)
)
dx
=
[
EI(x)ξ1xx(x)ξ2x(x)
]l
0
−
∫ l
0
(
EI(x)ξ1xx(x)
)
x
ξ2x(x)dx
−
[(
EI(x)ξ1xx(x)
)
x
ξ2(x)
]l
0
+
∫ l
0
(
EI(x)ξ1xx(x)
)
x
ξ2x(x)dx
= EI(l)ξ1xx(l)ξ2x(l)−
(
EIξ1xx
)
x
(l)ξ2(l) (6.2.6)
Substituting (6.2.6) into (6.2.5), we get
Re 〈Aξ, ξ〉 = 0 ,
so that A is skew-symmetric. This result also means that A is dissipative.
We still have to show that A is onto, i.e., Ran A = X , which means that for any fixed
n =
[
n1 n2 n3 n4
]T ∈ X , the equation Aξ = n (with ξ ∈ D(A)) has a solution.
Aξ = n implies that 
ξ2(x) = n1(x) (6.2.7)
−ρ−1(x)(EI(x)ξ1xx(x))xx = n2(x) (6.2.8)
m−1
(
EIξ1xx
)
x
(l) = n3 (6.2.9)
−J−1EI(l)ξ1xx(l) = n4 (6.2.10)
From (6.2.7), it is easy to see that ξ2 = n1, ξ3 = n1(l), ξ4 = n1x(l). What left is to
determine ξ1. Denote x by α (α ∈ (0, l)) in (6.2.8) and multiplying by −ρ(α) from its
both sides, we get (
EI(α)ξ1αα(α)
)
αα
= − ρ(α)n2(α) .
Integrating both sides of the above equation from β (for any β ∈ (0, l)) to l, we get(
EI(α)ξ1αα(α)
)
α
(l)−
(
EI(β)ξ1ββ(β)
)
β
= −
∫ l
β
ρ(α)n2(α)dα.
Combining this result with (6.2.9), we have(
EI(β)ξ1ββ(β)
)
β
=
∫ l
β
ρ(α)n2(α)dα +mn3 .
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Integrating both sides of the above equation from γ (for any γ ∈ (0, l)) to l, we get
EI(l)ξ1γγ(l)− EI(γ)ξ1γγ(γ) =
∫ l
γ
∫ l
β
ρ(α)n2(α)dαdβ +mn3(l − γ) .
Combining this result with (6.2.10), we get
ξ1γγ(γ) = − EI−1(γ)
∫ l
γ
∫ l
β
ρ(α)n2(α)dαdβ − EI−1(γ)mn3(l − γ)− EI−1(γ)Jn4 .
Integrating both sides of the above equation from 0 to δ (for any δ ∈ (0, l)), using the
boundary condition ξ1γ(0) = 0, integrating both sides of the resulted equation from 0 to
x and then using the boundary condition ξ1(0) = 0, finally we get
ξ1(x) = −
∫ x
0
∫ δ
0
EI−1(γ)
∫ l
γ
∫ l
β
ρ(α)n2(α)dαdβdγdδ
−
∫ x
0
∫ δ
0
EI−1(γ)mn3(l − γ)dγdδ −
∫ x
0
∫ δ
0
EI−1(γ)Jn4dγdδ . (6.2.11)
Therefore A is skew-adjoint.
(2) In this step we show the remaining part of this proposition, which is simple. It is
well-known that if A : D(A) → X is skew-adjoint, then A generates a unitary group on
X , which means that Σd is not stable. We know that the control and observation operators
B and B∗ are bounded. By Proposition 2.4.2, Σd described by (6.2.4) is well-posed,
strictly proper and regular.
Proposition 6.2.2. The resolvents (βI − A)−1 (β ∈ ρ(A)) are compact.
Proof. We know that I ∈ L(D(A), X) is a compact operator and (βI − A)−1 ∈
L(X,D(A)) for any β ∈ ρ(A). it is clear that I(βI − A)−1 : X → X . So I(βI − A)−1
is compact. Thus (βI − A)−1 is compact.
Proposition 6.2.3. LetAb : D(Ab)→ X be a maximal dissipative operator with compact
resolvents. Let Q ∈ L(X) and A = Ab +Q (with D(A) = D(Ab)). Then A has compact
resolvents. If A is dissipative, then A is maximal dissipative on X . Furthermore if A is
skew-symmetric, then A is skew-adjoint on X .
Proof. A is a bounded perturbation ofAb, hence it is a semigroup generator. Therefore,
for sufficiently large β > 0, βI − A has a bounded inverse (hence it is onto). Hence, if
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A is dissipative then A is maximal dissipative on X , according to Proposition 2.1.13 and
the comment after it.
Since Ab has compact resolvents, and A has a non-empty resolvent set, also A has
compact resolvents. Hence σ(A) consists of isolated points, so that sI − A is invertible
for almost every s < 0. The facts that A is skew-symmetric and both βI −A and βI +A
are onto for some β > 0 implies that A is skew-adjoint on X , according to Proposition
2.1.22.
Proposition 6.2.4. The wind turbine tower model in the plane of the turbine axis Σd
described by (6.2.4) (both versions) is impedance passive.
Proof. From Propositions 6.2.1 and 6.2.2 we know thatA is skew-adjoint with compact
resolvents. We decompose
[
A B
−B∗ 0
]
= [ A 00 0 ] +
[
0 B
−B∗ 0
]
. Clearly [ A 00 0 ] is skew-adjoint
with compact resolvents and
[
0 B
−B∗ 0
]
is bounded (since B and B∗ are bounded). Thus by
Proposition 6.2.3,
[
A B
−B∗ 0
]
is maximal dissipative if it is dissipative. Combining this fact
with Lemma 2.6.2, we know that Σd is impedance passive if and only if
Re
〈[
A B
−B∗ 0
] [
z
u
]
,
[
z
u
]〉
≤ 0.
As A is skew-adjoint, it follows that Re < Az, z >= 0. Now we compute
Re
〈[
A B
−B∗ 0
] [
z
u
]
,
[
z
u
]〉
= Re
〈[
Az +Bu
−B∗z
]
,
[
z
u
]〉
= Re < Az, z > +Re < Bu, z > −Re < B∗z, u >
= Re < Bu, z > −Re < z,Bu >
= Re (z∗Bu)− Re ((Bu)∗z)
= Re (z∗Bu)− Re (z∗Bu) = 0 .
Thus Σd is impedance passive.
Remark 6.2.5. In fact the wind turbine tower model Σd from (6.2.4) is impedance con-
servative. As the fact that Σd is impedance passive is enough for us, we omit the simple
proof for conservativity.
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Theorem 6.2.6. The wind turbine tower model in the plane of the turbine axis Σd de-
scribed by (6.2.4) is strongly stabilizable by static output feedback from either the veloc-
ity or the angular velocity of the nacelle, and the closed-loop system is well-posed. This
holds for any strictly positive feedback gain.
Proof. From Proposition 6.2.1 we know that Σd is well-posed. From [20] we know that
Σd is approximately controllable with only force control (with input u = f ) or only torque
control (with input u = v). From Proposition 6.2.4 we know that Σd is impedance passive
(regardless of the choice of input signal). By Theorem 2.7.4 it follows that Σd is weakly
stabilizable by static output feedback from either the velocity or the angular velocity of
the rigid body, and the closed loop system is well-posed. Combining Proposition 6.2.1,
Proposition 6.2.2 and Proposition 2.1.7, it follows that the spectrum of the generator A
of Σd, σ(A), contains at most countably many imaginary points. Using Theorem 2.7.4
again, we get Theorem 6.2.6. As Σd is impedance passive, k can be any positive number.
Remark 6.2.7. In the proof of Theorem 6.2.6, the step from weak stabilization to strong
stabilization can also be proved using Proposition 2.7.3 by showing that the generator of
the closed-loop system has compact resolvents. We omit this proof.
6.3 Exact controllability of the wind turbine tower model in the plane
of the turbine blades with only torque control
In this section we derive well-posedness, exact controllability and approximate control-
lability results for the wind turbine tower model Σc described by (6.1.6)–(6.1.13) using
only electric torque control ue = Te, based on Theorem 4.1.5. We decompose Σc into a
nonuniform SCOLE model Σd with torque input u and angular velocity output y, and a
two-mass drive-train model Σf , as in Figure 4.3. Here Σd is similar to the non-uniform
SCOLE model (6.2.4) (in the case of only torque control) in Section 6.2 but with a dif-
ferent input and output. The output here is the angular velocity of the nacelle while the
output of (6.2.4) is 1
J
times the angular velocity of the nacelle. (Note that we also use the
same notation Σd for (6.2.4).) Thus if we use the state space X from (6.1.3), the state
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space formulation of the non-uniform SCOLE model Σd described by (6.1.6)–(6.1.9) is{
z˙(t) = Az(t) +Bu(t) ,
y(t) = Cz(t) ,
(6.3.1)
where z is as in (6.2.1) while A, D(A) and X1 are as in (6.2.3). Here
B =
[
0 0 0 1
J
]T
, C =
[
0 0 0 1
]
.
u(t) = Tlss(t) + Thss(t) − bm(θm)t(t) − Te(t) is the input of Σd (and the output of Σf ).
u(t) is the total torque acting on the nacelle from the gear box (the first two terms) and
from the electrical generator (the remaining two terms). y(t) = wxt(l, t) is the output of
Σd (the angular velocity of the nacelle). The following result is proven in [19, Proposition
4.2 and Theorem 4.3].
Proposition 6.3.1. B is admissible on X1 and (A,B) is exactly controllable in any time
T0 > 0 on X1.
Proposition 6.3.2. Σd described by (6.3.1) is well-posed, regular and strictly proper with
the state space either X or X1.
Proof. From Proposition 6.2.1 we know that A is skew-adjoint, so that it is the gen-
erator of a unitary group T on X . Clearly B and C are bounded (i.e., B ∈ L(C, X),
C ∈ L(X,C)). By Proposition 2.4.2, Σd is well-posed, regular and strictly proper on X .
The restriction ofA toD(A2) generates the restriction of T toX1. From Proposition 6.3.1
we know that B is admissible for T restricted X1. Clearly C ∈ L(X1,C), so that Σd is
well-posed, regular and strictly proper on X1 as well, according to Proposition 2.4.2.
Doing some computations, we can extract the following two-mass drive train subsys-
tem Σf from the wind turbine tower model (6.1.6)–(6.1.13)): the state vector is
q(t) =
q1(t)q2(t)
q3(t)
 =
(θT )t(t) + wxt(l, t)(θm)t(t)− wxt(l, t)
θk(t)
 (6.3.2)
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and the system equations are
q˙1 = − Cs
JT
q1 +
Cs
JTng
q2 − Ks
JT
q3 +
1
JT
Ta +
Cs(1 + ng)
JTng
y, (6.3.3)
q˙2 =
Cs
JGng
q1 −
(
Cs
JGn2g
+
bm
JG
)
q2 +
Ks
JGng
q3 − 1
JG
Te
− Cs(1 + ng)
JGn2g
y − bm
JG
y, (6.3.4)
q˙3 = q1 − 1
ng
q2 − 1 + ng
ng
y , (6.3.5)
u =
Cs(1 + ng)
ng
q1 −
(
Cs(1 + ng)
n2g
+ bm
)
q2
+
Ks(1 + ng)
ng
q3 − Te − Cs(1 + ng)
2
n2g
y − bmy . (6.3.6)
Here ue = Te is the control input and Ta is a disturbance input. In the sequel we put
Ta = 0, since this input is irrelevant for controllability. y is the feedback input of Σf
(the output of Σd) while u is the output of Σf (the input of Σd). We can write Σf as in
(4.1.4)–(4.1.5), with the matrices
a =
−
Cs
JT
Cs
JTng
−Ks
JT
Cs
JGng
−
(
Cs
JGn2g
+ bm
JG
)
Ks
JGng
1 − 1
ng
0
 , b =
 0− 1
JG
0
 , bf =

−Cs(1+ng)
JTng
Cs(1+ng)
JGn2g
+ bm
JG
(1+ng)
ng
 ,
c =
[
Cs(1+ng)
ng
−Cs(1+ng)
n2g
− bm Ks(1+ng)ng
]
, d = −1 , df = Cs(1 + ng)
2
n2g
+ bm .
Theorem 6.3.3. The wind turbine tower model Σc described by (6.1.6)–(6.1.13), with
input ue = Te, state [
z
q ] (as defined in (6.2.1) and (6.3.2)) and output [ uy ] is well-posed
and regular with the state space either
Xc = H2l (0, l)× L2[0, l]× C5
or
Xc1 = D(Ac) =
{[
z
q
]
∈ [H4(0, l) ∩H2l (0, l)]×H2l (0, l)× C5 ∣∣∣ z3 = z2(l)z4 = z2x(l)
}
.
Here u = Tlss + Thss − bm(θm)t − Te, y = wxt(l, ·) and Ac is the semigroup generator of
Σc with the state space Xc.
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Moreover, we have the following generic exact controllability result: for every time
T > 0 and for every choice of the strictly positive functions ρn, EIn ∈ C4[0, l] and of the
parameters l > 0, mn > 0, Jn > 0, Ks > 0, JT > 0, JG > 0, ng > 0, Cs ≥ 0 and
bm ≥ 0, there are at most 3 values µ > 0 such that the system Σc with
ρ = µρn , EI = µEIn , m = µmn , J = µJn
is not exactly controllable on Xc1 in time T .
Proof. First we prove the well-posedness part. We have seen earlier that Σc can
be decomposed into Σd described by (6.3.1) and Σf described by (6.3.3)–(6.3.6), inter-
connected as in Figure 4.3. These subsystems fit into the framework of Theorem 4.1.5:
according to Proposition 6.3.2, Σd is well-posed and strictly proper with the state space
either X from (6.1.3) or X1. Therefore, by Theorem 4.1.5, Σc (with input ue = Te, state
[ zq ] and output [ uy ]) is well-posed and regular with the state space either
Xc = X × C3 = H2l (0, l)× L2[0, l]× C5 (6.3.7)
or X1 × C3, which is exactly Xc1 defined in the theorem. To see that D(Ac) = X1 × C3,
we use Theorem 4.1.5 and the fact that the control operator B is bounded when we use
the state space X for Σd.
Now we show the generic exact controllability of Σc on Xc1. We consider the time T
and the functions ρn and EIn fixed. The parameters l, mn, Jn, Ks, JT , JG, ng, Cs and bm
are also fixed (Cs and bm are ≥ 0, the others are strictly positive). Define ρ = µρn, EI =
µEIn, m = µmn and J = µJn, where µ > 0. We want to show that the resulting system
Σc is exactly controllable in time T for almost every µ > 0, with the exception of at most
3 “bad” values for µ.
From Proposition 6.3.1 we know that (A,B) is exactly controllable in any time T0 > 0
with the state space X1. Thus assumption (i) of Theorem 4.1.5 is satisfied.
It is easy to check that
[
b ab a2b
]
=

0 − Cs
JGJTng
(
C2s
JGJ
2
Tng
+ Cs
JGJTng
(
Cs
JGn2g
+ bm
JG
)− Ks
JGJTng
)
− 1
JG
(
Cs
J2Gn
2
g
+ bm
J2G
)
−
(
C2s
J2GJTn
2
g
+
(
Cs
JGn2g
+ bm
JG
)2 − Ks
JGn2g
)
0 1
JGng
−
(
Cs
JGJTng
+ 1
JGng
(
Cs
JGn2g
+ bm
JG
))
 .
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The determinant of the above matrix is
det
[
b ab a2b
]
=
Ks
JTJ3Gn
2
g
6= 0 . (6.3.8)
Thus (a, b) is controllable, which is assumption (ii) of Theorem 4.1.5. Clearly d = −1 is
invertible, so that assumption (iii) is also satisfied. For assumption (iv), by computation
we have
a× =
−
cs
JT
cs
JTng
− ks
JT
− cs
JG
cs
JGng
− ks
JG
1 − 1
ng
0
 .
It is easy to verify that a× has three eigenvalues: 0, 1
2
(
CsJd +
√
C2sJ
2
d + 4KsJd
)
and
1
2
(
CsJd −
√
C2sJ
2
d + 4KsJd
)
, where Jd = 1JGng − 1JT > 0 (recall from Section 6.1 that
we assume that JT > JGng). From Propositions 6.2.1, 6.2.2 and 2.1.7 we know that σ(A)
consists of simple eigenvalues that are isolated, purely imaginary and non-zero. Therefore
A∗ and a×∗ have no common eigenvalues and so assumption (iv) is satisfied.
So far all the assumptions of Theorem 4.1.5 are satisfied. Notice that A from (6.2.3)
as well as C and the system Σf are independent of µ, while B is proportional to 1/µ. We
obtain an equivalent system (from the point of view of exact controllability) if we move
the factor 1/µ to the output of Σd, i.e., we consider B =
[
0 0 0 1
Jn
]
and replace bf and
df with 1µbf and
1
µ
df , respectively. According to Theorem 4.1.5 (with λ = 1/µ), Σc is
exactly controllable in time T (with the state space Xc1) for all except at most three “bad”
values for µ.
Remark 6.3.4. Suppose that we can somehow prove that the set Q of quadruples
(µ1, µ2, µ3, µ4) ∈ (0,∞)4 for which Σc determined by
ρ = µ1ρn , EI = µ2EIn , m = µ3mn , J = µ4Jn
is not exactly controllable on Xc1 in time T , is Lebesgue measurable. In this case, the
generic controllability part of the last theorem implies thatQ has Lebesgue measure zero,
since on every ray starting from zero, there are at most three points of Q.
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6.4 Exact controllability of the wind turbine tower model in the plane
of the turbine blades with both force and torque control
In this section we consider the situation when the wind turbine tower model Σc described
by (6.1.6)–(6.1.13) has two control inputs: the force f created by an electrically driven
mass located in the nacelle, and the electric torque Te created by the generator, so that
ue =
[
f
Te
]
. We show the well-posedness and generic exact controllability of this model,
based again on Theorem 4.1.5. As we did in Section 6.3, we decompose Σc into a SCOLE
model Σd and a two-mass drive-train model Σf , as in Figure 4.3. In this case the input u
of Σd has two components: the force f and the total torque acting on the nacelle, and its
output y also has two components: the velocity and the angular velocity of the nacelle.
We assume that Σc is uniform, i.e., EI and ρ in (6.1.6), (6.1.8) and (6.1.9) are strictly
positive constants. If we use the state space X from (6.1.3), we get the following state
space formulation for Σd: {
z˙(t) = Az(t) + Bˆu(t) ,
y(t) = Cˆ z(t) ,
(6.4.1)
where A is a special case of the one in (6.3.1), with EI and ρ being constant. The control
operator and observation operator become
Bˆ =
[
0 0 1
m
0
0 0 0 1
J
]T
, Cˆ =
[
0 0 1 0
0 0 0 1
]
,
while
u(t) =
[
f(t)
Tlss(t) + Thss(t)− bm(θm)t(t)− Te(t)
]
, y(t) =
[
wt(l, t)
wxt(l, t)
]
. (6.4.2)
Here u is the input of Σd (and the output of Σf ). Its first component is the external force
control acting on the nacelle, while its second component is the total torque acting on the
nacelle from the gear box and from the electrical generator. y is the output of Σd (the
velocity and angular velocity of the nacelle). Note that, to fit the framework of Theorem
4.1.5, it is enough to take only wxt(l, t) as the output. The reason why we also include
wt(l, t) into y is to show that Σc is well-posed and regular even considering this additional
output. This is important because, when using colocated control for stabilization, we
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would use this variable to drive the force input of Σc. (We shall not discuss colocated
control for this system here.)
The model (6.4.1) has been analyzed in detail in Chapter 5. In the case that the wind
turbine tower model Σc has two control inputs, the two-mass drive-train subsystem Σf
(after setting the disturbance Ta = 0) is{
q˙(t) = aq(t) + bˆue(t)− bˆfy(t) , (6.4.3)
u(t) = cˆq(t) + dˆue(t)− dˆfy(t) , (6.4.4)
where a is the same as before Theorem 6.3.3 and
bˆ =
0 00 − 1
JG
0 0
 , bˆf =

0 −Cs(1+ng)
JTng
0 Cs(1+ng)
JGn2g
+ bm
JG
0 (1+ng)
ng
 ,
cˆ =
[
0 0 0
Cs(1+ng)
ng
−
(
Cs(1+ng)
n2g
+ bm
)
Ks(1+ng)
ng
]
,
dˆ =
[
1 0
0 −1
]
, dˆf =
[
0 0
0 Cs(1+ng)
2
n2g
+ bm
]
.
Theorem 6.4.1. Assume that the wind turbine tower model Σc described by (6.1.6)–
(6.1.13) is uniform, i.e., EI and ρ are strictly positive constants. Then Σc with input
ue =
[
f
Te
]
, state [ zq ] (as defined in (6.2.1) and (6.3.2)) and output [ uy ] (as defined in
(6.4.2)) is well-posed and regular with the state space
Xˆc =
{[
z
q
]
∈ [H3(0, l) ∩H2l (0, l)]×H1l (0, l)× C5
∣∣ z2(l) = q1} .
Moreover, we have the following generic exact controllability result: for every time
T > 0 and for every choice of the strictly positive constants l, ρn, EIn, mn, Jn, Ks, JT ,
JG, ng and of the constants Cs ≥ 0 and bm ≥ 0, there are at most 3 values µ > 0 such
that the system Σc with
ρ = µρn , EI = µEIn , m = µmn , J = µJn
is not exactly controllable on Xˆc in time T .
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Proof. First we prove the well-posedness part. Recall that we decompose Σc into Σd
described by (6.4.1) and Σf described by (6.4.3)-(6.4.4). From Proposition 5.7.1 we know
that Σd is well-posed with the state space
X =
{[
z
q
]
∈ [H3(0, l) ∩H2l (0, l)]×H1l (0, l)× C2 ∣∣ z2(l) = q1} .
We also know that its feedthrough operator zero. Thus by Proposition 2.4.2 Σd is strictly
proper on X . From the descriptions of Σc, Σd and Σf , clearly they fit into the framework
of Theorem 4.1.5. Therefore Σc (with input ue =
[
f
Te
]
, output [ uy ] and state [ zq ]) is well-
posed and regular with the state space
Xˆc = X × C3 =
{[
z
q
]
∈ [H3(0, l) ∩H2l (0, l)]×H1l (0, l)× C5
∣∣ z2(l) = q1} .
Now we show the generic exact controllability of Σc on Xˆc. As in the proof of The-
orem 6.3.3, we consider the time T and the parameters l, ρn, EIn, mn, Jn, Ks, JT , JG,
ng, Cs and bm to be fixed. Define ρ, EI, m and J as in the theorem, with µ > 0. We want
to show that the resulting system Σc is exactly controllable in time T for almost every
µ > 0, with the exception of at most 3 “bad” values for µ.
From Proposition 5.7.1 we know that (A, Bˆ) is exactly controllable in any time T0 > 0
with the state space X . To see that (a, bˆ) is controllable, we use only the second column
of bˆ and then we have the same computation as at (6.3.8). Thus, assumptions (i) and (ii)
of Theorem 4.1.5 are satisfied. Clearly dˆ is invertible, so that assumption (iii) is satisfied.
For assumption (iv), it is easy to verify that we get the same a× as in the proof of Theorem
6.3.3, while A is a special case of the one in Section 6.3 (with EI and ρ constant). By the
same argument as in the proof of Theorem 6.3.3, assumption (iv) is also satisfied.
Notice that A as well as Cˆ and the system Σf are independent of µ, while Bˆ is
proportional to 1/µ. We obtain an equivalent system (from the point of view of ex-
act controllability) if we move the factor 1/µ to the output of Σd, i.e., we consider
Bˆ =
[
0 0 1
mn
0
0 0 0 1
Jn
]T
and replace bˆf and dˆf with 1µ bˆf and
1
µ
dˆf , respectively. According
to Theorem 4.1.5, Σc is exactly controllable in time T (with the state space Xˆc) for all
except at most 3 values of µ > 0.
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6.5 Strong stabilization of the wind turbine tower model in the plane
of the turbine blades
In this section we analyze the strong stabilization of the wind turbine tower model in the
plane of the turbine blades Σc, described by (6.1.6)–(6.1.13). We only use torque control
here. The controllability of this system has been investigated in Section 6.3. Recall that
the natural state of Σc at the time t is
zc(t) =
[
z(·, t) q(t)]T ,
where z is the state of the non-uniform SCOLE model Σd while q is the state of the
two-mass drive-train model Σf . The energy state space of Σc is
Xc = X × C3 = H2l (0, l)× L2[0, l]× C5 . (6.5.1)
The norm on Xc is
‖ [ ξς ] ‖2 = ‖ξ‖2 + ‖ς‖2
for all ξ =
[
ξ1 ξ2 ξ3 ξ4
]T ∈ X and for all ς = [ς1 ς2 ς3]T ∈ C3, where ‖ξ‖2 is as
in (6.2.2) and ‖ς‖2 = JT |ς1|2 + JG|ς2|2 +Ks|ς3|2.
By Proposition 4.3.2 we know that the generator of Σc is
Ac =
[
A−BdfC Bc
−bfC a
]
, (6.5.2)
where A, B, C, a, c, bf and df are as in Section 6.3. By a simple computation we get,
for every
[
ξ
ς
]
∈ D(Ac),
Ac
[
ξ
ς
]
=

ξ2
−ρ−1(x)(EI(x)ξ1xx(x))xx
m−1
(
EIξ1xx
)
x
(l)
−EI(l)
J
ξ1xx(l) +
Ks(1+ng)
Jng
ς3 − bmJ (ς2 + ξ4) + Cs(1+ng)Jng κ
−Ks
JT
ς3 − CsJT κ
Ks
JGng
ς3 − bmJG (ς2 + ξ4) + CsJGngκ
κ

,
where
κ = ς1 − 1
ng
ς2 − 1 + ng
ng
ξ4 .
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By Proposition 4.3.2, we also know that
D(Ac) = D(A)× C3
=
{[
ξ
ς
]
∈ [H4(0, l) ∩H2l (0, l)]×H2l (0, l)× C5 ∣∣∣ ξ3 = ξ2(l)ξ4 = ξ2x(l)
}
(6.5.3)
and that the control operator of Σc is
Bc =
[
0 0 0 − 1
J
0 − 1
JG
0
]T
.
Here we use colocated sensors and actuators, so that take Bc∗ as the observation operator.
The state space formulation of Σc is{
z˙c(t) = Aczc(t) +Bcue(t) ,
yc(t) = Bc∗zc(t) ,
(6.5.4)
where ue = Te is the control input. The operator Ac in the particular case when Cs = 0
and bm > 0 is denoted by A˜c.
Proposition 6.5.1. A˜c is maximal dissipative on the state space Xc.
Proof. This proposition can be proved by showing that A˜c is dissipative, closed and
Ran A˜c = Xc (i.e. A˜c is onto), according to Proposition 2.1.14.
(1) First we show that A˜c is dissipative, which means that Re
〈
A˜c [ ξς ] , [
ξ
ς ]
〉
≤ 0 for
all [ ξς ] ∈ D(A˜c), i.e., ξ ∈ D(A) and ς ∈ C3. We have
Re 〈A˜c
[
ξ
ς
]
,
[
ξ
ς
]
〉 = Re
〈

ξ2
−ρ−1(x)(EI(x)ξ1xx(x))xx
m−1
(
EIξ1xx
)
x
(l)
−EI(l)
J
ξ1xx(l) +
Ks(1+ng)
Jng
ς3 − bmJ (ς2 + ξ4)
−Ks
JT
ς3
Ks
JGng
ς3 − bmJG (ς2 + ξ4)
ς1 − 1ng ς2 −
1+ng
ng
ξ4

,

ξ1
ξ2
ξ3
ξ4
ς1
ς2
ς3

〉
By Proposition 6.2.1, we have Re 〈Aξ, ξ〉 = 0. Substitute this into the above equation, to
get
Re 〈A˜c
[
ξ
ς
]
,
[
ξ
ς
]
〉 = Re
(
Ks(1 + ng)
ng
ς3ξ¯4 − bmς2ξ¯4 − bmξ4ξ¯4 −Ksς3ς¯1
)
+ Re
(
Ks
ng
ς3ς¯2 − bmς2ς¯2 − bmξ4ς¯2
)
+ Re
(
Ksς1ς¯3 − Ks
ng
ς2ς¯3 − Ks(1 + ng)
ng
ξ4ς¯3
)
= −bm|ξ4 + ς2|2 < 0 . (6.5.5)
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(2) In this step we show that Ran A˜c = Xc and that A˜c is closed. The fact Ran A˜c =
Xc means that for any fixed n =
[
n1 n2 n3 n4
]T ∈ X and o = [o1 o2 o3]T ∈ C3,
the equation A˜c
[
ξ
ς
]
=
[
n
o
]
(ξ ∈ D(A), ς ∈ C3) has a solution. The above equation can
be written as 
ξ2(x) = n1(x) , (6.5.6)
−ρ−1(x)(EI(x)ξ1xx(x))xx = n2(x) , (6.5.7)
m−1
(
EIξ1xx
)
x
(l) = n3 , (6.5.8)
−J−1EI(l)ξ1xx(l) + Ks(1 + ng)
Jng
ς3 − bm
J
(ς2 + ξ4) = n4 , (6.5.9)
−Ks
JT
ς3 = o1 , (6.5.10)
Ks
JGng
ς3 − bm
JG
(ς2 + ξ4) = o2 , (6.5.11)
ς1 − 1
ng
ς2 − 1 + ng
ng
ξ4 = o3 . (6.5.12)
From (6.5.6), it is easy to see that ξ2 = n1. Then we have ξ3 = n1(l), ξ4 = n1x(l).
Submitting ξ4 = n1x(l) into (6.5.10)-(6.5.12) and solve them, we get
ς1 = n1x(l)− JT
bmn2g
o1 − JG
bmng
o2 + o3 , (6.5.13)
ς2 = − n1x(l)− JT
bmng
o1 − JG
bm
o2 , (6.5.14)
ς3 = − JT
Ks
o1 . (6.5.15)
It remains to determine ξ1. Substituting (6.5.14), (6.5.15) and ξ4 = n1x(l) into (6.5.9), we
get
−J−1EI(l)ξ1xx(l) = n4 + JTo1 − JGo2
J
. (6.5.16)
We can determine ξ1 by (6.5.7), (6.5.8) and (6.5.16), similarly as we did for ξ1 in Propo-
sition 6.2.1, by replacing n4 in (6.2.10) with n4 + JT o1−JGo2J . Its solution is as in (6.2.11)
by replacing n4 in with n4 + JT o1−JGo2J .
From the above solution for [ ξς ], it is easy to see that ξ = 0 and ς = 0 if n = 0 and
o = 0. Therefore Ker (A˜c) = {0}. Then it follows that 0 ∈ ρ(A˜c), in particular A˜c is
closed.
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Proposition 6.5.2. The resolvents (βI − A˜c)−1 (β ∈ ρ(A˜c)) are compact.
The proof of this proposition is similar to that of Proposition 6.5.2 and we omit it.
Proposition 6.5.3. The generator Ac of the wind turbine tower model in the plane of the
turbine blades Σc described by (6.5.4) is maximal dissipative with compact resolvents on
the state space Xc. Σc is well-posed and strictly proper (hence regular) on Xc. If the
dampings Cs and bm are zero, then Ac is skew-adjoint.
Proof. It can be verified that for all ξ ∈ D(A), ς ∈ C3 (i.e., for all [ ξς ] ∈ D(Ac))
Re
〈
Ac
[
ξ
ς
]
,
[
ξ
ς
]〉
= − bm|ξ4 + ς2|2 − Cs|ς1 − 1
ng
ς2 − 1 + ng
ng
ξ4|2 ≤ 0 . (6.5.17)
Thus Ac is dissipative. As
Ac = A˜c +Q
where A˜c is defined above Proposition 6.5.1 and Q ∈ L(Xc) is a function of bm > 0 and
Cs ≥ 0. Then combining Propositions 6.5.1, 6.5.2, 6.2.3, it follows that Ac is maximal
dissipative with compact resolvents. This means that Ac is the generator of a contraction
semigroup with isolated eigenvalues in the closed left-half plane. Clearly Bc and Bc∗ are
bounded on Xc. By Proposition 2.4.2 Σc is well-posed, strictly proper and regular.
If there are no damping terms i.e., bm = 0 and Cs = 0, then from (6.5.17)
Re
〈
Ac
[
ξ
ς
]
,
[
ξ
ς
]〉
= 0 ∀ ξ ∈ D(A), ς ∈ C3 ,
which means that Ac is skew-symmetric on Xc. Using Proposition 6.2.3 again, we con-
clude that Ac is skew-adjoint.
Remark 6.5.4. Instead of defining A˜c, Proposition 6.5.3 can be proved like this: From
(6.5.2) we know that
Ac =
[
A−BdfC Bc
−bfC a
]
=
[
A 0
0 0
]
+
[−BdfC Bc
−bfC a
]
.
It is easy to see that
[
A 0
0 0
]
is skew-adjoint with compact resolvents on Xc (as A is
skew-adjoint with compact resolvents on X) and that
[−BdfC Bc
−bfC a
]
is bounded on Xc
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(as B and C are bounded on X). From (6.5.17) we know that Ac is dissipative. Thus
by Proposition 6.2.3, it follows that Ac is maximal dissipative with compact resolvents.
From (6.5.17) we know that Ac is skew-symmetric in the case that bm = 0 and Cs = 0.
Again by Proposition 6.2.3, we conclude that in this case Ac is skew-adjoint. The proof
of the well-posedness and strict properness part is the same as for Proposition 6.5.3.
Proposition 6.5.5. The wind turbine tower model in the plane of the turbine blades Σc
described by (6.5.4) is impedance passive on the state space Xc.
The proof is similar to the proof of Proposition 6.2.4 and we omit it.
Theorem 6.5.6. For every time T > 0 and for every choice of the strictly positive func-
tions ρn, EIn ∈ C4[0, l] and of the parameters l > 0, mn > 0, Jn > 0, Ks > 0, JT > 0,
JG > 0, ng > 0, Cs ≥ 0 and bm ≥ 0, there are at most 3 values µ > 0 such that the wind
turbine tower model in the plane of the turbine blades Σc described by (6.5.4) with
ρ = µρn , EI = µEIn , m = µmn , J = µJn
is not strongly stabilizable on the state space Xc from (6.5.1) by a static output feedback
ue = −kyc + v where
yc(t) = Bc∗zc(t) = − 1
J
wxt(l, t)− 1
JG
((θm)t(t)− wxt(l, t))
and v is the new input function. The feedback gain k can be any positive number and the
closed-loop system is well-posed.
Proof. From Proposition 6.5.3 we know that Σc described by (6.5.4) is well-posed.
From Theorem 6.3.3 we know that Σc is exactly controllable on the state space D(Ac)
subject to the conditions in Theorem 6.5.6, which implies the approximate controllability
of Σc on Xc subject to the conditions in Theorem 6.5.6. From Proposition 6.5.5 we
know that Σc is impedance passive. By Theorem 2.7.4, it follows that Σc is weakly
stabilizable subject to the conditions in Theorem 6.5.6 by the static output feedback ue =
−kyc + v (k can be any positive number) and that the closed-loop system is well-posed.
From Propositions 6.5.3 and 2.1.7 it follows that σ(Ac) contains at most countably many
imaginary points. Using Theorem 2.7.4 again, we get the desired strong stabilization
result.
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Chapter 7
Conclusions and future work
7.1 Conclusions
Three problems have been investigated in this thesis:
• First, we have developed a systematic theory for the well-posedness, regularity, exact
(approximate) controllability and exact (approximate) observability of coupled systems
consisting of an infinite-dimensional part Σd and a finite-dimensional part Σf connected
in feedback. We assume that the external world interacts with the coupled system via the
finite-dimensional part, which receives the external input and sends out the output. We
consider the output of Σd as an additional output. We consider two subclasses of such
coupled systems.
In the first class of couples systems, we assume that the feedthrough matrix d of Σf is 0
and that Σd is such that it becomes well-posed and strictly proper when connected in cas-
cade with an integrator (we call such systems SPI systems). Under several assumptions,
we have derived well-posedness, regularity and exact controllability results for this class
of coupled systems on a certain smoother subspace of the natural product state space.
We have considered two possible structures: The special structure shown in Figure 3.1,
and the general structure shown in Figure 3.3. We get stronger controllability results for
the special structure. We have also proved a result for the approximate controllability of
coupled systems with the special structure.
In the second class of couples systems, the feedthrough matrix d of Σf is not zero but
has an invertible first component, and Σd is assumed to be well-posed and strictly proper.
Again we consider two possible structures for this class of coupled systems: the special
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structure from Figure 4.1 and the general structure from Figure 4.3, which are similar to
the two structures for the first class of coupled systems. We have derived similar well-
posedness, regularity and exact (or approximate) controllability results (on the natural
state space) as for the first class of coupled systems. In addition, we have also obtained
exact (or approximate) observability results for the second class of coupled systems on
the natural state space.
• Second, we have investigated the exact controllability of the SCOLE model. The
inputs of the SCOLE model are the force and the torque acting on the rigid body while
its output are the velocity and the angular velocity of the rigid body. It is well-known that
the SCOLE model is not exactly controllable with L2 input signals on the natural energy
state space Hc, because the control operator is bounded from the input space C2 to Hc,
and hence compact. Using our theory for the first class of coupled systems mentioned
earlier, we have shown that the uniform SCOLE model is well-posed, regular and exactly
controllable in arbitrarily short time when using a certain smoother state space X ⊂ Hc.
• Third, we have proposed a control strategy for the suppression of the vibrations of
a wind turbine tower using colocated feedback to achieve strong stability. In the plane of
the turbine axis, we model this tower as a nonuniform SCOLE system with either force
control or torque control, which are technically feasable. We have proved that this model
is strongly stabilizable by static output feedback, using as output either the velocity or the
angular velocity of the nacelle.
In the plane of the turbine blades, we derived a wind turbine tower model that com-
prises a non-uniform SCOLE model and a two-mass drive-train model (with gearbox).
This wind turbine tower model has two possible control inputs: the torque created by the
electrical generator and the force created by an electrically driven mass located in the na-
celle. First we consider the case of only torque control. Using our theory for the second
class of coupled systems, we have shown that this model is well-posed and regular on
either the energy state space Xc or the domain of its generator on Xc, denoted by Xc1. We
also proved that generically, this model is exactly controllable on Xc1 in arbitrarily short
time, and that generically, it is strongly stabilizable on Xc by feedback using information
about the angular velocity of the nacelle and the angular velocity of the generator rotor.
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We have also derived similar well-posedness, regularity and generic exact controllability
results on a state space that is larger than Xc1 but smaller than X
c, in the case of using
both force and torque control, when the tower is uniform.
7.2 Future work
•Develop an exact (or approximate) observability theory for the coupled systems in Chap-
ter 3 (i.e., the first class of coupled systems mentioned above). For this, the ideas in Chap-
ter 4 might be helpful.
• Remove the generic conditions for the exact controllability of the coupled systems with
the general structure in Chapter 3 (or Chapter 4) by adding suitable conditions on bf (or
the pair (bf , df )).
• Investigate the optimizability and estimatability of coupled systems of the type dis-
cussed in this thesis. Formulate the corresponding observers, with practical examples.
In particular, a better understanding of wave equations coupled with finite-dimensional
systems might have many applications.
• Extend the result for the uniform SCOLE model in Chapter 5 to the non-uniform case.
This can be done by extending the infinite-dimensional subsystem Σd (the Euler-Bernoulli
equation decomposed from the SCOLE model) in Section 5.3 to the non-uniform case. A
helpful reference for the non-uniform Euler-Bernoulli equation is Guo [18].
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