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The identification of separate physical features contributing to the force resultants
on a moving body is useful for insight into the associated flow, and for conceptual
modelling. A natural approach is to seek a component due to viscosity and an ‘inviscid’
remainder. It is also attractive to invoke the well-known decomposition of the velocity
field into irrotational and rotational parts, and apportion the force resultants accordingly.
Unfortunately, this leads to coupled contributions; the resultants nominally associated
with the rotational velocities depend also on the irrotational velocity field. Here, an
alternative is presented, in which the inviscid resultants are split into independent
‘convective’ and ‘accelerative’ components. The former are associated with the pressure
field that would arise in an inviscid flow with (instantaneously) the same velocities as
the real one, and with the body’s velocity parameters — angular and translational —
unchanging. The latter correspond to the pressure generated when the body accelerates
from rest in quiescent fluid with its given rates of change of angular and translational
velocity. They are reminiscent of the classical, ‘added-mass’, force resultants associated
with irrotational flow, but differ crucially in applying without restriction. They are also
simpler than the developed expressions for the added-mass force and moment. Finally,
the force resultants due to viscosity also include a contribution from pressure. Its presence
is necessary because the convective and accelerative components alone are insufficient to
satisfy the equations governing the pressure field, but its existence does not seem to have
been widely recognised.
1. Introduction
One of the most fundamental problems in fluid mechanics is the determination of
the force resultants on an immersed body. When the body is stationary, it experiences a
hydrostatic force which is easily calculated. When it moves, however, the situation is much
more complex. Although the governing equations have long been well-established, solving
them remains, in general, extremely difficult. Thus we still seek simplified conceptual
representations, both for estimation of force resultants and for physical insight. In
particular, it is desirable to decompose the force resultants into components that can
be associated with separate aspects of the fluid flow.
The velocity field in the fluid admits a straightforward decomposition into irrotational
(‘potential’) and rotational (‘circulatory’) components (cf., for example, Batchelor 2000,
§2.4). Hence it is natural to seek a corresponding decomposition for the force resultants.
As noted by Chang (1992), this approach also has the advantage that an extensive
established theory for the potential-flow forces can be exploited. It has subsequently
been adopted by Howe (1995), Eldredge (2010), and Limacher et al. (2018).
† Email address for correspondence: wrg11@cam.ac.uk
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Figure 1. A body moving with velocity U and angular velocity Ω in an incompressible fluid.
The other obvious partition arises from the form of the stress field in the fluid, which
has contributions from pressure and from viscous stresses. Thus one can identify separate
force resultants associated with the viscous and inviscid aspects of the flow. Indeed, given
that the potential theory is predicated on inviscid fluid behaviour, this decomposition
can be applied in conjunction with a split into potential and circulatory components. Of
the formulations cited above, those of Chang (1992), Howe (1995), and Eldredge (2010)
explicitly isolate viscous contributions.
There is, however, an undesirable feature of the potential/circulatory force-resultant
decomposition: the circulatory part is not independent of the potential flow. This is only
made explicit in the formulae derived by Chang (1992), but is, in fact, general. The
reason will be explained later; the implication is that the decomposition may not be
optimal. Specifically, one can ask whether an alternative, with uncoupled components,
can be found. This is the topic of the current work.
The nomenclature defining the body and its motion is introduced in Fig. 1. In a fixed
frame of reference with origin O, the body’s centre of volume is at position x = x, moving
with velocity U. The body is also rotating, with angular velocity Ω. The region inside
the body is denoted Vb, and that outside Vf ; their common boundary is the body surface,
Sb. The unit vector normal to this surface, pointing into the body, is denoted n. The
fluid occupying Vf has constant density ρ, dynamic viscosity µ, and kinematic viscosity
ν = µ/ρ, and is at rest at infinity. Its pressure and velocity will be represented by p and
u respectively.
For the body’s velocity away from its centre of volume, we use the standard result
that, if x is the current position of a point in the body, then the rate of change of the
body-fixed vector that instantaneously coincides with x − x is Ω × (x − x). Hence the
velocity U of the body point is given by
U = U+Ω × (x− x) . (1.1)
Similarly, its acceleration is
U˙ =
dU
dt
+
dΩ
dt
× (x− x) +Ω × [Ω × (x− x)] . (1.2)
The dot notation employed here will be reserved for body-fixed time derivatives.
Also needed subsequently will be the curl of U, which can straightforwardly be
evaluated as 2Ω. Unlike the body and fluid velocities, which (by virtue of the no-slip
condition) are continuous at the body surface, the respective curls need not match. Only
continuity of the normal components is guaranteed by the no-slip condition.
The force-resultant decomposition presented in this paper arises from a partition of the
pressure field into independent ‘viscous’, ‘convective’, and ‘accelerative’ components. This
is presented in the following section. Next, in §3, we demonstrate that it is consistent with
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the viscous/inviscid decomposition derived (from the vorticity-moment representation of
Wu 1981) by Eldredge (2010). Readers prepared to accept the legitimacy of the current
formulation without further proof can skip ahead to the final part of the paper, §4, in
which the force resultants arising from the accelerative pressure component are compared
with those in the classical added-mass formulae for potential flow.
2. The pressure-field decomposition
The most direct formulation for the forces on the body is in terms of the surface
traction, which is made up of a pressure and a viscous-stress contribution. The latter
is uniquely associated with the fluid’s viscosity, but the pressure arises from several
influences. They can be identified from the governing equations for the pressure field,
which are derived in §2.1. Arising naturally from these equations is a viscous/inviscid
decomposition (§2.2); further breakdown of the inviscid part into convective and accel-
erative components is described subsequently in §2.3.
2.1. Governing equations
The fluid flow is described by the continuity equation,
∇ · u = 0, (2.1)
and the Navier-Stokes equation of motion,
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p+ µ∇2u. (2.2)
Here the viscous contribution can alternatively be written in terms of the vorticity,
ω = ∇× u, via the identity ∇2u = ∇(∇ · u)−∇× ω. In the light of (2.1), we have
∇2u = −∇× ω, (2.3)
and hence
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p− µ∇× ω. (2.4)
Given the velocity as a function of position and time, this is sufficient to define the
pressure field. However, a more useful formulation follows from taking the divergence of
(2.4), which yields
∇2p = −ρ∇ · (u · ∇u). (2.5)
To specify the pressure uniquely, this Poisson equation also requires Dirichlet or Neumann
boundary conditions at infinity (where p → 0) and at the body surface. Here the
Neumann form is appropriate, since it follows directly from the Navier-Stokes equation;
we have
n · ∇p = −µn · ∇ × ω − ρn · U˙. (2.6)
(Note that the no-slip condition has been invoked to replace the material derivative of
the fluid velocity, ∂u/∂t+ u · ∇u, with the body acceleration U˙.)
A notable feature of (2.5) and (2.6) is that time dependence only enters explicitly via
the body acceleration. Hence, given an instantaneous fluid-velocity field and known body
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motion, the pressure is specified. Equivalently, we can say that, unlike the velocity field,
the pressure field carries complete knowledge of the body’s acceleration.
Also relevant is the viscous term in (2.6). This shows that the viscous contribution to
the body force does not arise from shear stresses alone; viscosity affects the pressure field
too. Indeed, this field can be explicitly decomposed into unique ‘inviscid’ and ‘viscous’
components, as will now be shown.
2.2. Viscous/inviscid decomposition
Consider an inviscid fluid, subject to the same body motion, and with, instantaneously,
the same velocity field as the true, viscous, flow. The associated pressure field would sat-
isfy the viscosity-independent governing equation, (2.5), but not the boundary condition,
(2.6). Hence there must be, in the true flow, an additional ‘viscous’ pressure component.
With this point in mind, we observe that (2.5) and (2.6) admit the decomposition
p = p(i) + p(v), in which p(i) — the inviscid component — satisfies
∇2p(i) = −ρ∇ · (u · ∇u) (2.7)
in the fluid and
n · ∇p(i) = −ρn · U˙ (2.8)
on the body, while p(v) — the viscous component — has
∇2p(v) = 0 (2.9)
in the fluid and
n · ∇p(v) = −µn · ∇ × ω (2.10)
on the body. This split makes p(v) directly proportional to the fluid viscosity, so may
appear self-evident. However, some further analysis is needed to show that it does indeed
correspond to the foregoing qualitative description.
The problem lies in the boundary condition for p(i), which implicitly incorporates the
no-slip condition. The instantaneous pressure field associated with the putative inviscid
flow has normal gradient −ρn · (∂u/∂t+ u · ∇u) at the boundary, and this might differ
from −ρn · U˙, even though the flow and body velocities match at this instant. In fact,
however, it does not, as can be shown by differentiating the inviscid-flow no-penetration
condition, u · n = U · n, with respect to time at a fixed point on the body. This yields
n ·
(
∂u
∂t
+ u · ∇u
)
= n · U˙+ n · [(u−U) · ∇u]− (Ω × n) · (u−U) (2.11)
in general. In our case, though, with u = U instantaneously, the second and third terms
on the right-hand side disappear. Hence p(i) as specified by (2.7) and (2.8) is indeed the
pressure field that would be found in the matching-velocity inviscid flow, and p(v) can
unambiguously be identified as the additional component due to viscosity.
Note, finally, that there must be no confusion between the ‘viscous’ pressure and
the normal component of the viscous-stress tensor. The component p(v) represents a
pressure arising from the need to balance viscous stresses, not a viscous stress itself. In
Appendix A, we show that it can be explicitly identified in the pressure fields of exact
analytical solutions to the Navier-Stokes equation. In particular, in the classical parallel
flow of Poiseuille, the constant streamwise pressure gradient arises from p(v), with p(i)
zero throughout. The existence of p(v) is also implicit in the formula for pressure force
given by Chang (1992), which includes a term proportional to viscosity. Nonetheless, its
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contribution does not appear in the force breakdown proposed by Eldredge (2010). This
issue will be addressed in §3. For the moment, we continue to further decomposition of
p(i).
2.3. Decomposition of the inviscid pressure field
First, we are now in a position to explain why the potential/circulatory force decom-
position is not uncoupled. Consider the development of the right-hand side in (2.7) when
the velocity field is split in this way. Denoting the potential part by uφ and the circulatory
by uω, we have to expand −ρ∇ · [(uφ + uω) · ∇(uφ + uω)]. Thus, while there is indeed a
term −ρ∇· (uφ ·∇uφ) corresponding to the potential-flow version of (2.7), the remainder
includes products of uφ and uω. Hence the ‘circulatory’ force arising from the remainder
pressure field is not independent of the potential-flow component.
An alternative which does lead to uncoupled components arises from the observation
that only the boundary condition, (2.8), contains information on the rates of change of
the body’s translational and angular velocities, dU/dt and dΩ/dt. It is thus possible to
decompose the inviscid pressure field into a component associated with the instantaneous
fluid and body velocities, and a component associated with dU/dt and dΩ/dt alone.
These quantities will be referred to as the ‘convective’ and ‘accelerative’ pressure fields
(p(c) and p(a)).
Under the decomposition p(i) = p(c) + p(a), the Poisson equation for p(i), (2.7), yields
∇2p(c) = −ρ∇ · (u · ∇u) (2.12)
and
∇2p(a) = 0. (2.13)
The corresponding boundary conditions are, via (2.8) and (1.2),
n · ∇p(c) = −ρn · {Ω × [Ω × (x− x)]} (2.14)
and
n · ∇p(a) = −ρn ·
{
dU
dt
+
dΩ
dt
× (x− x)
}
. (2.15)
The interpretation of the two inviscid-pressure components is straightforward. The
‘accelerative’ element is the field that would arise if the body and fluid were both
initially stationary, and the body were then instantaneously given translational accel-
eration dU/dt and angular acceleration dΩ/dt. The ‘convective’ element is the field
that would be observed in inviscid flow with the same instantaneous body and fluid
velocities as the real case, and with the body’s translational and angular velocities
unchanging. Remarkably, the pressure for the general situation, in which the two motions
are combined, is simply the sum of the pressures for the individual cases.
Associated with p(c) and p(a) are similarly uncoupled components of the force on the
body. It is tempting to call the second ‘added mass’, since it is linked to (part of) the
body’s acceleration. This, however, would be inconsistent with the classical definition,
in which the term refers to the force resultants in the full potential flow implied by the
body motion. The difference, and its implications, will be explored in §4.
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3. Comparison with the vorticity-moment formulation
The viscous/inviscid decomposition presented in §2.2 implies that the viscous contri-
bution to the forces on the body arises not only from the viscous stress, but also the
pressure component p(v). This conclusion contradicts Eldredge (2010), who derives a
pure viscous-stress contribution from the vorticity-moment expression for the body force
(Wu 1981). To resolve the issue, it is necessary to reconcile the vorticity-moment (or
‘impulse’) formulation with the surface-traction forces arising from p(i), p(v), and the
viscous stress. This is the topic of the current section.
The decomposition based on vorticity moment involves vortex sheets, despite the
no-slip condition, because the inviscid and viscous components separately admit the
development of a tangential velocity discontinuity at the body surface. First, then, we
derive expressions for the rates of growth of these sheets. Next, in §3.2, we address the rec-
onciliation issue in the context of the resultant force on the body in the two-dimensional
case. This differs sufficiently from its three-dimensional counterpart to warrant separate
treatment, and is considered first because it is the configuration discussed by Eldredge
(2010). The corresponding analysis in three dimensions follows in §3.3. Similar procedures
confirm consistency between the surface-traction and vorticity-moment expressions for
the resultant moment on the body. These are not documented here, because they provide
no further conceptual illumination.
The manipulations required in this section involve extensive use of Gauss’s theorem
and its variants (cf., for example, Zangwill 2013, §1.4.2). These can conveniently be
summarised, via index notation, in the form
∫
V
∂f
∂xi
dV =
∫
S
fni dS, (3.1)
where f(x) can be a scalar or a component of a higher-dimensional entity. The volume V
should, in principle, be bounded by the surface(s) S, but infinite domains are permissible
if the surface integral ‘at infinity’ tends to zero. Subject to the relevant conditions on
velocity and vorticity there (Wu 1981), this is true for the instances arising below. Fi-
nally, to distinguish the two- and three-dimensional configurations, the volume (surface)
element will be represented by d2x ( dx) for the former, and d3x ( d2x) for the latter.
3.1. Vortex sheets
Consider a boundary where the no-penetration condition, u · n = U · n, applies, but
where there is slip. The slip corresponds to a vortex sheet whose strength is given by
γ = −n× (u−U). (3.2)
Differentiating this expression with respect to time at a fixed point on the body surface
yields
γ˙ = −n×
(
∂u
∂t
+U · ∇u− U˙
)
− (Ω × n)× (u−U). (3.3)
In our viscous flow, with u = U and ∂u/∂t+ u · ∇u = U˙, both γ and γ˙ are identically
zero. However, the viscous/inviscid decomposition of §2.2 corresponds to a split of γ˙ into
two mutually cancelling non-zero components, γ˙(i) and γ˙(v), as follows.
The instantaneous time evolution of the inviscid flow associated with p(i) is
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(
∂u
∂t
)(i)
= −u · ∇u−
1
ρ
∇p(i). (3.4)
The associated vortex-sheet growth rate is found by replacing ∂u/∂t in (3.3) with
(∂u/∂t)(i), and recalling that the matching inviscid flow has u = U on the body surface.
Hence
γ˙(i) = n×
(
1
ρ
∇p(i) + U˙
)
. (3.5)
Now the viscous vortex-sheet growth rate follows by writing γ˙(v) = γ˙− γ˙(i) and invoking
(3.3), (2.4) and (3.5). The result is
γ˙(v) = n×
(
1
ρ
∇p(v) + ν∇× ω
)
. (3.6)
3.2. Surface-traction/vorticity-moment comparison (two-dimensional)
We begin with the vorticity-moment formulation (Wu 1981). Here, the force exerted
by the fluid on the body is given by
F = ρVb
dU
dt
− ρ
dα
dt
, (3.7)
where α is the first moment of the combined fluid-body vorticity field:
α =
∫
Vb
x× (2Ω) d2x+
∫
Vf
x× ω d2x. (3.8)
The first integral is −2VbΩ × x, and the time differentiation required in (3.7) can be
carried out straightforwardly. For the second, the differential must be taken inside the
volume integral, and this can be done in various ways. Here, we consider the integral as
over material fluid elements, with constant d2x because of incompressibility. The time
variation of each term in the integrand is then given by application of the convective
derivative, ∂/∂t+ u · ∇. Thus (3.8) becomes
dα
dt
= −2Vb
(
Ω ×U+
dΩ
dt
× x
)
+
∫
Vf
u×ω d2x+
∫
Vf
x×
(
∂ω
∂t
+ u · ∇ω
)
d2x. (3.9)
The second term can be manipulated into an integral on the body surface via the standard
identity u×ω = ∇(12u ·u)−u ·∇u, the continuity condition ∇·u = 0, and invocation of
Gauss’s theorem. The integrand can then be expressed in terms of the body kinematics,
whereupon a further application of Gauss’s theorem leads to a body-volume integral,
which can be evaluated to yield
∫
Vf
u× ω d2x = 2VbΩ ×U. (3.10)
(This is consistent with a result given by Saffman (1993, §3.2), namely that u×ω for the
combined body/fluid velocity field has zero volume integral.) Hence the vorticity-moment
expression for the force on the body, (3.7), becomes
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F = ρVb
dU
dt
+ 2ρVb
dΩ
dt
× x− ρ
∫
Vf
x×
(
∂ω
∂t
+ u · ∇ω
)
d2x. (3.11)
As it stands, this expression is unsuitable for decomposition into inviscid and viscous
components, because it does not include the vortex-sheet growth present in each. How-
ever, since the overall growth rate γ˙ is zero, its first moment can be added without
altering F. We also use the two-dimensional vorticity equation,
∂ω
∂t
+ u · ∇ω = ν∇2ω, (3.12)
in the final term of (3.11). The upshot is the force decomposition
F = F(i) + F(v), (3.13)
with
F(i) = ρVb
dU
dt
+ 2ρVb
dΩ
dt
× x− ρ
∮
Sb
x× γ˙(i) dx (3.14)
and
F(v) = −ρ
∮
Sb
x× γ˙(v) dx− µ
∫
Vf
x×∇2ω d2x. (3.15)
These terms correspond directly to the inviscid and viscous rates of change of impulse
identified (in discrete form) by Eldredge (2010).
Alternatively, the surface-traction representation of the force on the body gives,
F = P(i) +P(v) +T, (3.16)
in which: P(i) is the contribution from the inviscid pressure component, i.e.
P(i) =
∮
Sb
p(i)n dx; (3.17)
P(v) is similarly defined in terms of the viscous pressure component p(v); and T is the
viscous-stress contribution. This can be written as (cf. Appendix B)
T = µ
∮
Sb
n× ω dx. (3.18)
We thus expect that P(i) is equal to the expression for F(i) in (3.14), and P(v) + T to
that for F(v) in (3.15).
The link can be established with the help of an identity given by Saffman (1993, §4.2):
∮
Sb
pn dx = −
∮
Sb
x× (n×∇p) dx. (3.19)
Employing it in (3.17), and invoking (3.5), we obtain
P(i) = −ρ
∮
Sb
x× γ˙(i) dx+ ρ
∮
Sb
x× (n× U˙) dx. (3.20)
The second integral can be evaluated by employing Gauss’s theorem to transpose it to
the body interior and substituting the explicit formula (1.2) for U˙, with result
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∮
Sb
x× (n× U˙) dx = Vb
dU
dt
+ 2Vb
dΩ
dt
× x. (3.21)
Thus (3.20) becomes
P(i) = ρVb
dU
dt
+ 2ρVb
dΩ
dt
× x− ρ
∮
Sb
x× γ˙(i) dx, (3.22)
establishing the correspondence between P(i) and F(i).
For the viscous contribution, like Eldredge (2010), we further develop the vorticity-
moment expression (3.15). The integrand in the second term can be written in the form
(
x×∇2ω
)
i
= ǫijk
[
∂
∂xl
(
xj
∂ωk
∂xl
)
−
∂ωk
∂xj
]
, (3.23)
where ǫijk is the Levi-Civita symbol (1 if {i, j, k} is a cyclic permutation, −1 if it is anti-
cyclic, 0 otherwise), and the summation convention is in operation. Thus, via Gauss’s
theorem and (3.18), (3.15) becomes
F(v) = −ρ
∮
Sb
x× γ˙(v) dx− µ
∮
Sb
x× (n · ∇ω) dx+T. (3.24)
At this point, Eldredge follows Lighthill (1963) in stating that the vorticity flux −νn · ∇ω
maintains the no-slip condition by cancelling the inviscid vortex-sheet growth. Specifi-
cally, this assertion implies νn · ∇ω = γ˙(i) or, given that γ˙(i) + γ˙(v) = 0,
µn · ∇ω = −ργ˙(v). (3.25)
Hence, on this basis, the first two terms in (3.24) cancel; F(v) = T, and the viscous-
pressure contribution P(v) that appears in (3.16) is not recovered.
The problem lies in the Lighthill claim. We show this by first noting the identity (in
two dimensions)
n× (∇× ω) = −n · ∇ω, (3.26)
which allows us to link n · ∇ω to the viscous component of the pressure decomposition.
Substituting (3.26) into (3.6) we obtain
µn · ∇ω = −ργ˙(v) + n×∇p(v), (3.27)
differing from (3.25) in the additional term n×∇p(v). When (3.27) is used in (3.24), this
term yields, via (3.19), P(v), and thus
F(v) = P(v) +T, (3.28)
as expected.
The significance of the viscous-pressure component remains uncertain. Given the
scalings in the examples of Appendix A, we would generally expect the inviscid pressure
to exceed the viscous by a factor of order Reynolds number. Hence it is tempting to state
that P(v) is negligible in high-Reynolds-number flows, and that the error in Lighthill’s
claim is trivial. The first point may well be true. However, the second is not; in the
three-dimensional case, as we shall see, it becomes a crucial obstacle to demonstrating
the equivalence of the surface-traction and vorticity-moment formulations.
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3.3. Surface-traction/vorticity-moment comparison (three-dimensional)
The formulae (3.9) and (3.10) remain valid in three dimensions, so we still have
dα
dt
= −2Vb
dΩ
dt
× x+
∫
Vf
x×
(
∂ω
∂t
+ u · ∇ω
)
d3x (3.29)
for the rate of change of the first moment of vorticity. However, the well-known additional
vortex-stretching term now enters the vorticity equation, so
∂ω
∂t
+ u · ∇ω = ω · ∇u+ ν∇2ω. (3.30)
The contribution of ω · ∇u to the integral in (3.29) can be integrated by parts via the
integrand manipulation
[x× (ω · ∇u)]i = ǫijk
[
∂
∂xl
(xjωluk)− ωjuk
]
(3.31)
and Gauss’s theorem, to give
∫
Vf
x× (ω · ∇u) d3x =
∫
Vf
u× ω d3x+
∫
Sb
(x× u)ω · n d2x. (3.32)
Here the first term is given explicitly by (3.10). The second can be converted into an
integral over the body volume with the aid of the boundary conditions u = U, ω · n =
2Ω · n. Remarkably, it turns out to cancel with the first, so (3.29) simplifies to
dα
dt
= −2Vb
dΩ
dt
× x+ ν
∫
Vf
x×∇2ω d3x, (3.33)
as in two dimensions. The expression for the force, however, differs subtly from (3.7); it
is given by (Wu 1981)
F = ρVb
dU
dt
−
1
2
ρ
dα
dt
. (3.34)
Hence, once more introducing the mutually cancelling vortex-sheet growth rates and
writing F = F(i) + F(v), we obtain
F(i) = ρVb
dU
dt
+ ρVb
dΩ
dt
× x−
1
2
ρ
∫
Sb
x× γ˙(i) d2x; (3.35)
F(v) = −
1
2
ρ
∫
Sb
x× γ˙(v) d2x−
1
2
µ
∫
Vf
x×∇2ω d3x. (3.36)
Turning to the traction-based formulation, we again have F = P(i)+P(v)+T. However,
the identity (3.19) gains a factor 1/2 in three dimensions, so now
∫
Sb
pn d2x = −
1
2
∫
Sb
x× (n×∇p) d2x. (3.37)
Following the same route as in two dimensions, (3.5) is used to express n × ∇p(i) in
terms of γ˙(i) and U˙, and the integral involving the latter is converted from the body
surface to the body volume. The manipulation differs slightly, but the upshot is — as
before — that P(i) = F(i). Again, we find that the force associated with the inviscid
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pressure component p(i) is consistent with that derived from the inviscid part of the
vorticity-moment/impulse formulation.
The reconciliation of the viscous-force expressions, however, does not follow the two-
dimensional case so closely. The first step is the same, i.e. manipulating the second
integral in (3.36) into body-surface form, but the starting point differs from its two-
dimensional counterpart, (3.15), by a factor of two. Thus we obtain
F(v) = −
1
2
ρ
∫
Sb
x× γ˙(v) d2x−
1
2
µ
∫
Sb
x× (n · ∇ω) d2x+
1
2
T, (3.38)
exactly half the previous expression, (3.24). Recalling that Lighthill’s assertion implies
cancellation of the first two terms, we see that now it not only fails to account for the
contribution of p(v), but also for half of the resultant viscous-stress force.
The solution is again to employ the exact expression for n ·∇ω implied by the Navier-
Stokes equation and the pressure-field decomposition. In three dimensions, (3.26) is
replaced by
[n× (∇× ω)]i = −n · ∇ωi + nj
∂ωj
∂xi
, (3.39)
so (3.6) now yields
µn · ∇ω = −ργ˙(v) + n×∇p(v) + µnj∇ωj. (3.40)
Comparing against (3.27), we observe that the shift to three dimensions has introduced
the additional final term, and it is this that supplies the missing shear contribution (see
Appendix C). Thus (3.38) becomes
F(v) = −
1
2
∫
Sb
x× (n×∇p(v)) d2x+T, (3.41)
and, by virtue of (3.37), F(v) = P(v) +T.
This completes the reconciliation of the surface-traction and vorticity-moment formu-
lations in three dimensions. However, the mathematical analysis does not explain why
the intuitively attractive viewpoint whereby the viscous vorticity flux exactly cancels the
inviscid growth of slip is wrong. This question is addressed in Appendix D.
3.4. Summary
This part of the paper has addressed a discrepancy between the force components
arising from the viscous/inviscid pressure-field decomposition of §2.2 and those identified
by Eldredge (2010) on the basis of the vorticity-moment formulation. We have found that
the inviscid and viscous components of ‘impulse’ defined by Eldredge remain valid, but
that there is an omission in his analysis linking viscous impulse to the viscous-stress
traction force. The omission arises from Lighthill’s claim that −νn · ∇ω is equal and
opposite to the rate of growth of surface slip implied by the inviscid flow component.
The correct expression for νn ·∇ω, which can be obtained from the governing equations,
recovers the complete traction contribution due to viscosity.
4. The accelerative forces and added mass
In this section, we contrast the force resultants arising from the ‘accelerative’ pressure
component (cf. §2.3) with the classical, ‘added-mass’, formulation. In the latter, the
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resultants are simply the force and moment in the potential flow specified by the body
motion. Hence the point made in §2.3 — that the inviscid pressure field p(i) cannot
be decomposed into uncoupled ‘potential’ and ‘circulatory’ components — implies that
added mass cannot, in general, persist independently beyond potential flow. Equivalently,
the components of any potential/circulatory force-resultant decomposition must be cou-
pled. However, of the examples cited in §1, only the formulation given by Chang (1992)
exhibits this coupling explicitly. Therefore, in §4.1, we first address how it is implicit in the
others. Notwithstanding the coupling issue, the potential-flow case remains instructive,
and it is described in §4.2. Then, in §4.3, the accelerative force resultants are discussed.
These quantities can be expressed in terms of the classical inertia tensors that arise in
the added-mass representation, allowing a direct comparison to be made. The upshot is
summarised in §4.4.
4.1. The coupling between the added-mass and circulatory force resultants
The presence of coupling between apparently independent components is most straight-
forwardly demonstrated in the Howe (1995) formulation. Here the circulatory force
resultants contain integrals involving the cross product of the vorticity and velocity
fields. Crucially, the latter includes the potential contribution, thereby introducing co-
dependence between the added-mass and circulatory forces.
The remaining formulations (Eldredge 2010; Limacher et al. 2018) represent the force
resultants in terms of rates of change of vorticity-moment integrals. As these integrals
depend on the vorticity field alone, the coupling is not immediately apparent. However, it
appears when the time derivative is applied. Thus, for example, the circulatory element
of the force decomposition contains the term
d
dt
∫
Vf
x× ω dV =
∫
Vf
u× ω dV +
∫
Vf
x×
(
∂ω
∂t
+ u · ∇ω
)
dV, (4.1)
where the right-hand side follows by applying the derivative to the sum of infinitesimal
material elements implied by the volume integral. The integral on the left-hand side is
independent of the velocity field, but its rate of change is not. Again, the presence of the
potential-flow component in u means that the decomposition is not uncoupled.
4.2. Force resultants in potential flow
General expressions for the force resultants on a body in potential flow have long been
established (the classic reference is Lamb 1993, Ch. VI). However, no single source sets
out the derivation in a form that is both transparent to present-day readers and suitable
for our current purposes. Hence it is given here in full.
Consider the external force, F(ep), that must be applied to the body to achieve its
specified motion. Direct evaluation of F(ep) via the integral momentum equation is
complicated by the indeterminacy of the contribution from the fluid velocity,
∫
Vf
u dV
(cf., for example Batchelor 2000, §6.4). However, it can be expressed in terms of the
impulse, I, that must be applied to the body to generate the current velocity field
instantaneously from rest. For potential flow, this quantity is a well-defined property
of the system, because the fluid velocity u (= ∇φ) is uniquely specified by the body
velocity (Batchelor 2000, §§2.9, 2.10). The link to the external force on the body is made
by considering three steps: (i) starting from the stationary body/fluid system, apply the
impulse I required to produce the instantaneous flow; (ii) allow the system to evolve
under the influence of the external force F(ep) for a short time interval δt; (iii) apply the
impulse −(I+δI) needed to bring the system back to rest. There is no system momentum
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at either the beginning or end of this process, so Newton’s second law can be applied
without ambiguity: the net external impulse that has been applied, I+F(ep)δt− (I+ δI),
is zero. Thus, in the limit,
F(ep) =
dI
dt
. (4.2)
For this observation to be useful, we require an expression for the impulse. This is found
by considering the quantities acting on the body during the impulsive flow generation,
namely I and the fluid pressure field. The latter can be found from the unsteady Bernoulli
equation, which is (Batchelor 2000, §6.2)
ρ
∂φ
∂t
+ p+
1
2
ρ |u|2 = constant, (4.3)
to within an arbitrary (and irrelevant) function of time. The right-hand side and the
final term on the left are finite during the infinitesimally small duration of the impulse
application, so integrating over this period (and noting that φ = 0 initially) shows that
the impulsive pressure field is −ρφ, with φ the potential of the fluid velocity field that
has been established. Hence, on consideration of the body momentum change alone,
I+
∫
Sb
(−ρφ)n dS = ρbVbU, (4.4)
with ρb the body’s density. (For simplicity, ρb is taken to be constant, so the body’s
centre of volume and centre of mass coincide. The general case complicates the algebra
without affecting the features of interest to us: the force resultants associated with the
fluid.)
In principle, this completes the solution for the external force applied to the body; given
the body motion, the velocity potential φ can be calculated as a function of time, with
I(t) following from (4.4) and F(ep) from (4.2). However, a more illuminating formulation
arises from expressing φ in terms of component functions associated with unit motions
in each of the body’s degrees of freedom. To do so, we require a set of axes fixed in the
body. The associated (orthogonal) unit vectors will be denoted (e1, e2, e3). Then
φ =
∑
j
φ
(t)
j ej ·U+
∑
j
φ
(r)
j ej ·Ω, (4.5)
where φ
(t)
j is the velocity potential associated with unit body velocity in the ej direction,
and φ
(r)
j is that associated with unit angular velocity about the ej axis. These quantities
are uniquely determined by the requirements that they satisfy Laplace’s equation, and
that the no-penetration conditions
n · ∇φ
(t)
j = n · ej , n · ∇φ
(r)
j = n · [ej × (x− x)] (4.6)
apply on the body surface. (In two dimensions, there must also be no circulation
associated with either.)
Employing (4.5) in (4.4) allows it to be written as
I =
∑
i
Iiei, (4.7)
with components
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Ii = ρbVb
(
ei ·U
)
+
∑
j
Mij
(
ej ·U
)
+
∑
j
Nij (ej ·Ω) , (4.8)
in which
Mij = ρei ·
∫
Sb
φ
(t)
j n dS (4.9)
and
Nij = ρei ·
∫
Sb
φ
(r)
j n dS. (4.10)
As they define the fluid part of the impulse in terms of U and Ω, these tensor quantities
can be viewed as inertia coefficients. They depend only on the shape of the body.
In the form expressed by (4.2), (4.7), and (4.8), the effect of the fluid is not obviously
to add apparent mass. Indeed, in the sense of rigid-body dynamics, it only does so for
special cases. A sphere of radius a, for example, has Mij equal to zero for i 6= j, and to
2
3πρa
3 for i = j. It also has zero contribution from its angular velocity, so (4.7) becomes
I =
(
ρbVb +
2
3
πρa3
)
U, (4.11)
which has the expected form. Nonetheless, the term ‘added mass’ is typically used
nowadays to describe the fluid contribution in the general case (cf., for example, Eldredge
2010).
A corresponding derivation, in terms of moment of momentum, yields the external
moment that must be applied to produce the specified body motion. Thus we define
H as the torque impulse required (in conjunction with I acting at the body’s centre
of volume) to generate the current body and fluid velocities. The link to the external
moment, Q(ep), is established exactly as previously; here, for the three-step process that
starts and finishes with the system stationary, the net moment of applied impulses is
zero. This condition yields
Q(ep) = U× I+
dH
dt
. (4.12)
Meanwhile, consideration of the moment-of-momentum change of the body alone during
the impulsive start gives
ei ·
{
H+
∫
Sb
(−ρφ) (x− x)× n dS
}
=
∑
j
Jij (ej ·Ω) , (4.13)
where the Jij are the values of the body’s moment-of-inertia tensor in the body-axis
system. As before, φ is written in the form (4.5), leading to
ei ·H =
∑
j
Jij (ej ·Ω) +
∑
j
Nji
(
ej ·U
)
+
∑
j
Rij (ej ·Ω) , (4.14)
where the third inertia tensor, Rij , is given by
Rij = ρei ·
∫
Sb
φ
(r)
j (x− x)× n dS. (4.15)
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(The term Nji appears because
ei ·
∫
Sb
φ
(t)
j (x− x)× n dS = ej ·
∫
Sb
φ
(r)
i n dS, (4.16)
as can be shown with the aid of (4.6), Gauss’s theorem, and the identity ei ·(x− x)×n =
n · ei × (x− x).)
4.3. The accelerative force resultants
We now consider the counterparts of the potential-flow external force resultants for
the accelerative pressure component, p(a). These are the force and moment that must be
applied to the stationary body (in stationary fluid) to give it linear acceleration dU/dt
and angular acceleration dΩ/dt. Denoting them as F(ea) and Q(ea), we have, from the
equations of motion for the body,
F(ea) +
∫
Sb
p(a)n dS = ρbVb
dU
dt
(4.17)
and
ei ·
{
Q(ea) +
∫
Sb
p(a)(x− x)× n dS
}
=
∑
j
Jij
(
ej ·
dΩ
dt
)
. (4.18)
The accelerative pressure is specified by (2.13) and (2.15), which show that it satisfies
Laplace’s equation with a combination of uniform translation and uniform rotation
boundary conditions. Hence it too can be expressed in terms of the unit potentials of
§4.2, as
p(a) = −ρ
∑
j
φ
(t)
j
(
ej ·
dU
dt
)
− ρ
∑
j
φ
(r)
j
(
ej ·
dΩ
dt
)
. (4.19)
On substituting this representation into (4.17) and (4.18), we obtain
ei · F
(ea) = ρbVb
(
ei ·
dU
dt
)
+
∑
j
Mij
(
ej ·
dU
dt
)
+
∑
j
Nij
(
ej ·
dΩ
dt
)
. (4.20)
and
ei ·Q
(ea) =
∑
j
Jij
(
ej ·
dΩ
dt
)
+
∑
j
Nji
(
ej ·
dU
dt
)
+
∑
j
Rij
(
ej ·
dΩ
dt
)
. (4.21)
The comparison with F(ep) and Q(ep) requires the time derivatives in (4.2) and (4.12)
to be implemented explicitly. Here the rotation of the body-fixed axes must be taken
into account, via the standard result dei/dt = Ω× ei. This means that additional terms
beyond those in (4.20) and (4.21) appear. Specifically, from (4.2) in conjunction with
(4.7) and (4.8), we find
ei ·F
(ep) = ei ·F
(ea) + ei · (Ω × I) +
∑
j
(Ω × ej) ·
(
MijU+NijΩ
)
. (4.22)
Similarly, (4.12) and (4.14) lead to
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ei ·Q
(ep) = ei ·Q
(ea) +U× I+ ei · (Ω ×H) +
∑
j
(Ω × ej) ·
(
NjiU+RijΩ
)
. (4.23)
That there are differences between the accelerative and added-mass expressions is
hardly surprising, as we have already established that added mass does not persist
independently beyond potential flow. More interesting is that the accelerative force
resultants are intuitively closer to an interpretation as additional inertia than their
potential-flow counterparts. The extra terms in (4.22) and (4.23) bear no resemblance
to the rigid-body inertial effects that appear as the first contributors to the right-hand
sides of (4.20) and (4.21). Admittedly, even these equations demand an extension to the
concept of inertia; the angular acceleration contributes to the fluid force via Nij , and
the linear acceleration to the fluid moment likewise. Also, the mass-like effect of the fluid
appears as a tensor,Mij , rather than a scalar. Nonetheless, these features seem reasonably
natural, unlike the further elements that appear in the potential-flow expressions. Thus
it can be argued that the accelerative force resultants are, in any case, preferable to
classical added mass as representations of effective additional inertia.
This said, there is one special case where the two coincide: the force on the body in
purely translational motion. Now Ω = 0, and the components ei · F
(ep) and ei · F
(ea)
both become
ρbVb
(
ei ·
dU
dt
)
+
∑
j
Mij
(
ej ·
dU
dt
)
. (4.24)
The correspondence is simply a reflection of the d’Alembert paradox, which implies that
the potential-flow force in this case arises solely from the body acceleration. (For an
explicit demonstration, see Batchelor 2000, §6.4, where the force on a translating body
in potential flow is derived via the unsteady Bernoulli equation.) Note that it does not
extend to the moment, which is non-zero in the steady potential flow around a body
without any specific geometrical symmetries.
4.4. Summary
In this part of the paper, we have reiterated that classical, added-mass, force resultants
are not separately identifiable in the general, viscous and rotational, flow around a moving
body. In contrast, the contributions from the ‘accelerative’ pressure component identified
in §2.3 are. Furthermore, these contributions are more easily interpreted as inertial
than the explicit expressions for added-mass force and moment. There is, however, one
exception: when the body motion is purely translational, the force due to the accelerative
pressure corresponds exactly to its added-mass counterpart. Hence the analysis presented
here is consistent with the theoretical arguments of Leonard & Roshko (2001, appendix),
and the experimental findings of Limacher et al. (2019); Corkery et al. (2019).
5. Conclusions
This paper has presented a novel decomposition of the force resultants on a body
moving in an incompressible fluid. It rests on a partition of the pressure field into
‘viscous’ and ‘inviscid’ components, with the latter consisting of separate ‘convective’
and ‘accelerative’ contributions. The inviscid pressure is that which would arise from the
same body motion in a viscosity-free fluid with the same instantaneous velocity field.
The viscous pressure enters because the inviscid component alone does not satisfy the
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requisite boundary condition at the body surface. Together with the viscous stresses, it
gives rise to a force and moment due to viscosity alone.
The other, inviscid, force resultants come purely from pressure traction, so, like the
inviscid pressure itself, they have convective and accelerative parts. The convective resul-
tants would be observed if the body’s centroid and angular velocities at the given instant
were unchanging, while the accelerative resultants correspond to the body accelerating
from rest in quiescent fluid. The convective and accelerative quantities are uncoupled,
and can be identified without ambiguity for any given case. Likewise, they are both
independent of the viscous resultants.
In the context of previous work, two questions arise from the new formulation. The
first is the absence of a viscous-pressure contribution in a viscous/inviscid decomposition
based on the vorticity-moment expressions for the force resultants (Eldredge 2010). The
source of this discrepancy has been identified as an error in the Lighthill (1963) claim
that the viscous vorticity flux annihilates the vortex sheet that would develop at the body
surface if the fluid were inviscid. The second issue is the relation of the accelerative force
resultants to their ‘added-mass’ counterparts. It has been found that, with the exception
of the force in pure translational motion, the latter do not persist independently
beyond potential flow. Thus, for this reason alone, the accelerative resultants should
instead be the focus of attention. Moreover, direct comparison of the respective general
formulae shows that the accelerative resultants are in fact more naturally interpretable
as additional inertia than the so-called added-mass contributions. Hence their use is
recommended to experimental and numerical fluid-mechanics practitioners seeking to
understand and/or model the force resultants on moving bodies.
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due to Ignacio Andreu Angulo, Holger Babinsky, Simon Corkery, Jeff Eldredge, Pascal
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Jones respectively.
Appendix A. Examples of the viscous pressure component
As a ‘viscous’ pressure field is not an intuitively natural concept, it is instructive to
see how it appears in exact solutions to the Navier-Stokes equation. Unfortunately, there
are (to the author’s knowledge) no useful solutions for closed bodies; those that are
relevant involve surfaces of infinite extent. This means that some artificiality must be
accepted. Subject to this caveat, the appendix considers Poiseuille flow, stagnation flow,
and ‘von Ka´rma´n’s viscous pump’. In all three cases, the most straightforward form of
the boundary condition (2.10) is the alternative that follows from (2.3), i.e.
n · ∇p(v) = µn · ∇2u. (A 1)
A.1. Poiseuille flow
The class of parallel flows, in which u · ∇u = 0, gives rise to numerous exact solutions
of the Navier-Stokes equation (Wang 1991). One of the simplest, flow between parallel
plates, is sufficient to illustrate the roˆle of the viscous pressure component in these cases.
The solution is standard (cf., for example, Batchelor 2000, §4.2): the velocity u = (u, 0, 0)
between surfaces at y = ±h is given by
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u =
1
2µ
(
−
dp
dx
)
(h2 − y2), (A 2)
with dp/dx constant.
From (2.7) and (2.9), both p(i) and p(v) must satisfy Laplace’s equation, while (2.8)
and (A1) show that
n · ∇p(i) = n · ∇p(v) = 0 (A 3)
on the plate surfaces. The decomposition thus rests on the boundary conditions on planes
of constant x, at 0 and X say. These lie in the fluid, so the body-surface form (2.6) is
no longer appropriate. Specifically, reversing a step taken in the original derivation, the
body acceleration U˙ must be replaced by the material derivative of the fluid velocity.
This affects (2.8) for the inviscid component, but not (A 1) for the viscous. Now, with n
equal to the unit x-direction vector ex on the right-hand boundary, and −ex on the left,
these equations become
∂
∂x
p(i) = 0, (A 4)
and
∂
∂x
p(v) =
dp
dx
. (A 5)
Hence, by inspection, p(i) = 0 and p(v) = p; the viscous component is the sole contributor
to the pressure field.
A.2. Stagnation flow
For an ideal fluid, the two-dimensional stagnation flow approaching the plane y = 0
in the negative-y direction has u = (Bx,−By), with B constant. The corresponding
viscous flow has a classical exact solution; this description follows the presentation given
by White (2006, §3-8.1).
The velocity components (u, v) are
u = BxF ′(η), v = −(Bν)1/2F (η), (A 6)
where F (η) can be found numerically. Its (dimensionless) argument, η, is given by
η = (B/ν)1/2y. (A 7)
The function F has zero value and gradient at η = 0 (so that the no-slip condition is
satisfied), and F ′(η)→ 1 as η →∞ (so that the potential-flow solution for u is regained).
Note that, as the velocity increases without limit away from the origin, the solution is
unphysical in a global sense; it can only be regarded as a local representation of a real
stagnation flow.
The viscous pressure component satisfies Laplace’s equation and, via (A 1),
[
∂
∂y
p(v)
]
y=0
= −ρB3/2ν1/2F ′′(0). (A 8)
Hence, to within an arbitrary constant, it is given by
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Figure 2. Viscous (—) and inviscid (– –) components of the dimensionless y-direction
pressure gradient in the Navier-Stokes solution for stagnation-point flow.
p(v) = −ρBνF ′′(0)η. (A 9)
The overall pressure can be derived in terms of F and its derivatives by substituting
the velocity components (A 6) into the Navier-Stokes equation (2.4) and integrating.
However, it is more instructive to consider the gradient, which is the entity relevant to
the flow dynamics. In terms of the dimensionless pressure p˜ = p/ 12ρBν, we have
∂p˜
∂η
= −2 [F (η)F ′(η) + F ′′(η)] . (A 10)
The viscous component of this quantity is, by (A 9), −2F ′′(0), and the inviscid part is the
remainder. Given the boundary conditions on F , it has value zero at η = 0, in agreement
with (2.8).
Figure 2 shows the viscous and inviscid components of ∂p˜/∂η. The constant viscous
part seems contradictory, given that viscous effects in this flow become unimportant
away from the wall. However, for large η, the inviscid part grows like η, and so becomes
dominant.
A.3. Von Ka´rma´n’s viscous pump
The flow above a surface in the plane z = 0, spinning with angular velocity Ω about the
z axis, has an exact solution originally given by von Ka´rma´n (White 2006, §3-8.2). The
fluid above the surface rotates by virtue of the no-slip condition and viscous shear. There
is no radial pressure gradient, so the fluid also centrifuges outwards. Volume conservation
requires a matching inwards flow, which is parallel to the z axis. Like the previous
example, this solution is unphysical in a global sense; somewhere ‘outside’ it the radial
outflow must be recycled to provide the axial inflow. However, the velocity and pressure
remain finite as z →∞.
In rectangular polar coordinates (r, θ, z), the velocity field is given by
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ur = rΩF (ζ), uθ = rΩG(ζ), uz = (Ων)
1/2H(ζ), (A 11)
where ζ is a dimensionless z coordinate:
ζ = (Ω/ν)1/2z. (A 12)
The functions F (ζ), G(ζ) and H(ζ) must be determined numerically. A fourth, uncoupled
function P (ζ) describes the pressure, via
p = ρΩνP (ζ). (A 13)
The boundary conditions on the functions are: F (0) = H(0) = P (0) = 0; G(0) = 1;
F (ζ), G(ζ) → 0 as ζ → ∞. Note that these imply a non-zero pressure at infinity; its
value could be subtracted from the pressure field without affecting the flow dynamics.
As in the stagnation-flow example, the normal gradient of the inviscid pressure field,
p(i), is zero at the surface (cf. (2.8)), so dp/dz there is entirely associated with the viscous
pressure. On the basis of this observation, and the relation
P ′(ζ) = 2F (ζ)H(ζ) − 2F ′(ζ) (A 14)
(one of the governing equations),
[
d
dz
p(v)
]
z=0
= −2ρΩ3/2ν1/2F ′(0). (A 15)
Once again, the viscous pressure field is linear in distance from the surface. Defining
p˜ = p/ 12ρΩν in this case, we have
p˜(v) = −4ζF ′(0). (A 16)
The overall dimensionless pressure is
p˜ = 2P (ζ), (A 17)
and p˜(i) = p˜− p˜(v).
As with the stagnation flow, we consider the gradients of pressure components. From
(A 16), we have dp˜(v)/dζ = −4F ′(0), while dp˜/dζ = 2P ′(ζ), with P ′(ζ) given by (A14).
Finally, dp˜(i)/dζ = dp˜/dζ − dp˜(v)/dζ. The results are plotted in Fig. 3. In this case,
the inviscid component does not eventually dominate; instead it grows until it exactly
cancels its viscous counterpart.
Given the entirely viscous nature of the current example, the lesser importance of the
inviscid component (compared to the stagnation flow) is not surprising. However, the
continuous growth of both pressure components in a case where their resultant tends to
a constant value might call the physical legitimacy of the viscous/inviscid decomposition
into question. The response is that this behaviour is an artefact associated with the
assumed problem geometry. For a realistic, closed, body shape, the viscous component
decays to zero (or an arbitrary constant) at infinity. This can be shown as follows.
From (2.9) and (A1), it is evident that finding the behaviour of p(v) far away from the
body is directly analogous to the same problem for the velocity potential, φ, in irrotational
flow. The analysis in that context is well established (cf., for example, Batchelor 2000,
§§2.9, 2.10). First, we note that
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Figure 3. Viscous (—) and inviscid (– –) components of the dimensionless z-direction
pressure gradient in the Navier-Stokes solution for flow over a spinning surface.
∫
Sb
n · ∇p(v) dS = 0 (A18)
(via (A 1) and Gauss’s theorem). Thus the analogous potential flow is that around a
volume-conserving body, in which case (to within an arbitrary constant), φ(x) → 0 as
|x| → ∞. More specifically, φ ∼ |x|−2 in three dimensions, and |x|−1 in two. Hence p(v)
exhibits the same dependencies.
Appendix B. Viscous traction in terms of vorticity
The viscous-stress tensor is given by (Batchelor 2000, §3.3)
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
. (B 1)
The ith component of the force acting on the element d2x of the (three-dimensional)
body surface is −τijnj d
2x, with the negative sign arising because n is taken as pointing
into the body. Hence the result assumed in the main text is
− µ
∫
Sb
(
∂ui
∂xj
+
∂uj
∂xi
)
nj d
2x = µ
∫
Sb
(n× ω)i d
2x. (B 2)
Now the right-hand side can be written in terms of velocity gradients via index-based
manipulation, yielding
µ
∫
Sb
(n× ω)i d
2x = −µ
∫
Sb
(
∂ui
∂xj
−
∂uj
∂xi
)
nj d
2x. (B 3)
Thus the result in (B 2) can only be true if
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∫
Sb
∂uj
∂xi
nj d
2x = 0. (B 4)
This can be shown via a variant of Stokes’ theorem, given by Zangwill (2013, §1.4.4):
∫
∂uj
∂xi
nj d
2x =
∫
∂uj
∂xj
ni d
2x (B 5)
over a closed surface. Here, the right-hand side is zero by virtue of incompressibility.
Demonstrating (B 4) in two dimensions is slightly more awkward, because the body
surface is not closed. Instead, consider the general form of the Stokes’ theorem variant,
which includes a line integral:
(∮
u× dx
)
i
=
∫
∂uj
∂xj
ni d
2x−
∫
∂uj
∂xi
nj d
2x. (B 6)
Applying this identity to the three-dimensional surface created by extending the two-
dimensional body contour normal to its plane, we find that the line integral consists of
mutually cancelling elements, so (B 5) still applies. Then, given the two-dimensionality,
the area elements d2x can be replaced by their line counterparts, dx, so (B 4) holds also
in two dimensions.
Appendix C. The missing viscous-stress component
The result claimed in the main text is
−
1
2
µ
∫
Sb
x× (nj∇ωj) d
2x =
1
2
T, (C 1)
where T is given by (3.18). The left-hand side can be manipulated to yield, in component
representation,
[
−
1
2
µ
∫
Sb
x× (nj∇ωj) d
2x
]
k
= −
1
2
µǫkli
∫
Sb
∂
∂xi
(xlωj)nj d
2x. (C 2)
Now the identity (B 5), with uj replaced by xlωj , can be applied to the right-hand side.
The resulting expression simplifies because vorticity is solenoidal (∂ωj/∂xj = 0), so the
upshot is
[
−
1
2
µ
∫
Sb
x× (nj∇ωj) d
2x
]
k
=
1
2
µ
∫
Sb
ǫkijniωj d
2x. (C 3)
The right-hand side is recognisable as the component-representation form of Tk/2,
confirming the claim.
Appendix D. The relation between vorticity flux and slip growth
In §3 it was shown that the interpretation of the viscous vorticity flux as a boundary
source responsible for the growth rate of the viscous vortex sheet at the body surface
is erroneous; when invoked, it leads to a discrepancy between the traction-based and
vorticity-moment representations of the force on the body. In this appendix, we consider
why this viewpoint is incorrect.
The key observation is that the viscous vorticity flux is a quantity defined in the fluid,
Force decomposition for incompressible flow 23
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−νn · ∇ω
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γ˙(v)
Figure 4. The vorticity fluxes feeding the vortex sheet in the viscous component of the flow
decomposition.
and thus does not directly represent the body-surface vorticity source once the possibility
of vortex-sheet generation is allowed. Instead, the flux and the surface source combine
to account for the vortex-sheet growth rate, as illustrated schematically in Fig. 4. The
body-surface flux is denoted by w, and contributes to the vortex sheet from below. The
flux from the fluid is −νn · ∇ω, and contributes from above. Thus
γ˙(v) = −νn · ∇ω +w. (D 1)
The assumption made by Eldredge (2010) corresponds to setting w equal to zero.
However, there is no theoretical justification for doing so; indeed the analysis of §3 shows
that it is inconsistent with the Navier-Stokes equation. Instead, from (3.27) and (3.40),
w is given by
n×
∇p(v)
ρ
(D 2)
in two dimensions, and
n×
∇p(v)
ρ
+ νnj∇ωj. (D 3)
in three.
This is not to say that Lighthill’s original discussion is entirely wrong. The first part, in
which he considers the overall, non-decomposed, flow, and concludes that the surface acts
as a vorticity source of strength νn ·∇ω, is correct. (In the overall flow there is no vortex-
sheet growth, so the fluid-edge and surface vorticity fluxes are the same.) The problem
arises in the allocation of the surface flux between the inviscid and viscous aspects of the
flow development. Although Lighthill’s description is qualitative, and hence not explicit,
Eldredge’s representation of it cannot be criticised as inaccurate. On this interpretation,
all the surface flux is responsible for the growth of the inviscid vortex sheet (because zero
surface-flux contribution to the viscous sheet is implied, and there is no vorticity transfer
from the fluid to the inviscid vortex sheet). What has been shown here is that some of
the surface flux must actually be apportioned to the viscous evolution. Furthermore, the
amount is not arbitrary; it is precisely specified by the equations governing the flow.
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