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a b s t r a c t
We introduce graphs of separability at most k as graphs in which every two non-adjacent
vertices are separated by a set of at most k other vertices. Graphs of separability at most k
arise in connection with the Parsimony Haplotyping problem from computational biology.
For k ∈ {0, 1}, the only connected graphs of separability at most k are complete graphs and
block graphs, respectively. For k ≥ 3, graphs of separability at most k form a rich class of
graphs containing all graphs of maximum degree k.
We prove several characterizations of graphs of separability atmost 2, which generalize
complete graphs, cycles and trees. The main result is that every connected graph of
separability atmost 2 can be constructed from complete graphs and cycles by pasting along
vertices or edges, and vice versa, every graph constructed this way is of separability at
most 2. The structure theorem has nice algorithmic implications—some of which cannot be
extended to graphs of higher separability—however certain optimization problems remain
intractable on graphs of separability 2. We then characterize graphs of separability at
most 2 in terms of minimal forbidden induced subgraphs and minimal forbidden induced
minors. Finally, we discuss the possibilities of extending these results to graphs of higher
separability.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a graph. The separability sepG(x, y) of two distinct non-adjacent vertices x, y in G is defined as the
minimum cardinality of a set S ⊆ V such that x and y are in different components of G − S. We define the separability of
a graph G, denoted by sep(G), as the maximum over all separabilities of non-adjacent vertex pairs (unless G is complete, in
which case we define its separability to be 0). Notice that by definition, graphs of separability at most k are precisely the
graphs in which every two non-adjacent vertices can be separated by removing a set of at most k other vertices. Hence, by
Menger’s theorem, the separability of G is equal to themaximum number of internally vertex-disjoint paths connecting two
non-adjacent vertices.
Graphs of separability at most k arise naturally in connection with the Parsimony Haplotyping problem from
computational biology. (This connection is detailed in Section 6.) We are interested in characterizations and structural
properties of graphs of separability at most k, for small values of k. It can be easily seen that for every k, the set Gk of graphs
of separability at most k is closed under vertex deletions; hence, with every graph G ∈ Gk, the class Gk contains all induced
subgraphs of G. Such graph classes are called hereditary. This family of graph classes is of particular interest, since hereditary
(and only hereditary) classes admit a uniform description in terms of forbidden induced subgraphs. For a set F of graphs,
we say that a graph G is F -free if it does not contain an induced subgraph isomorphic to a member of F . Given a hereditary
class G, denote by F the set of all graphs G with the property that G ∉ G but H ∈ G for every proper induced subgraph
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H of G. The set F is said to be the set of forbidden induced subgraphs for G, and G is precisely the class of F -free graphs.
The set F can be either finite or infinite, and many interesting classes of graphs can be characterized as being F -free for
some family F . Such characterizations can be useful for establishing inclusion relations among hereditary graph classes,
and were obtained for, among others, even-signable graphs [13], universally signable graphs [14,17], and perfect graphs in
the famous Strong Perfect Graph Theorem conjectured by Berge in 1961 [3] and proved by Chudnovsky et al. in 2006 [8].
There are also theorems that elucidate the structure of graphs in a certain hereditary class by showing that every graph in
the class either belongs to one of a few basic classes (inwhich case it has a prescribed and relatively transparent structure) or
has one of a set of prescribed structural faults, alongwhich it can be decomposed in a usefulway. Several such decomposition
results were obtained in recent years, including those for Meyniel graphs [6], perfect graphs [8], cap-free graphs [12],
universally signable graphs [14,17], even-hole-free graphs [15], graphswithout odd holes, parachutes or properwheels [11],
odd-hole-free graphs [16] and (diamond, even-hole)-free graphs [29]. A few results of a stronger type are also known, in
which the decomposition can also be reversed in the sense that a graph is in the class if and only if it can be constructed
by gluing basic graphs along the decompositions prescribed. Such composition results are known for example for chordal
graphs [23], claw-free graphs [9], graphs with no cycle with a unique chord [36] and bull-free graphs [7]. Decomposition
results often have nice algorithmic consequences and provide means for obtaining bounds on certain graph parameters in
terms of others.
We initiate the study of the structural properties of graphs of separability at most k, for small values of k. For k ∈ {0, 1},
graphs of separability at most k are completely understood: graphs of separability 0 are precisely the disjoint unions of
complete graphs, and graphs of separability at most 1 are precisely the block graphs, that is, graphs every block of which is
complete. From this description, a forbidden induced subgraph characterization is easy to obtain, and it is clear how to build
such graphs from the complete graphs. For k ≥ 3, graphs of separability at most k form a rich class of graphs containing
all graphs of maximum degree k, as well as all pairwise k-separable graphs (defined by Miller [32]). The main focus of this
paper is on the class of graphs of separability at most 2. These graphs form a common generalization of complete graphs,
cycles and trees, and more generally, block graphs, cacti (graphs in which every edge belongs to at most one cycle), forests,
and block-cactus graphs (graphs in which every block induces either a complete graph or a cycle).
Our results.We show in Section 2 that graphs of separability atmost 2 are precisely the graphs that can be built fromcomplete
graphs and cycles by an iterative application of the disjoint union operation and of pasting two disjoint graphs along a vertex
or along an edge. In Section 3 we examine the unboundedness of the tree-width and the clique-width, when restricted to
graphs of separability atmost 2.We show that the structure theorem leads to polynomial time solvability of several generally
NP-hard problems, in this class. The structure theorem also implies the existence of an efficient recognition algorithm
of graphs of separability at most 2. Interestingly, some well-known hard problems remain intractable when restricted to
graphs of separability at most 2. In Section 4, we characterize the graphs of separability at most 2 in terms of minimal
forbidden induced subgraphs and minimal forbidden induced minors; these characterizations imply that every graph of
separability at most 2 is universally signable. In Section 5 we summarize the results for graphs of separability at most k, and
in Section 6 we explain how graphs of separability at most k arise in connection with the Parsimony Haplotyping problem
from computational biology. Section 7 concludes the paper with some open problems.
This paper is the full version of the conference paper [10]. It includes, in addition to all proofs, a separate section devoted
to graphs of separability at most k and a description of the connection between graphs of separability at most k and the
Parsimony Haplotyping problem.
Notation and definitions. All graphs considered are finite, simple and undirected. As usual, Cn and Kn denote the cycle and
the complete graph on n vertices, respectively, and Ks,t the complete bipartite graph with parts of size s and t . For a vertex
x ∈ V (G), we denote by N(x) the neighborhood of x, i.e., the set of vertices adjacent to x. The degree of x is the size of its
neighborhood. For a set A ⊆ V (G), we denote by N(A) the set ∪a∈A{u ∈ N(a) : u ∉ A}, and for sets A, B ⊆ V (G) we define
NB(A) := N(A) ∩ B. Unless stated otherwise, m and n will denote the number of edges and vertices of the graph under
consideration. A graph G is chordal if every cycle in G on at least four vertices has a chord (an edge connecting two non-
consecutive vertices of the cycle). A clique in a graph G is a set of pairwise adjacent vertices. A separating clique in a graph G
is a clique C in G whose removal disconnects G. An independent set in a graph G is a set of pairwise non-adjacent vertices.
A cut-vertex of a connected graph G is a vertex whose removal disconnects the graph. A 2-connected graph is a connected
graph on at least three vertices and with no cut-vertices. A 2-connected component of a graph G is a maximal subgraph of
G that is 2-connected. A block of a connected graph G is either a 2-connected component of G or an edge whose removal
separates the graph. We say that a graph G is obtained from two graphs G1 and G2 by pasting along a k-clique, and denote
this by G = G1⊕k G2, if for some r ≤ k there exist two r-cliques K1 = {x1, . . . , xr} ⊆ V (G1) and K2 = {y1, . . . , yr} ⊆ V (G2)
such that G is isomorphic to the graph obtained from the disjoint union of G1 and G2 by identifying each xi with yi, for all
i = 1, . . . , r . In particular, if k = 0, then G1⊕k G2 is the disjoint union of G1 and G2. For terms left undefined, we refer the
reader to [22].
2. A structure theorem for graphs of separability at most 2
Complete graphs and cycles are graphs of separability at most 2. The main result of this section is the following theorem,
showing that complete graphs and cycles form the main building blocks for every graph of separability at most 2.
F. Cicalese, M. Milanič / Discrete Applied Mathematics 160 (2012) 685–696 687
Theorem 1. Let G be a graph. Then, G is of separability at most 2 if and only if G can be built from complete graphs and cycles
by an iterative application of pasting along 2-cliques.
We start with a simple observation and a consequence of it.
Lemma 1. The class G2 is closed under pasting along 2-cliques.
Proof. Let G1,G2,G be graphs such that G1,G2 ∈ G2 and such that G = G1⊕2 G2. We need to show that G ∈ G2. We may
assume that V (G) = V (G1) ∪ V (G2)where V (G1) ∩ V (G2) = K forms a clique in G of size at most 2.
Suppose for a contradiction that sep(G) ≥ 3. Consider two non-adjacent vertices x, y in G such that sepG(x, y) ≥ 3. Every
pair (x, y) such that x ∈ V (G1) \ V (G2) and y ∈ V (G2) \ V (G1) is separated by a set of at most two vertices (namely K ). Thus,
we may assume without loss of generality that x, y ∈ V (G1).
Since sepG(x, y) ≥ 3, Menger’s theorem implies that there exist three internally vertex-disjoint paths connecting x to y
in G. Since G1 is of separability at most 2, at least one of these three paths does not belong entirely to G1. However, since
|K | ≤ 2, we conclude that exactly one of these paths, say P , has a vertex in V (G2)\V (G1). Moreover, this implies that |K | = 2.
Let P ′ be the path obtained from P by replacing the subpath of P contained in G2 with the edge connecting the two vertices
of K . Replacing P with P ′ in the above collection of three paths yields three internally vertex-disjoint paths connecting x to
y in G1, contrary to the assumption that sep(G1) ≤ 2. The lemma follows. 
Corollary 1. Let H denote the minimal class of graphs that contains all complete graphs and cycles, and is closed under pasting
along 2-cliques. Then,H ⊆ G2.
Proof. Straightforward from Lemma 1 and the fact that all complete graphs and cycles belong to G2. 
A key result to the converse statement is the following lemma.
Lemma 2. Let G ∈ G2. Then, G is a complete graph, or G is a cycle, or G has a separating clique of at most two vertices.
Proof. Let G ∈ G2 which is neither complete nor a cycle. Suppose for a contradiction that G has no separating cliques of at
most two vertices. In particular, G is connected.
First, we show that G is chordal. Suppose for a contradiction that G contains a chordless cycle C on at least four vertices,
and let K denote a connected component of G − V (C). Then, the set NC (K) of neighbors of K in C is a clique, for otherwise
any two non-adjacent vertices x and y in NC (K) would be connected by three internally vertex-disjoint paths in G (by two
paths on the cycle C and another one with all its internal vertices in K ). But now, the clique NC (K) is a separating clique in
G of at most two vertices, contrary to the assumption.
It follows from a result of Dirac [23] that every connected chordal graph without separating cliques is a complete graph.
Since G is chordal but not complete and using the above assumption, we conclude that G contains a (minimally) separating
clique K of at least three vertices, say x1, x2, x3. Let C1 and C2 be two connected components of G − K . By minimality of K ,
every vertex of K has a neighbor in Cj, for j ∈ {1, 2}. For i ∈ {1, 2, 3} and j ∈ {1, 2}, let vij ∈ N(xi) ∩ Cj, and let Tj be a
minimal connected subgraph of Cj containing v1j , v
2
j and v
3
j . Let G
′ = (V ′, E ′) where V ′ = V (T1) ∪ {x1, x2, x3} ∪ V (T2) and
E ′ = E(T1)∪{xivij : i ∈ {1, 2, 3}, j ∈ {1, 2}}∪E(T2). ThenG′ is a subgraph ofG that consists of three internally vertex-disjoint
paths connecting two non-adjacent vertices, contrary to the fact that G ∈ G2. 
Proof of Theorem 1. We need to show that G2 = H , whereH is the class defined in Corollary 1. The inclusion G2 ⊇ H has
been shown in Corollary 1.
Nowwe show the inclusion G2 ⊆ H . Suppose that it fails, and let G ∈ G2 \H be aminimal counterexample. By Lemma 2,
G is a complete graph, or G is a cycle, or G has a separating clique of at most two vertices. Since complete graphs and cycles
belong toH , we conclude thatGhas a separating cliqueK of atmost two vertices. Thus, there exist graphsG1 andG2 such that
G = G1⊕2 G2. Both G1 and G2 are induced subgraphs of G, and therefore belong to G2. Since G is a minimal counterexample,
both G1 and G2 belong toH . But then, sinceH is closed under pasting along 2-cliques, it follows that G = G1⊕2 G2 belongs
toH too; a contradiction. 
As a relaxation of the concept of perfection, Gyárfás introduced in [28] the notion of χ-bounded classes. A hereditary
class of graphs G is called χ-bounded if the chromatic number χ(G) of every graph in G can be bounded from above by a
function of its maximum clique size ω(G): there exists a function f such that χ(G) ≤ f (ω(G)) holds whenever G ∈ G. The
above structure theorem implies that graphs of separability at most 2 are χ-bounded.
Corollary 2. For every graph G ∈ G2, it holds that
χ(G) ≤ max{3, ω(G)}.
Proof. By induction on the number of vertices, using the decomposition given by Theorem 1. If G is a complete graph or a
cycle, the inequality χ(G) ≤ max{3, ω(G)} holds.
Suppose now that G = G1⊕2 G2. Then ω(G) = max{ω(G1), ω(G2)} while χ(G) = max{χ(G1), χ(G2)}. By induction we
have χ(Gi) ≤ max{3, ω(Gi)} for i = 1, 2.
Therefore, χ(G) ≤ max{max{3, ω(G1)},max{3, ω(G2)}} = max{3,maxi=1,2 ω(Gi)} = max{3, ω(G)}. 
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Another immediate consequence of Theorem 1 is that every graph of separability at most 2 contains either a simplicial
vertex (one whose neighborhood forms a clique), or a pair of adjacent vertices of degree 2. Further consequences of
Theorem 1 will be discussed in the next section.
3. Algorithmic and complexity issues
In this section, we examine some algorithmic aspects of graphs of small separability. First, we observe that Theorem 1,
together with a modified version of Tarjan’s decomposition by clique separators [35] (in which we only consider separating
cliques of size at most 2), implies that graphs of separability at most 2 can be recognized in time O(mn). An alternative
approach, which may be faster for graphs with many edges, is to directly check, for all non-adjacent vertex pairs, whether
there exist three internally vertex-disjoint paths connecting the two vertices. This can be done in time O(n), using the
algorithm by Nagamochi and Ibaraki [33], and the overall complexity of this approach is O((
 n
2
−m)n).
Combined with Tarjan’s algorithm for decomposing a graph along its clique separators and its consequences [35],
Theorem 1 implies the existence of polynomial time solutions to several generally NP-hard problems, when restricted to
graphs of separability at most 2.
Theorem 2. The following problems are polynomially solvable:
– Given a vertex-weighted graph G ∈ G2, find a maximum-weight independent set in G.
– Given a vertex-weighted graph G ∈ G2, find a maximum-weight clique in G.
– Determine the chromatic number of a given graph G ∈ G2.
Remark 1. Contrasting with Theorem 2, it is NP-hard to find the maximum size of an independent set in a graph of
separability at most 3. This follows from the fact that the maximum independent set problem is NP-hard for graphs of
maximum degree 3 [26].
Unless P = NP , polynomial timedetermination of the chromatic number of graphs of separability atmost 2 also cannot be
extended to graphs of separability at most 3, even if the input graphs are further restricted to being planar and of maximum
degree at most 6.
Theorem 3. The 3-colorability problem is NP-complete for planar graphs of separability 3 and of maximum degree 6.
Proof. The reduction is from the NP-complete 3-colorability problem in planar graphs of maximum degree 4 [26]. Given a
planar graph G of maximum degree at most 4, let {u1, . . . , ur} be an enumeration of all vertices of G of degree 4. We will
construct a sequence of graphs G0,G1, . . . ,Gr as follows: G0 = G, and for i = 1, . . . , r , we obtain the graph Gi from Gi−1 by
deleting from it the vertex ui and replacing it with the gadget shown in Fig. 1, where v1, . . . , v4 are the four neighbors of ui
in Gi−1.
Fig. 1. The gadget used in the proof of Theorem 3.
Clearly, the reduction can be performed in polynomial time. Moreover, in every valid 3-coloring of Gi, all four vertices of
the gadget marked by the squares in Fig. 1 must receive the same color. Therefore, for all i, Gi+1 is 3-colorable if and only if Gi
is 3-colorable. Consequently,Gr is 3-colorable if and only ifG is 3-colorable. Notice thatGr is ofmaximumdegree 6. A routine
verification shows that Gr is of separability 3; moreover, the reduction preserves planarity. It follows that the 3-colorability
problem is NP-complete for planar graphs of maximum degree 6 and separability 3. 
On the other hand, for every fixed k the maximum-weight clique problem is polynomial for graphs of separability at
most k.
Theorem 4. For every fixed k, there is a polynomial time algorithm for solving the maximum-weight clique problem on graphs of
separability at most k.
Proof. It is not hard to verify that every graph of separability at most k is {Rk}-free, where Rk is the graph obtained from the
complete graph on 2⌊ k2⌋ + 4 vertices by deleting from it a perfect matching. It follows that every graph of separability at
most k contains at most O(n⌊k/2⌋+1)maximal cliques (see, e.g., [2]), which can be enumerated in polynomial time [37]. 
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Somewell-known problems remain NP-complete when restricted to graphs of separability at most 2. This is the case, for
example, for the dominating set problem: Given a graph G = (V , E) and an integer k, does G contain a dominating set of at
most k vertices (i.e., is there a set V ′ ⊆ V with |V ′| ≤ k and such that for all v ∈ V \ V ′ there is an u ∈ V ′ such that uv ∈ E)?
Theorem 5. The dominating set problem is NP-complete for graphs of separability at most 2.
Proof. We make a reduction from the NP-complete vertex cover problem in general graphs [25]: Given a graph G and an
integer k, is there a vertex cover in G of cardinality at most k? (A vertex cover of a graph G = (V , E) is a set V ′ ⊆ V such that
each edge has at least one endpoint in V ′.)
Suppose we are given a graph G = (V , E)with at least one edge. We transform it to a graph G′ as follows:
• First, build the graph G∗ from G by adding to it a new vertex ve for each edge e = xy ∈ E(G) together with the edges
{ve, x} and {ve, y}.
• Obtain G′ from G∗ by adding to it all possible edges between original vertices. Formally, let G′ = (V (G∗), E(G∗) ∪ E ′),
where V (G∗) = V ∪ {vxy : xy ∈ E}, E(G∗) =xy∈E{vxyx, vxyy}, and E ′ = {{x, y} : x, y ∈ V , x ≠ y}.
Then G′ ∈ G2; moreover it is not hard to see that G has a vertex cover of size k if and only if G′ has a dominating set of
size k. 
A similar result holds for the simple max cut problem: Given a graph G = (V , E) and an integer k, does G have a cut of
value at least k (i.e., is there a set V ′ ⊆ V such that |{xy ∈ E : x ∈ V ′, y ∉ V ′}| ≥ k)? The proof of the following lemma is
the same as the proof of Theorem 3 from [4], which established the NP-completeness of the simple max cut problem in a
subclass of split graphs. For the sake of (NP-)completeness, we recall the idea of the proof.
Theorem 6. The simple max cut problem is NP-complete for graphs of separability at most 2.
Proof ([4]).Wemake a reduction from the NP-complete simple max cut problem in general graphs.
Given a graph G = (V , E), we replace each non-edge by a triangle. Formally, let E¯ = {xy : x, y ∈ V , x ≠ y, xy ∉ E}.We
create the graph G′ = (V ′, E ′) such that V ′ = V ∪ {vxy : xy ∈ E¯} and E ′ = E ∪ E¯ ∪xy∈E¯{vxyx, vxyy}.
Then G′ ∈ G2; moreover it is not hard to see that G has a cut of value at least k if and only if G′ has a cut of value at least
k+ 2|E¯|. 
Proposition 1. Theorems 5 and 6 are best possible in the sense that the weighted dominating set problem and the (weighted)
max cut problem are solvable in polynomial time for graphs of separability at most 1.
Proof. For theweighted dominating set problem, this follows from the fact that graphs of separability atmost 1 are of clique-
width at most 4, and the results by Courcelle et al. concerning optimization problems expressible in monadic second-order
logic, on graphs of bounded clique-width [21].1
For themax cut problem, the statement follows from the fact that an optimal solution to themax cut problem for a given
graph G can be easily obtained from optimal solutions to the max cut problem on the blocks of G. 
Numerous problems that are NP-hard in general admit polynomial time solutions when restricted to graphs of bounded
tree-width or clique-width (see, e.g., [1,19,21,24,27,30]). We now examine the (un)boundedness of these two graph
parameters for graphs of separability at most 2. For the sake of self-containment we first give the definition of tree-width
whichwewill use in the proof of Proposition 2 below. Roughly speaking, the tree-width of a connected graphmeasures how
tree-like the graph is. For our purposes, among the several equivalent definitions of the tree-width tw(G) of a graph G, we
shall use the following one:
tw(G) = min{ω(H)− 1 : H chordal, V (H) = V (G), E(G) ⊆ E(H)},
where ω(G) denotes the maximum size of a clique in a graph G.
First, observe that since the tree-width of a complete graph Kn is equal to n − 1, the tree-width of graphs in G2 is
unbounded. However, it follows from Theorem 1 that the tree-width tw(G) of a graph G ∈ G2 can only be large due to
the presence of a large clique.
Proposition 2. Let G ∈ G2. Then tw(G) ≤ max{2, ω(G)− 1}.
Proof. Using the definition of the tree-width given above, it is easy to prove the inequality tw(G) ≤ max{2, ω(G) − 1}
by induction on the number of vertices, using the decomposition given by Theorem 1. For complete graphs Kn, we have
tw(Kn) = n− 1 = ω(Kn)− 1, and for a cycle Cn we have tw(Cn) = 2. In both cases, the inequality holds.
1 Strictly speaking, to apply the theorem from [21], bounded clique-width does not suffice; there has to be a polynomial algorithm to construct a
4-expression for a given graph of separability 1. But this is not hard to obtain (see Proposition 4 below).
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Suppose that G = G1⊕2 G2. Then, again using the above characterization of the tree-width, it can immediately be shown
that tw(G) ≤ max{tw(G1), tw(G2)}. Also, ω(G) = max{ω(G1), ω(G2)} since every clique in Gmust be either a clique in G1
or a clique in G2.
By induction we have tw(G1) ≤ max{2, ω(G1)−1} and tw(G2) ≤ max{2, ω(G2)−1}. Therefore, tw(G) ≤ max{tw(G1),
tw(G2)} ≤ max{max{2, ω(G1) − 1},max{2, ω(G2) − 1}} = max{2, ω(G1) − 1, ω(G2) − 1} = max{2,max{ω(G1), ω(G2)}
− 1} = max{2, ω(G)− 1}. 
Remark 2. Proposition 2 is best possible in the sense that the tree-width of graphs of separability at most 3 is not bounded
from above by any function of their maximum clique size. (There exist triangle-free graphs of maximum degree 3 and of
arbitrarily large tree-width.)
Let us now turn our attention to clique-width [20]. This parameter generalizes the tree-width in the sense that graphs of
bounded tree-width have bounded clique-width but not conversely (see, e.g., [18]).
Proposition 3. The clique-width of graphs of separability at most 2 is unbounded.
Proof. For a graph G, let G∗ denote the graph obtained from G by adding a new vertex ve for each edge e = xy ∈ E(G)
together with the edges {ve, x} and {ve, y}. Apply this transformation to a complete graph Kn to obtain the graph K ∗n . Then,
K ∗n ∈ G2. It is known that the clique-width of graphs K ∗n is unbounded. In fact, it is at least n/72 for n ≥ 100 [31]. Therefore,
the clique-width is also unbounded in the class G2. 
By contrast, for graphs of separability at most 1 we have the following result the proof of which also implies that for such
graphs a 4-expression can be computed in polynomial time.
Proposition 4. The clique-width of graphs of separability at most 1 is bounded.
Proof. This follows from two facts: (i) the clique-width of complete graphs is at most 2, and (ii) the clique-width of every
graph exceeds the maximum clique-width of its blocks by at most 2 [5]. Therefore, since every block of a graph G ∈ G1 is
complete and hence of clique-width 2, the clique-width of G is at most 4. 
The complexity results for graphs of small separability discussed in this section are summarized in Table 1.
Table 1
Some complexity results for graphs of small separa-
bility. P stands for polynomial, NPC for NP-complete,
bdd for bounded, unbdd for unbounded.
G1 G2 G3
Recognition P P P
Clique P P P
Chromatic number P P NPC
Independent set P P NPC
Dominating set P NPC NPC
Max cut P NPC NPC
Clique-width Bdd Unbdd Unbdd
4. Characterizations by forbidden substructures
In this section, we derive two characterizations of graphs of separability at most 2 by means of forbidden substructures:
one in terms ofminimal forbidden induced subgraphs and one in terms ofminimal forbidden inducedminors.We also show
that for k > 2, graphs of separability at most k cannot be characterized by forbidden induced minors.
Minimal forbidden induced subgraphs. For every k, the set of graphs of separability at most k forms a hereditary graph class.
For k ≤ 1, the characterization of graphs in Gk in terms of minimal forbidden induced subgraphs is easy to obtain. Recall
that for k ∈ {0, 1}, the only connected graphs of separability at most k are complete graphs and block graphs, respectively.
It follows that: (i) G0 coincides with the class of {P3}-free graphs, where P3 is a path on three vertices; (ii) G1 coincides with
the class of {diamond, C4, C5, . . .}-free graphs, where a diamond is a cycle of length 4 with exactly one chord.
We now provide the characterization of graphs in G2 in terms of minimal forbidden induced subgraphs. First, let
us describe the forbidden induced subgraphs. The graph K−5 is K5 minus an edge. 3PC is an acronym for a three-path
configuration, which is one of the graphs of type H0, H1 or H2 depicted in Fig. 2. A graph of type H0 is called a 3PC(x, y)
where vertex x and vertex y are connected by three internally vertex-disjoint paths P1, P2 and P3. A graph of type H1 is called
a 3PC(xyz, u), where xyz is a triangle in G and P1, P2 and P3 are three internally vertex-disjoint paths with endpoints x, y and
z respectively and a common endpoint u. A graph of type H2 is called a 3PC(xyz, uvw) and consists of two vertex-disjoint
triangles xyz and uvw and three disjoint paths P1, P2 and P3 with endpoints x and u, y and v, and z and w, respectively.
Furthermore in all three cases the vertices of Pi ∪ Pj (i ≠ j) must induce a hole (a chordless cycle of at least four vertices).
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Fig. 2. Forbidden induced subgraphs for graphs of separability at most 2: K−5 , three-path configurations and wheels. A dotted line indicates a chordless
path containing one or more edges. (Notice that the illustration of H3 does not capture the definition of wheels in all its generality.)
This implies that all paths P1, P2, P3 of H0 have length greater than 1, and at most one path of H1 has length 1. Wheels are
graphs of typeH3 in Fig. 2; they consist of a hole called the rim together with a vertex called the center that has at least three
neighbors on the rim.
Theorem 7. Let G be a graph. Then, G is of separability at most 2 if and only if G contains no induced K−5 , no induced 3PC and
no induced wheel.
Proof. Let F be the set of graphs consisting of the graph K−5 , all 3PCs and all wheels. Let F ′ denote the set of minimal
forbidden induced subgraphs for G2. We need to show that F = F ′.
Let F ∈ F be one of the graphs shown in Fig. 2. It is straightforward to verify that F is of separability 3, while every proper
induced subgraph of F is of separability at most 2 (this can be verified with the help of Theorem 1). Therefore, F ∈ F ′, and
consequently F ⊆ F ′.
It remains to show that F ′ ⊆ F , or equivalently, that if G is F -free, then G is of separability at most 2. Suppose for
a contradiction that there exists an F -free graph G such that the separability of G is at least 3. Among all non-adjacent
vertex pairs {x, y} in G with sepG(x, y) ≥ 3, pick a pair {x, y} such that the total length of three internally vertex-disjoint
paths connecting x and y is as small as possible. Let P,Q , R be three internally vertex-disjoint paths connecting x and ywith
smallest total length, and let X be the subgraph of G induced by V (P ∪ Q ∪ R). At least one of the paths P,Q , R contains at
least three edges, for otherwise X would be a 3PC(x, y) (if no edge connects internal vertices of the paths), a wheel (if there
is at least one and at most two edges connecting internal vertices of the paths), or a K−5 (otherwise) — contrary to the fact
that G is F -free.
A PQ -chord is an edge pq connecting an internal vertex p of P with an internal vertex q ofQ . PR- andQR-chords are defined
similarly. A PQ -, PR-, or QR-chord will be simply called a chord. Clearly, there must exist a chord since otherwise G would
contain an induced 3PC(x, y). The following claim restricts the set of possible chords.
Claim. Let pq be a PQ -chord. Then, either p ∈ N(x) or q ∈ N(y). Moreover, either p ∈ N(y) or q ∈ N(x).
Proof of Claim. If pq is a PQ -chord such that p ∉ N(x) and q ∉ N(y), then {x, p} would form a non-adjacent vertex pair in
G with sepG(x, p) ≥ 3 and such that there exist three internally vertex-disjoint paths connecting x and p with total length
shorter than that of {P,Q , R}, contrary to the choice of {x, y}. The other statement of the claim follows by symmetry.
Let p, q, r and p′, q′, r ′ denote the neighbors of x and y on the paths P,Q , R, respectively. The above claim implies that
if both P and Q have at least three edges then every PQ -chord is contained in the set {pq, p′q′}; similar statements hold for
the other two pairs of paths. We split the rest of the proof into two exhaustive cases.
Case 1. Each of the three paths P,Q , R has at least three edges. Let C be the set of chords. By the above, ∅ ≠ C ⊆
{pq, pr, qr, p′q′, p′r ′, q′r ′}.
If C = {pq}, then G contains a 3PC(xpq, y), a contradiction.
If C = {pq, p′q′}, then G contains a 3PC(xpq, yp′q′), a contradiction.
If C = {pq, p′r ′}, then G contains a 3PC(xpq, r ′p′y), a contradiction.
If |C ∩ {pq, pr, qr}| ≥ 2, say {pq, pr} ⊆ C , then {p, y} forms a non-adjacent vertex pair in Gwith sepG(p, y) ≥ 3 and such
that there exist three internally vertex-disjoint paths connecting p and y with total length shorter than that of {P,Q , R},
contrary to the choice of {x, y}.
Each remaining subcase is symmetric with one of the above subcases. This completes Case 1.
Case 2. P has only two edges. There must exist a QR-chord, since otherwise G would contain either an induced 3PC(x, y) or
an induced wheel. We consider two further subcases.
Case 2.1. Both Q and R have at least three edges. Let C be the set of chords. Without loss of generality, qr ∈ C . Note that p
(the internal vertex of P) must be contained in a chord, since otherwise Gwould contain either an induced 3PC(xqr, y) or an
induced 3PC(xqr, yq′r ′). However, the only possible chords containing p are pq′ and pr ′ since if pz is a PQ -chord with z ≠ q′,
then {z, y} would form a non-adjacent vertex pair in G with sepG(z, y) ≥ 3 such that there exist three internally vertex-
disjoint paths connecting z and ywith total length shorter than that of {P,Q , R}, contrary to the choice of {x, y}. If q′r ′ ∈ C ,
then, by an argument similar to that above, the only possible chords containing pwould be pq and pr , a contradiction since
{q, r} ∩ {q′, r ′} = ∅. Therefore q′r ′ ∉ C .
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If {pq′, pr ′} ⊆ C , then {q′, r ′} forms a non-adjacent vertex pair in G contradicting the choice of {x, y}. Therefore we may
assume,without loss of generality, that C∩{pq′, pr ′} = {pq′}. But now,G contains an induced 3PC(xqr, pq′y), a contradiction.
This completes Case 2.1.
Case 2.2. Q has only two edges. Recall that there exists at least one QR-chord. By symmetry, there also exists a PR-chord.
Suppose that there exists a PR-chord pw such that w ∉ {r, r ′}. Then, using an arbitrary QR-chord qz it is easy to see that
either {w, x} or {w, y} forms a non-adjacent vertex pair in G contradicting the choice of {x, y}. Moreover, a similar argument
shows that for everyw ∈ {r, r ′}, it is not possible that both pw and qw are chords. Therefore, we may assume that the only
PR- and QR-chords are the chords pr and qr ′.
If pq is also a chord then {p, r ′} forms a non-adjacent vertex pair in G contradicting the choice of {x, y}. On the other hand,
if pq is not a chord, then G contains an induced 3PC(xpr, qyr ′). This contradiction completes the proof. 
Theorem 7, combined with the forbidden induced subgraph characterization of universally signable graphs from [14],
implies that every graph of separability at most 2 is universally signable. Indeed, for the sets F1 and F2 of minimal
forbidden induced subgraphs for graphs of separability at most 2 and universally signable graphs respectively, it holds that
F2 = F1 \ {K−5 }. Therefore, every F1-free graph is also F2-free. On the other hand, for k ≥ 3 not all graphs of separability
at most k are universally signable (as shown, e.g., by the graphs in F2 ⊆ G3). We recall that every connected universally
signable graphwithout separating cliques is either a clique or a cycle (Corollary 4.2 in [14]). Togetherwith the fact that every
graph of separability at most 2 is universally signable, this gives an alternative proof of Theorem 2.
Minimal forbidden inducedminors.Given two graphs G andH , we say that G is an inducedminor ofH if G can be obtained from
H by a sequence of vertex deletions and edge contractions. Clearly, every minor-closed graph class is closed under induced
minors, and every class closed under induced minors is hereditary. In the following theorem, we characterize classes of
graphs of bounded separability that are closed under induced minors.
Theorem 8. The set of graphs of separability at most k is closed under induced minors if and only if k ≤ 2.
Proof. It is easy to check that for k ∈ {0, 1}, the set Gk of graphs of separability at most k is closed under edge contraction.
For k = 2, the fact that graphs of separability at most 2 are closed under induced minors can be shown by induction, using
Theorem 1. First, observe that the set of cycles and complete graphs is closed under edge contraction. Suppose that a graph
G ∈ G2 can be obtained from two smaller graphs G1,G2 ∈ G2 by pasting along a 2-clique, and let G′ be the graph obtained
from G by contracting an edge e. Then, either e ∈ E(G1) or e ∈ E(G2) (or both). Denoting by G′i the graph obtained from Gi
by contracting e, we see that G′ can be obtained from G′1 and G
′
2 by pasting along a 2-clique. By the inductive hypothesis,
G′1,G
′
2 ∈ G2, and since graphs of separability at most 2 are closed under pasting along 2-cliques, we also have G′ ∈ G2.
Suppose now that k ≥ 3. The graph G6 depicted in Fig. 3 is of separability 3 but can be contracted to K2,6 – a graph of
separability 6 – contracting the ‘‘horizontal’’ edges.
Fig. 3. A graph of separability 3 that can be contracted to a graph of separability 6.
By generalizing the example from Fig. 3, it follows that for every k ≥ 3, there exists a graph of separability 3 (and thus of
separability at most k) that can be contracted to a graph of separability k + 1. Therefore, for every k ≥ 3, the set of graphs
of separability at most k is not closed under induced minors. 
Just as every hereditary graph class can be uniquely characterized by the minimal set of forbidden induced subgraphs,
every graph class closed under induced minors can be uniquely characterized by the minimal set of forbidden induced
minors. Moreover, if G is a graph class closed under inducedminors, and the setF of minimal forbidden induced subgraphs
is known for graphs in G, then it is not hard to obtain from F the set of F ′ of forbidden induced minors for G. For a set
of graphs F ′, we say that a graph G is F ′-induced-minor-free if no induced minor of G is isomorphic to a graph in F ′. The
following straightforward observation establishes the relation between the minimal sets of forbidden induced subgraphs
and minimal forbidden induced minors.
Proposition 5. Let G be a graph class closed under induced minors, and let F be the set of minimal forbidden induced subgraphs
for G. Then, G coincides with the set of all F ′-induced-minor-free graphs, where F ′ is the set of minimal elements in the poset on
F partially ordered by contraction.
Proposition 5 and the results on forbidden induced subgraphs yield the following.
Theorem 9. (i)Graphs of separability0 are precisely the {P3}-induced-minor-free graphs. (ii)Graphs of separability atmost 1 are
precisely the {C4, diamond}-induced-minor-free graphs. (iii)Graphs of separability atmost 2 are precisely the {K2,3, F5,W4, K−5 }-
induced-minor-free graphs, where K2,3, F5,W4, K−5 are the four graphs depicted in Fig. 4.
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Fig. 4. Forbidden induced minors for graphs of separability at most 2.
5. Graphs of separability at most k
In this section we summarize our graph-theoretic and algorithmic results concerning graphs of separability at most k
(for general k).
Closure under graph operations. For every k, the set of graphs of separability at most k is closed under induced subgraphs. The
set of graphs of separability at most k is closed under induced minors if and only if k ≤ 2 (Theorem 8).
Comparison to other graph parameters. For a graph G, we denote by ∆(G) the maximum degree of a vertex in G. Graphs of
separability at most k generalize graphs of maximum degree at most k.
Proposition 6. For every graph G, sep(G) ≤ ∆(G).
Proof. This follows immediately from Menger’s theorem. Let k = sep(G) (we may assume k ≥ 1, since for k = 0 there is
nothing to show), and consider a subgraph H of G consisting of k pairwise internally vertex-disjoint paths connecting two
non-adjacent vertices. Then∆(G) ≥ ∆(H) ≥ k. (The second inequality is an equality for k ≥ 2.) 
In the paper [32] Miller defined a graph to be pairwise k-separable if for every two distinct vertices x, y ∈ V (G) there
exists a set U ⊆ V \ {x, y} of vertices and a set F ⊆ E of edges such that |U ∪ F | ≤ k and x and y belong to distinct connected
components of G− (U ∪ F).
Proposition 7. If a graph is pairwise k-separable, then sep(G) ≤ k.
Proof. Let G be a pairwise k-separable graph. Suppose for a contradiction that G is of separability at least k + 1. Then, G
contains two non-adjacent vertices x, y and at least k + 1 internally vertex-disjoint paths connecting x and y. In order to
disconnect x and y, at least one vertex or edge must be deleted from each of the k+ 1 paths. Therefore, |U ∪ F | ≥ k+ 1 for
every pair (U, F) such that U ⊆ V \ {x, y}, F ⊆ E and x and y belong to distinct connected components of G − (U ∪ F). In
particular, G is not pairwise k-separable. 
Algorithmic and complexity issues. Recognizing graphs of separability at most k is a polynomially solvable task, for every
k. Graphs of separability 0 can be recognized in time O(n + m) (they are precisely the disjoint unions of cliques). For
k ≥ 1, it is sufficient to check, for all non-adjacent vertex pairs, whether there exist k + 1 internally vertex-disjoint
paths connecting the two vertices. This can be done in time O(min{k2n, kn3/2}), using the algorithm by Nagamochi and
Ibaraki [33], and the overall complexity of this approach is O((
 n
2
 − m)min{k2n, kn3/2}). More generally, the maximum
number of pairwise internally vertex-disjoint paths connecting two given non-adjacent vertices x and y can be computed in
timeO(m+min{(sepG(x, y))2n, sepG(x, y)n3/2}), which implies that the separability of a given graphG can also be computed
in polynomial time.
Putting all of this together, the algorithmic and complexity results on graphs of bounded separability that we have
presented in this paper are summarized as follows:
Recognition. For every k, there is a polynomial time algorithm for recognizing graphs of separability at most k.
Maximum-weight clique. For every k, there is a polynomial time algorithm that finds a maximum-weight clique in a given
vertex-weighted graph of separability at most k (Theorem 4).
Colorability. The 3-colorability problem is NP-complete for planar graphs of separability 3 and of maximum degree 6
(Theorem 3) and hence also for graphs of separability at most k, for every k ≥ 3. On the other hand, there is a polynomial
time algorithm for determining the chromatic number of a graph of separability at most 2 (Theorem 2).
Independent set. Themaximum independent set problem is NP-complete for graphs of separability at most k, for every k ≥ 3
(Remark 1). On the other hand, the weighted independent set problem is polynomially solvable for graphs of separability at
most 2 (Theorem 2).
Dominating set and max cut problems. The dominating set problem and the simple max cut problems are NP-complete for
graphs of separability k, for every k ≥ 2 (Theorems 5 and 6). On the other hand, the weighted domination problem and the
(weighted) max cut problems are polynomially solvable for graphs of separability at most 1 (Proposition 1).
Width parameters. The tree-width of graphs of separability at most k is bounded from above by a function of the maximum
clique size if and only if k ≤ 2 (Proposition 2 and Remark 2). The clique-width of graphs of separability at most k is bounded
by a constant if and only if k ≤ 1 (Propositions 3 and 4).
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6. Some notes on the connection to Parsimony Haplotyping
Graphs of separability at most k arise naturally in connection with the Parsimony Haplotyping problem from
computational biology. Here, we briefly describe this problem and its connection to graphs of bounded separability.
One of the main computational problems following the completion of the Human Genome Project was the problem
of inferring biologically meaningful haplotype data from the genotype data of a population. Humans are diploid organisms,
i.e., their DNA is organized in pairs of (almost identical) chromosomes. For each pair of chromosomes, one chromosome copy
is inherited from the father and the other copy is inherited from the mother. It is important to be able to know the exact
sequence of bases on the father and mother chromosomes; however, experimentally, it is much easier and less expensive
to collect a ‘‘conflated’’ (mixed) description of the two chromosomes, which only tells us for each position whether the two
chromosomes are identical or not. This conflated description is referred to as a genotype. The description of the data from
one of the pair of chromosomes is called the haplotype. Resolving (or explaining) a genotype g requires determining two
haplotypes such that, if they are assumed to be the two chromosome copies, then, their conflated version gives exactly the
genotype g . More generally, given a set G of genotypes, the haplotype inference problem requires us to determine a set of
haplotypes such that each genotype g ∈ G, g is explained by two haplotypes from the set. For its importance the haplotyping
problem has been and is being extensively studied, under many objective functions, one of which is parsimony.
More formally, a haplotype is a 0–1 vector h ∈ {0, 1}n. A genotype is a vector g ∈ {0, 1, 2}n. We say that a haplotype h
is consistent with a genotype g (or equivalently, that g is consistent with h) if h(i) = g(i) whenever g(i) ∈ {0, 1}. In the
following, unless otherwise specified, every haplotype and genotype will be assumed to have length n. We say that two
haplotypes h1 and h2 resolve (or parse) a genotype g if, for every i ∈ {1, . . . , n}, we have
g(i) =

h1(i), if h1(i) = h2(i);
2, otherwise.
We denote this relation by g = h1+ h2. We say that a set of haplotypesH resolves a set of genotypes G if, for every genotype
g ∈ G, there exist h1, h2 ∈ H such that g = h1 + h2.
In the Parsimony Haplotyping problem, a p × n matrix G with entries in {0, 1, 2} is given, whose rows represent the
genotypes. The task is to find a minimum size set H of haplotypes which resolve G. The genotype matrix is said to be
k-bounded if it has atmost k 2s per column. The ParsimonyHaplotyping problem is known to beNP-hard in general; however
its complexity is still undetermined for the case of 2-bounded genotype matrices. For 3-bounded matrices, the problem is
APX-hard, while the problem is polynomial for 1-bounded matrices [38].
Two genotypes are said to be compatible if there exists a haplotype that is consistent with both. Thus, two genotypes are
compatible if and only if there is no position at which one genotype takes value 0 and the other 1. Following [38], given
a set of genotypes G, its compatibility graph is defined as the graph G = (V (G), E(G)) where V (G) = {g : g ∈ G} and
E(G) = {{g, g ′} : g and g ′ are compatible}. We will say that a graph G is a k-bounded compatibility graph if it is isomorphic
to the compatibility graph of some k-bounded genotype matrix. The following theorem formalizes the connection between
instances of the haplotyping problemwith bounded genotype matrix and the separability of their compatibility graphs. We
remark that the polynomial time algorithm for the Parsimony Haplotyping problem on 1-bounded instances is based on the
structural properties of graphs of separability at most 1 [38].
Theorem 10. For every k ≥ 0, a graph G is a k-bounded compatibility graph if and only if G is of separability at most k.
Proof. Let G be a k-bounded genotype matrix, and let G be its compatibility graph. Suppose that sep(G) > k. Then, by
Menger’s theorem, there is a pair g, g ′ of non-adjacent vertices in Gwith k+1 pairwise internally vertex-disjoint g–g ′ paths
P1, . . . , Pk+1. Since g, g ′ are non-adjacent vertices in G, they are incompatible as genotypes, so there is a position j such that
(up to symmetry) g(j) = 0 and g ′(j) = 1. It follows that each of the paths Pi must contain an internal vertex g i such that
g i(j) = 2. (Otherwise, there would exist two consecutive vertices g r , g r+1 on Pi such that g r(j) = 0 and g r+1(j) = 1, which
would contradict the fact that they are adjacent.) Since the paths are pairwise internally vertex-disjoint, the genotypes g i
are all distinct. The fact that all of them have a 2 at position j contradicts the assumption that the instance had at most k 2s
per column.
For the converse direction, suppose that G is a graph of separability at most k. We shall construct a k-bounded genotype
matrix G such that G is the compatibility graph of G.
If G is a complete graph, then G is the |V (G)| × |V (G)|matrix given by
Gi,j =

2, if i = j;
0, otherwise.
Clearly, G satisfies the desired properties.
In the rest of the proof, we assume that G is not complete. We start with an emptymatrix. For each pair {x, y} of (distinct)
non-adjacent vertices in G, we construct a column Cxy whose rows are indexed by the vertices of G, and add Cxy to G.
We construct Cxy as follows. Since in G there are at most k internally vertex-disjoint x–y paths, Menger’s theorem implies
that there is a set S ⊆ V (G)with |S| ≤ k that separates x from y. Let Cx be the connected component of G− S containing x.
F. Cicalese, M. Milanič / Discrete Applied Mathematics 160 (2012) 685–696 695
Then, for each vertex v ∈ V (G), we let
Cxy(v) =
2, if v ∈ S;
0, if v ∈ Cx;
1, otherwise.
It follows by construction that G has at most k 2s per column. Let G′ be the compatibility graph of G such that V (G′) =
V (G). We need to show that G = G′. Suppose that x and y are adjacent in G. Then, to see that x and y are also adjacent in G′,
it is enough to observe that there is no column j of G such that {Gxj,Gyj} = {0, 1}. Conversely, if x and y are non-adjacent in
G, then x and y are also non-adjacent in G′, since they will disagree in the column Cxy. The proof is complete. 
7. Open problems
It seems natural to investigate whether results like those in Section 2 hold for graphs of higher separability.
Problem 1. For k > 2, characterize graphs of separability at most k that cannot be decomposed along separating cliques of
size at most k. Are there other meaningful (de)composition operations for graphs of separability at most k?
Problem 2. For k > 2, determine whether graphs of separability at most k are χ-bounded. (That is, is there a function f
such that χ(G) ≤ f (ω(G)) for every G ∈ Gk?)
Problem 3. For k > 2, characterize graphs of separability at most k in terms of minimal forbidden induced subgraphs.
Problems 1–3 can also be investigated for graphs that do not contain as an induced minor any graph on k + 3 vertices
that contains two non-adjacent vertices connected to all the other k+ 1 vertices (cf. Theorem 9).
We also think that the following three algorithmic questions are worth investigating. The independent dominating set
problem is that of finding, in a given graph, theminimum size of an independent dominating set. For a given hereditary graph
classG, the complexity of the independent dominating set problem is usually ‘‘sandwiched’’ between the complexities of the
independent set and the dominating set problems. This motivates the following problem (which was suggested by Vadim
Lozin).
Problem 4. Determine the complexity of the independent dominating set problem for graphs of separability at most 2.2
Problem 5. The maximum-weight clique algorithm from Theorem 4 is an XP algorithm, parameterized by the separability.
Could the problem be FPT?3
Problem 6. Determine the complexity of the Parsimony Haplotyping problem for the case of 2-bounded genotypematrices.
It would also be nice to carry out a more systematic comparison of the separability number to graph parameters other
than the maximum degree and the ‘‘pairwise separability’’.
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