Abstract. Let {xn} n∈N be a sequence of [0, 1] 
Introduction
Since the famous result of Jarnik [30] concerning Diophantine approximation and Hausdorff dimension, the following problem has been widely encountered and studied in various mathematical situations.
Let {x n } n∈N be a sequence in a compact metric space E and {λ n } n∈N a sequence of positive real numbers converging to 0. Let us define the limsup set Intuitively one would expect the Hausdorff dimension of S(δ) to be lower bounded by D/δ. This has been proved to hold in many cases which can roughly be separated into two classes:
• when the sequence {(x n , λ n )} n forms a sort of "regular system" [3, 15] , which ensures a strong uniform repartition of the points {x n } n .
• when the sequence {(x n , λ n )} n forms an ubiquitous system [18, 19, 29] with respect to a monofractal measure carried by the set S.
Let us mention that similar results are obtained in [43] when E is a Julia set. When dim S(δ) < D, such subsets S(δ) are often referred to as exceptional sets [17] . Another type of exceptional sets arises when considering the level sets of well-chosen functions:
• the function associating with each point x ∈ [0, 1] the frequency of the digit i ∈ {0, 1, . . . , b − 1} in the b-adic expansion of x, • more generally the function associating with each point x the average of the Birkhoff sums related to some dynamical systems, • the function x → h f (x), when f is either a function or a measure on R d and h f (x) is a measure of the local regularity (typically an Hölder exponent) of f around x.
It is a natural question to ask whether these two approaches can be combined to obtain finer exceptional sets. Let us take an example to illustrate our purpose.
On one side, it is known since Jarnik's results [30] that if the sequence {(x n , λ n )} n is made of the rational pairs {(p/q, 1/q 2 )} p,q∈N * 2 , p≤q , then for every δ > 1 the subset S(δ) of [0, 1] has a Hausdorff dimension equal to 1/δ. In the ubiquity's setting, this is a consequence of the fact that the family {(p/q, 1/q 2 )} p,q∈N * 2 forms an ubiquitous systems associated with the Lebesgue measure [18, 19] .
On the other side, given (π 0 . In other words, we seek in this example for the Hausdorff dimension of the set of points of [0, 1] which are well-approximated by rational numbers fulfilling a given Besicovitch condition (i.e. having given digit frequencies in their b-adic expansion). This problem is not covered by the works mentioned above. The main reason is the heterogeneity of the repartition of the rational numbers satisfying the Besicovitch conditions. As a consequence of Theorems 2.2 and 2.7 of this paper, one obtains The key point to achieve this work is to see the Besicovitch condition as a scaling property derived from a multinomial measure. More precisely, the computation of the Hausdorff dimensions of the sets E π0,π1,...,π b−1 δ proves to be a particular case of the following problem: Let µ be a positive Borel measure on the compact metric space E considered above. Given α > 0 and δ ≥ 1, what is the Hausdorff dimension of the set of points x of E that are well-approximated by points of {(x n , λ n )} n at rate δ, i.e. such that for an infinite number of integers n, |x−x n | ≤ λ δ n , conditionally to the fact that the corresponding sequence of couples (x n , λ n ) satisfies (3) lim n→∞ log µ B(x n , λ n ) log(λ n ) = α?
In other words, if ε = (ε n ) n≥1 is a sequence of positive numbers converging to 0, what is the Hausdorff dimension of We study the problem in R d (d ≥ 1). An upper bound for the Hausdorff dimension of S µ (δ, α, ε) is given by Theorem 2.2 for weakly redundant systems {(x n , λ n )} n (see Definition 2.1). Its proof uses ideas coming from multifractal formalism for measures [14, 39] .
Theorem 2.7 (case ρ = 1) gives a precise lower bound of the Hausdorff dimension of S µ (δ, α, ε) when the family {(x n , λ n )} n forms a 1-heterogeneous ubiquitous system with respect to the measure µ (see Definition 2.3 for this notion, which generalizes the notion of ubiquitous system mentioned above). It can specifically be applied to measures µ that possess some statistical self-similarity property, and to any family {(x n , λ n )} n as soon as the support of µ is covered by lim sup n→∞ B(x n , λ n ).
To fix ideas, let us state a corollary of Theorems 2.2 and 2.7. This result uses the Legendre transform τ * µ of the "dimension" function τ µ considered in the multifractal formalism studied in [14] (see Section 2.2 and Definition 8).
Theorem 1.1. Let µ be a multinomial measure on [0, 1] d . Suppose that the family {(x n , λ n )} n forms a weakly redundant 1-heterogeneous ubiquitous system with respect to µ, α, τ
The formula (4) defining the set S µ (δ, α, ε) naturally leads to the question of conditioned ubiquity into the following more general form: Let ρ ∈ (0, 1]. What is the Hausdorff dimension of Remark that, in (4) and (5), if µ equals the Lebesgue measure and if α = d, the conditions on B(x n , λ ρ n ) are empty, since they are independent of x n , λ n and ρ (this remains true for a strictly monofractal measure µ of index α, that is such that ∃ C > 0, ∃ r 0 such that ∀ x ∈ supp(µ), ∀ 0 < r ≤ r 0 , C −1 r α ≤ µ(B(x, r)) ≤ Cr α ). Again, an upper bound for the Hausdorff dimension of S µ (ρ, δ, α, ε) is found in Theorem 2.2 for weakly redundant systems.
Theorem 2.7 (case ρ < 1) yields a lower bound of the Hausdorff dimension of S µ (ρ, δ, α, ε) when ρ < 1, as soon as the family {(x n , λ n )} n forms a ρ-heterogeneous ubiquitous system with respect to µ in the sense of Definition 2.5. The introduction of this dilation parameter ρ substantially modifies Definition 2.3 and the proofs of the results in the initial case ρ = 1.
As a consequence of Theorem 2.7, a new saturation phenomenon occurs for systems that are both weakly redundant and ρ-heterogeneous ubiquitous systems when ρ < 1. This points out the heterogeneity introduced when considering ubiquity conditioned by measures that are not monofractal. The following result is also a corollary of Theorems 2.2 and 2.7.
. Suppose that {(x n , λ n )} n forms a weakly redundant ρ-heterogeneous ubiquitous system with respect to µ, α, τ * µ (α) . There is a positive sequence ε = (ε n ) n≥1 converging to 0 at ∞ such that
Under the assumptions of Theorem 1.2, if τ * µ (α) < d, although δ starts to increase from 1, dim S µ (ρ, δ, α, ε) remains constant until δ reaches the critical value
, the dimension decreases. This is what we call a saturation phenomenon.
It turns out that conditioned ubiquity as defined in this paper is closely related to the local regularity properties of some new classes of functions and measures having dense sets of discontinuities. In particular, Theorem 2.7 is a determinant tool to analyze measures constructed as the measures ν ρ,γ,σ
where δ xn is the probability Dirac mass at x n , ρ ∈ (0, 1], and γ, σ are real numbers which make the series converge. Conditioned ubiquity is also essential to perform the multifractal analysis of Lévy processes in multifractal time. These objects have multifractal properties that were unknown until now. Their study is achieved in other works [9, 10] .
The definitions of weakly redundant and ρ-heterogeneous ubiquitous systems are given in Section 2. The statements of the main results (Theorems 2.2 and 2.7) then follow. The proofs of Theorem 2.2, Theorem 2.7 (case ρ = 1) and Theorem 2.7 (case ρ < 1) are respectively achieved in Sections 3, 4 and 5. Finally, our results apply to suitable examples of systems {(x n , λ n )} n and measures µ that are discussed in Section 6.
Definitions and statement of results
It is convenient to endow R d with the supremum norm · ∞ and with the associated distance (x, y)
All along the paper, for a set S, |S| denotes then the diameter of S.
We briefly recall the definition of the generalized Hausdorff measures and Hausdorff dimension in R d . Let ξ be a gauge function, i.e. a non-negative non-decreasing function on R + such that lim x→0 + ξ(x) = 0. Let S be a subset of R d . For η > 0, let us define
where the infimum is taken over all countable families {C i } i∈I such that ∀i ∈ I, |C i | ≤ η. As η decreases to 0, H ξ η (S) is non-decreasing, and
, there exists a unique real number 0 ≤ D ≤ d, called the Hausdorff dimension of S and denoted dim S, such that D = sup α ≥ 0 : H ξα (S) = +∞ = inf α : H ξα (S) = 0 (with the convention sup ∅ = 0). We refer the reader to [36, 22] for instance for more details on Hausdorff dimensions.
Let µ be a positive Borel measure with a support contained in [0, 1] d . The analysis of the local structure of the measure µ in [0, 1] d may be naturally done using a c-adic grid (c ≥ 2). This is the case for instance for the examples of measures of Section 6. We shall thus need the following definitions.
Let c be an integer ≥ 2. For every . If k = (k 1 , . . . , k d ) and
The set of c-adic boxes included in [0, 1) d is denoted by I. Finally, the lower Hausdorff dimension of µ, dim(µ), is classically defined as and {λ n } n∈N a non-increasing sequence of positive real numbers converging to 0. For every j ≥ 0, let
The following definition introduces a natural property from which an upper bound for the Hausdorff dimension of limsup-sets (4) and (5) can be derived. Weak redundancy is slightly more general than sparsity of [23] .
Definition 2.1. The family {(x n , λ n )} n∈N is said to form a weakly redundant system if there exists a sequence of integers (N j ) j≥0 such that (i) lim j→∞ log N j /j = 0.
(ii) for every j ≥ 1, T j can be decomposed into N j pairwise disjoint subsets (denoted T j,1 , . . . , T j,Nj ) such that for each 1 ≤ i ≤ N j , the family B(x n , λ n ) : n ∈ T j,i is composed of disjoint balls.
One has
is covered by at most N j balls B(x n , λ n ), n ∈ T j . Moreover, for every i and j, the number of balls of T j,i is bounded by C d 2 dj , where C d is a positive constant depending only on d. Indeed, if two integers n = n ′ are such that λ n and λ n ′ belong to T j,i , then x n − x n ′ ∞ ≥ 2 −j . 
does not depend on the integer c ≥ 2, and is consequently simply denoted τ µ . This function is considered in the multifractal formalism for measures of [14] . Then, the Legendre transform of τ µ at α ∈ R + , denoted by τ * µ , is defined by 
Suppose that {(x n , λ n )} n∈N forms a weakly redundant system. Then
Moreover, S µ (ρ, δ, α, ε) = ∅ if τ * µ (α) < 0. The result does not depend on the precise value of the sequence {ε n } n , as soon as lim n→+∞ ε n = 0. The proof of Theorem 2.2 is given in Section 3.
2.3. Heterogeneous ubiquitous systems. Let α > 0 and β ∈ (0, d] be two real numbers. They play the role respectively of the Hölder exponent of µ and of the lower Hausdorff dimension of an auxiliary measure m.
The upper bound obtained by Theorem 2.2 is rather natural. Here we seek for conditions that make the inequality (9) become an equality. The following Definitions 2.3 and 2.5 provide properties guarantying this equality.
The notion of heterogeneous ubiquitous system generalizes the notion of ubiquitous system in R d considered in [18] .
Definition 2.3. The system {(x n , λ n )} n∈N is said to form a 1-heterogeneous ubiquitous system with respect to (µ, α, β) if conditions (1-4) are fulfilled.
(1) There exist two non-decreasing continuous functions φ and ψ defined on R + with the following properties: -ϕ(0) = ψ(0) = 0, r → r −ϕ(r) and r → r −ψ(r) are non-increasing near 0 + , -lim r→0 + r −ϕ(r) = +∞, and ∀ ε > 0, r → r ε−ϕ(r) is non-decreasing near 0, -ϕ and ψ verify (2), (3) and (4).
(2) There exist a measure m with a support equal to [0, 1] d with the following properties:
• One has:
is said to hold for the set I and for the real number M ≥ 1 when
is said to hold for the set I and for the real number M > 0 when (14) m 
The sets E L n form a non-decreasing sequence in L, and by (13) and property
If x ∈ (0, 1) d and j ≥ 1, let us define the set of balls
Notice that this set may be empty. Then, if δ > 1 and B(x n , λ n ) ∈ B j (x), consider B(x n , λ (10) holds. In fact, in this case, (1-4) imply the conditions required to be an ubiquitous system in the sense of [18, 19] .
3.
For some well-chosen measures m, property (4) automatically holds for any system {(x n , λ n )} n∈N and D = (1, ∞). This is due to the fact that a stronger property holds: (4') There exists J m such that for every j ≥ J m , for every c-adic box L = I c j,k , (15) holds. The first two classes described in Section 6.2 verify (4') (see [12] ).
The use of the weakened property (4) is needed for the last two examples developed in Section 6.2 and for other measures constructed similarly (see [12] ). Indeed, for these kinds of random measures, it was impossible for us to prove the stronger uniform property (4'), and we are only able to derive (see [12] ) that, with probability 1, (4) holds with a dense countable set D.
4.
Property (4) can be weakened without affecting the conclusions of Theorem 2.7 below as follows: weak (4) There exists a subset D of (1, ∞) such that for every δ ∈ D, for m-almost every x ∈ lim sup n→∞ B x n , λ n /2 , there exists an increasing sequence j k (x) such that for every k, there exists B(
This weakening, necessary in [10] , slightly complicates the proof and we decided to only discuss this point in this remark.
In order to treat the case of the limsup-sets (5) defined with a dilation parameter ρ < 1, conditions (2) and (4) are modified as follows.
Definition 2.5. Let ρ < 1. The system {(x n , λ n )} n∈N is said to form a ρ-heterogeneous ubiquitous system with respect to (µ, α, β) if the following conditions are fulfilled.
(1) and (3) are the same as in Definition 2.3.
(2(ρ)) There exists a measure m with a support equal to [0, 1] d such that: • There exists a non-decreasing continuous function χ defined on R + such that χ(0) = 0, r → r −χ(r) is non-increasing near 0 + , lim r→0 + r −χ(r) = +∞, and ∀ε, θ, γ > 0, r → r ε−θϕ(r)−γχ(r) is non-decreasing near 0. Moreover, for m-almost every point y, there exists an infinite number of integers {j i (y)} i∈N with the following property: the ball B(y, c −ρji(y) ) contains at least
) points x n such that the associated couples (x n , λ n ) all satisfy
• (11) and (13) Remark 2.6. 1. Heuristically, condition (16) ensures that for m-almost every y, for infinite many numbers j, approximatively c jd(1−ρ) "disjoint" couples (x n , λ n ) such that λ n ∼ c −j can be found in the neighborhood B(y, c −ρj ) of y. This property is much stronger than (10).
2. Again, the uniform property (4') (the same as in item 3. of Remark 2.4) could be weakened into: (4(ρ)) There exists a subset D of (1, ∞) such that for every δ ∈ D, for m-almost every y, the sequence j i (y) of (2(ρ)) can be chosen so that for every B(x n , λ n ) invoked in (16) , among the c-adic boxes of maximal diameter L included in B(x n , λ δ n ), at least one satisfies (15) . Nevertheless, we kept (4') because we do not know any example of system {x n , λ n } n∈N and of measure m such that (2(ρ)) and the weak form of (4') hold but such that (2(ρ)) and (4') do not.
Before stating the results, a last property has to be introduced. Let ρ < 1. For every set I, for every constant
The dependence in ρ of P ρ M (I) is hidden in the function χ (see (16) ). It is convenient for a ρ-heterogeneous ubiquitous system {(x n , λ n )} (ρ ∈ (0, 1]) with respect to (µ, α, β) to introduce the sequences ε
Lower bounds for Hausdorff dimensions of conditioned limsup-sets.
The triplets (µ, α, β), together with the auxiliary measure m, have the properties required to study the exceptional sets we introduced before.
where Q(x n , λ n , ρ, α, ε n ) holds when λ
. So, if δ is a constant sequence equal to some δ ≥ 1, the set S µ (ρ, δ, α, ε) coincides with the set S µ (ρ, δ, α, ε) defined in (4) and considered in Theorem 2.2. Suppose that {(x n , λ n )} n∈N forms a ρ-heterogeneous ubiquitous system with respect to (µ, α, β). Let D be the set of points δ of R which are limits of a non-
There exists a constant M ≥ 1 such that for every δ ∈ D, one can find a nondecreasing sequence δ converging to δ and a positive measure m ρ,δ which satisfy
where
δ can be taken equal to the constant sequence (δ) n≥1 if δ ∈ {1} ∪ D.
For the two first classes of measures of Section 6.2 (Gibbs measures and products of multinomial measures), (4') holds instead of (4) and D = (1, +∞), and thus Theorem 2.7 applies with any ρ ∈ (0, 1]. To the contrary, as soon as ρ < 1, Theorem 2.7 does not apply to the last two classes of Section 6.2 (independent multiplicative cascades and compound Poisson cascades).
Corollary 2.8. Under the assumptions of Theorem 2.7, there exists M ≥ 1 such that for every δ ∈ D, there exists a non-decreasing sequence δ converging to
When ρ < 1, D(β, ρ, δ) remains constant and equal to β when δ ranges in [1,
. This is what we call a saturation phenomenon. Then, as soon as
we are back to a "normal" situation where D(β, ρ, δ) decreases as 1/δ when δ increases.
When ρ = 1, D(β, ρ, δ) = β/δ, thus there is no saturation phenomenon.
Corollary 2.9. Fix ε = (ε n ) n≥1 a sequence converging to 0 at ∞. Under the assumptions of Theorem 2.2 and Theorem 2.7, if the family {(x n , λ n )} n∈N both forms a weakly redundant and a ρ-heterogeneous ubiquitous system with respect to (µ, α, τ * µ (α)), then there exists a constant M ≥ 1 such that for every δ ∈ [
Remark 2.10. 1. Corollary 2.8 is an immediate consequence of Theorem 2.7.
2. In order to prove Corollary 2.9, let us first observe that if δ > 1 and δ is a non-decreasing sequence converging to δ when n tend to ∞,
2 gives the optimal upper bound for
is given by Corollary 2.8. This holds for any sequence ε converging to zero. When δ = 1, one necessarily has ρ = 1 and δ = (1) n≥1 . The arguments are then similar to those used for δ > 1.
3.
The previous statements are still valid if property (4') is replaced by property (4(ρ)) of Remark 2.6, and in Section 6.2, the measures considered are such that either D = (1, ∞) or D is dense in (1, ∞).
Upper bound for the Hausdorff dimension of conditioned limsup-sets: Proof of Theorem 2.2
The sequence {(x n , λ n )} n is fixed, and is supposed to form a weakly redundant system (Definition 2.1). We shall need the functions ∀j ≥ 1
with the convention that the empty sum equals 0 and log(0) = −∞.
In the sequel, the Besicovitch's covering theorem is used repeatedly There are families
Let (N j ) j≥1 be a sequence as in Definition 2.1, and let us consider for every j ≥ 1 the associated partition {T j,1 , . . . , T j,Nj } of T j . For every subset S of T j , for every 1 ≤ i ≤ N j , Theorem 3.1 can be used to extract from B(x n , λ
Let us then introduce the functions
and τ µ,ρ (q) = lim inf j→∞ τ µ,ρ,j (q). Recall that τ µ is defined in (7).
Lemma 3.2. Under the assumptions of Theorem 2.2, one has
Proof.
• Let us show the first inequality of (22) . First suppose that q ≥ 0. Fix j ≥ 1 and
Moreover, since the balls B(x n , λ n ) (n ∈ T j,i ) are pairwise disjoint and of diameter larger than 2 −(j+1) , there exists a universal constant C d depending only on d such that each dyadic box of generation j ρ meets less than
and
Now suppose that q < 0. Let us fix j ≥ 1 and
• We now prove the second inequality of (22) . Suppose that q ≥ 0. Fix j ≥ 1 and S a subset of T j , as well as
We use the decomposition (21) . Since the balls B(x n , λ ρ n ) (n ∈ T j,i,k (S)) are pairwise disjoint and of diameter larger than 2 −(j+1)ρ , there exists a universal constant C ′ d , depending only on d, such that each dyadic box of generation j ρ meets less than C ′ d of these balls. Consequently, the arguments used to get (23) yield here
The right hand side in the previous inequality does not depend on S, hence
and the conclusion follows. The case q < 0 is left to the reader.
Proof of Theorem 2.2.
• First case:
Fix η > 0 and N so that ε n < η for n ≥ N . Let us introduce the set
B(x n , λ δ n ). This set is also written
. We use this set as covering of S µ (ρ, δ, α, ε) in order to estimate the D-dimensional Hausdorff measure of S µ (ρ, δ, α, ε).
Fix q ≥ 0 such that τ µ (q) > −∞. Let j q be an integer large enough so that j ≥ j q implies τ µ,ρ,j (q) ≥ τ µ,ρ (q) − η. For j N = max j q , inf n≥N log 2 (λ −1 n ) , one gets that for some constant C depending on D, δ, α, η, ρ and q,
, which is less than
by Lemma 3.2. This holds for every η > 0 and for every q ≥ 0 such that
By definition of τ µ,ρ (q), a computation mimicking the previous one yields
, for every η > 0 and every q ≥ 0 such that τ µ (q) > −∞. The conclusion follows from Lemma 3.2.
Finally, if τ * µ (α) < 0 and S µ (ρ, δ, α, ε) = ∅, the previous estimates show that
, 0) (one can formally extend the definition of H ξD to the case D < 0). This is a contradiction.
• The proof when α ≥ τ We assume that a 1-heterogeneous ubiquitous system is fixed. With each couple (x n , λ n ) is associated the ball I n = B(x n , λ n ). For every δ ≥ 1, I (δ) n denotes the contracted ball B(x n , λ δ n ). The following property is useful in the sequel. Because of the assumption (1) on ϕ and ψ, one has
We begin with a simple technical lemma (13) hold for y and every j ≥ j(y).
There exists a constant M independent of y with the following property: for every n such that y ∈ B(x n , λ n /2) and log c λ
Proof. Let us assume that y ∈ B(x n , λ n /2) with λ n ≤ c −j(y) (11) and (12) yields
Combining the fact that j 0 − 4 ≤ − log c λ n ≤ j 1 + 4 with (25) and (18) gives
for some constant M that does not depend on y. Similarly, one gets from (13) and (14) that D m M B(y, 2λ n ) holds for some constant M > 0 that does not depend on y.
of Theorem 2.7 in the case ρ = 1. All along the proof, C denotes a constant which depends only on c, α, β, δ, ϕ and ψ.
The case δ = 1 follows immediately from the assumptions (here m 1 = m).
Now let M ≥ 1 be the constant given by Lemma 4.1. Let δ ∈ D ∩ (1, +∞), and let {d n } n≥1 be a non-decreasing sequence in D converging to δ (if δ ∈ D, d n = δ for every n). For every k ≥ 1, j ≥ 1 and
We shall find a sequence δ = (δ j ) j≥1 , converging to δ, to construct a generalized Cantor set K δ in S µ (1, δ, α, ε -y ∈ N ≥1 n≥N B(x n , λ n /2),
-for every j ≥ n ′ L0 , both (11) and (13) hold, -there are infinitely many integers j such that (15) holds for some L ∈ B d1 j (y).
In order to construct the first generation of balls of the Cantor set, we invoke the Besicovitch's covering Theorem 3.1. We are going to apply it to A = E L0 and to several families F 1 (j) of balls constructed as follows.
For y ∈ E L0 , let us denote n (d1) j,y by n j,y . Then for every j ≥ n ′ L0 + 4, let us define F 1 (j) = B y, 2λ nj,y : y ∈ E L0 .
The family F 1 (j) fulfills the conditions of Theorem 3.1. Thus, for every j ≥ n
Therefore, since m(A) = m(E L0 ) ≥ m /4, for some i one has m
. Again, one extracts from F i 1 (j) a finite family of pairwise disjoint balls G 1 (j) = {B 1 , B 2 , . . . , B N } such that (27) m
.
By construction, with each B k can be associated a point y k ∈ E L0 so that B k = B(y k , 2λ nj,y k ). Moreover, by construction (see (26) 
Let J k be the closure of one of the c-adic boxes of maximal diameter included in I (d1) nj,y k , and such that both (15) holds for J k . Such a box exists by (26) . Moreover, by construction one has |J k | ≤ |I
We write B k = J k . Conversely, if a c-adic box J can be written B for some larger ball B, one writes B = J. Therefore, for every closed box J constructed above one can ensure by construction that
where C depends only on the fixed given sequence {d n } n . We eventually set
We notice the following property that will be used in the last step: By construction, if I 1 and I 2 belong to G 1 (j) then their distance is at least max i∈{1,2} (|I i |/2 − |I i |/2 d1 ), which is larger than max i∈{1,2} |I i |/3 for j large enough (d 1 > 1 by our assumption). On the algebra generated by the elements of G 1 (j), a probability measure m δ is defined by
Let I ∈ G 1 (j). By construction, D m M (I) holds. Using consecutively this fact, (28) and (25) , one obtains
Moreover, by (27) , and remembering the definition of G 1 (j) (29) , one gets
. By our assumption (1), we can fix j 1 large enough so that
We choose the c-adic elements of the first generation of the construction of K δ as being those of
One knows that by construction, for every I ∈ G 1 , there exists
As a consequence, for every y ∈ I∈G1 I, there exists an integer n such that λ n ≤ c −4 , |x n − y| ≤ λ δn n , and
Let us focus on one of the c-adic boxes L ∈ G 1 . The selection procedure is the same as in the first step. Due to assumptions (2), (3) and (4),
-There are infinitely many integers j such that (15) holds for some L ∈ B d2 j (y). We again apply Theorem 3.1 to A = E L and to families F 2 (j) of balls constructed as above. Hence, for every j ≥ n
j,y is defined in (26)). We set n j,y := n (d2) j,y . The family F 2 (j) fulfills the conditions of Theorem 3.1 and covers E L . By Theorem 3.1, for every j ≥ n ′ L + log c |L| −1 + 4, Q(d) families of pairwise disjoint boxes
, there exists one family of disjoint boxes
As in the first step, one extracts from
As above, with each B k is associated a point y k ∈ E L so that B k = B(y k , 2λ nj,y k ), and I We then define the notation B k = J k , and conversely B k = J k . One also has (28) (for the same constant C). We eventually define
On the algebra generated by the elements I of G L 2 (j), an extension of the restriction to the ball L of the measure m δ is defined by
where (25) has been used. Moreover, by (32) and (33),
Consequently, since m δ (L) can be bounded using (30), one gets
By (1), one can choose j 2 (L) large enough so that for every integer j ≥ j 2 (L), for every c-adic
this yields an extension of m δ to the algebra generated by the elements of G 1 G 2 and such that for every
. Notice that by construction, for every I ∈ G 2 , |I| ≤ max I∈G1 2(c −4 |I|) d2 .
-Third step: We end the induction. Assume that n generations of closed c-adic boxes G 1 , . . . , G n are found for some integer n ≥ 2. Assume also that a probability measure m δ on the algebra generated by 1≤p≤n G p is defined and that the following properties hold (the fact that this holds for n = 2 comes from the two previous steps):
(i) For every 1 ≤ p ≤ n, the elements of G p are closed pairwise disjoint c-adic boxes, and for 2 ≤ p ≤ n, max I∈Gp |I| ≤ 2c −4dp max I∈Gp−1 |I| dp . For every 1 ≤ p ≤ n, with each I ∈ G p is associated a ball I such that I ⊂ I. There exists a constant C > 0 depending on {d n } n such that C −1 |I| ≤ |I| dp ≤ C|I|. Moreover, if I 1 and I 2 belong to G p then their distance is at least max i∈{1,2} |I i |/2 − |I i |/2 dp . Moreover, the I's (I ∈ G p ) are pairwise disjoint.
(iii) There exists a sequence δ = {δ q } q≥1 such that ∀ 1 ≤ p ≤ n and I ∈ G p , there is an integer q such that I ⊂ I (δq) q = B(x q , λ δ) ⊂ I, P 1 M (I q ) holds, and δ q = d p . Moreover, the sequence δ is non-decreasing, and ∀q, δ q ≤ δ.
(vi) Every L ∈ 1≤p≤n G p satisfies (15) .
The constructions of a generation G n+1 of c-adic balls and an extension of m δ to the algebra generated by the elements of 1≤p≤n+1 G p such that properties (i) to (vi) hold for n + 1 are done in the same way as when n = 1.
By induction, and because of the separation property (i), we get: -a sequence (G n ) n≥1 and a non-decreasing sequence δ converging to δ, -a probability measure m δ on σ I : I ∈ n≥1 G n such that properties (i) to (vi) hold for every n ≥ 2. We now define
By construction, m δ (K δ ) = 1 and because of property (iii), one has K δ ⊂ S µ (1, δ, α, ε 
Let us distinguish three cases:
• If |B| ≥ |L|, one has by (34)
•
Let j 0 be the unique integer such that c −j0 ≤ |B| < c −j0+1 . Assume B intersects for instance the boxes L i1 and L i2 . Then, by (i), one has |B| ≥ max(|L i1 |, |L i2 |)/3 when j 0 is large enough. Hence, if |B| is small enough, one has |B| ≥ (max i=1,...,p |L i |)/3 and the scale of the boxes L i (defined as [− log c |L i |]) is always larger than j 0 − [log c 3]
for some i, and let us consider the c-adic box I c j0−2,kj 0 −2,y . For every z ∈ L i , |y − z| ≤ c −(j0−2) . One deduces that
The ball B intersects L i , thus the distance between y and B is at most c −(j0−2) . As a consequence, if L i ′ = L i , the distance between y and L i ′ is lower than c −(j0−3) . This implies that
Since y ∈ E L nL and j 0 ≥ − log c |L| + n L + 3, assumption (3) ensures the control of the m-mass of the unions of all the balls that appear on the left hand-side of (37) by the sum of the masses of the 3
where C depends only on β. Injecting this in (36) and using that the L i are pairwise disjoint, one obtains that for |B| small enough
where C takes into account all the constant factors. We then use consecutively two facts. First, by (34) ,
|B| |L|
• c −nL−3 |L| < |B| ≤ |L|: one needs at most c d(nL+4) contiguous boxes of diameter c −nL−3 |L| to cover B. For these boxes, the estimate (38) can be used. Also one knows by (vi) that c nL ≤ |L| −ϕ(L) , so for |B| small enough
Remembering (35) and (38) , and using assumption ( d , and assume that (11) and (13) hold for y when j ≥ j(y) for some integer j(y). There exists a constant M independent of y with the following property: for every integer j such that (11) yields (40) (c −j1 )
One has c −j1 ≤ 2λ
, but by (39) one also has
for some constant C independent of y and j. Hence, using the monotonicity of r → r −ψ(r) , (40) and (41) yields the two inequalities
for some constant M ≥ 1 also independent of y and j. Eventually, since χ(r) → 0 when r → 0, one has 1 1−χ(c −j ) ≤ 1 + 2χ(c −j ) for j large enough. As a consequence, for the same constant M one can write
. The upper bound of (40) is treated with the same arguments, and one obtains µ(B(x n , λ If y, j and (x n , λ n ) satisfy (16), then they also satisfy (39) . This ensures that the Cantor set we are going to build is included in S µ (ρ, δ, α, ε ρ M ).
of Theorem 2.7 in the case ρ < 1. Here again, the case δ = 1 is obvious and left to the reader. Since D = (1, ∞), we deal with the sets S µ (ρ, (δ) n≥1 , α, ε ρ M ), which are equal to the sets S µ (ρ, δ, α, ε ρ M ). Let δ > 1. As in the proof of Theorem 2.7, we construct a generalized Cantor set K δ in S µ (ρ, δ, α, ε ρ M ) and a measure m ρ,δ on K δ . -First step: The first generation in the construction of K δ is as follows:
of m-measure larger than m /4 and an integer n
, (11) and (13) hold. There is a subset E L0 of E L0 of m-measure greater than m /8 such that for every y ∈ E L0 , (16) holds. Once again we are going to apply Theorem 3.1 to A = E L0 and to families B 1 (j) of balls built as follows. Let y ∈ E L0 . We define
and (16) holds with j i (y) = n .
Then for every j ≥ n ′ L0 , let us introduce the family
For every j ≥ n ′ L0 , the family B 1 (j) fulfills conditions of Theorem 3.1.
(j) can be extracted from B 1 (j). The same procedure as in Theorem 2.7 allows us to extract from these new families a finite family of disjoint balls G 1 (j) = {B 1 , B 2 , . . . , B N } such that (43) m
Remember that with each B k can be associated a point y k ∈ E L0 so that
−ρnj,y k ,ρ ). Let us fix one of the balls B k = B(y k , 3c −ρnj,y k ,ρ ).
By construction, one can find [c
] points x n in the ball B(y k , c −ρnj,y k ,ρ ) such that (16) holds. We denote S(B k ) the set of these points x n . The corresponding balls B(x n , λ n ) are pairwise disjoint. By construction, for each of these points x n ∈ S(B k ), one has
Therefore each point x n ∈ S(B k ) such that (16) for some constant C depending on δ. Moreover, the c-adic box J is included in a contracted ball I
−ρnj,y k ,ρ , there is C > 0 independent of k and ρ such that
We eventually define
We notice that I 1 and I 2 belong to G 1 (j) and I 1 = I 2 then the distance between I 1 and I 2 is by construction at least max i∈{1,2} I i /3.
On the algebra generated by the elements of G 1 (j), a probability measure m δ,ρ is defined by (45) and (25), we have
Then, one also has by (46) and (44) (# S(I))
Moreover, by (43) and the definition of G 1 (j) (29) , one gets
and for every x ∈ I∈G1 I, there exists an integer n so that λ n ≤ c −5/ρ ,
-Second step: The second generation is built as in the case ρ = 1, by focusing on one c-adic box L of the first generation. We give the essential clues to obtain this second generation.
Using assumption
One more time we apply Theorem 3.1 to A = E L and to families of balls B 2 (j). Let y ∈ E L . For every j ≥ n ′ L + log c |L| −1 , we define the family
The family B 2 (j) fulfills conditions of Theorem 3.1. Hence,
(j) can be extracted from B 2 (j). Moreover, one can also extract from these families one finite family of disjoint balls G
Each of these balls B k can be written B(y k , 3c −ρnj,y k ,ρ ) for some point y k ∈ E L and some integer n j,y k ,ρ . Moreover, by (16) , with each B k can be associated
] points x n in B(y k , c −ρnj,y k ,ρ ) such that (16) holds. As above, S(B k ) denotes the set of these points x n . The corresponding balls B(x n , λ n ) are pairwise disjoint.
By construction, (44) holds for each of these points x n ∈ S(B k ). Moreover, Lemma 5.1 holds with the measure
instead of m and with the same constant M . Consequently, each point x n ∈ S(B k ) such that (16) holds is such n . Again one has (45). We write B k = J n,k . Conversely, if a closed c-adic box J can be written B for some larger ball B, one writes B = J. We eventually set
On the algebra generated by the elements of G L 2 (j), an extension of the probability measure m ρ,δ is defined by
where the monotonicity of x → x −ϕ(x) of assumption (1) is used. Then (46) applied to I and (49) yield
and using (48) finally gives
By assumption (1) one can choose j 2 (L) large enough so that for every integer
, this yields an extension of m ρ,δ to the algebra generated by the elements of G 1 G 2 . One has for every
. Remark that by construction if J ∈ G 1 and I ∈ G 2 verify I ⊂ J one has
Also notice that by construction, |I| ≤ max J∈G1 2(c
n | ≤ C|I|, where C is a constant which depends only on c.
-Third step: Assume that n generations of closed c-adic boxes G 1 , . . . , G n have already been found for some integer n ≥ 2. Assume also that a probability measure m ρ,δ on the algebra generated by 1≤p≤n G p is defined and that:
(i) The elements of G p are pairwise disjoint closed c-adic boxes, and for 1 ≤ p ≤ n, max I∈Gp |I| ≤ 2c −5δ/ρ p .
For every 1 ≤ p ≤ n, with each I ∈ G p is associated a ball I such that I ⊂ I. There exists a constant C > 0 which depends only on δ such that (45) holds. Moreover, if I 1 and I 2 belong to G p and I 1 = I 2 , their distance is at least max i∈{1,2} I i /3. Moreover, the I's (I ∈ G p ) are pairwise disjoint.
(ii) For every 2 ≤ p ≤ n, each element I of G p is a subset of an element L of (iv) For every I ∈ 1≤p≤n G p , m ρ,δ (I) ≤ |I|
The construction of a generation G n+1 of c-adic boxes and an extension of m ρ,δ to the algebra generated by the elements of 1≤p≤n+1 G p such that properties (i) to (v) hold for n + 1 are done as when n = 1. Then, by induction, we get a sequence (G n ) n≥1 and a probability measure on σ I : I ∈ n≥1 G j such that properties (i) to (v) hold for every n ≥ 2, and -Last step: Proof of (20) . If I ∈ G n , recall that we set g(I) = n.
Fix B an open ball of [0, 1] of diameter less than the one of the elements of
Let j 0 be the unique integer so that c −j0 ≤ |B| < c −j0+1 . Because of (i), one has
The same arguments as in the proof of Theorem 2.7 (Case ρ = 1) yield that there exists an index i 0 and a point 
which yields
Then, the second property of (15) in assumption (4) allows to upper bound m
by |L| −ϕ(|L|) , which is lower than |B| −ϕ(|B|) , and thus
yields
In both cases, if D(β, ρ, δ) = min(β,
• c −nL−3 |L| ≤ |B| ≤ |L|: one needs at most c d(nL+4) contiguous c-adic boxes of length c −nL−3 |L| to cover B. For these boxes, (53) can be used to get
This shows (20) and ends the proof of Theorem 2.7 when ρ < 1.
Examples
Section 6.1 exhibits several families {(x n , λ n )} n which satisfy (10) or (16) for any measure m, and form weakly redundant systems. Then Section 6.2 provides examples of triplets µ, α, τ * µ (α) leading to ρ-heterogeneous ubiquitous systems. It also gives relevant interpretations to property P ρ M . 6.1. Examples of families {(x n , λ n )} n∈N . Let us notice first that, to ensure (10), it suffices that (54)
• Family of the b-adic numbers.
Fix b an integer ≥ 2. Let us consider the sequence {(kb
Hence (54) is satisfied, (16) holds for any measure m and the family is weakly redundant.
• Family of the rational numbers.
By Theorem 200 of [26] , any point x = (x 1 , . . . , x d ) ∈ [0, 1] d such that at least one of the x i is an irrational number satisfies for infinitely many p = (p 1 , p 2 , . . . , p d ) and q the inequality x − p/q ∞ ≤ q −(1+1/d) . As a consequence, the sequence p/q, 2q
for q ∈ N * and p = (p 1 , p 2 , . . . , p d ) ∈ {0, . . . , q − 1} d fulfills (54). Here again, (16) holds for any measure m.
To ensure the weak redundancy, one must select only the rational numbers p/q, 2q
such that at least one fraction p i /q is irreducible. But (54) is no more satisfied. Indeed, the rational numbers p/q themselves do not belong to the corresponding limsup-set (each rational number belongs only to a finite number of balls B p/q, 2q −(1+1/d) . Nevertheless, as soon as the rational points are not atoms of m (for instance if dim(m) > 0), both (10) and (16) hold. In this case, by Theorem 193 of [26] , the same holds with p/q, 2/ √ 5q 2 when d = 1. This family is used to prove (2).
• Family of the ({nα}, 1/n) n∈N .
Let us focus on the case d = 1 to introduce another family. Let α be an irrational number. For every n ∈ N, we denote by {nα} the fractional part of nα. If x / ∈ Z + αZ, one has |nα − x| < 1/2n for an infinite number of integers n (see Theorem II.B in [16] for instance). Hence
As soon as m (Z + αZ) = 0, (10) is satisfied for the family {({nα}, 1/n)} n≥1 . We do not know the measures m for which (16) holds. However the following property concerning the redundancy holds:
Proposition 6.1. {({nα}, 1/n)} n≥1 forms a weakly redundant system if and only if inf ξ :
One knows that every irrational number is approximated at rate ξ ≥ 2 by the rational numbers. But the system {({nα}, 1/n)} n is weakly redundant if and only if the approximation rate by rational numbers of α is exactly equals 2.
Proof. Notations of Definition 2.1 are used.
Remark that T j (defined by (6)) contains exactly 2 j integers. Suppose that the family is not weakly redundant. For every partition of T j into N j subsets, one has lim sup j→+∞ j −1 log N j > 0. Let us fix such a partition. There exists ε > 0 such that for infinitely many integers j, one can find a real number x ∈ [0, 1] such that more than 2 εj among the {B(x n , λ n )} n∈Tj contain x. Since these integers n belong to T j , the corresponding λ n belong to (2 −(j+1) , 2 −j ]. Consequently, these 2 εj integers n all verify |{nα} − x| ≤ 2 −j . By a classical argument, there are two integers n and n ′ of T j such that
We deduce from (55) that there exists p ∈ N such that |n − n
. Since (55) holds for infinitely many j, |n − n ′ | cannot be bounded as j goes to ∞. This yields
Conversely, if ξ α > 2, fix ε ∈ (0, ξ α − 2). For infinitely many (p, q) ∈ N × N * , one has |α − p/q| ≤ q −(2+ε) . For such an integer q, one has {nqα} ≤ 1/qn for every n ∈ 1, q ε/2 . For q large enough, let j q be the largest integer j so that [j, j+1] ⊂ [log 2 (q), (1 + ε/2) log 2 (q)]. Consider then T jq . By construction, the point 0 belongs to at least 2 ε 4 jq balls B(x n , λ n ) such that n ∈ T jq . Hence N jq ≥ 2 jqε/4 . Since this holds for infinitely many j's, the conclusion follows.
• Poisson point processes.
Let S be a Poisson point process with intensity λ ⊗ ν in the square [0, 1] × (0, 1], where λ denotes the Lebesgue measure on [0, 1] and ν is a positive locally finite (iii) If β ≤ 1, the fact that {(x n , λ n )} n forms almost surely a weakly redundant system is a consequence of the estimates obtained in the proofs of Lemma 5 and 8 of [28] for the numbers N j,k = #{n ∈ T j : x n ∈ [k2 −j , (k + 1)2 −j ]}. If β > 1, computations patterned after those performed in proving (ii) show that if ε ∈ (0, β − 1), with probability 1, there are infinitely many integers j such that for all k ∈ {0, . . . , c j − 1}, #{n ∈ T j : x n ∈ I c j,k } ≥ c jε .
• Random family based on uniformly distributed points.
Let {x n } n be a sequence of points independently and uniformly distributed in [0, 1] d and {λ n } n a non-increasing sequence of positive numbers. We do not know conditions ensuring that (16) holds for some non-trivial measure m. The following Proposition concerns (10) and weak redundancy.
Proposition 6.4. Let β = lim sup j→∞ j −1 log 2 #T j .
1.
Suppose that lim sup n→+∞ n p=1 λ p /2 − d log n = +∞. This implies β ≥ 1. With probability 1 (54) holds.
2.
Suppose that β ≤ 1. With probability 1, {(x n , λ n )} n is weakly redundant.
As a consequence, if λ n = γ/n for some γ > 2d then, with probability 1, {(x n , λ n )} n is weakly redundant and (54) holds.
Proof. (i) It is Proposition 9 of [31].
(ii) The estimates of [28] invoked in the proof of Proposition 6.2(iii) also concern N j,k = #{n ∈ T j : x n ∈ [k2 Given the measure µ and the exponent α > 0, there is typically an uncountable family of values of β > 0 such that properties (11), (13) , (3) and (4) of Definition 2.3 hold for many systems {(x n , λ n )} n . Consequently, one seeks for the largest value of β. It follows from the study of the multifractal nature of statistically self-similar (including the deterministic) measures we deal with that, in general, this optimal value is given by β = τ * µ (α) (see formulas (7) and (8)). We select four classes of measures to which Theorem 2.7 is applicable. Other examples can be found in [24, 7, 2, 8, 12] . We keep in mind item 3. of Remark 2.4.
For the rest of this section the sequences {x n } n∈N and {λ n } n∈N are fixed, and we assume that (0, 1) d ⊂ lim sup n→∞ B(x n , λ n /2).
For C, κ, r > 0 and γ > 1/2, let ϕ C (r) = C| log(r)| −1/2 log log | log(r)| 1/2 , ϕ κ (r) = log | log(r)| −κ , and ψ γ (r) = C| log(r)| −1/2 log | log(r)| γ .
• Product of d multinomial measures and frequencies of digits 
It is proved in [11] that each measure µ (i) satisfies properties (11), (13), (3) and (4') with the exponents α i = τ q , and (3) and (4') do not matter. Moreover, (ϕ, ψ) is of the form (ϕ C , ψ γ ). Now, in terms of conditioned ubiquity, it is interesting to recall the well-known interpretation of the conditions (11) and (13) , which hold for each µ (i) , in terms of c-adic expansions (recall Section 1 and the definition (1) of φ k,j ): For
The previous remarks yield the following result, which implies (2).
Proposition 6.5. Let q ∈ R. The measure µ satisfies properties (11) , (13) , (3) and
Moreover, there exists a sequence ε n ց 0 such that, when applying Theorem 2.7, property Q(x n , λ n , 1, α, ε k ) q ≤ ε n , where x n = (x n,1 , . . . , x n,d ).
• Gibbs measures and average of Birkhoff sums x ∈ [0, 1) d and n ≥ 1, let us also define the n th Birkhoff sum of x, S n (φ)(x) = n−1 k=0 φ T k (x) as well as D n (φ)(x) = exp S n (φ)(x) . The Ruelle Perron-Frobenius theorem (see [40] ) ensures that the probability measures µ n given on [0, 1] d by µ n (dx) = D n (φ)(x) dx/ [0,1) d D n (φ)(u) du converges weakly to a probability measure µ which is a Gibbs state with respect to the potential φ and the dynamical system ([0, 1) d , T ). The multifractal analysis of µ is performed in [24, 25] . For q ∈ R, let µ q be the Gibbs measure defined as µ, but with the potential qφ.
Then, the structure of µ combined with the Hölder regularity of φ and the law of the iterated logarithm (see Chapter 7 of [41] ) yield Proposition 6.6. Let q ∈ R. The measure µ satisfies properties (11) , (13) , (3) and (4') with α = τ There exists C > 0 such that, when applying Theorem 2.7, in (19) property Q(x n , λ n , 1, α, ε • Independent multiplicative cascades, average of branching random walks For these random measures, the situation is subtle. Indeed, the study achieved in [12] concludes that property (4) can be satisfied for some systems {(x n , λ n )} n≥1 , while the strong property (4') fails because of the unavoidable large values of n L for some c-adic boxes L.
Let us recall that these measures µ are constructed as follows. Let X be a real valued random variable. Let us define L : q ∈ R → d log(c) + log E(e qX ), and assume that L(1) < ∞. For every c-adic box J included in [0, 1] d , let X J be a copy of X. Moreover, assume that the X J 's are mutually independent. The branching random walk is then
J∈I, c −n ≤|J|≤c −1 , x∈J
The measure µ is obtained as the almost sure weak limit of the sequence µ n on [0, 1] d given by µ n (dx) = E(e X ) −n e Sn(x) dx.
Let θ : q ∈ R → qL(1)−L(q) log(c)
. In [35, 33] , it is shown that θ ′ (1 − ) > 0 is a necessary and sufficient condition for µ to be almost surely a positive measure with support equal to [0, 1] d . The multifractal nature of µ or of variants of µ has been investigated in many works [32, 27, 21, 38, 1, 37, 4] . We need to consider the interior J of the interval {q ∈ R : θ ′ (q)q − θ(q) > 0}.
For every q ∈ J and every c-adic box I in [0, 1) d , let us introduce the sequences of measures µ q,n and m I q,n defined as follows: µ q,n is defined as µ n but using X J (q) := qX J instead of X J in (56), and m I q,n is defined as µ q,n but with qX f It is shown in [4] that, with probability 1, ∀ q ∈ J , the measures µ q,n converge weakly to a positive measure µ q on [0, 1] d ; In addition, ∀ q ∈ J , for every c-adic box I of generation ≥ 1, the sequence of measures m d . For every q ∈ J , with probability 1 (and also with probability 1, for almost every q ∈ J ), µ satisfies properties (11) , (13) , (3) and (4) with the exponents α = τ There exists γ > 1/2 such that, when applying Theorem 2.7, in (19) property Q(x n , λ n , 1, α, ε Let L : q ∈ R → ξ −1 + e q − 1, and let θ : q ∈ R → ξ qL(1) − L(q) . In [7] , it is shown that θ ′ (1 − ) > 0 is a necessary and sufficient condition for µ to be almost surely a positive measure supported by [0, 1) d . Let J = {q ∈ R : θ ′ (q)q − θ(q) > 0. It is also shown in [7] that, with probability 1, for all q ∈ J , the measures µ q,ε on [0, 1] given by µ q,ε (dt) = ε Let S = lim sup n→∞ B(x n , λ n /2). For every q ∈ K, one has µ q (S) = 1 and dim S ≤ max τ * µ (τ
