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Abstract
We prove the existence of the unique solution of a general backward stochastic differential equation with
quadratic growth driven by martingales. A kind of comparison theorem is also proved.
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1. Introduction
In this paper we show a general result of existence and uniqueness of a Backward Stochastic
Differential Equation (BSDE) with quadratic growth driven by a continuous martingale.
Backward stochastic differential equations have been introduced by Bismut [1] for the linear case
as equations of the adjoint process with the stochastic maximum principle. A nonlinear BSDE
(with Bellman generator) was first considered by Chitashvili [4]. He derived the semimartingale
BSDE (or SBE), which can be considered as a stochastic version of the Bellman equation
for a stochastic control problem, and proved the existence and uniqueness of a solution. The
theory of BSDEs driven by Brownian motion was developed by Pardoux and Peng [22] for
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more general generators. The results of Pardoux and Peng were generalized by Kobylansky [11],
Lepeltier and San Martin [12] for generators with quadratic growth. In the work of Hu et al [8]
BMO-martingales were used for BSDEs with quadratic generators in a Brownian setting and
in [15–19,21] for BSDEs driven by martingales. By Chitashvili [4], Buckdahn [3], and El Karoui
and Huang [7] the well posedness of BSDEs with generators satisfying Lipschitz type conditions
was established. Here we suggest a new approach including existence and uniqueness of the
solution of the general BSDE with quadratic growth. In the earlier papers [15–20] we studied,
like Bobrovnytska and Schweizer [2], the particular cases of BSDEs with quadratic nonlinearities
related to the primal and dual problems of mathematical finance. In these works the solutions
were represented as a value function of the corresponding optimization problems.
The paper is organized as follows. In Section 2 we give some basic definitions and facts used
in what follows. In Section 3 we show the solvability of the system of BSDEs for sufficiently
small initial condition and further prove the solvability of one-dimensional BSDEs for arbitrary
bounded initial data. At the end of Section 4 we prove the comparison theorem, which generalizes
the results of Mania and Schweizer [14], and apply this result to the uniqueness of the solution.
2. Some basic definitions and assumptions
Let (Ω ,F,F = (Ft )t≥0, P) be a filtered probability space satisfying the usual conditions. We
assume that all local martingales with respect to F are continuous. Here the time horizon T < ∞
is a stopping time and F = FT . Let us consider a Backward Stochastic Differential Equation
(BSDE) of the form
dYt = − f (t, Yt , σ ∗t Z t )dKt − d〈N 〉tgt + Z∗t dMt + dNt , (2.1)
YT = ξ. (2.2)
We suppose that
• (Mt , t ≥ 0) is an Rn-valued continuous martingale with cross-variations matrix 〈M〉t =
(〈M i ,M j 〉t )1≤i, j≤n ,
• (Kt , t ≥ 0) is a continuous, adapted, increasing process such that 〈M〉t =
∫ t
0 σsσ
∗
s dKs for
some predictable, non-degenerate n × n matrix σ ,
• ξ is an F-measurable Rd -valued random variable,
• f : Ω× R+× Rd × Rn×d → Rd is a stochastic process such that for any (y, z) ∈ Rd × Rn×d
the process f (·, ·, y, z) is predictable,
• g : Ω × R+ → Rd×d is a predictable process.
The notation Rn×d here denotes the space of the n × d-matrix C with Euclidean norm
|C | = √tr(CC∗). For some stochastic process X t and stopping times τ, ν such that τ ≥ ν
we define Xν,τ = Xτ − Xν . For all unexplained notation concerning the martingale theory used
below we refer the reader to [9,5,13]. As regards BMO-martingales see [6] or [10].
A solution of the BSDE is a triple (Y, Z , N ) of stochastic processes such that (2.1) and (2.2)
are satisfied and
• Y is an adapted Rd -valued continuous process,
• Z is an Rn×d -valued predictable process,
• N is an Rd -valued continuous martingale, orthogonal to the basic martingale M .
One says that ( f, g, ξ) is a generator of BSDE (2.1) and (2.2).
We introduce the following spaces:
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• L∞(Rd) = {X : Ω → Rd ,FT -measurable, ‖X‖∞ = ess supΩ |X (ω)| < ∞},• S∞(Rd) = {ϕ : Ω × R+ → Rd , continuous, adapted, ‖ϕ‖∞ = ess sup[[0,T ]]|ϕ(t, ω)| < ∞},•
H2(Rn×d , σ ) =
{
ϕ : Ω × R+ → Rn×d , predictable,
‖ϕ‖2H = ess sup[[0,T ]] E
(∫ T
t
|σ ∗s ϕs |2dKs |Ft
)
≡ ess sup
[[0,T ]]
E (tr〈ϕ · M〉tT |Ft ) < ∞
}
.
(2.3)
• BMO(Q) = {N , Rd -valued Q-martingale ‖N‖2Q = ess sup[[0,T ]]EQ(tr〈N 〉tT |Ft ) < ∞}.
We also use the notation |r |2,∞ for the norm ‖
∫ T
0 r
2
s dKs‖∞.
The norm of the triple is defined as
‖(Y, Z , N )‖2 = ‖Y‖2 + ‖Z‖2H + ‖N‖2P .
Throughout the paper we use the condition
(A) There exist a constant θ and predictable processes
α : Ω × R+ → Rd , Γ : Ω × R+ → Lin(Rn×d , Rd), r : Ω × R+ → R,
such that the following conditions:
∫ T
0 rsdKs,
∫ T
0 r
2
s dKs ∈ L∞,Γ (σ−1) ∈ H2T , |αt | ≤ rt , |gt | ≤
θ2 and
| f (t, y1, z1)− f (t, y2, z2)− αt (y1 − y2)− Γt (z1 − z2)|
≤ (rt |y1 − y2| + θ |z1 − z2|)(rt (|y1| + |y2|)+ θ(|z1| + |z2|)) (2.4)
are satisfied.
Sometimes we use the more restrictive conditions
(B1)
∫ T
0 | f (t, 0, 0)|dKt + |gt | ≤ θ2 for all t ∈ [0, T ],
(B2) | fy(t, y, z)| ≤ rt , | fz(t, y, z)| ≤ rt + θ |z| for all (t, y, z),
(B3) | fyy(t, y, z)| ≤ r2t , | fyz(t, y, z)| ≤ θrt , | fzz(t, y, z)| ≤ θ2 for all (t, y, z).
Remark 1. Condition (A) follow from conditions (B1)–(B3), since using the notation δy =
y1 − y2, δz = z1 − z2 for αt = fy(t, 0, 0),Γt = fz(t, 0, 0) by the mean value theorem we have
| f (t, y1, z1)− f (t, y2, z2)− αtδy − Γt (δz)|
= | fy(t, νy1 + (1− ν)y2, νz1 + (1− ν)z2)δy − fy(t, 0, 0)δy|
+ 1 fz(t, νy1 + (1− ν)y2, νz1 + (1− ν)z2)(δz)− fz(t, 0, 0)(δz)|,
for some ν ∈ [0, 1]. Using again the mean value theorem we obtain that
| f (t, y1, z1)− f (t, y2, z2)− αtδy − Γt (δz)|
≤ (|νy1 + (1− ν)y2|max
y,z
| fyy(t, y, z)|
+ |νz1 + (1− ν)z2|max
y,z
| fyz(t, y, z)|)|δy| + (|νy1 + (1− ν)y2|max
y,z
| fyz(t, y, z)|
+ |νz1 + (1− ν)z2|max
y,z
| fzz(t, y, z)|)|δz|
≤ [r2t (|y1| + |y2|)+ rtθ(|z1| + |z2|)]|δy| + [rtθ(|y1| + |y2|)+ θ2(|z1| + |z2|)]|δz|
= (rt |δy| + θ |δz|)(rt (|y1| + |y2|)+ θ(|z1| + |z2|)).
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Remark 2. If d = 1 the operator Γt is given by an n-dimensional vector γt such that Γt (z) =
γ ∗t z. Thus the inequality in (A) can be rewritten as
| f (t, y1, z1)− f (t, y2, z2)− αtδy − γ ∗t δz|
≤ (rt |δy| + θ |δz|)(rt (|y1| + |y2|)+ θ(|z1| + |z2|)).
The main statement of the paper is the following
Theorem 1. Let us have ξ ∈ L∞, d = 1 and conditions (B1)–(B3) satisfied. Then there exists a
unique triple (Y, Z , N ), where Y ∈ S∞, Z ∈ H2, N ∈ BMO, that satisfies Eqs. (2.1) and (2.2).
3. Existence of the solution
First we prove the existence and uniqueness of the solution for sufficiently small initial data.
Proposition 1. Let f and g satisfy condition (A) with α = 0 and γt = 0. Then for ξ with the
norm ‖ξ‖∞ < 132β , β = 8max(|r |22,∞, θ2) there exists a unique solution (Y, Z , N ) of the BSDE
dYt = ( f (t, 0, 0)− f (t, Yt , σ ∗t Z t ))dKt + d〈N 〉tgt + Z∗t dMt + dNt , (3.1)
YT = ξ,
with the norm ‖(Y, Z , N )‖ ≤ R, where R is a constant satisfying the inequality 4‖ξ‖2∞+β2R4 ≤
R2, namely R = 2√2‖ξ‖∞.
Moreover if ‖ξ‖∞ + ‖
∫∞
0 | f (s, 0, 0)|dKs‖∞ is small enough then BSDE (2.1) admits a unique
solution.
Proof. We define the mapping (Y, Z , N ) = F(y, z, n), n orthogonal to M, (y, z · M + n) ∈
S∞T × BMO(P) by the relation
dYt = ( f (t, 0, 0)− f (t, yt , σ ∗t zt ))dKt + d〈n〉tgt + Z∗t dMt + dNt ,
YT = ξ. (3.2)
Using the Ito formula for |Yt |2 we obtain that
|Yt |2 = |ξ |2 + 2
∫ T
t
Y ∗s ( f (s, ys, σ ∗s zs)− f (s, 0, 0))dKt
+ 2
∫ T
t
Y ∗s d〈n〉sgs −
∫ T
t
trZ∗s d〈M〉s Zs − tr〈N 〉tT −
∫ T
t
Y ∗s Z∗s dMs −
∫ T
t
Y ∗s dNs .
If we take the conditional expectation and use (2.3) and the elementary inequality 2ab ≤
1
4a
2 + 4b2 we get
|Yt |2 + E
(∫ T
t
|σ ∗s Zs |2dKs + tr〈N 〉tT |Ft
)
≤ ‖ξ‖2 + 1
4
‖Y‖2∞ + 4E2
(∫ T
t
| f (s, ys, σ ∗s zs)
− f (s, 0, 0)|dKs +
∫ T
t
|gs |dtr〈n〉s |Ft
)
. (3.3)
Thus using condition (A), identities
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tr〈z · M〉t = tr
∫ t
0
z∗s d〈M〉szs =
∫ t
0
tr(z∗sσsσ ∗s zs)dKs =
∫ t
0
|σ ∗s zs |2dKs (3.4)
and explicit inequalities
1
2
(‖Y‖2∞ + ‖Z · M + N‖2BMO) ≤ max(‖Y‖2∞, ‖Z · M + N‖2BMO)
≤ ess sup
[[0,T ]]
[
|Yt |2 + E
(∫ T
t
|σ ∗s Zs |2dKs + tr〈N 〉tT |Ft
)]
we obtain from (3.3)
1
4
‖Y‖2∞ +
1
2
‖Z · M + N‖2BMO
≤ ‖ξ‖2 + 4 ess sup
[[0,T ]]
E2
(∫ T
t
| f (s, ys, σ ∗s zs)− f (s, 0, 0)|dKt + θ2tr〈n〉tT |Ft
)
≤ ‖ξ‖2 + 16 ess sup
[[0,T ]]
E2
(∫ T
t
r2s y
2
s dKs + θ2tr〈z · M + n〉tT |Ft
)
≤ ‖ξ‖2 + 16|r |42,∞‖y‖4∞ + 16θ4‖z · M + n‖4BMO.
Therefore
‖Y‖2∞ + ‖Z · M + N‖2BMO ≤ 4‖ξ‖2 + 64|r |42,∞‖y‖4∞ + 64θ4‖z · M + n‖4BMO
≤ 4‖ξ‖2 + β2(‖y‖2∞ + ‖z · M + n‖2BMO)2,
where β = 8max(|r |22,∞, θ2). We can pick R such that
4‖ξ‖2 + β2R4 ≤ R2
if and only if ‖ξ‖∞ ≤ 14β . For instance R = 2
√
2‖ξ‖∞ satisfies this quadratic inequality.
Therefore the ball
BR = {(Y, Z · M + N ) ∈ S∞ × BMO, N⊥M, ‖Y‖2∞ + ‖Z · M + N‖2BMO ≤ R2}
is such that F(BR) ⊂ BR .
Similarly for (y j , z j · M + n j ) ∈ BR, j = 1, 2, using the notation δy = y1 − y2, δz =
z1 − z2, δn = n1 − n2 we can show that
‖δY‖2∞ + ‖δZ · M + δN‖2BMO
≤ 4 ess sup
[[0,T ]]
E2
(∫ T
t
| f (s, y1s , σ ∗s z1s )− f (s, y2s , σ ∗s z2s )|dKs
+
∫ T
t
|gs |dvar(tr〈δn, n1 + n2〉)s |Ft
)
≤ 8 ess sup
[[0,T ]]
E
(∫ T
t
(r2s |δys |2 + θ2|σ ∗s δzs |2)dKs |Ft
)
× E
(∫ T
t
(rs(|y1s | + |y2s |)+ θ(|σ ∗s z1s | + |σ ∗s z2s |))2dKs |Ft
)
+ θ2E(tr〈δn〉tT |Fs)E(tr〈n1 + n2〉tT |Ft ).
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Again using the equalities (3.4) we can pass to the norm. Thus
‖δY‖2∞ + ‖δZ · M + δN‖2BMO
≤ 8(|r |22,∞‖δy‖2∞ + θ2‖δz · M‖2BMO)(|r |22,∞(‖y1‖2∞ + ‖y2‖2∞)
+ θ2(‖z1 · M‖2P + ‖z2 · M‖2P )+ 2θ2‖δn‖2BMO(‖n1‖2BMO + ‖n2‖2BMO)2).
Since ‖z1 · M‖, ‖z2 · M‖ ≤ R, ‖n1‖, ‖n2‖ ≤ R we get
‖δY‖2∞ + ‖δZ · M + δN‖2BMO ≤ 128β2R2(‖δy‖2∞ + ‖δz · M‖2BMO)+ 4β2R2‖δn‖2BMO
≤ 128β2R2(‖δy‖2∞ + ‖δz · M + δn‖2BMO). (3.5)
Now we can take R = 2√2‖ξ‖∞ < 18√2β . This means that ‖ξ‖∞ <
1
32β and F is a
contraction on BR . By the contraction principle the mapping F admits a unique fixed point,
which is the solution of (3.1). 
From now on we suppose that d = 1.
Lemma 1. Let condition (A) is satisfied. Then the generator ( f¯ , g¯, ξ¯ ), where
f¯ (t, y¯, z¯) = e
∫ t
0 αsdKs ( f (t, e−
∫ t
0 e
αsdKs
y¯, e−
∫ t
0 e
αsdKs
z¯)− f (t, 0, 0))− αt y¯ − γ ∗t z¯,
g¯t = e−
∫ t
0 αsdKs gt and ξ¯ = e
∫ T
0 αsdKs ξ,
satisfies condition (A) with α = 0, γ = 0, r¯t = rte‖
∫∞
0 rsdKs‖∞ , and θ¯ = θe
∥∥∥∫ T0 rsdKs∥∥∥∞ .
Moreover, (Y, Z , N ) is a solution of BSDE (3.1) if and only if
(Y¯t , Z¯ t , N¯t ) =
(
e
∫ t
0 αsdKsYt , e
∫ t
0 αsdKs Z t ,
∫ t
0
e
∫ s
0 αudKudNs
)
is a solution w.r.t. measure dP¯ = ET ((γ σ−1) · M)dP of BSDE
dY¯t = − f¯ (t, Y¯t , σ ∗t Z¯ t )dKt − d〈N¯ 〉t g¯t + Z¯∗t dM¯t + dN¯t , (3.6)
Y¯T = ξ¯ ,
where M¯t = Mt − 〈(γ σ−1) · M,M〉t .
Proof. Condition (A) for ( f¯ , g¯, ξ¯ ) is satisfied since by (2.4)
| f¯ (t, y¯1, z¯1)− f¯ (t, y¯2, z¯2)| ≤ e
∫ t
0 αsdKs (rt |δ y¯| + θ |δz¯|)(rt (|y¯1| + |y¯2|)+ θ(|z¯1| + |z¯2|))
≤ (r¯t |δ y¯| + θ¯ |δz¯|)(r¯t (|y¯1| + |y¯2|)+ θ¯ (|z¯1| + |z¯2|)).
On the other hand using the Ito formula we have
dY¯t = e
∫ t
0 αsdKsdYt + αte
∫ t
0 αsdKsYtdKt
= e
∫ t
0 αsdKs ( f (t, 0, 0)− f (t, Yt , σ ∗t Z t ))dKt + e
∫ t
0 αsdKsd〈N 〉tgt
+ e
∫ t
0 αsdKs Z∗t dMt + e
∫ t
0 αsdKsdNt + αt Y¯tdKt .
Taking into account that
e
∫ t
0 αsdKs ( f (t, 0, 0)− f (t, Yt , σ ∗t Z t ))+ αt Y¯t = − f¯ (t, Y¯t , σ ∗t Z¯ t )− γtσ ∗t Z¯ t ,
e
∫ t
0 αsdKsd〈N 〉tgt = d〈N¯ 〉te−
∫ t
0 αsdKs gt = d〈N¯ 〉t g¯t
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and
Z¯ · M −
∫ ·
0
γtσ
∗
t Z¯ tdKt = Z¯ · M −
∫ ·
0
γtσ
−1
t σtσ
∗
t Z¯ tdKt
= Z¯ · M −
∫ ·
0
γtσ
−1
t d〈M〉t Z¯ t
= Z¯ · M − 〈(γ · σ−1) · M, Z¯ · M〉 = Z¯ · M¯
we obtain
dY¯t = − f¯ (t, Y¯t , σ ∗t Z¯ t )dKt − d〈N¯ 〉t g¯t + Z¯ tdM¯t + dN¯t .
Here M¯ is a local martingale w.r.t. P¯ by the Girsanov theorem. 
Corollary 1. Let f and g satisfy condition (A) and ‖ξ‖∞ ≤ 132β exp(−2‖
∫ T
0 rsdKs‖∞). Then
there exists a solution of (3.1) with the norm ‖Y‖2∞ + ‖Z · M¯ + N‖2BMO(P¯) ≤ 1128β2 .
Proof. Obviously,
‖Y‖2∞ + ‖Z · M¯ + N‖2BMO(P¯) ≤ (‖Y¯‖2∞ + ‖Z¯ · M¯ + N¯‖BMO(P¯)2)
× exp
(
2
∥∥∥∥∫ T
0
rsdKs
∥∥∥∥∞
)
≤ 8‖ξ¯‖2∞ exp
(
2
∥∥∥∥∫ T
0
rsdKs
∥∥∥∥∞
)
≤ 8‖ξ‖2∞ exp
(
4
∥∥∥∥∫ T
0
rsdKs
∥∥∥∥∞
)
.
From ‖ξ‖∞ ≤ 132β exp(−2‖
∫ T
0 rsdKs‖∞) it follows that 8‖ξ‖∞ exp(4‖
∫ T
0 rsdKs‖∞) ≤ 1128β2 .
Hence we get ‖Y‖2∞ + ‖Z · M¯ + N‖BMO(P¯)2 ≤ 1128β2 .
Corollary 2. Let generator ( f, g, ξ) satisfy conditions (B1)–(B3) and (Y˜t , Z˜ t , N˜t ) be a solution
of (3.1). Then the BSDE
dYˆt = ( f (t, Y˜t , σ ∗t Z˜ t )− f (t, Yˆt + Y˜t , σ ∗t Zˆ t + σ ∗t Z˜ t ))dKt − d(〈Nˆ 〉t + 2〈N˜ , Nˆ 〉t )gt
+ Zˆ∗t dMt + dNˆt , (3.7)
YˆT = ξˆ
satisfies condition (A) with − fˆ (t, y, z) = f (t, Y˜t , σ ∗t Z˜ t ) − f (t, y + Y˜t , z + σ ∗t Z˜ t ), αt =
fy(t, Y˜t , σ ∗t Z˜ t ), γt = fz(t, Y˜t , σ ∗t Z˜ t ) and the new probability measure ET (2g · N˜ )dP. Moreover
(3.7) admits a unique solution (Yˆt , Zˆ t , Nˆt ) if ‖ξˆ‖∞ ≤ 132β exp(−2‖
∫ ·
0 rsdKs‖∞).
Proof. Using a change of measure, Eq. (3.7) reduces to an equation of type (3.1). By the previous
corollary we obtain the existence and uniqueness of the BSDE. 
Lemma 2. Let conditions (B1)–(B3) be satisfied and random variables ξ˜ and ξˆ be such that
max(‖ξ˜‖∞, ‖ξˆ‖∞) ≤ 132β e−2‖
∫ T
0 r
2
s dKs‖∞ . Then there exist solutions of BSDEs (3.7) and
dY˜t = ( f (t, 0, 0)− f (t, Y˜t , σ ∗t Z˜ t ))dKt − d〈N˜ 〉tgt + Z˜∗t dMt + dN˜t , (3.8)
Y˜T = ξ˜
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and the triple (Y, Z , N ) = (Y˜ + Yˆ , Z˜ + Zˆ , N˜ + Nˆ ) satisfies the BSDE
dYt = ( f (t, 0, 0)− f (t, Yt , σ ∗t Z t ))dKt − d〈N 〉tgt + Z∗t dMt + dNt ,
YT = ξ˜ + ξˆ .
Proof. Similarly to the remark from Section 1 we can show that for fˆ (t, y, z) = f (t, Y˜t , σ ∗t Z˜ t )−
f (t, y + Y˜t , σ ∗t z + σ ∗t Z˜ t ), αt = fy(t, Y˜t , σ ∗t Z˜ t ), γt = fz(t, Yˆt , σ ∗t Zˆ t ) the estimate
| fˆ (t, y1, z1)− fˆ (t, y2, z2)− αtδy − γ ∗t δz| ≤ (rt |δy| + θ |δz|)(rt (|y1| + |y2|)
+ θ(|z1| + |z2|)).
holds.
Now by Lemma 1 and Corollary 2 of Lemma 1 we obtain the solvability of both Eqs. (3.8)
and (3.7). 
Proposition 2. Let f and g satisfy conditions (B1)–(B3) and ξ ∈ L∞. Then BSDE (2.1) admits
a solution (Y, Z · M + N ) ∈ S∞ × BMO.
Proof. An arbitrary ξ ∈ L∞(R) can be represented as sum ξ = ∑mi=1 ξi with ‖ξi‖∞ ≤
1
32β exp(−2‖
∫ ·
0 rsdKs‖∞). Denote by (Y j , Z j , N j ), j = 1, . . . ,m, the solution of
dY jt = f (t, Y 0t + · · · + Y j−1t , σ ∗t (Z0t + · · · + Z j−1t ))
− f (t, Y 0t + · · · + Y jt , σ ∗t (Z0t + · · · + Z jt ))dKt − d(〈N j 〉t
+ 2〈N j , N 0 + · · · + N j−1〉t )gt + Z j∗t dMt + dN jt , (3.9)
Y jT = ξ j
Y 0 = 0, Z0 = 0 N 0 = 0.
By Corollary 1 we get
‖Y j‖2∞ + ‖Z j · M j + N j‖BMO(P j )2 ≤
1
128β2
,
where dP j = ET (
∫ ·
0 fz(s, Y
0
s + · · · Y j−1s , σ ∗s (Z0s + · · · + Z j−1s ))σ−1s dMs)dP, and M j =
M − 〈 fz(·, Y 0 + · · · + Y j−1, σ ∗(Z0 + · · · + Z j−1))σ−1 · M,M〉.
Using Lemma 2 we get the existence of a solution for the BSDE
dY¯t = ( f (t, 0, 0)− f (t, Y¯t , σ ∗t Z t ))dKt − d〈N 〉tgt + Z∗t dMt + dNt ,
Y¯T = ξ.
Since
∫ T
0 f (t, 0, 0)dKt is bounded we can apply the above argument with f replaced by
f¯ (t, y, z) = f (t, y − ∫ t0 f (s, 0, 0)dKs, z) to get the existence of the solution
dY¯t =
(
f (t, 0, 0)− f
(
t, Y¯t −
∫ t
0
f (s, 0, 0)dKs, σ ∗t Z t
))
dKt − d〈N 〉tgt
+ Z∗t dMt + dNt ,
Y¯T = ξ +
∫ T
0
f (s, 0, 0)dKs .
Obviously Yt = Y¯t −
∫ t
0 f (s, 0, 0)dKs is a solution of BSDE (2.1) and (2.2). 
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4. A comparison theorem for BSDEs
Let us consider BSDE (2.1) and (2.2) in the case d = 1.
Lemma 3. Let ξ ∈ L∞ and assume that there are positive constants C( f ),C(g), increasing
function λ : R+ → R+, bounded on all bounded subsets, and a predictable process k ∈
H2(R, 1) such that
| f (t, y, z)| ≤ k2t λ(|y|)+ C( f )z2, (4.1)
|g(t)| ≤ C(g). (4.2)
Then the martingale part of any bounded solution of (2.1) and (2.2) belongs to the space
BMO(P).
Proof. Let Y be a solution of (2.1) and (2.2) and there be a constant C > 0 such that
|Yt | ≤ C a.s. for all t.
Applying the Itoˆ formula for exp{βYT } − exp{βYτ } and using the boundary condition YT = ξ
we have
β2
2
∫ T
τ
eβYs Z∗s d〈M〉s Zs +
β2
2
∫ T
τ
eβYsd〈N 〉s − β
∫ T
τ
eβYs f (s, Ys, Zs)dKs
−β
∫ T
τ
eβYs g(s)d〈N 〉s + β
∫ T
τ
eβYs Z∗s dMs + β
∫ T
τ
eβYsdNs = eβξ − eβYτ ≤ eβC ,
(4.3)
where β is a constant yet to be determined.
If Z · M and N are square integrable martingales taking conditional expectations in (4.3) we
obtain
β2
2
E
(∫ T
τ
eβYs Z∗s d〈M〉s Zs |Fτ
)
+ β
2
2
E
(∫ T
τ
eβYsd〈N 〉s |Fτ
)
≤ eβC + βE
(∫ T
τ
eβYs | f (s, Ys, Zs)|dKs |Fτ
)
+ βE
(∫ T
τ
eβYs |g(s)|d〈N 〉s |Fτ
)
.
Now if we use the estimates (4.1) and (4.2) we get
β2
2
E
(∫ T
τ
eβYs Z∗s d〈M〉s Zs |Fτ
)
+ β
2
2
E
(∫ T
τ
eβYsd〈N 〉s |Fτ
)
≤ eβC + βλ(C)E
(∫ T
τ
eβYs k2s dKs |Fτ
)
+βC( f )E
(∫ T
τ
eβYs |σ ∗s Zs |2 dKs |Fτ
)
+ βE
(∫ T
τ
eβYs |g(s)|d〈N 〉s |Fτ
)
≤ eβC + βλ(C)E
(∫ T
τ
eβYs k2s dKs |Fτ
)
+βC( f )E
(∫ T
τ
eβYs |Z∗s d〈M〉s Zs |2|Fτ
)
+ C(g)βE
(∫ T
τ
eβYsd〈N 〉s |Fτ
)
.
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Conditions (4.1) and (4.2) imply that(
β2
2
− βC( f )
)
E
(∫ T
τ
eβYs Z∗s d〈M〉s Zs |Fτ
)
+
(
β2
2
− βC(g)
)
E
(∫ T
τ
eβYsd〈N 〉s |Fτ
)
≤ eβC + βλ(C)E
(∫ T
τ
eβYs k2s dKs |Fτ
)
. (4.4)
Taking β = 4C , where C = max(C( f ),C(g)), from (4.4) we have
4C
2
[
E
(∫ T
τ
eβYs Z∗s d〈M〉s Zs |Fτ
)
+ E
(∫ T
τ
eβYsd〈N 〉s |Fτ
)]
≤ e4CC (4Cλ(C)‖k‖H + 1) .
Since Y ≥ −C , from the latter inequality we finally obtain the estimate
E (〈Z · M〉τT |Fτ )+ E (〈N 〉τT |Fτ ) ≤ e
8CC [4Cλ(C)‖k‖H + 1]
4C
2 (4.5)
for any stopping time τ ; hence Z · M, N ∈ BMO.
For general Z · M and N we stop at τn and derive (4.5) with T replaced τn . Letting n → ∞
then completes the proof. 
Further we use some notation. Let (Y, Z), (Y˜ , Z˜) be two pairs of processes and
( f, g, ξ), ( f˜ , g˜, ξ˜ ) two triples of generators. Then we define
δ f = f − f˜ , δg = g − g˜, δξ = ξ − ξ˜ ,
∂y f (t, Yt , Y˜t , Z t ) ≡ ∂ fy(t) = f (t, Yt , Z t )− f (t, Y˜t , Z t )
Yt − Y˜t
for all j = 1, . . . , n, ∂ j f (t, Y˜t , Z t , Z˜ t ) ≡ ∂ j f (t)
= f (t,Y˜t ,Z
1
t ,...,Z
j−1
t ,Z
j
t ,Z˜
j+1
t ,...,Z˜
n
t )− f (t,Y˜t ,Z1t ,...,Z j−1t ,Z˜ jt ,Z˜ j+1t ,...,Z˜nt )
Z jt −Z˜ jt
,
∇ f (t) = (∂1 f (t), . . . , ∂n f (t))∗.
Thus we have
f (t, Yt , Z t )− f (t, Y˜t , Z˜ t ) = ∂y f (t)δYt +∇ f (t)∗δZ t . (4.6)
Theorem 2. Let Y and Y˜ be the bounded solutions of SBE (2.1) with generators ( f, g, ξ) and
( f˜ , g˜, ξ˜ ) respectively, satisfying the conditions of Lemma 3.
If ξ ≥ ξ˜ (a.s.), f (t, y, z) ≥ f˜ (t, y, z) (µK -a.e.), g(t) ≥ g˜(t) (µ〈N 〉-a.e.) and f (or f˜ )
satisfies the following Lipschitz condition:
(L1) for any Y, Y˜ , Z
f (t, Yt , Z t )− f (t, Y˜t , Z t )
Yt − Y˜t
∈ S∞,
R. Tevzadze / Stochastic Processes and their Applications 118 (2008) 503–515 513
(L2) for any Z , Z˜ ∈ H2 and any bounded process Y
(σtσ
∗
t )
−1∇ f (t, Yt , Z t , Z˜ t ) ∈ H2(Rn, σ ),
then Yt ≥ Y˜t a.s. for all t ∈ [0, T ].
Proof. Taking the difference of the Eqs. (2.1) and (2.2) with generators ( f, g, ξ) and ( f˜ , g˜, ξ˜ )
respectively, we have
Yt − Y˜t = Y0 − Y˜0 −
∫ t
0
[ f (s, Ys, Zs)− f (s, Y˜s, Z˜s)]dKs
−
∫ t
0
[ f (s, Y˜s, Z˜s)− f˜ (s, Y˜s, Z˜s)]dKs −
∫ t
0
[g(s)− g˜(s)]d〈N 〉s
−
∫ t
0
g˜(s)d(〈N 〉s − 〈N˜ 〉s)+
∫ t
0
(Zs − Z˜s)dMs + Nt − N˜t . (4.7)
Let us define the measure Q by dQ = ET (Λ)dP , where
Λt =
∫ t
0
∇ f (s)∗(σsσ ∗s )−1dMs +
∫ t
0
g˜(s)d(Ns + N˜s).
By Lemma 3 Z , Z˜ ∈ H2 and N , N˜ are BMO-martingales. Therefore Conditions (L1), (L2) and
(4.2) imply that Λ ∈ BMO and hence Q is a probability measure equivalent to P .
Denote by Λ¯ the martingale part of δY = Y − Y˜ , i.e.,
Λ¯ = (Z − Z˜) · M + N − N˜ .
Therefore, by Girsanov’s theorem and by (4.6) the process
δYt +
∫ t
0
(∂y f (s)δYs +∇ f (s)∗δZs)dKs +
∫ t
0
δ f (s, Y˜s, Z˜s)dKs +
∫ t
0
δg(s)d〈N 〉s
= δYt +
∫ t
0
(∂y f (s)δYs + δ f (s, Y˜s, Z˜s))dKs
+
∫ t
0
∇ f (s)∗(σsσ ∗s )−1d〈M〉sδZs +
∫ t
0
δg(s)d〈N 〉s
= −
∫ t
0
g˜(s)d(〈N 〉s − 〈N˜ 〉s)+
∫ t
0
(Zs − Z˜s)dMs + Nt − N˜t
= Λ¯t − 〈Λ, Λ¯〉t ,
is a local martingale under Q. Moreover, since by Lemma 3 N¯ ∈ BMO, Proposition 11 of [6]
implies that
Λ¯t − 〈Λ, Λ¯〉t ∈ BMO(Q).
Thus, using the martingale property and the boundary conditions YT = ξ, Y˜T = ξ˜ we have
Yt − Y˜t = EQ
(
e
∫ T
t ∂y fsdKs (ξ − ξ˜ )+
∫ T
t
e
∫ s
t ∂y fudKu ( f (s, Y˜s, Z˜s)
− f˜ (s, Y˜s, Z˜s))dKs |Ft
)
+ EQ
(∫ T
t
e
∫ s
t ∂y fudKu (g(s)− g˜(s))d〈N 〉s |Ft
)
,
which implies that Yt ≥ Y˜t a.s. for all t ∈ [0, T ]. 
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Corollary. Let condition (A) be satisfied. Then if the solution of (2.1) and (2.2) exists it is
unique.
The proof of Theorem 1 follows now from the last corollary and Proposition 2.
Remark. Conditions (L1), (L2) are satisfied if there is a constant C > 0 such that
| f (t, y, z)− f (t, y˜, z˜)| ≤ C |y − y˜| + C |z − z˜|(|z| + |z˜|)
and tr(σtσ ∗t )−1 ≤ C for all y, y˜ ∈ R, z, z˜ ∈ Rn t ∈ [0, T ]. Conditions (L1), (L2) are also fulfilled
if f (t, y, z) satisfies the global Lipschitz condition and M ∈ BMO.
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