Invariant operators on manifolds with almost Hermitian symmetric structures, III. Standard operators  by Čap, Andreas et al.
Invariant operators on manifolds with almost
Hermitian symmetric structures,
III. Standard operators∗
Andreas ˇCap
Institut fu¨r Mathematik, Universita¨t Wien, Strudlhofgasse 4, 1090 Wien, Austria
Jan Slova´k
Department of Algebra and Geometry, Masaryk University in Brno, Jana´cˇkovo na´m. 2a, 662 95 Brno,
Czech Republic
Vladimı´r Soucˇek
Mathematical Institute, Charles University, Sokolovska´ 83, Praha, Czech Republic
Communicated by S.G. Gindikin
Received 22 December 1998
Abstract: This paper demonstrates the power of the calculus developed in the two previous parts of the series for
all real forms of the almost Hermitian symmetric structures on smooth manifolds, including, e.g., conformal
Riemannian and almost quaternionic geometries. Exploiting some finite-dimensional representation theory
of simple Lie algebras, we give explicit formulae for distinguished invariant curved analogues of the standard
operators in terms of the linear connections belonging to the structures in question, so in particular we prove
their existence. Moreover, we prove that these formulae for kth order standard operators, k = 1, 2, . . . , are
universal for all geometries in question.
Keywords: Invariant operators, Hermitian symmetric spaces, parabolic geometry, standard operators.
MS classification: 53C15, 53A55, 53A40, 53C05.
1. Introduction
As generally known, several geometries share surprisingly many properties with the confor-
mal Riemannian structures and projective structures. For example the almost quaternionic ones.
Following the old ideas by Cartan, and some more recent development by Baston, Eastwood,
Gindikin, Goncharov, Ochiai, Tanaka, and others, we have started the project of building a
good calculus for all of them. This paper presents the first major application of the technique
developed so far for the so called AHS-structures in the first two parts of this series, [11,12].
In [16], Fegan described all conformally invariant operators of the first order on conformal
Riemannian manifolds. We use the invariant differentiation with respect to Cartan connections
developed in [11], together with some representation theory of simple Lie algebras, in order
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to extend Fegan’s methods to operators of all orders. This new technique works for a wide
class of geometries and, using the explicit computations of the canonical Cartan connections
in [12], we obtain formulae for all these invariant operators in terms of covariant derivatives
with respect to the linear connections belonging to the structures and their curvatures. Moreover,
a simple recursive procedure for the computation of the correction terms for standard operators
is described.
In such a way, the abstract indication of the existence of the standard invariant linear dif-
ferential operators on manifolds with almost Hermitian symmetric structures given in [3] is
replaced by an explicit and transparent construction, which provides even formulae in closed
forms. Surprisingly enough, these universal formulae do not depend on the particular geometry
at all.
In order to make the paper more self-contained, we have included a brief review of some
background from [11]. This concerns the short Section 2 where we also fix the notation used
in the sequel. The Sections 3 through 5 provide the necessary development in representation
theory. In order to address a wider audience among differential geometers, we try to be quite
detailed here. Section 6 gives the main existence result (Theorem 6.5) and the explicit formulae
are established in Section 7 (Theorems 7.4 and 7.9). Some technical points are postponed to
two appendices.
2. A calculus for Cartan connections
The aim of this section is to summarize, for convenience of the reader, the main development
from [11]. Full details and proofs can be found there.
2.1. AHS structures. A basic datum distinguishing a particular AHS structure is a real simple
Lie group G with the Lie algebra g, which is |1|-graded, i.e.,
g = g−1 ⊕ g0 ⊕ g1
with [gi ,gj ] ⊂ gi+ j ;gj = {0}, j 6= −1, 0, 1. There is a list of all simple real |1|-graded Lie
algebras (see [23]). Their complexification is a semisimple |1|-graded complex Lie algebra.
The classification of complex simple |1|-graded Lie algebras corresponds to the well-known
list of Hermitian symmetric spaces. The latter fact has been the origin of the name A(lmost)
H(ermitian) S(ymmetric) we use.
The subalgebras g±1 are commutative and dual to each other with respect to the Killing form.
The algebra g0 is reductive with one-dimensional center, which is generated by the grading
element E, which is characterized by the fact that each of the subalgebras gj , j = −1, 0, 1, is
the eigenspace for the adjoint action of E with eigenvalue j . The semisimple part [g0,g0] of
g0 will be denoted by gs0.
The subgroups P, resp. P1 of G correspond to the Lie algebra p = g0 ⊕ g1, resp. g1. The
group P1 is a normal subgroup of P and the group G0 = P/P1 has the Lie algebra g0. Let us
mention that we have used the letter B instead of P in [11].
The typical and best understood example of AHS structures is a conformal structure on
a manifold M . A standard way to define it is a reduction of the frame bundle of M to the
conformal group G0 = CO(n,R). A classical theorem going back to Cartan gives a construction
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of a P-principal bundle G (where P is a semidirect product of G0 andRn) over M and a uniquely
defined Cartan connection ω on G. Such data were considered by Cartan as a curved analogue
of the flat model G/P (an example of his “espaces ge´ne´ralise´s”). The characteristic properties
of the Cartan connection ω are a simple generalization of properties of the Maurer–Cartan form
ω on G/P .
Following previous results by Tanaka, Ochiai, and Baston, a simple and transparent principal
bundle approach to a canonical construction of the principal bundle G with structure group P and
of the Cartan connection ω on G from the standard first order G0-structure on M was described
in [12]. We shall not need the construction here and we shall start with G and ω as with a given
prescribed data, giving to M the structure of an AHS manifold.
2.2. The Cartan connection and the invariant differential. So we suppose that a P-principal
bundle G on M and the Cartan connection ω ∈ Ä1(G,g) is given on G (for the definition and
properties of the Cartan connections, see [11]).
Any Cartan connection defines an absolute parallelism of G and for any vector space V, we
can define the invariant differential
∇ω : C∞(G,V)→ C∞(G,g∗−1 ⊗ V)
by
∇ωs(u)(X) ≡ ∇ωX s(u) :=
[
ω−1(X)s
]
(u),
where ω−1(X) is the constant vector field on G given by X ∈ g−1 and ω. Notice also T M =
G×P g−1, T ∗M = G×P g1 in a canonical way.
If V is a (finite-dimensional) P-module, than the space C∞(G,V)P of equivariant maps
is a “frame form” of the space 0(M, V ) of smooth sections of the associated vector bundle
V = G ×P V. We would like to use ∇ω for a construction of invariant differential operators.
Unfortunately, the map ∇ωs, s ∈ C∞(G,V)P , does not usually belong to C∞(G,g∗−1 ⊗ V)P , it
is not the frame form of a section of a suitable associated vector bundle over M . So ∇ω does
not define directly a differential operator on M .
A very useful procedure how to improve the situation is to introduce a functorial way how
to define a structure of a P-module on the space
J 1(V) := V⊕ (g∗−1 ⊗ V)
in such a way that the map
s ∈ C∞(G,V)P 7→ (s,∇ωs) ∈ C∞(G, J 1(V))P
has again values in the space of equivariant maps. The P-module structure on J 1(V) can be
deduced easily from the corresponding homogeneous case (where it is just the representation
inducing the homogeneous bundle J 1(V ) of 1-jets of sections of V ). Moreover, the Cartan
connectionω introduces the natural identifications of the first jet prolongations of the associated
bundles V = G×P V with G×P J 1(V).
Consequently, any P-module homomorphism 8 : J 1(V) → V′ induces a well-defined
differential operator from the space of sections of the bundle V to the space of sections of the
bundle V ′. Due to the fact that the Cartan connection is uniquely defined by the AHS structure,
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the corresponding operator is invariant with respect to any of the usual definitions of invariant
operators (details on relations between various possible definitions of invariant operators can
be found in [30]).
The situation most commonly considered is the case when V and V′ are irreducible P-
modules. It means that V (resp. V′) are irreducible G0-modules with the trivial action of the
nilpotent part of P . In such a case, natural candidates for P-homomorphisms8 are projections
from the space g∗−1 ⊗V (considered as an gs0-module) onto its irreducible factors, extended by
zero on the V part of the module J 1(V). We shall see below that for any such projection, there
is just one specific value for the action of the grading element E for which the corresponding
projection is a P-homomorphism and that any invariant first order differential operator on a
manifold with a given AHS structure is obtained by this construction. For conformal structures,
this was exactly the content of the classification theorem obtained by Fegan in [16] (see 7.2
below).
2.3. Iterated differentiation, semiholonomic jets. Iteratively, we can define the functor J¯ k(−)
(the kth semiholonomic prolongation) mapping any P-module V to a submodule J¯ k(V) of the
P-module J 1( J¯ k−1(V)). Considered as a G0-module, it looks like
J¯ k(V) = V⊕ (g∗−1 ⊗ V)⊕ · · · ⊕
( k⊗
(g∗−1)⊗ V
)
.
As in the first order case, the iterated invariant differential (∇ω)k defines the map
j kω : s ∈ C∞(G,V)P 7→
(
s,∇ωs, . . . , (∇ω)ks) ∈ C∞(G, J¯ k(V))P .
Moreover, if V = G ×P V is the bundle associated to V, then its kth semiholonomic jet
prolongation J¯ k(V ) is the bundle associated to the representation J¯ k(V). Thus construction of
a large class of higher order invariant differential operators is now possible as it was in the first
order case: It is sufficient to take any P-homomorphism from J¯ k(V) to a P-module V′ and to
compose it with the map j kω.
The question to be answered is how to construct such P-module homomorphisms. If V is
an irreducible P-module, then it is easy to find all G0-module homomorphisms between the
corresponding modules using representation theory. An explicit criterion showing when such a
G0-homomorphisms is actually a P-module homomorphism, was proved in [11] and will be
used below to prove existence results for invariant operators (see 5.2 for more details).
2.4. Distinguished connections, the deformation tensor. Invariant operators are given as
a composition of a suitable P-homomorphism and the Cartan connection. To express the result
in standard terms (covariant derivatives, curvature terms) and to find explicit formulas for it, we
need more information.
Let us recall first the relation between the original first order structure G0 on M (e.g., a con-
formal one in the best known example) and the P-principal bundle G constructed from it. If
P1 is the Lie group corresponding to the Lie algebra g1, then G0 ' G/P1. The value of the
Cartan connection ω can be split with respect to the grading of g as ω = ω−1 + ω0 + ω1. For
any G0-equivariant section σ : G0 → G (which always exists), the pullback σ ∗ω0 is a principal
connection on G0. The space of all such connections is an affine space modeled on the space
of 1-forms on M . We have got in such a way a distinguished class of connections on M which
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are completely characterized by the requirements that they have to belong to G0, and their tor-
sion has to coincide with the g−1-component of the curvature of ω. In the conformal case, for
example, this class consists of all Weyl geometries (thus contains all Levi-Civita connections
corresponding to any Riemannian metric chosen inside the given conformal class, in particu-
lar). The associated covariant derivatives are standard tools used for description of differential
operators.
If ω and ω˜ are two Cartan connections which differ only in the g1-component, there exists
an equivariant map 0 ∈ C∞(G,g∗−1 ⊗ g1) such that ω˜ = ω − 0 ◦ ω−1. The map 0 is the
P-equivariant representation on G of a tensor on M, which is called the deformation tensor. In
particular, once we fix the Cartan connectionω and the G0-equivariant section σ : G0 → G, there
is the unique Cartan connection ω˜ which is σ -related to the pullback σ ∗(ω−1 +ω0). This is the
Cartan connection whose invariant derivative ∇ ω˜ is as close to the covariant derivative ∇σ ∗ω0 as
possible. The corresponding deformation tensor0 then gives the full remaining comparison. For
conformal structures, this is just the well-known “rho-tensor” having the following expression
in terms of the Ricci curvature:
0i j = −1
m − 2
(
Ri j − δi j2(m − 1) R
)
,
where Ri j and R are the P-equivariant pullbacks of the Ricci tensor and the scalar curvature
to G and m is the dimension of the manifold M . Thus 0 is a generalization of the “rho-tensor”
to all AHS structures. Similar explicit formulae for these rho-tensors for most AHS structures
have been computed in [12].
Now, the value ∇ωs of the invariant differential on a section s can be described in more
familiar terms, using ∇γ and the deformation tensor 0 as follows. The choice of σ defines
the trivialization of the bundle p : G → G0 expressed by the second coordinate τ : G → g1,
which can be characterized by the formula u = σ(p(u)) · exp(τ (u)). Let V be an irreducible
P-module, V = G ×P V ' G0 ×G0 V the corresponding associated vector bundle. Sections
s ∈ 0(V ) will be represented by means of equivariant maps s ∈ C∞(G0,V)G0 or equivalently
as p∗s ∈ C∞(G,V)P . Then we have for all u ∈ P , X ∈ g−1(∇ω(p∗s)(u))(X) = (p∗(∇γ s))(u)(X)+ [X, τ (u)] · ((p∗s)(u)),
where the bracket [X, τ (u)] ∈ g0 acts on the element of the g0-module V.
All terms in the formula are G0-equivariant, but only the first one is also P1-equivariant (i.e.,
constant along fibers of p). It is the map τ in the second term, which is not P1-equivariant (it varies
when u ∈ G changes its position in the fiber). This shows again that the invariant differential
∇ωs is not P-equivariant even if s itself is. In many cases we can find a homomorphism 8 in
such a way that the term containing τ is killed by8 and the resulting composition is an invariant
operator.
2.5. Correction terms and obstruction terms. To construct higher order invariant operators,
we have to use higher order iterations of the invariant differential. To understand what is hap-
pening in higher orders, the second order case is a representative example. It is possible again
to express (∇ω)2s using ∇γ and 0. For any section s ∈ C∞(G0,V)G0, we have(
(∇ω)2(p∗s)) = p∗((∇γ )2s)+ D0(γ, 0)+ D1(γ, 0, τ)+ D2(γ, 0, τ),
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where
D0(γ, 0)(u)(X, Y ) = [X, 0(u).Y ] ·
(
p∗s(u)
);
D1(γ, 0, τ)(u)(X, Y ) = [X, τ (u)] ·
(
p∗(∇γY s)
)
(u)+ ([Y, τ (u)] · (p∗∇γ s)(u))(X);
D2(γ, 0, τ)(u)(X, Y ) =
([Y, τ (u)] · ([ , τ (u)] · (p∗s)(u)))(X)
− 12
[
X, [τ(u), [τ(u), Y ]]] · (p∗s)(u),
and · denotes the appropriate action of an element from g0 on the space in question (either V
or g∗−1 ⊗ V). The term D0 is called the correction term and the terms Di , i = 1, 2, which are
homogeneous of degree i in τ , are called obstruction terms.
As for the first order case, the map (∇ω)2(p∗s) is only G0-equivariant and, in general, not
P-equivariant. To define an invariant second order operator, it is necessary to kill all obstruction
terms by a suitable G0-homomorphism. If it is possible, then the leading term together with the
correction term gives an explicit formula for the corresponding invariant operator (expressed
already in standard language).
2.6. The algorithm for higher orders. In fact, it can be shown (see [11]) that vanishing of
D1(γ, 0, τ) implies vanishing of all higher order obstruction terms, so that existence proofs can
be simplified. The algebraic condition discussed above is equivalent to vanishing of the sum
of certain terms linear in τ , so that it is even more simple condition, but it is only sufficient
condition, not necessary one.
To have an explicit algorithm for computation of the form of the correction terms, we need to
take into account during the inductive procedure all obstruction terms, not only the linear ones.
For that, we can use the algorithm for recurrent computation of the correction and obstruction
terms, which was proved in [11] (for more details see 7.4). Using MAPLE, it was easy to
implement this algorithm and to compute explicitly the correction and obstruction terms for
low orders. The number of terms is growing enormously. For the 6th order, the full formula has
7184 terms and the correction part itself has 328 terms. We shall see later on that for standard
operators studied below, further essential simplification is possible and the final formula will
have only 10 summands. To write down on paper an explicit form of invariant operators of
higher orders is too awkward. Nevertheless, we shall see that for a broad class of operators, the
algorithm for the explicit form of the operator can be simplified substantially and that the form
of correction terms for standard operators is remarkably stable and universal, independently of
the type of AHS structure and the representation V considered (see Section 7).
In the next sections, we shall use representation theory to show how the theory explained
above can be used for better understanding of properties of standard invariant operators.
3. G0-homomorphisms
To construct invariant operators, we have to learn how to construct P-homomorphisms from
J¯ k(V) to a P-module V′. The first thing to do is to understand what are the possibilities for
G0-homomorphisms. We shall concentrate on the situation when V is an irreducible P-module.
This implies that V is an irreducible G0-module and the nilpotent part acts trivially. Repre-
sentation theory offers enough tools to classify all G0-homomorphisms in this case. Any such
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homomorphism is equivalent to a projection of J¯ k(V) onto one of its irreducible components
and a decomposition of the tensor product J¯ k(V) = (⊗i g∗−1)⊗ V to irreducible components
is a standard problem studied in representation theory of semisimple Lie groups. In this section,
we shall prove some additional facts needed for a construction of P-homomorphisms and we
shall deal with a general complex semisimple Lie algebra g. Later on we shall use it for the
semisimple part gs0 = [g0,g0] of g0.
3.1. Notation. Let us consider a complex semisimple Lie algebra g with a Cartan subalgebra h,
a set1+ of positive roots and its subset S = {α1, . . . , αn} of simple roots. Using the Killing form
(· , ·), fundamental weights pi1, . . . , pin are defined by (α∨i , pij ) = δi j , where α∨i = 2αi/(αi , αi ).
The (closed) dominant Weyl chamber C is given by linear combinations of fundamental
weights with nonnegative coefficients, let C denote its interior. Finite dimensional complex
irreducible representations of g are characterized by their highest weights λ, which lie in the
weight lattice 3+ = {∑ λipii ; λi > 0, λi ∈ Z}. The corresponding representation will be
denoted by (λ,Vλ) but the action λ(X)v, X ∈ g, v ∈ Vλ will be often written simply as X ·v, if
the representation is clear from the context. The set of all weights of V will be denoted by5(V).
Any weight λ ∈ h∗ can be characterized by its coefficients λj = (λ, α∨j ). In particular,
the simple roots αi have coefficients ai j = (αi , α∨j ), where ai j is the Cartan matrix of the Lie
algebra g, which is encoded into its Dynkin diagram. Consequently, the reflection σi (λ) =
λ − (λ, α∨i )αi with respect to a simple root αi changes coefficients λj of λ into coefficients
λj − λi ai j . Due to properties of the Cartan matrix, the coefficient λi changes to −λi and (if no
multiple edges of the Dynkin diagram are involved), the coefficient λi adds to neighboring
coefficients λj (for which ai j = −1).
The reflections σi generate the Weyl group W . For ρ =
∑
i pii , we shall denote by · the affine
action of W on weights defined by w · λ = w(λ+ ρ)− ρ.
In our applications of the theory, we shall mostly need the case of a simple Lie algebra g. The
only exception will be the Grassmannian case, where our Lie algebra g will have two simple
parts g1⊕g2. Note that in this case, the Cartan subalgebra h splits also into h1⊕h2, all weights
can be written as couples λ = (λ1, λ2) and the representation Vλ is the tensor product Vλ1⊗Vλ2 .
The Killing form splits as well: (λ, µ) = (λ1, µ1)+ (λ2, µ2). The Weyl group W is the direct
product W1 ×W2 of the Weyl groups of g1 and g2.
3.2. Klimyk’s algorithm. There is a useful and explicit algorithm for the decomposition of
the tensor product of two irreducible representations of a simple Lie algebra g into irreducible
components, based on the Klimyk formula (see [22, Sec. 24, Ex. 9]).
For any weight ξ ∈ h∗, let {ξ} denote the dominant weight lying on the orbit of ξ under the
Weyl group. If {ξ} ∈ C, then there is the unique w ∈ W such that {ξ} = wξ . Let t (ξ) be equal
to the sign of w in this case and zero otherwise.
Suppose moreover that we know the list5(µ) of all weights of the irreducible representation
Vµ with the highest weightµ, including their multiplicities mµ(ν), for ν ∈ 5(µ). Let Vλ denote
the irreducible representation of g with the highest weight λ. Then the Klimyk formula implies
that it is sufficient to go through the list 5(µ), write a formal sum∑
ν∈5(µ)
mµ(ν)t (λ+ ρ + ν)V{λ+ρ+ν}−ρ
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of irreducible representations and to add together coefficients at representations with the same
highest weight. The resulting coefficients are always non-negative and give the multiplicity of
the corresponding representation in the decomposition. Note that some cancelations happen
often.
3.3. The decomposition of a tensor product of representations. There are certain facts known
for a general case of a tensor product of two irreducible representations Vλ and Vµ with highest
weights λ andµ. For example, the highest weight ξ of an irreducible piece in the decomposition
of the product Vλ⊗Vµ has always form ξ = λ+ν, ν ∈ 5(µ) (see [17, p. 425]). But in general,
we know nothing about its multiplicity, it can be zero, one or bigger.
In the product Vλ ⊗ Vµ, there is always an irreducible piece with the highest weight λ+ µ
and it appears with multiplicity one. This special irreducible component is standardly denoted
by Vλ £Vµ, and called the Cartan product of Vλ and Vµ. If eλ, resp. eµ, are weight vectors for
highest weights λ, resp. µ, then eλ⊗ eµ is a weight vector with the weight λ+µ. Consequently,
£k V ⊂⊙k V.
The following general fact is much more difficult to verify. The recently proved Parthasarathy–
Rao–Varadarajan (PRV) conjecture (see [27]) claims that for any w ∈ W , the module V{λ+wµ}
with the extremal weight λ+ wµ occurs in Vλ ⊗ Vµ with multiplicity at least one.
In the case that one representation in a tensor product is in a suitable sense small, we can say
more about the decomposition. In particular, there will be no multiplicities in the product for
such cases. This is a substantial information needed in applications below. The simplest case is
the following theorem.
Theorem. Let µ be such that all weights ν ∈ 5(µ) have multiplicity one. Let us suppose
moreover that the coefficients of all weights ν ∈ 5(µ) with respect to fundamental weights are
> −1. Then for any λ ∈ 3+, we have
Vµ ⊗ Vλ =
∑
τ∈A
Vτ ,
where A is the set of all weights of the form τ = λ+ν, ν ∈ 5(µ), which belong to the dominant
Weyl chamber C. There are no multiplicities in the decomposition.
Proof. The coefficients in the decomposition of any weight λ ∈ 3+ into fundamental weights
are, by definition, all nonnegative. The weight ρ has all coefficients equal to 1. Our assumptions
above imply that for all weights ν ∈ 5(µ), the sum ρ+ ν belongs to C, hence λ+ρ+ ν ∈ C as
well. So no action of elements w ∈ W is needed, {λ+ ρ + ν} − ρ = λ+ ν for all ν ∈ 5(Vµ)
and no cancelations or multiplicities in the decomposition of the tensor product can occur. The
weight λ+ ν appears in the decomposition (with nonzero coefficient) if and only if λ+ ρ + ν
belongs to the interior C, i.e., if and only if λ+ ν ∈ C. ¤
The theorem just proved will be sufficient in most cases needed below. In two of them, we
shall however need a case when some of components of weights will be equal to −2. We are
going to prove the multiplicity one result for this case under a suitable additional assumption.
In some particular cases (e.g., in two cases needed below, see Appendix A), it is possible to
describe the set A in the decomposition more precisely, but we shall not need to formulate such
results in general.
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Theorem′. Suppose that µ is such that all weights ν ∈ 5(µ) have multiplicity one. Let us
suppose moreover that for all weights ν ∈ 5(µ), ν = ∑i νipii , the following conditions are
satisfied
(1) νi > −2 for all i ;
(2) there exists at most one index i such that νi = −2 and if it happens, we suppose moreover
that for all j 6= i , νj > 0 and ai j > −1 (the last condition means that the i th node of the
corresponding Dynkin diagram is not at the foot point of a double arrow).
Then for any λ ∈ 3+, we have
Vµ ⊗ Vλ =
∑
τ∈A
Vτ ,
where A ⊂ ({λ + ν | ν ∈ 5(µ)}) ∩ C is some subset and there are no multiplicities in the
decomposition.
Proof. For all weights ν with the property νj > −1 for all j we get as above that λ+ν+ρ ∈ C,
hence no reflections are needed and Vλ+ν appears in the formal sum coming from the Klimyk
formula if and only if λ+ ν ∈ C.
Let us consider a weight ν with the property that νi = −2. The assumptions of the theorem
imply that (λ+ν+ρ)j > 1, j 6= i , and (λ+ν+ρ)i = λi−1. If λi > 0, then again λ+ν+ρ ∈ C
and no reflection is needed.
If, however, λi = 0 then the weight λ+ ν+ ρ is not in C. Let w ∈ W is the simple reflection
with respect to i th simple root, then (λ+ν+ρ)i = −1 and (w (λ+ν+ρ))i = 1. For j 6= i such
that ai j = 0, the coefficient (λ+ν+ρ)j is not changed under the reflection, hence is nonnegative.
If j 6= i such that ai j = −1, then (w (λ+ ν + ρ))j = (λ+ ν + ρ)j − 1 > ρj − 1 = 0, hence
also these coefficients are nonnegative. Consequently, w (λ + ν + ρ) ∈ C and the irreducible
representation Vw (λ+ν+ρ)−ρ will appear in Klimyk’s formal sum with coefficient −1.
All terms in the formal sum coming from the weights ν with the property λ+ ν + ρ ∈ C are
distinct and with multiplicity one. All others are coming with the coefficients−1, hence they are
necessarily canceled by some of previous ones. Hence all terms in the result have multiplicity
one and their highest weights are contained in {µ = λ+ ν, ν ∈ 5(µ)} ∩ C. ¤
3.4. Multiple decompositions. We shall also have to understand irreducible components of
a more complicated tensor product (
⊗k Vµ) ⊗ Vλ. For k > 1, there is no hope to get a
multiplicity one result as before. As a consequence, only isotypic components of the product
will be unambiguously defined and the complete splitting into irreducible components will
depend on arbitrary choices. We shall show now that the results of the previous paragraph
can be used for a classification of the pieces in the decomposition and for a construction of a
distinguished decomposition useful for more detailed computations in following sections.
Let g is a semsimple Lie algebra and Vµ its irreducible representation having the following
property: for all λ ∈ 3+, there exists a set Aλ such that Vµ ⊗ Vλ =
∑
λ1∈Aλ Vλ1 and there are
no multiplicities in the decomposition.
Then the decomposition can be iterated as follows. The product
2⊗
(Vµ)⊗ Vλ = Vµ ⊗
( ∑
λ1∈Aλ
Vλ1
)
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can be again decomposed in the same way as∑
λ1∈Aλ
∑
λ2∈Aλ1
Vλ2,λ1,
where the double index of Vλ2,λ1 indicates how this particular component was obtained in the
decomposition. By repeating this process, it is clear that the product
⊗k
(Vµ) ⊗ Vλ can be
completely decomposed into irreducible components, each one being labeled by a sequence
λ = (λk, λk−1, . . . , λ1, λ) which records the way how this component was obtained through
the process of successive decompositions. The final highest weight λk may appear many times
and its precise position in the isotypic component is fixed by the whole sequence recording its
history. Hence for a fixed λ, we shall define the set Ak(λ) of all such sequences, i.e.,
Ak(λ) =
{
λ = (λk, λk−1, . . . , λ1, λ0)
∣∣ λ0 = λ, λj ∈ Aλj−1; j = 1, . . . , k}.
Then
k⊗
(Vµ)⊗ Vλ =
∑
λ∈Ak(λ)
Vλ.
Together with the final irreducible component Vλ, we shall use also for computations all in-
termediate components given by Vλj , λj = (λj , . . . , λ0) in
⊗ j
(Vµ) ⊗ Vλ, together with the
corresponding invariant projections piλj .
There is one important question connected with such a decomposition, namely to find a po-
sition of the above mentioned components with respect to the splitting of
⊗ j
(Vµ) ⊗ Vλ into
a direct sum of
⊙ j
(Vµ)⊗ Vλ and its invariant complement. Such a knowledge would help to
decide whether invariant operators obtained by the projection to the corresponding components
in the decomposition will have nontrivial symbol or not. We shall answer this question in the
case we need in the next paragraph.
3.5. Multiplicity one components. There are special pieces in the decomposition of
⊗ j
(Vµ)⊗
Vλ which always appear with multiplicity one. Even more, we shall be able to show that they must
be included in£ j (Vµ)⊗Vλ,where£ denotes the Cartan product of irreducible representations
(cf. 3.3), hence their symbol will be nontrivial.
Theorem. Let λ,µ ∈ 3+. Let ν be an extremal weight of Vµ (i.e., it belongs to the Weyl orbit
of the highest weight µ). Let k be a positive integer such that λ+ kν is dominant.
Then there is a unique irreducible component in
⊗k
(Vµ)⊗Vλ with highest weight τ = λ+kν.
Moreover, the component Vτ is contained in£k(Vµ)⊗ Vλ.
Proof. The product
⊗k
(Vµ)⊗Vλ can be decomposed into the sum of Vλ as described above.
All these chains λ can be considered as piecewise linear paths in the dominant Weyl chamber
composed from the straight segment with directions given by weights of Vµ. If we are going
straight on k times in the same direction given by an extremal weight of Vµ, no other path can
reach the same point τ = λ + kν (extremal weights have extremal lengths). This implies the
uniqueness of the component.
To prove the existence, note that the weight kν is an extremal weight of£k(Vµ). Hence we
can use the PRV conjecture to show that Vτ appears in the decomposition of£k(Vµ)⊗Vλ. ¤
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3.6. Partial projections. Let us recall that we always have £k(V) ⊂⊙k(V) and that £k(V)
coincides with[ 2
£(V)
]
£
[ k−2
£(V)
]
⊂
[ 2
£(V)
]
⊗
[ k−2
£(V)
]
.
As a corollary we get
Lemma. Denote by pi the projection of ⊗k(V) onto £k(V). Suppose that A is the invariant
complement of £2(V) in ⊗2(V) and piA is the corresponding projection. Then we have [A ⊗(⊗k−2
(V)
)] ∩ [£k(V)] = ∅, or equivalently
pi ◦ (piA ⊗ Idk−2 ) = 0.
3.7. The results above will be applied below in the following special case. Let g = g−1⊕g⊕g1
be a complex |1|-graded Lie algebra, cf. 2.1. The space g1 is an irreducible gs0-module which
is “small” enough, i.e., it satisfies assumptions of one of the theorems in 3.3. To check it, it is
necessary to inspect algebras g case by case. The list of them together with details needed for
the verification are collected in Appendix A.
Consequently, for any irreducible g0-module V, the tensor product g1 ⊗ V decomposes
into irreducible components without multiplicities and results of 3.5 and 3.6 can be used for
decompositions of the product
⊗k
(g1)⊗ V.
4. Casimir computations
4.1. Notation. For this section, we shall suppose that g = g−1⊕g0⊕g1 is a complex |1|-graded
simple Lie algebra. In general, a choice of |k|-graded structure on a complex simple Lie algebra
g is the same as a choice of its parabolic subalgebra. Any parabolic subalgebra is conjugated
to a standard one (i.e., one containing a chosen Borel subalgebra b ⊂ g). There is one to one
correspondence between standard parabolic subalgebras of g and subsets of the set S of simple
roots of g.
The |1|-graded structures on g exist only for four classical series and for E6 and E7 cases
and they are given by certain one-point subsets of S (Dynkin diagrams with the corresponding
simple root crossed are often used to denote the chosen parabolic subalgebra). We shall choose
numbering of the set S of simple roots so that the first simple root α0 is the crossed one (for
more information on |k|-graded Lie algebras see [4,33]).
There is a unique grading element E ∈ g0 satisfying [E, X ] = `X for X ∈ g`, ` = −1, 0, 1.
A Cartan subalgebra h ⊂ g can be chosen in such a way that E ∈ h, then h ⊂ g0. The set 1+
of positive roots for g can be chosen so that all root spaces for positive roots are included in
g0 ⊕ g1.
It is often useful to normalize an invariant form (· , ·) on g by the requirement (E, E) = 1 (see,
e.g., [8]). For the Killing form, B(E, E) = 2 dim g1, hence (X, Y ) = (2 dim g1)−1 B(X, Y ).
This normalized form (· , ·) induces nondegenerate invariant bilinear forms on g0 and g−1⊕g1,
and it identifies g1 and g−1 as dual spaces. Orthonormal bases and Casimir operators for g0
will be computed using this normalized form.
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The algebra g0 splits into 1-dimensional center a and a semisimple part gs0 = [g0,g0]
which has hs = h∩gs0 as a Cartan subalgebra. Then h = a⊕hs. Irreducible representations of
p = g0⊕g1 are trivial on g1. Every such representation is a tensor product of a one-dimensional
representation of a and an irreducible representation of gs0, which can be characterized by its
highest weight λ ∈ (hs)∗. For convenience, we shall consider (hs)∗ as a subset of h∗ of all
elements, which restrict to zero on a. Representations of a can be characterized by a (general-
ized) conformal weight w ∈ C . We shall say that a representation U of g0 has a (generalized)
conformal weight w, if E · v = wv, v ∈ U. The cotangent spaces of our manifolds are associ-
ated to the adjoint representation of g0 on g1, hence 1-forms will have (generalized) conformal
weight 1. An irreducible representation of g0 with a conformal weight w and highest weight
λ ∈ (hs)∗ will be denoted by Vλ(w).
Let {Ya}, a = 0, 1, . . . , be an orthonormal basis of g0 with respect to the form (· , ·). We may
choose it in such a way that Y0 = E ∈ a and {Ya′ }, a′ > 0 is an orthonormal basis for gs0. For
any representation V of gs0, the Casimir operator C(V) is defined by C(V) =
∑
a′>0 Ya′ ◦ Ya′ . It
is well known (see [H]) that if V is an irreducible representation with a highest weight λ, then
C(V) = (λ, λ+ 2ρ); ρ = 1
2
∑
α∈1+(gs0)
α.
As we have noticed already, our algebras gs0 are irreducible in all cases except the sl(n,C)
series, but even then the formula C(Vλ) = (λ, λ + 2ρ), ρ = (ρ1, ρ2) is still valid, see 3.1 for
the reasons.
4.2. Casimir computations. Suppose now that X ∈ g−1, Z ∈ g1 and let us consider an
irreducible g0-module Vλ(w), where λ ∈ h∗ is an integral dominant weight for gs0 and w ∈ C.
In the description of iterated invariant differentials, terms of type [Z , X ] · s, s ∈ Vλ(w), have
appeared very often (the · means here the action of an element of g0 under the representation
characterized by λ and w), (see 2.4). It is hence important to understand them better.
Recall that we identify g1 and (g−1)∗ using the scalar product (· , ·). The term [Z , X ] · s
defines a map from g1 ⊗ g−1 ⊗ Vλ(w) into Vλ(w), which can be interpreted also as a map
8 : g1 ⊗ Vλ(w)→ g1 ⊗ Vλ(w), defined by
8(Z ⊗ v)(X) := λ([Z , X ])v; Z ∈ g1, s ∈ Vλ(w), X ∈ g−1.
Let us choose bases {ηα}, resp. {ξα} of g−1, resp. g1, which are dual with respect to the scalar
product (· , ·). Due to
[Z , X ] · s =
∑
α
[
Z , (ηα, X)ξα
] · s = (∑
α
ηα ⊗ [Z , ξα] · s
)
(X),
we get
8(Z ⊗ s) =
∑
α
ηα ⊗ [Z , ξα] · s.
The map 8 is a g0-homomorphism (by direct computation or by the lemma below). Let
g1⊗Vλ(w) =
∑
µ Vµ(w+1) be a decomposition of the product of g0-modules into irreducible
components and let piλµ : g1 ⊗ Vλ(w) → Vµ(w + 1) be the corresponding projections. The
g0-homomorphism 8 acts as a multiple of the identity on each irreducible component, i.e.,
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there are constants c˜λµ ∈ R such that 8 =
∑
µ c˜λµpiλµ and we are going to describe a formula
expressing these constants in terms of the weights λ and µ.
4.3. Lemma. Let Vλ(w) be an irreducible representation of g0 and let g1 ⊗Vλ =
∑
µ Vµ be
a decomposition of the product into irreducible gs0-modules. Let α be the highest weight of g1
and let ρ be the half sum of positive roots for gs0. Then for all s ∈ Vλ(w),
8(Z ⊗ s)(X) = [Z , X ] · s =
∑
µ
(w − cλµ)piλµ(Z ⊗ s)(X),
where cλµ = − 12
[
(µ,µ+ 2ρ)− (λ, λ+ 2ρ)− (α, α + 2ρ)].
Proof. Let {ξν}, resp. {ην} be dual bases of g−1, resp. g1. The invariance of the scalar product
implies
[Z , ξν] =
∑
a
(
Ya, [Z , ξν]
)
Ya =
∑
a
([Ya, Z ], ξν)Ya,
8(Z ⊗ s) =
∑
ν
ην ⊗ [Z , ξν] · s =
∑
ν
ην ⊗
(∑
a
([Ya, Z ], ξν)Ya) · s
=
∑
a
[Ya, Z ]⊗ Ya · s.
Since Y0 = E , the first term in the sum is [Y0, Z ]⊗Y0 · s = w Z ⊗ s and for the rest we can use
the definition of the Casimir operator and its computation by means of highest weights, together
with ∑
a′
Ya′ Ya′ · (Z ⊗ s)
=∑a′(Ya′Ya′ · Z)⊗ s +∑a′ Z ⊗ (Ya′Ya′ · s)+ 2∑a′(Ya′ · Z)⊗ (Ya′ · s)
(notice · means the actions on different modules used in the formula). ¤
4.4. Example. Let us compute now a simple case of the formula above which will be needed
below. The special double commutator terms [[X, τ ], τ ] from 2.5 are appearing often in the
algorithm mentioned in 2.6. We want to decompose them into irreducible pieces.
Again, let α be the highest weight of g1 considered as gs0-module. By our conventions, it
has the conformal weight 1. The tensor square g1 ⊗ g1 decomposes always into symmetric
and antisymmetric parts. But the symmetric square decomposes in all but one cases into two
components (an exceptional case being projective structures, where is does not decompose).
For our purposes, it is sufficient to know that there is always a piece in the decomposition with
the highest weight 2α (the Cartan product of g1 with itself), denoted by g1 £ g1.
Lemma. Let g1 ⊗ g1 =
⊕3
i=1 Vαi be the decomposition into irreducible components with
Vα1 ' £2(g1) and Vα3 ' 32(g1) ( Vα2 is trivial in the projective case). Hence α1 = 2α. Then
there exist real numbers Ai , i = 1, 2, 3, such that
− 12
[[X, τ ], τ ](Y ) = 3∑
i=1
Aipii [τ ⊗ τ ](X, Y ),
where X, Y ∈ g−1; τ ∈ g1, and pii is the projection onto Vαi . For A1, we have A1 = 12(|α|2+1).
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Proof. This is the case Vλ = g1 of Lemma 4.3, so the numbers Ai are given by
Ai = − 12 [cααi − 1], i = 1, 2, 3.
In particular, cα,2α = − 12
[
(2α, 2α + 2ρ)− 2(α, α + 2ρ)] = −|α|2. ¤
In computations below, we shall use often the constant A1 but we shall see that its actual
value does not influence the explicit formula for standard operators, because the constant A1
will be absorbed by a renormalization of the deformation tensor 0.
5. P -module homomorphisms
Let us suppose, as in the previous section, that g is a complex |1|-graded Lie algebra,
p = g0 ⊕ g1 and V is a (complex) irreducible p-module. The algebra g0 splits into the sum of
the commutative 1-dimensional ideal a and the semsimple part gs0.
Using results obtained in the last two sections, it is possible to construct a broad class of
p-homomorphisms8 from J¯ kV to a P-module V′, where V′ is a suitable irreducible component
of the g0-module
⊗k
(g1)⊗ V. Let us recall that there is a unique grading element E ∈ a for
g and an invariant scalar product (· , ·) on g is normalized by the condition (E, E) = 1.
Before stating the corresponding result, we shall prove a simple auxiliary lemma. A surprising
and important fact coming from it is the independence of the constants cj+1 − cj of the chosen
representations.
5.1. Lemma. Let α be the highest weight of the gs0-module g1 and θ one of its extremal weights.
For any weight λ, let us define weights λj = λ+ jθ , j ∈ N, and numbers
cj = cλjλj+1 = − 12
[
(λj+1, λj+1 + 2ρ)− (λj , λj + 2ρ)− (α, α + 2ρ)
]
.
Then we have
(1) c0 = (α, ρ)− (θ, λ+ ρ);
(2) cj − cj−1 = −|α|2;
(3) ∑k−1j=0 cj = k[(α, ρ)− (θ, λ+ ρ)− (k − 1)/2|α|2].
Proof. By definition
c0 = − 12
(
(λ+ θ, λ+ θ + 2ρ)− (λ, λ+ 2ρ)− (α, α + 2ρ))
= (α, ρ)− (θ, λ+ ρ)− 12
(|θ |2 − |α|2).
The weight θ lies in the W -orbit of α, so they have the same norm, and (1) follows. Substituting
λj instead of λ, we get
cj = (α, ρ)− (θ, λ+ ρ)− j |θ |2
as well as the formula (2). Using cj = c0 − j |α|2, we get
k−1∑
j=0
cj =
k−1∑
j=0
(
c0 − j |α|2
) = k c0 − 12 k(k − 1)|α|2. ¤
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5.2. The algebraic criterion. We want now to prove that certain G0-homomorphisms are in
fact P-homomorphisms. In [11], the following algebraic condition for it was proved, but in
the case when the invariant scalar product (· , ·) was equal to the Killing form B(· , ·). If the
normalization of (· , ·) is different and if κ is a number such that B(· , ·) = κ(· , ·), then it is easy
to check that all terms in the lemma below are scaled uniformly by the constant κk , hence the
condition does not change.
Lemma. Let V and V′ be irreducible P-modules and 8 : J¯ k(V) → V′ be a g0-module
homomorphism whose restriction to ⊗k(g∗−1) ⊗ V ⊂ J¯ k(V) does not vanish. Let us choose
any invariant scalar product (· , ·) on g and let us use it to identify g1 with g∗−1. Then 8 is
a P-module homomorphism if and only if
(1) it factors through the projection pi : J¯ k(V)→⊗k(g∗−1)⊗ V;
(2) 8 vanishes on the image of ⊗k−1(g∗−1)⊗V in J¯ k(V) under the action of g1, i.e., for all
Z , Y1, . . . , Yk−1 ∈ g1, v ∈ V we have
8
(k−1∑
i=0
∑
β
Y1 ⊗ · · · ⊗ Yi ⊗ ηβ ⊗
([Z , ξβ] · (Yi+1 ⊗ · · · ⊗ Yk−1 ⊗ v))) = 0,
where ηβ and ξβ are dual bases of g1 and g−1 with respect to the scalar product (· , ·) and the
dot means the standard action of an element in g0 on the argument.
This criterion looks quite complicated. Using results of Section 4, we can use it to prove
easily the existence of a broad class of P-modules homomorphisms.
5.3. Corollary. Let Vλ be an irreducible gs0-module and let α be the highest weight of the
irreducible gs0-module g1.
Let us suppose that an extremal weight θ of g1 and an positive integer k is chosen in such a
way that µ = λ+ kθ is dominant. Let pi : ⊗k g1 ⊗ Vλ→ Vµ be the projection on the unique
irreducible component of the product with highest weight µ (see Theorem 3.5).
Then there is a unique value for the generalized conformal weight w such that pi defines a
P-homomorphism from J¯ k(Vλ(w)) to Vµ(w + k). The value of that conformal weight is given
by
w = (α − θ, ρ)− 12(k − 1)(|α|2 + 1)− (θ, λ),
where ρ is half the sum of positive roots for gs0.
Proof. Let us first recall the construction of the projection pi . If λk ′ = λ+ k ′θ , k ′ = 0, . . . , k,
the projections pik ′ , k ′ = 1, . . . , k, are defined inductively as the projections from g1 ⊗ Vλk′−1
onto the unique irreducible component Vλk′ with highest weight λk ′ . The projection pi is given
by the formula
pi
(
Z1 ⊗ · · · ⊗ Zk ⊗ v
) = pik(Z1 ⊗ pik−1(Z2 ⊗ · · ·pi1(Zk ⊗ v) · · · )),
where Z1, . . . , Zk ∈ g1, v ∈ Vλ.
To prove the theorem, we have to verify that with the choice of the weight w above, the
condition in Lemma 5.2 is satisfied. So we want to find w in such a way that for all Z , Z1, . . . ,
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Zk−1 ∈ g1, v ∈ Vλ,
pi
(k−1∑
i=0
∑
β
Z1 ⊗ · · · ⊗ Zi ⊗ ηβ ⊗
([Z , ξβ] · (Zi+1 ⊗ · · · ⊗ Zk−1 ⊗ v))) = 0,
where ηβ and ξβ are dual bases of g1 and g−1 with respect to the product (· , ·). Let us recall the
notation cj = cλj ,λj+1 from Lemma 5.1.
By Lemma 4.3, applied to elements from Vλk−1−i (w + k − 1− i), we have
pik−i
(∑
β
ηβ ⊗ pik−i−1
([Z , ξβ] · (Zi+1 ⊗ pik−i−2(· · · ⊗ pi1(Zk−1 ⊗ v) · · · ))))
= pik−i
(∑
β
ηβ ⊗
([Z , ξβ] · (pik−i−1(Zi+1 ⊗ pik−i−2(· · · ⊗ pi1(Zk−1 ⊗ v) · · · )))))
= (w + k − 1− i − ck−1−i )pik−i
(
Z ⊗ pik−i−1(Zi+1(· · · ⊗ pi1(Zk−1 ⊗ v) · · · ))
)
.
Due to the fact that all images of pi j belong to
⊙ j g1 ⊗ Vλ, j = 1, . . . , k, all elements
pi
(
Z1 ⊗ · · · ⊗ Zi ⊗ Z ⊗ Zi+1 ⊗ · · · ⊗ Zk−1 ⊗ v
); i = 0, . . . , k − 1
coincide. It is hence sufficient to find w so that
kw + 12 k(k − 1)−
k−1∑
j=0
ck−1− j = 0.
To get the value for w, it is sufficient to use Lemma 5.1 (note that |α| = |θ |). ¤
6. Standard operators
6.1. A construction of invariant operators. As described in Section 2, the P-module homo-
morphisms constructed in the last section define invariant differential operators. We can now
summarize the whole construction and the data needed for it. Let us return to the situation of
Section 2 with a given |1|-graded (real) simple Lie algebra g, the corresponding groups P ⊂ G,
G0, and a principal fiber bundle G over M with a given Cartan connection ω.
The complexification gC is a complex semisimple |1|-graded Lie algebra and gj = g ∩
gCj ; j = −1, 0, 1. Any (complex) irreducible P-module V is an irreducible g0-module as
well as gC0 -module. They are characterized by an integral dominant weight for (gs0)C and the
(generalized) conformal weight w. The tensor product g1 ⊗R V is isomorphic to gC1 ⊗C V, the
same is true for iterated tensor products. The space gC1 is an irreducible module for gs0 with a
highest weight α.
Suppose that we have chosen the following data: An irreducible module Vλ for gs0, a “direc-
tion” θ , which is an extremal weight of the gs0-module gC1 , and a positive integer k, such that
µ = λ+ kθ ∈ 3+.
Letpi be the projection to the unique irreducible component of thegs0-module
⊗k g1⊗Vλ with
the highest weight µ = λ+ kθ (cf. Theorem 3.5), and let w be the corresponding (generalized)
conformal weight from Corollary 5.3. Then the operator
D ≡ D(λ, θ, k) = pi ◦ (∇ω)k : C∞(P, Vλ(w))P → C∞(P, Vµ(w + k))P
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is an invariant differential operator of order k.
6.2. Standard operators. We have defined above a certain class of operators which were proved
to be invariant. There is a traditional division of invariant operators into two classes—standard
and nonstandard ones. We would like to show now that the operators constructed above include
almost the whole class of so called standard operators.
(Fundamental) standard operators were originally defined in the homogeneous situation (on
generalized flag manifolds G/P, with G complex simple and P parabolic). In the Borel case,
the classification of all invariant differential operators was given (in the dual language of homo-
morphism between Verma modules) by Bernstein, Gelfand and Gelfand, see [5]. They are all
defined uniquely by their source and target (up to a constant multiple) and they are precisely all
operators forming the so called BGG resolutions. For a general parabolic, the BGG resolutions
are also well known but the class of invariant operators corresponding to individual arrows
in them—they are called (fundamental) standard operators—is no more the complete set of
invariant operators. There exist also the so called non-standard operators. To show a relation of
our invariant operators D(λ, θ, k) to the standard operators, we need just their following simple
property (more details can be found, e.g., in [4,20]).
Suppose that a Cartan subalgebra h in gC and the set of simple roots is chosen in such a way
that E ∈ h and that all positive spaces are contained in gC0 ∪ gC1 . Irreducible representations
of gC0 can be characterized by their highest weight, considered as an element in h∗, such that
its restriction to (h)s = h ∩ (gC0 )s is dominant. This carries information both on the highest
weight for (gC0 )s and on a generalized conformal weight. For any such 3 ∈ h∗, the symbol V3
denotes a homogeneous bundle given by the irreducible representation of gC0 , corresponding
to this highest weight. The Weyl group W of gC has a structure of a directed graph which is
directly related to existence of invariant operators.
The property we need is the following. If D : 0(V3) → 0(V3′) is a standard invariant
operator, then there is a positive root 2 for gC such that σ2(3 + 1) = 3′ + 1, where σ2 is
the reflection with respect to 2 and 1 is a half-sum of positive roots for gC. Consequently, we
have also |3+1|2 = |3′ +1|2. Before going further, we need two simple auxiliary lemmas.
6.3. Lemma. Let g be a complex |1|-graded Lie algebra, S = {αi }mi=0 the set of its simple
roots with its numbering chosen in such a way that α0 is the crossed simple root. Let {pii } be the
corresponding set of fundamental weights. Then we have
(1) If 3 is the highest weight of an irreducible g0-module V, then its conformal weight is
equal to w = 3(E).
(2) The root space gα belongs to gj , j = −1, 0, 1, if and only if a0 = j , where ai are
coefficients in the decomposition α =∑mi=0 aiαi .
(3) For any weight3 ∈ h∗, we have (pi0,3) = 12 |α0|23(E),where E is the grading element.
(4) Let us consider two weights3,3′ and a number a such that |3|2 = |3′|2, |3+ api0|2 =
|3′ + api0|2 and (3−3′, pi0) 6= 0. Then a = 0.
Proof. (1) Ifv is a highest weight vector for V, then E ·v = 3(E)v,but by definition E ·v = w v.
(2) This is a special case of a simple general statement valid for all |k|-graded Lie algebras.
The reason is that all simple roots but α0 are in g0, while α0 generates g1.
(3) There is an element H ∈ h such that (pi0,3) = 3(H) for all 3 ∈ h∗. Then for all
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j = 1, . . . ,m, we have 0 = (pi0, α∨j ) = α∨j (H), where α∨j = 2αj/|αj |2. The element H is
orthogonal to all roots of g0, hence it is a multiple of E (which has the same property). To check
the multiple, it is sufficient to note that α0(E) = 1, because the conformal weight for g1 is 1.
(4) The last property follows from
|3+ api0|2 − |3′ + api0|2 = 2a(3−3′, pi0). ¤
As a consequence, we get the following interesting fact.
6.4. Lemma. In the setting of 6.1, let λ, λ′ be two dominant integral weights for gs0. Suppose
that there are two nontrivial standard invariant differential operators D, D˜ of order k > 0 such
that
D : 0(Vλ(w))→ 0(Vλ′(w + k)); D˜ : 0(Vλ(w˜))→ 0(Vλ′(w˜ + k)).
Then w = w˜.
Proof. Let 3, 3′, 3˜, 3˜′ be in turn highest weights from h∗ for irreducible representations
Vλ(w), Vλ′(w + k), Vλ(w˜), Vλ′(w˜ + k).
If 1 is the half-sum of positive roots for g, then existence of D, D˜ implies (see 6.2) that
|3+1|2 = |3′ +1|2; |3˜+1|2 = |3˜′ +1|2.
The differences 3˜−3, 3˜′ −3′ annihilate hs, hence there are numbers a, a′ such that 3˜−3 =
api0; 3˜′ −3′ = a′pi0. But
api0(E) = (3˜−3)(E) = w˜ − w = (3˜′ −3′)(E) = a′pi0(E),
hence a = a′. Moreover, (3 − 3′)(E) = k > 0, hence (3 − 3′, pi0) 6= 0. Now, Lemma 6.3
implies that a = 0. ¤
6.5. Theorem. Let D be a standard invariant differential operator acting between sections of
V3 and V3˜. Let 2 ∈ h∗ be a positive root of g such that 3˜ + 1 = σ2(3 + 1). Denote by θ
the restriction of 2 to hs and by λ the restriction of 3.
Then θ is a weight of gs0-module g1 and the number k = −2(3+1,2)/(2,2) is a positive
integer.
If moreover the weight θ is an extremal weight of g1, then the operator D(λ, θ, k) defined
in 6.1 coincides (up to a multiple) with the operator D on sections of the homogeneous bundle V3.
Proof. The root 2 is a positive root of g. Consequently, the value of 2(E) is either 0 or 1. By
the properties of standard operators (see 6.2), we have
3˜−3 = k2,
where k = −2(3+1,2)/(2,2) must be an integer. Because any differential operator must
increase (generalized) conformal weight (which is given by evaluation of the highest weight
on E), the value 2(E) cannot vanish. Hence 2(E) = 1 and k > 0.
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If we denote by λ, resp. λ˜, the restrictions of3, resp. 3˜ to hs, then we have also the relation
λ˜ = λ+ kθ.
Hence the operators D and D(λ, θ, k) act between the same gs0 bundles and they are both
invariant. By Lemma 6.4, their conformal weights coincide as well. Now, the standard operators
are completely defined by their domains and targets up to multiples, see [6], and D and D(λ, θ, k)
differ at most by a constant multiple. ¤
6.6. Remark. We have just seen that our construction gives all standard invariant operators for
those AHS structures, for which the set of weights of gC1 is just one orbit of the Weyl group.
This is true for all cases with two exceptions—the odd dimensional conformal case and the
symplectic case.
There is indeed an exceptional set of standard operators for AHS structures which do not
have a simple description of the form D(λ, θ, k) constructed above. A typical example is the
case of odd conformal structures and the operators in the middle of the BGG resolution. These
are operators acting between sections 0(Vλ(w)) and 0(Vλ(w′)). The representation Vλ of
the semisimple part of G0 is the same for the source and the target, they differ only by their
conformal weights. They correspond to the case of operators (λ, θ, k), where θ is the zero weight
of g1. In this case, however, the isotypic component Vλ appears in
⊗k
(g1) ⊗ Vλ with higher
multiplicities.
In general, the BGG sequence of a representation V of g can be realized using the twisted
(V-valued) de Rham sequence. In the particular case of the BGG sequence of the basic spinor
representation S of g = Spin(2n + 2,C), the middle operator corresponds to a second order
operator D between 0(Vλ( 12 n−1)), and 0(Vλ( 12 n+1)), where λ = ( 32 , . . . , 32). There are three
pieces in the decomposition of the tensor product
⊗2
(g1)⊗0(Vλ), corresponding to sequences
of weights (λ, σ, λ) with σ1 = ( 52 , 32 , . . . , 32); σ2 = ( 32 , . . . , 32); σ3 = ( 32 , . . . , 32 , 12). It can be
shown by methods described in [13,3], (see also [29]) that the corresponding standard operator
is given by pi ◦ (∇γ )2, where the projection pi is equal to pi = pi2 + 14pi3, where pij are defined
as projections to irreducible pieces corresponding to the sequences with σj . The form of the
operator D is hence more complicated, it has the form
D t = pi2
[
(∇γ )2t − 120 ⊗ t
]+ 14pi3[(∇γ )2t − 20 ⊗ t].
So it is clear that its formula has no more the simple universal form D t = pi((∇γ )2t + 0 ⊗ t)
of the second order standard operators deduced below, see 7.11.
7. Explicit formula for standard operators
7.1. Obstruction and correction terms. An algorithm for computation of (∇ω)k in terms of the
principal connection∇γ and its deformation tensor0 was given in [11, Sec. 4.], The formula for
obstruction terms (important for existence proofs) as well as for correction terms (important for
explicit description of operators) become quickly very complicated. Using explicit description
of the homomorphism8 in Section 4 by means of Casimir operators, it is possible to simplify the
algorithm substantially and to get quite explicit formula for the coefficients in general correction
terms for the invariant operators constructed in the previous section. It is quite remarkable that
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coefficients in the final formula for curvature correction terms do not depend on a choice of a
representation Vλ as well as on a choice of a particular AHS structure! They depend only on the
order of the operator.
Let us first simplify the algorithm given in [11]. Let k be a fixed integer and let us consider
an operator D = pi ◦ (∇ω)k , where the projection pi of ⊗k(gC1 ) ⊗ Vλ onto one of its irre-
ducible components is determined by a chain of dominant weights, as described in Section 3.
Knowing highest weights of all intermediate irreducible components in the chain of projec-
tions, Lemma 4.3 can be used to compute the values of the homomorphism 8 on all terms in
the algorithm. The same is true for the action of the double commutator term [[X, τ ], τ ] (see
Example 4.4). This makes it possible to evaluate, in principle, all terms in the expansion. But
the result is still quite complicated.
A considerable simplification in the algorithm can be achieved, if we restrict ourselves to the
symmetric case, i.e., if the image of pi is a subspace of
⊙k
(gC1 )⊗Vλ. Then many multiple tensor
products contained in various terms of the formula may be reordered and combined together.
Any term of the formula is then just a symmetric tensor product of a power of τ , suitable powers
of 0, its covariant derivatives and a covariant derivative of the section s.A problem to be solved
is whether there is a way how to compute effectively coefficients in the corresponding linear
combination of such terms.
An additional simplification can be achieved in the case when we know which summand in the
description of the action of the double commutator (Lemma 4.4) is really appearing in various
terms. Such information is available in the case of the operators D(λ, θ, k) constructed above. In
this case, we may use properties of the decomposition of the tensor product
⊗k
(gC1 )⊗Vλ proved
in Section 3 to get an explicit form of the operator. Before tackling the main Theorems 7.4 and
7.9, we discuss the low order cases.
7.2. The first order operators. Using results from [11, 2.4] and Lemma 4.3 we get immediately
the existence and an explicit form of the 1st order operators.
Corollary. Let Vλ be an irreducible representation of (gC0 )s and Vµ be an irreducible compo-
nent of the product g1 ⊗ Vλ. Let pi = piλµ be the corresponding projection. Then
pi(∇ω(p∗t)) = pi[p∗(∇γ t)+ (c0 − w)τ ⊗ t],
where c0 = cλµ are the constants from 4.3.
In particular, there is the unique valuew = c0 of the conformal weight for which the projection
defines a first order invariant operator D t = pi [p∗(∇γ )t].
Operators of this type were introduced in conformal case in paper [31] and are now standardly
called generalized gradients or Stein–Weiss operators (see, e.g., [7]). The result above was proved
in the conformal case by Fegan (see [16]). He gave the first systematic classification of such
operators. The theorem above treats completely all first order operators for all AHS structures
(note that in odd conformal case, the class of them includes also certain exceptional standard
operators of first order not covered by the class of operators D(λ, θ, k), e.g., the one in the
middle in the de Rham resolution).
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7.3. The second order operators. In a similar way, we can use the first order formula, the
algorithm leading in [11] to the formula in 2.5, and Lemma 4.2, in order to compute explicitly
the form of the second order invariant differential projected to an irreducible component given
by a sequence of dominant weights λ = (λ0, λ1, λ2). Let pi be the corresponding projection.
Corollary. Using notation of Example 4.4 and Lemma 5.1, we have
pi
[(
(∇ω)2(p∗t))] = pi[p∗((∇γ )2t)+ (c0 − w)0 ⊗ p∗t
+ (c0 − w)τ ⊗ p∗(∇γ t)+ (c1 − w − 1)p∗(∇γ t)⊗ τ
+ (c0 − w)(c1 − w − 1)τ ⊗ τ ⊗ t −
3∑
i=1
Aipii (τ ⊗ τ ⊗ t)
]
.
The most complicated term to compute is clearly the last one coming from the double
commutator term. To understand that term, one has to understand well the relation among the
chosen projection pi defined by the chain of weights λ and the projections pii coming from
the splitting g1 ⊗ g1 into symmetric and antisymmetric parts. We shall see that for operators
D(λ, θ, k), this relation can be understood and the formula above can be simplified further.
The operators D(λ, θ, 2) are invariant for a unique value for the (generalized) conformal
weight, cf. 6.1. It is immediate to check that it is just given by the requirement that the sum
of coefficients at terms linear in τ vanishes. It is also possible to verify directly that then the
coefficient at the term of second order in τ vanishes as well.
We shall now follow line of reasoning suggested in 7.1 and we shall develop an effective
procedure for explicit description of all operators D(λ, θ, k).
7.4. Theorem. Let A1 be the number defined in Example 4.4. The value of the operator
D(λ, θ, k)t (u) = pik ◦ ((∇ω)k(p∗t))(u) constructed in 6.1 expands into a sum of the form∑
ak, js0,...,smpik
[
τ j ¯ 0s0 ¯ (∇0)s1 ¯ · · · ¯ (∇m0)sm ¯∇ i t](u),
where the summation goes over j, si ∈ {0, 1, 2, . . . } such that
j +
m∑
i ′=0
si ′(i ′ + 2)+ i = k,
a
k, j
s0,...,sm ∈ R, τ(u) ∈ gC1 , and τ j =
⊙ j
τ,
[∇ i t](X1, . . . , Xi ) = p∗∇γXi . . .∇
γ
X1 t,
[∇`0](X, Y, X1, . . . , X`) =
[
p∗ ◦ ∇γX` . . .∇
γ
X1(0)
]
(X, Y ).
The expressions
Fkt (u) := pik
[
(∇ω)k(p∗t)](u) ∈ k⊙(gC1 )⊗ Vλ
are given by recursive formula
F0t (u) = p∗t (u),
Fk+1t (u) = [Sλ+τ ](Fkt (u))+ [S∇](Fkt (u))+ [S0](Fkt (u)).
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The individual transformations Sλ+τ , S∇ and S0 act as follows:
Sλ+τ
[
pik(τ
j−1 ¯ ωk− j+1)
] = (ck − k + ( j − 1)A1 − w)pik+1(τ j ¯ ωk− j+1 ⊗ t);
where ωk− j+1 ∈
⊙k− j+1
(gC1 )⊗ Vλ; ck = cλk ,λk+1; λk = λ+ kθ, j > 1;
S∇
[
pik
(
τ j ¯ 0s0 ¯ (∇0)s1 ¯ · · · ¯ (∇m0)sm ¯∇ i t)]
= s0
[
pik+1
(
τ j ¯ 0s0−1 ¯ (∇0)s1+1 ¯ · · · ¯ (∇m0)sm ¯∇ i t)]
+ · · · + sm
[
pik+1
(
τ j ¯ 0s0 ¯ · · · ¯ (∇m0)sm−1 ¯ (∇m+10)⊗∇ i t)]
+ [pik+1(τ j ¯ 0s0 ¯ (∇0)s1 ¯ · · · ¯ (∇m0)sm ¯∇ i+1 t)].
S0
[
pik(τ
j+1 ¯ ωk− j−1)
] = ( j + 1)pik+1(τ j ¯ 0 ¯ ωk− j−1);
where ωk− j−1 ∈
⊙k− j−1
(gC1 )⊗ Vλ.
Proof. In [11, 4.9], we have described an algorithm to inductively compute the difference
(∇ω)k(p∗t)− p∗((∇γ )kt) as a sum of correction and obstruction terms. Computing instead of
that difference the value of Fkt (u) := (∇ω)k(p∗t) inductively, the results of [11, 4.9] read as
follows: The expression Fkt (u), evaluated at k arguments from g−1, expands into a sum of
terms of the form
aλ(t1)(β1) · · · λ(ti )(βi )p∗(∇γ ) j t,
where a is a scalar coefficient, the β` are iterated brackets involving some arguments X` ∈ g−1,
the iterated covariant differentials (∇γ )r0 evaluated on some X ’s, and τ ’s. Exactly the first tj
arguments X1, . . . , Xtj are evaluated after the action of λ(tj )(βj ), the other ones appearing on
the right are evaluated before. For k = 1, we have
F1t (u)(X1) = p∗((∇γ )t)(u)(X1)+ [X1, τ ](p∗t)(u).
Inductively,
Fkt (u)(X1, . . . , Xk) =
(
λ(k−1)([Xk, τ (u)])Fk−1t (u)
)
(X1, . . . , Xk−1)
+ S˜τ (Fk−1t (u))(X1, . . . , Xk)
+ S˜∇(Fk−1t (u))(X1, . . . , Xk)
+ S˜0(Fk−1t (u))(X1, . . . , Xk),
where λ(k−1) is the obvious tensor product representation on
⊗k−1 g ⊗ Vλ and the individual
transformations S˜τ , S˜∇ , and S˜0 act as follows.
(1) The action of S˜τ replaces each summand aλ(t1)(β1) · · · λ(ti )(βi )p∗(∇γ ) j t by a sum with
just one term for each occurrence of τ where this τ is replaced by [τ, [τ, Xk]] and the coefficient
a is multiplied by −1/2.
(2) S˜∇ replaces each summand in Fk−1 by a sum with just one term for each occurrence of
0 and its differentials, where these arguments are replaced by their covariant derivatives ∇γXk ,
and with one additional term where (∇γ ) j t is replaced by ∇γXk ((∇γ ) j t).
(3) S˜0 replaces each summand by a sum with just one term for each occurrence of τ where
this τ is replaced by 0(u) · Xk .
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Now we are going to specialize these results to the case we are interested in here: Under the
assumptions of the theorem, which we want to prove, the image of the projectionpi is included in⊙k
(gC1 )⊗Vλ hence order of factors in the multiple tensor product does not matter. Consequently
all τ ’s can be shifted to the front of the product, derivatives of 0 can be reordered as indicated
above, and all derivatives of t can be put to the end of the expression. Terms ∇l0 can be hence
interpreted as elements of
⊙l+2
(gC1 )⊗ Vλ and ∇ i t can be substituted by its symmetrization in⊙i
(gC1 )⊗Vλ. We have already seen that the expression F1t has the required form (see 7.2). Using
Casimir operators, we can now express the algorithm described above in the following way.
Suppose (by induction) that the term Fk has already been written in the form given in the
theorem. The action of an element [Xk+1, τ (u)] on Fkt (u) can be computed by Lemma 4.3,
because we know that Fkt (u) belongs to the image ofpik , which is, by assumption, an irreducible
representation with the highest weight λk . The result is (ck − w − k)Fkt (u).
The action of S˜τ was a replacement of τ at all j−1 places in the expression by− 12 [τ, [τ, Xk]].
Applying the projection pi and using the result of Example 4.4 and 3.6, only the first part in
the decomposition of τ ⊗ τ survives and the result is the same term containing one more τ
multiplied by ( j − 1)A1. Adding both contributions, we get the action of Sλ+τ .
The action of S˜∇ is just a derivation and action of S˜0 is a substitution of 0 instead of τ , so
we arrive directly at the description of S∇ and S0 in the theorem.
The fact that Fk has the required form follows from the above description of the operators
Sλ+τ , S∇ , S0 by induction. ¤
Looking at the action of the individual transformations and at the form of the expansion, we
get immediately the following algorithm for the unknown coefficients.
7.5. An algorithm for expansion coefficients. The coefficients ak+1, js0,...,sm in Theorem 7.4 satisfy
the following recursive relations.
ak+1, js0,...,sm = (1− δj,0) ak, j−1s0,...,sm
(
ck − k + ( j − 1)A1 − w
)
+ ak, js0,...,sm
+ (1− δs0,0)( j + 1) ak, j+1s0−1,s1,...,sm
+ (1− δs1,0)(s0 + 1) ak, js0+1,s1−1,...,sm
+ · · · + (1− δsm ,0)(sm−1 + 1) ak, js0,...,sm−2,sm−1+1,sm−1.
7.6. Constants c˜k. In the algorithm above, the value ck−k+ j A1−w has frequently appeared.
It will be convenient to change the definition of constants cj and to define new shifted constants
c˜j instead. Let us define them by
c˜j = c0 − j A1.
Then ck − k + j A1 − w = c0 − k A1 − (k − j)A1 − w = c˜k − (k − j)A1 − w.
Note for future use that the differences c˜j − c˜k = (k − j)A1 are always multiples of A1.
7.7. Constants Bm(s0,...,sm). As the last item in the preparation of an explicit computation of the
coefficients in the expansion, we are going to define inductively the following parametric system
of constants Bns , where n > 0 is an integer, s = (s0, s1, s2, . . . ) is a sequence of non-negative
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integers with a finite number of nonvanishing elements. We shall often write s = (s0 . . . sm) by
cutting the sequence at the last nontrivial entry; (0) will denote the sequence (0, 0, . . . ). For
any finite sequence of integers s ,we shall use two integers |s|, [s] associated with s, defined by
|s| =
∞∑
0
si and [s] =
∞∑
0
si (i + 1).
Symbols σi , i = 0, 1, . . . , will be used for special sequences of integers defined by
σ0 = (1, 0, . . . ); σ1 = (−1, 1, 0, . . . ); σ2 = (0,−1, 1, 0, . . . ); . . .
Definition. Let c˜0, A1, andw, be any fixed real numbers and define c˜j , j ∈ N, by c˜j = c˜0− j A1.
A system of real numbers Bns , where n is a non-negative integer and s is a sequence of
non-negative integers with finite number of nonzero terms, is defined by induction with respect
to n + [s] as follows:
B00 = 1,
Bns = (1− δs0,0)(n + |s| − 1)(c˜n+|s|−2 − w)
[ n−1∑
l=0
Bls−σ0
]
+
∞∑
i=1
(1− δsi ,0)(si−1 + 1)
n−1∑
l=0
Bls−σi .
In the formula above, we use the convention that any sum
∑b
a . . . vanishes whenever a > b.
In the sequel, we shall use the B’s with the numbers A1 and c˜0 = c0 chosen as in 4.4 and 5.1,
respectively. Note that then the numbers Bns still depend implicitly on the value of the variable
w which plays the role of the conformal weight.
The induction above works fine, because the smallest possible value of n + [s] is achieved
only for n = 0, s = (0) and the value of B00 is fixed as 1 in advance. The inductive formula for
Bns clearly uses only B’s with a smaller value of n + [s].
Certain values of B’s are immediately clear from definition: Bn(0) = 0 for all n 6= 0 and
B0s = 0 for all s 6= (0). More generally, we get from the definition by induction (with respect
to n) that Bns = 0 for all n, s such that n < [s].
7.8. Basic properties of Bns . Before treating more complicated examples, we shall introduce
one more piece of notation. For a positive integer n, the symbol {n} will denote the number
{n} := n(c˜n−1 − w).
Later on, we shall consider values of these factors {n} at special values of conformal weight
w = c˜k−1, k ∈ N. Let us note already at this point that for this value of w the resulting number
depends linearly on A1 (see 7.6).
The case where |s| = 1. Using the shorthands {n}, we get immediately from the definition that
Bn(1) = {n}, for all n > 1,
Bn(2) = {n + 1}
n−1∑
l=1
{l}, for n > 2,
74 A. ˇCap, J. Slova´k, V. Soucˇek
while B1(2) = 0.
Similarly (by induction with respect to n), we get easily for any n > m + 1
Bn(m+1) = {n + m}
n−1∑
lm=m
{lm + m − 1}
lm−1∑
lm−1=m−1
{lm−1 + m − 2}
lm−1−1∑
lm−2=m−2
· · ·
l2−1∑
l1=1
{l1}
and Bn(m+1) = 0 for n = 0, . . . ,m. Clearly, the numbers Bn(m)|w=c˜k−1 are homogeneous of degree
m in A1 for each k ∈ N.
The case where |s| = 2. To understand the definition of Bns better, let us also consider the
numbers Bn(i j). Couples (i j) of non-negative integers can be considered as vertices of a graph
in the plane. These vertices will be connected with arrows of length 1 going horizontally right
and antidiagonal arrows of length
√
2 going up and left.
Any vertex in the lattice can be reached from (00) by one or more paths (lying completely
in the first quadrant). For every path to a vertex (i j), it is possible to deduce a contribution to
the value of Bn(i j) corresponding to this path from the algorithm defining B’s. The actual value
of Bn(i j) is then the sum of such contributions over all possible paths from (00) to (i j).
The situation for longer sequences s is similar. The numbers Bns play a principal role in
the evaluation of coefficients for standard operators, so we shall study them in more details in
Appendix B and we shall give an explicit formula for them there.
Using the very definition of B’s and the simple relations |s − σ0| = |s| − 1, |s − σi | = |s|,
for all i > 0, we get immediately by induction with respect to values of n and |s| the following
important fact.
Lemma. The numbers Bns evaluated at w = c˜k−1 are homogeneous of degree |s| in A1.
7.9. Formulae for expansion coefficients. Let k ∈ N be fixed. Suppose that j ∈ N and
s = (s0, s1, . . . , sm) is a finite sequence of non-negative integers such that j + [s] = j +∑m
i=0 si (i+2) 6 k. Let c˜i be the real numbers defined in 7.6 and Bns the numbers defined in 7.7.
Then we have the following theorem.
Theorem. The coefficients ak, js in the expression for D(λ, θ, k)t in 7.4 are given by the formula
ak, js :=
( k
j
)[ k−1∏
i=k− j
(c˜i − w)
][ k− j−|s|∑
l=0
Bls
]
, for all j > 1, (1)
ak,0s :=
k−|s|∑
l=0
Bls . (2)
Proof. The theorem will be proved by induction with respect to k, using the recursive relations
from 7.5.
Let k = 1. Then, according to Corollary 7.2, F1 = pi(∇t + (c˜0 − w)τ ⊗ t). The inequality
j +∑mi=0 si (i + 2) 6 1 is satisfied only for s = (0) and j = 0, 1. The relations (1) and (2) read
as a1,00 = B00 + B10 and a1,10 = (c˜0 −w)B00 . The definition of B’s yields B00 = 1, B10 = 0 which
proves the claim in this case.
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Suppose now that the theorem holds for some fixed k. Let us first prove the relation (2), i.e.,
suppose first j = 0. By inductive assumption and the recursive relations 7.5 for a’s, we get
ak+1,0s =
[ k−|s|∑
l=0
Bls
]
+ (1− δs0,0)
( k
1
)
(c˜k−1 − w)
[ k−|s|∑
l=0
Bls−σ0
]
+
m∑
i=1
(1− δsi ,0)(si−1 + 1)
[ k−|s|∑
l=0
Bls−σi
]
=
k+1−|s|∑
l=0
Bls,
where we use
Bk+1−|s|s = (1− δs0,0)k(c˜k−1 − w)
[ k−|s|∑
l=0
Bls−σ0
]
+
m∑
i=1
(1− δsi ,0)(si−1 + 1)
[ k−|s|∑
l=0
Bls−σi
]
.
For positive j , we get
ak+1, js =
( k
j − 1
) k−1∏
k− j+1
(c˜i − w)
[ k+1− j−|s|∑
l=0
Bls
]
(c˜k − w − (k − j + 1)A1)
+
( k
j
) k−1∏
k− j
(c˜i − w)
[ k− j−|s|∑
l=0
Bls
]
+ ( j + 1)(1− δs0,0)
( k
j + 1
) k−1∏
k− j−1
(c˜i − w)
[ k− j−|s|∑
l=0
Bls−σ0
]
+
m∑
i=1
(1− δsi ,0)(si−1 + 1)
( k
j
) k−1∏
k− j
(c˜i − w)
[ k− j−|s|∑
l=0
Bls−σi
]
=
( k + 1
j
) k−1∏
k− j+1
(c˜i − w)
[ k− j−|s|∑
l=0
Bls
]
×
[ j
k + 1(c˜k − w − (k − j + 1)A1)+
k − j + 1
k + 1 (c˜k− j − w)
]
+
( k + 1
j
) k−1∏
k− j+1
(c˜i − w)
[
Bk+1− j−|s|s
]
×
[ j
k + 1(c˜k − w − (k − j + 1)A1)+
k − j + 1
k + 1 (c˜k− j − w)
]
=
( k + 1
j
) k∏
k− j+1
(c˜i − w)
[ k+1− j−|s|∑
l=0
Bls1,...,sm
]
,
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where we have used the relations
Bk+1− j−|s|s = (1− δs0,0)(c˜k− j−1 − w)
k− j−|s|∑
l=0
Bls−σ0(k − j)
+
m∑
i=1
(si−1 + 1)(1− δsi ,0)
k− j−|s|∑
l=0
Bls−σi . ¤
7.10. Formulae for the operators D(l , q , k). Note that the form of the coefficients ak, js shows
immediately that all obstruction terms vanish at once for the valuew = c˜k−1 of the (generalized)
conformal weight. It confirms once more that the operators D(λ, θ, k) are invariant, indepen-
dently of the algebraic proof worked out in Section 5. Theorem 7.9 gives at the same time the
values of coefficients in the correction terms, i.e., the explicit form of the operators D(λ, θ, k).
It is sufficient to use 7.9(2) and to substitute there the corresponding value of w.
As a consequence of Lemma 7.8 and the definition of the constants ak,0s , it is clear that ak,0s are
homogeneous of degree |s| in A1. Hence the constants A1 can be absorbed into the definition of
the deformation tensor0 by introducing news tensors 0˜ := A10 and the resulting formula is uni-
form and universal for all AHS structures (for conformal structures, the constant A1 is equal to 1).
For practical calculations of curvature correction terms of standard operators, it is better to
first write down formulas for coefficients Bns , because they have the same form for all k. Having
k fixed, it is then easy to evaluate Bns at w = c˜k−1 and to get the necessary coefficients ak,0s .
Note, however, that for operators of order bigger than 10, it is better to implement the algorithm
on a computer, since the list of correction terms is going quickly to be unmanageable. We have
postponed the exposition of the general formula for Bns to Appendix B, but let us illustrate the
procedure by a few examples now.
In order to make the dependence on the order k and the corresponding fixed conformal
weight w explicit, we shall use the notation Bns (k), or {n}(k), for the numbers Bns , or {n},
evaluated with w = c˜k−1, respectively. Clearly {n}(k) = n(k − n)A1. The numbers Bns (k)
are simplified considerably, because the term c˜j−1 − w reduces to k − j . Note that after such
substitution, “symmetric” products { j} = j (k − j)A1 are appearing repeatedly in formulas
for Bns (k). This leads to further simplifications of the formula for some B(k)’s, for example
Bn(n)(2n) = [(2n − 1)!!]2.
7.11. Examples in low degrees. Let us recall that Bns = 0 for all n, s such that n < [s] and
Bn(0) = 0 for all n > 0. We have already seen special cases of the previous general formula:
Bn(1) = {n}, Bn(2) = {n + 1}
n−1∑
`−1
{`}.
The Example in Appendix B provides the coefficients
Bn(01) =
n−1∑
l=1
{l}, Bn(001) =
n−1∑
l ′=2
l ′−1∑
l=1
{l},
Bn(11) = 2
n−1∑
l ′=2
{l ′ + 1}
l ′−1∑
l=1
{l} + {n + 1}
n−1∑
l ′=2
l ′−1∑
l=1
{l}.
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We denote by 0˜ here the corrected tensor A10 and we compute the universal formula for
the operators D(λ, θ, k) independently of the choice of AHS structure and the data λ, θ for
low values of k. The projection pi denotes as before the projection onto the unique irreducible
component Vµ in
⊗k
(gC1 ) ⊗ Vλ, the operator D is written using the conventions set up in
Theorem 7.4, and we write aks instead of ak,0s . Note that by formula (2) of Theorem 7.9 we have
ak(0) =
∑k
l=0 B
l
(0) = B0(0) = 1.
The case k = 2. Here we only need the coefficients a2(0) = 1 and
a2(1) = B1(1) = {1}(2) = 1.
Hence
D(λ, θ, 2)t = pi [∇2t + 0˜ ⊗ t].
The case k = 3. We need the 3 coefficients a3(0) = 1,
a3(1) = B1(1) + B2(1) = {1} + {2} and a3(01) = B2(01) = {1}.
Using {1}(3) = 2, {2}(3) = 2, we get
D(λ, θ, 3)t = pi [∇3t + 40˜ ⊗ (∇t)+ 2(∇0˜)⊗ t].
The case k = 4. Now, we need 5 coefficients: a4(0) = 1 and
a4(1) = B1(1) + B2(1) + B3(1) = {1} + {2} + {3}, a4(2) = B2(2) = {3}{1},
a4(01) = B2(01) + B3(01) = 2{1} + {2}, a4(001) = B3(001) = {1}.
Hence, using again {n}(k) = n(k − n)A1, we get
D(λ, θ, 4)t = pi[∇4t+100˜⊗ (∇2t)+10(∇0˜)⊗ (∇t)+90˜⊗ 0˜⊗ t+3(∇20˜)⊗ t].
The case k = 5. Here we need 7 coefficients: a5(0) = 1, and
a5(1) = B1(1) + · · · + B4(1) = {1} + {2} + {3} + {4},
a5(2) = B2(2) + B3(2) = {3}{1} + {4}({1} + {2}),
a5(01) = B2(01) + B3(01) + B4(01) = 3{1} + 2{2} + {3},
a5(001) = B3(001) + B4(001) = {1} + (2{1} + {2}),
a5(0001) = B4(0001) = {1},
a5(11) = B3(11) = 2{3}{1} + {4}{1}.
Hence we get
D(λ, θ, 5)t = pi [∇5t + 200˜ ⊗ (∇3t)+ 30(∇0˜)⊗ (∇2t)+ 640˜ ⊗ 0˜ ⊗ (∇t)
+ 18(∇20˜)⊗ (∇t)+ 4(∇30˜)⊗ t + 640˜ ⊗ (∇0˜)⊗ t].
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As a further illustration we include the final formula in order seven. Here we use the concate-
nation of the symbols instead of the tensor products and we omit the projection pi
∇7t + 560˜∇5t + 140(∇0˜)∇4t + 168(∇20˜)∇3t + 784(0˜)2∇3t
+ 23520˜(∇0˜)∇2t + 112(∇30˜)∇2t + 2304(0˜)3∇t + 1180(∇0˜)2∇t
+ 14080˜(∇20˜)∇ t + 40(∇40˜)∇t + 708(∇0˜)(∇20˜)t + 3120˜(∇30˜)t
+ 3456(0˜)2(∇0˜)t + 6(∇50˜)t.
Appendix A
For explicit description of all weights in the representation g1 in individual cases, we shall
use results gathered in [17]. The facts which are not proved below can be found there.
A.1. Conformal case, even dimension. Here gC = so(2n + 2,C), (gC0 )s = so(2n,C). Let
L1, . . . , Ln be the standard basis for the dual of the Cartan subalgebra. The fundamental weights
pii , i = 1, . . . , n are given by relations
pii = L1 + · · · + Li , i = 1, . . . , n − 2;
pin + pin−1 = L1 + · · · + Ln−1;
pin − pin−1 = Ln.
The dimension of g1 is 2n and the list of all weights of g1 (all with multiplicity one) is given
by {±Li ; i = 1, . . . , n}. In terms of fundamental weights, we get
L1 = pi1;
Li = pii − pii−1, i = 2, . . . , n − 2;
Ln−1 = pin + pin−1 − pin−2;
Ln = pin − pin−1.
Hence all coefficients in the decompositions are in absolute values at most one. All weights of
g1 belong in this case to the same orbit of the Weyl group.
A.2. Conformal case, odd dimension. Here gC = so(2n + 3,C), (gC0 )s = so(2n + 1,C).
Let L1, . . . , Ln be the standard basis for the dual of the Cartan subalgebra. The fundamental
weights pii , i = 1, . . . , n are given by relations
pii = L1 + · · · + Li , i = 1, . . . , n − 1;
pin = 12 [L1 + · · · + Ln−1].
The dimension of g1 is 2n + 1 and the list of all weights of g1 (all with multiplicity one) is
given by {0; ±Li ; i = 1, . . . , n}. In terms of fundamental weights, we get
L1 = pi1;
Li = pii − pii−1, i = 2, . . . , n − 1;
Ln = 2pin − pin−1.
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So it not true in this case that all weights of g1 have coefficients (with respect to fundamental
weights) in absolute value less or equal to 1. There are two orbits of the Weyl group in the set of
all weights of g1. All nonzero weights form the first orbit and the zero weight the second one.
A.3. Grassmannian case. Here gC = Ap+q+1, (gC0 )s = Ap × Aq . This is the only case,
where (gC0 )s is not a simple Lie algebra. Irreducible representations Vλ,λ′ of (gC0 )s are just
tensor products Vλ ⊗ Vλ′ of two irreducible representations Vλ, resp. Vλ′ of Ap, resp. Aq . To
decompose the product Vλ,λ′ ⊗g1 means to decompose individual products Vλ⊗V and Vλ′ ⊗V ′,
where V , resp. V ′ are defining representations of both parts of (gC0 )s and then to multiply both
decompositions.
So it is sufficient to study just the case An. Let us consider the algebra An = sl(n+1,C). Let
L1, . . . , Ln+1 be the canonical basis forCn+1 .The dual of the Cartan subalgebra can be identified
with the quotient {(Li ) ∈ Cn+1}/{
∑n+1
i=1 Li = 0}. The fundamental weights pii , i = 1, . . . , n
are given by relations
pii = L1 + · · · + Li , i = 1, . . . , n.
The dimension of the defining representation V of sl(n+1,C) is n+1 and the list of all weights
of g1 (all with multiplicity 1) is given by {±Li ; i = 1, . . . , n + 1}. In terms of fundamental
weights, we get
L1 = pi1;
Li = pii − pii−1, i = 2, . . . , n;
Ln+1 = −pin.
Hence all coefficients in the decompositions are in absolute values at most one. All weights
of g1 belong in this case to the same orbit of the Weyl group.
A.4. Symplectic case. Here gC = sp(2n,C), (gC0 )s = sl(n,C), hence the algebra (gC0 )s is
again of type Ak . Let L1, . . . , Ln be the canonical basis for the defining representation V = Cn .
The dual of the Cartan subalgebra is identified with the quotient {(Li ) ∈ Cn}/{
∑n
i=1 Li = 0}.
The fundamental weights pii , i = 1, . . . , n − 1 are given by relations
pii = L1 + · · · + Li , i = 1, . . . , n − 1.
In this case, the representation g1 of (gC0 )s is equivalent to
⊙2
(V ) and its highest weight is
equal to 2pi1. The dimension of g1 is equal to (n + 1)n/2 and the list of all weights of g1 (all
with multiplicity 1) is given by
{ei j = Li + L j ; i, j = 1, . . . , n; i 6 j}.
Using conventions pi0 = pin = 0, we can express ei j using pij by
ei j = (pii − pii−1)+ (pij − pij+1), i 6 j.
Hence eii = 2pii − 2pii−1 and the corresponding coefficients are ±2. There are two orbits of
the Weyl group—{eii } and {ei j |i < j}.
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A.5. Spinorial case. Here gC = so(2n,C), (gC0 )s = sl(n,C) and the algebra (gC0 )s is again
of type Ak . In this case, the representation g1 of (gC0 )s is equivalent to 32(V ) and its highest
weight is equal to the second fundamental weight pi2. The dimension of g1 is equal to n(n−1)/2
and the list of all weights of g1 (all with multiplicity 1) is given by
{ei j = Li + L j ; i, j = 1, . . . , n; i < j}.
Using the same conventions pi0 = pin = 0, we can express ei j using pij by
ei j = (pii − pii−1)+ (pij − pij+1), i 6 j.
Hence all coefficients in the decompositions are in absolute values at most one. All weights of
g1 belong in this case to the same orbit of the Weyl group.
A.6. E6 case. Here gC = E6, (gC0 )s = D5 and g1 is one of the basic (half)-spinor representa-
tions. Its dimension is 16. All weights form one orbit of the Weyl group and all their coefficients
with respect to the fundamental weights are in absolute value at most one. The structure of the
orbit as well as all these coefficients can be found in [26].
A.7. E7 case. Here gC = E7 and (gC0 )s = E6. All weights of g1 form one orbit of the Weyl
group and all their coefficients are in absolute value at most one (for details, see [26]).
Appendix B
To understand the definition of Bns better, we discussed the case of numbers Bn(i j) already
in 7.8. Couples (i j) of non-negative integers were considered as vertices of a graph in plane and
these vertices were connected with arrows of length 1 going horizontally right and antidiagonal
arrows of length
√
2 going up and left.
Any vertex in the lattice can be reached from (00) by one or more paths. For every path to
a vertex (i j), it is possible to deduce its contribution to the value of Bn(i j) from the algorithm
defining B’s. The actual value of Bn(i j) is then the sum of such contributions over all possible
paths from (0) to (i j). The situation for longer sequences s is similar. It would be possible to
define a similar graph for all sequences s, but it is not possible to draw it in more general cases.
We shall do the same in the language of sequences, which also makes possible to prove an
explicit formula for the values of Bns , resp. Bns (k).
Let us first introduce a few additional notations. Let A denote the set of all finite sequences (of
a variable length) J = ( j1, j2, . . . , jα), where j1 = 0 and j2, . . . , jα are non-negative integers
and put |J | := α. For a positive integer a and J ∈ A, let us define the sequences s J , s Ja by
s J :=
|J |∑
a′=1
σja′ ; s Ja :=
a∑
a′=1
σja′ ; a = 1, . . . , |J | − 1; s J0 := (0)
where σi are the sequences from 7.7. The subset A0 of A is defined by
A0 :=
{
J ∈ A | (s Ja )i > 0; a = 1, . . . , |J |, i = 0, 1, . . .
}
.
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We have the following simple properties
[σi ] = 1 for all i and [σi ]+ [σj ] = [σi + σj ] for all i, j,
[s J ] = |J |.
In order to generalize formulas for Bn(m) deduced in Section 7, let us introduce for every
sequence s of non-negative integers the set
A0s := {J ∈ A0 | s J = s}.
This set is a generalization of the set of all different paths from (0) to s discussed above in the
case of sequences of length two.
We also need a generalization of the numbers {n} from 7.8. Let us define the numbers {s, l, a},
where s is a finite sequence of integers and l, a are positive integers
{s, l, a} :=
{ {l + |s|} if a = 0;
sa−1 if a 6= 0.
Using all this notation we obtain the following explicit formula for the numbers Bns :
Theorem. The numbers Bns are given by the formula∑
J∈A0s
{s Jα−1, n, jα}
n−1∑
lα−1=α−1
{s Jα−2, lα−1, jα−1}
lα−1−1∑
lα−2=α−2
· · ·
l3−1∑
l2=2
{s J1 , l2, j2}
l2−1∑
l1=1
{l1}
where α = [s] = |J |.
Proof. We can use induction with respect to α. The case α = 1 means that s = (1). This case
was discussed in 7.8: Bn(1) = {n}. But s = σ0, there is just one element J = (0) in A0s and the
theorem holds.
Suppose now that the formula is valid for all s with [s] 6 k − 1 and consider a sequence
s with [s] = k. The set A0s of sequences J can be split into a disjoint union of subsets by
an additional condition j[s] = i, i = 0, 1, . . . (all but a finite number of them being empty).
Now, let us have a look at the algorithm defining B’s. Using the induction assumption for terms∑n−1
l=0 Bls−σi , i = 0, 1, . . . and noticing that n+|s|− 1 = n+|s−σ0|; si−1+ 1 = (s−σi )i−1,
we get the correct value for Bns . ¤
Examples. Let us use the formula in a few cases. If s = (01), then the set A0s is a one point
set. It consists of J = (0, 1), s = σ0 + σ1. Hence
Bn(01) = {(1), n, 1}
n−1∑
l=1
{l} =
n−1∑
l=1
{l}.
Similarly, for s = (001), we have A0s = {(0, 1, 2)}, s = σ0 + σ1 + σ2. Hence
Bn(001) = {(01), n, 2}
n−1∑
l ′=2
{(1), l ′, 1}
l ′−1∑
l=1
{l} =
n−1∑
l ′=2
l ′−1∑
l=1
{l}.
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If s = (11), there are two elements in the set A0s , namely J = (0, 0, 1), s = σ0 + σ0 + σ1
and J = (0, 1, 0), s = σ0 + σ1 + σ0. So
Bn(11) = {(2), n, 1}
n−1∑
l ′=2
{(1), l ′, 0}
l ′−1∑
l=1
{l} + {(01), n, 0}
n−1∑
l ′=2
{(1), l ′, 1}
l ′−1∑
l=1
{l}
= 2
n−1∑
l ′=2
{l ′ + 1}
l ′−1∑
l=1
{l} + {n + 1}
n−1∑
l ′=2
l ′−1∑
l=1
{l}.
A similar computation leads to the last constant B4(0001) = {1} which we have used in 7.11.
References
[1] T.N. Bailey and M.G. Eastwood, Complex paraconformal manifolds; their differential geometry and twistor
theory, Forum Math. 3 (1991) 61–103.
[2] T.N. Bailey, M.G. Eastwood and A.R. Gover, Thomas’s structure bundle for conformal, projective and related
structures, Rocky Mountain J. Math. 24 (1994) 1191–1217.
[3] R.J. Baston, Almost Hermitian symmetric manifolds, I. Local twistor theory, II. Differential invariants, Duke
Math. J. 63 (1991) 81–111, 113–138.
[4] R. Baston and M. Eastwood, Penrose Transform; Its Interaction with Representation Theory (Clarendon Press,
Oxford, 1989).
[5] I.N. Bernstein, I.M. Gelfand and S.I. Gelfand, Differential operators on the base affine space and a study of
g-modules, in: I.M. Gelfand, ed., Lie Groups and their Representations (Adam Hilger, 1975) 21–64.
[6] B.D. Boe and D.H. Collingwood, Multiplicity free categories of highest weight representations, I., II., Comm.
Algebra 18 (1990) 947–1032, 1033–1070.
[7] T. Branson, Stein–Weiss operators and ellipticity, J. Funct. Anal. 151 (1997) 334–383.
[8] T. Branson, G. Olafsson and B. Ørsted, Spectrum generating operators and intertwining operators for represen-
tations induced from a maximal parabolic subgroup, J. Funct. Anal. 135 (1996) 163–205.
[9] A. ˇCap, Translation of natural operators on manifolds with AHS–structures, Arch. Math. (Brno) 32 (1996) (4)
249–266 (see also: www.emis.de).
[10] A. ˇCap and H. Schichl, Parabolic geometries and canonical Cartan connections, Preprint ESI 450, www.esi.ac.at.
[11] A. ˇCap, J. Slova´k and V. Soucˇek, Invariant operators on manifolds with almost hermitian symmetric structures, I.
invariant differentiation, Acta Math. Univ. Comenian. 66 (1997) 33–69, electronically available at www.emis.de.
[12] A. ˇCap, J. Slova´k and V. Soucˇek, Invariant operators on manifolds with almost hermitian symmetric structures,
II. normal Cartan connections, Acta Math. Univ. Comenian. 66 (1997) 203–220, electronically available at
www.emis.de.
[13] A. ˇCap, J. Slova´k and V. Soucˇek, Curved analogues of Bernstein–Gelfand–Gelfand resolutions, to appear.
[14] M. Eastwood, Notes on conformal differential geometry, Rend. Circ. Mat. Palermo (2) Suppl. 43 (1996) 57–76.
[15] M. Eastwood and J. Slova´k, Semi-holonomic Verma modules, J. Algebra 197 (1997) 424–448.
[16] H.D. Fegan, Conformally invariant first order differential operators, Quart. J. Math. Oxford Ser. (2) 27 (1976)
371–378.
[17] W. Fulton and J. Harris, Representation Theory: A First Course (Springer, Berlin et al., 1991).
[18] S.G. Gindikin, Generalized conformal structures, in: Twistors in Mathematics and Physics, LMS Lecture Notes
156 (Cambridge University Press, 1990) 36–52.
[19] A.B. Goncharov, Generalized conformal structures on manifolds, Selecta Math. Soviet. 6 (1987) 308–340.
[20] A.R. Gover, Conformally invariant operators of standard type, Quart. J. Math. Oxford Ser. (2) 40 (1989) 197–208.
[21] C.R. Graham, Conformally invariant powers of the Laplacian, II. Nonexistence, J. London Math. Soc. (2) 46
(1992) 566–576.
[22] J.E. Humphreys, Introduction to Lie Algebras and Representation Theory (Springer, Berlin et al., 1972).
[23] S. Kobayashi and T. Nagano, On filtered Lie algebras and geometric structures I, J. Math. Mech. 13 (1964)
875–907.
[24] I. Kola´rˇ, P.W. Michor and J. Slova´k, Natural Operations in Differential Geometry (Springer, Berlin et al., 1993).
Invariant operators on manifolds with AHS structures III. 83
[25] B. Kostant, Lie algebra cohomology and the generalized Borel–Weil theorem, Ann. Math. 74 (1961) 329–387.
[26] L. Krump, Representation theoretical properties of |1|-graded Lie algebras, Master Thesis, Charles University
in Prague.
[27] S. Kumar, Proof of the Parthasarathy-Ranga Rao-Varadarajan conjecture, Invent. Math. 93 (1988) 117–130.
[28] T. Ochiai, Geometry associated with semisimple flat homogeneous spaces, Trans. Amer. Math. Soc. 152 (1970)
159–193.
[29] V. Severa, Invariant differential operators on spinor-valued differential forms, PhD. Dissertation, Charles Uni-
versity, Prague.
[30] J. Slova´k, On the geometry of almost Hermitian symmetric structures, in: Proceedings of the Conference
Differential Geometry and Applications, Brno, 1995 (Masaryk University in Brno, 1996) 191–206, in electronic
form on www.emis.de.
[31] E.M. Stein and G. Weiss, Generalization of the Cauchy–Riemann equations and representations of the rotation
group, Amer. J. Math. 90 (1968) 163–196.
[32] N. Tanaka, On the equivalence problems associated with simple graded Lie algebras, Hokkaido Math. J. 8
(1979) 23–84.
[33] K. Yamaguchi, Differential systems associated with simple graded Lie algebras, Progress in Differential Ge-
ometry 22 (1993) 413–494.
84 A. ˇCap, J. Slova´k, V. Soucˇek
