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1. Introduction
Let P be a quadratic operad with one binary generating operation – i.e. the algebras over this
operad have only one binary operation – and P ! its dual operad (see [1], [4] and [5] for terminol-
ogy). It equals to hom(P,Lie) where Lie is the quadratic operad corresponding to Lie algebras and
hom(P,Q), where P and Q are two quadratic operads, is deﬁned in [1, (2.2.7)]. For any P-algebra A
and P !-algebra B, the vector space A ⊗ B is naturally provided with a Lie algebra product [1]
μ(a1 ⊗ b1,a2 ⊗ b2) = μA(a1,a2) ⊗ μB(b1,b2) − μA(a2,a1) ⊗ μB(b2,b1),
where μA (resp. μB) is the product of A (resp. B). If μA⊗B denotes μA⊗μB , the previous identity
writes
μ(u, v) = μA⊗B(u, v) − μA⊗B(v,u)
for any u, v ∈ A ⊗ B and μA⊗B is a Lie-admissible product.
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14 E. Remm, M. Goze / Journal of Algebra 327 (2011) 13–30In [2] we deﬁned special classes of Lie-admissible algebras with deﬁning axioms determined by the
subgroups Gi of Σ3, the symmetric group on three elements. We denoted the corresponding quadratic
operads by Gi-Ass and, among them, we ﬁnd operads for Lie-admissible, associative, Vinberg and pre-
Lie algebras. For these operads we proved in [2] that for every P-algebra A and P !-algebra B, the
tensor product A⊗B is a P-algebra. This is not true for general nonassociative algebras. For example,
if P is the operad for Leibniz algebras or for nonassociative algebras associated to Poisson algebras [3],
the tensor product of a P-algebra and a P !-algebra is not a P-algebra. In this sense, Gi-associative
algebras, which are algebras over Gi-Ass, are the most regular nonassociative algebras.
So we introduce a quadratic operad, denoted by P˜ , such that the tensor product of a P-algebra
with a P˜-algebra is a P-algebra and such that P is maximal with this property. Without requiring
the maximality, one could take, for instance, P = 1. We ﬁrst investigate the case of an operation
without symmetry and ﬁnally explore the case of a symmetric or a skew-symmetric operation.
2. Nonassociative algebras and operads
Let P be a quadratic operad with one binary generating operation. Such a P is a quotient P =
Γ (E)/(R) of the free operad Γ (E) generated by a Σ2-module E placed in arity 2, and an ideal (R)
generated by a Σ3-invariant subspace R of Γ (E)(3). Our hypothesis means that the Σ2-module E
is generated by one element (i.e. algebras over this operad are algebras with one operation). If we
consider an operation with no symmetry, the K-vector space Γ (E)(2) is 2-dimensional with basis
{x1 · x2, x2 · x1} and Γ (E)(3) is the 12-dimensional K-vector space spanned by {xi · (x j · xk), (xi · x j) · xk}
with {i, j,k} = {1,2,3}. We consider the natural right action of Σ3 on Γ (E)(3) given by
Σ3 × Γ (E)(3) → Γ (E)(3),
(σ , X) → σ(X)
where {
σ
(
xi · (x j · xk)
)= xσ−1(i) · (xσ−1( j) · xσ−1(k)),
σ
(
(xi · x j) · xk
)= (xσ−1(i) · xσ−1( j)) · xσ−1(k).
For any X ∈ Γ (E)(3), O(X) denotes the orbit of X and K(O(X)) the linear span of O(X) which is a
Σ3-invariant subspace of Γ (E)(3). More generally, if X1, . . . , Xk are vectors in Γ (E)(3), we denote by
K(O(X1, . . . , Xk)) the Σ3-invariant subspace of Γ (E)(3) generated by O(X1) ∪ · · · ∪ O(Xk).
Deﬁnition 1. The rank of a Σ3-invariant subspace F of Γ (E)(3) is the smallest number k with the
property that there are X1, . . . , Xk in Γ (E)(3) such that
F = K(O(X1, . . . , Xk)).
If P is the quadratic operad
P = Γ (E)/(R),
we deﬁne the rank of P as the rank of the Σ3-invariant subspace R ⊂ Γ (E)(3).
Let K[Σ3] be the group algebra of Σ3. Then Γ (E)(3), which is a Σ3-module, is also a K[Σ3]-
module: for any v =∑6i=1 aiσi ∈ K[Σ3], we put
v(X) =
6∑
aiσi(X), ∀X ∈ Γ (E)(3).
i=1
E. Remm, M. Goze / Journal of Algebra 327 (2011) 13–30 15Let (A,μ) be a P-algebra and let ALμ = μ ◦ (μ ⊗ Id) and ARμ = μ ◦ (Id ⊗ μ). Then the associator
of μ is written Aμ = ALμ − ARμ . Assume that μ satisﬁes some quadratic relations. Considering the
standard action of the group ring on the tensor product, this means that there are v and w ∈ K[Σ3]
such that
ALμ · v − ARμ · w = 0. (1)
The submodule R of Γ (E)(3) is therefore spanned by the vectors
v
(
(x1 · x2) · x3
)− w(x1 · (x2 · x3)).
By deﬁnition, if P is of rank 1, the quadratic relations satisﬁed by the product are contained in
precisely one relation (1).
The following proposition reduces a system of relations on the associator to a single relation.
Proposition 2. Let P be a quadratic operad with one generating operation such that the Σ3-submodule R of
relations is generated by the vectors:
vl
(
(x1 · x2) · x3 − x1 · (x2 · x3)
)
,
with vl ∈ K[Σ3], for l = 1, . . . ,k. Then P is of rank 1.
Proof. The Σ3-invariant subspace of Γ (E)(3) generated by
(
(x1 · x2) · x3 − x1 · (x2 · x3)
)
is isomorphic to K[Σ3]. This isomorphism is given by
v
(
(x1 · x2) · x3 − x1 · (x2 · x3)
)→ v.
We saw in [3, Proposition 5 and Theorem 11] that every Σ3-invariant subspace F of K[Σ3] is a
K[Σ3]-module of rank 1. Thus, there is a vector v ∈ K[Σ3] such that F = Fv = K(O(v)) where O(v)
is the orbit of v of the natural action of Σ3 on K[Σ3]. We conclude that the rank of R , and therefore
also of P , is 1. 
3. The operad ˜P associated to a quadratic operadP
In this section we deﬁne a quadratic operad P˜ whose fundamental property is that any P-algebra
tensored with a P˜-algebra is a P-algebra.
Let P be a quadratic operad generated by one operation without symmetry, i.e. E = K[Σ2]. Let R
be the module of relations and (A,μ) a P-algebra. The axioms of A are determined by the submod-
ule R of Γ (E)(3). If R is of rank k, then the product μ satisﬁes k relations
ALμ · vp − ARμ · wp = 0, (2)
where vp,wp ∈ K[Σ3] for p ∈ I = {1, . . . ,k} and the vectors (vp ⊕ wp)p∈I are linearly independent
in K[Σ3] ⊕ K[Σ3].
16 E. Remm, M. Goze / Journal of Algebra 327 (2011) 13–30Example 3. Associative algebras correspond to k = 1 and v1 = w1 = Id, pre-Lie algebras to k = 1 and
v1 = w1 = Id−τ23 and more generally Gi-associative algebras (see [2,3] and Section 4.1) correspond to
k = 1 and v1 = w1 =∑σ∈Gi sgn(σ )σ where sgn(σ ) is the sign of the permutation σ . Lie-admissible
algebras correspond to k = 1, v1 = w1 =∑σ∈Σ3 sgn(σ )σ and 3-power-associative algebras to v1 =
w1 =∑σ∈Σ3 σ . Leibniz algebras correspond to k = 1 and v1 = Id− τ23, w1 = Id.
Relations (2) show that R is generated as Σ3-module by the k vectors
vp
(
(x1 · x2) · x3
)− wp(x1 · (x2 · x3)),
1 p  k, with vp =∑6i=1 aipσi and wp =∑6i=1 bipσi for 1 p  k. Let (A | B) be the 12 × k matrix
(the columns are counted ﬁrst) given by A = (aip) and B = (bip) for i = 1, . . . ,6 and p = 1, . . . ,k. By
hypothesis the matrix (A | B) is of rank k.
Deﬁnition 4. We say that the system of k generators of R is reduced if there is a submatrix of (A | B)
of order k that equals to the identity matrix up to permutations of lines. We say that such a matrix
(A | B) is reduced.
It is clear that, using a classical Gauss’ elimination scheme, R can always be represented by a
reduced system of generators. More precisely, as (A | B) is of rank k, there exists a regular submatrix
of order k, obtained by selecting some rows, such that
(A1 | B1) = C−1(A | B) =
(
αip
∣∣ β ip)
is reduced. Of course, this reduction process depends of the choice of C .
We denote by R˜C the K[Σ3]-module generated by the vectors⎧⎪⎪⎨⎪⎪⎩
αipα
j
p(σi − σ j)
(
(x1 · x2) · x3
)
,
β ipβ
j
p(σi − σ j)
(
x1 · (x2 · x3)
)
,
αipβ
j
p
(
σi
(
(x1 · x2) · x3
)− σ j(x1 · (x2 · x3))),
(3)
for 1 p  k and 1 i, j  6. The subscript C means that the system of generators of R˜C depends of
the matrix C . With the system (3) we associate a matrix 12× k
(
A′
∣∣ B ′)
whose coeﬃcients are 0 (resp. 1) if the corresponding coeﬃcient in the matrix (A | B) is 0 (resp. non-
zero). Then the lines of (A′ | B ′) describe all the relations of type σi((x1 · x2) · x3) = σ j((x1 · x2) · x3),
σi((x1 · x2) · x3) = σ j(x1 · (x2 · x3)) or σi(x1 · (x2 · x3)) = σ j(x1 · (x2 · x3)) which are given in (3).
Deﬁnition 5. A path in the matrix (A′ | B ′) is a maximal union of horizontal and vertical segments
whose endpoints are 1 of the matrix.
For example if (A′ | B ′) = ( 1 0 1 0 1
0 1 0 1 1
)
we have only one way
(1 → 1 → 1
↓
)
.1 ← 1← 1
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of such paths.
Deﬁnition 6. A matrix C which reduces the initial system (A | B) is called maximal if χ(C) is maximal
among all systems associated to the initial one.
Let C0 be a maximal reduction matrix and S = (E1 = 0, . . . , Ek = 0) the corresponding reduced
system of identities deﬁning the algebra A. Let Ŝ be the Σ3-invariant system given by (σ(Ei) = 0,
∀σ ∈ Σ3, i = 1, . . . ,k) and n = rank(̂S). Let C1 be a maximal reduction matrix of order n. If ( Â | B̂) is
the matrix associated with Ŝ and
( Â0 | B̂0) = C−11 ( Â | B̂) =
(
ρ ij
∣∣ λij),
then we consider the K[Σ3]-module R˜ generated by the relations
⎧⎪⎪⎨⎪⎪⎩
ρ ipρ
j
p(σi − σ j)
(
(x1 · x2) · x3
)= 0,
λipλ
j
p(σi − σ j)
(
x1 · (x2 · x3)
)= 0,
ρ ipλ
j
p
(
σi
(
(x1 · x2) · x3
)− σ j(x1 · (x2 · x3)))= 0,
(4)
for 1  p  n. Let us describe this module. Let EL (resp. ER ) be the 6-dimensional K-vector space
generated by the vectors ((xσ(1) · xσ(2)) · xσ(3))σ∈Σ3 (resp. (xσ(1) · (xσ(2) · xσ(3)))σ∈Σ3 ). These spaces are
also Σ3-modules. The other free Σ3-modules obtained by quotient of EL and ER are
• EL,1 deﬁned by the relations ⎧⎨⎩
(x1 · x2) · x3 = (x2 · x1) · x3,
(x3 · x2) · x1 = (x2 · x3) · x1,
(x1 · x3) · x2 = (x3 · x1) · x2.
• EL,2 deﬁned by the relations
⎧⎨⎩
(x1 · x2) · x3 = (x3 · x2) · x1,
(x2 · x1) · x3 = (x3 · x1) · x2,
(x1 · x3) · x2 = (x2 · x3) · x1.
• EL,3 deﬁned by the relations ⎧⎨⎩
(x1 · x2) · x3 = (x1 · x3) · x2,
(x2 · x1) · x3 = (x2 · x3) · x1,
(x3 · x2) · x1 = (x3 · x1) · x2.
• EL,4 deﬁned by the relations{
(x1 · x2) · x3 = (x2 · x3) · x1 = (x3 · x1) · x2,
(x2 · x1) · x3 = (x1 · x3) · x2 = (x3 · x2) · x1.
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The modules EL,k , k = 1,2,3,4 are maximal.
We denote by τi j the transposition (i, j), for i, j ∈ {1,2,3}, and c the cycle (1,2,3) and 〈σ 〉 the
subgroup generated by σ . We denote EL,〈σ 〉 the Σ3-module deﬁned by the relations
(Id− μ)((x1 · x2) · x3)= 0, μ ∈ 〈σ 〉 ⊂ Σ3
and more generally, for any subgroup G of Σ3, EL,G the Σ3-module deﬁned by the relations
(Id− μ)((x1 · x2) · x3)= 0, μ ∈ G ⊂ Σ3.
Then
EL,1 = EL,〈τ12〉, EL,2 = EL,〈τ13〉, EL,3 = EL,〈τ23〉, EL,4 = EL,〈c〉, EL,5 = EL,Σ3 .
We have similar results for ER .
The K[Σ3]-module deﬁned by the relations
ρ ipρ
j
p(σi − σ j)
(
(x1 · x2) · x3
)= 0,
for 1 p  k, is, by deﬁnition of the relations, Σ3-invariant. Thus it coincides with EL,s for some one
s ∈ {1, . . . ,5}. We can rewrite the relations
ρ ipρ
j
pσi
(
Id− σ−1i σ j
)(
(x1 · x2) · x3
)= ρ ipρ jpσi(Id− σi, j)((x1 · x2) · x3)= 0
and deﬁne EL,GL with
GL =
〈
σi, j, {i, j} ∈ I L
〉⊂ Σ3,
I L = {{l,m}, ∃p ∈ I, ρlpρmp = 0}.
Thus EL,s = EL,GL . Similarly, the K[Σ3]-module deﬁned by the relations
λipλ
j
p(σi − σ j)
(
x1 · (x2 · x3)
)= 0,
for 1 p  k, coincides with some ER,t = ER,GR and
GR =
〈
σi, j, {i, j} ∈ I R
〉⊂ Σ3, with σi, j = σ−1i σ j
and
I R = {{l,m}, ∃p ∈ I, λlpλmp = 0}.
Suppose now that the set of relations
ρ ipλ
j
p
(
σi
(
(x1 · x2) · x3
)− σ j(x1 · (x2 · x3)))= 0 with 1 p  k
is not empty. We deﬁne also EM,GM the K[Σ3]-module deﬁned by these relations with
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〈
σi, j, {i, j} ∈ IM
〉⊂ Σ3 with σi, j = σ−1i σ j
and
IM = {{l,m}, ∃p ∈ I, λlpρmp = 0}.
Then if there exists σ ∈ GR such that σi, jσσ−1i, j /∈ GL when {i, j} ∈ IM , the quotient space of EL which
corresponds to (4) is EL,s ∩ EL,t with s = t , that is EL,5. Similarly, we obtain ER,5. The solutions of (4)
correspond in this case to relations of deﬁnition of an associative commutative algebra. We denote by
R˜ the Σ3-module generated by these relations. If σi, jσσ
−1
i, j ∈ GL when σi, j ∈ GM , σ ∈ GR ,
ρ ipλ
j
p
(
σi
(
(x1 · x2) · x3
)− σ j(x1 · (x2 · x3)))= 0
implies
ρ ipρ
j
p
(
σi
(
(x1 · x2) · x3
)− σ j(x1 · (x2 · x3)))= 0
and
λipλ
j
p(σi − σ j)
(
x1 · (x2 · x3)
)= 0,
and the solutions correspond to a quotient of (EL,s ⊕ ER,s) by the relations of EM,GM that we denote
by R˜ .
Deﬁnition 7. Let P be a quadratic operad with one generating operation. We deﬁne the operad P˜ as
the quadratic operad P˜ = Γ (˜E)/(R˜), where E˜ = K[Σ3] and R˜ deﬁned as above.
Example 8. If we consider the K[Σ3]-module generated by the relations
⎧⎨⎩
(x1 · x2) · x3 = (x2 · x1) · x3 = τ12(x1 · x2) · x3,
(x1 · x2) · x3 = x1 · (x3 · x2) = τ23x1 · (x2 · x3),
x1 · (x2 · x3) = x3 · (x2 · x1) = τ13x1 · (x2 · x3),
(5)
then it implies (x1 · x2) · x3 = τ23x1 · (x2 · x3) = τ23τ13x1 · (x2 · x3) = τ23τ13τ23(x1 · x2) · x3 =
τ12(x1 · x2) · x3. So R˜ is the quotient space of EL,〈τ12〉 ⊕ ER,〈τ13〉 by EC,〈τ23〉 . If we have in addition
to the previous system (5) the mixed relation (x1 · x2) · x3 = τ13x1 · (x2 · x3), we get x1 · (x2 · x3) =
τ23τ13x1 · (x2 · x3) = cx1 · (x2 · x3) and the quotient space corresponding to relations on the right-
parenthized vectors is ER,Σ3 . Finally we obtain that the K[Σ3]-module corresponding to the relations
on the left-parenthized vectors is EL,Σ3 and the solutions of (5) correspond to relations of deﬁnition
of an associative commutative algebra.
We have the main result:
Theorem 9. Let (A,μA) be a P-algebra and (B,μB) a P˜-algebra. Then A ⊗ B with the operation μA⊗B is
a P-algebra. The operad P˜ is maximal among quadratic operads with one operation of the same arity having
this property.
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Proof of Theorem 9. Let (A,μA) be a P-algebra. The following property holds for μA:
(
ALμA · v ′p − ARμA · w ′p
)
(x1 ⊗ x2 ⊗ x3) = 0
for p = 1, . . . ,n with v ′p =
∑6
i=1 ρ ipσi , w ′p =
∑6
i=1 λipσi and the matrix (ρ ip | λip) reduced. If B is a
P˜-algebra, its product μB satisﬁes
⎧⎪⎪⎨⎪⎪⎩
ALμB · (σi − σ j)(y1 ⊗ y2 ⊗ y3) = 0, if ∃p, ρ ipρ
j
p = 0,
ARμB · (σi − σ j)(y1 ⊗ y2 ⊗ y3) = 0, if ∃p, λipλ
j
p = 0,(
ALμB · σi − ARμB · σ j
)
(y1 ⊗ y2 ⊗ y3) = 0, if ∃p, ρ ipλ jp = 0.
The product μA⊗B satisﬁes, for ( j,k) ∈ {1, . . . ,6}2 such that ρ jpλkp = 0,
(
ALμA⊗B · v ′p − ARμA⊗B · w ′p
)
(x1 ⊗ y1 ⊗ x2 ⊗ y2 ⊗ x3 ⊗ y3)
=
6∑
i=1
(
ρ ip A
L
μA⊗B · σi − λip ARμA⊗B · σi
)
(x1 ⊗ y1 ⊗ x2 ⊗ y2 ⊗ x3 ⊗ y3)
=
6∑
i=1
ρ ip
(
ALμA · σi(x1 ⊗ x2 ⊗ x3) ⊗ ALμB · σi(y1 ⊗ y2 ⊗ y3)
)
−
6∑
i=1
λip
(
ARμA · σi(x1 ⊗ x2 ⊗ x3) ⊗ ARμB · σi(y1 ⊗ y2 ⊗ y3)
)
=
6∑
i=1
ρ ip A
L
μA · σi(x1 ⊗ x2 ⊗ x3) ⊗ ALμB · σ j(y1 ⊗ y2 ⊗ y3)
−
6∑
i=1
λip A
R
μA · σi(x1 ⊗ x2 ⊗ x3) ⊗ ARμB · σk(y1 ⊗ y2 ⊗ y3)
=
6∑
i=1
(
ρ ip A
L
μA · σi(x1 ⊗ x2 ⊗ x3) − λip ARμA · σi(x1 ⊗ x2 ⊗ x3)
)⊗ ALμB · σ j(y1 ⊗ y2 ⊗ y3)
= (ALμA · vp − ARμA · wp)(x1 ⊗ x2 ⊗ x3) ⊗ ALμB · σ j(y1 ⊗ y2 ⊗ y3)
= 0.
If, for a given p, all ρ jpλ
k
p = 0, it means that we have
ALμA · v ′p(x1 ⊗ x2 ⊗ x3) = 0
or
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and the result will obviously follow from similar calculations.
Concerning the maximality, we consider the free algebra L(V ) on a K-vector space V satisfying
the axioms
6∑
i=1
aip(xσi(1)xσi(2))xσi(3) −
6∑
i=1
bipxσi(1)(xσi(2)xσi(3)) = 0, (6)
for p = 1, . . . ,n. It is the same to say that L(V ) satisﬁes the axioms
6∑
i=1
ρ ip(xσi(1)xσi(2))xσi(3) −
6∑
i=1
λipxσi(1)(xσi(2)xσi(3)) = 0, (7)
with matrix (A0 | B0) = (ρ ip | λip) related to this system admitting an extracted matrix of order n that
equals to the identity after some permutations of the lines. Assume that(
ρ
il
p
∣∣ λ jmp )= Id
for l = 1, . . . ,n1 and m = 1, . . . ,n2 with n1 + n2 = n. We denote by In1 = {i1, . . . , in1 } and Jn2 ={ j1, . . . , jn2 }. Then system (7) is equivalent to⎧⎪⎪⎪⎨⎪⎪⎪⎩
ALμL(V ) · σil = −ALμL(V ) ·
∑
i /∈In1
ρ il σi + ARμL(V ) ·
∑
j /∈ Jn2
λ
j
l σ j, l = 1, . . . ,n1,
ARμL(V ) · σ jm = ALμL(V ) ·
∑
i /∈In1
ρ imσi − ARμL(V ) ·
∑
j /∈ Jn2
λ
j
mσ j, m = n1 + 1, . . . ,n.
(8)
Let B be a K-algebra. Then L(V ) ⊗ B satisﬁes (8) if and only if⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
ALμL(V ) ⊗ ALμB
) · (σil ⊗ σil )
= −(ALμL(V ) ⊗ ALμB ) · ∑
i /∈In1
ρ il (σi ⊗ σi) +
(
ARμL(V ) ⊗ ARμB
) · ∑
j /∈ Jn2
λ
j
l (σ j ⊗ σ j), l = 1, . . . ,n1,(
ARμL(V ) ⊗ ARμB
) · (σ jm ⊗ σ jm)
= (ALμL(V ) ⊗ ALμB ) · ∑
i /∈In1
ρ im(σi ⊗ σi) −
(
ARμL(V ) ⊗ ARμB
) · ∑
j /∈ Jn2
λ
j
m(σ j ⊗ σ j),
m = n1 + 1, . . . ,n.
We deduce, for the ﬁrst equation⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(
ALμL(V ) ·
∑
i /∈In1
ρ il σi
)
⊗ (ALμB · σil)−(ARμL(V ) · ∑
j /∈ Jn2
λ
j
l σ j
)
⊗ (ALμB · σil)
=
(
ALμL(V ) ·
∑
i /∈In1
ρ il σi
)
⊗ (ALμB · σi)−(ARμL(V ) · ∑
j /∈ Jn2
λ
j
l σ j
)
⊗ (ARμB · σ j), l = 1, . . . ,n1.
Similarly for the second equation, we get
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(
ALμL(V ) ·
∑
i /∈In1
ρ imσi
)
⊗ (ARμB · σ jm)−(ARμL(V ) · ∑
i /∈In2
λ
j
mσ j
)
⊗ (ARμB · σ jm)
=
(
ALμL(V ) ·
∑
i /∈In1
ρ imσi
)
⊗ (ALμB · σi)−(ARμL(V ) · ∑
j /∈ Jn2
λ
j
mσ j
)
⊗ (ARμB · σ j),
m = k1 + 1, . . . ,n.
Since L(V ) is free, such equations are equivalent to
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ρ il A
L
μB
· (σil − σi) = 0,
λ
j
l
(
ALμB · σil − ARμB · σ j
)= 0,
ρ im
(
ARμB · σ jm − ALμB · σi
)= 0,
λ
j
l A
R
μB
· (σ jm − σ j) = 0,
for i /∈ In1 , j /∈ Jn2 , l ∈ {1, . . . ,n1} andm ∈ {n1 + 1, . . . ,n},
(9)
and using the property of the coeﬃcients ρ ip and λ
i
p , we recognize the relations deﬁning R˜ . The max-
imality of χ(C1) implies the minimality of the system of relations. 
In the following section we recall the deﬁnition of the operads Gi-Ass and deﬁne some quadratic
operads of rank one associated to some classes of nonassociative algebras.
4. Examples
4.1. The operads Gi-Ass
The subgroups of Σ3 are G1 = {Id}, G2 = 〈τ12〉, G3 = 〈τ23〉, G4 = 〈τ13〉, G5 = 〈c〉, G6 = Σ3. Each of
these subgroups Gi deﬁnes an invariant submodule Ri of Γ (E)(3) of rank 1 as follows. Consider the
vector
X = (x1 · x2) · x3 − x1 · (x2 · x3)
of Γ (E)(3). For any subgroup Gi of Σ3, we deﬁne the vectors Vi and Wi of Γ (E)(3) by
Vi =
∑
σ∈Gi
sgn(σ )σ (X), Wi =
∑
σ∈Gi
σ(X), (10)
where sgn(σ ) is signature of a permutation σ . Let RVi = K(O(Vi)) and RWi = K(O(Wi)).
Deﬁnition 10. We deﬁne the quadratic operad Gi-Ass := Γ (E)/(RVi ) where E = K[Σ2].
Some of these operads are well known:
– G1-Ass = Ass,
– G2-Ass = V inb,
– G3-Ass = Pre-Lie,
– G6-Ass = Lie-Adm.
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algebras. As Gi is a subgroup of G6 = Σ3, any Gi-Ass-algebra is in particular Lie-admissible.
Let (Gi-Ass)! be the quadratic dual operad of Gi-Ass. We denote by RVi ! the submodule of
Γ (E)(3) deﬁning (Gi-Ass)! . It is orthogonal to RVi with respect to the inner product on Γ (E)(3)
given by
〈
i · ( j · k), i · ( j · k)〉= sgn(1 2 3
i j k
)
,
〈
(i · j) · k, (i · j) · k〉= −sgn(1 2 3
i j k
)
.
We have
RV1
! = RV1 ,
RV2
! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 − (x2 · x1) · x3)),
RV3
! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 − (x1 · x3) · x2)),
RV4
! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 − (x3 · x2) · x1)),
RV5
! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 − (x2 · x3) · x1)),
RV6
! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 − (x2 · x1) · x3; (x1 · x2) · x3 − (x1 · x3) · x2)).
Proposition 11. The operad (G1-Ass)! = Ass is of rank 1. For 2 i  6, the operads (Gi-Ass)! are of rank 2.
Proof. The case i = 1 is trivial (it is also a consequence of Proposition 2). Let us prove that the rank
of RVi
! is 2 for i = 2, . . . ,5. The case of RV6 ! will be treated separately. We denote by v ji , j = 1,2 the
generators of RVi
! . Then
{
v1i =
(
ALμB − ARμB
)
(x1 ⊗ x2 ⊗ x3),
v2i =
(
ALμB − ARμB · σi
)
(x1 ⊗ x2 ⊗ x3),
with ⎧⎪⎪⎪⎨⎪⎪⎪⎩
σ2 = τ12,
σ3 = τ23,
σ4 = τ13,
σ5 = c
(
or c2
)
.
This ﬁnishes the analysis of the cases 2 i  5. For i = 6, the space RV6 ! is generated by the vectors
(x1 · x2) · x3 − x1 · (x2 · x3), (x1 · x2) · x3 − (x2 · x1) · x3 and (x1 · x2) · x3 − (x1 · x3) · x2.
But we can write
(x1 · x2) · x3 − (x2 · x1) · x3 = (Id− τ12)
(
(x1 · x2) · x3
)
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(x1 · x2) · x3 − (x1 · x3) · x2 = (Id− τ23)
(
(x1 · x2) · x3
)
.
The Σ3-invariant subspace of K[Σ3] generated by the vectors Id− τ12 and Id− τ23 is of dimension 5,
and from the classiﬁcation [3], this space corresponds to Fv = K(O(v)) with
v = 2Id− τ12 − τ13 − τ23 + c.
We conclude that this operad is of rank 2. 
Proposition 12. For P = Gi-Ass, 1 i  6, one has P ! = P˜ .
Proof. In this case P˜ is deﬁned by the module of relations
⎧⎪⎪⎨⎪⎪⎩
ρl1ρ
m
1 (σl − σm)
(
(x1 · x2) · x3
)
,
λl1λ
m
1 (σl − σm)
(
x1 · (x2 · x3)
)
,
ρl1λ
m
1
[
σl
(
(x1 · x2) · x3
)− σm(x1 · (x2 · x3))],
where σl and σm ∈ Gi and
ρr1 = λr1 =
{
sgn(σr) if σr ∈ Gi,
0 otherwise.
This system reduces to
{(
(x1 · x2) · x3
)− (x1 · (x2 · x3)),
ρl1ρ
m
1 (σl − σm)
(
(x1 · x2) · x3
)
,
which deﬁnes the dual operad.
In particular, if P = Lie -Adm, then P ! = P˜ is the quadratic operad Comm3 deﬁned by the sub-
module of relations
R = RV6 !.
A Comm3-algebra A is 3-commutative in the sense that it is associative and satisﬁes
xi · x j · xk = xσ (i) · xσ ( j) · xσ (k)
for every σ ∈ Σ3. If A is unitary this implies that A is commutative. In the general case A2 = A · A
is contained in the center of A. The associated Lie algebra is two step nilpotent. 
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In this section, we are interested in the operads associated to the module RWi = K(O(Wi)) where
Wi is deﬁned in (10).
Deﬁnition 13. We deﬁne the quadratic operad Gi-p3Ass := Γ (E)/(RWi ) where E = K[Σ2].
Every Gi-p3Ass-algebras is 3-power associative algebra (see [3]) that is an algebra satisfying
x2 · x = x · x2 for every x. The corresponding dual operads are described by the following ideals of
relations:
RW1
! = RW1 = RV1 ,
RW2
! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 + (x2 · x1) · x3)),
RW3
! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 + (x1 · x3) · x2)),
RW4
! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 + (x3 · x2) · x1)),
RW5
! = RV5 !,
RW6
! = K(O((x1 · x2) · x3 − x1 · (x2 · x3); (x1 · x2) · x3 + (x2 · x1) · x3; (x1 · x2) · x3 + (x1 · x3) · x2)).
The proof is analogous to the Lie-admissible case. Note that these operads are also of rank 2 except
for i = 1 which is of rank 1.
Proposition 14. If P = Gi-p3Ass, then P˜ = (Gi-Ass)! = G˜ i-Ass.
Proof. The computation is analogous to the proof of Proposition 12. Let us note that P˜ = P ! except
for P = (G1-p3Ass) and (G5-p3Ass). 
4.3. K[Σ3]-associative algebras
This example of nonassociative algebras generalizes the previous ones in that arbitrary invariant
subspaces of K[Σ3] are considered. Recall that, for every v ∈ K[Σ3], O(v) denotes the corresponding
orbit and Fv = K(O(v)) the linear subspace of K[Σ3] generated by O(v). Since Fv is a Σ3-invariant
subspace of K[Σ3], by Mashke’s theorem, it is a direct sum of irreducible invariant subspaces. The in-
variant irreducible subspaces of K[Σ3] are one or 2-dimensional. Moreover if F is a K[Σ3]-invariant
subspace of K[Σ3] there exists v ∈ K[Σ3] (not necessarily unique) such that F = Fv = K(O(v)) [3].
Deﬁnition 15.
1. A K-algebra (A,μ) is called K[Σ3]-associative if there exists v ∈ K[Σ3], v = 0, such that
Aμ · v = 0,
where Aμ is the associator of μ.
2. Let Aμ · v = 0 and Aμ · w = 0 be two identities satisﬁed by the algebra (A,μ). We say that these
identities are equivalent if Fv = K(O(v)) = Fw = K(O(w)).
Remark that if Fv is not an irreducible invariant subspace, then there exists w ∈ Fv such that
Fw ⊂ Fv and Fw = Fv . In this case the identity Aμ · v = 0 implies Aμ · w = 0 but these identities are
not equivalent.
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1. If v = Id− τ23, the relation
Aμ · v = 0
becomes
Aμ(x1 ⊗ x2 ⊗ x3 − x1 ⊗ x3 ⊗ x2) = 0.
The corresponding algebra is a pre-Lie algebra.
2. The Lie-admissible and 3-power associative algebras are K[Σ3]-associative algebras. Indeed an
algebra (A,μ) is Lie-admissible if Aμ · V = 0 and third-power associative if Aμ · W = 0 with
V = Id− τ12 − τ23 − τ13 + c + c2
and
W = Id+ τ12 + τ23 + τ13 + c + c2.
3. An algebra (A,μ) is a Gi-Ass-algebra if
Aμ · Vi = 0
and a Gi-p3Ass-algebra if
Aμ · Wi = 0
with Vi and Wi deﬁned by (10). They are particular cases of K[Σ3]-associative algebras.
Now, we will focus on the K[Σ3]-associative algebras which are also Lie-admissible.
Description of P˜ in the K[Σ3]-associative Lie-admissible case. In this section we describe the P-
algebras, P !-algebras and P˜-algebras, where P corresponds to the K[Σ3]-associative Lie-admissible
algebras. We use the classiﬁcation of [3, Theorem 3]. We denote by (x, y, z) = (x · y) · z − x · (y · z).
In the following displays, we give on the left-hand sides the operads P (resp. P ! , P˜) and on the
right-hand sides the relations that the elements of a P-algebra (resp. P !-algebra, P˜-algebra) fulﬁll.
(I)
⎧⎪⎪⎨⎪⎪⎩
P = Lie -Adm: (x, y, z) − (y, x, z) − (x, z, y) − (z, y, x) + (y, z, x) + (z, x, y) = 0,
P !:
{
(x, y, z) = 0,
x · y · z = y · x · z = x · z · y,
P˜ = P !,
(II)
⎧⎪⎪⎨⎪⎪⎩
P = G5-Ass: (x, y, z) + (y, z, x) + (z, x, y) = 0,
P !:
{
(x, y, z) = 0,
x · y · z = y · z · x = z · x · y,˜ !P = P ,
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
P: α(x, y, z) − α(y, x, z) + (α + β − 3)((z, y, x) − (z, x, y))− β(x, z, y) + β(y, z, x)=0,
(α,β) = (1,1),
P !:
{
(x, y, z) = 0,
(α + 2β − 3)(z · y · x− z · x · y) + (α − β)(x · y · z − y · x · z) = 0,
P˜ = Lie -Adm! if (α,β) /∈ {(3,0), (0,3), (0,0)},
= G2-Ass! if (α,β) = (3,0),
= G4-Ass! if (α,β) = (0,3),
= G3-Ass! if (α,β) = (0,0).
In this last case, the computation of P˜ depends on the values of the parameters α and β . If (α,β) /∈
{(3,0), (0,3), (0,0)}, then P˜ = Lie -Adm! . If (α,β) = (3,0) then P = G2-Ass. If (α,β) = (0,3) then
P = G4-Ass. If (α,β) = (0,0), then P = G3-Ass.
(IV1)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
P: (x, y, z) + (1+ t)(y, x, z) + (z, y, x) + (y, z, x) + (1− t)(z, x, y) = 0, t = 1,
P !:
⎧⎨⎩
(x, y, z) = 0,
(t − 1)x · y · z − (t − 1)y · x · z − (t + 2)z · y · x+ (1+ 2t)x · z · y
−(1+ 2t)y · z · x+ (t + 2)z · x · y = 0,
P˜ = Lie -Adm!,
(IV2)
⎧⎪⎪⎨⎪⎪⎩
P: 2(x, y, z) + (y, x, z) + (x, z, y) + (y, z, x) + (z, x, y) = 0,
P !:
{
(x, y, z) = 0,
x · y · z + y · x · z − z · y · x− z · x · y = 0,
P˜ = Lie -Adm!,
(V )
⎧⎪⎪⎨⎪⎪⎩
P: 2(x, y, z) − (y, x, z) − (z, y, x) − (x, z, y) + (y, z, x) = 0,
P !:
{
(x, y, z) = 0,
x · y · z − y · x · z − z · y · x− x · z · y + y · z · x+ z · x · y = 0,
P˜ = Lie -Adm!,
(VI)
⎧⎨⎩
P = Ass: (x, y, z) = 0,
P ! = Ass,
P˜ = Ass.
Proposition 16. Let P be a quadratic operad corresponding to a class of K[Σ3]-associative Lie-admissible
algebras. Then P˜ = P ! if and only if P is the operad Gi-Ass for some i.
4.4. P = Leib
Let P = Leib be the Leibniz operad. A Leibniz algebra satisﬁes the relation
x(yz) − (xy)z − (xz)y = 0.
In this case, the elements of a P˜-algebra fulﬁll the relations
x(yz) = (xy)z
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(xy)z = (xz)y.
Thus a L˜eib-algebra is an associative algebra satisfying
xyz = xzy.
This relation is equivalent to
x[y, z] = 0
with [y, z] = yz − zy. This last identity implies that the derived Lie subalgebra is abelian, and the Lie
algebra is 2-step nilpotent. The dual operad of Leib, also denoted Z inb, describes algebras satisfying
(xy)z − x(yz) − x(zy) = 0.
Thus if a L˜eib-algebra satisﬁes also the relation x(yz) = (xy)z = 0 (every product of 3 elements of the
associative algebra is zero), it is a Z inb-algebra (Zinbiel algebra) i.e. a Leib!-algebra. These algebras are
nilalgebras A satisfying A3 = 0. For example, any associative commutative algebra is a L˜eib-algebra.
Every L˜eib-algebra with unit is commutative. In dimension 3 the algebra deﬁned by
e1e1 = e2, e1e3 = e3e3 = e2
is a noncommutative L˜eib-algebra.
4.5. P = Poiss
A Poisson algebra over K is a K-vector space equipped with two bilinear products:
(1) a Lie algebra product, denoted by {,}, called the Poisson bracket,
(2) an associative commutative product, denoted by •.
These two operations satisfy the Leibniz condition:
{X • Y , Z} = X • {Y , Z} + {X, Z} • Y ,
for all X, Y , Z . In [6], one proves that a Poisson algebra can be deﬁned by only one nonassociative
product, denoted by X · Y , satisfying the following identity
3A·(X, Y , Z) = (X · Z) · Y + (Y · Z) · X − (Y · X) · Z − (Z · X) · Y , (11)
where A·(X, Y , Z) = (X · Y ) · Z − X · (Y · Z). The corresponding quadratic operad has one generating
operation and rank 1. Let us denote by Poiss this operad. If
v1
(
(x1 · x2) · x3
)− w1(x1 · (x2 · x3))
is the generator of the module of relations R of Poiss, we have
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and
w1 = 3Id.
So P˜oiss is generated by ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(x1 · x2) · x3 − (x1 · x3) · x2,
(x1 · x2) · x3 − (x2 · x3) · x1,
(x1 · x2) · x3 − (x2 · x1) · x3,
(x1 · x2) · x3 − (x3 · x1) · x2,
(x1 · x2) · x3 − x1 · (x2 · x3),
and P˜oiss = Comm3.
Remark 17. In this paper we consider the standard product on the tensor product of algebras, but
it is possible to consider also modiﬁed ones. For instance, let (A,μA) and (B,μB) be two Poisson
algebras with a nonassociative product satisfying (11). Let τ be the twist map:
τ (x⊗ y) = y ⊗ x.
If we consider on A ⊗ B the following product
μA ⊗τ μB = 3μA ⊗ μB − μA ⊗ (μB ◦ τ ) − (μA ◦ τ ) ⊗ μB + (μA ◦ τ ) ⊗ (μB ◦ τ )
then (A ⊗ B,μA ⊗τ μB) is a Poisson algebra.
5. Case whereP has a generating operation with a symmetry
In all previous examples, we considered generating operation without symmetry. We consider now
quadratic operads P generated by a commutative operation (i.e. E = 1 the 1-dimensional trivial rep-
resentation) or an anticommutative one (i.e. E = Sgn2 the 1-dimensional signum representation). If A
is a P-algebra, thus any algebra B such that A⊗B is a P-algebra is commutative and we take E˜ = 1.
We consider Γ (E)(3) described by the relations⎧⎨⎩
(x1 · x2) · x3 = ε(x2 · x1) · x3 = εx3 · (x1 · x2) = x3 · (x2 · x1),
(x1 · x3) · x2 = ε(x3 · x1) · x2 = εx2 · (x1 · x3) = x2 · (x3 · x1),
(x2 · x3) · x1 = ε(x3 · x2) · x1 = εx1 · (x2 · x3) = x1 · (x3 · x2),
where ε = 1 if E = 1 and ε = −1 if E = Sgn2. Let R be the submodule of Γ (E)(3) describing the
relations of P(3). Then R is generated by vl((x1 · x2) · x3), 1  l  k with vl = α1l Id + α5l c + α6l c2 =
α1l σ1 + α5l σ5 + α6l σ6. We deﬁne R˜ as the K[Σ3]-submodule of Γ (˜E)(3) generated by the vectors
αipα
j
p
(
Id− σ−1i σ j
)(
(x1 · x2) · x3
)
,
for 1  p  k. But there is only one Σ3-module containing strictly Γ (˜E)(3). So if R˜ = Γ (˜E)(3) it
corresponds to
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for any σ ∈ Σ3, and the quadratic operad P˜ deﬁned by R˜ is the operad Com of associative commuta-
tive algebra. Using same arguments as in the previous section, we show that P˜ satisﬁes Theorem 9.
Example. If P = Lie then P˜ = P ! = Com the operad for associative commutative algebras. Indeed, in
this case, k = 1 and v1 = w1 = Id+ c + c2. So (x1 · x2) · x3 = (x2 · x3) · x1. We conclude that P˜ = Com.
Proposition 18. Let P = Γ (E)/(R) be a quadratic operad generated by an operation with a symmetry (i.e.
E = Sgn2 or E = 1). If P˜ = P ! then P = Γ (Sgn2) or Lie.
In fact P˜ = Γ (1) or Com, where Γ (1) denotes the free operad generated by the trivial represen-
tation and Γ (1)! = Γ (Sgn2), Com! = Lie.
Remark 19. We restricted our attention to quadratic operad with one binary generating operation
μ : V⊗2 → V . But the concept of P˜ operad can by extended to an arbitrary quadratic operad P , that
is generated by more than one n-ary operation.
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