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ON THE VISCOUS BURGERS EQUATION ON METRIC GRAPHS AND
FRACTALS
MICHAEL HINZ1, MELISSA MEINERT2
Abstract. We study a formulation of Burgers equation on the Sierpinski gasket, which is
the prototype of a p.c.f. self-similar fractal. One possibility is to implement Burgers equation
as a semilinear heat equation associated with the Laplacian for scalar functions, just as on
the unit interval. Here we propose a second, different formulation which follows from the
Cole-Hopf transform and is associated with the Laplacian for vector fields. The difference
between these two equations can be understood in terms of different vertex conditions for
Laplacians on metric graphs. For the second formulation we show existence and uniqueness
of solutions and verify the continuous dependence on the initial condition. We also prove
that solutions on the Sierpinski gasket can be approximated in a weak sense by solutions to
corresponding equations on approximating metric graphs. These results are part of a larger
program discussing non-linear partial differential equations on fractal spaces.
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1. Introduction
In this article we investigate the viscous Burgers equation on fractals. We propose a
formulation of the equation on the Sierpinski gasket, endowed with its standard energy form
and an arbitrary finite Borel measure with full support. We define a notion of solution and
verify the existence and uniqueness of solutions for initial conditions that are gradients of
energy finite functions. In addition, we verify the continuous dependence of the solution
on the initial conditions and provide an approximation of solutions by means of solutions
to Burgers equations on approximating metric graphs. Our main tool is the Cole-Hopf
transform, which also dictates the way we phrase the equation.
1, 2 Research supported in part by the DFG IRTG 2235: ’Searching for the regular in the irregular:
Analysis of singular and random systems’.
1 Research supported in part by the ’Fractal Geometry and Dynamics’ program, Institut Mittag-Leffler,
Stockholm, 2017, and by the DFG CRC 1283: ’Taming uncertainty and profiting from randomness and low
regularity in analysis, stochastics and their applications’.
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The viscous Burgers equation, [7, 8], is one of the simplest nonlinear partial differential
equations, on the real line it reads
(1) ut = σuxx − uxu,
see for instance [14,50,51]. The nonlinear term uxu =
1
2
(u2)x models a convection effect and
the viscosity parameter σ > 0 determines the strength of a competing diffusion. Physically
reasonable solutions of the inviscid Burgers equation (the case σ = 0) can be obtained as
the limit of solutions to (1) for σ → 0. On higher dimensional Euclidean domains or on
manifolds (1) translates into
(2) ut = σ∆u− 〈u,∇〉u,
and this equation is also seen as a simplification of the Navier-Stokes equation. Here ∆ is the
Laplacian acting on vector fields. Sometimes Burgers equation is formulated with 1
2
∇〈u, u〉
in place of 〈u,∇〉u, for gradient field solutions u = ∇h the terms agree. Equation (2) can
be solved using the Cole-Hopf transform, [12, 16, 33]: If w is a positive solution to the heat
equation wt = σ∆w, now with the Laplacian ∆ acting on scalar valued functions, then the
gradient field u := −2σ∇ logw solves (2). See also [5]. This transform is one example of an
entire hierarchy of transforms, [42, 60], and naturally related to integrable systems, [50].
Analysis on fractals is still a relatively young area of research, [2, 35–37, 43, 58]. Classical
notions of differentiation are not available, the analysis is based on energy (Dirichlet) forms
and diffusion processes, [17]. The major part of the existing literature on partial differential
equations on fractals is devoted to the study of linear elliptic or linear or semilinear parabolic
equations for scalar valued functions. The literature on other types of equations is rather
sparse, and studies of equations involving first order differential operators have been started
only recently, e.g. in [28], based on the first order calculus for Dirichlet forms proposed in
[10,11] and studied further in [25–30,34]. The implementation of such equations is nontrivial,
because the Dirichlet forms involved are not immediately given as integrals involving gradient
operators. In fact, the definition of an associated gradient operator is a nontrivial subsequent
step, [10, 11, 28, 34].
Here our main aim is to propose a formulation of Burgers equation on sufficiently simple
fractals that can be solved using the Cole-Hopf transform. For notational simplicity we
consider the viscosity σ = 1 only. Because it is the prototype of the easy to handle class of
p.c.f. self similar fractals, [35], we consider the equation on the Sierpinski gasket. In terms of
analysis, the Sierpinski gasket shares many properties with compact subintervals of the real
line, and two conceptually different generalizations emerge. Interpreting (1) (with σ = 1) as
a semilinear heat equation for scalar functions motivates a formulation of Burgers equation
on the Sierpinski gasket as the formal problem
(3)
{
gt(t) = −d
∗dg(t)− 1
2
d(g2)(t),
g(0) = g0,
where we symbolically write d for the gradient operator taking a function into a vector field
and d∗ for its adjoint (such that −d∗ is the divergence operator). This is a semilinear heat
equation for the Laplacian −d∗d acting on functions. In [47] it has been implemented as
an L2-Cauchy problem with respect to the natural self-similar Hausdorff measure, and the
authors showed existence, uniqueness and regularity of weak solutions for (3) with Dirichlet
boundary conditions. As discussed in [46, 47], this model is naturally related to control
theory and (backward) stochastic differential equations. However, it cannot be solved using
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the Cole-Hopf transform. An alternative viewpoint upon (1) is to interpret it as an equation
for vector fields, similar to (2). This suggests to formulate Burgers equation on the Sierpinski
gasket as the formal problem
(4)
{
ut(t) = −d d
∗u(t)− 1
2
d(u2)(t),
u(0) = u0.
Here d d∗ is the Laplacian acting on vector fields, so that (4) has to be seen as a vector
equation. The study of this model is the objective of the present article, and as mentioned
above it can be implemented using first order calculus, [10, 28, 34]. The volume measure
can be fairly general. We define d d∗ and u 7→ 1
2
d(u2) in distributional sense and use the
Cole-Hopf transform to verify existence and uniqueness of solutions in the case that the
initial condition is a gradient of an energy finite function. We also show their continuous
dependence on the initial condition.
The difference between (3) and (4) admits a very natural interpretation if one considers
these equations on metric graphs, [3, 6, 15, 18, 20, 38–41, 48]. In this case (3) is a semilinear
heat equation for the Laplacian d∗ d with Kirchhoff vertex conditions, while (4) employs the
Laplacian dd∗ with another, different type of vertex conditions. We also verify existence and
uniqueness of solutions to (4) on compact metric graphs, as well as continuous dependence
on initial conditions. In the metric graph case the operators involved and their domains
admit fairly explicit expressions.
The energy form on the Sierpinski gasket can be written as the limit of energy forms on
a sequence of metric graphs approximating the gasket, see for instance [61]. This raises the
question whether solutions of (4) on the Sierpinski gasket can be approximated by solutions
of (4) on the approximating metric graphs. If so, this might be regarded as another piece
of evidence that on the gasket formulation (4) is meaningful. In order to establish such a
result we again use the Cole-Hopf transform and first verify a corresponding statement for
solutions of heat equations, in other words, a generalized strong resolvent convergence for the
Laplacians for scalar functions on varying L2-space. A suitable concept has been established
in [44], see for instance [24] for an application to fractals. However, practically it seems
difficult to verify the characterization of such a convergence in terms of Dirichlet forms. It
is much easier to verify sufficient conditions for generalized norm resolvent convergence of
self-adjoint operators as considered in [54–56]. This can be done in a quite straightforward
manner if one uses the concept of δ-quasi unitary equivalence introduced in [54, Chapter 4,
in particular, Definition 4.4.11, Proposition 4.4.15 and Theorem 4.2.10]. A related concept
for sectorial operators was provided in [49]. Mimicking the proof of [55, Theorem 1.1] (where
a similar approximation along a sequence of discrete graphs was shown), we verify the norm
resolvent convergence of the Laplacians. As a consequence we obtain the convergence of
solutions of the heat equations in L2 in the strong sense and in the Dirichlet form domain
in the weak sense. This is sufficient to verify that solutions of (4) on approximating metric
graphs converge to the solution of (4) on the gasket in a suitable weak sense. To formu-
late the identification operators involved we rely on approximations by piecewise harmonic
respectively edge-wise linear functions.
We finally like to mention that a version of the viscous Burgers equation (1) on the real line
appears as the limiting deterministic equation for the weakly asymmetric nearest neighbor
exclusion process, [13, 19]. However, on the Sierpinski gasket the deterministic equations
related to weakly asymmetric exclusion processes do involve nonlinearities of divergence
3
type rather than of gradient type, see for instance [9]. Further ideas, such as studies of
inviscid Burgers equations and vanishing viscosity limits on suitable fractal spaces will be
subject of subsequent studies.
The present paper is organized as follows. In Section 2 we recall basics on metric graphs,
related energies and Laplacians, provide adequate formulations of (3) and (4) and prove
existence, uniqueness and continuous dependence on initial conditions for (4). In Section 3
we first recall basic concepts of the analysis on the Sierpinski gasket and the related vector
analysis. We briefly discuss problem (3) and the results of [47] and then formulate (4). Again
we state existence, uniqueness and continuous dependence on initial conditions, the proofs
are only minor modifications compared to the metric graph case. Section 4 provides metric
graph approximation results for solutions of the heat equation and for solutions of (4). An
appendix contains some technical calculations and, to make the paper self-contained, a proof
of the generalized norm resolvent convergence.
For quantities (f, g) 7→ Q(f, g) depending on two arguments f, g in a symmetric way we
use the notation Q(f) := Q(f, f).
Acknowledgements
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2. Heat and Burgers equations on metric graphs
2.1. Preliminaries on metric graphs. Mainly following [6,20] we provide some basics on
metric graphs. A metric graph is a quadruple Γ = (E, V, i, j) consisting of a countable set
E of open intervals e = (0, le) with le ∈ (0,+∞], a countable set V and maps i : E → V
and j : {e ∈ E | le < +∞} → V . To the elements e of E we refer as edges, to the elements
v of V as vertices. Given e = (0, le) ∈ E, we call le the length of e, i(e) its initial and j(e)
its terminal vertex. An edge e ∈ E and a vertex p ∈ V are said to be incident, e ∼ p, if
p is the initial or the terminal vertex of e. Two distinct vertices p, q ∈ V are said to be
neighbors, p ∼ q, if they are incident to the same edge. The graph Γ is said to have no loops
if there is no edge e with i(e) = j(e) and that Γ has no multiple edges if for any two different
edges e and e′ the sets {i(e), j(e)} and {i(e′), j(e′)} are different. A metric graph Γ is called
connected, if for any distinct p, q ∈ V there exists p0, ..., pn ∈ V such that p0 = p, pn = q and
pi ∼ pi−1 for i = 1, .., n. We set Xe := {e} × (0, le) and define the disjoint union
(5) XΓ := V ∪
⋃
e∈E
Xe.
For any edge e let πe : Xe → (0, le) denote the projection (e, t) 7→ t onto the second
component of Xe. For e ∈ E with le < +∞ we set X¯e := Xe∪{i(e), j(e)} and for e ∈ E with
le = +∞ we set X¯e := Xe ∪ {i(e)}. Let XΓ be endowed with the unique topology such that
for any e ∈ E the mapping πe extends to a homeomorphism πe : X¯e → [0, l(e)] that satisfies
πe(i(e)) = 0 and, in case that le < +∞, also πe(j(e)) = l(e). Given a real valued function
f on XΓ we define a function on each edge e ∈ E by fe := f ◦ π
−1
e . If f is continuous on
XΓ then for each e ∈ E the function fe is continuous on e and its value at each vertex is
the limit of its values on any adjacent edge. Moreover, the canonical length metric metrizes
this topology and makes X into a locally compact separable metric space. The space XΓ
is compact if and only if E is a finite set and all edges have finite length, and Γ is called
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compact if XΓ is compact. In what follows we assume that Γ is a compact connected metric
graph having no loops or multiple edges.
On each edge e ∈ E let W˙ 1,2(e) denote the homogeneous Sobolev space consisting of
locally Lebesgue integrable functions g on e such that
Ee(g) :=
∫ le
0
(g′(s))2 ds < +∞,
where the derivative g′ of g is understood in the distributional sense.
For a function f on X such that fe ∈ W˙
1,2(e) for any e ∈ E we can define its energy EΓ(f)
on Γ by the sum
EΓ(f) :=
∑
e∈E
Ee(fe).
The space of continuous functions on Γ with finite energy we denote by
W˙ 1,2(XΓ) := {f ∈ C(XΓ) : for any e ∈ E we have fe ∈ W˙
1,2(e), and EΓ(f) < +∞}.
By polarization we obtain a nonnegative definite symmetric bilinear form (EΓ, W˙
1,2(XΓ))
satisfying the Markov property. Moreover, (EΓ, W˙
1,2(XΓ)) is a resistance form on X in the
sense of [36, Definition 2.8]. In particular, on any single edge e ∈ E the form Ee satisfies
(6) (fe(s)− fe(s
′))2 ≤ leEe(fe)
for any f ∈ W˙ 1,2(XΓ) and any s, s
′ ∈ e.
Now suppose µΓ is an atom free nonnegative Radon measure on XΓ with full support.
Then (EΓ, W˙
1,2(XΓ)) is a strongly local regular Dirichlet form on L
2(XΓ, µΓ) in the sense
of [17]. We write W 1,2(XΓ, µΓ) for the Hilbert space W˙
1,2(XΓ) with norm
(7) ‖f‖W 1,2(XΓ,µΓ) :=
(
EΓ(f) + ‖f‖
2
L2(XΓ,µΓ)
)1/2
, f ∈ W 1,2(XΓ, µΓ).
A function f ∈ W 1,2(XΓ, µΓ) has zero energy EΓ(f) = 0 if and only if f is constant on XΓ,
and
(8) ‖f‖sup ≤ c ‖f‖W 1,2(XΓ,µΓ) , f ∈ W
1,2(XΓ, µΓ),
where c > 0 is a constant not depending on f , see [20, Corollary 2.2]. Alternatively, one can
follow the arguments of [35, Lemma 5.2.8].
In what follows we assume (ce)e∈E is a family of real numbers ce such that infe∈E ce > 0
and supe∈E ce < +∞ and that µΓ is the measure on XΓ determined by
(9) µΓ|Xe ◦ π
−1
e = ceλ
1|e, e ∈ E,
where λ1 denotes the Lebesgue measure on the real line. This class of measures is sufficiently
large for our purposes.
2.2. Kirchhoff Laplacian. Under the stated assumption the generator of the Dirichlet form
(EΓ,W
1,2(XΓ, µΓ)) is the nonpositive definite self-adjoint operator (LΓ,D(LΓ)) on L
2(XΓ, µΓ),
where D(LΓ) is the collection of all f ∈ W
1,2(XΓ, µΓ) such that fe ∈ W
2,2(e) for all e ∈ E
and
∑
e∼p Up(e)f
′
e(p) = 0 for all p ∈ V and
(10) Lf =
∑
e∈E
c−1e 1e f
′′
e
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for all f ∈ D(LΓ). Here f
′
e(p) denotes the trace of f
′
e ∈ W
1,2(e) on p, and Up(e) = 1 if
p = j(e) and Up(e) = −1 if p = i(e), so that at both points we consider the normals outgoing
from the edge e (and ingoing into i(e) and j(e), respectively). To (LΓ,D(LΓ)) one refers as
Laplacian with Kirchhoff vertex conditions, see e.g. [18, Definition 5]. On vertices that are
incident to one edge only, this forces zero Neumann boundary conditions.
A function f ∈ L2(XΓ, µΓ) is already uniquely determined by the functions fe, and we
may write f = (fe)e∈E . Given a function f ∈ W
1,2(XΓ, µΓ) we can define a function df =
((df)e)e∈E in L
2(XΓ, µΓ) by (df)e = c
−1/2
e f ′e for any e ∈ E where each f
′
e is understood in
distributional sense. This yields a bounded linear operator d : W 1,2(XΓ, µΓ) → L
2(XΓ, µΓ),
note that for any f, g ∈ W 1,2(XΓ, µΓ) we have
(11) 〈df, dg〉L2(XΓ,µΓ) = E(f, g).
Remark 2.1. Since XΓ is compact, the kernel of d consists exactly of the constants, ker d = R,
so thatW 1,2(XΓ, µΓ)/R and the image Im d of d in L
2(XΓ, µΓ) are isomorphic as vector spaces
and by (11) even isometrically isomorphic as Hilbert spaces.
Since due to (8) the space W 1,2(XΓ, µΓ) is an algebra with pointwise multiplication, we
can observe the Leibniz rule d(fg) = (df)g+ fdg, for any f, g from this space. The operator
d may also be seen as a densely defined closed linear operator on L2(XΓ, µΓ) with domain
W 1,2(XΓ, µΓ), and using integration by parts on the individual edges and Fubini’s theorem,
the adjoint d∗ of d is seen to be d∗f = ((d∗f)e)e∈E with (d
∗f)e = −c
−1/2
e f ′e for f from its
domain D(d∗) consisting of all f ∈ L2(XΓ, µΓ) such that fe ∈ W˙
1,2(e) for all e ∈ E and
(12)
∑
e∼p
c1/2e Up(e)fe(p) = 0
for all p ∈ V . Similarly as before fe(p) is understood in the sense of traces. By general theory
d∗ is closed in L2(XΓ, µΓ) and its domain D(d
∗) is dense. A function f ∈ W 1,2(XΓ, µΓ) is in
D(LΓ) if and only if df is in D(d
∗), and in this case we have LΓf = −d
∗df .
2.3. Vector Laplacian. Viewed as the target space of the derivation d, the space L2(XΓ, µΓ)
can also be interpreted as the space of L2-vector fields. Its subspace ker d∗ is trivial if and
only if Γ has no cycles (i.e. is a tree), see [34, Proposition 5.1]. We follow [3] and define
a natural nonnegative definite closed quadratic form on the space L2(XΓ, µΓ) of L
2-vector
fields by setting D(~EΓ) := D(d
∗) and
(13) ~EΓ(u, v) := 〈d
∗u, d∗v〉L2(XΓ,µΓ) , u, v ∈ D(
~EΓ).
Remark 2.2.
(i) If Γ has only one single edge e, then (~EΓ,D(~EΓ)) is the Dirichlet form associated with
the Laplacian on e with Dirichlet boundary conditions, [3, Example 4.1].
(ii) In general (~EΓ,D(~EΓ)) is not a Dirichlet form. Suppose Γ has a vertex p ∈ V with at
least three incident edges e1, e2, e3, and cei = 1, i = 1, 2, 3. If e1 and e2 have p as
terminal and e3 has it as initial vertex, consider a function v ∈ D(~EΓ) ∩ L
∞(XΓ, µΓ)
that satisfies ve1 = 1, ve2 = 1 and ve3 = 2. Then the square v
2 of v violates (12) at
p. Consequently, the Markov property cannot hold.
The generator of (~EΓ,D(~EΓ)) is the nonnegative definite self-adjoint operator ( ~LΓ,D( ~LΓ)),
given by ~LΓv := −dd
∗v for all functions v from its domain D( ~LΓ), which is the space of all
v ∈ D(d∗) such that d∗v = (−v′e)e∈E is in W
1,2(XΓ, µΓ).
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Remark 2.3. To the vertex conditions associated with ~LΓ the authors of [3] referred to as
anti-Kirchhoff conditions, they slightly differ from those specified in [18, Definition 6].
Since XΓ is compact, a function f ∈ W
1,2(XΓ, µΓ) satisfies 〈d
∗v, f〉L2(XΓ,µΓ) = 0 for all d
∗v
with v ∈ D( ~LΓ) if and only if f is constant on XΓ: In fact, this is equivalent to requiring
〈v, df〉L2(XΓ,µΓ) = 0 for such v, and since D(
~LΓ) is dense in L
2(XΓ, µΓ) this is equivalent to
f ∈ ker d. Moreover, because the constants form a closed subspace of L2(XΓ, µΓ) it follows
that each function ϕ ∈ W 1,2(XΓ, µΓ) can uniquely be written as a sum
(14) ϕ = d∗v + c
for some v ∈ D( ~LΓ) and c ∈ R.
2.4. Distributional definitions. Let (W 1,2(XΓ, µΓ))
∗ denote the dual of W 1,2(XΓ, µΓ).
We can interpret d∗ and LΓ in the distributional sense as bounded linear operators d
∗ :
L2(XΓ, µΓ)→ (W
1,2(XΓ, µΓ))
∗, defined by
(15) d∗v (ϕ) := 〈v, dϕ〉L2(XΓ,µΓ) , ϕ ∈ W
1,2(XΓ, µΓ),
and LΓ : W
1,2(XΓ, µΓ)→ (W
1,2(XΓ, µΓ))
∗, defined by
(16) LΓf(ϕ) := −EΓ(f, ϕ), ϕ ∈ W
1,2(XΓ, µΓ).
The operator ~LΓ may also be interpreted in the distributional sense as a bounded linear
operator ~LΓ : L
2(XΓ, µΓ)→ (D( ~LΓ))
∗ defined by
(17) ~LΓv(w) := −d
∗v(d∗w), w ∈ D( ~LΓ),
where (15) is used. Finally, we also define the operator d on L1(XΓ, µΓ) in a suitable distri-
butional sense: Let D( ~LΓ) be endowed with the norm v 7→ ‖d
∗v‖W 1,2(XΓ,µΓ) and let (D(
~LΓ))
∗
denote its topological dual. We define d : L1(XΓ, µΓ)→ (D( ~LΓ))
∗ by
(18) df(v) :=
∫
XΓ
d∗v f dµΓ, v ∈ D( ~LΓ).
Then |df(v)| ≤ c ‖d∗v‖W 1,2(XΓ,µΓ) ‖f‖L1(XΓ,µΓ) for any f ∈ L
1(XΓ, µΓ) by (8), and for f ∈
W 1,2(XΓ, µΓ) we have df(v) = 〈v, df〉L2(XΓ,µΓ). If Γ has a single edge e only and f
′
e denotes
the distributional derivative of fe on e, then df(v) = c
1/2
e f ′e(v).
2.5. Kirchhoff Burgers equation. On the unit interval the viscous Burgers equation is
given by (1). If we now consider Burgers equation with respect to Dirichlet boundary condi-
tions, existence and uniqueness for arbitrary finite time horizons can for instance be obtained
in a monotone operator setup, [45, Theorem 1.1 and Example 3.2]. If endowed with Neu-
mann boundary conditions, the unit interval [0, 1] can be seen as the metric graph having
only the single edge e = (0, 1) and vertex set V = {i(e), j(e)}, and this suggests to general-
ize the Cauchy problem for (1) to a compact connected metric graph Γ having no loops or
multiple edges by considering the formal problem (3). There are various ways to formulate
(3) rigorously as a Cauchy problem
(19)
{
gt(t) = LΓg(t)−
1
2
d(g2)(t),
g(0) = g0
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with initial condition g0 ∈ L
2(XΓ, µΓ). Imposing additional Dirichlet boundary conditions on
a finite subset of Γ and assuming g0 ∈ W
1,2(XΓ, µΓ), one can invoke well known semigroup
methods to obtain solutions to (19) on Γ for sufficiently small T , [52, Section 6.3, Theorem
3.1]. We strongly believe that the arguments of [47], which make heavy use of (8), can be
combined with known heat kernel estimates, see [20] and the references cited there, to obtain
global weak solutions under Dirichlet boundary conditions, [47, Definition 4.13].
2.6. Burgers equation via Cole-Hopf. As before we assume Γ is a compact connected
metric graph Γ having no loops or multiple edges. An alternative generalization of (1) to Γ
can be obtained applying the Cole-Hopf transform to solutions of the heat equation
(20)
{
wt(t) = LΓw(t), t > 0,
w(0) = w0,
for the Kirchhoff Laplacian LΓ. This leads to the formal problem (4) which we discuss in
the present article and which in general is different from (3). Assume that w0 ∈ L
2(XΓ, µΓ)
is nonnegative µΓ-a.e. and strictly positive on some set of positive measure µΓ. The unique
solution to (20), seen as a Cauchy problem in L2(XΓ, µΓ), is w(t) = e
tLΓw0. For any t > 0
the function w(t) is in W 1,2(XΓ, µΓ)), it is bounded, continuous and also strictly positive on
XΓ, because (e
tLΓ)t>0 is conservative. Therefore, by the chain rule (with respect to t),
(21) h := −2 logw
defines a differentiable function h : (0,∞) → W 1,2(XΓ, µΓ), and it satisfies the potential
Burgers equation
(22) 〈ht(t), ϕ〉L2(XΓ,µΓ) = LΓh(t)(ϕ)−
1
2
〈dh(t), dh(t)〉 (ϕ)
for any ϕ ∈ W 1,2(XΓ, µΓ), where we write 〈dh(t), dh(t)〉 (ϕ) := 〈ϕ dh(t), dh(t)〉L2(XΓ,µΓ). See
for instance [51, Section 8.4]. Its derivative
(23) u(t) := dh(t),
is a function u : (0,∞)→ L2(XΓ, µΓ), and writing ut(t)(v) := 〈ut(t), v〉L2(XΓ,µΓ), v ∈ D(
~LΓ),
we can formulate (4) rigorously as the Cauchy problem
(24)
{
ut(t) = ~LΓu(t)−
1
2
d(u2)(t), t > 0,
u(0) = u0,
where ~LΓu(t) := ~LΓ(u(t)) and d(u
2)(t) := d(u2(t)) are understood in terms of the distribu-
tional definitions (17) and (18). We use the following notion of solution.
Definition 2.1. A function u ∈ C([0,+∞), L2(XΓ, µΓ))∩C
1((0,+∞), L2(XΓ, µΓ)) is called
a solution to (24) with initial condition u0 ∈ L
2(XΓ, µΓ) if u satisfies the first identity in
(24) in (D( ~LΓ))
∗ and the second in L2(XΓ, µΓ).
We first observe the structure of solutions. The space Im d is a closed subspace of
L2(XΓ, µΓ) and L
2(XΓ, µΓ) admits the orthogonal decomposition L
2(XΓ, µΓ) = Im d⊕ker d
∗.
Theorem 2.1. Suppose u is a solution to (24) with initial condition u0. Let η0 ∈ ker d
∗ and
h0 ∈ W
1,2(XΓ, µΓ) be such that u0 = dh0 + η0. Then u is of form u(t) = dh(t) + η0, t ≥ 0,
with a function h : [0,+∞)→ W 1,2(XΓ, µΓ) satisfying dh(0) = dh0.
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Proof. For any t ≥ 0 there exist η(t) ∈ ker d∗, uniquely determined, and h(t) ∈ W 1,2(XΓ, µΓ),
unique up to an additive constant, such that u(t) = dh(t)+η(t). Since by definition t 7→ u(t)
is differentiable on (0,+∞) and continuous on [0,+∞), so is its orthogonal projection η to
ker d∗ and therefore also dh, and by Remark 2.1 even h, seen as a function with values in
W 1,2(XΓ, µΓ)/R. For any v ∈ ker d
∗ ⊂ D( ~LΓ) and any fixed t we have
〈ηt(t), v〉L2(XΓ,µΓ) = −〈ht(t), d
∗v〉L2(XΓ,µΓ) − d
∗u(t)(d∗v)−
1
2
∫
XΓ
u2(t) d∗v dµΓ = 0,
so that also 〈η(t)− η0, v〉L2(XΓ,µΓ) =
∫ t
0
〈ητ (τ), v〉L2(XΓ,µΓ) dτ = 0. However, this implies that
η(t)− η0 ⊥ ker d
∗, which means this difference must be zero in L2(XΓ, µΓ). 
The Cole-Hopf transform (21) and (23) guarantees the existence and uniqueness of solution
fields for initial conditions of gradient type.
Theorem 2.2. Assume that u0 = dh0 with h0 ∈ W
1,2(XΓ, µΓ). Let w(t) denote the unique
solution etLΓw0 to (20) with initial condition w0 := e
−h0/2. Then the function u(t) :=
−2d logw(t), t ≥ 0, is the unique solution to (24).
Both the existence and the uniqueness part follow well-known standard arguments, see for
instance [5] or [51, Section 8.4]. We adapt them to our setup.
Proof. To verify that u is a solution, let h be as in (21). The stated hypotheses imply
ut(t) = dht(t) in L
2(XΓ, µΓ) for any t > 0. We have 〈d
∗u(t), d∗v〉 = 〈LΓh(t), d
∗v〉 for test
functions ϕ = d∗v with v ∈ D( ~LΓ). From (22) it follows that u satisfies the first identity in
(24). To verify the continuity of u at zero, note that by nonnegativity and conservativity
of the semigroup we have infs∈XΓ w(t, s) ≥ e
−‖h0‖sup/2 for any t ≥ 0. Since the function w :
[0,+∞) → W 1,2(XΓ, µΓ) is continuous, also its reciprocal w(·)
−1 : [0,+∞) → W 1,2(XΓ, µΓ)
is continuous. Therefore
‖u(t)− u0‖L2(XΓ,µΓ) ≤ 2
∥∥(dw(t)− dw0)w(t)−1∥∥L2(XΓ,µΓ) + 2 ∥∥(w(t)−1 − w−10 )dw0∥∥L2(XΓ,µΓ)
≤ 2e‖h0‖sup/2 ‖w(t)− w0‖W 1,2(XΓ,µΓ) + 2e
‖h0‖sup/2
∥∥w(t)−1 − w−10 ∥∥L∞(XΓ,µΓ) ,
what by (8) converges to zero as t goes to zero.
To see uniqueness we may, by Theorem 2.1, assume that u(t) ∈ Im d for any t ≥ 0. In this
case there is a potential h˜ : [0,+∞) → W 1,2(XΓ, µΓ) such that u(t) = dh˜(t) for all t ≥ 0.
According to Definition 2.1 h˜ is continuous on [0,+∞) and differentiable on (0,+∞), and
we have (22) for h˜ in place of h and all test functions ϕ of type ϕ = d∗v, v ∈ D( ~LΓ). In order
to have (22) for all test functions from W 1,2(XΓ, µΓ), which also detect additive constants,
we need to readjust the choice of the potential. For each t ≥ 0 set now
g(t) :=
1
µΓ(XΓ)
{
−
〈
h˜t(t), 1
〉
L2(XΓ,µΓ)
−
1
2
〈
dh˜(t), dh˜(t)
〉
L2(XΓ,µΓ)
}
and let G : [0,+∞) → R be a differentiably function satisfying Gt = g. Then the read-
justed potential h(t) := h˜(t) + G(t) satisfies (22) for all ϕ ∈ W 1,2(XΓ, µΓ): Suppose the
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decomposition (14) of ϕ reads ϕ = d∗v + c with v ∈ D( ~L) and c ∈ R, then
〈ht(t), d
∗v + c〉L2(XΓ,µΓ) =
〈
h˜t(t), d
∗v + c
〉
L2(XΓ,µΓ)
+
〈
h˜t(t), c
〉
L2(XΓ,µΓ)
+ cg(t)µΓ(XΓ)
= Lh˜(t)(d∗v)−
1
2
〈
(d∗v + c)dh˜(t), dh˜(t)
〉
L2(XΓ,µΓ)
= LΓh(t)(d
∗v + c)−
1
2
〈
(d∗v + c)dh(t), dh(t)
〉
L2(XΓ,µΓ)
,
where we have used (16) and ker d = R. As a consequence, the continuous W 1,2(XΓ, µΓ)-
valued function
w(t) := e−h(t)/2, t ≥ 0,
is the unique solution to the Cauchy problem for the heat equation (20) in L2(XΓ, µΓ) with
initial condition w0. To see this, note that
LΓw(t) = d
∗
(
−
1
2
e−h(t)/2dh(t)
)
= −
1
2
e−h(t)/2
(
LΓh(t)−
1
2
〈dh(t), dh(t)〉
)
= −
1
2
e−h(t)/2ht(t) = wt(t)
in (W 1,2(XΓ, µΓ))
∗, which follows from [28, Lemma 3.2]. However, since wt(t) is in L
2(XΓ, µΓ),
also LΓw(t) must be in L
2(XΓ, µΓ), and since W
1,2(XΓ, µΓ) is dense in L
2(XΓ, µΓ) the equal-
ity must hold in L2(XΓ, µΓ). If now u was another solution of (24) with initial condition u0
different from u and having a potential h satisfying (22) for all ϕ ∈ W 1,2(XΓ, µΓ) then h and
h would have to differ on (0,+∞) by a nonconstant function. However, this would lead to
two different solutions w and w of the Cauchy problem (20), a contradiction. 
The following is immediate from [34, Proposition 5.1].
Corollary 2.1. If Γ has no cycles, i.e. is a tree, then for any initial condition u0 ∈
L2(XΓ, µΓ) the problem (24) has a unique solution.
We provide some rudimentary estimates.
Corollary 2.2. Let u0, h0 and u be as in Theorem 2.2. Assume in addition that h0(s0) = 0
for some s0 ∈ XΓ.
(i) We have supt>0 ‖u(t)‖L2(XΓ,µΓ) ≤ c1 ‖u0‖L2(XΓ,µΓ) e
c2‖u0‖L2(XΓ,µΓ) with positive con-
stants c1 and c2 independent of u0.
(ii) If u˜0 = dh˜0 is another initial condition with h˜0 ∈ W
1,2(XΓ, µΓ) such that h˜0(s0) = 0,
and u˜ the corresponding solution, then
sup
t>0
‖u(t)− u˜(t)‖L2(XΓ,µΓ)
≤ c3(‖u0‖L2(XΓ,µΓ) + 1)
2e
c4(‖u0‖L2(XΓ,µΓ)
+‖u˜0‖L2(XΓ,µΓ)
)
‖u0 − u˜0‖L2(XΓ,µΓ)
with positive constants c3 and c4 independent of u0 and u˜0.
The proof relies on standard arguments, it is briefly sketched in the appendix.
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3. Heat and Burgers equations on the Sierpinski gasket
In this section we present two formulations of Burgers equation on the Sierpinski gasket,
they correspond to (3) and (4) in a similar way as (19) and (24). We then analyze the
formulation of (4) in more detail.
3.1. Preliminaries on the Sierpinski gasket. To provide some preliminaries we follow
[35] and [58]. The Sierpinski gasket K is defined as the unique self-similar set determined by
the contractive similarities Fi : R
2 → R2 given by Fi(x) =
1
2
(x−qi)+qi, i = 0, 1, 2, where the
qi are the vertices of an equilateral triangle of side length 1. Let V0 = {q0, q1, q2}. Given a
word w = w1w2...wm of length |w| = m with wi ∈ {0, 1, 2} we write Fw = Fw1 ◦Fw2 ◦ ...◦Fwm
and use the notations Kw := Fw(K) and Vm := ∪|w|=mFwV0 and V∗ := ∪m≥0Vm.
For each m ≥ 0 we consider Vm as the vertex set of a (discrete) graph Gm = (Vm, Em)
with vertices p, q ∈ Vm being the endpoints of an edge e ∈ Em connecting them if there is
a word w of length |w| = m such that p, q ∈ FwV0. In this case we write p ∼m q. One can
define a nontrivial quadratic form E acting on functions f : V∗ → R as the limit
E(f) := lim
m→∞
Em(f)
of rescaled graph energies
Em(f) = r
−m
∑
p∈Vm
∑
q∼mp
(f(p)− f(q))2
along this sequence (Gm)m≥0 of graphs. The rescaling factor is given by r :=
3
5
. On V∗ we can
define an associated metric by R(p, q) := sup {|f(p)− f(q)|2 : f : V∗ → R, E(f) < +∞} for
p, q ∈ V∗, and then recover K as the completion of V∗ in this metric. The space K endowed
with the unique continuation of this metric, again denoted by R, is compact. Each function f
on V∗ with E(f) < +∞ extends to a continuous function on K, again denoted by f . Defining
D(E) to be the set of functions f : K → R such that E(f) := E(f |V∗) < +∞, we obtain a
resistance form (E ,D(E)) on K in the sense of [36, Definition 2.8]. The elements of D(E)
are continuous on K, hence bounded, and D(E) is an algebra with pointwise multiplication.
Moreover, for any fixed m we have
E(f) =
∑
|w|=m
EKw(f), f ∈ D(E),
where EKw denotes the restriction of E to Kw, see for instance [55, Proposition 3.6]. In the
present context we have EKw(f) = r
−mE(f ◦ Fw), f ∈ D(E). For a fixed word w of length
|w| = m the form EKw satisfies
(25) (f(x)− f(y))2 ≤ rm EKw(f)
for any f ∈ D(E) and any x, y ∈ Kw.
Basically following [10, 11, 34] we can introduce a first order derivation ∂ associated with
(E ,D(E)). Let la(K × K) denote the space of all real valued antisymmetric functions on
K×K. Given v ∈ la(K×K) and g ∈ D(E) we can define a new element gv of la(K×K) by
(26) (gv)(x, y) := g(x, y)v(x, y), x, y ∈ K,
where g(x, y) := 1
2
(g(x)+ g(y)). This defines an action of D(E) on la(K×K) making it into
a D(E)-module. Next, let du : D(E)→ la(K ×K) be the universal derivation defined by
(27) duf(x, y) := f(x)− f(y), x, y ∈ K.
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It satisfies ‖duf‖
2
H = E(f) for any f ∈ D(E), and by (26) also du(fg) = fdug+ gduf for any
f, g ∈ D(E). Now let Ω1a(K) denote the submodule of lq(K ×K) generated by the functions
of form gduf . On Ω
1
a(K) we can introduce a symmetric nonnegative definite bilinear form
〈·, ·〉H by extending
〈g1duf1, g2duf2〉H := limm→∞
r−m
∑
p∈Vm
∑
q∼mp
g1(p, q)g2(p, q)duf1(p, q)duf2(p, q)
linearly in both arguments, respectively. Factoring out zero seminorm elements and com-
pleting yields a Hilbert space H to which we refer as the space of generalized L2-vector fields
associated with (E ,D(E)).
Remark 3.1. The elements v of H can no longer be interpreted as functions, in fact, for
classical setups such as Euclidean spaces or Riemannian manifolds the space H, defined in
different but equivalent way, is the space of square integrable vector fields, see [10,28] or [31].
The action (26) induces an action of D(E) on H which satisfies
(28) ‖gv‖H ≤ ‖g‖sup ‖v‖H
for all g ∈ D(E) and all v ∈ H. Given f ∈ D(E), we denote the H-equivalence class of the
universal derivation duf as in (27) by ∂f . This defines a derivation operator
∂ : D(E)→H
that satisfies ‖∂f‖2H = E(f) for any f ∈ D(E) and ∂(fg) = f∂g + g∂f for any f, g ∈ D(E).
Remark 3.2. Again we have ker ∂ = R, and the spaces Im ∂ and D(E)/R are isometrically
isomorphic.
Remark 3.3. For Euclidean domains or Riemannian manifolds the operator ∂, defined in a
different but equivalent way, yields the usual gradient operator, see [10,28,31]. For a compact
metric graph Γ as in the preceding section one can similarly define a Hilbert space HΓ, then
based on the resistance form (EΓ, W˙
1,2(XΓ)). In this case there is an isometric isomorphism
from HΓ onto L
2(XΓ, µΓ) which takes ∂f into f
′, [3, Proposition 5.1].
In what follows let µ be an atom free nonnegative Radon measure on K with full support.
3.2. Scalar Laplacian. The form (E ,D(E)) is a local regular Dirichlet form on L2(K,µ),
see for instance [35, Theorem 3.4.6] or [37, Theorem 9.4]. The space D(E), endowed with
(29) ‖f‖D(E) := (E(f) + ‖f‖L2(K,µ))
1/2,
is a Hilbert space, we write 〈·, ·〉D(E) for its scalar product. The inequality
(30) ‖f‖sup ≤ c ‖f‖D(E) , f ∈ D(E),
holds with a universal constant c > 0, [35, Lemma 5.2.8]. The generator (L,D(L)) of this
form is denoted by (L,D(L)). The derivation ∂ extends to a closed unbounded operator
∂ : L2(K,µ)→H with domain D(E). Its adjoint is denoted by ∂∗ and its domain by D(∂∗).
The image Im ∂ of the derivation ∂ is a closed subspace of H and we observe the orthogonal
Helmholtz-Hodge type decomposition
(31) H = Im ∂ ⊕ ker ∂∗.
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3.3. Vector Laplacian. Similarly as in the metric graph case we can introduce a closed
quadratic form (~E ,D(~E)) on the Hilbert space H by setting D(~E) := D(∂∗) and
~E(u, v) := 〈∂∗u, ∂∗v〉L2(K,µ) , u, v ∈ D(
~E).
The associated generator is ( ~L,D( ~L)), and v ∈ H is in D( ~L) if and only if ∂∗v ∈ D(E). In
this case, we have ~Lv = −∂∂∗v.
3.4. Distributional definitions. Similarly as before we consider ∂∗ and L also in the
distributional sense as bounded linear operators ∂∗ : H → (D(E))∗ and L : D(E)→ (D(E))∗
by ∂∗v(ϕ) := 〈v, ∂ϕ〉H and Lf(ϕ) := −E(f, ϕ). Using the norm v 7→ ‖∂
∗v‖D(E) on D(
~L)
we can see that the operator ~L induces a bounded linear operator ~L : L2(K,µ)→ (D( ~L))∗,
defined by
~Lv(w) := ∂∗v(∂∗w), w ∈ D( ~L).
We can generalize the former definition of the convection term d(u2) in (24) by defining
∂ 〈u, u〉 ∈ (D( ~L))∗ for any u ∈ H via
(32) ∂ 〈u, u〉 (v) := 〈(∂∗v)u, u〉H , v ∈ D(
~L).
3.5. Hodge star operators and scalar Burgers equation. The formulation of a coun-
terpart of (3) and (19) on the Sierpinski gasket is non-trivial, note that a priori ∂(g2) is
not a scalar function. However, since the Sierpinski gasket is one-dimensional in a certain
way, [23,43], the gradient field ∂(g2) can be interpreted as function. We take a short detour
to make this precise. Given a function f ∈ D(E) we can define its energy measure νf by the
requirement that ∫
K
g dνf = E(fg, f)−
1
2
E(f 2, g), g ∈ D(E),
see [17, Section 3.2]. For any word w of length m it satisfies νf (Kw) = EKw(f), what provides
an alternative, equivalent definition, [58]. Energy measures connect to the space H by the
identity ‖g∂f‖2H =
∫
K
g2 dνf for any f, g ∈ D(E).
The space of functions on K harmonic on K \ V0 is a Hilbert space with inner product E ,
its dimension is two, [58]. Let {h1, h2} be an orthonormal basis in this space. The measure
ν := νh1 + νh2 does not depend on the choice of this orthonormal basis, and it is called the
Kusuoka measure. The energy measures νf of any function f ∈ D(E) is absolutely continuous
with respect to ν and therefore has a density Γ(f) ∈ L1(K, ν). As shown in [28, Section 2]
there exists a measurable field (Hx)x∈K of Hilbert spaces (Hx, ‖·, ·‖Hx) such that the space
H is isometrically isomorphic to the direct integral
∫ ⊕
K
Hx ν(dx) with respect to ν. The
Hilbert spaces Hx may be seen as abstract substitutes of tangent spaces, and in particular,
we have ‖∂f‖2Hx = Γ(f)(x) for ν-a.e. x ∈ K. A very well known observation, basically due
to Kusuoka, [43], and studied further in [21–23], is that for ν-a.e. x ∈ K the space Hx is
one-dimensional.
Remark 3.4. To have this direct integral representation the given volume measure µ does not
have to be the Kusuoka measure ν. In fact, a standard choice of volume measure is to take
the natural (normalized) self-similar Hausdorff measure of dimension log 3
log 2
, and the Kusuoka
measure is singular with respect to it, [4, 21, 22].
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It is not difficult to find an element ω of H that satisfies ‖ω‖Hx = 1 for ν-a.e. x ∈ K, [3,
Lemma 4.3]. Consequently for any v ∈ H there is a uniquely defined function g ∈ L2(K, ν)
such that v = gω. It was shown in [3, Section 4] that the map ⋆ω : H → L
2(K,µ), defined
by
⋆ωv := g,
provides an isometric isomorphism from H onto L2(K, ν), [3, Proposition 4.5]. To ⋆ω we
refer as the Hodge star operator associated with ω, [3, Definition 4.4]. In the following, let
ω ∈ H with ‖ω‖Hx = 1 ν-a.e. be fixed.
Mathematically it now seems reasonable to formulate (3) as the Cauchy problem
(33)
{
gt(t) = Lg(t)−
1
2
⋆ω ∂(g
2)(t),
g(0) = g0.
In [47] the authors make heavy use of (25) respectively (30) and skillfully establish Sobolev
inequalities on K for mutually singular measures. They combine them with known results on
heat kernels to obtain the existence and uniqueness of weak solutions, [47, Definition 4.13],
to a counterpart of (33) subject to Dirichlet boundary conditions and in the case that µ is
the natural Hausdorff measure on K, [47, Theorem 4.16]. Their results work for arbitrary
finite time intervals [0, T ]. Without mentioning it explicitely, they make use of a Hodge star
operator ⋆ω. In fact, in a probabilistic form it already appeared in [43, Theorem 5.4 (ii)] (for
p = 1), as can be seen using Nakao’s theorem, see for example [28, Theorem 9.1]. Under
additional conditions also well known semigroup methods may be applied to obtain existence
and uniqueness of solutions to (33), [52, Section 6.3, Theorem 3.1], at least for small time
intervals.
3.6. Vector Burgers equation. Here we focus on (4). Suppose that w(t) = etLw0 is the
unique solution to the heat equation (20), now for the generator (L,D(L)) of (E ,D(E)).
Again we assume the initial condition w0 ∈ L
2(K,µ) to be strictly nonnegative µ-a.e. and
strictly positive on a set of positive measure. The D(E)-valued function h := −2 logw
satisfies (22) for any ϕ ∈ D(E). We write ∂ 〈u, u〉 (t) := ∂ 〈u(t), u(t)〉, the latter defined as
in (32), and consider the Cauchy problem
(34)
{
ut(t) = ~Lu(t)−
1
2
∂ 〈u, u〉 (t), t > 0,
u(0) = u0.
The definition of solution is similar to the metric graph case.
Definition 3.1. A function u ∈ C([0,+∞),H)∩C1((0,+∞),H) is called a solution to (34)
with initial condition u0 ∈ H if u satisfies the first identity in (34) in (D( ~L))
∗ and the second
in H.
The structure of solutions is as in the metric graph case.
Theorem 3.1. Suppose u is a solution to (34) with initial condition u0 ∈ H. Let η0 ∈ ker ∂
∗
and h0 ∈ D(E) be such that u0 = ∂h0 + η0. Then u is of form u(t) = ∂h(t) + η0, t ≥ 0, with
a function h : [0,+∞)→ D(E) satisfying dh(0) = dh0.
Proof. Considering ∂ and ∂∗ in place of d and d∗, respectively and using (31) we can follow
the proof of Theorem 2.1. 
Again we can conclude an existence and uniqueness statement for solutions.
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Theorem 3.2. Assume u0 = ∂h0 with h0 ∈ D(E). Let w(t) denote the unique solution e
tLw0
to (20) with initial condition w0 := e
−h0/2. Then the function u(t) := −2∂ logw(t), t ≥ 0, is
the unique solution to (34).
Proof. The proof is similar to that of Theorem 2.2, note that the continuity of the Cole-Hopf
solution at zero can be verified using (28) and the uniqueness follows from (31) together with
Theorem 3.1. 
Also the following estimates are as before, see the appendix for a proof.
Corollary 3.1. Let u0, h0 and u be as in Theorem 3.2. Assume in addition that h0(x0) = 0
for some x0 ∈ K.
(i) We have supt>0 ‖u(t)‖H ≤ c1 ‖u0‖H e
c2‖u0‖H with positive constants c1 and c2 inde-
pendent of u0.
(ii) If u˜0 = dh˜0 is another initial condition with h˜0 ∈ D(E) such that h˜0(x0) = 0, and u˜
the corresponding solution, then
sup
t>0
‖u(t)− u˜(t)‖H ≤ c3(‖u0‖H + 1)
2ec4(‖u0‖H+‖u˜0‖H) ‖u0 − u˜0‖H
with positive constants c3 and c4 independent of u0 and u˜0.
Remark 3.5. It is well known that in the context of classical partial differential equations
the Cole-Hopf transform connects an entire hierarchy of equations and allows to obtain
exact solutions to non-linear equations from solutions to linear equations on each particular
level, [42,60]. On fractals linear second order (’heat’) equations (20) are tractable whenever
we can understand a natural Laplace operator. In comparison, linear first order (’transport’)
equations of type gt = gx are more difficult to analyze, and due to possible energy singularity
the existing methods, such as [1], may work for some volume measures, but certainly not for
all. Linear equations of higher order, for instance gt = gxxx, have not yet been studied on
fractals, and it is an interesting open question how to formulate them in a meaningful way.
Remark 3.6. Formulation (34) and Theorem 3.2 only rely on basic ingredients such as the
Markov property and the conservativity of the semigroup. In a similar manner one could
study Burgers type equations via the Cole-Hopf transform for a large class of Dirichlet forms,
for instance for purely non-local forms. However, the physical relevance of such models may
of course remain a matter of discussion.
4. Metric graph approximation for Cole-Hopf solutions
In this section we consider metric graph approximations to the Sierpinski gasket K. We
show that a Cole-Hopf solution of the Burgers equation (34) on K can be approximated
in a suitable sense by Cole-Hopf solutions to Burgers equations (24) on the metric graphs
approximating K. Our approximation scheme follows the methods in [55] and [56].
Let (Γm)m≥0 be the sequence of metric graphs Γm = (Em, Vm, im, jm) naturally defined by
the graphs Gm = (Vm, Em) approximating K as in Section 3. For simplicity we write i = im
and j = jm. Note that for all e ∈ Em we have le = 2
−m. On the space Xm := XΓm , defined
as in (5), we consider the bilinear form (EΓm, W˙
1,2(Xm)), where
EΓm(f) := 2
−mr−m
∑
e∈Em
Ee(fe) and Ee(fe) =
∫ 2−m
0
(f ′e(t))
2dt.
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To a function f ∈ W˙ 1,2(Xm) which is linear on each edge e ∈ Em we refer as edge-wise
linear function, and we denote the subspace of W˙ 1,2(Xm) of such functions by ELm. If
f ∈ ELm, then its derivative on e is the constant function f
′
e = 2
m(f(j(e)) − f(i(e))), so
that
(35) Ee(fe) =
∫ 2−m
0
(f ′e(t))
2dt = 2m(f(j(e))− f(i(e)))2
on each e ∈ Em and consequently EΓm(f) = Em(f |Vm). For a general function f ∈ W˙
1,2(Xm)
formula (35) becomes an inequality in which the left hand side dominates the right hand
side. This implies
(36) Em(f |Vm) ≤ EΓm(f), f ∈ W˙
1,2(Xm).
By HΓm we denote the linear operator HΓm : W˙
1,2(Xm) → ELm that assigns to a function
f ∈ W˙ 1,2(X) the unique edge-wise linear function on Xm that interpolates f |Vm .
A function f onK is calledm-piecewise harmonic if it minimizes all energies En, n ≥ m+1,
amongst all functions on K which coincide with f |Vm on Vm. If f is m-piecewise harmonic,
then it is also n-piecewise harmonic for any n ≥ m, f ∈ D(E) and E(f) = Em(f |Vm). For
details see for instance [58]. We write PHm for the subspace of all m-piecewise harmonic
functions. As usual we denote by ψp,m the function in PHm satisfying ψp,m(q) = δpq, q ∈ Vm.
Given a function f on Vm we write Hm(f) ∈ D(E) to denote its unique extension to an
m-piecewise harmonic function,
(37) Hmf(x) :=
∑
p∈Vm
f(p)ψp,m(x), x ∈ K.
We use the same symbol Hm to denote the linear operator Hm : D(E) → PHm defined by
Hm(f) := Hm(f |Vm), f ∈ D(E).
Given a function f ∈ D(E) on K, we can interpret its pointwise restriction to the line
segment connecting two neighbor points p ∼m q from Vm as a continuous function fe on
the edge e ∈ Em of Γm with i(e) = p and j(e) = q. This defines a continuous function on
Xm, which we denote by f |Xm. Since a function f ∈ PHm is linear on all line segments
connecting two neighbor points p ∼m q, the above interpretation f |Xm of f is a function in
ELm which satisfies (35) on each edge and EΓm(f |Xm) = Em(f |Vm) = E(f). Moreover, we
have HΓm(f |Xm) = Hm(f)|Xm for any f ∈ D(E). Since
(38) lim
m→∞
E(Hm(f)− f) = 0
for any f ∈ D(E), see for instance [58, Theorem 1.4.4], we observe that
E(f) = sup
m
EΓm(Hm(f)|Xm), f ∈ D(E).
Now let c be the function on V∗ defined by
c(p) :=
{
1
4
if p ∈ V∗ \ V0
1
2
if p ∈ V0.
Given an edge e ∈ Em we set
ψe,m(x) := c(i(e))ψi(e),m(x) + c(j(e))ψj(e),m(x), x ∈ K,
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and obtain a function ψe,m which satisfies
(39)
∑
e∈Em
〈ψe,m, ψe′,m〉L2(K,µ) =
∑
p∈V0
ψp,m(x) +
∑
p∈Vm\V0
ψp,m(x) = 1, x ∈ K.
We endow the space Xm with the measure µm := µΓm defined as in (9) with constants
ce := 2
m
(∫
K
ψe,m(x)µ(dx)
)
, e ∈ Em,
so that µm(dt) :=
∑
e∈Em
ceλe(dt). The average of a function f ∈ L
2(Xm, µm) on an edge
e ∈ Em we denote by
fe := 2
m
∫ 2−m
0
fe(s) ds.
We write W 1,2(Xm, µm) for the space W˙
1,2(Xm, µm) endowed with the Hilbert norm as in (7)
and consider the strongly local regular Dirichlet form (EΓm ,W
1,2(Xm, µm)) on L
2(Xm, µm).
4.1. Approximation of solutions to the heat equations. To study convergence state-
ments we follow [54, 55]. We define identification operators J0,m : L
2(Xm, µm) → L
2(K,µ)
by
J0,mf(x) :=
∑
e∈Em
fe ψe,m(x), x ∈ K.
Proposition 4.1. The operators J0,m satisfy ‖J0,mf‖L2(K,µ) ≤ ‖f‖L2(Xm,µm) for any f ∈
L2(Xm, µm). The adjoint J
∗
0,m : L
2(K,µ)→ L2(Xm, µm) of J0,m is given by
J∗0,mu(t) =
∑
e∈Em
1e(t)
〈u, ψe,m〉L2(K,µ)(∫
K
ψe,mdµ
) , u ∈ L2(K,µ).
Proof. By Cauchy-Schwarz and (39)
‖J0,mf‖
2
L2(X,µ) =
∫
K
∑
e,e′∈Em
22m
∫ 2−m
0
∫ 2−m
0
fe(s)fe′(s
′)ψe,m(x)ψe′,m(x)dsds
′µ(dx)
≤
1
2
∑
e∈Em
2m
∫ 2−m
0
fe(s)
2ds
(∫
K
ψe,m(x)µ(dx)
)
+
1
2
∑
e′∈Em
2m
∫ 2−m
0
fe′(s
′)2ds′
(∫
K
ψe′,m(x)µ(dx)
)
= ‖f‖2L2(Xm,µm) .
The second statement follows because for any f ∈ L2(Xm, µm) and u ∈ L
2(K,µ) we have
〈J0,mf, u〉L2(K,µ) =
∑
e∈Em
2m
∫ 2−m
0
fe(s)ds 〈ψe,m, u〉L2(K,µ) .

The next convergence statement is a special case of [55, Theorem 1.1].
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Theorem 4.1. For any t > 0 we have
lim
m
∥∥etL − J0,metLΓmJ∗0,m∥∥L2(K,µ)→L2(K,µ) = 0.
Theorem 4.1 will follow from the spectral convergence results in [54–56]. That the neces-
sary hypotheses are valid we verify in the appendix.
Theorem 4.1 can be used to see that in some way the solutions to the heat equations on
the approximating spaces Xm converge to the solution to the heat equation on K. We first
collect some prerequisites.
Lemma 4.1. Given w0 ∈ L
2(K,µ). For any m ≥ 1 let wm(t) denote the unique solution to
(20) for LΓm in L
2(Xm, µm) with initial condition J
∗
0,mw0. Then we have supm EΓm(wm(t)) <
+∞ for any t > 0.
Proof. There is a constant c > 0 independent of m and t such that for any t > 0 we have
(40)
∥∥√LΓmetLΓm∥∥L2(Xm,µm)→L2(Xm,µm) ≤ c t−1/2,
as follows from the spectral theorem: Since the metric graphs Γm are compact, the operators
LΓm have pure point spectrum, [54, Proposition 2.2.14]. Consequently the eigenvalues of
−LΓm , ordered with multiplicities taken into account, are 0 = λ0 < λ1 ≤ λ2 ≤ ... with only
accumulation point +∞, and
−LΓmf =
∞∑
k=0
λk(m) 〈ϕk(m), f〉L2(Xm,µm) ϕk(m), f ∈ L
2(Xm, µm),
where ϕk(m) are the eigenfunction of −LΓm for the eigenvalue λk(m). This yields∥∥√−LΓmetLΓmf∥∥2L2(Xm,µm) = t−1∑
k=0
tλk(m)e
−2tλk(m)| 〈ϕk(m), f〉L2(Xm,µm) |
2,
and since the function s 7→ s e−2s is bounded on [0,+∞), this implies (40). By (40),
sup
m
EΓm(wm(t)) = sup
m
∥∥√−LΓmetLΓmJ∗0,mw0∥∥2L2(Xm,µm)
≤ c t−1/2 sup
m
∥∥J∗0,mw0∥∥2L2(Xm,µm)
≤ c t−1/2 ‖w0‖
2
L2(K,µ) .

Corollary 4.1. Let w0 and wm(t) be as in Lemma 4.1 and let w(t) be the unique solution
to (20) for L in L2(K,µ) with initial condition w0.
(i) For any t > 0 we have limm→∞Hm(wm(t)|Vm) = w(t) strongly in L
2(K,µ) and weakly
in D(E).
(ii) If w0 ∈ D(E) and w0 is strictly positive on K then for any t > 0 we also have
limm→∞Hm(logwm(t)|Vm) = logw(t) strongly in L
2(K,µ) and weakly in D(E).
Remark 4.1.
(i) To obtain Corollary 4.1 it would be sufficient to verify convergence of the semigroup
operators in the strong sense. However, practically it seems easier to verify gener-
alized norm resolvent convergence in the sense of [54–56] than to verify generalized
Mosco convergence, [44, Section 2.5], which would be equivalent to convergence of
operators in a suitable strong sense, [44, Theorem 2.4].
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(ii) Considering Hm(wm(t)|Vm) we implicitely linearize wm(t) along the edges Em of Γm
and compare the resulting function to w(t). Doing so, we discard information, but
since we rely on approximation by functions from PHm anyway, (38), it is natural to
proceed this way.
(iii) For the special case that µ is the natural self-similar Hausdorff measure on K one
can use higher order splines to approximate functions in, roughly speaking, the graph
norm of the associated Laplacian, [59, Theorem 7.5]. See also [57] for related results.
It will be a future project to try to combine this with a metric graph approximation
scheme to obtain (strong) convergence in D(E) instead of in L2(K,µ).
We prove Corollary 4.1.
Proof. From Lemma 4.3 (i) below in the appendix it follows that∥∥Hm(wm(t)|Vm)− J0,mwm(t)∥∥L2(K,µ) ≤ 36 rm max|w|=mµ(Kw) EΓm(wm(t)),
and combining with Lemma 4.1 we obtain
lim
m→∞
∥∥Hm(wm(t)|Vm)− J0,mwm(t)∥∥L2(K,µ) = 0.
The L2(K,µ) limit relation in Corollary 4.1 (i) now follows from Theorem 4.1. By (36)
and Lemma 4.1 we also have supm E(Hm(wm(t)|Vm)) = supm Em(wm(t)) < +∞. Combin-
ing, we obtain supm ‖Hm(wm(t)|Vm)‖D(E) < +∞. Consequently, any fixed subsequence of
(Hm(wm(t)|Vm))m has a further subsequence converging weakly in D(E), we denote the limit
by w˜ ∈ D(E). By the Banach-Saks theorem, it has a subsequence whose convex combinations
converge strongly to w˜ in D(E), hence also strongly in L2(K,µ), which implies that w˜ must
equal w(t). This argument also shows that (Hm(wm(t)|Vm))m cannot have any other weak
accumulation point than w(t), what shows (i). To see (ii) suppose that there exists γ > 0
such that infx∈K w0(x) ≥ γ. As (e
tL)t>0 is conservative and w(t) ∈ D(E) continuous we also
have infx∈K w(t, x) ≥ γ for any t ≥ 0. The definition of the operators J
∗
0,m, the conservativ-
ity of the semigroups (etLΓm )t>0 and the continuity of the functions wm(t) ∈ W
1,2(Xm, µm)
imply infx∈K w(t, x) ≥ γ for any m and any t ≥ 0. These lower bounds imply
(41) E(Hm(logwm(t)|Vm) = Em(logwm(t)) ≤ γ
−2Em(wm(t)|Vm) ≤ sup
m
γ−2EΓm(wm(t))
Now let ε > 0 be arbitrary and m large enough so that
rm ≤ εγ
{
sup
m
EΓm(w(t))
1/2 + E(w(t))1/2
}−1
.
For any word w with |w| = m and any x ∈ Kw estimate (25) then yields
|Hm(log wm(t)|Vm)(x)− logw(t)(x)|
≤ |Hm(logwm(t)|Vm)(x)−Hm(logwm(t)|Vm)(p)|+ | logw(t)(x)− logw(t)(p)|
≤ diam(FwK)
{
E(Hm(logwm(t)|Vm))
1/2 + E(w(t))1/2
}
≤ ε,
where p is a point from Vm ∩ Kw. We have used (41) and that Hm(logwm(t)|Vm)(p) =
logwm(t)(p) for all p ∈ Vm. As a consequence,
‖Hm(logwm(t)|Vm)− logw(t)‖
2
L2(K,µ) =
∑
|w|=m
∫
Kw
|Hm(logwm(t)|Vm)− logw(t)|
2dµ ≤ ε2
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whenever m is sufficiently large. Using (41) we can proceed similarly as in (i) to see the
weak convergence in D(E). 
4.2. Approximation of Cole-Hopf solutions to the Burgers equation. To formulate
an approximation result for solutions to (24) on K by corresponding solutions to (34) on
the metric graphs Γm we define the operators HΓm and Hm on gradient fields. Since for any
c ∈ R we have HΓm(f + c) = HΓm(f) + c, f ∈ W˙
1,2(Xm), and Hm(f + c) = Hm(f) + c,
f ∈ D(E), these operators may be interpreted as linear operators on W˙ (Xm)/R and D(E)/R,
respectively. According to Remarks 2.1 and 3.2 these spaces are isometrically isomorphic to
Im d and Im ∂, respectively, so that we obtain well-defined operators HΓm : Im d→ d(ELm)
and Hm : Im ∂ → ∂(PHm) by setting
HΓm(df) := dHΓm(f) and Hm(∂f) := ∂Hm(f).
Moreover, for any m we can define a vector space isomorphism Φm : ELm → PHm by
Φm(f) := Hm(f |Vm), its inverse Φ
−1
m is given by f |Xm. It satisfies Φm(f + c) = Φm(f) + c,
c ∈ R, and therefore also induces a well defined linear map Φm : d(ELm)→ ∂(PHm) by
Φm(df) := ∂Φm(f), f ∈ ELm.
Since ‖∂Φm(f)‖
2
H = E(Hm(f |Vm)) = EΓm(f) = ‖df‖
2
L2(Xm,µm)
for any f ∈ W˙ 1,2(Xm), the
map Φm is seen to be an isometric isomorphism.
For the solutions to the Burgers equations we now obtain the following result.
Theorem 4.2. Assume u0 = ∂h0 with h0 ∈ D(E). Let u(t) denote the unique solution to
(34) with initial condition u0 and for any m ≥ 1 let um(t) denote the unique solution to (24)
with initial condition −2d log J∗0,me
−h0/2. Then we have
(42) lim
m→∞
〈Φm ◦HΓm(um(t))− u(t), v〉H = 0
for any t ≥ 0 and v ∈ H.
Proof. For any m ≥ 1 we have
Φm ◦HΓm(um(t)) = −2Φm(d(HΓm(logwm(t)))
= −2∂Φm(HΓm(log(wm(t))) = −2∂Hm(log(wm(t)|Vm),
and according to Corollary 4.1 (ii),
lim
m→∞
〈∂Hm(logwm(t)|Vm)− ∂ logw(t), ∂ϕ〉H = limm→∞
E(Hm(logwm(t)|Vm)− logw(t), ϕ) = 0
for any ϕ ∈ D(E). Since Φm ◦HΓm(um(t)) and u(t) are elements of Im ∂, it follows from (31)
that we may use general test vector fields v ∈ H in place of ∂ϕ. 
Remark 4.2. The space H can be rewritten as the closure of the union of an increasing se-
quence of finite dimensional subspaces, [34, Definition 5.2, Lemmas 5.3 and 5.5 and Theorem
5.6]. Then (42) can also be expressed using these subspaces.
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Appendix
4.3. Basic estimates. We sketch a proof for Corollary 2.2, Corollary 3.1 follows similarly.
Since (EΓ, W˙
1,2(XΓ)) is a resistance form (or, alternatively, using (6)), we see that there is
a constant c > 0 such that for any f ∈ W˙ 1,2(XΓ) with f(s0) = 0 for some s0 ∈ XΓ we have
‖f‖sup ≤ c EΓ(f)
1/2. A second fact we use is that there is a constant c > 0 such that for any
C2-function F : R→ R with bounded derivatives and any f, g ∈ W 1,2(XΓ, µΓ) we have
(43)
‖F (f)− F (g)‖W 1,2(XΓ,µΓ) ≤ c (‖F
′‖sup + ‖F
′′‖sup)(‖f‖W 1,2(XΓ,µΓ) + 1) ‖f − g‖W 1,2(XΓ,µΓ) ,
as follows for instance from [32, Proposition 3.1] and its proof, combined with (8).
Proof. From spectral theory it is easy to see that (etLΓ)t>0 is contractive also onW
1,2(XΓ, µΓ).
Therefore, using the estimates ‖h0‖L2(XΓ,µΓ) ≤ ‖h0‖sup µ(XΓ)
1/2 and ‖h0‖sup ≤ c E(h0)
1/2,
‖u(t)‖L2(XΓ,µΓ) = 2EΓ(logw(t))
1/2
≤ 2e‖h0‖sup/2EΓ(w(t))
1/2 ≤ 2e‖h0‖sup/2 ‖w0‖W 1,2(XΓ,µΓ) ≤ c e
‖h0‖supEΓ(h0)
1/2,
what shows (i). To see (ii) let us write Mˇ0 := max(‖h0‖sup ,
∥∥h˜0∥∥sup). Allowing constants to
vary and using (43),
‖u(t)− u˜(t)‖L2(XΓ,µΓ) = 2EΓ(logw(t)− log w˜(t))
1/2
≤ c eMˇ0(E(w(t))1/2 + 1) E(w(t)− w˜(t))1/2
≤ c eMˇ0(E(w0)
1/2 + 1) E(w0 − w˜0)
1/2
≤ c ecMˇ0(E(h0)
1/2 + 1)2 E(h0 − h˜0)
1/2,
what entails (ii), note that Mˇ0 ≤ c (‖u0‖L2(XΓ,µΓ) +
∥∥u˜0∥∥L2(XΓ,µΓ)). 
4.4. Generalized norm resolvent convergence. The following statements are versions
of results established earlier in [55, 56]. We include their proofs to make the present article
self-contained.
Lemma 4.2. For any f ∈ W 1,2(Xm, µm) we have∥∥f − J∗0,mJ0,mf∥∥2L2(Xm,µm ≤ 54 rm(max|w|=mµ(Kw))EΓm(f).
Given two edges e, e′ ∈ Em we write e ∼ e
′ if e 6= e′ and e and e′ have a common vertex.
Proof. Since f(s) =
∑
e∈Em
1e(s)f(s) for µm-a.e. s ∈ Xm we have
f(s)− J∗0,mJ0,mf(s) =
∑
e∈Em
1e(s)
∑
e′∈Em
2m
∫ 2−m
0
(fe(s)− fe′(s
′))ds′
〈ψe,m, ψe′,m〉L2(K,µ)∫
K
ψe,mdµ
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for µm-a.e. s and therefore
‖f −J∗0,mJ0,m
∥∥2
L2(Xm,µm)
=
∑
e∈Em
2m
∫ 2−m
0
( ∑
e′∈Em
2m
∫ 2−m
0
(fe(s)− fe′(s
′))ds′
〈ψe,m, ψe′,m〉L2(K,µ)∫
K
ψe,mdµ
)2
ds
(∫
K
ψe,mdµ
)
≤
∑
e∈Em
2m∫
K
ψe,mdµ
∫ 2−m
0
∑
e′∈U(e)
2m
∫ 2−m
0
(fe(s)− fe′(s
′))2ds′ds
∑
e˜∈Em
〈ψe˜,m, ψe,m〉
2
L2(K,µ) ,
where U1(e) is the set of all e
′ ∈ Em such that e
′ ∼ e, U2(e) is the set of all e
′ ∈ Em such
that e′ 6= e and there exists e′′ ∈ Em, such that e
′′ ∼ e′ and e′′ ∼ e, and
U(e) = {e} ∪ U1(e) ∪ U2(e).
Note that for e′ ∈ Em \ U(e) we have 〈ψe′,m, ψe,m〉L2(K,µ) = 0. In case that e
′ = e estimate
(6) yields
(fe(s)− fe′(s
′))2 ≤ 2−mEe(fe).
If e′ ∈ U1(e) and p is the common vertex of e
′ and e then, using the triangle inequality,
(fe(s)− fe′(s
′))2 ≤ 4 ·
{
(fe(s)− fe(p))
2 + (fe′(p)− fe′(s
′))2
}
≤ 4 · 2−m {Ee(fe) + Ee′(fe′)} .
For e′ ∈ U2(e) with (unique) e
′′ such that e′′ ∼ e′ and e′′ ∼ e′ we similarly obtain
(fe(s)− fe′(s
′))2 ≤ 9 · 2−m {Ee(fe) + Ee′′(fe′′) + Ee′(fe′)} .
Inserting into the above yields
‖f −J∗0,mJ0,m
∥∥2
L2(Xm,µm)
≤ 2−m
∑
e∈Em
1∫
K
ψe,mdµ
∑
e˜∈Em
〈ψe˜,m, ψe,m〉
2
L2(K,µ)
[
Ee(fe) + 4
∑
e′∈U1(e)
{Ee(fe) + Ee′(fe′)}
+ 9
∑
e′∈U2(e)
{Ee(fe) + Ee′′(fe′′) + Ee′(fe′)}
]
,
where in the last sum for each fixed e and e′ the edge e′′ is one possible connecting edge.
This is less or equal
36
(
max
e∈Em
1∫
K
ψe,mdµ
∑
e˜∈Em
〈ψe˜,m, ψe,m〉
2
L2(K,µ)
)
rmEΓm(f).
Using (39) it then follows that the term in brackets is bounded by 3
2
max|w|=m µ(Kw). 
We define operators J1,m : W
1,2(Xm, µm)→ D(E) and J˜1,m : D(E)→W
1,2(Xm, µm) by
J1,mf := Hm(f |Vm), f ∈ W
1,2(Xm, µm), and J˜1,mu := Hm(u)|Xm, u ∈ D(E).
Lemma 4.3.
(i) For any f ∈ W 1,2(Xm, µm) we have
‖J1,mf − J0,mf‖L2(K,µ) ≤ 36 · r
m(max
|w|=m
µ(Kw)) EΓm(f).
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(ii) For any u ∈ D(E) we have
‖J˜1,mu− J
∗
0,mu‖L2(Xm,µm) ≤
9
2
rm(max
|w|=m
µ(Kw)) E(u).
Proof. To see (i) note first that
(J1,mf(x)− J0,mf(x))
2 =
(∑
p∈Vm
c(p)ψp,m(x)
∑
e:p∈e
(fe(p)− fe)
)2
≤ 2−m
(∑
p∈Vm
c(p)ψp,m(x)
∑
e:p∈e
Ee(fe)
1/2
)2
for any x ∈ K by (6). Consequently
(J1,mf(x)− J0,mf(x))
2
≤ 2−m
∑
|w|=m
∫
Kw
( ∑
p∈Vm∩Kw
c(p)ψp,m(x)
∑
e:p∈e
Ee(fe)
1/2
)2
µ(dx)
≤ 2−m
∑
|w|=m
∫
Kw
( ∑
e∈Em,e∼Kw
Ee(fe)
1/2
∑
p∈Vm∩Kw
c(p)ψp,m(x)
)2
µ(dx)
≤ 2−m
∑
|w|=m
( ∑
e∈Em,e∼Kw
Ee(fe)
1/2
)2 ∫
Kw
( ∑
p∈Vm∩Kw
c(p)ψp,m(x)
)2
µ(dx)
≤ 36 · 2−m
∑
e∈Em
Ee(fe) max
|w|=m
µ(Kw),
what implies (i). To show (ii) we use that by (39) we have
J˜1,mu(s)− J
∗
0,mu(s) =
∑
e∈Em
1e(s)
〈(Hm(u)e(s)− u, ψe,m〉L2(K,µ)∫
K
ψe,mdµ
and that for fixed e ∈ Em and s ∈ e,
〈Hm(u)e(s)− u, ψe,m〉
2
L2(K,µ)∫
K
ψe,mdµ
≤
∫
suppψe,m
(Hm(u)e(s)− u(x))
2ψe,m(x)µ(dx)
≤
∑
|w|=m,e∩Kw 6=0
rmEKw(u)
∫
suppψe,m
ψe,mdµ.
Integrating, we obtain∥∥∥J˜1,mu− J∗0,mu∥∥∥2
L2(Xm,µm)
≤
∑
e∈Em
2m
∫ 2−m
0
〈Hm(u)e(s)− u, ψe,m〉
2
L2(K,µ) ds
1∫
K
ψe,mdµ
≤
1
2
rm
∑
|w|=m
EKw(u)
∑
e∈Em:e∩Kw 6=∅
µ(suppψe,m)
≤
9
2
(max
|w|=m
µ(Kw)) r
mE(u).
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Lemma 4.4. For any u ∈ D(E) we have∥∥u− J0,mJ∗0,mu∥∥2L2(K,µ) ≤ 6 max|w|=mµ(Kw)rmE(u).
Proof. We follow [55, Lemma 2.3] and prove that for any u ∈ D(E) we have
(44)
∥∥∥u− J0,mJ˜1,mu∥∥∥2
L2(K,µ)
≤ max
|w|=m
µ(Kw)r
mE(u).
Together with the triangle inequality, Proposition 4.1 and Lemma 4.3 (ii) we then obtain
the result. To see (44) note that for any x ∈ K we have
u(x)− J0,mJ˜1,mu(x) =
∑
e∈Em
2m
∫ 2−m
0
(u(x)−Hm(u)e(s)ds ψe,m(x).
Therefore∥∥∥u− J0,mJ˜1,mu∥∥∥2
L2(X,µ)
≤
∑
|w|=m
∑
e∈Em
∑
e′∈Em
∫
Kw
(
2m
∫ 2−m
0
(u(x)−Hm(u)e(s))ds
)
×
×
(
2m
∫ 2−m
0
(u(x)−Hm(u)e(s
′))ds′
)
ψe,m(x)ψe′,m(x)µ(dx)
≤ rm
∑
|w|=m
EKw(u)µ(Kw)
and (44) follows. 
Lemma 4.5. For any f ∈ W 1,2(Xm, µm) and u ∈ D(E) we have
EΓm(f, J˜1,mu)− E(J1,mf, u) = 0.
Proof. Using the operators HΓm and Hm,
EΓm(f, J˜1,mu) = EΓm(HΓmf,HΓm(u|Xm) = E(Hm(f |Vm), Hm(u|Vm)) = E(J1,mf, u).

To see Theorem 4.1 it now suffices to note that by Proposition 4.1 and Lemmas 4.2, 4.3,
4.4 and 4.5 the quadratic forms EΓm and E are δm-quasi unitarily equivalent on L
2(Xm, µm)
and L2(K,µ) in the sense of [55, Definition 2.1] resp. [54, Definition 4.4.11] with δm =
54max|w|=m µ(Kw) r
m. Therefore [55, Corollary 1.2] implies that for any t > 0 there exists
some Ct > 0 such that ∥∥etL − J0,metLmJ∗0,m∥∥L2(K,µ)→L2(K,µ) ≤ Ct δm,
see also [54, Theorem 4.2.10 and Proposition 4.4.15].
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