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O. INTRODUCCIÓN
Todo proceso de medición (proceso mediante el cual se cuantifica una magnitud) está
amenazado por diversas fuentes de error, derivadas tanto de las limitaciones del
instrumento de medida, como de la naturaleza de la magnitud a medir. Si se piensa,
por ejemplo, en la medida de una masa mediante una balanza de precisión, el
procesci consiste en colocar la masa problema en uno de los platillos de la balanza y
unas masas conocidas en el otro, hasta conseguir que el fiel de la misma se equilibre.
Incluso en este caso tan sencillo, existen siempre dos posibles fuentes de error:
ía La masa es una magnitud continua’, sin embargo el conjunto de masas
conocidas que se usa como referencia (las pesas) es necesariamente discreto. En una
medición, por tanto, no se obtendrá la verdadera masa sino un valor más o menos
próximo a ella., formado por la ~nma de las masas del subconjunto de pesas que
mejor equilibre el fiel. La aproximación que se consiga está limitada p~r la pesa más
pequeña de que se disponga y, evidentemente, hay un límite para la masa más
pequeña disponible, establecido sobre todo por la sensibilidad del mecanismo de la
balanza para apreciar diferencias entre las mismas. A esta masa más pequeña se le
denomina precisión y al error asociado a la misma falta de precisión. Es decir, si la pesa
más pequeña es de 5 mg, la precisión de la balanza es de 5 mg y existirá un error
máximo por falta de precisión de 5 mg, de modo que si se trata de medir la masa de
un objeto de 107 mg, se obtendrá una masa de 105 6 110 mg, dependiendo de la
capacidad del observador para apreciar cuándo el fiel de la balanza está más próximo
Realmente, según la teoría atómica, la masa no es una magnitud continua, sino que está formada por
la suma de las masas de las partículas elementales que constituyen la materia, sin embargo al nivel
macroscópico que se está considerando aquí se puede considerar como continua.
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a la marca del equilibrio y del comportamiento inercial del mecanismo. Como
consecuencia de esta falta de precisión, si se repite varias veces la medición de la
misma masa, no siempre se obtiene el mismo resultado, es decir la precisión limitada
del instrumento atenta contra la reproducibilidad de la medición, siendo la variabilidad
de la misma un indicador de la precisión. Por lo tanto, a lo largo del texto se usarán
como sinónimos los términos precisión y reproducibilidad de un instrumento de medida
(lo que en la literatura en inglés se denomina “relíability” o “reproducibility”). Es de
destacar que el error asociado a la falta de precisión es un error aleatorio, es decir,
tendrá un valor distinto, e impredecible dentro de un rango, en cada una de las
repeticiones de la medición.
2~ La propia construcción de la balanza: si los dos brazos no tienen
exactamente el mismo peso o la misma longitud (nunca lo tendrán, debido a que
también son magnitudes continuas), la medida también tendrá, por ello, un cierto
error. A este error se le denomina falta de validez o sesgo, y a diferencia del anterior
es un error sistemático, es decir tendrá siempre el mismo valor en cada una de las
repeticiones de la medición, ya que depende exclusivamente del instrumento y no del
proceso de medida. Si por ejemplo, el brazo de la balanza donde se coloca la masa
problema tiene una masa 13 mg mayor que el otro, en todas las determinaciones que
se hagan se obtendrá una masa 13 mg menor que la real.
Si bien, cuando se realiza una medición ambos errores están presentes (y de
modo inseparable, si sólo se realiza una medición) conviene distinguir claramente
entre ambos para entender el modo de controlarlos. De modo esquemático se puede
decir que la validez depende exclusivamente del instrumento y tiene que ver con la
cuestión de si el mismo mide lo que debe medir, mientras que la precisión depende
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tanto del instrumento como del proceso de medición y tiene que ver con cuánto se
aproxima la medida al verdadero valor de la magnitud. En ambos casos es siempre
cuestión de grado, no existen instrumentos infinitamente precisos y válidos, hay sólo
instrumentos más precisos y/o válidos que otros. Puede haber, por ejemplo,
instrumentos muy precisos y poco válidos e instrumentos muy válidos y poco
precisos: una regla de 1 m, graduada en mm pero cuya longitud real es de 1,15 m es
muy precisa y poco válida, otra regla graduada en cm y cuya longitud real es 1,001
m es menos precisa pero más válida. Cualquiera de las dos resultará extraordina-
riamente imprecisa si se trata de medir con ellas el espesor de una hoja de papel.
Al modo habitual de controlar la validez de un instrumento de medida se le
denomina calibración, y consiste en comparar las medidas obtenidas con él con unos
patrones de referencia. Por ejemplo, para calibrar un termómetro se usan los puntos
de fusión y ebullición del agua pura al nivel del mar, para calibrar un cronómetro se
usan los relojes atómicos, etc. Evidentemente, como para calibrar un instrumento hay
que realizar medidas y éstas están sujetas al error aleatorio producido por la precisión
limitada del mismo, el proceso de calibrado es instrumentalmente dépendiente,
aunque conceptualmente distinto, del control de la precisión que se comenta a
continuación.
El modo habitual de controlar la precisión de un instrumento es comparar
entre sí medidas repetidas de un mismo objeto y evaluar el grado de acuerdo o
concordancia entre ellas. Cuanto más parecidas son dichas medidas, más preciso es
el instrumento; como se comentó más arriba, la variabilidad de las mismas es un
indicador de la precisión.
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En las mediciones biológicas, y en particular en la práctica dínica, el proceso
de control de la precisión y validez de una medida es más complejo que el esbozado
hasta aquí, debido a dos fenómenos inherentes a las mismas y que, hasta ahora, no
se han considerado. De un lado, las magnitudes a medir son aleatorias, es decir
presentan diversos grados de variabilidad impredecible propia. Si, por ejemplo, se
trata de controlar la precisión de la medición de la presión arterial diastólica habría
que repetir la medición en un mismo individuo varias veces y como la propia presión
arterial es variable a lo largo del tiempo, el resultado se vería afectado simultánea-
mente por la variabilidad introducida por la precisión limitada del instrumento
(manómetro y observador) y la variabilidad propia de la presión arterial. En el diseño
de estudios para establecer la precisión y validez de las mediciones biológicas habrá
que tener esto muy en cuenta.
Por otro lado, además de magnitudes tales como presión, temperatura,
concentración de substancias químicas en el líquido plasmático, etc., se trabaja con
magnitudes como dolor, mejoría en un proceso patológico, grado pronóstico de una
afección, actitudes comportamentales etc., para las cuales no existe un patrón de
referencia claro y objetivo ni escala métrica apropiada. Tales magnitudes suelen
describirse en escalas ordinales o, incluso, nominales, cuya apreciación puede estar
muy distorsionada por influencias subjetivas. Estas magnitudes suelen denominarse
variables blandas (Feinstein [1])y dan lugar a clasificaciones mejor que a mediciones
en sentido estricto (que implican la existencia de una escala métrica), aunque en este
texto, a veces, se usará el término de medición en un sentido amplio que incluye
también las clasificaciones. Evidentemente, existen también variables objetivas
(“duras” en la terminología clínico epidemiológica) que dan lugar a clasificaciones,
por ejemplo muerte/vivo. Los procesos de clasificación sufren los mismos problemas
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de validez y precisión que los de medición, pero con ciertas complicaciones añadidas
en el caso de las variables blandas. Para controlar su validez, no suelen existir
patrones de referencia, o no son tan objetivos o accesibles como en el caso de una
maghitud física. Por ejemplo, en la calibración de las imágenes obtenidas por
resonancia nuclear magi~ética (u otro procedimiento radiológico) para diagnosticar
lesiones de menisco, ¿cuál es el patrón de referencia adecuado? ¿la visión directa
mediante artroscopia? ¿es ésta suficientemente objetiva, o también está influida por
factore~ subjetivos dependientes de la propia técnica, de la experiencia del médico
que la realiza, de la diversidad de meniscos normales”?. En este sentido se suele
distinguir entre dos modos de controlar la validez de un instrumento de medida2:
cuando se hace con patrones objetivos se habla de exactitud (“conformity”), mientras
que cuando se controla comparando simplemente con una referencia considerada
mejor (“patrón de oro”, o “goid standard” en la literatura en inglés) se habla de
conformidad (“accuracy”).
En cuanto a la reproducibilidad, sobre todo con métodos de clasificación, se
distingue entre la reproducibilidad del mismo instrumento (típicamente un
observador en este caso) en dos instantes de tiempo diferentes y se habla de
concordancia (“agreement” en la literatura en inglés) o consistencia interna o
intruobservador, por ejemplo un radiólogo o un servicio de radiología tomado como
unidad, ¿clasifica igual la misma radiografía estudiada hoy y dos meses después?, y
reproducibilidad del mismo instrumento usado en diferentes condiciones, por
ejemplo dos radiólogos diferentes ¿clasifican del mismo modo la misma radiografía?,
2 Nótese que se está usando el término instrumento de medida en un sentido muy amplio, en este
ejemplo no es sólo el ‘aparato” usado para obtener la imagen, sino el conjunto formado por el aparato que
produce la imagen y el observador que la interpreta, siendo, además, este último más crítico para los
errores de medidón-clasificación.
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se habla entonces de concordancia o consistencia externa o interobservador.
Estos conceptos se resumen esquemáticamente en la Tabla 1.
Tabla 1
Esquema de conceptos asociados a errores de medición
Precisión o
reproducibiidad o
concordancia
concordancia mtraobservador
concordancia interobservador
Validez
exactitud
conformidad
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1. OBJETIVOS
Los objetivos de esta tesis son:
1) Generalizar el indice de concordancia 1<, propuesto inicialmente por Cohen [2]
para evaluar la precisión de las clasificaciones binomiales con dos repeticiones,
al caso más general de clasificaciones multinomiales ordinales, con más de dos
lepeticiones, incluyendo diseños incompletos, distintos sistemas de ‘pesos’ y
distintas definiciones de acuerdo.
2) Desarrollar un programa de ordenador, integrado en el paquete estadístico
PRESTA [3],que implemente dicho índice y su error estándar estimado por la
técnica “jackknife”, así como otros contrastes relevantes en el proceso de
evaluación de la precisión de los sistemas de clasificación.
3) Aplicarlo en tres estudios para evaluar la precisión de clasificaciones clínicas
sobre:
3.1 neuropatía periférica, cambios esclerodermiformes de la piel y
contracturas articulares.
3.2 color del nevus flammeus y su aclaramiento por láser de colorante
pulsado.
3.3 uso apropiado de la angioplastia coronaria transluminal percutánea.
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2. MARCO CONCEPTUAL
Modelos de los procesos de medida
El modelo más sencillo de un proceso de medida es el siguiente:
X=A+E [2.1]
donde X es una variable aleatoria que representa el resultado de la medida, A una
constante que representa el verdadero valor de la magnitud a medir y E otra variable
aleatoria que representa el error de la medida. Nótese que en este modelo, lo único
observable es X.
La variabilidad de la medida está contenida en s y la medida más habitual de
esta variabilidad es su varianza, por lo tanto para estimar la precisión del
instrumento se debe estimar la Var(s). Si el instrumento fuera perfectamente preciso
Var(s )=0.
La medida más común de centralización de una variable es su valor esperado
o medio, por lo tanto para estimar la validez se debe comparar A con el valor
esperado de X. Si el instrumento fuera perfectamente válido, se verificaría E(X)=A.
En consecuencia, una medida del sesgo es E(X) — A y una medida de la
precisión es Var(s) (cuanto mayores sean ambas, menor validez y precisión,
respectivamente).
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Cuando la magnitud que se pretende medir no es constante, sino que es
también una variable aleatoria (el caso de la presión arterial o la imagen del menisco
considerados en la introducción) el modelo toma la forma:
X=Y +s [2.2]
donde, en lugar de la constante A para representar la magnitud de interés, figura la
variablé Y. Generalmente se asume que las variables Y y e son independientes, es
decir, el error de la medida es independiente de la variable a medir. Un modo
alternativo de escribir [2.2]es:
X i+ E.~, + E [2.3]
donde se ha descompuesto la variable Y en la suma de su media p (constante) y la
variable c~ que contiene toda la variabilidad de Y alrededor de la media, por lo tanto
La asunción de independencia es, ahora, entre las variables e.,. y E.
Si se calculan valores esperados en [2.3], teniendo en cuenta que el valor
esperado es lineal, se obtiene:
E<X) = E(p) + E(s) + E(s) = ji + E(s) [2.4]
Una medida del sesgo será, ahora, la diferencia E(X) - ji y para su estimación
será necesario tener estimadores de ambas medias, la de la medida y la de la
variable.
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Si en [2.4] se calculan varianzas, teniendo en cuenta que la asunción de
independencia entre a~ y e implica que Cov(s~, e )=O, resulta:
Var(X) = Var(s) + Var(s) + 2Cov(s~, e) = Var<s~) + Var(s) [2.5]
es decir, la varianza de la medición observada tiene dos componentes: uno es la
varianza de la propia variable y otro la del error aleatorio de la medida; por lo tanto,
con este modelo (el más común en Biología, como se dijo en la introducción) la
varianza de la medida observada no es un buen indicador de la precisión, en su lugar
se usa el cociente entre la varianza de la variable y la varianza de la medida,
propuesto por Fisher [4]y denominado coeficiente de correlación intraclase (CCI o
Var(s~) Var(e~)
= Var(X) Var(s~) + Var(s) [2.6]
asumiendo que la variable Y es una variable aleatoria y que por lo tanto su varianza
no es cero, este índice tomará valores, sin alcanzar nunca esos límites, entre 1, cuando
Var(s) tiende a cero, es decir si la medida fuera absolutamente precisa, y O si Var(s)
tiende a infinito, es decir si la medida fuera infinitamente imprecisa. Este coeficiente
puede ser interpretado, en ciertas circunstancias (Bartko [5]),como el coeficiente de
correlación entre dos mediciones de la misma magnitud.
Diseños experimentales para estimar la precisión de una medida
Un estudio para establecer la validez de un instrumento, según el modelo [2.1],
consistirá en repetir la medida para un mismo objeto cuya magnitud A sea conocida
(exactitud) o asumida como tal (conformidad), lo que produce una muestra aleatoria
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de la variable X y a partir de ella estimar E(X). Su mejor estimador es la media
muestral del conjunto de las medidas (X). La estimación del sesgo se hará, por lo
tanto, a partir de la variable:
Y-A [2.7]
Un estimador de la precisión será un estimador de Var(s), ahora bien, E no
es direétamente observable, sin embargo si en el modelo [2.1] se calcula la varianza
de X, teniendo en cuenta que A es una constante y que, por lo tanto, su varianza es
cero, resulta:
Var(X) = Var(s) [2.8]
es decir, se puede estimar la precisión por la varianza de X, que sí es observable. El
mejor estimador de la varianza de X es su varianza muestral (S2).
El diseño experimental más sencillo3 para establecer la precisión de un
instrumento de medida de una variable aleatoria, según el modelo [2.2] o [2.3],
consistirá en efectuar K medidas repetidas sobre una muestra aleatoria de N sujetos,
o lo que en análisis de la varianza se denomina análisis de la varianza de medidas
repetidas o de bloques completos aleatorios. Este análisis produce estimadores centrados
de Var(s) y Var(s) y por lo tanto permite estimar el CCI, así como realizar
contrastes de hipótesis sobre él (Bartko [5]) en el caso de que la variable a medir
cumpla las asunciones del análisis de la varianza (normalidad y homocedasticidad).
Otros diseños más complejos, por ejemplo para separar la variabilidad introducida por el observador
de la del instrumento propiamente dicho, pueden verse en Latour, Abraira y col. [6].
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3. EL PROBLEMA DE LAS CLASIFICACIONES
En el caso de las clasificaciones, la distribución de la variable resultado de la
clasificación es binomial (clasificación en dos categorías) o multinomial (varias
categorías) y, por tanto no se cumplen las asunciones del análi~is de la varianza.
Aunque se han propuesto estadísticos tipo CCI, y estudiado modelos para su
distribución muestral (Rosner [7],Donner y Donald [8]), para estimar la precisión de
las clasificaciones, el estadístico más usado en la literatura clínica es el coeficiente K
propuesto iicialmente por Cohen [2] para el caso más sencillo de una clasificación
con dos categorías (binomial) denominadas ‘positivo’ y “negativo”, por ejemplo:
enfermo (positivo) y no enfermo (negativo), presencia (positivo) o ausencia (negativo)
de un síntoma, etc., realizada por dos observadores. Para caracterizar su precisión
será necesario establecer la concordancia tanto interna como externa. En ambos casos
se procede del mismo modo: se observa un número de individuos y se clasifican por
dos observadores independientemente, o por el mismo en dos instantes de tiempo
diferentes y suficientemente separados para poder asumir su independencia. Los
resultados se pueden resumir en una tabla de frecuencias de doble entrada como la
Tabla 2.
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Tabla 2
Oasificación binaria con dos observadores
Observador A
Observador 8 Positivo Negativo Total
Positivo
Negativo
Total N
El convenio de subíndices usado en esta tabla es el usual de la notación
matricial, es decir, para identificar una celda se usan dos subíndices: el primero para
la fila y el segundo para la columna, por lo tanto es la variable que representa el
número de individuos que el observador A ha clasificado en la categoría j y el
observador 8 en la 1. Para indicar los totales marginales, se usa un punto en el lugar
del subíndice con respecto al que se ha sumado.
Existen varios índices de concordancia, revisados por Fleiss [9], el más obvio
es la proporción de acuerdos observados, es decir, para la Tabla 2:
= X11 +X~ [3.1]
N
Este índice es muy intuitivo y fácilmente interpretable: tomará valores entre
o (total desacuerdo) y 1 (máximo acuerdo). Sin embargo como indicador de reprodu-
cibiidad tiene el inconveniente de que aun en el caso de que los dos observadores
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clasifiquen con criterios independientes se producirá un cierto grado de acuerdo por
azar. Por ejemplo, si se tiran dos dados y se registra si sale un cierto número, p.e. el
dos (resultado positivo) u otro cualquiera (resultado negativo), en un cierto número
de veces (con una probabilidad de 26/36, para ser más preciso, siguiendo el razona-
miento que se hace más abajo) ambos dados producirán ‘el mismo resultado. Es
deseable que un índice de concordancia tenga en cuenta este hecho y que, de algún
modo1 indique el grado de acuerdo que existe por encima del esperado por azar. En
este señtido, la propuesta de Cohen es usar el índice kappa (1<) definido por:
— [3.2]
1C = ~ -P
e
siendo 1’, la proporción de acuerdos observados y P6 la proporción de acuerdos
esperados bajo la hipótesis de independencia entre los observadores, o dicho de otro
modo, de acuerdos por azar. Para calcular P~ debe recordarse que dos sucesos A1, A2
son independientes si p(A1 fl A) = p(A1)p(A2) , es decir si la probabilidad de que
ocurran simultáneamente es el producto de las probabilidades de cada uno de ellos.
En este caso, si llamamos A1 al suceso: “el observador A clasifica un individuo como
positivo” y A2 al suceso: “el observador B clasifica un individuo como positivo” el
suceso A1 fl A2 será: “ambos observadores clasifican un individuo como positivo”;
como el observador A ha clasificado X1 individuos como positivos y el B ha
clasificado X1 el mejor estimador de p(A1) es 44 y el de p(A2) es X1 4V; por lo tanto
el mejor estimador de la probabilidad de que ambos clasifiquen como positivo a un
individuo, bajo la hipótesis de que ambos son independientes es su producto,es decir
X1 X1 4V
2; por la misma razón, la probabilidad de que ambos clasifiquen como
negativo a un individuo por azar es X
2 X2 4V
2; en consecuencia:
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X1X1+X2X2 [3.3]1V2
Cuando hay acuerdo total, X
12 = = O; por lo tanto el valor de P0 es 1 y en
consecuencia el índice K también vale 1 para el máximo acuerdo; si el acuerdo
observado es igual al esperado por azar, ic vale 0. Obsérvese que si el acuerdo
observado es menor que el esperado por azar, el índice c toma valores negativos. Un
modo ihtuitivo de interpretar este índice puede hacerse despejando P0 de [3.2]:
P =1c+(1—K)P [3.4]
si se piensa que la proporción de acuerdos observados (P0) es un valor intermedio
entre el máximo acuerdo posible (1) y la proporción de acuerdos esperados por azar
en la fórmula [3.4],1< se puede interpretar como el peso que el máximo acuerdo
posible tiene en los acuerdos observados.
Para facilitar su interpretación Landis y Koch [10] propusieron, y desde
entonces ha sido ampliamente usada, la escala de valoración del índice 1< que figura
en la Tabla 3.
Posteriormente Fleiss [11] simplifica esta escala a sólo tres niveles: =0,40:
pobre, entre 0,40 y 0,75: de moderado a bueno y =0,75: excelente. No obstante el
alto grado de aceptación de ambas escalas en la literatura dhico-epidemiológica (p.e.
Elmore et al. [12],Jelles et at. [13]) debe tenerse en cuenta que, como los propios
autores resaltan, son arbitrarias y que, además, el valor del índice K no sólo depende
de los acuerdos observados, sino también de los esperados y, por lo tanto, pueden
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Tabla 3
Valoración del índice K propuesta por Landis y Koch
kappa grado de acuerdo
c 0,00 sin acuerdo
0,00 - 0,20 insignificante
0,21 - 0,40 mediano
0,41 - 0,60 moderado
0,61 - 0,80 sustancial
0,81 - 1,00 casi perfecto
darse diversos efectos poco intuitivos (Feinstein y Cicchetti [14],Cicchetti y Feinstein
[15), Guggenmoss-Holzmann [16]). En primer lugar, el valor de ic depende de la
prevalencia del carácter observado. Considérese, por ejemplo, la Tabla 4 correspon-
diente a un estudio hipotético de precisión entre dos radiólogos interpretando si una
radiografía muestra evidencias de pulmonía (resultado positivo) o no (resultado nega-
tivo). Según [3.1]y [3.2],para esta tabla, la proporción de acuerdos observados es 0,84
y el índice ic es 0,245. En este ejemplo, la prevalencia de pulmonía es baja: el
radiólogo A diagnostica un 140/o de pulmonías y el B un 100/o. Para los resultados de
la Tabla 5, en la que las prevalencias respectivas son 40% para A y 36% para B, con
la misma proporción de acuerdos observados (84%) el índice K toma el valor 0,661.
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Tabla 4
Clasificación de radiografías por dos radiólogos
Radiólogo A
Radiólogo B Pulmonía No pulmonía
Pulmonía 4 6 10
No pulmonía 10 80 90
14
Tabla 5
Radiólogo A
86 100
30 6
10 54
40
En general, cuanto más cercana a 0,5 sea la prevalencia (cuanto más
balanceados estén los totales marginales en la tabla) mayor es el 1 para igual
proporción de acuerdos observados; dicho de otro modo, prevalencias muy bajas, o
muy altas, penalizan el índice K, debido a que en ese caso la proporción de acuerdos
esperados por azar es mayor que cuando la prevalencia es cercana a 0,5.
En el supuesto, simplista, de que ambos observadores clasifiquen con la misma
prevalencia, X1 = = X1, la expresión [3.3]se puede escribir:
Total
Total
Rad. B 36
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x2 +(N —X1)
’
= 1V2
2X1’ +1V’ —2NX1
1V’
=2P
2 +1 —2P
representando por P a la prevalencia común. Si se sustituye en [3.2]se obtiene:
P~ —(1 +2P’ —2P
)
1C
2P -2P’
P -1
=1+
2P -2P’
que hace explícita la dependencia del índice 1< con respecto a la prevalencia. En la
Figura 1 se presentan curvas para distintos valores de P
0 , junto con valores de i<
para distintas tablas simuladas (Apéndice 1) en la situación más realista de distintas
prevalencias para los dos observadores.
Indice kappa en función de la prevalencia
para distintos valores de acuerdo observado
o
0,8 Kappa
0,6
0,4
0,2
0,1 0,2 0,3 0,4 0,5 0,8
Prevaisnola
FIgura 1
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Por otro lado, el indice K también se ve afectado por la simetría de los totales
marginales. Considérese, por ejemplo, las Tablas 6.1 y 6.2:
Tabla 6.1 Tabla 6.2
Radiólogo A Radiólogo A
Md. B 45 15
25 15
60 25 35
5 35
70 30
en ambas la proporción de acuerdos observados es la misma (0,60) y también es la
misma la prevalencia observada por el radiólogo B (0,60), sin embargo la del
radiólogo A es 0,70 en la Tabla 6.1 y 0,30 en la 6.2; por lo tanto hay mayor
desacuerdo entre las prevalencias observadas en la Tabla 6.2, aunque en ambos casos
están igualmente alejadas de 0,5, es decir, tienen la misma falta de balanceo en los
totales marginales, aunque para la Tabla 6.1 de modo simétrico con respecto a ambos
observadores (en ambos son mayores de 0,5) y asimétricamente para la Tabla 6.2
(para A es menor de 0,5 y para B mayor). El índice i< vale 0,13 en la tabla 6.1 y 0,26
en la tabla 6.2. En general, la simetría en la falta de balanceo en los totales marginales
también penaliza el índice y tanto más, cuanto más “perfecta” (la misma diferencia
con respecto a 0,5) sea la misma. Dicho de otro modo, en igualdad de acuerdos
observados, cuanto mayor sea la diferencia entre las prevalencias observadas4 por
Algunos autores, p.e. Brennan y Suman [171, también denominan sesgo a la diferencia entre
observadores. En este texto, el término sesgo se reserva para la diferencia entre una observación y la
verdadera magnitud, por lo tanto en un estudio de concordancia no se hablará de sesgo, sino de diferencia
o falta de homogeneidad de las frecuencias marginales.
19
60
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cada observador mayor es el índice c (esto es lo que Feinstein y Cicchetti [14,15]
denominan segunda paradoja de kappa y que en nuestra opinión sí constituye una
paradoja, mientras que la dependencia de kappa de la prevalencia no es inmediata-
mente intuitivo, pero no es paradójico, simplemente es consecuencia de que cuanto
más alejada esté la probabilidad de un resultado de 0,5 mayor es la probabilidad de
coincidencia por azar).
En consecuencia, para interpretar el índice >< es necesario contar, también con
el valor de las frecuencias marginales de la tabla (prevalencias observadas por cada
observador).
El pequeño valor de K para los datos de la Tabla 4 (mediano en la escala de
Landis y Koch y pobre en la de Fleiss) es ‘explicado” a la luz de los efectos anteriores
por el hecho de que estamos en la peor de las situaciones posibles: bajaprevalencia,
y similar, en ambos observadores o, en la terminología anterior totales marginales
“desbalanceados” con casi perfecta simetría.
Precisión de las clasificaciones multinomiales
Las clasificaciones con sólo dos categorías consideradas en el apartado anterior tienen
la ventaja de su sencillez, sin embargo a menudo resultan insuficientes en la práctica
clínica. Con frecuencia se realizan clasificaciones multinomiales, es decir con más de
dos categorías. Por ejemplo, un psiquiatra clasifica los trastornos de los pacientes en
psicóticos, neuróticos u orgánicos, o un reumatólogo clasifica las artritis en leves,
moderadas o graves. Ambas clasificaciones son multinomiales (tres categorías), no
obstante existe una diferencia entre ellas, las categorías en el caso de la artritis
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pueden ordenarse de un modo relevante para el problema: una artritis grave es más
que una moderada, y ésta más que una leve, mientras que para la clasificación
psiquiátrica este orden no existe. A las variables multinomiales que tienen implícito
un orden se les denornina ordinales y a las que no, nominales. Para estudiar la
precisión de una clasificación multinomial, hay ciertas diferencias según que ésta sea
ordinal o nominal.
Como en las clasificaciones binarias, los resultados de un estudio de
concordancia se pueden resumir en una tabla de doble entrada como la Tabla 7, que
supone una generalización de la Tabla 2, ahora con K filas y K columnas, siendo K
el número de categorías de la clasificación.
Tabla 7
Clasificación multinomial con
Observador A
das observadores
Obser. E Cat. 1 Cat. 2 Cat. K Total
Cat. 1 ...
Cat. 2 ...
Cat.K ... XK
x.1 x.2 xxTotal N
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Para una clasificación multinomial se puede definir un índice kappa
idéntico a [3.2],generalizando el cálculo de P0 y ~e por medio de:
1<
r “e = [3.5]
¡—1
1V
Otra alternativa para estudiar concordancia entre clasificaciones multinomiales
consist~ en definir un índice kappa para cada una de las categorías, colapsando la
tabla KxK original en K tablas 2x2 en las que se compara cada categoría con todas
las demás. De este modo se puede estudiar la contribución de cada una de ellas a la
concordancia de la clasificación.
Es fácil ver (Fleiss [11]) que el kappa global es una media ponderada de los
kappas individuales: el kappa global se puede expresar como suma de los numera-
dores de los kappas individuales dividida por la suma de sus denominadores.
Una solución que puede verse como intermedia entre las anteriores (un único
kappa global o K kappas individuales para cada categoría), pero que, en general, sólo
tiene sentido para variables ordinales, es el denominado kappa ponderado, también
propuesto por Cohen [18], en el cual se asignan unos pesos para cuantificar la
importancia relativa entre los desacuerdos.
La idea de este índice ponderado es asignar a cada celda de la tabla un peso
w4 comprendido entre O y 1 que represente la importancia relativa del desacuerdo.
Se atribuye el máximo peso al acuerdo perfecto, y pesos proporcionalmente menores
según la importancia del desacuerdo. Se tendrá:
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w=1
ti
o =w.. < 1
ti
Vi !=j
además, obviamente, se impone exigir simetría, es decir:
‘1 1’
Las proporciones ponderadas de acuerdos observados y esperados se definen
del modo siguiente:
xx
~Nw xi
N Pe(tv)
Li
t—1 j—l
w..
ti
N2
x.x,
1. ~/
[3.6]
y a partir de aquí, el kappa ponderado:
P -P
o(w) e(w
)
~ 1
Nótese que, en el caso extremo, si se definen los pesos por:
Vi !=1;
II ti
[3.7]
el kappa ponderado coincide con el kappa global.
En el otro extremo, si se definen:
=1 Vi; nr =1
‘1
V i !=m, j !=m; Wmj=0 Vj!=m
el kappa ponderado es el kappa individual de la categoría m. En este sentido es en
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el que, como se dijo anteriormente, el kappa ponderado constituye una situación
intermedia entre el kappa global y los kappas individuales.
Como ya se indicó, la principal ventaja del kappa ponderado no consiste en
esta formulación unificadora de los kappa global e individuales, sino enla posibilidad
de cuantificar diferentes grados de desacuerdo. Los valores de los pesos dependerán,
en cada caso, de la importancia que se conceda a cada desacuerdo. Hay que tener
presente, sin embargo, que ello añade cierta dificultad a su interpretación: si en dos
estudios diferentes, se calcula el kappa ponderado con dos sistemas de pesos
distintos, es difícil realizar comparaciones entre ellos. Por ello algunos autores, por
ejemplo Madure y Willet [19],sugieren limitarse a usar sistemas de pesos estándar.
Los más usados en este sentido son, por su sencillez, los denominados pesos lineales,
propuestos irúcialmente por Cohen [18]:
Ji—ji
=1 — k—1 [3.8]
y, por la equivalencia entre el kappa ponderado resultante y el coeficiente de
correlación intraclase, los denominados pesos bicuadrados, propuestos posteriormente
por Fleiss y Cohen [20]:
(i ~j)2
un =1 — [3.9](k ~1)2
Sin embargo, Graham y Jackson [21]demuestran que el índice kappa con pesos
bicuadrados es más un índice de asociación que de acuerdo, ya que puede ser
insensible a diferencias en las proporciones de acuerdo observado.
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Landis y Koch [10] sugieren usar un sistema de pesos en relación jerárquica
para identificar la o las categorías más discrepantes. En el trabajo citado se analiza
el acuerdo entre dos grupos de neurólogos en la clasificación de esclerosis múltiple
en las 4 categorías siguientes:
1: cierta
2: probable
3: posible (relación 1:1)
4: dudosa, improbable o claramente sin esclerosis
Los resultados para un grupo de 69 pacientes estudiados se muestran en la
Tabla 8 y los pesos jerárquicos propuestos figuran en la Tabla 9.
Se denominan pesosjerárquicos porque cada uno considera como concordantes
todas las categorías que se contideran concordantes en el anterior. Nótese que el
kappa ponderado con los pesos w1 es el kappa global sin ponderar; el kappa
ponderado con los pesos w2 es el kappa global que resultaría para una tabla 3x3 en
la que se hubieran colapsado en una sola las dos primeras categorías, por lo tanto la
diferencia entre K~ y 1C informa sobre la contribución al desacuerdo total del
desacuerdo entre las categorías 1 y 2; el kappa ponderado con los pesos u’3 es el
kappa global que resultaría para una tabla 2x2 en la que se hubieran colapsado en
una sola las dos primeras categorías y en otra las otras dos; finalmente los pesos u’4
dan lugar a un kappa en el que no se consideran desacuerdos las discrepancias entre
las categorías contiguas.
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Tabla 8
Grupo A
1 2 3 4 Total
1
2
3
4
5 3 o 0” 8
3 11 4 0 18
2 13 3 4 22
Total
1
11
2
29
4
11
14
18
21
69
Tabla 9
Pesos jerárquicos propuestos por Landis y Koch
Peso
Obs. A A A A
Diag 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
B 4
4
4
4
1000110011001 1~0 O
0100110011001110
0010001000110111
0001000100110011
Diag.
G
r
u
o
E
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Los kappas ponderados para los datos de la Tabla 8, correspondientes a estos
pesos son K~= 0,297 K~ = 0,332 = 0286 y ic~,= 0,789, que ilustran claramente
que las discrepancias se producen, fundamentalmente, entre las categorías 2 y 3, ya
que el kappa sólo aumenta sensiblemente para los pesos u’4, y estos son los únicos
que no distinguen entre dichas categorías.
Usando la misma representación matricial, los pesos lineales [3.8] y
bicuaditados [3.9]para una clasificación en 4 categorías se muestran en la Tabla 10.
Tabla 10
Pesos lineales y bicuadrados para cuatro categorías
Peso lineal (w1) bicuadrado (wb)
Obs. A A
Diag 1 2 3 4 1 2 3 4
5 4
4
4
4
1 2/3 1/3 0
2/3 1 2/3 1/3
1/3 2/3 1 2/3
0 1/3 2/3 1
1 8/9 5/9 0
8/9 1 8/9 5/9
5/9 8/9 1 8/9
0 5/9 8/9 1
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Indices de concordancia para múltiples observadores
Todo sistema de clasificación aplicable en la práctica clínica, realmente es usado por
múltiples observadores, por lo tanto conviene evaluar también su reproducibilidad
para más de dos observadores. En la literatura han aparecido diversas
aproximaciones a este problema: la más sencilla y obvia (Dunn [22])y quizás por ello
todavía utilizada (Elmore y col. [12])consiste en calcular el kappa [3.2],o el kappa
ponder~do [3.7],para cada uno de todos los pares posibles de observadores y resumir
todos ellos a través de su valor medio y cualquiera de los indicadores habituales de
dispersión, por ejemplo su rango o su desviación típica. Si existen1 observadores, se
pueden formar pares distintos, en consecuencia se pueden calcular
kappas, a partir de los cuales se obtendría su media y desviación.
Otra aproximación, debida a Landis y Koch [23]y basada en la identidad entre
el índice kappa y el coeficiente de correlación intraclase (Fleiss y Cohen [20])y, por
lo tanto, válida en principio sólarnente para clasificaciones binomiales consiste en el
cálculo del CCI a partir del análisis de la varianza de una vía (los diferentes
observadores). Sean 1V sujetos, J~ el número de observadores que clasifican al sujeto
y X~ el número de clasificaciones positivas para el sujeto i, evidentemente J~ - es
el número de clasificaciones negativas para el sujeto i. El CCI se calcula del siguiente
modo:
BMS - WMS
1< =r = BMS + (J~ — 1)WMS [3.10]
siendo BMS los cuadrados medios entre observadores, WMS los cuadrados medios dentro
de los observadores y siendo:
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X(L 7)2
1—1
10=7 — N(N )J [3.11]
Los cuadrados medios se estiman del siguiente modo:
BMS = 1 N (X1 —JP)2 WMS = N — X1) [3.12]H — L N(J—1) 1.
donde:
N
Lx
,
st
t=
1
-~ ___ ~1
= 1V)’ 1V [3.13]
Fleiss y Cuzick [24] construyeron la distribución asintóticamente normal de
este índice y derivaron su error estándar, lo que, en el caso de muestras grandes,
permite contrastar hipótesis sobre él.
Como extensión de esta aproximación para clasificaciones multinomiales con
K categorías, Landis y Koch [23]proponen calcular, para cada categoría k=l,.. .,K, un
índice 14 calculado por [3.10]y usar como indice global de acuerdo el siguiente:
x
— k-1 [3.14]
y para el caso particular de un número igual de observadores por sujeto, Fleiss, Nee
y Landis [25]construyeron la distribución asintóticamente normal y derivaron el error
estándar, tanto de 14 como de 1 , por lo tanto también para [3.14], en el caso
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particular aludido, es posible realizar contrastes de hipótesis cuando se dispone de
muestras grandes.
Otra aproximación diferente, más elaborada, implica una definición explícita
de qué se entiende por acuerdo entre varios observadores; se puede definir acuerdo
por unanimidad (también llamado de DeMoivre) cuando todos los observadores
coinciden, o por mayoría o consenso cuando una clara mayoría coinciden. Si por
ejemplé hay 7 observadores, se define acuerdo por unanimidad silos 7 coinciden en
la misma categoría y desacuerdo en cualquier otro caso; acuerdo por mayoría si, por
ejemplo, coinciden al menos 5, y desacuerdo en caso contrario. Obviamente, es
aconsejable una clara mayoría mejor que mayorías triviales como 4-3.
Landis y Koch [26]proponen, con esta aproximación, definir índices tipo kappa
a partir de variables indicadores que representenla definición de acuerdo. Supóngase
N observaciones, cada una de ellas realizada por J observadores, que clasifican en K
categorías. Los datos se presentarían en una matriz de observaciones Y1~, el subíndice
para las observaciones con los valores de 1 a N y el subíndice j para los
observadores tomando valores de 1 a 1. La variable Y~ puede tomar valores de 1 a K.
Se pueden crear tantas variables z~ como definiciones de acuerdo, del modo siguiente:
si para la observación i, todos los observadores coincidenI O en otro caso
si para la observación i, al menos J — 1 observadores coinciden [3.15]
O en otro caso{ 1 si para la observación i, al menos J — p observadores coinciden
en otro caso
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La proporción de acuerdos observados, para cada definición de acuerdo, se
puede calcular a partir de estas variables, a través de:
I’1
1V [3.16]
Denominando P1(k) (j=I J k=1,. ..,K) a la frecuencia relativa de la categoría k
para el ‘observador j, es decir a la proporción de veces que el observador 1 clasifica
en la categoría k, la proporción de acuerdos esperados en la hipótesis de
independencia se calcula mediante:
P~(p) = S l’1(V) ... P/V) [3.17]
siendo Vm,, el conjunto de variaciones con repetición de K elementos tomados de 1
en 1. permaneciendo al menos j-p de ellos iguales.
A partir de estos valores de P0,.~,> y P«~> se calcula el índice kappa usando [3.2].
Sin embargo, el índice de concordancia para múltiplesobservadores más usado
es el índice kappa propuesto por Davies y Fleiss [27]a partir del acuerdo promedio
de todos los posibles pares (“pairwise agreement”). Como se dijo antes, para cada
observación hay ~j{]= ~(~jí) pares posibles de clasificaciones. Denominando X~
al número de observadores que clasifican a la observación i en la categoría k, el
número de pares de clasificaciones que están en acuerdo para la observación i es:
El problema de las clasificaciones .32
NA~= }¡z~X&(Xr 1)
En consecuencia, la proporción de acuerdos para dicha observación será:.
1<
k— 1
J(J—1)
[3.18]
La proporción media de acuerdos observados para todas las observaciones,
será la suma de [3.18] para todas las observaciones, dividida por el número de
observaciones, es decir:
1<
N ~X~(X~—1)k-1
LSX~(X~- 1)
,—1 k—1
NJ(J- 1)
1
NJ(J- 1)
[N I(
SSXS NJj [3.19]
,—1 k—1 )
K N
~X1k=J y SJ=NJ
k—1
vale 1
[3.19]
Nótese que en el caso particular de 2 observadores (1=2) la expresión [3.18]
si ambos observadores coinciden y O en caso contrario, por tanto la expresión
se reduce a la dada para P0 en [3.5].
Denominando, como antes, P1(k) (j=1,.. .,J k=1 K) a la proporción de veces que
el observador j clasifica en la categoría k, la proporción de acuerdos esperados en la
hipótesis de independencia entre el par de observadores 1 y m será:
ya que:
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A:
S P,(k)P(k)
k— 1
y, por tanto, la proporción media de acuerdos de pares esperados será su suma para
todos los posibles pares dividida por el número de pares posibles, es decir:
P = 1 1<
e S ~ P1(k)P(k) [3.20]
¡—1 k—1
y a partir de [3.19]y [3.Z0]se calcula el índice kappa usando [3.2].Obsérvese que en
el caso de 2 observadores la expresión [3.20]también se reduce a la dada en [3.5],por
tanto esta formulación para varios observadores del índice 1< incluye como caso
particular la de 2 observadores. Además este índice puede verse (Dunn [22])como
una media ponderada de los K de todos los pares posibles de observadores.
En un estudio con múltiples observadores es frecuente, bien por diseño (diseño
incompleto) o por pérdida de datos, que haya datos que falten, es decir, que no todos
los observadores clasifiquen a todas las observaciones. Es conveniente, por tanto,
generalizar el índice kappa a diseños incompletos.
El índice kappa basado en el acuerdo de todos los posibles pares, fue
generalizado a diseños incompletos por Schouten [28]y Gross [29]:considérese que
del conjunto G de 1 observadores, cada observación i es clasificada por el subconjunto
G de J,=J observadores, entonces el número de pares posibles de clasificaciones
J~(J~— 1
)
para dicha observación es 2 y por tanto la proporción de acuerdos
observados para cada observación es, en lugar de [3.18],la siguiente:
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A:
SX¿Xr 1)
k=1
J~(J~—1)
La proporción media de acuerdos observados será su suma dividida por el
número de observaciones:
A:
N ~Xg(X¿1)
1 k
=1 [3.21]
siendo N~ el número de observaciones para las que hay más de un observador. En
el caso particular de que todos los G1 sean iguales a G, [3.21]se convierte en la [3.19].
Para la observación i la proporción de acuerdos de pares esperados en la
hipótesis de independencia es, análogamente a [3.20]:
2 JA:
JAIL— 1) ~ SS P1(k)P(k)
donde la suma para m y 1 está restringida al conjunto G~ de observadores que han
clasificado a la observación i. La proporción media de pares esperados será su suma
para todas las observaciones dividida por el número de observaciones:
111<
P1(k)P(k) [3.22]
que en el caso particular de que todos los G~ sean iguales a G también se convierte
en la [3.20].A partir de [3.21]y [3.22] se calcula el índice kappa usando [3.2].
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4. GENERALIZACIONES DEL ÍNDICE KAFFA
Proponemos generalizaciones del índice kappa en varios sentidos:
4.1 Inclusión de diseños incompletos en el índice kappa basado en las definiciones
explícitas de acuerdo propuestas por Landis y Koch [10]de un modo más sencillo al
considerado por los autores (Koch, Imrey y Reinfurt [30]) y siguiendo el razona-
miento de Schouten [28].
Considérese como antes que, siendo G el conjunto de 1 observadores, cada
observación i es clasificada sólo por un subconjunto Q de J~=J observadores.
Aceptando como definición de acuerdo cualquiera de los representados por las
variables [3.15],la proporción de acuerdos observados se calculará del mismo modo
que en el diseño completo, es decir con [3.16], pero usando sólo aquellas
observaciones en las que puede observarse el acuerdo definido, es deciit en las que
hay, al menos, J-p observadores. Sin embargo, ahora, la proporción de acuerdos
esperados en la hipótesis de independencia es distinta para cada observación, puesto
que cada una de ellas es clasificada por un subconjunto distinto de observadores.
Para cada observación, del mismo modo que en [3.17],tal proporción es:
~
donde, ahora, el conjunto de variaciones es sólo sobre los J~ observadores que
clasifican a la observación i. La proporción media de acuerdos esperados será su
suma para todas las observaciones, dividida por el número de observadores para los
que puede observarse el acuerdo definido:
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1
N
[4.1]
siendo Nc el número de observaciones para los que hay, al menos, J-p observadores.
A partir de aquí se calculará el índice kappa como siempre.
4.2 Inclusión de pesos en el caso de múltiples observadores para variables ordinales
y acuerdo por pares que ponderen la importancia de los distintos desacuerdos. Como
las fórmulas [3.19]y [3.20]son un caso particular de las más generales [3.21]y [3.22]
se van a usar estas últimas para la incorporación de los pesos.
Sea zv1,,, el peso correspondiente al acuerdo-desacuerdo entre las categorías 1 y
ni con las mismas condiciones que en el capítulo 3, es decir:
=1; 0=w1,~<1 VI !=m; tuEm ml
El número de acuerdos ponderados por estos pesos para la observación i es:
NA = — u’ k~ik(~ik 1)
2 k-1
A: A:
+ ~ S WJX1X
nl> E ¡—1
consecuentemente, la proporción de acuerdos ponderados para dicha observación es:
A:
SWnXa(Xír1) +2
A: A:
Y Y u’,X~X
m> 11—1
KA:
Y >3 w1,,,X,1X,,,,
m-1 ¡-1
— Ji
J¿J~— 1) J~(J~—1)
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ya que:
A: A:
SWkkX& = >3X~ =L
k—1 k—1
y la proporción media de acuerdos ponderados para todas las observaciones es:
.& ~
SSW1X11X —L
,,i-1 ¡-1
‘jI,— 1)
[4.2]
Para la observación i la proporción de acuerdos ponderados esperados bajo la
hipótesis de independencia entre el par de observadores 1 y m será:
1:
té= 4
A:
r kl()n$)
y la proporción media de acuerdos
clones:
ponderados esperados para todos las observa-
N 1K
1’ 2
11—1 u—1 k—1
[4.3]
donde, como en [3.22],las sumas para m y 1 están restringidas en cada observación
¡ al conjunto C~ de observadores que la han clasificado. Esta formulación, que incluye
pesos, clasificación multinomial, y múltiples observadores con diseño incompleto o
datos perdidos, es la más general del índice K e incluye las anteriores como casos
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particulares.
4.3 Otras definiciones de acuerdo; Además de las definiciones de acuerdo por
mayoría o para todos los posibles pares, últimamente en los estudios sobre uso
apropiado de procedimientos médicos, se emplean definiciones más elaboradas de
acuerdo y desacuerdo entre observadores que, además, no son complementarias entre
sí. En estos estudios (Lázaro y Kitch [31]), un número impar, generalmente 9, de
expertós examinan una serie de situaciones clínicas en las que un procedimiento
médico, p.e. angioplastia coronaria, puede estar indicado. Cada uno de ellos puntúa
lb apropiado de la indicación desde 1 (totalmente inapropiado) a 9 (totalmente
apropiado) para, a partir de ciertas definiciones de acuerdo entre los observadores,
generar guías de actuación (“guidelines”) para dicho procedimiento. Las definiciones
de acuerdo y desacuerdo propuestas por Brook et al. [32]son:
Para el acuerdo:
AE (estadístico):
A95 (estricto):
Con un nivel de seguridad del 33%, no se puede rechazar la
hipótesis de que el 80% de la población hipotética de
puntuaciones se encuentra dentro del mismo intervalo 1-3, 4-6 ó
7-9 que la mediana obtenida. Para el caso de 9 observadores, esta
condición se cumple cuando menos de 3 observadores puntúan
fuera del intervalo que contiene la mediana.
Las 9 puntuaciones caen dentro de uno de los siguientes
intervalos: 1-3, 4-6, 7-9.
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A9R (relajado):
A73 (estricto):
A7R (rélajado):
Las 9 puntuaciones caen dentro de cualquier intervalo de 3
puntos.
Tras descartar la puntuación más alta y más baja; las 7
puntuaciones restantes caen dentro de uno de los siguientes
intervalos: 1-3, 4-6, 7-9.
Tras descartar la puntuación más alta y más baja, las 7
puntuaciones restantes caen dentro de un intervalo cualquiera de
3 puntos.
Para cada definición de acuerdo, se usan las siguientes definiciones de
desacuerdo, que, evidentemente, no son complementarias de su acuerdo correspon-
diente:
DE (estadístico):
D9S (estricto):
Con un nivel de seguridad del 10% se puede rechazar la
hipótesis de que el 900/o de la población hipotética de
puntuaciones se encuentra en uno de los dos intervalos 1-6 ó 4-9.
Para el caso de 9 observadores esta definición se cumple cuando
hay tres o más puntuaciones en el intervalo 1-3 y tres o mas en
el intervalo 7-9.
De las 9 puntuaciones, hay por lo menos una puntuación de 1 y
otra de 9.
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D9R (relajado):
D7S (estricto):
D7R (relajado):
De las 9 puntuaciones, hay por lo menos una en el intervalo 1-3
y otra en el intervalo 7-9.
Tras descartar la puntuación más alta y más baja, de las 7
restantes hay por lo menos una puntuación de 1 y otra de 9.
Tras descartar la puntuación más alta y más baja, de las 7
restantes hay por lo menos una puntuación en el intervalo 1-3 y
otra en el intervalo 7-9.
Para analizar la concordancia entre observadores, que puede ser útil para
seleccionar el panel de expertos, proponemos usar, para cada definición de acuerdo,
índices tipo 1< similares a [3.2]:
F -P
o(a) e(a
)
= 1 ~~e(a) [4.4]
proporciones observadas de acuerdos ~«aí se pueden calcular, para cada
de acuerdo, a partir de variables indicadoras similares a [3.15]:
si para la observación ~ se cumple AE
si no se cumple
si para la observación i, se cumple A95
[4.5]
si no se cumple
si para la observación i, se cumple A7R
Las
definición
ZAR = {~
ZAqSJ
ZAZR = 1:
si no se cumple
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Por ejemplo, para AE y A95:
N
>3 Z~
i— 1
~o<AE) 1V
N
>3 Z,~9<
= i=1
M~~) 1V
~e(AE) = >3 P1(V) ... P1(V)
~leV,
siendo 1V el número de situaciones cinicas consideradas.
Denominando, como siempre P~(k) <p=l,.. .,J k=1,...,K) a la frecuencia relativa de
la categoría k para el observador p, la proporción de acuerdos AE esperados bajo la
hipótesis de independencia se calculará mediante:
[4.7]
donde VA:, ~, AE representa al conjunto de variaciones con repetición de K elementos
tomados de 1 en 1~ que cumplen la definición AE.
De modo similar se calculan la proporción esperada de A95, A9R, A7S y A7R;
y evidentemente, de un modo similar se pueden definir índices 1< para otro número
de observadores, u otro sistema de puntuaciones, u otras definiciones de acuerdo.
[4.6]
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5. DISTRIBUCIÓN MLJESTRAL DEL ÍNDICE KAPPA
Todos los índices ic vistos hasta ahora se calculan a partir de muestras, que producen
estimaciones del verdadero valor de 1< en la población. Es necesario estudiar su
distribución muestral para poder construir intervalos de confianza y realizar
contrastes de hipótesis.
En el caso de dos observadores clasificando en K categorías se puede asumir
el denominado modelo de Kullback (Hubert [33])según el cuál un observador clasifica
siguiendo una distribución multinomial de parámetros ~ ~ yel otro con una
A: A:
multinomial independiente de parámetros itt, it, ..., it~ donde >3 ~t, = >3 it~ = 1
k-1 k-1
Evidentemente P ~=-~- es un estimador de it~ y P, = lo es de ir( . Con esta
1V
notación la expresión [3.5] de P, se puede escribir como P~,= >3 ~k ~k Con este
k= 1
modelo; el número de acuerdos observados NA es una variable binomial de
A:
parámetros N y >3 it~it , en consecuencia su media y varianza son, respectivamente:
K
Si en [54] se sustituyen ltk y it por sus estimadores, se obtienen los estima-
dores de ~NA y UÑA y, usando resultados asintóticos de la teoría de grandes
muestras, se puede obtener (Fleiss, Cohen y Everitt [34]):
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A:
+ p2 -
¿2 k- 1 [5.2]
X N(1 ~P~)2
Si se cumplen las condiciones de aproximación de la binomial a la normal, el
A
K
estadístico z se distribuye como una normal tipificada y puede usarse para
U
contrastar la H
0: i< O con una región crítica para un contraste lateral Z > Za
En general, sin embargo, estos contrastes no tienen mucho interés. El objetivo
de un estudio de concordancia no es tanto contrastar si hay más acuerdo que el
esperado en la hipótesis de independencia, sino cuantificar el mismo. Si en un estudio
se encuentra ic = 0,1 , aunque sea significativamente distinto de 0, ello revela un
acuerdo insignificante. Lo que, en general, tiene interés es la estimación por
intervalos. Aquí debe observarse que la varianza dada por [5.2]se ha obtenido con
el modelo de Kullback de independencia entre observadores al que le corresponde
un 1< = O y consecuentemente no sirve para construir intervalos de confianza en la
hipótesis de no independencia. En esta hipótesis se asume que la tabla KxK es
generada por una distribución multinontal de parámetros it., i4,...,K j=1,...,K
A: A:
Evidentemente >3>3 ‘y 1 . El modelo de Kullback es un caso particular de éste,
—1 •y—i
en el que it. = it ir El indice kappa se puede definir del siguiente modo:
ti
A: A:
>3 ~ >3 it>jt~
k—1 k—1
A: [5.3]
1
k—1
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del que la expresión [3.2] es su estimador muestral A1<
Fleiss, Cohen y Everitt [34] demuestran que su varianza asintótica está dada
por la expresión:
A A+B-C
1< N(1-PY
e
[5.4]
donde:
A =SP4(1 -
k— 1
A:
B =(1 —P)2 >3
-1
PC> <~.k~~k.)(1
A:
>3 P~JJP
1 + ~ )2
+ P)2
De [3.2]se deduce:
1 -P
A o1-1< 1 -P
e
Dividiendo A, B y C por (1 - P,)2 y teniendo en cuenta la expresión anterior,
se obtiene:
C =(P
0P, —2I’~
A A:(1 P)2
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= B =(1 A: 1<(1 — >3P1(P. ~~k)
(1 —
que da lugar a una expresión equivalente a [5.4]más fácil de calcular:
¿2 = A’+B’C’ [5.5]
N(1 Pe)2
A partir de esta varianza y usando la normalidad también asintótica de la
Adistribución de ic , un intervalo de confianza aproximado, con un nivel de confianza
de 100(1 — cx)0/o es:
A A- A AK~Z
12UA=K=1C+Z12UÁ [5.6]
Fleiss, Cohen y Everitt [34] estudiaron también la distribución muestral del
A
i< ponderado en las hipótesis de independencia y no independencia de los observa-
dores, y encontraron que su distribución es también asintóticamente normal con va-
rianzas, en la hipótesis de independencia:
A: A:
= SYP1Pk(u’Jk ~ ~u’2> [5.7]
N(l—P~)
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y
= >3S”k(u’k (u’» +w)(1 A42 ~(g~—P«~>(1 %)2 [5.8]
N(1—P«~>)
en la hipótesis de no independencia entre observadores.
En ambas fórmulas:
K K
W’ =>3P,w11 u’.k =>3P1w~
3—1 ¿—1
Es fácil ver que las fórmulas [5.2]y [5.5]son una caso particular de las [5.7]
y [5.8],respectivamente, si w~=1 para todo i y w~=0 para todo i!=j
Para el caso de múltiples observadores, aunque hay algunas aproximaciones
parciales (Fleiss [11]),no existe todavía una fórmula de uso general para la estimación
de a~ . Lina técnica muy general para construir intervalos de confianza a partir de
estadísticos de distribución muestral desconocida es la denominada “técnica jackknife”.
Esta técnica fue introducida por Quenouille [35]como método para reducir el sesgo
en la estimación de parámetros y más tarde Tukey [36]propuso su uso para obtener
un estadístico T que permita contrastar hipótesis y construir intervalos de confianza.
Distintos autores (p.e. Kraemer [37], Fleiss y Davies [38], Schouten [28]) la han
aplicado a diversas extensiones del índice kappa. Una buena descripción, así como
su relación con técnicas similares puede verse en Efron y Gong [39].
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La técnica jackkn~fe consiste en lo siguiente: dada una muestra de 1V
observaciones, se construyen 1V submuestras, cada una de ellas de N-1 elementos, por
eliminación sucesiva de cada una de las observaciones5. Para cada submuestra se
A
calcula el estadístico de interés, en este caso el índice kappa. Sea ic el estimador del
índice kappa a partir de la muestra y ~ el estimador a partir de la submuestra 1, es
decir de la submuestra de la que se ha eliminado la observación i. Se denomina
pseudovalor de esa submuestra a:
A A
L(K) = NK — (1V — 1)ic z =
El estimador jackknife de x es la media aritmética de los pseudovalores:
Ji (1<)
= [5.9]1V
En una gran variedad de situaciones se ha demostrado (Arvesen [40] y
Arvesen y Schmitz [41]),y en particular (Parr y Tolley [42])para toda función real
de proporciones multinomiales (tal como los distintos índices ic) con primera y
segunda derivada parciales continuas, que, para grandes muestras, el estimador
jackknife tieneuna distribución aproximadamente normal y que un estimador de su
varianza es la varianza de los pseudovalores. Por lo tanto, el estadístico:
5
Aunque en la propuesta inicial de Quenouille [35] y Tukey [36] se divide la muestra en n
submuestras de k elementos cada una (N=kn), en la actualidad (Efron y Gong [39J, Parr y To]Jey [42]) es
más usada la formulación presentada aquí.
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T = 1(K) -K [5.10]
SI
1W
se distribuye aproximadamente como una t con 1V-) grados de libertad. En [5.9], S~
es la desviación estándar de los pseudovalores, es decir:
N
>3(í1(K) —1(K))2
= 1=1
N-1
Por lo tanto, el error estándar estimado por esta técnica para el índice kappa
está dado por:
5 [5.11]
1W
y entonces un intervalo aproximado, con un nivel de confianza de 100(1
1(K) — 5. 5.____ K =10<) + ta/2(N.q>
—a)% ,es:
[5.12]
Se empleará este procedimiento para construir los intervalos de confianza de
las distintas generalizaciones del índice kappa propuestas en el capítulo 4.
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6. DESCRIPCIÓN DE LOS PROGRAMAS
Para implementar los cálculos de los índices descritos se escribió un nuevo programa,
en FORTRAN 77, y se modificó otro de los existentes en el paquete estadístico
PRESTA [3]. Los listados de ambos, así como los de las subrutinas especificas
correspondientes figuran en el Apéndice II.
Se modificó el programa de Análisis de Tablas de Contingencia <CONTJN), que
calculaba los estadísticos para el análisis de independencia de dos caracteres cualita-
tivos (pruebas ji-cuadrado y exacta de Fisher) y de la validez de una clasificación
binomial (cálculo de la sensibilidad y especificidad con sus intervalos de confianza
al 950/o), para incluir el cálculo del índice kappa (fórmula [3.2]con [3.5])en el caso de
dos observadores. El programa calcula también los errores estándar en los supuestos
de independencia (fórmula [5.2])y de no independencia (fórmula [5.5])así como los
estadísticos de McNemar [43],eh él caso de clasificaciones binomiales, y el de Stuart-
Maxwell [44],en el de clasificaciones multinomiales, para contrastar la -homogeneidad
de las frecuencias marginales que, como se comentó en el Capítulo 3, facilita la inter-
pretación del índice kappa.
Se escribió el programa de Cálculo del indice kappa para múltiples observadores
(KAPMUL), que incluye diseños incompletos, y acuerdo por pares (fórmulas [4.2]y
[4.3]),por mayoría (fórmulas [3.16]modificada según apartado 4.1 y [4.1])y “acuerdos
RAND” (fórmulas [4.6]y [4.7]).En el caso de acuerdo por pares, acepta “pesos” para
los distintos desacuerdos, ofreciendo por defecto los pesos bicuadrados (fórmula
[3.9]).En todos los casos estima el error estándar por la técnica jackkn¿fe (fórmula
15.11]) y calaña tanto el índice kappa como su estimador jackkn¡fe (fórmula [5.9]) y
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el intervalo de confianza al 95% construido en base a dicho estimador (fórmula
[5.12]).La proximidad entre el índice kappa y su estimador jackknife puede usarse
como indicador del grado de aproximación de esta técnica.
Para contrastar la homogeneidad de las frecuencias rñarginales; y dado que la
generalización del estadístico de McNemar para múltiples observadores, debida a
Cocinan [451,cuya válidez en el caso de medidas sobre los mismos sujetos fue
establecida por Fleiss [46], sólo es aplicable a clasificaciones binomiales; se
implementó el método desarrollado por Landis y Koch [10]y Koch et al. [47]usando
ajustes a modelos lineales GSK (Grizzle, Starmer y Koch [48]), aunque requiere
diseños completos. Existe una extensión delmétodo para diseños incompletos, debida
a Koch, Imrey y Reinfurt [30],pero se basa en la hipótesis de independencia entre el
mecanismo que determina los datos faltantes y las variables del problema, que
parece, en general, demasiado restrictiva como para implementarla en un programa
de uso general.
El método consume mucha memoria, ya que trabaja con matrices de
orden ((J—1)x(K—1 ))x(Jx(K—1 )), (Jx(K—1))x((J—1)x(K—1)), (Jx(K—1 ))x(Jx(K—1)),
siendo J el número de observadores y K el de categorías. El programa que se presenta
en el Apéndice II está ajustado para los 640 Kb que permite manejar el DOS y calcula
el estadístico GSK sólo si K1 c 82 . Para ampliar ese limite, si la memoria disponible
lo permitiera, hay que modificar las dimensiones de los array incluidos en la sentencia
DOUBLE PRECISION y el IP de control inmediatamente anterior al bucle de la línea
7000.
Debido a la gran cantidad de tiempo de cálculo requerido; sobre todo para
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generar las permutaciones en el cálculo del acuerdo esperado por mayoría (p.e. la
generación de las permutaciones para el acuerdos A9S y AE necesitan aproximada-
mente 40 y 65 horas, respectivamente, con un procesador 486 a 70 Mhz) y los
estimadores jackkn¿fe con diseño incompleto; el programa avisa del tiempo de
ejecución restante estimado, si éste es superior a 0,5 minutos, cuando calcula los
acuerdos esperados y el estimador jackknife. Además, y en orden a optimizar este
tiempo, la primera vez que se ejecuta con un acuerdo RAND guarda en un archivo
las perMutaciones válidas para ese acuerdo. La siguiente vez que se ejecuta, si el
archivo existe, las lee del mismo, reduciendo el tiempo necesario (p.e. a 73 minutos
en el mismo ordenador para el acuerdo A95, aunque sigue necesitando 108 horas
para el acuerdo AE, para los datos del estudio sobre uso apropiado de la angioplastia
coronaria presentado en el próximo capítulo).
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7. ESTUDIOS OBSERVACIONALES
Se presentan tres estudios de precisión de clasificaciones clínicas, usando las
generalizaciones del índice K propuestas. Sus objetivos y diseño son:
7.1 Primer estudio:
Se trata de un estudio de factibilidad previo a otro estudio para determinar el estado
actual de salud de la cohorte de afectados por el envenenamiento producido por el
consumo de aceite de colza desnaturalizado conocido como Síndrome del Aceite
Tóxico (SAT). Una descripción inicial delSAT puede verse en Grandjean y Tarkowski
[49] y una revisión más actual en Nadal y Tarkowski [50].El número de personas
afectadas es aproximadamente 20.000. El estudio para determinar el estado actual de
salud (actualmente en fase de preparación del manuscrito), se realizó en los 4.015
afectados pertenecientes a las 7 Unidades de Seguimiento del SAT de la provincia de
Madrid; se usaron como fuentes de datos la historia dínica y la exploración directa
de los pacientes realizada por los médicos de las Unidades respectivas. Como las
exploraciones fueron llevadas a cabo por diferentes médicos, se planteó un estudio
previo de factibilidad (el que aquí se presenta) que incluyó la evaluación de la
precisión y la validez de dichas exploraciones para las variables más potencialmente
influidas por la subjetividad de los observadores. Además de la presión arterial, que
al ser una variable continua no se presenta, las variables del estudio fueron:
neuropatía periférica, clasificada en tres niveles: ausente, dudosa y clara, codificadas
respectivamente como 1, 2 y 3; severidad de los cambios esclerodermiformes de la
piel, clasificada en cuatro niveles: no esclerodermia, esclerodermia leve, esclerodermia
moderada y piel atrófica, codificadas de 1 a 4; y contracturas articulares clasificada
como sí y no y codificada como 1 y 2 respectivamente.
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Diseño:
Pacientes: Una muestra de conveniencia de 10 pacientes afectados por el SAT y
elegidos para cubrir todo el rango de grados de manifestaciones clínicas de la
enfermedad.
Observadores: Una muestra aleatoria de 6 médicos elegidos entre el conjunto de los
9 que formaron parte del estudio final sobre el estado de salud.
Procedimiento: Los seis médicos elegidos participaron, antes del estudio, en un
seminário de 5 horas realizado en el Departamento de Reumatologia del Hospital 12
de Octubre de Madrid, en el que médicos especialistas del Hospital les instruyeron
en el protocolo de recogida de las variables. El seminario incluyó el examen clínico
de varios pacientes, distintos a los que luego participaron en el estudio de
factibilidad, afectados por el SAT.
El estudio se realizó en la Unidad de Seguimiento del SAT de Vallecas. Para
evitar que un mismo paciente tuviera que ser visto demasiadas veces por un mismo
signo en un breve intervalo de tiempo, lo que le provocaría molestias y cansancio,
que podría además afectar al resultado de la exploración, se optó por un diseño de
bloques incompletos balanceados (Fleiss [51])en el que cada paciente es examinado
por 3 médicos, cada médico examina a 5 pacientes, y cada uno de todos los posibles
pares de médicos examina a 2 pacientes. En la Tabla 11 se muestra el esquema de los
exámenes realizados. Con este diseño, el factor de eficiencia (Fleiss [51]) para la
estimación del coeficiente de repetibilidad es 0,8 que aparece como un compromiso
razonable. Este estudio, con diseño incompleto e incluyendo variables multinomiales
ordinales, fue el origen de esta tesis al plantear la necesidad de la generalización del
indice t< expuesta en el apartado 4.2.
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Diseño de bloques
Tabla 11
incompletos balanceados usado en el Estudio del SAT
Paciente Médico 1 Médico 2 Médico 3 Médico 4 Médico 5 Médico 6
1 x x x
2 x x x
3 x x x
4 x x x
5 x x x
6 x x x
7 x x x
8 x x x
9 x x
10 x x
Además, cada paciente fue examinado conjuntamente por otros dqs médicos
(un investigador “senior” del SAT y un especialista del Hospital 12 de Octubre) que
establecieron por consenso el estado de cada variable de estudio. Esta medición se
usó como patrón de oro para evaluar la validez de las mediciones; aunque como el
estudio de la validez no es objeto de esta tesis, los datos correspondientes no se
presentan. La secuencia de los cuatro exámenes en cada paciente se fijó aleatoria-
mente usando una tabla de permutaciones. Los datos registrados para las tres
54
Estudios observacionales 55
variables de interés figuran en el Apéndice III.
Por imperativos éticos y legales, los pacientes fueron informados por escrito
de que se trataba de un estudio, así como de sus objetivos; de que serían informados
de los resultados; de que su participación era voluntaria y que se podían retirar en
cualquier momento, sin tener que dar explicaciones y sin que ello significara ninguna
renuncia a su derecho a la asistencia; y se les solicitó su consentimiento también por
escrito y firmado. Para garantizar la privacidad de los datos, no se introdujo en los
archivos informáticos del estudio ningún dato que permitiera identificar a los
pacientes (nombre, dirección, etc.), sino sólo un número de identificación asignado
en el momento de introducir los datos en el ordenador. El listado con los nombres
de los pacientes y el número asignado es custodiado por el investigador responsable
del conjunto del proyecto.
7.2 Segundo estudio:
El nevus flammeus (NF> o mancha en vino de Oporto es una malformación caracterizada
por la presencia de capilares ectásicos en dermis, que se manifiesta clíicamente en
forma de manchas de color rojizo, presentes casi siempre desde el nacimiento. Su
incidencia se estima entre el 0,3 y el 0,5% de los recién nacidos, si bien la incidencia
real podría ser mayor ya que en ocasiones el eritema fisiológico del neonato
enmascara la lesión en los primeros días. El tratamiento de elección en la actualidad
para estas lesiones es la laserterapia (Enjoiras y Mulliken [52],Geronemus [53]),en
particular el láser de colorante pulsado (LCP) con una duración de pulso de 360 ms
y una longitud de onda de 585 nm. El resultado es un daño especifico a los capilares
dérmicos, sin cicatrices y, generalmente, sin alteraciones pigmentarias. La valoración
de la respuesta del NF al tratamiento se basa en el cambio cromático del angioma;
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aunque se han intentado otros procedimientos más objetivos como la espectrofo-
tometría o la microscopia transcutánea; cuantificado de modo subjetivo en porcentaje
de aclaramiento respecto al color inicial. Entre los factores pronósticos de esta
respuesta se ha descrito el color de la lesión (Noe et al. [54]) también apreciado
generalmente de manera subjetiva.
Este estudio (Pérez, Abraira et al. [55])pretende evaluar la concordancia entre
las clasificaciones, realizadas por distintos dermatólogos, tanto del color inicial de la
lesión como del aclaramiento producido por el tratamiento.
Diseño:
Observaciones: Una muestra aleatoria de 80 historias diucas elegidas entre las 1.500
correspondientes a los pacientes de NF tratados por LCP en el Servicio de
Dermatología del Hospital Ramón y Cajal de Madrid entre 1989 y 1995. A falta de
otro procedimiento para estimar el tamaño muestral, se usó, sobreestimándolo, el
conseguido por Cicchetti [56],por el método de simulación de Monte Carlo, para dos
observadores (N=2K2, siendo K el número de categorías>.
Observadores: Seis médicos del Servicio de Dermatología; de ellos 3 son los que
habitualmente tratan a estos pacientes y los otros 3 fueron voluntarios con
experiencia en el diagnóstico del NF.
Procedimiento: El tratamiento se realiza en sesiones sucesivas y finaliza cuando: i) el
paciente lo decide, bien porque se encuentra satisfecho con el aclaramiento
conseguido o porque considera que no merece la pena seguir; u) el médico considera
que no se va a conseguir más aclaramiento. En la visita inicial antes de comenzar el
tratamiento, y después de cada sesión, se toman fotografías de la lesión, todas con
la misma cámara y los mismos parámetros (Nixon F-601 con objetivo AF micrinikon
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60 m 1/2.8, flash anular y película Ektacrome Kodak 100 ASA) como ayuda en esta
decisión. De las historias clínicas seleccionadas, se tomaron 2 fotografías: la
correspondiente a la visita inicial y otra post-sesión elegida al azar de entre todas las
sesiones realizadas para ese paciente, para cubrir el espectro más amplio de
aclaramientos posibles. Las fotos iniciales fueron vistas y clasificadas, de modo ciego
e independiente por los 6 dermatólogos, según su color en Rosa, Rojo y Violeta,
codificados como 1, 2 y 3 respectivamente. Los 3 dermatólogos implicados en el
tratamiento de los pacientes, también de modo ciego e independiente, compararon
la fotos iniciales y la post-sesión de cada paciente y cuantificaron el aclaramiento en
una escala de O (ningún aclaramiento) a 100 (aclaramiento total). Posteriormente, esta
escala fue categorizada en los 4 niveles usados habitualmente en este tipo de
estudios, codificados de 1 a 4: 0 a 24, ausencia de aclaramiento; 25 a 49, aclaramiento
pobre; 50 a 74, bueno; y 75 a 100 excelente. Los datos recogidos figuran en el
Apéndice IV.
Como el estudio no se realiza sobre pacientes, sino sobre fotografías recogidas
en la historia clínica, realizadas como parte del tratamiento, no se consideró que
planteara problemas éticos y, por ello, no se solicitó el consentimiento informado.
7.3 Tercer estudio:
Se enmarca en el Proyecto sobre “Uso apropiado de la angioplastia coronaria
transiuminal percutánea (ACTP> en España” [56], en el que, siguiendo el método
propuesto por Brook et al.. [32],se pretende evaluar el uso apropiado de esta técnica
de cardiología intervencionista en España. El método, resumiendo, se estructura en
tres fases:
Fase 1: Un grupo de médicos, especialmente entrenado, hace una revisión crítica de
Estudios observacionales 58
la literatura científica sobre ACTP producida hasta la fecha de inicio del proyecto.
Basándose en esta revisión se realiza una síntesis de la evidencia sobre utilización,
eficacia, efectividad, riesgos y costes del procedimiento. Paralelamente, dos cardió-
logo¿ y un experto en el método, elaboran una lista de circunstancias clínicas especí-
ficas que un paciente puéde presentar para valorar la posible realización de la ACTP.
Esta lista, al constituir una clasificación, debe ser exhaustiva (todo paciente debe
poder ser clasificado en una circunstancia clínica) y excluyente (cada paciente sólo
puede ser clasificado en una). La lista construida en este caso consta de 467
circunstancias, consideradas en dos posibles situaciones: “Riesgo quirúrgico
BAJO/MODERADO” y Riesgo quirúrgico ALTO”. A modo de ejemplo, en el
Apéndice V se muestran las 18 primeras.
Fase II: Un panel de 9 expertos; en este caso tres cardiólogos intervencionistas (que
practican la ACTP), tres cardiólogos no intervencionistas (que no la practican), y tres
cirujanos cardíacos; usando la síntesis de la evidencia obtenida en la fase anterior,
puntúan de 1 (totalmente inapropiado) a 9 (totalmente ápropiado) el grado en que,
para cada circunstancia, el procedimiento es apropiado. En este proyecto, y como
modificación del método original, a los panelistas se les pide comparar el
procedimiento con su alternativo, primero tratamiento médico (1) contra
revascularización (9) y después las dos técnicas de revascularización: ACTP (1) contra
la cirugía aórtico coronaria (CAC) (9) para las 445 primeras “circunstancias clínicas”,
mientras que para las 22 restantes sólo tratamiento médico contra CAC. Si considera
que ninguna técnica es apropiada debe responder 5. Como el resultado final es el del
panel en su conjunto, a cada panelista se le pide que compare las dos técnicas de
revascularización, incluso aunque considere que lo apropiado es el tratamiento
médico. En una primera ronda los expertos puntúan de modo independiente y en
una segunda, y después de conocer los resultados de la primera, pueden modificar
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su puntuación.
Fase III: En una muestra aleatoria de historias clínicas de pacientes que hayan recibido
ACTP, se valora lo apropiado de su uso, de acuerdo con las definiciones obtenidas
en la fase anterior.
El estudio se realizó entre las dos rondas de la Fase II, para evaluar el acuerdo
entre los expertos, actuándose sobre las 445 circunstancias en que se comparaba el
tratamiento médico contra la revascularización en las dos situaciones de riesgo
quirúrgico. Se usaron como definiciones de acuerdo la más estrica (A9S) y la más
amplia (AB).
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8. RESULTADOS
Los resultados para los tres estudios de precisión presentados son:
8.1 Resultados del estudio del SAT
Para todas las variables de este estudio, como el número de observadores es 6,
K1 =82 y por lo tanto, no se pudo calcular el estadístico GSK para contrastar la
homogeneidad de las frecuencias marginales. Como consecuencia de ello, se juzgará
su homogeneidad a partir de las frecuencias estimadas.
8.1.1 Contracturas articulares
PRESTA PC V2 .2 12-JUL—1996
ANALISIS DE CONCORDANCIA. INDICE KAPPA
NOMBRE DE LOS DATOS: contrac
CONDICIONES DEL DISEÑO
Nt CASOS:
N~ CASOS ELIMINADOS:
10
0
N~ VARIABLES:
N9 CATEGORíAS:
6 DISEÑO INCOMPLETO
2
FRECUENCIAS MARGINALES
CATEGORíA
CONDICION
I4ED2
MEU4
MED 5
MED 6
MED7
t’IEDS
1 2
1.000 .000
.400 .600
.400 .600
.400 .600
.600 .400
.400 .600
PROMEDIO .532 .467
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ACUERDO POR PARES
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR JACKKNIFE”:
INTERVALO DE CONFIANZA AL 95%:
ACUERDO POR MAYORíA DE
.3827 ERROR ESTANDAR:
— .1257 .8910
3 OBSERVADORES
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR “JACKRNIFE~:
INTERVALO DE CONFIANZA AL 95%:
.3827 ERROR ESTANDAR:
— .1257 .8910
En este caso, en que sólo 3 observadores clasifican a cada observación, no seria
aconsejable definir una mayoría de sólo 2 observadores; en apoyo de esta opinión,
si se definiera, se encontraría una proporción de acuerdo observado de 1 (con la que
no se puede calcular el índice kappa) que, comparándolo con los anteriores,
• claramente sobrevalora el acuerdo.
Se observa para ambas definiciones de acuerdo, un índice kappa mediano en
la valoración de Landis y Koch [10] y pobre en la de Fleiss [11],comentadas en el
— capítulo 3. La prevalencia media observada es cercana a 0,5 y, salvo para el primer
observador (MED2 en el listado), las frecuencias marginales son similares, por lo
tanto, el índice kappa no está alterado por las paradojas de Feinstein y Cicchetti [14].
Se observa también que a pesar del pequeño tamaño muestral, la diferencia entre el
índice kappa y su estimación por el método “jackknife’ no llega al 80/o y que, por lo
.6667
.4827
.3557
2267
.5000
.2240
3557
.2267
tanto, se puede aceptar con confianza la estimación del error estándar por este
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método. Como era de esperar, con tan pequeño tamaño muestral, la estimación del
índice kappa es imprecisa. Nótese, sin embargo, que el tamaño muestral se
corresponde con el necesario según la estimación de Cicchetti [57], (N=8) corregido
por el factor de eficiencia del diseño del estudio. Es necesario aclarar que la fórmula
de Cicchetti se estableció para dos observadores y para más de dos categorías. En
base a este resultado, para el estudio del nevus flammeus se sobredimensionó el
tamaño estimado por la misma fórmula.
Si se elimina del análisis al observador más discrepante según las frecuencias
marginales (MED2), los indices aumentan (0,5296 con EE=0,2559 para el acuerdo por
pares y 0,4545 con EE=0,4036 para el acuerdo por unanimidad).
8.1.2 Neuropatía periférica
PRESTA PC V2.2 12—JUL—1996
NALISIS DE CONCORDANCIA. INDICE KAPPA
NOMBRE DE LOS DATOS: neuro
CONDICIONES DEL DISEÑO
N2 CASOS: 10
N~ CASOS ELIMINADOS: o
N~ VARIABLES:
N9 CATEGORíAS:
6 DISEÑO INCOMPLETO
3
FRECUENCIAS MAR’GrNALES
CATEGORíA
COND2iCION
MED2
MED4
1 2 3
.400 .200 .400
.400 .600 .000
MED5 .600 .200 .200
MED6 .400 .200 .400
NED?
MEDS
.400 .200 .400
.400 .400 .200
PROMEDIO .433 .300 .267
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A> ACUERDO POR PARES SIN PESOS
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR “JACKKNIFE”:
INTERVALO DE CONFIANZA AL 95%:
.4995 ERROR ESTANDAR:
.1885 .8105
B) ACUERDO POR PARES CON PESOS
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
.8667
.6607
.6071
ESTIMADOR “JACKKNIFE”:
INTERVALO DE CONFIANZA AL 95%:
.6095 ERROR ESTANDAR:
.2197 .9992
MATRIZ DE PESOS USADA
1
1 1.00
2 .75 1.00
3 .00
2 3
.75 .00
.75
.75 1.00
C> ACUERDO POR MAYORíA DE 3 OBSERVADORES
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
.5000
.1176
.4334
ESTIMADOR JACKKNIFE:
INTERVALO DE CONFIANZA AL 95%:
.4373 ERROR ESTANDAR:
.0736 .8009
Los pesos usados, en la opción b), para el acuerdo por pares son los
bicuadrados (fórmula [3.9]>.Con todas las opciones, se observa un mayor acuerdo en
esta variable que en las contracturas articulares (moderado en las valoraciones
usadas, para ambas definiciones de acuerdo). Las prevalencias medias observadas
para las 3 categorías no son muy diferentes (recordemos que los pacientes se eligieron
.6667
.3387
.4960
.1387
.1738
.1622
para tener representado todo el espectro de manifestaciones clínicas> y, salvo para el
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segundo observador (MED4), las frecuencias marginales también parecen similares.
El índice kappa, como era de esperar, es mayor para el acuerdo por pares con pesos,
y menor para el acuerdo por unanimidad. Como la variable es ordinal parece
razonable el uso de los pesos, sin embargo, el menor valor para el acuerdo por
unanimidad está poniendo de manifiesto que hay algún observador discrepante. Si
se elimina del análisis el observador MED4 (el más discrepante según las frecuencias
marginales) todos los índices aumentan (0,7439 con EE=0,1727 para el acuerdo por
pares sin pesos; 0,8888 con EE=0,08322 para el acuerdo por pares con pesos
bicuadrados y 0,7379 con EE=0,2844 para el acuerdo por unanimidad).
No hay prácticamente diferencias entre los índices kappa estimados en la
muestra y sus estimaciones por el método “jackknife”, y las estimaciones son también
muy imprecisas, sin embargo, y aunque para esta variable, por estar clasificada en
tres categorías, el tamaño muestral necesario según la fórmula de Cicchetti sería
mayor, los errores estándar son menores que para la váriable anteriot
8.1.3 Cambios esclerodermiformes
PRESTA PC V2.2 17-JIIL-1996
ANALISIS DE CONCORDANCIA. INDICE KAPPA
NOMBRE DE LOS DATOS: esclero
CONDICIONES DEL DISEÑO
NS CASOS: 10
N2 CASOS ELIMINADOS: O
N9 VARIABLES: 6 DISEÑO INCOMPLETO
N9 CATEGORíAS: 4
FRECUENCIAS MARGINALES
CATEGORíA
CONDICION
MED2
MED4
NEDS
MED 6
MED7
I4ED8
PROMEDIO
1 2 3 4
.400 .200 .200 .200
.600 .200 .200 .000
.200 .000 .400 .400
.200 .000 .400 .400
.400 .600 .000 .000
.400 .000 .400 .200
.367 .167 .267 .200
A> ACUERDO POR PARES SIN PESOS
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR JACKKNIFE:
INTERVALO DE CONFIANZA AL 95%:
.5552
.5757 ERROR ESTANDAR:
.2747 .8768
E) ACUERDO POR PARES CON PESOS
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
.9407
.6868
.8108
ESTIMADOR JACKKNIFE:
INTERVALO DE CÓNFIANZA AL 95%:
.8401 ERROR ESTANDAR:
.6019 1.0782
MATRIZ DE PESOS USADA
1
1.00 .89
.89 1.00
3 .56
2 3 4
.56 .00
.89
.89 1.00
56
89
4 .00 .56 .89 1.00
C> ACUERDO POR MAYORíA DE 3 OBSERVADORES
PROPORCION DE ACUERDO OBSERVADO: .5000
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.6667
.2 507
.1343
.1062
1
2
PROPORCION DE ACUERDO ESPERADO:
.0656
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INDICE KAPPAZ .4649
ESTIMADOR LTACKKNIFE: .4825 ERROR ESTANDAR: .1679
INTERVALO DE CONFIANZA AL 95%: .1060 .8589
Resultados en todo análogos a los de la variable anterior, excepto que hay
mayor diferencia, aunque sigue siendo pequeña, entre las estimaciones del indice
kappa a partir de la muestra completa y las obtenidas por el método “jackknife”.
Si se comparan los resultados de las tres variables, se observa que para las
definiciones de acuerdo comunes a las tres (acuerdo por pares sin pesos y acuerdo
por unanimidad> las proporciones de acuerdo observado son idénticas (0,6667 y 0,5
respectivamente) y que las diferencias encontradas en los índices kappa lo son a
expensas de las proporciones de acuerdo esperado, que disminuyen, aumentando por
ello el índice kappa, cuando aumenta el número de categorías de la clasificación. Esto
no es un inconveniente del índice, ya que justamente se trata de corregir por el
posible acuerdo por azar, pero pone de manifiesto otro aspecto a tener en cuenta en
la interpretación de este índice y en el diseño de estudios sobre precisión de
clasificaciones: las categorías usadas en la clasificación deben de ser las relevantes
para el problema, ya que un número más alto, o más bajo, alteraría, vía la proporción
de acuerdo esperado, el valor del índice kappa.
En basé a estos resultados, antes de proceder con el estudio definitivo sobre
el estado de salud de la cohorte de afectados por el Síndrome del Aceite Tóxico, se
realizó otro Seminario de Entrenamiento con los nueve médicos participantes en él,
en el que se presentaron estos resultados, comentándose el moderado acuerdo
encontrado y se repitieron los criterios de clasificación de las variables, con una
mayor participación, esta vez, de los médicos participantes.
Resultados
8.2 Resultados del estudio del nevus flammeus
8.2.1 Color
Cuando se evalúa la concordancia entre los 6 dermatólogos, también
lo tanto, tampoco se puede calcular el estadístico
K1 =82 ypor
GSK para contrastar la
homogeneidad de las frecuencias marginales; sin embargo cuando se estudia la de
los 3 que manejan a estos pacientes, sí se puede calcular. Como consecuencia, en el
primet caso se juzga la homogeneidad a partir de las frecuencias estimadas y en el
segundo se realiza el contraste.
Todos los dermatólogos
PRESTA PC V2 .2 6-AGO—1996
ANALISIS DE CONCORDANCIA. INDICE KAPPA
NOMBRE DE LOS DATOS: color
CONDICIONES DEL DISEÑO
N2 CASOS: 80
N2 CASOS ELIMINADOS: o
N2 VARIABLES:
N~ CATEGORíAS:
6 DISEÑO COMPLETO
3
FRECUENCIAS MARGINALES
CATEGORíA
1 2 3
.188 .637 .175
.275 .525 .200
.225 .587 .188
.325 .463 .213
.300 .463 .237
.213 .512 .275
67
CONDICION
A
E
C
D
E
E
PROMEDIO .254 .531 .215
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A> ACUERDO POR PARES SIN PESOS
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR “JACKKNIFE”:
INTERVALO DE CONFIANZA AL 95%:
E> ACUERDO POR PARES CON PESOS
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR “JACKKNIFE:
INTERVALO DE CONFIANZA AL 95%:
.7665 ERROR ESTANDAR:
.6963 .8368
MATRIZ DE PESOS USADA
1
1 1.00
2
.75
2 .75 1.00
3 .00
3
.00
.75
.75 1.00
C> ACUERDO POR MAYORíA DE
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR JACKKNIFE:
INTERVALO DE CONFIANZA AL 95%:
5 OBSERVADORES
.7500
1459
.7073
.7104 ERROR ESTANDAR:
.5954 .8254
Para todos los índices, se encuentra un acuerdo ‘sustancial” en la valoración
de Landis y Koch, siendo mayor, como siempre, cuando se usan los pesos; en este
caso es notable lo alto del indice de acuerdo por mayoría; las frecuencias marginales
son similares, excepto quizás para el médico A que tiende a clasificar una mayor
.7775
.3914
.6344
.6380 ERROR ESTANDAR:
.5479 .7280
• .0458
.9444
.7 661
.7622
.0357
.0585
proporción de “Rojo” y las prevalencias están alejadas de los valores extremos, por
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lo que tampoco en este estudio el índice kappa está alterado por las paradojas de
Feinstein y Cicchetti. Las diferencias entre los índices kappa y sus estimaciones
jaclckn{fe son muy pequeñas, por lo tanto la estimación del error estándar por esta
técnica es muy fiable; el error estándar es pequeño en todos los casos, lo que ilustra
que con este tamaño muestral tenemos suficiente precisión de la estimación.
Sólo los dermatólogos que tratan esta patología
PRESTA PC V2.2 6—AGO—1996
ANALISIS DE CONCORDANCIA. INDICE KAPPA
NOMBRE DE LOS DATOS: color
CONDICIONES DEL DISEÑO
N~ CASOS:
N~ CASOS ELIMINADOS:
80
o
N9 VARIABLES:
N2 CATEGORíAS:
3 DISEÑO COMPLETO
3
FRECUENC TAS MARGINALES
CATEGORíA
1 2
.275 .525 .200
.225 .587 .188
.325 .463 .213
.275 .525 .200
PRUEBA DE HOMOGENEIDAD DE LAS FRECUENCIAS MARGINALES
8.3479 G.L. : 4 p= .078560
A> ACUERDO POR PARES SIN PESOS
ESTADISTICO GSK:
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR JACKKNIFE”:
.6489 ERROR ESTANDAR:
CONDICION
B
C
D
PROMEDIO
.7833
.3891
.6454
.0594
INTERVALO DE CONFIANZA AL 95%:
.5321 .7657
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B> ACUERDO POR PARES CON PESOS
PROPORCION DE ACUERDO OBSERVADO: .9458
PROPORCION DE ACUERDO ESPERADO: .7651
INDICE KAPPA: .7694
ESTIMADOR JACKKNIFE: .7739 ERROR ESTANDAR: .0440
INTERVALO DE CONFIANZA AL 95%: .6875 .8604
C) ACUERDO POR MAYORíA DE 3 OBSERVADORES
PROPORCION DE ACUERDO OBSERVADO: .6750
PROPORCION DE ACUERDO ESPERADO: .1707
INDICE KAPPA: .6081
ESTIMADOR JACKKNIFE: .6110 ERROR ESTANDAR: .0651
INTERVALO DE CONFIANZA AL 95%: .4830 .7390
En las condiciones de este diseño K’ = 27 y sí se ha podido calcular el
estadístico GSK, con el que no se puede rechazar la hipótesis de homogeneidad de
las frecuencias marginales al nivel de significación habitual de a=O,O5. Los pesos
usados en la opción B) son los mismos que en el apartado anterior (pesos
“bicuadrados”).
Estos resultados son prácticamente superponibles a los del apartado anterior,
salvo una ligera disminución en el kappa por mayoría; hay que hacer notar que ahora
— la mayoría es más estricta pues se trata de unanimidad ya que, como se señaló en el
estudio del SAI, con sólo 3 observadores no es recomendable definir una mayoría de
2, mientras que para todos los dermatólogos se usó una mayoría de 5 sobre 6
observadores.
Concluyendo, la evaluación subjetiva del color de los angiomas por distintos
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dermatólogos es suficientemente precisa y no está influida por la familiaridad con el
manejo de los pacientes que los padecen.
8.2.2 Aclaramiento
En las condiciones de diseño de este estudio K’ = 64 y también se ha podido
calcular el estadístico GSK.
PRESTA PC V2.2
ANALISIS DE CONCORDANCIA. INDICE KAPPA
NOMBRE DE LOS DATOS: aclar
CONDICIONES DEL DISEÑO
N9 CASOS:
N5 CASOS ELIMINADOS:
6—AGO—1996
80
o
N2 VARIABLES~
N5 CATEGORíAS:
3 DISEÑO COMPLETO
4
FRECUENCIAS MARGINALES
CATEGORíA
1 2 3 4
.050 .175 .325 .450
.050 .162 .412 .375
.038 .213 .275 .475
.046 .183 .338 .433
PRUEBA DE HOMOGENEIDAD DE LAS FRECUENCIAS MARGINALES
ESTADíSTICO GSK:
A> ACUERDO POR PARES SIN PESOS
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR “JACKKNIFE’:
8.2137 G.L. : 6 p .221885
.6625
.3346
.4928
.4955 ERROR ESTANDAR: .0503
CONDICION
BC
CC
DC
PROMEDIO
INTERVALO DE CONFIANZA AL 95%: .3965 .5944
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B> ACUERDO POR PARES CON PESOS
PROPORCION DE ACUERDO OBSERVADO: .9611
PROPORCION DE ACUERDO ESPERADO: .8277
INDICE KAPPA: 7743
ESTIMADOR JACKKNIFE’: .7792 ERROR ESTANDAR: .0355
INTERVALO DE CONFIANZA AL 95%: .7093 .8490
MATRIZ DE PESOS USADA
1 2 3 4
1 1.00 .89 .56 .00
2 .89 1.00 .89 .56
3 .56 .89 1.00 .89
4 .00 .56 .89 1.00
C> ACUERDO POR MAYORíA DE 3 OBSERVADORES
PROPORCION DE ACUERDO OBSERVADO: .5000
PROPORCION DE ACUERDO ESPERADO: .1232
INDICE KAPPA: .4298
ESTIMADOR “JACKKNIFE’: .4321 ERROR ESTANDAR: .0577
INTERVALO DE CONFIANZA AL 95%: .3186 .5456
Se observa que no se puede rechazar la hipótesis de frecuencias marginales
homogéneas con el nivel de significación de a=0,05; sin embargo la prevalencia de
la primera categoría de aclaramiento (de O a 24%) es muy baja por lo que el indice
kappa resulta penalizado. Algunos autores, p.e. Elmore et al. [12],para evitar este
problema recurren a un muestreo estratificado para “enriquecer’ la muestra con las
categorías de baja prevalencia. Aquí se ha preferido el muestreo aleatorio basado en
nuestra opinión de que la primera paradoja de Feinstein [14] no es realmente una
paradoja y en que es preferible evaluar el sistema de clasificación en las condiciones
más parecidas a las de aplicación que sea posible: los evaluadores están
acostumbrados a las prevalencias realmente existentes, si se les presentara una serie
de fotografías en las que la proporción de “ausencia de aclaramiento” fuera varias
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veces mayor que la habitual, es posible que cambiaran los criterios de clasificación
que se pretenden evaluar. Los índices encontrados oscilan entre moderado y
sustancial, siendo el más alto (0,7743) el calculado con los pesos bicuadrados que es
el indicado para variables ordinales. Si se calcula el CCI para las variables originales,
en la escala O a 100, que es la alternativa de análisis para variables continuas, resulta
0,8837. Es de destacar que el CCI presupone distribución normal y nuestros datos
presentan una distribución muy sesgada a la derecha.
Si, para evitar el efecto de la baja prevalencia de la “ausencia de aclaramiento”,
se colapsaran las dos primeras categorías en una sola, los indices kappa resultan
0,5502 con EE=0,0541 para el acuerdo por pares sin pesos; 0,7653 con EE=0,0358 para
el acuerdo por pares con pesos bicuadrados y 0,4977 con EE=0,0608 para el acuerdo
por unanimidad, que no suponen cambios sustanciales con los calculados para el
diseño original.
En resumen, nos inclinamos por el índice kappa con pesos bicuadrados para
la clasificación original que revela un acuerdo sustancial entre dermatólogos.
8.3 Resultados del estudio sobre uso apropiada de la angioplastia
En las condiciones de este estudio K = 99 =82y, por lo tanto, no se ha podido
calcular el estadístico GSK, y en consecuencia la homogeneidad de las frecuencias
marginales se juzga a partir de las frecuencias estimadas.
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8.3.1 Riesgo quirúrgico BAJO! MODERADO
PRESTA PC V2 .2 14-OCT-1996
ANALISIS DE CONCORDANCIA. INDICE KAPPA
NOMBRE DE LOS DATOS: rbajoa
CONDICIONES DEL DISEÑO
N
9 CASOS: 445
NS CASOS ELIMINADOS:
NS VARIABLES:
N5 CATEGORíAS:
9 DISEÑO COMPLETO
9
FRECUENCIAS MARGINALES
CATEGORíA
CONDICION 1 2 3 4 5 6. 7 8 9
.020 .007 .009 .000 .000 .004 .022 180 .757
043 .052 .054 .063 .151 .112 .153 .166 .207
007 .099 .043 .124 .070 .101 .119 .231 .207
.276 .022 .049 .022 .083 .004 .009 .036 .497
288 .049 .025 .067 .079 .052 .103 .160 .178
.022 .101 .090 .072 .079 .139 .108 .220 .169
076 .124 .022 .013 .070 .022 .079 .151 .443
162 .054 .074 .002 .090 .018 .081 .061 .458
.234 .000 .025 .000 .135 .004 .052 .000 .551
PROMEDIO
ACUERDO POR RAND:
.125 .056 .043 .040 .084 .051 .081 .134 .385
A95
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR ‘JACKKNIFE’:
INTERVALO DE CONFIANZA AL 95%:
.2502 ERROR ESTANDAR:
.2115 .2890
Se observa, como era de esperar para este tamaño muestral, que la estimación
“jackknife” prácticamente coincide con la obtenida en la muestra y que el error
MEDí
MED2
MED3
MED4
MED5
MED 6
MED?
MED8
MED9
.2562
.0081
.2501
.0200
estándar es muy pequeño, por lo tanto la estimación es muy precisa. El acuerdo
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observadoes mediano; las frecuencias marginales no parecen homogéneas, mostrando
una llamativa distribución bimodal, con las modas en los extremos; resulta también
llamativo la inversión de las modas del MEDS. Se observa también que la proporción
de acuerdo esperado en la hipótesis de independencia es muy bajo y, por lo tanto,
no hay apenas diferencia entre el acuerdo esperado y el índice kappa. Teniendo en
cuenta la fórmula [4.7] para la proporción de acuerdos esperados; con nueve
categorías, no es sorprendente que con una definición muy estricta de acuerdo, el
acuerdo esperado sea despreciable. Para evaluar este resultado se numeraron “las
condiciones clínicas” y se extrajeron 10 muestras, de tamaños diferentes, de
condiciones consecutivas empezando por una elegida al azar, y sobre ellas se hicieron
los cálculos. Los resultados se muestran en la Tabla 11, donde se observa que en
todas las muestras, salvo en una, se repite el mismo resultado, es decir, el acuerdo
esperado en la hipótesis de independencia es cercano a 0, y por lo tanto, la
proporción de acuerdo observado, menos costosa de calcular, puede ser un buen
índice del acuerdo.
Usando la definición menos estricta de acuerdo (AE), los resultados son:
ACUERDO POR RAND: AE
PROPORCION DE ACUERDO OBSERVADO: .5236
PROPORCION DE ACUERDO ESPERADO: .2190
INDICE KAPPA: .3900
ESTIMADOR JACKKNIFE”: .3914 ERROR ESTAflDAR: .0262
INTERVALO DE CONFIANZA AL 95%: .3405 .4424
donde se observa un considerable aumento del acuerdo observado, pero también del
acuerdo esperado en la hipótesis de independencia, por lo que la corrección
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introducida por el índice kappa ahora sí es apreciable.
Tabla 11
Proporción de acuerdo esperado para A9S en función del tamaño muestral
Tamaño
muestral
Proporción de acuerdo Indice kappa
Observado Esperado
5 0,0000 0,0000 0,000
10 0,0000 0,0000 0,0000
15 0,6667 0A770 03627
20 0,1500 0,0065 0,1444
25 0,1200 0,0205 0,1016
30 0,0333 0,0001 0,0333
35 0,1143 0,0003 0,1141
40 0,2000 0,0056 0,1955
50 0,1800 0,0026 0,1779
100 0,2200 0,0032 0,2175
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8.3.2 Riesgo quirúrgico ALTO
PRESTA PC ‘¿2.2 14-OCT-1996
ANALISIS DE CONCORDANCIA. INDICE KAPPA
NOMBRE DE LOS DATOS: raltoa
CONDICIONES DEL DISEÑO
N~ CASOS:
N~ CASOS ELIMINADOS:
445
O
N~ VARIABLES:
N
2 CATEGORíAS:
9 DISEÑO COMPLETO
9
FRECUENCIAS MARGINALES
CATEGORíA
CONDICION 1 2 3 4 5 6 7 8 9
.020 .016 .000 .000 .007 .076 .191 .674 .016
.058 .056 .094 .088 .173 .139 .133 .119 .139
MED3
MED4
MED5
MED 6
MED7
MED8
MED9
PROMEDIO
ACUERDO POR RAND:
.045 .121 .124 .052 .031 .128 .171 .187 .142
.364 .036 .031 .016 .058 .004 .004 .013 .472
.330 .058 .047 .061 .070 .049 .108 .133 .144
.022 .101 .090 .076 .076 .139 .119 .258 .117
.124 .124 .034 .020 .092 .063 .070 .218 .256
.258 .049 .074 .018 .090 .025 .067 .038 .380
.234 .000 .025 .000 .137 .004 .054 .004 .542
.16-2 .062 .058 .037 .082 .070 .102 .183 .245
A9 5
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
ESTIMADOR “JACKKNIFE:
INTERVALO DE CONFIANZA AL 95%:
.1732 ERROR ESTANDAR:
.1388 .2077
Resultados en todo similares a la situación de riesgo bajo, tanto en
MEDí
MED2
.1753
.0025
.1732
.0178
la
distribución de las frecuencias marginales, como en los acuerdos observado y
Resultados 78
esperado, aunque aquí algo menores, la igualdad entre los estimadores muestral y
‘jackknife” y el pequeño error estándar del estimador.
Para el acuerdo estadístico (AE):
ACUERDO POR RAND: AE
PROPORCION DE ACUERDO OBSERVADO:
PROPORCION DE ACUERDO ESPERADO:
INDICE KAPPA:
.4539
.1144
3834
ESTIMADOR “JACKKNIFE:
INTERVALO DE CONFIANZA AL 95%:
.3835 ERROR ESTANDAR:
.3387 .4284
Se repite la misma situación, es decir, el acuerdo para las situaciones de riesgo
quirúrgico alto es ligeramente menor que para tas de riesgo bajo y con la definición
.0231
menos estricta de acuerdo aumentan tanto el acuerdo observado como el esperado.
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9. CONCLUSIONES
1.La generalización 4.2 del índice kappa permitió analizar el acuerdo entre
médicos en el estudio del SAI, en el que, por el carácter de las pruebas y de
los pacientes, era necesario recurrir a un diseño incómpleto.
2. La generalización 4.1 permite evaluar el acuerdo para diferentes definiciones
del mismo, lo que supone una ayuda en su interpretacion.
3. La generalización 4.3 tiene como principal incoveniente el tiempo de cálculo
necesario para generar las permutaciones que permiten calcular la proporción
de acuerdo esperado. Este inconveniente se matiza teniendo en cuenta que los
ordenadores personales más recientes, conprocesador Pentium, son aproxima-
damente 3 veces más rápidos que el ordenador usado en esta tesis (Intel 486
a 70 MHz) al que corresponden los tiempos de cálculo presentados.
3.1 Para la definición más estricta (A9S) de acuerdo, además esta
proporción es muy cercana a cero y, por lo tanto, no supone ninguna
ventaja el uso del índice kappa.
3.2 Para la definición más lasa (AE), en que el acuerdo esperado ya es
importante, el tiempo de cálculo se dispara a 7 días (2,5 para generar
las permutaciones y el acuerdo esperado y 4,5 para el estimador
jackknzfe), obteniéndose un indice kappa similar al acuerdo observado
para la definición A95.
En definitiva nuestra propuesta es evaluar el acuerdo mediente el acuerdo
observado con la definición más estricta (A95>
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4. La precisión de la técnica jackkn¿fe, estimada por la diferencia entre el
estimador muestral y el estimador jackknzfe, es suficiente incluso para pequeños
tamaños muestrales (n=10 en el estudio del SAT).
5. En cuanto a los resultados de los tres estudios -presentados: el acuerdo entre
médicos resultó moderado en el estudio del SAI, alto en el del nevusflammeus
y mediano en la primera ronda de los panelistas para el uso apropiado de los
procedimientos quirurgicos para la enfermedad coronaria, que ponen, una vez
más, de manifiesto la necesidad de seguir investigando sobre el acuerdo entre
médicos en la percepción de las variables clínicas y de disponer de
herramientas metodológicas para ello.
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APÉNDICE 1
Tablas a partir de las que se han obtenido los datos de la Figura 1
Proporción de acuerdos observados igual a 0,80
2 8
12 78
40 8
12 40
10 14
6 70
25 - 2
18 75
81
Prev. Media
0,12
0,20
0,35
0,50
Kappa
0,057
0,381
0,605
0,601
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Proporción de acuerdos observados igual a 0,70
5 18
12 65
20 9
21 50
0’ 3
27 70
35 11
19 35
Proporción de acuerdos observados igual a 0,60
0 4
36 60
30 26
14 30
15 7
33 45-
Prev. Media
0,20
0,35
0,50
82
Frey. Media
0,15
0,20
0,35
0,50
Kappa
-0,057
0,068
0,351
0,404
Kappa
-0,078
0,167
0,211
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APÉNDICE II
Listado de los programas:
CONTIN: Análisis de tablas de contingencia, que incluye, el cálculo del índice kappa
para dos observadores, con los errores estándar en los supuestos de independencia
y no independencia, y los estadísticos de McNemar y Stuart-Maxwell.
$ storage: 2
C CONTIN.V2
C
C ANALIZA LA INDEPENDENCIA DE DOS CARACTERES CUALITATIVOS
C MEDIANTE LA CHI-CUADRADO
C
C y. ABRAIRA \ DPTO INVESTIGACION \ Hosp. ‘RAMON Y CAJAL - MADRID
C ENE 81
o MODIFICADO PEE 93 PARA INCLUIR KAPPA Y TESTS DE MoNEMAR
O MODIFICADO MAY 94 PARA EE PARA KAPA<>0 Y ESTADíSTICO DE STUART-MAXWELL
C
PROGEAM CONTIN
DIMENSION D(2000) ,TR(50> ,TC(40> ,NE(2> ,DD(4>
CHARACTER CLAVE*6, CLAPRO*6,NOM*9 ,NOMDAT*16
CONMON ICOD, KKK, XNEP
ICAR1=50
ICAR2=40
OPEN (8,FILE=CONTIN.SAL>
CALL LEECLA (CLAVE>
CALL ACTPRE<65>
C
C LEE DATOS
C
310 WRITE(*, 100>
100 FORMAT(/ NOMBRE DE LOS DATOS (<—a para acabar TABLAS DE CONTINGE
iNCIA> :
READ<*, 11O)NOM
110 PORMAT(A>
IP <NOM(9;9).NE. ‘> COTO 310
IP <NOM(1:1).EQ. ‘> GOTO 1011
2200 WRITE<*, 120>
120 PORMAT(// ESTOS DATOS SON UNA TABLA DE CONTINGENCIA (S/N> [N]
it
IRES=RUM(66, 78. 0, 0., 0.)
IP (IRES.GT.90> IRES=IRES-32
IP (IRES.NE.83.AND.IRES.NE.78> GOTO 2200
IP (NIRA(NOM,1,NOMDAT,0,0).EQ.1) GOTO 1000
PAUSE <P> NO EXISTEN DATOS CON ESE NOMBRE (~<~-~J para seguir>’
SOTO 310
1000 OPEN(1,FILE=NOMDAT,ACCESS= DIRECT ,RECL=26)
READ<1,REC=1>CLAPRO,NC,NV,NX, ICOD,NCA,LONAR,XNEP,NVNE
CLOSE (1)
NVNR= NSJ- NVNE
IP (NVNE.EQ.0.OR.IRES.EQ.78> GOTO 222
WRITE(*, 152)
CALL PITO(2>
152 FORI4AT<//’ ESTE ARCHIVO TIENE VARIABLES CON CODIGOS NO EXCLUYENTES
1/ NO PUEDE SER UNA TABLA DE CONTINGENCIA’>
GOTa 901
222 IP (ICOD.EQ.1.OR.IRES.EQ.78> GOTO 2010
WRITE(*, 151>
CALL PITO(2>
151 FORMAT(// ESTOS DATOS SON REALES. LAS TABLAS DE CONTINGENCIA DEBE
iN TENER DATOS ENTEROS’)
Apéndices
GOTO 901
2010 LONRE=NV*ICOD*2
LONPRO= (25+LONRE> /LONRE
IP (CLAVE.EQ.CLAPRO) GOTO 1002
PAUSE ‘<P> LA PALABRA CLAVE DE
iseguir)
COTO 310
1002 IP <IRES.NE.83) GOTO 2
IF (NC.LE.ICAR2) GOTO 1
WRITE(*, 130>NC,2, ICAR2
130 FORNAT<//’ ESTE ARCHIVO TIENE .14,
1/’ EL PROGRAMA -SOLO ADMITE ,13,
GOTO 901
1 IP (NV.LE.ICAR1) GOTO 2
ESOS DATOS NO ES LA SUYA (4—a para
ESTADOS EN EL CARACTER’ ,I2
LO SIENTO>
WRITE(*, 130)NV,1,ICAR1
GOTO 901
2 IP (NCA.EQ.NC> COTO 1003
WRITE<*, 1010)NCA,NC
1010 FORI4AT(//’ ESTE ARCHIVO NO ESTA COMPLETO. TIENE’ ,15,
1’ CASOS Y DECLARO’ ,15)
PAUSE ‘ (<— para seguir>
NC=NCA
1003 OPEN(1, PILE=NOMDAT.ACCESS= ‘DIRECT’ ,RECL=LONRE)
KKR=1+LONPRO
IP (IRES.NE.83) COTO 2100
DO 5 I=1,NC
15= (1—1> *NV+1
CALL DATA(D(IJ) ,NSJ,NVNR, 1,1>
5 CONTINUE
NE (2> =NC
NE (1> =NV
CALL CABECE(S)
WRITE (6, 555, ERR=999 >NOM
WRITE(*, 555>NOM
555 PORMAT(/’ ANALISIS DE TABLAS
1’ PRUEBA DE ASOCIACION’)
COTO 2020
2100 CALL TABLA(NOM,NVNR,NC,NV,NE,D)
C
DE CONTINGENCIA’//’ ARCHIVO: ‘A!!
C CALCULA CHI-CUADRADO
C
2020 CLOSE(1)
IP (NE(1>.NE.2.OR.NE(2).NE.2)
IERR=0
1110 WRITE<*, 1101>
1101 FORMAT(//\’ QUIERE JI-CUADRADO (5) 0 FISHER (P> EJ~
IRES=RUI’I( 66 , 74 . , 0, 0. 0.
IP (IRES.GT.90) IRES=IRES-32
IP (IRES.NE.74.AND.IRES.NE.70) COTO 1110
IP (IRES.EQ.70) GOTO 1020
1100 CALL CHISQ<D,NE(1>,NE(2),CC,NGL,IERR,TR,TC)
1=1
GOTO <l0,20,30,30,40) IERR+1
30 CALL PITO(2)
WRITE (8,210, ERR=999>
WRITE < * 210)
210 PORMAT</¡ ALGUN CARACTER SOLO TIENE UN ESTADO Y/O’!
1’ ALGUN(OS) TEORICO(S) ES = 0.’)
COTO 900
VALOR(ES)
20 CALL PITO<2)
WRITE(8, 200,ERR=999>
WRITE (*,200)
200 PORMAT(//’ ALGUN(OS)
1’ 0 MAS DEL 20%
COTO 900
40 CALL PITO(2>
VALOR(ES> TEORICO(S) ES 1/
SON < 5’>
GOTO 1100
84
WRITE(8, 231,ERR=999)
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WRITE (*,231>
231 FORMATL/!’ LA PRUEBA JI-CUADRADO ES INAPLICABLE, VOY A USAR LA DE
lEISHER’>
1020 DO 1021 JJ=1,4
1021 DD<JJ>=D(JJ>
CALL FISHER(DD,XP>
NCOL=1
IP <XP.LT.2.> GOTO 3000
CALL PITO<2)
WRITE(8, 3010,ERR=999)
WRITE(*,3010>
3010 FORMAT (!!‘
IP (IERR.EQ.
COTO 1110
999 STOP 10
10 WRITE(, 220> CC,NGL
WRITE<8,220,ERR=999)CC,NGL
220 PORMAT<! JI-CUADRADO :‘,F8.2,’
NCOL=2
XP=PROB(1,CC,NGL, 0>
3000 IP (XP.GT. .05) GOTO 500
HAY DESBORDES EN EL CALCULO DEL TEST DE FISHER’)
4) GOTO 900
CON,14, GRADOS DE LIBERTAD’>
WRITE(*, 230>XP,NCOL
WRITE(8, 230, ERR=999>XP, NCOL
230 FORMAT(!’ EXISTE ASOCIACION ~=‘ ,F9.7,
COTO 900
500 WRITE<*,240)XP,NCOL
WRITE <8,240, ERR=999 > XP, NCOL
240 FORMAT(I’’ ESTE TEST NO DEMUESTRA ASOCIACION p=’,F9.7, ‘ (‘,12,
1’ COLA!S )‘>
C
O CALCULA SENSIBILIDAD Y ESPECIBILIDAD CON SUS IC AL 95% SI TABLA 2x2
O ASUI4E EL GOLO STANDAR EN EL CARACTER 1 Y EL ORDEN COMO - Y +
C
900 IF (NE(l).EQ.NE(2>.AND.NE(1>.EQ.2> THEN
WRITE<* 5010)
WRITE(8, 5010,ERR=999>
5010 FORMAT<!! ANALISIS DE VALIDEZ!’ (Asume que el
1’ referencia y que el l~ estado es el negativo)
write(*, 5020)
write (8, 5020, ERR=999>
5020 FORMATk’30X, ‘ IC AL 95%’)
it <iINT(D(2)+D(4>).EQ.0> COTO 5070
CALL INTCON(INT(D(2>+D<4> > ,int(D(4> > ,XI,XS,IER>
IP (IER.EQ.0> TITEN
write(*,5030> D<4) /<D<2>-.-D<4> ) ,XI,XS
write(8,5030,ERR=999> D<4)/(D(2)+D(4)> ,XI,XS
5030 PORMAT(’ Sensibilidad =‘,f6.3,5x,2f7.3)
else
write(t, 5040) D(4) ¡ <D(2)-~.D(4)
write<8,5040,ERR=999) D(4)/(D(2)-tD<4)
5040 FORMAT(’ Sensibilidad =‘,t6.3,9X, ‘Ver tablas’>
endí f
5070 it <INT<D<1)+D(3)>.EQ.0) COTO 5080
CALL INTCON<INT(D(1)+D(3) ) ,int(D(1) ) ,XI,XS,IER>
IP (IER.EQ.0) THEN
write <~,5050) D <1) / (D (1) +D (3)) ,XI, XS
write(8,5050,ERR=999) D(1)/(D(l)+D(3)) ,XI,XS
5050 FORMAT<’ Especificidad=’,f6.3,Sx,2f7.3)
carácter 1 es la’
else
write (~
write <8
5060 PORMAT(
,5060) D(1>/(D<1>+D<3)
,5060,ERR=999> D(1>/(D(l>+D<3>
Especificidad=’ ,f6.3,9X, ‘Ver tablas’)
endi f
ENDIP
C CALCULA KAPPA SI TABLA CUADRADA Y MCNEMAR SI 2x2 O STUART-MAXWELL SI NXN
COLA!S>
85
C
O
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5080 IF <NE(1>.EQ.NE<2>) THEN
CALL KAPPA<D,NE<1>,XKAP,EKAPO,EKAP1,XMAC,IER>
IP <IER.EQ.0.OR.IER.EQ.2) TEEN
IF <EKAPO.NE.0.> THEN
write(*,700) XKAP,EKAPO,PROB(3,XKAP/EKAPO, 0,0)
write<S,700,ERR=999> XKAP,EKAPO,PROB<3,XKAP/EKAPO, 0,0>
700 FORMAT<¡/’ ANALISIS DE CONCORDANCIA’!
1’ ESTADíSTICO KAPPA:’,F12.3,5X/’ E.E.’
1’ para KAPPA 0 :‘,P8.3,15X,p=’,t9.7)
ELSE
write(*,705> XKAP,EKAPO
write<8,705,ERR=999) XKAP,EKAPO
705 FORJYIAT<//’ANALISIS DE CONCORDANCIA’!
1’ ESTADíSTICO KAPPA:’,F12.3,5X¡’ E.E. para KAPPA= O :,F8.3)
ENDIF
‘<rite <*,707) EKAP1,XKAP~1.96*ekap1,XKAP.*1.96*EKAP1
write<8, 707,ERR=999> EKAP1,XKAP~1.96*EKAP1,XKAP,1.96*EKAP1
707 FORMAT< E.E. para KAPPA ESTIMADO:’,F5.3,5X, ‘I.C. al 95%:’
1,2 f7 .3>
ENOIP
IP <IER.EQ.0.OR.IER.EQ.1) THEN
WRITE <8,711,ERR=999>
711 FORMAT(!!’ PRUEBA DE HOMOGENEIDAD DE MARGINALES’)
IP (NE(1).EQ.2> TEEN
write<*,710) XMAC,PROB<1,XMAC, 1,0)
write(8,710ERR=999> XMAC,PROB<1,XMAC, 1,0)
710 FORMAT<’ ESTADíSTICO DE NcNEMAR:’,FS.3,14X, ‘p’,f9.7>
ELSE
write(*,713) XMAC,PROB(1,XMAC,NE(l>-l,0)
write<8,713,ERR=999> XNAC,PROB(1,XMAC,NE(1)-1, 0>
713 FORNAT< ESTADíSTICO DE STUART-NAXVELL:’,F8.3,7X, ‘p=,f9.7>
ENDIF
ENO IP
ENDIE
901 WRITE<*, 300)
300 FORIvIAT<!\’ OTRA TABLA DE CONTINGENCIA (S!N> EN]
IRES=RUN< 66, 78 . , 0, 0. , 0.
IP (IRES.GT.90) IRES=IRES-32
IP (IRES.EQ.83> GOTO 310
CLOSE <8)
WRITE(*, . (¡¡U’ QUIERES COPIA EN PAPEL (S!N) Es)
IQ=RUM(66, 83. , 0, 0., 0.>
IP (IQ.GT.90>IQ=IQ—32
IP (IQ.EQ.83) CALL COPIA(’CONTIN.sal)
1011 CONTINUE
ENO
$ STORAGE:2
SUBROUTINE KAPPA<A,N,XK,EKAPO,EKAP1,XNAC,IER)
C
C CALCULA EL KAPPA DE UNA TABLA DE CONTINGENCIA
C DESCRIPCIÓN DE LOS PARAMETROS
C A - MATRIZ N x N CONTENIENDO LA TABLA DE CONTINGENCIA
C N - DINENSION DE A
C XK - KAPPA
C EKAPO ERROR ESTANDAR PARA KAPPA=0
C ERAPí - ERROR ESTANDAR PARA KAPPA <>0
O XMAC - ESTADíSTICO DE MCNEMAR SI N2 O STUART-MAXVELL SI Nc>2
C IER - CODIGO DE ERROR
O 0 - SIN ERROR
O 1 - ACUERDOS ESPERADOS CON PROB 1
O 2 - NO SE PUEDE CALCULAR MCNEMAR O STUART-MAXVELL
C 3 - NO HAY ELEMENTOS EN LA TABLA
C V.Abraira \ Unidad de Biosestadística Clínica
C Hosp. Ramón y Cajal. Madrid
O
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DIMENSION Mí) ,TR(40) ,TC<40) ,L(39> ,M<39)
DOUBLE PRECISION D(39),VAR<39>,DET,MM(39>,DXMAC
IER=0
C
C CALCULA LA SUMA DE LAS FILAS
C
10 DO 95 I=1,N
TR <1 > = O
IJ=I-N
DO 90 J=1,N
IJ=IJ+N
90 TR<I)=TR(I>+A(IJ)
95 CONTINUE
C
C CALCULA LA SUMA DE COLUMNAS
C
IJ=0
DO 105 J=1,N
100
105
TC <J) = 0.
130 100 I=1,N
IJ=IJ+l
TC(J>=TC<J) +A(IJ)
OONTINUE
O
C CALCULA SUMA TOTAL
C
GT=0.
DO 110 I=l,N
110 GT=GT-.TR<I)
IP <GT.NE.0.) COTO 170
IER=3
RETURN
O
C CALCULA PROPORCION DE ACUERDOS OBSERVADOS Y ESPERADOS
C
170 XPO=0.
XPE= 0.
RPE= 0.
DO 200 I=1,N
XPO=XPO+A( (1-1) tN+I) /OTXPE=XPE+TR(I) *TC<I> !GT**2.
200 RPE=RPE+TR<I>*TC(I)*(TR<I)+TC<I> )/GT**S.
IP (XPE.NE.1.) GOTO 300
IER=1
RETURN
300 XK=<XPO-XPEW(l.-XPE>
XA= O
XB= 0.
DO 400 I=1,N
DO 410 II=1,N
IP <I.ÉQ.II> GOTO 410
XB=XB+A( <1-1) tN+II) !GT*
410 CONTINUE
400 CONTINUE
XB=XB* (1. -XK> **2
C PRECUACION POR ERRORRES DE REDONDEO
IF <XPE+XPE”2.-RPE.LE.0) THEN
* (1. —2(K) !GT) * *2
(<TR(I>+TC<II)>!GT)**2.
EI(APO=0.
ELSE
EKAP0=SQRTUXPE+XPE**2.~RPE>!GT)!(1.~XPE)
BNDIF
EKAP1=SQRT< <XA+XB-XC> !GT> ¡ <1.-XPE)
IF <N.EQ.2> TREN
O MCNEMAR
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IF <A<2>eA(3).NE.O.> COTO 310
1ER2
RETURN
310 XNAC= (A(2) —A<3) )**2./ (A(2)-tA<3)
ELSE
C STUART-MAXVELL
LL=O
DO 500 I=l,N—1
D<í)=DBLE<TR(I) -TC<í>
DO 600 KK=l,I
lE <I.EQ.KK> THEN
VAR<LL+KK)=DBLE<TR<I)+TC<I)~~2.*AUí~1)*N+I)>
ELSE
VAR<LL+KK)=~DBLE<A<(I~l>*N+KK)+A<<KK~l>*N+I)
ENDIE
600 CONTINUE
LL=LL+I
500 CONTINUE
CALL DCOMPL <VAR, N-l)
CALL DMIN’J<VAR,N-l,DET,L,M>
lE <DET.NE.0.) COTo 510
IERr2
RETURN
510 CALL DGMPRD<D,VARá~~4,l,N-1,N-1)
CALL DGMPRD<P114,D,DXMAC,1,N-1,1)
XNAC=SNGL <DXMAC)
END 1F
RETURN
END
$STORAGE: 2
SUBROUTINE DCOMPL <A,M)
C
C VERSION DOBLE PRECISION DE COMPLE
C
C Dada una matriz simetrica como triangular inferior en A, la devuelve
o completa tambien en A. M es el orden de la matriz ==> A tendra
o <M-1)’~M!2 elementos en la entrada y M*M en la sálida.
o El orden maximo es 50. Para cambiarlo poner en la siguier4e DIMENSION
C el cuadrado del nuevo orden maximo
O
DIMENSION T(2500),A<1>
DOUBLE PRECISION T,A
IF <M.GT.50) STOP 33
DO 1 I=l,M
JJ= <1—1) *M
DO 1 J=l,M
lE (I—J> 3,4,4
3 L=I+ <J*J~J) ¡2
COTO 1
4 L=J+(I*I~I>!2
1 T<JJ+J>A(L>
I4~4=f4* M
DO 2 I=1,I’dM
2 A<I)=T<I>
RETURN
ENO
Las subrutinas DMINV y DGMPRD, usadas en éste y en el siguiente programa, que
invierte una matriz cuadrada y multiplica dos matrices generales, respectivamente,
han sido tomadas de la libreria SSP [58].
KAPMUL: Programa para el cálculo del índice kappa para múltiples observadores,
aceptando diseños incompletos, distintos “pesos” y distintas definiciones de acuerdo.
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$storaqe:2
C KAPMUL.v2
C ANALISIS DE CONCORDANCIA
C CALCULA EL INDICE KAPPA PARA VARIABLES MULTINOMIALES Y VARIOS OBSERVADORES
C ACEPTA DATOS NO ESPECIFICADOS
C CALCULA ERROR ESTANDAR POR LA TECNICA JACKKNIFE
C
C V. ABRAIRA \ Unidad de Bloestadística Clínica
C J4osp. Ramón y Cajal. Madrid
C SEPTIEMBRE 92
C MODIFICADO MAYO 94 PARA OPTIMIZAR JACKKNIFE Y CORREGIR CALCULO E.E.
C modificado JUN 94 PARA INCLUIR HOMOGENEIDAD DE MARGINALES POR GSK
C SI CAT**IVG’c82
O modificado SEP 94 PARA INCLUIR ACUERDO POR MAYORíA
o MODIFICADO OCT 94 PARA INCLUIR ACUERDOS DE RAND
O MODIFICADO JUL 96 PARA INCLUIR JACKKNIFE EN PAND
C
PROGRAH KAPMUL
DIMENSIONX<l00),N(l00),IY(30>,IC(100,30>IB(100,30),ICV<l00>
1; PT<30) , PES <30, 30) ,NN(l0O) ,NM(l00) ,NNC<100) IPP(81> , IVAR<lO0)
DOUBLE PRECISION CON(128>,CB<8),VF<256hTEM(1296>,AAA(1296)
l,VP(6561) ,DET
C LAS DIMENSIONES DE IYWPTW, PESL> Y LA SEGUNDA DE IC<,) Y IB<,>
O DEBEN SER MAYORES O IGUALES QUE NMAXC
CHARACTER NOMCV*6(100),CLAVE*6,NOM*9,NOMC*16,PCP*6,NOMBRE*17
l,DIS*l0 <2) ,MAY*7 (3) ,DRAND*3 <5)
COMIdON ICOD, KKK, XNEP
DATA NMAXC!30!EPS!.0000í!DIS!’INCOMPLETO’, ‘COMPLETO’!
DATA MAY!’MAYORIA’, ‘PARES’, ‘RAND:’!
DATA DRAND!’A95’, ‘A9R’, ‘A75’. ‘A7R’, ‘AE ‘!
C
NOMBRE(17:17)’$’
CALL LEECLA (CLAVE)
CALL ACTPRE(81)
write<*, ( ‘ ANALISIS DE CONCORDANCIA. VARIABLES MULTINOMIALES’
1)
O
O PREGUNTA POR ARCHIVO Y VARIABLES
O
551 ip=78
WRITE(*, 100)
100 FORMATL’’ NOMBRE DE LOS DATOS <4—~ para terminar> :
READ(*, 200) NON
200 FORMAT<A)
IF <NOM<l:l).EQ.’ ‘> COTO 444
IF <NOM(9:9>.NE.’ ‘) COTO 551
IP <MIRA<NOM,1,NOMC,C,0>.EQ.l) GOTO 552
PAUSE ‘<P> NO EXISTEN DATOS CON ESE NOMBRE (<—~ para seguir)
COTO 551
552 OPEN (2,FILE=NOMC,ACCESS= ‘DIRECT’ ,RECL=26)
READ(2,REC=l,ERR=991> PCP,NC,NV,MS,ICOD,NA,NR,XNEP,ncne, ICMX
IF (CLAVE.EQ.PCP> COTO 84
PAUSE’<P> LA PALABRA CLAVE DE ESTOS DATOS NO ES LA SUYA ~ para
iseguir>
goto 572
84 IF (NA.EQ.NC) GOTO 1000
WRITE(*, 556> NA,NC
556 FORMATL’’ ‘cF> ESTE ARCHIVO NO ESTA COMPLETO. TIENE’ ,15,
1’ CASOS Y DECLARO’ ,I5>
pause ‘ (~—~ para seguir)
1000 CLOSE(2)
11 nvr=nv-ncne
IP (NVR.LE.1) TI-lEN
WRITE(*, 557>
557 PORMAT(!’ <P> ESTE ARCHIVO TIENE MENOS DE 2 VARIABLES NORMALES’)
COTO 572
ENDIF
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NP=N’V*ICOD
NP2=NP*2
MP= <25-i-NP2> !NP2
OPEN <2, FILE=NOMC , ACCESS= ‘DIRECT’ , RECL=NP2>
22 WRITE<*,1l1) NVR
111 FORMAT<!’ ¿Cuántas variables va a analizar?
IVG=RUM(78,0.,1,2.,FLOAT<nvr)>
DO 4 I=1,IVG
45
121
<máximo: ‘ , i3, ‘
WRITE (*, 121)1
FORMAT<!I5, ‘~ variable :‘\)
CALL PREVAR(NOM(1:8bNV,NOMCV(I),ICV<I),0)
IP <ICV(I>.LE.0.OR.ICV<I).GT.NVR) THEN
WRITE<*, < ‘ Respuesta incorrecta’’)’>
GOTO 45
ENDIF
IF (I.EQ.1) COTO 4
DO 34 J=l,I-1
IP <ICV<I).EQ.ICV<J)> GOTO 37
continuo
GOTO 4
37 CALL PITO<2)
WRITE<*,
GOTO 45
VARIABLE REPETIDA’ ‘> ‘>
continuo
C
C PREGUNTA POR TIPO DE ACUERDO Y PESOS
O
500 JJ=MIRA<NON,2,NOMBRE<l:16) ,NA,212)
IP <JJ.EQ.l) TI-lEN
IP <IDELET<NOMBRE).NE.0) STOP 6
COTO 500
ENDIF
IP <JJ.EQ.4) STOP 2
C ARCHIVO *fl4~ PARA JACKKNIFE: En cada caso guarda
o lA : 1 caso eliminado; los demás valores irrelevantes
o JJ : n9 observadores para ese casoO IR : 1 ACUERDO
O E : CONTRIBUCION A XPO9 DE ESE CASO
oC XPE SIN ESE CASO
O NN<J) : O esa variable no está; 1 sí
OPEN<1,FILENOMBRE(l: 16) ,ACCESS= ‘DIRECT’
DO 501 I=l,NA
501 WRITE<1,REC=I)0,0,0,0.,0.,<0,II=1,IVG>
WRITE < * 38) NHAXC
33 FoRMAT<!’¿Cuántas categorías <máximo’,i3.
ICAT=RUM<78,0.,1,2.,FLOAT<NMAXC))
IM=2
RECL=2 14)
IOM=2
XLIM=IVG*LOGlO <FLOAT<ICAT>)
IF (IVG.GT.2.AND.XLIM.LE.38.) THEN
WRITE (*, 2000)
2000 FORMAT<!’ Acuerdo por mayoría <1) o todos
IM=RUM<78, 2. , 1, 1. ,2.
IP <IM.EQ.l> THEN
IF <IVG.EQ.9.AND.ICAT.EQ.9) THEN
2005 WRITE<*,2010)
2010 FORMAT(!’ Definiciones RAND
IM=RUM<78, 1. , 1, 1. ,3.
it <im.eq.2> COTO 2005
endi f
IP <IM.EQ.1> TEEN
WRITE<*,2020)IVG, ivo
2020 FORMAT(!’ ¿Cuántos
1’ máximo’,i3, >
IOM=RUi4 <78,
ELSE
<3) o estándar
los pares (2) L2] : ‘
<1) [1]: ‘U
observadores forman la mayoría?
i3,’]: ‘\)
FLOAT<IVG),1,2.,FLOAT(IVG))
<mínimo 2,
90
34
4
WRITE <~ ,2030)
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2030 FORI4AT(!’ Definiciones de ACUERDO:’!!
1’ 9 estricto <1)’!’ 9 relajado
2’ 7 relajado <4) ‘ ! ‘ estadístico
IRANDRUM<78, 1. , 1, 1. , 5.
ENDIF
ENDIF
ENDIF
IF (IM.EQ.2>
WRITE<*, (¡7
IP=RUM<66, 78. 0, 0. 0.)
IP <IP.GT.90>Ip=Ip—32
IP <IP.NE.83> TREN
DO 300 I=1,ICAT
DO 300 J=1,ICAT
TREN
QUIERES PESOS <S!N) [N)
(2)’!’
(5) [1]:
‘‘) ‘>
7 estricto
IP <I.EQ.J)
PES <1, J) = 1.
ELSE
PES <1, J) =0.
ENDIE
ELSE
DO 310 I=l,ICAT
DO 310 J=I,ICAT
PX=1.~FLOAT<J~I)**2./(FLOAT(íCAT)~l.>**2.
WRITE ( * , 378> 1 J, PX
378 FORMAT<’ PESO PARA LA COINCIDENCIA’13, ‘
PES<I,J)=RUM(82,PX,0,0. ,0.)
310 PES<J, I>=PES(I,J)
ENDIE
ENDIE
KKK= l+MP
[‘,F5.3,’]
NCQ= O
JPP= 100
O comprueba límites para estadística GSK
IP <XLIM.LE.LOGl0(81.)) JPP=ICAT**IVG
IF <JPP.LE.8l) TREN
IGSR= 1
DO 7000 I=lJPP
7000 IPP(I)=0
ELSE
IGSK=0
ENDIF
.0
C LEE DATOS Y CALCULA FRECUENCIAS Y ACUERDO
C
DO 12 I=lIVG
N(I)=0
C N<I): N2 DE CASOSDO 12 J=1ICAT
12 IO(I,J)=0
C IC<I,J): FRECUENCIA DE CADA CATEGORíA EN CADA VARIABLE
XPOS=0.
IDC=l
IP <IM.NE.2> IACU=0
DO 10 I=1,NA
DO 13 J=l,ICAT
PT <0) = 0.
IY <0) =0
CALL DATA(X,NV,NVR,2,0>
IF <IM.EQ.3>
CALL RAND<X,ICV,IRAND,IR,IER>
IP (IER.NE.0) TREN
WRITE(*,979)I
FORMAT<!’ EL CASO’ ,I5,
CLOSE <2>
GOTO 551
ENDIF
NO ESTA COMPLETO’)
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<3>’!
300
13
979
IAOU=IACU+IR
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ENDIF
IK= O
DO 123 J=l,IVG
NN (J) = O
IF (ABS(X<ICV<J>)-XNEP).LE.EPS> COTO 123
IF <ABS<X<ICV(J))-FLOAT<INT(X(ICV(J>)>)).GT.EPS)
IF <X<ICV<J>>.LT.l..OR.X(ICV<J>).GT.FLOAT<ICAT>)
NS OBSERVADORES EN ESTA OBSERVACION
RESPUESTA DEL OBSERVADOR 1K
1 SI LA VARIABLE ENTRA
O 1K:
C IVAR(IK>:
C NN<J):
C IY<CAT): FRECUENCIA DE CADA CATEGORíA
IK=IK+1
IVAR<IK>=INT<X<ICV<J))>
NN <J) = 1
N <J) =n (J) +1
10 (J, INT<X(ICV(J) ) > ) =10 <J, INT<X<ICV(J) ) ) > +1
IY(INT<X<ICV<J) ) ) )=IY<INT(X(ICV<J) ) > )-4-l
123 CONTINUE
GOTO 1100
COTO 1100
IP <IK.NE.IVG) IDC=O
IF <IM.EQ.l.AND.IK.GE.IOM) THEN
IR=IREPET<IK, bM, IVAR)
IACU=IACU+IR
ENDIF
IP (IGSK.EQ.l.AND.IK.EQ.IVG> TREN
O MATRIZ PASA 05K
IND=l
DO 7010 J=1,IVG
IND=IND+INT<X(ICV<J>
IPP (IND> =IPP <IND> +1
END1F
IP <IK.LE.l.OR.<IM.EQ.
WRITE (1, REC=I)l,0,0,
NCQ=NCQ+1
—1.> *ICAT** <IVG—J>
l.AND. 1K. LT. ION)
0., 0.. <0,J=1,IVG)
WRITE<*, 988>1, ION
988 FORMAT<!’ EN EL CASO’ ,15,
1’ LO ELIMINO’)
IP <IK.EQ.0> GOTO 10
DO 128 J=l,ICAT
IP <IY<J>.EQ.0> GOTO 128
DO 129 JJ=1,IVC
lE (INT<X(ICV<JJ))).NE.J) GOTO 129
IC <JJ, J) ~IC <JJ, J) -1
N <JJ) =N <JJ) -1
CONTINUE
CONTINUE
qoto 10
ENDIE
IF (IM.EQ.2) TREN
XP=0.
DO 124 J=l,ICAT
DO 124 JJ=1,ICAT
TREN
OBSERVADORES.
XP=XP+PES(J,JJ> *IY<J> *IY<JJ>
ÑP=(xP~FLOATcíK))!(pLOA~r<Ix)*<íK~l.>>
XPOS=XPOS+XP
ENDIE
WRITE<l,REC=I)0,IK,IR,XP,0., <NN<J) ,J=l,IVG)
10 CONTINUE
IF (NA-NCQ.LE.l> TREN
WRITE(*, 1678>
1678 FORMAT(/!’ QUEDAN MENOS DE DOS CASOS’)
GOTO 572
ENDIE
IP <IM.EQ.2> TREN
XPO=XPOS! <NA-NCQ>
ELSE
XPO=FLOAT<IACU> ! (NA-NCQ)
HAY MENOS DE’ ,I3,
92
7010
129
128
124
ENDIE
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O
O IMPRIME RESULTADOS PARCIALES
0
OPEN (8,FILE=’KAPMUL.SAL)
CALL CABECE<8)
WRITE <~ 987)
WRITE (8, 987, ERR=878)
987 FORMAT<!’ ANALISIS DE CONCORDANCIA. INDICE KAPPA’)
WRITE<*,50) NOtA
WRITE<8,50,ERR=878> NOM
50 FORMAT<!!’
• WRITE<*,55)
WRITE(8, 55,
55 FORMAT(!!’
1,’ ELIMINADOS:
2’ Ns CATEGORíAS
IWW= <ICAT+9> ¡10
DO 600 íW=1,IWW
IJ=MINO <bAT, IW*10)
WRITE(~, 56) <J,J=(IW—1)~1O+l,IJ>
WRITE(8, 56,ERR=878) <J,J=(IW—1)~10.-1,IJ)
56 FORMAT(20X, ‘CATEGORíA’! CONDICION’ ,1017)
DO 101 I=l,IVG
ICAT
CASOS:’,117!’ N
5 CASOS’
4X, ‘DISEÑO ‘,A!
MARGINALES’)
DO 102 J=<IW—1)~1C-el,IJ
102 PT(J)=PT<J)+FLOAT(IC(I,J))!FLOAT(N(I))
WRíTE<Át57)NoMCV<I>,<FLOAT(IC(I,J)>!FLOAT<N<I)),J~<IW~1
101 WRITE<8, 57,ERR=878)NOMCV<I> , <FLOAT<IC<I,J> ) !FLOAT<N(I>
1~10+1, 15)
57 FORl4AT<1X,A,3X,10F7.3)
WRITE<~,59)<PT<I>!FLOAT<IVG),I=
WRITE(8,59,ERR=878) <PT<I)!FLOAT
59 FORMAT</’ PROMEDIO ‘,10F7.3>
600 CONTINUE
(IVG) ,I= <IW—l> *10+1, 15)
IF <IGSK.EQ.1.AND.IDC.EQ.1) TUEN
C
C ESTADíSTICO GSK
C
WRITE<t, 5064)
WRITE<8, 5064,ERR=878)
5064 FORMATk’!’ PRUEBA DE HOMOGENEIDAD DE LAS FRECUENCIAS MARGINALES’>
DO 4010 í=1,JPP
DO 4010 J=1,JPP
K= <1-1> *J~~~J
IP <I.EQ.J> THEN
VP(K>=DBLE(IPP<I)
ELSE
VP (K) =-DBLE <IPP<I)
ENDIF
*DBLE<N(1>IPP(I>)!DBLE<N<1))**3
>*DBLE<IPP<J))!DBLE<N(l>)**3
4010 CONTINUE
IFILA=IVG* <ICAT-1>
II = 1FILA* Jpp
DO 3010 1=1,11
3010 AAA<I)=0.
JJPP=ICAT** <IVG-l>
IFI=0
DO 3015 i=í,IVG
NB=ICAT** <1—1>
NUNOS=ICAT** <IVG-I)
LB=NUNOS* ICAT
DO 3015 J=l,ICAT-1
IFI=1F14-1
DO 3013 II=l,NB
DO 3015 JJ=1,NUNOS
ICOL=NUNOS*<J~1)+LB*(II~1).eJJ
3015 AAA(IFILA* <ICOL—l>+IFI>=l.
CALL DGMPRD<AAA,VP,TEM,IFILA,JPP,JPP>
CALL DTRANS<AAA,VP,IFILA,JPP)
NOMBRE DE LOS DATOS: ‘,A)
NA,NCQ,IVG,DIS<IDC+1) ,ICAT
ERR=878)NA,NCQ, IVG,DIS(IDC+1>
CONDICIONES DEL DISEÑO’!’ N2
,16!’ N2 VARIABLES:’,113,
‘112!!!,1OX, ‘FRECUENCIAS
93
~10+1, 15)
5= <1W— 1)
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CALL DGMPRD<TEM,VP,VF IFILA,JPP,IFILA>
IFILC= <IVG-l> * (ICAT-1)
II=IFILA~IFILC
DO 3020 1=1,11
3020 CON(I>=0.
DO 3000 J=l,ICAT-l
DO 3000 I=1,IVG—l
CON<IFILC*(ICAT~1>*I+<IFILC+IVG~l>
3000 CONTINUE
CALL DGMPRD<CON,’VFTEN, IFILC. IFILA, IFILA)
CALL DTRANS <CON,VP, IFILC, IFILA)
CALL DGMPRD<TEM,VP,VF, IFILC, IFILA, IFILC)
CALL DMIN’V<VF,IFILC,DET,NM,NI4C>
IP (DET.NE.0.) GOTO 3050
WRITE<*, 5066)
WRITE<S. 5066,ERR=878)
5066 FORMAT(’ No SE PUEDE CALCULAR EL ESTADíSTICO GSR’)
GOTO 5068
3050 CALL DGMPRD(CB,VF,TEM,1,IFILC,IFILC)
CALL DGMPRD(TEM,CB,CON,1,IFILC,1>
Yp=PROB(l,SNGL<CON(1)),IFILC,0>
WRITE(*,5062)CON<l>,IFILC,YP
WRITE<8,5062,ERR=878)CON<1),IFILC,YP
5062 FORMAT(’ ESTADíSTICO GSK:’,F26.4,
ENDIF
5068 WRITE<*.588)MAY(IM)
WRITE <8, 588, ERR=878>MAY(IM)
588 FORMAT(!!’ AOUERDO POR ‘,A\>
IF <IN.EQ.l) TREN
WRITE <~5888) ION
WRITE<8, 7888,ERR=878) ION
5888 FORNAT(’ DE ‘,13, ‘ OBSERVADORES’\)
7888 FORPIAT(’e’,22x, ‘ DE ‘13,’ OBSERVADORES’\>
ENDIF
IF <IN.EQ.3) TREN
WRITE<*,5889) DRAND<IRAND)
WRITE<8,7889,ERR=878) DRAND<IRAND)
FORMAT<A\>5889
7889 FORMAT<’+’,22x,A\>
* <5—1) +1) =—1.
—IC(1,5> ) !DBLE(N<I)
,I4, f8.6>
ENDIF
WRITE<t58> XPO
WRITE<8,58,ERR=878) XPO
58 FORMAT<!!’ PROPORCION DE ACUERDO OBSERVADO: ‘,F8.4)
0
O ACUERDOS ESPERADOS
C
IF <IDC.EQ.1) TREN
O disef¶o completo
IP <IM.EQ.1> TREN
O mayoria
O RANO
o por pares
CALL ESPMAY<íXMIN,IVG,ICAT,IOM,IC,N,NN,XPE)
ELSE
IF (IM.EQ.3) TREN
CALL ESPRAN<1,XMIN,IC,N,IRAND,XPE>
ELSE
XPE=0.
AA=FLOAT<N(1) >**2
DO 2223 J=l,IVG
DO 2223 K=J+1,IVG
DO 2223 JJ=1,ICAT
DO 2223 JJJ=1,ICAT
XPE=XPE+PES <55, 555) <5, 55> tIC <K,JJJ) ¡AA
XPE=2.
tXPE!<FLOAT(IVG)t<IVG—i.>>
2223
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ENDIF
END1F
O ACUERDOS ESPERADOS SACKKNIFE:
DO 2500 I=l,NA
KKK=I +MP
DO 2202 5=1,IVG
DO 2202 55=1,ICAT
IB <5,55) =IC <5,55)
CALL DATA<X,NV,NVR,2,0)
DO 2204 5=1,IVG
IB<J,INT<X<ICV<5>)>
CONTINUE
IF (IM.EQ.2) TREN
DISEÑO COMPLETO
)=IC (5, INT<X<ICV(5) ) > )—l
O POR PARES
XPES=0.
AA=FLOAT(N<l> -1> **2
DO 3223 5=l,IVG
DO 3223 K=5+1,IVG
DO 3223 55=l,ICAT
3223
2256
C MAYORíA
O RANO
2500
DO 3223 55J=l,ICAT
XPES=XPES+PES <55,555) tIB<5,55) tIB<K,JJS> ¡AAXPE5=2 . ~XPE5! <FLOAT<IVG> * (IVG-1.)>
ELSE
DO 2256 5=1,IVG
NNO <5) =N (5) -1
IP (IM.EQ.1> TREN
CALL ESPMAY(0,XMIN,IVG,ICAT,IOM,IB,NNC,NN,XPEJ)
ELSE
CALL ESPRAN<0,XMIN,IB,NNC,IRAND,XPES>
ENDIF
XTT=XMINt <NA-1>
lE <I.EQ.1.AND.XTT.GT. .5> WRITE<t,299) XTT
ENDIF
READ <1, REC=I> lA, 1K, IR, E
WRITE (1, REC=I) lA, 1K, IR, B, XPE5t (NA-1-NCQ)
CONTINUE
ELSE
O disefio incompleto
XPE=0.
DO 201 í=1,NA
IP <I.EQ.1> CALL ITIME<IHA,MINA,ISEA,ICA)
IP (í.EQ.2) TREN
CALL ITIME(IHD,MIND,ISED,ICD)
IR=IHD-IHA
IF <IR.LT.0> IH=IH+24
XNIN= <IHt6O.+FLOAT(MIND-MINA>+ (ISED+ICD!100.-
1 (ISEA+ICA!100 . > ) ¡60.) tNA
IP <XMIN.GE..5) WRITE<*,299) XMIN
299 FORMAT<!’ ** PACIENCIA **‘¡‘ EL TIEMPO ESTIMADO
1,’ RESTANTE ES’ ,F9.1, ‘ minutos’)
END 1F
READ <1, REC=I
IF <IA.EQ.1>
DO 202 J=1,IVG
DO 203 55=l,ICAT
IB<5,55)
IP <NN<5).EQ.0) TREN
NM <5) =N <5)
ELSE
N~4 (5> =N <5) -1
ENDIF
CONTINUE
KKK=I+MP
DE CALCULO’
>IA,IK,IR,B,C, <NN<5),5=1,IVG)
GOTO 201
CALL DATA<X,NV,N’VR,2,0)
95
2202
2204
203
202
DO 204 5=1,IVG
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IF <ABS<X(ICV(5))-XNEP)
IB <5, INT<X<ICV<5) ) ) > 1C
CONTINUE
IF <IM.EQ.1.AND.IDC.EQ.0) TEEN
.LE.EPS) GOTO 204
<5, INT<X(ICV<5> > ) >—1
O diseflo incompleto, por mayoría
CALL ESPMAY(0,XNIN, IVO, bAT, ION,
XPE=XPE+XP
ENDIF
IF <IM.EQ.2.AND.IDC.EQ.0) THEN
O disef¶o incompleto, por pares
Q= 0.
IKK=0
DO 223 5=1,IVG
IF(NN<J).EQ.0) GOTO 223
IKK=IKK+1
IF <IKK.EQ.IK> GOTO 223
DO 224 K=5+1,IVG
IP (NN(K>.EQ.0> GOTO 224
AA=FLOAT<N(5) )tFLOAT<N<K))
DO 225 55=1,ICAT
DO 225 555=1,ICAT
Q=Q+PES <55,555) ~1C<5,
IC,N,NN,XP)
55> ~ (K, 555>/AA
CONTINUR
223 CONTINUE
XPE=XPE+2.tQ¡(FLOAT(IK)MIK-1.>)
END 1F
O ACUERDOS ESPERADOS JACKKNIFE: DISEÑO INCOMPLETO
XPES=0.
DO 1108 II=1,NA
IF <I.EQ.íI) GOTO 1108
READ<1,REC=II)IAC,IKC,IRC,BC,C,
IF <IAC.EQ.1) GOTO 1108
IP (IM.EQ.2) TEEN
(NNC<5> ,51,IVG>
O por pares
Q=0.
IKK=0
DO- 1223 J=l,IVG
IF<NNC<5).EQ.0) GOTO 1223
IKK=IKK+1
IP (IKK.EQ.IKC> COTO 1223
1225
1224
1223
DO 1224 R=5+1,IVG
IP <NNC(K) .EQ.0) GOTO 1224
AA=FLOAT<NN<5>>tPLOAT<NM<K>)
DO 1225 JJ=l,ICAT
Do 1225 JJS=1,ICAT
QQ+PES <55, 555) *IB(5, 55> ~IB <K, 555> ¡AA
CONTINUE
CONTINUE
XPES=XPEJ’i’2.tQ¡<FLOAT(IKC>t<IKC-1.>)
ELSE
CALL ESPMAY(0,XMIN,IVG,ICAT,IOM,IB,NN,NNC,Q)
XPÉJ=XPES+Q
ENDIF
1108 CONTINUE
WRITE<1,REC=I>IA,IR,IR,B,XPES, (NN<5>,5=1,IVG)
201 CONTINUE
ENDIF
IP <IDC.EQ.0> XPE=XPE¡<NA-NCQ)
6785 IP (ABS<1.-XPE) .GT.EPS> GOTO 7777
WRITE<t,9999)
9999 PORMAT<!¡’LA PROPORCION DE ACUERDO ESPERADO ES 1.’
1,’ NO SE PUEDE CALCULAR EL KAPPA’>
GOTO 8888
7777 XKAP= (XPO-XPE> ¡<1. -XPE>
WRITE(t,62) XPE,XKAP
WRITE<8,62,ERR=878) XPE,XKAP
o por mayoria
204
96
225
224
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62 FORMAT<’ PROPORCION DE ACUERDO ESPERADO:’,F9.4!¡’
1,’ KAPPA:’,F27.4>
INDICE’
SKAC=O.
MM=NA-NCQ
YKA=XKAP
SKA=0.
DO 1109 II=1,NA
READ<1,REC=II)IA,J5,IR,B,C
IF <IA.EQ.1) GOTO 1109
IF <ABS<C+1.-MM>.LE.EPS> GOTO 2011
IF (IN.EQ.2) TREN
SPO=XPOS-B
ELSE
SPO=FLOAT (IACU-IR>
ENDIE
SXK=<SPO-C> ! <MN-l.-C>
YKAS=YKA- <FLOAT<MM> -1.>
tSfl(
5KA SKA+YKAJ
SKAC=SKAC+YKAS* *2.
1109 ‘ CONTINUE
XSKASKA¡MI4
VARKA= (SKAC- <SKAtt2. > ¡MM>! <MM-1.>
grandes, a veces negativo muy pequeñoo por errores de precision para muestras
IF <VARKA.LE.0> VARKA=0.
EEKA=SQRT (VARRA!MI4>
CALL PROBI (2, C.05,MM-1, 0,T,IE>
WRITE<t,661)XSKA,SQRT<VARKA> ,XSKA-TtSQRT<VARKA)
1, XSKAeTtSQRT<VARKA)
WRITE<8,661,ERR=878)XSKA,SQRT(VARKA>,XSKA~T*SQRT<VARKA)
1, XSKA+TtSQRT (VARKA)
661 FORI4AT<’ ESTIMADOR “JACKKNIFE”:’,F18.4,3X,’ERROR ESTANDAR:’,F9.4
1!’ INTERVALO DE CONFIANZA AL 95%:’,2X,2F8.4)
2011 IF <IP.EQ.83) TREN
WRITE<t, 662>
WRITE(8, 662,ERR=878)
662 FORMAT<¡!’ MATRIZ DE PESOS USADA>
DO 660 IW=1,IWW
I5=MINO <bAT, IW~10>
WRITE(t, 66) <5,5=<IW—1>tlO.1,IJ)
VJRITE(8, 66,ERR=878> (J,J=<IW-1>tlO-+1,IJ>
66 FoRMAT<¡YX,1017>
DO 69 I=1,ICAT
WRITE(t, 67)1, (PES<I,5) ,5=<IW—1>tlO+1,I5)
69 WRITE<8,67ERR=878)I, (PES<I,5> ,J<IW—1)~10+1,I5)
67 FORMAT<17,10F7.2)
660 CONTINUE
ENDIE
8888 CLOSE<1>
CLOSE <2)
CLOSE (8>
IF (IDELET<NOMBRE>.NE.O) STOP 6
WRITE<t, (!¡\‘ ‘ QUIERES COPIA EN PAPEL
IQ=RUN<66, 83 . , 0, 0. $ 0.
IF (IQ.GT.90)IQ=IQ—32
IF (IQ.EQ.83) CALL COPIA<’KAPMUL.sal’)
COTO 551
1100 WRITE<*,989>I,NOMCV<ICV(J>>
989 FORMAT<!’ EN EL CASO’ ,I5, ‘ LA VARIABLE
1’ NO ES ENTERA O ESTA FUERA DE RANGO’)
572 CLOSE<2>
COTO 551
878
991
444
<S!N> ES]
stop 10
stop 9
continue
end
97
$STORAGE: 2
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SUBROUTINE DTRANS (A,B,NF,NC>
O TRANSPONE UNA MATRIZ
O VERSION DOBLE PRECISION
C
0 A MATRIZ DE ENTRADA
C B MATRIZ DE SALIDA TRANSPUESTA
0 NF NUMERO DE FILAS DE A Y COLUMNAS DE B
C NC NUMERO DE COLUMNAS DE A Y FILAS DE B
DOUBLE PRECISION A<1>,B<l>
DO 10 I=1,NC
DO 10 5=l,NF
10 B<<J—1)tNC+I>=A<NFt(I—1)+J>RETURÑ
END
$storage:2
SUBROUTINE RAND<X, 10V, IRAND, IR, IER)
O CALCULA ACUERDOS RAND EN EL ARRAY X
O X DATOS
C ICV VARIABLES A USAR
C IRAND DEFINICIÓN DE ACUERDO 1=A95, 2=A9R, 3=A75, 4=A7R, 5=AE
O IR 0 NO SE CUMPLE, 1 SI
O IER O BIEN, 1 FALTAN OBSERVACIONES
C
O V. ABRAIRA OCT 94
O
DIMENSIÓN X<1>,ICV<l),B<9),IO<9bLI<3),LS<3>
COMMON ICOD, KKK, XNEP
DATA EPS¡.00001¡LI¡1,4,7¡LS!3, 6,9!
IER=0
IR=0
IME=9
INA= 1
DO 10 5=1,9
IP <ABS<X<ICV<5h-XNEP).GT.EPS> GOTO 20
IER=1
RETURN
20 II=INT<X<ICV(J)>)
IF (II.GT.IMA> TREN
1MA II
5MA 5
ENDIF
IP <II.LT.IME) TREN
INE= II
SNES
ENDIF
10 CONTINUE
COTO <100,200,300,300,500) IRAND
100 IP <<IME.GE.1.AND.IMA.LE.3).OR.<IME.GE.4.AND.IMA.LE.6)
1.OR.<IME.GE.7.AND.IMA.LE.9>> IR=l
RETURN
200 IP <IMA—IME.LE.2> IR=1
RETURN
300 IME=9
IMA= 1
DO 310 5=1,9
IP <J.EQ.SMA.OR.5.EQ.SME> GOTO 310
II=INT<X<ICV(5)
IP <II.GT.IMA> TREN
IMA= II
ENDIF
IF <II.LT.IME) TREN
IME=II
ENDIF
310 CONTINUE
GOTO <100,200,999) IRAND—2
500 DO 600 1=1,9
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600 B(I)=X<ICV<í)
CALL ORDENA<9,B,IO>
MED=INT<B<IO(5)))
IMED <MED—1> ¡3+1
IFU=O
Do 700 1=1,9
II=INT<X(ICV(I>
IP <II.GE.LI<IMED).AND.II.LE.LS<IMED>) COTO 700
IFU=IFU+1
IP (IFU.GE.3) COTO 800
700 CONTINUE
IR=1
SOd RETURN
999 STOP ‘ERROR IMPOSIBLE’
ENO
$storage:2
SUBROUTINE ORDENA<N,X, 10>
O
O DEGA EN 10 LOS INDICES DE LOS N DATOS X EN ORDEN CRECIENTE
O
DINENSION X<1),IO<1)
DO 1 I=1,N
1 IO<I>=I
IP <N.LE.1> RETURN
Do 2 5=2,N
1=5
3 IP (X<IO(I—í) ) .LE.X(IO(I) ) > COTO 2
IA10 <1>
10 <1> =10 (1—1)
10 <1—1> =IA
1=31-1
IP <I.GT.1) COTO 3
2 CONTINUE
RETURN
ENO
Sstorage:2
FUNCTION IREPET<5,L,IVAR)
O MIRA SI EN EL ARRAY IVAR, DE 5 ELEMENTOS PAY AL MENOS L REPETIDOS
O
C DEVUELVE en irepet
C 0 NO LAS HAY
O 1 SI LAS HAY
DIMENSION IVAR<1)
DO 10 55=1,5
ICON=í
DO 10 1=1,5
IP (I.EQ.55) COTO jO
IP <IVAR<5J>.NE.IVAR(I)) GOTO 10
ICON=ICON+1
IP (ICON.GE.L> COTO 20
10 CONTINUE
IREPET=0
RETURN
20 IREPET=1
RETURN
END
$STORAGE :2
SUBROUTINE ESPMAY<IT,XMIN,J,K,LIC,N,NN,XPE>
C CALCULA Y DEVUELVE EN XPE LA PROBABILIDAD DE ACUERDOS ESPERADOS POR MAYORíA
O IT O NO IMPRIME TIEMPO Y LO DEVUELVE EN XMIN, 1 LO IMPRIME
O 5 NUMERO DE OBSERVADORES
C K CATEGORíAS
O L MAYORíA
C 10 FRECUENCIAS ABSOLUTAS (OBS,CAT)
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C N<OBS) NUMERO DE OBSERVACIONES
O NN<OBS) NO CONSIDERA LOS OBSERVADORES EN QUE NN<)=0
C XPE PROPORCION DE ACUERDOS ESPERADOS
O
DIMENSION 10<100,30> ,N<1) ,NN<1> ,IVAR(100>
double precision fa, fb, fmax
XPE=0.
IK= O
DO 100 i=1,5
100 IK=IK+NN<I)
IF <L.GT.IK> RETURN
fmaxáfloat<k) ttiK-lfa=O.
CALL ITIME <IRA, MINA, ISEA, lOA)
10 fb=fa
IF <DABS<FA-1000A.LE..00001) TREN
CALL ITIME(IHD,MIND, ISED, lCD)
IH=IHD-IHA
IF (IH.LT.O> IH=IH+24
XMIN=<IHt6O.-4’FLOAT<MIND-MINA>+(ISED+ICD¡100.-
l(ISEA+ICA¡100.>)/60.)tSNGL(tmax!1000.>
IF <IT.EQ.1.AND.XMIN.GT..5) WRIte<t199) xmin
199 FORMAT<¡’ “ PACIENCIA **‘,}‘ EL TIEMPO ESTIMADO DE CALCULO DE’
1,’ ACUERDOS ESPERADOS ES’,F9.1, ‘ MINUTOS’)
ENO IP
do 20 jj=IK—1,O,--1
ivar(IK—jj )=int(fb¡float(k) ttjj )+1
fb=dinod<fb, float(k) “ji)
20 continue
IF (IREPET<IK,L,IVAR).EQ.0) GOTO 300
DO 200 55=1,5-1
IP (NN<JJ).EQ.í) GOTO 200
DO 250 L3+J-l.J5,-1
250 IVAR<LL+í>=IVAR<LL)
200 CONTINUE
XP=1.
DO 50 55=1,5
IP <NN(5J).EQ.0> GOTOSO
XP=XPtFLOAT<IC(55,IVAR(J5)) >!N<55>
50 CONTINUE
XPE=XPE+XP
300 fa=fa+1.
if <fa.le.fmax) qoto 10
RETURN
END
$STORAGE: 2
SUBROUTINE ESPRAN<IT,XMIN, IC,N, IRAND,XPE)
0 CALCULA Y DEVUELVE EN XPE LA PROBABILIDAD DE ACUERDOS RAND ESPERADOS
O IT 0 NO IMPRIME TIEMPO Y LO DEVUELVE EN XMIN, 1 LO IMPRIME
O 10 FRECUENCIAS ABSOLUTAS <OBS,CAT>
O N<OBS) NUMERO DE OBSERVACIONES
C IRAND ACUERDO
O XPE PROPORCION DE ACUERDOS ESPERADOS
O
DIMENSION 10<100, 30) ,N<l> ,VAR<9) , icv<9) , IVAR<9)
CHARACTER NOMt9 <5) ,NOMAtl6
DOUBLE PRECISION FMAX, FA, FB,FC
DATA NOM¡’A95’, ‘A9R’, ‘A75’, ‘A7R’, ‘AB’!
DO 5 1=1,9
5 ICV(I>=I
XPE=0.
KK=NIRA(NOM(IRAND),4,NOMA,0,0>
OPEN (7, FILE=NOMA,ACCESS= ‘SEQUENTIAL’ , RECL=18
1, FORM= ‘UNFORMATTED’)
IP <KK.EQ.1) TREN
cali ITIME<IRA,MINA, ISEA, ICA)
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260 READ<7,END=500)<IVAR<5hJ=1,9>
XP=1’
DO 250 55=1,9
XP=XP*FLOAT < IC (55, IVAR (55> ) ) ¡N (55>
250 OONTINUE
XPE=XPE+XP
COTO 260
500 CONTINUE
CALL ITIME<IRD,MIND, ISED, lCD>
IR=IHD-’IHA
IF <IR.LT.0) IR=IR+24
XMIN=II-1t60.+FLOAT(MIND-MINA)+<ISED+ICD!l00.-
1 (ISEA+ICA¡100. > ) ¡60.
ELSE
WRITE<t, 100)
100 formatL’’ No existe archivo con las permutaciones.
1,’ Lo voy a crear’)
fmax=9. **9..4
fa=0.
CALL ITIME<IHA,MINA,ISEA,ICA)
10 fb=fa
IF <DARS<FA-í000.>.LE..0000l> TREN
CALL ITIME<IHD,MIND, ISED, lCD)
1H= 1 1-ID- IRA
IF (IH.LT.0> IR=IR+24
XMIN= <IRt6O.+FLOAT<MIND-MINA) +<ISED+ICD!100. -
1(ISEA+ICA¡100.)>¡60.>tSNGL<fmax!1000.)
IF <IT.EQ.1.AND.XMIN.GT..5> write(t,199) xmin
199 FORNAT<¡’ “ PACIENCIA **‘¡¡ EL TIEMPO ESTIMADO DE CALCULO DE’
1,< ACUERDOS ESPERADOS ES’ ,F9.1, ‘ MINUTOS’)
ENDIF
do 20 jj=S,0,—l
FC= 9 * * 55
var <9-55) =int <fb!FC> +1.
fh=Dmod <fb, FC)
20 continuo
- CALL RAND(VAR,ICV,IRAND,IR,IER)
IP (IR.EQ.0> COTO 300
WRITE<7><INT<VAR<J>),5=1,9)
XP= 1.
DO 50 55=1,9
XP=XPtFLOAT<IC<55, INT<VAR<5J) > ) ) ¡N<55)
50 CONTINUE-
XPE=XPE+XP
300 fa=fa+1.
it <fa.le.fmax) goto 10
ENDIE
CLOSE <7)
RETURN
END
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APÉNDICE III
Listado de los datos del estudio del SAT (para su codificación véase texto, el signo
? corresponde a datos no especificados, en este caso, a datos no tomados)
1) Contracturas articulares
PRE STA PC ‘¿2.2 13—JUN—1996
LISTADO DE DATOS
NOMBRE DEL ARCHIVO: contrac
NUMERO DE VARIABLES: 7
NUMERO DE CASOS DECLARADOS:
CODIGO DE NO ESPECIFICADO:
LOS NOMBRES DE LAS VARIABLES SON:
1: MED2 2: MED4 3: MEDS
CON FORMATO Entero
lo INTRODUCIDOS:
—1.00000
4: MED6 5: MED7
6: MEDO
CASO NO.
1
CASO NO.
o
CASO NO.
o
CASO NO.
1
CASO NO.
1
CASO NO.
1
CASO NO.
o
CASO NO.
o
CASO NO.
1 1
CASO NO. - 10
‘o
-4
‘o
5
1
2 ? 2
2
2 2 2
3
1 2 ? 2
2 2 2 2
o o
6
1 1
2 1 2 ‘o ‘o
7
2 2 2 2 2
9
1 ? 2
9
2 1 2
2 2 2 1 1 2
2) Neuropatía periférica
P R E 5 T A PC ‘¿2.2
LISTADO DE DATOS
NOMBRE DEL ARCHIVO: neuro
10
13—JUN—1996
NUMERO DE VARIABLES: 7 CON FORMATO Entero
Apéndices
NUMERO DE CASOS DECLARADOS:
CODIGO DE NO ESPECIFICADO:
LOS NOMBRES DE LAS VARIABLES SON
2: MED4 3: MEDS
lo INTRODUCIDOS: 10
—1.00000
4: MED6 5: MED7
1
‘o ‘o 1 ?
2
‘o
1
3
2
4
1
2 2 2
1 2
5
2 2 2 3 2
6
2 3 ? 2
7
1 1 2 2 1
8
2 ? 2 3 3
9
1
lo
2
3 ‘o ‘o
2 3 2 2
3) Cambios esclerodermiformes en la piel
P R E 5 T A PC V2 .2 13—JU’N—1996
LISTADO DE DATOS
NOMBRE DEL ARCHIVO: esclero
NUMERO DE VARIABLES: 7
NUMERO DE CASOS DECLARADOS:
CODIGO DE NO ESPECIFICADO:
LOS NOMBRES DE LAS VARIABLES
1: MED2 2: MED4 3:
6: MEDO
CASO NO.
4
CASO NO.
‘o
CASO NO.
‘o
CASO NO.
3
CON FORMATO Entero
10 INTRODUCIDOS:
—1.00000
SON
MEDS 4: MED6 5: MED7
1
‘o ‘o . 4
‘2 4 ‘o
2 4 4 2 2
3
4
3 3 2 3
1: MED2
6: MEDO
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CASO NO.
1
CASO NO.
‘o
CASO NO.
‘o
CASO NO.
1
CASO NO.
2
CASO NO.
3
CASO NO.
‘o
CASO NO.
‘o
CASO NO.
3
CASO NO.
‘2
10
2 3 2 2 2
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‘o ‘o 2- 1
1 ? ?
4 ? 3
1 1
2 ? ‘o
1 2
CASO NO.
1
CASO NO.
1
CASO NO.
‘o
CASO NO.
‘o
CASO NO.
2
CASO NO.
‘o
5
‘o
6
1
7
3
8
1
9
2
lo
1
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APÉNDICE IV
Listado de los datos del estudio del nevus flammeus.
1) Color: Los médicos E, C y D son los que habitualmente tratan a estos pacientes;
los A, E y F son otros dermátologos del mismo Servicio. Los colores están codificados
como 1: Rosa; 2: Rojo y 3: Violeta.
PRESTA PC ‘¿2.2 6—AGO—1996
LISTADO DE DATOS
NOMBRE DEL ARCHIVO: color
NUMERO DE VARIABLES: 8
NUMERO DE CASOS DECLARADOS:
CODIGO DE NO ESPECIFICADO:
80
CON FORMATO Entero
INTRODUCIDOS:
—1.00000
LOS NOMBRES DE LAS VARIABLES SON
1: A 2: E 3: C 4: D 5: E
CASO NO.
1
CASO NO.
3
CASO NO.
2
CASO NO.
1
CASO NO.
3
CASO NO.
2
CASO NO.
1
CASO NO.
2
CASO NO.
2
CASO NO.
2
CASO NO.
2
CASO NO.
2
CASO NO.
2
CASO NO.
2
CASO NO.
1
1
2
3
3
2
4
1
5
3
6
2
7
1
8
2
9
2
lo
2
11
2
12
2
13
2
14
2
15
1 1 1 1
3 3 3 3
2 2- 2 2
1 1 1 1
3 3 3 3
2 2 2 2
1 1 1 1
2 2 2 2
2 1 2 2
2 2 2 3
2 2 2 2
2 3 3 3
2 2 2 2
2 1 1 2
SO
6: F
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2 2 2 2 2 2
CASO NO. 16
1 1 1 1 1 1
CASO NO. 17
2 2 2 3 2 2
CASO NO. 18
2 1 2 1 1 2
CASO NO. 19
3 2 3 2 3 2
CASO NO. 20
2 - 2 2 2 2 2
CASO NO. 21
3 3 3 3 3 3
CASO NO. 22
1 1 1 1 1 1
CASO NO. 23
2 2 2 2 2 2
CASO NO. 24
1 2 2 1 1 1
CASO NO. 25
2 2 2 2 2 2
CASO NO. 26
1 1 1 1 1 2
CASO NO. 27
2 3 2 2 3 3
CASO NO. 28
2 2 2 2 2 2
CASO NO. 29
1 1 1 1 1 1
CASO NO. 30
2 1 2 1 2 2
CASO NO. 31
2 2 2 2 2 2
CASO NO. 32
2 2 2 2 2 2
CASO NO. 33
2 2 2 2 2 2
CASO NO. 34
2 2 2 2 2 2
CASO NO. 35
2 2 2 1 1 2
CASO NO. 36
2 2 2 2 2 2
CASO NO. 37
3 3 3 2 3 2
CASO NO. 38
2 1 1 1 1 1
CASO NO. 39
2 1 1 1 1 2
CASO NO. 40
1 1 1 1 1 1
CASO NO. 41
2 1 1 1 2 1
CASO NO. 42
2 2 2 1 2 2
CASO NO. 43
1 1 1 1 1 2
CASO NO. 44
3 3 3 3 3 3
Apéndices
45
1 1 1 1 1
2 2 2 2
2 2 2 2
2 3 3 3
1 2 1 1
3 3 3 3
3 2 3 3
2 2 2 3
2 2 2 2
3 2 2 3
2 2 2 3
3 3 3 3
1 1 1 1
2 2 1 1
2 2 2 2
2 2 2 3
2 3 2 2
1 1 1 1
1 1 2 2
1 1 1 2
3 2 3 2
2 2 2 2
3 3 3 3
2 2 1 2
2 3 2 2
3 3 3 3
3 2 3 3
2 3 2 2
2 2 3 3
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CASO NO
1
CASO NO.
2
CASO NO.
2
CASO NO.
3
CASO NO.
1
CASO NO.
2
CASO NO.
3
CASO NO.
2
CASO NO.
‘2
CASO NO.
2
CASO NO.
2
CASO NO.
3
CASO NO.
1
CASO NO.
2
CASO NO.
2
CASO NO.
2
CASO NO.
2
CASO NO.
1
CASO NO.
2
CASO NO.
2
CASO NO.
3
CASO NO.
2
CASO NO.
3
CASO NO.
2
CASO NO.
2
CASO NO.
3
CASO NO.
2
CASO NO.
2
CASO NO.
2
CASO NO.
46
2
47
2
48
3
4-9
1
50
3
51
3
52
2
53
2
54
2
55
2
56
3
57
1
58
1
59
2
60
2
61
2
62
1
63
1
64
1
65
3
66
2
67
3
68
2
69
2
70
3
71
3
72
2
‘73
2
74
2 2 2 3 2 3
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CASO NO. 75
3 3 3 3 3 3
CASO NO. 76
2 2 2 2 2 2
CASO NO.
2
CASO NO.
3
CASO NO.
77
2 2 1 1 1
78
3 2 3 3 3
‘79
1 1 2
CASQ NO. 80
2 2 2 2 2 2
2) Aclaramiento: Sólo medido por los médicos B, C y D; en las
nombre figuran el aclaramiento en la escala original de O a 100 y en
CC y DC el mismo aclaramiento después de categorizar
P R E 5 T A PC ‘¿2.2
variables de ese
las variables BC,
6—AGO—1996
LISTADO DE DATOS
NOMBRE DEL ARCHIVO: aclar
NUMERO DE VARIABLES: 6
NUMERO DE CASOS DECLARADOS:
CODIGO DE NO ESPECIFICADO:
CON FORMATO Real
80 INTRODUCIDOS:
—1.00000
LOS NOMBRES DE
1: B
CASO NO
90
CASO NO.
70
CASO NO.
60
CASO NO.
2
3
3
3
LAS VARIABLES SON
2: C ‘3: D 4: BC
1
4 90 4 90 4
‘70 3 75 4
75 4 50 3
40 2 30 2 25 2
CASO NO.
80
CASO NO.
50
CASO NO.
80
CASO NO.
40
CASO NO.
70
CASO NO.
40
CASO NO.
85
CASO NO.
85
4
5
4
-6
3
7
4
8
2
9
3
lo
2
11
4
12
4
70 3 90 4
30 2 30 2
85 4 80 4
35 2 60 3
50 3 70 3
20 1 50 3
80 4 90 4
80 4 80 4
108
So
5: CC 6: DC
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CASO NO. 13
30 2 50 3 30 2
CASO NO. 14
50 3 60 3 50 3
CASO NO. 15
60 3 40 2 50 3
CASO NO. 16
50 3 50 3 40 2
CASO NO. 17
85 4 85 4 80 4
CASO NO. 18
100 4 100 4 100 4
CASO NO. 19
‘70 3 60 3 90 4
CASO NO. 20
50 3 50 3 45 2
CASO NO. 21
100 4 95 4 95 4
CASO NO. 22
40 2 60 3 60 3
CASO NO. 23
100 4 90 4 95 4
CASO NO. 24
90 4 85 4 90 4
CASO NO. 25
‘70 3 ‘70 3 ‘70 3
CASO NO. 26
65 3 65 3 60 3
CASO NO. 27
75 4 70 3 80 4
CASO NO. 28
40 2 45 2 50 3
CASO NO. 29
100- 4 95 4 100 4
CASO NO. 30
100 4 95 4 95 4
CASO NO. 31
90 4 80 4 90 4
CASO NO. 32
95 4 85 4 80 4
CASO NO. 33
100 4 95 4 100 4
CASO NO. 34
‘70 3 ‘70 - 3 60 3
CASO NO. 35
100 4 100 4 100 4
CASO NO. 36
50 3 55 3 50 3
CASO NO. 37
80 4 85 4 85 4
CASO NO. 38
85 4 60 3 90 4
CASO NO. 39
100 4 100 4 100 4
CASO NO. 40
‘70 3 60 3 ‘70 3
CASO NO. 41
15 1 20 1 30 2
CASO NO. 42
40 2 60 3 30 2
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CASO NO. 43
‘70 3 ‘70 3 40 2
CASO NO. 44
40 2 50 3 30 2
CASO NO. 45
85 4 ‘70 3 ‘70 3
CASO NO. 46
‘75 4 50 3 ‘70 3
CASO NO. 47
20 1 20 1 30 2
CASO NO. - 48
‘75 4 65 3 60 3
CASO NO. 49
15 1 40 2 40 2
CASO NO. 50
70 3 ‘70 3 80 4
CASO NO. 51
50 3 65 3 50 3
CASO NO. 52
40 2 60 3 ‘70 3
CASO NO. 53
50 4 95 4 90 4
CASO NO. 54
‘75 4 80 4 85 4
CASO NO. 55
75 4 55 3 80 4
CASO NO. 56
60 3 50 3 40 2
CASO NO. 5’7
75 4 85 4 80 4
CASO NO. 58
50 3 30 2 50 3
CASO NO. 59
‘70 3 50 3 40 2
CASO NO. 60
- 50 3 50 3 40 2
CASO NO. 61
100 4 100 4 100 4
CASO NO. 62
40 2 40 2 50 3
CASO NO. 63
30 2 25 2 20 1
CASO NO. 54
60 3 50 3 50 3
CASO NO. 65
50 3 45 2 60 3
CASO NO. 66
40 2 50 3 40 2
CASO NO. 6’7
10 2- 10 1 15 1
CASO NO. 68
70 3 75 4 80 4
CASO NO. 69
75 4 ‘70 3 80 4
CASO NO. ‘70
90 4 90 4 90 4
CASO NO. ‘71
80 4 75 4 ‘75 4
CASO NO. 72
60 3 45 2 45 2
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CASO NO.
30
CASO NO.
‘70
CASO NO.
80
CASO NO.
90
CASO NO.
loo
CASO NO.
100
CASO NO.
90
CASO NO.
40
‘73
2
‘74
3
‘75
4
‘76
4
‘7’7
4
‘78
4
‘79
4
80
2
30 2 40 2
‘70 3 ‘75 4
85 4 90 4
90 4 95 4
95 4 100 4
90 4 90 4
90 4 80 4
35 2 20 1
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APÉNDICE V
Listado de 18 “circunstancias clínicas” en las que se valora el uso de la ACTP.
CAPÍTULO 1
ASINTOMÁTICOS
A. CON PRUEBA DE ESFUERZO POSITIVA
1’ Enfermedad de tronco común izquierdo
FBI6 a) >50%
b) >30% y =50%
c) =20% y =30%
2. Enfermedad de tres vasos
FEVI a) >50~A
b) >30% y =50%
c) =20% y =30%
3. Enfermedad de dos vasos con afectación de la descendente anterior proximal
FEVI a) >50%
b) >30% y =50%
c) =20% y =30%
4. Enfermedad de dos vasos sin afectación de la descendente anterior proximal
FEVJ a) >50%
b) >30% y =50%
c) =20% y =30%
5. Enfermedad de un vaso (descendente anterior proximal)
FEVI a) >50%
b) >30% y =50%
c) =20% y =30%
6. Enfermedad de un vaso (culaquiera que no sea descendente anterior proximal)
FBI a) >50%
b) >30% y =50%
c) =20% y =300/o
6 FEVI son las siglas de la prueba funcional cardíaca: Fracción de Eyección del Ventrículo Izquierdo.
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