In this work we present a system that describes linguistically the position of an object in motion in each frame of a video stream. This description is obtained directly from MPEG motion vectors by using the theory of fuzzy sets and approximate reasoning. The lack of information and noisy data over the compressed domain justifies the use of fuzzy logic. Besides, the use of linguistic labels is necessary since the system's output is a semantic description of trajectories and positions. Several methods of extraction of motion information from MPEG motion vectors can be found in the revised literature. As no numerical results are given of these methods, we present a statistical study of the input motion information and compare the output of the system depending on the selected extraction technique. For system performance evaluation it would be necessary to determine the error between the semantic output and the desired object's description. This comparison is carried out between the (x,y) pixel coordinates of the center position of the object and the resulting value of a defuzzification method applied to the description labels. The system has been evaluated using three different video samples of the standard datasets provided by several PETS (Performance Evaluation of Tracking and Surveillance) workshops.
INTRODUCTION
The work on MPEG compressed domain focused mainly on video segmentation and camera motion detection. (Antani et al., 2001 ) establish a use of motion information to detect cuts (shot changes), activity in a scene, camera motion parameters (pans, zooms,...), etc. Some methods use only as input the motion information stored in the motion vectors but another ones like (Rapantzidos and Zervakis, 2005) combines the motion information with DCT terms. Usually these techniques are based on the construction and analysis of a motion histogram. The use of approximate reasoning techniques such as fuzzy sets (Zadeh, 1960) can be justified by the lack of information and the imprecision inherently present on the compressed data. For example, in (Yoon et al., 2000) the absence of information is derived from the size of the search window used to establish a correspondence of macroblocks between adjacent frames. Fast movements can not be detected as it occurs in sports. The imprecision is derived from the macroblock size of 16 x 16 pixels. If there exists almost two blobs smaller than the macroblock size the encoded motion vector is not capable of representing this motion in a right way. In this paper we present an approach to the video segmentation of objects motion in a sequence of images coded as an MPEG video stream and it is organized as follows: In the second section we present the structure of the MPEG stream, a short state of art of the extraction methods of motion information and a comparison between them. Third section deals with some basic concepts related to fuzzy sets, the construction methodology of linguistic labels and the fuzzification process to obtain a "linguistic sequence". The fourth section analyses the intraframe segmentation task based on a Euclidean distance and an aggregation algorithm and fifth section examines the semiautomatic process of interframe segmentation to establish a correspondence of objects between frames.
Finally we summarize our experiments in section 6, followed by conclusion in section 7.
MOTION INFORMATION IN MPEG CODED DATA
This section begins with the description of the kind of frames stored in the MPEG stream and how the motion information is represented through the motion vectors. We continue with a review of different approaches to the extraction and interpretation of this motion information. As in this review no numerical comparison between extraction methods was found, we finish this section showing results of statistical tests to know the amount and quality of data obtained.
Structure of the Mpeg Stream
The MPEG stream is composed of three types of frames, I, P and B. The Intracoded (I) encodes the whole image, P and B, as it is shown in figure 1, are coded using motion-compensation prediction from a previous P or I frame, in the case of P, and from a previous and future frame as reference, in the case of B. The motion information in an MPEG stream video is stored in the Motion Vectors (MVs). The Macroblock is the basic unit in the MPEG stream and it is an area of 16 by 16 pixels and within this the motion vectors are stored. In a video sequence there are usually only small movements from frame to frame and for this reason, the macroblocks can be compared between frames, and as it is shown in figure 2 instead of encoding the whole macroblock, the difference between the two macroblocks is encoded. The displacement between two macroblocks in different frames gives the motion vector associated with some macroblock. A vector defines a distance and a direction and has two components: right x and down x.
The displacement of the motion vector is from the reference frame and generally in applications like (Pilu, 2001) , focused on estimation of camera motion, it is valid using these magnitudes but in another ones, like video segmentation, to improve the reliability of the system it is necessary to know the motion from one frame to the next. As it is shown in figure 3 the problem is that although P and B frames are supposed to carry motion information, not all their blocks do. So, in these cases, it is not possible to obtain this data and as we describe in section 2.2 to resolve this problem approximation values must be used. 
Mpeg Information Extraction
In this paper the authors consider two main groups of methods for extracting motion information, those who calculate real displacement values from one frame to the next and another group who approximate these values to supply the lack of information, to simplify the extraction process or to remove the inherent noise of motion vectors. On the other hand, as will be seen later, these methods could use only information related to a subset of frames depending of their type. Some examples of extraction of approximate values are like (Venkatesh et al., 2001 ) that uses a normalization process by multiplying MVs from P and B frames by 3 or -3 respectively. (Kim et al., 2002) divide the magnitude of the motion vector between k, with k the number of frames displaced from the reference frame. (Ardizzone et al., 1999) do not consider the individual values of each motion vector but describes a prototypal motion vector field by subdividing the whole image into N quadrants and characterizing each of them with a parameter who represents the average values of the magnitude and the direction of all the motion vectors associated to macroblocks who belongs to each quadrant. In (Venkatesh and Ramakrishnan, 2002) are described two steps to remove noise of motion vectors (i) Motion Accumulation (ii) Selection of representative motion vectors. The motion accumulation consist on a scale of the MVs to make them independent of the frame type, a rounded to nearest integer and establish an association between the MV and the center pixel of the macroblock. The sign of the backward MVs is reversed after the normalization stage. The determination of representative MVs is obtained by taking the median value of all MVs corresponding to the same macroblock region. In this work we calculate the real values of displacement from all the P and B frames as is described in (Gilvarry, 1999) . In (Pilu, 2001 ) the authors consider backward vectors very noisy and do not take them into account and in many other justifies the use of only P motion vectors because of computational efficiency.
Next, we present numerical results to differentiate between selection based on data obtained from P frames, B frames or both. The test video samples are obtained from PETS data-sets (IEEE International Workshop on Performance Evaluation of Tracking and Surveillance). Environment properties, characteristics of objects in motion, lighting conditions, camera situation, ... are very different in each of the three test videos. The trajectories of objects described by our system are illustrated An image with partial trajectory are shown from figure 8 to 10.
In the second column of the table 1 is shown the percentage of macroblocks without motion vectors associated for each one of the videos. The opposite percentage is shown in the third and fourth columns where there are the percentages of macroblocks which cannot and can be used to calculate the motion from frame to next as seen in (Gilvarry, 1999) (motion vectors in macroblocks of adjacent frames must be different than zero) respectively. The fourth column represents the set of input data values of our system that is about a four percent of the total number of macroblocks which could calculates displacement between frames. This is why previously was referred an important absence of motion information, motion vectors, in MPEG compressed domain. 
HIGH LEVEL CONCEPTUAL COMPONENTS
The aim of this work is to obtain a linguistic description of the position and motion direction of different kinds of objectives by means of direct fuzzification of motion vectors to obtain a high-level conceptual characterization called Linguistic Motion Vector. In this section we start defining basic concepts of theory of fuzzy sets which will be used as basis to construct and define the linguistic motion vector and all the other linguistic elements the system's performance is based in.
Linguistic Variables
A set of linguistic labels (Zadeh, 1975 ) SA j is defined for each one of the input linguistic variables X j . The set SA j is represented as:
where i is the position of the label SA i j in the set SA j , j is the number of the input linguistic variable for the one that SA j is defined, and i j is the number of linguistic labels in SA j .
For this work, the membership functions of linguistic labels associated with the corresponding fuzzy sets are shown from figure 4 to 7. As it can be observed these sets of linguistic variables are always continuous.
Linguistic Intervals
A linguistic interval (Moreno-Garcia et al., 2004) of length c is a set of consecutive pairs of linguistic labels defined in SA j and its membership function value. It is represented as: 
Linguistic Motion Vectors
A linguistic motion vector (Rodriguez-Benitez et al., 2005 ) is a quintuple
where the first element denotes the number of the frame the motion vector belongs to and the other four elements are linguistic intervals obtained as the result of fuzzification (Dubois and H.Prade, 1980) of the data showed in table 4. The two first data sources are obtained from the components of the motion vector while the second one are obtained from the numbering of the macroblock associated with the motion vector. Each macroblock is identified by a number from 0 to a given value n-1, where n represents the total number of macroblocks in each frame. With n, the number of macroblock and the total number of columns and rows of the image, we can obtain the row and the column of the frame where the macroblock is situated.
A LMV represents a linguistic description of the motion of a macroblock between consecutive frames. An example is showed in table 5 where the vertical position of the macroblock is between very Up and Up and the horizontal position is between Right and A linguistic motion vector is valid if it contains information about the direction and velocity of an object, i.e. at least one of the two magnitudes of the LMV is distinct of the label "No Motion"
In the example in the 
Linguistic Object
The goal of this paper is to generate a linguistic description that characterizes the position and motion trajectory of an object. A Linguistic Object (LO) allows to represent this semantic description and is the sextuple:
where the first element denotes the number of the frame where the object is located, the second element corresponds with its size (number of valid linguistic motion vectors associated with it) and the four last linguistic intervals represents the velocity and position of the object (as in the definition of linguistic motion vector). 
INTRAFRAME SEGMENTATION
The intraframe segmentation process is based in a distance measure, D, and a clustering of valid linguistic motion vectors which are added to a linguistic object. Each time a VLMV is incorporated, the conceptual characterization of the LO is modified as is shown in section 4.2.
Computation of the Distance Measure
This distance measure is based on the Euclidean distances of the numbering order of the labels who composes each fuzzy set. The Euclidean distance is selected because the support length of each linguistic label in all the fuzzy sets is very similar. In another case, we would propose the selection of a distance measurement based on the support length as in . The used distance is defined as:
) This distance is normalized (ND) between the interval 0 and 1 dividing the result by the total number of labels less 1 of each fuzzy set j.
ND(LI
For example, considering the fuzzy set in the figure 7 with a number of five labels:
As the linguistic characterization of a VLMV and a LO is composed of four linguistic intervals the total distance (TD) considered is the maximum of the individual normalized distances:
Once the total distance result is obtained, we consider V LMV x and LO y are linguistically or conceptually similar if:
where ε would depend of the main objective of a concrete application or the size of the objects in the scene, noise conditions,... For our general video sequences and experiments, the best results are obtained with a value for ε of 0.3
Weighted Aggregation of Vlmvs in a Linguistic Object
Once calculated the distance described in section 4.1 between all the VLMVs (not previously been associated with a linguistic object) in the same frame with respect to a linguistic object, the VLMV that minimizes this distance and fulfills the condition shown in the equation 7 must be aggregated to the linguistic object modifying its conceptual characterization as follows: if we consider V LMV z being the element to add and LO y a linguistic object, the weighted aggregation suggested increments the size parameter of LO y and combines each one of the four linguistic intervals of V LMV z with its corresponding in LO y . As described in section 3.2 each LI is composed of a label and a membership value. The new set of labels associated to a LI is the result of the union of the labels of each LI, nevertheless with the membership value we have considered several options. For example, in table 6 each membership value has the same weight in the final result. We consider this option has some problems. For example, let us suppose the size of LO y is equal to 8 and V LMV z fulfills the distance conditions but it is an isolated VLMV. Although the precision of the system in the scope of approximate reasoning could be considered a secondary objective, we propose that when a V LMV z is aggregated to a LO y the characterization of this object, concretely its membership values must be pondered by the object size as showed in the equations 8 to 10 (corresponding respectively to a label in LO y and V LMV z , a label in LO y and a label in V LMV z ), in table 7 and in the corresponding examples based in the values of table 6. A problem detected in the experiments is an overdescription of the object as occurs in the example of table 8 where we consider the size of LO equal to 1. In this situation, we propose as result of the union, when a LO has more than three label with membership values greater than 0, the central label with membership value equal to 1. 
INTERFRAME SEGMENTATION
In the interframe segmentation we have obtained the conceptual description of the motion of every object in a subset of the total individual frames. Now, the correspondence between objects in each frame i.e. the conceptual description of the trajectory of the objective in all the video sequence must be computed. We have information about linguistic objects only in the frames with motion information (P and B). If LO x (t) is a linguistic object x in a frame t we search for LO y (t + 1) who minimizes the same measure distance that was described in section 4.1. If no correspondence is found or in frame t+1 there is no information available, the search is extended to frames t+2, t+3,...,t+n. In our experiments we consider the restrictions:
1. n is limited to 100 frames to avoid a possible confusion with another object in motion which could appear later in the scene 2. To establish a correspondence between two linguistic objects their sizes must be about the same.
(a variation allowed of 2)
This set of restrictions can be interpreted as a first approximation of a more complex database that must be build to guarantee the system reliability in situations as occlusions, changing directions or velocities, lack of motion, etc. So far, the interframe segmentation process must be partially supervised by an expert that sometimes establishes real correspondences between LO x (t) and LO x (t + r). Anyway, in this paper we are trying to estimate the reliability of the intraframe segmentation process. In table 9 a partial intraframe segmentation is shown. It can be observed the linguistic descriptions are very similar (or equal) and there is no information about the LO in a vast majority of frames. 
EXPERIMENTAL RESULTS
We have done 9 experiments, three per video where we defuzzificate the conceptual description that is the output of the system obtaining a value for each coordinate (x,y) representing the position of the object in all the frames which store motion information. Then we compare them with the real coordinates (x,y) of the centre of the object obtained from another application where the sequence of images is showed and an expert click on the objective. The average quadratic error measure is used obtaining an absolute error (pixels) and a percentage error (absolute error/frame width or height in pixels 
CONCLUSION
In this work we have proposed a method for constructing a high level conceptual description of the motion of objects directly from compressed domain with minimal decoding, concretely, using only information stored in motion vectors. Although the technique does not incorporate any a priory information about the test videos, the percentage error is around 6 per cent. Besides, we obtain this measure error comparing a semantic description with numerical coordi- nates (x,y) of the object because no method of comparison between our system's output and a humangenerated description, with its inherent vagueness and imprecision, can be made. The novelties of this study are (i) a statistical study of the amount and validity of the motion vectors where we can determine that the use of backward predicted motion vectors from the point of view of output precision and efficiency is the best option (ii) the segmentation process is always made by using high level conceptual descriptions with semantic meaning.
The main advantages of the system are (i) Efficiency as we work in the compressed domain and the information in this domain is only partially decoded.
(ii) The operation of the system is very simple and is based in a measure distance and a clustering process based on this distance. (iii) The semantic output allow to interpret easily the characteristics of the motion of an object. (iv) The reliability of the system is good more still if we know that the design of linguistic labels is general and the interframe process is very basic. In future works, (i) we must design the linguistic labels making restrictions about the characteristics of the video signal and of the objective (size, list of possible motions, ...) (ii) make fully automated the segmentation interframe process incorporating some kind of knowledge like a database of rules to avoid incongruences between directions of velocities and positions corresponding with peaks in the function.
