A predictive tool to simulate human visual search behavior would help interface designers inform and validate their design. Such a tool would benefit from a semantic component that would help predict search behavior even in the absence of exact textual matches between goal and target. This paper discusses a comparison of three semantic systems-LSA, WordNet and PMI-IR-to evaluate their performance in predicting the link that people would select given an information goal and a webpage. PMI-IR best predicted human performance as observed in a user study.
INTRODUCTION
Web users continually apply their semantic knowledge while searching the web. For example, finding "the new bestselling textbook published by a psychology professor" in the website shown in Figure 1 is a web task that taxes semantic knowledge.
Visual interfaces are the predominant method of conveying information during human computer interaction (HCI). Predicting human behavior in tasks involving their use would be useful for the designers of the interfaces. Efforts have been made in the usability simulation and analysis of visual displays. Display Analysis Program (DAP [36] ) predicts the mean search time of an alphanumeric display based on the spatial relationship of objects in a layout. UCIE (Understanding Cognitive Information Engineering [23] ) evaluates the usability of graphs and tables by predicting the search times and optimal eye movements of the users given an information goal. Though these tools are useful only in specific domains, they are an important first step in using predictive tools to simulate human responses, hence informing the design process. The research discussed in this paper is part of a larger effort to build a comprehensive tool for predicting visual search behavior, a tool that user interface designers could use early in a design process to evaluate screen layouts. The tool will be based on cognitive models of visual search, such as those of Byrne [6] and Hornof [14] . All of these models assume that the user knows the exact text of the target. However, exact matches between information goals and link labels are perhaps rare in real world tasks. The vocabulary problem, for example, illustrates that for a single concept there can be no single word or description (however well chosen) that will be used by all people [13] . Semantics affect how visual interfaces are searched [4, 28] and models of visual search will ultimately need to be enhanced with a semantic system to predict when users will terminate a search based on an inexact match. The semantic system would assign a quantitative value to the similarity in meaning between words and phrases.
Some models of broader user navigational behavior (such as WUFIS [9] ) that guide research and design of web-based information systems and site architectures do incorporate semantics. WUFIS simulates web users with specific information goals, and uses an "information scent" based approach to semantically associate the information on the web page to the information need of the user. Such systems would benefit from an evaluation of a variety of candidate semantic systems.
A number of tools that evaluate some parameters of web usability, such as ease of navigation or lack of confusability, have also incorporated semantics in some form [3, 10] . It would be useful in such cases to have empirical validation for the choice of a semantic system in the context of HCI tasks.
Systems that attempt to model web-surfing behavior, but do not yet have semantic behavior incorporated (for example, the Max Model [25] ), would especially benefit from the work presented in this paper, as the rules guiding navigational decisions could then be based on the semantic content of the website along with its structure.
Some systems monitor where users click in real-time to dynamically tailor the information environment and to assist the user by trying to infer their information goal (such as IUNIS [9] and ScentTrails [27] ). One such assistive system, Letizia [20] , models the content of a document as a list of keywords. The author of Letizia specifically states that "natural language capabilities that can extract some grammatical and semantic information quickly… could greatly improve its [Letizia's] accuracy," [20] suggesting the need for a semantic subsystem in the process of user modeling and behavior prediction.
We would like to evaluate existing semantic systems that could be plugged in and be the semantic component of the tools in question. Given a web page and an information goal, the ideal system would choose the same link label that people would. To promote this engineering approach to usability analysis, the various systems evaluated in the paper are used, as best as possible, "off the shelf" and without enhancements, modifications or extensions.
This paper is organized as follows: First we discuss and compare available semantic systems. Then we examine how some of those semantic systems are already used in usability evaluation tools. We then present a survey conducted for independent comparison of three of the systems in the context of HCI and discuss our methods for applying the three systems to predict the human data. Finally, we compare the predictions of the three systems.
SEMANTIC SYSTEMS
There are a number of approaches for computing semantic similarity that might be useful in a predictive tool. These systems are typically discussed in the context of computational linguistics. The approaches can broadly be classified as follows:
1. Statistical: Semantic relationships between terms are captured from the probability of their co-occurrence in a text corpus, which is a large collection of documents. Some of these statistical systems are based on a vector space representation of a language.
2. Taxonomical: The contents and relations of a hierarchy of terms are used to derive a quantitative value of similarity between terms. The terms are organized by subsumption with more general concepts subsuming the more specific ones (for example, automobile subsumes car). Other relations are also defined (for example, steering wheel is a part of a car).
3. Hybrid: This approach borrows from both of the above approaches. It is based on a taxonomical representation of concepts enhanced by the statistical properties of a text corpus.
Statistical
Statistical approaches to semantic relatedness that are relevant to the context of predictive tools include Latent Semantic Analysis (LSA [12] ), Hyperspace Analogue to Language (HAL [24] ), Point-wise Mutual Information using Information Retrieval (PMI-IR [37] ) and Non Latent Similarity (NLS [7] ).
LSA and HAL each process a large textual corpus to create a multi-dimensional semantic space. As the corpora used to build the semantic space can be categorized according to cultural, regional or educational variations, the corpus selection can be used to classify the resulting semantic spaces.
In HAL and LSA, terms are represented by vectors in a semantic space. Term vectors that are closer together in a multi-dimensional semantic space are deemed to have a higher semantic relatedness. Semantic relatedness can include similarity (full or partial synonymy), meronymy (between a part and the whole), hypernymy or IS-A relationships (dog IS-A animal), and cause-effect relationships. The distinction between similarity and relatedness is important. For example, dog and collar cooccur in many texts, but ideally a predictive system should determine that they are related but not similar.
The statistical approaches that use semantic spaces have been shown to reflect human performance quite accurately [16] . LSA reflects human acquisition of semantics as it performs comparably to humans in vocabulary tests, subject matter scores, word-sorting tasks, category judgments and lexical priming tasks [17] .
Purely statistical approaches will have some inherent potential limitations: First, the type of semantic relatedness is not captured but might be relevant to a predictive tool (e.g., the IS-A relationship might be most useful on websites that hierarchically categorize products like Amazon.com). Second, different "senses" of words are treated as one (e.g., a bank could refer to a financial institution or the edge of a river). Third, different word forms are treated as separate words (such as condition, conditional and conditioning). Lastly, part of speech is not taken into account (e.g., dog can be a verb and purchase can be a noun).
PMI-IR is a statistical approach but it is not based on the concept of semantic spaces. PMI-IR uses the results of information retrieval to compute relatedness between words or phrases in terms of their mutual information; that is, the degree of shared content as measured by the probability of co-occurrence versus independent occurrence of terms [11] . PMI has produced results 10% better than LSA on synonym tests [37] . PMI-IR has also out-performed other computational methods for quantifying similarity [34] .
A number of other systems have also attempted to improve on LSA's basic approach. NLS, for example, uses a corpus to parse and derive relationships between all word pairs. NLS captures syntactic relationships between the terms, over and above simple co-occurrence. The first order matrix of word relationships is squared to capture transitive, second-order relationships between terms. For example, as glass and heart are both related to break, it implies that glass and heart have something in common. In a test to predict word associates, NLS performed comparably to LSA for verbs and modifiers, and better than LSA for nouns [7] .
Taxonomical
Taxonomical relations are used to derive a number of semantic similarity and relatedness measures. Perhaps the best-known word taxonomy is WordNet [26] , which is essentially a lexical database that encodes the relationships of synonymy, hypernymy and meronymy between terms. CYC [19] is also a large knowledge base and commonsense reasoning engine with a taxonomy of concepts and other relations such as causality.
Hand-coded lexical knowledge databases such as WordNet and CYC make it is possible to encode large amounts of otherwise inaccessible human knowledge in a computational format. However, the knowledge acquisition is tedious, subject to the vagaries of human judgement, and not easily scalable to new terms, domains and languages.
Since WordNet is simply a taxonomy, some kind of a system is needed to produce a similarity rating between two words in WordNet. Even though the lengths of links between the various nodes in WordNet are "subjective and vary widely" [Miller, G. A., personal communication], a number of different measures have been developed to compute a quantitative value of semantic similarity between terms in the WordNet taxonomy. wup [39] is a node-based measure that computes semantic similarity between terms based on the number of nodes between the terms, their lowest common subsumer, and the root. lesk [2] is a measure of semantic relatedness based on word overlap between term definitions, hypernyms, and hyponyms. path simply counts the number of edges between two terms.
Another taxonomical system is NetSerf [8] . NetSerf uses a combination of semantic relations from WordNet and relationships extracted automatically from an online Webster's dictionary (mainly IS-A relationships). NetSerf was developed to locate the web archive relevant to a query. NetSerf achieved this by locating the archive description that semantically subsumes the query, such as the archive of electronics when looking for digital cameras.
Results show improvement over unstructured and nonsemantic retrieval.
Hybrid
Hybrid systems include res, jcn, lin and lch, all of which are based on the WordNet taxonomy, but also use a corpus for calculating similarity and relatedness values.
res [30] is a WordNet based measure that uses probabilitybased information content and has been demonstrated to perform better than path at predicting human similarity judgements between terms. The similarity between two terms is defined as the information content of their most specific subsumer (calculated by taking the negative logarithm of the probability of its occurrence). One limitation of such an approach is that all terms within a branch will have the same similarity value with another term as long as the subsumer remains the same. For example, dog and cat have the same similarity value as dog and panther because both pairs have the same subsumer, carnivore.
lin [21] overcomes this limitation by taking the information content of the participating terms into account. The similarity is then defined as the information content of the most specific subsumer divided by the information content of the two terms. jcn [15] is based on lexical edge counting, like path. Unlike path, the edges are weighted by frequency-based information content. The edge strength is determined by comparing the conditional probability of the child node given that the parent exists. The WordNet taxonomy has a non-uniform network density and highly variable node depth, and this measure tries to counter the effects of these problems. lch [18] combines semantic information from WordNet with local syntactic information to expand the size of sparse training data.
The next section discusses how two semantic systems have been directly applied to predicting the usability of human computer interfaces.
SEMANTIC SYSTEMS IN USABILITY TOOLS
This section discusses user interface analysis tools that make use of some of the previously discussed semantic systems to predict usability of web interfaces. These interface analysis tools would likely benefit from a comparison of the underlying semantic systems, as this paper aims to provide.
Bloodhound [10] is a usability tool that relies on an underlying semantic system. Bloodhound automatically analyzes the navigability of a website by building on the theory of information foraging [29] . Information foraging is based on the concept of information scent, which is the perceived utility of an information source and is related to the degree of similarity between (a) proximal cues afforded by the distal information source and (b) the information goal. Bloodhound computes this information scent based on the spreading activation using the probabilities of contextual occurrences of terms in a corpus. The information scent estimate is very similar in theory to PMI, discussed earlier.
The approach used in Bloodhound has limitations. Since the web navigation simulator built into Bloodhound is sensitive to the choice of task query keywords, an analyst is required to choose the "correct" keywords to get the system to work in the desired manner. Also, the corpus used by the semantic system is typically the content of the very web site being tested. This choice of corpus might be appropriate for predicting user navigational behavior if the semantic structure of the website is consistent with the expectations of the users. But since the site is still being evaluated, the corpus based on the website could possibly be more representative of the designer's rather than the users' semantic expectations. A general-purpose or domainspecific corpus that captures the semantic acquisition of the target population and that is independent of the search documents may be more useful.
The Cognitive Walkthrough for the Web (CWW [3] ) builds on the Cognitive Walkthrough technique to evaluate the usability of a website. CWW uses LSA to compute the information scent for the links on a webpage in comparison to the user goal. This methodology has been used to find and repair usability problems with webpage designs, such as the unfamiliarity or confusability of link labels and group headings.
A potential problem with using LSA for predicting usability is that, because LSA has a tendency to overestimate similarity, some of the predicted problems need to be subjectively discounted. Also, the use of the thresholds in CWW (e.g. LSA term vector length of less than 0.8 for a section heading implies that it is unfamiliar and a cosine of more than 0.6 between two headings implies that they are confusable) would benefit from more empirical validation. These limitations might be overcome by using a semantic system that is demonstrated to predict what a user would select, not just what would be confusing. This paper attempts to identify such a system.
The usability tools discussed in this section use statistical techniques for semantic input. Apart from these techniques, other semantic systems such as NLS, PMI, HAL, and WordNet-based measures have been studied in various experiments, especially in the field of information retrieval, to see how they compare to human ratings of similarity, synonymy, antonymy, analogy relationships and detection of malapropisms. Researchers have used these systems to quantify semantic similarity in a manner that is consistent with the human view to a lesser or greater extent but, quite surprisingly, they have not to our knowledge been compared in the context of predicting user behavior in HCI.
SURVEY OF USER BEHAVIOUR
We wanted to test a number of semantic systems to compare their performance in predicting user selection behavior. To collect human data that could be used to compare these systems, we conducted a survey in which we asked participants what link they would select on a webpage given an information goal. For example, we asked them where they would click to find a publication from a professor in the Psychology department on the webpage in Figure 2 . The data collected in this survey were then used to determine (a) if people tend to click the same links given the same information goal on the same web page, and (b) which semantic system best predicts their choice.
Participants
Twenty-four native English speakers participated in the survey as paid participants. The sample included 12 female and 12 male participants, aged 18 to 56 years (median 20 years) and having 4 to 12 years (median 8 years) of experience using the web. Each session took approximately 50 minutes and each participant was paid $10.
Apparatus
Participants were given paper printouts of the home pages of 45 colleges and universities randomly selected from a list of nearly 2,000 [22] . We collected the 45 goal statements from an email survey of students and alumni who access college and university webpages daily. The query posed in the email survey was "if you were searching a college or a university webpage, what would you be trying to find?"
Our choice of webpages was constrained by their size so that the whole screenshot would fit on single sheet of paper. We wanted to stress ecological validity in our experiment and hence we did not otherwise limit our selection based on the visual design features even though the design elements may affect the links selected, along with the underlying semantic structure.
Procedure
Pairing each of the 45 webpages with 3 randomly selected goal statements resulted in 135 webpage-goal combinations. These 135 combinations were divided into three sets such that each web page and each goal statement appeared only once in a set. Each of the 24 participants was given one of the three sets, resulting in 8 participants per set. Hence, each of the 135 webpage-goal combinations was processed by 8 of the 24 participants, leading to a mixed (between-and within-subjects) design.
Analysis
For each webpage-goal combination, the participants wrote down one or two link labels on the web page that they would click to find that goal. Participants' responses were studied to find clustering, which we define as the measure of consistency in the participant responses. That is, for each goal and web page combination, did the eight people who searched for the goal on the webpage choose the same link?
Clustering measures the extent to which multiple people would select the same link given the same goal and the same web page. It is an important measure for the purpose of evaluating the quality of prediction, because for a system to adequately predict the choice made by the user, we need to ensure that there is indeed a set of "correct" links that users pick. Figure 3 shows the responses of the participants plotted on the web pages for samples of high and low clustering webpages. It is evident that a very high agreement between participants exists in the first case, whereas in the second case, the responses are less clustered.
Each of the participants who searched for a specific goal on a particular webpage had effectively one vote, which they could either choose to give to a single link, or split equally between two links. The measure of consistency, or the clustering C, for the webpage-goal pair is defined as the normalized root mean square (NRMS) vote:
In Equation 1, x i refers to the total, non-zero votes given to the i th link that appears on the list of n competing links answered by the participants. As an example, for the goal statement G2 in Figure 3(a) , all the participants chose the same response, hence x i are {x 1 = 8} whereas for the goal G2 in figure 3(b) , the eight votes are split between five different links, and hence x i are {x 1 = 3.5, x 2 = 2.5, x 3 = 1, x 4 = 0.5, x 5 = 0.5}. Table 1 shows the clustering measures for the goals G1, G2 and G3 in Figures 3(a) and 3(b) . 
Survey Results
For the 135 webpage-goal combinations, the clustering measure showed a mean value of 0.49 with a standard deviation of 0.22. Note, that the value of 0.5 (or greater) on the clustering measure implies that the users agree on two links or fewer as their choice for the given goal statement.
The survey data show that people do tend to cluster at a link when looking for the same piece of information on the same web page. Figure 3 shows the user data for the highest and lowest clustering webpage-goal combinations. 
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It would be useful to identify a semantic system that could predict where this clustering will occur so that the system could be built into tools used by web designers and analysts. The clustering data will now be used to evaluate candidate systems for such applications.
APPLYING THE SYSTEMS TO PREDICT USER BEHAVIOR
This section explains how the systems were used to predict the user behavior reported in the previous section. The goal is to determine which system most accurately predicts the human link selection behavior. WordNet (jcn, path, wup, lch, lin, res), LSA and PMI were all applied to predict the links selected by humans. The study attempts to evaluate these three semantic systems, as best as possible, off the shelf, with as little tweaking or enhancement as possible.
WordNet: Since the majority of the entries in WordNet are single words and not phrases (only 0.74% of the words in all the goal statements and link labels formed a part of the compound words found in WordNet), the measures based on WordNet do not directly return a quantitative value of similarity/relatedness between two phrases. On the other hand, all of the goal statements and many of the link labels in our survey are phrases, sometimes even complete sentences.
There are a number of different approaches that could be used to calculate phrase similarity using the WordNet based measures. We considered three approaches: (a) Ambroziak and Woods' [1] approach of organizing phrases in a hierarchy using generality and subsumption, (b) Richardson and Smeaton's [31] approach of averaging over all the word similarity values in a phrase, and (c) Sutcliffe et al.'s [33] technique of finding the single best match for a word from each phrase. We used approach (c) because, unlike (a), the mechanism was defined in sufficient detail for independent implementation and unlike (b), it is not biased against longer link labels.
WordNet measures were computed using the WordNet::Similarity package [38] . Recall that a few of the measures use a text corpus for computing frequency of occurrence and the related information content of terms. A potential problem with using a text corpus is that polysemous words (with multiple unrelated meanings) might get exaggerated frequency counts, thus skewing predictions. To help combat this problem, all WordNet measures use a corpus called SemCor that is hand tagged with WordNet senses [32] and is included in the standard distribution of the WordNet similarity package.
LSA: LSA measures were computed using the University of Colorado, Boulder's AutoCWW server. The first semantic space used was based on the generic TASA corpus containing 37,651 documents from general texts up to first year of college. Each paragraph in the text was treated as a separate document.
LSA provides a built-in method of computing the similarity between word phrases based on the underlying vector space model. Through empirical analysis, this approach was found to be superior to the indirect approach of computing phrase similarity from word similarity (as described previously in the section on WordNet). Hence the indirect approach was not used in the final evaluation of LSA.
To explore how the choice and size of corpus affects the results from LSA, we also built our own domain-relevant semantic space using articles from the Chronicle of Higher Education [35] as our corpus. We created these additional semantic spaces for LSA in part because it is relatively easy to do so, thus showcasing an off-the-shelf feature of LSA. Two versions of the Chronicle corpora were created and used. One version contains 112 articles, (3,990 "documents"). The other set used 363 articles (12,669 "documents").
PMI-IR:
PMI-IR similarities were obtained using the Waterloo Multi Text System (WMTS), which is a distributed information retrieval system with one terabyte of corpus data. Turney's original study concerning PMI-IR used the AltaVista search engine to pose queries to the web in real time, but in the current study, a static corpus including approximately 77 million web pages collected by a web crawler in 2001 has been used.
We used the PMI-IR system in two versions. The first version, PMI-w, computed word similarity for each of the words in the goal statement and the link label. It then used the phrase similarity measure discussed for the WordNet measures to compute effective similarities.
The PMI window of reference of size 20 was used for the first version of the system (20 was the default window size in Turney's 2001 experiment). The second version, PMI-p, computed similarity using exact string comparison of the goal statement and the link labels. Since the probability of occurrence of exact phrase strings is less than that of individual words, the window of reference in this case was chosen to be the whole document.
LSA and PMI-IR were thus tested with different corpora. Even though it would be interesting to compare the two systems using the same underlying domain-specific corpus, the point of this research is not so much to evaluate the underlying theories, but rather existing systems built on those theories, and it is less straightforward to train PMI-IR on a new corpus than it is LSA.
SYSTEM PREDICTIONS
This section compares the predictions of the various systems. For each of the 135 webpage-goal pairs, participants in the survey responded with a set of links they would click on. These human preferences are taken to be target responses. The target responses are weighted by the number of votes received by each of them in the survey. For the same webpage-goal pair, each semantic system was used to rank the link labels from most similar to least similar; the top-ranked labels are taken as the system responses. The overlap between the target responses and the system responses are termed the correct predictions.
A varying window size is used when comparing the system responses to the target responses to determine the correct predictions. A window size of N represents that the top N system responses are considered in the comparison, and the remaining items in the ranked list are ignored. If any of the top N responses match any of the target responses, the system is said to have made a correct prediction.
Humans often respond with more than one link for an information goal on a web page, this being evident from that fact that survey respondents collectively chose 3 links or more on 59% of the webpage-goal combinations. To allow the system to make a prediction of actual human behavior (multiple links), rather than just the most popular link selected, it is important to consider a variable window size instead of just choosing the top link label. Ideally, we would like the system to come up with more correct predictions towards the top of the ordering and we would like the performance to improve as the window size increases and more choices are considered.
We used the following three dependent variables, which were computed as a function of the semantic measure used and the window size N, to compare the performance of WordNet, LSA and PMI-IR: Percent Correct is the average, across all the webpage-goal pairs, of the votes received by correct predictions as a percentage of the total number of votes for the target responses (that is, achieved votes vs. maximum possible votes).
Precision is the average, across all the webpage-goal pairs, of the correct predictions divided by the system responses (that is, accuracy of prediction).
Recall is the average, across all the webpage-goal pairs, of the correct predictions divided by the target responses (that is, potency of prediction). Figure 4 shows the percent correct for the three systemsWordNet, LSA and PMI-IR. Repeated measures MANOVA demonstrated that for all the three dependent variables the difference between measures was significant, F(10, 125) = 8.456, p < 0.01, as was the difference between window sizes, F(4, 131) = 58.727, p < 0.01.
In other words, if we plot all the six WordNet measures, the three LSA corpora, and the two PMI-IR variants on the same graph, for any of the three dependent variables, the differences between these eleven measures were statistically significant. Also, the window size has a significant effect on the performance of measures.
We compared six measures based on WordNet (jcn, lin, lch, res, wup and lesk). Measures from each of the three systems-WordNet, LSA and PMI-IR-that performed best were then compared against each other. In other words, the "top" plot in each graph in Figure 4 was compared. This comparison is shown in Figure 5 In all three graphs in Figure 5 , there is a trend that PMI-w performed the best, and in all three cases post hoc contrast analysis showed that the difference is significant.
Figures 5(b) also shows that precision degrades with window size, which is good news because it implies that the top responses of the system have a better chance of being "correct". Figure 5 (c) shows that recall improves with window size, which is also good as the increased number of responses considered represent the human selection behavior more accurately. Ideally, we would want recall to level off after a certain point, demonstrating that there is an ideal window size of use for each system beyond which precision degrades for no real improvement in recall. It can be noticed in Figure 5 (c) that although LSA does have a tendency to level off, PMI-IR does not.
The percent correct and recall plots, Figure 5 (a) and 5(c), look quite similar because the dependent variables are related in that both compute how accurately the system is predicting the target responses. The difference is that percent correct is weighted by the votes received by the target responses whereas recall treats them as equal. As an example, consider that for a webpage-goal combination, the target responses are A and B with 3 and 1 votes respectively. If one semantic system gives A as a response and another gives B, the recall values are same for both systems, that is 0.5 (1 out of 2 recalled), but the percent recall is 75% for the first system (correct for 3 out of 4 votes) and 25% for the second (correct for 1 out of 4 votes).
DISCUSSION
This comparative study between various semantic systems suggests that PMI-IR is best at predicting the link most people will select given a web page and an information goal. Even though the ability to work with a large dynamic corpus is one of the strengths of PMI-IR, it is possible that the use of a different, more domain-specific corpus might improve results. This conjecture may be evaluated in our future work.
Even though we did not limit our webpages based on visual design features, and hence the design elements may have affected the participants' choice of links, the various systems still did a decent job of predicting responses. This suggests that semantics did play a large role in link selection in the survey.
Other interesting observations include that the performance of LSA improves slightly, though not significantly, with the use of a more domain specific corpus, but that increasing the size of the corpus from 3,990 to 12,669 documents (by a factor of more than 200%) does not improve prediction. It is interesting to see that a relatively modest domain-relevant corpus leads to a better performance than a larger but more general corpus, though the improvement was not statistically significant.
The WordNet measures, in spite of the human-encoded taxonomy, were not as good at predicting the human selections. The lower performance of WordNet measures could perhaps be attributed to the phrase similarity measure that was used, but the fact remains that the PMI-IR system worked best with the same similarity measure.
Within the WordNet measures, jcn performed best at predicting the links people would select, although the difference was not statistically significant. This finding supports the results of a previous comparative study of WordNet measures [5] in which the authors compared the performance of five measures including res, lin, jcn, and lch to detect and correct malapropisms introduced to Wall Street Journal articles. The study demonstrated that jcn performed best of all the measures, as it was able to report and correct the greatest number of malapropisms.
The current study, though useful and relevant, is not enough to make a categorical statement about the "best" system for predicting human click behavior. Other systems such as HAL and NLS also need to be tested, but they were not readily available at the time of the study. Also, synergistic techniques for combining semantic systems might perform better than any of the systems individually. This was demonstrated for a number of statistical systems in the context of predicting synonyms in the Test of English as a Foreign Language (TOEFL) [34] . The visual search behavior of satisficing, in which people select the first option that is "good enough" to pursue without determining the optimal choice, might affect the link that people will select. Brumby and Howes [4] suggest that people do not look at all links on a page, but instead assess unexamined links based on sampling a subset. Perhaps the highest similarity link might be overlooked during human search. We may have reduced satisficing in the survey by presenting the webpages on paper and specifically asking the participants to consider all links and pick the best.
It remains to be seen if the semantic systems can inform the prediction of visual search patterns based on similarity values. Previous work [4, 28] suggests that menu search not only depends on the semantic similarity between the information being searched and the "correct" link, but also on the semantic similarity between the information being searched and the remaining "incorrect" link labels. We plan to study this effect in future studies.
CONCLUSION
In this paper we have compared three semantic systems, WordNet, LSA and PMI-IR, for predicting the link that humans would select given a goal on a webpage. The human behavior was captured in a user survey. Our study suggests that PMI-IR is the best system for predicting what the people would select.
Automated usability evaluation and prediction needs a comprehensive theory incorporating various aspects of visual search. Ecologically valid semantic analysis, such as in this paper, would contribute to such a theory, leading to a more accurate prediction of where people would click on actual webpages. Tools for web interfaces based on predictive modeling of user navigational behavior, such as analytic tools for studying user navigational behavior and intelligent agents for assisting users during web-based tasks, could also benefit from such a theory.
This paper demonstrates that comparing techniques that are not normally considered side-by-side can help to identify the best candidate or system to draw from another discipline to solve important HCI problems, which in this case helps the field progress towards developing comprehensive predictive theories.
