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CHAPTER I
BACKGROUND AND LITERATURE REVIEW
I.1 Breast Cancer
Cancer is a term that has unfortunately become an ever-present part of our society’s vocabulary.
Its origin has been credited to the early Greek physician Hippocrates (460-370 B.C.), who used
the terms carcinos and carcinoma to describe different types of tumors. The reference to a crab
is believed to have most likely resulted from the tumors’ finger-like spreading projections which
seemed to almost mimic the shape of a crab. While cancer has become synonymous with a broad
range of today’s most grievous of diseases, the fact is that many of these illnesses are quite differ-
ent and vary greatly with respect to their origins, symptoms, and plans of treatment. However, it is
generally accepted that the commonality found among all “cancers”, is the uncontrollable prolif-
eration of abnormal cells. Today, discoveries are being made on an almost continual basis into the
secrets of such pathologies. Yet, in spite of this, cancer remains one of the leading causes of death
in the United States and the world [1].
One of the most prolific forms of cancer found today was also the first to be formally diag-
nosed, breast cancer. Early Egyptian writings (1600 B.C.) describe treating ulcers of the breast
with cauterization and they go further to say that “There is no treatment” for the disease [1]. For-
tunately, for breast cancer, this idea of “no treatment” has since been replaced by a strong sense
of hope for recovery. This hope is greatly due to an increased awareness of the disease which has
led to improvements in screening programs and significant advances in methods of detection and
treatment. With this awareness there has also come the realization of women’s high susceptibility
to this disease. One of breast cancer’s most formidable characteristics, is its disregard for ethnicity,
socio-economic status, or country of origin. Hence, women now live with the anxiety of knowing
that their chances for acquiring this disease only increase with age [2].
Technically, breast cancer is the unconstrained growth of cells within breast tissue. This tissue
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Figure I.1: Anatomical view of female human breast.
consists of milk producing glands, known as lobules, and a system of ducts. These ducts connect
the lobules to the nipple. Fatty, connective, and lymphatic tissues make up the remaining portions
of the breast. A simplified anatomical view of the breast can be seen in Figure I.1 [3]. Generally,
breast cancer makes itself apparent through the formation of tumors. However, not all tumors are
cancerous. In fact, most are not. These tumors are considered to be benign ; that is, while they are
abnormal they do not grow and spread like cancer. Of those tumors which are cancerous there are
two main types, in situ and invasive. In situ describes breast cancers which are contained within
the ducts or lobules, known as ductal carcinoma in situ and lobular carcinoma in situ, respectively.
These types most often times are fully treatable. Invasive tumors, however, are considered to be
a more serious type of cancer. These masses have broken through the ductal or lobular walls and
have infiltrated the surrounding tissue. The seriousness of invasive breast cancer is described by
the stages - local, regional, or distant. These refer to the extent to which the cancer has spread. The
local stage describes cancers confined to the breast, regional those which have spread to the lymph
nodes, and distant where the tumors have metastasized [4].
In a report released by the American Cancer Society, a woman in the United States has a 1
in 8 lifetime risk of developing breast cancer, and these odds could increase depending on factors
such as age, family history, and genetic predisposition. It also presented statistics illustrating the
strong connection between survival rate and the stage of cancer development at diagnosis( local-
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ized (96.4%), regional (77.7%), and distant (21.1%))1. Along with the obvious benefits in lifetime
expectancy, early detection also provides for significant economic savings as well. Johnston, re-
ports a possible 20.9% decrease in health related costs through appropriate screenings [5]. This is
a substantial gain considering that in 1996 an estimated 5.4 billion dollars was spent on medical
treatment of breast cancer in the United States alone. At 13.1% of all monies, this was the largest
expenditure for one individual type of cancer [6]. With such evidence suggesting the benefits of
early breast cancer detection, there has been a concerted effort in the medical community to de-
velop imaging methods and modalities that not only have a high sensitivity and specificity to breast
lesions but ones that are also cost-effective.
I.2 Elastography
One such method that has shown great promise in fulfilling these characteristics is elastography.
Elastography (the imaging of tissue mechanical properties) is based on the premise that tissue
pathology can be directly assessed through the quantification of tissue mechanical properties.
There has been a longstanding precedence among physicians that stiffness can be used as an indi-
cator of possible cancerous lesions. In fact, Krouskop et al. [7] reported data showing significant
differences between the elastic modulus, ( E   σε , which is the ratio of stress, σ, to strain, strain,
and can be considered as a measure of ”stiffness”) of healthy tissue, benign, in situ, and invasive
breast tumors. Following this, a report was released by the Harvard BioRobotics Laboratory stat-
ing that infiltrating ductal cancer can be as much as 70 times stiffer than normal fat tissue and
5 times as stiff compared to healthy glandular tissue [8]. Information such as this suggests that
having the ability to accurately quantify these values, non-invasively, offers the possibility of not
only detecting but also diagnosing breast abnormalities.
An extensive body of literature regarding ultrasound (US) research for assessing tissue stiff-
ness was seen in the late 1980’s. It was during this time investigators began to notice a distinct
correlation between US images and pathology of tissue. These studies focused on non-invasively
characterizing tissue through the analysis of tissue motion [9, 10, 11, 12, 13, 14, 15, 16]. The basis
1These statistics represent the 5-year survival rate
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for a new imaging modality was formed from this work and made its first appearance in the pages
of Ultrasonic Imaging in April of 1991 [17]. The term elastography was first keyed by Ophir et
al. in this paper and demonstrated a connection between strain profiles and elastic modulus. Since
then, there has been a proliferation of studies into elasticity imaging. Thus far the two main areas
of investigation have focused on ultrasound and magnetic resonance elastography (USE and MRE,
respectively).
I.2.1 Ultrasound Elastography (USE)
Ophir et al. [17] describe how a cross-correlation analysis of pre- and post-compression A-line
US pairs could be used to compute a strain profile of the perturbed tissue, and from this, deduce
the elastic modulus distribution within the tissue. From here, this group continued to research
and expand on this idea by looking into various applications and the clinical feasibility of such
techniques [18, 19, 20]. These studies strongly suggested that elastography could be developed
into an invaluable tool for soft-tissue characterization. However, along with the attractiveness of
its applicability, they also noted that a number of significant barriers must be overcome in order to
take full advantage of elastography. The first was the high sensitivity of the elastographic signal-
to-noise ratio (SNR) to the intrinsic characteristics of US signal. Secondly, decorrelation of the
pre- and post compressed US signals results at modest levels of strain. Along with these, addi-
tional corruption, i.e. numerical round-off and etc., of the data is caused by the signal processing
techniques. Subsequently, a consequence of these factors is that the implementation of this method
is extremely difficult.
In an attempt to address these matters, O’Donnell et al. presented a method to help de-
crease the presence of signal decorrelation at large strains by shortening the correlation window
[21]. Skovoroda et al., in order to take advantage of the increased SNR between displacement
and strain at large deformations, implemented an elastographic technique that used a non-linear
displacement-strain relationship [22]. Others are continuing in this vein, and are trying to account
for these SNR and decorrelation artifacts through the introduction of analytical techniques in the
estimation of strain [23, 24].
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Due to difficulty in implementation many have shifted away from the correlation technique.
Skovoroda et al. developed a reconstruction method which makes use of the US images, rather
than the signals, to estimate internal tissue displacements and strains, and from these calculate a
modulus distribution [25]. Yet others are attempting to use techniques such as a least squares ap-
proach to strain estimation [26] and spectral strain estimators [27], which are notably less precise,
but have the advantage of being more robust than cross-correlation.
All previously mentioned methods have been dependent upon a “static” deformation being
applied externally to the tissue of interest. Also, their performance is a function of accurate dis-
placement measurements. Hence, this “manual” application of a deformation adds an additional
level of complexity to such techniques by increasing their chances for error, i.e. patient movement,
incidental high strain, along with numerous other factors. To remedy this a variety of techniques
have been proposed. Of these perhaps two of the most exciting are those using focused ultrasound
and/or low-frequency shear waves [28, 29, 30, 31, 32].
Sarvazyan et al. make use of both of these tools in their implementation of “Shear Wave Elas-
ticity Imaging” (SWEI) [33]. They use the radiation force of focused ultrasound to remotely in-
duce low frequency shear waves. The internal motion resulting from these waves is then measured
allowing for strain estimation. Compared to other methods of elasticity imaging this technique
allows for the highly localized application of tissue deformation, and thus allowing for evaluation
of very precise regions of interest. A second technique that is showing great promise is “Sonoelas-
tography” presented by Taylor et.al [34]. This method propagates low-amplitude, low-frequency
shear waves through internal organs. Using Doppler imaging techniques, hard inhomogeneities
can be detected due to the fact that the amplitude of the shear wave will decrease at the location of
the tumor. Also, by taking advantage of image segmentation techniques, a full 3D tumor volume
can be visualized, which helps to account for the 2D limitations of ultrasound.
I.2.2 Magnetic Resonance Elastography (MRE)
While USE has shown great promise, it is in reality a two-dimensional imaging modality facing a
three-dimensional problem, and there is a degree of error associated with this fact. From this, one
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can easily recognize that acquisition of 3D data would be extremely beneficial. Realization of such
a technique was first introduced in a 1995 issue of Science by Muthupillai et al [35]. This group
took advantage of MRI’s ability to detect phase shifts when tissue is oscillated within a magnetic
field gradient. The resultant phase shift allows for the calculation of the internal deformation
field. The significance of these measurements is that they are three-dimensional. Using these
displacements allowed for the accurate calculation of mechanical tissue properties and ”Magnetic
Resonance Elastography” (MRE) was created.
In addition to this, many teams are working to establish new approaches to MRE. For example,
Plewes et al. use a deformation method similar to Muthupillai in conjunction with phase-contrast
enhanced MR imaging. Chenevert et al., in order to simplify the physics behind the elastic model,
introduced a method using MRI to detect the internal displacements of tissue under “quasi-static”
deformation [36]. Extensions of this work using stimulated echo NMR [37] have followed. Then
others, such as Van Houten et al. have introduced a zonal approach to elastography [38] within
the context of harmonic shear wave elastography and have taken advantage of MRI’s ability to
produce localized data. This allows for the property reconstruction of a given region of interest.
MR Elastography has yet to be implemented consistently in a clinical setting. There have
been, however, numerous investigations into its detection and diagnosis capabilities along with the
feasibility of its application. Thus far, most have found it to be extremely promising [39], especially
for property determination in specific regions [40]. Recently, McKnight et al. [41], demonstrated
MRE’s ability to quantitatively delineate breast tissue properties. Using MRE they were able to
detect that the shear stiffness of a breast carcinoma was 418% higher than the surrounding tissues.
Another promising study was released by Lorenzen et al. [42]. In this study they gave statistics
indicating MRE’s ability to distinguish between healthy and diseased tissue. They also found that
there can be overlap in stiffness properties between malignant and benign tumors. Others have
investigated its application into areas such as the assessment of thermal tissue ablation [43]. While
all studies found magnetic resonance elastography to be of great promise, they also indicated some
shortcomings, such as specificity and difficulty in clinical application, that must be overcome.
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I.2.3 Inverse Elastography Techniques
Thus far, what has been presented are techniques dealing mainly with the application and determi-
nation of tissue deformations. In order for these measurements to be of any value, methods must
be developed which are capable of deriving “elastograms” (stiffness images) from this data. There
is a large body of literature dealing with this topic, but the ones most relevant to this work deal
with solving the inverse problem. In practice, an inverse problem is one in which a constitutive
behavior is assumed and a set of a priori data are given. Then, through methods of optimization a
parameter set that characterizes the constitutive behavior is derived such that if used will produce
the a priori data.
One such method was given by Kallel and Bertrand [44]. In their proposed technique, they
use a Newton-Raphson based optimization and a linear elastic finite element model (FEM) to
construct a set of shear modulus parameters. In their reconstruction scheme, they are attempting to
match a set of axial tissue displacement fields acquired with US. With this method they found that
they were able to reduce artifacts found in more traditional strain images. They also discuss the
ill-conditioned aspects of the problem, requiring the introduction of some type of regularization
mechanism. A similar method was described by Doyley et al. [45], with added spatial filtering
which helped to improve the stability of the reconstruction.
Another approach was introduced by Manduca et al. [46]. Given a set low-frequency shear
wave deformations acquired through MR Elastography, they were able to calculate the com-
plete measurements of wave displacements through the direct solution of the wave equation using
Green’s function integrals. Using these displacements they were then able to iteratively recon-
struct an elasticity map of the perturbed tissue. They found that this inverse technique, similar to
the method above, was able to remove many of the resolution issues and artifacts associated with
the more common forward approach.
Further researchers have expanded on these initial investigations and have implemented a wide
variety of techniques in order to more accurately and efficiently reconstruct elasticity parameters.
Some of these include the use of maximum-likelihood estimators [47], three-dimensional FEM’s
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[48], and regional constraints [49]. Regardless of the technique each of the above methods are de-
pendent upon their a priori information. They all need accurate displacements, and unfortunately,
internal tissue deformations continue to be extremely difficult to measure, especially within the
clinical setting.
I.3 Similarity Based Elastography
As mentioned above, perhaps the greatest limiting factor of elastography has been the requirement
of accurately measured internal displacements. This necessity has significantly hindered elastog-
raphy’s implementation into the clinical setting. From this, a logical step would be to develop an
approach which is independent of this need. Such a method was presented by Miga in a 2003 issue
of Physics in Medicine and Biology, which described a mutual information/finite element based
form of elastography (the details of mutual information along with other similarity metrics will be
discussed within the methods section) [50]. This method represents a shift from those presented
above in that it removes the necessity of having to accurately measure internal tissue deformations.
This movement away from a displacement driven reconstruction is not unfounded. Quite the
contrary, Sarvazyan et al. noted that the information needed for tissue properties was contained
within the images themselves, independent of any modality [51]. In their method they considered
the relative motion of tissue elements, and based their reconstruction on “motion pattern”. A
similar idea was described by Fowlkes et al. [52]. They also discuss “relative motion” and note its
independence from any imaging modality. However, these should still be considered displacement
based techniques, as they used MR tagging [53], which uses special imaging sequences to calculate
displacements. Also, image similarity has long been used in the realm of image registration, which
is essentially the estimation of movement based on images. A very relevant application of this
technique was presented by Rueckert et al. in their implementation of a non-rigid registration
approach driven by mutual information [54]. Their algorithm makes use of free-form deformations
to account for tissue motion between subsequent imaging scans of breast tissue.
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I.4 Purpose
The purpose of this work is to present preliminary results of image similarity/finite element based
elastography. This new approach to elastography does not focus on refining techniques to measure
displacements but rather uses the similarity, or likeness, between images to drive the reconstruc-
tion. The benefits of such a method are its simplicity in clinical implementation (i.e. no spe-
cial imaging sequences), low-cost, and its independence of any particular imaging modality. The
uniqueness of this approach is that the stiffness properties are considered to be functions of image
similarity, and thus allows for the problem to be cast into the realm of non-rigid image registration.
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CHAPTER II
A MODALITIY INDEPENDENT APPROACH TO ELASTICITY IMAGING
II.1 Introduction
In a 2001 report released by the American Cancer Society, a woman in the United States had a 1 in
8 lifetime risk of developing breast cancer, and these odds increased depending on factors such as
age, family history, ethnicity, and genetic predisposition. It also presented statistics illustrating the
strong connection between survival rate and stage of cancer development at diagnosis (localized
(96.4%), regional (77.7%), and distant (21.1%))1 [4]. Along with the obvious benefits in lifetime
expectancy, early detection also provides for significant economic savings as well. Johnston, re-
ports a possible 20.9% decrease in health related costs through appropriate screenings [5]. This is
a substantial gain considering that in 1996 an estimated 5.4 billion dollars was spent on medical
treatment in the United States alone [6]. With such evidence suggesting the benefits of early breast
cancer detection, there has been a concerted effort in the medical community to develop imaging
methods and modalities that not only have a high sensitivity and specificity to breast lesions but
ones that are also cost-effective.
One such method that has shown great promise is elastography. Elastography (the imaging of
tissue mechanical properties) is based on the premise that tissue pathology can be directly assessed
through the quantification of tissue mechanical properties. There has been a longstanding prece-
dence among physicians that stiffness can be used as an indicator of possible cancerous lesions. In
fact, recent reports have shown significant differences between the modulus of healthy tissue, be-
nign, in situ, and invasive breast tumors [7]. Having the ability to accurately quantify these values,
non-invasively, offers the possibility of not only detecting but also diagnosing breast abnormalities.
Since initial work presented by Ophir et al. [17], there has been a proliferation of studies into
elastic imaging. Thus far the two main areas of investigation are focused on ultrasound and mag-
1These statistics represent the 5-year survival rate
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netic resonance elastography (USE and MRE, respectively). Within USE, substantial emphasis
has been placed on relating strain profiles to the distribution of elastic parameters within tissue.
Ophir et al. has produced an extensive amount of work using cross-correlation analysis of pre- and
post-compression A-line pairs [17], least squares strain estimation [26], and spectral strain esti-
mators [27]. Another significant advancement came from Muthupillai et al. with their publication
in a 1995 issue of Science [35]. It introduced a MR method that allowed for the measurement of
three-dimensional strain effects created by propagating harmonic mechanical waves. Others have
expanded on these initial studies, and a more complete review of current USE and MRE techniques
can be found in the June, 2003 issue of Physics in Medicine and Biology [47]
The purpose of this paper is to present preliminary results of the similarity-based elastography
approach presented by Miga [50]. This method represents a shift from the those presented above
in that it removes the necessity of having to accurately measured internal tissue deformations.
Rather, it uses the information shared between two images at the anatomic structural level to drive
its reconstruction (as opposed to speckle tracking in USE). While iterative schemes have been
proposed [44, 45], they require very accurate measurements of the internal deformations. This has
shown to be a difficult task, particularly in a clinical setting, and to date is one of the major obstacles
that must be overcome before current methods are a feasible option. This movement away from
a displacement driven reconstruction is perhaps one of the most attractive characteristics of this
technique, and these results help to show its viability as a future clinical screening method.
II.2 Methods
Similarity-based elastography considers the task of determining mechanical tissue properties within
the scope of image registration. The essential premise to this technique is that regional image simi-
larity can be used as the driving force in calculating appropriate updates for these properties within
a FEM elastic image reconstruction framework. By viewing these properties as solutions to an
inverse problem an elegant reconstruction algorithm has been developed. The entire process can
be divided into two sections. The first is the acquisition of an appropriate image set and generation
of a FE model. The second is the actual optimization procedure used to calculate tissue properties.
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The sections that follow discuss these in detail along with other issues dealing with this method,
such as algorithm implementation, phantom generation, and software development.
II.2.1 Image Acquisition and FE Model Generation
Prior to an image reconstruction, a two image series is acquired in any traditional imaging modal-
ity (i.e. MR, CT, etc.). The first set represents a baseline image of the tissue of interest in its
undeformed state. The second set is acquired after a user-prescribed displacement. An example of
this image series can be seen in Figure II.1.
These images are then used to construct a FEM mesh along with appropriate boundary con-
ditions. The mesh is generated using the AIM software, which is based on the Algebraic Integer
Method, along with supporting software for bandwidth reduction of the model [55]. The mesh is
based on a user-defined contour constructed manually from the pre-deformed image. Then Dirich-
let and Neumann boundary conditions are determined visually from the images through the use of
MATLAB based software developed in the Biomedical Modeling Laboratory (BML) at Vanderbilt
University. This is accomplished by first assuming that all boundaries are stress free, i.e. a Neu-
mann condition with a value of zero for each boundary node. The post-compressed image is then
used to determine which nodes require Dirichlet boundary conditions. These boundary conditions
are calculated based on distance between the mesh boundary and the edge of the imaged tissue.
It is important to note that while these are currently defined manually, through the use of some
simple image processing techniques, it is plausible that the FE model generation procedures could
be automated.
II.2.2 Elastic Parameter Optimization
The general basis of the inverse problem is that a computer model can be used to non-rigidly
register the image acquired in the undeformed state to the image acquired in the deformed state
by systematically varying the model’s material properties (Young’s modulus), E. The reconstruc-
tion is complete when the acquired deformed image and the model generated deformed image
become adequately “similar”. The image comparison basis is a regional image similarity measure.
Similarity refers to the quantitative measure of the likeness between two images based on pixel
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(a) (b)
Figure II.1: Acquired image series (a) MR slice of breast pre-compression, (b) MR slice of breast
post-compression
intensity values. Using this idea of regional similarity and casting the problem as a least squares
minimization we define our objective function, Φ, as (II.1)
Φ
 
E    S
 
ET  S
 	
EE  
 2 (II.1)
where S
 

ET  is the similarity between regions given the true modulus parameters,

ET , and S
 

EE 
is the similarity between corresponding regions given the current estimated modulus values,

EE .
S
 

ET  is calculated by comparing the post-compression image to itself. S
 

EE  is the comparison
of the post-compressed image to the model-generated image. Both

ET and

EE are Nx1 vectors
representing the N material properties being reconstructed. It is important to note that (II.1) is a
function of the image similarity profile, S, rather than u, the displacements, which are normally
used by other methodologies.
In order to optimize S, we must minimize Φ. To do this we have chosen a Newton-Raphson
approach, which is a gradient based optimization method. Therefore, we take the derivative of
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(II.1) and set it equal to zero arriving at Equation (II.2)
∂Φ
∂ EE
 
 
S
  
ET  S
  
EE  
∂S  EE 
∂ EE
  0 (II.2)
or in matrix notation it becomes Equation (II.3)
JT
 
S
  
ET  S
  
EE     0  (II.3)
with the MxN Jacobian matrix, J   ∂S

E 
∂ E , where M is the number of similarity measurements.
Using (II.3) we can develop a scheme to iteratively update our material properties. This is
done by expanding Equation (II.3) about the true set of properties in Taylor series and specifing

ET 

E0  ∆

E which gives us (II.4).
JT
 
S
 

ET  S
 

ET     0   JT
 
S
 

ET  S
 

E0   
∂   JT   S  ET  S
 	
E0   
∂ E

E0∆

E
	


(II.4)
Rewriting this and neglecting higher order terms we arrive at Equation (II.5).
0   JT
 
S
 

ET  S
 

E0    JT J∆

E (II.5)

Ek  1  

Ek 
JT
 
S
 

ET  S
 

EE  
 JT J 
(II.6)
A common nuance of inverse problems is that the matrix JT J, also known as the Hessian matrix
H, tends to be ill-conditioned. To account for this we have introduced the α term found in the
standard Levenberg-Marquardt approach [56]. Our property updates are then calculated from the
expression (II.7) seen here written in the matrix form A x   b as
 
H

αI    JT
 
S
 

ET  S
 

EE   (II.7)
where α is a regularization factor and I is the identity matrix. The term α is calculated using an
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approach similar to that described by Joachimowicz et al. [57] and is given by the expression
α   γ
 
1
N
N
∑
i  1
H
 
i  i  
 
error  2  (II.8)
where γ represents the degree of regularization, this parameter is empirically derived, and error is
the summed difference between similarities of consecutive iterations. Scaling of the Hessian along
with other techniques are used for additional regularization.
II.2.3 Reconstruction Algorithm
The preceding section describes the theoretical basis of our optimization, yet the implementation
of such a technique may not be completely intuitive. A diagram of the algorithm can be seen in
Figure II.2. Within the optimization, there are five major steps which are involved,
 construction of the Jacobian matrix
 calculating new material properties
 solving the forward problem model
 creation of a model deformed image
 evaluating the resultant image similarity.
Both solving the forward problem and evaluating image similarity will be discussed within their
own sections.
Construction of the Jacobian
Constructing the Jacobian matrix (Figure II.3) is an extremely expensive computational process.
In doing this, each material property, Ei, must be perturbed. Then the forward problem solved for
the corresponding displacements. Using these displacements a model-deformed image is gener-
ated. The similarity between this image and the post-compression image is measured, which is
then used in the determination of the derivative ∂S

Ei 
∂Ei . A simple backward-difference, first order
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Figure II.2: Reconstruction algorithm.
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Figure II.3: Sequential Jacobian construction algorithm
approximation is used, given by Equation (II.9).
∂S   Ei 
∂Ei
 
S
 
Ei  S
 
Ei   1 
Ei  Ei   1
(II.9)
The implications of moving to a difference approximation of the derivative is a reduction in the
converstion rate of the traditional Newton Raphson method to slightly less than O
 
h2  - often called
the secant method.
Calculating Material Property Updates
We have already discussed the method for determining our material property updates in the section
dealing with the optimization of material properties. Unfortunately, due to the fact that inverse
problems are inherently noisy, additional steps need to be taken in order to ensure a well-behaved
reconstruction. Therefore, in calculating our material properties we have added a smoothing factor,
θ, and a relaxation parameter, δ. For our smoothing factor we have implemented a spatial averaging
technique, which is given in Equation (II.10), and a visual representation of this seen in Figure II.4.
We define our material properties nodally, therefore in Equation (II.10), ni represents, given node
i, the number of its connected nodes. Relaxation is accomplished by a weighted sum between the
current parameter value and the new updated value and is given by Equation (II.11). Both of these
techniques combine to help improve numerical stability.
ˆEki   θEki 
 
1  θ 
∑nij  1 Ekj
ni
(II.10)
17
Figure II.4: Spatial averaging technique
ˆEki   δEki 
 
1  δ  Ek   1i (II.11)
Image Deformation
Image deformation is another computationally intensive process. In order to ensure that the de-
formed images are consistent with the displacements generated by the model, a reverse mapping
technique must be implemented. Therefore, after the FEM model has been updated with the current
set of displacements, for each pixel, the element in which it is contained must be found. Generally
this process would be an O
 
n2  operation. We have improved this significantly by using an ANN
k-d search tree [58]. This allows for quick look-up of a pixels associated elements. Once the el-
ement is found, a deformation is calculated for the pixel, based on the elemental basis functions.
The pixel is then back-projected into undeformed image space and an appropriate intensity value
is determined. Figure II.5 represents this process.
II.2.4 Forward Problem
For each inverse problem there is also an associated forward problem (FP). In similarity based
elastography, the FP is the prediction of internal displacement fields given a set of boundary con-
ditions and elasticity parameters. The implementation of the FP, as in the case of the optimization
algorithm, must be carefully considered. If it is incapable of accurately representing the physics
involved in the deformation, then these inaccuracies cascade into the remaining portions of the al-
gorithm. Knowing this, the two most significant factors are the model used to represent the system,
and its implementation. We have selected Plane Strain Linear Elasticity as our model, and use the
18
Figure II.5: Image deformation algorithm
finite element method as the mechanism by which the model is evaluated.
Plane Strain Linear Elasticity
The choice to use plain strain theory as the governing model has been made by numerous other
investigators in their elastographic imaging attempts, and has been found to produce reasonable
approximations of the displacements given small strains [44, 59, 45, 60]. The roots of this theory
lie in Hooke’s Law represented by Equation (II.12).
F   k

u (II.12)
This simply states that force, F , and displacements, u, are directly related through some propor-
tionality constant, k. This was later generalized by Cauchy to the form given in Equation (II.13)
σ   c

ε  (II.13)
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Figure II.6: Plain strain describes the cross-sectional loading of a thick object
which relates stress, σ (the ratio between force and area), to strain, ε ( the ratio between ∆l and l),
by the coefficients c. This fully describes the three-dimensional nature of elastic deformations, and
consequently results in c being a set of thirty-six constants, also known as stiffnesses. However,
with assumptions of symmetry and isotropy, plain strain linear elasticity simplifies the problem to
one with only two constants.
Plane strain is used to describe the cross-sectional loading behavior of a thick object(i.e. Figure
II.6) allowing for the two-dimensional analysis of a three-dimensional problem [61]. The five key
assumptions being made are:
 mechanical equilibrium
 a symmetric material
 an isotropic material
 strain in z direction is zero
 displacements in
 
x  y  are planar.
Using these we arrive at
∇

σ   0  (II.14)
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where σ is the stress tensor
σ  
 

σx τxy
τxy σy


(II.15)
and the constitutive relationships seen in Equation (II.16)




	




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
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
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

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 
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 
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(II.16)
In (II.16), ν is Poisson’s ratio, and E is Young’s modulus. Poisson’s ratio is a measure of com-
pressibility and for tissue is assumed to be very close 0.5. Young’s Modulus is defined as the ratio
between stress and strain and is considered to be a measure of stiffness. This is the parameter that
we are reconstructing.
Finite Element Methods
Finite element analysis allows for the approximation of solutions to partial differential equations
(PDE’s) through the discretization of a continuous domain. Subdividing complex systems into well
understood “elements” has become a standard technique in various fields for discretely solving
what is often times an unsolvable continuous problem. The following is a discussion of plain
strain elasticity within the realm of finite elements and FEM issues specific to similarity based
elastography. For a more general and complete description see The Finite Element Method by
Zienkiewicz and Taylor [62].
In considering Equation (II.14) within the finite element framework, we begin by applying what
is known as the weighted residual method to (II.14). This technique allows for the approximation
of the PDE by multiplying it by a spatially continuous weighting function and then integrating over
the problem domain. This results in Equation (II.17)
 φi∇  σ    0  (II.17)
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where


 represents integration and φi is the ith member of a complete set of standard finite element
C0 local Lagrange polynomial interpolants. Treating (II.17) with integration by parts results in the
weak form (II.18)


σ

∇φi      σ  nˆφids  (II.18)
where the symbol,  , indicates a boundary integral and nˆ is the outward-pointing normal direction
to the boundary. The problem is now spatially discretized following the standard Galerkin formu-
lation. This is accomplished by replacing the stress tensor, σ, with the constitutive relationships
(II.16). Then rewriting the displacements u as a sum of known coefficients multiplied by known
functions of position, u
 
x  y    ∑ j u jφ j
 
x  y  . Substituting this into (II.18) and viewing it at the
element level gives
 

∂φ j
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∂x 
1   2ν
2

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∂y 

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1   ν
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(II.19)
Integrating over the entire domain (II.19) may be written in matrix notation as K u   b, with K
being the stiffness matrix, u the nodal displacements, and

b the right hand side.
Generally, the forward problem operates on a single domain, but due to the nature of this
problem there is a significant difference between the resolution needed to resolve the physics and
the resolution at which parameters can be reconstructed. In response to this we have implemented
a dual-mesh scheme similar to that of Paulsen et al. [63]. The elastic properties are defined at the
nodes of a coarse “parent-mesh”. The resolution of the parent mesh is such that the algorithm is
capable of reconstructing its parameters. Unfortunately, this mesh does not allow us to accurately
model the physics of the problem. Therefore, we sub-divide each parent element, creating a “sub-
mesh”. This is the mesh used in the linear elastic model which gives us a better approximation to
the displacements. However, a second problem arises. The model requires the stiffness properties
to be defined at the sub-element level. To accommodate this, we use the basis functions associated
with the parent elements, and interpolate its nodal properties to the mid-point of its corresponding
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Figure II.7: Sub-element properties are determined through interpolation of the Parent-element’s
nodal properties.
sub-elements. A visual representation of this can be seen in Figure (II.7).
II.2.5 Similarity Metrics
Similarity metrics have developed from a vast body of research of which a significant portion has
come from the area of image-processing, particularly medical image-processing. These metrics
have formed the basis for what is known as intensity-based registration methods, where intensity
refers to the scalar values in image pixels. Rather than using points or surface features, intensity-
based methods attempt to optimize the “similarity” between images. Determining how to measure
this “similarity” has been and continues to be the focus of numerous studies, and development of
such methods is beyond the scope of this work. Our purpose here is to evaluate the effectiveness
of such measures in their ability to drive the elastographic reconstruction process. For a more
complete understanding of image registration and the role of similarity measures in this process
see the Medical Imaging Handbook [64]. We have elected to examine four such similarity metrics.
Of the similarity metrics used today, one that is sparking a tremendous amount of interest is
mutual information (MI). Its power is derived from its ability to effectively register cross-modality
images (i.e. CT to MR, MR to PET, etc.). The origins of MI are found within the field of informa-
tion theory. Shannon presented a measure, H, known as entropy, which calculates a value for the
information contained within a set of parameters s based on P
 

s  , the probabilities of s [65]. In a
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discrete sense this value is given by the Equation (II.20)
H    ∑
i
P
 
si   log
 
P
 
si   (II.20)
This was then expanded upon by two groups independently [66, 67] to what is now referred to as
MI. The idea demonstrated is a registration technique that operates by minimizing the joint entropy
shared between two images I1 and I2. This translates into Equation (II.21)
MI
 
I1  I2    H
 
I1   H
 
I2  H
 
I1  I2   (II.21)
or in its normalized form
MI
 
I1  I2   
H
 
I1   H
 
I2 
H
 
I1  I2  
(II.22)
The individual entropies and the joint entropy may be calculated through the joint probability
distribution function of the two images given the Equations (II.23), (II.24), and (II.25).
H
 
I1  I2     ∑
j  k
PDF
 j  k  logPDF  j  k  (II.23)
H
 
I1    ∑
i

∑
k
PDF
 j  k  log∑
l
PDF
 j  l  (II.24)
H
 
I2    ∑
k

∑
i
PDF

i  k  log∑
j
PDF
 j  k   (II.25)
In theory the model generated image and the post-compression data image should be identical
given the correct set of tissue properties and model. Therefore, the difference between the two
images will be zero. Working under this assumption the similarity metric known as SSD (sum
of squares of differences) would be a reasonable choice for driving the reconstruction. In fact it
has been proven that SSD is the optimal measure when two images differ only by Gaussian noise.
Unfortunately, most noise within medical imaging is not Gaussian [64]; however, the simplicity of
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this measure warrants its investigation. SSD is defined as
SSD   1
N
N
∑
i
 I1
 
i  I2
 
i   2   i  I1  I2 (II.26)
Another metric that is elegantly simple is the correlation coefficient (CC) measure. It assumes
that the intensity from I1 are linearly related to those of I2, and when this is true CC has been
shown to be the ideal similarity measure. Also, this is not an unreasonable assumption given
intra-modality images. CC can be calculated with the Equation (II.27)
CC   ∑i
 
I1
 
i  ¯I1 
 
I2
 
i   ¯I2 

∑i
 
I1
 
i  ¯I1  2 ∑i
 
I2
 
i  ¯I2  2
  i  I1  I2  (II.27)
where ¯I1 and ¯I2 are the mean pixel values of images I1 and I2.
The fourth and last metric to be evaluated is gradient correlation (GC) [68]. GC differs from
previous measures most significantly in the fact that it operates on the gradient of the two images.
The advantage of this method is that the process of calculating the gradient images removes the low
spatial frequency differences between the two images. These differences are often times a result of
soft tissue. Secondly, GC is essentially operating on the edges found within the two images, which
seems plausible considering we are trying to determine structural movement. Calculation of GC is
performed by first filtering the two images with the Sobel template in the x and y directions. This
produces gradient images with respect to x, ∂I1∂x and
∂I2
∂x , and gradient images with respect to y,
∂I1
∂y
and ∂I2∂y . The CC is then calculated using (II.27) between images ∂I1∂x and ∂I2∂x and images ∂I1∂y and
∂I2
∂y . GC is the average of these two values. Figures II.8(a) and II.8(b) represent gradient images ∂I∂x
and ∂I∂y , respectively.
Generally, image similarity is considered as a global metric. We have taken a different approach
in measuring similarity. Our inverse problem needs more than one measurement, and therefore, we
have developed a regional approach to calculating similarity. This is represented in Figure II.9. The
process is initiated by first defining a bounding region about the tissue in the deformed image. This
is done because similarity regions outside of the mesh are not influenced by tissue parameters, and
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(a) (b)
Figure II.8: Gradients of CT image set (a) Gradient image ∂I∂x (b) Gradient image ∂I∂y
thus gives no useful information. After the bounding box is defined, it is discretized into the regions
that will be used in calculating similarity. This discretization is determined by a radius defining
the size of the regions. There is one more consideration when determining the areas for calculating
similarity. It is whether to include the regions located on the boundary of the mesh, or to only
include those which are completely contained within the mesh. This idea of inclusion/exclusion
is seen in Figure II.10. The effects of this will be considered within the experiments. Once the
regions are defined, similarity is calculated using a chosen metric between corresponding regions
of the post-deformed data image and the model-generated image.
II.2.6 Phantom Generation and Deformation
Creating an adequate imaging phantom has shown to be a very difficult process requiring several
perturbations in construction procedures. The difficulty arises in trying to recreate the intricate
intensity heterogeneity pattern seen in breast images while still maintaining consistent material
properties throughout the phantom. Notice in Figure II.1(a) this is the objective of our phantom
development. Figures II.11(a) through II.11(d) recount the progression of our attempts to generate
a suitable phantom. In addition to the imaging phantom, a compression device compatible with
MR/CT and ultrasound imaging modalities has been developed and is shown in Figure II.12.
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Figure II.9: Calculation of regional image similarity.
(a) (b)
Figure II.10: Calculation of image similarity (a) with boundary data (b) without boundary data
(a) (b) (c) (d)
Figure II.11: Progression in imaging phantom: (a) 1st phantom (cotton twine and gel), (b) 2nd
phantom (cotton twine and gel), (c) 3rd phantom (synthetic fibers and glass beads), (d) 4th phantom
(synthetic sponge material contained in silicon with wooden dowel rod inclusion). Note, a phantom
with a characteristic image similar to II.1(a) is the objective.
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Figure II.12: Compression device compatible in MRI, CT, and ultrasound
II.2.7 Software Development
Before the implementation of this technique could be achieved a framework for code development
had to be adopted. The decision was made to work within The Insight Toolkit (ITK) [69]. ITK is
an open-source project funded by the National Library of Medicine within the National Institute of
Health. The purpose of this program is to support the Visible Human Project, which is attempting
to create a complete, anatomically detailed, three-dimensional representation of the human male
and female bodies. Specifically, ITK is a toolkit which provides a wide range of segmentation and
registration techniques for medical imaging applications. It is implemented in C++ with a generic,
object-oriented philosophy (i.e. it operates on an “image” independent of any storage scheme). We
maintained this philosophy in the implementation of our algorithm. Also, additional features were
added to ITK, such as FEM methods, and integration of the numerical solving library LAPACK
[70].
A second issue that arose during the planning phase, was the computational expense of such a
method. As previously discussed, construction of the Jacobian matrix and image deformation are
very time consuming operations. Therefore, the code was developed such that a parallel imple-
mentation could be easily integrated into the pre-existing code when computing resources became
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Figure II.13: Parallel algorithm for Jacobian construction
available. The most sensible place to paralyze the code is in the creation of the Jacobian. This is
due to the fact that each iteration in this process is independent of all other iterations. From this
a new Jacobian algorithm was implemented, seen in Figure II.13. Through the use of MPICH, an
open source version of the Message Passing Interface, and the Beowulf computing cluster in the
BML this was accomplished [71].
II.2.8 Computational Experiments
The following sections describe the set of experiments performed to assess the effectiveness of the
proposed method, and to also more clearly understand the fundamental limits of such a technique.
Each experiment falls into one of two categories, simulation or acquired data. Simulation refers
to the experiments which use a specified modulus distribution and the finite element model to
generate a post-compression image for the reconstruction. This will allow for us to better ascertain
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Figure II.14: Modulus distribution used in creating simulated post-compression images.
what factors play important roles in algorithm performance by removing inaccuracies of the model
and noise acquired during imaging. Acquired data represents the experiments that use an actual
image set taken in either CT or MRI. These tests will give a more realistic determination of the
methods applicability into a clinical setting, along with helping to find an optimal set of procedures
needed for implementing similarity-based elastography.
Simulation 1: Evaluation of Similarity Metrics
The purpose of this set of experiments is to detect and compare differences between the similarity
metrics. A reconstruction was run using each of the individual measures. A pre- and post-deformed
image set was simulated by providing the elastic model with a modulus distribution defining a
simulated tumor (i.e. stiff region) with a modulus value of 106 kPa (non-tumor tissue is assigned
a value of 18 kPa in all simulations) and a 7mm radius. This can be seen in Figure II.14 and the
image set in Figure II.1. All other parameters remained constant except for the α regularization
parameter. It must be adjusted due to the similarity metrics operating on different ranges of values.
For example, normalized mutual information ranges from 1 to 2 while SSD may be on the order
of hundreds. This affects the scale of the Hessian matrix, and thus requires adjustments in the
regularization.
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Simulation 2: Variations in Methods for Evalutating Similarity
One of the key elements of the reconstruction algorithm is the evaluation of image similarity.
Within this there are two important variables, the metric used, which was addressed in Experiment
1, and the procedure used when taking the measurements. The latter is the focus of this experiment.
While the general method for measuring similarity remained constant (seen in Figure II.9), the
parameters defining the location and size of the similarity regions were varied. The radius of the
regions was perturbed, which directly affects the number of measurements taken, and for each
radius considered two reconstructions were run, one including the mesh boundary and the other
without the boundary. This idea of inclusion/exclusion of the boundary can be seen in Figure II.10
and is the second parameter considered. Effects of these variations will be evaluated for gradient
correlation and mutual information. All other parameters remained constant. The pre- and post-
compression images were created as described above and are represented in Figure II.1.
Simulation 3: Number of Tumors Reconstructed
These computational experiments were used to examine the ability of similarity-based elastogra-
phy to detect multiple tumors. Again using the MRI breast slice as our base image, simulated
images were constructed each using a different modulus distribution, where the distributions differ
by the number of tumors simulated. The number of tumors ranged from 1 to 4 and each tumor
was specified to be of modulus 106 kPa and a radius of 7mm. A modulus distribution was then
generated using the simulated images. The similarity measure used was gradient correlation.
Simulation 4: Reconstruction of Near Field/Far Field Tumors
An important characteristic of the algorithm is its ability to detect tumors considered to be in the
far field with respect to the externally supplied deformation. Two post-compression images were
simulated, one using a modulus distribution with the tumor specified to be in the near field with
respect to the deformation, and the second distribution with the tumor located in the far field.
Figure II.47 represents the locations of the simulated tumors both with radius 7mm each with a
modulus value of 106 kPa, and the MRI breast slice was the base line image. The simulated
images were each used in a reconstruction with gradient correlation as the similarity metric.
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Simulation 5: Variations in Tumor Radius
One of the defining qualities of any imaging modality is the resolution at which it can produce
quality images. It is highly desirable for methods of elastography to be able to detect very small
regions of stiffness. These experiments look to determine the sensitivity of this technique to tumor
size. With the MRI breast slice as the pre-compression image, modulus distributions with tumor
sizes of 1, 3, 5, and 10mm and modulus 106 kPa were used to generate simulated post-compression
images. Figure II.53 shows the location of the tumors’ centers. Reconstructions using each of the
simulated image sets were considered.
Simulation 6: Determination of Stiffness Resolution
The major difference between this method and others is its use of image similarity to drive the
reconstruction rather than measured displacements. As a result, it is dependent upon the stiffness
of tissue changing the image signal between uncompressed and compressed states. The purpose of
this experiment is to determine the level of contrast between tumor and healthy tissue that can be
detected. To evaluate this a simulated image with a homogeneous modulus, specified as 18 kPa,
distribution was created. Then the stiffness of a given tumor region was repeatedly increased from
a ratio of 1:1 up to 55:1 and used to create a second simulated image. The similarity between this
image and the initial homogeneous image was calculated. The tumor region is the same as that
defined by the tumor in Figure II.14. Gradient correlation was the similarity measure.
Simulation 7: Effects of Inaccurate Poisson’s Ratio
Plain strain elasticity is based on two parameters, Poisson’s ratio and Young’s modulus, however,
our method is only reconstructing the latter of these parameters while holding the other constant at
some assumed value. The purpose here is to analyze the effects of using a Poisson’s ratio that has
some associated degree of error from that of the true value. To do this a model generated image
was constructed using the modulus distribution found in Figure II.14 along with the MRI breast
slice. This initial image was created with a Poisson’s ratio of 0.495 and tumor modulus of 106
kPa. Reconstructions were then carried out holding all parameters equal except for Poisson’s ratio,
which was differed by 0%, 1%, 3%, and 7% from the true value. Gradient correlation was used.
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Simulation 8: Three-Dimensional Effects
A major assumption that is being made is that the deformations found within the tissue can
be represented by a two-dimensional model. However, preliminary studies indicated that three-
dimensional effects could play a pivotal role in the effectiveness of the similarity-based technique.
This experiment uses a three-dimensional linear elastic model to generate a post-compression im-
age. A tumor was simulated in the region of the dowel rod inclusion and given a modulus value of
1.8 MPa. The 3D mesh used to create this image can be seen in Figure II.69. The base line image
can be seen in Figure II.15(a). Then two reconstructions were carried out with one using mutual
information and the second using gradient correlation.
Simulation 9: Evaluation of a Parallel Implementation
In order to determine the effectiveness of our parallel implementation of the algorithm, a number
of reconstructions using the same input parameters were run. The differences between runs were
the number of processors used in the reconstructions. The number of processors ranged from 1 to
16.
CT Data 1: Effects of Image Blurring
The image set for the CT experiments are represented by Figures II.15(a) and II.15(b). The darker
gray area, positioned center-left is the stiff inclusion, a wooden dowel rod. Also, reconstructions
used a Poisson’s ratio of 0.4635, which was determined through a thorough, but not exhaustive,
parameter search. This can only be validated through material testing. This has not been done as
of yet.
Often times in image registration image blurring is used to smooth the function space of the
given similarity metric. The degree of blurring is defined by the size of the kernel used in the
convolution (i.e. a image blurred with a kernel 3x3x3 will be blurred less than an image blurred
with kernel 5x5x3). Using a low-pass filter, images from the CT image were blurred with kernel
sizes 0x0x0, 3x3x1, 3x3x3, 5x5x1, 5x5x3, 7x7x1, 7x7x3. Figure II.16 is an example of a blurred
image. It represents a 5x5x3 sized kernel being applied to II.15(a). The effects of these blurrings
are then seen through the evaluation of their respective reconstructions. Gradient correlation was
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(a) (b)
Figure II.15: Acquired image series (a) CT slice of silicon phantom pre-compression, (b) CT slice
of silicon phantom post-compression
again used.
CT Data 2: Reconstructing at Various Depths
As briefly discussed above, preliminary results have indicated that model inaccuracies due to a
two-dimensional representation of a three-dimensional problem may play a part in reconstruction
performance. Perhaps, one way to help reconcile this is to consider image slices located at lower
depths of the phantom, because the lower depths have the additional constraint of the compression-
device’s bottom panel. To test the hypothesis a series of reconstructions using gradient correlation
were carried out where the depth of the image slices were varied. The depths ranged from slice 9
of 30 to slice 19. Figure II.85 is a visual representation of the slice locations in order to provide a
proper orientation perspective. The images were blurred with a 5x5x3 low-pass kernel.
CT Data 3: Variations in Parameter Space Resolution
One of the unique aspects of our method is the use of a dual finite element scheme. Described
earlier in the methods, the parent mesh is the coarsely resolved mesh defining the property recon-
structed domain. The purpose of these trials is to determine an upper and lower threshold for the
resolution at which a reconstruction can be effective. Modulus distributions for slices from the CT
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Figure II.16: CT image low-passed filtered with a 5x5x3 kernel.
image set were constructed using parent meshes with 379, 152, and 84 tissue properties. Again,
image blurring was implemented and GC the metric.
MRI Data: MRI Parameter Search
This test is to help determine the realism of casting this technique as modality independent. It uses
the image set acquired in the 3T MRI. A representative image set can be seen in Figures II.17(a)
and II.17(b). The black area lower-center is the wooden dowel rod inclusion.
Optimal values for parameters such as Poisson’s ratio and the α regularization term appear to
have some dependence upon the image set being used in reconstructions. Therefore, the intent for
this experiment is to determine these values for the MRI data set. An image set blurred with a
5x5x3 low-pass kernel was used. Reconstructions using gradient correlation were produced which
varied both Poisson’s ratio and α.
II.3 Results
II.3.1 Simulation Results
Simulation 1: Evalutation of Similarity Metrics
Figure II.18 shows the error profile for the different similarity metrics used (Equations (II.22)
thru (II.27) and Gradient Correlation). Due to the differences in similarity ranges all error val-
ues have been normalized between 0 and 1 by subtracting the minium error and dividing by
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(a) (b)
Figure II.17: Acquired image series (a) MRI slice of silicon phantom pre-compression, (b) MRI
slice of silicon phantom post-compression
 
errormaximum  errorminimum  . Therefore, error values of zero do not necessarily represent a per-
fect reconstruction. Also, the plots are meant to represent the behavior of a reconstruction with
respect to stability, not the overall “goodness” or “badness” of a modulus reconstruction. As of
now, to know this requires the analysis of the error plot in conjunction with the reconstructed
paramter distribution.
With this in mind we see that all metrics behaved smoothly. Mutual information was somewhat
sporadic, but overall the reconstruction still maintained a general decline in error. After considering
the performance of a reconstruction’s error, we look to calculated tissue parameters in order to
better qualify it. Figure II.19 represents the reconstructed modulus values for those elements which
were defined as being tumor in the simulated modulus distribution (see Figure II.14). Notice,
that again the profiles for the modulus increase are smooth, except for that of MI. However, MI
calculated values are approximately 39% of the original value while the other methods averaged
only 19% of the initial 106 kPa. Figures II.20 thru II.23 demonstrated the spatial distribution of
calculated properties. All did a good job of localizing the tumor. SSD performed the best spatially
with a very tight localization while CC produced a very blurred distribution. Also, GC had good
localization, but introduced small pockets of increased modulus. A concern though is that the
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Figure II.18: Similarity error profile for various
metrics.
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Figure II.19: Average modulus values of ele-
ments that define tumor for each of the similarity
metrics.
reconstructed modulus values are 2-4 times lower than the actual value.
It is important to note that the stiff inclusion was only represented in the model. The tumor
had the same intensity pattern as the surrounding tissue, and hence within the image there were
no defining boundaries indicating where the stiff region was located. It is not surprising that SSD
performed well in the simulation. Given the correct properties the post-compression image and
the model image would be exact, and as mentioned earlier SSD is the optimal metric in this case.
However, it is naive to believe this to be the case in actual data. What is surprising is the higher
contrast produced by MI while having the poorest error profile. Lastly, it is encouraging that GC
was able to perform so well. It primarily operates on edge maps which were not distinct between
tumor and tissue.
Simulation 2: Variations in Methods for Evalutating Similarity
Figures II.24 and II.26 show the error profiles of GC and MI using similarity measurements exclud-
ing the image at the mesh boundary. Figures II.25 and II.27 give profiles with relatively equivalent
measurement numbers but with the inclusion of the boundary. As can readily be seen GC peformed
much better without the boundary when the number of measurements was below 598. While MI
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Figure II.20: Modulus profile reconstructed using
Mutual Information.
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Figure II.21: Modulus profile reconstructed using
Cross Correlation.
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Figure II.22: Modulus profile reconstructed using
Sum of Squares Difference.
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Figure II.23: Modulus profile reconstructed using
Gradient Correlation.
38
0 5 10 15 20 25 30 35
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Iteration
Si
m
ila
rit
y 
Er
ro
r
598 SIMILARITY MEASUREMENTS
171 SIMILARITY MEASUREMENTS
71 SIMILARITY MEASUREMENTS
54 SIMILARITY MEASUREMENTS
Figure II.24: Similarity error profile for GC with-
out boundary measurements.
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Figure II.25: Similarity error profile for GC with
boundary measurements.
only reconstructed smoothly when using measurements numbering 171 or more, and the boundary
was not considered. The reconstructed modulus distributions can be seen in Figures II.28 thru
II.31, which were all taken at iteration 30. Both MI and GC calculated significantly more accurate
and localized values without the boundary, even though it consisted of fewer measurements.
One of the most significant factors in the algorithms performance is a Jacobian matrix that
accurately represents the change in similarity with respect to tissue properties. Each row of the Ja-
cobian represents the change of a specific similarity region with respect to the modulus parameters.
The mean of these values for each region is shown in Figures II.32 thru II.35. These are all the ini-
tial Jacobians created for a given reconstruction. Notice, that for both GC and MI, there is enough
noise to produce values outside of the mesh region which will have an influence on the Jacobian.
Also notice that for GC there is an order of magnitude difference between the non-boundary and
boundary values. This directly effects the scale of the Hessian matrix.
Figure II.36 and Figure II.37 indicate that progression of regional similarity during a recon-
struction when using and not using the boundary for GC. While the similarity generally improved
for both methods. The technique of not using the boundary seemed to have the most significant
regions localized about the tumor, and with the boundary, similarity was much more dispersed.
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Figure II.26: Similarity error profile for MI with-
out boundary measurements.
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Figure II.27: Similarity error profile for MI with
boundary measurements.
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Figure II.28: Reconstructed modulus properties
using GC without boundary measurements (71
measurements).
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Figure II.29: Reconstructed modulus properties
using GC with boundary measurements (77 mea-
surements).
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Figure II.30: Reconstructed modulus properties
using MI without boundary measurements (71
measurements).
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Figure II.31: Reconstructed modulus properties
using MI with boundary measurements (77 mea-
surements).
Figure II.32: The mean value of the Jacobian at
the respective similarity measurement indices for
GC without the boundary.
Figure II.33: The mean value of the Jacobian at
the respective similarity measurement indices for
GC with the boundary.
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Figure II.34: The mean value of the Jacobian at
the respective similarity measurement indices for
MI without the boundary.
Figure II.35: The mean value of the Jacobian at
the respective similarity measurement indices for
MI with the boundary.
Figure II.36: Progression of regional similarity values for GC without boundary.
Figure II.37: Progression of regional similarity values for GC with boundary.
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Figure II.38: Simulated modulus profile with 1
tumor (106 kPa).
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Figure II.39: Reconstructed modulus profile with
1 tumor.
Simulation 3: Number of Tumors Reconstructed
The ability of the algorithm to reconstruct properties in tissue with multiple tumors specified can
be seen in Figures II.38 thru II.45, where the left image is the simulated modulus distribution and
the right the reconstruction. Also the error performance can be seen in II.46. All behave smoothly.
What is unusual is that the worst reconstruction is actually the simulation with only one tumor.
Also interesting is the fact that tumor 3 is prominent in the reconstruction using three simulated
tumors, but this is not true in the reconstruction with 4 tumors. We can also see in the fourth
reconstruction that there is significant blurring between the tumor boundaries of tumors 1 and 4.
Simulation 4: Reconstruction of Near Field/Far Field Tumors
To better understand the role of tumor location in the parameter reconstruction, Figure II.47 was
used in the generation of two simulated post-compression images. One with the tumor in the
far field and the second using the near field tumor. Near and far taken in reference to the applied
deformation which was simulated from the right pushing to the left. The error profile characterizing
the optimization can be seen in Figure II.48. As expected the tumor in the near field produced the
smoother plot. However, the far field tumor actually produced a better reconstruction. A possible
explanation for this may be seen in Figures II.51 and II.52. These represent the difference in the
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Figure II.40: Simulated modulus profile with 2
tumors (106 kPa).
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Figure II.41: Reconstructed modulus profile with
2 tumors.
Figure II.42: Simulated modulus profile with 3
tumors (106 kPa).
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Figure II.43: Reconstructed modulus profile with
3 tumors.
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Figure II.44: Simulated modulus profile with 4
tumors (106 kPa).
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Figure II.45: Reconstructed modulus profile with
4 tumors.
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Figure II.46: Error profile of reconstructions with various number tumors.
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Figure II.47: Location of simulated tumors (106
kPa). One reconstruction using “Far Field” tumor
and one using “Near Field” tumor.
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Figure II.48: Error profile for far and near field
reconstructions.
deformation field produced by a homogeneous distribution and the simulated tumor distributions.
Notice that the difference in the near field deformation is distributed much more throughout the
tissue and is an order of magnitude greater than the far field deformations. This fact indicates that
the near field tumor will produce a post-compressed image more different than that produced by
the far field tumor. A result of this would perhaps be that the near field reconstruction starts farther
from the local minimum than the far field, and thus introducing greater chances for error. Also, an
extremely impressive result is that even with deformation differences being below the resolution
of a pixel the far field tumor is capable of being detected.
Simulation 5: Variations in Tumor Radius
The error plot of reconstructions with different sized tumors can be seen in II.54. All tumors were
centrally located at the location seen in Figure II.53. Their associated reconstructed parameter pro-
files are given in Figures II.55 thru II.58. Earlier it was stated that the error profile does not always
indicate a successful reconstruction. This is the case for the simulation using a 1mm sized tumor.
While its error is somewhat erratic it still performs smoothly enough to be considered an error de-
creasing reconstruction. Yet, its modulus profile is completely wrong (Figure II.55. It appears that
3mm is the smallest size that can be indicated, and at least 5mm to achieve any significant contrast.
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Figure II.49: Reconstructed modulus with simu-
lated far field tumor.
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Figure II.50: Reconstructed modulus with simu-
lated near field tumor.
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Figure II.51: Difference in deformation field due
to far field tumor.
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Figure II.52: Difference in deformatin field due
to near field tumor.
47
kPa
18
20
22
24
26
28
30
32
Figure II.53: Center point for simulated tumors.
All specified to have modulus value of 106 kPa.
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Figure II.54: Error profile for various tumor
sizes.
Not astonishing is the fact that the 10mm tumor produced the best reconstruction. Its size is on the
order of a parent element (1cm side lengths).
Another interesting note is the similarity between the deformation field in II.59 and II.51. While
both are on the same order of deformation, evidence of a tumor seems to be more apparent in II.59
(maximum deforamation of 0

18mm compared to 0

10mm). However, it results in a set of totally
inaccurate tissue properties, whereas the far-field reconstruction (Figure II.49) was able to achieve
good localization of the simulated tumor.
Simulation 6: Determination of Stiffness Resolution
The change in image similarity with respect to tumor stiffness is given on a large scale in Figure
II.61 and on a much smaller range in Figure II.62 (similarity here given on a log scale). Notice
how II.61 decreases exponentially while II.62 appears to be almost linear. Also, important is the
asymptotic nature of II.61, i.e. there is negligible difference between the 25:1 similarity and 55:1.
The behavior of II.62 is also interesting in how it appears to change in very discrete steps of
similarity.
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Figure II.55: Reconstruction with 1mm simulated
tumor.
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Figure II.56: Reconstruction with 3mm simulated
tumor.
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Figure II.57: Reconstruction with 5mm simulated
tumor.
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Figure II.58: Reconstruction with 10mm simu-
lated tumor.
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Figure II.60: Difference in deformation with a
10mm simulated tumor.
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Figure II.61: Mean similarity for tumors of different stiffnesses.
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Figure II.62: Closer view of the effect of stiffness change on similarity.
Simulation 7: Effects of Inaccurate Poisson’s Ratio
While Poisson’s ratio is not being reconstructed, it plays an important part in the performance of
the reconstruction which is evident in the error behavior given in II.63 and the modulus recon-
structions (II.64-II.67). Figure II.64 represents the ideal case where the true Poisson’s ratio and
that assumed by the model are equal. The sporadic behavior seen toward the end iterations of 3%
and 7%difference of II.63 gives clues to their poor reconstructions. Then inspection of II.66 and
II.67 are definitive illustrations of this fact. Interestingly though, is that while both the 3% and
7% reconstructions (Figures II.66 and II.67) introduced artificial areas of increased modulus, they
were still able to reconstruct values comparable to the 0% reconstruction within the region of the
tumor. This is seen in Figure II.68, which represents the mean of the reconstructed modulus values
of those elements specified as tumor in the simulated distribution.
Simulation 8: Three-Dimensional Effects
We have postulated that the model does not accurately represent the deformations being produced
in real-world data. To test this hypothesis a 3D elastic model was used to create a set of simulated
data. Figure II.71 is the difference between the 3D-model generated image and an actual post-
compression data image. Compare this to Figure II.70, which is the difference between a 2D-model
generated image and the data image. The significant fact seen here is how the 3D-model more
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Figure II.63: Error profile for inaccurate Pois-
son’s ratios.
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Figure II.66: Reconstruction with 3% difference
in Poisson’s ratios.
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Figure II.67: Reconstruction with 7% difference
in Poisson’s ratios.
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Figure II.68: Mean modulus values of elements
defining tumor produced using inaccurate Pois-
son’s ratios.
closely matches the boundary of the data image. Also, the reconstructions using the 3D simulated
data, represented by II.73 and II.74, indicate that a three-dimensional model may more closely
characterize the true deformations due to the fact that these are very similar to reconstructions seen
in actual data (Figure II.75).
Simulation 9: Evaluation of a Parallel Implementation
Significant computational time was saved through the implementation of parallel techniques. This
is evident in the Figure II.76 and Figure II.77. We can see that there is a limit to the improvement
in reconstruction time. However, we do closely follow the theoretical limit. While the specifics
to why we diverge from this limit are somewhat unclear at this time, a way to view this in a
global sense is seen in II.77 which represents the factor of improvement for a given number of
processors. Theoretically this is linear, i.e. 16 processors improve computation time by a factor of
16. Following Amdahl’s Law [72], the speedup of a process can be represented by
S
 
p   
T0
 
1  r  T0  rT0p
 (II.28)
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Figure II.69: Three-dimensional mesh used in
generating simulated data.
Figure II.70: Difference image between actual
data and 2D-model generated image.
Figure II.71: Difference image between actual
data and 3D-model generated image.
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Figure II.72: Error profile of GC and MI using
3D simulated data.
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Figure II.73: Modulus profile generated using MI
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Figure II.74: Modulus profile generated using
GC on 3D simulated data.
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Figure II.75: Reconstructed modulus parameters generated using GC and CT data.
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Figure II.76: Time of reconstruction vs. number of processors used.
where p is the number of processors, T0 is the time taken if executed on one processor, and r is a
measure of parallelization. A program is said to be “perfectly parallel” when r   1. Using a least
squares fit, a curve was fitted to the speedup data and an estimated value for r is 0.9263 for our
current code.
II.3.2 CT Reconstructions
CT Data 1: Effects of Image Blurring
Figure II.78 compares the effects of varying the kernel size when blurring. Here we see that
blurring does improve the smoothness of the error curve in later iterations, and also that the larger
kernel size, 7x7x3, appears to perform worse than the smaller 3x3x3. However, while the overall
size of the kernel does show to be of importance, what seems to be most significant is the blurring
across image slices. Evidence of this can be seen in Figure II.79. The modulus profiles seen in
II.81 and II.82 also demonstrate this fact. Another phenomenon that has been seen before is also
exhibited in II.83. An optimization whose error profile is not the most well behaved, produces a
more accurate set of modulus parameters.
It is important to note here that the true modulus values of the phantom are not known. The
intensities of these values are given in order to provide a sense of the contrast being detected. Also,
many of the reconstructions indicate increased modulus in areas other than the wooden dowel rod.
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Figure II.77: Speedup factor obtained vs. the number of processors used.
With close inspection these regions appear to correspond to the sponge material that was used to
produce image heterogeneity. Without proper material testing it is not known how these regions
actually affect the modulus distribution.
CT Data 2: Reconstructing at Various Depths
Reconstructing image slices which correspond to different depths of the phantom is an effort to help
reduce model inaccuracies. The idea being that lower depths will have fewer 3D-effects. Figure
II.86 does not support this, and comparing Figure II.87 to II.88 actually negates the assumption.
While the reconstruction using slice 15 has the most irregular error plot, again it produces the best
reconstruction.
CT Data 3: Variations in Parameter Space Resolution
Figure II.90 is the error curves for reconstructions using different parameter space resolutions. It
demonstrates that the rate of convergence increases as the number of reconstruction parameters de-
creases. This is also evident in the stiffness plots given in Figures II.91, II.92, II.93, and II.94. The
highest resolution appears to be reconstructing in the correct location, however it has not obtained
the contrast seen in II.92. Along with this, II.93 has similar contrast and spatial distribution to that
of II.92 at iteration 23 of 30. Yet by iteration 30 it has begun to diverge from reconstructing in the
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Figure II.78: Error profile of reconstructions us-
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Figure II.80: Reconstructed modulus parameters
generated using no image blurring.
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Figure II.81: Reconstructed modulus parameters
generated using a 5x5x1 image blurring kernel.
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Figure II.82: Reconstructed modulus parameters
generated using a 3x3x3 image blurring kernel.
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Figure II.83: Reconstructed modulus parameters
generated using a 7x7x3 image blurring kernel.
Figure II.84: Image similarity at first and last iteration using a 5x5x3 blurring kernel.
Figure II.85: Figure showing orientation for slice depth experiment.
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Figure II.86: Error profile using slices at different
depths within the phantom.
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Figure II.87: Reconstruction using low-depth
slice 9.
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Figure II.88: Reconstruction using mid-depth
slice 15.
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Figure II.89: Reconstruction using high-depth
slice 19.
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Figure II.90: Similarity error profile from reconstructing in parameter spaces of different resolu-
tions.
appropriate locations. This coincides with the large jumps in error seen in II.90.
II.3.3 MRI Reconstructions
MRI Data: MRI Parameter Search
Perhaps the most exciting of all the results of this study can be seen in Figure II.96. Seen here
is evidence strongly supporting the claim that this reconstruction scheme is independent from any
particular modality. The modulus profile shown here is the parameter set at the eighth iteration,
which corresponds to the lowest error value given in the plot II.95. After this the reconstruction
begins to diverge, and Figure II.97 shows this. It is important to note, however, that while this last
iteration is obviously not ideal, it did not completely deviate from the correct location. Comparing
these results to the ones seen in the CT experiments the localization of the tumor is equivalent.
However, the contrast in modulus values is not. It is not clear why this is true.
Another important point is that the parameter search found the optimal Poisson’s ratio to be
0.464 compared to 0.4635 in CT, and the range of α regularization parameters that produced valid
reconstructions was equivalent to that in CT. These are both significant in showing that these pa-
rameters appear to be phantom specific not modality.
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Figure II.94: Modulus profile using 84 parame-
ters at iteration 30 of 30.
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Figure II.95: Similarity error profile from MRI phantom reconstruction.
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II.4 Discussion
In this work we have presented an approach to elastography which is driven by the regional cal-
culation of image similarity. Both the elegance and novelty of this technique lie in the fact that
tissue properties are being reconstructed based on the information contained within a pre- and
post-compressed image set. Previous techniques, which may be considered similar to this, have
considered relative movement within images, but were confined to MRI due to the necessity of
special imaging sequences. This method, however, is in essence modality independent. Its only
requirement from the acquired data is an appropriate level of image heterogeneity, which is needed
in order to detect changes in image pattern. By casting elastography in such a way we have sig-
nificantly simplified many of the most difficult problems, such as data acquisition, associated with
the more traditional methods.
The fundamental assumption we have made in order to make this shift away from displacement-
based reconstructions is that the information needed to determine mechanical properties is con-
tained within a set of pre- and post-deformed images. It is clear from the results seen in Figures
II.18 thru II.23 that this is a reasonable assumption. What makes this point even clearer is the
fact that the simulated tumor had no defining characteristics within the images. The similarity
metrics were all operating on subtle changes in the image intensity patterns between pre and post.
They were not simply honing in on areas that were clearly distinguishable within the images. Also
impressive is that this change in pattern was detectable by all four similarity metrics used. It is
not apparently clear at this time why MI was able to achieve a higher contrast ratio than the other
metrics. One explanation maybe that MI is the most appropriate metric for detecting small changes
between images, while a metric such as GC, which operates on edges, may be able to capture more
gross movements in anatomical structures. Hence, each method may be best suited for a specific
modality or particular image pattern.
While MI did reconstruct more accurate properties than those generated by other metrics, it
was still over a 50% difference between its reconstruction and the original value of 106kPa. This
is a concern that was seen across all simulations with the best reconstruction being seen in Figure
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II.30. It is believed that this is an indication of the methods dependence upon the resolution of the
parameter space, i.e. the parent mesh resolution. The simulations were generated with tumors not
being specified directly around a reconstruction property. That is, they were defined within and
across parent elements. Further studies not presented here have shown that the contrast signifi-
cantly improves in simulation if the tumor is defined around a parent node. This suggests that it
may be necessary to implement a multi-resolution scheme or to optimize on a more refined domain.
Along with the issue of resolution, the procedure for calculating similarity has a significant
effect on the performance of the reconstruction. This was seen in Figures II.24 thru II.36. From
these we can see that inclusion of the tissue boundary in calculating similarity greatly hinders the
ability of the reconstruction. The need to exclude the boundary in order to improve performance
is not surprising. Within image registration it is generally accepted that similarity metrics should
be used only on the intersection of the two images [64], else the chances for falling into local
minimum are greatly increased. In our case this was true for both GC and MI.
With respect to the second characteristic used in calculating similarity, region size, GC and MI
appear to behave opposite of each other (Figures II.24 and II.26). Surprisingly GC was able to
produce a stable reconstruction with a number of measurements (71) below that of the unknown
parameters (74). Where as MI is consistent with what has been historically true, that inverse
problems need a ratio of roughly 2:1 between measurements and unknowns. Again the reason for
this is not readily known. This does raise a concern that parameters of the algorithm are very much
dependent upon the type of similarity metric being used. This is not necessarily bad, but it does
require further investigation into the different function spaces of the particular metrics.
The computational experiments presented in Figures II.38 thru II.46 are intended to show the
ability of the algorithm to detect multiple tumors. Figure II.45 fully demonstrates this capability,
but it also introduces two important issues. The first is the idea of shading effects. As already
mentioned tumor 3 was distinguishable in the distribution seen in II.43, yet in II.45 it could easily
be mistaken for noise. This may be an issue of the deformations being dampened out by tumor 4.
A result of this would be an insufficient change in image pattern in the area of tumor 3. A way to
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test for this would be the introduction of multiple compressions where each is being applied from
a different direction.
The second issue that arises from these results is blurring of tumor boundaries. In Figure II.41,
tumor 1 and tumor2 are disjoint and easily distinguished as two tumors. Yet, in II.45 tumor 1
and tumor 4 appear to be almost joined, but it is apparent in II.44 that this is not the case. In
this situation it is believed that both tumors 1 and 4 are influencing a common material property
located between the two. This again raises the the issue of parent mesh resolution, and how a lack
of appropriate resolution can result in reconstruction errors.
Similar to the multiple tumor test were the experiments dealing with variations in tumor lo-
cation. These results are given in Figures II.48 thru II.52. The most encouraging points of these
results are seen in Figures II.49 and II.51. The ability to reconstruct with such small differences
in deformation again supports the idea that we are optimizing using subtle differences in image
patterns. The tumor to tissue ratio is still seen to be low here. This may be due to spatial averaging
with boundary nodes (boundary nodes are pinned to be 18kPa).
We have already discussed issues dealing with parameter space resolution. Associated with
this is the idea of tumor size. The results from the tests seen in Figures II.54 thru II.58 indicate
that roughly 3mm is the lower limit in tumor size for the method. While this is important to know,
more significant are the implications that can be derived from comparing Figure II.59 and Figure
II.51. In these we see that a far field tumor of size 7mm produces deformations on the same scale
as that of the 1mm tumor. Yet the 1mm could not be reconstructed (Figure II.55). This is the
clearest example showing the importance of the parent mesh’s resolution. We also believe that the
location of the tumor relative to the reconstruction parameters plays an important role in detection
capabilities.
Already we have seen that there several factors affecting the reconstructed modulus values.
Primarily, these have dealt with issues of similarity and mesh attributes. Also important are the
limitations associated with the plain-strain model. In our attempts to uncover these, we have
focused on three aspects - tumor stiffness resolution, Poisson’s ratio, and three-dimensional effects.
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The results from the stiffness resolution experiments (II.61-II.62) introduce an interesting point
that is not completely obvious; there is both an upper and lower threshold for relative differences
in modulus at which similarity can be detected. This by itself is not necessarily provoking. What
is, though, is that these thresholds are a result of both machine tolerance and image noise. The
first becomes an issue when changes in similarity are below that which can be represented by the
computer. This value can be determined. Image noise comes into play when changes in similarity
are below the level of noise between the two images. A way of determining this may not be readily
available. Therefore, this is a limiting factor. However, the literature has shown that differences
in modulus values between healthy and cancerous tissue should be sufficiently above this level of
noise.
The simulations which varied Poisson’s ratio from its true value (see Figures II.63-II.68) in-
dicate that reconstructions are sensitive to this value. Previous studies have shown that Poisson’s
ratio has a large influence on how well the boundary matches between the data and model gener-
ated image. Large differences obviously produce larger mismatches. This is significant due to the
evidence shown by the Figures II.28 and II.29, which demonstrate how boundary information can
have a significant impact on the reconstruction. It appears that differences on the order of 0.01, and
greater, significantly hinder parameter estimation. Such high sensitivity will no doubt be an issue
especially when considering clinical application. Exactly how we should approach this problem is
not yet certain.
Knowing the importance that the boundary can play in the reconstruction, the results seen
in Figures II.70 and II.71 give convincing evidence that three-dimensional effects are signficiant.
First we notice that the 3D-generated image more closely matches the data image than the 2D
image. Also, given the similarity between II.74 and II.75 it is very reasonable that the 3D model is
more closely representing the deformations being produced. This strongly suggests that perhaps a
three-dimensional elastic model should be implemented.
Without the speed improvements seen in Figures II.76 II.77 the degree to which this method has
been evaluated would not have been possible. However, it can be clearly seen that we are quickly
67
deviating from the theoretical improvements. To improve this, restructuring of the code will be
necessary. Currently, slave processors are only used in the construction of the Jacobian matrix.
This creates a significant amount of idle time on these processors. With proper implementation
this time could be used for other tasks, such as inversion of the Hessian matrix.
Considering the results from the CT data, Figures II.78 thru II.94, we see that there are a num-
ber of factors which can improve or worsen the reconstruction. The procedure that appears to have
given the most improvement is image blurring. The best of these recontructions is seen in Figure
II.83. This implies that the function space is extremely noisy. Such an issue is common among all
elastography techniques. Along with this, we see in II.79, II.81, and II.82 that across slice averag-
ing seems to have the greatest effect. An explanation for this is that across slice smoothing maybe
helping to account for 3D-effects.
Within the data, three-dimensional inaccuracies appear to be very significant. To help account
for this issue we proposed that reconstructions using slices from lower depths would be less influ-
enced by the problem. However, we found that the middle slice, slice number 15, actually produced
the most accurate results (II.88). This may be the optimial location due to three-dimensional ef-
fects actually being at a minimum at this position. A possible explanation for this is that strains in
the z and  z directions are canceling each other.
We believe that parent mesh resolution plays an important part in determining the ability of the
algorithm to reconstruct appropriate modulus values. It was initially assumed that this technique
would be similar to other inverse problems concerning resolution. Generally, inverse problems
are required to operate in parameter spaces that are resolution limited by the number of measure-
ments. Yet, amazingly, we were able produce a reasonable reconstruction using 379 properties,
Figure II.91. We do not fully understand the implications of making internal measurements using
similarity. Most inverse problems are primarily based on boundary data (which is the primary
origin of the 2:1 ratio of data to the number of properties).
An important issue that became apparent, but was not a specific focus of any particular set
of experiments, is divergence of the reconstruction. An example of this can be seen in the MRI
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reconstruction (II.95 and II.96). An explanation for why the algorithm appears to be optimizing
is that we are using Newton-Raphson. This is a root finding technique. We are not guaranteed to
be reconstructing toward a minimum, much less the global minimum. Our assumption is that the
initial guess is sufficiently close to the minimum. This is not necessarily true and techniques such
as simulated annealing may need to be implemented.
Out of all experiments presented, the results seen in Figures II.95 and II.96 most clearly demon-
strate the ability of similarity-based elastography to be modality independent. While the modulus
values are not on the same scale as CT, the comparable localization is very exciting. Also promis-
ing, is the fact that the Poisson’s ratio and the α regularization parameter are relatively close to
those values used in CT, which show a dependence to the phantom rather than the modality. From
this it is reasonable to assume that a general set of parameters can be found for clinical application.
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CHAPTER III
CONCLUSIONS and FUTURE WORK
The results of this thesis show Similarity-Based Elastography to be a realistic goal for the
clinical setting. While there are a number of issues that must first be overcome, these preliminary
results clearly indicate that tissue parameters can be encoded within a set of images. Along with
this is the idea that the encoding can be considered independent of the imaging modality. The
reconstructions both in CT and MRI (Figures II.83 and II.96) strongly supports this claim.
Even though the results presented here are very promising, they have also indicated several
shortcomings. These problems will be the focus of future work. For example, we know the model
is inappropriate and does not fully represent the physics involved. Unfortunately, in order to pro-
vide adquate differences between pre- and post-compression images, this technique requires de-
formations that violate 2D small strain theory. To account for this a pseudo 3D model is being
developed. The computational cost of the current method makes a full three-dimensional problem
unfeasible. Therefore, rather than doing this, we are developing a model that is able to integrate
3D displacements into a 2D reconstruction technique.
The results also indicated that the method is very much dependent on an accurate value for
Poisson’s ratio. This has also been evident in the parameter searches that we have done. Not all
have been presented. This is perhaps an unnecessary expense. A way to circumvent this tedious,
time consuming task is to add Poisson’s ratio as a parameter to be reconstructed. A question that
will need to be answered when doing this is whether it should vary spatially or be considered a
global parameter.
Speaking of computational cost, the parallelization of the code is a very initial attempt. Much
more elegant techniques can be used to improve the speed of the program. For example PETSc
[73], a parallel linear solving package, could be implemented to enhance performance of matrix
inversion. Also, while significant efforts have been made to optimize the sequential portions of the
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program, there is, without doubt, portions that can be further improved.
One issue that is secondary to the algorithm but essential for the continuation of this work, is
the ability to do material testing of the phantoms. The goals for similarity-based elastography are
both detection and diagnosis. Diagnosis is dependent upon at least being able to detect accurate
contrasts within tissue if not true modulus values. The modulus reconstructions from the phantom
data presented here provide the values of the parameters only to demonstrate the contrast of the
image. We do not know the true values.
The image similarity based technique presented in this paper illustrates an alternative to displacement-
based methods of elastography. While the dynamics between the distribution of tissue properties
and the encoding of this information within the images is not yet fully understood, the results
shown here indicate that image similarity can be a viable option for elasticity imaging. Given
that this method relies solely on image intensity heterogeneity, the procedure has been cast as a
modality independent elastography method. This fact makes this technique a truly novel approach
to tissue property imaging. The potential for such a technique provides many exciting possibilities
for future work and warrants more extensive research in model-based elasticity image reconstruc-
tion techniques.
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