I. INTRODUCTION
Advancements in robot design and supporting technologies such as computer vision and speech recognition increasingly enable robots to interact with humans in a robust and natural manner. These interaction capabilities place new expectations on robots to correctly produce and interpret social behaviors that humans use in face-to-face communication. One of the most salient behaviors that this type of interaction involves is gaze. Current research on gaze in robotics is informed by a history of research in psychology and related fields and primarily comprised of work from the burgeoning fields of human-robot interaction and social robotics. The exploration of the role of gaze in human-robot communication is the topic of this special issue. Various approaches toward a better understanding of how to utilize the human predisposition for interpreting social cues transmitted via gaze to build better social robots are illustrated in the articles presented.
A. Gaze in human communication
Eye gaze is one of the most important non-verbal cues helping humans to understand the intention of other social agents. Compared with the eyes of non-human primate species, human eyes are very visible due to a strong contrast between the sclera and the iris [1, 2] . This makes it possible to easily recognize gaze direction and hints at the evolution of a new function of the human eye in close range social interactions as an additional source of information about the intention of a potential interaction partner [3] . Human children start to use this additional information obtained from eye movements of their caregivers from an age of 10 month and are able to follow the eye gaze of the others by the age of 12 month [4] .
Especially during cooperative social interactions, humans rely heavily on eye gaze information to achieve a common goal. The importance of this information becomes evident when it is inaccessible for one of the interacting agents. Humans with autism spectrum condition have immense difficulties in understanding the intentions of others, which could be inferred from information contained in the eye region of the others face due to the avoidance of direct eye contact [5, 6] . The movements of our eyes also signal relevant emotional states, enabling us to interact empathically [7] . The absence of contingent eye gaze creates an eerie feeling and makes humans feel uncomfortable in social situations.
For most social interactions it is essential to coordinate one's behavior with one or more interaction partners. It is therefore not only necessary to transmit information, but also to jointly regulate eye contact in a continuous ongoing process with one another, known as mutual gaze [8] . Being able to interact with others in this fashion is of great social importance from an early developmental stage and seems to be the basis of and precursor to more complex gaze behaviors such as visual joint attention [9] . Gaze is also important for face-to-face communication. It is a component of turn-taking "protoconversations" between infants and caregivers that set the stage for language learning [10] and is known to play a role in regulating conversational turn-taking in adults [11, 12] .
Gaze interaction in the field of psychology is traditionally analyzed using manual coding of video data. However, researchers in robotics and related fields are increasingly using new technologies such as gaze-tracking systems to automatically analyze gaze interaction at a granularity that would be difficult or impossible using manual video coding [13, 14] .
B. Gaze in human-agent interaction
Gaze has been an increasingly studied topic in human-robot interaction in recent years. So much so that it is impossible to give an overview of this body of research here in this brief introduction. We believe this influx in gaze-related HRI research is due to the field's recognition of the fundamental role of gaze in "face-to-face" embodied interactions. Much of this research has investigates how manipulating a robot's gaze behavior influences a person's impressions of the robot as well as of the interaction and their role in it. Mutlu's work on the impact of robot gaze on participant "footing" in multiparty conversation is an influential example of these types of HRI studies [15] .
Prior to most of the work on gaze in HRI, gaze has been studied in the context of interaction with Embodied Conversational Agents (ECA) [16] . In order to produce gaze behaviors for conversational agents, the communicative gaze behaviors of humans during conversation are analyzed and modelled [17] . While there are important differences between interactions with computer agents and with physical robots, researchers in HRI can benefit from the knowledge gained in this research area.
C. Gaze and human-robot communication
This Special Issue was inspired by a series of workshops on gaze and human-robot interaction co-organized by the editors. The first of the two workshops, held at the ACM/IEEE Conference on Human-Robot Interaction (HRI) 2012, focused on the topic of gaze in human and human-robot interaction. Gaze was rapidly growing in popularity as a research topic in the field at this time. The second gaze workshop at HRI focused on gaze and speech interaction and the importance of these tightly coupled behaviors for face-to-face communication. Many of the papers in this Special Issue were invited based on the authors' submissions to these workshops. The papers included deal with various functions of human and robot gaze and on the role of gaze in communication between humans and robots. This diverse and interesting collection of articles is representative of the state of the art in research on gaze in human-robot interaction.
II. THE SPECIAL ISSUE
Common themes in the articles of this Special Issue include 1) experimental investigation of human responses to robot gaze, 2) investigation of the impact of coordinating gaze acts with speech, and 3) development of hardware and software technologies for enabling robot gaze.
We begin the Special Issue with a short article on an experiment investigating the social impact of robot gaze by Shiomi, Nakagawa, and Hagita. In this research report, the authors investigate the effect of changes in a robot's gaze direction immediately after a mistake on humans' feelings about the robot. They use questionnaire-based interviews to identify a set of common gaze behaviors that people engage in after making a mistake. They then implement these behaviors for a robot during a short interaction task with a human. Post-interaction questionnaires determined that people felt that the robot was most apologetic and friendliest when it looked toward the human after a mistake, as opposed to the gaze aversion behavior that the questionnaire responses reported when people were asked about their behavior when they accepted responsibility for a mistake.
The next article by Sciutti et al. compares human gaze following of robot action to gaze following of human action and explores what the similarities may tell us about how robot action is understood by observers. This article describes an experiment where human gaze is measured in order to infer the mental processes activated when people witness robot action. The authors introduce how anticipatory gaze can be interpreted as evidence of motor resonance of the mirror neuron system when humans observe the actions of other humans and propose that the presence of anticipatory gaze when humans observe the same type of actions by humanoid robots may indicate that the same mental processes are at work. Experiment participants watched a grasp and transport action performed both by a human and by a humanoid robot. The anticipatory gaze to the object's goal location in both conditions was highly correlated. These results suggest that people unconsciously attribute intentionality to the robot's actions and process its motion similarly to how they process human action.
The next two articles address our second theme, analyzing interactions with robots that coordinate their gaze behavior with speech and exploring the impact of the coupling of verbal and non-verbal behavior. In the article by Okumura et al., the impact of combining robot gaze with speech is investigated in an infant word-learning task. In the experiments described, infants interacted with a robot, which used different amounts and types of verbalizations in coordination with its gaze while presenting novel objects. Verbalizations led infants to gaze longer at cued objects and additional results suggest that previously cued objects were recognized as more familiar in the condition with the most accompanying verbalizations. A follow-up study investigated whether nonlanguage-based coordinated sound cues would also produce these effects. The sound cues did not produce an effect on infant gaze behavior. The authors suggest that verbalizations coordinated with gaze may be recognized by infants as communicative acts, causing the infants to attribute intentionality to the robot and changing how they process and respond to its gaze cues.
Yamazaki et al. analyze multiparty human-robot interaction in cross-cultural settings. Groups of native Japanese and English speakers played a quiz game with robot that used the same non-verbal behaviors coordinated with significant speech events in each language. The robot's behaviors were designed based on ethnographic research conducted in Japan and the US on strategies expert tour guides use to engage visitors. Their video analysis focuses on question-response sequences in the interactions and is based on detailed transcription of verbal and nonverbal behavior by the humans and the robot. Their results show more gaze shifts and nodding by English speakers. The increased nodding is the opposite result found in comparisons of Japanese and English speakers in analysis of human-human interaction, where Japanese speakers have been found to nod more frequently. They also found that the coordination of gaze and the placement of keywords in an utterance has an impact on the success of that utterance in eliciting a response. These results highlight the importance of considering cultural expectations and language-specific differences in designing robot behavior for face-toface interaction with people of different cultures.
The final three papers of this Special Issue address technical approaches to enabling robot gaze. The next two articles evaluate autonomous robot gaze controllers during interactions with humans. Xu, Zhang, and Yu explore an interaction between a human and multiple robots. Their article compares the impact of different gaze behavior strategies by groups of robot learners on the gaze behavior of a human teacher. In the experimental task, a human teacher teaches object names to a pair of robots. In both of the two conditions, one of the robots in the pair exhibits the same gaze policy, following the gaze of the human to relevant objects and returning gaze. In each condition, the other robot's behavior differs when the human's attention is focused on the default gaze policy robot. In the active case, the other robot looks to the human when the human attends to that robot, and in the passive case the other robot also looks at that robot when the human is attending to it. Gaze frequency and duration to the robots and objects during the interaction were measured. People modified their behavior based on the different cooperative gaze behaviors of the robot pairs. They looked at the passive gaze robot significantly less than the other robots and looked more at the active gaze robot during naming events. They also produced more utterances during the active gaze condition. These results suggest that the robots in that active gazing condition may have had more learning opportunities than the pair in the passive gaze condition.
Mohammad and Nishida present a machine learning-based approach to producing robot gaze controllers for interaction. Their article describes and evaluates a robot gaze controller that is learned directly from human gaze data rather than designed by hand. In the unsupervised, hierarchical learning method described, a set of gaze patterns are first identified and then a controller is learned which switches among these patterns. The controller was learned using a data set from a human listening to an explanation of a novel object and evaluated in a similar interaction in which a robot played the role of the listener. Particularly interesting is that most of the learned patterns corresponded to socially meaningful gaze actions without the system making use of any modeling or design based on theories of gaze behavior. The controller was evaluated in comparison with a controller that was learned in a supervised manner with its structure designed in order to produce natural, human-like gaze behavior. Experiment participants watched and evaluated videos of humans interacting with robots driven by the different controllers. The controller from the unsupervised approach was judged to be more natural, more human-like, and to be more comfortable for the robot's human partner. These results demonstrate that data-driven approaches can be an effective alternative to design-based approaches that implement controllers based on theories of gaze behavior.
The final article of the Special Issue concerns the design and evaluation of novel hardware for enabling robot gaze. Onuki et al.'s article describes a series of experiments conducted to identify good design features for the eyes of service robots to achieve a pleasing appearance and better gaze communication with people. They manipulated the shape of the eyes (from flat to round) and the size of the irises (from small to large) using a pair of rear-projected eyes, producing nine robot eye designs based on these combinations of features. They then evaluated people's impressions of the friendliness of the eye designs. Designs with a rounder eye shape and larger irises were rated as friendlier. The designs were also compared based on how easy it was for humans to identify the gaze target by observing the eyes. Round eyes with large irises were also found to produce the most legible gaze. An additional experiment compared gazes that dynamically shifted to the gaze target versus static gaze at a target. People were more able to accurately judge the direction of dynamic gaze. Based on the results of these studies, the most positively evaluated design (round eyes with large irises) was installed in a mobile robot and these projection-based eyes were compared to mechanical eyes. This experiment found that the eyes using projection were judged similarly to the mechanical eyes, though people reported that they found the projected eyes more expressive. The ability of the rear-projected eyes to support the experimental comparison of so many designs demonstrates the flexibility of this technology for manipulating gaze appearance.
These papers are an excellent representation of the depth and breadth of work on gaze in the fields of HRI and social robotics. They highlight the interdisciplinary nature of this body of research, drawing on diverse techniques from conversational analysis to machine learning in order to analyze and enable human-robot gaze communication. We would like to thank all of the authors for their strong submissions and hope that readers find these articles as interesting and thought-provoking as we do.
