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Abstract
In this paper we introduce new normal completion problems that are directly related to
the separability problem in quantum information. In fact we show that generically the N × M
separability problem may be reduced in dimension via a multi-matrix normal completion prob-
lem. Specifying the result for the 2 × M separability problem yields the equivalence to a
normal completion problem that is a variation of the one introduced by P. Halmos. In addition,
upper bounds on the number of states in a separable representation are given in terms of the
normal completions.
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1. Introduction
Given positive integers N1, . . . , Nd , the N1 × · · ·Nd separability problem asks
whether a complex positive definite matrix of size (
∏d
i=1 Ni) × (
∏d
i=1 Ni) lies in
the cone generated by matrices
Q1 ⊗ · · · ⊗ Qd,
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where Qi is a Ni × Ni positive semidefinite matrix (notation: Qi  0) and ⊗ denotes
the Kronecker product. In this paper we focus on the N × M case. In that case we
are concerned with matricesA11 . . . A1N... ...
AN1 . . . ANN
  0, (1.1)
where Aij are M × M matrices. The N × M separability problem asks when we can
write (1.1) as
K∑
i=1
Q1i ⊗ Q2i , (1.2)
where K is some positive integer, and Q1i and Q2i are positive semidefinite matrices
of size N × N and M × M , respectively. If this is possible, we say that the matrix
(1.1) is N × M separable. In case of separability one may always choose Q1i and
Q2i to be of rank one, and we refer to K as the number of states in the separable
representation (1.2).
It is well known (see [10]) that if (1.1) is separable it should pass the Peres test,
which means that the partial transpose of (1.1) is positive semidefinite, i.e.,A11 . . . AN1... ...
A1N . . . ANN
  0, (1.3)
or, equivalently,A
T
11 . . . A
T
1N
...
...
ATN1 . . . A
T
NN
  0, (1.4)
where ‘T’ denotes the transpose. In case when (N,M) = (2, 3) or (N,M) = (3, 3),
passing the Peres test is also sufficient for being separable while for N  2, M  4
it is not (see [8,9]). A more elaborate discussion of the separability problem, as well
as related problems, may for instance be found in [11] and references therein.
In this paper we show that when A11 is positive definite, N × M separabili-
ty of (1.1) may via a multi-matrix normal completion problem be reduced to a
(N − 1) × M separability problem. The precise statement is in Theorem 2.1. In
particular, we will show that 2 × M separability reduces to a new type of normal
completion problem.
Before arriving at the normal completion problem that we will encounter, let us
describe two normal completion problems that were introduced earlier. Paul Hal-
mos [7] introduced the following problem: given is a partial n × n matrix of which
the first k rows are prescribed. Under what conditions can we complete the matrix
(choose values for the unknown entries) so that the completed matrix is normal (i.e.,
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commutes with its conjugate transpose)? In other words, given a k × k matrix P
and a k × (n − k) matrix Q, when do there exist (n − k) × k and (n − k) × (n − k)
matrices R and S, so that(
P Q
R S
)
(1.5)
is normal? If (1.5) is normal, we have that PP ∗ + QQ∗ = P ∗P + R∗R, and thus
for a normal completion to exist it is necessary that
PP ∗ + QQ∗ − P ∗P  0. (1.6)
It was observed in [7] that for k  3 and n  6, condition (1.6) is not sufficient
for the existence of a normal completion. Following a question of Halmos, it was
shown in [3] that when k = 2 and n = 4, condition (1.6) implies the existence of
a normal completion. Inspired by the above problem, the current author introduced
the following variation in [12]. Given is a square matrix T , what is the smallest size
normal matrix W that has T as its upper left block? In other words, what is the
smallest size normal matrix W of the form
W =
(
T W12
W21 W22
)
? (1.7)
It is not hard to check that an upper bound for the size of W is given by
size of T + rank (‖T ‖2I − T ∗T ),
where ‖T ‖ denotes the spectral norm. In [12, Theorem 5.6] a smaller upper bound
was given. It is still an open question whether this bound is precise.
We will show that the 2 × M separability problem reduces to a variation of the
above normal completion problem. In this variation a normal matrix (1.7) is sought in
which in addition we require that Z − W12W ∗12  0, where Z is a prescribed positive
semidefinite matrix. When one is interested in minimizing the number of states in the
separable representation, the size of the matrix W plays a role as well.
This paper is organized as follows. In Section 2 we connect the N × M sepa-
rability problem in the case when A11 is positive definite to a multi-matrix normal
completion problem along with a (N − 1) × M separability problem. In Section 3
we show that 2 × M separability is equivalent to a normal completion problem.
2. Reduction of generic N × M separability to (N − 1) × M separability
In this section we give the following characterization of N × M separability of
(1.1) in case that A11 > 0 (i.e., A11 is positive definite). For a positive semi-definite
A we denote by A 12 its positive semidefinite square root, and in case A > 0 we
abbreviate A− 12 := (A 12 )−1.
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Theorem 2.1. Suppose that M × M matrices Aij , i, j = 1, . . . , N are given so
that A11 > 0 and (1.1) and (1.3) hold. Then (1.1) is N × M separable, if and only
if there exist commuting normal matrices R2, . . . , RN that are of the form
Ri =
(
A
− 12
11 A1iA
− 12
11 Si∗ ∗
)
, i = 2, . . . , N, (2.1)
so that
T := (Aij )Ni,j=2 −
(
A1iA
−1
11 A
∗
1j + A
1
2 SiS
∗
j A
1
2
)N
i,j=2 (2.2)
is (N − 1) × M separable. The minimal number of states of (1.1) is bounded above
by
size R2 + the minimal number of states of T . (2.3)
Proof. Suppose (1.1) and (1.3) hold, and that A11 > 0. By multiplying (1.1) on the
left and right with IN ⊗ A−
1
2
11 , which does not affect the question of separability, we
may without loss of generality assume that A11 = IM .
Suppose now that (1.1) with A11 = I is N × M separable. Let xi ∈ CN and yi ∈
CM be so that
(Aij )
N
i,j=1 =
K∑
i=1
xix
∗
i ⊗ yiy∗i .
Since for µ ∈ C \ {0} we have that xix∗i ⊗ yiy∗i = ( 1µxi)( 1µx∗i ) ⊗ (µyi)(µyi)∗, we
may always normalize xi so that it’s first nonzero entry is 1. Thus we may assume
that xi =
(
1 x2i · · · xNi
)T
or xi =
(
0 ∗)T. In other words, we may write
(with possibly other xi , yi)
(Aij )
N
i,j=1 =
K1∑
i=1
xix
∗
i ⊗ yiy∗i +
K2∑
i=1
wiw
∗
i ⊗ ziz∗i ,
where xi =
(
1 x2i · · · xNi
)T
, i = 1, . . . , K1, and wi =
(
0 w˜Ti
)T
, i = 1, . . . ,
K2, where w˜i ∈ CN−1. Let Y =
(
y1 · · · yK1
)
and Nj = diag(xji)K1i=1, j = 2, . . . ,
N . Putting N1 = I , we have that
(Aij )
N
i,j=1 = (YNiN∗j Y ∗)Ni,j=1 +
(
0 0
0
∑K2
i=1 w˜iw˜∗i ⊗ ziz∗i
)
. (2.4)
Since Y is a coisometry, we may choose V so that
(
Y
V
)
is unitary (e.g., V = (I −
Y ∗Y ) 12 ). Put
Ri =
(
Y
V
)
N∗i
(
Y ∗ V ∗
) = ( A1i YN∗i V ∗
VN∗i Y ∗ VN∗i V ∗
)
, i = 1, . . . , N
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and Si = YN∗i V ∗. Then Ri is normal, and RiRj = RjRi for all i and j , showing the
existence of the commuting normal matrices R2, . . . , RN . Moreover,
RiR
∗
j =
(
Y
V
)
N∗i Nj
(
Y ∗ V ∗
) = (YN∗i NjY ∗ YN∗i NjV ∗
VN∗i NjY ∗ VN∗i NjV ∗
)
=
(
A1iA
∗
1j + SiS∗j ∗
∗ ∗
)
.
Thus by (2.7),
(Aij )
N
i,j=2 = (A1iA∗1j + SiS∗j )Ni,j=2 +
K2∑
i=1
w˜iw˜
∗
i ⊗ ziz∗i .
This proves that T in (2.2) is (N − 1) × M separable.
Conversely, suppose that
Ri =
(
A1i Si
∗ ∗
)
, i = 2, . . . , N
are K × K commuting normals so that (2.2) is (N − 1) × M separable. Since the
Ri’s are commuting, they have common eigenvectors, and thus we may write
Ri =
(
Y
V
)
Ni
(
Y ∗ V ∗
)
with Y of size M × K ,
(
Y
V
)
unitary, and Ni = diag(xij )Ki,j=1 diagonal. Put N1 =
IK = R1 and S1 = 0. Note that(
Y
V
)
NiN
∗
j
(
Y ∗ V ∗
) = RiR∗j = (A1iA∗1j + SiS∗j ∗∗ ∗
)
, i, j = 1, . . . , N
and thus A1iA∗1j + SiS∗j = YNiN∗j Y ∗. Let now xi =
(
1 x2i · · · xNi
)T
, i =
1, . . . , K , and write Y = (y1 · · · yK). Then
(A1iA
∗
1j + SiS∗j )Ni,j=1 =
K∑
j=1
xjx
∗
j ⊗ yjy∗j
is N × M separable. Since (2.2) is (N − 1) × M separable, we may write
T =
L∑
j=1
w˜iw˜
∗
i ⊗ ziz∗i ,
where w˜i ∈ CN−1, zi ∈ CM and L is as small as possible. Put wi =
(
0
w˜i
)
∈ CN ,
i = 1, . . . , L. Then
(Aij )
N
i,j=1 =
K∑
j=1
xjx
∗
j ⊗ yjy∗j +
L∑
j=1
wiw
∗
i ⊗ ziz∗i
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is N × M separable. Moreover, the number of states in this representation equals
(2.3). This proves the result. 
The above result allows one to take results from one area and obtain a possi-
bly new result in the other area. As the separability problem has been more exten-
sively studied than the normal completion problem, it is natural that results on the
separability problem leads to new results of normal completions. One such is the
following.
Theorem 2.2. Let matrices T1, . . . , TN be given M × M matrices. There exist com-
muting normal matrices Ri, i = 1, . . . , N , that are of the form
Ri =
(
Ti Si
Ui Vi
)
, i = 1, . . . , N (2.5)
for some matrices Si, Ui and Vi, i = 1, . . . , N . The smallest possible size of the
matrices Ri is bounded above by the minimal number of states in a separable rep-
resentation of T = (Tj−i )Ni,j=0 where T0 = µI, µ > 0, is so that T  0. We use the
convention that T−i = T ∗i , i = 1, . . . , n. In addition, the matrices Si may be chosen
so that
(Tj−i )Ni,j=1 −
1
µ
(TiT
∗
j + SiS∗j )Ni,j=1  0. (2.6)
Proof. Let µ > 0 be so that T = (Tj−i )Ni,j=0  0. By Theorem 1 in [5] (see also [6,
Corollary to Proposition 1]) we have that T is (N + 1) × M separable. Let
1
µ
T =
K1∑
i=1
xix
∗
i ⊗ yiy∗i +
K2∑
i=1
wiw
∗
i ⊗ ziz∗i
be a separable representation with xi = (1 x1i · · · xNi)T, i = 1, . . . , K1, and wi =(
0 w˜Ti
)T
, i = 1, . . . , K2, where w˜i ∈ CN . That the representation may always be
chosen in this way is easy to see (see the proof of Theorem 2.1 for an explanation).
Let Y = (y1 · · · yK1) and Nj = diag(xji)K1i=1, j = 1, . . . , N . Putting N0 = I , we
have that
1
µ
T = (YNiN∗j Y ∗)Ni,j=1 +
(
0 0
0
∑K2
i=1 w˜iw˜∗i ⊗ ziz∗i
)
. (2.7)
Since Y is a coisometry, we may choose V so that
(
Y
V
)
is unitary (e.g., V =
(I − Y ∗Y ) 12 ). Put
Ri = µ
(
Y
V
)
N∗i
(
Y ∗ V ∗
) = ( A1i YN∗i V ∗
VN∗i Y ∗ VN∗i V ∗
)
, i = 1, . . . , N.
Then Ri is normal, and RiRj = RjRi for all i and j , showing the existence of the
commuting normal matrices R1, . . . , RN . In addition, the size of Ri is K1 which is
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less than or equal to K , the number of states in the representation of 1
µ
T . Finally, the
choice Si = µYN∗i V ∗ yields by Theorem 2.1 that (Tj−i )Ni,j=1 − 1µ(TiT ∗j + SiS∗j )
is N × M separable, and thus in particular, positive semidefinite. This yields the
result. 
3. 2 × M separability
Specifying the result in the previous section to the case N = 2, we will see that
the 2 × M separability problem reduces to a normal completion problem. In this case
we are concerned with matrices(
A B
B∗ C
)
 0. (3.1)
The Peres test concerns checking that(
A B∗
B C
)
 0. (3.2)
We first reduce the problem to the case when A = I .
We will use the Loewner order which is a partial order for Hermitian matrices,
defined by A  B if and only if A − B  0. Recall that if C : Cn → Cn is a positive
semidefinite linear operator and H is a subspace of Cn, then the Schur comple-
ment of C with respect to H is the largest (in the Loewner order sense) positive
semidefinite operator S on the orthogonal complementH⊥ ofH so that
C − PH⊥SP ∗H⊥  0, (3.3)
where PH⊥ : Cn →H⊥ is the projection of Cn ontoH⊥ alongH. In other words,
S is the Schur complement of C with respect toH if (3.3) holds, and if for a positive
semidefinite S2 :H⊥ →H⊥ we have
C − PH⊥S2P ∗H⊥  0,
then S  S2. The existence of a Schur complement along with several of its proper-
ties may be found, for instance, in [1]. A useful formula for the Schur complement
is given as follows. If
C =
(
C11 C12
C21 C22
)
:
H
⊕
H⊥
→
H
⊕
H⊥
,
then the Schur complement of C with respect toH is given by
S = C22 − C21C(−1)11 C12,
where C(−1)11 denotes the Moore-Penrose inverse of C11. For a positive semi-definite
A we abbreviate A(− 12 ) := (A 12 )(−1).
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Proposition 3.1. Let A, B and C be M × M matrices so that (3.1) and (3.2) hold.
Let H = ker A ⊆ CM, S be the Schur complement of A with respect to H, and
P : CM →H⊥ the orthogonal projection ontoH⊥ = Im A. Then(
A B
B∗ C
)
 0 (3.4)
is 2 × M separable if and only if(
IH⊥ PA
(− 12 )BA(− 12 )P ∗
PA(− 12 )B∗A(− 12 )P ∗ PA(− 12 )SA(− 12 )P ∗
)
 0 (3.5)
is 2 × dimH⊥ separable. Here IH⊥ denotes the identity operator onH.
Proof. Let H = ker A and decompose A = (Aij )2i,j=1, B = (Bij )2i,j=1, and C =
(Cij )
2
i,j=1 with respect to the decompositionH⊕H⊥. Then by (3.1) and (3.2) we
have that A11, A12, A21, B11, B12 and B21 are all zero. Thus
(
A B
B∗ C
)
=

0 0 0 0
0 A22 0 B22
0 0 C11 C12
0 B∗22 C21 C22
 . (3.6)
Let now
Q =
(
I 0
−C21C(−1)11 I
)
.
Then
(
QAQ∗ QBQ∗
QB∗Q∗ QCQ∗
)
=

0 0 0 0
0 A22 0 B22
0 0 C11 0
0 B∗22 0 C22 − C21C(−1)11 C12
 . (3.7)
It is an elementary fact that, due to the invertibility of Q, (3.6) is separable if and
only if (3.7) is. In addition, we claim that (3.7) is separable if and only if(
A22 B22
B∗22 C22 − C21C(−1)11 C12
)
(3.8)
is. Indeed, if (3.7) is written as ∑Ki=1 Q1i ⊗ Q2i , with Q1i  0 and Q2i  0, then
(3.8) equals ∑Ki=1 Q1i ⊗ PQ2iP ∗. Conversely, if (3.8) is written as ∑Ki=1 Q1i ⊗
Q2i , then (3.7) equals
K∑
i=1
Q1i ⊗ P ∗Q2iP +
(
0 0
0 1
)
⊗
(
C11 0
0 0
)
.
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Finally, as A−
1
2
22 is invertible onH
⊥
, we get that (3.8) is separable if and only if IH⊥ A− 1222 B22A− 1222
A
− 12
22 B
∗
22A
− 12
22 A
− 12
22 (C22 − C21C(−1)11 C12)A
− 12
22

is separable. Since this latter matrix equals (3.5) we are done. 
Specifying Theorem 2.1 to the case at hand yields the following.
Theorem 3.2. Let Q, ∈ CM×M be so that(
I Q
Q∗ 
)
 0,
(
I Q∗
Q 
)
 0. (3.9)
Then (
I Q
Q∗ 
)
(3.10)
is separable if and only if there exists a normal matrix
R =
(
Q S
∗ ∗
)
so that SS∗  − QQ∗. In that case, the minimal number of states in a separable
representation of (3.10) is at most
size R + rank (− QQ∗ − SS∗). (3.11)
Proof. Note that T is 1 × M separable if and only if T  0. Moreover, the minimal
number of states of a separable representation of T equals rank T . Now the result is
a direct corollary of Theorem 2.1. 
The statement that (3.10) is separable when (3.9) holds and Q is normal appears
in [5, Proposition 1].
In the special case that  commutes with Q a normal completion of(
Q (− QQ∗) 12
? ?
)
can easily be given.
Proposition 3.3. Let Q and  be M × M matrices so that Q = Q and(
I Q
Q∗ 
)
 0,
(
I Q∗
Q 
)
 0. (3.12)
Then (
Q (− QQ∗) 12
(− Q∗Q) 12 −Q∗
)
(3.13)
is normal.
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Proof. Since Q = Q and  is Hermitian, we get by taking adjoints that Q∗ =
Q∗. Moreover, since Q(− Q∗Q) = (− QQ∗)Q, we get by functional calcu-
lus that
Q(− Q∗Q) 12 = (− QQ∗) 12 Q.
Similarly (or by taking adjoints),
Q∗(− QQ∗) 12 = (− Q∗Q) 12 Q∗.
It is now straightforward to check that (3.13) is normal. 
It should be noted that when  = I the matrix in (3.13) is the well-known Julia
operator (see, e.g., [2, Proposition IV.1.4]).
Corollary 3.4. Let Q and  be M × M matrices so that Q = Q and (3.12)
holds. Then(
I Q
Q∗ 
)
is separable. In this case a separable representation can be chosen with at most 2M
states.
Proof. Combine Proposition 3.3 and Theorem 3.2, where we choose S =
(− QQ∗) 12 . 
One may also use the relation between separability and the normal completion
problem to obtain new results regarding normal completions.
Corollary 3.5. Let M  3, and let Q and  be M × M matrices so that
− QQ∗  0 and − Q∗Q  0. Then there exists a normal matrix of the form(
Q S
∗ ∗
)
,
where SS∗  − QQ∗.
Proof. Consider the matrices (3.9), which are both positive semidefinite. By
Theorem 3 in [8] it follows that (3.10) is separable. Now Theorem 3.2 yields the
result. 
Note that when M  2 one may in fact choose S = (I − QQ∗) 12 . This follows
from the results in [4]. In addition, as there are examples of 2 × 4 inseparable states
that do satisfy the Peres’ test, it also follows that Corollary 3.5 is no longer valid
when M  4.
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