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SZTOCHASZTIKUS PROGRAMOZÁSI MODELLEK 
ÊS ALKALMAZÁSUK*
Prékopa András
Előadásomat az operációkutatás mibenlétének rövid összefog­
lalásával kezdem. Ez az a tudomány, amellyel foglalkozom. Ezen 
belül el fogon helyezni a sztochasztikus programozást, amely je­
lenlegi szükebb szakterületen és amellyel előadáson is kapcsolatos.
Mint ismeretes, az "operational research" elnevezést Angliá­
ban alkalmazták először. A  radar felfedezését követően 1937-ben 
a hadseregen belül egy kutató csoportot azzal a feladattal biztak 
meg, hogy dolgozzon ki tervet a radarállanások optimális elhelye­
zésére. Ennek a csoportnak az "operational research group" (magya­
rul "hadműveleti kutató csoporti) elnevezést adták. A második világ­
háború alatt több egyéb katonai és polgári vonatkozású optimalizá­
lási feladat is felvetődött. Ezek megoldására azonban csak a háború 
után születtek általános módszerek, közülük legnevezetesebb az 
amerikai G.B.Dantzig 1947-ben megalkotott és 1951-ben közölt [4] 
ún. szimplex módszere, mely a lineáris programozás általános fela­
datát oldja meg és mind e mai napig a leghatékonyabb ebben a vonat­
kozásban. A negyvenes évek második felében "operational research", 
vagy ahogyan Amerikában használják: "operations research" alatt 
általában különféle rendszerek tervezésének és optimális irányítá­
sának tudományos módszertanát értik. Nálunk Magyarországon az
* 1980. január 29-én elhangzott akadémiai székfoglaló előadás
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"operációkutatás" elnevezés honosodott meg. Az operációkutatás 
legfontosabb matematikai eszköze az ún. matematikai programozás,
melynek a lineáris programozás a legelterjedtebben alkalmazott 
speciális esete. Az 50-es években közismertté vált, hogy L.V. 
Kantorovics szovjet matematikus már 1939-ben felfedezte a lineáris 
programozás modelljét és jelentőségét J^9J , megoldási módszert 
is adott, mely azonban nem terjedt el a gyakorlatban.
A legújabb történeti kutatások kideritették, (I.Grattan- 
Guinness [в] ), hogy J.Fourier francia matematikus már 1824-ben 
megfogalmazta a lineáris programozás feladatát, továbbá, hogy 
Farkas Gyula 1894-ben és 1898-ban megadta az elmélet alapjait 
- a nemlineáris esetre vonatkozólag is - és a lineáris esetre 
bizonyos szintű megoldást is nyújtott. (Prékopa [22] ) . Kutatá­
sának eredeti célkitűzése az analitikus mechanika egy fontos 
feladatának a megoldása volt: mechanikai rendszer egyensúlyi 
állapotának megkeresése egyenlötlenséges kényszerfeltételek 
esetén. Érdemes megemlíteni, hogy amikor 1888-ban Fourier ösz- 
szegyüjtött munkáit kiadták, akkor az előszóban Darboux erről a 
következőket irta: "Nous avons aussi, par quelques emprunts à 
l'Histoire de l ’Académie pour les années 1823 et 1824, pu faire 
connaître d'une manière assez précise certaines idées sur la 
théorie des inégalités auxquelles l'illustre géomètre attachait 
une importance qu’il est permis, aujourd'hui, de trouver un peu 
exagérée".
Darboux tehát a lineáris egyenlőtlenségek elméletére vonat­
kozó Fourier-fél prognózist felnagyitottnak tekintette. Ezt némi 
joggal tehette, hiszen 1824 és 1888 között nem sok történt ebben 
a vonatkozásban. Az ezt követő évtizedben azonban már megjelentek 
Farkas Gyula korszakalkotó munkái.
A fentiek szerint a matematikai programozás feladata csaknem 
150 évvel az operációkutatás létrejötte előtt már ismeretes volt 
az analitikus mechanika keretében. A matematikai programozás fela-
-  5 -
datât elvont matematikai nyelvezettel ma oly módon fogalmazhatjuk 
meg, hogy: keresendő egy többváltozós függvény minimuma (vagy maxi­
muma) olyan mellékfeltételeknek eleget tevő (n-dimenziós) ponthalmazon, 
melyet függvényekre vonatkozó egyenlőtlenségek határoznak meg, vagyis:
(1)
minimalizálandó f (x)
feltéve, hogy g^x) - 0, i=1,...,m ,
ahol x csupán tömör jelölése az Xj,... ,Xn változók együttesének.
A lineáris programozás ennek az a speciális esete, amikor a fenti 





feltéve, hogy T. Xj< - bj £ 0 
k-1
i = 1,... ,m .
Ha ebben a feladatban az ajk •> t>í » Ci együtthatók kö­
zött véletlen mennyiségek (az elfogadott szakkifejezéssel élve: 
valószinüségi változók)vannak akkor új feladatot kell megfogalmaz­
nunk, ez a feladat ugyanis értelmét veszti. Mi legyen az új fela­
dat és hogyan oldjuk azt meg, ezzel foglalkozik a sztochasztikus 
programozás. Kiindulásul természetesen nem csupán lineáris, hanem 
nemlineáris programozási feladat is szolgálhat.
A fentieket jól szemléltethetjük az egyik legrégibb - ma már 
klasszikus - matematikai programozási feladaton, melyet G.J.Stigler 
amerikai közgazdász fogalmazott meg 1945-ben [2ó] . A feladat arra
vonatkozik, hogy egy átlagos ember számára milyen ételfajtákkal és 
ételmennyiségekkel lehet egy napi táplálékot biztosítani oly módon, 
hogy néhány tápanyag bizonyos minimum szinten az ételekben együttesen 
benne legyen (Stigler kilenc tápanyagot vett számításba: kalória, 
fehérje, kálcium, vas és öt vitaminfajta) , továbbá az ételek ossz-
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költsége a lehető legkisebb legyen. Képzeljük el, hogy a száiribajövö 
ételfajtákról listát készitünk és akkor a fenti lineáris programozási 
feladatban 8jk azt jelenti, hogy a k-adik étel egységében 
milyen mennyiség található az i-edik tápanyagból, br azt jelenti, 
hogy emberünk egy napra vonatkozólag milyen mennyiséget igényel az 
i-edik tápanyagból és Ck pedig a k-adik étel egy egységének a piaci 
ára. Stigler képes volt arra, hogy találgatással két számszerű pél­
dát is bemutasson, a feladat általános megoldását azonban nem tudta 
megadni. Azt irja cikkében: "... the procedure is experimental 
because there does not appear to be any direct method of finding 
■the minimum of a linear function subject to linear conditions".
(Érdemes megemlíteni, hogy a táplálási probléma determinisztikus 
változatának gyakorlati alkalmazhatóságát és a jelentős anyagi meg- 
takaritás lehetőségét csak a 60-as évek közepén bizonyították be 
és csak a 70-es évek végén vált tcbb helyen hétköznapi gyakorlattá 
az alkalmazása. A  sztochasztikus változat alkalmazása is egyre 
gyakoribb. )
Non igényel magyarázatot az, hogy a táplálási problémában 
az a;k és a ck mennyiségek valószinüségi változók lehetnek. 
Tegyük fel most mégis azt, hogy ezek állandók és b* , • •• , b m 
valószinüségi változók. Ez oly módon interpretálható, hogy nem egy, 
hanem sok személy számára készítjük el az ételt és mindenkinek más­
más tápanyagkövetelményei vannak. A véletlen tehát itt valójában 
nincsen, hanem csak sok különböző egyed van, akik tápanyagkövetel­
ményeikkel együtt statisztikai sokaságot alkotnak. (Azt is mondhatjuk, 
hogy a b*,..., bm tápanyagkövetlemények valószinüségi változók 
egy véletlenszerűen kiválasztott egyed esetén.) Mármost a szakács azt 
kérdezheti tőlünk, hogy tulajdonképpen mit is csináljon ilyen körül­
mények között? Kinek főzzön a sok ember közül, egyáltalán hogyan 
járjon el? A 60-as évek közepén magam is rész tvet tan Amerikában egy, 
a táplálási problémával foglalkozó projekt munkájában és azt a ja­
vaslatot tettem, hogy a döntési elv abban álljon, hogy a tápanyagok a 
sokaság 100p%-át elégitsék ki, tehát pl. p=0.8 esetén az emberek 
80%-a kapja meg minden tápanyagból a saját szintjének megfelelő
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mennyiséget és e feltétel mellett minimalizáljuk ugyanazt a költséget/mint 
előbb.
E feladat-megfogalmazással már hozzá is fogtunk a sztochasztikus prog­
ramozás tárgyalásához. An mégis kanyarodjunk vissza korábbi történeti ko­
rokhoz és ejtsünk néhány szót a statisztikai döntéselméletről.
Nemrég Írtam egy cikket a Statisztikai Szemlébe [ 20 ] a statisztikai 
döntéselméleti gondolkozásmód történeti fejlődéséről. Ismétlésbe nem sze­
retnék bocsátkozni, ezért csak röviden fogok szólni erről a tudományról.
Bár jól tudom, hogy egy-egy nagy gondolat nem fűzhető csupán egy-egy 
személyhez, mégis a manapság elterjedt nézetet követve én is Pascalt tekin­
tem a statisztikai döntéselméleti dondolkozás első nagy alakjának, mégpedig 
a hires, először 1670-ben megjelent "Gondolatok" [11] némelyikében fel­
lelhető, matematikailag non is formalizált megfontolásai alapján. (Pascal 
ilyenformán nem csupán a valószínűségelmélet, hanem a statisztikai döntés­
elmélet megalapítója is.)
Az első nagyszabású dolgozatot Daniel Bernoulli közölte 1738-ban [2] ,
ez az ún. pétervári problémáról szól, melynek az a lényege, hogy egy végte­
lenül nagy várható nyereséggel kecsegtető szerencsejáték (melynek mibenlé­
tét most nem részletezzük) nyerési lehetőségét senki nem akarja megvásárolni 
20 dukátért. Daniel Bernoulli ennek és más hasonló problémának a feltárása 
és megoldása révén eljutott a hasznosság fogalmához is és az ökoncmetria 
egyik megalapozója lett. A statisztikai döntéselméletre a koronát a magyar 
származású Wald Ábrahám tette fel két hires könyvével, melyek " Szekvenciális 
Analízis" [27], illetve " Statisztikai Döntésfüggvények" [28] cím­
mel jelentek meg 1947-ben, illetve 1950-ben. Megítélésem szerint a szekvenci­
ális analízis nagyobb alkotása Waldnak, mint a döntésfüggvények elmélete. Az 
előbbi konkrét és gyakorlatias, az utóbbi inkább általános gondolati sémákat, 
az akkoriban meglevő statisztikai döntési módszerek egységes foglalatát nyújt­
ja, de nem ad a kezünkbe további új, hatékony gyakorlati módszereket. Mégis, ez 
az elmélet elég jelentős volt ahhoz, hogy számos statisztikai könyv szerzője a
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statisztika tudományának azt a definíciót adja, miszerint ez a véletlen 
követelmények közötti döntések elmélete (a statisztikusok világszerte két 
iskolába tartoznak, ezeket nagyfokú leegyszerűsítéssel leiró, illetve ma­
tematikai statisztikai iskoláknak nevezzük; most az utóbbiról van szó) .
Ha mármost a statisztikus szemüvegén keresztül nézzük a világot, 
akkor azt mondhatjuk, hogy a sztochasztikus programozás a statisztika része, 
hiszen a véletlen körülmények közötti döntések kérdésével foglalkozik. Ezt 
is elfogadhatjuk, ám tegyük hozzá, hogy az ilyen statisztikai döntéselméleti 
feladatokat csak akkor soroljuk a sztochasztikus programozás körébe, ha a 
matematikailag formalizált döntési feladat valamilyen (nagyméretű) mate­
matikai programozási feladat lesz.
Amikor a sztochasztikus programozás irányzata az ötvenes évek közepén 
kezdetét vette az amerikai Chames, Cooper, Symonds [ 3 ] , Dantzig [5], az 
angol Beale [1 ] és az osztrák Tintner [26]munkássága révén, akkor a 
sztochasztikus programozás az első megközelitésben jelent meg, tehát az a 
kérdés merült fel, hogy mit kell tennünk egy olyan matematikai programozási 
feladattal, melyben véletlen tényezők szerepelnek.
A kezdeti vizsgálatokban kellő hangsúlyt kaptak az optimalizálási, a 
számi tógépes-numerikus szempontok, ám mérsékelt súllyal szerepeltek a 
valószínűségelméleti-statisztikai szempontok. Én úgy gondolati, hogy az én 
munkásságon egyik jelentősége az, hogy olyan modelleket konstruáltam, amelyek­
ben a valószinüségelméleti-statisztikai szempontok megfelelően érvényesülnek 
és ezért közelebb állnak a valósághoz.
Darwin Klingman texasi professzor a matematikai programozás eddigi 
történetét négy korszakra osztja. Az első, a fogantatás kora, a 30-as évek 
végére és a 40-es évek elejére esik. A második, a gyerekkor, az ötvenes
éveket jelenti. Ebben az időben kezdte el Chames és Cooper úttörő munkás­
ságát az ipari alkalmazások vonalán. A harmadik, a serdülő kor, a hatvanas 
években volt, jellemzője a hatékony számi tógépes algoritmusok létrejötte, 
az alkalmazási feladarok nagy számban való felvetödése és végül egy krízis, 
melyet elsősorban az okozott, hogy a feladatok megoldásai túl hosszú ideig
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tartottak és túl drágák voltak. A negyedik korszak a 70-es évekre esik.
Több nagyon jó számitógépes programrendszer és alkalmazás révén a módszertan 
befutottnak tekinthető (Darwin Klingman erről szóló előadása 1977 szeptemberé­
ben hangzott el a texasi Austinban az External Methods and Systems Analysis 
cimü nemzetközi konferencián). J.A.M.Wolters szerint is {[29J az operáció- 
kutatás a 70-es években nagy sikereket ért el.
Számunka, a szakma magyar művelői számára a nemzetközi szakirodáiéin 
tanulmányozása alapján az a benyomás alakult ki, hogy az operációkutatás 
módszerei az iparilag-gazdaságilag legfejlettebb országokban már az 50-60-as 
években széles körben elterjedtek. Amikor 1965-ben először az Egysült 
Államokban jártam, megtudtam, hogy ez nem igy van és kiváltképpen nem volt 
ez érvényes a sztochasztikus programozásra vonatkozólag. Márpedig az el­
mélet és az algoritmusok kutatása feltétlenül igényelte a gyakorlat vezér­
fonalát. A valóság ennél még kellemetlenebb voU, ugyanis a a sztochaszti­
kus programozással foglalkozó kutatók körében vajmi kevés érdeklődés volt 
tapasztalható gyakorlati feladatok megoldása iránt. Hogy a helyzetkép pon­
tos legyen, hozzáteszem, nagyon leegyszerüsitett modellek alkalmazására 
voltak már példák, de nem voltak példák a bonyolultabb, elvileg is helytálló 
modellek alkalmazására, legfeljebb csak az alkalmazás esetleges lehetőségének 
megfogalmazása szintjén.
Mindezek arra sarkalltak engem, hogy itthon kezdeményezzek sztochaszti­
kus programozási alkalmazási jellegű kutatásokat. A 60-as évek végén ez a 
tevékenység meg is indult. Nem hallgathatom el, hogy megemlítsem, elég nagy 
bátorság kellett ehhez, hiszen nyilvánvaló, hogy éppen az alkalmazás és a 
számítástechnika területén lehetőségeink elmaradnak az iparilag-gazdaságilag 
legfejlettebb országok kutatói rendelkezésére álló lehetőségektől. Az eltelt 
10 évben elért eredményeink alapján ma mégis előkelő helyre tesznek bennünket 
a nemzetközi sztochasztikus programozási iskolák körében az alkalmazás 
szempontjából is, amint ez többször elhangzott, legutóbb egy tavaly ősszel 
Bécsben tartott előadásom után.
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A sztochasztikus programozás a véletlen hatása alatt álló, véletlen 
által befolyásolt rendszerekkel, mássszóval, sztochasztikus rendszerekkel 
foglalkozik. A véletlent képviselik mondjuk a , . . . , §n valószinüségi 
változók, mig a rendszerrel kapcsolatos néhány paramétert magunk állíthatunk 
be,ezeket jelöljék X l v ..,Xn . A z  utóbbiakat döntési változóknak nevezzük 
és ezek értékeit akarjuk valamilyen optimalizálási elvre támaszkodva rögzí­
teni. A  szituációtól és az ezzel összhangban kialakított modelltől 
függően beszélhetünk statikus, illetve dinamikus modellről. Az előbbi eset­
ben X t, ..., X n értékét egy alkalommal határozzuk meg, aztán pedig rög­
zített értékek maradnak, noha a f t , . ■., ?n valószinüségi változók idő­
ről időre más-más értéket vesznek fel. Mint ahogyan egy épületet rövidebb 
hosszabb idő alatt megépítünk - ezt az időtartamot egy alkalomnak nevezzük - 
ám a rá ható különféle erők állandó és véletlenszerű mozgásban vannak. Az 
utóbbi esetben x4 v ..,xn értékeit az időben egymás után határozzuk meg, 
niközben a ,. . . , $n valószinüségi változók közül egy-egy értéke rög­
zítődik, tehát a következő döntési, megfigyelési sorozat jön létre: döntünk 
X 4 értéke felöl, megfigyeljük értékét, döntünk X2 értéke
felöl, megfiggyeljük f2 értékét, stb. Ez az eset fordul elő pl. a terme­
lés tervezésekor, ugyanis az újabb és újabb rendelések módosítják a termelési 
terveket.
A statikus modellek megalkotására vonatkozó saját elveim a következő 
módon foglalhatók össze: a.) a rendszer stabilitása elég nagy valószinüséggel 
biztosítandó, b.) ha a rendszer az előbb megengedett, ritkán előforduló 
stabil helyzetbe kerül, akkor is az instabilitás valamilyen méröszámának a 
hosszú idei átlaga maradjon egy előirt korlát alatt; c.) az instabil helyzet 
létrejötte költséget von maga után, ezt a feladatban a rendszerköltséghez 
hozzá kell adni.
A fentiekre példaként megadjuk a (2) feladatra épülő sztochasztikus 
programozási modell javaslatunkat. Csupán b41.--,bm legyenek valószinüségi 
változók. Ekkor a feladat a következő [ 15 ] :
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minirrializálandó • 
feltéve, hogy
n m , nZ ckxk + ZtL£|b-,-Z a**«]
k«l i=i L k-i J
(3) P ( Z am Xk à b; , i » 1,.. •, m 'j > p\ k'i /
( n n ч
bi - Z  â.i|< Xk I Z á|^ Xk < bj J ú d j  j  i = 1 , . . .  
к-l k‘{ 1
ahol p általunk előirt, 1-hez közeli valószínűség, d t, • ■ - , d m általunk 
előirt felső korlátok, [ ] + pedig a zárójelben álló számot jelenti, ha
az nemnegativ és zérót, ha az negativ.
Ennek a modellenek egyik speciális esetét fogalmaztam meg a táplálási 
problémára a 60-as években [ 12 ] . Első jelentős alkalmazása az 1969-72-es 
években történt a magyar villamosenergiaiparra vonatkozólag [iß] .
Említettem, hogy az én modelljeimben a valószínűségelméleti, statisz­
tikai szempontok nagyobb szerephez jutnak, mint a korábban megfogalmazott 
modellekben. Nos, a (3) feladatban ez többek között abban mutatkozik meg, 
hogy az első feltételben a bal oldalon több esemény együttes valószinüsége 
szerepel, mig korábban ehelyett a matematikailag sokkal egyszerűbb, alábbi 
feltétel kikötésére szorítkoztak:
P f I  âik xk à bi )  > Pi , i = 1 5 , m ,
ahol most nem csupán egy, hanem m számú előirt valószínűség van, ezek a 
jP,,..., számok. Bár matematikailag azonnal belátjuk, hogy az együttes
valószinüségre vonatkozó feltétel az, amely az elvi szempontoknak megfelel, 
a később sorra kerülő modellek esetében világos lesz, hogy a külön-külön vett 
valószinüségi feltétel sok gyakorlati probléma esetéb egyszerűen nem is ér­
telmezhető.
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Az események együttes bekövetkezésére vonatkozó valószínűségeknek a kor­
látozó feltételek közötti szerepeltetése érdekes és nehéz matematiaki prob­
lémákhoz vezetett. E problémák egyik leglényegesebbike abban áll, hogy 
vajon a gyakorlatban előforduló esetekben, vagy azok nagy részében, konvex 
halmaz-e azoknak az , xn szám n-eseknek a halmaza, amelyek a korlátozó
feltételeknek eleget tesznek? Ebben az előadásban nem szándékozom a kérdés 
megválaszolása során nyert eredményeket részletesen ismertetni. Csupán egy 
tételemet emlitem meg, mely talán ebben a vonatkozásban a leglényegesebb.
Legyenek g j. ( x . -, g r ( X •> I ) 2 n  változós konkáv függvé­
nyek, ahol X az xl v ..,Xn és § pedig a £ t , . ■., szimbólumok
tömör jelölése. A kankávitást most az egyszerűség kedvéért a teljes 2n-di- 
menziós térben megkívánjuk. Tegyük most fel, hogy § komponensei való- 
szinüségi változók, együttes valószinüségeloszlásük folytonos és az együttes 
valószinüségsürüségfüggvény logaritmusa konkáv n-változós függvény (ahol a 
függvény zéróval egyenlő, ott a logaritmusa legyen definició szerint - oo ) .
A fenti feltételek mellett érvényes a következő
Tétel. Az alábbi
h(x1 - P ( gt(x , è 0 , ... , g»- ( X, 5) à 0 )
függvény logaritmusa konkáv n-változós függvény.
A  tétel bizonyítása a [ 13, 14, 16] müvekben található meg.
A továbbiakban néhány példát fogok közreadni az általam használt 
modellek köréből. Ezeket a közérthetőség kedvéért nagyon leegyszerüsitem 
és eltekintek a matematikai részletek tárgyalásától.
P.A.P.Moran 1 10 ] 1954-ben fogalmazta meg a róla elnevezett tározó 
modellt, melyet röviden ismertetünk.. Képzeljük el, hogy egy folyó völgyé­
ben egy meghatározott helyen tározót tudunk létesíteni, mely azután ipari, 
öntözési,kcnmunális célokra szolgál. Azt a kérdést vetjük fel, hogy milyen 
nagy legyen a tározó kapacitása, hogy előirt, mondjuk pl. 95% valószínűség­
gel minden időszakban tudjunk elegendő mennyiségű vizet szolgáltatni. A viz-
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igény az időben ne változzék, a folyó vízhozama azonban legyen véletlenszerű. 
Az időt szakaszokra (periódusokra) osztjuk és bevezetjük az alábbi jelölése­
ket:
X a tározó meghatározandó kapacitása (az egyetlen döntési vál­
tozó) ;
!íj a j-edik periódusban a tározóba befolyó vizmennyiség (ha a tá­
rozó tele van,a viz túlfolyik) ;
M egy periódus vízigénye, melyről feltesszük, hogy a viz- 
mennyiség beérkezése után jelentkezik és állandó szám;
|5 a j-edik periódus végén a tározóban levő viz.
Könnyű belátni, hogy fennáll az alábbi összefüggés:
= max [min ( Çj.* j j -  1 , 2 , . . .  ,
ahol 50 a vizzgálat kezdetén a tározóban lévő vizmennyiséget jelenti.
Ha azonos eloszlású» független valószinüségi változók,
akkor a valószinüségi változó-sorozat ún. Markov-láncot alkot
és igen enyhe feltételek mellett megmutatható, hogy elég hosszú idő eltelte 
után a tározóban levő vizmennyiség valószinüségeloszlása lényegében már nem 
változik, minden egyes periódusra ugyanaz marad, Ha tehát j egy távoli peri­
ódushoz tartozó index, akkor a tározó méretezése elvégezhető oly módon, hogy 
megoldjuk x-re vonatkozólag az alábbi egyenletet:
p(min(Çj-i i !> j, x) - M  è 0 ) = 0 , 9 5
ahol a jobb oldalon természetesen 0,95 helyett tetszőleges (1-hez közeli) p 
valószínűség is állhat.
A fenti egyenlet megoldása matematikailag egy lineáris egyenletrendszer 
megoldását jelenti, ahol azonban az együtthatók meghatározása még külön 
problémát jelent.
A Moran-modell túlságosan egyszerű, feltételei a gyakorlatban általá-
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ban non teljesülnek. A vízigények nem vehetők állandónak, ezek valójában 
szintén valószinsüségi változók, melyek egymással és a tározóba érkező 
vízmennyiségekkel szoros kapcsolatban vannak.
Most bemutatjuk, hogyan lehet nem is egy, hanem egy egész tározó-rendszerhez 
tartozó kapacitásokat megtervezni oly módon, fellépő valószínűségi
változókra vonatkozólag is csak kevés megszorítással éljünk ( [ 16, 19 ] ) . 
Egyszerűség kedvéért csak a két tározóból álló rendszer esetének ismerteté­
sére szorítkozunk. Az 1 .ábrával a feladat megértését kivánjuk elősegíteni.
FOLYÓ
1. sz. ábra
SZEMLÉLTETŐ ÄBRA TÄROZORENDSZER TERVEZÉSI MODELLHEZ
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Összesen n darab periódust (tehát véges sokat) fogunk vizsgálni, ez lehet 
pl. az év néhány hónapja tavasztól őszig (gyakori eset, hogy a téli csapa­
dék teljesen feltölti a tározókat, emiatt az egyes évek közötti összefüggések 
elhanyagolhatók). Az alábbi jelöléseket vezetjük be:
*
4 ?  П ? )
Xj ( x j
V, ÍVÓ
C1(xi'| (сг(хгУ)
a j-edik periódusban az első (második) tározóba ér­
kező vizmennyiség;
a j-edik periódusban az első (második) tározó körzeté­
ben jelentkező vizigény;
a j-edik periódus végén az első (második) tározóban 
levő vizmennyiség;
az első (második) tározó meghatározandó kapacitása; 
az első (második) tározó kapacitásának ismert felső 
korlátja;
az első (második) tározó létesítési költsége; 
egy egységnyi viz hiányával bekövetkező veszteség a 
j-edik periódusban.
Feltesszük, hogy az egyes körzetek között nincs különbség az öntözöviz haszna 
szempontjából, emiatt elegendő csak egy veszteségfaktor, melyet q.^ jelöl 
a j-edik periódusra és feltesszük még, hogy az első tározó segiti a másodikat 
szükség esetén.
Annak a feltétele, hogy valamennyi periódus összes vízigényét teljesíteni 
tudjuk, az alábbi egyenlőtlenségekkel adható meg:
s (j) s n(fi è 0
cf, + Ól à 0
гГ WО, = muin ( 5 «-«+ у,«’ , * , ) -  С ' ,
j= 1, . . • , n
Ii)
ahol
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сГа(Я min г шЧ-l) , Blí) ЛЛ, fciiJ * (j)[  S2 + max ( Çt 4- 5, -X | , 0 ) + ?2 , x2J- ,, Ci-0 (j (3)
3* i 1 ... , n




{c< (*i) + cz (Xzl - Z, <bJk í d J ]+ m ‘o (d2J, 0)] } 
1 H
P ( < g‘> 0 , <T'j? * 0 , j-
0  í X\ t , 
0  i ^  V^.
> i-íj)Megmutatható, hogy a zárójelen belül álló áA és
.Q) (j>
(V kon-
káv függvényei a 5í ; 7,-'J' , Xi összesen 4n+2 változónak. Ha te­
hát valószinüségi változóink logkonkáv együttes eloszlással bimak, akkor 
az első feltétel bal oldalán az x, , хг változók logkonkáv függvénye 
áll. A  célfüggvény konvex, ha ^ f x 4) és сг(хг) konvex függvények. Ilyenfor­
mán tehát konvex programozási feladattal állunk szemben.
A  feladat megoldásával most nem kivánok részletesen foglalkozni.
Később egy további, árvizi tározók méretezésére vonatkozó modellt is 
konstruáltam [21] , melyről azonban most nem lesz szó. Ehelyett egy háló­
zatok tervezésére vonatkozó modellt fogok röviden ismertetni .A modell álta­
lános matematikai sémáját 1973-ban közöltem. Annak villamos hálózatokra vo­
natkozó alkalmazhatósága Szendy Károly akadémikussal való beszélgetéseim so­
rán derült ki. Most egy általános hálózattervezési modellkonstrukcióról lesz 
szó. A  modell részletes kifejtését a [24] dolgozat tartalmazza.
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Képzeljünk el egy hálózatot, melynek n számú csomópontja (másnéven 
szögpontja) van (lásd 2.sz.ábra) . Az egyes szögpontok mellett fel-
2. sz. ábra
Egy speciális 6 szögpontó-hálózat ábrája
tüntetett Xj, ... , X s szimbólumok termelési kapacitásokat, az élek 
mellett feltüntetett y u , y 13 stb. szimbólumok az élek mentén
történő szállítási kapacitásokat jelentenek. Bizonyos csomópont-párok 
össze vannak kötve ágakkal (más néven élekkel). A csomópontokban x x n 
nagyságú termelési kapacitások vannak, ezek vonatkozhatnak pl. villamos­
energiára. Az ágakon is vannak kapacitások. Az i és к csomópontokat 
összekötő ág kapacitásáról most feltesszük az egyszerűség kedvéért, hogy 
egyenlő а к és i csomópontokat összekötő ág kapacitásával és ezt у 
jelöli. Az Xi , y iк mennyiségek ismeretlenek, ezeket a modellre támasz­
kodva kivánjuk meghatározni, egyelőre azonban vegyük ezeket rögzítettnek.
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Egy adott időpillanatban a csomópontokon véletlen nagyságú igények 
jelennek meg, ezeket jelöljék  ^i » • " ’ !> n • Ha az i jelű csomó­
pont esetében X; è ti / akkor az ottani termelő kapacitás képes az ottani 
igény teljes kielégítésére, esetleg marad szabad kapacitás is. Ha azonban 
X; < fi , akkor más csomópont szabad kapacitásának a segítségével kell 
ezt az igényt kielégíteni, amennyiben ez egyáltalán lehetséges.
A  felmerülő igényeket a hálózaton optimálisan kell kielégíteni, 
egy minimális költségű terv alapján. Az i -*■ к relációban szállítandó mennyi­
séget f ik fogja jelölni. Ezek ki kell hogy elégítsék az f  lk + fki * 0 4 
Ifiki á уj|( feltételeket minden i és к esetén. A hálózaton belül az összes 
igény kielégíthető, ha találhatók olyan, a fenti követelményeknek eleget 
tevő fik számiok, melyekkel fennállnak az alábbi egyenlőtlenségek:
hatjuk meg a In valószinüségi változók minden lehetséges érték-
rendszere esetére. Ez vagy nagyon költséges lenne, vagy egyszerűen nem is 
lehetséges. Ezért bevezetünk újabb változókat, melyeket a Z t ,. .., Zn szim­
bólumokkal jelölünk és melyek segítségével a (2) feltételrendszerből egy 
mindig kielégíthető feltétel-rendszert konstruálunk oly módon, hogy a 
változót az i-edik feltétel bal oldalán hozzáadjuk. Nyugodtan kiköthetjük, 
hogy Zj = 0 5 • • • ) Zn = 0 .
A hálózattervezési modell ezek után megfogalmazható. Ez egy ún.két­
lépcsős modell, melyben a második lépcső feladata az alábbi:
n
(4) Xj +• Z  fki £ jr  , i = i , . . • , n .
k«l




(5) I  f ki f  Zi ki, -  Xj , i -  1, n 1 
kH
, . П
fik ■h fki ' 0  1 I f i k i  ú y ik , minden i ,  к esetén .
í
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Ebben a feladatban fik és Zj a változók, mig Xj , y továbbá
, .. 5n is rögzítettek. A célfüggvényben levő C,k (fik) az i , к 
relációban történő szállítási költségfüggvényt jelöli , d< (z,) + • •• + dn (z*) 
pedig annak a költsége, hogy a (4) feltétel nem elégíthető ki (célszerű a 
di (z í) függvényeket oly módon megválasztani, hogy automatikusan 0-val 
legyenek egyenlők, ha a (4) egyenlötlenségrendszer kielégíthető.
Az első lépcső feladata hivatott az X-, , y iU kapacitások meghatáro­
zására. Ha az (5) feladat minimum-értékét д-vel jelöljük, mely tulajdon­
képpen az Xi , yik determinisztikus és a valószinüségi változók
függvénye, akkor a feladat az alábbi módon fogalmazható meg:
minimalizálandó [ I  U; (Xi) +
n
Li.k'l Vik (yik) + E í/*) J •>
feltéve, hogy
(6) annak a valószínűsége, \ hogy a (4) egyenlőtlen-
ségrendszer kielégíthető )
*i j У ik teljesítenek bi­
zonyos korlátozó feltételeket 
(pl.előirt alsó és felső korlá­
tok között vannak).
A célfüggvényben költségek szerepelnek; E (/0 a p. valószinüségi vál­
tozó várható értékét jelöli. A p szám általunk előirt valószinüség. A mo­
dell gyakorlati alkalmazását oly módon kell elképzelni, hogy az X,- , yik 
kapacitások rögzitésére szolgáló (6) modellt csak egyszer oldjuk meg, mig 
a második lépcső feladatát ezt követően gyakran, elvben végtelen sokszor 
kell megoldani. A (4) feladatot diszpécser-feladatnak is nevezhetjük.
A fenti modell - mint emlitettem - speciális esete egy általam 1973-ban 
konstruált modellnek, mely viszont variánsa az 1960-ban Dantzig és Madansky 
által megalkotott ún. kétlépcsős sztochasztikus programozási modellnek. Az
általam javasolt módositás lényege abban áll, hogy valószinüségi korlátot
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szerepeltetek az első lépcső feladatában, mely az első lépcső eredeti 
feltételrendszerének (ezek nőst a (4) feltételek) összeférhetöséget bizto­
sítja nagy valószinüséggel. E hálózattervezési feladaton világosan látjuk 
a valószinüségi feltétel szükségességét. Egyben a modell a valószinüségelmé- 
leti-statisztikai kivánalmaknak is jobban megfelel.
Az első lépcső feladatában szereplő valószinüségi feltétel nem bontható 
fel egyedi események valószinüségeire tett feltételekre. A valószinüség 
zárójelén belül elhelyezkedő esemény kifejezhető az , Î, 5 , $n
változókra vonatkozó lineáris egyenlőtlenségekkel, ám ezeknek csak együt­
tesen tudunk fizikai értelmet tulajdonítani.
A feladat érdekessége, hogy aránylag kis számú csomópont esetén is nagy 
gyakorlati jelentősége van, pl. együttműködő villamosenergiarendszerek 
esetében. A röviden emlitett, árvizi tározókra vonatkozó modell e hálózat­
tervezési modell speciális eseteként fogható fel. Ebben az esetben is gyak­
ran kicsi a csomópontok száma, igy a feladat gépi-numerikus megoldása reális 
időn belül elvégezhető.
A hálózattervezési modell kétlépcsős mivoltával a dinamikus tipusú 
sztochasztikus programozási modellek körébe tartozik.
A sztochasztikus programozás képes hatékony modelleket ajánlani 
sztochasztikus és dinamikus rendszerékére.
J.A.M.Wolters azt Írja 1979-ben [29] , hogy a dinamikus programozást 
nem alkalmazzák olyan gyakran, mint az remélhető volna. Itt az 50-es évek 
elején Bellman által megalkottt dinamikus programozásról van szó. A fenti 
megállapítás legfőbb magyarázata, hogy a rendszerrel kapcsolatos, időben 
egymás után fellépő valószinüségi változókat azonos eloszlásúaknak és
függetleneknek tételezik fel, illetve, ha ezt a feltételt esetleg enyhítik 
is, ez nem jelent ettől lényeges eltávolodást. A gyakorlati esetekben vi­
szont igen gyakran nem teljesülnek ezek a feltételek.
21 -
Most röviden bemutatok egy dinamikus tupusú sztochasztikus programozási 
modellt, melyet a Balaton vízszintszabályozására vonatkozólag konstruáltam 
[ 17, 21 ] .
Az időt hónapos periódusokra osztva, jelöljék • a Balatonba
befolyó vízmennyiségeket az egymás utáni hónapokban (valahonnan kezdve) ,
X,, Xl y .. pedig jelöljék a megfelelő hónapokban a Sió csatornán leereszthető 
vízmennyiségeket. A folyamatot úgy fogjuk fel, hogy X; felöl az i-edik 
hónap elején döntünk és csak ezután realizálódik li értéke. A 5,, Ç1 V .. 
vízmennyiségeket valószínűségi változóknak tekintjük és a Budapesti Műszaki 
Egyetem Vizgazdálkodási Tanszékén végzett viszgálatok eredményeivel össz­
hangban feltesszük, hogy ezek un. Gauss-folyamatot alkotnak, azaz közülük 
tetszőleges soknak az együttes valószinüségeloszlása normális, vagy más 
néven Gauss-eloszlás. Tegyük fel, hogy minden egyes hónapra van egy szabály­
zatiig előirt alsó és felső korlátja a vizszintnek. Az i-edik hónap esetére 
ezeket jelöljék ai illetve Ьч .Az <a 4 , b, aL , b 2;-- sorozat nyilván 
pieródikus lesz 12 periódussal, hiszen az egymás utári évekre ; vonatkozólag 
a vizszintre vonatkozó szabályzatot non kivánjuk változtatni.
Jelölje £ о az induló vizszintet és K a Sió csatornán egy hónap 
alatt leereszthető legnagyobb vizmennyiséget.
Egymás utáni feladatokat oldunk meg. Az n+1-edik feladatban x M  ... , xn 
már rögzített számok ^ ,, . .., pedig realizálódott valószinüségi vál­
tozók. Az X n +1 változó értékét akarjuk meghatározni, ám ennek érdekében 
előre nézünk N számú periódusra, vagyis meghatározzuk хпн,. ..,xn+N értékét, 
de véglegesnek csak Xnti értékét fogadjuk el. Az a feladat, amelyben ez 
történi^ az alábbi módon fogalmazható meg:
maximalizálandó P ( a n+k = + • •• + í n+k = b n + k •>
(5) U- I I N ) ,
feltéve,hogy
0 é xn+k ^ К  •> к - i, . .
Vegyük észre, hogy a fenti feladatban a f .. valószinüségi vál­
tozók jellemző adatai és korrelációs kapcsolatai tetszőlegesek lehetnek.
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A  Balaton esetében elegendő volt a kéthónapos elörenézés (N=2). A 
CDC 3300 számítógépen 50 évre vonatkozó 600 feladat megoldása csupán 1 
percet vesz igénybe az itt nem részletezett megoldási módszerre támasz­
kodva. Egyéb dinamikus tipusú sztochasztikus programozási modellekről 
információt nyújt a [23 ] dolgozat.
Hadd említsem meg befejezésül, hogy nemrég Írtam egy cikket arról, 
hogy miként alkalmazhatók a sztochasztikus programozás modelljei a va­
lószínűségelmélet és a statisztika klasszikus problémáinak a megoldására. 
Ebben szó eseik a statisztikai próbák konstruálásáról, mintavételi tervek 
készítéséről stb.
Sok egyéb dologról sem beszéltem, ám nem az volt a célon, hogy felsoro­
lási teljességre törekedjem, hanem hogy bemutassam a sztochasztikus progra­
mozás modellkonstrukciós gondolatvilágát.
Kedves kötelességemnek tartón megemlíteni néhány munkatársam nevét, 
akik a fenti modellekkel kapcsolatban számitógépes programokat készítettek 
és a megoldó algoritmusok kidolgozásában is résztvettek. E munkatársaim 
Deák István, Szántai Tamás, Kelle Péter, Rapcsák Tamás és Mayer János. Kü­
lön ki kell emelnem Deák István teljesítményét, a többdimenziós normális 
eloszlás szimulációs software-jének nagy méretekben is működő kidolgozását.
»
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