Abstract Fast and reliable physically-based simulation techniques are essential for providing flexible visual effects for computer graphics content. In this paper, we propose a fast and reliable hierarchical cloth simulation method, which combines conventional physically-based simulation with deep neural networks (DNN). Simulations of the coarsest level of the hierarchical model are calculated using conventional physically-based simulations, and more detailed levels are generated by inference using DNN models. We demonstrate that our method generates reliable and fast cloth simulation results through experiments under various conditions.
Introduction
Computer graphics contents, such as movies and games, require fast and reliable physically-based simulation methods for more flexible and realistic visual effects. In particular, in the case of cloth simulation many studies have been continuously undertaken to meet these demands. For example, improved implicit Euler integration [4, 13, 18] and hierarchical cloth simulation [3, 12, 28] have generated reasonably fast and accurate simulation results. However, the costs of using these meth-ods remain high, not only in real-time applications, but also in offline graphics systems.
Recently, a type of machine learning technology called a deep neural network (DNN) has been employed in physically-based simulation studies for fast computation. In these studies, DNN has been used to replace complex computational processes with inference processes of trained neural networks [22, 27] . These studies have shown that DNN can replace complex computational processes and generate reasonable simulation results. However, most studies have focused only on fluid and smoke among the various simulation areas. In addition to replacing specific parts of the entire simulation with the inference of DNN, there have been trials in which DNN generates physical motions of rigid body objects, and simple elastic models without using any physically-based simulation [6, 25] . These studies have shown that DNN can generate simple physical motions without using any physically-based simulation, but there have also been significant errors such as inaccurate collisions and awkward motions.
Significant errors resulting from replacing all physicallybased simulation result from the inference errors of DNN, which increase cumulatively as the simulation is performed [6] . Therefore, using DNN for physically-based simulation studies requires a complementary method to generate reliable simulation results. Moreover, considering the performance of the inference calculations, complex structures such as convolutional neural networks (CNN) and recurrent neural networks (RNN) are not easy to employ. Although these complex DNN structures can be trained more reliably and accurately than simple neural network structures, they are ineffective because of the disadvantage that the inference time is slower than the computation time of conventional physically-based simulation methods. Therefore, we need to use a well-trained DNN that can be accurately inferred for physically-based simulation, but with a simple neural network structure that can be inferred faster than conventional simulation methods.
The hierarchical cloth simulation method proposed in this paper is a hybrid method using both physicallybased simulation and DNN. The entire simulation process is divided into two phases. In the first phase, the next state of the coarsest level in the hierarchical model is calculated using a general physically-based simulation method. In the second phase, the next position of finer levels is inferred using DNN models. This inference process using DNN models can be applied continuously to the other higher levels.
Because the proposed method calculates only the coarsest level in the hierarchical cloth model using an accurate physically-based simulation method, it is not accurate compared to the results of conventional physicallybased simulation. However, it prevents significant errors stemming from the inference of the DNN model, and guarantees a reliable simulation. Except for the coarsest level calculation, the simple DNN structure used in the inference process has a low-cost inference time, and can be calculated in parallel. Therefore, the total time required for the simulation is faster than the conventional physically-based simulation method. We compare the quality and performance of our simulation results with conventional physically-based simulation methods. Through experiments under various simulation conditions and DNN structures, we show that our method is fast and appropriate for reliable physically-based simulation.
Related Work

Non-linear Elastic Simulation
A non-linear elastic model is essential to express various elastic materials such as cloth, rubber, muscle, and hair. The integration method of non-linear elastic simulation is important, because it must be able to guarantee stable simulation results. The implicit Euler method [2, 21] can integrate stable simulations even for large time steps, but the traditional implicit Euler method requires solving sparse linear systems at each time step. For fast implicit Euler integration, a solver based on the block coordinate descent scheme for the mass-spring system [13] has been proposed, which converts the implicit Euler integration for the mass-spring system into an energy minimization. Projective dynamics [4] generalized this approach, and has been accelerated through various approaches for the fast solving of the optimization problem [14, 24, 26] . Recently, the alternating direction method of multipliers (ADMM) optimization algorithm [5] has been applied to the projective dynamics [18] , and it has been extended for the handling situations with dynamically changing constraints [19] .
On the other hand, a pseudo-physically-based simulation, called position based dynamics (PBD) [17] , has been proposed as an alternative approach for the traditional method. Although PBD is limited in areas that require accurate simulation results, it is widely employed in a variety of graphics applications, because it is fast, robust, and easy to implement. Our method uses projective dynamics, applying the ADMM algorithm to calculate the next position of the coarsest level of cloth hierarchy. Because our method only uses the conventional method at the coarsest level, it is not accurate compared with the results of the conventional method. However, our method can generate simulation results quickly compared with the conventional method.
Hierarchical Method for Cloth Simulation
Because high-resolution simulation has been employed for computer graphics contents, hierarchical methods have been proposed for efficient simulation. For fast cloth simulation, the unchanging hierarchical cloth [28] and dynamically changing multi-resolution cloth models [12] have been proposed. The multi-resolution shape matching method [3] has been proposed to extend the hierarchical position-based method [16] to cloth simulation. Furthermore, an acceleration method for hierarchical cloth simulation using CPU and GPU concurrently has been proposed [20] . We use the unchanging hierarchical model for cloth simulation. Unlike previous hierarchical methods, which simulate all levels in the same manner, our method uses both conventional physically-based simulation and the inference of DNN models.
Physically-based Simulation with Deep Neural Networks
Recently, DNN has been employed in the study of physicallybased simulation, because it is particularly good at approximating complex computation processes. For fast fluid simulation, the replacement of pressure projection processes with DNN has been proposed [22, 27] . Furthermore, DNN has been used to synthesize highresolution flow simulations [7] or to add liquid splashes [23] to improve the quality of low-resolution flow simulations. Unlike previous approaches, there have been recent studies in which DNN generates physical motions Fig. 1 System overview. We generate fast and reliable cloth simulation results using a hybrid method, which uses the conventional physically-based simulation and deep neural networks concurrently.
of rigid body objects and simple elastic models, without using any physically-based simulation method. A neural physics engine [6] has been proposed that can learn intuitive physics using a physical scene and the past states of objects, and then generate a physical motion sequence for simple objects. Similar to [6] , visual interaction networks [25] have been proposed that can predict the next positions of objects following a learning process using a physically-based simulation video. Previous studies have shown that employing DNN in physically-based simulations yields reasonable simulation results. However, most studies have focused on fluid and smoke simulations. In addition, some studies have not generated reliable simulation results, due to significant errors such as inaccurate collisions and awkward motions. Our method is the first to use DNN for cloth simulation, and employs both the conventional physically-based simulation method and DNN simultaneously for a reliable simulation.
Hierarchical Cloth Simulation System Using Deep Neural Networks
Hierarchical cloth simulation using DNN is a simulation method that incorporates physically-based simulation and the inference of DNN. Fig. 1 illustrates the flow of our entire method. Before the simulation, our system constructs a hierarchy of the cloth model in the pre-processing stage. The coarsest level (l 0 ) in the hierarchy is simulated using the conventional physicallybased simulation method. Finer levels (l i , i = 1, ..., N ) are generated using the inference of DNN models, based on the input data from the previous levels l i−1 . Fig. 2 Hierarchy of our cloth model. A triangle formed by three masses (blue dots) in level l i is subdivided into four triangles by adding three masses (red dots) in l i+1 in the initial hierarchical cloth system.
Hierarchical Cloth Model
In the initial hierarchical cloth system, triangles are recursively partitioned as the level of the hierarchy increases. A triangle formed by three masses x at the level i + 1. The added masses are the center points of each edge of the original triangle (see Fig. 2 ).
Implicit Integration for Level l 0
Consider the particles with positions x 0 (t), velocities v 0 (t), and the mass matrix M 0 in the coarsest level l 0 of the hierarchical cloth model. The next positions x 0 (t + ∆t) of the particles in the simulation are calculated using implicit integration equations: where f ext represents external forces, and f represents the implicit forces of the model. The calculation of Eq.
(1) and (2) can be converted into the following minimization problem [15, 9] :
wherex 0 (t + ∆t) is the predicted next position without f , and U is the sum of different energy terms that effect the cloth model. Eq. (3) can be solved using a method that applies the alternating direction method of multipliers (ADMM) algorithm [5] for the implicit integration [18, 19] . In this paper, we use projective dynamics, applying ADMM [18] to calculate the next position of the coarsest level.
Deep Neural Networks for Inference
We generate the next positions of masses in finer levels by inferences of DNN models. Because an inference of a DNN model occurs in each triangle separately, the DNN model needs to be composed of simple neural networks. We use a fully connected (FC) layer and rectified linear unit (ReLU) activation function for constructing the DNN model. As described in Fig. 3 , the DNN model consists of three FC hidden layers and ReLU functions. The first and second FC layers calculate an intermediate vector of size 32, and transmit it to the next layer The input and output of the DNN model consist of the nine dimensional vectors that describe the local differences of the triangle compared to its initial position. An input feature vector is defined as
for the inference of the three masses x 
Inferences of the DNN model belonging to the same level can proceed in parallel. When a mass has two output vectors from different DNN inferences (a green dot in Fig. 5 ), the final output vector of the mass is calculated as the average of the two different output vectors.
When the hierarchical cloth model has N finer levels, we use N DNN models for inference. Each DNN model is trained using the training data obtained at the target finer level, and is used only to generate the next position of the target finer level. In the training process for the DNN model, the loss function is defined as the root mean squared error (RMSE) between the ground-truth vector g and the output vector:
where j represents the indices of triangles in l i , and n is the total number of inferences of the DNN models in finer levels. 6 Simulation results on different hierarchy levels. The result of calculating l 0 using the conventional method (left) and using DNN models to infer l 1 (middle) and l 2 (right).
Runtime Simulation Process
Algorithm 1 shows the pseudo-code for the hierarchical cloth simulation using DNN. In the pre-computation stage, our method builds a hierarchical cloth model and constructs mass-spring and bending constraints of l 0 for using the conventional physically-based simulation. In the runtime simulation stage, we first calculate the next positions of all masses in l 0 , using the projective dynamics and applying ADMM. After updating the next positions of l 0 , our method generates the next positions of finer levels using the inference of DNN models.
Results
We implemented the hierarchical cloth simulation system by integrating the physically-based simulation using projective dynamics and applying ADMM [18] and our DNN models. Because we used a cloth model that has three hierarchies (l i , i = 0, 1, 2) to generate simulation results, we constructed two DNN models for l 1 and l 2 . For the training data on each DNN model, we collected various cloth simulation results using the projective dynamics and applying the ADMM method while changing the cloth resolution and cloth material parameter values, such as the stiffness of the massspring and bending constraints. We sampled 2,873,465 and 3,012,009 input feature vector and ground truth pairs for the training data for the DNN models l 1 and l 2 , respectively, from the collected simulation results. We constructed the DNN models using TensorFlow [1] , and trained them in an environment equipped with Intel Core i7-3770, 32 GB main memory, and NVIDA Fig. 7 The results of changing the stiffness values of the mass-spring and bending constraints. Fig. 8 The result when there are collisions between the cloth and external objects.
GTX 970 graphic card. The weights and biases of the DNN model were updated through back propagation, using the Adam optimizer [11] . Table 1 shows the loss values of DNN models measured during the training process. As the table shows, the loss sharply decreased as the training was repeated. All the results presented in this paper were generated using DNN models trained through 5,000 training epochs. When applying our method to generate simulation results, the physically-based simulation and inference of DNN employed parallel programming using OpenMP [8] .
Simulation Results
The three flags shown in Fig. 6 illustrate the simulation results for our method. The flag on the left is the result of l 0 calculated using the conventional physically-based simulation method. The middle and right flags are the results inferred up to l 1 and l 2 , respectively, using DNN models. As the results show, our method can generate reliable and high-quality simulation results as the hierarchy rises. Because we used the training data of various conditions, it is inferred that our method generates stable simulation results even when the simulation condi- Fig. 9 The cloth simulation results for high-resolution (left) and low-resolution (middle) calculated using the conventional method, and high-resolution (right) generated using our method. tions are varied. Fig. 7 presents the results when changing the stiffness values of the mass-spring and bending constraints of the cloth model. Fig. 8 shows the result when there are collisions between the cloth and external objects. Even under various conditions, our method can generate reliable simulation results.
Comparisons with Conventional Methods
We compared the simulation results and computational performance with the conventional physically-based simulation method. The left and middle images in Fig. 9 show the high-resolution and the low-resolution results calculated using projective dynamics and applying the ADMM method [18] . The right image in Fig. 9 is the high-resolution result generated using our method. As the left and the right images show, our simulation result is different to those of the conventional physically-based simulation method within the same resolution. Because our method calculates only the coarsest level using the conventional physically-based simulation method, our result is not as accurate as that of the conventional physically-based simulation. However, as the middle and the right images show, our simulation result is similar to the low-resolution simulation calculated using the conventional physically-based simulation method. This is because our DNN models infer the next positions of finer levels based on the result of the coarsest level. Table 2 compares the time performance for examples with the same resolution calculated using implicit integration [2] with the conjugate gradient (CG) method, projective dynamics and applying ADMM [18] , and our method. In the experiment, by fixing the number of iterations of the CG and ADMM methods, we maintained the simulation results calculated by the two conventional methods with similar errors. The number of iterations for the CG and ADMM methods were 100 and 20, respectively. For our method, we applied the same number of iterations of the ADMM method for the coarsest level, and generated finer levels using the inference of DNN models. As the table shows, our method generates simulation results faster than the conventional physically-based simulation methods. As described in Fig. 9 , our method is not as accurate as the conventional physically-based simulation method, but it is fast and appropriate for generating high-quality simulation results that are as reliable as the conventional physicallybased simulation.
Performance Comparison According to DNN Structure
We compared the performance of the DNN model composed of various structures, to determine the most suitable DNN model for the inference. Fig. 10 (a) shows the result of measuring the loss values as the training epoch increases when the DNN model consists of two, three, four, and five FC hidden layers, respectively. The size of the single FC layer used in the experiment was fixed at 32. As the graph shows, the loss value is the smallest in the model with three FC layers, in which case the loss value decreases at the fastest rate as the number of training epochs increases. Fig. 10 (b) shows the result of measuring the loss values as the number of training epochs increases, when the DNN model uses FC layers of size 16, 32, 64, and 128, respectively. The DNN model used in this experiment consisted of three FC layers. As the graph shows, the loss value is the smallest in the model using FC layers of size 32.
Conclusion
We have proposed a hybrid cloth simulation method using both the conventional physically-based simulation method and deep neural networks (DNN). The proposed method calculates the next position of the coarsest level using an accurate physically-based simulation method, to guarantee reliable results. For finer levels in the hierarchical model, a simple DNN with a low-cost inference time is adopted in the inference process, for the fast generation of simulation results. We compared the performance and simulation results of our method with those of conventional physically-based simulation methods. The results generated by our method are not as accurate as those of conventional physically-based simulations, but our method is fast and appropriate for generating high quality results that are as reliable as those of conventional physically-based simulations. As a result, we have shown that our method is suitable for computer graphics contents that require a fast and reliable physically-based simulation method. Fig. 11 shows a simulation result when the cloth is over-stretched by external forces. Because of inaccurate inferences of the DNN models, unusual wrinkles form in the lower part of the cloth, and these do not disappear even if the simulation is repeated. As the figure shows, because DNN models are trained from a pre-computed result using the conventional physically-based simulation method, our method is unable to generate reliable results for unexpected situations that are not included in the pre-computed results. As shown in Fig. 9 , our simulation generates results that differ from those calculated using the conventional physically-based simulation method. Therefore, our method is limited to use in fields requiring accurate simulation results. We plan to extend the proposed method, and apply it to the simulation of fluids and other kinds of deformable objects. As our results show, in other areas it can be expected that fast and reliable simulations will be possible by using DNN with a conventional physically-based simulation method. In addition, different types of DNN [10, 29] with an improved performance could be used for inference. We plan to employ them for enhancing the quality of simulation results.
