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Данная работа посвящена построению приближения нулевого порядка ре-
шения сингулярно возмущенной линейно-квадратичной трехтемповой задачи
оптимального управления методом прямой схемы. Алгоритм метода заключа-
ется в непосредственной подстановке постулируемого асимптотического раз-
ложения решения в условие задачи и построении серии задач для нахождения
членов асимптотики. Асимптотическое разложение решения в данном случае
содержит регулярные функции и четыре пограничные функции экспоненци-
ального типа, которые определяются из решения пяти линейно-квадратичных
задач оптимального управления. Показано, что система уравнений для членов
приближения нулевого порядка асимптотического решения задачи, вытекаю-
щей из условий оптимальности управления исходной возмущенной задачи, со-
ответствует системе уравнений, получаемой из условий оптимальности управ-
ления в построенных пяти задачах оптимального управления для нахождения
асимптотического приближения решения нулевого порядка методом прямой
схемы. Приведен иллюстративный пример.
Введение
Реальные процессы описываются динамическими системами с малыми парамет-
рами. Трехтемповые системы, представляющие собой систему дифференциальных
уравнений с параметрами различных порядков малости при производных, исполь-
зуются в ряде приложений (см., например, [1], [2], [3] с. 134–136).
Сингулярно возмущенным линейным системам посвящено большое число пуб-
ликаций (см., например, [4], [5], [6], [7]). Задача устойчивости линейных разнотемпо-
вых систем рассмотрена в [8]. В статье [9] предложена схема анализа управляемости
разнотемповых линейных систем путем поэтапного исследования управляемости си-
стем меньшей размерности. Решение разнотемповых линейных систем методом ин-
тегральных многообразий представлено в [3]. В [10] для системы двух линейных
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уравнений с двумя независимыми малыми параметрами получено асимптотическое
разложение решения. Линейно-квадратичные задачи оптимального управления рас-
смотрены в [1], [2], [11], [12].
В настоящей статье методом прямой схемы, заключающимся в непосредствен-
ной подстановке постулируемого асимптотического разложения решения в условие
задачи и построении серии задач оптимального управления для нахождения чле-
нов асимптотики, построено приближение нулевого порядка решения трехтемповой
линейно-квадратичной задачи оптимального управления. Помимо функций, зави-
сящих от t, разложение содержит четыре вида пограничных функций экспоненци-
ального типа. Полученные результаты иллюстрируются на конкретном примере.
Далее, "  0 – малый параметр, t 2 [0; T ], T > 0 – задано, штрих означает
транспонирование, а угловые скобки – скалярное произведение в соответствующих
пространствах. Разложение произвольной функции ! = !(") в ряд по степеням "
определим следующим образом:
!(") =
X
j0
"j!j = f!gj 1 + "n[!]n + ("n+1);
где [!]n = !n, f!gn 1 =
n 1P
j=0
"j!j, а ("n+1) означает сумму членов разложения по-
рядка "n+1 и выше.
1. Постановка задачи
Рассматривается следующая задача:
J(u) =
1
2
TZ
0
(<w;W(t; ")w> + <u;R(t; ")u>) dt! min; (1)
E(")
dw
dt
= A(t; ")w + B(t; ")u; (2)
w(0; ") = w0: (3)
Здесь w(t; ") = (x(t; ")0; y(t; ")0; z(t; ")0)0, w(0; ") = (x(0; ")0; y(0; ")0z(0; ")0)0 = w0 =
(x0
0
; y0
0
; z0
0
)0; x(t; ") 2 Rn1 , y(t; ") 2 Rn2 , z(t; ") 2 Rn3 , u(t; ") 2 Rm; E(t; ") = diag(In1 ;
"In2 ; "
2In3), In1 , In2 , In3 – единичные операторы, действующие в пространствах Rn1 ,
Rn2 , Rn3 , соответственно; матрицы W(t; "), R(t; "), A(t; "), B(t; ") являются доста-
точно гладкими по совокупности переменных при всех t 2 [0; T ], "  0, кроме того,
W(t; ") и R(t; ") – симметричны, а W(t; 0), R(t; 0) – положительно определены при
t 2 [0; T ]. Так как W(t; 0), R(t; 0) положительно определены при всех t 2 [0; T ],
то при достаточно малых " > 0 таковыми будут и матрицы W(t; "), R(t; "). Будем
использовать следующие представления матриц W(t; "), A(t; "), B(t; "):
W =
0@ W11 W12 W13W 021 W22 W23
W 031 W
0
32 W33
1A ; A =
0@ A11 A12 A13A21 A22 A23
A31 A32 A33
1A ; B =
0@ B1B2
B3
1A :
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Предположим, что выполнено условие:
(i) матрицы A33, (A22 A23A 133 A32) являются устойчивыми, т.е. действительные
части их собственных значений отрицательны.
Приведем далее формализм построения приближения нулевого порядка асимп-
тотического решения задачи (1) – (3) методом прямой схемы.
2. Формализм построения асимптотики
Следуя методу прямой схемы [13] и методу пограничных функций [4], решение ис-
ходной задачи v(t; ") = (x(t; ")0; y(t; ")0; z(t; ")0; u(t; ")0)0 будем искать в виде разложе-
ния
v(t; ") = v(t; ") +
1X
i=0
(iv(i; ") +Qiv(i; ")); (4)
где v(t; ") =
P
j0
"jvj(t), iv(i; ") =
P
j0
"jijv(i), Qiv(i; ") =
P
j0
"jQijv(i), i = t"i+1 ;
i =
t T
"i+1
; vj(t) – регулярные функции, ijv(i) – пограничные функции в окрестно-
сти t = 0, Qijv(i) – пограничные функции в окрестности t = T , имеющие экспонен-
циальный тип, т.е. справедливы оценки
k ijv(i) k ce i ; k Qijv(i) k cei ; (5)
при i = 0; 1 с положительными постоянными c и , не зависящими от аргументов
рассматриваемых функций.
Будем использовать следующие обозначения: ~vn(t; ") =
nP
j=0
"jvj(t); ~inv(i; ") =
=
nP
j=0
"jijv(i); ~Qinv(i; ") =
nP
j=0
"jQijv(i); i = 0; 1; f(v; t; ") = A(t; ")w + B(t; ")u;
(w; ; t; ") =W(t; ")w   A(t; ")0 ; %(u;  ; t; ") = R(t; ")u  B(t; ")0 :
Подставляя разложения (4) в условие задачи (1) – (2), представим уравнения
системы (2) и подынтегральное значение функционала (1) в виде асимптотической
суммы слагаемых, зависящих от t, i, i, i = 0; 1. Учитывая экспоненциальный
характер пограничных функций (5), для подынтегральных слагаемых, зависящих
от i, i, i = 0; 1, перейдем в (1) к интегрированию по промежуткам [0;+1), ( 1; 0]
соответственно. Минимизируемый функционал (1) представим в виде
J"(u) =
X
j0
"jJj: (6)
Приравнивая коэффициенты при одинаковых степенях " в уравнении состояния,
отдельно зависящие от t, i, i, i = 0; 1, получаем уравнения
E(")
d w(t)
dt

j
= A0(t) wj(t) + B0(t)uj(t) + [ ^f(j 1)(t)]j; (7)

E1
d0w(0)
d0

j
= (E2 + E3)(A0(0)0jw(0) + B0(0)0ju(0) + [^0(j 1)f(0)]j)+
+E1[^0(j 1)f(0)]j 1;
(8)
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
E1
dQ0w(0)
d0

j
= (E2 + E3)(A0(T )Q0jw(0) + B0(T )Q0ju(0) + [Q^0(j 1)f(0)]j)+
+E1[Q^0(j 1)f(0)]j 1;
(9)
d1jw(1)
d1
= E3(A0(0)1jw(1) + B0(0)1ju(1) + [^1(j 1)f(1)]j)+
+E1[^1(j 2)f(1)]j 2 + E2[^1(j 1)f(1)]j 1;
(10)
dQ1jw(1)
d1
= E3(A0(T )Q1jw(1) + B(T )Q1ju(1) + [Q^1(j 1)f(1)]j)+
+E1[Q^1(j 2)f(1)]j 2 + E2[Q^1(j 1)f(1)]j 1;
(11)
гдеE1 = diag(In1 ; 0; 0),E2 = diag(0; In2 ; 0),E3 = diag(0; 0; In3), E1 = diag(In1 ; In2 ; "In3);
^f(j 1)(t), ^i(j 1)f(i), Q^i(j 1)f(i) являются значениями функции f при v = ~vj 1(t; "),
v = ~i(j 1)v(i; "), v = ~Qi(j 1)v(i; ") соответственно, i = 0; 1. Аналогично определя-
ются ^1(j 2)f(1), Q^1(j 2)f(1). Функции с отрицательными индексами будем считать
нулевыми.
Учитывая (5), из уравнений (8) – (11) при j = 0, (10) – (11) при j = 1, следуют
равенства
00x(0) = Q00x(0) = 10x(1) = Q10x(1) = 11x(1) = Q11x(1) = 0;
10y(1) = Q10y(1) = 0:
(12)
Принимая во внимание (12), подставляя разложения (4) в начальные условия (3),
приравнивая коэффициенты при одинаковых степенях ", получаем соотношения
для начальных условий членов разложения (4)
x0(0) = x
0; (13)
x1(0) + 01x(0) = 0; (14)
xj(0) +
1X
i=0
ijx(0) = 0; j  2; (15)
y0(0) + 00y(0) = y
0; (16)
yj(0) +
1X
i=0
ijy(0) = 0; j  1; (17)
zj(0) + 1jz(0) + 2jz(0) =

z0; j = 0;
0; j  1: (18)
Приближение нулевого порядка асимптотического решения (4) состоит из пя-
ти функций vi(t), i0v(i), Qi0(i), i = 0; 1, определяемых из решения пяти задач
оптимального управления, представленных далее.
При " = 0 из (1) – (3) получаем вырожденную задачу, которая состоит в ми-
нимизации коэффициента J0 из представления (6) на траекториях системы (7) при
j = 0 с условием (13), где в качестве управления выступает (y0; z0; u0), т.е.
P0 : J0(u0) =
1
2
TZ
0
(< w0(t);W0(t) w0(t)> + <u0(t); R0(t)u0(t)>) dt! min;
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E1
d w0(t)
dt
= A0(t) w0(t) + B0(t)u0(t); x0(0) = x0: (19)
При наших условиях, согласно [14], последняя задача однозначно разрешима.
Обозначая функцию Гамильтона задачи P0 с сопряженной переменной  0(t) =
(p0(t)
0; q0(t)0; s0(t)0)0 через H0
H0(t) =<  0(t); (A0(t) w0(t) + B0(t)u0(t)) >  1
2
(< w0(t);W0(t) w0(t)> +
+ <u0(t); R0(t)u0(t)>);
выпишем условия оптимальности управления [15]
@ H0
@y0
= 0;
@ H0
@z0
= 0;
@ H0
@u0
= 0; (20)
 @
H0
@x0
=
dp0(t)
dt
= E1( A0(t)0  0(t) +W0(t) w(t)); p0(T ) = 0: (21)
Из (20) получаем представления для сопряженных переменных s0(t), q0(t) и
управления u0(t)
s0(t) = (A33(t)
0) 1( p0(t)0A13(t)  q0(t)0A23(t)+
+W13(t)x0(t) +W23(t)y0(t) +W33(t)z0(t));
q0(t) = ((A22(t)  A32(t)(A33(t)) 1A23(t))0) 1
(p0(t)0( A12(t) + A32(t)(A33(t)) 1A23(t)) 
 A32(t)0(A33(t)) 1(W13(t)x0(t) +W23(t)y0(t) +W33(t)z0(t))+
+W12(t)x0(t) +W22(t)y0(t) +W23(t)z0(t));
u0(t) = R(t)
 1B0(t)0  0(t): (22)
Сформулируем далее задачи оптимального управления для нахождения погра-
ничных функций нулевого порядка. Обозначим подынтегральное выражение функ-
ционала (1) через
F (t; ") =
1
2
(<w(t; ");W(t; ")w(t; ")> + <u(t; "); R(t; ")u(t; ")>):
Приравнивая коэффициенты в (1) при "1, рассмотрим J1 из разложения (6)
J1 =
TZ
0
F1(t) dt+
+1Z
0
00F (0) d0 +
0Z
 1
Q00F (0) d0; (23)
где
F1(t) =< w1(t);W0(t) w0(t)> + <u1(t); R0(t)u0(t)> +[F^0(t)]1;
00F (0) =< w0(0);W0(0)00w(0)> + <u0(0); R0(0)00u(0)> +
+
1
2
<00w(0);W0(0)00w(0)> +
1
2
<00u(0);W0(0)00u(0)>;
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Q00F (0) =< w0(T );W0(T )Q00w(0)> + <u0(T ); R0(T )Q00u(1)> +
+
1
2
<Q00w(0);W0(T )Q00w(0)> +
1
2
<Q00u(0); R0(T )Q00u(0)> :
Используя условия оптимальности управления задачи P0 (20) - (22), уравнения (7)
при j = 1, применяя формулу интегрирования по частям, преобразуем регулярную
часть функционала (23).
TZ
0
F1(t) dt =
TZ
0
(< w1(t); E1
d  0(t)
dt
+ A0(t)0  0(t)> + <u1(t);B0(t)0  0(t)> +
+[ ^F0(t)]1) dt =
TZ
0
(< w1(t);A0(t)0  0(t)> + <u1(t);B0(t)0  0(t)>  
  <E1  0(t);A0(t) w1(t) + B0(t)u1(t) + [ ^f0(t)]1> +[ ^F0(t)]1) dt+ <p0(t); x1(t)> jT0 =
=<p0(T ); x1(T )>   <p0(0); x1(0)> +
TZ
0
(<(E2 + E3)  0(t);A0(t) w1(t)+
+B0(t)u1(t)>   <E1  0(t); [ ^f0(t)]1> +[ ^F0(t)]1) dt =   <p0(0); x1(0)> +
+
TZ
0
(<q0(t);
dy0(t)
dt
>   <  0(t); [ ^f0(t)]1> +[ ^F0(t)]1) dt =   <p0(0); x1(0)> +
+ <q0(T ); y0(T )>   <q0(0); y0(0)> +
TZ
0
([ ^0(t)]1 + [^0(t)]1  <y0(t); dq0(t)
dt
>) dt:
Интеграл в последнем выражении представляет собой известную величину после
решения задачи P0. Из условий (14), (16), учитывая (5), следует справедливость
равенств
  <p0(0); x1(0)>=<p0(0);01x(0)>=  
+1Z
0
<p0(0);
d01x(0)
d0
> d0;
  <q0(0); y0(0)>=<q0(0); ( y0 +00y(0))>=
=   <q0(0); y0>  
+1Z
0
<q0(0);
d00y(0)
d0
> d0:
Принимая во внимание последние соотношения, интегралы, зависящие от 0, 0, в
(23) примут вид
+1Z
0
00F (0) d0 =
+1Z
0
(< w0(0);W0(0)00w(0)> + <u0(0); R0(0)00u(0)>) d0+
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+
1
2
+1Z
0
(<00w(0);W0(0)00w(0)> + <00u(0); R0(0)00u(0)>) d0 
 
+1Z
0
(<p0(0);
d01x(0)
d0
> + <q0(0);
d00y(0)
d0
>) d0
(24)
0Z
 1
Q00F (0) d0 =
0Z
 1
(< w0(T );W0(T )Q00w(0)> + <u0(T ); R0(T )Q00u(0)>) d0+
+
1
2
0Z
 1
(<Q00w(0);W0(T )Q00w(0)> + <Q00u(0); R0(T )Q00u(0)>) d0:
(25)
Преобразуем первые интегралы из (24), (25), используя (20) – (22), уравнения (8),
(9) при j = 0 и при j = 1 относительно 00x, Q00x.
+1Z
0
(< w0(0);W0(0)00w(0)> + <u0(0); R0(0)00u(0)>) d0 =
=
+1Z
0
(<E1(
d  0
d0
j0=0) + A0(0)0  0(0);00w(0)> + <B(0)0  0(0);00u(0)>) d0 =
=
+1Z
0
(<  0(0);A0(0)00w(0) + B0(0)00u(0)> + <E1(
d  0
d0
j0=0);00w(0)>) d0 =
=
+1Z
0
(<p0(0);
d01x(0)
d0
> + <q0(0);
d00y(0)
d0
>) d0;
0Z
 1
(< w0(T );W0(T )Q00w(0)> + <u0(T ); R0(T )Q00u(0)>) d0 =
=
0Z
 1
(<p0(T );
dQ01x(0)
d0
> + <q0(T );
dQ00y(0)
d0
>) d0 =<q0(T ); Q00y(0)> :
Подставляя полученные выражения в (24), (25), получаем критерии качества в
задачах 0P0, Q0P0 для нахождения членов разложения 00v(0), Q00v(0), которые
имеют следующий вид:
0P0 : 0J0(00u) =
1
2
+1Z
0
(<00w(0);W0(0)00w(0)> +
+ <00u(0); R0(0)00u(0)>) d0 ! min;
(26)
(E1 + E2)
d00w(0)
d0
= (E2 + E3)(A0(0)00w(0) + B0(0)00u(0)); (27)
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00x(+1) = 0; y0(0) + 00y(0) = y0: (28)
Q0P0 : Q0J0(Q00u) =<q0(T ); Q00y(0)> +
1
2
0Z
 1
(<Q00w(0);W0(T )Q00w(0)> +
+ <Q00u(0); R0(T )Q00u(0)>) d0 ! min;
(29)
(E1 + E2)
dQ00w(0)
d0
= (E2 + E3)(A0(T )Q00w(0) + B0(T )Q00u(0)); (30)
Q00x( 1) = 0; Q00y( 1) = 0: (31)
Учитывая условие (i), линейно-квадратичные задачи 0P0,Q0P0 однозначно раз-
решимы. Обозначим гамильтониан задачи 0P0 через 00H(0) с сопряженной пе-
ременной 00 (0) = (00p(0)0;00q(0)0;00s(0)0)0, т.е.
00H(0) =<E100 (0); 0> + <(E2 + E3)00 (0); (A0(0)00w(0)+
+B0(0)00u(0))>  1
2
<00w(0);W0(0)00w(0)>  
 1
2
<00u(0); R0(0)00u(0)>;
а гамильтониан задачи Q0P0 через Q00H(0) с сопряженной переменной Q00 (0) =
= (Q00p(0)
0; Q00q(0)0; Q00s(0)0)0, т.е.
Q00H(0) =<E1Q00p(0); 0> + <(E2 + E3)Q00 (0); (A0(T )Q00w(0)+
+B0(T )Q00u(0))>  1
2
<Q00w(0);W0(T )Q00w(0)>  
 1
2
<Q00u(0); R0(T )Q00u(0)>
и выпишем условия оптимальности управления задач 0P0, Q0P0:
d00H
d00u
= 0;
d00H
d00z
= 0;
 d00H
d00x
=
d00p
d0
; 00p(+1) = 0;  d00H
d00y
=
d00q
d0
; 00q(+1) = 0;
dQ00H
dQ00u
= 0;
dQ00H
dQ00z
= 0;
 dQ00H
dQ00x
=
dQ00p
d0
; Q00p( 1) = 0;  dQ00H
dQ00y
=
dQ00q
d0
; q0(T ) +Q00q(0) = 0:
Из последних равенств следует, что оптимальное управление 00u(0) задачи
0P0 удовлетворяет условию
00u(0) = R(0)
 1(B0(0)0(E2 + E3)00 (0)); (32)
где 00 (0) – решение задачи
(E1 + E2)
d00 (0)
d0
=W0(0)00w(0)  A0(0)0(E2 + E3)00 (0); (33)
Асимптотика решения трехтемповой задачи оптимального управления 93
00p(+1) = 0; 00q(+1) = 0; (34)
00w(0) – траектория системы (27), соответствующая управлению 00u(0), а оп-
тимальное управление Q00u(0) задачи Q0P0 – условию
Q00u(0) = R(T )
 1(B0(T )0(E2 + E3)Q00 (0)); (35)
где Q00 (0) – решение задачи
(E1 + E2)
dQ00 (0)
d0
=W0(T )Q00w(0)  A0(T )0(E2 + E3)Q00 (0); (36)
Q00p( 1) = 0; q0(T ) +Q00q(0) = 0; (37)
Q00w(0) – траектория системы (30), соответствующая управлению Q00u(0).
После решения задач P0, 0P0, P0Q0, функции v0(t), 00v(0), Q00v(0) найдены.
Заметим, что члены разложения 01x(0), Q01x(0) являются известными. Действи-
тельно, уравнения (8), (9) при j = 1 относительно 01x(0), Q01x(0) имеют вид
d01x(0)
d0
= E1(A0(0)00w(0) + B0(0)00u(0));
dQ01x(0)
d0
= E1(A0(T )Q00w(0) + B0(T )Q00u(0)):
Приравнивая коэффициенты при "2, рассмотрим коэффициент J2 из разложения
(6).
J2 =
TZ
0
F2(t) dt+
+1Z
0
01F (0) d0 +
0Z
 1
Q01F (0) d0+
+
+1Z
0
10F (1) d1 +
0Z
 1
Q10F (1) d1;
где
TZ
0
F2(t) dt =
TZ
0
(< w2(t);W0(t) w0(t)> + <u2(t); R0(t)u0(t)> +
+ < w0(t);W1(t) w1(t)> + <u0(t); R1(t)u1(t)> +[ ^F0(t)]2) dt+
+
1
2
TZ
0
(< w1(t);W0(t) w1(t)> + <u1(t); R0(t)u1(t)>) dt;
(38)
+1Z
0
01F (0) d0 =
+1Z
0
(< w0(0);W0(0)01w(0)> + < w1(0);W0(0)00w(0)> +
+ <00w(0);W0(0)01w(0)> + <u0(0); R0(0)01u(0)> +
+ <u1(0); R0(0)00u(0)> + <00u(0); R0(0)01u(0)> +[^00F (0)]1) d0;
(39)
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0Z
 1
Q01F (0) d0 =
0Z
 1
(< w0(T );W0(T )Q01w(0)> + < w1(T );W0(T )Q00w(0)> +
+ <Q00w(0);W0(T )Q01w(0)> + <u0(T ); R0(T )Q01u(0)> +
+ <u1(T ); R0(T )Q00u(0)> + <Q00u(0); R0(T )Q01u(0)> +[Q^00F (0)]1) d0;
(40)
+1Z
0
10F (0) d0 =
+1Z
0
(<( w0(0) + 00w(0));W0(0)10w(0)> +
+ <(u0(0) + 00u(0)); R0(0)10u(0)>) d0 +
1
2
+1Z
0
(<10w(0);W0(0)10w(0)> +
+ <10u(0); R0(0)10u(0)>) d0;
(41)
0Z
 1
Q10F (1) d1 =
0Z
 1
(<( w0(T ) +Q00w(0));W0(T )Q10w(1)> +
+ <(u0(T ) +Q00u(0)); R0(T )Q10u(1)>) d1 +
1
2
0Z
 1
(<Q10w(1);W0(T )Q10w(1)> +
+ <Q10u(1); R0(T )Q10u(1)>) d1:
(42)
Преобразуя первый интеграл из (38), используя (20) - (22) и уравнения (7) при
j = 2, подставляя полученное выражение в (38), находим выражение для регуляр-
ной части функционала J2:
TZ
0
F2(t) dt =   <p0(0); x2(0)> + <q0(T ); y1(T )>   <q0(0); y1(0)> + <s0(T ); z0(T )>  
  <s0(0); z0(0)> +
TZ
0
(< w1(t);
1
2
W0(t) w1(t) + [^0(t)]1   E2dq0(t)
dt
>< w0(t); [ ^0(t)]2> +
+ <u1(t); R0(t)u1(t) + [^%0(t)]1> + <u0(t); [ ^%0(t)]2>) dt 
TZ
0
<z0(t);
ds0(t)
dt
> dt:
Рассуждая аналогичным образом, используя (20) - (22), (32), (33) и уравнения
(8) при j = 1, получаем следующее представление для (39):
+1Z
0
01F (0) d0 =   <p0(0);01x(0)>   <p0(0);02x(0)>   <q0(0);01y(0)>  
  <s0(0);00z(0)>   <00p(0); x1(0)>   <00p(0);01x(0)>   <00q(0); y1(0)>  
Асимптотика решения трехтемповой задачи оптимального управления 95
  <00q(0);01y(0)> +
+1Z
0
(<00s(0);
d00z
d0
  E3[^00f(0)]1>  
  <00q(0); E2[^00f(0)]1>   <p0(0); d01x
d0
>  
  <00p(0); d01x
d0
> + <00q(0); (
dy0
d0
j0=0)> +[^00F (0)]1) d0:
(43)
Преобразованное с помощью условий оптимальности управления задач P0, Q0P0
значение функционала (40) имеет вид
0Z
 1
Q01F (0) d0 =<q0(T ); Q01y(0)> + <s0(T ); Q00z(0)> + <Q00p(0); x1(T )> +
+ <Q00p(0); Q01x(0)> + <y1(T ); Q00q(0)> + <Q00q(0); Q01y(0)> +
+
0Z
 1
(<Q00s(0);
dQ00z
d0
  E3[Q^00f(0)]1>   <Q00q(0); E2[Q^00f(0)]1>  
  <Q00p(0); dQ01x
d0
> + <Q00q(0); (
dy0
d0
j0=0)> +[Q^00F (0)]1) d0:
(44)
Интегралы в соотношениях (43), (44) представляют собой известные слагаемые.
Преобразуем далее первый интеграл из (41) с помощью условий оптимальности
управления задач P0, 0P0, задаваемых равенствами (20) - (22), (32), (33), соответ-
ственно, принимая во внимание уравнения (10) при j = 0.
+1Z
0
(<( w0(0) + 00w(0));W0(0)10w(1)> + <(u0(0) + 00u(0)); R0(0)10u(1)>) d1 =
=
+1Z
0
(<(
dp0
d1
)j1=0 + A0(0)0  0(0);10w(1)> + <(E1 + E2)(
d00 
d1
)j1=0+
+A0(0)0(E2 + E3)00 (0);10w(1)> + <B0(0)0  0(0);10u(1)> +
+ <B0(0)0(E2 + E3)00 (0);10u(1)>) d1 =
+1Z
0
(<10x(1); (
dp0
d1
)j1=0> +
+ <  0(0);A0(0)10w(1) + B0(0)10u(1)> + <10x(1); (
d00p
d1
)j1=0> +
+ <10y(1); (
d00q
d1
)j1=0> + <00 (0); (E2 + E3)(A0(0)10x(1)+
+B0(0)10u(1))>) d1 =
+1Z
0
(<p0(0);
d12x
d1
> + <q0(0);
d11y
d1
> +
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+ <s0(0);
d10z
d1
> + <00q(0);
d11y
d1
> + <00s(0);
d10z
d1
>) d1 =
=   <p0(0);12x(0)>   <q0(0);11y(0)>   <s0(0);10z(0)>  
  <00q(0);11y(0)>   <00s(0);10z(0)> :
(45)
Применяя к первому слагаемому в (42) аналогичные преобразования интегрирова-
ния по частям с использованием условий оптимальности управления задач P0, Q0P0,
учитывая вид уравнений (11) при j = 0, получаем равенство
0Z
 1
(<( w0(T ) +Q00w(0));W0(T )Q10w(1)> +
+ <(u0(T ) +Q00u(0)); R0(T )Q10u(1)>) d1 =<q0(T ); Q11y(0)> +
+ <s0(T ); Q10z(0)> + <Q00q(0); Q11y(0)> + <Q00s(0); Q10z(0)> :
(46)
Подставляя (43) – (46) в соотношения (39) – (42), суммируя преобразованные вы-
ражения (38) – (42), составляющие функционал J2, принимая во внимание началь-
ные условия (13) – (18), отбрасывая известные после решения задач P0, 0P0, Q0P0
слагаемые, получаем задачи оптимального управления P1, 1P0, Q1P0, из которых
найдем v1(t) = (x1(t)0; y1(t)0; z1(t)0; u1(t)0)0, 10v(1) = (10x(1)0;10y(1)0;10z(1)0;
10u(1)
0)0, Q10v(1) = (Q10x(1)0; Q10y(1)0; Q10z(1)0; Q10u(1)0)0, т.е.
P1 : J1(u1) =<x1(T ); Q00p(0)> +
1
2
TZ
0
(< w1(t);W0(t) w1(t) + [^0(t)]1   E2d
 0(t)
dt
> +
+ <u1(t); R0(t)u1(t) + [^%0(t)]1>) dt! min;
E1
d w1(t)
dt
+ E2
d w0(t)
dt
= A0(t) w1(t) + B0(t)u1(t) + [ ^f0(t)]1;
x1(0) + 01x(0) = 0;
1P0 : 1J0(10u) =
1
2
+1Z
0
(<10w(1);W0(0)10w(1)> +
+ <10u(1); R0(0)10u(1)>) d1 ! min;
(47)
d10w(1)
d1
= E3(A0(0)10w(1) + B0(0)10u(1)); (48)
10x(+1) = 0; 10y(+1) = 0;
z0(0) + 00z(0) + 10z(0) = z
0;
(49)
Q1P0 : Q1J0(Q10u) =<Q10z(0); (s0(T ) +Q00s(0))> +
+
1
2
0Z
 1
(<Q10w(1);W0(0)Q10w(1)> + <Q10u(1); R0(T )Q10u(1)>) d1 ! min;
(50)
dQ10w(1)
d1
= E3(A0(T )Q10w(1) + B0(T )Q10u(1)); (51)
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Q10w( 1) = 0: (52)
При наших условиях линейно-квадратичные задачи P1, 1P0, Q1P0 однозначно раз-
решимы. Обозначая функцию Гамильтона задачи P1 через H1 с сопряженными пе-
ременными  1(t) = (p1(t)0; q1(t)0; s1(t)0)0, выпишем согласно [15] условия оптималь-
ности
d H1
du1
= 0;
d H1
dy1
= 0;
d H1
dz1
= 0;  d
H1
dx1
=
dp1
dt
; p1(T ) +Q00p(0) = 0:
Из последних соотношений следует, что оптимальное управление u1(t) задачи P1
удовлетворяет условию
u1(t) = R0(t)
 1(B0(t)0  1(t)  [ ^%0(t)]1);
где сопряженная переменная  1(t) – решение задачи
E1
d  1(t)
dt
=W0(t) w1(t)  A0(t)0  1(t) + [^0(t)]1   E2d
 0(t)
dt
;
p1(T ) +Q00p(0) = 0;
w1(t) – траектория системы, соответствующая управлению u1(t).
Обозначая функцию Гамильтона задачи 1P0 через 10H с сопряженной пере-
менной 10 = (10p(1)0;10q(1)0;10s(1)0)0, получаем следующие условия опти-
мальности:
d10H
d10u
= 0;  d10H
d10x
=
d10p
d1
;  d10H
d10y
=
d10q
d1
;  d10H
d10z
=
d10s
d1
; 10 (+1) = 0:
Из этих соотношений следует, что оптимальное управление 10u(1) задачи 1P0
удовлетворяет условию
10u(1) = R0(0)
 1B0(0)0E310 (1); (53)
где сопряженная переменная 10 (1) – решение задачи
d10 (1)
d1
=W0(0)10w(1)  A0(0)0E310 (1); (54)
10 (+1) = 0; (55)
10w(1) – траектория системы, соответствующая управлению 10u(1).
Аналогичным образом получаем соотношения для управления Q10u(1) задачи
Q1P0
Q10u(1) = R0(T )
 1B0(T )0E3Q10 (1); (56)
где сопряженная переменная Q10 (1) – решение задачи
dQ10 (1)
d1
=W0(T )Q10w(1)  A0(T )0E3Q10 (1); (57)
Q10p( 1) = 0; Q10q( 1) = 0; s0(T ) +Q00s(0) +Q10s(0) = 0: (58)
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Q10w(1) – траектория системы, соответствующая управлению Q10u(1).
Итак, коэффициент J0 в разложении (6) зависит от решения однозначно раз-
решимой задачи P0. Отбрасывая в J1 слагаемые, известные после решения задачи
P0, получаем сумму критериев качества для однозначно разрешимых задач 0P0,
Q0P0. Преобразуя J2 за счет условий оптимальности управления задач P0, 0P0,
Q0P0, отбрасывая известные слагаемые, получаем критерии качества для однознач-
но разрешимых 1P0, Q1P0.
Таким образом, доказана
Теорема 1. Члены разложения нулевого порядка v0(t), 00v(0), Q00v(0), 10v(1),
Q10v(1) являются решениями построенных задач оптимального управления P0,
0P0, Q0P0, 1P0, Q1P0.
Применяя принцип максимума Л.С. Понтрягина к линейно-квадратичной задаче
(1) – (3), сформулируем необходимое и достаточное условия оптимальности управ-
ления. Для того, чтобы при достаточно малых "  0, t 2 [0; T ] управление u(t; "),
было оптимальным в задаче P", необходимо и достаточно, чтобы функция u(t; ")
имела следующий вид:
u(t; ") = R(t; ") 1B(t; ")0(t; "); (59)
где сопряженная переменная (t; ") = ((t; ")0; (t; ")0; (t; ")0)0 является решением
задачи
E(")
d(t; ")
dt
=W(t; ")w(t; ")  A(t; ")0(t; "); (60)
(T; ") = 0; (61)
w(t; ") – траектория системы (2), соответствующая управлению u = u(t). При
достаточно малых " > 0 задача P" однозначно разрешима.
Подставим в систему (2), (3), (59) – (61) вместо v(t; ") разложение (4), а вместо
(t; ") разложение
(t; ") = (t; ") +
1X
i=0
(i(i) +Qi(i)); (62)
где каждое из слагаемых допускает асимптотическое разложение по степеням ма-
лого параметра. Правые части соотношений (2), (59), (60) представим в виде асимп-
тотической суммы слагаемых, зависящих от t, i, i, i = 0; 1. Приравнивая коэффи-
циенты при одинаковых степенях в (59) – (61), получаем
u0 = R0(t)
 1B0(t)00(t); (63)
E1
d0(t)
dt
=W0(t) w0(t)  A0(t)00(t); (64)
0(T ) +Q00(0) +Q10(0) = 0; (65)
00u(0) = R0(0)
 1B0(0)000(0);
d00(0)
d0
= 0; 00(+1) = 0; (66)
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E1
d01(0)
d0
+ E2
d00(0)
d0
=W0(0)00w(0)  A0(0)0(E2 + E3)00(0);
E101(+1) = 0; E200(+1) = 0;
Q00u(0) = R0(T )
 1B0(T )0Q00(0);
dQ00(0)
d0
= 0; Q00( 1) = 0; (67)
E1
dQ01(0)
d0
+ E2
dQ00(0)
d0
=W0(T )Q00w(0)  A0(T )0(E2 + E3)Q00(0);
1(T ) +Q01(0) +Q11(0) = 0; 0(T ) +Q00(0) +Q10(0) = 0; (68)
10u(1) = R0(0)
 1B0(0)010(1);
d10(1)
d1
= 0;
d10(1)
d1
= 0; 10(+1) = 0; 10(+1) = 0;
d11(1)
d1
= 0; 11(+1) = 0;
(69)
E1
d12(1)
d1
+ E2
d11(1)
d1
+ E3
d10(1)
d1
=W0(0)10w(1)  A0(0)0E310(1);
E112(+1) = 0; E211(+1) = 0; E310(+1) = 0;
Q10u(1) = R0(T )
 1B0(T )0Q10(1);
dQ10(1)
d1
= 0;
dQ10(1)
d1
= 0; Q10( 1) = 0; Q10( 1) = 0;
dQ11(1)
d1
= 0; Q11( 1) = 0;
(70)
E1
dQ12(1)
d1
+ E2
dQ11(1)
d1
+ E3
dQ10(1)
d1
=W0(T )Q10w(1)  A0(T )0E3Q10(1)0;
0(T ) +Q00(0) +Q10(0) = 0: (71)
Из уравнений (66), (67), (69), (70) в силу экспоненциального характера пограничных
функций (5), получаем 00(0) = 10(1) = 11(1) = Q00(0) = Q10(1) =
Q11(1) = 0; 10(1) = Q10(1) = 0: Тогда условия (65), (68) примут вид
0(T ) = 0; 0(T ) +Q00(0) = 0: (72)
Из равенства коэффициентов в (2) получаем уравнения состояния (19) в вы-
рожденной задаче, а также уравнения состояния с соответствующими начальными
условиями (27), (28), (30), (31), (48), (49), (51), (52) для пограничных функций в
задачах iP0, QiP0, i = 0; 1. Из равенства коэффициентов при "0 в (59), (60), зави-
сящих от t, задаваемых выражениями (63), (64), получаем соотношения из условий
оптимальности управления в задаче P0 (21) - (22). Учитывая начальные условия
(13) – (18) для переменных состояния, а также соотношения для сопряженных пе-
ременных (21), (34), (37), (55), (58) в задачах P0, 0P0, Q0P0, 1P0, Q0P0, соответ-
ственно, учитывая соотношения (71), (72), получаем равенство 0(t) =  0(t). Таким
образом, система для нахождения приближения нулевого порядка для регулярных
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членов асимптотики решения задачи (1), (2), (60), (61), вытекающей из условия
оптимальности управления для задачи P", совпадает с системой, получаемой из
условий оптимальности управления в вырожденной задаче P0.
Аналогичным образом, следуя алгоритму метода прямой схемы асимптотиче-
ского решения задач оптимального управления, можно показать справедливость
равенств Q01(0) = Q00p(0), Q00(0) = Q00q(0), Q00(0) = Q00s(0), 12(1) =
10p(1), 11(1) = 10q(1), 10(1) = 10s(1), Q12(1) = Q10p(1), Q11(1) =
Q10q(1), Q10(1) = Q10s(1).
В результате справедлива
Теорема 2. Задачи, полученные из условий оптимальности управления в P0, 0P0,
Q0P0, 1P0, Q1P0, совпадают соответственно с задачами для (v0(t); 0(t)),
(00v(0); E101(0)+ (E2+E3)00(0)), (Q00v(0); E1Q01(0)+ (E2+E3)Q00(0)),
(10v(1); E112(1)+E211(1)+E310(1)), (Q10v(1); E1Q12(1)+E2Q11(1)+
E3Q10(1)) из асимптотики (4), (62) решения задачи (2), (60), (61), вытекающей
из условий оптимальности управления для задачи P".
3. Пример
Рассматривается следующая задача:
J(u) =
1Z
0
(u2 + tu+ y + z) dt! min; (73)
dx
dt
= x+ u; x(0) = 10; (74)
"
dy
dt
=  y + u; y(0) = 10; (75)
"2
dz
dt
=  z   u; z(0) = 10: (76)
Решение задачи (73) – (76) имеет вид
u(t; ") =
1
2
( t+ e t 1"   e t 1"2 ); x(t; ") = t
2
+
1
2
+
"e
t 1
"
2(1  ")  
"2e
t 1
"2
2(1  "2) + c1e
t;
y(t; ") =   t
2
+
"
2
+
e
t 1
"
4
  e
t 1
"2
2(1
"
+ 1)
+ c2e
  t
" ;
z(t; ") =  "
2
2
+
t
2
  e
t 1
"
2(1 + ")
+
e
t 1
"2
4
+ c3e
  t
"2 ;
c1 =
1
2
(19  "e
  1
"
(1  ") +
"2e 
1
"2
(1  "2)); c2 = 10 
"
2
  e
  1
"
4
+
e 
1
"2
2(1
"
+ 1)
;
c3 = 10 +
e 
1
"
2(1 + ")
+
"2
2
  e
  1
"2
4
:
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Применяя вышеизложенный алгоритм метода прямой схемы, найдем приближе-
ние нулевого порядка асимптотического решения задачи (73) – (76).
Вырожденная задача в нашем случае имеет вид:
P0 : J0(u0) =
1Z
0
(u20(t) + tu0(t) + y0(t) + z0(t)) dt! min;
dx0(t)
dt
= x0(t) + u0(t); x0(0) = 10;
0 =  y0(t) + u0(t); 0 =  z0(t)  u0(t):
Учитывая (20) – (22), получаем решение задачи P0: u0(t) =   t2 ; x0(t) = 12(t + 1 +
19et); y0(t) =   t2 ; z0(t) = t2 ; p0(t) = 0; q0(t) =  1; s0(t) =  1:
Выпишем задачи 0P0, Q0P0 (см. (26) – (28), (29) – (31)), из которых найдем
00v(0), Q00v(0).
0P0 : 0J(00u(0)) =
+1Z
0
(00u(0))
2 d0 ! min;
d00x(0)
d0
= 0; 00x(+1) = 0;
d00y(0)
d0
=  00y(0) + 00u(0); y0(0) + 00y(0) = 10; 0 =  00z(0)  00u(0);
Q0P0 : Q0J0(Q00u) =  Q00y(0) +
0Z
 1
(Q00u(0))
2 d0 ! min;
dQ00x(0)
d0
= 0; Q00x( 1) = 0;
dQ00y(0)
d0
=  Q00y(0) +Q00u(0); Q00y( 1) = 0; 0 =  Q00z(0) Q00u(0):
Учитывая (12), (32) – (37), получаем решение задач 0P0, Q0P0, т.е.
00u(0) = 0; 00z(0) = 0; 00q(0) = 0; 00y(0) = c2e
 0 :
Q00u(0) =
e0
2
; Q00y(0) =
e0
4
; Q00z(0) =  e
0
2
; Q00q(0) = e
0 ;
Q00p(0) = 00p(0) = 0; 00s(0) = Q00s(0) = 0:
Выпишем задачи 1P0, Q1P0 (см. (47) – (49), (50) – (52)):
1P0 : 1J0(10u) =
+1Z
0
(10u(1))
2 d1 ! min;
d10x(1)
d1
= 0; 10x(+1) = 0; d10y(1)
d1
= 0; 10y(+1) = 0;
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d10z(1)
d1
=  10z(1)  10u(1); z0(0) + 00z(0) + 10z(0) = 10:
Q1P0 : Q1J0(Q10u) =  Q10z(0) +
0Z
 1
(Q10u(1))
2 d1 ! min;
dQ10x(1)
d1
= 0; Q10x( 1) = 0; dQ10y(1)
d1
= 0; Q10y( 1) = 0;
dQ10z(1)
d1
=  Q10z(1) Q10u(1); Q10z( 1) = 0:
Учитывая (53) – (58), выпишем решение задач 1P0, Q1P0
10u(1) = 0; 10p(1) = Q10p(1) = 0; 10q(1) = Q10q(1) = 0;
10z(1) = 10e
 1 ; Q10u(1) =  e
1
2
; Q10z(1) =
e1
4
; Q10s(1) = e
1 :
В результате, получаем приближение нулевого порядка решения задачи (73) – (76)
x0(t) =
1
2
(1 + t+ 19et); y0(t) =   t
2
+ 10e 
t
" +
e
t 1
"
4
;
z0(t) =
t
2
+ 10e 
t
"2   e
t 1
"
2
+
e
t 1
"2
4
; u0(t) =
1
2
( t+ e t 1"   e t 1"2 ):
Результаты вычислений при " = 0:25 для управления представлены на Рис. 1, где
сплошная кривая означает оптимальное управление u задачи P", штрих-пунктирная
кривая – оптимальное управление u0 вырожденной задачи P0, точками обозначено
приближение нулевого порядка u0 для оптимального управления.
Рис. 1. Оптимальное управление и его приближения
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Zero-order Approximation of Three-time Scale Singular
Linear-quadratic Optimal Control Problem
Kalashnikova M.A.
Voronezh State University, Universitetskaya pl., 1, Voronezh, 394006, Russia
Keywords: linear-quadratic optimal control problem, singular perturbations,
asymptotic expansion, multi-time scale systems
This paper is devoted to the construction of a zero-order approximation of the so-
lution of a three-time scale singular perturbed linear-quadratic optimal control problem
with the help of the direct scheme method. The algorithm of the method consists in
immediate substituting a postulated asymptotic expansion of solution into the problem
condition and constructing a family of control problems to dene the terms of the asymp-
totic expansion. Asymptotic approximation of the solution contains regular functions
and four boundary ones of exponential type which are determined from the ve linear-
quadratic optimal control problems. It is shown, that the system of equations for a
zero-order approximation appeared from control optimality conditions of the initial per-
turbed problem corresponds to control optimality conditions appeared in respective ve
optimal control problems constructed for nding zero-order asymptotic approximation
with the help of the direct scheme method. An illustrative example is given.
Сведения об авторе:
Калашникова Маргарита Александровна,
Воронежский государственный университет,
аспирант кафедры математического анализа
