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Abstract We investigate the hypothesis that long-term memory in popu-
lations of agents can lead to counter-productive emergent properties at the
system level. Our investigation is framed in the context of a discrete, one-
dimensional road-traffic congestion model: we investigate the influence of sim-
ple cognition in a population of rational commuter agents that use memory
to optimize their departure time, taking into account congestion delays on a
previous trips. Our results differ from the well-known minority game in that
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crowded slots do not carry any explicit penalty. We use Markov Chains anal-
ysis to uncover fundamental properties of this model and then use the gained
insight as a benchmark. Then, using Monte Carlo simulations, we study two
scenarios: one in which “myopic” agents only remember the outcome (delay)
of their latest commute, and one in which their memory is practically infinite.
We show that there exists a trade-off, whereby myopic memory reduces con-
gestion but increases uncertainty, whilst infinite memory does the opposite.
We evaluate performance against the optimal distribution of departure times
(i.e. where both delay and uncertainty, are minimized simultaneously). This
optimal but unstable distribution is identified using a Genetic Algorithm.
Keywords Multi-agent · Congestion · Synchronisation · Memory · Emer-
gence · Optimisation · Markov Chain · Monte Carlo Simulation · Genetic
Algorithms
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Mathematics Subject Classification (2010) MSC code1 · MSC code2 ·
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1 Introduction
Movement is a fundamental aspect of the physical universe, from the entirely
passive motion of molecules in a gas, through the “semi-active” displacement
of microscopic life-forms such as bacteria or plankton, to the intentional move-
ment of more complex organisms such as insects, fish, birds or mammals. One
defining characteristic of movement is that, independently of the way in which
it is achieved, it is necessarily mediated or constrained by the environment
in which it takes place. Furthermore, when considering a number of entities
in motion, even when such motion is governed by simple physical laws, com-
plex and chaotic patterns can emerge as a result of their interactions, e.g.
Rayleigh-Taylor instability (Sharp, 1984).
In biology, the various phenomena resulting from the interactive movement
of several entities have been studied under the umbrella term of collective
motion (Vicsek and Zafeiris, 2012). In both physics and biology, relevant and
universally occurring global patterns can be expected to emerge as soon as
the interaction among moving entities is governed by specific rules (Deutsch
et al., 2012), and in the context of road-traffic, congestion is one such pattern.
Motivation
The motivation for this work is two-fold. On the one hand, we wish to demon-
strate, in a concrete and socio-economically relevant case, that there are situ-
ations in which more advanced cognitive capabilities (long-term memory) are
detrimental to collective performance as they promote the emergence of a sub-
optimal stable-state. On the other, by documenting our investigations into this
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phenomenon, we hope to improve our ability to model, predict and mitigate
traffic congestion in a “smart city” application context (d’Aquin et al., 2015;
Davies and Fisher, 2015), where it poses a significant challenge.
Any reduction in road congestion not only reduces journey times for travel-
ers but, perhaps more importantly, reduces one of the major factors responsible
for poor air quality, namely vehicle emissions (Wahle et al., 1999).
Contribution of this article
We consider rational agents that use stored information about past journeys as
evaluated against some fitness function, such as “being on time”. We present a
simple probabilistic model to study the influence of cognitive effects, i.e. learn-
ing from experience, over recurrent congestion dynamics (e.g. “rush hour”).
We show that cognitive effects actually contribute to perpetuating conges-
tion. Within our model, agents effectively displace the emerging congestion
(instead of reducing it), and they do so by progressively learning and adapt-
ing to the average delay that they themselves experience. Our results clearly
indicate that there is a trade-off between reducing congestion and increasing
uncertainty about the outcome of a planned journey.
Our model is fundamentally different from e.g. the well-known minority
game (presented in Section 2.2.3) in that crowded slots do not carry any ex-
plicit penalty. Indeed, slow travel during a congested period can be an optimal
strategy with respect to the agents’ objective of arriving on time, provided
they factor the delay into their calculations. In fact, this is exactly what we
observe in the “infinite memory” scenario. The overall reduction of congestion
through spreading the load is a secondary objective of an external entity (e.g.
the city authorities) and is not explicitly shared by the commuter agents.
Our results open the way for subsequent investigations into how to miti-
gate congestion, which is caused indirectly by the agents’ ability to use their
memory of past journeys to refine their strategy and meet their objective of
arriving on time. In theory, it is possible to achieve this with a limited (and,
depending on the cost attributed to congestion, acceptable) increase in jour-
ney time variability. Furthermore, departures can be scheduled according to an
optimal distribution, the shape of which is determined by the relative weight
of both costs (congestion and delay) and traffic dynamics.
2 State-of-the-art
2.1 Urn models
Combinatorics has been described by Gian Carlo Rota as the art of counting in
how many ways one can put [coloured] balls in [coloured] urns (Damiani et al.,
2009). Urn model representations provide a powerful way to study complex
systems involving autonomous and semi-autonomous entities, as they draw a
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clear conceptual link between the representation choices and the behavioral
properties the model can express (often called the model’s Statistics).
This kind of representation is at the core of many models (Young et al.,
2015), including the model known as Maxwell-Boltzmann Statistics (Maxwell,
1879, 1890), for modeling non-interacting entities; it was also at the basis of
the models known as Bose-Einstein Statistics (Bose, 1920; Einstein, 1924) and
Fermi-Dirac Statistics (Fermi, 1926), modeling systems in which entities are,
respectively, allowed or forbidden to occupy the same state / box at the same
time. Comprehensive reviews of urn models can be found in (Johnson and
Kotz, 1977; Mahmoud, 2008).
Another point in favor of “balls-in-urns” models for representing complex
systems is that the temporal evolution of different arrangements can be rep-
resented by means of Markov Chains satisfying some basic properties:
1. Any balls-and-urns arrangement has a finite number of potential successors,
called states, and the Statistics defines which are acceptable.
2. At each instant, the model can move from its present arrangement to any
valid state or remain in the current one.
3. The probability of doing so is represented in a square transition matrix.
Being probabilities, entries in each row must sum to unity.
2.2 Movement dynamics and congestion
Movement dynamics have been studied extensively (Chowdhury et al., 2000;
Helbing, 2001; Kerner, 2009; Treiber and Kesting, 2012) and a host of models
(cf. Bellomo and Dogbe (2011)) of various complexity has been proposed for
numerous types of motion, e.g. Daganzo and UC Berkeley (1994). In the con-
text of human behaviour, common examples are empirical studies on traffic
networks (Schreckenberg and Selten, 2013), work on crowd motion, pedestrian
flow and evacuation dynamics (Schadschneider et al., 2009) and investigations
into road-traffic congestion (Quill, 2008). At its most general, congestion is the
result of a flow exceeding the nominal capacity of its carrier (i.e. its bounding
environment). With regard to road-traffic, the above is something of a simpli-
fication since jam formation is not entirely deterministic and, as such, cannot
be guaranteed to occur when and only when a particular traffic capacity is
reached. Indeed, tiny perturbation in the flow can already have repercussions
leading to a drastic, localized drop in speed (Kerner and Rehborn, 1997).
In IP networks, congestion manifests itself as a need to drop packets in
order to avoid exceeding buffering capacity which results in disruptive phe-
nomena. In road networks, the most familiar effect of congestion is the traffic
jam. On a fundamental level, all or most types of congestion have similar char-
acteristics, most noticeably a strong non-linear component. This non-linearity
implies that, for certain parameter values, small changes can have a large
impact on the behaviour of the system.
Congestion effects will often be negligible below a certain threshold flow
density, then rapidly increase in its vicinity, in a way reminiscent of a phase
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transition. As a result of this non-linearity, controlling flow density in the
traffic domain offers the possibility of significantly lowering congestion for a
comparatively small price in terms of wider dispersion around expected transit
travel time and therefore slightly increased transit travel time uncertainty.
2.2.1 Congestion
In their paper, Mahmassani and Chang (1986) use system dynamics approaches
to study the effect of commuters deciding to alter their departure times in re-
sponse to congestion delays experienced on previous trips. In particular, they
investigate the conditions for the system to stabilise and show that the toler-
ance for error (difference between desired and actual arrival time), combined
with the volume of traffic, are the most critical parameters. In short: if the
error tolerance is low, the system struggles to find a stable regime. Of partic-
ular interest for the present study is their conclusion that, somewhat counter-
intuitively, a weighted long-term memory does not have a clearly beneficial
effect compared to what they refer to as a “myopic” learning algorithm in
which only the outcome of the most recent trip is taken into account.
In their recent paper Xiao and Lo (2016) explore the possible influence
of social networks on the process whereby commuters “learn” about the con-
gestion delay they are likely to incur on their way to work, depending on
their departure time. In their model the travellers progressively acquire very
detailed knowledge, including not only the average delay associated with a cer-
tain departure time, but also its variance. The chosen utility function assigns
specific weights to the three types of “costs” involved: the duration of the trip
and penalties for early and late arrival. Memory is introduced in the form of
weighted updates to the commuters’ knowledge (“belief” system), taking into
account their own personal experience as well as that of those of their peers
to which they are socially connected. The study of congestion dynamics is
beyond the remit of Xiao and Lo’s paper. In their paper they use the classical
“bottleneck” model (Vickrey, 1969) to calculate delays.
2.2.2 Cell Transmission Model
We model a stretch of road as a sequence of cells (urns) representing road
segments. Traffic (balls) move through these cells along predefined paths. As
such, our model is a simple version of the Cell Transmission Model (CTM),
originally proposed by Daganzo (1994) in which road-traffic is modelled on
a macroscopic level, as opposed to microscopic models, considering individual
cars and the interactions among them (Wahle et al., 1999). Cells are connected
in a restricted number of ways (Daganzo and UC Berkeley, 1994) and the traffic
flow through them is governed by two functions defining how the traffic may
enter and leave each cell. One benefit of using this model is the fact that it is
comparatively easy to update and implement (Chuo et al., 2016).
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2.2.3 Minority Game
A model related to our own, but different in many aspects, is the Game The-
ory model known as Minority Game (Challet and Zhang, 1997, 1998) (for a
comprehensive treatment see for instance (Challet, 2006; Challet et al., 2013)).
In the inspiring prototypical example of the game - the El Farol bar setting
(Arthur, 1994) - each member of a set of selfish agents endowed with bounded
rationality tries to avoid attending the bar in overcrowded evenings. The agents
do not have the opportunity to communicate with one another and do not
have ahead information about the behaviour of the other agents. The players
make decisions based on the common knowledge of the past record. There
are two strategies / sides: the goers and the non-goers. The agents that end
up on the minority side win. The setup can be easily reformulated so as to
include the avoidance of time slots in place of space slots and so on. Variants
have been studied that included differently structured rewards (binary reward
0–1 structure or reward inversely proportional to the number of winners),
different memory depths (in number of rounds m = 1, 2, . . . ,+∞) and number
of strategies available to each player (in the binary reward structure, a subset
of the 22
m
possible strategies). The distinctive features of the game have been
found insensitive to the memory depth (Cavagna, 1999). The game has been
investigated extensively through numerical simulations (Challet and Zhang,
1998; Johnson et al., 1999; Savit et al., 1999), then solved analytically - in the
infinite number of agents limit - through a mapping onto a spin-glass model
(Challet and Marsili, 1999; Challet et al., 2000; Marsili et al., 2000).
The main difference between the Minority Game definition and our def-
inition is that, in the former, the objective function - i.e. the one on which
the agents are basing their decision - is explicitly and exclusively linked to
the avoidance of crowded time-slots or locations. By contrast, in our model,
the primary objective function, is directly related only to their timely arrival
at destination. More specifically, in our setting, the agents choose in which
time slot to start the journey: it is true that ending up in a crowded time
slot for the start increases the likelihood of incurring in longer delays due to
congestion; however delays incurred due to congestion have no direct explicit
cost to the agents. The agent will receive a positive feed-back from a given
choice even if (s)he has spent a long time in a crowded road, provided that
(s)he has arrived on time. This is why, in the unbounded memory scenario,
the emerging stable-state is a synchronised departure which perpetuates con-
gestion. The irrelevance of memory in the Minority Game (Cavagna, 1999), is
another remarkable difference. In the context of our model, unbounded mem-
ory perpetuates congestion, whilst “myopic” short-term memory has a benign
influence. Since the avoidance of crowded slots is not the explicit objective
of the decision-making agents, memory does play a critical part in promoting
synchronisation and therefore increasing congestion.
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3 The model
3.1 Description
In line with the Cell Transmission Model (CTM), we employ a one-dimensional
discrete model in order to study rigorously the dynamics of congestion. We
restrict our investigations to the simplest possible case: a single traffic lane
is represented as a chain of urns, i.e. the lane does not merge or divide and
there are no junctions. Furthermore, there is only one lane of traffic. In this
scenario, all entities (packets, vehicles, ...) have to travel from the same origin
point at one end of a chain of discrete locations to the same destination point
at the other end of the chain (using the same route), and share the same target
arrival time. This can be conceived of as a number of balls moving through
a sequence of “discrete” urns, i.e. adjacent locations, until all of them have
reached the last one. Congestion is introduced by making the probability of
one ball being moved from its current urn to the next urn an inverse non-
linear function of the number of balls n in its current urn (however, entering a
cell is always possible). For simplicity, and because our primary concern is the
modelling of cognitive effects (as opposed to the modelling of road-traffic flow)
we used a slightly modified version of the Hill function to simulate stochastic
movement:
Pi =
1
1 +
(
i−1
nu
)α (1)
giving us the probability Pi of a ball i moving from one urn to the next.
Parameter nu is the threshold occupancy value for which the probability of a
ball moving from one urn to the next is one half (Pi = 0.5), and α is the non-
linearity. On every time-step, all balls present in the system are allowed one
attempt to move to the next urn. Each attempt consists in drawing a random
real number in the interval [0; 1[ (uniform distribution). If it is lower than the
value of Pi calculated for each specific ball characterised by its index i (position
in the urn), then it is transferred to the next urn, otherwise it does not move.
Thus when (i−1) > nu, the higher the value of α, the lower the probability Pi
that the corresponding ball passes into the next urn. Furthermore the above
expression ensures that at least the first ball from each urn (i = 1) moves
to the next one on every time-step, since Pi=1 is always 1, independently of
non-linearity. To avoid any permanent bias, the order in which the balls in a
urn are considered (their index) is randomized on every time-step.
Finally, so as to avoid interaction between urns within the same time-step,
they are considered one by one in the opposite direction to ball movement (i.e.
from last to first urn).
Example
To illustrate the process, let us consider the case where: the total number
of balls is N = 3, there are only three urns, and the parameter values for
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equation 1 are nu = 2 and α = 2. On the first time-step, all three balls are in
the first urn, written as [3,0,0]. Their probability to move to the second urn
are respectively P1 = 1, P2 = 0.8, and P3 = 0.5. At the end of the first step,
the most likely configuration of the system is [1,2,0], which is observed with
frequency 0.5, followed closely by [0,3,0], which is observed with frequency
0.4. Configuration [2,1,0] will be observed with frequency 0.1.
Thus, in the first and most common outcome of round 1, one ball “falls vic-
tim” to congestion effects. Figure 1 shows all possible configurations reachable
at the end of each round and all the possible transitions between them.
Fig. 1 The reachable configurations for a system comprised of 3 balls and 3 urns, and the
possible transitions between them according to the rules of our model applied for four steps
(S0 to S4) and without distinguishing between balls (Bose-Einstein Statistics).
If congestion is impossible (n = 1) or unlikely (n  nu) throughout the
process then, if there are U urns in total, all balls will complete their journey
in U − 1 steps. If they are governed by “rational” agents sharing the same
target arrival time T , they should leave the first urn at T − U + 1. For the
remainder of this paper we will assume that T = U − 1, so that the best time
to leave the first urn in the absence of congestion is always zero.
3.2 Model validation
We studied the model introduced above both using Monte Carlo simulation
and Markov Chain modeling: the latter was used to investigate the general
characteristics of the dynamics, the former was used to investigate more com-
plex scenarios, such as the ones described in the next sections. The two ap-
proaches complement one another and provide a cross check of the consistency
of one another’s results in the common domains of study.
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Markov Chains are appropriate for modeling stochastic processes endowed
with the so called Markov property (i.e. the future state of the system depends
only on the present state, e.g. the probability governing the transition of the
balls from one urn to the next). This allows the representation of a process
in terms of a directed weighted graph. In such a graph, the nodes are the
states and the arcs represent transitions with associated probabilities (called
a Markov Chain). The algebraic properties of the corresponding state-to-state
transition probability matrix allow the characterization of the relevant features
of the process, including the asymptotic behavior of the system. This facilitates
the study of short / medium term behavior of a system with high accuracy.
In the Monte Carlo simulation the process is basically a random walk over
the state and transition graph; the quantities obtained by repeated runs of
the simulation are therefore subject to statistical fluctuations. In the Markov
Chain model probabilities are propagated directly and consequently fluctua-
tions are avoided by construction.
In summary, we have the following parameters for the model:
– N , the total number of balls in the system;
– U , the number of discrete locations (urns) in the path;
– nu, the threshold occupancy value and
– α, the non-linearity parameter.
In the remainder of this section we present results of the Markov Chain anal-
ysis in terms of general features of the dynamics (§3.3) and in terms of the
distribution of the arrival times for simultaneously departing balls (§3.4) as
a function of the parameters of the model. The cases of non-simultaneously
departing balls is dealt with later in the context of the different models of
adaptation and memory (§4); those results are obtained by running Monte
Carlo simulations. With regard to departure, we assume that all the balls
depart from the starting urn at the same time.
3.3 Propagation dynamics
Hereafter we will use the following naming convention for the different space
and time granular elements: the path to be travelled consists in an array of U
contiguous urns – that we call the urn-array – characterized, in our case, by
the same dynamic constants nu and α (no bottlenecks are present) determining
P (n|nu, α), except the last urn, for which the propagation probability is P = 0.
3.3.1 States at different granularities of the Markov Chain
From the point of view of the Markov Chain modeling, the evolution process is
a discrete-time discrete-state-space process. The time and space elements can
be considered at various nested resolutions / granularities: the transition prob-
abilities among states at one resolution can be used to compute the transition
probabilities among states at a coarser resolution.
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The minimal resolution corresponds to the most elementary process, namely
a ball attempting to pass to the next urn. Here, initial and final state corre-
spond to the initial and final position (success or failure) for the ball, a process
which is governed by equation 1. This process is repeated for all the balls from
the penultimate urn to the first in the chain.
One can also describe the process at a coarser granularity by studying the
update of a whole urn, as all the contained balls attempt to pass to the next
urn; here the initial urn-states are the possible initial occupancy numbers of
the current urn and the possible final occupancy numbers of the current urn
(which influences the occupancy of the next urn).
The transition probabilities are computed as products of conditional prob-
abilities of individual attempts based on equation 1. This is repeated starting
from the penultimate urn in the array and going backward.
A full pass over all the urns of the array corresponds to the next upper
granularity description: here the initial states are the possible configurations
of the urn array. Figure 1 describes the process at the pass-granularity for
the case where N = 3 and U = 3. For the sake of clarity, annotations of the
transition probabilities from one pass-state to the next are not reported.
A process going from a departure state to the final state (all the balls
at destination) is called a round. In this section we do not have any interest
in distinguishing between rounds, since all the rounds, here, use the same
dynamics and the same starting pass state (all the balls in the starting urn);
that distinction will, however, be relevant for the following sections, where
memory effects will be introduced, which modify the starting pass state of a
round based on the outcomes of the previous rounds.
3.3.2 Pass state characteristics and transition dynamics
We analyze the behaviour of the system at pass state granularity. The pass
states and their transition probabilities have been obtained by composition of
the probabilities at finer granularities. We start by providing a list of connected
observations along with the supporting evidence. The findings discussed are
the following: the set of urns hosting the balls, during their propagation, always
form a connected chain; its length increases gradually with time; given enough
running space this relaxation process leads to a one-ball-per-urn procession-
like configuration that is stable and moves forward at a rate of one urn per
time-step. The speed of this relaxation process is controlled by the parameters
nu and α: the larger their values the slower the relaxation and the lower the
variance of the arrival times.
To start, we recall that by the definition of the dynamics, at least one ball
in each urn succeeds in moving on. This has an important consequence: if all
the balls start from the same urn, the balls can adopt different configurations
but during their journey they will always occupy contiguous urns. In other
words the balls will form a wave or chain containing no gaps because even
if all the balls in a urn leave that urn, at least one ball from the preceding
urn will advance to fill the gap. As a consequence, in principle, the sequence
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of urns s spanned by this chain can go from a single urn (s = 1, e.g. when
all the balls are located in the starting urn) to s = N where each of a set of
contiguous urns hosts a single ball.
The stability of the distinct configurations varies. It is worth analyzing the
two extreme cases. Consider the configuration with s = 1: it is easy to demon-
strate, by using the chain product and equation 1, that the case in which all
the N balls succeed in passing to the next urn is the least likely; consequently
the lifetime of such an extreme chain configuration is rather short; soon the
configuration will give rise to an s = 2 chain. At the opposite extreme, the
configuration with s = N is absolutely stable: the first ball in the leading urn
will deterministically succeed in passing to the next urn, the same will happen
to each of the other balls. The effect of a pass (while there is room ahead)
will always be a translation of this configuration one urn forward. Should the
system reach this configuration, then it would proceed deterministically: this
chain configuration / shape would correspond to a soliton.
Although the no-gap condition limits the number of configurations that
the wave / chain can assume, there is still a large number of configurations ac-
cessible to the propagating wave. To avoid repeatedly counting configurations
that differ only by a simple translation, let us pin our reference frame to the
leading urn (the foremost non-empty urn). It can be shown that the number
of possible translation-discounted configurations is F = 2N−1. For example
those with N = 5, ordered lexicographically are shown in Figure 2.
The study of the process with unconstrained propagation by Markov Chain
can be greatly simplified by reducing the process to a set of transitions among
such translation-discounted configurations. The dynamics expressed by equa-
tion 1 have some other interesting consequences, which become apparent when
the transition matrix is built. These interesting consequences are:
– Not all states can be reached for any starting state. Rather, states form
a partial ordering with respect to the state-to-state transition relation.
States representing chains of length s = l can either transition to states
with the same value of s or to states where s = l− 1. This property can be
expressed compactly by ranking the states in lexicographic order: if we do
so, transitions take place only between a state of length s = l and a state
with lower ranking either with s = l or with s = l − 1. This is illustrated
in Figure 2 by the transition matrix for N = 5.
– As the transition matrix shows, higher states can always reach lower-
ranking states through one or more transitions, i.e. the set of states is
connected “downward” (though not necessarily to all lower ranking states).
The system will eventually relax into the state with the lowest ranking and
the maximum length with s = N . Since this state is an absorbing state of the
Markov Chain it reproduces itself deterministically during propagation of the
wave (i.e. it represents a soliton). This implies that, given enough time and
space, the system will relax into a soliton of length s = N for any starting
connected chain configuration, independent of the parameter values.
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Fig. 2 The transition probabilities (top) for N = 5, nu = 1 and α = 2 and all 16 formations
(bottom right) expressed numerically (top) and as a heat-map (bottom left). All probabil-
ities are below the leading diagonal - i.e. there is a lexicographic ordering over transitions.
Transition probabilities on the leading diagonal are each less than or equal to the other
non-zero values in their row - i.e. no states (apart from the absorbing soliton state) are
likely to be maintained. The table (bottom right) represents the 16 possible variations the
5 balls can occur in, represented as the stretch s of urns they cover (flushed right).
The relaxation time, however, depends significantly upon the values of
parameters nu and α and increases with them: i.e. the larger their values
the slower the relaxation and the lower the variance of the arrival times. We
computed the transition matrix for several values of the parameters nu and α.
As nu and α increase the off-diagonal elements of the matrix decrease. For
high enough values of the two parameters the sub-matrix of the states with
s > 1 becomes approximately diagonal: as nu and α increase the s = 1 state
has a larger lifetime, but it is still ephemeral (its survival time is a negative
exponential in the number of passes), while the other states tend to live longer
(for the sake of exemplification, with N = 5, nu = 4 and α = 10 all the
self-transition probabilities of the states with s > 1 are greater than 0.999).
Thus if the parameter values are sufficiently high, the system transitions from
one near-soliton to another near-soliton state: the lifetime of each of these
soliton-like states being finite but large.
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Fig. 3 Frequency distributions of the time of completion (last ball arriving) for different
values for nu and α, for N = 5 balls starting simultaneously at time t = 0 from urn u = 1.
Increasing nu positively affects the likelihood of a ball moving forward while larger α reduces
the spread of arrival times.
3.4 Distribution of the time of arrival
So far, to capture the general features of the dynamics, we assumed that
the wave could undergo a free unconstrained propagation. However, we are
interested in the situation where the array is of finite length, i.e. the case
when there exists a final urn that the balls cannot leave. By introducing this
special urn we can model the arrival times.
We studied the time of arrival of a chain of balls when starting simultane-
ously, for different values of N,nu, α and path length U . The results obtained
by Markov Chain modeling were validated by identical outcomes from Monte
Carlo simulations. Each of the plots in Figure 3 show the probability distribu-
tions of the time of completion for different values of the parameters nu and
α, for a chain of N = 5 balls starting simultaneously at time t = 0 from urn
u = 1: the time of completion here is defined by latest time at which a ball
reaches the final urn, u = 10. As α increases, one can observe the progres-
sive “leaning back” of the completion-time probability distributions (there is
a regression to the mean), and the progressive reduction of their variance: the
higher nu the more apparent is the effect. Thus, for higher nu the increase of
the non-linearity, in effect represented by α, is beneficial to the time of com-
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pletion.
This is due to the combined effect of two previously mentioned mechanisms:
1. the higher the value of the parameter nu, the faster the balls evacuate their
current urn when its cardinality falls below a given threshold; and
2. for a given fixed nu, the higher α, the longer the lifetime of short-length
chains (i.e. the longer it takes for the chain to stretch out). In other words,
if, early in its journey, the start of the chain reaches the arrival position,
and the chain is still short, then it will take a short time for the whole
chain to reach the destination.
4 The effect of memory on adaptive behaviour
4.1 Adaptive behaviour
Up to this point we considered each round (from departure to arrival of N
balls) in isolation with all the balls departing at the same time and did not
consider any cognitive effects. In this section we introduce adaptive mecha-
nisms in the individual choice of the departure time. Because we are no longer
focusing on fundamental combinatorics but on our findings’ implications for
traffic congestion patterns, we also switch vocabulary to refer more explicitly
to commuters and vehicles. When there is congestion, it seems reasonable to
expect that rational agents will attempt to correct for it so as to reach their
destination on time (or as close as possible) on subsequent journeys. Assess-
ing the likely delay caused by congestion may however be difficult, not least
because one agent’s decision about when to start their journey will affect the
congestion experienced by other travellers.
One possible strategy is to rely on one’s own experience of previous jour-
neys, i.e. on memory. For instance, in reference to the simple combinatorics
example described in section §3.1, the first ball might have needed 3 steps to
reach the final urn. A rational decision would be to allow 3 time-steps instead
of two for the next journey. This is something that many travellers probably
do routinely (if perhaps subconsciously) when they are planning their daily
commute. In our model, agents only remember the duration of their journey
(thus not the time when they departed and the resulting arrival time).
If memory is infinite, i.e. if agents remember perfectly how many steps it
took them to reach the final urn on each attempt and weight them equally,
then all will eventually converge towards the average congestion delay. If they
all add this average delay to the minimal duration of the journey (U−1), they
will all arrive more or less on time, sometimes early, sometimes late depending
on random chance. The downside is that congestion, which can be measured,
e.g. as the total number of failed attempts to move forward across the entire
population, remains roughly unchanged. It may be worth emphasising that
this is a stable-state, as long as the parameter values (number of commuters,
length of the journey, non-linearity, etc.) do not change.
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On their first attempt (without any memory to rely on), agents start their
journey at time zero (t = 0), resulting in a certain level of congestion. Once
this level has been correctly assessed by all the agents through averaging over
many journeys, all of them will still depart simultaneously (or, more accurately,
within one time-step of each other since the system is discrete and the average
congestion delay might not be). Instead of this time being at t = 0 (as was the
case on the first attempt and would continue to be the case without memory),
it will be t = −δ (the average delay), but congestion effects will be statistically
the same.
Fig. 4 Evolution of the average delay caused by congestion with infinite memory. Parameter
values are: N = 32, U = 32, nu = 8, α = 3. The plotted variable is an “average of averages”
over the whole population and for 1000 independent realisations.
Figure 4 illustrates this by showing how average delay first decreases as the
spread of departure times peaks (leading to lower congestion), a result of each
agent correcting for the individual delay it experienced in the first round. It
then progressively creeps back towards its initial value (when all commuters
departed at t = 0) as the agents converge towards the same average estimate
and the spread narrows again around an earlier departure time (t = −δ). The
oscillatory signature is the result of discretisation effects.
The apparent conclusion is that a shorter memory span is beneficial, since
congestion is substantially reduced when agents only have recent information
at their disposal. As illustrated in Figure 5, this is indeed what was found when
running the corresponding simulations. The dampened oscillation signature
particularly visible for the shortest memory span is explained by the fact that,
due to leaving at the same time-step in the first round (worst case), agents first
tend to “overestimate” congestion. The resulting “overcompensation” leads to
lower-than-average delays in the second round, which in turn fosters more
congestion on round three etc. until the system stabilises on the equilibrium
distribution of departure times (steady-state).
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Fig. 5 Evolution of the average delay caused by congestion with memory span 1, 2 and 4
(rounds). Parameter values are: N = 32, U = 32, nu = 8, α = 3. The plotted variable is an
“average of averages” over the whole population and for 1000 independent realisations.
4.2 Cost of reducing congestion
Of course, the reduced congestion / delay for short memory spans comes at
the expense of increased uncertainty about actual arrival time. However, for
the arbitrarily chosen parameter values considered here, this effect appears to
be relatively weak. When comparing the two extremes (single-round memory
versus infinite memory), we found an increase of less than 10% in the average
“error” (absolute difference between target and actual arrival time) for more
than a factor of two in congestion reduction (equivalent to average delay, see
Figures 4 and 5). Furthermore, the frequency distributions of the difference
Fig. 6 Frequency distribution of the difference between target and actual arrival times
for myopic and non-myopic agents for N = 32 (A) and N = 64 (B), recorded at the last
(256th) round of 1000 independent realisations, i.e. 32,000 and 64,000 data-points for (A)
and (B) respectively. Negative values correspond to early arrivals. Other parameter values
are identical: U = 32, nu = 8, α = 3.
between target and actual arrival time are not dissimilar, the most noticeable
Long-term memory-induced synchronisation can impair collective performance ... 17
difference being an increase in early arrivals for the shorter memory span (see
Figure 6a). This result appears quite robust, at least with respect to population
size (Figure 6b). However, when plotting the absolute difference between target
and actual arrival time against departure time, the difference between infinite
and short memory spans becomes more apparent (see Figure 7).
When memory is limited to one round, early departures (t = −6 or −7),
prompted by a previous late arrival, can be observed. This typically leads to a
very early arrival, an effect attributable to the rarity of this strategy and the
correspondingly low congestion levels experienced by the agent choosing it,
who has “the road to itself” for the entire journey. At the opposite end of the
spectrum, late departures (t = 0 to −2) are characterised by high variability. In
other words: a short memory span favours a stable spread of departures, which
in turn leads to lower congestion levels, but the outliers of the distribution are
penalised. Simplifying this we can say that “early birds” arrive long before
their target time, whilst those who leave it to the “last minute” are not only
likely to be late, but also experience increased uncertainty.
Fig. 7 Correlation between departure time and the absolute difference between target and
actual arrival times, for the last (256th) round of 1000 independent realisations. Histograms
are the average value, error bars the standard deviation. N = 32, U = 32, nu = 8, α = 3.
4.3 Individual experience
A further aspect of the self-organisation process whereby the system moves to a
steady-state characterised by stable frequency distributions of departure times
and delays (whatever the memory span) is the experience of individual agents.
Indeed, “macroscopic” statistical stability does not necessarily translate into
a similarly repeating pattern on a “microscopic” scale. For instance, for long
memory spans, a narrow frequency distribution of departure times indicates
that individual agents tend to leave roughly together and at the same time
round after round (at or close to steady-state), but this does not hold for
the “single-round memory” scenario. As per the rules described previously,
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an agent who leaves at, e.g. t = −7 and, having experienced no congestion,
arrives 7 time-steps early (leftmost bar of Figure 7), will be scheduling its
next departure at t = 0, likely following an “oscillatory” pattern, alternating
between early and late departures.
Considering this, the “single-round memory” scenario is arguably not very
plausible, at least not if the model is meant to emulate the decision processes
of truly “intelligent” agents, such as commuters trying to determine when
to leave home to arrive on time. The “infinite memory” hypothesis, as an
approximation of a learning process through which the agent progressively
estimates an average delay, seems more accurate, not the least because it does
not lead to high amplitude oscillations (which are intuitively unrealistic). The
fact that it also fosters high congestion levels appears to add to its credibility.
If we accept the “infinite memory” algorithm as realistic, then an interest-
ing question is: can the system be steered so as to reap some of the benefits of a
short memory span in terms of congestion reduction, knowing that this would
require a change in observable behaviour even though decision rules and the
value of the parameters governing congestion are both fixed? This effectively
means identifying another distribution of departure times that remains stable,
not because agents alternate between extremes (a by-product of the unreal-
istic “single-round” memory), but because different departure times lead to
correspondingly different journey durations. In other words: commuters leav-
ing X minutes before the target arrival time must on average take X minutes
to reach it, just as in the “natural” scenario, but for different values of X.
5 Performance Evaluation
5.1 Searching for the optimal distribution of departures
Since there doesn’t seem to be a principled way to look for an optimal dis-
tribution of departure times, we used a genetic algorithm (GA) to identify it.
As in any GA-based approach, two key steps are: (1) to find a suitable repre-
sentation of system configuration to use as “genome” and (2) to formulate an
adequate fitness function.
For representation, we simply used a sequence of 8 integers (“genes”), each
one corresponding to the number of agents departing within the associated
time-slot (indexed from 0 to -7, i.e. up to seven steps prior to what would be
the correct departure time in the absence of congestion). At initialisation, a
uniform distribution is selected (i.e. for N = 32, each integer is set to 328 = 4).
In an attempt to simultaneously minimise congestion / delay and the inconve-
nience resulting from early / late arrival, the fitness of an “individual” (gene
sequence) is set to be inversely proportional to the sum of these two values
(absolute in the case of the latter), averaged over all N = 32 participating
agents and 128 independent realisations. Note that this measure of fitness is
essentially equivalent to the cost calculation method used in (Xiao and Lo,
2016), which was itself taken from (Small, 1982), only giving the same weight
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to the three relevant variables (travel time, penalty for early and late arrival).
The fittest 25% of the current population are carried forward to the next
generation and are copied at random with mutation in order to generate the
remaining 75% of this new generation. Mutation takes the form of one unit /
agent being moved at random from one departure time-slot to another.1
Examining the fittest individual in the 64 final generations of 64 indepen-
dent runs of 1024 generations each (parameters: N = 32, U = 32, nu = 8,
α = 3), the most frequently observed values for each gene, from t = 0 to
t = −7, are 11, 4, 4, 5, 4, 4, 0 and 0. This result suggests that, for the cho-
sen parameter values and performance criterion, no agent should leave earlier
than t = −5, and that a “peak” at t = 0 combined with an “even spread”
of departures over the other time-slots is preferable. This seemingly optimal
distribution is shown in Figure 8. Imposing this distribution on the agents,
one finds an average delay of 1.68 time-steps and an average difference be-
tween target and actual arrival time of 1.85 time-steps. The corresponding
values were 3.49 and 1.88 respectively in the “infinite memory” scenario, 1.56
and 2.04 in the “single-round memory” scenario. In other words: the depar-
ture schedule corresponding to the distribution shown on Fig. 6 does achieve
something of a “best of both worlds” performance, with a minimal average
penalty (difference between target and actual arrival times) similar to that
observed for the “infinite memory” scenario, but much lower congestion (only
marginally longer delays than in the “single-round memory” scenario).
5.2 Stability considerations
Unfortunately, as it turns out, the optimal distribution, shown in Figure 8,
is also unstable. Even when initialising the system with the corresponding
values, which would be equivalent to assigning a departure time to all agents
prior to their first attempt, when they have no individual experience to guide
their choice, as soon as (infinite) memory starts governing their behaviour they
quickly revert to the schedule produced by natural system dynamics.
In other words: the answer to the question formulated in the closing para-
graph of §4.3 on page 18 (asking whether the system be coaxed to exploit the
benefits of short term memory) is “no”.
In summary: although it is possible to identify an optimal schedule, steering
a system comprised of rational “selfish” agents with infinite memory towards
it does not appear to be feasible, at least not through some “one-off” external
intervention designed to fix initial conditions.
1 It may be worth emphasising that minimising only one of the two performance indicators,
either congestion or absolute difference between target and actual arrival time, is best
achieved by either spreading departures as much as possible (a strategy approximated in
the “single-round memory” scenario) or, on the contrary, by concentrating them around the
expected average delay (as observed in the “infinite memory” scenario), respectively.
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Fig. 8 “Optimal” distribution of departures identified by genetic algorithm. Parameter
values remain unchanged N = 32, U = 32, nu = 8, α = 3.
6 Conclusion and Future Work
In this paper, we have presented a simple probabilistic model designed to study
the influence of cognitive effects (learning) over recurrent congestion dynamics
(e.g. “rush hour”). Although this was not our main objective, we hope to have
also made a small contribution to the field of traffic flow modelling by showing
that congestion phenomena can be conceived as a combinatorial problem and
tackled as such in simulation or using formal methods such as Markov Chains.
However, we also wish to acknowledge that we chose this approach primarily
because it was simpler to use and yet fit for our purpose, which didn’t require
the level of accuracy afforded by more detailed and established traffic models.
Our main finding is that it is very plausible that cognitive effects actually
contribute to perpetuating congestion: as agents (drivers) progressively learn
and adapt to the average delay, they simply “displace” peak traffic back in
time so that it doesn’t cause them to arrive late. Unfortunately, this ensures
that the other costs of congestion (pollution, waste of time and energy, stress
...) remain the same, which should be of concern to relevant authorities.
By contrast, “forgetful” or “myopic” agents, i.e. those that only remember
the outcome of their last journey, experience a reduction in congestion because
random daily fluctuations result in them spreading their departures over a
period of time, therefore limiting competition for the contended resource.
It does seem important to emphasise again that our work is only indirectly
related to the minority game. Although both models deal with rational agents
and the impact of overcrowding (or congestion), said impact is explicitly and
negatively affecting the agents’ performance in the minority game, leading
them to actively try to avoid overpopulated slots (with complex dynamics re-
sulting from their concurrent decisions). By way of contrast, in our model,
congestion is “neutral” in the sense that increasing the duration of a com-
mute does not necessarily result in the agent arriving late if it had chosen to
leave early, but precisely in the opposite (i.e. timely arrival). In other words:
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since the duration of the journey is not explicitly factored into the objective
function determining the performance of the rational agents, avoiding crowded
departure slots simply plays no direct part in their decision. This is why the
steady-state in the infinite memory scenario is a congested state, which could
not be the case in the equivalent minority game. In fact, our main contribu-
tion to the field might be to have identified a possible explanation as to how
cognitive effects can contribute to the perpetuation of congestion, despite the
obvious inconvenience of extended journey times.
Our results clearly indicate a trade-off between reducing congestion and
increasing uncertainty about journey time on the one hand, and accepting the
former in order to reduce the latter on the other. It is not entirely clear where
human drivers sit between the two extremes (“myopic” vs. infinite memory),
but common sense suggests that we are closer to the second option. Humans
possess the ability to remember several journeys and introspection suggests
that we use this knowledge to estimate an average delay. The question of
whether we can significantly reduce the adverse effects of memory (recurrent
congestion) for an acceptable increase in journey time variability seems there-
fore both legitimate and largely open. Our findings suggest that this is feasible
in theory, by scheduling departures according to an optimal distribution, the
shape of which is determined by the relative weight of both costs (congestion
and delay) and traffic dynamics. However, even if we had the means to iden-
tify and enforce such an optimal distribution of departures at a given point
in time, we would still be facing the problem that memory cannot be “turned
off” and that this distribution is unstable, i.e. quickly destroyed by “natural”
learning dynamics in the infinite memory approximation. Accordingly, we will
focus our planned future work along two main axes.
The first axis will consist in developing methods to influence departure
times to generate the desired (optimal) distribution profile over time. In prin-
ciple, it seems feasible to use information and communication technology to
(1) identify commuters frequently sharing the same “space-time” coordinates
and therefore adversely impacting each other’s journey times, and (2) use this
data to issue a personalised advisory designed to de-synchronise their trips.
One relevant aspect of human trip preferences that has not so far been con-
sidered here is that travellers might differ in terms of how they treat the cost
of being late vs. being early. If a population of travellers differ in this respect
then it may be possible, through personalised advice about departure time, to
encourage a stable and efficient set of departure times.
The second axis will consist in acquiring a better understanding of the
interplay between the kind of advisory scheme described above and the learn-
ing dynamics that appear to govern normal system behaviour. This particular
work will have a theoretical component, which will revolve around quantifying
the “drift” away from the optimal distribution and how frequently it needs
resetting to retain beneficial properties. Depending on our ability to test our
proposed approach experimentally, it could also involve a behavioural psychol-
ogy component, in which the response of drivers to advisory recommendations
(and to their effect on journey duration and arrival time) is measured. Evi-
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dently, such an experiment would need to be conducted on a sufficient scale
for the test population to have a significant impact on congestion.
We suggest that this could be achieved by testing the proposed advisory
scheme on a large industrial site, to and from which enough people commute
to represent a major component of the local traffic.
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