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Abstract
The detection of non-repeating events in the radio spectrum has become an im-
portant area of study in radio astronomy over the last decade due to the discovery
of fast radio bursts (FRBs). We have implemented a single pulse detection algo-
rithm, for NVIDIA GPUs, which use boxcar filters of varying widths. Our code
performs the calculation of standard deviation, matched filtering by using boxcar
filters and thresholding based on the signal-to-noise ratio. We present our paral-
lel implementation of our single pulse detection algorithm. Our GPU algorithm
is approximately 17x faster than our current CPU OpenMP code (NVIDIA Titan
XP vs Intel E5-2650v3). This code is part of the AstroAccelerate project which is
a many-core accelerated time-domain signal processing code for radio astronomy.
This work allows our AstroAccelerate code to perform a single pulse search on
SKA-like data 4.3x faster than real-time.
1 Introduction
Single pulse detection has become significant and important in recent years due to the
discovery of fast radio bursts (FRB) Lorimer et al. [7]. Single pulse searches look for
time isolated events (like RRATs of FRBs) but also for irregular events like giant pulses
from pulsars.
A single pulse detection is performed on de-dispersed time series data after de-
dispersion calculated from frequency-time data recorded by a radio telescope. Single
pulse detection was described by Cordes & McLaughlin [3] as a matched filter in the
form of an N-sample boxcar. In some cases (such as for zero-dm data) it is beneficial
to use more targeted matched filters (for example Keane et al. [5] or Guidorzi [4]).
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2 Single pulse detection
We have designed and implemented a single pulse detection algorithm for NVIDIA
GPUs. We use a series of N-sample boxcar filters, where the boxcar with width N that
best fits the unknown signal produces the highest SNR (signal-to-noise ratio) which
we define as S NR = mean/standard deviation = µ/σ. When using boxcar filters, it
is important to properly match the boxcar filter size to any signal that is present in the
data otherwise we risk significant decrease in sensitivity, as was discussed in Keane &
Petroff [6].
Our code can be considered in two parts. The first part is the event detection where
we need to calculate mean µ and standard deviation σ of the data and perform matched
filtering using boxcar filters of different widths and then calculate the SNR of filtered
data. This is followed by the second part: candidate selection via selecting events
above some significant threshold.
2.1 Mean and standard deviation
There are several methods to calculate the mean µ and standard deviation σ of a set
of values. Basic algorithms to calculate the mean and standard deviation tend to be
numerically unstable. A better solution was presented by Chan et al. [2] in form of
updating (streaming) formula for the calculation of mean and standard deviation values.
The serial version of this is given by equations
S 1, j = S 1, j−1 +
1
j ( j − 1)
(
jx j − T1, j
)
,
T1, j = T1, j−1 + x j ,
(1)
where T1, j is a value of T for samples 1 ≤ n ≤ j, similarly for S . The mean and
standard deviation are given as µ = T/ j and σ = √S/ j. In order to have a parallel
algorithm we must be able to add together quantities T and S which correspond to
samples of different sizes. These formulae are
S 1,m+n = S 1,m + S m+1,m+n +
m
n (m + n)
(
n
m
T1,m − Tm+1,m+n
)2
,
T1,m+n = T1,m + Tm+1,m+n .
(2)
These can be calculated in parallel and have better numerical properties. The higher
precision and numerical stability comes from the nature of pair-wise summation used
in this algorithm.
We have chosen to separate the calculation of mean µ and standard deviation σ
into two CUDA kernels. First we divide a dataset into equal sized blocks which are
then processed by the individual threadblocks of the first kernel. This produces partial
results in form of T and S for each block using equations (1) and (2). The second
kernel adds these partial results together and produces estimates of the mean µ and
standard deviation σ for the dataset using equations (2).
2
2.2 Approximation of standard deviation
We can approximate the value of the standard deviation of the data after performing a
boxcar by using the equation
σ2A+B = σ
2
A + σ
2
B . (3)
In our case all standard deviations are those of the same distribution giving the standard
deviation after N-sample boxcar to be
σN =
√
Nσ . (4)
This approximation is not sufficient when data are dominated by a signal. In this
case we use a linear approximation
σN =
√
Nσ + (N − 1) σNmax
Nmax − 1
, (5)
where σNmax is true value of standard deviation after applying Nmax-sampled boxcar
filters. This allows us to calculate several boxcar filters with widths 1 < N ≤ Nmax and
an approximation of SNR without repeating calculation for the standard deviation.
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Figure 1: The boxcar which width best fits the unknown signal produces highest signal-
to-noise ratio. Here we show series of boxcar filters with different lengths and their
SNR response to an input signal of fixed width.
2.3 Boxcar filters
At the heart of the single pulse detection algorithm is the task of performing matched
filters on each of DM trial. We perform a series of boxcar filters with different widths
1, 2, . . . , N, where the boxcar that best fits a signal of unknown width will produce
highest the SNR. This is shown in the figure 1. Sensitivity might be lost if boxcars are
not spaced properly Keane & Petroff [6].
3
Algorithm 1: Pseudo-code for GPU pulse detection code. The pulse detection
code computes SNR for each time sample from DM trial. These are then com-
pared with SNR of boxcar filters of different width. The highest SNR for each
point is stored together with boxcar filter width.
thread perform the series of boxcar filters on X time samples;
for i = 0 to X do
setting old value of SNR to the SNR of unprocessed data;
SNRO = (x [ls ] - µ)/σ;
Ws = 1; setting detected signal width to one;
B = 0; Boxcar value;
ls= ls ; starting time sample for pulse search;
for w = 1 to N do
B = B + x [ls+i+w];
SNR =(B- µ)/σN; σN is given by eq. (5);
if SNR > SNRO then
SNRO = SNR; old SRN is replaced by new one;
Ws = w; boxcar filter width is stored;
end
end
end
Implementation of boxcar filters on a GPU is straightforward. By using an approx-
imation of the standard deviation, we do not need to recalculate the standard deviation
after each boxcar filter. Thus our event detection code performs boxcar filters, cal-
culation of SNR and finding maximum SNR for each point within one kernel. The
pseudo-code of this kernel is in algorithm 1.
2.4 Candidate selection
The purpose of the candidate selection is to select signals of possible astrophysical
origin. The event is selected if its SNR is above some significant threshold value. This
is given as a multiple of standard deviations σ. We essentially perform a following
operation
xi =

0 if xi < fT
xi if xi ≥ fT
,
where xi represents data element and fT is the threshold value.
The result of the thresholding step is an unordered list of events, where neigh-
bouring candidates are not necessary causally or spatially connected. We do not filter
candidates further. The resulting list contains dispersion measure (DM) and the time
at which an event was detected, its SNR and the width of the boxcar responsible for
detection.
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3 Results and future work
We have developed GPU version of single pulse detection as a part of the AstroAccel-
erate library. Our new GPU code is 17× faster (NVIDIA Titan XP vs Intel E5-2650v3)
than our OpenMP based CPU code which is already present in the library. Our current
version of the AstroAccelerate code is capable of processing SKA-like data (approx.
6000 DM trials at a sampling time of 64µs) 4.3× faster than real-time. This includes
the GPU version of the single pulse detection described here, de-dispersion by Armour
et al. [1] and output to a binary file. The widest boxcar filter used for measuring perfor-
mance is 16 samples wide and it is performed for each point of the de-dispersed time
series. In future the size of the boxcar filters will be increased, but performing each
boxcar for each point is computationally expensive, hence we will use a combination
of boxcar filtering with the decimation in time of the input data.
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