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Abstract:
In this thesis, we study the integrands of a special four-point correlation function
formed of protected half-BPS operators and scattering amplitudes in planar super-
symmetric N = 4 Yang-Mills.
We use the “soft-collinear bootstrap” method to construct integrands of the afore-
mentioned correlator and four-point scattering amplitudes to eight loops. Both
have a unique representation in terms of (dual) conformal integrands with specified
coefficients. The result is then extended to ten loops, by introducing two graphical
relations, called the “triangle” and “pentagon” rules. These relations provide consist-
ency conditions on the coefficients, and when combined with the “square” rule, prove
sufficient to fix the answer to ten loops. We provide derivations for the graphical
relations and illustrate their application with examples. The result exposes novel
features seen for the first time at eight loops, that continue to be present through
to ten loops. For example, the integrand includes terms that are finite even on-shell
and terms that are divergent even off-shell (so-called “pseudoconformal” integrals).
We then proceed to study the correlator/amplitude duality by taking six and seven
adjacent points of the four-point correlator to be light-like separated. A conformal
basis (with rational coefficients) is used to extract amplitude integrands for both six
and seven particles up to two loops—more precisely, the complete one-loop amplitude
and parity-even two-loop amplitude (at two loops, we use a refined prescriptive basis).
We also construct an alternative six-point one-loop basis involving integrands with
conformal cross-ratio coefficients, and reverse the duality to algebraically extract
integrands from an ansatz, by introducing the Gram determinant. We expect the
former approach to be applicable to n-points at arbitrary loop-order `, by going to
one extra order of perturbation in the correlator (to determine all parity-odd `-loop
ambiguities).
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Chapter 1
Introduction
The discovery of the AdS/CFT correspondence has led to extensive research in
the theory of four-dimensional N = 4 supersymmetric Yang-Mills (SYM) [1, 2].
The correspondence provides a dictionary between two seemingly separate theories,
relating a strong-coupled conformal field theory (CFT) to a weakly-coupled string
theory in a “strong-weak” duality. In the limit where the number of colours, N
of the SU(N) gauge group of N = 4 SYM becomes large, whilst keeping the ’t
Hooft coupling a = g2N finite (for coupling strength g), tremendous simplifications
occur. This is often referred to as the “planar” limit. To this day, the field theory
component of this correspondence remains at the forefront of current research and
is often regarded as a toy model for more physical theories. It is hoped that the
study of N = 4 SYM will eventually provide a more thorough understanding of
four-dimensional quantum field theories in general. This thesis will place emphasis
on the conformal field theory in the planar limit. Furthermore, we restrict to the
weakly-coupled CFT, exploiting field-theoretical “weak-weak” dualities, as opposed
to a strong-weak duality such as the AdS/CFT correspondence.
A fundamental object of interest in any conformal theory are gauge-invariant oper-
ators and their correlation functions. The specific choice for us, is the four-point
correlation function formed of protected charge-2 operators from the stress-tensor
supermultiplet which have been studied in both planar and non-planar limits [3]. Our
goal is largely fixed on obtaining perturbative expressions for the integrand of the
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above correlator, when expanded over the ’t Hooft coupling in the planar limit. The
determination of the four-point correlator in planar N = 4 SYM has spanned over
two decades (and counting), with one and two loops initially obtained in the follow-
ing series of papers [4–8]. The three-loop result had to wait over 10 years—for which
results up to seven loops were found in quick succession [3, 9–11]. We extend this
reach by obtaining the correlator to a remarkable ten loops in chapters 3 and 4. The
accelerated perturbative development for the correlator was fueled by the discovery
of a powerful hidden symmetry at the integrand level [3, 9].
Another important mathematical object in any theory are scattering amplitudes.
These eventually form cross sections used at particle colliders, with the interpreta-
tion that scattering amplitudes are the “probabilities” for a particular interaction
to occur. An omnipresent theme throughout this thesis is the construction of per-
turbative integrands for scattering amplitudes, but we also include discussions on
intriguing features of the integrals themselves. The supersymmetric n-point tree-
level amplitude was written down by Nair in ref. [12]; the expression involves a
Parke-Taylor factor [13], along with (super) momentum conserving delta functions,
see equation (2.2.3). The original computation of the n-gluon MHV tree-level amp-
litude [13] used Feynman diagrams that led to non-trivial cancellations and boiled
down to the well-known Parke-Taylor formula. The remarkable simplicity of the
final expression provoked the idea that Feynman diagrams, whilst correct, were
inefficient for calculations—particularly with the inclusion of more external legs
and loops. This asserts an underlying structure, that we are generically blind to
when calculating physical quantities using Feynman diagrams. Indeed, this thought-
process led to various breakthroughs for techniques to simplify the construction of
amplitude integrands. For example, (generalised) “unitarity”, [14–16] was used to
obtain the four-particle result to two loops in [17, 18], to three loops in [19], then
four and five loops in [20, 21], and finally to six loops in [22]. Unitarity (cuts)
equate known singularities of the amplitude to an ansatz with arbitrary coefficients,
thereby constraining the coefficients [14]. Indeed, “generalised unitarity” is where
3one uses maximal cuts by cutting every available internal propagator [15, 16]. The
four-point seven-loop expression was found via the discovery of the soft-collinear
bootstrap [23]. This was extended to eight loops (as explored in chapter 3) when
supplemented by a remarkable duality between scattering amplitudes and correla-
tion functions discovered in [24,25], elaborated in [26] and extended to incorporate
supersymmetry in [27–29]. The (super) correlator/amplitude duality equates the
(super) correlator (divided by its Born-level contribution) in a polygonal light-like
limit to the square of the (super) scattering amplitude normalised by the MHV tree-
level (super) amplitude, and understood at the integrand level. In fact, the duality
constitutes to a triality between correlation functions, Wilson loops and scattering
amplitudes [25, 30–39]. Of these, the duality between scattering amplitudes and
correlation functions, will play a fundamental role throughout this thesis. Indeed,
the four-point correlator in fact contains information about all scattering amplitudes
in planar N = 4 SYM [10, 27, 28]. The five-point light-like limit allowed for an ex-
traction of five-point amplitudes [10], where chapter 5 extends this reach to six and
seven points. Historically, five-point amplitudes were previously studied in [40–42],
while six-point amplitudes were explored in [43,44].
In parallel to the remarkable discoveries mentioned above, the reformulation of
scattering amplitudes in connection to Grassmannian geometry [45–49], and later
on, into the so-called “Amplituhedron” [50,51], emphasised a profound underlying
mathematical structure for amplitudes in planar N = 4 SYM. Leading up to this,
the understanding of amplitudes gave rise to unanticipated symmetries such as dual
superconformal symmetry [52–55]; which pairs with the standard superconformal
symmetry of N = 4 SYM to form the so-called “Yangian” symmetry [56]. Fur-
thermore, the theory admits an all-loop integrand recursion relation [57], which is
often used for numerical validity since the cancellation of “spurious” poles is not
manifest in this format. The recursion relation generalises the so-called BCFW rela-
tions, which glues together three-point tree-level amplitudes to form higher-particle
tree-level ampliudes [58, 59].
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Having outlined some of the extensive structure in planar SYM, we emphasise that
the goal of this thesis is to construct integrands perturbatively—particularly using
relations that fix any available freedom. A recurring branch of mathematics taken
advantage of throughout this thesis is graph theory, with some relevant uses found
in [3, 9, 60, 61]. Quite remarkably, graph-theoretical tools are extendible in aiding
the representation of the four-point correlator and specific amplitudes, both at an
integrand level [3,9,52]. The former is represented as connected graphs with certain
conformal properties, reviewed in subsection 2.1.1. The amplitudes analogously
satisfy certain dual conformal properties that translate into enumerating graphs with
certain properties, reviewed in subsection 2.2.1. The duality between the correlator
and specific amplitudes is therefore comprehensible at a graphical level. By utilising
the hidden symmetry of the correlator, drastic simplifications occur that make the
(four-point) construction to ten loops tractable. This coincides with a transition from
algebraic methods (for example, at eight loops) in chapter 3 to graphical methods
(ten loops) in chapter 4. Where graphical tools are unavailable, or simply not well-
enough understood, we resort to more traditional analytical and numerical methods,
as explored in chapters 3 and 5.
We organise this thesis as follows: chapter 2 is dedicated to reviewing all the necessary
machinery for the self-containment of this thesis. The whole chapter can be read to
learn (or refresh) important concepts for the reader, before moving onto subsequent
chapters. Alternatively, one can skip directly to chapters 3 and 4, or 5, where the
start of each of these chapters provides (sub)sections the reader should review before
carrying on. This will save time for a reader looking for a tailored experience should
the reader be interested in specific themes of this thesis. It is worth remarking
that chapters 3 and 4 can be read separately, but the overlapping topics make a
continuous read for the two chapters recommended.
Chapter 2
Review of Concepts
2.1 Correlation Functions in Planar N = 4 SYM
The field content of (planar) N = 4 super Yang-Mills (SYM) is made up of six
scalars, four fermions and a gauge field, all in the adjoint representation of the gauge
group, SU(N). The half-BPS stress-tensor supermultiplet contains the protected
half-BPS operators O(x) = Tr(Φ2) (for any of the six scalars Φ), the stress-tensor
(by its name) and the (on-shell) chiral Lagrangian of the theory.
One of our goals is to construct the correlation function formed of four protected half-
BPS operators to high orders of expansion over a = g2N . This is achievable through
a variety of techniques, the most (computationally) powerful of which exhibits a
graphical nature. We will shortly define this four-point correlator and later on,
explain its important role in the amplitude/correlator duality.
To make sense of the operators involved, it will be useful to introduce so-called
SO(6) ∼ SU(4) (null) auxiliary “harmonic variables”, YR, such that Y 2 = YRYR = 0,
R = 1, . . . , 6 with details on these variables found in Appendix A.1. This R-index
coincides with the SO(6) (∼ SU(4)) R-symmetry index.
A scalar transforms under SU(4) R-symmetry as an anti-symmetric rank-2 tensor,
which is equivalent to an SO(6)R-symmetry vector: ΦR as explained in Appendix A.1.
This leads to a construction for the gauge-invariant protected operators [3, 9]:
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ORS = Tr(ΦRΦS)− 16δ
RS Tr(ΦTΦT ). (2.1.1)
One can then proceed to project out free indices using the harmonic variables to
obtain an SO(6) singlet:
O(x) ≡ O(x, y) = YRYSORS(x) = YRYS Tr(ΦR(x)ΦS(x)). (2.1.2)
The correlator of relevance for us is constructed from four of the above operators as
follows:
G4(1, 2, 3, 4) ≡ 〈O(x1)O(x2)O(x3)O(x4)〉 ≡
∫
[DΩ]ei
∫
d4xLO(x1)O(x2)O(x3)O(x4),
(2.1.3)
for the Lagrangian found in (2.1.8). The measure is schematically given as [DΩ] =
[dΦdΨdA]. In fact, this correlator is the only component of the four-point super-
correlator formed from the chiral stress-tensor supermultiplet, T = T (x, ρ, y) where a
general chiral n-point super-correlator admits an expansion over Grassmann variables
ρ.1 Alternatively, the four-point correlator (with its loop corrections) is simply the
n-point chiral super-correlator’s component of highest ρ-weight, sometimes referred
to as the (maximally) “nilpotent” part. We refer the reader to Appendix A.1 for
details on the chiral Grassmann variables, ρ.
The super-correlator of n chiral stress-tensor supermultiplets is given as a double
expansion over Grassmann variables and the ’t Hooft coupling [3, 9, 27]:
Gn = 〈T (1) · · · T (n)〉 =
∞∑
`=0
n−4∑
k=0
a`+kG
(`)
n;k, (2.1.4)
where G(`)n;k is the super-correlator component of ρ-weight 4k, at ` loops. We use
the short-hand notation T (a) ≡ T (xa, ρa, ya). We stress that we are restricting to
the chiral sector, by implicitly setting the anti-chiral variable ρ→ 0—we will refer
to any “chiral super-correlator” as simply a “super-correlator” from now on. The
Grassmann expansion ranges from k = 0 to k = n− 4 (the nilpotent part) which
1Simply replace O(x) by T (x, ρ, y) in (2.1.3) and generalise to n-insertions as in (2.1.4). An
expression for the stress-tensor supermultiplet can be found in [27].
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immediately implies ρ-independence for n = 4. However, we will shortly see that
loop corrections to the integrated four-point correlator will have ρ-dependence at
an intermediate stage before eventually being integrated out (and removed) as in
equation (2.1.11).
Restricting to the four-point correlator and rewriting as a series expansion over the
’t Hooft coupling yields:
G4(1, 2, 3, 4) =
∞∑
`=0
a`G
(`)
4 (1, 2, 3, 4), (2.1.5)
where each power of a = g2N corresponds to a different loop level, and g is the
coupling strength, found in the Lagrangian of the theory (2.1.8). We will refer to a
as the “coupling” for the rest of the thesis, unless specified otherwise. Calculating
the corrections were historically found using so-called “Lagrangian insertions” by
integrating Born-level correlators that arise from differentiating with respect to the
coupling strength:
g2
∂
∂g2
G4 = g2G(1)4 + 2g4G
(2)
4 + . . . (2.1.6)
By definition, the four-point correlator is given as:
G4(1, 2, 3, 4) =
∫
[DΩ]ei
∫
d4xLO(x1)O(x2)O(x3)O(x4), (2.1.7)
where the N = 4 SYM Lagrangian is [25,62]:2
L = Tr
(1
2FµνF
µν + (DµΦR)(DµΦR) +
g2
2 [Φ
R,ΦS][ΦR,ΦS]
+ 2iΨα˙Iσαα˙µ DµΨIα − g(ΣR)IJΨαI [ΦR,ΨJα] + g(ΣR)IJΨα˙I [ΦR,Ψα˙J ]
)
,
(2.1.8)
where (ΣR)IJ , (ΣR)IJ are building blocks for the six-dimensional gamma matrices
that relate scalars in the SO(6) R-symmetry representation, ΦR with index, R =
1, . . . , 6 to its equivalent SU(4) anti-symmetric vector ⊗ vector counterpart, as ex-
plained in Appendix A.1. The gauge field, Aµ is clearly an R-symmetry singlet for
2In fact, we have excluded Tr( θ8pi2Fµν F˜µν) from the Lagrangian, where F˜µν is given by the
Hodge dual: F˜µν = 12µνρσFµν . Here, θ is a real coupling defined by τ =
θ
2pi +
4pii
g2 [62]. For now,
we will use this Lagrangian to illustrate the insertion procedure by considering the integrals that
result from Lagrangian insertions, and using the fact that the θ8pi2Fµν F˜µν term is a total derivative
that vanishes in the integral of (2.1.9) [26].
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µ = 0, 1, 2, 3. The field strength is defined as Fµν≡∂µAν −∂νAµ+ ig[Aµ, Aν ]. The cov-
ariant derivative is simply Dµ≡∂µ− ig[Aµ, ]. The (anti) fermions, (ΨI) ΨI transform
in the (anti) fundamental representation of the SU(4)R-symmetry group, with (down-
stair) up-stair indices I = 1, 2, 3, 4, accordingly. Finally, (σµ)αα˙ ≡ (I2, σ1, σ2, σ3)αα˙
is the standard augmentation of the 2×2 identity and Pauli matrices, with spinor
indices, α, α˙ = 1, 2.
Following [25], we note that rescaling Aµ → g−1Aµ trivially removes coupling
strength dependence from the covariant derivative, whilst the field strength’s g-
dependence factors out, 12FµνF
µν → 12g2FµνF µν , using the obvious redefinition
Fµν≡∂µAν −∂νAµ+ i[Aµ, Aν ].
With this, we apply the derivative to the definition, (2.1.7) as follows:
g2
∂
∂g2
G4 = i
∫
d4x5 〈O(x1)O(x2)O(x3)O(x4)L′(x5)〉, (2.1.9)
where the partial derivative of the Lagrangian produces the so-called on-shell Lag-
rangian [26,37]:
L′ ≡ g2 ∂
∂g2
L = Tr
(
− 12g2FµνF
µν + g
2
2 [Φ
R,ΦS][ΦR,ΦS]− g2(ΣR)IJΨ
αI [ΦR,ΨJα]
+ g2(ΣR)
IJΨα˙I [ΦR,Ψ
α˙
J ]
)
≡ Lon-shell.
(2.1.10)
In fact, it is the chiral Lagrangian (and not (2.1.8)) that is used to obtain loop correc-
tions at the integrand level [26]. Indeed, the complete Lagrangian can be rewritten
to be chiral (self-dual), involving FαβFαβ (α, β = 1, 2) instead of {FµνF µν , FµνF˜ µν},
so that L → Lchiral [26,37]. In analogue to the missing kinetic terms in (2.1.10), the
chiral Lagrangian will truncate to an insertion over the on-shell chiral Lagrangian,
Lon-shellchiral [27,37]. We refer the reader to [27,37] for more details on this procedure, as
well as complete expressions for the chiral Lagrangian and its on-shell counterpart.
The on-shell chiral Lagrangian is in fact part of the chiral stress-tensor supermultiplet.
We define all chiral Lagrangians to be on-shell from now on. The upshot from above
is that a one-loop four-point correlator is given as a Born-level five-point correlator
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with a chiral Lagrangian insertion. The statement generalises to n-point correlators
and ` loops with ` insertions. The 4-point `-loop piece relevant for us is defined to
be [9]:
G
(`)
4 (1, 2, 3, 4) =
∫
d4x5 . . . d
4x4+`
( 1
`!
∫
d4ρ5 . . . d
4ρ4+`G
(0)
4+`;`
)
. (2.1.11)
To be clear, the Grassmann integrals pick ` chiral Lagrangian insertions for a
(4 + `)-correlator, contained in the chiral stress-tensor supermultiplet expansion as
T (xa, ρa, ya) = O(xa, ya)+ · · ·+(ρa)4Lon-shellchiral [9]. The Grassmann-odd variable arises
from splitting the SU(4) index, into two independent SU(2) indices, m,m′ = 1, 2.
We essentially discard the primed index when restricting to the chiral correlator;
utilising just (ρa)mα , so that (ρa)4 =
∏
m,α(ρa)mα . As previously mentioned, details
on these variables are available in Appendix A.1. Note that x5, . . . , x4+` define the
internal loop variables. In the perturbative four-point case, ρ1 = ρ2 = ρ3 = ρ4 = 0
leads to a super-correlator with four half-BPS operators and ` chiral Lagrangian
insertions. Since the protected half-BPS operator and chiral Lagrangian are related
via supersymmetry [3, 9], this is equivalent to saying that the maximally nilpotent
piece of the (4 + `)-point super-correlator (with 4 half-BPS operators and ` chiral Lag-
rangians) is equivalent to the `-loop four-point correlator. We refrain from directly
evaluating these Grassmann-insertion integrals and invoke a symmetry seen at all
loops, namely, a hidden symmetry [9] that essentially defines the integrand of (2.1.11)
as a rational conformally-covariant function of Minkowski space variables, xa. We
will however, implicitly use insertions to relate the perturbative four-point correlator
to the square of scattering amplitudes in the scattering amplitude/correlator duality
in section 2.3 (as well as the (4 + `)-point super-correlator as previously explained).
Indeed, the integrand of the perturbative four-point correlator in (2.1.11) before the
ρ integrations contains ρ-dependence which will be matched (at the highest ρ-order)
to the highest Grassmann-odd power of the squared super-amplitude [10].
The previously mentioned conformally-covariant functions of Minkowski space, which
we (for now) call f (`)(xa) ≡ f (`)(x1, . . . , x4+`) (at ` loops), are multiplied by super-
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conformal invariants, I4+`(xa, ρa, ya) [9, 63]. The perturbative correlator integrand
(at ` loops) with n = 4 half-BPS operators admits the following form:3
G
(0)
4+`;` ∼ I4+`(xa, ρa, ya)× f (`)(xa). (2.1.12)
The (nilpotent) superconformal invariants are in fact S4+` symmetric under the
interchange of their variables. Combining this with the crossing symmetry of the
super-correlator in (2.1.4) implies an S4+` (hidden) symmetry for f (`)(xa)—we will
describe this symmetry more thoroughly and provide explicit expressions for f (`)(xa)
in the next subsection.
In analogue to (2.1.12), correlation functions with n ≥ 5 half-BPS operators are
typically represented as a sum of products between superconformal invariants,
In;k;i(xa, ρa, ya), and coefficient functions, fn;k;i(xa, ya) for 0≤ k≤ n−4 [63]:
Gn;k ∼ In;k;1(xa, ρa, ya)fn;k;1(xa, ya) + In;k;2(xa, ρa, ya)fn;k;2(xa, ya) + . . . (2.1.13)
In this case, crossing symmetry of the super-correlator does not imply a hidden
symmetry for the individual coefficient functions making the symmetry special to
the four-point correlator. Details on when this sum terminates with index, i along
with further properties of these functions can be found in [63].
2.1.1 Representing the Correlator with f graphs
In this section, we explore the algebraic (and graphical) nature of the four-point
correlator integrand using results predominantly from [3, 9], and along the way,
explain a hidden symmetry this correlator exhibits. The correlator of interest as
previously stated is:
G4(1, 2, 3, 4) ≡ 〈O(x1)O(x2)O(x3)O(x4)〉, (2.1.14)
involving the protected operator O(x) = Tr(Φ2), for any scalar Φ in the theory. The
integrand of the correlator in (2.1.11) is given as [3, 9]:
3With this notation, we have I4+`|ρ1=···=ρ4=0 = R(1, 2, 3, 4)× ξ(4) × (ρ5)4 . . . (ρ4+`)4 to match
equations (2.1.15) and (2.1.16).
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G
(0)
4+`;`(1, . . . , 4 + `) =
2(N2 − 1)
(−4pi2)4+` ×R(1, 2, 3, 4)× ξ
(4)f (`)(x1, x2, . . . , x4+`), (2.1.15)
for ξ(4) = x212x223x234x214(x213x224)2 and a function, f (`) of all variables, xa, which
we will shortly describe. The factors in ξ(4) are defined using x2ab ≡ (xa−xb)2.
The universal prefactor is associated to the “partial non-renormalisation” of this
particular correlator [3, 9, 64], where R(1, 2, 3, 4) is given by (for y2ab = Ya · Yb):
R(1, 2, 3, 4) = y
2
12y
2
23y
2
34y
2
14
x212x
2
23x
2
34x
2
14
(
x213x
2
24 − x212x234 − x214x223
)
+ y
2
12y
2
13y
2
24y
2
34
x212x
2
13x
2
24x
2
34
(
x214x
2
23 − x212x234 − x213x224
)
+ y
2
13y
2
14y
2
23y
2
24
x213x
2
14x
2
23x
2
24
(
x213x
2
34 − x214x223 − x213x224
)
+ y
4
12y
4
34
x212x
2
34
+ y
4
13y
4
24
x213x
2
24
+ y
4
14y
4
23
x214x
2
23
.
(2.1.16)
The Born-level (` = 0) expression is given in ref. [3] as:
G
(0)
4 (1, 2, 3, 4) =
(N2 − 1)2
4(4pi2)4
(
y412y
4
34
x412x
4
34
+ y
4
13y
4
24
x413x
4
24
+ y
4
14y
4
23
x414x
4
23
)
+ N
2 − 1
(4pi2)4
(
y212y
2
23y
2
34y
2
14
x212x
2
23x
2
34x
2
14
+ y
2
12y
2
24y
2
34y
2
13
x212x
2
24x
2
34x
2
13
+ y
2
13y
2
23y
2
24y
2
14
x213x
2
23x
2
24x
2
14
)
.
(2.1.17)
Notice that the Born-level expression separates into disconnected and connected
pieces. By normalising the loop-level correlator by its Born-level value, we can make
sense of the correlator in the light-like limit: x212, x223, x234, x241 → 0 (which is used in
section 2.3). Furthermore, the Born-level contribution normalises to unity.
It will be useful to substitute equation (2.1.15) into (2.1.11) and define the perturb-
ative correlator as the summands, G(`)4 that contribute to the sum in equation (2.1.5):
G
(`)
4 (1, 2, 3, 4) =
1
x213x
2
24
2(N2−1)
(4pi2)4 ×R(1, 2, 3, 4)× F
(`), (2.1.18)
for ` ≥ 1, where F (`) is the following integral:
F (`)(x1, x2, x3, x4) =
ξ(4)
`!(−4pi2)`
∫
d4x5 . . . d
4x4+`f
(`)(x1, . . . , x4+`). (2.1.19)
While the “external” points x1, . . . , x4 would naturally be on a different footing to
the internal variables, it was noticed in ref. [9] that this distinction disappears if one
instead considers the integrand, redefined to be all contributions of f (`) at a given
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`
number of
plane graphs
number of graphs
admitting decoration
number of decorated
plane graphs (f graphs)
number of planar
DCI integrands
1 0 0 0 1
2 1 1 1 1
3 1 1 1 2
4 4 3 3 8
5 14 7 7 34
6 69 31 36 284
7 446 164 220 3,239
8 3,763 1,432 2,709 52,033
9 34,662 13,972 43,017 1,025,970
10 342,832 153,252 900,145 24,081,425
11 3,483,075 1,727,655 22,097,035 651,278,237
Table 2.1: Statistics of plane graphs, f graphs, and DCI integrands
through `=11 loops.
loop level.
Considering the full symmetry of f (`) among its (4 + `) arguments, we are led to think
of the possible contributions more as graphs than algebraic expressions. Conformality
requires that any such contribution must be weight −4 in each of its arguments;4
locality ensures that only factors of the form x2ab can appear in the denominator;
OPE limits ensure there are at most single poles [9]; and finally, planarity informs
us that these factors must form a plane graph [3]. The denominator of any possible
contribution, therefore, can be encoded as a plane graph with edges a↔b for each
factor x2ab. (Because x2ab=x2ba, these graphs are naturally undirected.)
We are therefore interested in plane graphs involving (4 + `) points, with valency at
least 4 in each vertex. Excess conformal weight from vertices with higher valency
can be absorbed by factors in the numerator. Decorating each of these plane graphs
with all inequivalent numerators capable of rendering the net conformal weight of
every vertex to be −4 results in the space of so-called “f graphs”. The enumeration
of the possible f -graph contributions that result from this exercise (through eleven
loop-order) is given in Table 2.1. To be clear, Table 2.1 counts the number of plane
4If x2ab and 1/x2ab contributes to conformal weight + 1 and −1 in xa, respectively, then clearly,
(2.1.18) (excluding f (`)) has conformal weight + 2 at {x1, x2, x3, x4} and + 4 at {x5, . . . , x4+`}. To
ensure that G(`)4 has conformal weight −2 at {x1, x2, x3, x4} and weight zero at internal points, f (`)
must exhibit conformal weight −4 at every point.
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graphs—that is, graphs with a fixed plane embedding. The distinction here is only
relevant for graphs that are not 3-vertex connected (since any 3-connected graph has
a unique embedding)—which are the only planar graphs that admit multiple plane
embeddings. For example, a 1-connected graph clearly has multiple embeddings. We
have found that no such graphs contribute to the amplitude or correlator through
ten loops—and we strongly expect their absence can be proven. However, because
the graphical rules we describe are sensitive to the plane embedding, one should in
principle, be careful about their distinction in our analysis. However, it is easier
in practice, to assume that multi-embeddable graphs do not contribute and apply
isomorphism checks without any notion of an endowed embedding, we will provide
an example of this in section 2.3.
When representing an f graph graphically, we use solid lines to represent every factor
in the denominator, and dashed lines (with multiplicity) to indicate the factors that
appear in the numerator.
To summarise, the basis elements are given by so-called f graphs, which at ` loops
are undirected graphs with (4 + `)-vertices composed of both solid (denominator),
dashed (numerator) lines and signed degree (number of edges minus number of
numerator lines leaving each vertex) equal to four. The solid edges must contribute
to a simple planar graph for the planar correlator.
The above provides a compact representation of the correlation function with ex-
pressions up to four loops displayed below:
f
(1)
1 ≡ f (2)1 ≡ f (3)1 ≡
f
(4)
1 ≡ f (4)2 ≡ f (4)3 ≡
(2.1.20)
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In terms of these, the loop-level correlators F (`) would be expanded according to:
F (1) = f (1)1 , F (2) = f (2)1 , F (3) = f (3)1 , F (4) = f (4)1 + f (4)2 − f (4)3 . (2.1.21)
Notice that f (1)1 in (2.1.20) is not planar; this is the only exception to the rule;
however, it does lead to planar contributions to G(1)4 after multiplication by ξ(4) (as
defined below (2.1.15)) which is explained in (2.1.24). Indeed, equations (2.1.24)
and (2.1.25) define the unlabelled graphs f (1)1 and f
(2)
1 from above—we will shortly
describe our conventions for an unlabelled f graph with an explicit example in
equation (2.1.23).
In general, one can always express the integrand of the `-loop correlator F (`) in
terms of the f graphs f (`)i according to,
F (`) ≡∑
i
c`i f
(`)
i , (2.1.22)
where the coefficients c`i (indexed by the complete set of f graphs at ` loops) are
rational numbers—to be determined using principles such as those described in
chapters 3 and 4. At eleven loops, for example, there will be 22,097,035 coefficients
c11i that must be determined (see Table 2.1).
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Analytically, these graphs correspond to the product of factors x2ab in the denominator
for each solid line in the figure, and factors x2ab in the numerator for each dashed
line in the figure. This requires, of course, a choice of the labels for the vertices of
the graph. However, every choice of label is contained in the full symmetrisation,
=
1
20 ((x
2
12)2x234x237x245x256x267 + S7 permutations)∏
a<b x
2
ab
,(2.1.23)
where the universal (S4+` invariant) denominator (at ` loops) is given by the
product of squared differences between every vertex/point (with multiplicity one):∏
1≤a<b≤4+` x2ab. The above example for f
(3)
1 has a single dashed line coming from the
(x212)2 in the numerator which is only partially cancelled by the denominator, given by∏
1≤a<b≤7 x2ab = x212x213x214x215x216x217x223x224x225x226x227x234x235x236x237x245x246x247x256x257x267.
The algebraic expressions are divided out by the automorphism factors of their cor-
responding graphs meaning each term is counted exactly once under S4+` symmet-
risation. This representation keeps graph labels implicit, so that a given unlabelled
graph is defined by a labelled expression summed over all symmetric permutations.
If we did pick a labelling, any other choice of labels would have corresponded to the
same graph, and so we must sum over all the (distinct) relabellings of the function. Of
the 7! such relabellings, many leave the corresponding function unchanged—resulting
(for this example) in 20 copies of each function. Thus, had we chosen to na¨ıvely sum
over all permutations of labels, we would over-count each graph, requiring division
by a compensatory “symmetry factor” of 20 in the analytic expression contributing
to the correlation function. (This symmetry factor is easily computed as the size
of the automorphism group of the graph.5) However, we prefer not to include such
5The automorphisms are transformations that leave the graph invariant—namely, symmetries
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symmetry factors in our expressions, which is why we write the coefficient of this
graph in (2.1.23) as “+1” rather than “+1/20”. For example, choosing the first term
in the numerator of the right-hand side of (2.1.23) along with 19 other identical terms
all contained in the S7 permutations and dividing by the universal denominator, we
obtain
1
20 ((x
2
12)2x234x237x245x256x267 + S7)∏
a<b x
2
ab
3 (x
2
12)2x234x237x245x256x267∏
a<b x
2
ab
= x
2
12
x213x
2
14x
2
15x
2
16x
2
17x
2
23x
2
24x
2
25x
2
26x
2
27x
2
35x
2
36x
2
46x
2
47x
2
57
.
Graphically, this particular labelled expression is given by:
1
5
3
7
6
2
4
And so, to be perhaps overly explicit, we should be clear that this will always
be our convention. Contributions to the amplitude or correlator, when converted
from graphs to analytic expressions, should be symmetrised and summed; but we
will always (implicitly) consider the summation to include only the distinct terms
that result from symmetrisation. Hence, no (compensatory) symmetry factors will
appear in our coefficients. Had we instead used the convention where f -graphs’
analytic expressions should be generated by summing over all terms generated by
S4+`, the coefficients of the four-loop correlator, for example, would have been
{+ 1/8,+ 1/24,−1/16} instead of {+ 1,+ 1,−1} as written in (2.1.21).
The hidden symmetry provides a full S4+` permutation invariance on the integ-
rand (2.1.22) placing “external” variables x1, x2, x3, x4 on the same level as internal
variables, x5, . . . , x4+`. The symmetry vastly reduces the basis size of the (normal-
ised) correlator to a problem of enumerating graphs with the previously mentioned
of the graph. This includes the numerator terms that can (generally) reduce symmetry.
2.1. Correlation Functions in Planar N = 4 SYM 17
conformal properties [9].
This symmetry is quite remarkable, and is responsible for a dramatic simplification
in the representation of both the amplitude and the correlator. Because of the
close connection between the integrand, F (`) and its integrated counterpart, defined
via (2.1.18), we will frequently refer to F (`) as “the `-loop correlation function”,
particularly in chapters 3, 4, and 5; we hope this slight abuse of language will not
lead to any confusion to the reader.
Finally, to make a connection with the integrals in (2.1.19), we provide explicit
examples that arise from symmetrising the f graphs and placing the resulting ex-
pression under an integral sign.
For example, using (2.1.20) at one loop yields a one-loop box integral [3]:
F (1) = ξ
(4)
1!(−4pi2)1
∫
d4x5f
(1)
1 (x1, . . . , x5)
= −x
2
12x
2
23x
2
34x
2
14(x213x224)2
4pi2
∫
d4x5
1
120
(
1
x212x
2
13x
2
14x
2
15x
2
23x
2
24x
2
25x
2
34x
2
35x
2
45
+ S5
)
= − 14pi2
∫
d4x5
x213x
2
24
x215x
2
25x
2
35x
2
45
,
(2.1.24)
using ξ(4) = x212x223x234x214(x213x224)2 and the fact that the automorphism group of f
(1)
1
is of order 120. The two-loop contribution is essentially the one-loop box squared
and the so-called two-loop ladder [3]:
F (2) = ξ
(4)
2!(−4pi2)2
∫
d4x5d
4x6f
(2)
1 (x1, . . . , x6)
= ξ
(4)
2!(−4pi2)2
∫
d4x5d
4x6
1
48
(
x212x
2
34x
2
56
x212x
2
13x
2
14x
2
15x
2
16x
2
23x
2
24x
2
25x
2
26x
2
34x
2
35x
2
36x
2
45x
2
46x
2
56
+ S6
)
= x
2
13x
2
24
(4pi2)2
∫
d4x5d
4x6

1
2
x212x
2
34 + x213x224 + x214x223
(x215x225x235x245)(x216x226x236x246)
+ x
2
13
(x215x235x245)x256(x216x226x236)
+ x
2
23
(x225x235x245)x256(x216x226x236)
+ x
2
14
(x215x235x245)x256(x216x226x246)
+ x
2
24
(x225x235x245)x256(x216x226x246)
+ x
2
34
(x225x235x245)x256(x216x236x246)
+ x
2
12
(x215x225x245)x256(x216x226x236)

.
(2.1.25)
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2.1.2 Operator Product Expansion (OPE) and Asymptotic
Behaviour
This subsection outlines the operator product expansion (OPE) and double-Euclidean
limit (x2 → x1, x4 → x3) of the four-point correlator, formed of half-BPS operators
(and consequently, the single-Euclidean limit: x2 → x1). We will shortly discover
that the logarithm of the correlator has a reduced divergence in the double-Euclidean
limit (which is indeed equivalent to the single-Euclidean limit). This subsection will
be heavily based on results from [3,9,65], the consequences of which are explored in
chapter 4.
Recall the integrated expression of the (f -graph) integrands, F (`) (using equation (2.1.22))
at ` ≥ 1 loops (2.1.19),
F (`)(xa) ≡ ξ
(4)
`!(−4pi2)`
∫
d4x5 . . . d
4x4+`f
(`). (2.1.26)
We exploit a known result for the OPE of two half-BPS operators O(x, y) in terms
of the protected half-BPS operator, ORS, the protected identity operator, I and
the unprotected Konishi operator, K ≡ Tr(ΦRΦR) [3, 9, 65] (see Appendix A.2 for
details):
lim
x2→x1
O(x1, y1)O(x2, y2) = cI y
4
12
x412
I + cK(a) y
4
12
(x212)1−γK/2
K(x1)
+ cO
y212
x212
Y1RY2SORS(x1) + . . .
(2.1.27)
The two-point and three-point correlators 〈O(x1)O(x2)〉 and 〈O(x1)O(x2)O(x3)〉,
are known to be protected, receiving no anomalous corrections [66]. They take their
known free values, independent of the coupling, thereby fixing the coefficients of cI
and cO as follows [9]:
cI =
N2 − 1
2(4pi2)2 , cO =
1
2pi2 . (2.1.28)
The Konishi coefficient, cK(a) on the other hand, acquires anomalous corrections,
admitting an expansion over the coupling. Moreover, its scaling dimension, ∆K is
given as the sum of its na¨ıve scaling dimension and a coupling expansion:
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∆K = 2 + γK(a) = 2 +
∞∑
`=1
a`γ
(`)
K , (2.1.29)
where γK(a) is the Konishi anomalous dimension. To apply the double-Euclidean
limit: x2 → x1, x4 → x3, we use equation (2.1.27) twice alongside the following
two-point functions, that we simply quote [9]:
〈K(x1)K(x3)〉 = 3N
2 − 1
(4pi2)2
1
(x213)2+γK(a)
,
〈ORS(x1)OTU(x3)〉 = cI2x413
(
δRT δSU + δRUδST − 13δ
RSδTU
)
.
(2.1.30)
Indeed, the second relation can be projected using harmonics so that (recalling that
they satisfy null conditions YR ·YR = 0):
〈O(x1, y1)O(x3, y3)〉 = Y1RY1SY3TY3U〈ORS(x1)OTU(x3)〉 = cI2x413
(
2y413
)
= cI
y413
x413
,
in agreement with the vev of equation (2.1.27). We state another result for the
coefficient, cK(a) to leading order:
cK(a) =
1
12pi2 +O(a). (2.1.31)
The four-point correlator in the limit: x2 → x1, x4 → x3 is therefore given by:
lim
x2→x1
x4→x3
G4 = limx2→x1
x4→x3
 y412y434
x412x
4
34
c2I +
y212y
2
34(y213y224 + y214y223)
x212x
2
34x
4
13
c2OcI
2
+ y
4
12y
4
34
x212x
2
34x
4
13
3(N2−1)(4pi2)2 c2K(a)
(
x212x
2
34
x213x
2
13
)γK/2
− 16c
2
OcI
+ . . .

= lim
x2→x1
x4→x3
 y412y434
x412x
4
34
(N2−1)2
4(4pi2)4 +
y212y
2
34(y213y224 + y214y223)
x212x
2
34x
4
13
(N2−1)
(4pi2)4
+ y
4
12y
4
34
x212x
2
34x
4
13
(N2−1)
3(4pi2)4
(x212x234
x213x
2
24
)γK/2
− 1
+ . . .

= lim
x2→x1
x4→x3
G(0)4 + y412y434x212x234x413
(N2−1)
3(4pi2)4
(
uγK/2 − 1
)
+ . . .
.
(2.1.32)
The second and third steps uses equations (2.1.28) and (2.1.31), along with one of
the two cross ratios available at four points:
u ≡ x
2
12x
2
34
x213x
2
24
, v ≡ x
2
14x
2
23
x213x
2
24
. (2.1.33)
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The last step arises from the leading contribution of the Born-level four-point cor-
relator from equation (2.1.17). In the double-Euclidean limit, we note that u → 0,
v → 1. By definition, we can associate the additional terms to the perturbative
correlator (` ≥ 1) using equations (2.1.16) and (2.1.18), namely:6
lim
u→0, v→1
∞∑
`=1
a`G
(`)
4 =
2(N2−1)
(4pi2)4 limu→0, v→1
1
x213x
2
24
R(1, 2, 3, 4)
∞∑
`=1
a`F (`)
= 2(N
2−1)
(4pi2)4 limu→0, v→1
y412y
4
34
x212x
2
34x
4
13
∞∑
`=1
a`F (`)
= (N
2−1)
3(4pi2)4 limu→0, v→1
y412y
4
34
x212x
2
34x
4
13
(
uγK/2 − 1
)
+ . . .
(2.1.34)
Rearranging the last two lines yields the asymptotic behaviour for the logarithm of
the correlator in the double-Euclidean limit:
6
∞∑
`=1
a`F (`)(xa) = uγK/2 − 1 + . . .
⇐⇒ log
(
1 + 6
∞∑
`=1
a`F (`)(xa)
)
= γK(a)2 log(u) +O(u
0),
(2.1.35)
where the ellipsis denotes subleading terms. This powerful statement says that the
logarithm of the correlator behaves as a single-logarithmic divergence as u→0, v→1,
where we recall that γK(a) is the Konishi anomalous dimension.
During the calculation of (2.1.32), we set cK(a) to essentially be a coupling-independent
constant (2.1.31), had we inserted a series expansion over the coupling, then cK(a)
would also contribute to equation (2.1.35), with details found in ref. [9].7 We use
the fact that inserting a coupling-dependent cK(a) expansion gives rise to subleading
log(u)-divergences in the first line of equation (2.1.35) [9].
Crucially, all leading log(u)-divergences are controlled by the anomalous dimension
of the Konishi operator!
Another useful consequence of the first line from equation (2.1.35) is the behaviour of
the correlator itself, without taking the logarithm. Let us write γK(a) =
∑∞
`=1 a
`γ
(`)
K
6Notice that the first three terms in equation (2.1.16) have either cancelling singularities or
finite terms in the double-Euclidean limit, the leading divergence is therefore proportional to
y412y
4
34/x
2
12x
2
34.
7Following equation (4.13) of [9], one writes c2K(a)=( 13+
∑∞
`=1 a
`c(`))/3(4pi2)2, noting that the
constant term agrees with the leading term in the square of equation (2.1.31).
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and the first line of equation (2.1.35) as [9]:
6
∞∑
`=1
a`F (`)(xa) = exp
(
γK
2 log(u)
)
− 1 = exp
(
1
2 log(u)
∞∑
`=1
a`γ
(`)
K
)
− 1
= a
(1
2γ
(1)
K log(u) + . . .
)
+ a2
(1
8
(
γ
(1)
K
)2
log2(u) + . . .
)
+O(a3),
where the dots represent logarithmic divergences of order `′ < `.
We observe that limu→0, v→1 F (`)(xa) ∼ log`(u). In particular, the `-loop correlator
exhibits a stronger divergence than its logarithm. These observations are important
for the proof of the so-called “triangle rule” in subsection 4.1.2.
In fact, the triangle rule is based on a single-Euclidean limit, x2 → x1, which is
equivalent to the double-Euclidean limit.
We note that under inversions, xµa → xµa/x2a, so that x2ab → x2ab/x2ax2b . A loop
integration measure transforms as d4xµ` → d4xµ` /(x2`)4. We therefore obtain the
following transformations:
ξ(4) → ξ
(4)
(x21x22x23x24)4
, d4x5 . . . d
4x4+` → d
4x5 . . . d
4x4+`
(x25 . . . x24+`)4
, f (`) → (x21 . . . x24+`)4f (`).
The last term holds, since f (`) is a function of every point with conformal weight
−4. It follows that the integrated expression, F (`) is invariant under inversions.
Consequently, F (`) is conformally invariant and expressible as a function of the two
conformal invariants available at four points [3, 67,68]:
F (`) ≡ Θ(u, v), (2.1.36)
for u, v defined in equation (2.1.33); the function Θ(u, v) is unimportant to us.
Clearly, in the single-Euclidean limit, u → 0, v → 1—which is equivalent to the
double-Euclidean limit. Since the integrals are conformally invariant, our observa-
tions in this subsection are therefore valid in both Euclidean sectors. The asymptotic
behaviour for the logarithm of the correlator in the single-Euclidean limit will be
studied in chapter 4.
To finish this section, let us investigate how the asymptotic behaviour of the correl-
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ator is used to algebraically extract coefficients in a simple two-loop example. In
particular, the two-loop part of (2.1.35) is:
lim
u→0, v→1
(
F (2) − 3
(
F (1)
)2 )
= 112γ
(2)
K log(u) +O(u0). (2.1.37)
Substituting expressions (2.1.20), (2.1.21) and (2.1.26) into (2.1.37) with an arbit-
rary two-loop coefficient c—and remembering to symmetrise, we get:
lim
x2→x1
(
F (2)−3
(
F (1)
)2 ) ∼ x213x214 ∫ d4x5d4x6
 c x213x216x245 + x214
(
c x216x
2
35 + (c− 3)x213x256
)
+c x215
(
x216x
2
34 + x214x236 + x213x246
)

x415x
4
16x
2
35x
2
36x
2
45x
2
46x
2
56
.
(2.1.38)
Firstly, we have interchanged the limit and integration, which renders the integral
divergent [3]. Indeed, there are two divergences—the first occurs when either one of
the loop integration variables, say x5, approaches x1, while keeping the other loop
variable, x6 at an arbitrary position. This can be understood by applying this limit
to the right-hand side of (2.1.38)—concentrating on only the leading divergence:
lim
x2→x1
x5→x1
(
F (2) − 3
(
F (1)
)2 ) ∼ 3 (c− 1) ∫ d4x5d4x6 x213x214
x415x
4
16x
2
36x
2
46
∼ 3 (c− 1)
∫
d4x6
x213x
2
14
x416x
2
36x
2
46
∫ dρ ρ3
ρ4
,
(2.1.39)
with the logarithmic-divergence apparent in the second line by going to polar co-
ordinates, x215 ∼ O(ρ2).8 The second divergence occurs from the x5 and x6 in-
tegrations themselves [3] (for arbitrary c). The two divergences in total yield a
double-logarithmic divergence, which must be reduced for consistency with (2.1.37).
This reduction to a single-logarithmic divergence can be imposed by requiring that
the numerator of (2.1.38) vanishes in the limit where x5 approaches x1:
c x213x
2
16x
2
45 + x214
(
c x216x
2
35 + (c− 3)x213x256
)
+ c x215
(
x216x
2
34 + x214x236 + x213x246
)
−→
x5→x1
3 (c− 1)x213x214x216 = 0.
(2.1.40)
8In the example (2.1.39), the measure can be obtained by using polar co-ordinates: xµ5 =
xµ1 + ρωµ, for some four-vector ωµ, µ = 0, 1, 2, 3. The parameter, ρ controls the difference between
xµ1 and x
µ
5 . It follows that dx
µ
5 = dρωµ + ρ dωµ which implies d4x5 = ρ3 dρ×ω d3ω.
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This immediately implies c= 1, which is indeed, the coefficient of the two-loop f
graph. This analytical construction will be reformulated into a succinct graphical
rule, known as the “triangle” rule in subsection 4.1.2.
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2.2 Scattering Amplitudes in Planar N = 4 SYM
Scattering amplitudes can be regarded as the “probabilities” for an interaction to
occur, and as building blocks for experimental cross sections. In planar SYM, they
exhibit beautiful mathematical properties, some of which were briefly mentioned
in the introduction. In this section, we summarise the key ideas regarding the
amplitudes relevant for the remainder of this thesis.
An amplitude at loop level involves integration, which is often regarded as a non-
trivial task in its own right. For this thesis however, we restrict mostly to the
integrand of the amplitude, prior to integration, in a similar fashion to that of the
correlator. This leads to an impressive (super) correlator/scattering amplitude dual-
ity, conjectured to hold at the integrand level—this is elaborated on in section 2.3.
The helicity-independent part of the integrands are functions over momenta, pa
(or equivalently, rational functions over dual momenta, xa which we describe in
subsection 2.2.1).
An n-point planar super-scattering amplitude in N = 4 SYM admits a double
expansion over a = g2N , and n Nair (chiral) Grassmann variables ηIa with SU(4)
R-symmetry index I = 1, 2, 3, 4 for some particle number a = 1, . . . , n:
An = An;2 +An;3 + · · ·+An;n−2, (2.2.1)
where An;k is a homogeneous polynomial in ηI of degree 4k, with (ηa)4≡∏I ηIa. It is
often useful to divide through by A(0)n;2 (the MHV tree-level super-amplitude), which
leads to a more familiar form:
Ân = Ân;0 + Ân;1 + · · ·+ Ân;n−4, (2.2.2)
where again, Ân;k is a homogeneous polynomial in ηI of degree 4k. This division
essentially subtracts 2×4 = 8 powers of η for the normalisation: Â(0)n;0 =1. Moreover,
we have divided through by (super) momentum-conserving delta functions and
a Parke-Taylor factor, leaving behind some combination of rational functions of
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momenta multiplied by Yangian invariants, where the Yangian invariants are defined
in subsections 2.4.1 and 2.4.2. We have used the notation Â(`)n;k to represent the
`-loop n-particle NkMHV super-amplitude divided by the n-particle MHV tree-level
super-amplitude. The supersymmetric Parke-Taylor generalisation is simply given
as [12]:
A(0)n;2 =
δ4(∑na=1 pαα˙a )δ8(∑na=1 λαaηIa)
〈12〉 . . . 〈n1〉 , (2.2.3)
where we exploit the spinor-helicity formalism with α, α˙ = 1, 2:
pµa(σµ)αα˙ =
 p0a − p3a −p1a + ip2a
−p1a − ip2a p0a + p3a
 ≡ pαα˙a ≡ λαa λ˜α˙a , (2.2.4)
where indices are contracted using anti-symmetric epsilon tensors, αβ =−α˙β˙ , with
12 =12 =−1˙2˙ =−1˙2˙ =1, so that 〈ab〉 ≡ αβλαaλβb , and [ab] ≡ α˙β˙λ˜α˙a λ˜β˙b .
Each term in (2.2.2) admits a further expansion over loop variables:
Ân;k =
∞∑
`=0
a`Â(`)n;k =
∞∑
`=0
a`
∑
ij
cijRk;i(ηa, p1, . . . , pn)× I(`)j (p1, . . . , pn+`). (2.2.5)
We write the amplitude as a sum over every loop variable and refer to the expression∑
ij cijRk;i(ηa, p1, . . . , pn)×I(`)j (p1, . . . , pn+`) as the `-loop integrand of the amplitude.
The latter, I(`)j are rational functions over all momenta at ` loops, and Rk;i are k-
degree Yangian invariants which act as generating functions for different helicity
configurations of the superparticle (in Nair superspace (p, η)) expansion:
Υ(p, η) = G+(p)+ηIΨI(p)+
1
2!η
IηJΦIJ(p)+
1
3!IJKLη
IηJηKΨL(p)+ 14!IJKLη
IηJηKηLG−(p),
where the sum from left to right represents the following particles: positive-helicity
gluons, positive-helicity fermions, scalars, negative-helicity anti-fermions, and negative-
helicity gluons. To be clear, ∑ij cijRk;i(ηa, p1, . . . , pn)× I(`)j (p1, . . . , pn+`) defines a
sum with arbitrary coefficients, cij ∈R, at a given loop level `, where all helicity-
dependence is contained in the Yangian invariants.
The n-particle NkMHV gluon amplitude has (k+2) negative-helicity gluons and
(n−k−2) positive-helicity gluons, the simplest case being the MHV gluon amplitude
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with k=0. The next most complicated scenario is the next-to-MHV gluon amp-
litude, denoted as “NMHV” with k=1. The parity conjugate of the MHV gluon
amplitude gives the last non-trivial gluon amplitude, also known as the anti-MHV
gluon amplitude, and often written as the Nn−4MHV (= MHV) gluon amplitude
with k=n−4. All other gluon amplitudes (say with 1 negative helicity and the rest
positive or all negative helicity, along with both of their parity conjugates) vanish
using supersymmetric Ward identities [69,70].
The above discussion at first appears restricted to just gluons, but we can use the
superparticle expansion to relate the n-particle NkMHV gluon amplitude to the full n-
particle NkMHV super-amplitude, again, via supersymmetric Ward identities [69,70].
For example, in the simplest MHV case, an n-particle MHV gluon amplitude has 2
negative gluons (∼ η4η4) and (n−2) positive gluons (∼ η0) essentially giving η8 in
total. This is therefore related (via supersymmetric Ward identities [70]) to an MHV
amplitude with 4 scalars (∼η2η2η2η2) and (n−4) positive gluons (∼η0), which also
yields η8 in total.
We note that our definition of (2.2.5) does not incorporate permutation symmetry
among the n-external variables. Every amplitude in this thesis admits a fixed (disc-
planar) ordering of 1, 2, . . . , n, or one of its cyclic permutations. To be clear, we
recall that the (anti) fermions transform in the adjoint representation of the gauge
group, SU(N) with N2−1 generators which we denote as (in the vector⊗ anti-vector
representation) (T a˜)i˜ j˜, with colour index, a˜ = 1, . . . , N2− 1, and (anti) fundamental
indices i˜, j˜ = 1, . . . , N found (downstairs) upstairs. These generators obey the
following relation [70,71]:
∑
a˜
(T a˜)i˜ j˜(T a˜)k˜ l˜ = δi˜ l˜δk˜ j˜ −
1
N
δi˜
j˜δk˜
l˜. (2.2.6)
For example, the gluon amplitude will exhibit colour structure arising from the
Feynman rules. Ultimately, the indices are expected to be contracted for gauge
invariance. In particular, the first term in (2.2.6) represents a single trace term,
while the second term is a (suppressed) double trace. In the planar limit where N
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becomes large, the amplitude is dominated by the single-trace terms. Indeed, all
non-planar diagrams display trace structures of higher degree, implying that the
planar limit gives rise to only planar diagrams, as one would naturally expect.
This leads to an expression for the tree-level n-particle gluon amplitude (with colour
factors) where the amplitude factors into a leading-colour trace term and a so-called
“partial amplitude”/“colour-ordered amplitude” [69–71], where the latter contains
all kinematical and helicity dependence:
Atreen = gn−2
∑
σ∈Sn/Zn
Tr(T a˜σ(1) . . . T a˜σ(n))Atreen
(
p
Λσ(1)
σ(1) , . . . , p
Λσ(n)
σ(n)
)
. (2.2.7)
Here, Λa = ±1 is the helicity associated to particle a and g is the coupling strength.
The Sn/Zn sum includes all permutations of the n-external particles modulo cyclic
permutations. This means one can select an ordering and study the partial amplitude
in (2.2.7), Atreen associated to this ordering—then all other Sn/Zn-orderings follow by
permutation. It therefore makes sense to choose the canonical (disc-planar) ordering
of 1, 2, . . . , n as previously mentioned. Indeed, the partial amplitude in (2.2.7) with
ordering 1, . . . , n corresponds with the super-amplitudes in (2.2.5) (up to cyclicity
and the normalisation by the tree-level super-amplitude)—these simpler objects are
precisely what we choose to study in this thesis. We remark that any notion of
ordering is ambiguous in the non-planar limit—we can always reorder the external
particles however we wish without any care for the consequences to (non-)planarity.
2.2.1 Dual (Super) Momentum Space
Several questions can be posed to how the amplitude integrand can possibly be asso-
ciated to f graphs of the correlator integrand—rational functions of Minkowski space
variables. For example, how does the presence of the Grassmann-odd parameter
in the amplitude disappear when matched to the nilpotent correlator, of highest
Grassmann-ρ weight? Another important question is: how are the amplitude mo-
menta pa associated to Minkowski co-ordinates of the correlator? We can provide a
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schematic answer to the first question for now, using the fact that Yangian-invariant
terms are present for n ≥ 5 amplitude integrands but disappear in the squared
amplitude due to an MHV tree-level normalisation (see the far right-hand side of
equation (2.3.2)). In particular, in the squared amplitude, the invariants generically
square to rational functions multiplied by a term proportional to the maximally
nilpotent invariant, where the latter cancels with the MHV tree-level normalisation—
which all equates to the light-like correlator—this will become clear in chapter 5.
For 4-particle amplitudes, we can essentially set Rk = 1. For 5-particles, there is a
unique Yangian invariant (called an R invariant—found in equation (2.4.12)) that we
can essentially ignore for computational purposes by an appropriate normalisation.
For n ≥ 6, we cannot ignore the Yangian-invariant structure of the integrands.
The second question is answered by a simple change of variables. Generically speak-
ing, it is natural to study amplitude integrands as functions of external and loop
momenta, it was however observed in [52] that it is often useful to reparametrise to so-
called “dual/region momenta”, xa∈R3,1 via pa=xa+1−xa where xa are understood
to be cyclic, modulo n. Whilst the well-known decomposition into spinor-helicity
variables pa = λaλ˜a make on-shell conditions p2a = 0 apparent, the change to dual
momenta trivialises momentum conservation ∑a pa = 0.9 This was graphically in-
terpreted as drawing the dual graph of a momentum-space graph, resulting in a
dual-momentum space graph (for example, see the right-hand side of (2.3.7)). This
allows us to identify the dual momenta, xa of the amplitude to the Minkowski co-
ordinates, xa of the correlator, despite being associated to different spaces. The
conformal invariance of correlation functions then implies a hidden dual-conformal
invariance known to be a property of planar amplitudes in N = 4 SYM [53].
Indeed, in the same manner that the correlator is conformally invariant under in-
versions, the rational piece of the amplitude integrand, I(`) is expected to be dual-
conformally invariant (“DCI”) under inversions: xµa → xµa/x2a, so that x2ab → x2ab/x2ax2b .
In particular, they are (single-poled) rational functions of x2ab, with weight −4 for
9We regard all momenta as outgoing for simplicity.
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loop variables and weight 0 for external particles. Furthermore, the expressions are
expected to be Zn invariant under the cyclic permutation of external variables, and
allow for permutations between the loop variables, S`. Moreover, in the planar limit,
we restrict to planar integrands. This allows for an enumeration of the amplitude
integrands with arbitrary coefficients (up to the Yangian invariants). In fact, we
will shortly see that dual-conformally invariant four- and five-particle parity-odd10
integrands graphically arise from f graphs (in the next chapter), which is a far
simpler way to enumerate them. The four-particle amplitude integrands for one and
two loops are explicitly given in equation (3.2.6).
To conclude the section, we address the second (super-)delta function, δ8(∑na=1 λαaηIa)
from equation (2.2.3). The ηIa are Grassmann-odd; the products λαaηIa are referred to
as super-momenta, of which the sum (under the delta function) enforces super-
momentum conservation. In complete analogue to region momenta, we define
“dual/region super momenta”, θαIa as:
λαaη
I
a ≡ θαIa+1 − θαIa , (2.2.8)
with θn+1 = θ1, so that super-momentum conservation is trivialised. Here, xαα˙a are
chosen as a set of co-ordinates for dual Minkowski space, whilst the pair (xa, θa)
parametrise dual super Minkowski space, and are sometimes referred to as chiral
superspace co-ordinates. We will exploit these variables when upgrading from so-
called momentum twistors to super-momentum twistors (to include supersymmetry)
in section 2.4.
Declaration: All super-amplitudes in subsequent sections are to be divided by the
MHV tree-level super-amplitude. Moreover, we choose to drop hats from all super-
amplitude expressions, so that A is now understood to be divided by the tree-level
MHV super-amplitude, and implicitly equal to Â. In particular, we will refer to the
normalised counterpart (2.2.2) as the super-amplitude.
10The x2ab are in fact parity-even, but a dual-conformally covariant parity-odd object can be
written down as explained in subsection 2.3.2.
30 Chapter 2. Review of Concepts
2.3 The (Super) Correlator/Scattering
Amplitude Duality
In this section, we relate the previously described correlators to the square of scat-
tering amplitudes under a light-like limit in planar N = 4 SYM. Taking the general
n-point (super) correlator in (2.1.4), we can relate it to n-particle (super) amplitudes,
(2.2.2) in an n-point (super) duality at the integrand level. In particular, the (con-
jectured) n-point (planar) super-correlator/super-amplitude duality written in full
is [27, 28]:
lim
n-gon
light-like
 ∞∑
`=0
n−4∑
k=0
a`
G
(`)
n;k
G
(0)
n;0
 =
 ∞∑
`=0
n−4∑
k=0
a`A(`)n;k
2, (2.3.1)
where we rescale G(`)n;k → a−kG(`)n;k from (2.1.4). Consequently, relations can be formed
by comparing the Grassmann components on both sides. In particular, expanding
both sides of (2.3.1) yields components of various Grassmann degrees, one can then
match super-correlator components to different combinations of super-amplitudes
on the right-hand side—see [28] for details. In fact, the left-hand side is not exactly
the super-correlator due to the rescaling which is necessary for the duality to hold.
Here, n-gon corresponds to the limit where x212 = x223 = . . . = x21n = 0 which is
a light-like polygon formed from n-points. Division by the Born-level correlator
(∼1/(x212 . . . x2n1) at leading order [25]) removes the light-like limit divergence so that
the statement makes sense at the integrand level. The square on the right-hand
side of (2.3.1) stems from the fact that the fields forming the correlator live in
the adjoint representation of the SU(N) gauge group, which is naturally dual to a
Wilson loop also in the adjoint representation [25] (provided a suitable regularisation
for the light-like correlator). In the planar limit, the Wilson loop in the adjoint
representation factors into the product of a Wilson loop in the fundamental and
another in the anti-fundamental. Due to conjugation invariance of the theory, the
fundamental Wilson loop equals the anti-fundamental Wilson loop. Moreover, the
fundamental Wilson loop is proportional to the amplitude in the planar limit thus
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explaining the square [24].
Although the four-point correlation function (integrand), F (`) from equation (2.1.22)
was defined to be closely related to the (actual) integrated four-point correlation
function G(`)4 (2.1.18) in planar SYM, which accounts for its relation to the four-
particle scattering amplitude A(`)4 (restrict equation (2.3.1) to n= 4), it turns out
that interesting combinations of all higher-point amplitudes can also be obtained
from it [10,27,28]. Perhaps this should not be too surprising, as F (`) is a symmetrical
function on (4 + `) points xa; but it is an incredibly powerful observation: it implies
that F (∞) contains information about all scattering amplitudes in planar SYM!
The way in which higher-point, lower-loop amplitudes are encoded in the function F (`)
is a consequence of the fully supersymmetric amplitude/correlator duality [24–29]
which was unpacked in ref. [10], by restricting (2.3.1) to the correlator/amplitude
duality involving f graphs (equivalent to the integrands of the maximally nilpotent
n-point super-correlator) and the highest Grassmann-odd component of the squared
super-amplitude, at a given loop level:
lim
n-gon
light-like
(
ξ(n)F (`+n−4)
)
= 12
∑`
m=0
n−4∑
k=0
A(m)n;k A(`−m)n;n−4−k/(A(0)n;n−4), (2.3.2)
provided `+ 4− n ≥ 0, where
ξ(n) ≡
n∏
a=1
x2aa+1x
2
aa+2. (2.3.3)
The right-hand side of (2.3.2), A(m)n;k is understood to depend on n external variables
xa, θa together with m loop variables xa and A(`−m)n;n−4−k to depend on the same ex-
ternal variables, but the other (`−m) loop variables—these loop variables are then
symmetrised over. Note that the numerator on the right-hand side is a maximally
nilpotent superconformal invariant. Since there is a unique maximally nilpotent
invariant, this is proportional to the maximally nilpotent invariant amplitude A(0)n;n−4
(defined in equation (2.4.18)) and therefore the ratio in (2.3.2) makes sense and re-
moves all θ dependence. In other words, division in (2.3.2) by the Nn−4MHV (MHV)
tree-level amplitude is required to absorb the Grassmann weights—resulting in a
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purely bosonic sum of terms from which amplitudes can be extracted. We will see
explicit examples of the use of this equation shortly and find amplituhedron variables
(see subsection 2.4.1) to be the most useful way of dealing with the Grassmann-odd
structure for n ≥ 6, as in chapter 5.
The left-hand side of (2.3.2) are loop corrections to the four-point correlator, which
are higher-point Born-level correlators with chiral Lagrangian insertions (2.1.11).
The nilpotent Grassmann weight of the correlator (with insertions) is then associated
to the nilpotent Grassmann weight of the squared amplitude. To be completely
clear, the right-hand side of (2.3.2) will be restricted to certain powers in a (order-
by-order), where components of maximal Grassmann degree are selected from the
squared amplitude and identified with the n-gon limit of the four-point correlator
(essentially F (`+n−4)) after multiplication by ξ(n).
We restrict (2.3.2) to four points on both sides to obtain the simplest duality. In par-
ticular, this correlator computed perturbatively at a given loop-order, divided by the
Born-level correlator is related to the squared four-particle amplitude (appropriately
normalised) in a simple way [24,25]:
lim
4-gon
light-like
(
ξ(4)F (`)
)
= 12
(
A4(x1, x2, x3, x4)2
)(`)
= 12
∑`
m=0
A(m)A(`−m), (2.3.4)
where the amplitude is represented in dual-momentum co-ordinates, pa≡xa+1−xa,
and the corresponding limit means x212 =x223 =x234 =x214 =0. We recall, ξ(4) is defined
to be x212x223x234x214(x213x224)2. Importantly, while the correlator is generally finite upon
integration, the limit taken on the integral of (2.3.4) is divergent; however, we recall
the correspondence exists at the level of the loop integrand (which includes a division
by the Born-level correlator)—both of which can be uniquely defined in any (planar)
quantum field theory upon symmetrisation in (dual) loop-momentum space.
In the simplest 4-point case, (2.3.4), the amplitudes contain a single MHV (NMHV)
class, which explains why the maximally nilpotent tree-level amplitude, equal to one
na¨ıvely appears absent.
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In fact, algebraic equality between the square of the amplitude and the light-like
correlator is attainable for four- and five-particle amplitudes but becomes more
difficult at higher points. The five-point extractions will be reviewed in subsection
2.3.2. This will motivate so-called “momentum twistors” reviewed in section 2.4—
co-ordinates that simultaneously trivialise the on-shell condition and momentum
conservation, allowing for a straight-forward numerical verification of the duality at
six and seven points seen in chapter 5.
2.3.1 Four-Particle Amplitude Extraction via Light-Like
Limits Along Faces
When the correlation function F (`) is expanded in terms of plane graphs, it is very
simple to extract the `-loop scattering amplitude through the relation (2.3.4). That
is, upon expanding the amplitude square in powers of the coupling (and dividing by
the tree-level amplitude), we find that:11
lim
4-gon
light-like
(
ξ(4)F (`)
)
= 12
(
A(`)4 +A(`−1)4 A(1)4 +A(`−2)4 A(2)4 + . . .
)
. (2.3.5)
Before we describe how each term in this expansion can be extracted from the
contributions to F (`), let us first discuss which terms survive the light-like limit.
Recall from equation (2.3.3) that ξ(4) is proportional to x212x223x234x214—each factor
of which vanishes in the light-like limit. Because ξ(4) identifies four specific points
xa, while F (`) is a permutation-invariant sum of terms, it is clear that these four
points can be arbitrarily chosen among the (4 + `) vertices of any f graph; and thus
the light-like limit will be non-vanishing iff the graph contains an edge connecting
each of the pairs of vertices: 1↔ 2, 2↔ 3, 3↔ 4, 1↔ 4. Thus, terms that survive
the light-like limit are those corresponding to a 4-cycle of the (denominator terms
only) graph. By singling out these points, we essentially choose the ordered points
{1, 2, 3, 4} to be the external particles, which is clearly the canonical choice. Of
11Note that the normalisation of 1/2 in (2.3.5) cancels from repeated terms doubling up.
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course, any other choice is equally valid with an appropriate redefinition of ξ(4).
Any n-cycle of a plane graph divides it into an “interior” and “exterior” according to
the plane embedding (viewed on a sphere). And this partition exactly corresponds to
that required by the products of amplitudes appearing in (2.3.5). We can illustrate
this partitioning with the following example of a ten-loop f graph (ignoring any
factors that appear in the numerator):
(2.3.6)
These three 4-cycles would lead to contributions to A(10)4 , A(9)4 A(1)4 , and A(5)4 A(5)4 ,
respectively. Notice that we have coloured the vertices in each of the examples above
according to how they are partitioned by the cycle indicated. The fact that the `-loop
correlator F (`) contains within it complete information about lower loops will prove
extremely useful to us in the chapter 4. For example, the square (or “rung”) rule
follows immediately from the requirement that the A(`−1)4 A(1)4 term in the expansion
(2.3.5) is correctly reproduced from the representation of F (`) in terms of f graphs,
with details found in subsection 4.1.1.
The leading term in (2.3.5) is arguably the most interesting. As illustrated above,
these contributions arise from any 4-cycle of an f graph encompassing no internal
vertices. Such cycles correspond to faces of the graph—either a single square face,
or two triangular faces which share an edge. This leads to a direct projection
from f graphs into planar “amplitude” graphs that are manifestly dual-conformally
invariant. Interestingly, the graphs that result from taking the light-like limit along
each face of the graph can appear surprisingly different.
Consider for example the following five-loop f graph, which has four non-isomorphic
faces, resulting in four rather different DCI integrands:
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⇒


(2.3.7)
Here, we have drawn these graphs in both momentum space and dual-momentum
space—with black lines indicating ordinary Feynman propagators, and grey lines
indicating the dual graphs (more directly related to the f graph). We have not drawn
any dashed lines to indicate factors of s≡x213 or t≡x224 in numerators that would
be uniquely fixed by dual-conformal invariance. Notice that one of the faces—the
orange one—corresponds to the “outer” four-cycle of the graph as drawn; also, the
external points of each planar integrand have been coloured according to the face
involved. As one further illustration of this correspondence, consider the following
seven-loop f graph, which similarly leads to four inequivalent DCI integrands (drawn
in momentum space):
⇒


(2.3.8)
Before moving on, it is worth a brief aside to mention that these projected contribu-
tions are to be symmetrised according to the same convention previously discussed
for f graphs—namely, when considered as analytic expressions, only distinct terms
are to be summed. This follows directly from our convention for f graphs and the
light-like limit, without any relative symmetry factors required between the coeffi-
cients of f graphs and the coefficients of each distinct DCI integrand obtained by
taking the light-like limit. The last column of Table 2.1 provides the number of DCI
integrand projections from f graphs, up to eleven loops.
Plane Embeddings:
We end this subsection with a discussion on the plane embedding of f graphs, and
their consequences in the correlator/amplitude duality at higher loops—further
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explored in chapters 3 and 4.
The f graphs are generated with an endowed plane embedding, where numerators are
generically attached to preserve conformal weight. For `≥8 (see chapters 3 and 4),
it is observed that all f graph expressions that admit multiple embeddings are absent
in the correlator (they have vanishing coefficients). From the point of view of the
correlator, these are simply covariant expressions of x2ab, that require integration—in
other words, the correlator is naturally blind to any underlying embedding.
On the other hand, the extraction of amplitudes from the correlator would appear
sensitive to the endowed plane embedding. For example, consider the two graphically
isomorphic ten-loop f graphs (without numerator terms) found below.
1
2
4
3
1
2
34
We first note that they are clearly 2-connected (by removing vertices {x1, x3}),
consistent with the existence of multiple embeddings.
Consider the two isomorphic four-cycles formed by {x1, x2, x3, x4}. Applying light-
like limits on both cycles, while noticing that the first cycle is a face, we deduce that
the isomorphic cycles contribute to A(10)4 and
(
A(5)4
)2
, respectively. The correlator
with an endowed embedding appears unable to distinguish between the contributions,
yet graphical rules such as the “square” and “pentagon” rules (see chapter 4) are
sensitive to such embeddings. Since these graphs are not present (at least empirically
up to ten loops), we can in practice, discard this caveat.
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2.3.2 Five-Point Amplitude Extraction from the
Correlator
We have already seen the fully supersymmetric correlator/amplitude duality, conjec-
tured to relate integrands for m-point correlators to the square of m-point amplitude
integrands in an m-gon light-like limit (2.3.1). Restricting to the planar m = 4
(four-point) correlator, F (`+n−4) under various n-gon light-like correlator contains
information about all n-point amplitudes [10].
We previously witnessed the simple extraction for four particles—the `-loop amp-
litude can be directly extracted from F (`). At five points, F (`) contains the so-called
“parity odd” (`−1)-loop amplitude and the complete (parity “odd” and “even”)
(`−2)-loop amplitude [10]. For higher-point amplitudes, we refer the reader to
chapter 5, where various bases are used to derive amplitudes from the correlator.
We provide a review in the case of the n= 5 duality which will play an important
role in motivating (and proving) the “pentagon rule” described in the chapter 4.
In the case of five particles, the right-hand side of (2.3.2) is simply the product of
the MHV and MHV amplitudes—divided by the MHV tree-level amplitude (with
division by A(0)5;0 left implicit, as always). Conventionally defining M5≡A5;0/A(0)5;0
andM5≡A5;1/A(0)5;1, the relation (2.3.2) becomes more symmetrically expressed as:
lim
5-gon
light-like
(
ξ(5)F (`+1)
)
=
∑`
m=0
M(m)5 M(`−m)5 . (2.3.9)
Moreover, because parity-even contributions to the loop integrandsM(`)5 andM(`)5
are equal, it is convenient to define:
M(`)even ≡
1
2
(
M(`)5 +M(`)5
)
and M(`)odd ≡
1
2
(
M(`)5 −M(`)5
)
. (2.3.10)
Because any integrand constructed out of factors x2ab will be manifestly parity-even,
it is not entirely obvious how the parity-odd contributions to loop integrands should
be represented. A natural way to represent parity-odd contributions is in terms of a
six-dimensional formulation of dual-momentum space (essentially the Klein quadric)
38 Chapter 2. Review of Concepts
which was first introduced in this context in ref. [72] following the introduction of
momentum twistors in ref. [73]—see subsection 2.4.3 for a review. Each point xa is
represented by a (six-component) bi-twistorXa. The (dual) conformal group SO(2, 4)
acts linearly on this six-component object and so it is natural to define a fully anti-
symmetric epsilon tensor, abcdef≡det{Xa, . . . , Xf}, in which the parity-odd part of
the `-loop integrand can be represented [10]:
Modd ≡ i12345` M̂odd, (2.3.11)
where M̂odd is a parity-even function, directly expressible in terms of factors x2ab.
Putting everything together, the expansion (2.3.9) becomes:
lim
5-gon
light-like
(
ξ(5)F (`+1)
)
=
∑`
m=0
(
M(m)evenM(`−m)even + 12345612345(m+6)M̂(m)oddM̂(`−m)odd
)
,(2.3.12)
where initially, M(m)even,M̂(m)odd depend on loop variables, 6, . . . , 5 +m while M(`−m)even ,
M̂(`−m)odd depend on the remaining loop variables, 6 +m, . . . , 5 + `. The entire expres-
sion is then understood to be completely symmetrised over all loop variables.
The pentagon rule we derive in the chapter 4 amounts to the equality between two
different ways to extract the `-loop 5-particle integrand from F (`+2), by identifying,
as part of the contribution, the one-loop integrand. As such, it is worthwhile to at
least quote these contributions:
M(1)even ≡ and M(1)odd ≡ (2.3.13)
where the circled vertex in the right-hand figure indicates the last argument of the
epsilon tensor. When converted into analytic expressions, these correspond to:
≡ x
2
13x
2
24
x216x
2
26x
2
36x
2
46
+ cyclic, ≡ i123456
x216x
2
26x
2
36x
2
46x
2
56
,
where the cyclic sum of terms involves only the 5 external vertices.
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We remark that the m = 1 subset of equation (2.3.12) can be easily understood
for parity-odd amplitudes—one can find subgraphs (within f graphs) with an odd
“pentawheel” structure,M(1)odd and identify everything it graphically attaches to, as
a 5-particle (`−1)-loop odd integrand (upon multiplication by i123457). This permits
a graphical disentanglement of the odd terms.
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2.4 (Super) Momentum Twistors and the
Grassmannian
2.4.1 (Super) Momentum Twistors and Bosonisation to
Amplituhedron Coordinates
We have already seen momentum conservation and on-shell conditions seperately
satisfied by selecting appropriate co-ordinates (dual momenta and spinor-helicity,
respectively). To simultaneously satisfy these conditions, we call upon so-called
“momentum twistors” [72,73]. In this section, we introduce these ideas and provide
conventions. We then uplift to include supersymmetry, providing an overview of
“super-momentum twistors” along with bosonisation to “extended momentum twis-
tors”/“amplituhedron co-ordinates”, which amongst other things generalises four-
point brackets (using momentum twistors) to higher-point brackets [50,73].
Consider momenta in spinor-helicity variables λαa λ˜α˙a ≡pαα˙a ≡xαα˙a+1 − xαα˙a . Projecting
with λaα sets the left-hand side to zero. Therefore, combining with dual momenta,
xa leads to the well-known (bosonic) incidence relations:
xαα˙a λaα = xαα˙a+1λaα ≡ µα˙a , (2.4.1)
with a = 1, . . . , n, where we recall that spinor indices are contracted using epsilon
tensors, αβ =−α˙β˙ , with 12 = 12 =−1˙2˙ =−1˙2˙ = 1. In the above formulation, we
have identified two (adjacent) space-time points to a single momentum-twistor point.
Each pair λαa and µα˙a is then assembled into four-component (projective) vectors
called (bosonic) momentum twistors zAa defined as:
zAa ≡
(
λαa , x
αα˙
a λaα
)
≡
(
λαa , µ
α˙
a
)
∈ C4, (2.4.2)
where A = 1, 2, 3, 4. We will often interchange in terminology between “momentum
twistors” and “twistors”. The xa as defined below can be shown to satisfy the
incidence relations:
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(xa)αα˙ =
λaα µa−1α˙ − λa−1α µaα˙
〈a− 1a〉 , (2.4.3)
with 〈a − 1a〉 ≡ αβλαa−1λβa . The above relation can be derived by identifying two
(adjacent) momentum-twistor points with a single space-time co-ordinate, namely,
xαα˙a λaα = µα˙a , xαα˙a λa−1α = µα˙a−1. (2.4.4)
Under the little group scaling of λa → tλa, the incidence relations (2.4.1) places all
momentum dependence into xa.12 Since zAa ∼ tzAa by its very definition, we find
that n null momenta, pαα˙a satisfying
∑
a p
αα˙
a = 0 corresponds to n projective points,
za ∈ C4.
Conversely, suppose we are given n projective points za ∈ C4. Consider the solution
of xαα˙a for the system:
µα˙a = αβxαα˙a λβa , µα˙a−1 = αβxαα˙a λ
β
a−1. (2.4.5)
The 2×2 decomposition of xαα˙a is solvable by combining every set of four equations
(per-particle) from above. The 4n-system is then solved to yield every xαα˙a . Therefore,
the x’s will satisfy (shifting the latter equation since the full system is solved for):
µα˙a = xαα˙a λaα, µα˙a = xαα˙a+1λaα. (2.4.6)
Subtracting these yield:
0 = (xαα˙a+1 − xαα˙a )λaα ≡ pαα˙a λaα. (2.4.7)
A non-zero kernel for this equation requires pαα˙a to be null-like, since det(pαα˙a )=p2a,
using equation (2.2.4). In other words, the above can be solved if we set xαα˙a+1−xαα˙a =
λαa λ˜
α˙
a ≡ pαα˙a , for any λ˜α˙a .
We draw the following conclusions: n cyclically-ordered (bosonic) momentum twis-
tors in four-dimensional projective space, za∈C4 geometrically provide a parametrisa-
tion for the following conditions: being null-like (on-shell) and satisfying momentum
12Since µα˙a→xαα˙a λaαt=xαα˙a+1λaαt, under a little group rescaling t. Noting that t cancels on both
sides, all momentum dependence is therefore contained in xa, xa+1.
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conservation.
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Figure 2.1: The transformation between dual-momentum space and
momentum-twistor space.
Points in (dual) Minkowski space are then associated to projective lines in C4. In
fact, two points in x space are light-like separated if and only if their projective
lines in C4 intersect, in which case corresponds to equation (2.4.7). Thus for the
n-gon light-like limit, we get the picture illustrated in Figure 2.1. Loop variables in
x space also correspond to lines in momentum-twistor space which do not intersect
with other lines. Each line is specified by two twistors each in the same way.13
These co-ordinates generate physical external momenta which will be used for higher-
point loop level numerics of the correlator/amplitude duality in chapter 5.
The natural dual-conformal invariant is the (momentum) twistor four-bracket defined
as the determinant of the square matrix formed from augmenting four twistors
(1234 =1234 =1, see Appendix A.1 for details14):
〈abcd〉 ≡ det{za, zb, zc, zd} ∝ ABCD zAa zBb zCc zDd . (2.4.8)
The expression generalises to higher-point brackets upon adding supersymmetry and
bosonising. The relation to x space is given by x2ab → 〈a− 1a b− 1b〉 as explained
in subsection 2.4.3.
13This can be implemented via the six-dimensional embedding of (dual) Minkowski space Xa =
za−1∧za where Xa ·Xb ∼ x2ab, see subsection 2.4.3 for details.
14Appendix A.1 uses IJKL with fermionic indices I, J,K,L, but everything holds for the bosonic
indices A,B,C,D as well.
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To define a natural dual super conformal invariant, we need to utilise the chiral super-
space formalism of dual Minkowski superspace from equation (2.2.8). In particular,
the previously discussed momentum twistors can be uplifted to super-momentum
twistors, ZAa as follows:
ZAa ≡
(
λαa , µ
α˙
a ; θIaλαa
)
≡
(
zAa ;χIa
)
∈ C4|4. (2.4.9)
We remind ourselves that A and I are 4-component bosonic and fermionic indices,
respectively, and combine to form the 8-component A-index. The Grassmann-odd co-
ordinates, χIa hold the Grassmann properties needed for the superconformal invariant,
that will be stated shortly. Before doing so, we state the analogous super-incidence
relations for super-momentum twistor co-ordinates. Namely, equation (2.4.1) is
upgraded to:
xαα˙a λaα = xαα˙a+1λaα ≡ µα˙a ,
θαIa λaα = θαIa+1λaα ≡ χIa.
(2.4.10)
The same story holds for the fermionic variables, namely, the relation (θαIa+1−
θαIa )λaα = 0 implies θαIa+1− θαIa = ηαIa λaα for any ηαIa . This immediately implies
(θaa+1)αI(xaa+1)αα˙ = 0. The relations can be inverted by equating the same super-
space point to two super-momentum twistors, χIa = θαIa λaα, and χIa−1 = θαIa λa−1α.
With this, equation (2.4.3) is upgraded to:
(xa)αα˙ =
λaα µa−1α˙ − λa−1α µaα˙
〈a− 1a〉 ,
(θa)Iα =
λaα χ
I
a−1 − λa−1α χIa
〈a− 1a〉 .
(2.4.11)
Beyond the MHV sector, dual superconformal symmetry implies that the super-
amplitudes can be written in terms of dual superconformal invariants [53]. For
example, at the NMHV level, these are known as R invariants and defined by a
(dual) conformal ratio of four brackets and a Grassmann-odd delta function:
[abcde] ≡ δ
4
(
χa〈bcde〉+ χb〈cdea〉+ χc〈deab〉+ χd〈eabc〉+ χe〈abcd〉
)
〈abcd〉〈bcde〉〈cdea〉〈deab〉〈eabc〉 . (2.4.12)
We will find it convenient to further switch to “bosonised extended dual-momentum
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co-ordinates”/“amplituhedron co-ordinates” following [50, 73]. Indeed, to convert
to a five-bracket notation, we bosonise the odd-component of a super-momentum
twistor—so for a k=1 amplitude, we have:
ẐAa ≡
(
zAa ;χIaϕI
)
∈ C5, (2.4.13)
where we have introduced a global fermionic four-indexed variable, ϕI (generalising
to k variables for NkMHV amplitudes—see equation (2.4.16)); this transforms the
fermionic component of the super-momentum twistor into a bosonic singlet, so that
A=1, . . . , 5.
With this, the five bracket is defined as:
〈abcde〉 ≡ det{Ẑa, Ẑb, Ẑc, Ẑd, Ẑe}. (2.4.14)
Expanding the determinant (along the bottom row for simplicity) yields:
〈abcde〉4 = (ϕ ·χa〈bcde〉 − ϕ ·χb〈acde〉+ . . . )4
∝ ϕ1ϕ2ϕ3ϕ4χ1aχ2aχ3aχ4a 〈bcde〉4 + ϕ1ϕ2ϕ3ϕ4χ1bχ2bχ3bχ4b 〈acde〉4 + . . .
= ϕ4
(
χ4a〈bcde〉4 + χ4b〈cdea〉4 + χ4c〈deab〉4 + χ4d〈eabc〉4 + χ4e〈abcd〉4
)
∼ ϕ4 δ4
(
χa〈bcde〉+ χb〈cdea〉+ χc〈deab〉+ χd〈eabc〉+ χe〈abcd〉
)
,
with ϕ4 ≡ ∏I ϕI . The second line uses (ϕI)2 = 0= (χIa)2, where cross-term cancella-
tions arise from anti-commutation relations.
This leads to an equivalent definition for the R invariants involving the (dual)
conformal ratio of four- and five-brackets (where ϕ4 is integrated out to obtain the
Yangian invariant [50]):
[abcde] ≡ 〈abcde〉
4
〈abcd〉〈bcde〉〈cdea〉〈deab〉〈eabc〉 . (2.4.15)
The rewriting trivialises the multiplication of R invariants by using specified rules
explored in chapter 5, which we will need when considering products of amplitudes.
Both expressions for the R invariants, (2.4.12) and (2.4.15) are clearly equal under
the consideration of helicity components.
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The extended co-ordinates generalise to an arbitrary k-degree MHV amplitude by
introducing k independent global fermionic variables ϕIα˜ (α˜ = 1, . . . , k), such that
they all bosonise the same fermionic component, χa,
ẐAa ≡
(
zAa ;χa ·ϕ1, . . . , χa ·ϕk
)
∈ C4+k, (2.4.16)
for A=1, . . . , 4 + k, with the (4+k)-bracket given as:
〈a1 . . . ak+4〉 ≡ det{Ẑa1 , . . . , Ẑak+4}. (2.4.17)
Finally, note that the MHV n-point tree-level super-amplitude has the following
simple form in amplituhedron co-ordinates:
A(0)n;n−4 =
〈12 . . . n〉4
〈1234〉〈2345〉 . . . 〈n123〉 . (2.4.18)
2.4.2 Yangian Invariants from the Grassmannian
We will need to expand higher-k amplitudes in terms of higher-k analogues of the
R invariants (2.4.12), (2.4.15). For any k, these superconformal (indeed Yangian)
invariants can be understood as residues of a Grassmannian integral in planar N =4
SYM [46–48, 74, 75]. The main goal here is to introduce the tools needed to take
the residues of the Grassmannian, directly in amplituhedron space and thus derive
covariant forms for higher-k analogues of the R invariants (2.4.15). Let us therefore
introduce the Grassmannian representation for n-particle NkMHV Yangian invariants
[48]:
1
vol[GL(k)]
∫ dk×nCαa
(1 · · · k)(2 · · · k+1) · · · (n · · · k−1)
k∏
α=1
δ4|4(CαaZAa ). (2.4.19)
Cαa is the k×n matrix defining a Grassmannian of k-planes in n dimensions, Gr(k, n)
and ZAa are super twistor co-ordinates. The GL(k)-redundancy reflects a change of
basis for k planes. The denominator is simply given as k-minors constructed from
columns of C:
(a1 · · · ak) = det{Cα1, . . . , Cαk}. (2.4.20)
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Finally, we need an understanding of the contour of integration. Note that the
integral is k×(n−k) dimensional (after division by vol[GL(k)]), and there are 4k
bosonic delta functions, leaving k×(n−k−4) non-trivial integrals. The non-trivial
contributions to these integrals arise from k× (n−k−4)-dimensional poles of the
integrand. A spanning set of all possible integrals of this form is thus provided by
the residues of these poles, which define a codimension k× (n−k−4) integration
region. This then corresponds to a 4k dimensional “cell” of Gr(k, n). These are in
turn classified by permutations (see [48], in particular section 12).
From this formalism, one can obtain (positive)15 canonical co-ordinates α1, . . . , α4k
for this cell inside Gr(k, n) such that the measure in (2.4.19), reduces to the simple
4k dlog form:
Ωk(n−k) ≡ 1vol[GL(k)]
dk×nCαa
(1 · · · k)(2 · · · k+1) · · · (n · · · k−1) −→ Ω4k =
dα1 . . . dα4k
α1 . . . α4k
.
(2.4.21)
Now we wish to write these Yangian invariants in amplituhedron co-ordinates (which
in particular makes multiplying invariants together far simpler). In amplithuhedron
co-ordinates, the Grassmannian integral (2.4.19), translates simply to:
∫
Ω4k δ4k(Y ;Y0). (2.4.22)
Here, we have defined:
Y Aα ≡ CαaẐAa , Y B0α ≡
(
0Bα , δβα
)
, (2.4.23)
where Ẑ is defined in (2.4.16) and we have split the 4+k index B into an ordinary
twistor index and k additional indices B = (B, β). Note that Y ∈ Gr(k, k+4), and
δ4k(Y ;Y0) is the natural Grassmannian invariant δ-function whose precise definition
can be found in [50].
The natural brackets in amplituhedron space, C4+k, are (4+k)-brackets, but using
Y ∈ Gr(k, k + 4) we can form (4+k)-brackets with four Ẑa’s and Y , for example,
15Positive means the ordered minors of the Grassmannian matrix are all strictly positive if and
only if αi > 0.
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〈Y abcd〉 ≡ 〈Y1 · · ·Yk ẐaẐbẐcẐd〉 ≡ det{Y1, . . . , Yk, Ẑa, Ẑb, Ẑc, Ẑd}. (2.4.24)
We could equally replace Y in (2.4.24) with k Ẑs to form Y -independent (4+k)-
brackets.
There is an efficient way to arrive at a fully covariant form for a Yangian invariant
corresponding to a particular residue via the canonical co-ordinates for this residue.
To do this, we think of the reduced measure Ω4k as a differential form on Y ∈
Gr(k, k + 4) (simply a change of co-ordinates). Therefore,
Ω4k = 〈Y d4Y1〉 · · · 〈Y d4Yk〉 × Yn;k(Ẑ1, . . . , Ẑn, Y ), (2.4.25)
where Yn;k is a function of weight −(k+ 4) in Y , rendering Ω4k Y -weightless. Here
〈Y d4Y1〉 · · · 〈Y d4Yk〉 is the natural Grassmannian invariant measure, using (2.4.24)
but with the anti-symmetric differential form d4Yi in the last 4 slots of the (4+k)-
bracket. Explicitly, this is given as:
〈Y d4Yi〉 ∝ α1...αkA1...Ak+4Y A1α1 · · ·Y Akαk dY
Ak+1
i · · · dY Ak+4i . (2.4.26)
If we can write Ω4k in this way, the Yangian invariant (2.4.22) is simply:
∫
Ω4k δ4k(Y ;Y0) = Yn;k(Ẑ1, . . . , Ẑn, Y0), (2.4.27)
noting that the brackets involving Y then reduce to 4-brackets 〈Y0abcd〉 = 〈abcd〉.
In fact, we will be able to jump directly from the canonical co-ordinates and cor-
responding dlog form (2.4.21) to the Yangian invariant Yn;k(Ẑ1, . . . , Ẑn, Y ) by a
covariantisation procedure. We illustrate this with the example of seven-point k = 2
Yangian invariants in section 5.2.
Note that the amplituhedron (bosonised) form for super-invariants have a number
of advantages over the standard form. In particular, non-trivial identities which
are very hard to see in the superspace formalism arise naturally as Schouten-like
identities of the bosonised quantities. One potential question is how to extract
components from this form. There is a straightforward way to think of this without
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first converting back to the standard form for the super-invariant in terms of χ’s.
This is particularly straightforward if we seek a component of the form χ4aχ4b . Such
components are extractable in a canonical way by placing the points a, b adjacent to
one another in say, the six-bracket representation and simply removing them, thus
projecting to four brackets, e.g.
(
〈123456〉〈1237〉−〈123457〉〈1236〉)4
∣∣∣
χ41χ
4
3
= (−〈132456〉〈1237〉+ 〈132457〉〈1236〉)4
∣∣∣
χ41χ
4
3
= (−〈2456〉〈1237〉+ 〈2457〉〈1236〉)4.
2.4.3 (Super) Momentum Twistors as a Grassmannian and
Six-Dimensional (Dual) Minkowski Space
This subsection provides an overview for two equivalent formalisms to embed (dual)
Minkowski space in six dimensions, which will be used to construct parity-odd
covariants—crucial for the parity-odd piece of an amplitude integrand. Before doing
so, we review the Grassmannian relation to momentum twistors that leads to the
six-dimensional embedding.
We note that n points in complex-Minkowski space can be described by n-sets of
Grassmannians Gr(2, 4)—n sets of 2-planes in 4 dimensions. Two linearly inde-
pendent four-vectors span this plane, with a GL(2)-redundancy corresponding to a
change of basis, meaning Gr(2, 4) is the space of 2×4 matrices modulo GL(2). To
be concrete, XAaα≡(Xa)A=1,...,4α=1,2 ∈ Gr(2, 4):
XAaα ∼MαβXAaβ, (2.4.28)
for some GL(2) matrix M , and particle number a=1, . . . , n. The two rows of this
matrix are understood as momentum twistors, which are the two vectors that span
the 2-plane. This 2-plane in four dimensions, XAaα defines a line in (projective)
momentum-twistor space which corresponds to a point in x space. The GL(2)
redundancy allows one to pick the first 2× 2 block to be the identity and the next
2× 2 block to be Minkowski co-ordinates (in spinor notation):
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XAaα = (δβα, (xa)αβ˙). (2.4.29)
Minkowski co-ordinates that are light-like separated correspond to two planes that
intersect. In the case of the light-like limit of the correlator where we have n
consecutively light-like separated co-ordinates, it is sensible to choose the basis for
the corresponding 2-planes to be the lines of intersection. Thus we have:
XAaα ∼
zAa−1
zAa
 . (2.4.30)
In a similar way, chiral superspace can be thought of as the Grassmannian of 2-planes
in C4|4,
Xα
A ∼MαβXβA, (2.4.31)
and the entire discussion above gets similarly uplifted into C4|4. We therefore reobtain
super-momentum twistors, ZAa , living in C4|4.
Upon removing α dependence and embedding into six dimensions, this formalism
makes the relation between light-like separated points and intersecting twistor lines
more apparent:
XABa ≡ αβXAaαXBaβ = αβzAa−1αzBaβ. (2.4.32)
Since (Xa)AB is antisymmetric in its indices, it is equivalent to a 6-vector.
In this six-dimensional representation, (Xa)AB corresponds to a point in space-time,
equivalent to a line spanned by two twistor points za−1, za. In a Greek index-free
notation, this translates to the antisymmetrisation of two twistors, XABa = zAa−1∧zBa .
Lowering indices is possible through ABCD (1234 = 1234 = 1) so that:
(Xa)AB =
1
2ABCD(Xa)
CD. (2.4.33)
Combining into a conformal invariant can be done as follows (with further details
found in equation (A.1.10) of Appendix A.1):
x2ab ≡
1
2(Xa)AB(Xb)
AB = 14
αβγδABCDz
A
a−1αz
B
aβz
C
b−1γz
D
bδ. (2.4.34)
We therefore come full circle for on-shell particles,
50 Chapter 2. Review of Concepts
x2ab → 〈a−1 a b−1 b〉. (2.4.35)
The physical (local) poles are made manifest in an x-space representation (or equi-
valent as twistors from the above), in particular, these are poles of the form: x2ab, x2a`
(for some loop variable, ` defined by a momentum-twistor line that does not inter-
sect with any other external- or loop- momentum-twistor line). Poles that do not
admit this form are called spurious (non-local) poles and must cancel in any physical
quantity.
In this formalism, the relation of two momentum twistors to a space-time co-ordinate
is clear from equation (2.4.32). A consequence of equation (2.4.34) is that four
distinguishable twistor points correspond to two non-light-like separated points in
dual Minkowski space. In other words, two points in x space are light-like separated
if and only if their projective momentum-twistor lines intersect (by antisymmetry of
the ABCD).
While the Grassmannian origin for (dual) Minkowski space in six dimensions is
illuminating, we will exploit Klein quadric co-ordinates to construct the parity-odd
covariants of amplitudes [72]. Instead of writing the six components as an anti-
symmetric 4×4 matrix, XAB, its 6-component nature is manifest in Klein quadric
co-ordinates. In fact, both six-dimensional co-ordinates are related up to the matrices,
ΣR,ΣR found in Appendix A.1.
In particular, the Klein quadric formalism involves a six-dimensional null projective
vector, XMa ∈ C6, M = −1, 0, 1, 2, 3, 4, such that (X−1a )2 +(X0a)2−(X1a)2−(X2a)2−
(X3a)2−(X4a)2 =0 is satisfied.
This is implemented via the metric ηMN = diag(+,+,−,−,−,−) with conformal
group, SO(2, 4), so that Xa ·Xa ≡ ηMNXMa XNa = 0. The vectorial-nature of this
formalism associates conformal transformations to linear transformations—more
precisely, the matrices of SO(2, 4).
The vector is formed as a special combination of the four-dimensional (dual) Minkowski
co-ordinates xµa , µ = 0, 1, 2, 3:
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XMa ≡
(
1− x2a
2 , x
µ
a ,
1 + x2a
2
)
≡ (X−1a , Xµa , X4a). (2.4.36)
These co-ordinates are found by switching to (projective) light-cone co-ordinates
(X+a , X−a , Xµa ) ∈ CP5,
X±a ≡ X−1a ±X4a , (2.4.37)
so that the null condition can be rewritten using the standard four-dimensional
(dual) Minkowski metric ηµν ,
Xa ·Xa = X+a X−a + ηµνXµaXνa = 0. (2.4.38)
The projective property allows us to fix X+a = 1, so that X−1a + X4a = 1. The
rewritten null condition (2.4.38), with X+a = 1 implies a second condition X−1a −
X4a ≡ X−a = −x2a. Solving for X−1a and X4a yields equation (2.4.36). In analogue
to equation (2.4.32), we can relate the Klein quadric co-ordinates to momentum
twistors by antisymmetrisation Xa = za−1∧za. One advantage of these co-ordinates
is the simple construction of parity-odd covariants:
abcdef ≡ (Xa, Xb, Xc, Xd, Xe, Xf ) ≡ det{Xa, Xb, Xc, Xd, Xe, Xf}. (2.4.39)
Furthermore, parity-even invariants are formed by contracting under the six-dimensional
metric, ηMN :
Xa ·Xb ≡ ηMNXMa XNb =
1
4(1− x
2
a)(1− x2b) + xa ·xb −
1
4(1 + x
2
a)(1 + x2b)
= −12(x
2
a − 2xa · xb + x2b) = −
1
2x
2
ab.
(2.4.40)
We can ignore the constant of proportionality, −1/2 which cancels for dual-conformally
invariant expressions which is always the case for us.
This concludes our review for the key ideas needed for the rest of this thesis. Each
chapter will introduce further tools relevant to the specific chapter.

Chapter 3
The Soft-Collinear Bootstrap to
Eight Loops
This chapter is based on the collaborative work, [76]; aided by [23] to explain the
ideas involved. It is recommended that the reader have a thorough understanding
of the concepts from section 2.1 to 2.3, and subsection 2.4.1. This chapter should
seamlessly tie in with chapter 4, and it is suggested (although not necessary) to
read them in succession. This chapter should be accompanied by a Mathematica
notebook in the original work’s submission to the arXiv, [76]. Alternatively, the
files on http://goo.gl/JH0yEc can also be used—which contains higher-loop data.
In this chapter, we extend the reach of theoretical data to eight loop-order for both
the four-point amplitude and correlator1 using the so-called “soft-collinear bootstrap”
method and describe some of the surprising features that are found. The method
singles out stronger divergences arising from the amplitude integrand—constraining
the coefficients of the amplitude/correlator into a consistent (solvable) linear system.
It is worth emphasising that without input from the correlator side of the duality,
the soft-collinear bootstrap method applied to the amplitude alone would have failed
beyond seven loops. This is because, starting at eight loops, there exist strictly finite
conformal integrals—namely:
1We refer to “the correlator” as the four-point correlator described in equation (2.1.22).
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(3.0.1)
These integrals are finite in the collinear limit, and so they do not contribute to the
collinear divergence. Because of this, their contribution to the amplitude cannot
be determined using the bootstrap without some additional input. This input is
provided by the correlator side of the duality, in which every finite integral in
(3.0.1) is related to one that does contribute to the collinear divergence, allowing
its coefficient to be fixed. (We expect that this is the case for all finite terms at all
loop-orders.) Using this hidden symmetry, we will find that all the integrals in (3.0.1)
do in fact contribute to the eight-loop amplitude, with coefficients {−1, 1/2, 1/2, 1},
respectively.
The existence of strictly finite integrals such as those in (3.0.1) is one of the important
novelties discovered at eight loops. The other principle (and wholly unanticipated)
novelty is the necessary contributions from so-called “pseudoconformal” (but not
truly conformal) integrals such as:
(3.0.2)
These are conformal as integrands, but remain divergent as integrals, even off-shell,2
spoiling the manifest finiteness (hence conformality) of the correlation function. In-
deed, the above amplitude contains what we later define as a “k = 5 divergence”.
2By “off-shell”, we refer to using a dual-momentum regularisation—keeping momenta pa =
xa+1 −xa off-shell, p2a 6= 0 initially [30, 52]. The difference is controlled by the regulator, ρ as
x2ab ∼ O(ρ2) as explained in section 3.3, with an explicit example provided in equation 2.1.39.
Eventually, ρ→ 0 in the same manner in which ε→ 0 in dimensional regularisation, D = 4− 2ε.
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Complete expressions for both the amplitude and correlator are included as Math-
ematica files in the original work’s submission to the arXiv, [76], or alternatively,
on http://goo.gl/JH0yEc.
We elaborate on both of these novelties and their consequences after first reminding
the reader of some properties of the four-point duality (more thoroughly reviewed
in section 2.3), and the soft-collinear bootstrap.
56 Chapter 3. The Soft-Collinear Bootstrap to Eight Loops
3.1 Four-Point Amplitudes and Correlator
Both the four-point amplitude and correlator are conformally invariant in x space.
For the correlator, this is the ordinary conformal invariance of N =4 SYM; but for
the amplitude, this is the so-called “dual-conformal” invariance [52]. Using dual-
conformal symmetry, one can expand the amplitude into any complete basis of dual-
conformal invariant (DCI) integrands, and fix their coefficients using some technique.
Because the set of planar, cyclically-symmetrised DCI integrands (with numerators
involving products of “simple” Lorentz-invariants—of the form x2ab) forms a complete
(and not over-complete) basis, the coefficient of any particular DCI integrand is well-
defined. That is, there is a unique representation of the amplitude in terms of DCI
integrands, and we can meaningfully discuss “the” coefficient of an integrand such
as that in (3.0.2).
The expansion of the amplitude or correlator integrand into the basis of DCI terms
turns out to be vastly simplified by the existence of a powerful, hidden symmetry
(arising non-trivially from superconformal symmetry) that relates the internal and
external variables [3, 9]. The entire four-point correlation function of any oper-
ator in the stress-tensor multiplet can be expressed in terms of a related function,
denoted f (`)(x1, . . . , x4;x5, . . . , x4+`) (see section 2.1 for details). This hidden sym-
metry states that f (`) is a fully-symmetric function of the xa—both external and
internal! Before reminding the reader of the precise connection between the amp-
litude and the function f (`), let us first discuss the space of functions into which f (`)
can be expressed, and how they may be classified.
Locality and conformality imply that f (`) must be a rational function involving factors
x2ab with weight −4 in all variables; and OPE limits ensures that f (`) can have at most
single poles in x2ab [9]. Combining these with planarity and permutation invariance
greatly restricts the space of possible functions into which f (`) may be expanded.
We call these functions “f graphs” as previously described in subsection 2.1.1. It
is surprisingly easy to enumerate all possible f graphs. Consider each factor x2ab
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appearing in the denominator as the edge of a graph connecting xa→xb. Then the
space of possible denominators is simply the space of plane graphs involving (4+`)
vertices, each with valency ≥ 4 (due to the conformal weights) [3]. These can be
rapidly enumerated (to high orders) using the program CaGe [77], for example.
At eight loops, for example, we find that there are 3,763 1-connected plane graphs
(and counting distinct plane embeddings separately). For each of these possible f
graph denominators, we construct all (inequivalent) numerators involving the factors
x2ab that would result in a function with weight −4 in all variables. This is easy to do,
and the result is a complete classification of f graphs at ` loops. We have completed
this classification exercise through 11 loops—statistics of which is summarised in
Table 2.1.
Let us briefly review the relationship between the f graphs at a given loop level
and planar contributions to the four-point amplitude, with further details found in
section 2.3. The precise connection between the amplitude and F (`) ≡ ∑i c`i f (`)i is:
lim
4-gon
light-like
(
ξ(4)F (`)
)
= 12
(
A(`)4 +A(`−1)4 A(1)4 +A(`−2)4 A(2)4 + . . .
)
, (3.1.1)
with ξ(4) ≡ x212x223x234x241(x213x224)2, and the right-hand side coming from expanding
A4(xa)2 in powers of the coupling. Each term in the expansion of the right-hand
side of (3.1.1) can be independently read off from the f graph, with the leading
term being of primary importance, as it gives the `-loop amplitude: choosing any
square face of the graph describing the denominator of an f graph (possibly built
from two triangles which share an edge) to be labelled {x1, . . . , x4}, multiplying by
the factor ξ(4), and taking the light-like limit, we obtain a planar DCI integrand that
should appear in the basis for the `-loop amplitude. Different choices of faces for
the light-like limit will result in very different looking graphs. For example:
(3.1.2)
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Notice how these two apparently quite different planar DCI integrands (one of which
is finite) are related as being different planar pieces of a single f graph. Before
moving on, it is worth mentioning that the extraction of planar DCI integrands
from f graphs is an incredibly efficient way to classify planar DCI integrands—the
statistics of which have also been included in Table 2.1.
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3.2 The Soft-Collinear Bootstrap
We used the so-called “soft-collinear bootstrap” to determine the coefficients of each
f graph in the expansion of the correlation function (via F (`))—equivalently, the
coefficient of each planar DCI integrand (grouped into f -graph equivalence classes) in
the expansion of the amplitude. Let us briefly review this approach (more thoroughly
described in ref. [23]). The key idea involved is the observation that the logarithm
of the amplitude must be free of any soft-collinear divergence. This is related to the
BDS ansatz described in equation (6.0.1). The ansatz (in this context) states that
the integrated four-particle amplitude is essentially the exponential of the integrated
one-loop four-particle amplitude [19]—this is exact courtesy of a dual conformal Ward
identity. Consequently, the logarithm of the integrated four-point amplitude exhibits
a O(1/ε2)-divergence (under dimensional regularisation D= 4−2ε) which is weaker
than the O(1/ε2`)-divergences arising from the integrated `-loop amplitudes (without
the logarithm). This reduced divergence (occurring from non-trivial cancellations)
has implications on the integrand of the logarithm of the (symmetrised) amplitude
by expecting O(1/τ 2) terms to be absent, with τ to be defined shortly. By itself,
this criterion seems quite weak; and yet, as has now been confirmed through eight
loops by direct computation, it turns out to be sufficient to uniquely determine the
coefficient of every possible contribution to the amplitude or correlation function.
The soft-collinear region corresponds to the configuration where a loop variable,
say x5, becomes light-like separated from any two (consecutive) external points,
say x1 and x2. We can parametrise the divergence in this collinear region as the
residue corresponding to x215 → 0 and x225 → 0. The precise premise of the soft-
collinear bootstrap method is the observation that this residue of the logarithm of
the amplitude has a reduced divergence:
Res
{x215,x225}→0
(
logA4
)
= O(1/τ). (3.2.1)
The above should be understood at the level of the integrand. One should expect
a O(1/τ 2)-divergence from the reciprocals of τ ≡ x215 or x225. The contribution of
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integrands to terms that behave as O(1/τ 2) in the logarithm are expected to cancel,
thus reducing to O(1/τ)—this can be enforced as a reduced divergence by setting
the numerator of O(1/τ 2) terms to zero.
Expanding the left-hand side of (3.2.1) at a given loop level, ` will yield contributions
from lower loops, which are assumed to be known. The terms are then summed;
enforcing a reduced divergence to constrain the `-loop coefficients.
We organise the rest of this chapter as follows: in the next subsection, we rewrite the
soft-collinear conjecture using momentum twistors and provide a simple (algebraic)
two-loop example. The subsequent subsection discusses the eight-loop bootstrap to
obtain the eight-loop coefficients. The last section elaborates on the novel features
seen at eight loops.
3.2.1 Bootstrap at One-to-Two Loops
This subsection is based on results from [23] to explain the soft-collinear bootstrap
in a simple example. We restrict the conjecture to just four particles, although the
statement is expected to hold for n particles at any loop-order [23].
Consider four external (on-shell) momentum twistors, za, a=1, 2, 3, 4. Let us define
two loop variables as x5, x6 in x space—these translate into momentum-twistor space
as follows x5→{zA, zB}, x6→{zC , zD}. The bootstrap criterion, (3.2.1) allows us to
select any single loop variable for probing due to the permutation symmetry amongst
loop variables. Choosing x5, the desired limit is therefore (using the replacement
x2ab → 〈a−1 a b−1 b〉, see (2.4.35)):
x215 = 〈41AB〉 ∝ τ → 0, x225 = 〈12AB〉 ∝ τ → 0. (3.2.2)
Following [23], this can be accomplished by sending zA to z1, while forcing zB to lie
in the plane spanned by {z1, z2, z4}:
zA → z1, zB → α1z1 + α2z2 + α4z4, (3.2.3)
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for α2, α4 6= 0. For example, if α2 = 0, then x245 = 〈34AB〉→ 0. Similarly, α4 = 0
would imply x235 = 〈23AB〉 → 0. In both cases, we would enter regions of multi-
collinearities disallowed by (3.2.1).
To simplify algebraic manipulations, we restrict to the point where α1 =α2 =α4 =1:
zA → z1, zB → z1 + z2 + z4. (3.2.4)
In this limit, the conjecture states that the integrand of the logarithm of the sym-
metrised four-point amplitude behaves as O(1/τ), to all loop-orders.
Upon expanding the logarithm in powers of the coupling, the constraint should
be satisfied to each order in perturbation theory. At two loops for example, the
expansion of the logarithm is:3
(logA4)(2) = A(2)4 −
1
2
(
A(1)4
)2
, (3.2.5)
where each summand is understood to be symmetrised over both loop variables at
the integrand level.
We abuse the notation for lower-loop products such as
(
A(1)4
)2
(at two loops), A(2)4 A(1)4
(at three loops), . . . etc. which are understood to be outer-symmetrised over loop
variables of the integrand products with cyclic symmetry on external legs (without
over-counting when symmetrising products where each factor is already symmetrised).
See directly below and (3.2.8) for examples, with more available in [23].
In particular, we have
I(1)(x5) ≡ x
2
13x
2
24
x215x
2
25x
2
35x
2
45
,
I(2)(x5, x6) ≡ (x
2
13)2x224
x215x
2
16x
2
26x
2
35x
2
36x
2
45x
2
56
+ x
2
13(x224)2
x216x
2
25x
2
26x
2
35x
2
45x
2
46x
2
56
+ (x5 ↔ x6),
(3.2.6)
so that
(
A(1)4
)2 ≡ I(1)(x5)I(1)(x6) + I(1)(x6)I(1)(x5), A(2)4 ≡ I(2)(x5, x6). (3.2.7)
3We write logA4 = log
(
1 +
∑∞
`≥1 a
`A(`)4
)
, recalling that the tree-level amplitude was normal-
ised to 1.
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As an aside for the reader, the lower-loop products at three loops are given by
A(2)4 A(1)4 ≡ I(2)(x5, x6)I(1)(x7) + I(2)(x5, x7)I(1)(x6) + I(2)(x6, x7)I(1)(x5),(
A(1)4
)3 ≡ I(1)(x5)I(1)(x6)I(1)(x7) + 5 permutations. (3.2.8)
Let us input an arbitrary coefficient in front of the two-loop integrand, A(2)4 →c I(2),
and substitute (3.2.6) and (3.2.7) into (3.2.5):
(logA4)(2) = x
2
13x
2
24 (c (x216x224x235 + x215x224x236 + x213x226x245 + x213x225x246)− x213x224x256)
x215x
2
16x
2
25x
2
26x
2
35x
2
36x
2
45x
2
46x
2
56
= x
2
13x
2
24 (c (x216x224x235 + x213x226x245)− x213x224x256)
x215x
2
16x
2
25x
2
26x
2
35x
2
36x
2
45x
2
46x
2
56
+O(1/τ),
(3.2.9)
where O(1/τ 2) terms are explicit, arising from double poles in the limit: x215, x225→0.
The constrained cancellation of such terms can be understood by using
x213 = −〈1234〉 = −x224,
x235 = 〈23AB〉 = 〈1234〉,
x245 = 〈34AB〉 = 〈1234〉.
(3.2.10)
The numerator of the soft-collinear divergence in (3.2.9) therefore goes as
c (x216x224x235 + x213x226x245)− x213x224x256 = 〈1234〉2
(
c (x216 − x226) + x256
)
. (3.2.11)
To obtain cancellation, we note that
x256 = 〈ABCD〉 = 〈12CD〉+ 〈14CD〉 = x226 − x216. (3.2.12)
Clearly, substituting this into (3.2.11) yields c = 1, with the two-loop integrand
exhibiting unit coefficient (using the fact that the one-loop coefficient is also 1),
which is all consistent with [19].
The bootstrap continues to hold to higher loops—empirically holding to eight loops.
The process begins by enumerating all DCI integrands using the properties discussed
in subsection 2.2.1. Alternatively, all DCI integrands are easily extractable from
the light-like f graphs. In the next subsection, we employ the same technique to
(numerically) bootstrap at eight loops.
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3.2.2 Bootstrap at Eight Loops
At eight loops, the expansion of the logarithm is:
(logA4)(8) = A(8)4 −A(7)4 A(1)4 −A(6)4 A(2)4 + . . .−
1
8
(
A(1)4
)8
. (3.2.13)
We can compute the collinear residue for every lower-loop contribution appearing
in (3.2.13), and for every planar DCI integrand associated with each of the 2,709 f
graphs. The constraint that the total residue be zero, (3.2.1), then becomes a simple
problem of linear algebra to find the coefficients of each f graph. The solution is
found by solving the linear system that arises from the (stronger) O(1/τ 2)-divergence
reducing to O(1/τ) (along with the constraints given by the amplitude/correlator
duality) by evaluating at random rational points many times (using momentum
twistors that satisfy (3.2.4)).
We should emphasise that it is not at all clear why the bootstrap criterion (3.2.1)—
which is a necessary property of the amplitude—should be sufficient. But the fact
that it suffices follows from the observation (so far empirically true through eight
loops) that the space of collinear residues of all planar DCI integrands (gathered
into equivalence classes according to f graphs) are linearly independent. At least
through eight loops, the full amplitude/correlator is the unique combination of terms
that satisfies the bootstrap criterion. A summary of the distribution of coefficients
that are found is provided in Table 3.1.
Finally, let us note that in order for a DCI integrand to contribute to the collinear
divergence, it must involve at least two propagators connecting a loop variable to
adjacent external points. In ordinary momentum space, this corresponds to an
external leg connected to the graph by a 3-point vertex. This explains why all the
graphs in (3.0.1) are finite in the collinear limit: all external legs are connected to
the graph via 4-point vertices.
We expect that all f graphs at all loop-orders contribute to the collinear divergence.
Graphically, these divergences are associated with a triangular face in the graph of
the denominator (connecting an internal point to two external points in momentum
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# of f graphs (DCI integrands) with coefficient:
` +1 −1 +2 −2 +1/2 −1/2 −3/2 −5
1 1 (1) 0 (0) 0 (0) 0(0) 0 (0) 0 (0) 0 (0) 0(0)
2 1 (1) 0 (0) 0 (0) 0(0) 0 (0) 0 (0) 0 (0) 0(0)
3 1 (2) 0 (0) 0 (0) 0(0) 0 (0) 0 (0) 0 (0) 0(0)
4 2 (6) 1 (2) 0 (0) 0(0) 0 (0) 0 (0) 0 (0) 0(0)
5 5 (23) 2 (11) 0 (0) 0(0) 0 (0) 0 (0) 0 (0) 0(0)
6 15 (129) 10 (99) 1 (1) 0(0) 0 (0) 0 (0) 0 (0) 0(0)
7 70 (962) 56 (904) 1 (7) 0(0) 0 (0) 0 (0) 0 (0) 0(0)
8 472(9,047) 434 (9,018) 8(67) 1(7) 78(923) 63(869) 3(17) 1(1)
Table 3.1: Amplitude/correlator coefficients through eight loops.
space). We expect that every f graph should have at least one triangular face
adjacent to a square face (which corresponds to a 4-vertex). If so, it would imply
that any strictly finite DCI integral will be in the same f -graph-equivalence-class as
one with a collinear divergence.
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3.3 Results and Discussion
The representation of the eight-loop integrand found for the correlation function
and amplitude includes two key novelties: the appearance of integrals that are
finite even on-shell, and integrals that remain divergent even off-shell. Neither of
these contributions were present at lower loop-orders, and they signal a fundamental
tension between the properties and symmetries that the amplitude and correlation
function are known to possess, and the ability to make these features manifest
term-by-term. Let us briefly review each of these novelties in turn.
Perhaps the most surprising new feature at eight loops is the contribution from
pseudoconformal integrals, see (3.0.2) for an example. While conformal at the
integrand level, these terms obscure the ultimate conformality of the correlation
function due to the presence of divergences that must be regularised. We have checked
that the divergences of the pseudoconformal contributions cancel in combination;
but it is quite surprising that the ultimate finiteness of the correlation function
cannot be made manifest term-by-term.
Although there do exist pseudoconformal integrals at lower loop-orders (starting
at ` = 5), they do not contribute to the amplitude (with vanishing coefficient).
Indeed, it has even been conjectured that they never do contribute—but we have
seen this conjecture to fail eight loops. Let us briefly review the structure of these
pseudoconformal divergences, and how the amplitude/correlator duality provides an
alternative explanation for their absence at lower loop-orders, while still allowing for
their appearance at eight loops.
Divergences in a pseudoconformal integral can arise when some number, k, of the
loop variables xa∈I approach another variable xb (either internal or external). Para-
metrising the difference between each xa∈I and xb to be O(ρ), there will be a pole of
order ρ2E in the denominator, where E is the number of edges connecting the (k+1)
vertices in the set I∪{b} (minus the number of edges connecting vertices in this
set appearing in the numerator). Going to polar co-ordinates for the k integration
66 Chapter 3. The Soft-Collinear Bootstrap to Eight Loops
Figure 3.1: Subgraphs leading to pseudoconformal divergences.
k = 4 k = 5 k = 6
variables xa∈I gives us an integrand proportional to dρ ρ4k−1/ρ2E, which is divergent
whenever E≥2k.4
It is easy to classify the subgraphs that can lead to such a divergence. For k = 4
through k = 6, these are drawn in Figure 3.1. Importantly, in order for such a
subgraph to signal a divergence, the numerator cannot involve any factors connecting
the vertices of the subgraph to itself. (Such a numerator would remove the divergence
by the power counting discussed above.)
The simplest possible pseudoconformal divergence (first appearing at 5 loops) is for
k=4. Using the formula above, the integrand is proportional to dρ ρ15/ρ16, signalling
a logarithmic divergence, as ρ→0. Notice that this subgraph is very similar to the
one relevant to the so-called “rung-rule”, reviewed (in graphical form) in Figure 3.2.
Interestingly, there is a strong reason why any f graph containing a k=4 divergent
subgraph cannot contribute to the correlator. Specifically, it would generate a term
where the four points on the edge of the subgraph are taken light-like, giving a
contribution to A(1)4 A(`−1)4 (since there is one point on the inside, and (`−1) points
outside the 4-cycle). But such a term cannot be present at (`−1) loops, since the
corresponding (`−1)-loop f graph would be non-planar, leading to a contribution.
Another way to say this is that the term does not arise from the rung-rule on a
(planar) lower-loop f graph, and therefore cannot contribute to f (`). This logic
provides a robust explanation of the absence of pseudoconformal contributions below
eight loops.
The pseudoconformal contributions that appear at eight loops all involve divergences
4See footnote 8 of subsection 2.1.2 for a simple example for obtaining the measure in these co-ordinates.
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Figure 3.2: f -graph manifestation of the rung-rule.
arising from subgraphs with k > 4. Such divergences cannot be excluded by the
arguments from the amplitude/correlator duality given above. Indeed, we find that
there are precisely 60 f graphs that contribute at eight loops (all with k=5 divergent
subgraphs); and going to the light-like limit, these 60 f graphs contain a total of
560, planar DCI integrands that are individually divergent off-shell.
A further intriguing feature of the eight-loop result is the appearance of new coeffi-
cients. Up to seven loops, only the coefficients ±1 and 2 appeared whereas at eight
loops we see new integer coefficients −2,−5 as well as new half-integer coefficients:
{−1/2, 1/2,−3/2}. There is a single f graph with coefficient −5, and it is also the
first example of a graph with a hexagonal face. Indeed this follows a pattern: the
introduction of new coefficients has always accompanied new polygonal faces for the
f graphs. The first appearance of the coefficient −1 (at 4 loops) came with the first
graph with a square face, and the first appearance of 2 (at 6 loops) accompanied the
first graph with a pentagonal face—this will be expanded upon in subsection 4.2.1.
The half-integer coefficients which also appear for the first time at eight loops are
not so clearly distinguished.
The other striking novelty of eight loops is the contributions of finite integrals.
These are unusual for a number of reasons, including the appearance of elliptic cuts
(ultimately absent from the complete amplitude). To see this, consider the first graph
appearing in (3.0.1); this graph contains a double-box with six massive (off-shell)
legs. As pointed out in [78], this implies that the diagram is not a expressible in
terms of generalised polylogarithms. It is interesting that this structure, important
for 10-point amplitudes at two loops [79], has some manifestation for 4 particles at
eight loops—illustrating the connections between many loops and many legs.
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Let us conclude by noting that there exists an alternative approach to determining
the correlation function. This involves the coincident limit [3, 61] (which can be
rephrased as a simple graphical procedure on the f graphs) in conjunction with
information which can be obtained from the amplitude/correlator duality (which
yields the rung-rule as well as a 5-point generalisation suggested in [10]). The next
chapter shows that these ideas are sufficient to completely fix the result to ten loops.
Chapter 4
Graphical Bootstraps to Ten
Loops
This chapter will be based on ref. [61], we suggest reviewing sections 2.1 to 2.3 and
subsection 2.4.3 before tackling this chapter. We also recommend reading chapter 3
for coherence, due to the overlapping ideas and identical end-goal of both chapters—
although this chapter should be self-contained within itself (without chapter 3). This
chapter should be accompanied by the files found on http://goo.gl/JH0yEc, suitable
for use with Mathematica.
In this chapter, we greatly extend the reach of theoretical data by computing a
particular observable in this simple theory to ten loops—historically mere months
after eight loops was first determined. This is made possible through the use of
powerful new graphical rules described in this chapter. The observable in question
is the four-point correlation function among scalars—the simplest operator that
receives quantum corrections in planar SYM, reviewed in section 2.1. This correlation
function is closely related to the four-particle scattering amplitude, as reviewed in
section 2.3. But the information contained in this single function is vastly more
general: it contains information about all scattering amplitudes in the theory—
including those involving more external states (at lower loop-orders) which is explored
in chapter 5. As such, our determination of the four-point correlator at ten loops
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immediately provides information about the five-point amplitude at nine loops, the
six-point amplitude at eight loops, etc. [10].
Before we begin, however, it seems appropriate to first describe what accounts for the
advance—from eight to ten loops—in such a short interval of time. This turns out
to be entirely a consequence of the computational power of working with graphical
objects over algebraic expressions. The superiority of a graphical framework was de-
scribed in subsection 2.1.1, but it is worth emphasising why this is the case—and why
a direct extension of the soft-collinear bootstrap beyond eight loops (implemented
algebraically) does not seem within the reach of existing resources.
Why Graphical Rules?
It is worth discussing the incredible advantages of graphical methods over analytic
or algebraic ones. The integrands of planar amplitudes or correlators can only mean-
ingfully be defined if the labels of the internal loop momenta are fully symmetrised.
Only then do they become well-defined, rational functions. But this means that,
considered as algebraic functions, even evaluation of an integrand requires summing
over all the permuted relabellings of the loop momenta (not to mention any cyclic
symmetrisation of the legs that is also required). Thus, any analysis that makes use
of evaluation will be rendered computationally intractable beyond some loop-order
by the simple factorial growth in the time required by symmetrised evaluation.
This is the case for the soft-collinear bootstrap method as implemented in ref. [76],
or chapter 3. At eight loops, the system of equations required to find the coefficients
is a relatively straight-forward problem in linear algebra; and solving this system of
equations is well within the limits of a typical laptop computer. However, setting
up this linear algebra problem requires the evaluation of many terms—each at a
sufficient number of points in loop-momentum space. And even with considerable
ingenuity (and access to dozens of CPUs), these evaluations required more than two
weeks to complete. Extending this method to nine loops would cost an additional
factor of 9 from the combinatorics, and also a factor of 43017/2709 ∼ 15 (see
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Table 2.1) from the growth in the number of unknowns. This seems well beyond the
reach of present-day computational resources.
However, when the terms involved in the representation of an amplitude or correlator
are considered more abstractly as graphs, the symmetrisation required by evaluation
becomes irrelevant: relabelling the vertices of a graph clearly leaves the graph un-
changed. And it turns out that graphs can be compared with remarkable efficiency.
Indeed, Mathematica has built-in (and impressive) functionality for checking if
two graphs are isomorphic (providing all isomorphisms that may exist). This means
that relations among terms, when expressed as identities among graphs, can be
implemented well beyond the limits faced for any method requiring evaluation.
We do not yet know of how the soft-collinear bootstrap can be translated as a
graphical rule. And this prevents its extension beyond eight loops—at least at
any time in the near future. However, the graphical rules we describe here prove
sufficient to uniquely fix the amplitude and correlator through at least ten loops,
and reproduce the eight loop answer in minutes rather than weeks. The extension of
these ideas—perhaps amended by a broader set of analogous rules—to higher loops
seems plausible using existing computational resources. Details of what challenges
we expect in going to higher orders will be described in the conclusions.
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4.1 (Graphical) Rules For Bootstrapping
Amplitudes
As described in subsection 2.1.1, the integrand of the correlator F (`) (which we often
refer to as the correlator) can be expanded into a basis of `-loop f graphs according
to (2.1.22) with arbitrary coefficients c`i :
F (`) ≡∑
i
c`i f
(`)
i . (4.1.1)
The challenge, then, is to determine the coefficients c`i . We use the fact that the
one-loop four-particle amplitude integrand may be represented in dual-momentum
co-ordinates as:
A(1)4 ≡
1 2
34
5
≡ x
2
13x
2
24
x215x
2
25x
2
35x
2
45
. (4.1.2)
This formula in fact defines the one-loop f graph f (1)1 —as there does not exist any
planar graph involving five points each having valency at least 4. As such, it is
defined so as to ensure that equation (2.3.5) holds:
f
(1)
1 ≡ A(1)4 /ξ(4) ≡ ≡
1
x212x
2
13x
2
14x
2
15x
2
23x
2
24x
2
25x
2
34x
2
35x
2
45
, (4.1.3)
where we recall equation (2.3.5) as
lim
4-gon
light-like
(
ξ(4)F (`)
)
= 12
(
A(`)4 +A(`−1)4 A(1)4 +A(`−2)4 A(2)4 + . . .
)
. (4.1.4)
The amplitude’s coefficient effectively defines the correlator’s coefficient, F (1)≡f (1)1 ,
with c11≡ + 1. Given this seed, we will see that consistency among the products of
lower-loop amplitudes in (4.1.4)—as well as those involving more particles (2.3.2)—
will be strong enough to uniquely determine the coefficients of all f graphs in
the expansion for F (`) in terms of lower loop-orders. We remind the reader of
equation (2.3.2)
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lim
n-gon
light-like
(
ξ(n)F (`+n−4)
)
= 12
∑`
m=0
n−4∑
k=0
A(m)n;k A(`−m)n;n−4−k/(A(0)n;n−4), (4.1.5)
with `+ 4− n ≥ 0, where ξ(n)≡∏na=1 x2aa+1x2aa+2.
In this section we describe how this can be done in practice through three simple,
graphical rules that allow us to “bootstrap” all necessary coefficients through at least
ten loops. To be clear, the rules we describe are merely three among many that follow
from the self-consistency of equations (4.1.5) and (4.1.4); they are not obviously the
strongest or most effective of such rules; but they are necessary conditions of any
representation of the correlator, and we have found them to be sufficient to uniquely
fix the expansion of F (`) into f graphs, (4.1.1), through at least ten loops.
Let us briefly describe each of these three rules in qualitative terms, before giving
more detail (and derivations) in the following subsections. We refer to these as the
“triangle rule”, the “square rule”, and the “pentagon rule”. Despite the natural
ordering suggested by their names, it is perhaps best to start with the square rule—
which is simply a generalisation of what has long been called the “rung” rule [17].
The square rule was previously described in chapter 3, but we remind ourselves of
the rule for self-containment of this chapter.
The Square (or “Rung”) Rule:
The square rule is arguably the most powerful of the three rules, and provides the
simplest constraints—directly fixing the coefficients of certain f graphs at ` loops
to be equal to the coefficients of f graphs at (`−1) loops.
Roughly speaking, the square rule follows from the requirement that whenever an f
graph has a contribution to A(`−1)4 A(1)4 , this contribution must be correct. It simply
reflects the translation of what has long been known as the “rung” rule [17] into the
language of the correlator and f graphs [3]; however, this translation proves much
more powerful than the original, as described in more detail below. As will be seen
in the section 4.2, for example, the square rule fixes ∼95% of all f -graph coefficients
at eleven loops—the only coefficients not fixed by the square rule are those of f
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graphs which do not contribute any terms to A(`−1)4 A(1)4 .
The Triangle Rule:
Simply put, the triangle rule states that shrinking triangular faces at ` loops is
equivalent to shrinking edges at (`−1) loops. By this we mean simply identifying
the three vertices of any triangular face of an f graph at ` loops and identifying
two vertices connected by an edge of an f graph at (`−1) loops, respectively. The
result of either operation is never an f graph (as it will not have correct conformal
weights, and will often involve vertices connected by more than one edge), but this
does not prevent us from implementing the rule graphically. Typically, there are
many fewer inequivalent graphs involving shrunken faces/edges, and so the triangle
rule typically results in relations involving many f -graph coefficients. This makes
the equations relatively harder to solve.
As described in more detail below, the triangle rule follows from the single-Euclidean
short distance [3, 65] limit of correlation functions explored in subsection 2.1.2. We
will prove this shortly, and describe more fully its strength in fixing coefficients in
section 4.2. But it is worth mentioning here that when combined with the square
rule, the triangle rule is sufficient to fix F (`) completely through seven loops; and the
implications of the triangle rule applied at ten loops is sufficient to fix F (`) through
nine loops (although the triangle and square rules alone, when imposed at nine loops,
would not suffice).
The Pentagon Rule:
The pentagon rule is the five-particle analogue of the square rule—following from the
requirement that theM(`−1)M(1) terms in the expansion (2.3.9) are correct. Unlike
the square rule, however, it does not make use of knowing lower-loop five-particle
amplitudes; rather, it simply requires that the odd contributions to the amplitude
are consistent. We will describe in detail how the pentagon rule is derived, and give
examples of how it fixes coefficients.
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One important aspect of the pentagon rule, however, is that it relates coefficients
at a fixed loop-order. Indeed, as an algebraic constraint, the pentagon rule always
becomes the requirement that the sum of some subset of coefficients c`i is zero
(without any relative factors ever required).
Before we describe and derive each of these three rules in detail, it is worth mentioning
that they lead to mutually overlapping and individually over-constrained relations
on the coefficients of f graphs. As such, the fact that any solution exists to these
equations—whether from each individual rule or in combination—strongly implies
the correctness of our rules (and the correctness of their implementation in our code).
And of course, the results we find are consistent with all known results through eight
loops, which have been found using a diversity of other methods.
4.1.1 The Square (or “Rung”) Rule: Removing One-Loop
Squares
In this subsection, we remind ourselves (for self-containment) of the reasoning behind
vanishing non-planar square-rule coefficients, previously explored in chapter 3, along
with a proof for the square rule.
Recall from subsection 2.3.1 that, upon taking the 4-point light-like limit, an f graph
contributes a term to A(`−1)4 A(1)4 in the expansion (4.1.4) if (and only if) there exists
a 4-cycle that encloses a single vertex. See, for example, the second illustration given
in (2.3.6). Because of planarity, the enclosed vertex must have valency exactly 4,
and so any such cycle must form a face with the topology:
(4.1.6)
Whenever an f graph has such a face, it will contribute a term of the form A(`−1)4 A(1)4
in the light-like limit. If we define the operator S(F) to be the projection onto such
contributions, then the rung rule states that S(F (`))/A(1)4 = A(`−1)4 . Graphically,
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division of (4.1.6) by the graph for A(1)4 in (4.1.2) would correspond to the graphical
replacement:
⇒
 ×
= (4.1.7)
(Here, we have illustrated division by the graph for A(1)4 —shown in (4.1.2)—as
multiplication by its inverse.)
Importantly, the image on the right-hand side of (4.1.7) resulting from this operation
is not always planar! For it to be planar, there must exist a numerator factor
connecting any two of the vertices of the square face—to cancel against one or both
of the “new” factors in the denominator appearing in (4.1.7). When the image is
non-planar, however, the graph cannot contribute to A(`−1)4 ,1 and thus the coefficient
of such an f graph must vanish. For example, consider the following six-loop f
graph which has a face with the topology (4.1.6), and so its contribution to F (6)
would be constrained by the square rule:
(4.1.8)
In this case, because there are no numerator factors (indicated by dashed lines)
connecting the vertices of the highlighted 4-cycle, its image under (4.1.7) would be
non-planar, and hence this term cannot appear in A(5)4 . Therefore, the coefficient
of this f graph must be zero. (In fact, this reasoning accounts for 8 of the 10
vanishing coefficients that first appear at six loops.) As discussed in ref. [76] or
chapter 3, this immediately implies that there are no possible contributions with
“k=4” divergences.
More typically, however, there is at least one numerator factor in the `-loop f graph
1There is an exception to this conclusion when `=2—because f (1)1 is not itself planar.
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that connects vertices of the one-loop square face (4.1.6) in order to cancel one or
both of the new denominator factors in (4.1.7). When this is the case, the image is
an (`−1)-loop f graph, and the square rule states that their coefficients are identical.
For example, the coefficient of the five-loop f graph shown in (2.3.7) is fixed by the
square rule to have the same coefficient as f (4)3 shown in (2.1.20):
⇒ (4.1.9)
In summary, the square rule fixes the coefficient of any f graph that has a face with
the topology (4.1.6) directly in terms of lower-loop coefficients. And this turns out
to constrain the vast majority of possible contributions, as summarised in Table 4.1.
And it is worth emphasising that the square rule described here is in fact substantially
stronger than what has been traditionally called the “rung” rule [17] for two reasons:
first, the square rule unifies collections of planar DCI contributions to amplitudes
according to the hidden symmetry of the correlator—allowing us to fix coefficients
of even the “non-rung-rule” integrands such as those appearing in (2.3.7); secondly,
the square rule allows us to infer the vanishing of certain coefficients due to the
non-existence of lower-loop graphs (due to non-planarity).
Proof of the Square (or “Rung”) Rule
The rung rule is a direct consequence of the four-point correlator/amplitude duality
as shown in [3]. The four-point duality says that the (four-point) light-like limit of
the correlator gives the square of the (four-point) amplitude (divided by the MHV
tree-level contribution), with loop integration variables symmetrised over. We have
discussed the graphical extraction of 4-cycles in subsection 2.3.1, but we remind
ourselves of the ideas for a justification of the square rule. The light-like limit of
`= 3 4 5 6 7 8 9 10 11
number of f -graph coefficients: 1 3 7 36 220 2,709 43,017 900,145 22,097,035
number unfixed by square rule: 0 1 1 5 22 293 2,900 52,475 1,017,869
percent fixed by square rule (%): 100 67 86 86 90 89 93 94 95
Table 4.1: Statistics of correlator coefficients fixed by the square
rule through `=11 loops.
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the correlator projects onto terms of the labelled f graphs which contain a 4-cycle
1↔ 2, 2↔ 3, 3↔ 4, 1↔ 4. Removing this 4-cycle breaks the planar graph into
two pieces in general (an “interior” and “exterior” when embedded onto a plane,
or “two sides” when drawn onto a sphere). For a graph with k internal vertices,
the interior contributes to A(k) and the exterior to A(`−k). Therefore, the exterior
of valid planar four-cycles (a square face, or two adjacent triangular faces) on the
“surface” (k= 0) of f graphs in F (`) contribute to the `-loop amplitude, A(`). But
this graph must also contribute to some f (`+1) ∈ F (`+1) via the product A(1)A(`),
due to equation (4.1.4). Therefore, there must exist a contribution to f (`+1) of an f
graph obtained by replacing the four-cycle with A(1)4 as in (4.1.9). In particular, the
unit-coefficient of A(1)4 enforces that the coefficient of f (`+1) is consistently inherited
from the coefficient of f (`).
4.1.2 The Triangle Rule: Collapsing Triangles and Edges
The triangle rule relates the coefficients of f graphs at ` loops to those at (`−1) loops.
Simply stated, collapsing triangles (to points) at ` loops is equivalent to collapsing
edges of graphs at (`−1) loops. More specifically, we can define an operation T that
projects all f graphs onto their triangular faces (identifying the points of each face),
and another operation E that collapses all edges of f graphs (identifying points).
Algebraically, the triangle rule corresponds to,
T (F (`)) = 2 E(F (`−1)). (4.1.10)
Under either operation, the result is some non-conformal (generally) multi-graph
with fewer vertices, with each image coming from possibly many f graphs; thus,
(4.1.10) gives a linear relation between the `-loop coefficients of F (`)—those that
project under T to the same image—and the (`−1)-loop coefficients of F (`−1). (It
often happens that an image of F (`) under T is not found among the images of
F (`−1) under E ; in this case, the right-hand side of (4.1.10) will be zero.)
One small subtlety that is worth mentioning is that we must be careful about
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symmetry factors—as the automorphism group of the pre-image may not align with
the image. To be clear, T acts on each inequivalent triangular face of a graph, and
E acts on each inequivalent edge of a graph—this originates from the result of an
algebraical brute-force Euclidean limit (on both sides), where all terms are summed
over—leading to many repeated terms.
To discard the repeated terms, we require the inclusion of a symmetry factor that
compensates for the difference between the symmetries of an ordinary f graph and
the symmetries of f graphs with a decorated triangle or edge. In particular, the
left-hand side of (4.1.10) requires factors equal to the number of triangles fixed under
the automorphisms of the `-loop f graphs. Similarly, the right-hand side requires
the number of edges fixed under the automorphisms of the (`−1)-loop f graphs.
We will shortly see that the factor of 2 that enters in the edge shrink terms is of a
physical nature, originating from the 6 found in the asymptotic behaviour of the cor-
relator, in equation (2.1.35). Let us illustrate this with a four-loop example—using
the ordering of f graphs given in (2.1.20) with arbitrary coefficients {c31, c41, c42, c43}.
Applying the general triangle limit amounts to shrinking any three points2—taking
x5 → x1, x2 → x1 for all four-loop f graphs, and x2 → x1 for the single three-loop f
graph with arbitrary coefficients (all symmetrised) yields:
lim
x2,x5→x1
x212x
2
15x
2
25
(
c41f
(4)
1 +c42f
(4)
2 +c43f
(4)
3
)
= 6× lim
x2→x1
x212
(
c31f
(3)
1
)
⇒ 12c41
(
60g1 + 30g2
)
+ 6c42
(
60g1
)
+ 6c43
(
60g1
)
= 6× 2c31
(
60g1 + 30g2
)
.
(4.1.11)
We define g1, g2 as the reduced graphs without labelling; these are generically non-
conformal and multi-edged. In this example, they are given as:
g1 ≡ g2≡ (4.1.12)
where the points of shrinkage are highlighted. We emphasise that these graphs
2The hidden symmetry allows us to select any—we choose {x1, x2, x5} to match the notation
of the proof.
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are unlabelled—in our example, the fully-symmetrised f (4)1 contains two classes of
inequivalent triangles, the first-type contributing to ∝ 60 terms and the second-type
to ∝ 30 terms. Each of the 60 terms are different as labelled analytical expressions,
but isomorphic as graphs, and therefore (graphically) summed to yield a prefactor
of 60. For example, in this limit,
1
x214x
4
16x
4
17x
2
18x
2
34x
2
36x
2
37x
2
38x
2
47x
2
48x
2
68
∼= 1
x214x
4
16x
2
17x
4
18x
2
34x
2
36x
2
37x
2
38x
2
46x
2
47x
2
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are two terms that differ algebraically, yet isomorphic as graphs and contribute to
g1.
All prefactors in the second line of (4.1.11) enclosed in parentheses follow a similar
story. In general, these prefactors are given as (4 + `−δ)!/Ared., where δ=2, 3 for edge
and triangle shrinks, respectively. Ared. is simply the order of the automorphism
group of the reduced/shrunk graphs. The numerator (4 + `−δ)! cancels on both sides
of the equality between shrinks, by substituting `→ `−1, δ → 2 and `→ `, δ → 3
(seen in (4.1.16)).
The other factors that require an explanation are those outside the parentheses of
(4.1.11), which in this example are {12, 6, 6, 2}, where the previously discussed 6 on
the right-hand-side arises from (2.1.35). These extra factors originate from repeated
labelled (algebraically-equal) terms in the Euclidean limit, so for example,
12 c41
x214x
4
16x
4
17x
2
18x
2
34x
2
36x
2
37x
2
38x
2
47x
2
48x
2
68
∈ lim
x2,x5→x1
x212x
2
15x
2
25
(
c41f
(4)
1 +c42f
(4)
2 +c43f
(4)
3
)
.
In general, these numbers can differ within the limit of a fixed f graph, so that two
isomorphically-independent reduced labelled graphs (from an individual f graph)
can arise with different prefactors. In this example, however, the numbers are equal
within each f graph. The formulae for these factors can be written down—given as
δ!Ared./Afix., where Afix. is the number of f -graph automorphisms that fix the edge
or triangle with vertices {x1, x2} or {x1, x2, x5}, respectively (up to permutations of
the vertices). Equivalently, Afix. is given as the order of the subgroup of f -graph
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automorphisms that fixes a particular edge or triangle, up to permutations.3 As
previously, δ = 2, 3 for edges/triangles and Ared. is defined as before.
All of the numbers, {12, 6, 6, 2} are multiples of δ! for δ = 2, 3, accordingly. This is
easily explained for edge shrinks, δ = 2. Referring back to the three-loop f graph in
equation (2.1.23), we have
lim
x2→x1
x212f
(3)
1 = limx2→x1
1
20 (x
4
35x
2
14x
2
17x
2
24x
2
26x
2
67 + x435x214x216x224x227x276 + . . .)∏
a<b x
2
ab/x
2
12
=
1
20 (2x
4
35x
4
14x
2
17x
2
16x
2
67 + . . .)∏
a<b x
2
ab/x
2
12
.
(4.1.14)
We see that the permutation symmetry between x6 ↔ x7, contained in S7 provides
overlapping terms in the Euclidean limit, giving an explanation for the 2!—with
analogous reasoning for δ = 3. This is then tailored to incorporate the symmetry of
the full f graph when multiplied by Ared./Afix..
Returning to equation (4.1.11), we regard this as a graphical equation, without care
for any algebraic labellings, equating g1 and g2 terms outputs the following linear
system
12×60c41 + 6×60c42 + 6×60c43 = 12×60c31,
12×30c41 = 12×30c31,
(4.1.15)
which solves to yield c41 = c31 = 1, c43 =−c42. Indeed, the solution satisfies the known
values of the coefficients: {c41, c42, c43, c31}={+ 1,+ 1,−1,+ 1}.4
There is a redundancy in (4.1.15); many of the prefactors are “large” and divisible.
This is understood in equation (4.1.10), using our formulae for the algebraic prefact-
ors in (4.1.11), with {`−1, δ= 2}, {`, δ= 3}, and including the 6 from the Konishi
anomalous dimension:
3! (`+ 4−3)!
Ared.
Ared.
Ax1↔x2↔x5
∼ 6× 2! (`−1 + 4−2)!
Ared.
Ared.
Ax1↔x2
⇒ 1
Ax1↔x2↔x5
∼ 2× 1
Ax1↔x2
.
(4.1.16)
3For example, an automorphism of an f graph is allowed to send an ordered-triangle {x1, x2, x5}
to {x2, x1, x5} (or any other permutation)—since these are invariant in the shrink limit.
4As an aside, c42 is a known square-rule coefficient from two loops. Therefore, combining with
the square rule gives the entire four-loop solution.
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The vast cancellations means that in practice, we are required to simply divide by
the number of f -graph automorphisms that leave the edges and triangles invariant,
up to permutations. Indeed, it is not ideal to calculate S4+` algebraic permutations
even before taking the relevant limit—these expressions grow factorially and become
impossible to evaluate.
We would like to transcribe the linear system, (4.1.15) from its algebraic nature to
purely graphical procedure. This is precisely the statement that we should shrink
inequivalent triangles and edges. Let us illustrate that the algebraic procedure agrees
with the graphical method of shrinking inequivalent edges and triangles in the same
example:
T
c
4
1 +c42 +c43
= 2 E
c
3
1

⇒
(
c41+
c42
2 +
c43
2
)
= 2× c
3
1
2 (4.1.17)
c41
2 = 2×
c31
4
While not always visually manifest, it is not hard to check that shrinking each
highlighted triangle/edge in the first line of (4.1.17) results in graphs isomorphic to
the ones shown in the second and third line.
The graphical system implies the following equations
c41+
c42
2 +
c43
2 = c
3
1, c
4
1 = c31, (4.1.18)
which are equivalent to the linear equations in (4.1.15). This systematic procedure
works to arbitrary loop-order, which we will prove next, where an individual equation
is found for each isomorphically-independent reduced graph.
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Proof and Origins of the Triangle Rule
The triangle rule arises from a reformulation of the Euclidean short distance limit
of correlation functions discussed in ref. [3, 65] and subsection 2.1.2. In the single-
Euclidean distance limit x2→x1, the operator product expansion dictates that the
leading divergence of the logarithm of the correlation function is proportional to the
one-loop divergence. More precisely,
lim
x2→x1
log
(
1 +
∑
`≥1
a` F (`)
)
= γ(a) lim
x2→x1
F (1) + . . . , (4.1.19)
where the dots denote subleading terms, “a” refers to the coupling, F is defined by,
F (`)(x1, x2, x3, x4) ≡
∫
d4x5 . . . d
4x4+` F̂
(`)(x1, . . . , x4+`) , (4.1.20)
where the integrand is defined as
F̂ (`)(x1, . . . , x4+`) ≡ 6
`! ξ
(4) f (`)(x1, . . . , x4+`), (4.1.21)
for ξ(4) =x212x223x234x214(x213x224)2. The proportionality constant γ(a) in (4.1.20) is the
anomalous dimension of the Konishi operator, and the factor 6 also has a physical
origin, see subsection 2.1.2 for details. In this definition, we have absorbed the factor
of 6 into F (`) for convenience of the proof.
The important point from (4.1.19) is that the logarithm of the correlator has the
same divergence as the one-loop correlator, whereas the correlator itself at ` loops
diverges as the `th power of the one-loop correlator limx2→x1F (`)∼ log`(x212). At the
integrand level, this divergence arises from loop integration variables approaching
x2 =x1, with an additional divergence from the integration itself. The only way for a
loop integral of this form—with symmetrised integration variables—to be reduced to
a single log divergence is if the integrand had reduced divergence in the simultaneous
limit x5, x2→x1, where we recall that x5 is one of the loop integration variables.
More precisely then, defining the relevant perturbative logarithm of the correlation
function as g(`): ∑
`≥1
a`g(`) ≡ log
(
1 +
∑
`≥1
a` F (`)
)
, (4.1.22)
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along with its integrand, ĝ(`)
g(`)(x1, x2, x3, x4) ≡
∫
d4x5 . . . d
4x4+` ĝ
(`)(x1, . . . , x4+`) , (4.1.23)
then at the integrand level, (4.1.19) implies:
lim
x5,x2→x1
(
ĝ(`)(x1, . . . , x4+`)
ĝ(1)(x1, . . . , x5)
)
= 0, `>1 . (4.1.24)
This equation gives a clean integrand level consequence of the reduced divergence;
however, it is phrased in terms of the logarithm of the integrand rather than the
integrand itself, and this does not translate directly into a graphical rule. However,
expanding both sides of (4.1.22) yields
∑
`≥1
a`g(`) = a
(
F (1)
)
+ a2
(
F (2)−
1
2
(
F (1)
)2)
+ a3
(
F (3)−F (1)F (2) +
1
3
(
F (1)
)3)
+ . . .
= a
(
F (1)
)
︸ ︷︷ ︸
g(1)
+a2
(
F (2)−
1
2g
(1)F (1)
)
︸ ︷︷ ︸
g(2)
+a3
(
F (3) − 13g
(1)F (2) − 23g
(2)F (1)
)
︸ ︷︷ ︸
g(3)
+ . . .
The second line is recursively found using previously acquired lower-loop relations
between g and F . We then convert this into a relation between the integrands of the
log-expansion g and the correlator F ,
ĝ(`) = F̂ (`) − 1
`
ĝ(1)(x5)F̂ (`−1) −
`−1∑
m=2
m
`
ĝ(m)(x5)F̂ (`−m) . (4.1.25)
This formula is read at the level of the integrand, and we write the dependence of the
loop variable x5 explicitly, the dependence on all other loop variables is completely
symmetrised.5 From equation (4.1.25), it is straight-forward to see that (4.1.24) is
equivalent to
lim
x2,x5→x1
F̂ (`)(x1, . . . , x4+`)
ĝ(1)(x1, x2, x3, x4, x5)
= 1
`
lim
x2→x1
F̂ (`−1)(x1, . . . , x̂5, . . . , x4+`) , (4.1.26)
where the variable x5 is missing in the right-hand side. This is now a direct rewriting
of the reduced divergence at the level of integrands and as a relation for the loop level
5Note that although not manifest, the loop variable x5 also appears completely symmetrically
in the above formula. For example, consider terms of the form F̂ (1)F̂ (`−1). One such term arises
from the second term in (4.1.25), giving 1/` × F̂ (1)(x5)F̂ (`−1). Other such terms arise from the
sum with m=`−1, giving (`−1)/`× F (`−1)(x5)F̂ (1). We see that the integration variable appears
with weight 1 in F̂ (1) and weight `−1 in F̂ (`−1)—i.e. completely symmetrically.
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correlator (rather than the more complicated logarithm). For clarity, ĝ(1)(x1, . . . , x5)
is essentially defined as the box integrand
g(1)(x1, x2, x3, x4) = 6
∫
d4x5
x213x
2
24
x215x
2
25x
2
35x
2
45
=
∫
d4x5 ĝ
(1)(x1, x2, x3, x4, x5). (4.1.27)
Note that everything in the discussion of this section so far can be transferred
straight-forwardly onto the soft/collinear divergence constraint found in chapter 3;
with the relevant limit being x5 approaching the line joining x1 and x2, limx5→[x1,x2].
Now inputting the one-loop correlator, limx2,x5→x1 ĝ(1)(x1, . . . , x5) = 6/(x215x225), and
rewriting this in terms of f (`), (4.1.26) becomes simply6
lim
x2,x5→x1
x215x
2
25
6 ×
6
`! ξ
(4)f (`) = 1
`
lim
x2→x1
6
(`−1)! ξ
(4)f (`−1)
⇒ lim
x2,x5→x1
(x212x215x225)× f (`)(x1, . . . , x4+`) = 6 limx2→x1(x
2
12)× f (`−1)(x1, . . . , x3+`) .
(4.1.28)
The final step in this rephrasing of the coincidence limit is to view (4.1.28) graphically.
Clearly the limit on the left-hand side will only be non-zero if the corresponding
term in the labelled f graph contains the triangle with vertices x1, x2, x5. The limit
then deletes this triangle and shrinks it to a point. On the right-hand side, we
similarly choose terms in the labelled f graphs containing the edge x1↔x2, delete
this edge and then shrink to a point. The equation has to hold graphically and we
no longer need to consider explicit labels. Simply shrink all inequivalent triangles
of the graphs on the left-hand side (up to automorphisms) and equate it to the
result of shrinking all inequivalent edges of the graphs on the right-hand side (up
to automorphisms). The different (non-isomorphic) shrunk graphs are independent,
and thus for each shrunk graph we obtain an equation relating `-loop coefficients
to (`−1)-loop coefficients. There are six different labellings of the triangle and two
different labellings of the edge which all reduce to the same expression in this limit,
thus the factor of 6 in the algebraic expression (4.1.28) becomes the factor of 2 in
the equivalent graphical version (4.1.10).
6We regard limx2,x5→x1 ĝ(1) as the divergence (in the single-Euclidean limit) constructed to
remove the divergence of the higher-loop logarithm integrands, ĝ(`).
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4.1.3 The Pentagon Rule: Equivalence of One-Loop
Pentagons
Let us now describe the pentagon rule. It is perhaps the hardest to describe (and
derive), but it ultimately turns out to imply much simpler relations among coefficients
than the triangle rule. In particular, the pentagon rule will always imply that the
sum of some subset of coefficients {c`i} vanishes—with no relative factors between
terms in the sum. Let us first describe operationally how these identities are found
graphically, and then describe how this rule can be deduced from considerations of
5-point light-like limits according to (2.3.12), which we remind the reader to be
lim
5-gon
light-like
(
ξ(5)F (`+1)
)
=
∑`
m=0
(
M(m)evenM(`−m)even + 12345612345(m+6)M̂(m)oddM̂(`−m)odd
)
.(4.1.29)
Graphically, each pentagon rule identity involves a relation between f graphs in-
volving the following topologies:
⇒


(4.1.30)
Each pentagon rule identity involves an f graph with a face with the topology on
the left-hand side of the figure above, (4.1.30). This subgraph is easily identified as
having the structure ofM(1)even—see equation (2.3.13). (This is merely suggestive: we
will soon see that it is the role these graphs play inM(1)odd that is critical.)
The graphs on the right-hand side of (4.1.30), then, are the collection of those
f graphs obtained from that on the left-hand side by multiplication by a simple
cross-ratio:
f
(`)
i (xa, xb, xc, xd) 7→ f (`)i′ ≡ f (`)i
x2adx
2
bc
x2abx
2
cd
. (4.1.31)
There is one final restriction that must be mentioned. The generators of pentagon
rule identities—f graphs including subgraphs with the topology shown on the left-
hand side of (4.1.30)—must not involve any numerators connecting points on the
pentagon other than between xa and xd (arbitrary powers of x2ad are allowed).
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We emphasise that each “pentawheel” with missing spoke on the left-hand side of
(4.1.30) admits a single constraint—to be clear, this is an f graph with a highlighted
pentawheel with a missing spoke and special vertex, xa.
While the requirements for the graphs that participate in pentagon rule identities
may seem stringent, each is important—as we will see when we describe the rule’s
proof. But the identities that result are very powerful: they always take the form
that the sum of the coefficients of the graphs involved (both the initial graph, and
all its images in (4.1.30)) must vanish.
Let us illustrate these relations with a concrete example from seven loops. Below,
we have drawn an f graph on the left, highlighting in blue the three points {xb}
that satisfy requirements described above; and on the right we have drawn the three
f graphs related to the initial graph according to (4.1.31):
⇒

, ,

Labelling the coefficients of the f graphs in (4.1.3) from left to right as {c71, c72, c73, c74},
the pentagon rule would imply that c71 +c72 +c73 +c74 =0. And indeed, these coefficients
of terms in the seven loop correlator turn out to be: {c71, c72, c73, c74}={0, 0,+ 1,−1},
which do satisfy this identity.
As usual, there are no symmetry factors to consider; but it is important that only
distinct images are included in the set on the right-hand side of (4.1.30). As will be
discussed in section 4.2, the pentagon rule is strong enough to fix all coefficients but
one not already fixed by the square rule through seven loops.
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Proof of the Pentagon Rule
The pentagon rule (4.1.30) arises from examining the 5-point light-like limit of the
correlator and its relation to the five-particle amplitude (just as the square rule
arises from the 4-point light-like limit and its relation to the four-particle amplitude
explained in subsection 4.1.1). As described in subsection 2.3.2, in the pentagonal
light-like limit the correlator is directly related to the five-particle amplitude as in
(4.1.29).
In particular, let us focus on the terms involving one-loop amplitudes in (4.1.29):
F (`+1) contains the terms,
1
ξ(5)
(
M(1)evenM(`−1)even + 12345612345(m+6)M̂(1)oddM̂(`−1)odd
)
∈ F (`+1) . (4.1.32)
Indeed any term in the correlator which graphically has a plane embedding with the
topology of a 5-cycle whose “inside” contains a single vertex and whose “outside”
contains (`−1) vertices has to arise from the above terms [10]. We notice that 1/ξ(5)
is the complete graph, K5, or equivalently, the one-loop f graph.
We wish to now consider all terms in F (`+1) containing the structure occurring in
the pentagon rule, namely a “pentawheel” with a spoke missing,
(4.1.33)
with numerators (if present at all within this subgraph) allowed only between the
vertex with the missing spoke and the marked point (as shown). This numerator
can occur with any positive power but the key point is that there can be no other
numerator between any other two points of this subgraph. A term in F (`+1) contain-
ing this subgraph inevitably contributes to the pentagonal light-like limit and by its
topology it has to arise from theM(1) ×M(`−1) terms, i.e. somewhere in (4.1.32).
We now proceed to prove that the desired topology can never arise from the even
part of (4.1.32).
Recall from (2.3.13), the one-loop even amplitude given as a cyclic sum (over five
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external particles) of one-mass box functions
M(1)even =
x213x
2
24
x216x
2
26x
2
36x
2
46
+ cyc. (4.1.34)
Inserting this into the even piece of equation (4.1.32) gives
1
ξ(5)
M(1)evenM(`−1)even =
1
x212x
2
23x
2
34x
2
45x
2
51
(
1
x216x
2
26x
2
36x
2
46
1
x214x
2
25x
2
35
+ cyc.
)
M(`−1)even ∈ F (`+1) ,
(4.1.35)
Graphically, this term can be displayed as (choosing one of the cyclic terms):
×M(`−1)even (4.1.36)
In order for this to yield the structure (4.1.33) in a planar f graph, the amplitude
M(`−1)even must either contain a numerator x214 (to cancel the corresponding propagator
above) or alternatively it must contain the numerator terms x225 and x235 in order to
allow the edge x214 to be drawn outside the pentagon without any edge crossing. In
the former case, the propagators 1/x225x235 are then associated to M(`−1)even meaning
further propagators involving only points {x2, x3, x5} are allowed in M(`−1)even (to
preserve planarity). Considering all the cases, we have several possibilities for the
(`−1)-loop amplitude:
M(`−1)even =

x214h(2, 3, 5)
x214x
2
25h(1, 2, 3, 5)
x214x
2
35h(2, 3, 4, 5)
x225x
2
35h(1, 2, 3, 4)
x214x
2
25x
2
35h(1, 2, 3, 4, 5)
(4.1.37)
for some rational function of external variables, h(xa). The amplitude must have
conformal weight zero at all external points, analysing the different possibilities, we
conclude that only the last choice is valid—requiring all three numerators x214x225x235
to be present in M(`−1)even . Now using the amplitude/correlator duality again in a
different way, note that such a contribution toM(`−1)even must also contribute to the
lower-loop correlator F (`) through (4.1.29)
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lim
5-gon
light-like
(
ξ(5)F (`)
)
= 2M(`−1)even + . . . , (4.1.38)
usingM(0)even=1. Rewriting this using our expression forM(`−1)even yields
1
ξ(5)
×x214x225x235h(1, 2, 3, 4, 5) =
h(1, 2, 3, 4, 5)
x213x
2
24
× 1
x212x
2
23x
2
34x
2
45x
2
51
∈ F (`) (4.1.39)
So a term inM(`−1)even with numerators x214x225x235 contributes a term with topology,
5
1
23
4
h
(Here the numerators x214x225x235 cancel three of the denominator terms of 1/ξ(5), but
they leave the pentagon and two further edges attached to the pentagon as shown.)
We attach a rational function of all external variables, h(1, 2, 3, 4, 5) to this non-
planar piece, 1/x213x224 in hope of planarity. However, we see that this term can
never be planar (this term in M(`−1)even has to be attached to all five external legs
by conformal invariance (provided by h(1, 2, 3, 4, 5)) so we cannot pull one of the
offending edges outside the pentagon) unless there is a further numerator term,
either x224 or x213 to cancel one of these edges.
We deduce thatM(`−1)even must admit the following form
M(`−1)even = x214x225x235h(1, 2, 3, 4, 5) =
 x
2
14x
2
25x
2
35x
2
13 f(1, 2, 3, 4, 5)
x214x
2
25x
2
35x
2
24 g(1, 2, 3, 4, 5)
(4.1.40)
for rational functions, f, g that enforce conformal invariance. But inserting both of
these cases back into (4.1.35) provides the required structure (4.1.33) but with an
extra numerator (x213 or x224), as seen below, which is explicitly disallowed from our
rule.
1
23
4
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We conclude that the only source of structure arises from the square of the parity-
odd part, in equation (4.1.32). We exploit the algebraic identity (valid only in the
pentagonal light-like limit)7
123456 123457
x213x
2
24x
2
35x
2
41x
2
52
= 2x267 +
[
x256x
2
17x
2
24 + x216x257x224
x214x
2
25
− x
2
56x
2
27 + x226x257
x225
− x
2
56x
2
57x
2
13x
2
24
x225x
2
35x
2
14
+ cyc.
]
,
(4.1.41)
By examining the six terms in (4.1.41), we deduce first term can clearly never give
a pentawheel with a spoke missing. Recall, the one-loop odd amplitude (2.3.13), is
given as
M̂(1)odd =
i123456
x216x
2
26x
2
36x
2
46x
2
56
. (4.1.42)
The contribution of the second term of (4.1.41) therefore has the diagrammatic form:
× x217 × M̂(`−1)odd (4.1.43)
and so could potentially give a contribution of the form of a pentawheel with a spoke
missing if M̂(`−1)odd has a numerator x214 to cancel the corresponding edge. However
in any case such a term would also contain the numerator x224 which we disallow
in (4.1.33). The third and last terms are similarly ruled out as a source for the
structure in question. So we conclude that the fourth and fifth terms are the only
ones which can yield the structure we focus on in the pentagon rule.
Given this important fact, we are now in a position to understand the origin of the
pentagon rule. Every occurrence of the structure (4.1.33) arises from the fourth
or fifth terms in (4.1.41). But we also know that M̂(`−1)odd is in direct one-to-one
correspondence with pentawheel structures of f (`+1) (the first term in (4.1.41)). Thus
there is a direct link between the pentawheel structures and the structure (4.1.41)
and this link appears with a sign due to the sign difference between the first and
7123456 123457 in the light-like limit is given as the determinant of the outer product between
the two arguments of  in x space—namely, lim5-gon det{{x211, . . . , x215, x217}, . . . , {x261, . . . , x265, x267}}
[10].
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fourth/fifth terms in (4.1.41).
To get from the first term of (4.1.41) to the fourth term, one multiplies by x256x227/(x225x267)—
that is, deleting the two edges, x256 and x227, and deleting the two numerator lines
x225, x
2
67. This is precisely the operation involved in the five-point rule described in
(4.1.31).
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4.2 Bootstrapping Amplitudes/Correlators to
Many Loops
In this section, we survey the relative strengths of the three rules described in
the previous section, and then some of the more noteworthy aspects of the forms
found for the correlator through ten loops. Before we begin, however, it is worth
emphasising that the three rules we have used are only three among many which
follow from the way in which lower-loop (and higher-point) amplitudes are encoded
in the correlator F (`) via equations (4.1.4) and (4.1.5).
The triangle, square, and pentagon rules merely represent those we implemented first,
and which proved sufficient through ten loops. And finally, it is worth mentioning
that we expect the soft-collinear bootstrap criterion (in chapter 3) to continue to
prove sufficient to fix all coefficients at all loops, even if using this tool has proven
computationally out of reach beyond eight loops. (If it were to be translated into a
purely graphical rule, it may prove extraordinarily powerful.)
The Square Rule:
As described in the previous section, the square rule is undoubtedly the most power-
ful of the three, and results in the simplest possible relations between coefficients—
namely, that certain `-loop coefficients are identical to particular (`−1)-loop coef-
ficients. As illustrated in Table 4.1, the square rule is strong enough to fix ∼ 95%
of the 22,097,035 f graphs coefficients at eleven loops. The role of the triangle and
pentagon rules, therefore, can be seen as tools to fix the coefficients not already
fixed by the square rule.
The Triangle Rule:
Similar to the square rule, the triangle rule is strong enough to fix all coefficients
through three loops, but will leave one free coefficient at four loops. Conveniently,
the relations required by the triangle rule are not the same as those of the square
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rule, and so the combination of the two fix everything. In fact, the square and
triangle rule together immediately fix all correlation functions through seven loops,
and all but 22 of the 2,709 eight loop coefficients. (This fact was known when the
eight loop correlator was found in ref. [76], which is why we alluded to these new
rules in the conclusions of that Letter.)
Interestingly, applying the triangle and square rules to nine loops fixes all but 3 of
the 43,017 new coefficients, including 20 of those not already fixed at eight loops. (To
be clear, this means that, without any further input, there would be a total of 3 + 2
unfixed coefficients at nine loops.) Motivated by this, we implemented the triangle
and square rules at ten loops, and found that these rules sufficed to determine eight
and nine loop correlators uniquely. At ten loops, we found the complete system of
equations following from the two rules to fix all but 1,570 of the coefficients of the
900,145 f graphs.
These facts are summarised in Table 4.2. Notice that the number of unknowns
quoted in that table for ` loops are the number of coefficients given the lower-loop
correlator. If the coefficients at lower loops were not assumed, then there would be
5 unknowns at nine loops rather than 3; but the number quoted for ten loops would
be the same—because all lower-loop coefficients are fixed by the ten loop relations.
Table 4.2: Statistics of coefficients fixed by the square & triangle
rules through `=10 loops.
`= 2 3 4 5 6 7 8 9 10
number of f -graph coefficients: 1 1 3 7 36 220 2,709 43,017 900,145
unknowns remaining after square rule: 0 0 1 1 5 22 293 2,900 52,475
unknowns after square & triangle rules: 0 0 0 0 0 0 22 3 1,570
The Pentagon Rule:
The pentagon rule is not quite as strong as the others, but the relations implied are
much simpler to implement. In fact, there are no instances of f graphs for which
the pentagon rule applies until four loops, when it implies a single linear relation
among the three coefficients. This relation, when combined with the square rule
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fixes the four-loop correlator, and the same is true for five loops. However at six
loops, the two rules combined leave 1 (of the 36) f -graph coefficients undetermined.
The reason for this is simple: there exists an f graph at six loops which neither
contributes to A(5)4 A(1)4 nor toM(4)5 M(1)5 . This is easily seen by inspection of the f
graph in question:
(4.2.1)
We will have more to say about this graph and its coefficient below. There is
one graph at seven loops related to (4.2.1) by the square rule that is also left
undetermined, but all other coefficients (219 of the 220) are fixed by the combination
of the square and pentagon rules.
The number of coefficients fixed by the square and pentagon rules through nine
loops is summarised in Table 4.3. As before, only the number of new coefficients are
quoted—assuming that the lower-loop coefficients are known.
`= 2 3 4 5 6 7 8 9
number of f -graph coefficients: 1 1 3 7 36 220 2,709 43,017
unknowns remaining after square rule: 0 0 1 1 5 22 293 2,900
unknowns after square & pentagon rules: 0 0 0 0 1 0 17 64
Table 4.3: Statistics of coefficients fixed by the square & pentagon
rules through `=9 loops.
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4.2.1 Aspects of Correlators and Amplitudes at High
Loop-Orders
While no two of the three rules alone prove sufficient to determine the ten-loop
correlation function, the three in combination fix all coefficients uniquely—without
any outside information about lower loops. As such, the reproduction of the eight-
(and lower-) loop functions found in ref. [76] or chapter 3 can be viewed as an
independent check on the code being employed. Moreover, because the three rules
each impose mutually overlapping (and individually over constrained) constraints on
the coefficients, the existence of any solution is a source of considerable confidence
in our results.
One striking aspect of the correlation function exposed only at high loop-order is
that the (increasingly vast) majority of coefficients are zero: while all possible f
graphs contribute through five loops, only 26 of the 36 graphs at six loops do; by ten
loops, 85% of the coefficients vanish. (At eleven loops, at least 19,388,448 coefficients
vanish (88%) due to the square rule alone.) This pattern is illustrated in Table 4.4,
where we count all contributions—both for f graphs, and planar DCI integrands.
The two principal novelties discovered for the eight-loop correlator [76] also persist
to higher loops. Specifically, we refer to the fact that there are contributions to
the amplitude that are finite (upon integration) even on-shell, and contributions
to the correlator that are (individually) divergent even off-shell.8 The meaning of
the finite integrals remains unclear (although they would have prevented the use of
the soft-collinear bootstrap method without grouping terms according to f graphs);
but the existence of divergent contributions imposes an important constraint on the
result: because the correlator is strictly finite off-shell, all such divergences must
cancel in combination.
At eight loops there are exactly 4 f graphs which lead to finite DCI integrands, and all
4 have non-vanishing coefficients. At nine loops there are 45, of which 33 contribute;
8See footnote 2 of chapter 3 for details on the “off-shell” regularisation.
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at ten loops there are 1,287, of which 570 contribute. For the individually divergent
contributions, their number and complexity grow considerably beyond eight loops.
The first appearance of such divergences happened at eight loops—with terms that
had a so-called “k=5” divergence (see [76] or section 3.3 for details). Of the 662 f
graphs with a k= 5 divergence at eight loops, only 60 contributed. At nine loops
there are 15,781, of which 961 contribute; at ten loops, there are 424,348, of which
21,322 contribute. Notice that terms with these divergences grow proportionally in
number—and even start to have the feel of being ubiquitous asymptotically. We
have not enumerated all the divergent contributions for k > 5, but essentially all
categories of such divergences exist and contribute to the correlator. (For example,
there are 971 contributions at ten loops with (the simplest category of) a k = 7
divergence.)
While the coefficients of f graphs are encouragingly simple at low loop-orders, the
variety of possible coefficients seems to grow considerably at higher orders. The
distribution of these coefficients is given in Table 4.5. While all coefficients through
five loops were ±1, those at higher loops include many novelties. (Of course, the
increasing dominance of zeros among the coefficients is still rather encouraging.)
Interestingly, it is clear from Table 4.5 that new coefficients (up to signs) only appear
at even loop-orders. The first term with coefficient −1 occurs at four loops, and
the first appearance of + 2 at six loops. At eight loops, we saw the first instances of
`
number of
f graphs
no. of f -graph
contributions (%)
number of
DCI integrands
no. of integrand
contributions (%)
1 1 1 100 1 1 100
2 1 1 100 1 1 100
3 1 1 100 2 2 100
4 3 3 100 8 8 100
5 7 7 100 34 34 100
6 36 26 72 284 229 81
7 220 127 58 3,239 1,873 58
8 2,709 1,060 39 52,033 19,949 38
9 43,017 10,525 24 1,025,970 247,856 24
10 900,145 136,433 15 24,081,425 3,586,145 15
Table 4.4: Statistics of f graph and DCI integrand contributions
through `=10 loops.
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±12 , ±32 , and also −5. And there are many novel coefficients that first appear at ten
loops.
While most of the “new” coefficients occur with sufficient multiplicity to require
further consideration (more than warranted here), there is at least one class of
contributions which seems predictably novel. Consider the following six-, eight-, and
ten-loop f graphs:
(4.2.2)
These graphs all have the topology of a (`/2 + 2)-gon anti-prism, and all represent
contributions with unique (and always exceptional) coefficients. In particular, these
graphs contribute to the correlator with coefficients + 2, −5 and + 14, respectively.
(Notice also that the four-loop f graph f (4)3 shown in (2.1.20) is an anti-prism of this
type—and is the first term having contribution −1—as is the only two-loop f graph
(the octahedron), which also follows this pattern.) Each of the f graphs in (4.2.2)
contribute a unique DCI integrand to the `-loop amplitude,
(4.2.3)
with each drawn in momentum space as Feynman graphs for the sake of intuition.
From these, a clear pattern emerges—leading us to make a rather speculative guess
for the coefficients of these terms. We speculate that the coefficients of anti-prism
graphs are given by the Catalan numbers9—leading us to predict that the coefficient
of the octagonal anti-prism f graph at twelve loops, for example, will be −42. Testing
this conjecture—let alone proving it—however, must await further work.
9The Catalan numbers, cn, are given by the formula cn= 1n+1
(2n
n
)
, for n ≥ 0.
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The only other term that contributes at ten loops with a unique coefficient is the
following, which has coefficient + 4:
⊃ , . . . (4.2.4)
We hope that the explicit form of the correlation functions provided at http://goo.gl/JH0yEc
will provide sufficient data for other researchers to find new patterns within the struc-
ture of coefficients.
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4.3 Conclusions and Future Directions
In this chapter, we have described a small set of simple, graphical rules which
prove to be extremely efficient in fixing the possible contributions to the `-loop
four-point correlation function in planar maximally supersymmetric (N =4) Yang-
Mills theory (SYM). And we have described the form that results when used to fix
the correlation function through ten loop-order. While clearly this is merely the
simplest non-trivial observable in (arguably) the simplest four-dimensional quantum
field theory, it exemplifies many of the features (and possible tools) we expect will
be applicable to more general quantum field theories. And even within the limited
scope of planar SYM, this single function contains important information about
higher-point amplitudes.
It is important to reiterate that the rules we have described are merely necessary
conditions—and not obviously sufficient to all orders. But these three rules are merely
three among many that follow from the consistency of the amplitude/correlator
duality. Even without extension beyond ten loops, it would be worthwhile (and very
interesting) to explore the strengths of the various natural generalisations of the
rules we have described.
Another important direction would be to further explore the systematic extraction
of higher-point (lower-loop) amplitudes from the four-point correlator. This has
proven exceptionally direct and straight-forward for five-point parity-odd amplitudes.
Indeed, further work has been done to better understand the systematics of particles
with higher multiplicity [80] although new graphical rules remain unfound—see
chapter 5 for details.
Finally, it is natural to wonder how far this programme can be extended beyond ten
loops. Although the use of graphical rules essentially eliminates the challenges of
setting up the linear algebra problem to be solved, solving the system of equations
that result (with millions of unknowns) rapidly becomes rather non-trivial. However,
such problems of linear algebra (involving (very) large systems of equations) arise
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in many areas of physics and computer science, and there is reason to expect that
they may be surmounted through the use of programmes such as that described in
ref. [81]. At present, it is unclear where the next computational bottle-neck will be,
but it is worth pushing these tools as far as they can go—certainly to eleven loops,
and possibly even twelve.
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Chapter 5
Multi-Particle Scattering
Amplitudes from the Four-Point
Correlator
This chapter is based on the collaborative paper [80]. We invite the reader to review
all of chapter 2 before carrying on.
The four-point correlator (divided by its Born-level contribution) under four- and five-
point light-like limits is directly related to four- and five-point scattering amplitudes
in the planar theory [10,24–26], respectively—see section 2.3. In fact, the four-point
correlator contains information about six-, seven-, etc. point amplitudes in their
suggestive polygonal limits.
Taking an n-point light-like limit of the four-point correlator (involving internal
integration points as well as “external” points—the permutation symmetry means
there is no distinction) gives the sum of products of all n-point helicity super-
amplitudes with their helicity conjugates. This remarkable feature makes use of the
fact that the `-loop 4-point correlator integrand is itself an n-point (`+4−n)-loop
correlator with 4 scalar operators and (n−4) Lagrangians, as discussed in section 2.1.
Concretely then, taking the n-point light-like limit of the (`+n−4)-loop, 4-point
correlator, represented by F (`+n−4) (whose definition was given in (2.1.22)) we obtain
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the following combination of NkMHV, m-loop, n-point super-amplitudes (normalised
by the MHV tree-level super-amplitude), A(m)n;k , which we recall from (2.3.2):
lim
n-gon
light-like
(
ξ(n)F (`+n−4)
)
= 12
∑`
m=0
n−4∑
k=0
A(m)n;k A(`−m)n;n−4−k/(A(0)n;n−4), (5.0.1)
provided `+ 4− n ≥ 0, where ξ(n)≡∏na=1 x2aa+1x2aa+2.
Note that this sum involves all NkMHV amplitudes at ` loops, as well as lower-loop
amplitudes. Furthermore, these are all combined together into a simple scalar func-
tion of the external momenta only, F (`), without any complicated helicity/superspace
dependence—the correlator, F (`), is a much simpler object than the constituent amp-
litudes themselves.
The question we address in this chapter is whether F (`) contains all the information
about these constituent amplitudes, or put another way, whether one can extract all
the individual super-amplitudes themselves purely from the combination F (`). We
know this can be achieved at four and five points [3, 9, 10]. This may seem unlikely
for higher points at first glance: on the left-hand side, F (`) is a purely scalar function
of the momenta, whereas the super-amplitudes on the right-hand side can exhibit
complicated helicity structure.
Our findings are consistent with the following conjecture: assuming the tree-level
MHV and anti-MHV (=MHV) amplitudes, parity, Yangian symmetry and a dual-
conformally invariant basis of planar integrands:1 all n-point NkMHV scattering
amplitude integrands at any loop-order (modulo signs2) can be obtained from the
four-point correlator, which thus packages all of this information together into a
simple scalar function.
Let us now make the above statement more precise and specify what information can
1At two loops, we use the smaller prescriptive basis of Bourjaily & Trnka [79] for simplicity.
2The amplitude is fixed up to an overall sign ambiguity for each 0 < k ≤ (n − 4)/2 which
the correlator can never fix. This is because the correlator always gives combinations of
the form An;kAn;n−k−4 which is invariant under the simultaneous transformations: An;k →
−An;k, An;n−k−4 → −An;n−k−4. However, we stress that this ambiguity is an overall sign for the
entire all-loop amplitude that can be fixed once and for all at tree level. There is then also an
additional overall sign ambiguity for the entire parity-odd sector of the MHV/MHV amplitude for
a similar reason. This second type of sign ambiguity can be fixed once and for all at 1 loop.
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be obtained from the correlator at each loop level. First note that the (`+n−4)-loop
correlator combination (5.0.1) involves the parity-even `-loop combinations (consider
m = 0 and m = ` in (5.0.1)):
A(`)n;kA(0)n;n−k−4 +A(`)n;n−k−4A(0)n;k = A(`)n;kA(0)n;k +A(`)n;kA(0)n;k, (5.0.2)
together with lower-loop amplitudes. Thus from this combination alone, the correl-
ator at this loop level cannot see ambiguities in the amplitude of the form:
A(`)k → A(`)k +A(0)k I(`)k-ambiguity, A(`)n−k−4 → A(`)n−k−4 −A(0)n−k−4I(`)k-ambiguity,
(5.0.3)
where I(`)k-ambiguity is any combination of `-loop integrands.3 Remarkably, we find
that (5.0.3) is the only form of ambiguity arising from the duality at this loop level,
and even more remarkably, this ambiguity is resolved by considering the correlator
at one-loop higher. Imposing parity reduces the ambiguity I(`)k-ambiguity to the space
of parity-odd integrands only, and imposing cyclicity further reduces this to just the
space of cyclic combinations of parity-odd integrands.
More precisely then, the conjecture is that from the light-like limit of the (`+n−4)-
loop four-point correlator, we can extract the “parity-even” part of all `-loop amp-
litudes along with fixing the remaining ambiguities (as above) at (`−1) loops. Thus,
we can recursively extract the parity-even part of the `-loop amplitude from the
m-loop correlator, F (m) with m = 1, . . . , `+n−4, and the entire amplitude if we
additionally use F (`+n−3).
In this chapter, we verify this statement by checking at six points and seven points
up to two loops for the parity-even part.
In order to achieve this, we use a basis of planar dual-conformal `-loop integrands,
I(`)j to construct an ansatz for the super-amplitudes. The integrands are func-
tions of x2ab, where xa, xb are dual momenta (external or loop co-ordinates) together
with the parity-odd dual-conformal covariant, most straightforwardly expressed as
3Note that for the special case of k= n−k−4, this ambiguity is absent. This is the case for
NMHV six points as we shall see later.
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(Xa1 , Xa2 , Xa3 , Xa4 , Xa5 , Xa6) where the Xa are six-dimensional embedding dual-
momentum co-ordinates, as reviewed in subsection 2.4.3. At two loops, we use a
refinement of this basis, namely the prescriptive basis of [79, 82, 83] which can be
written in terms of the above basis.
We also need to control the helicity structures of the super-amplitudes. For this we
use a basis of Yangian-invariant Grassmannian integrals, Rk;i and as a technical aid,
amplituhedron co-ordinates [46,50,51,72], as described in section 2.4. We thus write
an ansatz for the constituent super-amplitudes of the form (2.2.5):
A(`)n;k =
∑
ij
αijRk;iI(`)j , (5.0.4)
which we substitute into the duality equation (5.0.1) in order to determine the
coefficients αij.
Alternatively at six points, we algebraically derive a parity-even one-loop expression
starting with an ansatz using conformal arguments and correctly extract coefficients
by equating to the null correlator; this is at the cost of introducing the Gram
determinant which is explored in subsection 5.1.4.
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5.1 Six-Point Integrands
Let us now consider the hexagonal light-like limit of the four-point correlator, taking
six points of the correlator to be consecutively light-like separated: x212 =x223 =x234 =
x245 =x256 =x216 =0. The duality, (5.0.1) becomes
lim
6-gon
light-like
(
ξ(6)F (`+2)
)
=
∑`
m=0
A(m)6;0 A(`−m)6;2 + 12A(m)6;1 A(`−m)6;1
A(0)6;2
. (5.1.1)
We will restrict this statement to various orders of perturbation, using the known
correlator to predict amplitude integrands on the right-hand side. This leads to a
simple linear algebra problem for matching coefficients from a sensible ansatz for
the amplitude to the known correlator.
5.1.1 Tree Level
At tree level, ` = 0, the duality (5.1.1) becomes
lim
6-gon
light-like
ξ(6)F (2) = 1 + 12
(
A(0)6;1
)2
/A(0)6;2, (5.1.2)
recalling that all amplitudes are understood to be divided by the tree-level MHV
amplitude and thusA(0)6;0 = 1. Evaluating the left-hand side of (5.1.2) amounts to sym-
metrising f (2) over S6, multiplying by ξ(6) = x212x223x234x245x256x261x213x224x235x246x251x262
and applying the 6-gon limit. Using (2.1.20), one straightforwardly obtains
lim
6-gon
light-like
ξ(6)F (2) = 1 + x
2
15x
2
24
x214x
2
25
+ x
2
26x
2
35
x225x
2
36
+ x
2
13x
2
46
x214x
2
36
. (5.1.3)
Equating (5.1.2) and (5.1.3) then gives a prediction for 12
(
A(0)6;1
)2
/A(0)6;2 in terms of
finite cross ratios. We now wish to derive the NMHV tree-level amplitude itself, A(0)6;1
from this combination. We start with an ansatz for A(0)6;1 in terms of R invariants (the
six-point Yangian invariants). At six points, an R invariant in the square-bracket
notation is uniquely specified by the index it is missing
Ra ≡ [bcdef ] = 〈bcdef〉
4
〈bcde〉〈cdef〉〈def b〉〈ef bc〉〈f bcd〉 , (5.1.4)
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we will use this notation for the rest of this section. These six R invariants are not
independent since
R1 −R2 +R3 −R4 +R5 = R6, (5.1.5)
so we use only five of these in our basis. Thus we have the following ansatz
A(0)6;1 = α1R1 + α2R2 + α3R3 + α4R4 + α5R5, (5.1.6)
with arbitrary coefficients αa. Since R2a = 0, the square is:
(
A(0)6;1
)2
= 2
∑
a<b
αaαbRaRb. (5.1.7)
To proceed, we need a rule for multiplying two NMHV R invariants to produce
the numerator of the unique six-point N2MHV invariant. In the numerator of
the above, we have combinations such as (using amplituhedron co-ordinates from
subsection 2.4.1)
〈abcde〉4〈abcdf〉4 = 〈abcdef〉4〈abcd〉4. (5.1.8)
For six external points, there is a unique non-trivial six bracket. As the above is
N2MHV, the right-hand side must contain 〈123456〉4. Dual-conformal invariance
then uniquely fixes the remaining 4-brackets. This rule gives all products RaRb in
terms of 〈123456〉4. Equation (5.1.2) requires (5.1.7) to be divided by the N2MHV
tree-level amplitude, A(0)6;2. This is the MHV (=N2MHV) amplitude at six points
which in amplituhedron co-ordinates is4
Atree6;N2MHV = A(0)6;2 =
〈123456〉4
〈1234〉〈2345〉〈3456〉〈4561〉〈5612〉〈6123〉 . (5.1.9)
As an example, consider the product R1R2
R1R2 =
〈23456〉4〈34561〉4
〈2345〉〈3456〉〈4562〉〈5623〉〈6234〉〈3456〉〈4561〉〈5613〉〈6134〉〈1345〉
= 〈123456〉
4〈3456〉4
〈2345〉〈3456〉〈4562〉〈5623〉〈6234〉〈3456〉〈4561〉〈5613〉〈6134〉〈1345〉 ,
where in the second line, the amplituhedron rule (5.1.8) was used.
4Note that we use the tree-level MHV super-amplitude (2.4.18) as input in our procedure.
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Proceeding in a similar way for all other products in (5.1.7), we obtain simple rules
for all products of R invariants divided by the MHV tree-level amplitude (5.1.9) in
terms of ordinary bosonic twistor brackets:
R1R2
Atree6;N2MHV
= 〈1234〉〈1236〉〈1256〉〈3456〉
3
〈1345〉〈1346〉〈1356〉〈2346〉〈2356〉〈2456〉 ,
R1R3
Atree6;N2MHV
= 〈1234〉〈1236〉〈2456〉
2
〈1245〉〈1246〉〈2346〉〈2356〉 ,
R1R4
Atree6;N2MHV
= 〈1234〉〈1456〉〈2356〉
2
〈1235〉〈1356〉〈2346〉〈2456〉 ,
(5.1.10)
together with cyclic permutations of these.
Plugging these products into the ansatz for the square of the NMHV amplitude (5.1.7)
and then into the duality equation (5.1.2), we equate the resulting expression5 to the
known correlator (5.1.3) (with the replacement x2ab → 〈a−1 a b−1 b〉, see (2.4.35)).
The resulting system of equations has the following solution:
α1 = α3 = α5 = ±1, α2 = α4 = 0, (5.1.11)
so that
A(0)6;1 = ±(R1 +R3 +R5). (5.1.12)
Thus we have derived the NMHV six-point tree-level amplitude from the 4-point
correlator up to an overall sign. Both signs yield the desired result for the correlator
(
A(0)6;1
)2
Atree6;N2MHV
= 2
(
x213x
2
46
x214x
2
36
+ x
2
15x
2
24
x214x
2
25
+ x
2
26x
2
35
x225x
2
36
)
.
The known result is indeed given by (5.1.12) with the positive sign choice [53]. This
sign can clearly never be predicted purely by the correlator since the procedure
predicts the square of the amplitude. If on the other hand we choose the wrong
sign at tree level, this error will persist at higher loops and we will obtain the entire
NMHV amplitude to all loops but with the wrong sign.
5To avoid complicated twistor bracket identities, one can do this by rewriting twistor brackets in
terms of z˜a − z˜b via the relation 〈abcd〉 = abcdef (z˜e − z˜f ), where z˜a ∈ C. This co-ordinate change
was first used in [84].
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5.1.2 One Loop
At one loop, the duality (5.1.1) reads:
lim
6-gon
light-like
ξ(6)F (3) = A(1)6;0 +
A(1)6;2
A(0)6;2
+
A(1)6;1A(0)6;1
A(0)6;2
. (5.1.13)
The first two terms form the MHV amplitude plus its parity conjugate whilst the
last term is a product of NMHV tree- and one-loop amplitudes.
As mentioned in the introduction, in order to go beyond tree level we require a basis
of integrands. At one loop, we have the following basis of 23 independent planar
boxes and parity-odd pentagons:
I(1)1 =
x213x
2
24
x21`x
2
2`x
2
3`x
2
4`
one mass (6)
I(1)7 =
x213x
2
25
x21`x
2
2`x
2
3`x
2
5`
two-mass hard (6)
I(1)13 =
x214x
2
25
x21`x
2
2`x
2
4`x
2
5`
two-mass easy (3)
I(1)16 =
x215x
2
24
x21`x
2
2`x
2
4`x
2
5`
two-mass easy (3)
I(1)19 =
i12345`
x21`x
2
2`x
2
3`x
2
4`x
2
5`
parity-odd pentagon (5) (5.1.14)
where the list is understood to include all those related by cycling the six external
variables (the numbers of independent integrands in each class is given in parentheses
after each). Note that there are only 5 independent parity-odd pentagons rather
than 6 that one would expect from cyclicity. This is because there is an identity of
the form
I(1)19 − I(1)20 + I(1)21 − I(1)22 + I(1)23 − I(1)24 = 0, (5.1.15)
which we use to solve for I(1)24 in terms of the others. This identity is easily understood
in the six-dimensional embedding formalism where it can be written as
[L12345X6] ·XL
(X1 ·XL)(X2 ·XL)(X3 ·XL)(X4 ·XL)(X5 ·XL)(X6 ·XL) = 0. (5.1.16)
Here the square bracket indicates antisymmetrisation over 7 variables which yields
zero in 6 dimensions. Our one-loop ansa¨tze (see (5.0.4)) for the amplitudes thus
5.1. Six-Point Integrands 111
reads
A(1)6;0 =
23∑
j=1
ajI(1)j , A(1)6;1 =
5∑
i=1
23∑
j=1
bijRiI(1)j , A(1)6;2 = A(0)6;2
23∑
j=1
cjI(1)j . (5.1.17)
The problem now involves solving a system of equations for the 23×(1 + 5 + 1) =
161 coefficients obtained by plugging these ansa¨tze together with the previously
found tree-level result (5.1.12) into (5.1.13). We will require the products of R
invariants (5.1.10). Moreover, we can use parity and cyclicity to immediately reduce
the number of free coefficients.
Equation (5.1.13) can be evaluated at generic kinematic configurations. The Math-
ematica package in [79] generates convenient configurations of small magnitude in
random rational numbers. This process is repeated many times yielding a quadratic
system over the rational numbers.
Solving the system of equations with 161 coefficients arising from (5.1.13) we obtain
a solution with 23 free coefficients. Remarkably, the NMHV sector is entirely (and
correctly) solved consistent with the comment in footnote 3. The MHV sector is
then fixed in terms of the MHV sector which is itself completely unfixed (hence 23
free coefficients—one for each integrand) and consistent with the ambiguity (5.0.3).
Imposing parity invariance, which takes A6;0 ↔ A6;2 then reduces the number of
free coefficients down to 5—the number of parity-odd integrands. Further imposing
cyclicity reduces this down to just 1 free coefficient.
The resulting solution can be written as
2A(1)6;0 =
6∑
j=1
I(1)j +
15∑
j=13
(
I(1)j − I(1)j+3
)
− α
(
I(1)19 + I(1)21 + I(1)23
)
2A(1)6;2 =
 6∑
j=1
I(1)j +
15∑
j=13
(
I(1)j − I(1)j+3
)
+ α
(
I(1)19 + I(1)21 + I(1)23
)A(0)6;2
2A(1)6;1 = R1
(
I(1)3 + I(1)6 + I(1)8 + I(1)11 +
1
3
(
I(1)20 + I(1)21 − I(1)23 − I(1)24
))
+ cyc.
(5.1.18)
In the (anti-)MHV sector, we recognise the well known 1-loop result of a sum over
one-mass and two-mass easy boxes together with an as yet undetermined parity-odd
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sector. The NMHV amplitude on the other hand is completely determined in terms
of one-mass, two-mass hard boxes and parity-odd pentagons.
This prediction (5.1.18) agrees precisely with the known answer for α = 1. We will
return to this as yet undetermined parameter α in the next subsection.
5.1.3 Two Loops
We now proceed to two loops, using as input the one-loop solution obtained above (5.1.18).
We first need a basis of two-loop integrals. A natural basis purely in position space
is provided by dual-conformal parity-even planar double boxes, pentaboxes, and
pentapentagons, with all possible numerators, together with parity-odd pentaboxes
and pentapentagons involving the six-dimensional -tensor.
However, a convenient alternative dual-conformal basis has been provided (together
with an associated Mathematica package) in [79,83] called the prescriptive basis.
Although originally given in twistor space, all elements of this two-loop prescriptive
basis can be rewritten in dual-momentum space in terms of the planar basis described
in the previous paragraph. We attached this x-space translation as a file to the work’s
arXiv submission [80].
The prescriptive basis at two loops consists of 87 elements. These integrands we
simply label as I(2)i with i = 1, . . . , 87.
We now insert the ansa¨tze for the two-loop six-point amplitudes
A(2)6;0 =
87∑
j=1
ajI(2)j , A(2)6;1 =
5∑
i=1
87∑
j=1
bijRiI(2)j , A(2)6;2 = A(0)6;2
87∑
j=1
cjI(2)j , (5.1.19)
comprising of 87+5×87+87=609 free coefficients, into the duality formula (5.1.1)
which at this loop level reads
lim
6-gon
light-like
ξ(6)F (4) = A(2)6;0 +
A(2)6;2
A(0)6;2
+
A(1)6;0A(1)6;2
A(0)6;2
+
A(2)6;1A(0)6;1
A(0)6;2
+ 12
(
A(1)6;1
)2
A(0)6;2
. (5.1.20)
Like the one-loop case, the whole NMHV sector at two loops is completely fixed
by this equation. There are 87 free undetermined coefficients in total, the MHV
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sector being completely fixed in terms of the MHV sector, but the MHV sector
itself being completely unfixed. This is precisely as expected in (5.0.3) and the
accompanying footnote. Imposing parity then reduces the number of free coefficients
to 36—the number of parity-odd two-loop planar dual-conformal integrands. Further
imposing cyclicity reduces this down to 6—the number of cyclic classes of parity-odd
integrands. We expect these to be determined at the next loop-order and cannot see
any obstructions going to higher order.
The equations also (almost) determine the value of α in (5.1.18)—the ambiguity at
one loop. The equations are clearly quadratic in one-loop parameters and in fact,
this gives rise to two possible solutions. This is evident as the correlator determines
only the parity-symmetric product
A(1)6;0A(1)6;2
A(0)6;2
=
(
M(1)6
∣∣∣
even
)2−(M(1)6 ∣∣∣odd)2, (5.1.21)
forM(1)6
∣∣∣
even
=
(
M(`)6 +M(`)6
)
/2 andM(1)6
∣∣∣
odd
=
(
M(`)6 −M(`)6
)
/2 whereM6,M6 are
the MHV, MHV amplitudes normalised by their respective tree-level amplitudes (so
M6 = A(1)6;0, M6 = A(1)6;2/A(0)6;2). The even piece was determined at one loop whilst
(M(1)6
∣∣∣
odd
)2 is determined by this equation. This yields α2 = 1 so α=±1. We thus
see that this procedure alone cannot resolve the sign of the parity-odd part at one
loop. This additional sign ambiguity is only present for MHV amplitudes and is a
purely one-loop effect. Note that the ambiguity simply interchanges the MHV and
MHV solutions.
As a final note, the resulting integrand is consistent with that obtained in [79] and
can be retrieved explicitly via the associated Mathematica package.
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5.1.4 An Algebraic Approach at One Loop
In this subsection, we provide an alternative approach to obtaining the six-point
one-loop parity-even amplitude using a basis with cross-ratio coefficients. This is in
contrast to the previous numerical approach which uses a different basis with rational
coefficients. The price to pay here is the introduction of a Gram determinant. This
subsection is based on work which was not previously submitted to arXiv.
We remind the reader that the one-loop part of the duality is (5.1.13):
lim
6-gon
light-like
ξ(6)F (3) = A(1)6;0 +
A(1)6;2
A(0)6;2
+
A(1)6;1A(0)6;1
A(0)6;2
. (5.1.22)
We choose to study the one-loop case in terms of local (dual) Minkowski invariants,
x2ab for an algebraic verification of the duality and amplitude extraction.6 The
three-finite cross ratios available at six points will be helpful:
u1 =
x213x
2
46
x214x
2
36
, u2 =
x215x
2
24
x214x
2
25
, u3 =
x226x
2
35
x225x
2
36
. (5.1.23)
Furthermore, we write the basis of one-loop pentagons pa and boxes gab as
pa ≡
∫ d4x` x2a`
x21`x
2
2`x
2
3`x
2
4`x
2
5`x
2
6`
, gab ≡
∫ d4x` x2a` x2b`
x21`x
2
2`x
2
3`x
2
4`x
2
5`x
2
6`
, (5.1.24)
where integrals ga a+1, ga a+2, ga a+3 (modulo 6) are understood to be one-mass, two-
mass hard and two-mass easy boxes, respectively.
A particular combination of pentagons and boxes with cross ratios ui were also
introduced in [28] which will ultimately be useful for defining the parity “odd” sector
of the amplitude:
p˜1 ≡ (1− u3) x
2
24x
2
35x
2
46
x214
p1 ,
g˜12 ≡ (1− u1 + u2 − u3)x235x246 g12 ,
g˜13 ≡ (1− u1 − u2 − u3 + 2u2u3)x225x246 g13 ,
g˜14 ≡ (1− u3)(1− u1 − u3 − u2 − u3)x225x236 g14 .
(5.1.25)
6This calculation differs from that of equation (4.19) in [28] where the 5-point 2-loop correlator
was studied and the NMHV amplitude was given linearly.
5.1. Six-Point Integrands 115
Other integrals are obtained using cyclicity, noting that the cross ratios ui, i=1, 2, 3,
permute amongst themselves.
Let us write down an integrand identity in a compact form using (5.1.25)
0 = lim
6-gon
light-like
det(x2ab)/ζ =
6∑
a=1
(−p˜a + g˜a a+1 − g˜a a+2) +
3∑
a=1
g˜a a+3 ≡ H, (5.1.26)
where the determinant in the second term coincides with the Gram determinant for
seven points, formed from a 7× 7 matrix with component x2ab at entry (a, b). The
determinant is normalised by ζ≡2x214x225x236
∏6
a=1 x
2
a`. We will repeatedly interchange
between the Gram determinant and its normalised counterpart H in terminology.
To make sense of (5.1.22) algebraically, we subtract a multiple of H from its left-hand
side. In particular, (5.1.26) is used to eliminate p5 from the light-like limit of the
symmetrised f graph, f (3). Consequently, p2 is also removed from (5.1.22). This
procedure clearly breaks manifest cyclic invariance.
A subtlety arises from the fact that (5.1.26) was used in [3] to show that non-planar
f graphs can be neglected in the non-planar three-loop correlator—in other words,
the planar sector equals the non-planar sector at this order of perturbation. On the
other hand, the correlator/amplitude duality holds only in the planar sector.
Instead of writing products of R invariants RaRb in terms of (generically non-local)
twistors, we express them rather as combinations of cross ratios ui and a parity-
odd piece,
√
∆ which itself can be written in terms of ui. For the purposes of
this subsection, we regard terms proportional to 1/
√
∆ as “parity odd” and those
without, “parity even”.
From an algebraic point of view, this means steering clear of large and complicated
expressions of twistors where instead, we are left with simpler expressions involving
cross ratios.
The parity-odd terms are signalled by the presence of the reciprocal of the following
term
√
∆ =
√
(1− u1 − u2 − u3)2 − 4u1u2u3 ∼ 123456
x214x
2
25x
2
36
, (5.1.27)
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where
√
∆’s anti-cyclic property is immediate from the definition of 123456, under-
stood from a six-dimensional embedding of (dual) Minkowski space, where Xa are
given as bi-twistors [72] (see subsection 2.4.3). Rewriting (5.1.22) using (5.1.26)
yields
lim
6-gon
light-like
(
ξ(6)F (3) + αH
)
(p1, p3, p4, p6) = A(1)6;0 +
A(1)6;2
A(0)6;2
+
A(1)6;1A(0)6;1
A(0)6;2
, (5.1.28)
with α appropriately chosen to remove p5 (which also eliminates p2 dependence).
The left-hand side of (5.1.28) is expected to be independent of
√
∆. This statement
has non-trivial implications on the amplitudes and can be achieved in the amplitude
square from the multiplication of certain combinations of R invariants by Atree6;NMHV=
R1+R3+R5. The analysis specifies a particular prefactor structure for the one-loop
NMHV integrand:
(Ra −Ra+3) /
√
∆ , (5.1.29)
Ra +Ra+3. (5.1.30)
It will be useful to rewrite relations like (5.1.10) in terms of ui. We write down the
following dictionary between products RaRb and cross ratios:
R2a
Atree6;N2MHV
= 0 , R1R4Atree6;N2MHV
= u2(1− u1)(1− u3) ,
R1R2
Atree6;N2MHV
= u1
(
1− u1 − u2 − u3 −
√
∆
)
(
1− u1 − u2 + u3 −
√
∆
)×
(
1− u1 − u2 − u3 −
√
∆
)
(
1− u1 + u2 − u3 −
√
∆
) ,
R1R3
Atree6;N2MHV
= u3
(
1− u1 + u2 − u3 −
√
∆
)
(
1− u1 − u2 + u3 −
√
∆
)×
(
1 + u1 − u2 − u3 +
√
∆
)
(
1− u1 − u2 + u3 +
√
∆
) .
(5.1.31)
The other products are related by cyclic shifts in the obvious way.
For algebraic purposes, it will be useful to rationalise the right-hand sides of
R1R2/Atree6;N2MHV and R1R3/Atree6;N2MHV, making the denominator O(∆) instead of
O(√∆). We then use (5.1.31) to show that (5.1.30) and (5.1.29) are the only
valid combinations that can appear in the squared amplitude. In particular, their
combinations are given as follows:
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(R1 +R4) (R1 +R3 +R5)
Atree6;N2MHV
= 2u1 +
u2 − u1
1− u3 −
2u1u3
1− u1 +
u2 + u3
1− u1 ,
(R1 −R4) (R1 +R3 +R5)
Atree6;N2MHV
√
∆
= u3 − u1(1− u1) (1− u3) .
(5.1.32)
These products are parity-even, which is necessary for the correlator—thus we define
combinations of the form Ra±Ra+3 to be the NMHV-prefactor “basis” elements for
our analysis. These will be particularly useful for the rest of this subsection.
We are now equipped to investigate the left-hand side of (5.1.28) in more depth,
our aim is to study the factors that multiply each pentagon and box integrand in
the altered light-like correlator. We then write a sensible ansatz with arbitrary
coefficients for the various integrands using dual-conformal invariance and constrain
each ansatz by equating to the correlator. The appropriate cancellation of spurious
poles is automatic from the duality equation. In situations of a non-unique solution,
cyclic and reflection invariance are implemented to further restrict.
Pentagons
Consider all contributions from the correlator in (5.1.28) to the pentagon, p1:
lim
6-gon
light-like
(
ξ(6)F (3) + αH
)
(p1, p3, p4, p6)
∣∣∣∣
p1
= u3 − u11− u1
x224x
2
35x
2
46
x214
. (5.1.33)
Eliminating p5 results in most integrands admitting a 1− u1 pole in the correlator
(since p˜5 ∼ 1− u1), a property we aim to replicate on the squared amplitude side.
The pole structure of (5.1.33) in combination with (5.1.32) implies that the contri-
bution to p1 in the squared amplitude (divided by Atree6;N2MHV) must be
2 (R1 −R4) (R1 +R3 +R5)Atree6;N2MHV
√
∆
(1− u3) x
2
24x
2
35x
2
46
x214
p1 = r|p˜1 ×
Atree6;NMHV
Atree6;N2MHV
, (5.1.34)
for r defined as the parity-odd part of the six-particle NMHV integrand at one
loop. The apparent
√
∆-structure implies p1 is contained in this parity-odd piece.
Note that the factor of 2 comes straight from the duality definition (5.1.1). The
x2ab structure in (5.1.33) exists to balance the conformal weight of external points
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in p1. We could have also included (x224x235x236)/x213 or (x225x235x246)/x215 but these are
ultimately absent in the light-like correlator.
To be more systematic, the following equation could equivalently be solved for
arbitrary coefficients a1 and b3
2 lim
6-gon
light-like
(
ξ(6)F (3) + αH
) ∣∣∣∣
p1
− (R1 −R4) (a1 + b3u3)√
∆
x224x
2
35x
2
46
x214
× A
tree
6;NMHV
Atree6;N2MHV
= 0.
(5.1.35)
Necessitating that the amplitude square is free of the external poles x214, x225 and
x236 allows for a u3 term.7 In particular, the external poles from u3 are allowed to
combine with x214 in (5.1.35) to cancel 1/
√
∆ ∼ x214x225x236.
Solving (5.1.35) sets a1 = 2 and b3 = −2 in agreement with (5.1.34). With our
conventions, pentagons p2 and p5 are not present in the correlator and therefore
absent in this representation of the parity-odd amplitude. The other pentagons can
be obtained in a similar way.
Merging all contributions from pentagons yields
A(1)6;1
∣∣∣∣
pent.
= 2√
∆
[
(R1 −R4)
(
p˜1 + p˜4
)
+ (R2 −R5)
(
p˜3 + p˜6
)]
. (5.1.36)
One-mass
Restricting (5.1.28) to the one-mass integrand g12 gives
lim
6-gon
light-like
(
ξ(6)F (3) + αH
) ∣∣∣∣
g12
= 1− u
2
1 + u2 − u1u3
1− u1 x
2
35x
2
46, (5.1.37)
where x235x246 is required for conformal invariance.
The most general R-dependent ansatz for any box integrand is
7This property is clear since any Feynman expansion should be independent of external poles
and contain loop propagators at most.
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A(1)(a,b);R =
[ 3∑
i=1
(e1 + i;1 u1 + i;2 u2 + i;3 u3) (Ri +Ri+3)
+ (R1 −R4)√
∆
(
a1 + b1u1 + b2u2 + b3u3 + c12 u1u2
+ c13 u1u3 + c23 u2u3 + d1u21 + d2u22 + d3u23
)
+ (R2 −R5)√
∆
(
α1 + β1u1 + β2u2 + β3u3 + γ12 u1u2
+ γ13 u1u3 + γ23 u2u3 + δ1u21 + δ2u22 + δ3u23
)]
x2cdx
2
ef ,
(5.1.38)
where indices (a, b) refer to box gab and x2cdx2ef is schematically written and required
for dual-conformal invariance of the chosen box. All letters ai, bi, cij, di, etc. are
just arbitrary coefficients, to be determined.
Clearly, this R-term ansatz (5.1.38) will contribute to the NMHV integrand. It is
also expected that an R-independent term is seen to contribute (linearly) to the
MHV/MHV sector in (5.1.28). Consider the R-independent ansatz
A(1)(a,b) = (f1 + τ1u1 + τ2u2 + τ3u3)x2cdx2ef . (5.1.39)
The right-hand side of (5.1.37) does not simplify to a product of R invariants in an
obvious way like the pentagon example. It is however possible to reduce R-invariant
contributions to g12 from (5.1.38) to
A(1)(1,2);R =
[
e1 (R1 +R4) + e2 (R2 +R5) + e3 (R3 +R6)
+ (R1 −R4)√
∆
(a1 + b1u1 + b2u2 + b3u3)
+ (R2 −R5)√
∆
(α1 + β1u1 + β2u2 + β3u3)
]
x235x
2
46,
(5.1.40)
whilst the R-independent piece (5.1.39) boils down to
A(1)(1,2) = f1 x235x246, (5.1.41)
for constants ai, αi, bi, ei and f1. Equation (5.1.40) will multiply by R1 +R3 +R5
whilst (5.1.41) is an additive term, potentially contributing to non-NMHV amplitudes.
Terms involving uiuj (where i could equal j) in (5.1.40) have been discarded under
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the condition of no external pole structures in x214, x225 and x236. The conformal factor
x235x
2
46 is simply not enough to compensate for higher powers in ui, let alone a single
power of ui where 1/
√
∆ is not present.
One should proceed by solving the following equation
2 lim
6-gon
light-like
(
ξ(6)F (3) + αH
) ∣∣∣∣
g12
−A(1)(1,2) −A(1)(1,2);R ×
Atree6;NMHV
Atree6;N2MHV
= 0. (5.1.42)
In doing so, the following solution is obtained:
a1 = −b1 = b2 = −b3 = −e1 = −1
α1 = β1 = β2 = β3 = e2 = e3 = 0, f1 = 2.
(5.1.43)
All other one-mass integrands can be obtained in a similar way, concluding that in
this basis, the one-mass sector of integrands is entirely determined by the light-like
correlator.
As an aside, cyclic shifts can be implemented to relate the even parts in a straight-
forward manner. To relate the odd parts under cyclicity, the odd pieces from
every integrand is needed so that H can be used (in combination with the identity
R3−R6 =−(R1−R4)+(R2−R5)).
Combining (5.1.40) and (5.1.43) with the result of every other one-mass box gives
the R-dependent one-mass NMHV integrand at one loop
A(1)6;1
∣∣∣∣
1m
= (R1 +R4) x235x246 g12 + cyc.− (R1 −R4)
1√
∆
(
g˜12 + g˜34 + g˜45 + g˜16
)
− (R2 −R5) 1√∆
(
g˜23 + g˜34 + g˜56 + g˜16
)
.
(5.1.44)
The one-loop “constant” term (5.1.41) with f1 = 2 generalises to other boxes—it
contains no R invariants and must contribute to A(1)MHV +A(1)N2MHV as follows
2A(1)6;0
∣∣∣∣
1m; even
= A(1)6;0 +A(1)6;2/A(0)6;2
∣∣∣∣
1m
= 2x235x246 g12 + cyc. (5.1.45)
Since A(1)MHV and A(1)N2MHV are parity conjugates, their even parts are equal but their
odd parts cancel in the sum (when appropriately normalised). Therefore, the even
one-mass part of the MHV/MHV integrand is
5.1. Six-Point Integrands 121
A(1)6;0
∣∣∣∣
1m; even
= A(1)6;2/A(0)6;2
∣∣∣∣
1m; even
= x235x246 g12 + cyc. (5.1.46)
Two-mass Hard
The two-mass hard contribution of g13 to the light-like correlator is
lim
6-gon
light-like
(
ξ(6)F (3) + αH
) ∣∣∣∣
g13
= u2 + u3 − 2u2u31− u1 x
2
25x
2
46. (5.1.47)
Dual-conformal invariance is once again used to write a sensible ansatz, discarding
any choices with non-cancelling external poles x214, x225 and x236:
A(1)(1,3);R =
[
e1 (R1 +R4) + e2 (R2 +R5) + e3 (R3 +R6)
+ (R1 −R4)√
∆
(a1 + b1u1 + b2u2 + b3u3 + c23 u2u3)
+ (R2 −R5)√
∆
(α1 + β1u1 + β2u2 + β3u3 + γ23 u2u3)
]
x225x
2
46,
(5.1.48)
with the R-independent additive term unchanged
A(1)(1,3) = f1 x225x246. (5.1.49)
We are given the freedom to have u2u3 x225x246 ∼ 1/ (x214x225x236) to potentially cancel
with
√
∆, but other uiuj’s are disallowed.
The correlator/amplitude duality implies
2 lim
6-gon
light-like
(
ξ(6)F (3) + αH
) ∣∣∣∣
g13
−A(1)(1,3) −A(1)(1,3);R ×
Atree6;NMHV
Atree6;N2MHV
= 0. (5.1.50)
Solving for all powers of ui yields a 1-parameter family solution in terms of a1:
b1 = a1 − 2, b2 = a1 − 2, b3 = −a1, c23 = 2 (2− a1) ,
e1 = a1 − 1, e2 = 1− a1, e3 = 1, f1 = 0,
α1 = 2− a1, β1 = −a1, β2 = a1 − 2, β3 = −a1, γ23 = 2a1.
(5.1.51)
Therefore, g13 contributes only to the NMHV integrand in both even- and odd-
sectors:
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A(1)(1,3);R =
[
(a1 − 1) (R1 +R4)− (a1 − 1) (R2 +R5) + (R3 +R6)
+ (R1 −R4)√
∆
(
a1 (1 + u1 + u2 − u3 − 2u2u3)− 2 (u1 + u2 − 2u2u3)
)
− (R2 −R5)√
∆
(
a1 (1 + u1 − u2 + u3 − 2u2u3) + 2 (u2 − 1)
)]
x225x
2
46.
(5.1.52)
Note that we are yet to invoke cyclicity between all two-mass hard boxes. In
particular, we can run through the same exercise for every other two-mass hard
box, g24, g35, g46, g15 and g26 to find the correct contribution from the duality—all
with different coefficients. Cyclic invariance says a1 in g13 will be related to free
coefficients in other two-mass hard boxes.
It turns out that every solution for two-mass hard boxes contributions has the
property of being 1-parameter, which is apparent from cyclic invariance. Imposing
cyclic relations amongst g13, g24, g35, g46, g15 and g26 contributions reduces 6 free
coefficients down to just 1 free coefficient.
In practice, it easier to solve for cyclic invariance in the even sector as opposed to the
odd sector but they are equivalent (at least for one loop). Whilst cyclic invariance
in the even sector can be separately solved by integrand types (pentagons, one-mass,
two-mass hard and two-mass easy), the odd sector requires every integrand type
due to the necessary implementation of H. Furthermore, the identity R3−R6 =
−(R1−R4)+(R2−R5) is needed to remove (R3−R6)-dependence. Constraining
for the even part amounts to enforcing cyclicity for any ui and “basis” elements
{Ra +Ra+3}.
To predict the last coefficient, consider reflection symmetry on xa:
x1 ↔ x6, x2 ↔ x5, x3 ↔ x4,
u1 → u1, u2 ↔ u3,
√
∆←→ −
√
∆.
(5.1.53)
With our momentum-twistor conventions, reflection transforms R invariants and za
in the same way:
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R1 ↔ R5, R2 ↔ R4, R3 ↔ R3, R6 ↔ R6,
z1 ↔ z5, z2 ↔ z4, z3 ↔ z3, z6 ↔ z6.
(5.1.54)
The change of sign in
√
∆ is clear when converting to z˜a− z˜b via the relation 〈abcd〉 =
abcdef (z˜e − z˜f ), for z˜a ∈ C, as found in [84].
Reflection invariance fixes the last free coefficient, where even- and odd-reflection
invariance yield identical constraints, just like cyclic invariance. The resulting one-
loop NMHV two-mass hard sector is expressed in terms of R invariants
A(1)6;1
∣∣∣∣
2mh
= (R3 +R6) x225x246 g13 + cyc. + (R1 −R4)
1√
∆
(
g˜13 + g˜24 + g˜46 + g˜15
)
+ (R2 −R5) 1√∆
(
g˜13 + g˜35 + g˜46 + g˜26
)
.
(5.1.55)
Two-mass Easy
The final integrands at one loop are the two-mass easy boxes, consider the g14 term
lim
6-gon
light-like
(
ξ(6)F (3) + αH
) ∣∣∣∣
g14
= 1− u
2
1 − u1u2 − 2u3 + u1u3 + u2u3 + u23
1− u1 x
2
25x
2
36.
(5.1.56)
The R-invariant ansatz for the NMHV integrand is slightly more complicated
A(1)(1,4);R =
[
(e1 + 1;3 u3) (R1 +R4) + (e2 + 2;3 u3) (R2 +R5) + (e3 + 3;3 u3) (R3 +R6)
+ (R1 −R4)√
∆
(
a1 + b1u1 + b2u2 + b3u3 + c13 u1u3 + c23 u2u3 + d3u23
)
+ (R2 −R5)√
∆
(
α1 + β1u1 + β2u2 + β3u3 + γ13 u1u3 + γ23 u2u3 + δ3u23
) ]
x225x
2
36.
(5.1.57)
The denominator of u3 cancels with the conformal factor x225x236 allowing for more
freedom in the ansatz, such as the included u23 term.
The R-independent ansatz is
A(1)(1,4) = (f1 + τ3u3)x225x236. (5.1.58)
The duality implies the expected equation
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2 lim
6-gon
light-like
(
ξ(6)F (3) + αH
) ∣∣∣∣
g14
−A(1)(1,4) −A(1)(1,4);R ×
Atree6;NMHV
Atree6;N2MHV
= 0. (5.1.59)
Solving (5.1.59) results in a 3-parameter family solution for g14.
The solutions for g25 and g36 also involve 3 free coefficients each, summing to a
total of 9. As in the two-mass hard case, cyclic invariance is imposed amongst the
two-mass easy boxes, in the even sector (for simplicity). Solving for any ui and
{Ra +Ra+3} truncates 9 coefficients down to 3 coefficients.
Requiring reflection invariance reduces 3 coefficients down to 2 where once again,
reflection invariance is equivalent in both even and odd sectors.
Finally, it is further imposed that the two-mass easy boxes should contain a prefactor
of 1− ui in agreement with (5.1.25). This fixes the last two coefficients
A(1)6;1
∣∣∣∣
2me
= − 2√
∆
(
(R1 −R4) g˜14 + (R2 −R5) g˜36
)
. (5.1.60)
The R-independent piece contributes to twice the even part of the MHV integrand
so that
A(1)6;0
∣∣∣∣
2me; even
= A(1)6;2/A(0)6;2
∣∣∣∣
2me; even
= 12 (1− u3)x
2
25x
2
36 g14 + cyc. (5.1.61)
Equations (5.1.36), (5.1.44), (5.1.46), (5.1.55), (5.1.60) and (5.1.61) combine to form
the one-loop NMHV integrand and one-loop even MHV integrand for six particles.
Putting everything together, we write down the known integrands for six-point
amplitudes in this basis. The one-loop even MHV integrand is given as
A(1)6;MHV
∣∣∣
even
= A(1)6;N2MHV/Atree6;N2MHV
∣∣∣
even
= x235x246 g12 +
1
2(1− u3)x
2
25x
2
36 g14 + cyc.
(5.1.62)
The one-loop NMHV integrand is given as
A(1)6;NMHV = (R1 +R4)x235x246 g12 + (R3 +R6)x225x246 g13 + cyc. + r, (5.1.63)
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where r is the odd part of the NMHV integrand. The expression for r is given by
r = (R1 −R4) 1√∆
(
2 (p˜1 + p˜4)− (g˜12 + g˜34 + g˜45 + g˜16) + (g˜13 + g˜24 + g˜46 + g˜15)− 2g˜14
)
+ (R2 −R5) 1√∆
(
2 (p˜3 + p˜6)− (g˜23 + g˜34 + g˜56 + g˜16) + (g˜13 + g˜35 + g˜46 + g˜26)− 2g˜36
)
.
Cyclic invariance for r can be shown using the anti-cyclic property of
√
∆ followed
by the identity (R3 − R6) = −(R1 − R4) + (R2 − R5)—yielding a multiple of H.
These results agree with the six-particle one-loop answer found in section 4 of [28].
The one-loop odd MHV integrand in this basis (5.1.64), as found in [28] should be
present in the squared amplitude at the next loop-order and we postulate it can be
correctly disentangled (up to a sign ambiguity) in an algebraic manner, provided a
suitable x-space basis—which we leave unexplored.
A(1)6;MHV
∣∣∣
odd
= 1√
∆
6∑
a=1
(−1)a (p˜a + g˜a a+2) . (5.1.64)
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5.2 Seven-Point Integrands
In this section, we study the seven-point light-like limit of the correlator, continuing
our extraction of amplitudes from the correlator. The construction now involves the
null separation of seven adjacent points. The statement of the duality from (5.0.1)
is
lim
7-gon
light-like
(
ξ(7)F (`+3)
)
=
∑`
m=0
A(m)7;0 A(`−m)7;3 +A(m)7;1 A(`−m)7;2
A(0)7;3
, (5.2.1)
where all amplitudes are normalised by the tree-level MHV amplitude.
Just like six points, we will proceed order-by-order in the coupling, making amplitude
integrand predictions from the correlator. To do so, we first require an understanding
of the building blocks involved. In particular, we need to understand the N2MHV
super-invariants at seven points and how to multiply these with NMHV R invariants.
5.2.1 Covariantising the Yangian Invariants
The tree-level MHV (=N3MHV) amplitude is (2.4.18)
Atree7;N3MHV = A(0)7;3 =
〈1234567〉4
〈1234〉〈2345〉〈3456〉〈4567〉〈5671〉〈6712〉〈7123〉 . (5.2.2)
At the NMHV level, we assume an expansion of the amplitude in terms ofR invariants.
Let us define a short-hand notation for the seven-point k= 1 R invariants (2.4.15):
R
(k=1)
(a),(b) ≡ R(k=1)7;(a),(b) ≡ [cdef g], (5.2.3)
which is just the ordered R invariant involving external points c, d, e, f, g with a, b
missing. In fact, this notation is very natural from the point of view of the Grass-
mannian: the R invariant R(k=1)7;(a),(b) corresponds to the residue of the relevant Grass-
mannian integral (Gr(1, 7)) evaluated at the poles (a) = 0, (b) = 0.
There are clearly 21 of these R invariants, however they are not all independent. The
identities the R invariants satisfy arise from the six-point identity (5.1.5), namely
for any six points
5.2. Seven-Point Integrands 127
[abcde]− [abcdf ] + [abcef ]− [abdef ] + [acdef ]− [bcdef ] = 0. (5.2.4)
At seven points, there are 7 such identities, but only 6 of them are in fact independent.
We are therefore left with 21− 6 = 15 independent R invariants.
The N2MHV sector however requires more thought. We follow the procedure outlined
in subsection 2.4.2 to obtain N2MHV Yangian invariants in amplituhedron space
from the Grassmannian. We illustrate this for the simplest example and provide the
ingredients for every other seven-point residue in Appendix B.
Recall from equation (2.4.19) that any 7-point NkMHV Yangian invariant can be
represented as the Grassmannian integral
1
vol[GL(2)]
∫ d2×7Cαa
(12)(23)(34)(45)(56)(67)(71)
2∏
α=1
δ4|4(CαaZAa ). (5.2.5)
The integration is 10 dimensional (after dividing by the four-dimensional vol[GL(2)])
and there are 8 bosonic delta functions, leaving 2 non-trivial integrations. These we
can choose to circle two poles and use the residue theorem.
There are three classes of residues from the following vanishing minors
(67) = (71) = 0, (12) = (34) = 0, (12) = (45) = 0, (5.2.6)
where all other invariants are related by cyclicity. The simplest case is the residue
at the pole (67) = (71) = 0. We can pick canonical positive co-ordinates on the
Grassmannian restricted to this subspace, as found in [48]
Cαa =
1 α2 +α4 +α6 +α8 (α2 +α4 +α6)α7 (α2 +α4)α5 α2α3 0 0
0 1 α7 α5 α3 α1 0
 ,
(5.2.7)
for which the (residue of the) measure of the Grassmannian integral becomes
Ω =
∫ dα1 . . . dα8
α1 . . . α8
. (5.2.8)
From (2.4.25), we can then jump straight to the Yangian invariant in amplituhedron
space by solving
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Ω = dα1 . . . dα8
α1 . . . α8
= 〈Y d4Y1〉〈Y d4Y2〉 × Y7;2(Ẑ1, . . . , Ẑ7, Y ), (5.2.9)
where Y = CαaẐAa . Using GL(6) invariance, we can choose amplituhedron co-
ordinates as
ẐAa =

1 0 0 0 0 0 A
0 1 0 0 0 0 B
0 0 1 0 0 0 C
0 0 0 1 0 0 D
0 0 0 0 1 0 E
0 0 0 0 0 1 F

, (5.2.10)
giving
Y Aα =
1 α2 +α4 +α6 +α8 (α2 +α4 +α6)α7 (α2 +α4)α5 α2α3 0
0 1 α7 α5 α3 α1
 , (5.2.11)
which in turn yields (using (2.4.26))
〈Y d4Y1〉〈Y d4Y2〉 = α1α3α5α7 dα1 . . . dα8. (5.2.12)
The differential form is clearly weight 6 in Y giving us the freedom to divide by any
six brackets to obtain a Y -weightless volume form, let us choose:
〈Y d4Y1〉〈Y d4Y2〉
〈Y 1234〉〈Y 1236〉〈Y 1456〉〈Y 2345〉〈Y 2346〉〈Y 3456〉 =
dα1 . . . dα8
α1α2α23α4α8
. (5.2.13)
Therefore, the (67) = (71) = 0 residue is given as
Ω(67),(71) ≡ dα1 . . . dα8
α1 . . . α8
= α3〈Y d
4Y1〉〈Y d4Y2〉
α5α6α7 〈Y 1234〉〈Y 1236〉〈Y 1456〉〈Y 2345〉〈Y 2346〉〈Y 3456〉 .
(5.2.14)
We now wish to covariantise this expression. To achieve this, we simply need covariant
expressions for the Grassmannian co-ordinates—which are the following:
α1 =
〈Y 2345〉
〈Y 3456〉 , α2 = −
〈Y 1234〉〈Y 3456〉
〈Y 2345〉〈Y 2346〉 , α3 = −
〈Y 2346〉
〈Y 3456〉 , α4 = −
〈Y 1236〉〈Y 3456〉
〈Y 2346〉〈Y 2356〉 ,
α5 =
〈Y 2356〉
〈Y 3456〉 , α6 = −
〈Y 1256〉〈Y 3456〉
〈Y 2356〉〈Y 2456〉 , α7 = −
〈Y 2456〉
〈Y 3456〉 , α8 = −
〈Y 1456〉
〈Y 2456〉 .
(5.2.15)
We require the above cross ratios to be Y -weightless, so that their combinations in
(5.2.14) are Y -weightless. Plugging these in yields
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Ω(67),(71) → 〈Y d
4Y1〉〈Y d4Y2〉
〈Y 1234〉〈Y 2345〉〈Y 3456〉〈Y 4561〉〈Y 5612〉〈Y 6123〉 . (5.2.16)
Whilst the expression is weightless in Y , the external particles are still weighted.
Although this is correct for the choice of co-ordinates (5.2.10), we use the following
(Y -weightless) relations
A = −〈234567〉, B = 〈134567〉, C = −〈124567〉,
D = 〈123567〉, E = −〈123467〉, F = 〈123457〉, 1 = 〈123456〉,
(5.2.17)
to obtain a co-ordinate independent result (in general, the result would depend
non-trivially on the unfixed co-ordinates A,B, . . .). The natural modification here
is simply to multiply by 〈123456〉4 = 1
Ω(67),(71) → 〈Y d
4Y1〉〈Y d4Y2〉〈123456〉4
〈Y 1234〉〈Y 2345〉〈Y 3456〉〈Y 4561〉〈Y 5612〉〈Y 6123〉 , (5.2.18)
which is the covariant expression for the desired residue. This example is somewhat
trivial and indeed could have been obtained by simply realising that the invariant is
secretly the unique six-point N2MHV Yangian invariant.
The other cases in (5.2.6) are less trivial but can be computed using this same
method. An outline for deriving these from the Grassmannian can be found in
Appendix B and we simply present them here:
R
(k=2)
(67),(71) ≡
〈123456〉4
〈1234〉〈2345〉〈3456〉〈4561〉〈5612〉〈6123〉 ,
R
(k=2)
(12),(34) ≡
(〈[1|567〉〈|2]34567〉)4
〈1267〉〈1567〉〈2567〉〈3456〉〈3567〉〈4567〉〈125[7|〉〈345|6]〉〈12[6|7〉〈34|5]7〉 ,
R
(k=2)
(12),(45) ≡
(〈[2|367〉〈|1]34567〉)4
〈1237〉〈1267〉〈1367〉〈2367〉〈3456〉〈3467〉〈3567〉〈4567〉〈123[7|〉〈345|6]〉 ,
(5.2.19)
where for example, 〈[1|567〉〈|2]34567〉 ≡ 〈1567〉〈234567〉− 〈2567〉〈134567〉 is an
ordered antisymmetrisation for two points enclosed in a square bracket.
These 21 N2MHV invariants are conjugates to the 21 NMHV R invariants as follows
[34567] = R(k=1)(1),(2) = R
(k=2)
(45),(56),
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[24567] = R(k=1)(1),(3) = R
(k=2)
(45),(67),
[23467] = R(k=1)(1),(5) = R
(k=2)
(45),(12).
(5.2.20)
These conjugation relations can be seen from the Grassmannian. In complete gener-
ality, conjugation relates ordered minors in the Gr(k, n) Grassmannian to those of
the conjugate Grassmannian Gr(n−k−4, n) as follows8
(a, a+1, . . . , a+k−1) conjugation−−−−−−→ (a+k+2, a+k+3, . . . , a+n−3). (5.2.21)
In the current context, conjugation takes the k = 1 poles (a) to the k = 2 poles
(a+3, a+4). This then implies the corresponding relations between Yangian invari-
ants (5.2.20).
With these conjugation relations, we can immediately obtain the N2MHV identities
which now follow directly from (5.2.4). Just like the NMHV R invariants, there are
therefore 6 independent identities leaving 15 independent N2MHV invariants.
As well as the Yangian invariants themselves, we also need an understanding on
how to take products of NMHV and N2MHV Yangians. Again, this is essentially
determined by considering the conformal weights, similarly to (5.1.8), namely if a
six- and five-bracket have five points in common, this gives a vanishing result. The
only other possibility at seven points is that they have four points in common in
which case we get
〈abcdef〉4〈abcdg〉4 = 〈abcdef g〉4〈abcd〉4. (5.2.22)
8There are two equivalent Grassmannian formulae for NkMHV amplitudes, the Gr(k, n) one we
use here which manifests dual-conformal symmetry, and the Gr(k + 2, n) one which manifests the
original conformal symmetry. Conjugation is more transparent in the Gr(k+2, n) case where it takes
C → C⊥ ∈ Gr(n−k−2, n) where the minors are related via (a, b, . . . , c) = a,b,..,c,d,e,..,f (d, e, .., f)⊥.
The relation between ordered minors in Gr(k, n) and those in Gr(k + 2, n) is simply Gr(k, n) 3
(a a+1, . . . , a+k−1) = (a−1, a, . . . , a+k) ∈ Gr(k + 2, n) [85]. From here we see the conjugation
relation (5.2.21) for minors in the Gr(k, n) formalism we are considering.
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5.2.2 Tree Level
We now proceed similarly to six points: we first write down an ansatz for the
seven-point NMHV (N2MHV) amplitudes as an arbitrary linear combination of the
independent k = 1 (k = 2) Yangian invariants (15 each)
A(0)7;1 =
15∑
i=1
aiR
(k=1)
i , A(0)7;2 =
15∑
i=1
biR
(k=2)
i , (5.2.23)
where we list an arbitrary set of independent super-invariants (defined in the previous
subsection) by R(k)i .
We then plug these ansa¨tze into the duality formula (5.2.1) which at tree level
becomes
lim
7-gon
light-like
ξ(7)F (3) = 1 + A
(0)
7;1A(0)7;2
A(0)7;3
. (5.2.24)
Using the formula for taking products (5.2.22) as well as the known N3MHV tree-level
amplitude (5.2.2) yields an algebraic equation in the 30 unknowns. For convenience,
we provide explicit expressions for all the products of Yangian invariants in an
attached Mathematica notebook in the submission of [80].
Again proceeding numerically, evaluating all twistor brackets at random rational
points many times, one obtains a 1-parameter solution—so far without imposing
parity or cyclicity. This free parameter is an overall scaling of the NMHV amplitude
with the inverse scaling of the N2MHV sector, which the light-like correlator will not
detect
A7;NMHV×A7;N2MHV = αA7;NMHV×
1
α
A7;N2MHV. (5.2.25)
However, imposing parity invariance clearly fixes α = 1/α, so that α = ±1. We can
therefore fix the tree-level amplitude up to a sign from the correlator; the result can
be written (with the correct choice of sign):
Atree7;NMHV = R(k=1)(5),(6) +R(k=1)(6),(1) +R(k=1)(1),(2) +R(k=1)(1),(4) +R(k=1)(3),(6) +R(k=1)(3),(4),
Atree7;N2MHV = R(k=2)(12),(23) +R(k=2)(23),(45) +R(k=2)(45),(56) +R(k=2)(45),(71) +R(k=2)(67),(23) +R(k=2)(67),(71).
Note that cyclicity was not input—the result is of course cyclically invariant although
one has to use the identities to see this.
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5.2.3 One Loop
We now wish to extract all seven-point one-loop amplitudes from the correlator.
A complete basis of dual-conformal one-loop integrands is given by the following
parity-even integrands together with their 7 cyclic versions each
I(1)1 =
x213x
2
24
x21`x
2
2`x
2
3`x
2
4`
one mass
I(1)8 =
x213x
2
25
x21`x
2
2`x
2
3`x
2
5`
two-mass hard
I(1)15 =
x213x
2
26
x21`x
2
2`x
2
3`x
2
6`
two-mass hard
I(1)22 =
x214x
2
25
x21`x
2
2`x
2
4`x
2
5`
two-mass easy
I(1)29 =
x215x
2
24
x21`x
2
2`x
2
4`x
2
5`
two-mass easy
I(1)36 =
x214x
2
26
x21`x
2
2`x
2
4`x
2
6`
three mass
I(1)43 =
x216x
2
24
x21`x
2
2`x
2
4`x
2
6`
three mass (5.2.26)
giving 49 independent parity-even integrands in total. There are also 21 parity-odd
pentagons
I(1)abcde =
iabcde`
x2a`x
2
b`x
2
c`x
2
d`x
2
e`
. (5.2.27)
These parity-odd pentagons satisfy identities which follow directly from (5.1.16).
Amusingly, these are exactly the same six-term identity that the NMHV R invari-
ants [abcde] satisfy, thus there are 15 independent parity-odd integrands (the same
number as independent R invariants). In total, there are 49+15 = 64 independent
one-loop integrands at seven points.
So the ansa¨tze for the one-loop amplitudes at seven points are
A(1)7;0 =
64∑
j=1
ajI(1)j , A(1)7;1 =
15∑
i=1
64∑
j=1
bijR
(k=1)
i I(1)j ,
A(1)7;2 =
15∑
i=1
64∑
j=1
cijR
(k=2)
i I(1)j , A(1)7;3 = A(0)7;3
64∑
j=1
djI(1)j , (5.2.28)
with 64×(1+15+15+1) = 2048 coefficients.
The correlator/amplitude duality at this order gives
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lim
7-gon
light-like
ξ(7)F (4) = A(1)7;0 +
A(1)7;3
A(0)7;3
+
A(1)7;1A(0)7;2
A(0)7;3
+
A(1)7;2A(0)7;1
A(0)7;3
. (5.2.29)
Plugging in the above ansa¨tze and using the product rule between k=1 and k=2
invariants (5.2.22) gives a set of equations for the coefficients in terms of twistor
brackets.
Solving the resulting equation (numerically using random rationals for the twistors),
we obtain a solution with 128 free coefficients. This is precisely as expected from
the general discussion of (5.0.3); there is an ambiguity of both the MHV and NMHV
amplitude in the form of the tree-level amplitude times any combination of the 64
one-loop integrands. The N2MHV and N3MHV amplitudes are then fixed in terms
of these.
Parity reduces the solution down to 15+15=30 coefficients—the ambiguity projects
to only parity-odd integrands. Applying cyclicity in addition reduces this down to
3+3=6 free coefficients, corresponding to the 3 cyclic classes of parity-odd integrands
for both MHV and NMHV sectors.
5.2.4 Two Loops
Finally, we proceed to two loops expecting to fix the remaining one-loop coefficients
as well as determining the parity-even part of the two-loop answer.
As for six points, the two-loop basis consists of all dual-conformal double boxes,
pentaboxes and pentapentagons, built either from x2ab only (parity-even) or in addi-
tion, a single six-dimensional -tensor. Just like six points, we again find it convenient
to use the smaller prescriptive basis of [79] and the accompanying package. These
were all originally given in terms of twistor brackets, but can all be converted to an
x-space representation where they are all linear combinations of this dual-conformal
x-basis. We provide the result of this translation explicitly in a file attached to
the arXiv submission [80]. There are 378 integrands in the two-loop seven-point
prescriptive basis which we label here as I(2)i . So we have the following ansa¨tze for
the two-loop amplitudes
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A(2)7;0 =
378∑
j=1
ajI(2)j , A(2)7;1 =
15∑
i=1
378∑
j=1
bijR
(k=1)
i I(2)j ,
A(2)7;2 =
15∑
i=1
378∑
j=1
cijR
(k=2)
i I(2)j , A(2)7;3 = A(0)7;3
378∑
j=1
djI(2)j , (5.2.30)
with (1 + 15 + 15 + 1)× 378 = 12, 096 free coefficients, together with the one-loop
result (with its 6 free coefficients) into the duality equation, which at this loop-order
reads:
lim
7-gon
light-like
ξ(7)F (5) = A(2)7;0+
A(2)7;3
A(0)7;3
+
A(1)7;0A(1)7;3
A(0)7;3
+
A(2)7;1A(0)7;2
A(0)7;3
+
A(2)7;2A(0)7;1
A(0)7;3
+
A(1)7;1A(1)7;2
A(0)7;3
. (5.2.31)
The solution has 378+378 = 756 free coefficients, 378 parameters for NMHV/N2MHV
and 378 for MHV/N3MHV consistent with the ambiguity (5.0.3). Imposing parity
invariance reduces this to 168+168 = 336 free coefficients, with 168 = 7×24 being
the number of independent parity-odd integrands in the prescriptive basis. Finally,
imposing cyclic invariance in addition yields a final solution with 24 + 24 = 48
parameters at two loops, with 24 understood as the number of cyclic families of parity-
odd integrands. In the process of doing so, the remaining one-loop sector is obtained
(up to a sign ambiguity of the parity-odd integrands of the (anti-)MHV amplitudes
as seen at six points (5.1.21).) We expect these 48 remaining coefficients to be fixed
by going one loop higher. We reiterate that at this order, the correlator/amplitude
duality (5.2.31) solves the seven-point parity-even part of the amplitude up to two
loops.
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5.3 Conclusions
One consequence of the correlator/amplitude duality is that the simplest (four-point)
correlator contains a certain combination of all n-point super-amplitudes for any n.
In this chapter, we provide evidence for the conjecture that this combination contains
all the information from the individual amplitudes—the four-point correlator contains
all information about every amplitude integrand. We show this by extracting the
individual amplitudes from the null correlator. From the correlator to four loops
we extract the six particle tree-level, one-loop and parity-even part of the two-loop
amplitude. From the correlator up to five loops we extract the six and seven particle
tree-level, one-loop and parity-even part of the two-loop amplitude. An obvious
future direction is to test this at higher loops/points.
To perform the extraction of individual amplitudes at six and seven points, we
compared to an ansatz for the amplitudes and resorted to numerical evaluation of
the rational integrands and solved the resulting equations. Moreover, at six points,
the even one-loop amplitude was algebraically extractable from the duality using
the Gram determinant. The first method is in stark contrast to the extraction of
four [3] and five [10] point amplitudes from the correlator, where the duality is seen
algebraically (rather than just numerically), and in the four-point and five-point
parity-odd case, even graphically. In these cases there are simple graphical rules for
determining all amplitude integrand graphs from the correlator f graphs without
ever needing to introduce an ansatz. Consistency of these graphical amplitude
extraction rules with the hidden symmetry inherent in the f -graph structure led to
the discovery of graphical rules which gave the higher-loop correlator in terms of
the lower-loop one [61]. The (vastly efficient) graphical nature of these procedures
allows for the determination of the four-point correlator to ten loops as explored in
chapter 4.
The next step left for future work is to attempt to understand the higher-point
duality discussed here from a more algebraic (without the Gram determinant) or
even graphical perspective. The main complication is the presence of spurious poles
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in the basis of Yangian invariants that appear from NMHV and onwards. These must
cancel in the sum, but this is difficult to see algebraically and requires non-trivial
algebraic identities, thus spoiling a transparent approach. Nevertheless, it may still
be possible to read off graphically, directly from the correlator, certain integrands
(with their coefficients) which appear in the amplitudes.
Another complication that appears from six points is that it is no longer automatically
clear from the topology of a graph whether it contributes to a particular loop
amplitude or to the product of lower-loop amplitudes.
Figure 5.1: Disc planar contributions of highlighted-box integrands
to four, five, six and seven (light-like) cycles.
For example, in Figure 5.1, the third graph in the figure could arise from a one-loop
times one-loop product, or be a two-loop graph contribution. At four and five points,
planarity ruled out such ambiguities.
With or without such a graphical approach however, this four-point correlator ap-
proach to obtaining amplitudes provides a highly efficient method for obtaining
amplitudes directly as local integrands at any number of points as well as informing
us something highly non-trivial about their structure. Note that the four-point
correlator can be obtained directly from the four-point amplitude, and so one can
phrase this as a method for obtaining all amplitudes from the four-point amplitude!
Finally, it is extremely encouraging that empirically, the six- and seven-point `-loop
amplitudes are always determined by exactly one extra order of perturbation in the
correlator—in a similar manner to that of five points. We expect this to remain true
for higher points at any loop-order.
Chapter 6
Conclusions
Let us briefly provide a review for the contents of each chapter, and make some
remarks for directions of future research.
In this thesis, we have explored various methods for obtaining perturbative integrands
of a special four-point correlator and various amplitudes in four-dimensional planar
supersymmetric Yang-Mills.
This began with a purely analytical technique called the soft-collinear bootstrap,
which constrained coefficients of a DCI integrand basis, by enforcing a reduced
O(1/τ)-divergence [23]. In combination with the correlator/amplitude duality, the
coefficients of the four-point amplitude and correlator were fixed up to eight loops.
This led to the discovery of two novel features seen at eight (to ten) loops. Namely,
the existence of finite integrals, alongside pseudoconformal integrals, where the latter
are dual conformal, but diverge as integrals.
The duality projects correlator f graphs onto many classes of four-point amplitudes,
and amplitudes that arise from the same f graph exhibit equal coefficients. This
connects the coefficients of soft-collinear-contributing graphs to the coefficients of
finite graphs, crucially important for the eight-loop result.
Modern techniques have been used to evaluate off-shell correlator integrals up to
three loops [11], and partially at four loops [11,86]. While the eight-loop task seems
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far off, there are speculative remarks to be made regarding the finite contributions
to the four-point amplitude. Consider the first graph in (3.0.1)—which is contained
as a subgraph within an elliptic (massive) ten-point amplitude [79]. This leads to an
interesting thought process on how such terms can possibly co-exist in the so-called
“ADBK/BDS ansatz” [18,19]. The ansatz states that the logarithm of the integrated
planar n-point amplitude (divided by the tree-level amplitude), denotedMn, splits
into a divergent piece, and a finite piece [18,19,32]:
log(Mn) = Dn(p1, . . . , pn, a, ε) + Fn(p1, . . . , pn, a) +O(ε). (6.0.1)
In this construction, the first term contains all leading O(1/ε2)-divergences under di-
mensional regularisation, D= 4−2ε as well as coupling-dependence, while the latter
contains finite constant terms with coupling-dependence. The O(1/ε2)-divergences
ultimately arise from the observation that the integrated n-point amplitude is essen-
tially an exponentiation of the integrated one-loop n-point amplitude which exhibits
O(1/ε2)-divergences. More precisely, this observation is exact for n = 4, 5 due to an
anomalous dual conformal Ward identity, but alters the finite piece for n ≥ 6 by a
“remainder” function of 3(n−5) dual-conformal cross ratios. It is further conjectured
that the integrated amplitude obeys the so-called “maximal transcendentality prin-
ciple”, which states that the integrated `-loop amplitude is comprised of logarithms,
generalised polylogarithms (defined below), (multiple) zeta-valued functions, etc. all
of transcendental weight 2`
Lis+1(z) ≡
∫ z
0
Lis(t)
t
dt, Li0(z) ≡ z1− z . (6.0.2)
To be clear, the exponent of the logarithm, the subscript index of Li and the ar-
gument/subscript of the (multiple) zeta function, etc. defines the transcendental
weight. For example, {log4(x),Li4(x), ζ4, ζ2,2, pi4} all display transcendental weight 4.
It was later conjectured that MHV and NMHV amplitudes in N = 4 SYM are purely
polylogarithmic [48]. It would be interesting to clarify whether the (conjectured)
elliptic contributions break the (conjectured) purely-polylogarithmic nature of the
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finite piece, or whether a cancellation occurs in all finite terms, to preserve maximal
transcendentality.
Another point of interest is the potential graphical reformulation of the soft-collinear
bootstrap method. We have already witnessed the power of graphical rules in
chapter 4, where the four-point correlator and amplitude were determined to ten
loops. In this reach, sums over permutations were ignored courtesy of a powerful hid-
den symmetry on the correlator side. This made the ten-loop computation tractable
compared to its algebraic counterpart first used in [3]. Despite this advantage, the
soft-collinear bootstrap is arguably more powerful than the Euclidean limit in their
respective algebraic forms. Thus a graphical version of the soft-collinear bootstrap
method could prove fruitful, and if such a reformulation exists, how far can one go?
Of course, the three rules described in chapter 4 are extendible to higher loops, and
it would be worth pushing these tools to at least eleven loops.
This thesis has studied integrands of scattering amplitudes and the four-point cor-
relator with N = 4 supersymmetry; one natural alteration would be to consider
the consequences of reducing this supersymmetry N < 4. Are the soft-collinear and
graphical bootstraps still applicable in such cases? It was mentioned in [9] that
the hidden symmetry breaks down for generic N = 2 conformal theories, stating
that the symmetry is special to N = 4. This would immediately prevent any enu-
meration of analogous f graphs with N = 2 supersymmetry, and therefore forfeit
the computational advantage that graphical methods hold over algebraic ones. Fur-
thermore, the lack of (dual) conformal symmetry and no known triality between
amplitudes, correlators and Wilson loops would prohibit relations that rely on the
duality between amplitudes and correlators. Perhaps it would be worth investigating
the collinear bootstrap (by itself) or the algebraic (and not graphical) counterpart of
the Euclidean limit (also by itself) in N < 4 theories, without any notion of (dual)
conformal symmetry.
Chapter 5 explored the intriguing property that the four-point correlation func-
tion encapsulates data regarding all n-particle amplitudes. We were able to combine
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various rational functions with covariant Yangian invariants (by exploiting the Grass-
mannian integral associated to the tree-level super-amplitude for seven particles),
into an amplitude ansatz to predict coefficients using f graphs of sufficiently high
loop-order. By doing this, we were able to derive both the six- and seven-particle
integrands to two loops (up to free coefficients which were understood as cancelling
parity-odd terms). This was numerically implemented using a conformal basis at
one loop and a conformal prescriptive basis at two loops. Moreover, for six particles
at one loop, this was also algebraically implemented at the cost of introducing a
Gram determinant. A deeper understanding of the different potential bases involved
could provide insight into how extractions can be understood graphically. It seems
plausible that the existence of consistent graphical rules would drastically simplify
computation—making higher-point amplitude extractions to higher-orders of per-
turbation a feasible task. This could potentially provide intuition into which basis
is “most canonical” when studying the scattering amplitude/correlator duality.
The all-loop integrand recursion relations in planar N = 4 SYM [57] are known to
generalise the BCFW integral recursion relations [58, 59] which glue together three-
particle tree-level amplitudes to form higher-particle amplitudes. The integrand
recursion relations connects various amplitudes. In particular, higher-loop, lower-
point amplitudes are known to encode lower-loop, higher-point amplitudes, and vice-
versa. This appears reminiscent of the property that Grassmann degree and loops
are interchangeable within the super-correlator which contains certain combinations
of super-amplitudes with various numbers of legs, loops and MHV-degree. It would
be intriguing to investigate whether the recursion relations can be lifted to the
super-correlator.
Appendix A
The Operator Product Expansion
(OPE), Grassmann and Harmonic
Variables
A.1 Grassmann and Harmonic Variables
This part of the appendix will review the Grassmann and harmonic variables needed
for representing the planar four-point correlator in N = 4 SYM using the following
references [9, 87, 88].
To define the variables, one must break the SU(4) R-symmetry index I = 1, 2, 3, 4
into SU(2) × SU(2)′ × U(1). In particular, the Grassmann-odd chiral co-ordinate,
θIα, along with its anti-chiral counterpart, θ
α˙
I are decomposed as follows [9]:1
θIα → (ρmα , θm
′
α ), θ
α˙
I → (ρα˙m′ , θα˙m), (A.1.1)
with m,m′ = 1, 2, so that ρmα ≡ θmα + θm′α ymm′ and ρα˙m′ ≡ θα˙m′ + θα˙mymm′ . In fact, the
super-correlator in the super-amplitude/super-correlator duality, (2.3.1) involves the
chiral correlator, independent of anti-chiral variables so that ρα˙m′ → 0.
1This corresponds to a reparametrisation of the stress-tensor supermultiplet T (x, θ, θ) →
T (x, ρ, ρ, y), to so-called "analytic superspace" [9, 27]. The half-BPS shortening means that the
supermultiplet is independent of θm′α and θ
α˙
m. This becomes chiral by further restricting ρα˙m′ → 0.
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The product of ρ in all indices leads to the definition
(ρ)4 ≡ ∏
α,m
ρmα . (A.1.2)
The splitting of SU(4) defines the bosonic “harmonic” variables, ymm′ which carry
SU(2)× SU(2)′ weights. If we further define the 2×4 matrix, gbI ≡ (δnm, ynm′), we can
relate to the SO(6) “harmonic” variables, R = 1, . . . , 6 via [9]
YR ≡ 1√2(ΣR)
IJmng
m
I g
n
J , (A.1.3)
for 12 = 12 = 1.
We define (ΣR)IJ , (ΣR)IJ to be the anti-symmetric 4×4 matrices that are building
blocks for the six-dimensional gamma matrices, γ̂R [87]:
γ̂R =
 04×4 (ΣR)IJ
(ΣR)IJ 04×4
 . (A.1.4)
To be overly explicit, we provide a representation for these building blocks, as found
in [87] (they are in fact all proportional to the ’t Hooft symbols [88]):
Σ1 ≡

0 0 0 i
0 0 i 0
0 −i 0 0
−i 0 0 0
 , Σ2 ≡

0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0
 , Σ3 ≡

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 ,
Σ4 ≡

0 0 0 −i
0 0 i 0
0 −i 0 0
i 0 0 0
 , Σ5 ≡

0 0 −i 0
0 0 0 −i
i 0 0 0
0 i 0 0
 , Σ6 ≡

0 i 0 0
−i 0 0 0
0 0 0 −i
0 0 i 0
 .
The gamma matrices obey the Clifford algebra: {γ̂R, γ̂S} = 2ηRS, where ηRS =
diag(+,+,−,−,−,−). It is straightforward to show that the matrices, (ΣR)IJ
satisfy the following relation2
6∑
R=1
(ΣR)IJ(ΣR)KL =
1
2
IJKL. (A.1.5)
2In fact, we must Wick rotate: Σ1 → −iΣ1,Σ2 → −iΣ2 so that ηRS → −δRS , where δRS =
diag(+,+,+,+,+,+) to show (A.1.5).
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We can lower indices using IJKL (1234 = 1234 = 1), which defines
(ΣR)IJ ≡ 12IJKL(ΣR)
KL. (A.1.6)
These matrices in fact satisfy the Clifford algebra (as a direct consequence of the γ̂R
Clifford algebra, {γ̂R, γ̂S} = 2ηRS):
{(ΣR)IJ , (ΣS)JK} ≡ (ΣR)IJ(ΣS)JK + (ΣS)KJ(ΣR)JI
= (ΣR)IJ(ΣS)JK + (ΣS)IJ(ΣR)JK = 2ηRSδIK ,
(A.1.7)
with ηRS = diag(+,+,−,−,−,−) and δIJ = diag(+,+,+,+).
We note that the indices R, S = 1, 2, . . . , 6 can be shifted to match the indices
M,N = −1, 0, . . . , 4 of the Klein quadric co-ordinates in equation (2.4.36) and
everything remains true.
The Σ matrices are crucial for converting from SO(6) indices to SU(4)×SU(4) indices
via
XR → XIJ ≡ (ΣR)IJXR, XR → XIJ ≡ (ΣR)IJXR. (A.1.8)
Indeed, they relate the six real scalars, ΦR to their pseudo-real counterparts
ΦIJ ≡ 1√
2
(ΣR)IJΦR, ΦIJ ≡ 12IJKLΦ
IJ , (A.1.9)
obeying anti-symmetric relations, ΦIJ = −ΦJI .
Note that we can use (2.4.40), (A.1.6), (A.1.7) and (A.1.8) to show
{(Xa)IJ , (Xb)JI} = IJKLXIJa XKLb = −8(Xa)R(Xb)R ≡ −8Xa ·Xb = 4x2ab
=⇒ x2ab =
1
4IJKLX
IJ
a X
KL
b ≡
1
2(Xa)KL(Xb)
KL,
(A.1.10)
which is consistent with equation (2.4.34). Finally, the “dot” product of harmonic
variables can be defined using (A.1.3) and (A.1.5) [9]
Ya ·Yb ≡
∑
R
(Ya)R(Yb)R =
1
2mn
m′n′(yab)mm′(yab)nn′ ≡ y2ab, (A.1.11)
where (yab)mm′ = (ya − yb)mm′ which is used in equation (2.1.16).
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A.2 OPE of Protected Operators
We provide a short explanation for the origin of equation (2.1.27), which can be seen
in ref. [9]. Generically, the OPE of two protected half-BPS operator O = Tr(Φ2) is:
O(x1)O(x2) =
∑
∆,s
cO1O2O∆
1
(x212)2−
1
2 (∆−s)
(x12)µ1 . . . (x12)µs [Oµ1...µs∆ (x2) + . . .].
(A.2.1)
The sum runs over conformal primaries O∆ of na¨ıve scaling dimension, ∆ and spin,
s, where the dots denote descendents (which are generically derivatives of primaries).
The spectrum {∆, s} is often referred to as the “CFT data”. The coefficients,
cO1O2O∆ are chosen to consistently match the three-point correlation function of two
half-BPS operators and the specified conformal primary. In principle, correlation
functions can be reduced to infinite sums of lower-point correlators using (A.2.1)
repeatedly—this is however, in practice a difficult task.
Clearly, leading contributions arise from terms of minimal twist, κ ≡ ∆ − s. The
leading singular term comes from the identity operator, I with ∆I = sI = 0. The
next-to-leading terms arise from spinless (s = 0) operators with scaling dimension,
∆ = 2.3 Since each Φ scales with dimension ∆ = 1, operators constructed from its
square are the natural candidates. The two operators of subleading contribution are
the half-BPS and Konishi operators
O(x, y) = YRYS Tr(ΦRΦS),
K(x) = Tr(ΦRΦR).
(A.2.2)
Clearly, the Konishi operator forms the symmetric part of the unprojected protected
operator ORS found in equation (2.1.1). These results are combined to obtain the
OPE of two half-BPS operators, using equation (A.2.1), where the coefficients are
chosen such that their respective correlators are correctly matched [9]:
O(x1, y1)O(x2, y2) = cI y
4
12
x412
I + cK(a) y
4
12
(x212)1−γK/2
K(x2) + cO y
2
12
x212
Y1RY2SORS(x2) + . . .
3We do not include operators such as Tr(Φ) since the scalars transform in the SU(N) adjoint
representation and the Lie algebra generators are traceless Hermitian, so that Tr(Φ) = 0.
Appendix B
Seven-Point Covariantisation
We use the following co-ordinates for Ẑ (using GL(6) invariance) throughout this
appendix
ẐAa =

1 0 0 0 0 0 A
0 1 0 0 0 0 B
0 0 1 0 0 0 C
0 0 0 1 0 0 D
0 0 0 0 1 0 E
0 0 0 0 0 1 F

, (B.0.1)
so that
A = −〈234567〉, B = 〈134567〉, C = −〈124567〉,
D = 〈123567〉, E = −〈123467〉, F = 〈123457〉, 1 = 〈123456〉.
(B.0.2)
B.1 (12) = (34) = 0 Residue
Canonical positive co-ordinates on the Grassmannian are [48]
Cαa =
1 α8 α2 +α4 +α6 (α2 +α4 +α6)α7 (α2 +α4)α5 α2α3 0
0 0 1 α7 α5 α3 α1

⇒ Y Aα =
 1 α8 α2 +α4 +α6 (α2 +α4 +α6)α7 (α2 +α4)α5 α2α3
Aα1 Bα1 1+Cα1 Dα1 +α7 Eα1 +α5 Fα1 +α3
 .
(B.1.1)
The Y -weighted differential form is found to be
〈Y d4Y1〉〈Y d4Y2〉 = α1α3α5(D−Cα7)(B−Aα8)dα1 . . . dα8. (B.1.2)
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The differential form is normalised to be Y -weightless
〈Y d4Y1〉〈Y d4Y2〉
〈Y 2567〉〈Y 3456〉〈Y 3457〉〈Y 3467〉〈Y 3567〉〈Y 4567〉 = −
dα1 . . . dα8
α7(B − Aα8)4 . (B.1.3)
Therefore, the (12) = (34) = 0 residue is given as
Ω(12),(34) = − (B − Aα8)
4〈Y d4Y1〉〈Y d4Y2〉
α1α2α3α4α5α6α8 〈Y 2567〉〈Y 3456〉〈Y 3457〉〈Y 3467〉〈Y 3567〉〈Y 4567〉 .
(B.1.4)
The Y -weightless cross ratios for the positive co-ordinates are:
α1 =
〈Y 3456〉
〈Y 4567〉 , α2 =
〈Y 4567〉 (〈Y 1257〉〈Y 3456〉−〈Y 1256〉〈Y 3457〉)
〈Y 2567〉〈Y 3456〉〈Y 3457〉 ,
α3 =
〈Y 3475〉
〈Y 4567〉 , α4 =
〈Y 4567〉 (〈Y 1267〉〈Y 3457〉−〈Y 1257〉〈Y 3467〉)
〈Y 2567〉〈Y 3457〉〈Y 3467〉 ,
α5 =
〈Y 3467〉
〈Y 4567〉 , α6 = −
〈Y 1267〉〈Y 4567〉
〈Y 2567〉〈Y 3467〉 , α7 = −
〈Y 3567〉
〈Y 4567〉 , α8 = −
〈Y 1567〉
〈Y 2567〉 .
(B.1.5)
Substituting these into (B.1.4) yields a covariant expression for the residue
〈Y d4Y1〉〈Y d4Y2〉(〈Y [1|567〉〈|2]34567〉)4
〈Y 1267〉〈Y 1567〉〈Y 2567〉〈Y 3456〉〈Y 3567〉〈Y 4567〉〈Y 125[7|〉〈Y 345|6]〉〈Y 12[6|7〉〈Y 34|5]7〉 .
B.2 (12) = (45) = 0 Residue
Canonical positive co-ordinates on the Grassmannian are [48]
Cαa =
1 α8 α2 +α4 +α7 (α2 +α4)α6 (α2 +α4)α5 α2α3 0
0 0 1 α6 α5 α3 α1

⇒ Y Aα =
 1 α8 α2 +α4 +α7 (α2 +α4)α6 (α2 +α4)α5 α2α3
Aα1 Bα1 1+Cα1 Dα1 +α6 Eα1 +α5 Fα1 +α3
 .
(B.2.1)
The Y -weighted differential form is found to be
〈Y d4Y1〉〈Y d4Y2〉 = α1α3(Dα5−Eα6)(B−Aα8)dα1 . . . dα8. (B.2.2)
The differential form is normalised to be Y -weightless
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〈Y d4Y1〉〈Y d4Y2〉
〈Y 1267〉〈Y 3456〉〈Y 3457〉〈Y 3467〉〈Y 3567〉〈Y 4567〉 =
dα1 . . . dα8
α5α6α7(B − Aα8)4 .
(B.2.3)
Therefore, the (12) = (45) = 0 residue is given as
Ω(12),(45) =
(B − Aα8)4〈Y d4Y1〉〈Y d4Y2〉
α1α2α3α4α8 〈Y 1267〉〈Y 3456〉〈Y 3457〉〈Y 3467〉〈Y 3567〉〈Y 4567〉 .
(B.2.4)
The cross ratios for the positive co-ordinates are:
α1 =
〈Y 3456〉
〈Y 4567〉 , α2 =
〈Y 4567〉 (〈Y 1237〉〈Y 3456〉−〈Y 1236〉〈Y 3457〉)
〈Y 2367〉〈Y 3456〉〈Y 3457〉 ,
α3 =
〈Y 3475〉
〈Y 4567〉 , α4 = −
〈Y 1237〉〈Y 4567〉
〈Y 2367〉〈Y 3457〉 , α5 =
〈Y 3467〉
〈Y 4567〉 , α6 = −
〈Y 3567〉
〈Y 4567〉 ,
α7 =
〈Y 1267〉〈Y 4567〉
〈123567〉〈Y 3467〉 − 〈123467〉〈Y 3567〉 , α8 = −
〈Y 1367〉
〈Y 2367〉 .
(B.2.5)
We note that α7 is not weightless in Y but (B.2.4) is independent of α7. Substituting
these into (B.2.4) yields the following
〈Y d4Y1〉〈Y d4Y2〉(〈Y [2|367〉〈|1]34567〉)4
〈Y 1237〉〈Y 1267〉〈Y 1367〉〈Y 2367〉〈Y 3456〉〈Y 3467〉〈Y 3567〉〈Y 4567〉〈Y 123[7|〉〈Y 345|6]〉 .
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