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TOPOLOGICAL CONJUGACY FOR UNIMODAL
NONAUTONOMOUS DISCRETE DYNAMICAL SYSTEMS
ERMERSON ARAUJO
Abstract. The goal of this article is to study how combinatorial equivalence
implies topological conjugacy. For that, we introduce the concept of kneading
sequences for nonautonomous discrete dynamical systems and show that these
sequences are a complete invariant for topological conjugacy classes.
1. Introduction
A nonautonomous discrete dynamical system (short NDS) is a pair (X,F), where
X is a metric space and F = (fn)n≥1 is a sequence of continuous maps fn : X → X.
The orbits of the system are described by the maps f `n : X → X, defined by
f `n(x) := (fn+`−1 ◦ · · · ◦ fn)(x) for each n, ` ∈ N and x ∈ X,
f0n := idX for each n ∈ N.
The classical autonomous setting is obtained by letting fn = f , for every n ≥ 1.
Furthemore, we define f−`n := (f `n)−1, which is only applied to sets. (We do not
assume that the maps fn are invertible.)
Nonautonomous discrete dynamical systems were introduced by S. Kolyada and
L. Snoha [KS96] motivated by the desire to understand better the topological en-
tropy of skew products. In recent years, a large number of papers have been
devoted to dynamical properties in nonautonomous discrete systems. Huang et
al [HWZ08] introduced and studied topological pressure for nonautonomous dis-
crete dynamical systems. Metric entropy of NDS has been studied in [Kaw14] and
[KL16]. The notion of chaos was extended to NDS setting by many authors (e.g.
[TC06,Shi12,WZ13,ZSS16]). So, although recognizably distinct from classical au-
tonomous dynamical systems, the theory of the nonautonomuos discrete dynamical
systems has developed into a highly active field of research. In this way, it is natural
to search for ways to classify the NDS in classes with similar dynamical behavior.
The easiest way to see when two NDS have the same dynamical behavior is
when there exists a topological conjugacy between them. For example, topological
entropy for NDS is invariant by topological conjugacy [KS96, Sec. 5]. Let (X,F) =
(X, (fn)n≥1) and (Y,G) = (Y, (gn)n≥1) be two nonautonomous discrete dynamical
systems. We say that (X,F) and (Y,G) are topologically conjugate if there exists
a sequence (hn)n≥1 of homeomorphisms from X into Y such that both families
(hn)n≥1 and (h−1n )n≥1 are equicontinuous and hn+1 ◦ fn = gn ◦ hn for every n ≥ 1.
If hn is a continuous surjective map for all n ≥ 1, then we say that (X,F) and
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(Y,G) are topologically semi-conjugate. When X,Y are intervals we also require
that all homeomorphisms hn are order preserving.
We can not remove the equicontinuity condition of the family (hn)n≥1 as this
would imply that all NDS (fn)n≥1, with fn homeomorphism for each n ≥ 1, are
topologically conjugate to a trivial NDS, see [AF05, Prop. 2.1].
Thus, inspired by this we ask the following.
Problem 1: Let (X,F) and (Y,G) be two nonautonomous discrete dynamical sys-
tems. Under which conditions (X,F) and (Y,G) are topologically (semi-)conjugate?
In this short work, we introduce the notion of combinatorial equivalence for NDS
on the particular case where X is an interval and fn is a unimodal map for every
n ≥ 1. We can give the following answer to Problem 1.
Theorem 1.1. Let (JF ,F) and (JG ,G) be two unimodal nonautonomous discrete
dynamical systems and assume that both satisfy the limit property. Then (JF ,F)
and (JG ,G) are topologically conjugate if and only if they have the same kneading
sequence.
To prove this theorem, we will construct kneading sequences in a similar way as
Milnor and Thurston made in their famous paper [MT88].
2. Kneading sequences for UNDS
Let (JF ,F) be the NDS defined as follows: let JF = [aF , bF ] be an interval,
and fn : JF → JF be a continuous map satisfying fn(aF ) = fn(bF ) = aF for
each n ≥ 1. Besides that, there is cFn ∈ (aF , bF ) such that fn [aF ,cFn ] is strictly
increasing and fn [cFn ,bF ] is strictly decreasing. The points {cFn : n ≥ 1} are called
turning points of the NDS. We call the NDS defined above unimodal nonautonomous
discrete dynamical system (short UNDS)
Let’s proceed by constructing the symbolic space for UNDS. Consider the alpha-
bet AF = {L, cFn , R : n ≥ 1}.
Address of a point: Let n ≥ 1. The address of a point x ∈ JF on the level n is
the letter iF,n(x) ∈ AF defined by
iF,n(x) =
 L , if x ∈ [a
F , cFn )
cFn , if x = cFn
R , if x ∈ (cFn , bF ].
Itinerary of a point: Let n ≥ 1. The itinerary of a point x ∈ JF on the level
n is the sequence IF,n(x) ∈ A{0,1,2,...}F defined by
IF,n(x) = (iF,n(x), iF,n+1(f1n(x)), . . . , iF,n+`(f
`
n(x)), . . .).
Kneading Sequence: The kneading sequence of (JF ,F) is the sequence V(F) =
{VFn }n≥1, where VFn := IF,n(cFn ).
The proposition below ensures that the kneading sequences are preserved by
topological conjugacy.
Proposition 2.1. Let (JF ,F) and (JG ,G) be two UNDS. If (JF ,F) and (JG ,G)
are topologically conjugate then V(F) = V(G).
Before going to the proof, we observe that V(F) = V(G) means that we are
identifying AF with AG .
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Proof. We have shown that IF,n(cFn ) = IG,n(cGn) for all n ≥ 1. Let (hn)n≥1 be
a conjugacy between (JF ,F) and (JG ,G). Since hn : JF → JG is an order pre-
serving homeomorphism, hn sends the increasing (decreasing) interval of fn to the
increasing (decreasing) interval of gn. Thus, for all n ≥ 1 we have hn(cFn ) = cGn and
(hn+` ◦ f `n)(cFn ) = (g`n ◦ hn)(cFn ) = g`n(cGn), ∀` ≥ 1.
Once hn+` is ordering preserving on JF for all ` ≥ 1,
iF,n+`(f `n(c
F
n )) = iG,n+`(g
`
n(c
G
n)).
Therefore IF,n(cFn ) = IG,n(cGn). 
3. Combinatorial equivalence for UNDS
The purpose of this section is to introduce the concept of combinatorial equiva-
lence between two UNDS. We will prove that equality between kneading sequences
is sufficient to ensure combinatorial equivalence.
For each n ≥ 1 set
Cn(F) =
{
x ∈ JF ; ∃ ` ≥ 0 such that f `n(x) = cFn+`
}
.
Definition 3.1. We say that two UNDS (JF ,F) and (JG ,G) with turning points
{cFn ; n ≥ 1} respectively {cGn; n ≥ 1} are combinatorially equivalent if there exists
a family of order preserving bijections hn : Cn(F)→ Cn(G) such that hn+1 ◦ fn =
gn ◦ hn on Cn(F)\{cFn } for all n ≥ 1.
In the next section we prove that, with the right hypotheses (limit property), the
equality between kneading sequences implies topological conjugacy. The following
theorem is fundamental for that.
Theorem 3.2. Let (JF ,F) and (JG ,G) be two UNDS with kneading sequences
V(F) and V(G). If V(F) = V(G), then (JF ,F) and (JG ,G) are combinatorially
equivalent.
The proof of Theorem 3.2 is inspired by [Ran78, Thm. 1]. Before proving the
theorem, let us introduce some notations.
Given an interval J , let ∂J denote its boundary. For each k, ` ≥ 1, the functions
fk and f `k will be denoted by f(k) and f(k, `) respectively. In the same way we
denote gk and g`k by g(k) and g(k, `) respectively.
Fix n ≥ 1. For each k ≥ 1 let C kn (F) = {x ∈ JF : f(n, `)(x) = cFn+` for some 0 ≤
` ≤ k − 1}. Note that Cn(F) =
⋃
k≥1 C
k
n (F). Since C k+1n (F) = C kn (F) ∪
f(n, k)−1(cFn+k), we have that C
k
n (F) ⊂ C k+1n (F). Let Pkn(F) = {JFn (`) ⊂ JF :
∂JFn (`) ⊂ C kn (F) ∪ {aF , bF} and 1 ≤ ` ≤ θkn(F)}, where the increasing order
of the index of JFn (`) is the same order as the intervals are placed in JF and
θkn(F) := #Pkn(F). By definition, JFn (`) is a maximal monotonicity closed interval
of f(n, k) for all 1 ≤ ` ≤ θkn(F)}.
We denote f(k) [aF ,cFk ] and f(k) [cFk ,bF ] by f−(k) and f+(k) respectively. Fur-
thermore, given a sequence j = j1j2 . . . jk ∈ {−,+}k put
fj(n, k) := fjk(n+ k − 1) ◦ · · · ◦ fj2(n+ 1) ◦ fj1(n).
Given x ∈ C kn (F)\{cFn } we consider j = j1j2 . . . j` ∈ {−,+}`, with 1 ≤ ` ≤ k−1, the
minimal sequence such that fj(n, `)(x) = cFn+`. We denote x by x
F
j (n). Consider
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the set
A kn (F) :=
{
j = j1 . . . j` ∈ {−,+}` : ∃x ∈ C
k
n (F) such that
x = xFj (n) for some 0 ≤ ` ≤ k − 1
}
,
where cFn = xFj (n) when j = ∅ (` = 0). Thus
C kn (F) =
{
xFj (n) : j ∈ {−,+}` with 0 ≤ ` ≤ k − 1
}
.
Finally, note that for each JFn (`) ∈ Pkn(F) there is a unique sequence j =
j1 . . . jk ∈ {−,+}k such that fj(n, k) is strictly monotone on JFn (`). So
∂JFn (`) ∈
{
aF , bF , cFn , x
F
j1...jm(n)
}
,
for 1 ≤ m ≤ k − 1.
In the same way we can define C kn (G), Pkn(G) and A kn (G).
So the main idea in the proof is to show that for each k ≥ 1 there exists a strictly
increasing bijection map hkn : C kn (F)→ C kn (G) (see Figure 1) such that:
◦ hkn+1 ◦ f(n) = g(n) ◦ hkn on C kn (F)\{cFn },
◦ hkn Ck−1n (F)= hk−1n .
h2n
cFn+1
cFnx
F
−(n) x
F
+(n)
fn
cGn+1
cGnx
G
−(n) x
G
+(n)
gn
Figure 1. Construction of h2n.
We proceed by induction on k.
Proof of Theorem 3.2. Fix n ≥ 1. It is clear that we can define h1n : C 1n (F) →
C 1n (G) as h1n(cFn ) := cGn. Suppose by induction that there exists hkn : C kn (F) →
C kn (G) strictly increasing bijection such that hkn+1◦f(n) = g(n)◦hkn on C kn (F)\{cFn }
and hkn Ck−1n (F)= h
k−1
n . This implies that #Pkn(F) = #Pkn(G) and A kn (F) =
A kn (G).
Let JFn (i) ∈Pkn(F) and j = j1 . . . jk ∈ {−,+}k such that
JFn (i) =
[
xFj1...jm(n), x
F
j1...j`
(n)
]
,
with 1 ≤ m 6= ` ≤ k− 1. By the manner that we order the intervals onPkn(F) and
Pkn(G) we have
hkn(x
F
j1...jm(n)) = x
G
j1...jm
(n) and hkn(x
F
j1...j`
(n)) = xGj1...j`(n),
where
JGn (i) =
[
xGj1...jm(n), x
G
j1...j`
(n)
]
.
TOPOLOGICAL CONJUGACY 5
Furthermore,
fj(n, k)(J
F
n (i)) = [fjk(n+ k − 1) ◦ · · · ◦ fjm+1(n+m)(cFn+m),
fjk(n+ k − 1) ◦ · · · ◦ fj`+1(n+ `)(cFn+`)]
and
gj(n, k)(J
G
n (i)) = [gjk(n+ k − 1) ◦ · · · ◦ gjm+1(n+m)(cGn+m),
gjk(n+ k − 1) ◦ · · · ◦ gj`+1(n+ `)(cGn+`)].
Since V(F) = V(G),
fj(n, k)(J
F
n (i)) ∩ {cFn+k} 6= ∅
if, and only if
gj(n, k)(J
G
n (i)) ∩ {cGn+k} 6= ∅.
If fj(n, k)(JFn (i)) ∩ {cFn+k} = ∅, then JFn (i) ∈ Pk+1n (F). On the other hand, if
∂
(
fj(n, k)(J
F
n (i))
) ∩ {cFn+k} 6= ∅ we get JFn (i) ∈ Pk+1n (F). In any case, we also
have Jkn(G) ∈ Pk+1n (G). Thus, xFj1...jm(n) and xFj1...j`(n) are the only points of
C k+1n (F) on JFn (i). The same thing holds on JGn (i).
Now, if int
(
fj(n, k)(J
F
n (i))
) ∩ {cFn+k} 6= ∅, then there exists a unique
xFj (n) := fj(n, k)
−1(cFn+k) ∈ int(JFn (i)).
Hence, there also exists a unique
xGj (n) := gj(n, k)
−1(cGn+k) ∈ int(JGn (i)).
We define
hk+1n (x
F
j (n)) := x
G
j (n),
where xFj (n) ∈ C k+1n (F)\C kn (F) and xGj (n) ∈ C k+1n (G)\C kn (G). Moreover, if x ∈
C kn (F), then we put hk+1n (x) = hkn(x).
The cases where JFn (i) = [aF , xFj1...j`(n)], J
F
n (i) = [x
F
j1...j`
(n), bF ], or JFn (i) =
[xFj1...j`(n), c
F
n ], with 1 ≤ ` ≤ k − 1, are similar. Thus we have that hk+1n :
C k+1n (F)→ C k+1n (G) is a strictly increasing bijection such that:
◦ hk+1n+1 ◦ f(n) = g(n) ◦ hk+1n on C k+1n (F)\{cFn }, and
◦ hk+1n Ckn (F)= hkn.
Therefore, for all n ≥ 1 we can define
hn : Cn(F) −→ Cn(G)
w 7−→ hn(w) = hkn(w),
where k is such that w ∈ C kn (F). Note that hn+1◦f(n) = g(n)◦hn on Cn(F)\{cFn }.
This concludes the proof that (JF ,F) is combinatorially equivalent to (JG ,G). 
4. Topological conjugacy for UNDS
Once that combinatorial equivalence has been established by the equivalence
between kneading sequences, our goal now is to extend each bijection hn to the
entire interval JF to get a topological conjugacy.
As a consequence of Theorem 3.2, we have the following
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Proposition 4.1. Let (JF ,F) and (JG ,G) be two UNDS with kneading sequences
V(F) and V(G). Assume that Cn(G) is dense in JG for all n ≥ 1. If V(F) = V(G),
then (JF ,F) and (JG ,G) are combinatorially equivalent and hn : Cn(F) → Cn(G)
can be extended continuously to JF as an order preserving continuous surjective
map such that hn+1 ◦ fn = gn ◦ hn for each n ≥ 1.
Proof. We only need to prove that each hn can be extended to JF . Fix n ≥ 1 and
let hn : Cn(F)→ Cn(G). We claim that we can extend continuously hn to Cn(F).
In fact, take w ∈ Cn(F)\Cn(F). Suppose that there exist wjk ∈ Cn(F), j = 1, 2,
such that w1k ↑ w and w2k ↓ w. The cases where we have only wk ↑ w or wk ↓ w,
with wk ∈ Cn(F), are similar. Since hn is strictly increasing there are unique
h1n(w) := lim
k
hn(w
1
k) and h
2
n(w) := lim
k
hn(w
2
k).
Note that hjn(w) does not depend on the sequence w
j
k converging to w, and h
1
n(w) ≤
h2n(w). Since Cn(G) is dense in JG and hn is a strictly monotone map we get
h1n(w) = h
2
n(w). Therefore, for w ∈ Cn(F)\Cn(F) we can define
hn(w) := lim
k
hn(wk),
where wk ∈ Cn(F) is some (any) sequence such that wk → w. Whence hn :
Cn(F)→ JG is a strictly increasing continuous surjective map.
Now, let J = (α, β) be a connected component of JF\Cn(F). Once hn(α) =
hn(β), we can extend hn to J as hn(w) := hn(α) for all w ∈ J . Observe that
hn(a
F ) = aF and hn(bF ) = bF .
Claim: hn+1 ◦ fn = gn ◦ hn on JF for all n ≥ 1.
Proof of the claim. From Theorem 3.2, we have hn+1◦fn = gn◦hn on Cn(F)\{cFn }.
Take w ∈ JF\Cn(F) so that there is a sequence (wk)k≥1 ∈ Cn(F)\{cFn } satisfying
lim
k
wk = w. Thus,
(hn+1 ◦ fn)(w) = lim
k
(hn+1 ◦ fn)(wk) = lim
k
(gn ◦ hn)(wk) = (gn ◦ hn)(w).
Let J = (α, β) be a connected component of JF\Cn(F). Observe that fn(J) also is
a connected component of JF\Cn+1(F). Without loss of generality we may assume
that α ∈ Cn(F)\{cFn } or α ∈ {aF , bF}, and so hn+1(fn(α)) = gn(hn(α)). Thus
hn+1(fn(w)) = hn+1(fn(α)) = gn(hn(α)) = gn(hn(w)),
for all w ∈ J . It remains to prove that (hn+1 ◦ fn)(cFn ) = (gn ◦ hn)(cFn ). If
cFn ∈ Cn(F)\{cFn }, then equality follows from the first part. Otherwise, there exists
α ∈ JF so that (α, cFn ) ⊂ JF\Cn(F) and α ∈ Cn(F)\{cFn } or α ∈ {aF , bF}, then
equality follows from the second one. This proves the claim.
The proof of the proposition is finished. 
Notice that if we also assume that Cn(F) is dense in JF for all n ≥ 1 on the
proposition above, then hn : JF → JG is a homeomorphism for all n ≥ 1.
Limit Property: Let (JF ,F) be a UNDS. We say that (JF ,F) satisfies the limit
property if there is a unimodal map f : JF → JF so that the turning point cf of f
is not periodic, and such that:
◦ fn converges uniformly to f ;
◦ Cn(F) is dense in JF , ∀n ≥ 1;
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◦ C (f) is dense in JF .
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Because of Proposition 2.1 we only need to prove the re-
verse implication. From Proposition 4.1, it remains to prove that the families (hn)
and (h−1n ) are equicontinuous. By symmetry, it is enough to prove that (hn) is
equicontinuous. We will use the same notation to the one used in the proof of
Theorem 3.2. Let ε > 0. Since (JG ,G) has the limit property, there exist a uni-
modal map g : JG → JG and k ≥ 1 so that C k(g) is ε8–dense in JG . Since cg is
not periodic, for each m = 1, . . . , k − 1 we have that if xα(g) and xβ(g) are two
consecutive elements of Cm(g) on JG , then either cg /∈ [gm(xα(g)), gm(xβ(g))] or
cg ∈ (gm(xα(g)), gm(xβ(g))). Therefore, using that g(n +m − 1) ◦ · · · ◦ g(n) con-
verges uniformly to gm for each m ≥ 1, and proceeding as [Ara19, Lemma 3.1],
there is N1 ≥ 1 (see Figure 2) such that A kn (G) = A k(g) and
d(xj(g), x
G
j (n)) <
ε
8 for each j ∈ A k(g) and n ≥ N1.
This implies that C kn (G) is ε4–dense in JG for all n ≥ N1.
ab cdef
cg
cGn+m
a = xα(g)
b = xGα(n)
c = xβ(g)
d = xGβ (n)
e = xj(g)
f = xGj (n)
d(e, f) < ε8
gm, 1 ≤ m ≤ k − 1
g(n,m), n ≥ N1
Figure 2. Case cg ∈ (gm(xα(g)), gm(xβ(g))). In the other case,
xj(g) and xGj (n) do not exist.
Claim 1: For any n ≥ N1, let xGj (n) and xG` (n) be two consecutive elements of
C kn (G) on JG . Then d(xGj (n), xG` (n)) < ε2 .
Proof of the claim. Suppose by contradiction this claim is false. Let x be the
midpoint of the interval [xGj (n), x
G
` (n)]. Hence d(x, x
G
j (n)) ≥ ε4 and d(x, xG` (n)) ≥ ε4 .
This contradicts the ε4–density of C
k
n (G) and finishes the proof of the claim.
By the limit property of (JF ,F) and V(F) = V(G), there exists N2 ≥ 1 such
that A kn (F) = A k(f) = A k(g) and
d(xj(f), x
F
j (n)) <
M
4 for each j ∈ A k(f) and n ≥ N2,
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where
M = min
j,`∈A k(f)
j 6=`
{
d(xj(f), x`(f)), d(xj(f), a
F ), d(xj(f), bF )
}
.
Claim 2: For any n ≥ N2, let xFj (n) and xF` (n) be two consecutive elements of
C kn (F) on JF . Then d(xFj (n), xF` (n)) ≥ M2 .
Proof of the claim. Suppose that α, β ∈ A k(f) are such that xα(f) and xβ(f) are
consecutive on JF and d(xα(f), xβ(f)) =M . The other possibilities d(xα(f), aF ) =
M , and d(xα(f), bF ) =M , are treated similarly. For any two consecutive elements
xFj (n) and xF` (n) of C
k
n (F) we have that d(xFj (n), xF` (n)) ≥ d(xj(f), x`(f))− 2M4 .
Hence d(xFj (n), xF` (n)) ≥ d(xα(f), xβ(f))− 2M4 = M2 and the proof of the claim is
finished.
Take 0 < δ1 < M2 and N = max{N1, N2}. Let x, y ∈ JF such that d(x, y) < δ1
and n ≥ N . Without loss of generality, we may assume that x ≤ y. We have two
cases to consider:
◦ There are xFα (n) and xFβ (n) two consecutive elements of C kn (F) so that x, y ∈
[xFα (n), x
F
β (n)]. By construction of hn, x
G
α(n) and x
G
β (n) are two consecutive
elements of C kn (G) and hn(x), hn(y) ∈ [xGα(n), xGβ (n)]. Claim 1 implies that
d(hn(x), hn(y)) <
ε
2 .
◦ There are xFα (n), xFβ (n) and xFγ (n) three consecutive elements of C kn (F) so that
x ∈ [xFα (n), xFβ (n)] and y ∈ [xFβ (n), xFγ (n)] (Claim 2). Again by construction of
hn, xGα(n), x
G
β (n) and x
G
γ (n) are three consecutive elements of C kn (G) and hn(x) ∈
[xGα(n), x
G
β (n)] and hn(y) ∈ [xGβ (n), xGγ (n)]. Consequently d(hn(x), hn(y)) < ε.
Now, by continuity there exists δ2 > 0 such that x, y ∈ JF with d(x, y) <
δ2 implies d(hn(x), hn(y)) < ε for each n = 1, 2, . . . , N − 1. Hence taking δ =
min{δ1, δ2} the theorem follows. 
Notice that the same proof above can be used to prove a variant of Theorem
1.1: Let (JF ,F) and (JG ,G) be two unimodal nonautonomous discrete dynamical
systems, and assume that (JG ,G) satisfies the limit property. If (JF ,F) and (JG ,G)
have the same kneading sequences and there exists a unimodal map f : JF → JF
such that the turning point of f is not periodic, C (f) = JF and fn → f , then they
are topologically semi-conjugate.
Example 1. For each n ≥ 1, let fn, gn, qn : [0, 1]→ [0, 1] be three unimodal maps
defined by
fn(x) =
{
( 2n+44+n )x , if x ∈ [0, 4+n2n+4 ]
( 2n+4n )(1− x) , if x ∈ [ 4+n2n+4 , 1]
,
gn(x) =
{
( 4n+43n−1 )x , if x ∈ [0, 3n−14n+4 ]
( 4n+4n+5 )(1− x) , if x ∈ [ 3n−14n+4 , 1]
,
qn(x) =
{
2(n+4n+5 )x , if x ∈ [0, 12 ]
2(n+4n+5 )(1− x) , if x ∈ [ 12 , 1].
Observe that fn, qn converges uniformly to f and gn converges uniformly to g,
where
f(x) =
{
2x , if x ∈ [0, 12 ]
2(1− x) , if x ∈ [ 12 , 1]
, g(x) =
{
4
3x , if x ∈ [0, 34 ]
4(1− x) , if x ∈ [ 34 , 1].
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It is easy to see that ([0, 1], (fn)), ([0, 1], (gn)), and ([0, 1], (qn)) satisfy the limit
property. From Theorem 1.1, it follows that ([0, 1], (fn)) is topologically conju-
gate to ([0, 1], (gn)). On the other hand, ([0, 1], (fn)) is not topologically conju-
gate to ([0, 1], (qn)), since qn is not surjective for any n ≥ 1. More generally,
we can construct a family M of UNDS satisfying the limit property containing
conjugated and non-conjugated UNDS. For that, let U be the set of unimodal
maps f : [0, 1] → [0, 1] so that |f ′| ≥ θ(f) > 1. Let M := {([0, 1],F) : fn →
f with f, fn ∈ U and f has no periodic turning point}. Observe that the three
UNDS constructed above belong to M .
We finish this section remarking that many concepts used in classical dynam-
ics such as periodicity, recurrence and wandering domains have generalizations for
nonautonomous systems even though none work easily, while other concepts such
as entropy can be generalized. As the notion of attracting periodic points and wan-
dering intervals are the main obstructions to the density of critical set (preimages
of turning points) on the autonomous setting, it is natural we ask:
Problem 2: Let (JF ,F) be a unimodal nonautonomous discrete dynamical sys-
tems. Under which conditions we have that Cn(F) is dense in JF for all n ≥ 1?
Appendix A. The multimodal case
In this appendix, we work with NDS where each map fn : JF → JF is a
multimodal map. Let (JF ,F) be the NDS defined as follows: let JF = [aF , bF ]
be an interval, and fn : JF → JF be a piecewise monotone continuous map such
that either fn(aF ) = aF for each n ≥ 1 or fn(aF ) = bF for each n ≥ 1 and either
fn(b
F ) = aF for each n ≥ 1 or fn(bF ) = bF for each n ≥ 1. Furthermore, there
exists ` ≥ 1 so that for each n ≥ 1 there are aF < cFn (1) < · · · < cFn (`) < bF such
that the intervals IFn (1) =
[
aF , cFn (1)
)
, IFn (2) =
(
cFn (1), c
F
n (2)
)
, . . . , IFn (` + 1) =(
cFn (`), b
F] are the largest intervals in which fn is strictly monotone. The points
{cFn (1), . . . , cFn (`) : n ≥ 1} are the turning points of the NDS. We call the NDS
defined above `-modal nonautonomous discrete dynamical system (short `-MNDS)
Consider the alphabet AF = {IFn (1), cFn (1), IFn (2), . . . , cFn (`), IFn (`+1) : n ≥ 1}.
Address of a point: Let n ≥ 1. The address of a point x ∈ JF on the level n is
the letter iF,n(x) ∈ AF defined by
iF,n(x) =
{
IFn (j) , if x ∈ IFn (j)
cFn (j) , if x = cFn (j).
Itinerary of a point: Let n ≥ 1. The itinerary of a point x ∈ JF on the level
n is the sequence IF,n(x) ∈ A{0,1,2,...}F defined by
IF,n(x) = (iF,n(x), iF,n+1(f1n(x)), . . . , iF,n+`(f
`
n(x)), . . .).
Kneading Sequences: The kneading sequences of (JF ,F) are the sequences
VF (j) = {VFn (j)}n≥1, where VFn (j) := IF,n(cFn (j)) and j = 1, . . . , `.
Definition A.1. Let (JF ,F) and (JG ,G) be two `-MNDS. We say that
(1) (JF ,F) and (JG ,G) have the same kneading sequences if
VF (j) = VG(j), for each j = 1, . . . , `.
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(2) (JF ,F) is monotonically equivalent to (JG ,G) if for all n ≥ 1 and each j =
1, . . . , `+ 1:
◦ either fn IFn (j) and gn IGn (j) are strictly increasing;◦ or fn IFn (j) and gn IGn (j) are strictly decreasing.
The limit property for `-MNDS has a little change: if f is the `-modal map
such that fn converges uniformly to f , then cf (i) is not periodic and cf (i) /∈
{f−m(cf (j)) : m ≥ 1} for all i, j = 1, . . . , `. The other items remain the same.
With these more general definitions, we have the following.
Theorem A.2. Let (JF ,F) and (JG ,G) be two monotonically equivalent `-modal
nonautonomous discrete dynamical systems, and assume that both satisfy the limit
property. Then (JF ,F) and (JG ,G) are topologically conjugate if and only if they
have the same kneading sequences.
The proof of Theorem A.2 follows exactly the same ideas and arguments as in
the proof of Theorem 1.1, and we leave it to the reader.
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