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Effect of bias in a reaction diffusion system in two dimensions
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1Department of Physics, University of Calcutta, 92 Acharya Prafulla Chandra Road, Kolkata 700009, India.
We consider a single species reaction diffusion system on a two dimensional lattice where the
particles A are biased to move towards their nearest neighbours and annihilate as they meet. Al-
lowing the bias to take both negative and positive values parametrically, any nonzero bias is seen to
drastically affect the behaviour of the system compared to the unbiased (simple diffusive) case. For
positive bias, a finite number of dimers, which are isolated pairs of particles occurring as nearest
neighbours, exist while for negative bias, a finite density of particles survives. Both the quantities
vanish in a power law manner close to the diffusive limit with different exponents. The appearance
of dimers is exclusively due to the parallel updating scheme used in the simulation. The results
indicate the presence of a continuous phase transition at the diffusive point. In addition, a disconti-
nuity is observed at the fully positive bias limit. The persistence behaviour is also analysed for the
system.
I. INTRODUCTION
Non-equilibrium systems of diffusing particles, which
undergo reactions such as pairwise annihilation, have re-
ceived a lot of attention in recent times [1]. The parti-
cles may represent molecules, biological entities, or even
abstract quantities like opinions in societies or market
commodities. Such systems are also widely used to de-
scribe the pattern-formation phenomena in a variety of
biological, chemical and physical systems. In a lattice
representation of the simple single species problem, the
lattice sites are occupied by a particle at time t = 0 with
a certain probability. At each time step, the particles are
allowed to move to a nearest neighbor site.
In the pure diffusive case, no preferred direction for the
jump is assigned. The reaction takes place only when a
certain number k of the particles: kA → lA with l < k.
The moves may take place using either parallel or asyn-
chronous dynamics. In the parallel dynamics scheme, the
positions of all the particles are updated simultaneously
while for the asynchronous dynamics, the positions of the
particles are updated randomly one at a time. With asyn-
chronous dynamics, annihilating unbiased diffusive par-
ticles with k = 2 and l = 0 mimic the dynamics of voter
models and the zero temperature Glauber-Ising model
in one dimension while coalescing random particles map
onto the voter model in all dimensions. Such systems
have been studied in one dimension [1–12] as well as in
higher dimensions [12–20].
The steady state of the process is rather simple. The
number of particles left in the system at steady state
will depend on the dynamics. In asynchronous dynamics,
k = 2 always while l can be 1 or zero. With l = 0, i.e.,
A + A → ∅, the number of particles in the steady state
will be zero or one for initial states having even or odd
number of particles respectively. For parallel dynamics,
k may be greater than 2. With l = 0, the steady state
number of particles is zero, one or two [21] and it does
not depend on the initial state.
The point of interest in all these analyses is how the
system approaches the steady state. In particular, one
intends to know how the number of particles decays with
time.
Another quantity of interest in this context is the per-
sistence probability P (t), which accounts for the survival
of a field up to time t. In many cases, persistence proba-
bility decays as a power law, P (t) ∼ t−θ, with the persis-
tence exponent θ unrelated to other static and dynamic
exponents [22]. For the random walk problem or reac-
tion diffusion systems, P (t) is defined as the probability
that a site in the lattice remains unvisited till time t and
is essentially related to first passage processes. For the
two dimensional unbiased annihilating reaction diffusion
system with asynchronous dynamics, θ = 1/2, obtained
using field theoretical renormalisation group method [18].
To the best of our knowledge θ for the purely diffusive
case has been obtained only for asynchronous dynamics.
Several systems with interacting entities (e.g., bacteria
and antibiotics, predators and preys, individuals in a so-
ciety etc.) can be studied using reaction diffusion models
with a bias. In the single species case, when the particles
obey A+A→ ∅, if a bias to move towards their nearest
neighbours is considered, the system has a direct map-
ping to a previously proposed model for opinion dynam-
ics [23–25]. One has to use asynchronous dynamics to
preserve the mapping. In this paper, we have considered
this single species problem in two dimensions. Although
the mapping to a corresponding spin/opinion model is no
longer obvious here, the model may be regarded as a min-
imal model for herding behaviour where particles tend
to form groups [26]. This is mimicked by the attractive
bias. On the other hand, the annihilation process may
represent the fact that the group ‘closes’ and becomes
dormant such that the particles forming the group are
no longer under consideration. The group size is just 2
for the asynchronous dynamics and can vary between 2
to 4 for parallel dynamics; the annihilation ensures that
any group of size greater than 1 is closed for both cases.
As already mentioned, often reaction diffusion can be
mapped to spin systems and an alternative way of in-
vestigating the spin systems is to study the correspond-
ing reaction diffusion model with asynchronous updat-
ing. However, there is no harm in considering the re-
2action diffusion system as an independent problem and
one can use, in principle, both asynchronous and parallel
dynamics [27]. In fact, it is of interest to study both the
nonequilibrium behaviour as well as the steady states for
different dynamical schemes as it has a potential applica-
tion in other phenomena e.g., in naturally or artificially
generated pattern formation. In the present paper, we
consider parallel dynamics in general.
To further generalise the problem, we also consider the
bias to be either positive or negative. We are primarily
interested in the time evolution of the density of parti-
cles ρ(t), the nature of the steady states and persistence
probability P (t). The persistence behaviour is expected
to be different from [18] as parallel dynamics is used. It
is of interest whether the persistence exponents for the
asynchronous and parallel dynamics are related in the
same way as was observed for the Ising Glauber model
[28, 29] and Potts model [30].
II. DYNAMICS AND SIMULATION METHODS
We consider two types of dynamical schemes in the
simulation. In the first case, the particles have a bias to
move towards their nearest neighbours with probability
ε and are diffusive otherwise (Case I). The unbiased case
for ε = 0 has been considered earlier [13–17, 19, 20]. In
order to realise the case that the particles strictly avoid
the nearest neighbour, one can introduce a second type
of dynamics (Case II). Here the bias to move towards
the nearest neighbour is ε′ and with probability (1− ε′),
they move to a direction away from the nearest neigh-
bour. One can establish a relation between ε and ε′ in
the following way: in Case I, the total probability of a
particle to move one step towards its nearest particle is
ε+ 1−ε
4
, which for Case II, is equal to ε′. Therefore,
ε+
1− ε
4
= ε′. (1)
Putting ε′ = 1/4 gives the diffusive (unbiased) limit in
Case II, which, according to Eq. (1) correctly corre-
sponds to the diffusive case ε = 0 for Case I. For the
extreme bias limits, ε = ε′ = 1, which is also obtained
from Eq. (1).
In the simulation, one has to be careful as there may
be more than one nearest particle. Also, in Case II, when
the move towards the nearest particle is not chosen, one
has to make sure that the actual move does not bring
it closer to the nearest particle. This can happen when
there are more than one particle which are at nearest
distance and/or non-unique moves that brings it closer
to the nearest particle. However, it may be expected that
at long times when the density of particles becomes small
due to annihilation, the nearest particle will be unique
and also the possibility of non-unique moves bringing the
particle closer to its nearest particle will become rare. As
for larger system sizes the dynamics continue for a long
time, it is expected that in the simulation, the above
equality will hold in the thermodynamic limit.
Case II in principle includes Case I and allows both
positive and negative bias as desired. However, Case I
being easier to handle computationally, we perform sim-
ulation for Case I for 0 ≤ ε ≤ 1 and for Case II, mainly
the region ε′ ≤ 0.25, which cannot be realised in Case I.
The results for 0 ≤ ε ≤ 1 and ε′ ≤ 0.25 will constitute
the entire regime of ε′, i.e., Case II.
The studies were performed on L × L square lattices
with L ≤ 256 for Case I and L ≤ 128 for Case II (un-
less otherwise specified). Periodic boundary condition is
used in the simulations. Initially the lattice is randomly
half-filled and the density of particles ρ(t) is scaled by
the initial occupation density such that ρ(0) = 1. In one
Monte Carlo Step (MCS) all the particles are allowed to
move simultaneously. The annihilation takes place after
the completion of one MCS. The simulations are per-
formed up to a maximum time of 107 so that a steady
state is obtained within the maximum number of itera-
tions (exceptional cases have been discussed in detail in
section IV). In the steady state the number of remaining
particles attain a constant value. During the time evolu-
tion, if the number of remaining particles becomes 0 or
1, the simulations are terminated.
III. RESULTS FOR CASE I
The case where the particles move towards their near-
est neighbours with probability ε and is diffusive other-
wise is discussed in this section. If two or more particles
are found on the same site after the completion of one
MCS, all of them are annihilated. The limit ε = 0 cor-
responding to the purely diffusive case was considered
earlier [13–15, 17, 19, 20] and the variation of ρ(t), the
particle density, was found from field-theoretic and nu-
merical methods to be
ρ(t) =
a+ b ln(t)
t
. (2)
In our simulation we recover the above variation with
with a = 0.6795 ± 0.0014 and b = 0.6453 ± 0.0002 for
L = 512, consistent with earlier estimates [31]. We have
also checked that the values of a and b for asynchronous
dynamics are considerably different from the ones ob-
tained for the parallel case, although the form remains
same.
Eq. (2) shows that one can approximately regard the
variation of ρ(t) as a power law decay. The dominating
term at large times being proportional to ln(t)/t, the ap-
proximate value of the exponent would be somewhat less
than 1. Fig. 1 shows that it is possible to collapse the
data for different system sizes with appreciable accuracy
using suitable scaling factors. Assuming that ρ(t) ap-
proximately decays as t−µ, the data collapse occurs with
the following scaling form:
ρ(t, L) = L−yf(t/Lz). (3)
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FIG. 1: Data collapses of ρ(t, L) for (a) ε = 0 and (b) ε = 1.
Insets show the unscaled data.
To regain the form ρ(t) ∼ t−µ for large L, the scaling
function f(x) must behave as x−µ such that
y = zµ. (4)
The best collapse was found with y = 2 and z = 2.25 for
ε = 0, giving µ ≈ 0.9 (Fig. 1(a)).
As ε is made non-zero, three different regions emerge
in the behavior of ρ(t). Initially there is a fast decay fol-
lowed by a slower decay and at later stages, a saturation
region appears (inset of Fig. 2). The intermediate region
of slower decay is prominently observed for 0 < ε < 1,
but vanishes at ε = 1 and 0. The form of ρ(t) for ε = 0
given by Eq. (2) is not seen to be followed for any nonzero
value of ε. Nevertheless, for ε = 1, an analysis similar
to that made for ε = 0 can be attempted to obtain an
effective exponent. We find a nice collapse for the data
for different system sizes using the values y = 1.45 and
z = 1.32 (Fig. 1(b)). Thus the effective decay exponent
µ for ρ(t) is ≈ 1.1 which is different from that of ε = 0.
In fact the initial faster decay region for all ε > 0 ap-
pears to have an approximate power law behavior with
the value of the exponent µ varying between 1.3 and 1.1
(shown in inset of Fig. 2). It is to be noted here that
for ε = 0 the estimate of z can be made more accurate
by using the exact variation of ρ(t) (see section IV), the
present estimate is only to make a fair comparison with
the ε = 1 case.
We next study ρsat, the saturation value of the density
of the particles as a function of ε. In section I it was
mentioned that one expects three possibilities: zero, only
one or two surviving particles at steady state even for the
unbiased case. This will make ρsat, the saturation value,
vanishingly small as the system size is increased. Indeed,
for ε < 1, ρsat is found to be ≪ 1, vanishing as 1/L
2.
However for ε = 1, ρsat is one order of magnitude higher
than those for ε < 1 (inset of Fig. 2). This indicates that
a much larger number of particles remain in the system
at the steady state for ε = 1. Indeed, the total number
of remaining particles ρsatL
2 shows an abrupt increase
at ε = 1 as shown in Fig. 2. In fact for ε = 1, ρsatL
2
increases with system size while for ε 6= 1, ρsatL2 is fairly
a constant.
At ε = 1, it can be easily understood that at long times
when few particles are left, as two particles always ap-
proach each other, a situation will emerge when they may
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FIG. 2: ρsatL
2 shown against ε. Inset shows the variation of
ρ(t) as a function of time t for a system size of 256× 256 for
several values of ε.
appear on neighbouring sites with no other neighboring
sites occupied. Fig. 3 shows the snapshots at different
times for different values of ε and at large times for ε = 1,
one notes that such pairs will survive indefinitely. This is
because the subsequent dynamics will simply be a swap-
ping of the positions of the two neighbouring particles.
These two particles form what we call a dimer. A dimer
is defined to be a pair of particles occupying neighbouring
sites and both the particles do not have any other neigh-
bour. As these particles will never get annihilated at
ε = 1, it is expected that there will be a larger number of
surviving particles. To probe this in more detail, we cal-
culate D(t), the density of dimers in the system for all ε
values. D(t) is the number of dimers divided by L2. The
data shown in Fig. 4 clearly show a larger value of D(t)
for ε = 1 in the steady state compared to other ε values
as expected. However, surprisingly, a non-zero saturation
value is found for other values of ε > 0 also. At ε = 0,
the value of D(t) at large times becomes negligibly small
(O(10−8)). This is expected as even though two particles
can remain in the steady state the probability of forming
dimers for ε = 0 is negligible, as the particles have equal
probability of moving to other neighboring sites.
Studying the saturation values of the actual number of
dimers, 〈D(t)〉L2 (〈...〉 indicates a thermal average in the
steady state) against ε (Fig. 5(a)), we note that it has a
nonzero finite value increasing with ε (independent of L
for ε < 1) and a jump at ε = 1 (increasing with L). Close
to ε = 0, L2〈D(t)〉 shows a power law behavior with ε in
the form ∼ εη with η = 1.67± 0.04 (Fig. 5(b)).
For nonzero ε therefore, the steady state can have sev-
eral possibilities: (i) zero, one, or two isolated particles
(ii) dimers (iii) coexistence of dimers and isolated par-
ticles. For ε = 1, the last case will not arise. Let us,
for the sake of argument, assume that it is possible to
have a state comprising of a dimer and an isolated par-
ticle. The dimer will remain static in its position, while
the isolated particle will travel to form a “trimer”, which
is unstable and will decay immediately into an isolated
particle. When Np(t), the number of particles present at
4t = 10
ε = 0.1
t = 102 t = 103
t = 10
ε = 0.5
t = 102 t = 103
t = 10
ε = 1
t = 102 t = 103
FIG. 3: Snapshots of a 40 × 40 system for ε = 0.1, 0.5 and
1 at t = 10, 102 and 103. Cases for ε = 0.5 and 1 shows the
formation of dimers. For ε = 1 the dimers are seen to persist.
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FIG. 4: Variation of D(t) as a function of time t for several ε
values for system size of 256× 256.
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FIG. 5: (a) Variation of 〈D(t)〉 in the steady state multiplied
by L2 with ε for several system sizes. (b) Power law behavior
of this quantity close to ε = 0.
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time t is even, the maximum number of dimers that can
be formed is Np(t)/2. We hence define,
dr(t) =
2D(t)L2
Np(t)
(5)
as the probability that a dimer is formed out of the re-
maining particles. We note that dr(t) → 1 in a finite
time for ε = 1. Therefore, if an even number of parti-
cles survive for ε = 1, all of them will form dimers. Of
course, states with either zero or a single surviving par-
ticle are also possible for ε = 1. These features have all
been checked in the simulation.
To get an idea which kind of steady states are more
prevalent, we calculate C1p, the fraction of cases for
which the system is left with a single particle. C1p is
found to be nearly 0.5 for all ε (inset of Fig. 6(a)). We
also calculate 〈C1d〉, the probability of getting at least
one dimer which turns out to be an increasing function
of ε, showing a jump at ε = 1 (Fig. 6(a)). Although the
probability is less than 0.5, still it is quite appreciable
(O(10−1)).
To calculate the persistent probability P (t), the ini-
tially occupied sites are regarded as unvisited. For ε = 0
the persistence probability P (t) was calculated for a max-
imum size L = 512 and it shows a power law decay:
P (t) ∼ t−θ with θ ≃ 1 (inset of Fig. 7). This value
of the persistence exponent obtained for parallel dynam-
ics, is also, therefore, approximately twice the value for
asynchronous dynamics, as was found in the one dimen-
sional spin models [29, 30]. Finite size scaling analysis
was performed using the scaling ansatz [32]
P (t, L)Lα = g(t/Lzp), (6)
and a data collapse was obtained with α = 2.15 and
zp = 2.27 such that θ = α/zp ≈ 0.95. The results are
shown in Fig. 7. As ε is increased, P (t) deviates from
the power law behavior and saturates to higher values.
Since annihilations are enhanced for nonzero ε, a higher
saturation value is obtained as ε is increased.
IV. RESULTS FOR CASE II
In the simulation for Case II dynamics, a particle is
allowed to move one step towards its nearest particle with
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FIG. 7: Data collapse of P (t) for ε = 0 using Eq. (6). Inset
shows the unscaled data.
probability ε′ and with probability 1−ε′ it goes to one of
the three remaining nearest neighboring positions. The
annihilations take place in the usual manner. The region
0.25 < ε′ ≤ 1 of Case II corresponds to 0 < ε ≤ 1 of Case
I, where the particles have the tendency to approach their
nearest particle on the lattice, i.e., the bias is positive.
We first check the validity of Eq. (1) using the Case
II dynamics; specifically it is verified where the diffusive
point lies. Here it should be mentioned that when the
particle does not choose to move to a site that brings
it closer to its nearest particle, it moves to one of the
remaining three neighbouring sites. This implies that
the fact that one of these movements may also take it
closer to its nearest particle is ignored. Hence one can
expect a validity of Eq. (1) only in the thermodynamic
limit, as argued in section II.
As the annihilations become less probable for nega-
tive bias, the system takes a very long time to attain
the steady state and in the simulations, for larger system
sizes, the system may not attain the steady state within
the maximum number of Monte Carlo steps. Neverthe-
less, some essential information could be extrapolated
from the results obtained in the nonequilibrium region.
At ε′ = 0, the particles are completely repulsive and
even at very long times, one may expect a nonzero den-
sity of particles for small ε′. At the diffusive limit on the
other hand, the number of remaining particles being ei-
ther zero, 1 or 2, ρ(t→∞)→ 0. It is also highly unlikely
that dimers will be formed with the negative bias and one
expects the number of configurations with dimers to be
equal to zero till the diffusive point. As in Case I, here
too we estimate C′1p and 〈C
′
1d〉, the probabilities of get-
ting a single surviving particle and at least one dimer
respectively. The results are shown in Fig. 6(b). 〈C′
1d〉
clearly shows an abrupt rise close to ε′ = 0.25 as the
system size increases, which supports the fact that the
diffusive point lies at ε′ = 0.25. C′
1p also shows an abrupt
rise, however, here the finite size effects are stronger and
the abrupt rise takes place at a value of ε′ which slowly
approaches 0.25. Hence the diffusive point, denoted by
εc
′ = 0.25 in the thermodynamic limit, depends on the
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FIG. 8: (a) Variation ρ(t) as a function of time t for L = 128
for several values of ε′. (b) Data collapse of ρ(t) for L = 128
for several values of ε′ using the scaling form Eq. (12).
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FIG. 9: Variation of ρ∞ as a function of εc
′ − ε′ for L = 128.
The data was fitted according to the function 0.124(εc
′−ε′)β ,
with β = 1.923 ± 0.05. Inset shows the fitting of a ρ(t) curve
for L = 128, ε′ = 0.2 according to the function ρ∞ + k1t
−λ,
with ρ∞ = 0.004 ± 10
−6, k1 = 0.0819 ± 10
−4 and λ = 0.34±
10−4.
system size. A detailed study of ρ(t) given in the follow-
ing indicates that the remaining fraction of particles at
very large times varies as (εc
′−ε′)β , where εc′ = 0.25 and
β ≈ 2. The sharp decrease of ρ for ε′ close to εc′ implies
there could be a finite number of configurations having
only one remaining particle even for ε′ < 0.25 and this
explains why C′
1p shows the abrupt increase at a lower
value of ε′ compared to 0.25, even for the maximum size
considered.
Next, we analyse the behaviour of ρ(t) in detail. For
the largest size simulated, L = 128, the data are shown
in Fig. 8(a) and fitted to the form
ρ(t) = ρ∞ + k1t
−λ (7)
(inset of Fig. 9). We find a good consistency in the
fittings for t > 104. It is found that
ρ∞ ∼ (εc
′ − ε′)β , (8)
with β = 1.92± 0.05 (Fig. 9), while λ increases with ε′,
since convergence is reached faster for larger value of ε′.
The above result is also consistent with a finite size
analysis when ρ(tmax) is studied for different values of
L and one can argue that β ≈ 2. Here, tmax is the
610-4
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FIG. 10: (a) Variation of ρ at tmax = 10
7 as a function of
ε′. ρ(tmax) reaches a plateau at εc
′(L). (b) Data collapse
of ρ(tmax) for several system sizes using the scaling relation
given by Eq. (9). The scaled form varies as (εc
′ − ε′)2 for
ε′ < εc
′ (shown by the solid line).
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maximum number of Monte Carlo steps up to which the
simulations were performed. The unscaled data is shown
in Fig. 10(a). We find the following scaling behaviour of
ρ(tmax):
ρ(tmax)L
s = f1
(
(εc
′ − ε′)Lα
′
)
, (9)
with s = 2 and α′ = 1 (Fig. 10(b)). The scaling function
behaves as
f1(x) =
{
const for ε′ > εc
′
x2 for ε′ < εc
′.
(10)
This implies that ρ(tmax) varies as L
−2 for ε′ > εc
′ and
as (εc
′ − ε′)2 for ε′ < εc′. The scaling variable being
(εc
′−ε′)L, we conjecture that there is a diverging length
scale L ∼ (εc′ − ε′)−1. In support of this, we study the
variation of the effective critical value εc
′(L), determined
by the value of ε′ at which ρ attains a constant value as
a function of ε′ (shown in Fig. 10(a)) for the system size
L. ε′c(L) is found to obey the familiar scaling form for a
continuous phase transition
ε′c(L) = ε
′
c −O(
1
L1/ν
), (11)
shown in Fig. 11(a). Here, ν = 1.13 ± 0.06, which is
close to 1, consistent with the finite size scaling analysis
of ρ(tmax, L). We conclude that ρ behaves like an order
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FIG. 12: (a) Variation of persistence probability P (t) as a
function of time t for a 128× 128 system for several values of
ε′. (b) Data collapse of P (t) using the scaling form given by
Eq. (14). The collapsed form shows a variation of the form
exp(−t/τ).
parameter that vanishes at the critical point ε′c with the
critical exponent values β ≈ 2 and ν ≈ 1.
The presence of a diverging time scale can also be de-
tected when we note that a data collapse for ρ(t) for
L = 128 is obtained in the following form
ρ(t)
(1 + log(t)
t
)
−1
= f2
(
ta1(εc
′ − ε′)
)
(12)
with a1 = 0.47± 0.04 (shown in Fig. 8(b)). This shows
that the diverging time scales as (εc
′−ε′)1/a1 . Hence, the
dynamic exponent is 1/a1 ≈ 2.1. Also, we have been able
to conduct a finite size scaling analysis of ρ(t) exactly at
criticality for different system sizes using the form
ρ(t)
(1 + log(t)
t
)
−1
= f3(t/L
z). (13)
Once again we find a good collapse with z ≈ 2.1. This
result is shown in Fig. 11(b). It is to be noted that in
Eqs. (12) and (13) we have used the exact form of ρ(t)
for L→∞.
Finally, the persistence probability P (t) is studied; for
small ε′ it shows a fast decay and goes to zero. Above
a certain value of ε′, P (t) saturates to a non-zero value.
From Fig. 12(a) we can see that P (t) changes in nature
at ε′ ≈ 0.25. This is consistent with the fact that in
the small ε′ region the particles have a tendency to move
away from its nearest walker, thereby reducing the prob-
ability of annihilation and allowing the particles to roam
around more. For ε′ > 0.25, the particles annihilate at a
faster rate, such that a large number of sites can remain
unvisited, as already discussed in section III.
For the system size L = 128, the data for P (t) are
collapsed according to the following form,
P (t) = t−0.99f ′
(
t0.48(εc
′ − ε′)
)
. (14)
This has been shown in Fig. 12(b). f ′ shows an expo-
nential decay for large values of the argument such that
for large t, P (t) varies as t−0.99 exp
(
t0.48(εc
′− ε′)
)
. This
form is consistent with the power law behaviour at the
critical point as obtained in the previous section.
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FIG. 13: Scaling collapse of the steady state values of sus-
ceptibility χ for several system sizes at the critical point
εc
′ = 0.25.
V. DISCUSSIONS AND CONCLUDING
REMARKS
In this paper we have studied the time evolution of a
single species reaction diffusion system where the parti-
cles perform nearest neighbour hops on a lattice with a
bias to move towards the nearest particle. The bias can
be made both positive and negative (Case II) parametri-
cally. The particles are annihilated if they are found on
the same site after the completion of one Monte Carlo
step. A diffusive motion occurs for individual particles
when the parameter ε′ = 0.25, above (below) this value,
the particles have attractive (repulsive) motion.
The dynamical evolution of the density of particles ρ(t)
is studied and as expected, for ε′ = 0.25, ρ(t) vanishes
in the thermodynamic limit as the number of surviving
particles can be zero, one or two. The region where ρ(t→
∞) remains finite is ε′ < ε′c = 0.25; the extrapolated data
for the maximum size simulated as well as a finite size
scaling analysis indicate ρ(t→∞) varies as (εc′ − ε′)2.
Although ρ(t) is still vanishingly small for ε′ > 0.25,
the decay of ρ(t) takes place in a manner distinctly dif-
ferent from that of ε′ = 0.25. Moreover, a discontinuity
occurs at ε′ = 1, the fully positively biased point where
the particles invariably move towards the nearest parti-
cles. On probing deeper, we find a dimerisation taking
place for any ε′ > 0.25, the number of dimers as well as
the probability shows a jump at ε′ = 1. The variation
of the number of dimers (although its density is vanish-
ingly small) shows a continuous increase from zero at the
diffusive point; 〈D(t)〉L2 ∝ (ε′ − 0.25)η, where η is very
close to 5/3.
The diffusive behaviour therefore occurs at a single
point of the parameter space. This is reminiscent of
the generalised voter model in two dimensions where the
voter model occurs at a single point of the two dimen-
sional parameter space [33]. The diffusive point separates
two regions marked by completely different features: to
its left one has a nonzero value of ρ(t → ∞) and to
the right, a nonzero number of dimers, both vanishing
in a power law manner with different exponents. The
persistence probability also shows different behaviour for
ε′ < 0.25 and ε′ > 0.25. For ε′ < 0.25, it goes to zero in
a stretched exponential manner while in the other region
it attains a nonzero value at large times for ε′ > 0.25.
Exactly at the diffusive point it shows a power law de-
cay.
We have concluded that a continuous phase transition
takes place at ε′ = 0.25. ρ(t → ∞) behaves as an or-
der parameter that vanishes continuously as (ε′c − ε
′)β .
The phase transition is similar to that studied recently
in [34]. The presence of a diverging length scale as well
as a diverging timescale have been detected as εc
′ → 0.25
with exponents ν ≈ 1 and z lying between 2.1 and 2.2,
obtained using several different finite size scaling analy-
ses.
One interesting point to be noted is that as ν ≈ 1, α,
the critical exponent for the specific heat must be zero
according to the scaling relation νd = 2 − α as d = 2.
In order to satisfy the scaling relation α + 2β + γ =2,
where γ is the critical exponent for susceptibility, γ has
to be negative. Indeed, we find that the steady state
value of the susceptibility defined as χ =
(
〈ρ2〉− 〈ρ〉2
)
L2
[20], varies as L−2 such that γ = −2ν ≈ 2 (shown in Fig.
13). The susceptibility not showing a divergence at the
critical point is a counter-intuitive result, however, such
a behaviour is not unprecedented and was also observed
for the dynamical models studied in [35, 36]. The anoma-
lous behaviour of the susceptibility could be due to the
fact that the system here involves long range interactions
which can affect the values of the exponents non-trivially.
In general, asynchronous and parallel dynamics are ex-
pected to affect the dynamics differently; however, at
least for the diffusive limit ε′ = 0.25, the form of ρ(t)
is identical for both types of dynamics. Interestingly, the
persistence exponent for the parallel dynamics is found
to be twice of that for the asynchronous, a result similar
to the case for one dimensional spin models but by no
means obvious. The formation of the dimer patterns is
an artifact of the parallel updating scheme.
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