Problem 2.3 Asymptotic properties of score function and observed information
Page 2060, L12. In the proof of Lemma 6, (7.9) defined a new iterated functions system, therefore Corollary 1 can not be used directly. The same situation happens for Theorems 5 and 7. The rigorous proofs of these results will be given in a separate paper.
Let X = {X n , n ≥ 0} be a Markov chain on a general state space X , with transition probability kernel P θ (x, ·) = P θ {X 1 ∈ ·|X 0 = x} and stationary probability π(·) := π θ (·), where θ ∈ Θ ⊆ R q denotes the unknown parameter. Let ξ 1:n be the observation such that the distribution of ξ n depends on X n and ξ n−1 , independent to others. Denote L(θ; ξ 1:n ) as the full likelihood of ξ 1:n , and ℓ(θ) = log L(θ; ξ 1:n ) as the log likelihood. Fuh (2006) has shown that ℓ(θ) can be written as an additive functional of a Markovian iterated random function system (MIRFS). In the following, we will show that the derivatives of ℓ(θ) can also be written as an additive functional of a MIRFS.
To start with, let
be defined in (5.6) of Fuh (2006) . Then, as in Fuh (2006), (5.7), we have
Hence, ℓ(θ) is an additive functional of ((X n , ξ n ), M n ). Fuh (2006) shows that {((X n , ξ n ), M n ), n ≥ 0} forms an ergodic Markov chain, induced by the MIRFS based on (1.1), on the state space (X × R d ) × M, where M is the function space defined in Fuh (2006 ), page 2046 . Then Fuh (2006 uses this result to prove the law of large number for the log likelihood. In this note, we will show that this result can be extended to higher derivatives of the log likelihood.
To this end, for any 1 ≤ i ≤ q and positive integer k, let D i be the partial derivative with respective to the ith dimension of θ in some neighborhood N δ (θ 0 ) := {θ : |θ − θ 0 | < δ} of the true value θ 0 , and (D i ) k be the corresponding kth partial derivative. Note that for any two given random functions P θ (ξ j+1 ) and P θ (ξ j ), and any h θ , by Assumptions C1, C2'-C5', and C6-C9 in Fuh (2006) and the dominated convergence theorem, we have
and
For a given non-negative integer vector ν = (ν
, and let
Then by Assumptions C1, C2'-C5', and C6-C9 in Fuh (2006) and the dominated convergence theorem, we have
Now let us consider all derivatives with order r or less. Note that for a fixed integer r ≥ 1, there are ex-
Moreover, for given ν i and ν j , let ν i + ν j denote addition of each component in the vector.
To investigate the dynamic of W n , note that for any ν i , we have W
Hence, we can define a K-by-K matrix form
Then by (1.3), we have W n = A n • W n−1 , and thus
Remark 1. To illustrate (1.6), let q = 1, i.e., θ is one dimensional. In this case, ν ∈ R 1 and we can simply label all |ν| ≤ r by natural order so that
t , the vector of the first r-th derivatives. Then for any 0 ≤ k ≤ r, we have
( 1.7) where 0 denotes the zero function in M. Remark 2. Note that A n in (1.4) and W n in (1.6) are M-valued, other than the traditional R-valued vector and matrix, respectively. To illustrate this phenomenon, we consider a finite D-state Markov chain and an one-dimensional parameter θ case, then A n in (1.7) is a K-by-K matrix form with each element being a D-by-D matrix (with 0 being a D-by-D zero matrix.) In the same matter, although the operator defined in (1.5) looks like a traditional matrix multiplication, it is different by having the multiplication within each component replaced by •. Nevertheless, the essential idea is to introduce a matrix form for W n , which can be used to show that it forms an ergodic Markov chain via (1.6).
It is worth mentioning that the feature of getting a neat form in (1.6) is based on a matrix representation (1.4) for all partial derivatives up to the rth-order. Next by (1.6) and under the Assumptions C1, C2'-C5' and C6-C9 in Fuh (2006) , with the following additional condition:
Then, through a process similar to the proof of Lemma 3 in Fuh (2006) , it is straightforward to show that for θ ∈ N δ (θ 0 ), the MIRFS {((X n , ξ n ), W n ), n ≥ 0} in (1.6) satisfies Assumption K in Fuh (2006) . Furthermore, Lemma 4 in Fuh (2006) holds for the induced Markov chain {((X n , ξ n ), W n ), n ≥ 0} on the state space
Last, we present a specific form of the first and second partial derivatives of the log likelihood function as follows. For |ν| = 1, we have
That is, the first derivative of the log likelihood function can be rewritten as an additive functional of the Markov chain {((X n , ξ n ), W n ), n ≥ 0}.
To represent the second partial derivative of the log likelihood, for |ν| = 2, let us write ν = ν 1 + ν 2 such that
That is, the second derivative of the log likelihood function can be rewritten as an additive functional of the Markov chain {((X n , ξ n ), W n ), n ≥ 0}.
In fact, for any ν with |ν| ≤ r, there exists a function g ν such that
In other words, the ν-th partial derivatives of the log likelihood can be rewritten as an additive functional of the Markov chain {((X n , ξ n ), W n ), n ≥ 0}. This can be proved as follows. As stated in (1.8), such g ν exists for all |ν| = 1. Now for all |ν| with |ν| ∈ [2, r], take ν 1 and ν 2 such that |ν 1 | = 1 and ν 1 + ν 2 = ν. Then, we have
Moreover, as shown in (1.8), g ν1 (W i , W i−1 ) only involves the derivatives up to the order of 1, so (D ν2 g ν1 (W i , W i−1 )) only involves the derivatives up to the order of |ν|, so it is still a function of W i and W i−1 as they consist of all derivatives up to the order of r. Thus, such g ν exists for all |ν| ≤ r.
