We use a variational quantum Monte Carlo realization of the adiabatic connection technique to calculate the most relevant quantities in Hohenberg-Kohn-Sham density functional theory for several strongly inhomogeneous electron-gas systems. Results for the coupling-constant dependence of the exchange-correlation energy, the pair-correlation function, the exchange-correlation hole, and the exchange and correlation energy densities are presented. Comparisons are made with the interaction strength interpolation ͑ISI͒ approximation, the local density approximation ͑LDA͒, the gradient expansion approximation ͑GEA͒, the generalized gradient approximation ͑GGA͒, and the weighted density approximation ͑WDA͒. The coupling-constant dependence of the exchange-correlation energy is accurately described by an ISI model that incorporates information on the strong-interaction limit. Unlike either the LDA or GEA, the WDA is successful in describing the nonlocal structure of the exchange-correlation hole. The LDA errors in the exchange-correlation energy density show a remarkable correlation with the Laplacian of the density. The GGA worsens the error in the integrated exchange-correlation energy as the inhomogeneity of the systems increases. This failure is shared by current meta-GGA functionals and is shown to be caused by the inability of these functionals to describe the LDA overestimation ͑in absolute value͒ of the exchange energy density around density maxima. It is suggested that this effect could be taken into account by including Laplacian terms in semilocal density functionals.
I. INTRODUCTION
Given any system of interacting electrons, density functional theory 1,2 ͑DFT͒ shows that there exists a functional E͓n͔ of the electron density n(r) that is minimized and equal to the ground-state energy when n(r) is equal to the ground-state density. In the Kohn-Sham formulation, 3 these striking results are turned into a computational scheme by mapping the many-electron system onto a fictitious system of noninteracting electrons moving in an effective oneelectron potential that produces the density n(r). The only contribution to E͓n͔ that cannot be calculated exactly within this approach is the exchange-correlation energy E xc ͓n͔, which is known to be a universal and unique functional of n(r). The exchange-correlation functional provides the link between the ground-state energy of the real many-electron system and that of the Kohn-Sham electrons, and its functional derivative v xc (r)ϭ␦E xc /␦n(r) is part of the effective potential through which these fictitious electrons move. The core problem in the application of DFT is to find increasingly accurate and yet computationally tractable approximations to the unknown functional E xc ͓n͔.
The local density approximation 3 ͑LDA͒ is obtained by writing E xc ͓n͔ϭ ͵ dr e xc ͓͑n͔,r͒ ͑1͒ and assuming that e xc (͓n͔,r), the exchange-correlation energy density at the point r, is the same as in a homogeneous electron gas with uniform density nϭn(r). The LDA has proved to be far more accurate than expected a priori and its computational simplicity has made it possible to obtain accurate estimates for the ground-state energies and structural properties of many solids. However, applications to surface chemistry, quantum chemistry, and computational biology require the calculation of total energies to a precision at least an order of magnitude better than the LDA can provide.
Many attempts have been made to develop approximate exchange-correlation functionals that are more accurate than the LDA. These efforts fall into three main categories. 2 In the so-called semilocal approaches, one allows e xc (͓n͔,r) to depend on the electron density at the point r, as in the LDA, plus various gradients of the electron density at r. In the fully nonlocal approaches, an approximation for e xc (͓n͔,r) is sought by modeling the exchange-correlation hole n xc (r,rЈ) or the pair-correlation function g xc (r,rЈ) near r. Finally, a number of authors have attempted to approximate the coupling-constant dependence of E xc . The generalized gradient approximation 4 -7 ͑GGA͒ and extensions thereof Moreover, despite much effort spent in optimizing their parameters, they seem unable to achieve the very high accuracy of ϳ0.1 eV required to study, e.g., the majority of interesting chemical reactions. Most of the fully nonlocal approaches were formulated before the appearance of the GGA, but they proved difficult to implement and unable to match the accuracy of the GGA consistently. The use of nonlocal functionals is now computationally practical, however, and this has led to a renewal of interest. The quest for improved approximations to E xc ͓n͔ is the subject of much current research. Several directions are being investigated, but progress has been hampered by the lack of highly accurate results for the key quantities in density functional theory, E xc , n xc , g xc , and e xc , in systems with strong density inhomogeneities. Such data are needed to provide points of reference and for testing new functionals. The integrated exchange-correlation energies of such systems can be obtained from accurate many-body calculations of the ground state using, e.g., the configuration interaction ͑CI͒ method in atoms and molecules or quantum Monte Carlo methods in extended systems. The exchange-correlation energy delivered by an approximate functional is not, however, the ultimate probe of its quality; the total exchangecorrelation energy is obtained by integrating the exchangecorrelation energy density over the system, and a very accurate E xc could be obtained from an erroneous e xc because of fortuitous error cancellations. A more stringent test is provided by a point-by-point comparison between the forms of n xc and e xc assumed in the density functional and the results of high-quality many-body calculations. Unfortunately, evaluating n xc and e xc requires performing the computationally demanding coupling-constant integration that appears in the adiabatic connection formula ͑see below͒, and few such results are available at present.
In the adiabatic connection, an exact expression is obtained for E xc by scaling the electron-electron interaction by a factor and varying between 0 and 1, while keeping the electron density fixed at the ground-state density n(r) of the fully interacting (ϭ1) system. The exchange-correlation energy density ͑per electron͒ at point r is then expressed as the electrostatic interaction between the reference electron at r and its -averaged exchange-correlation hole: n xc (r,rЈ) ϭ ͐ d n xc (r,rЈ). In many-body wave function approaches such as quantum Monte Carlo ͑QMC͒ and CI, n xc is obtained directly from the ground-state many-body wave function ⌿ of the Hamiltonian associated with .
11 However, this Hamiltonian contains an a priori unknown -dependent potential V which ensures that the electron density is fixed at n(r) as varies. The presence of this unknown potential renders adiabatic connection calculations computationally more complex and expensive than conventional ground-state calculations, since in principle both ⌿ and V need to be determined self-consistently. In atoms and small molecules, CI calculations can be adapted to perform the adiabatic connection procedure. A few such calculations have been carried out for two-and four-electron systems, 12, 13 but CI calculations are not feasible in extended systems because of their unfavorable scaling with the number of electrons.
The state-of-the-art computational approach to the ground-state many-body problem of extended systems is the quantum Monte Carlo method, which comes in two versions. The ͑essentially͒ exact but computationally rather expensive fixed-node diffusion Monte Carlo ͑DMC͒ method and the less accurate but computationally more affordable variational Monte Carlo ͑VMC͒ method. In the DMC method, the analogy between the imaginary-time many-electron Schrödinger equation and a diffusion plus branching equation is used to sample the exact ground-state many-body wave function via a random walk in the configuration space of the electrons. 14 The VMC method is based on an explicitly parameterized trial ground-state wave function. Expectation values are evaluated by the Metropolis Monte Carlo technique, 14 and the parameters in the trial wave function are varied in order to minimize either the energy expectation value or the fluctuations of the local energy.
14, 15 The quality of any VMC calculation depends on the choice of the trial wave function, but previous work has shown that most VMC calculations for extended systems recover 85% -95% of the correlation energy. 15 As discussed above, realization of the adiabatic connection procedure requires self-consistent computation of both ⌿ and the unknown potential V for a range of values of . Performing self-consistent DMC calculations for strongly inhomogeneous systems is currently beyond reach because of the high computational cost and the difficulty in formulating a self-consistent DMC approach. Recently, however, we devised a VMC-based methodology for realizing the adiabatic connection procedure. Our approach is based on a constrained variance reduction procedure that provides V while simultaneously optimizing the trial many-body wave function ⌿ , followed by Monte Carlo Metropolis integration of the multi-dimensional integrals involved in the evaluation of n x and e xc . 16 In this paper, we use our methodology to calculate n xc , g xc , e xc , and the dependence of E xc for three different electron-gas systems with strong, roughly sinusoidal, density modulations in one direction. A brief summary of our findings has already been published. 17 Preliminary results for one of our systems were also discussed in Ref. 16 , although these had rather large systematic and finite-size errors. Here we present new results and analysis, along with a more complete description of our methodology.
The rest of this paper is organized as follows. In Sec. II we outline the adiabatic connection approach used to obtain the forms of n xc and e xc relevant in DFT. We also review our computational scheme for realizing the adiabatic connection within variational quantum Monte Carlo. Section III describes the systems studied and the details of the computations carried out. In Sec. IV we present and analyze our results for the adiabatic curves, pair-correlation functions, and exchange-correlation holes. This is followed by an analysis of the performance of the LDA and GGA in describing exchange-correlation energy densities, considering exchange and correlation contributions separately. Section V concludes this paper.
II. METHODOLOGY

A. Adiabatic connection
Consider a system of N interacting electrons in the presence of an external potential. In the Hohenberg-Kohn-Sham formulation of DFT, the ground-state energy of this system is the minimum value of the total energy functional E͓n͔ϭT s ͓n͔ϩ ͵ dr V ext ͑ r͒n͑r͒ϩE H ͓n͔ϩE xc ͓n͔.
͑2͒
Here T s ͓n͔ is the kinetic energy of a fictitious noninteracting system of N electrons having the same electron density n(r) as the interacting system, V ext (r) is the externally applied one-electron potential, and
is the Hartree ͑electrostatic͒ energy. ͑Note that Hartree atomic units are used throughout this paper: charges are measured in units of the fundamental charge e, masses in units of the electron mass m, distances in Bohr radii, and energies in hartrees, where 1 hartreeϭ2 RyϽϷ27.2 eV.͒ The exchange-correlation energy functional E xc ͓n͔ is usually defined by Eq. ͑2͒ and contains all the many-body contributions not included in the other terms. An exact expression 18 for E xc ͓n͔ may be obtained by scaling the electron-electron interaction by a factor and varying between 1 ͑the real system͒ and 0 ͑a noninteracting system͒, while simultaneously adjusting the external potential to keep the electron density equal to n(r). The exchange-correlation functional is then given by
where
and ⌿ is the antisymmetric ground state of the Hamiltonian Ĥ ϭT ϩV ee ϩV
͑6͒
associated with coupling constant . Here T and V ee are the operators for the kinetic and electron-electron interaction energies, and V ϭ ͚ i V (r i ) is the one-electron potential needed to hold the electron density n (r) associated with ⌿ equal to n(r) for all values of between 0 and 1. The expectation value from Eq. ͑5͒ may be rewritten as
where n ͑ r,rЈ͒ϭ͗⌿
is the diagonal part of the two-particle density matrix at coupling constant . we obtain
For future reference, we note that ⌿ ϭ0 is the Slater determinant of the exact Kohn-Sham orbitals corresponding to the density n(r). Furthermore, n xc ϭ0 is the exact densityfunctional exchange hole n x corresponding to the densityfunctional exchange energy density e x ϭe xc ϭ0 . The correlation energy density is defined by e c ϭe xc Ϫe x .
B. Quantum Monte Carlo realization
Given an interacting many-body system with ground-state density n(r), the main ingredient required to evaluate n xc and e xc is the many-body wave function ⌿ at a range of different values of the coupling constant . Since ⌿ is an eigenfunction of Ĥ , it follows that the local energy
is equal to a constant, the eigenvalue E , at all points R ϭ(r 1 ,r 2 , . . . ,r N ) in the 3N-dimensional configuration space of electron coordinates. In conventional variational Monte Carlo calculations, 15 this property is used to find an overall fit to ⌿ using a variance-reduction technique. 14, 19, 20 The procedure is to determine the parameters ͕␣͖ in the trial function ⌿ T (R,͕␣͖) by minimizing the variance 2 of the local energy:
where E͓⌿ T ͔ is the expectation value of Ĥ with wave function ⌿ T . The above optimization cannot be applied to the case of coupling-constant integration because the Hamiltonian contains the unknown potential V ϭ ͚ i V (r i ). In their pioneering VMC study of bulk silicon, 21 Hood et al. circumvented this problem by using an LDA approximation for V (r). This works well in systems where the LDA effective potential is accurate ͑such as Si͒, but might be problematic in other situations. Our approach 16 has been to introduce a trial potential V T (r) and to treat both ⌿ T (R) and V T (r) variationally, determining the variational parameters by simultaneously minimizing the variance of the local energy and the error in the density n T (r) obtained from ⌿ T (R). This is achieved by expanding both n T (r) and the target density n(r) in a flexible orthonormal set of N d basis functions and defining a modified penalty function, 2 ϭ
where W is a weighting factor, the magnitude of which determines the emphasis laid on the fixed-density constraint, and n s and n T,s are the expansion coefficients of n(r) and n T (r), respectively. The above penalty function reaches its lower bound of zero if and only if ͑i͒ ⌿ T is the exact manybody wave function ⌿ satisfying the fixed-density constraint ͑within the accuracy set by N d ) and ͑ii͒ V T is the corresponding exact potential V . Hence, minimization of 2 will in principle result in the simultaneous determination of ⌿ and V . In practice, the constrained search is restricted to a subset of potentials and many-body wave functions, and minimization of 2 yields an approximate potential V and wave function ⌿ . Our numerical implementation of the above scheme works as follows. We start with initial guesses for ⌿ T and
V T
. A set of statistically independent configurations ͕R i :i ϭ1, . . . ,M ͖ ͑we used M ϳ100 000) is then sampled from 
III. SYSTEM AND COMPUTATIONAL DETAILS
A. Systems
All calculations carried out were for spin-unpolarized electron gases in finite simulation cells subject to periodic boundary conditions. In order to reduce finite-size effects, it is helpful to choose a simulation cell that may be periodically repeated to form an infinite lattice and yet remains as close to spherical as possible. For this reason we choose the Wigner-Seitz ͑primitive͒ cell of a face-centered-cubic lattice, which fulfills this requirement rather well. The exact interacting ground-state density n(r) was chosen a priori, and the constrained minimization scheme was then used to find, at each , the exact ͑within VMC͒ wave function ⌿ and external potential V corresponding to that density. At full coupling (ϭ1), when V (r) is the exact external potential of the many-electron system with ground-state density n(r), this procedure might be viewed as a VMC realization of Hohenberg and Kohn's first theorem:
1 given the exact ground-state density, we find the corresponding ground-state many-body wave function and external potential.
The input densities n(r) were generated by solving, within the LDA, the Kohn-Sham equations for an external potential of the form V q cos (q•r), where V q was fixed at 2.08⑀ F 0 and ⑀ F 0 is the Fermi energy corresponding to the average density n 0 ϭ3/4r s 3 . The advantages of this approach are that the input electron density is guaranteed to be noninteracting v-representable and that the Slater determinant of single-particle orbitals is by construction the exact manybody wave function corresponding to ϭ0. The ͑density-functional͒ exchange contributions to e xc , n xc , and E xc obtained from this Slater determinant are therefore also exact. 16 The three simulation cells studied had all the same average electron density n 0 ϭ3/(4r s 3 ), where r s ϭ2 a.u. ͑roughly the same as for aluminum͒, but slightly different numbers of electrons: Nϭ64, 78, and 68 ͑and hence slightly different volumes͒. The wave vector q of the cosine potential in each simulation cell was aligned with the third of the three symmetry-equivalent primitive reciprocal lattice vectors B 1 , B 2 , and B 3 of the cells and was set at qϭnB 3 , n ϭ2,3,4, respectively. The resulting magnitudes of these wave vectors are 1.108k F 0 , 1.556k F 0 , and 2.172k F 0 , respectively, with k F 0 ϭ(3 2 n 0 ) 1/3 . The reason for choosing slightly different numbers of electrons for these systems was to ensure that the highest occupied shell of degenerate LDA orbitals corresponding to each system was always completely occupied; this is common practice in quantum Monte Carlo calculations for extended systems and helps to mitigate finite-size effects. As q varies, the structure of the LDA energy spectrum changes and it is necessary to change the number of electrons to satisfy this condition.
B. Many-body wave functions and interaction Hamiltonian
We used the following Slater-Jastrow form 15 for ⌿ T : , which depend on the spins i and j of the electrons involved, correlate the motion of pairs of electrons. For simplicity, it is assumed that u i , j is a function of the interelectronic distance r i j only, as would be the case in a uniform system. This is less than ideal, but previous work 24 has shown that the resulting errors are extremely small in the systems of interest here ͑despite the fact that these systems are strongly inhomogeneous͒. The one-body functions , which are absent in the homogeneous electron gas, are crucial for a satisfactory description of systems with inhomogeneity. 24, 25 Following Williamson et al., 20 we set
where u 0 (r) is a fixed function described below and f (r) is optimized variationally. The variational part f is equal to
if rрL WS or zero otherwise. Here B and ␣ n are adjustable parameters, T n is the nth Chebyshev polynomial, N T is an integer constant ͑in our case N T ϭ9), and
In the last two equations, L WS is the radius of the sphere centered on the origin that just touches the Wigner-Seitz cell of the simulation cell. At full coupling (ϭ1), the fixed part of u takes the short-ranged Yukawa form
where 
where C is a normalization constant. If we impose this condition on the Slater-Jastrow wave function of a uniform electron gas ͑for which, of course, ϭ0), we obtain
where A ϭ
Since the u functions used in this work are homogeneous, it is reasonable to insist that they too satisfy this scaling relation. We note that with the above choice for A and F , the -dependent cusp conditions 14 are automatically satisfied. The electron-electron interaction Hamiltonian used in these simulations has the form
where v MI (r) is a minimum-image-truncated Coulomb interaction, equal to 1/r if r is inside the Wigner-Seitz cell of the simulation cell or zero otherwise. This interaction results in smaller Coulomb finite-size effects than the standard Ewald interaction when finite simulation cells and periodic boundary conditions are used to simulate infinitely extended systems. 26 In most calculations, the ground-state density n(r) appearing in the above equation has to be obtained self-consistently ͑in practice it normally suffices to use the LDA density͒. In the present work, however, since the ground-state density is defined a priori, no self-consistency loop is required.
C. Calculation details
The electron density is modulated only in the B 3 direction, and hence both the one-body part of the Jastrow factor and the effective potential V may be expanded as onedimensional Fourier series:
The electron density is expanded in a similar way ͑with the inclusion of the mϭ0 term͒. The one-dimensional nature of the inhomogeneity also greatly reduces the number of Fourier coefficients needed to represent the diagonal part of the density matrix: 3 •r e imЈB 3 •rЈ ,
͑29͒
where K ʈ ϭn 1 B 1 ϩn 2 B 2 and n 1 and n 2 are integers. A similar representation is used for n xc (r,rЈ). At each , we used a total of 20 variational parameters in u and up to 7 coefficients in the plane-wave expansions of and V . The cutoffs in the Fourier expansions of n (r,rЈ) and n xc (r,rЈ) were increased until a satisfactory description of the zero-coupling (ϭ0) exact exchange results, as obtained from the Slater determinant of Kohn-Sham orbitals, was achieved.
The optimization of the parameters in ⌿ and V was performed using 96 000 statistically uncorrelated electron configurations. This was sufficient to reduce the root-meansquare deviation of n (r) from n(r) to less than 0.5% of n(r) for all values of and all systems. The expectation values were calculated using 10 6 independent configurations of all electrons.
D. Analysis of statistical, finite-size, and systematic errors
There are three sources of error in our calculations: ͑i͒ statistical errors, ͑ii͒ finite-size errors caused by the fact that we are modeling a supposedly infinite system by a simulation cell containing a finite number of electrons, and ͑iii͒ VMC errors, which result from the approximate nature of ⌿ . With 10 6 configurations used in sampling all physical quantities, we found statistical errors to be negligible except in the tails of the exchange-correlation holes and paircorrelation functions in the low-density regions of our systems. By evaluating the exchange hole both directly and by Monte Carlo sampling and assuming that the errors in n xc for 0 were similar to those for ϭ0, we verified that these errors were much smaller that the differences between n xc and n xc LDA . The remaining errors are caused by the finite size of the system and the approximate nature of ⌿ . The use of the minimum-image-truncated interaction instead of the standard Ewald interaction greatly reduces finite-size errors in e x . However, the remaining finite-size and systematic errors combine such that, even in a homogeneous electron gas, e xc VM C e xc LDA . In order to estimate and mitigate these errors, we performed additional VMC calculations of the exchange and correlation energies of finite homogeneous electron gases with Nϭ64 and r s ϭ0.8, 1, 2, 3, 4, 5, 8, and 10. This enabled us to construct a Perdew-Zunger parametrization 27 of the VMC exchange-correlation energy per electron of a finite uniform electron gas with Nϭ64. By comparing this VMCbased finite-size parametrization with the exact results for the homogeneous electron gas, we were able to obtain local density estimates of the systematic errors in e x and e c . These estimates showed that the finite-size errors in e x ͑which are the only errors because e x is obtained from the exact KohnSham orbitals͒ are no more than 0.5% of this quantity, while the combined finite-size and systematic errors in e c are ϳ 15% of this quantity. The above errors in e x are typically less than 5% of the calculated energy density differences e x LDA Ϫe x while the above errors in e c are less than 30% of e c LDA Ϫe c . To further reduce the remaining errors in these differences, we used our finite-size VMC parametrization as input for the evaluation of e c LDA and e x LDA . This parametrization was also used in the evaluation of the total LDA and GGA ͑Ref. 4͒ exchange and correlation energies, a procedure that we assume mitigates the errors in E xc LDA ϪE xc VM C and E xc GGA ϪE xc VM C .
IV. RESULTS
A. Adiabatic curves
The formal properties and coupling-constant dependence of the integrand W xc ͓n͔ from Eq. ͑4͒ have been the subject of several numerical and analytical studies. Hood 
͑36͒
The resulting fits are displayed in Fig. 1 . It can be seen that all three forms provide a good description of our data in the range 0рр1. We found, however, that the Padé and Yukawa forms produce the smallest root-mean-square errors. Furthermore, the quadratic form is only reasonable over a finite range of , while both the Padé and Yukawa forms yield fits for W xc that satisfy Eqs. ͑32͒ and ͑33͒ and are reasonable for 0ррϱ. The rather good fit of our data to a quadratic indicates that any interpolation scheme that gives the correct value ͑i.e., zero͒ and derivative of W c at ϭ0 and the correct value at one other point in the range 0Ͻ р1 should work well in our systems.
The asymptotic behavior of W xc in the limit →ϱ has been a subject of considerable interest. Just as the so-called hybrid schemes 10 where A, B, C, and D are constants. 32 In both the above expressions, the first term is a local density approximation and the second a gradient correction.
In the ISI model, the derivative W xc Ј,0 is obtained using ϪE x in the qϭ1.556k F 0 system over the range 0Ͻ р2. Also shown are our VMC results ͑for 0рр1). It can be seen that the ISI-PC model describes our VMC data with great accuracy, a success that is repeated in the other two systems. The ISI-PC correlation energies are also very accurate, underestimating ͑in absolute value͒ the VMC correlation energies by less than 2%. This is in line with previous Fig. 2 . This indicates that the inclusion of these terms is important for the success of the ISI-PC model in our systems.
Before closing this subsection, we make some observation regarding the analytic behavior of W c at ϭ0. In a threedimensional homogeneous electron gas, W c is known to have an infinite slope at ϭ0, but the slope is finite in atoms and in the infinitely extended two-dimensional electron gas. 33 The above fits to our VMC data indicate that W c has a finite slope in our systems as well. These results suggest that the analytical behavior of W c at ϭ0 is system dependent and is possibly determined by the analytical structure ͑as a function of energy͒ of the single-particle Green's function associated with the Kohn-Sham electrons.
B. Pair-correlation functions and exchange-correlation holes
The exchange-correlation hole is a key quantity in DFT and provides a simple visualization of the electronic correlations in inhomogeneous systems. The explicit relation between n xc and E xc has also provided the impetus behind many of the proposed corrections to the LDA. The average density approximation 9 ͑ADA͒ and weighted density approximation 9 ͑WDA͒ make explicit use of this relation to construct nonlocal approximate density functionals. The GGA's most popular in solid-state applications 4, 5 have as their starting point the gradient expansion of n xc for a weakly inhomogeneous electron gas.
The exchange-correlation hole n xc (r,rЈ) is the average over the coupling constant of the change in electron density at rЈ caused by the presence of an electron at r ͑by definition, this density change excludes the ␦ function corresponding to the electron at r itself͒. When there is an electron at r there must be one fewer electron in the rest of the system, and hence the exchange-correlation hole satisfies the sum rule ͵ drЈ n xc ͑ r,rЈ͒ϭϪ1.
͑40͒
The exchange part of n xc satisfies the above sum rule as well as the negativity condition 18 n x ͑ r,rЈ͒р0. ͑41͒
The density-functional pair-correlation function g xc (r,rЈ) is related to n xc through the following equation:
n xc ͑ r,rЈ͒ϭn͑rЈ͓͒g xc ͑ r,rЈ͒Ϫ1͔. ͑42͒
In physical terms, the pair-correlation function is the coupling-constant average of the probability of finding an electron at point rЈ provided there is one at point r, divided by the probability of finding an electron at rЈ without this constraint. The pair-correlation function satisfies several conditions, including g xc ͑ r,rЈ͒у0 ͑43͒ and lim ͉rϪrЈ͉→ϱ g xc ͑ r,rЈ͒ϭ1. ͑44͒
The LDA exchange-correlation hole is given by
where g xc h (͉rЈϪr͉,n) is the pair-correlation function of a uniform electron gas with density n.
To provide a detailed visualization of the behavior of the exchange-correlation hole and pair-correlation function in a strongly inhomogeneous system, we produced an animation showing g xc VM C and n xc VM C around an electron that moves in the qϭ1.108k F 0 simulation cell along a line parallel to q ͑the direction of maximum inhomogeneity͒ from a density maximum to the neighboring density minimum. Since this system resembles a periodic array of thin metallic slabs separated by vacuum gaps, our results are relevant to understanding the behavior of n xc and g xc at and in the vicinity of metallic surfaces. Figure 3 shows snapshots of the animation for g xc . The pair-correlation function is displayed as a function of rЈ around a fixed electron at r, with rЈ ranging in a plane parallel to q. Also shown are the corresponding LDA paircorrelation function g xc LDA and a schematic electron density profile.
The LDA pair-correlation function is spherically symmetric around the electron and its spatial extent is controlled by the local Fermi wave vector k F (r) Ϫ1 ϭ͓3 2 n(r)͔
Ϫ1/3
. This is in sharp contrast to the behavior observed in our VMC simulations. At the density maximum ͑top panel͒, g xc VM C is strongly anisotropic and greatly elongated in the direction of the inhomogeneity. In fact, g xc VM C extends almost twice as far in the direction of the inhomogeneity as in the perpendicular direction. As the electron moves away from the density maximum to a point on the slope ͑middle panel͒, g xc VM C maintains its boxlike shape but becomes asymmetric, bulging out in the direction of increasing electron density. Consequently, the most important contributions to the exchangecorrelation hole at this point come from the high-density regions on one side of the probe electron. At the density minimum, both the VMC and LDA pair-correlation functions have very large spatial extents. However, unlike g xc LDA , which extends isotropically in all directions, g xc VM C is more extended in the direction of the density inhomogeneity than in the perpendicular direction. Given the similarity of our system to a stack of metallic slabs, we would expect the pair-correlation function of an electron sitting in the vacuum region between two such slabs to show a similar channel-like shape. Thus, our results may be relevant to understanding the origin of the image potential, which results from long-ranged correlation outside metal surfaces.
The stretching of the pair-correlation function in the direction of the inhomogeneity and its asymmetric shape in regions of high density gradient were also seen in the other two systems we considered. Clearly, such behavior cannot be modeled by a spherically symmetric ansatz for g xc , as is attempted in the construction of the ADA and WDA functionals. 9 Although such effects may be less pronounced when the density varies strongly in all directions, they should be observable in systems such as surfaces, 34 quasi-twodimensional electron gases, 35 and the Airy gas, 36 all of which have strong one-dimensional density modulations.
We now turn to our results for the exchange-correlation hole. These were discussed briefly in Ref. 17 but are further analyzed here in the light of our findings for g xc VM C . We refer the reader to Fig. 1 and n xc LDA are centered on the electron. However, unlike n xc LDA , which is always spherically symmetric, n xc VM C is contracted in the direction of the inhomogeneity. As the electron moves away from the density maximum to a point on the slope, the nonlocal nature of n xc VM C becomes manifest. While n xc LDA is still centered on the electron and is rather diffuse, n xc VM C lags behind near the density maximum and is much more compact. This nonlocality occurs because of the extension of the pair-correlation function in the direction of increasing density, which encompasses the density maximum. The nonlocal behavior of n xc VM C becomes remarkable at the density minimum. Here n xc VM C has two strong minima, each centered at a density maximum. The LDA hole, by contrast, is spread over the whole system in order to satisfy the exchange-correlation sum rule, Eq. ͑40͒. Once again, the nonlocal behavior of n xc VM C is a consequence of the extension of the pair-correlation function in the direction of the inhomogeneity, which now encompasses two density maxima. The LDA pair-correlation function is also very long ranged at this point, but since the LDA exchange-correlation hole is obtained by multiplying the LDA pair-correlation function by n(r) instead of n(rЈ), the LDA hole is not strongly enhanced around the density maxima.
Very recently, Rushton et al. 37 used our VMC results 17 to investigate the performance of the WDA in three strongly inhomogeneous systems with density distributions very close to those studied here. The nonlocality of n xc WDA at density minima, the behavior of e xc WDA , and the resulting trends in E xc WDA , were all found to be very similar to the results described above. This indicates that fully nonlocal WDA functionals are capable of providing accurate description of n xc in some strongly inhomogeneous systems.
It is also of interest to examine whether semilocal functionals are able to capture some of the structure of n xc . Since semilocal models for the -averaged correlation hole are not currently available, we focus here on examining semilocal models of n x . The exchange hole n x may be expressed in terms of the Kohn-Sham orbitals and is thus a functional of the electron density. By performing a second-order gradient expansion of this functional, 38 Perdew 39 derived a gradient expansion approximation ͑GEA͒ n x GEA "rЈϪr,n(r),ٌn(r), ٌ i ٌ j n(r)… of the exchange hole. To impose the conditions expressed in Eqs. ͑40͒ and ͑41͒, which are not obeyed by the GEA hole, Perdew then applied a real-space cutoff. The result was a ''meta-GGA'' hole n x M GGA that contained both first and second derivatives of the electron density. Subsequently, Perdew and Wang 5 derived a GGA model for the exchange hole by integrating the expression for E x GEA in terms of n x GEA FIG. 3. The VMC and LDA pair-correlation functions g xc (r,rЈ) for the strongly inhomogeneous qϭ1.108k F 0 system. The paircorrelation function is plotted for r at a density maximum ͑top͒, on the slope ͑middle͒, and at a density minimum ͑bottom͒, with rЈ ranging in a plane parallel to q ͑the direction of maximum inhomogeneity͒. The electron density is shown schematically, with the point r indicated by a white bullet.
by parts, thus eliminating the second-order derivative terms, and then cutting off the resulting hole in real space. Thus, while the GEA hole and meta-GGA hole are directly comparable with the exact n x , the integration by parts invalidates any direct comparison with n x GGA . We chose to compare our results with a GEA hole that had the unphysical positive tail removed. The additional real-space cutoff required to obtain the meta-GGA hole was not applied, but this does not affect the qualitative behavior discussed below.
Energetically, the most significant points in our systems are near the density maxima. In Fig. 4 we have plotted the exact exchange hole for the qϭ1.108k F 0 system around a probe electron at a density maximum. At this point, n x is centered at the probe electron, just like n x LDA , but is contracted in the direction of the inhomogeneity. This behavior becomes more pronounced in the two other systems we studied and should also be observable in quasi-two-dimensional electron gases. By construction, the LDA is unable to describe any deformation of the hole from a spherically symmetric shape. The truncated GEA hole is nonspherical at this point, but is extended rather than contracted in the direction of the inhomogeneity.
In Fig. 5 we have plotted the exact exchange hole for the qϭ1.108k F 0 system around a probe electron at a density minimum. Also shown are the corresponding LDA and truncated GEA holes. At this point, n x shows a strongly nonlocal behavior similar to that observed previously 17 for n xc , having two large nonlocal minima at the adjacent density maxima. Neither n x LDA nor n x GEA is capable of capturing this behavior. The LDA hole is spread over the whole system and has its minimum value at the position of the probe elctron. The GEA hole, on the other hand, has a saddle point precisely at the position of the probe electron and large spurious positive tails further out ͑which have been truncated as explained above͒. We note that the exact exchange hole satisfies n x (r,r)ϭϪn(r)/2, a condition which is also satisfied by the LDA and GEA holes.
The above results show that the meta-GGA functional form is unable to describe the structure of the exchange hole in strongly inhomogeneous systems such as ours, despite the fact that it makes use of both the gradient and the Laplacian of the electron density. We note also that the resulting meta-GGA exchange energy density depends linearly on the Laplacian of the electron density while our previous results 17 indicated a nonlinear dependence of e x on this quantity in our systems.
C. Exchange-correlation energy densities
We now turn to our results for exchange-correlation energy densities. The LDA for the exchange-correlation energy of a spin-unpolarized system is
where ⑀ xc unif "n(r)… is the exchange-correlation energy per particle of a uniform electron gas with density nϭn(r). The GGA incorporates information on the density gradient at r as follows:
where F xc GGA (s) is the GGA enhancement factor and
The exact, LDA, and truncated GEA exchange holes n x (r,rϩR) for the strongly inhomogeneous qϭ1.108k F 0 system plotted for r at a density maximum and R ranging in a plane parallel to q. Distances are in atomic units.
is a dimensionless density gradient. By analogy with Eq. ͑12͒, one may define a GGA exchange-correlation energy density e xc GGA as e xc GGA ͓͑n͔,r͒ϭn͑ r͒ ⑀ xc
In general, however, since only the integral of e xc (͓n͔,r) is defined uniquely, the above quantity need not correspond directly to the exchange-correlation energy density calculated from the coupling-constant integral, Eq. ͑14͒. For example, as discussed in the previous subsection, the GGA for exchange introduced by Perdew and co-workers 4,5 is obtained by cutting off the spurious long-ranged part of the second-order gradient expansion of an exchange hole derived from n x GEA by performing an integration by parts. The integration alters the exchange energy density and thus invalidates any comparison with the exchange energy density derived directly from n x Figure 6 shows e xc LDA (͓n͔,r)Ϫe xc VM C (͓n͔,r) for the q ϭ2.172k F 0 system. Results for the two other systems can be seen in Fig. 3 of Ref. 17 . Here and in the following paragraphs, e xc LDA (͓n͔,r) is calculated using the exact groundstate density n(r). The results are plotted along a line parallel to q ͑we call this direction y). Also shown are n(r) and ٌ 2 n(r) plotted along the same line. As mentioned above, e xc GGA does not correspond to the e xc obtained from the coupling-constant integration. Nevertheless, we consider it interesting to display the difference e xc GGA Ϫe xc VM C on the same plot.
It is apparent that the shape, magnitude, and sign of the LDA errors in e xc closely follow the shape, magnitude, and sign of ٌ 2 n(r). The LDA errors in e xc are large and negative in regions where ٌ 2 n(r) is large and negative ͑around density maxima͒ and large and positive in regions where ٌ 2 n(r) is large and positive. This is a direct consequence of the fact that the LDA overestimates the depth and underestimates the size of the ͑spherically averaged͒ exchange-correlation hole in the regions around the density maxima in our systems, while it underestimates the depth and overestimates the size in the tail regions. 16 Similar behavior has been observed previously in the silicon atom 40 and in molecules. 41 In these   FIG. 5 . The exact, LDA, and truncated GEA exchange holes n x (r,rϩR) for the strongly inhomogeneous qϭ1.108k F 0 system plotted for r at a density minimum and R ranging in a plane parallel to q. Distances are in atomic units.
FIG. 6. The upper graph shows e xc
LDA Ϫe xc VMC ͑heavy line͒ and e xc GGA Ϫe xc VMC ͑light line͒ along a direction parallel to q ͑we call this y) for the qϭ2.172k F 0 system. The lower graph shows the corresponding electron density ͑light line͒ and Laplacian ͑heavy line͒. Distances are in units of the Fermi wavelength F 0 ϭ2/k F 0 corresponding to the average density. systems, the negative LDA errors around the density maxima are overcompensated by positive errors in other regions, and the GGA corrections improve the LDA value of the total exchange-correlation energy E xc . In our systems, by contrast, the LDA errors in E xc change sign from positive ͑for the qϭ1.108k F 0 system͒ to negative ͑for the two other systems͒ as q increases and the negative contributions to ⌬e xc , which occur where ٌ 2 n(r)Ͻ0, become dominant.
17
In the construction of approximate functionals, the exchange e x and correlation e c contributions to e xc are often treated separately. Next we investigate the performance of the LDA for these quantities. ͑Preliminary results for the q ϭ1.108k F 0 system were discussed in Ref. 16 . The treatment of finite-size and systematic errors has improved greatly since then, however, and the calculations reported here are at least an order of magnitude more accurate.͒ The differences ⌬e x ϭe x LDA Ϫe x VM C and ⌬e c ϭe c LDA Ϫe c VM C are shown in Fig.  7 . It can be seen that ⌬e c р0 everywhere and in all systems and that the spatial variations in this quantity roughly follow the variations in the electron density. The exchange energy differences ⌬e x show a more complicated structure and roughly follow the variations of the Laplacian of the density ͑although not as closely as does ⌬e xc ); they are positive in the tail regions but change sign and become negative around the density maxima. In the qϭ1.108k F 0 system, ⌬e x and ⌬e c partially cancel each other, but this cancellation of errors becomes less effective as the electron density becomes more rapidly varying. In fact, in the two other systems, one can see a ''conspiracy of errors'' occurring around the density maxima.
To further investigate the performance of the LDA in these systems, we calculated the cumulative LDA errors in the exchange and correlation energy densities:
The results are shown in Fig. 8 . For the qϭ1.108k F 0 system, ⌬e x LDA,cum is positive everywhere, indicating that the positive LDA errors in the tail regions dominate. As q increases, however, the oscillations in ⌬e x LDA,cum become more pronounced and both positive and negative regions can be seen near y ϭ0. For the qϭ2.172k F 0 system, ⌬e x LDA,cum fluctuates between positive and negative values, resulting in an almost perfect cancellation of errors in the integrated E x . By contrast, ⌬e c LDA,cum is always negative and does not change qualitatively as the electron density becomes more rapidly varying.
Our results for the total exchange energy are shown in Table I ͑results for E xc can be found in Table I of Ref. 17͒ , along with the differences ⌬E x LDA and ⌬E x GGA . These results reflect the behavior seen above for ⌬e x LDA,cum and ⌬e c LDA,cum : the error in the integrated exchange energy is largest in the qϭ1.108k F 0 system and reduces almost to zero in the qϭ2.172k F 0 system because of the real-space cancellation of errors. The GGA corrections to E x LDA are by construction always negative; they improve the LDA value for the qϭ1.108k F 0 system but worsen it for the two other systems.
D. Exchange enhancement factors
If the electron density has a convergent Taylor expansion about a point r, knowledge of n and all its gradients at r is to deduce that
where s(r) is the dimensionless density gradient introduced in Eq. ͑48͒,
is a dimensionless Laplacian, and F x is the so-called exchange enhancement factor. Semilocal approximations may be viewed as attempts to find energetically accurate ''projections'' of e xc onto a finite space spanned by n(r) and a few derivatives of n at r. In the case of the GGA exchange functional, where only the first derivative is considered, F x is approximated as a function of s only. This makes sense when all higher dimensionless derivatives of the density are small. In general, however, the exact F x need not be a single-valued function of s alone: a strongly inhomogeneous system may contain many points with the same value of s but different values of F x . Moreover, even when a single-valued representation is possible for one system, there is no guarantee that the same representation will work in other systems.
In atoms and a few other cases, the electron density profile is such that there is a one-to-one mapping from s to l and all higher-order gradients: i.e., lϭl(s). The higher order gradients can therefore be eliminated and an exact singlevariable enhancement factor F x (s) defined, which may be accurately approximated using a GGA form. Such an enhancement factor will not in general be transferable to other systems, but its existence might explain why the GGA is so successful in atoms.
A step beyond the GGA would be to project F x onto the space spanned by s and l. In order to see how well such a projection might work, we have calculated the exact exchange enhancement factor at many points on the y axes of each of our systems and plotted the results against the values of s and l at those points. The resulting scatter map of F x against (s,l) is shown in Fig. 9 . It can be seen that, for our systems, F x appears to be a single-valued function of (s,l). However, any attempt to regard F x as a function of s or l alone, equivalent to a projection of Fig. 9 onto either the (s,F x ) or the (l,F x ) plane, results in a loss of uniqueness ͑see also Fig. 3 . This effect is especially striking near sϭ0, where the exact F x attains values both larger ͑exchange enhancement͒ and smaller ͑exchange deenhancement͒ than unity. A projection onto the (l,F x ) plane is more successful in our systems and is able to describe both the exchange enhancement and the exchange deenhancement near sϭ0. In fact, for each individual system, there is a unique mapping from l to position and from there to all higher derivatives of the density. For any one system, it is therefore possible to obtain an exact representation of the enhancement factor that depends on l only. Unfortunately, the exact l-dependent enhancement factors obtained for the three different systems are not quite the same, showing that there is no ''universally'' accurate form ͑even in our very restricted sample space͒.
A recent extension of the GGA is the meta-GGA ͑MGGA͒ functional, in which the exchange enhancement factor is written as a function of the reduced density gradient, the Laplacian of the density, and the orbital kinetic energy density. Several versions of the MGGA have been suggested, but here we consider only the form introduced by Perdew, Kurth, Zupan, and Blaha ͑PKZB͒. 8 One feature of the PKZB MGGA exchange enhancement factor is that it is always greater than or equal to unity, implying that the PKZB MGGA exchange energy is always lower than the LDA exchange energy. This form of the MGGA therefore suffers from the same deficiency as the GGA in systems such as ours, where the exchange deenhancement effect is important or dominant. FIG. 9 . The values of the exact enhancement factor F x are plotted against the values of the reduced density gradient s and the reduced Laplacian l for the qϭ1.108k F 0 system ͑plus signs͒, the q ϭ1.556k F 0 system ͑crosses͒, and the qϭ2.172k F 0 system ͑stars͒.
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V. CONCLUSIONS AND OUTLOOK
We used a variational Monte Carlo realization of the adiabatic connection method to investigate the central quantities appearing in Hohenberg-Kohn-Sham density-functional theory for three strongly inhomogeneous electron gas systems. The strong density modulations in these systems were one dimensional and periodic, with roughly sinusoidal profiles. The simplicity of the density profiles allowed us to perform a detailed analysis of the effect of inhomogeneity on the behavior of n xc , g xc , and e xc and the performance of various approximations to these quantities.
The ISI model for W xc , combined with the gradientcorrected PC approximation for the strong interaction limit, was found to describe the adiabatic VMC curves with remarkable accuracy in our systems. The pair-correlation functions were stretched in the direction of the inhomogeneity and had a strongly asymmetric shape in regions of high density gradient. This behavior, together with the strong variation of n(r) on the scale of the inverse local Fermi wave
, resulted in a strikingly nonlocal behavior of n xc . Our examination of the second-order GEA showed that it was unable to capture the strongly nonlocal behavior of the exchange hole around the density minima; it was also unable to describe the energetically important contraction of the exchange hole in the direction of the inhomogeneity at the density maxima.
The LDA errors in e xc were found to have a dominant and energetically significant component, the magnitude, shape, and sign of which are controlled by the semilocal quantity ٌ 2 n(r). Because it depends only on n and ٌ͉n͉, the GGA is unable to correct the LDA errors in E xc resulting from this component adequately and worsens the LDA in two of our three systems. When the LDA errors in the exchange and correlation contributions to e xc were considered separately, it was found that the Laplacian component is mainly due to exchange. The pointwise cancellation between the LDA errors in e x and e c was found to be effective for the system with the slowest density modulations, but became less effective in the other two systems. In particular, we found a conspiracy of the LDA errors in e x and e c occurring in the regions around density maxima.
One of the problems with current GGA and meta-GGA functionals is that their improvement upon the LDA is system dependent. Our investigations have shed new light on the reasons behind this inconsistent behavior. In particular, we have seen that the GGA will always fail to describe systems in which the LDA overestimation of e xc around density maxima dominates the underestimation of this quantity elsewhere. Current GGA functionals are constructed such that their exchange enhancement factor F x GGA (s) is always greater than or equal to unity. To improve upon the LDA in systems such as ours, however, it is clear that F x must be allowed to take on values smaller than unity ͑exchange deenhancement͒. This cannot be achieved with the limited functional form F x GGA (s). Taken as a whole, our results suggest that accurate enhancement factors are likely to depend on both s and l ͑at least͒. In order to find a ''universal'' form, one would have to evaluate F x for many different systems, each representing a different class of electron densities. In this way, a complete ''scatter map'' of F x against (s,l, . . . ) could be obtained ͑within the physically relevant ranges of these parameters͒. The scatter map could then be used to find an energetically accurate fit of F x as a function of the chosen set of parameters.
We note that a recent numerical study of the analytical structure of the exchange energy per electron, 43 performed for the so-called Matthieu gas, suggests that the Laplacian coefficient in an expansion of the form e x ͑ r,͓n͔͒ϭe x LDA ͑ 1ϩas 2 ϩblϩ•••͒ ͑55͒
is not well defined. This indicates that such an expansion would not be a suitable starting point for fitting the abovementioned scatter maps of F x . Our work has made available the key quantities in density-functional theory for a few relatively simple but strongly inhomogeneous systems. We hope that the simplicity of these systems will encourage the use of our data in the design and testing of new functionals. Since we provide results for both integrated and local quantities, tests of new functionals can now be made on a point-by-point basis.
Our variational Monte Carlo approach based on accurate many-electron wave functions provides a computationally affordable methodology for extracting the main pointwise quantities that must be approximated in density-functional calculations of extended systems. To investigate the performance of current approximate functionals more fully and to guide the construction of better functionals, it would be useful to carry out similar calculations for many other systems, including surfaces and the quasi-two-dimensional electron gas. The techniques developed here may also be extended to investigate spin-polarized DFT. 44 
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APPENDIX A
We consider a uniform electron gas consisting of N electrons in a simulation cell. We require that the corresponding ground-state wave function satisfies periodic boundary conditions within this cell. For simplicity, we assume that the simulation cell is a cube with side L and volume ⍀ϭL 3 . Our results, however, are equally valid for other periodic simulation cells. The electron density of this system is nϭN/L 3 , corresponding to r s ϭ(3/4)
L. The electron-electron interaction V ee L (r) we consider is either the standard periodic Ewald interaction or the interaction given by Eq. ͑26͒. In both cases it can be shown that V ee L (r) satisfies the scaling relation V ee L ͑ r͒ϭ␣V ee ␣L ͑ ␣r͒, ͑A1͒
where r is any point in the simulation cell of side L and V ee ␣L is the electron-electron interaction associated with a simulation cell of side ␣L. The many-body wave function ⌿ L for a simulation cell of side L containing N electrons interacting with coupling constant satisfies
where the points r i , iϭ1, . . . ,N, all lie in the simulation cell of side L. Using the scaling relation with ␣ϭ, this becomes
and thus, making the substitution r i Јϭr i , we obtain: Symmetry considerations require that the exchange energy density at r must be a function of n(r) and its rotationally invariant derivatives such as ٌ͉n(r)͉ and ٌ 2 n(r). This ensures that all rotations of the entire density about the point r leave the value of e xc (r) invariant. We thus write 
͑B1͒
where C x ϭϪ3(3 2 )
