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Abstract
Spatial localization of the electrons of an atom or molecule is studied in models of non-
relativistic matter coupled to quantized radiation. We give two deﬁnitions of the ionization
threshold. One in terms of spectral data of cluster Hamiltonians, and one in terms of minimal
energies of non-localized states. We show that these two deﬁnitions agree, and that the
electrons described by a state with energy below the ionization threshold are localized in a
small neighborhood of the nuclei with a probability that approaches 1 exponentially fast with
increasing radius of the neighborhood. The latter result is derived from a new, general result
on exponential decay tailor-made for our problem, but applicable to many non-relativistic
quantum systems outside quantum electrodynamics as well.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
If an atom or molecule is in a state with total energy below the ionization
threshold, then all electrons are well localized near the nuclei. In non-relativistic
quantum mechanics this ﬁnds its mathematical expression in the discreteness of the
energy spectrum below the ionization threshold and in the exponential decay of the
corresponding eigenfunctions. When the electrons are coupled to the quantized
radiation ﬁeld, then there is no discrete spectrum anymore and the ground state is the
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only stationary state [2,4]. Nevertheless, all states in the spectral subspace of energies
below the ionization threshold are exponentially well localized as functions of the
electron coordinates. To prove this is the main purpose of this paper. Localization of
the electrons below the ionization threshold is necessary to justify the dipole
approximation [2], and it plays an important role in proving existence of a ground
state [2,3,7] and for Rayleigh scattering [6].
The ionization threshold is the least energy that an atom or molecule can achieve
in a state where one or more electrons have been moved ‘‘inﬁnitely far away’’ from
the nuclei. To give a more precise deﬁnition we need a mathematical model for atoms
and molecules. A (pure) state of N electrons and an arbitrary number of transversal
photons shall be described by a vector in the Hilbert space HN ¼Hel#F; where
Hel is the antisymmetric tensor product of N copies of L
2ðR3;C2Þ; appropriate for N
spin-1=2 fermions, and F is the bosonic Fock space over L2ðR3;C2; dkÞ: The nuclei
are static, point-like particles without spin. Let HN denote the Hamilton operator
generating the time evolution inHN ; and let H
0
N be the same Hamiltonian without
external potentials (nuclei). We assume that the dynamics of the electrons is non-
relativistic and that the forces between material particles (electrons and nuclei) drop
off to zero with increasing distance. In view of the latter assumption a natural
deﬁnition for the ionization threshold tðHNÞ is
tðHNÞ :¼ min
N 0X1
fENN 0 þ E0N 0 g; ð1Þ
where ENN 0 ¼ inf sðHNN 0 Þ; E0N 0 ¼ inf sðH0N 0 Þ; and EN¼0 ¼ 0: Let m be the mass of
the electron and let jxj ¼ ðPnj¼1x2j Þ1=2 for xARn: We prove that, for all real numbers
l and b with lþ b2=ð2mÞotðHNÞ;
jjebjxjElðHNÞjjoN; ð2Þ
and that in states with energy above tðHNÞ the electrons will not be localized in
general. Thus tðHNÞ is in fact a threshold energy separating localized from non-
localized states. The question of whether the binding energy tðHNÞ  EN is positive
or not, is not addressed in this paper, see however [7].
Our proof of (2) consists of two independent parts. First, we give an alternative
deﬁnition of the ionization threshold which better captures the idea of a localization
threshold, and we prove exponential decay below it. Then we show that the two
deﬁnitions agree.
The alternative deﬁnition is as follows. Let DR ¼ fjADðHÞjjðxÞ ¼ 0; if jxjoRg;
and deﬁne a threshold energy SðHNÞ by
SðHNÞ ¼ lim
R-N
inf
jADR;jjjjj¼1
/j; HNjS
 
: ð3Þ
Delocalization above SðHNÞ is obvious, and localization below SðHNÞ will
be derived from the only assumptions that HN is self-adjoint, bounded from below,
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and that
½½HN ; f ; f  ¼ 2jrf j2 ð4Þ
for all bounded smooth functions f ðxÞ with bounded ﬁrst derivatives. The latter
assumption is satisﬁed for the positive Laplacian ðDÞ; and hence for all operators
Dþ I with ½½I ; f ; f  ¼ 0: Examples include the commonly traded models of non-
relativistic atoms coupled to quantized radiation, as well as many Schro¨dinger
operators outside quantum electrodynamics.
The second part of the proof, that tðHNÞ ¼ SðHNÞ; is the hard part. The
inequality tðHNÞpSðHNÞ requires localizing both the electrons and the photons,
and in particular their ﬁeld energy. This was done in [7]. To show that
tðHNÞXSðHNÞ we construct suitable (compactly supported) minimizers j0 and
jRN of HNN 0 and H
0
N 0 ; respectively, where j
R
N is localized at a distance R from the
origin. We than merge these states into a single state cRAHN : The problem is to
do this in such a way that /cR; HNcRS ¼ /j0; HNN 0j0Sþ/jRN; H0N 0jRNSþ oð1Þ
as R-N:
In the context of QED the ﬁrst result of the form (2) is due to Bach et al. [2], who
proved exponential binding for small coupling and away from the ionization
threshold of HN with zero coupling. The threshold energy tðHNÞ was introduced in
[7] where it was shown that EN is an eigenvalue of HN if tðHNÞ4EN : Paper [7] also
contains an easy argument showing that eigenvectors of HN with eigenvalues below
tðHNÞ exhibit the exponential decay implied by (2). For N-particle Schro¨dinger
operators the ionization threshold deﬁned by the analog of (1) is the least point of
the essential spectrum. This is known as the HVZ-Theorem [8]. That the analog of
(3) also characterizes the beginning of the essential spectrum is a result due to Arne
Persson [10]. Exponential decay for N-body eigenfunctions with discrete energy was
ﬁrst proved by O’Conner [9]. See Agmon’s book [1] for more results on the
exponential decay of solutions of second order elliptic equations.
Section 2 contains the general theorem on exponential decay in an abstract
Hilbert space setting. In Section 3 this result is applied to quantum electrodynamics
and the main result on equality of the thresholds is formulated. Its proof is given
in Section 4. The appendix collects technical results and notations used in the
proofs.
2. The abstract argument
In this section q : D  D-C denotes a densely deﬁned, closable, quadratic form
that is bounded from below and deﬁned on a domain DCH in a Hilbert space H:
We assume thatH is a closed subspace of a Hilbert space L2ðRnÞ#F and thatH is
invariant with respect to multiplication with bounded (measurable) functions that
depend on jxj; xARn; only. HereF is an arbitrary, additional Hilbert space. In our
applications F will be the tensor product of spin and Fock space and H the
subspace with the symmetry required by the nature of the particles.
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On the quadratic form q we make the further assumption, that for each
fACNðRn;RÞ with f ;rfALNðRnÞ and with f ðxÞ ¼ f ðjxjÞ; there exist constants a
and b such that
(i) fDCD;
(ii) jqð fj; fjÞjpaqðj;jÞ þ b/j;jS;
(iii) qð f 2j;jÞ þ qðj; f 2jÞ  2qð fj; fjÞ ¼ 2/j; jrf j2jS
for all jAD: Requirements (i) and (ii) are mild technical assumptions which ensure
that property (iii) extends to all j in the domain of the closure of q: Eq. (iii) is the
basis of the so-called IMS (localization) formula for Schro¨dinger operators. To
verify it for a quadratic form q that is deﬁned by a symmetric operator
H : DCH-H it is useful to know that f 2H þ Hf 2  2fHf ¼ ½½H; f ; f : Assump-
tion (iii) then becomes
½½H; f ; f  ¼ 2jrf j2;
which holds for the positive Laplacian ðDÞ and hence for all operators Dþ I inH
with ½½I ; f ; f  ¼ 0: Some examples, other than those in the next section, are
H ¼ ðirþ AðxÞÞ2 þ VðxÞ with a classical vector potential AðxÞ and a scalar po-
tential VðxÞ (choose F ¼ C), and Schro¨dinger operators with restricted domains
OCRn ðH ¼ L2ðOÞCL2ðRnÞ#CÞ; or with potentials that are constant away from a
strip, as in wave guides deﬁned by potential wells.
Given R40 let DR ¼ fjAD : jðxÞ ¼ 0 for jxjoRg and deﬁne
SR ¼ inf
jADR;jjjjj¼1
qðj;jÞ and S ¼ lim
R-N
SR: ð5Þ
The numbers SR are ﬁnite because q is bounded from below and because, by (i), DR
is not empty. But S may take on the value þN:
Theorem 1 (Exponential decay). Suppose the quadratic form q introduced above
satisfies the assumptions (i)–(iii), and let H denote the unique self-adjoint operator
associated with the closure of the form q: If l and b are real numbers with lþ b2oS;
then
jjebjxjElðHÞjjoN;
where ElðHÞ is the resolution of the identity for H:
Remarks. (1) For Schro¨dinger operators Dþ V on open domains OCRn with
Dirichlet boundary conditions and with V5 D the above theorem implies that
the spectrum below S is discrete. In fact ðDþ 1Þ1=2ebjxj is compact and hence so
is ElðHÞ ¼ ElðHÞðDþ 1Þ1=2 ðDþ 1Þ1=2ebjxjebjxjElðHÞ for lþ b2oS:
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(2) Everything in this section holds equally for any norm jxj on Rn that is induced
by an inner product x  y; provided that D is used to denote the Laplace–Beltrami
operator with respect to the metric gðx; yÞ ¼ x  y:
The following proof is inspired by the proof of binding in [2].
Proof. Let QðHÞCH denote the form domain of H; i.e., the domain of the closure
of q: We use q to denote the closure of q as well. QðHÞ is the closure of D with respect
to the form norm jj  jjq associated with q: By assumptions (i) and (ii), multiplication
with a bounded function fACNðRnÞ with bounded derivatives is a bounded
linear operator on ðD; jj  jjqÞ and hence extends to a bounded linear operator on
ðQðHÞ; jj  jjqÞ: In particular
fQðHÞCQðHÞ ð6Þ
and (iii) extends from D to QðHÞ:
Let E ¼ inf sðHÞ: Wemay assume S4E; for otherwise there is nothing to prove. Let
w2R denote the characteristic function of the set fxARn : jxjp2Rg: We ﬁrst show that
HR :¼ H þ ðSR  EÞw2RXSR 
C
R2
ð7Þ
for all R with SRXE and some constant C: Pick j1; j2ACNðRþÞ with j21 þ j22 
1; suppð j1ÞCftp2g and suppð j2ÞCftX1g: Let ji;RðxÞ ¼ jiðjxj=RÞ: Then by (6) and
since (iii) holds on QðHÞ;
HR ¼ 1
2
X2
i¼1
ð j2i;RHR þ HR j2i;RÞ
¼
X2
i¼1
ji;RHR ji;R 
X2
i¼1
jrji;Rj2 ð8Þ
in the sense of forms on QðHÞ: By deﬁnition of SR and by the construction of ji;R;
j1;RHR j1;R ¼ j1;RðH þ SR  EÞ j1;RXSR j21;R;
j2;RHR j2;RXj2;RHj2;RXSR j22;R:
Hence (7) follows from (8) and from jrji;Rj ¼ OðR1Þ:
Let D :¼ ½inf sðHÞ; l; where lþ b2oS; and pick RAR so large that lþ b2oSR 
C=R2: This R is kept ﬁxed in the following. Let d :¼ SR  C=R2  b2  l40; and
choose a function gDACN0 ðR; ½0; 1Þ such that gD  1 on D and suppðgDÞCðN; lþ
d=2: Then, by (7), gDðHRÞ ¼ 0 and therefore
gDðHÞ ¼ gDðHÞ  gDðHRÞ: ð9Þ
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We now show that ebjxjðgDðHÞ  gDðHRÞÞ is bounded. To this end, we deﬁne
f ðxÞ :¼ b/xS
1þ e/xS; /xS ¼ ð1þ jxj
2Þ1=2
and show that, e f ðgDðHÞ  gDðHRÞÞ is bounded uniformly in e40: Note that
fACNðRnÞ; is bounded and that jrf jpb: Let egD be the almost analytic extensionegDðx þ iyÞ ¼ ðgDðxÞ þ iyg0DðxÞÞgðyÞ where gACN0 ðRÞ equals one in a neighborhood
of y ¼ 0: By the almost analytic functional calculus (see [5])
gDðHÞ ¼ 1p
Z
@eg
@ %z
ðz  HÞ1 dx dy
and hence, using (9) and a resolvent identity we can write
e f gDðHÞ ¼ 1p
Z
@eg
@ %z
e f ðz  HRÞ1ef e f ðSR  EÞw2Rðz  HÞ1 dx dy
whose norm we estimate from above as
jje f gDðHÞjjp sup
zAsuppðegÞ jje f ðz  HRÞ1ef jj jje f w2RjjNðSR  EÞ
 1
p
Z
@eg
@ %z
 jjðz  HÞ1jj dx dy:
The norm jje f w2RjjN is bounded uniformly in e40 and the integral is ﬁnite. To
estimate jje f ðz  HRÞ1ef jj let HR; f :¼ e f HRef with domain DðHR; f Þ ¼ e f DðHÞ
and note that
ðz  HR; f Þ1 ¼ e f ðz  HRÞ1ef
as can easily be seen by direct computation. In particular, the resolvent sets rðHR; f Þ
and rðHRÞ coincide. Let jADðHR; f ÞCQðHÞ and jjjjj ¼ 1: Then
2 Re/j; HR; fjS ¼/j; ðe f HRef þ ef HRe f ÞjS
¼/j; ef ðe2f HR þ HRe2f ÞefjS
¼ 2/j; ðHR  jrf j2ÞjS;
where (iii) was used in the last equation. In conjunction with (7) this shows that, for
zAsuppðegÞ;
Re/j; ðHR; f  zÞjSXSR  C=R2  b2 ReðzÞXd=2 ð10Þ
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and hence that jjðHR; f  zÞjjjXd=2jjjjj: Since rðHR; f Þ ¼ rðHRÞ*suppðegÞ; it
follows that
jjðz  HR; f Þ1jjp2=d
for zAsuppðegÞ; which completes the proof. &
3. Atoms coupled to quantized radiation
In this section we apply the abstract result of the previous section to systems of N
charged, non-relativistic quantum particles, interacting with the quantized radiation
ﬁeld. Since we are mainly interested in the case of electrons in the ﬁeld of static
nuclei, the bulk of the exposition deals with this case. At the end we comment on the
more general case of particles from different species.
In the ‘‘standard model’’ of non-relativistic QED the Hilbert space of a system
of N electrons and an arbitrary number of transversal photons is the tensor
product
HN ¼
N^
i¼1
L2ðR3;C2Þ#Ff
of the antisymmetric product of N copies of L2ðR3;C2Þ; appropriate for N spin-1=2
fermions, and the bosonic Fock space Ff ¼"nX0#ns L2ðR3; dk;C2Þ; where the
factor C2 accounts for the two possible polarizations of the transversal photons. Let
DNCHN be the subspace of sequences j ¼ ðj0;j1;yÞ where
jnAC
N
0;aððR3  f1; 2gÞN ;CÞ##ns L20ðR3;C2Þ
and jn ¼ 0 for all but ﬁnitely many n: The index a indicates that the functions are
antisymmetric with respect to permutations of the N arguments, and L20ðR3;C2Þ is
the space of compactly supported L2-functions. Clearly DN is a dense subspace
of HN :
The Hamilton operator eHN :DNCHN-HN of our system is given by
eHN ¼XN
j¼1
ðpj þ
ﬃﬃﬃ
a
p
AðxjÞÞ2 þ g
2
ﬃﬃﬃ
a
p
sj  BðxjÞ þ V þ Hf ; ð11Þ
where pj ¼ irxj ; AðxjÞ is the quantized vector potential in Coulomb gauge
evaluated at the point xj; BðxjÞ ¼ curl AðxjÞ is the magnetic ﬁeld, sj the triple of
Pauli matrices ðsð1Þj ; sð2Þj ; sð3Þj Þ acting on the spin degrees of freedom of the jth
particle, V is a real-valued potential, and Hf is the Hamilton operator of the ﬁeld
energy. The parameter a is the ﬁne structure constant and the coupling constant gAR
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is arbitrary, to allow for a simultaneous treatment of the interesting cases g ¼ 2
and g ¼ 0:
Formally AðxÞ is given by
AðxÞ ¼
X
l¼1;2
Z
jkjpL
1ﬃﬃﬃﬃﬃjkjp elðkÞ½eikxalðkÞ þ eikxalðkÞ d3k;
where LoN is an arbitrary but ﬁxed ultraviolet cutoff. For every ka0 the two
polarization vectors elðkÞAR3; l ¼ 1; 2 are normalized, orthogonal to k and to each
other.
The operators alðkÞ and alðkÞ are the usual annihilation and creation operators,
satisfying the canonical commutation relations
½alðkÞ; amðk0Þ ¼ dlmdðk  k0Þ; ½a#l ðkÞ; a#m ðk0Þ ¼ 0:
In terms of alðkÞ and alðkÞ the ﬁeld Hamiltonian is given by
Hf ¼
X
l¼1;2
Z
d3kjkjalðkÞalðkÞ:
See Appendix B for mathematically more proper deﬁnitions of AðxÞ and Hf :
The potential V is the sum of the external potential and the Coulomb two-body
potentials for each pair of electrons. For the purpose of the results to be proved in
this section, however, it sufﬁces to assume that
ðH1Þ VAL2locðR3N ;RÞ; and VpeðDÞ þ Ce for all e40;
and, of course, that V is symmetric with respect to permutations of the particle
coordinates. The Hamiltonian eHN is a symmetric, densely deﬁned operator and by
Lemma A.2, it is bounded from below. The quadratic form qðj;cÞ ¼ /j; eHNcS
with domain D ¼ DN is therefore bounded below and closable and hence the theory
of the previous section applies, once we have veriﬁed assumptions (i)–(iii). The
unique self-adjoint operator HN associated with the closure of the quadratic form q
is the Friedrichs’ extension of eHN : The thresholds SR and S associated with the form
q are now given by
SRðHNÞ ¼ inf
jADN ;R;jjjjj¼1
/j; eHNjS;
SðHNÞ ¼ lim
R-N
SRðHNÞ;
where DN;R :¼ fjADN : jðX Þ ¼ 0 if jX joRg: The following theorem is a corollary
of Theorem 1.
Theorem 2 (Exponential decay in QED). Assume hypothesis (H1) is satisfied and let
HN be the Friedrichs’ extension of the symmetric operator eHN :DNCHN-HN given
ARTICLE IN PRESS
M. Griesemer / Journal of Functional Analysis 210 (2004) 321–340328
by Eq. (11). If l and b are real numbers with lþ b2oSðHNÞ; then
jjebjX jElðHNÞjjoN:
Proof. It sufﬁces to verify assumptions (i)–(iii) in the previous section. Suppose
fACNðR3NÞ with f ;rfALNðR3NÞ; and f ðXÞ ¼ f ðjX jÞ: Then fDNCDN is obvious
from the deﬁnition of DN : Property (ii) follows from
f ðpi þ
ﬃﬃﬃ
a
p
AðxiÞÞ2fp 2jj f jj2Nðpi þ
ﬃﬃﬃ
a
p
AðxiÞÞ2 þ 2jjrxi f jj2N
fHf fp jj f jj2NHf ;
fVfp jj f jj2NVþ;
from Lemmas 7 and 8. The proof of (iii) is a straightforward computation using that
f 2 eHN þ eHNf 2  2f eHNf ¼ ½½ eHN ; f ; f : &
Remark. The above theorem and its proof can easily be generalized to systems of N
particles from npN species, with different masses mi; charges, and spins. Theorem 2
then equally holds with the new norm jX j ¼ ðPNi¼12mix2i Þ1=2 in the factor ebjX j:
Our next goal is to establish a relation between SðHNÞ and spectral data of cluster
Hamiltonians. To this end, we impose the following additional assumption on V :
ðH2Þ VðX Þ ¼
PN
i¼1 vðxiÞ þ
P
ioj wðxi  xjÞ; where v; wAL2locðR3Þ;
and limjxj-N vðxÞ ¼ 0; limjxj-NwðxÞ ¼ 0:
(
If the external potential v is associated with a particle sitting at the origin x ¼ 0;
then these assumptions can be understood as saying that the interaction between
spatially separated clusters of particles drops off to zero as the inter-cluster distance
increases to inﬁnity. The limitation to two-body forces in (H2) is not necessary.
Theorem 3 (Equivalence of ionization thresholds). Assume (H1) and (H2), and let
ENN 0 ¼ inf sðHNN 0 Þ; and E0N ¼ inf sðH0NÞ; where all external potentials are dropped
in H0N : Then
SðHNÞ ¼ min
N 0X1
fENN 0 þ E0N 0 g:
The proof requires, in particular, localizing the ﬁeld energy in neighborhoods of
the electrons. In order to control the localization errors which thereby arise we need
an infrared cutoff in the interaction. That is, we ﬁrst prove the above theorem in the
case where all interactions of electrons with photons of energy less than an arbitrary
small, but positive constant m have been dropped from HN : The theorem then
follows in the limit m-0:
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4. IR-cutoff Hamiltonians
In this section we prove Theorem 3 by ﬁrst establishing an analogous results for
Hamiltonians with an infrared cutoff m in the interaction. Theorem 3 then follows in
the limit m-0:
The infrared cutoff Hamiltonians HN;m; m40; are deﬁned in the same way as HN
with the only difference that the vector potential AðxÞ and the magnetic ﬁeld BðxÞ in
HN are replaced by
AmðxÞ ¼
X
l¼1;2
Z
mpjkjpL
1ﬃﬃﬃﬃﬃjkjp elðkÞ½eikxalðkÞ þ eikxalðkÞ d3k
and BmðxÞ ¼ curl AmðxÞ: To separate the soft, non-interacting photons from the
interacting ones we use that Ff is isomorphic to Fi#Fs where Fi and Fs de-
note the bosonic Fock spaces over L2ðjkjXmÞ and L2ðjkjomÞ; respectively. Let
Hi ¼
VN
L2ðR3;C2Þ#Fi: Then the Hamilton operator can be written as
HN;m ¼ Him#1þ 1#Hsf on H ¼Hi#Fs ð12Þ
if we identify F with Fi#Fs: Let Fs;n denote the n-boson subspace of Fs
and let Os be the vacuum of Fs: Then (12) and the positivity of Hsf ¼ Hf pFs
imply that
inf sðHN;mÞ ¼ inf
nX0
ðinf sðHN;mpHi#Fs;nÞÞ
¼ inf sðHN;mpHi#½OsÞ; ð13Þ
where ½Os is the space spanned by Os: This will allow us to drop the soft bosons in all
approximate energy minimizers.
Lemma 4. There exists a constant CN;L; depending on L; N; g and a; such that
7ðHN  HN;mÞpm1=2CN;L
XN
i¼1
p2i þ Hf þ 1
( )
for 0pmp1:
Proof. By deﬁnition of HN and HN;m;
HN  HN;m ¼
XN
i¼1
2
ﬃﬃﬃ
a
p
pi  ðAðxiÞ  AmðxiÞÞ þ aðAðxiÞ  AmðxiÞÞ  ðAðxiÞ þ AmðxiÞÞ
þ g
2
ﬃﬃﬃ
a
p
s  ðBðxiÞ  BmðxiÞÞ;
where we used that AðxÞ and AmðxÞ commute. The differences AðxÞ  AmðxÞ
and BðxÞ  BmðxÞ can be seen as a vector potential and a magnetic ﬁeld with
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an ultraviolet cutoff m: Hence the lemma follows from Lemma A.1 with L ¼ m
and e ¼ m1=2: &
Lemma 5. (i) SðHÞoN if and only if SðHmÞoN and in this case there exists a
constant CL depending on the parameters L; N; a; and g; such that
jSðHN;mÞ  SðHNÞjpCLm1=2; if mp1:
(ii) There exists a constant CL depending on the parameters L; N; a; and g; such
that
jtðHN;mÞ  tðHNÞjpCLm1=2; if mp1:
Proof. By Lemmas 4 and A.2, there exist constants C and D; independent of m; such
that
HN;mpHN þ m1=2ðCHN þ DÞ for mp1:
It follows that
SðHN;mÞpSðHNÞ þ m1=2ðCSðHNÞ þ DÞ for mp1
and, in particular, that SðHN;mÞoN if SðHNÞoN: Since the roles of HN;m and HN
are interchangeable, (i) follows. The proof of (ii) is similar. &
Theorem 6. Suppose assumptions (H1) and (H2) on V are satisfied. Then
SðHN;mÞ ¼ tðHN;mÞ for all m40:
In conjunction with Lemma 5, this theorem proves Theorem 3.
Proof of SðHN;mÞXtðHN;mÞ. The key element for this proof is Theorem A.3, whose
long proof is given in [7]. Here we merely show how SðHN;mÞXtðHN;mÞ follows from
Theorem A.3. We may certainly assume that SðHN;mÞoN: By argument (13) we
may restrict HN;m to Hi#½Os for the computation of SRðHN;mÞ: By Lemma A.2
Nfp
1
m
Hfp
1
m
ð2HN;m þ DÞ on Hi#½Os
and hence by Theorem A.3,
HN;mXtðHN;mÞ  oðR0ÞðHN;m þ CÞ on DN;R-ðHi#½OsÞ:
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It follows that
SRðHN;mÞXtðHN;mÞ  oðR0ÞðSRðHN;mÞ þ CÞ
and the desired result is obtained in the limit R-N: &
An important role in the following proof is played by the identiﬁcation
operator I :F#F-F which collects all photons in the ﬁrst and second factor
of F#F; and gathers them in a single Fock space. For the precise deﬁnition of I ;
and for notations in the following proof that have not yet been introduced, see
Appendix B.
Proof of SðHN;mÞptðHN;mÞ. In the following the subindex m is dropped. We need to
show that
lim
R-N
SRðHNÞpENN 0 þ E0N 0
for all N 0X1: The strategy is as follows. First, we construct approximate minimizers
j0 and jN of HNN 0 and H
0
N 0 respectively, with the property that the electrons and
the photons described by j0 and jN are compactly supported. Then, by a
translation jN-TRjN of both the electrons and the photons in jN we may achieve
(ignoring the Pauli principle) that
cR ¼ Iðj0#TRjNÞADN;R; and jjcRjj ¼ 1;
where TRjN is still an approximate minimizer of H
0
N 0 by the translation invariance
of this Hamiltonian.
Second we show that
/cR; HNcRSp/j0; HNN 0j0Sþ/jN; H0N 0jNSþ oðR0Þ R-N
which concludes the proof. To incorporate the Pauli principle one needs to anti-
symmetrize Iðj0#TRjNÞ with respect to the N electron variables ðxi; siÞAR3 
f1; 2g; i ¼ 1;y; N: After normalization, this will lead to the same value for the
energy /cR; HNcRS as without anti-symmetrization, because the electrons in j0
and TRjN are disjointly supported and the Hamiltonian is local. Therefore we don’t
need to anti-symmetrize.
Let e40 be given and ﬁxed in the following three steps, and let y denote the
position operator y ¼ irk in the one-photon Hilbert space. For simplicity, the
irrelevant parameters a and g are dropped henceforth.
Step 1. Given e40 there are normalized states j0ADNN 0 and jNADN 0 such that
(i) /j0; HNN 0j0SoENN 0 þ e=2 and /jN; H0N 0jNSoE0N 0 þ e=2:
(ii) Both /j0; Nfj0S and /jN; NfjNS are finite and bounded by a constant that is
independent of e40:
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(iii) j0 and jN have compact support as functions of the electronic configurations
XNN 0AR3ðNN
0Þ and XN 0AR3N
0
; respectively.
(iv) There exists an R0 such that
j0 ¼ GðwR0Þj0; jN ¼ GðwR0ÞjN;
where wR0 is the characteristic function of the ball fyAR3 : jyjoR0g:
Proof. The properties of the Hamiltonians that are relevant, are shared by HNN 0
and H0N 0 : So it sufﬁces to prove existence of j0: Let H0 :¼ HNN 0 and E0 :¼ ENN 0 for
short. Let wP be the operator of multiplication with wðjX j=PÞ on HNN 0 where
wACNðRþÞ; wðtÞ ¼ 1 for tp1; wðtÞ ¼ 0 for tX2 and 0pwp1: Let jR be the operator
of multiplication with wðjyj=RÞ on L2ðR3; dkÞ: Existence of j0 with properties (i) and
(ii) follows from the fact that DNN 0 is a form core of H0; argument (13), and
Lemma A.2. If we now show that
/wPj0; ðH0  E0ÞwPj0S !P-N/j0; ðH0  E0Þj0S; ð14Þ
/Gð jRÞwPj0; ðH0  E0ÞGð jRÞwPj0S !R-N/wPj0; ðH0  E0ÞwPj0S ð15Þ
then (iii), and (iv) will follow, because, by the strong convergence wP-1 and
Gð jRÞ-1 the norm jjGð jRÞwPj0jj is close to 1 for large P and large R:
Properties (14) and (15) follow from
lim
P-N
½H0; wPj0 ¼ 0; ð16Þ
lim
R-N
ðNf þ 1Þ1=2½H0;Gð jRÞwPj0 ¼ 0 ð17Þ
(to be proven shortly) by commuting the operators wP and Gð jRÞ through H0  E0
and using (ii) and that s  limP-Nw2P ¼ 1 and s  limR-NGð jRÞ2 ¼ 1: Note that
Gð jRÞwPDNN 0CDNN 0 :
Eq. (16) follows from
½H0; wP ¼
XNN 0
j¼1
ð2iÞrxjwP  ðpj þ AðxjÞÞ  DxjwP
using rxjwP ¼ OðP1Þ; DxjwP ¼ OðP2Þ and Lemma A.2.
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To prove (17) we write the commutator as
½H0;Gð jRÞ ¼
XNN 0
i¼1
fðpi þ AðxiÞÞ½AðxiÞ;Gð jRÞ þ ½AðxiÞ;Gð jRÞðpi þ AðxiÞÞ
þ ½si  BðxiÞ;Gð jRÞ þ ½Hf ;Gð jRÞg: ð18Þ
Using that Hf ¼ dGðjkjÞ; the last term in (18) restricted to #ns L2ðR3Þ is given by
½Hf ;Gð jRÞ ¼
Pn
l¼1jR#?#½jkj; jR?#jR; the commutator being the lth factor.
Since jj½jkj; jRjj ¼ OðR1Þ it follows that jjðN þ 1Þ1=2½Hf ;Gð jRÞðN þ 1Þ1=2jj ¼
OðR1Þ; and hence, by (ii), that the contribution due to Hf is of order R1: To deal
with the ﬁrst two terms in (18) note that, by (B.2) and (B.3),
½AðxiÞ;Gð jRÞ ¼ aðð1 jRÞGxiÞGð jRÞ  Gð jRÞaðð1 jRÞGxiÞ;
where
jjaxðð jR  1ÞGxiÞwPðN þ 1Þ1=2jjp sup
jxi jp2P
jjð jR  1ÞGxi jj-0 as R-N:
It follows that the terms in (18) which are quadratic in AðxiÞ give vanishing
contributions, as the factors AðxiÞ outside the commutators can be controlled by
ðN þ 1Þ1=2: To show that the terms in (18) with an operator pi vanish in the limit
R-N it sufﬁces to add to the above arguments that pi½AðxiÞ;Gð jRÞ ¼
½AðxiÞ;Gð jRÞpi because pi commutes with AðxiÞ and Gð jRÞ; that piwP ¼ wPpi 
iriwP and that jjpij0jjoN by Lemma A.2. The term involving BðxiÞ is dealt with
similarly. &
Step 2. Let e; j0; and jN be as in Step 1. Pick R0 so large that, with wR0 as in
Step 1 (iv), j0 ¼ GðwR0Þj0; jN ¼ GðwR0ÞjN; j0ðXNN 0 Þ ¼ 0 if jXNN 0 j4R0 and
jNðXN 0 Þ ¼ 0 if jXN 0 j4R0: Let RXR0 and pick a vector dAR3 with jdj ¼ 3: Let
TR :HNN 0-HNN 0 be the translation
TR ¼ exp iRd
XN 0
i¼1
pi þ Pf
( ) !
;
where Pf ¼ dGðkÞ is the total momentum operator of the photons. Then
/TRjN; H
0
N 0TRjNS ¼/jN; H0N 0jNS;
cR :¼ Iðj0#TRjNÞADN;2R:
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Step 3. If RXR0 then jjcRjj ¼ 1 and
/cR; HNcRS ¼ /j0; HNN 0j0Sþ/jN; H0N 0jNSþ oðR0Þ; R-N:
In particular SRðHNÞpENN 0 þ E0N 0 þ 2e for all R; which proves the theorem.
Proof. By construction of j0 and TRjN the photons in these states have disjoint
support if RXR0: Therefore
/cR;cRS ¼/Iðj0#TRjNÞ; Iðj0#TRjNÞS
¼/j0#TRjN;j0#TRjNS
¼/j0;j0S/jN;jNS ¼ 1:
In the following this property of I ; that it acts like an isometry on product states
with photons supported in fjyjpR0g and fjy  RdjpR0g; respectively, will be used
repeatedly and tacitly.
Writing Hf ¼
P
l¼1;2
R jkjalðkÞalðkÞd3k and using (23) one gets
/cR; HfcRS ¼/j0; Hfj0Sþ/TRjN; Hf TRjNS
þ 2 Re
X
l¼1;2
Z
jkj/alðkÞj0;j0S/jN; alðkÞjNSeiRdkd3k;
where TRaðkÞTR ¼ eiRdkaðkÞ was also used. The third term converges to zero as
R-N by the Riemann–Lebesgue lemma, because the integrand is in L1ðR3;C2Þ:
Since the distance of the electrons described by TRjN to the origin and to the
electrons in j0 is bounded below by 3R  3R0; we have, by assumption (H2), that
/cR; VNcRS ¼ /j0; VNN 0j0Sþ
X
ioj
/TRjN; wðxi  xjÞTRjNSþ oðR0Þ;
 ðR-NÞ
in the limit R-N; as desired.
Next, we compare
XN
j¼1
/cR; ðpj þ AðxjÞÞ2cRS
with X
jpNN 0
/j0; ðpj þ AðxjÞÞ2j0Sþ
X
j4NN 0
/TRjN; ðpj þ AðxjÞÞ2TRjNS:
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To this end we write AðxjÞ ¼ aðGxj Þ þ aðGxj Þ and use that
ðpj þ AðxjÞÞ2 ¼ p2j þ 2pj  aðGxj Þ þ 2aðGxj Þ  pj
þ aðGxj Þ2 þ aðGxj Þ2 þ 2aðGxj ÞaðGxj Þ þ jjGxj jj2:
Let jpN  N 0; then using (B.4) and again disjointness of the supports of the photons
in j0 and TRjN; one ﬁnds that
/cR; ðpj þ AðxjÞÞ2cRS ¼/j0; ðpj þ AðxjÞÞ2j0S
þ 2/j0#TRjN; pjj0#aðGxj ÞTRjNSþ h:c:
þ 2/j0#TRjN; aðGxj Þj0#aðGxj ÞTRjNSþ h:c:
þ /j0#TRjN;j0#aðGxj Þ2TRjNSþ h:c:
þ /aðGxj Þj0#TRjN;j0#aðGxj ÞTRjNSþ h:c:
þ /j0#aðGxj ÞTRjN;j0#aðGxj ÞTRjNS:
All terms except the ﬁrst one vanish in the limit R-N: In fact,
aðGxj ÞTRjN ¼TRaðGxjRdÞGðwR0ÞjN
¼TRGðwR0ÞaðwR0GxjRdÞjN;
and since jxjjpR0 if j0ðx1;y; xNN 0 Þa0; we can multiply this in all the above terms
with wR0ðxjÞ: But then, by (B.1) and using the notation GlðkÞ ¼ jkj1=2elðkÞwLðkÞ
jjwR0ðxjÞaðwR0GxjRdÞðNf þ 1Þ1=2jj2
p sup
jxj jpR0
X
l¼1;2
Z
jyjpR0
jGˆlðxj  Rd  yÞj2dy-0 ðR-NÞ: ð19Þ
The case where j4N  N 0 is dealt with similarly. The only difference there is that
jxj  RdjpR0 in the support of TRjN and the photons in j0 have support in
jyjpR0: Hence (19) will be replaced by
jjwR0ðxj  RdÞaðwR0Gxj ÞðNf þ 1Þ1=2jj2
p sup
jxjRdjpR0
X
l¼1;2
Z
jyjpR0
jGˆlðxj  yÞj2dy-0 ðR-NÞ:
The terms involving BðxiÞ are dealt with similarly. &
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Appendix A. Important estimates
Lemma A.1. For all LX0; e40 and all xAR3;
AðxÞ2p 32pLðHf þ L=4Þ;
7s  BðxÞp eHf þ 8pe L
3:
For the proof see [7]. This lemma holds equally for AmðxÞ and BmðxÞ with m40:
Lemma A.2. Let C ¼ 1þ 32paNL and D ¼ 8paNL: Then, for all mX0;
XN
i¼1
p2ipC
XN
i¼1
ðpi þ
ﬃﬃﬃ
a
p
AmðxiÞÞ2 þ Hf
( )
þ D:
Furthermore, if Vpep2 þ Ce for all e40; then there exist constants DðeÞ; depending
on a; g; N;L and e; but not on m; such that
XN
i¼1
pi þ
ﬃﬃﬃ
a
p
AmðxiÞ
 2þVþ þ Hf
( )
pð1þ eÞHN;m þ DðeÞ:
Proof. The ﬁrst part follows from p2ip2ðpi þ
ﬃﬃﬃ
a
p
AmðxiÞÞ2 þ 2aAmðxiÞ2 and Lemma
A.1. The second bound follows from the ﬁrst and Lemma A.1. &
Theorem A.3. Suppose the negative parts v and w of the external potential v and the
two-particle interaction w as functions in R3 drop off to zero as jxj-N: Then for all
values of the parameters N;L; a; g and mX0; there exists a function f ðRÞ and a
constant C; depending on these parameters, such that
HN;mXtðHN;mÞ  f ðRÞðHN;m þ Nf þ CÞ on DN;R;
where limR-Nf ðRÞ ¼ 0: Here tðHN;mÞ ¼ infN 0X1½infsðHNN 0;mÞ þ inf sðH0N;mÞ:
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This theorem is a variant of Corollary A.2 in [7], where we used the positivity of
the photon mass to estimate Nf in terms of HN : Thus the error term in Corollary A.2
of [7] depends on the photon mass. This was overlooked in [7] leaving a gap in the
proof. Theorem 3 combined with Theorem 5.1 in [7] closes the gap.
Appendix B. Fock space and second quantization
Let h be a complex Hilbert space, and let #ns h denote the symmetric tensor
product of n copies of h: Then the bosonic Fock space over h:
F ¼FðhÞ ¼ M
nX0
#ns h
is the space of sequences j ¼ ðjnÞnX0; with j0AC; jnA#ns h; and with an inner
product deﬁned by
/j;cS :¼
X
nX0
ðjn;cnÞ;
where ðjn;cnÞ denotes the inner product of #ns h: The vector O ¼ ð1; 0;yÞAF is
called the vacuum. By FfinCF we denote the dense subspace of vectors j for
which jn ¼ 0; for all but ﬁnitely many n: The number operator Nf in F is deﬁned
by ðNfjÞn ¼ njn:
B.1. Creation- and annihilation operators
The creation operator aðhÞ; hAh; on FfinCF is deﬁned by ðaðhÞjÞ0 ¼ 0 and
ðaðhÞjÞn ¼
ﬃﬃﬃ
n
p
Snðh#jn1Þ;
where SnABð#nhÞ denotes the orthogonal projection onto the symmetric subspace
#ns hC#
nh: The annihilation operator aðhÞ is the adjoint of aðhÞ restricted toFfin:
Creation- and annihilation operators satisfy the canonical commutation relations
(CCR)
½aðgÞ; aðhÞ ¼ ðg; hÞ; ½a#ðgÞ; a#ðhÞ ¼ 0:
In particular ½aðhÞ; aðhÞ ¼ jjhjj2: From the deﬁnition of aðhÞ it is easy to
see that
jja#ðhÞðN þ 1Þ1=2jjpjjhjj: ðB:1Þ
In the case where h is the one-photon Hilbert space, L2ðR3;C2Þ; the annihilation
and creation operators can be expressed in terms of the operator-valued distributions
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alðkÞ and alðkÞ by
aðhÞ ¼
X
l¼1;2
Z
hlðkÞalðkÞd3k;
aðhÞ ¼
X
l¼1;2
Z
hlðkÞalðkÞd3k:
Setting Gx;lðkÞ ¼ jkj1=2elðkÞwfjkjpLgeikx; the quantized vector potential AðxÞ can
be deﬁned as AðxÞ ¼ aðGxÞ þ aðGxÞ:
B.2. Second quantization
Suppose b is a bounded operator on h and jjbjjp1: The operator
GðbÞ :FðhÞ-FðhÞ is deﬁned by
GðbÞO ¼O;
GðbÞp#ns h ¼ b#?#b:
Clearly jjGðbÞjjp1: From the deﬁnition of aðhÞ it easily follows that
GðbÞaðhÞ ¼ aðbhÞGðbÞ; ðB:2Þ
GðbÞaðbhÞ ¼ aðhÞGðbÞ; ðB:3Þ
and hence that GðbÞaðhÞ ¼ aðbhÞGðbÞ if bb ¼ 1:
If b : DðbÞCH-H is self-adjoint, then dGðbÞ in FðhÞ is deﬁned by
dGðbÞO ¼ 0;
dGðbÞp#ns DðbÞ ¼
Xn
j¼1
1#y1|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
j1
#b# 1#y1|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
nj
0B@
1CA
and by linear extension. dGðbÞ is essentially self-adjoint and, denoting the closure
by dGðbÞ as well, GðeibÞ ¼ eidGðbÞ: One example is the number operator Nf ¼ dGð1Þ;
another one, for h ¼ L2ðR3;C2Þ; is the ﬁeld energy
Hf ¼ dGðjkjÞ ¼
X
l¼1;2
Z
jkjalðkÞalðkÞ d3k:
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B.3. The identification operator I :F#F-F
In the proof of Theorem 6 an important role is played by the identiﬁcation
operator I :F#F-F deﬁned by
Iðj#OÞ ¼ j
Ij#aðh1Þ?aðhnÞO ¼ aðh1Þ?aðhnÞj; jAFfin;
and linear extension to Ffin#Ffin: This operator is unbounded. We often use the
commutation relation
aðhÞI ¼ IðaðhÞ#1þ 1#aðhÞÞ; ðB:4Þ
which is in contrast to aðhÞI ¼ IðaðhÞ#1Þ ¼ Ið1#aðhÞÞ:
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