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When magnetic field B is applied to a metal, nearly all observable quantities exhibit oscillations
periodic in 1/B. Such quantum oscillations reflect the fundamental reorganization of electron states
into Landau levels as a canonical response of the metal to the applied magnetic field. We predict
here that, remarkably, in the recently discovered Dirac and Weyl semimetals quantum oscillations
can occur in the complete absence of magnetic field. These zero-field quantum oscillations are
driven by elastic strain which, in the space of the low-energy Dirac fermions, acts as a chiral gauge
potential. We propose an experimental setup in which the strain in a thin film (or nanowire) can
generate pseudomagnetic field b as large as 15T and demonstrate the resulting de Haas-van Alphen
and Shubnikov-de Haas oscillations periodic in 1/b.
Dirac and Weyl semimetals [1–3] are known to exhibit
a variety of exotic behaviors owing to their unusual elec-
tronic structure comprised of linearly dispersing electron
bands at low energies. This includes the pronounced
negative magnetoresistance [4–11] attributed to the phe-
nomenon of the chiral anomaly [12–14], theoretically pre-
dicted nonlocal transport [15, 16], Majorana flat bands
[17], as well as an unusual type of quantum oscillations
(QO) that involve both bulk and topologically protected
surface states [18, 19]. In this theoretical study we estab-
lish a completely new mechanism for QO in Dirac and
Weyl semimetals that requires no magnetic field. These
zero-field oscillations occur as a function of the applied
elastic strain and, similar to the canonical de Haas-van
Alphen and Shubnikov-de Haas oscillations [20], mani-
fest themselves as oscillations periodic in 1/b, where b is
the strain-induced pseudomagnetic field, in all measur-
able thermodynamic and transport properties. To the
best of our knowledge this is the first instance of such
zero-field quantum oscillations in any known substance.
Materials with linearly dispersing electrons respond in
peculiar ways to the externally imposed elastic strain.
In graphene, for instance, the effect of curvature is fa-
mously analogous to a pseudomagnetic field [21] that can
be quite large and is known to generate pronounced Lan-
dau levels observed in the tunneling spectroscopy [22].
Recent theoretical work [23–27] showed that similar ef-
fects can be anticipated in three-dimensional Dirac and
Weyl semimetals, although the estimated field strengths
in the geometries that have been considered are rather
small (below 1 Tesla in Ref. [26]). Ordinary quantum
oscillations, periodic in 1/B, have already been observed
in Dirac semimetals Cd3As2 and Na3Bi [19, 28–30] but
the magnetic field required is B & 2T. This, then, would
seem to rule out the observation of strain-induced QO
in geometries considered previously. We make a key ad-
vance in this work by devising a new geometry in which
pseudomagnetic field b as large as 15T can be achieved.
The proposed setup consists of a thin film (or a nanowire)
in which pseudomagnetic field b is generated by a simple
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FIG. 1: Proposed setup for strain-induced quantum oscilla-
tion observation in Dirac and Weyl semimetals. a) Bent film
is analogous, in terms of its low-energy properties, to an un-
strained film subject to magnetic field B. b) Detail of the
atomic displacements in the bent film. Displacements have
been exaggerated for clarity.
bend as illustrated in Fig. 1.
For simplicity and concreteness we focus in the fol-
lowing on Dirac semimetal Cd3As2 [28, 31–35] which is
the best characterized representative of this class of ma-
terials. Our results are directly applicable also to Na3Bi
[36–38] whose low-energy description is identical, and are
easily extended to other Dirac and Weyl semimetals [39–
43]. We start from the tight-binding model formulated
in Refs. [31, 36] which describes the low-energy physics
of Cd3As2 by including the band inversion of its atomic
Cd-5s and As-4p levels near the Γ point. In the basis
of the spin-orbit coupled states |P 3
2
, 32 〉, |S 12 ,
1
2 〉, |S 12 ,−
1
2 〉
and |P 3
2
,− 32 〉 the model is defined by a 4 × 4 matrix
Hamiltonian
H latt = k +
(
hlatt 0
0 −hlatt
)
, (1)
on a simple rectangular lattice with spacings ax,y,z, where
hlatt(k) = mkτ
z + Λ(τx sin axkx + τ
y sin ayky), (2)
τ are Pauli matrices in the orbital space and mk =
t0 + t1 cos azkz + t2(cos axkx + cos ayky). For the ana-
lytic calculations below we will assume ai = a, while
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FIG. 2: Schematic depiction of the low-energy electron exci-
tation spectrum in Dirac and Weyl semimetals. a) In a Dirac
semimetal the bands are doubly degenerate due to the spin
degree of freedom while in a Weyl semimetal they are non-
degenerate. b) Contours of constant energy for ky = 0. For
magnetic field B ‖ yˆ these correspond to the extremal orbits
[20] that give rise to QO periodic in 1/B.
in numerics we will use the actual lattice constants of
Cd3As2. Various tunneling amplitudes and k are given
in Supplementary Material (SM). The low-energy spec-
trum of hlatt consists of a pair of Weyl points, shown in
Fig. 2a, which carry opposite chirality η = ±1 and are
located at crystal momenta Kη = (0, 0, ηQ) with Q given
by cos(aQ) = −(t0+2t2)/t1. The lower diagonal block in
Eq. (1) describes the spin-down sector in Cd3As2 and has
identical spectrum. Terms in k account for particle-hole
(p-h) asymmetry present in Cd3As2.
Following Refs. [23–26] the most important effect of
elastic strain can be included in the lattice model (1)
by modifying the electron tunneling amplitude along the
zˆ-direction according to
t1τ
z → t1(1− u33)τz + iΛ
∑
j 6=3
u3jτ
j , (3)
where uij =
1
2 (∂iuj + ∂jui) is the symmetrized strain
tensor and u = (u1, u2, u3) represents the displacement
of the atoms. To see how this leads to an emergent vector
potential we study the low-energy effective theory. We
expand hlatt(k) in the vicinity of the Weyl points K±
by writing k = K± + q and assuming small |q|. To
leading order we obtain the linearized Hamiltonian of the
distorted crystal [26]
hη(q) = v
j
ητ
j
(
~qj − η e
c
Aj
)
, (4)
with the velocity vector
vη = ~−1a(Λ,Λ,−ηt1 sin aQ). (5)
For Cd2As3 parameters and lattice constant a = 4A˚ this
gives ~vη = (0.89, 0.89,−1.24η)eVA˚. The strain-induced
gauge potential is given by
~A = −~c
ea
(
u13 sin aQ, u23 sin aQ, u33 cot aQ
)
. (6)
We see that elements uj3 of the strain tensor act on
the low-energy Weyl fermions as components of a chiral
gauge field because according to Eq. (4) ~A couples with
the opposite sign to the Weyl fermions with opposite chi-
rality η. Ordinary electromagnetic gauge potential cou-
ples through the replacement ~q → ~q − ecA, indepen-
dent of η. Ref. [26] noted that application of a torsional
strain to a nanowire made of Cd3As2 (grown along the
001 crystallographic direction) results in a uniform pseu-
domagnetic field b = ∇ × ~A pointed along the axis of
the wire. The strength of this pseudomagnetic field was
estimated as b . 0.3T which would be insufficient to ob-
serve QO. Our key observation here is that a different
type of distortion, illustrated in Fig. 1a, can produce a
much larger field b.
One reason why the torsion-induced b-field is relatively
small lies in the fact that it originates from the Ax and
Ay components of the vector potential. According to
Eq. (6) these are suppressed relative to the strain com-
ponents by a factor of sin aQ. This is a small number
in most Dirac and Weyl semimetals because the distance
2Q between the Weyl points is typically a small frac-
tion of the Brillouin zone size 2pi/a. Specifically, we have
aQ ' 0.132 in Cd3As2 [31]. Note on the other hand that
the Az component of the chiral gauge potential comes
with a factor cot aQ ' 1/aQ and is therefore enhanced.
A lattice distortion that produces nonzero strain tensor
element u33 will therefore be much more efficient in gen-
erating large b than u13 or u23. Specifically, for the same
amount of strain the field strength is enhanced by a factor
of cot aQ/ sin aQ ' 1/(aQ)2 ' 57 for Cd3As2.
To implement this type of strain we consider a thin
film (or a nanowire) grown such that vector Kη lies
along the z direction as defined in Fig. 1a. More gen-
erally we require that Kη has a nonzero projection onto
the surface of the film or on the long direction for the
nanowire. Cd3As2 films [29], microribbons [44] and
nanowires [45, 46] satisfy this requirement. Bending the
film as shown in Fig. 1b creates a displacement field
u = (0, 0, 2αxz/d), where d is the film thickness and
α controls the magnitude of the bend. (If R is the ra-
dius of the circular section formed by the bent film then
α = 2d/R. α can also be interpreted as the maximum
fractional displacement α = umax/a that occurs at the
surface of the film.) This distortion gives u33 = 2αx/d
which, through Eq. (6), yields a pseudomagnetic field
b = ∇× ~A = yˆ
(
2α
d
)
~c
ea
cot aQ. (7)
Noting that Φ0 = hc/e = 4.12× 105TA˚ we may estimate
the resulting field strength for a d = 100nm film as
b ' α× 246T. (8)
The maximum pseudomagnetic field that can be achieved
will depend on the maximum strain that the material can
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FIG. 3: Numerical results for the Cd3As2 lattice Hamiltonian (2) in the presence of magnetic field B = yˆB and strain-induced
pseudomagnetic field b = yˆb. In all panels films of thickness 500 lattice points are studied with parameters appropriate for
Cd3As2. P-h asymmetry terms k are neglected for simplicity which makes contributions from the two spin sectors identical.
a) Band structure and density of states (DOS) for zero field and zero strain. The inset shows the first Brillouin zone. b) Band
structure and normalized DOS for B = 1.5T. Red crosses indicate the peak positions expected on the basis of the Lifshitz-
Onsager quantization condition [20]. c) Band structure and DOS for b = 1.5T. Thin black line shows the expected bulk DOS
for ideal Weyl dispersion computed from Eq. (9).
sustain. Ref. [45] characterized the Cd3As2 nanowires as
“greatly flexible” and their Figure 1a shows some wires
bent with a radius R as small as several microns. This
implies that α of several percent can likely be achieved.
From Eq. (8) we thus estimate that field strength b '
10−15T can be reached, providing a substantial window
for the observation of the strain-induced QO.
To substantiate these claims we now present the re-
sults of our numerical simulations based on the lattice
Hamiltonian (2). Magnetic field B is implemented via
the standard Peierls substitution while the strain-induced
field b through Eq. (3). Geometry outlined in Fig. 1
is used with periodic boundary conditions along y and
z, open along x. Fig. 3 provides the summary of our
results. The unstrained crystal at zero field (panel a)
shows the expected band structure with bulk Weyl nodes
close to kza = ±0.2 and a pair of linearly dispersing sur-
face states corresponding to Fermi arcs. The density of
states (DOS) exhibits the expected quadratic behavior
D(E) ∼ E2 at low energies with some deviations appar-
ent for |E| & 12meV due to the departure of the lat-
tice model from the perfectly linear Weyl dispersion. At
ELif ' 20meV Lifshitz transition occurs where two small
Fermi surfaces associated with each Weyl point merge
into a single large Fermi surface as illustrated in Fig. 2b.
In Fig. 3b magnetic field B = yˆB is seen to reorganize
the linearly dispersing bulk bands into flat Landau levels.
In the continuum approximation given by Eq. (4) the
bulk spectrum of such Dirac-Landau levels is well known
and reads
En(ky) = ±~
√
v2yk
2
y + 2nvxvz
e|B|
~c
, n = 1, 2, . . . , (9)
The corresponding DOS shows a series of spikes at the
onset of each new Landau level and is in a good agree-
ment with the DOS calculated from the lattice model.
Deviations occur above ∼ 12meV because the energy dis-
persion of the lattice model is no longer perfectly linear
at higher energies. The peak positions En agree per-
fectly with the Lifshitz-Onsager quantization condition
[20], which takes into account these deviations. It re-
quires that S(En) = 2pin(eB/~c), where S(E) is the ex-
tremal cross-sectional area of a surface of constant en-
ergy E in the plane perpendicular to B (see Fig. 2b),
and n = 1, 2, · · · .
Pseudomagnetic field b = yˆb, induced by strain us-
ing Eq. (3) with u33 = 2αx/d, also generates flat bands
(panel c), as expected on the basis of arguments pre-
sented above. The corresponding DOS is in agreement
with that obtained from Eq. (9) upon replacing B → b.
Remarkably the agreement is nearly perfect for all ener-
gies up to ELif . We attribute this interesting result to
the fact that strain couples as the chiral vector potential
only to the Weyl fermions. If we write the full Hamilto-
nian as h(p) = hW (p)+δh(p) where hW is strictly linear
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FIG. 4: Strain-induced QO. Top pannel shows oscillations in
DOS at energy 10meV as a function of inverse strain strength
expressed as 1/b. For comparison ordinary magnetic oscil-
lations are displayed, as well as the result of the bulk con-
tinuum theory Eq. (9). Crosses indicate peak positions ex-
pected based on the Lifshitz-Onsager theory. Bottom pannel
shows oscillations in conductivity σyy assuming Fermi energy
EF = 10meV. To simulate the effect of disorder all data are
broadened by convolving in energy with a Lorentzian with
width δ = 0.25meV. The same geometry and parameters are
used as in Fig. 3.
in momentum p and δh is the correction resulting from
the lattice effects, then strain causes p → p − ec ~A only
in hW but does not to leading order affect δh. The real
vector potential A affects hW and δh in the same way.
These results imply that QO will occur when either
B or b is present. If we vary B then D(EF ), together
with most measurable quantities, will exhibit oscillations
periodic in 1/B. The same is true for the strain-induced
pseudomagnetic field b. This is illustrated in Fig. 4 which
shows oscillations in DOS and longitudinal conductivity
σyy at energy 10meV as a function of 1/b and 1/B. Con-
ductivity is calculated using the standard relaxation time
approximation as described in SM. Strain-induced QO
show robust periodicity in 1/b. Their period 0.329T−1 is
in a good agreement with the period 0.324T−1 expected
on the basis of the Lifshitz-Onsager theory and 0.336T−1
obtained from Eq. (9). Small irregularities that appear
at low fields can be attributed to the finite size effects
as the Landau level spacing becomes comparable to the
subband spacing apparent e.g. in Fig. 3a. We verified
that similar oscillations occur at other energies below the
Lifshitz transition. Remarkably, we find strain-induced
oscillations periodic in 1/b also above ELif . In addition,
we expect that in the presence of both b and B fields
the peaks split as two Weyl cones feel different effective
magnetic fields. These effects are further discussed in
SM.
Results presented above extend trivially to the full
Cd3As2 Hamiltonian Eq. (1) where the spin-down block
makes an identical contribution and the p-h symmetry
breaking terms contained in k bring only quantitative
changes (see SM for discussion). Experimental studies
[32–35] indicate that the linear dispersion in Cd3As2 ex-
tends over a much wider range of energies than theo-
retically anticipated [31] with the Lifshitz transition oc-
curring above ∼ 200meV. We therefore expect the zero-
field strain-induced QO predicted in this work to be eas-
ily observable in suitably fabricated Cd3As2 films and
nanowires and potentially also in other Dirac and Weyl
semimetals. Our results show that conditions for their
observability are identical to those required to detect or-
dinary QO. The continuous tunability of the pseudomag-
netic field in large parameter range provides a new ex-
perimental basis for the study of emergent gauge fields
in three-dimensional crystalline solids.
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Model parameters
We model Cd3As2 using the Hamiltonian (1) with pa-
rameters taken from the first principles band structure
calculations [26, 47] and with the lattice constants cor-
responding to the actual material, ax,y = 3A˚, az = 5A˚.
This implies that the constants used in (2) are: Λ =
0.296eV, t0 = −7.4811eV, t1 = 1.5016eV, and t2 = 3eV.
Additionally, we model the particle-hole asymmetry of
the real Cd3As2 using
k = r0 + r1 cos azkz + r2(cos axkx + cos ayky), (10)
with r0 = 5.9439eV, r1 = −0.8472eV, and r2 =
−2.5556eV.
The results for the dispersion and DOS for the realistic
particle-hole asymmetric case are shown in Fig. 5. We
note the similarity of the results with those displayed in
the main text and in Fig. 5. Specifically, both the real
magnetic field B and the strain-induced pseudomagnetic
field b give rise to pronounced Landau levels. We thus
conclude that all our predictions remain valid for this
realistic Dirac semimetal.
Conductivity calculation
First we obtain the analytical expression for the con-
ductivity of Dirac-Landau levels in the bulk and in the
continuum limit. From the dispersion relation (9) we ob-
tain the velocity in y direction,
vsn(ky) =
1
~
∂Esn
∂ky
= svy
ky√
k2y + nΩ
, (11)
where s is the sign of the energy and Ω = 2eB~c
vxvz
v2y
. Then
we use the familiar formula for the DC conductivity σyy
due to the n’th Landau level in the relaxation time ap-
proximation
σsn(µ) = e
2
∫
dky
2pi
τsn(E
2
n(ky))(v
s
n(ky))
2
(
−∂f(E − µ)
∂E
)
Esn(ky)
.
(12)
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FIG. 5: Bandstructure and density of states for the model of Cd3As2 with the particle-hole asymmetric part (10) included.
Top row is for the pseudomagnetic field b = 4.25T (corresponding to α = 0.04, stronger strain than in the main text), and
bottom row is for real magnetic field B = 4.25T. From left to right – bandstructure for spin up band, bandstructure for spin
down band, and normalized total DOS.
Here f() is the Fermi function. We assume zero temper-
ature, angle-independent relaxation time, and substitute
the dispersion relation to obtain
σsn(µ) = e
2τsn
∫
dky
2pi
v2yk
2
y
k2y + nΩ
δ(Esn(ky)− µ). (13)
After the change of the integration variable from ky to
Esn(ky) and integration we find
σsn(µ) =
e2τsnvy
~pi
Re
√
E2n − n~2v2yΩ
Esn
∣∣∣∣∣∣
Esn=µ
, (14)
and the total conductivity is
σ =
2e2vy
h
∑
n
τn(µ)Re
√
µ2 − n~2v2yΩ
µ2
. (15)
Finally, we estimate the relaxation time in the lowest
order Born approximation
1
τ
= 2piD(µ)nimpC, (16)
where D(µ) is the density of states at the Fermi level and
nimp is the impurity concentration. Constant C depends
on the details of scattering from impurities. Thus the
final formula we use for the conductivity computation in
Fig. 4 is
σyy =
e2vy
pihD(µ)nimpC
∑
n
Re
√
µ2 − n~2v2yΩ
µ2
. (17)
Numerically we use the same formula (12), but input
the actual velocities and energies into it.
Quantum oscillations above Lifshitz transition
In this section we present the results for QO at energy
28meV, above the Lifshitz transition (at approximatly
20meV). In Fig. 6a we see that the area of the Fermi
surface causing the oscillations in B and b fields is
different by slightly larger than a factor of 2. For the
external magnetic field case the effective area of the
Fermi surface is approximately doubled as compared to
the gauge field. Strain couples only to the linear part
of the Hamiltonian as a gauge field, therefore only the
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FIG. 6: a) QO above the Lifshits transition due to ordinary magnetic field and due to the gauge field. Period difference by
more than a factor of 2 is seen. The low-energy analytics does not apply anymore, as expected. b) Corresponding hypothesized
quasiclassical trajectories of electrons in the Brillouin zone. Green – for By field, and red – for by field.
oscillations around each of the Weyl points are possible.
Notice also that the electron in the pseudmagnetic field
travels clockwise around one of the Weyl points and
counterclockwise around the another. The precise nature
of the corresponding quasiclassical trajectories above
the Lifshitz transition is therefore an interesting open
question which we leave for further study. We speculate
that they include tunneling between the opposite points
of the Fermi surface as depicted in Fig. 6b. Such
trajectories would define an extremal area consistent
with our numerical results.
Equivalence of external and gauge fields
In this section we additionally substantiate the pro-
posed equivalence of b and B fields and suggest an addi-
tional experimental test. We propose to apply external
magnetic field of fixed strength and then slowly turn on
strain (or vice versa, whichever is more convenient in a
particular experimental design). This will result in split-
ting of the first peak in DOS as seen in Fig. 7. This
happens because the two Weyl cones will feel different
effective magnetic fields, B + b and B − b, which result
in two independent sequences of peaks in DOS. Obser-
vation of the splitting would prove the identical nature
of the gauge and external magnetic fields in each of the
Weyl cones, and establish that the two cones feel opposite
effective field due to b.
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FIG. 7: Normalized density of states for both fields present,
B = 1T and b = 0.0184T. Each of the DOS peaks due to
ordinary magnetic field splits due to torsion thus proving the
equivalence of the external and gauge fields. Inset gives closer
view of the first two peaks.
