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Abstract
Consider the differential equation
x′ + f (t, x) = h(t), (1)
where h(t) is a 1-periodic continuous function and f (t, x) ∈ C3 is concave-convex in x and
1-periodic in t . We obtain the complete structure of 1-periodic solutions by means of singularity
theory. More precisely, we show that the image of singularities F(Σ) consists of a codimension-1
manifold that divides the C(R/Z) into two open sets A1,A3. (i) Equation (1) has a unique 1-periodic
solution for h(t) ∈ A1, (ii) the equation has exactly three 1-periodic solutions for h(t) ∈ A3. Further-
more, if the image of cusp singularities F(C) is a codimension-1 manifold of F(Σ) the differential
equation has exactly two solutions for h(t) ∈ F(Σ) \F(C), and has a unique 1-periodic solution for
h(t) ∈ F(C).
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the following periodic equation:
x ′ + f (t, x)= h(t), (1.1)
where h(t) ∈ C(R/Z) and f (t, x) is 1-periodic in t .
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determining the number of limit cycles of certain polynomial systems in the plane [7].
The method of upper and lower solutions has been applied by several authors for studying
solvability of periodic boundary value problems (1.1) [8,10,12]. However, the upper and
lower solution method combined with the degree method does not allow one to give the
exact number of solutions. On the sharp number of 1-periodic solution of (1.1), McKean
and Scovel obtained an Ambrosetti–Prodi type theorem [9]. Mawhin generalized the result
under convex nonlinearity [8]. Other works on the study of the number of solutions can be
found in [3,6]. In [2] Cafagna and Donati studied Eq. (1.1) with a special type of convex-
concave nonlinearity,
f (t, x)= au+ bu2 + cu2k+1, k ∈ N, k  1,
a, b, c ∈ R such that a  0, a2 + b2 > 0, c < 0.
They showed that the solution structure of (1.1) has the structure of a global cusp or pseudo-
cusp. Korman and Ouyang [5] studied (1.1) with nonlinearities
f (t, x)= x3 − a(t)x,
where a(t) is a 1-periodic function such that
∫ 1
0 a(t) dt > 0. They obtain exact multiplicity
results. For more general types of nonlinearities, they show (1.1) has at most three periodic
solutions under relaxed conditions on f (t, x). In this article by means of the singularity
method established by Berger and Church [1], we obtain exact multiplicity results. Roughly
speaking, we obtain that the number of solutions of (1.1) has exactly 1, 2, or 3, under the
condition that f ′′′x (t, x) does not change sign. The main result is the following
Theorem 1. Suppose that f (t, x) satisfies the following conditions:
(1) f (t, x) is 1-periodic in t , f ∈ C3 such that ∫ 10 f ′(t,0) dt < 0,
(2) f ′′(t,0)≡ 0,
(3) f ′′′x (t, x) > 0,
(4) limx→±∞ f (t, x) = ±∞ uniformly for t ∈ [0,1].
Then Fx = x ′ + f (t, x) is equivalent to a cusp map or pseudo-cusp map. More precisely,
the image of singularities F(Σ) is a closed, connected C0-manifold of codimension 1 such
that C(R/Z) \ F(Σ) consists of two components A1 and A3, with
(i) for h ∈ A1, Eq. (1.1) has a unique 1-periodic solution,
(ii) for h ∈ A3, Eq. (1.1) has exactly three 1-periodic solutions.
Furthermore, F(Σ) contains a submanifold F(C) of codimension 1 consisting of images
of cusps such that for h(t) ∈ F(Σ) \F(C), Eq. (1.1) has exactly two 1-periodic solutions,
while for h ∈ F(C), Eq. (1.1) has a unique 1-periodic solution.
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In this section we recall some basic facts about singularity theory. One may refer to
survey articles on the subject in [4,11] for details. Let X, Y be Banach spaces, A :X → Y
be a Ck (k = 2,3, . . .) map at u¯ ∈ X. Then A is a Ck fold if
(1) A is Fredholm of index 0, i.e., dim kerDA(u¯) and dim kerDA(u¯) are finite and equal,
(2) dim kerDA(u¯) = 1 and therefore rangeDA(u¯) has codimension one,
(3) for some nonzero element e ∈ kerDA(u¯),
D2A(u¯)(e, e) /∈ rangeDA(u¯).
Similarly a Ck (k  3) map A at u¯ is a Ck cusp if it satisfies conditions (1) and (2) above
together with
(3) for some nonzero element e ∈ kerDA(u¯),
D2A(u¯)(e, e) ∈ rangeDA(u¯),
(4) for some w ∈ X, D2A(u¯)(e,w) /∈ rangeDA(u¯),
(5) D3A(u¯)(e, e, e)− 3D2A(u¯)(e,DA(u¯)−1D2A(u¯)(e, e)) /∈ rangeDA(u¯).
We say that a smooth map F :U ⊂ X → Y is locally equivalent to G :V ⊂ X → Y (de-
noted by F ∼ G) if there are diffeomorphisms α :U → V and β :F(U) → F(V ) such that
the diagram
U ⊂ X F
α
F(U) ⊂ Y
β
V ⊂ X G G(V ) ⊂ Y
commutes.
The following global characterization of the cusp map is established by Church and
Timourian. They show the following conditions for an abstract map C0 equivalent to the
cusp map.
Theorem A. Suppose that X and Y are Banach spaces, and F :X → Y is a C3 proper
map such that
(1) each u ∈ Σ (the singular set of F ) is a fold or a cusp point for F ,
(2) the restriction F |Σ is injective,
(3) Σ is simply connected and Z-acyclic,
(4) each component of the cusp set C is simply connected,
(5) there exists y ∈ Y \F(Σ) such that F−1(y) is a single point.
Then F is C0 equivalent to the global cusp.
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3. Proof of Theorem 1
In this section we prove Theorem 1 by analyzing the structure of singularities and its
image. We divide the proof of the theorem into several lemmas. We always suppose the
conditions of Theorem 1 are satisfied. Let Fx(t) = x ′ + f (t, x), X = C1(R/Z) and Y =
C(R/Z), so that F ∈ C3(X,Y ).
Lemma 3.1. If limx→∞ f (t, x) = ∞ uniformly, then F is proper.
Proof. Let E be any compact subset of C(R/Z). Then E is bounded. Therefore there are
m and M such that
m< h(t) <M for h(t) ∈ E.
Let s be a stationary point of a 1-periodic solution x(t) of Fx(t) = h(t). Then x ′(s) = 0,
i.e.,
m f
(
x(s), s
)= h(s)M.
Since limx→∞ f (x, t) = ∞ uniformly, it follows that x(t) is uniformly bounded for any
x(t) ∈ F−1(E), and the equation x ′ + f (t, x) = h(t) implies that x ′(t) is uniformly
bounded and equicontinuous for x(t) ∈ F−1(E), i.e., F−1(E) is compact. Therefore F
is proper. 
Lemma 3.2.
(1) F is a Fredholm map with index 0,
(2) u ∈ Σ if and only if ∫ 10 f ′(τ, u(τ )) dτ = 0,
(3) Σ consists fold and cusp points only.
Proof. Consider the linearized equation
F ′(u)v = v′ + f ′(t, u(t))v = 0. (3.1)
If
∫ 1
0 f
′(t, u(t)) dt 	= 0, then (3.1) does not admit a nontrivial 1-periodic solution, hence
F ′(u) is regular, i.e., F ′(u) :C1(R/Z) → C(R/Z) is a linear homeomorphism. Thus
dim kerF ′(u) = 0 = codimF ′(u). If ∫ 10 f ′(t, u(t)) dt = 0, then Eq. (3.1) admits the non-
trivial 1-periodic solution v(t) = e−
∫ t
0 f
′(τ,u(τ )) dτ
. In this case, kerF ′(u) = [v]. Consider
the adjoint equation to (3.1),
F ′(u)∗v = −v′ + f ′(t, u(t))v = 0. (3.2)
It is easy to verify that kerF ′(u)∗ = [v−1]. The Fredholm theorem implies that ImF ′(u) =
{y | ∫ 1 yv−1 dt = 0}. Therefore dim kerF ′(u) = codimF ′(u) = 1. This proves (1) and (2).0
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reduces to
∫ 1
0 f
′′(τ, u(τ ))v(τ ) dτ 	= 0. In order to prove (3), it is sufficient to show that if
u is singular point of F and
∫ 1
0 vf
′′(τ, u(τ )) dτ = 0, then u is a cusp point. Evidently there
is w(t) ∈ C1(R/Z) such that F ′′(u)[v,w] /∈ ImF ′(u). In fact, let w(t) = f ′′(t, u(t)); then
1∫
0
F ′′(u)[v,w]/v dτ =
1∫
0
f ′′
(
τ,u(τ )
)
wdτ =
1∫
0
f ′′
(
τ,u(τ )
)2
dτ 	= 0.
Next, consider the equation
F ′(u)z = z′ + f ′(t, u(t))z = F ′′(u)[u,v] = f ′′(t, u(t))v2. (3.3)
Since
∫ 1
0 F
′′(u)[v, v]/v dt = ∫ 10 vf ′′(τ, u(τ )) dτ = 0, it follows that equation (3.3) is solv-
able. It is not difficult to verify that z(t) = v ∫ t0 f ′′(τ, u(τ ))v dτ is a 1-periodic solution to
(3.3). The cusp condition F ′′′(u)(v, v, v) − 3F ′′(u)(v, z) /∈ ImF ′(u) reduces to
1∫
0
f ′′′
(
τ,u(τ )
)
v(τ )2 dτ − 3
1∫
0
f ′′
(
τ,u(τ )
)
z(τ ) dτ 	= 0. (3.4)
Since
∫ 1
0 f
′′(t, u(t))z(t) dt = ∫ 10 f ′′(t, u(t))v(t)[∫ t0 f ′′(τ, u(τ ))v(τ ) dτ ]dt = 0, therefore
condition f ′′′(t, x) > 0 implies (3.4). 
Lemma 3.3. Let S be the unit sphere in X. Then there is a radial diffeomorphism
ρ :S → Σ, u → ρ(u)u ∈ Σ.
Proof. ∀u ∈ S, let I (u) = ∫ 10 f ′(τ, u(τ )) dτ . Since f ′′′(t, x) > 0 and f ′′(t,0) ≡ 0 which
implies that xf ′′(t, x) > 0 for x 	= 0, take derivatives of I (ρu) respect to ρ. We have
d
dρ
I (ρu) =
1∫
0
f ′′
(
τ,ρu(τ)
)
u(τ) dτ > 0
and
d2
dρ2
I (ρu) =
1∫
0
f ′′′(τ, ρu)u2(τ ) dτ > 0.
Therefore I (ρu) is a strictly convex function of ρ, hence limρ→+∞ I (ρu) = +∞, and
since I (0) = ∫ 10 f ′(τ,0) dτ < 0, it follows that there is a unique ρ(u) such that I (ρ(u)u)≡ 0. Define ϕ(u) = ρ(u)u. Then ϕ :S → Σ is the desired diffeomorphism. 
Lemma 3.4. Let u1, u2 be two distinct 1-periodic solutions of Eq. (1.1). Then u2(t) −
u2(t) 	= 0 for all t .
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0 f
′(t, (1 − s)u1 + su2) ds. Then u satisfies
u′ + α(t)u = 0. (3.5)
So u(t) = Ce−
∫ t
0 α(τ) dτ
. Since u1(t) 	≡ u2(t), this implies that C 	= 0. Therefore u(t) 	= 0
∀t ∈ [0,1]. 
Let M = {u | ∫ 10 f ′(τ, u(τ )) dτ  0, u ∈ X}. We have the following result.
Lemma 3.5. F |M is injective. In particular, F |Σ is injective.
Proof. We prove the lemma by contradiction. Suppose that there are u1 and u2 ∈ M such
that u1 	= u2 and F(u1) = F(u2). Then u = u1 − u2 satisfies (3.5). It is easy to show that
(3.5) has a nontrivial 1-periodic solution if and only if
1∫
0
α(t) dt =
1∫
0
dt
1∫
0
f ′
(
t, (1 − s)u1(t) + su2(t)
)
ds = 0. (3.6)
On the other hand f ′′′(t, x) > 0 implies that f ′(t, x) is a strictly convex function in x .
Therefore
0 =
1∫
0
dt
1∫
0
f ′
(
t, (1 − s)u1(t) + su2(t)
)
ds
<
1∫
0
dt
1∫
0
(1 − s)f ′(t, u1(t))+ sf ′(t, u2(t)) ds
= 1
2
( 1∫
0
f ′
(
t, u1(t)
)
dt +
1∫
0
f ′
(
t, u2(t)
)
dt
)
 0,
a contradiction. 
Lemma 3.6. The 1-periodic solution of x ′ + f (t, x) = f (t, γ ) is unique for γ sufficiently
large.
Proof. Let M = maxx0, t∈[0,1]f (t, x). Since limx→−∞ f (t, x) = −∞ uniformly for t ∈
[0,1], it follows that there is R > 0 such that M = max[−R,0]×[0,1] f (t, x). Thus M is
finite, and the concave-convex condition of f (t, x) in x combined with limx→+∞ f (t, x) =
+∞ uniformly implies that (1) f (t, γ ) >M for γ sufficiently large, and (2) if f (t, x1) =
f (t, x2) >M for some t ∈ [0,1], then x1 = x2. Now we claim that
x ′ + f (t, x)= f (t, γ ) (3.7)
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of (3.7). It follows from Lemma 3.4 that x(t) − γ 	= 0 for all t . On the other hand, by
integrating (3.7) we get
1∫
0
[
f (t, x)− f (t, γ )]dt = 0,
so there is τ ∈ [0,1] such that f (τ, x(τ )) = f (τ, γ ). If γ sufficiently large x(τ) = γ , a
contradiction to (2). Lemmas 3.1–3.6 implies that F is cusp or pseudo-cusp. 
This completes the proof of Theorem 1.
Remark 1. If the conditions of Theorem 1 are replaced by
(1) limx→±∞ f (t, x) = ∓∞ uniformly for t ∈ [0,1],
(2) ∫ 10 f ′(t,0) dt > 0 and f ′′(t,0)≡ 0,
(3) f ′′′(t, x) < 0 for t ∈ [0,1] ∀x ∈ R,
the conclusion of Theorem 1 still holds.
Remark 2. The condition at x = 0 can be replaced by the corresponding condition at
x = x0.
Remark 3. If f (t, x) = a(t)f (x), where a(t) is a continuous 1-periodic function which
does not change sign on [0,1], then the conditions of Theorem 1 reduce to the following
conditions: f ′(0) < 0, f ′′(0)= 0, and f ′′′(x) > 0 for x ∈ R.
Consider the following special type of Liénard equation:
x ′′ + (f ′(x)+ a(t))x˙ + a(t)f (x)= h(t). (3.8)
The second-order equation version of Theorem 1 can be stated as:
Corollary. Suppose that a(t) is a continuous 1-periodic solution such that
∫ 1
0 a(τ) dτ 	= 0,
and assume that f ∈ C3 satisfies f ′(0) < 0, f ′′(0) = 0, and f ′′′(x) > 0 ∀x ∈ R. Define
Fx(t) = x ′′ + (f (x) + a(t))x ′ + a(t)f (x). Then F(Σ) is a C0-manifold of codimen-
sion 1 such that C(R/Z)/F (Σ) = Y1 ∪ Y3 consists of two components Y1 and Y3. (1) For
h(t) ∈ Y1, Eq. (3.8) has a unique 1-periodic solution, (2) for h ∈ Y3, Eq. (3.8) has exactly
three 1-periodic solutions. Furthermore, the image of cusp singularities F(C) consists of
a codimension-1 manifold such that for h(t) ∈ F(Σ) \ F(C) Eq. (3.8) has exactly two
1-periodic solutions, while for h ∈ F(C) Eq. (3.8) has exactly one solution.
Proof. Let y = G(x(t)) = x ′ + f (x). Then Eq. (3.8) reduces to
T (y) = y ′ + a(t)y = h(t). (3.9)
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∫ 1
0 a(τ) dτ 	= 0, T :X → Y is a linear isomorphism and F is the composition of G
and T , the conclusion follows from Theorem 1 with f (t, x) = f (x). 
Example. Consider the Liénard equation
x ′′ + (ε − x2)x ′ + x − 1
3
x3 = h(t). (3.10)
Equation (3.10) has been studied by many authors with small forcing term h(t) by perturba-
tions, but the exact number of 1-periodic solutions of (3.10) has remained an open question
until now. By applying the Corollary for the special case ε = 2 with f (x) = x3/3 − x and
a(t) ≡ −1, the number of 1-periodic solutions of
x ′′ + (2 − x2)x ′ + x − 1
3
x3 = h(t)
is exactly 1, 2, or 3 for any continuous 1-periodic function h(t).
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