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We study the response of a Dirac fluid to electric fields and thermal gradients at finite wave-
numbers and frequencies in the hydrodynamic regime. We find that non-local transport in the
hydrodynamic regime is governed by infinite set of kinetic modes that describe non-collinear scat-
tering events in different angular harmonic channels. The scattering rates of these modes τ−1m
increase as |m|, where m labels the angular harmonics. In an earlier publication, we pointed out
that this dependence leads to anomalous, Lévy-flight-like phase space diffusion [1]. Here, we show
how this surprisingly simple, non-analytic dependence allows us to obtain exact expressions for the
non-local heat and charge conductivities. The peculiar dependence of the scattering rates on m also
leads to a non-trivial structure of collective excitations: Besides the well known plasmon, second
sound and diffusive modes, we find non-degenerate damped modes corresponding to excitations of
higher angular harmonics. We use these results to investigate the transport of a Dirac fluid through
Poiseuille-type geometries of different widths, and to study the response to surface acoustic waves
in graphene-piezoelectric devices.
I. INTRODUCTION
In many instances transport properties can be de-
scribed in terms of a local relationship between forces
and currents. Examples are Fourier’s law of heat con-
duction jε = −κ∇T , Fick’s law of diffusion jc = −D∇µ,
or Ohm’s law of electrical conduction jc = σE. Here
the thermal conductivity κ, the diffusion coefficient D,
or the electrical conductivity σ establish a relationship
between the value of the forces, such as a temperature
gradient or electric field, and the corresponding current
density at the same location. Such local relations break
down when the electron propagation is almost ballistic.
Important examples worked out in particular by Brian
Pippard are the nonlocal current-field relations to de-
scribe the Meissner effect in clean superconductors or
the anomalous skin effect in clean metals[2–4]. However,
non-local transport relations are not limited to the bal-
listic transport regime. Another example for non-local
transport occurs when hydrodynamic flow of charge or
heat sets in. Indeed, hydrodynamic flow patterns are fre-
quently identified by complex “non-local” flow lines. It
is therefore necessary to find closed expressions for the
nonlocal heat conductivity καβ (r− r′, t− t′), electrical
conductivity σαβ (r− r′, t− t′) or even non-local shear
viscosities η(r− r′, t− t′) of many-body systems in the
hydrodynamic regime. In this regime collisions between
partices are not weak, it merely holds that momentum
relaxing collisions are weak while momentum-conserving
collisions are not. A formulation in terms of non-local
transport coefficients allow for a microscopic description
of hydrodynamic flow pattern and goes beyond the usual
description in terms of the linear Navier-Stokes equation.
The latter corresponds to the leading gradient expansion
of the theory. In addition, the inclusion of dynamical
phenomena - here expressed in terms of the dependency
on the time difference t− t′ between force and current –
allows to determine the system’s collective modes.
In this paper we develop the theory of non-local trans-
port in Dirac systems at charge neutrality in the collision-
dominated hydrodynamic regime and find closed ex-
pressions for the frequency and wave-vector-dependent,
charge and thermal conductivities as well as the non-local
viscosity. Remarkably, the calculations of this paper are
exact in the limit of a small graphene fine structure con-
stant α in the regime of linear response. This is made
possible by the peculiar ∝ |m| dependence of the scatter-
ing rates of collinear zero modes in higher angular mo-
mentum channels m > 2 - a behavior that was shown
to lead to a super-diffusive Lévy-flight-like phase space
dynamics in an earlier work [1]. Collinear zero modes
do not decay due to the strong collinear scattering that
give rise to rapid equilibration and therefore dominate
the long-time dynamics. We make specific predictions for
measurements such as the velocity shift of surface acous-
tic waves, determine the flow of charge and heat in finite
geometries, and determine the collective mode spectrum
of the system including plasma waves and second-sound-
ike thermal waves. The dispersion relations of collec-
tive modes can be derived from the poles of transport
coefficients, or found from the solutions of the homo-
geneous quantum Boltzmann equation. Here, focusing
on the charge neutrality point, we go beyond the phe-
nomenological treatment of electron-electron interactions
of Refs. [5, 6]. Our detailed analysis reveals a complex
structure of damped collective excitations. These exci-
tations are similar to the so-called “non-hydrodynamic”
modes that were shown to be relevant for the equilibra-
tion of unitary fermi gases [7] and QCD plasmas [8–10].
In fact, the term non-hydrodynamic is somewhat mis-
leading. What is meant is that these modes correspond
to excitations of high angular momentum components of
the kinetic distribution function, which are not captured
by the Navier-Stokes equations.
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2Transport in a Dirac fluid is in many respects dif-
ferent from the archetypical example of the Fermi liq-
uid. One important difference is that electric currents
in a Dirac fluid are not protected by momentum con-
servation, and therefore decay even in a perfectly clean
system. Negatively charged electrons and positive holes
flowing in opposite directions sum up to a finite elec-
tric current with zero momentum. Thus, even in the
absence of impurities, pristine graphene – the prime ex-
ample of a Dirac liquid – has a finite conductivity that is
induced by electron-electron interactions [11, 12]. On
the other hand, the energy current is proportional to
the momentum density, and therefore propagates bal-
listically [13, 14]. Both phenomena, the interaction in-
duced conductivity and the ballistic transport of energy,
are relevant in the broader context of quantum critical-
ity [15–17]. Several experiments addressed the unique
transport properties of graphene at the charge neutrality
point. A violation of the Wiedemann-Franz law was ob-
served in Ref. [18], indicating the ballistic transport of
energy. The interaction induced resistivity was recently
measured at finite frequencies [19] and showen to be in
good agreement with the theoretical prediction of Ref.
[11]. Graphene has become one of the most important
host systems for electron hydrodynamics in general, ex-
tensively studied in both experiment [20–24] and theory
[25–39].
An important experimental prerequisite for the realiza-
tion of hydrodynamic electron flow is the dominance of
electron-electron scattering over any momentum relaxing
scattering mechanism. Besides graphene, materials such
as delafossite metals [40, 41] and Weyl semimetals [42]
show non-local transport patterns and have been iden-
tified as potential candidates for the realization of hy-
drodynamic electron flows - a development that boosted
experimental and theoretical work on the subject [43–63].
In a clean system, hydrodynamics prevails when the
electron-electron scattering rate lee is much smaller than
the system size lgeo. The ratio between these two lengths
is the Knudsen number Kn = lee/lgeo. In a Poiseuille-like
geometry lgeo corresponds to the width of the sample.
The geometry of the system then sets a finite wavenum-
ber q ∼ 2pi/lgeo. Therefore, for finite Knudsen numbers,
the wave-vector dependence of transport coefficients de-
termines the behavior of the fluid. Thinking in real space,
this means that higher-order spatial derivatives have to
be included into the equations of motion of the fluid, and
the flow becomes highly non-local. A very similar situ-
ation occurs when the system is subjected to spatially
modulated force fields, e.g. an electric field of the form
Eq = E0e
iq·xe−iωt (see Fig. 1). The response of the
fluid is then determined by a non-local conductivity ten-
sor σαβ (q, ω). An important example that is treated in
Sec VI are surface acoustic waves (SAWs) in piezoelec-
tric materials, which produce spatially modulated electric
fields and can be used to study the longitudinal part of
the non-local charge conductivity.
Figure 1: Charge (upper row) and energy currents (lower row)
excited by wavelike longitudinal electric fields and tempera-
ture differences.
II. MAIN RESULTS
In this paper, we focus on the non-local transport prop-
erties and collective excitations of graphene electrons at
the charge neutrality point - prime example for a Dirac
fluid. The quantum Boltzmann method developed in Ref.
[11] is used. This method relies on the fact, that at low
temperatures the graphene fine structure constant α is
renormalized to small values. Thermally excited elec-
trons and holes therefore appear as sharply-defined quasi-
particles, whose transport properties can be studied by
means of a kinetic equation. The solution of this equa-
tion is facilitated by the presence of so-called collinear
modes, whose scattering rates are enhanced by a large
factor of log (1/α). Here, the velocities of the interact-
ing particles are parallel to each other. Due to the lin-
ear graphene spectrum, all particles travel at the same
speed, regardless of their momentum. Particles traveling
in parallel have a particularly long time to interact with
each other, hence the strong enhancement. Transport
in the hydrodynamic regime, however, is dominated by
processes, which have the smallest scattering rates (for
details see Eq. (23) and below). Such “slow” processes
are represented by collinear zero modes – functions that
set the collinear part of the collision operator to zero
[11, 12].
We solve the kinetic equation by reducing it to a
matrix equation in the space of collinear zero modes
χ
(m,s)
k,λ = λ
meimθ {1, λ, λβv~k} (see Sec. III B). Here, θ
is the polar angle and k the modulus of the momentum
variable k, λ = ±1 is the band index, m labels the an-
gular harmonics exp (imθ), and s ∈ {1, 2, 3} labels the
three basis functions written in curly brackets. To an
excellent approximation, it is sufficient to retain only the
s = 1 and s = 3 modes. These modes describe charge
(c) and energy (ε) excitations, respectively. A numeri-
cal evaluation of the collision integral’s matrix elements
with respect to the modes χ(m,s)k,λ (see Fig. 2) shows, that
the relaxation rates of these modes grow linearly with
increasing m:
τ−1ε/c,m ∼ |m| , (1)
3Figure 2: The matrix elements of the collision operator C of
Eq. (20) with respect to the collinear zero modes χ(m,s)k,λ =
λmeimθ {1, λ, λβv~k} of Eq. (28) grow linearly with increas-
ing angular harmonic numbersm. The linear fits of Eqs. (41),
(43) are plotted as solid red and green lines. The linear be-
havior of the matrix elements and scattering rates allows to
solve the quantum Boltzmann equation exactly.
for large m (see sections III B and IVB). This unusual
behavior allows us to solve the (linearized) Boltzmann
equation exactly in the limit of a small α. The details of
this solution are given in Sec. IVC.
It is an important feature of graphene at the neutral-
ity point, that the hydrodynamic modes excited by elec-
tric and thermal fields decouple in linear response, and
in the absence of magnetic fields [13, 64]. The modes
are characterized by the distinct scattering, with all of
them following Eq. (1). Using our full solution of the
Boltzmann equation, the non-local, i.e. wave-vector-
dependent, charge and thermal conductivities as well as
the non-local viscosity were calculated. The longitudinal
and transverse non-local charge conductivities as func-
tions of wave-vector q and frequency ω are given by
σ‖ =
σ0
1− iτc,1ω + i τc,1τV
vq
ω +
1
4v
2τc,1q2
(
2i
ω +
1
Mc(q,ω)−iω
) ,
σ⊥ =
σ0
1− iτc,1ω +
1
4 v
2τc,1q2
Mc(q,ω)−iω
, (2)
where σ0 =
2e2 log(2)kBTτc,1
pi~2 is the conductivity at vanish-
ing wave-numbers and frequencies [11]. Mc is a memory
function containing information on scattering in high an-
gular momentum channels m ≥ 2:
Mc (q, ω) = τ
−1
c,2 +
1
2
vq
I3+ ηcγc−iωτc (τcvq)
I2+ ηcγc−iωτc (τcvq)
. (3)
This result is a direct consequence of the depence of the
scattering rate τ−1c,m ∼ α2kBT |m| on the angular momen-
tum state of the Dirac electron. A similar τ−1c,m ∼ |m|
was found in Ref.[65] for scattering off a random mag-
netic field and gives rise to similar expressions for the
nonlocal conductivities, caused by rather different micro-
scopic mechanism. In Eq. (3), τc, γc and ηc determine
the slopes and the offset in Eq. (1) (see Sec. IVB), τV
characterizes the strength of long range Coulomb interac-
tions (see Eq. (42)). The results for the non-local ther-
mal conductivity and viscosity are given in Eqs. (58),
and (63). The transport coefficients show pronounced
resonance features at vq ≈ ω where q and ω are the
wavenumber and frequency of the applied electric field
or thermal gradient (see Figs. 3, 4) and v is the electron
group velocity. The longitudinal charge conductivity can
be measured in experiments with surface acoustic waves
(SAWs) [66–71]. The transverse conductivity determines
the skin effect, which is however not a feasible measure-
ment for a two-dimensional graphene sheet. In section
VI we consider a simple device consisting of a graphene
sheet laid on top of a piezoelectric crystal. We calculate
the velocity shift and damping of SAWs induced by the
graphene sheet and find that, while damping effects are
small, a substantial velocity shift can be expected. The
damping and the velocity shift measured as functions of
temperature can give important insights into the nature
interaction effects in a Dirac fluid.
Non-local transport coefficients also determine in con-
fined geometries. The latter case is illustrated in Sec.
VII for the electric conductivity, using the Poiseuille ge-
ometry as an example. The constitutive relation linking
the electric current to the electric field along the channel
is interpreted as a differential equation (Eq. (80)) and
solved with the appropriate boundary conditions (Eq.
(81)). We find, that the flow profiles strongly depend
on the channel width w as compared to the electron-
electron scattering lengths in the m = 1 and m = 2
channels: lc,1 = vτc,1, lc,2 = vτc,2. While lc,1 governs the
decay of charge currents, lc,2 determines the effectiveness
of current transfer from regions with high current density
to regions with low current density. This latter mecha-
nism is analogous to viscous momentum transfer. The
flow profiles in dependence on w can be separated into
three regimes. For w  lc,1 > lc,2, the samples are in
the Ohmic regime, where the current is dissipated uni-
formly across the sample. The flow profile is flat. For
lc,1 < w < lc,2, the profile curvature is maximal, since on
the one hand the current decay due to electron-electron
scattering in the m = 1 channel becomes inefficient, on
the other hand the current transfer to the boundaries of
the sample, where the flow is slowed down, is sufficiently
strong. For even smaller widths w < lc,2, the profile turns
flat again, because the current transfer mechanism asso-
ciated with lc,2 ceases to be efficient. This characteristic
pattern is shown in Fig. 12. Current profiles are ac-
cessible experimentally, e.g. through the scanning single
electron transistor technique of Refs. [20, 72].
Finally, we calculated the dispersions of the collective
modes of a Dirac fluid. As do the transport coefficients,
the collective modes separate into a sector of charge exci-
tations and a sector of energy and imbalance excitations
(s = 2). These two sectors are decoupled and can be
4studied separately. We find, that while the plasmon mode
is gapped out at small wave-numbers due to the interac-
tion induced resistivity (see Fig. 6), a so-called second
sound mode, corresponding to a wavelike propagation of
energy, appears (Fig. 9). Diffusive modes, correspond-
ing to the diffusion of charge, heat and quasiparticles
were found (see Figs. 5, 7). Their dispersion relations
were calculated and showed to agree with known results
[6, 26, 73]. Besides these well studied modes, an infinite
set of damped modes connected to excitations in higher
angular harmonic channels was found (see Figs. 5, 8).
The dispersions of these modes are purely imaginary at
vanishing wave-numbers and approach in the long wave-
length limit the values ωm (q = 0) = −i/τε/c,m for the
m-th angular harmonic in the energy (ε) or the charge
(c) channels. At finite wave-numbers, these modes show
a complex structure of merging branches. Similar modes
play an important role in the equilibration of unitary
fermi gases [7] and the QCD plasma [8–10]. They also
determine the unusual phase space dynamics of graphene
electrons which was the subject of an earlier work [1].
III. THEORETICAL FRAMEWORK
A. Kinetic equation
In order to clarify our notation, in this section we
sketch the derivation of the quantum Boltzmann formal-
ism for the Dirac liquid, which was developed in Ref. [11].
We begin with the Hamiltonian of graphene electrons at
the charge neutrality point:
H = H0 +Hint, (4)
where the free part is given by
H0 = v~
ˆ
k
∑
a,b,i
ψ†a,i (k) (k · σ)ab ψb,i (k) , (5)
and the interaction part reads
Hint =
1
2
ˆ
k,k′,q
∑
a,b,i,j
V (q)ψ†k+q,a,iψ
†
k′−q,b,jψk′,b,jψk,a,i.
(6)
V (q) = 2pie
2
ε|q| is the 2D Coulomb potential. The indices
i, j = 1, 2 ..., N = 4 refer to the spin and valley quantum
numbers of an electron, whereas the two sub-lattices are
labelled by the indices a, b. The free particle Hamiltonian
H0 is diagonalized by the unitary transformation
Uk =
1√
2
[
1 o∗k
1 −o∗k
]
, (7)
where ok = (kx + iky) /
√
k2x + k
2
y.
For the derivation of the quantum Boltzmann equa-
tion, it is convenient to use the band representation of
Dirac spinors ψλ,k = Uk,λaψk,a with λ = ±1 labeling the
upper and lower Dirac cones. In this way, one can easily
distinguish between processes that involve the creation of
particle-hole pairs and those which do not. The thermally
excited electron-hole pairs occupy states in a window of
kBT around the Dirac point. Thus, if the applied fields
have frequencies ω < 2kBT/~, which is true in the hydro-
dynamic regime, processes that create electron-hole pairs
are unlikely and can be neglected. This translates to ne-
glecting the off-diagonal components of the distribution
function in the band representation, which is then given
by its diagonal elements:
fkλ =
〈
ψ†λ,kψλ,k
〉
.
The quantum Boltzmann equation then reads
(∂t + vkλ · ∇r + F (r, t) · ∇k + C) fkλ (r, t) = 0. (8)
Here, vkλ = ∂εkλ/∂k is the group velocity and
F (r, t) = Fext (r, t) + eEV (r, t) (9)
is the sum of external forces, in our case due to an ex-
ternal electric field, and the self consistent electric field
EV that is produced by an inhomogeneous distribution
of charges - the so called Vlasov field[74]. It will be dealt
with at the end of this section. C represents the central
part of the kinetic theory - the Boltzmann collision oper-
ator describingelectron-electron Coulomb scattering. De-
tails on the derivation of C are summarized in Appendix
A, based on Refs. [1, 11].
Studying the linear response to Fext, we expand the
distribution function around the local equilibrium distri-
bution f (0)kλ
fkλ (r, t) = f
(0)
kλ + wkψkλ (r, t) . (10)
where f0k,λ is given by
f
(0)
kλ =
1
eβ(εkλ−u·k) + 1
. (11)
The product wk ≡ f (0)k
(
1− f (0)k
)
, that will soon play
the role of a weight function in the scalar product, does
not depend on λ, and the corresponding index is dropped
in Eq. (10) and in the following.
Performing a Fourier transformation ψkλ (r, t) →
ψkλ (q, ω) to frequency and momentum space, we obtain
the linearized Boltzmann equation
(L+ V + C)ψkλ (q, ω) = Skλ (q, ω) . (12)
L is the Liouville operator and given by
L = −iω + iq · vkλ (13)
The linearization of the collision operator can be ex-
pressed in the form
Cψkλ ≈ 1
wk
∑
λ′
ˆ
k′
δ (Cψ)kλ
δψk′λ′
ψk′λ′ , (14)
5where the weight function wk was introduced above.
Let the ψk be element of a function space with inner
product
〈φ | ψ〉 =
∑
λ
ˆ
k
wkφ
∗
kλψkλ, (15)
such that
〈φ |C|ψ〉 =
∑
λ
ˆ
k
wkφ
∗
kλCψkλ
=
∑
λλ′
ˆ
kk′
φ∗kλ
δ (Cψ)kλ
δψk′λ′
ψk′λ′ . (16)
One can show that the entropy production in the ab-
sence of external driving terms is ∂S∂t = kB 〈ψ |C|ψ〉 which
ensures that the collision operator is positive definite.
In fact, C is Hermitian under the above scalar product.
Therefore its eigenvalues are real and its eigenfunction
form an orthonormal basis of the function space.
The right hand side of Eq. (12) is determined by the
forces acting on the system. The three force terms stud-
ied here are due to electric fields, thermal gradients and
viscous forces. For an electric field oriented along the
x-axis, E0 = E0eˆx, the force term reads
SE = −eE0 cos θ (λvβ) , (17)
where θ is the polar angle of the momentum k. The
corresponding term for a thermal gradient ∇T is given
by
ST = −k |∇T | cos θkB (vβ)2 . (18)
A viscous force is present if the drift velocity u in the lo-
cal equilibrium distribution function (11) is a function of
the coordinate x. Then the drift term of the Boltzmann
equation (8) can be thought of as a force term
SS = −vkX0,αβ
(
kαkβ
k2
− 1
2
δαβ
)
λβ
= −1
2
kX0 sin (2θ) (λvβ) , (19)
where the stress tensor is given by
X0,αβ =
1
2
(
∂uα
∂xβ
+
∂uβ
∂xα
− 2δαβ∇ · u
)
.
In the following, we consider a flow with u (y) = u (y) eˆx
and therefore only include the component X0,xy, which
is relevant for the calculation of the shear viscosity.
The collision operator is given by
(Cψ)kλ =
2pi
~
ˆ
k′q
δ (k + k′ − |k+ q| − |k′ − q|) (20)
×
(
1− f (0)k
)(
1− f (0)k′
)
f
(0)
|k+q|f
(0)
|k′−q|
×
{
γ
(1)
k,k′,q (ψk+q,λ + ψk′−q,λ − ψk′,λ − ψk,λ)
+ γ
(2)
k,k′,q
(
ψk+q,λ − ψ−k′+q,λ¯ + ψ−k′,λ¯ − ψk,λ
)}
.
The matrix elements γ(1)k,k′,q, γ
(2)
k,k′,q can be found in Ap-
pendix A.
Another important term in the kinetic equation de-
scribes the electrostatic forces that arise due to an in-
homogeneous distribution of charges. These forces are
mediated by a self consistent electric field EV , first in-
troduced by Vlasov [74]. It reads
eEV = −αvN∇x
ˆ
d2r′
∑
λ
ˆ
d2k
(2pi)
2
δfkλ (r
′, ω)
|r− r′| , (21)
where we have used the abbreviation δfkλ (r, ω) =
wkψk,λ (r, ω). A derivation of the term can be found
in Ref. [75] (Eqs. (7-3) and (9-16)). Applying a Fourier
transform to Eq. (21) one finds
eEV = −iqαvN
∑
λ
ˆ
d2k
(2pi)
2
2piδfkλ (q, ω)
q
.
The corresponding term in the Boltzmann equation, lin-
earized in ψk,λ, reads
V = eEV · vkλ. (22)
B. Collinear zero modes
In this section, we summarize how Eq. (12) is solved
in the limit of a small fine structure constant. A stan-
dard way to deal with an integral equation like (12) is
to expand the function ψk,λ into a set of suitable basis
functions. The choice of this basis is facilitated by the
fact that for small values of the graphene fine structure
constant α, the collision operator (20) logarithmically di-
verges if the velocities of involved particles are parallel to
each other. This is a consequence of the linear single par-
ticle spectrum, and the resulting momentum independent
velocity of massless Dirac particles. Intuitively speaking,
the scattering is enhanced, because particles traveling in
the same direction interact with each other over a partic-
ularly long period of time. A more mathematical picture
of this so-called collinear scattering anomaly is presented
in Appendix (B). It is convenient to write the collision
operator as a sum of the collinear part Cc and the non-
collinear part Cnc:
C = log (1/α)Cc + Cnc. (23)
The factor log (1/α) is large at small α. Both operators,
Cc and Cnc, are hermitian with respect to the scalar prod-
uct of Eq.15. Let ϕnk,λ be the orthogonal eigenfunctions
of Cc such that
(Ccϕn)k,λ = bnϕnk,λ. (24)
ψk,λ is expanded in terms of these functions:
ψk,λ =
∑
n
γnϕ
n
k,λ. (25)
6Suppose, some of the orthogonal basis functions ϕn,
namely those with n < n0, set the collinear part of the
collision operator to zero, i.e.
Ccϕn<n0 = 0. (26)
Then, inserting the expansion (25) into Eq. (12) and
projecting it onto the basis functions ϕn
′
, one finds
γn′>n0 =
〈
ϕn
′
∣∣∣S〉− 〈ϕn′ ∣∣∣ (L+ V + Cnc)ψ〉
bn′ log (1/α)
. (27)
Hence, zero modes of Cc are enhanced by factor
log (1/α)[11]. These colinear zero modes can be found
from the collision operator given in Eq.20:
χ
(m,s)
k,λ = λ
meimθ {1, λ, λβv~k} . (28)
Here, m labels the angular momentum, s ∈ {1, 2, 3} the
modes {1, λ, λβvk}, and θ is the polar angle of the mo-
mentum vector k. All modes set the integral (20) to zero
for collinear processes (see Appendix B).
From Eq. (27) follows that for small values of α, only
the collinear zero modes have to be retained in the ex-
pansion of the entire collision operator Eq. (25), i.e. the
kinetic equation (8) can be solved using the restricted
subspace of basis functions of Eq. (28). The stronger
colinear scattering processes give rise to a rapid equili-
bration to the subset of modes given in Eq. (28) which
then dominate the long-time dynamics.
In order to proceed, the matrix elements of Eq. (12)
in this basis must be calculated. The matrix elements of
the Liouville operator L are given by
〈
χ
(m,s)
k,λ |L|χ
(m′,s′)
k,λ
〉
=
(
−iωδm,m′ + 1
2
ivq
(
e−iϑqδm,m′+1 + eiϑqδm,m′−1
))
(vβ~)−2 Ls,s′ , (29)
where ϑq is the polar angle of the wave-vector q and
L =
 log(2)pi 0 00 log(2)pi pi6
0 pi6
9ζ(3)
2pi
 . (30)
The rows and columns of the matrix notation refer to the
mode index s of Eq. (28).
We calculate the matrix elements of the collision op-
erator C numerically (some values are given in Appendix
C). Due to the rotational invariance of the low-energy
Dirac Hamiltonian (4), they are diagonal in the angular
harmonic representation. Most importantly, the matrix
elements rapidly approach a linear behavior for large |m|:
〈
χ
(m,s)
k,λ |C|χ
(m′,s′)
k,λ
〉
=
δm,m′
v2β3~3
(|m| γs,s′ − ηs,s′) . (31)
γs,s′ and ηs,s′ are numerical coefficients that are listed
below Eqs. (41) and (43). This surprising result is due
to the linear Dirac spectrum of the system. It allows
to solve the Boltzmann equation exactly, as will be seen
later. The linear behavior of the scattering rates is also
shown in Fig. 2. To find closed expressions for the non-
local transport coefficients, the scattering rates are ap-
proximated by Eq. (31) for m > 2. In principle, the nu-
merically exact scattering rates up to an arbitrary m can
be included. Here, the rates for m > 2 will be assumed
to follow Eq.31 in order to keep the algebraic efforts at
a minimum. The projections of the force terms (17)-(19)
onto collinear zero modes read
〈SE |χk,λ〉 = − eE0
2~2βv
δ|m|,1
 log(2)pi0
0
 , (32)
〈ST |χk,λ〉 = |∇T | kBpi
4
vβ~2
δ|m|,1
 0pi
6
9ζ(3)
2pi
 , (33)
〈SS |χk,λ〉 = − iX0
4 (vβ~)2
sign (m) δ|m|,2
 0pi
6
9ζ(3)
2pi
 . (34)
For the Vlassov term (22) on finds〈
ψ
(m,s)
k,λ |V|ψ
(m′,s′)
k,λ
〉
= iαN
(
e−iϑqδm,1 + eiϑqδm,−1
)
×δ1,sδ1,s′δm′,0
2v2β3~3
 log(2)2pi20
0
 (35)
The non-equilibrium part of the distribution function ex-
panded in the subset of colinear zero modes becomes
ψk,λ =
∞∑
m=−∞
3∑
s=1
am,s (ω,q)χ
(m,s)
k,λ . (36)
Together, the expressions (12), (29), (31), (32)-(34), (35)
and (36) provide a linearized kinetic equation restricted
7to the basis of collinear zero modes that becomes exact
for small values of the fine structure constant α. Since
no assumptions on the spatial dependencies were made,
except that they are be within the limits of the appli-
cability of the kinetic equation, this expansion can be
used to derive the non-local transport coefficients in the
linear-response regime, as well as the dispersion relations
of collective excitations.
IV. NON-LOCAL TRANSPORT
A. Effects of electron-hole symmetry, momentum
conservation and thermal transport
Within the kinetic approach, the charge current jc and
the heat current jε are given by
jc = e
∑
λ
ˆ
k
λv
k
k
fk,λ, (37)
jε =
∑
λ
ˆ
k
v2~kfk,λ. (38)
In these expressions intra-band processes that create
particle-hole pairs are neglected (see Appendix A). It
follows from Eqs. (37) (38), that the even in λ part of
the distribution function fk,λ contains information about
thermal transport, whereas the odd part governs the
transport of charge. Since the electric field contribution
to the kinetic equation (17) is odd in λ, and the thermal
gradient leads to a term that is even in λ (Eq. (18)), the
phenomena of thermal and charge transport are decou-
pled to linear order in the external fields at the neutrality
point. This can be traced back to particle-hole symme-
try and is the ultimate reason why the Wiedemann-Franz
law is dramatically violated in a Dirac fluid[18]. The dis-
tribution function shows a similar decoupling ocf charge
and heat modes for higher m: The collinear modes of
Eq. (28) are proportional to λm for s = 1 and to λm+1
for s = 2, 3. Consequently the kinetic equation in the
subspace of collinear zero modes is block diagonal in the
s = 1 and s = 2, 3 modes, as can be seen from Eqs. (20),
(29), (32)-(34). In the following this will further simplify
the calculation of transport coefficients.
Another important consequence of the linear graphene
spectrum is that the heat current jε is proportional to
the momentum density g =
∑
λ
´
k
~kfk,λ and is there-
fore conserved. The charge current, unlike in Galilean
invariant systems, is not conserved, and decays due to
interactions, giving rise to a finite restistvity in the clean
system.
B. Scattering times
The matrix elements of the collision operator deter-
mine the scattering rates of the three collinear zero modes
in different angular harmonic channels. In the absence of
spatial inhomogeneities and external forces, the kinetic
equation in the basis of collinear zero modes (28) reads∑
s′
(
∂tδs,s′ + Γ
s,s′
m
)
am,s′ = 0, (39)
where the am,s are the coefficients of the expansion (36).
Posed as an initial value problem, this equation describes
the exponential decay of collinear zero modes. This decay
governs the behavior of the system at long time scales,
because modes that do not set the collinear part of the
collision integral to zero decay faster by a factor log (1/α)
(see Eq. (23)).
The scattering rates Γs,s
′
m are given by
Γs,s
′
m = (vβ~)
2
L−1s,s′
〈
χ
(m,s)
k,λ |C|χ
(m′,s′)
k,λ
〉
. (40)
Because of the definition of the scalar product in Eq.
(15), the matrix elements have dimension length2/time.
Vanishing scattering rates indicate conservation laws,
and the corresponding modes are zero modes of the full
collision operator as well as its collinear part. These
modes reflect the conservation of particle density, imbal-
ance density, energy density and momentum density:
χ
(s=1,m=0)
k,λ = 1, χ
(s=2,m=0)
k,λ = λ,
χ
(s=3,m=0)
k,λ = λβv~k, χ
(s=3,m=1)
k,λ = λe
iθβv~k.
The imbalance density is conserved only to order α2, as
it decays due to higher order interaction processes. An
important simplification stems from the fact that all scat-
tering rates, for large |m|, share the asymptotic behavior
Γm ∼ |m|. This becomes a reasonable approximation for
the scattering rates with m ≥ 2. In the next section it is
shown, how this behavior allows us to obtain closed form
expressions for the non-local transport coefficients. As
discussed in the previous section, the matrix of scatter-
ing rates Γs,s
′
m is block diagonal in the modes describing
charge (s = 1) and thermal excitations (s = 2, 3), i.e.
Γ1,2m = Γ
2,1
m = Γ
1,3
m = Γ
3,1
m = 0. Therefore, the scattering
times determining the non-local electric conductivity are
given by τc,m = 1/Γ1,1m : τc,0 → ∞, τc,1 = 1α2 ~kBT
log 2
0.804pi ,
τc,2 =
1
α2
~
kBT
log 2
2.617pi as well as
τc,m ≈ 1
α2
~
kBT
log 2
pi
(γc · |m| − ηc)−1 if m > 2, (41)
where γc = 2.57 and ηc = 3.45 (see Appendix C for
more numerical values). It is also convenient to define an
effective scattering time for the Vlasov term:
τV =
2pi2β~
αN log (2)
. (42)
Notice, that τV /τc,m ∼ 1/α is large for small α.
8In the thermal sector, there are two relevant modes.
However, the s = 3 mode is physically more important,
because the vanishing of the corresponding scattering
rates for the m = 0 and m = 1 channels indicate the
conservation of energy and momentum. In the follow-
ing, it is shown that the neglecting of the s = 2 imbal-
ance mode in the calculation of the thermal conductivity
and viscosity, while significantly simplifying the analysis,
does only result in a small numerical error. Therefore,
for the purpose of calculating the transport coefficients,
only the s = 3 energy mode will be considered. The
scattering times are then given by τε,m = 1/Γ3,3m . Be-
cause of energy and momentum conservation, we have
τε,m=0,1 →∞, and for m = 2, it is τε,2 = 1α2 ~kBT
9ζ(3)
3.341·2pi .
For m > 2 the linear approximation can be used:
τε,m ≈ 1
α2
~
kBT
9ζ(3)
2pi
(γε · |m| − ηε)−1 m > 2, (43)
with γε = 5.18 and ηε = 11.3.
C. Non-local transport coefficients
The linear, non-local response of a system to external
forces F (r) is characterized by constitutive relations of
the form
J (r, t) =
ˆ
ddr′dt′ ν (r− r′, t− t′)F (r′, t′) , (44)
where J (r, t) is a current sourced by the field F (r′, t′)
and ν (r− r′, t− t′) is the corresponding transport co-
efficient. F can be a scalar potential, a vector field (an
electric field or a thermal gradient), or a tensor. Eq. (44)
takes a much simpler form in Fourier space:
J (q, ω) = ν (q, ω)F (q, ω) . (45)
If the system is confined to a geometry of a characteristic
size lgeo, the relevant wave vectors q in Eq. (45) will
be of the order of qgeo ≈ 2pi/lgeo. On the other hand
ν (q, ω) varies on scales of the inverse mean free path
qmf ≈ 2pi/lmf , where lmf = vτ and τ is the relevant
relaxation time. Thus if lgeo  lmf , we can approximate
ν (qgeo, ω) ≈ ν (q = 0, ω). We then have
ν (r− r′, ω) ≈ ν0 (q = 0, ω) δ (r− r′) (46)
and the constitutive relation (44) reduces to its local form
J (r, ω) = ν0 (ω)F (r, ω). The non-locality of Eq. (44)
matters if lgeo . lmf . On scales comparable to the mean
free path, transport is intrinsically non-local, because
particles loose their memory of previous events through
collisions with other particles or impurities - a mecha-
nism that ceases to be efficient. A good example is the
Poiseuille flow through narrow channels described in Sec.
VII. We proceed with the calculation of the non-local,
i.e. wavenumber dependent electric conductivity, ther-
mal conductivity and viscosity using the kinetic equation
(8) and the collinear zero mode expansion summarized in
Sec. III B.
1. Electric conductivity
As mentioned in Sec. IVB, only the first collinear
mode s = 1 is involved in the calculation of the electric
conductivity. Inserting the expansion of the distribution
function in terms of collinear zero modes (36) into the
kinetic equation (12) using its matrix representation of
Eqs. (29), (31), (32)-(34) and (35), the left hand side of
(12) can be transformed into a recurrence relation for the
coefficients a1,m, where, for the rest of this section, the
s = 1 index is dropped. A similar analysis for electrons in
a random magnetic field was performed in Ref.[65]. For
m > 2, Eq. (41) can be used, and the recurrence relation
reads
am+1 =
2ie−iϑq
vq
(
iω − τ−1c,m
)
am − e−2iϑqam−1. (47)
This recurrence relation has the form
am+1 = (α
′m+ β′) am − eiδam−1 (48)
with α′ = − 2ie−iϑqvq kBT~ pilog 2γc, β′ =
2ie−iϑq
vq
(
iω − ηc kBT~ pilog 2
)
and δ = −2ϑq. It has
two solutions that can be given in terms of modified
Bessel functions. The physically interesting solution is
am = c · ei
δ
2
(
m+ β
′
α′
)
I
m+ β
′
α′
(
−2e
iδ/2
α′
)
, (49)
where Iν (z) is the modified Bessel function of the first
kind. Another solution that diverges for m→∞ is given
by
cm = c · ei
δ
2
(
m+ β
′
α′
)
K
m+ β
′
α′
(
2eiδ/2
α′
)
.
Kν is the modified Bessel function of the second kind.
Making use of the coefficients am for m > 2 as given by
Eq. (49), the kinetic equation can be reduced to a 5× 5
component matrix equation:
9
−iω +Mc (q, ω) 12 ivqeiϑq 0 0 0
1
2 ivqe
−iϑq −iω + τ−1c,1 12 ivqeiϑq + ie
iϑq
τV
0 0
0 12 ivqe
−iϑq −iω 12 ivqeiϑq 0
0 0 12 ivqe
−iϑq + ie
−iϑq
τV
−iω + τ−1c,1 12 ivqeiϑq
0 0 0 12 ivqe
−iϑq −iω +Mc (q, ω)


a−2
a−1
a0
a1
a2
 =

0
eE0βv
2
0
eE0βv
2
0
 , (50)
where Mc (q, ω) = τ−1c,2 + a3 (q, ω) /a2 (q, ω) is a memory
function containing information on scattering channels
with higher angular momentum numbers. Using the Eqs.
(48) and (49), the memory function is written
Mc (q, ω) = τ
−1
c,2 +
1
2
vq
I3+ ηcγc−iωτc (τcvq)
I2+ ηcγc−iωτc (τcvq)
, (51)
with the abbreviation τc = ~kBT
log 2
pi γ
−1
c . It is now
straightforward to calculate the electric conductivity
from the relation
jc,x (q, ω) = σxx (q, ω)Ex (q, ω) . (52)
The non-local conductivity can be decomposed into a lon-
gitudinal part σ‖ (ω, q) and a transverse part σ⊥ (ω, q),
both depending on the modulus of q. The longitudinal
and transverse parts describe currents that flow in the
direction of q, or orthogonal to q, respectively:
σαβ =
qαqβ
q2
σ‖ (q, ω) +
(
δαβ − qαqβ
q2
)
σ⊥ (q, ω) . (53)
We assumed that the electric field is parallel to the x-
axis. According to Eq. (53), σ‖ (q, ω) can be read off from
the x-component of the current density jc,x by letting q
be parallel to ex, and σ⊥ (q, ω) by considering the case
q ‖ ey. The conductivities are then given by
σ‖ =
σ0
1− iτ1,cω + i τc,1τV
vq
ω +
1
4v
2τc,1q2
(
2i
ω +
1
Mc(q,ω)−iω
) ,
σ⊥ =
σ0
1− iτc,1ω +
1
4v
2τc,1q2
Mc(q,ω)−iω
, (54)
where σ0 = N
e2 log(2)τc,1
2piβ~2 is the quantum critical
conductivity calculated in Ref. [11]. Note that
σ‖ (q 6= 0, ω = 0) = 0 holds, which also follows from for-
mula (56). If this was not the case, static currents with
a finite wave-vector q would lead to an infinite accumu-
lation of charge at certain points, which is forbidden by
the conservation of charge. In Fig. 3 the charge conduc-
tivities are plotted as functions of ω for different values
of q.
The electric conductivity tensor σαβ (q, ω) of Eq. (54)
gives access to different electric response functions. The
current-current correlation function is given by
χJαJβ (q, ω) = −iωσαβ (q, ω) , (55)
where α, β denote the components of the current vector
(see e.g. Ref. [76]). With the help of the continuity
equation, the charge density-density correlation function
is obtained from Eq. (55):
χρρ (q, ω) =
qαqβ
ω2
χJαJβ (q, ω) .
=
q2
iω
σ‖ (q, ω) . (56)
Finally, the charge compressibility K = ∂ρ/∂µ is given
by
K (q) = χρρ (ω = 0) . (57)
The role of interaction effects for the compressibility were
discussed in Ref.[17].
2. Thermal conductivity
Next we presemt our analysis for the non-local thermal
conductivity. Since momentum conservation implies for a
Dirac liquid the conservation of the heat current, thermal
transport is expected to display classical hydrodynamic
behavior, i.e. one expects non-local effects to be even
more important than for charge transport.[14, 76].
As pointed out in Sec. IVB, the s = 3 energy mode
must be kept in the calculation of the thermal conductiv-
ity, whereas the s = 2 imbalance mode can be neglected,
contributing only a small correction to the overall re-
sult. With only a single mode involved, the calculation
is formally analogous to the calculation of the electrical
conductivity in Sec. IVC1, even though there are crucial
differences in the actual result, given the distinct role of
momentum conservation. The relaxation time τc,m must
be replaced by τε,m as given by Eq. (43). The conserva-
tion of momentum is incorporated via τε,1 →∞, whivch
follows from the Boltzmann approach. The resulting lon-
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Figure 3: Longitudinal (upper row) and transverse (lower row) electric conductivities of charge neutral graphene as functions of
the electric field frequency ω as given by Eqs (54). Different colors indicate different values of the wavenumber q. Frequencies
and wave-numbers are normalized to the characteristic scattering times and lengths τc,1, lc,1 = vτc,1. σ0 is the interaction
induced conductivity at the neutrality point [11, 12]. The graphs show distinct resonant features at frequencies ω ∼ q/v,
where v is the electron group velocity. Whereas the real part of the longitudinal and the imaginary part of the transverse
conductivities are peaked around ω ∼ q/v, the imaginary part of the longitudinal conductivity exhibits a sign change indicating
an abrubt phase change of the current response. The real parts approach σ0 for q → 0, ω → 0. For q 6= 0, ω = 0 the longitudinal
conductivity vanishes. This general property of the charge conductivity follows from the conservation of charge (see Eq. (56)).
gitudinal and transverse thermal conductivities read
κ‖ (q, ω) =
κ0
iωτε,2 − 14v2q2τε,2
(
2i
ω − 1Mε(q,ω)+iω
)
κ⊥ (q, ω) =
κ0
iωτε,2 +
1
4 v
2q2τε,2
Mε,2(q,ω)+iω
, (58)
with the memory function
Mε (q, ω) = τ
−1
ε,2 +
1
2
vq
I3+ ηεγε+iωτε (τεvq)
I2+ ηεγε+iωτε (τεvq)
.
The abbreviation τε,2 = 1α2
~
kBT
9ζ(3)
3.341·2pi is used. For con-
venience κ‖/⊥ is given in units of a thermal conductivity
κ0 = 9Npi
3kBζ(3)τε,2/2β
2~2, however, τε,2 is the relax-
ation time in the |m| = 2 channel, and should not be
confused with an alleged relaxation time of the energy
current, which is infinite due to the conservation of mo-
mentum.
In Fig. 3 the thermal conductivities are plotted as
functions of ω for different values of q. The fact that
thermal currents are protected by momentum conserva-
tion leads to a divergence of the thermal conductivity at
small frequencies: for q = 0, κ is purely imaginary and
shows the characteristic 1/ω Drude behavior.
3. Non-local shear viscosity
The non-local viscosity is defined through a constitu-
tive relation of the form of Eq. (45), linking the shear
force X0,αβ (r′) to the momentum-current tensor ταβ :
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Figure 4: The figure shows the longitudinal (upper row) and transverse (lower row) thermal conductivities (54) as functions of
the electric field frequency ω. Different colors indicate different values of the wavenumber q. The conductivities are normalized
to κ0 = 9Npi3kBζ(3)τε,2/2β2~2. For small ω and vanishing q, the imaginary part of κ‖/⊥ diverges as 1/ω, whereas the real part
vanishes - a behavior indicating that thermal transport in the system is ballistic. The solid lines show the analytical result of
Eq. (58), the dashed lines show the full numerical result including all modes and the exact scattering times.
ταβ (r, t) =
ˆ
d2r′
ˆ
dt′ ηαβγδ (r− r′, t− t′)X0,γδ (r′, t′) .
(59)
Since the system is isotropic, the shear force can be cho-
sen such that the flow velocity is aligned with the x-
axis, and its gradient shows in the y direction. It is
assumed that the shear force is wavelike: X0,xy (r) =
X0,xye
iq·r−iωt. The wave-vector q can have an arbitrary
direction in the xy-plane, introducing a preference direc-
tion to the system’s response. In addition to τxy, this
gives rise to nonzero components τxx, τyy, if q does not
align with the x or the y-axes. The viscosity tensor ηαβxy
can be decomposed into transverse and longitudinal parts
(see Eq. (53)) analogously to the electric and charge con-
ductivities. Because ηαβxy is a fourth rank tensor the
decomposition is slightly more involved and the reader
is referred to Appendix D for details. The general q-
dependent viscosity tensor can be constructed with the
help of three rank two tensors:
e
(1)
αβ =
qαqβ
q2
e
(2)
αβ = δαβ −
qαqβ
q2
e
(3)
αβ =
1√
2
(qαpβ + pαqβ) / (pq) , (60)
where
pα = qγεγα. (61)
The viscosity tensor is parameterized by two fre-
quency and momentum dependent functions, η‖ (q, ω)
and η⊥ (q, ω), which we will call longitudinal and trans-
verse viscosities:
ηαβγδ (q, ω) = η1 (q, ω)
(
e
(1)
αβe
(1)
γδ + e
(2)
αβe
(2)
γδ
)
+ η2 (q, ω) e
(3)
αβe
(3)
γδ .
Let the flow be in x-direction: u (y) = u (y) eˆx,
and let the wave-vector be parameterized by q =
q (cos (ϑq) , sin (ϑq))
T , where θ is measured with respect
12
to the x-axis. For ϑq = 0 or ϑq = pi/2 follows e
(1,2)
αβ = 0,
ηxxxy = ηxxyx = 0 and ηxyxy = η2/2. This corre-
sponds to the familiar shear flow in e.g. a Poiseuille
geometry where τxx = τyy = 0. The momentum cur-
rent flows orthogonal to the direction of the momentum
density. For ϑq = pi/4, the viscosity is determined by η1:
ηxyxy = η1/2.
As in the case of thermal conductivity, dropping the
s = 2 imbalance mode produces only a small numerical
correction in the final result for the viscosity. With an
external shear force of the form of Eqs. (19), (34) applied
to the system, the kinetic equation can be written as
5 × 5 component matrix equation, similar to the case of
an applied electric field (see Eq. (50)). The force acts in
the |m| = 2 channels, and the equation reads

−iω +Mε (q, ω) 12 ivqeiθ 0 0 0
1
2 ivqe
−iθ −iω 12 ivqeiθ 0 0
0 12 ivqe
−iθ −iω 12 ivqeiθ 0
0 0 12 ivqe
−iθ −iω 12 ivqeiθ
0 0 0 12 ivqe
−iθ −iω +Mε (q, ω)


a−2
a−1
a0
a1
a2
 =

− iX04
0
0
0
iX0
4
 . (62)
Solving the matrix equation (62) for a±2, the vis-
cosity is calculated with the help of Eq. (59)
which takes the form τxy = N
∑
λ
´
k
vxkyfk,λ =
ηxyxyX0,xy. As explained above, the viscosity compo-
nents η1 and η2 can be read off from the general result
ηxyxy
(
q = q (cos (ϑq) , sin (ϑq))
T
, ω
)
by setting ϑq = 0
and ϑq = pi/2:
η1 (q, ω) =
2η0
−iτε,2ω − q2v2 iτε,2ω2q2v2−4ω2 + τε,2Mε (q, ω)
,
η2 (q, ω) =
2η0
−iτε,2ω − q2v2τε,24iω + τε,2Mε (q, ω)
.
(63)
Here, η0 is the viscosity at q = 0, ω = 0, η0 =
N (kBT )
3
τε,2/
(
8~2v2
)
, as it was first calculated in Ref.
[13] including both modes, s = 2 and s = 3.
V. COLLECTIVE MODES
Collective modes are solutions to the homogeneous
part of the kinetic equation (8), (12) (see e.g. [39]). Con-
sider Eq. (12). With the force terms set to zero it holds
(L+ V + C)ψ = 0.
Here, L and C have are the matrix operators of Eqs. (29)
and (31). Solutions to this equation exist only if
det (L+ V + C) = 0 (64)
holds. This is only the case for certain values of the vari-
able pairs ω, q. Eq. (64) is an eigenvalue problem where
the eigenvalues ω (q) determine the dispersion relations
of the collective modes. On the other hand, collective
modes can be found from poles of response functions
for an external force S. The two methods are equiva-
lent. Within the kinetic equation formalism, response
functions are calculated as averages over the distribution
function ψ = (L+ V + C)−1 S. If the condition (64) is
fulfilled, the operator (L+ V + C)−1 is singular and thus
singularities in the response to S appear. We will use
Eq. (64) to study the collective modes in charge neutral
graphene.
As in the previous sections, the kinetic equation will be
expanded in terms of collinear zero modes (28): χ(m,s)k,λ =
λmeimθ {1, λ, λβv~k}. For m = 0 these modes corre-
spond to excitations of the charge, imbalance and energy
densities; for |m| = 1 they correspond to the associated
currents. At the end of this section it will be shown that
including non-collinear zero modes in the calculation does
not change the result as long as the fine structure con-
stant α is kept small.
To get a feeling for the structure of collective modes in
the system, it is useful to begin with the case q = 0. In
the subspace of collinear zero modes, the kinetic equation
reduces to Eq. (39) and the condition (64) reads
det
(
−iωδs,s′ + Γs,s′m
)
= 0. (65)
This is an eigenvalue equation for the frequencies of col-
lective modes that can be solved independently for any
m. Since, as pointed out in Sec. IVA, Γs,s
′
m is block-
diagonal in the subspaces of electric (s = 1) and imbal-
ance/energy (s = 2, 3) excitations, the above equation,
as well as its extension to q 6= 0, can be solved indepen-
dently in these two sectors. For s = 1, the eigenfrequen-
cies are ωm (q = 0) = −i/τc,m. Since in this scenario
the time evolution of the modes is given by the factor
e−iωmt, all but the m = 0 mode, which is protected by
charge conservation, exponentially decay at a rate in-
versely proportional to their scattering time. The m = 0
zero mode corresponds to the charge density, which is
conserved, and therefore does not decay. In the following
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two sections, the collective charge, as well as energy and
imbalance excitations will be described at finite q. Figs.
5, 6, 7, 8, 9 show the dispersion relations of these modes.
A. Collective charge excitations
In general, conserved modes do not decay at q = 0,
and therefore their dispersion relations must vanish in
a spatially homogeneous system. The only conserved
mode in the charge sector is the charge density mode
χ
(m=0,s=1)
k,λ = 1. In the limit q  vτc,1, the memory ma-
trix (51) reduces to Mc (q, ω) ≈ τ−1c,2 and Eq. (64) can
be solved analytically. The dispersions of the two lowest
modes are
ωcharge diff. ≈ ω± = − i
2τc,1
±
√
vq
τV
− 1
4τ2c,1
. (66)
The conserved charge density mode is described by ω−.
The dispersion relations of Eq. (66) have a non-vanishing
real part for
q > q∗pl =
τV
4vτ2c,1
. (67)
For wave-vectors below q∗pl, the plasmon is over-damped
(see Fig. 5). However, we have vq∗pl ∼ α3kBT/~ such
that the plasmon mode becomes more and more pro-
nounced at low temperatures.
The plasmon mode is gapped out due to the intrinsic
interaction induced resistivity. At q = 0 it has a vanish-
ing real part and its decay rate is given by the scattering
rate in the m = 1 channel:
ωpl (q → 0) = −i/τc,1 (68)
(see also [26]). It is the most weakly damped of an infinite
set of modes corresponding to higher angular harmonics
(see Fig. 5). It is clearly seen, that the modes relate to
different angular harmonic channels m. For q = 0 their
dispersions approach ωm (q = 0) = −i/τc,m. Such modes
play a crucial role in the relaxation mechanism of focused
current beams in graphene [1]. Similar collective modes
have been argued to influence the relaxation behavior of
unitary fermi gases [7] and QCD plasmas [8–10].
B. Collective energy and imbalance excitations
In the energy sector spanned by the modes s =
2, 3, the Eqs. (64) and (65) give rise three zero
eigenvalues. These correspond to the conserved en-
ergy (χ(m=0,s=3)k,λ = λβv~k) and quasiparticle (imbal-
ance) densities (χ(m=0,s=2)k,λ = λ), as well as momentum
(χ(m=1,s=3)k,λ + (−)χ(m=−1,s=3)k,λ = 2 (i)βv~kx(y)). The
first two conservation laws lead to two diffusive modes.
Figure 5: The imaginary parts of the dispersion relations
of collective charge excitations in different angular harmonic
channels m are shown. The wave-vector q is given in units
of the inverse scattering length vτ−1c,1 . The grey symbols cor-
respond to the numerical solution of Eq. (64). The purely
imaginarym = 0 diffusive mode is the only mode approaching
zero for small q - a behavior necessitated by charge conserva-
tion. Modes with a higher m are damped and approach the
values −i/τc,m for q → 0. The corresponding excitations de-
cay even in the absence of spatial inhomogeneities. At a value
q = q∗pl (Eq. 67), the dispersions of the diffusive mode and
the m = 1 excitation merge, giving rise to a plasmon mode,
which has a finite real part (see Fig 6). This value is slightly
overestimated by the simplified expression of Eq. (67).
Figure 6: The figure shows the real parts of the dispersion
relations of collective charge excitations in different angular
harmonic channels m. The wave-vector q is given in units of
the inverse scattering length vτ−1c,1 . The grey symbols corre-
spond to the numerical solution of Eq. (64). The plasmon
mode is gapped out by the interaction induced conductivity
and only obtains a finite real part around q = q∗pl (the sim-
plified value of q∗pl given in Eq. (67) (red dashed line) over-
estimates the branching point). At higher q, other, strongly
damped modes corresponding to higher angular harmonics
appear. The dampings of these modes are given by the m > 1
modes of Fig. 5.
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Figure 7: The figure shows the imaginary part of the disper-
sion relations of second sound, heat diffusion, and quasipar-
ticle (imbalance) diffusion excitations. The wavevector q is
given in units of the inverse scattering length vτ−1c,2 . The grey
symbols correspond to the numerical solution of Eq. (64).
The damping of second sound is due to scattering in them = 2
channel and follows the dispersion Im (ωsec. sound) ≈ 18v2q2τε,2
(red curve). For small q the imaginary part of the second
sound dispersion and the dispersion of the quasiparticle diffu-
sion mode merge. A third diffusive mode corresponds to the
diffusion of heat (orange curve).
The conservation of momentum gives rise to second
sound - ballistic thermal waves propagating through the
two dimensional graphene plane [73]. This mode is the
analogue of the density modes of a clean neutral Galilean
invariant system.
Truncating the mode expansion of Eq. (64) at m = 2,
which is a good approximation for low wave-numbers,
yields the dispersions
ωheat diff. ≈ 1
4
v2q2τε,2,
ωqp diff. ≈ 1
8
v2q2τε,2, (69)
for the heat and quasiparticle (imbalance) diffusion
modes, respectively. The second sound dispersion is
given by
ωsec. sound ≈ vq√
2
+ iτε,2
v2q2
8
. (70)
Second sound mediated by phonons has been previously
observed in solids [77] and had a velocity comparable to
the velocity of sound. Here, the second sound is carried
by electrons and propagates with a velocity v0/
√
2. The
above dispersion relations are shown in Figs. 7 and 9.
The dispersion of the quasiparticle diffusion mode and
the imaginary part of the second sound dispersion merge
at low wave-numbers. As in the case of charge excita-
tions, there exists an infinite number of damped modes
associated with scattering in higher angular harmonic
channels. These modes are depicted in Figs. 8 and 9.
Note, that modes associated with imbalance excitations
Figure 8: The imaginary part of the dispersion relations of col-
lective charge excitations in different angular harmonic chan-
nels m are shown. The wave-vector q is given in units of the
inverse scattering length vτ−1c,2 . The grey symbols correspond
to the numerical solution of Eq. (64). For small q, the modes
approach values given by the scattering rates −i/τc,m and are
thus strongly damped. At larger values of q, the dispersions
tend to merge in a complex fashion. Fig. 7 shows the weakly
damped modes (second sound and diffusive modes) for small
values of q.
Figure 9: The real parts of the dispersion relations of collec-
tive energy and imbalance excitations are depicted. The grey
symbols correspond to the numerical solution of Eq. (64).
The linear dispersion of the second sound mode given by
vq/
√
2 for small q is shown in orange color. The wave-vector
q is given in units of the inverse scattering length vτ−1c,2 .
(s = 2) are damped stronger by an order of magnitude
as compared to energy excitations (s = 3).
C. Validity of the collinear zero mode
approximation for collective modes
The discussion so far was carried out in the restricted
subspace of collinear zero modes. In this section it is
shown that the results for collective excitations obtained
within the restricted subspace remain valid, if this restric-
tion is lifted, and non-collinear zero modes are added.
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These modes introduce large corrections to the matrix of
scattering rates Γs,s
′
m , and it is not obvious that they can
be neglected. It is sufficient to consider the q = 0 case.
The extension to finite wave-numbers is straightforward.
The scattering rate matrix Γs,s
′
m of Eq. (40) is extended
to include modes that are not collinear zero modes, which
are labeled with indices s > 3. It is useful to define the
following matrices
S = (vβ~)2
〈
χ
(s<3)
k,λ |C|χ
(s′<3)
k,λ
〉
P = (vβ~)2
〈
χ
(s>3)
k,λ |C|χ
(s′<3)
k,λ
〉
Q = (vβ~)2
〈
χ
(s<3)
k,λ |C|χ
(s′>3)
k,λ
〉
R = (vβ~)2
〈
χ
(s>3)
k,λ |C|χ
(s′>3)
k,λ
〉
.
Here, χ(s<3)k,λ are the familiar collinear zero modes (28).
χ
(s>3)
k,λ are modes with a different |k|-dependence, such
that the full set of modes forms a complete basis. Since
C is Hermitian, we have Q = PT . The mode expansion
of the Liouville operator Ls,s′ of Eq. (29) also has to be
enlarged by the s > 3 modes. However, we do not need
to know the precise values of the corresponding elements
of L. The eigenvalue equation (65) reads
det (−iωL− F ) = 0, (71)
where F is the composite matrix
F =
[
S P
PT R
]
.
In the following, the Liouville matrix L will also be sep-
arated into blocks corresponding the same subspaces:
L =
(
(LS , LP ) ,
(
LTP , LS
))
. It follows from Eq. (23) and
the Hermiticity of the collinear part of the collision op-
erator Cc that
S ∼ P ∼ 1
R ∼ log (1/α) ,
meaning that non collinear zero modes are scattered
faster by a factor of log (1/α). The determinant can be
found using the block matrix identity
det
[
A B
C D
]
= det (D) det
(
A−BD−1C) . (72)
Applying this identity to Eq. (71) and noticing that for
α → 0 the inverse matrix in the last determinant van-
ishes, one has
det (iωL+ F ) ≈ det (iωLR +R) det (iωLS + S) .
Eq. (71) therefore separates into two independent parts:
det (iωLR +R) = 0 and det (iωLS + S) = 0. The sec-
ond equation is equivalent to the eigenvalue equation
(65). In the limit of a small fine structure constant, the
weakly damped collective modes can therefore be found
by solving the kinetic equation in the restricted subspace
of collinear zero modes, even if there is significant cou-
pling between all modes.
VI. SURFACE ACOUSTIC WAVES
The longitudinal electrical conductivity σ‖ is accessible
through experiments with surface acoustic waves (SAWs)
[69]. The simplest setup to measure σ‖ is a sheet of
graphene placed on top of a piezoelectric material. Using
interdigital transducers, SAWs are induced in the piezo-
electric. The real part of σ‖ then determines the damping
of the SAWs, while the imaginary part changes the SAW
velocity vs. Overall, for a small piezoelectric coupling the
change of the SAW velocity ∆vs, where the imaginary
part describes the damping, can be written as [66, 67]
∆vs
vs,0
= pe
1
1 + i
σ‖
σM
. (73)
Here pe < 1 is an effective coupling constant, and a σM a
reference conductivity. Both pe and σM depend on ma-
terial parameters of the piecoelectric. A rough estimate
for σM is given by σM ≈ vseff [66, 67], where eff is
the effective permittivity at the surface of the piezoelec-
tric. There has been experimental work on the coupling
between SAWs and graphene [78, 79]. LiNbO3 seems
to be a suitable piezoelectric for such experiments[78],
because it provides a relatively large coupling parame-
ter pe ≈ 0.03 [70]. While there might be better choices
for the piezoelectric material, here we consider LiNbO3,
since the feasibility of a graphene-LiNbO3 device has
been demonstrated in Ref. [78]. The SAW velocity is
vs ≈ 4 · 103 m/s and the effective dielectric constant is
given by eff ≈ 0.50
(√
Txx
T
zz + 2
)
≈ 240 (assuming
that the dielectric constant above the graphene sheet is
0). One then has
σM ≈ 10−6 S.
The fine structure constant is small due to the large di-
electric constant and renormalization effects:
α = 0.1.
Here and in the following estimations, we assume a tem-
perature of 50 K.
Interdigital transducers induce SAWs with sharply de-
fined wave-vectors q0. The frequency of the SAW ω0 is
given by
ω0 = vsq0.
ω0 is much smaller than the characteristic hydrody-
namic frequency for a wave-vector of the same magnitude
ωhydro ≈ vq0, where v ≈ 106 m/s. It is
ω0
ωhydro
≈ 0.005. (74)
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As shown in Fig. 3 the longitudinal conductivity σ‖ is
peaked around ωhydro and vanishes in the limit ω = 0,
q → 0. Therefore, SAW experiments are confined to a
highly “off-resonant” regime due to the small ratio (74).
For q0 → 0, the longitudinal conductivity can be approx-
imated by
σ‖ (q0, vsq0) =
σ0
1− iτc,1vsq0 + i τc,1τV vvs + i2
v2τc,1
vs
q0
.
For q0 → 0, the conductivity is therefore dominated by
the Vlasov term:
σSAW,0‖ = limq0→0
σ‖ (q0, vsq0) =
σ0
1 + i
τ1,c
τV
v
vs
.
In good approximation, we have
Re
(
σSAW,0‖
)
≈
(
τV vs
τc,1v
)2
σ0
Im
(
σSAW,0‖
)
≈ −
(
τV vs
τc,1v
)
σ0,
where
τV vs
τ1,cv
≈ 0.01.
On the other hand, at 50 K, one can estimate σ0 ≈
3 · 10−3 S. The ratio Re
(
σSAW,0‖
)
/σM ≈ 0.4 is small,
and so are the damping effects. However, the ratio
Im
(
σSAW,0‖
)
/σM ≈ 40 is large. The damping coefficient
is given by
Γ = −ωIm
(
∆vs
vs
)
= ωpe
Re
(
σ‖
)
/σM
1 +
∣∣∣ σ‖σM ∣∣∣2 . (75)
The relative velocity shift is
Re
(
∆vs
vs
)
= pe
1 + Im
(
σ‖
)
/σM
1 +
∣∣∣ σ‖σM ∣∣∣2 . (76)
Physically, on can think of the imaginary part of σ‖ as an
additional capacitance that is provided by charge fluctu-
ations induced in the graphene sheet. Since the conduc-
tivity is dominated by the self-consistent Vlasov term at
small q, the capacitive effect prevails in this regime.
Since interdigital transducers excite SAWs of a fixed
wavelength, altering q0 is difficult. Instead, the q depen-
dence of σ‖ can be tested by varying the temperature,
and thus the quantity q0lc,m. Fig 10 shows the damping
and the velocity shift induced by the graphene sheet as a
function of temperature, according to Eqs. (75) and (76).
As expected, the damping coefficients are very small, on
the order of 105 Hz, corresponding to damping lengths
of 1/cm. Such small damping are measurable in GaAs
2DEG structures [71], however they might be hard to ob-
serve with the more unconventional LiNbO3 device. On
the other hand the low temperature (large q) behavior
of the conductivity sensitively depends on the scatter-
ing rates in the higher angular harmonic channels (see
lower left panel of Fig. 10), although the specific depen-
dence τ−1m>c,2 ∼ |m| will be very hard to distinguish from
e.g. constant scattering rates. As argued above, the re-
sponse of the graphene sheet to the SAW’s electric field
is dominated by the imaginary part of σ‖, and thus by
the Vlasov self consistent field. Omitting this term alters
the damping at high temperatures (lower right panel of
Fig. 10).
VII. POISEUILLE PROFILES
The wave-vector-dependence of transport coefficients
is of importance when the currents in a system are spa-
tially inhomogeneous, either because the applied fields
are inhomogeneous, or because the inhomogeneity is im-
posed by the geometry of the system. The simplest exam-
ple for the latter case is the Poiseuille flow. In undoped
graphene, the energy current is conserved due to the con-
servation of momentum, however it is dissipated by the
uneven boundaries of the sample [1]. In a Poiseuille ge-
ometry, which consists of an infinitely long, straight sam-
ple of width w, the boundaries slow down the current
flow. The current profile becomes parabolic across the
sample. On the other hand, charge currents decay in
the bulk of undoped graphene due to the interaction in-
duced resistivity. In this case, there exists a crossover
from an almost flat current profile if w  vτc,1 to a more
parabola-like shape at w < vτc,1. However, as shown in
Ref. [1], the slowing down of the flow by the boundaries
becomes inefficient when w . vτc,2, again changing the
profile. In this section we investigate the Poiseuille pro-
files of charge currents in undoped graphene using the
full non-local conductivity (54).
A. Flow equations and boundary conditions
The thermal and charge flow is governed by the con-
stitutive relations
κ−1 (q, ω)αβ jε,β = −∂αT (77)
and
σ−1 (q, ω)αβ jc,β = Eα, (78)
where jε,β is the thermal current and jc,β the electric cur-
rent. With the thermal and electric conductivities κ and
σ depending on the wave vector q, these equations can be
seen as Fourier transforms of differential equations. Simi-
lar equations have been studied to describe non-localities
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Figure 10: The Figure shows the damping coefficients and velocity shifts of LiNbO3 surface acoustic waves induced by a graphene
sheet laying on top of the crystal. Due to the ∼ 1/T dependence of the scattering times τc,m, changing the temperature alters
the quantity vτc,mq, where q is the SAW wave-vector, such that the functional dependence of σ‖ (q, ω = vsq) can be investigated
without switching the SAW frequencies. Here, vs is the SAW velocity. Upper left panel: Damping coefficients of SAWs for three
distinct frequencies. The induced damping is small (of the order of 1/cm). Upper right pannel: Relative velocity shifts ∆vs/vs.
The velocity shifts are large (on the order of 1%). This is a consequence of the mainly capacitive behavior of the graphene sheet
at small frequencies (see main text). Lower left panel: The damping coefficients at low temperatures depend sensitively on
the scattering in higher angular harmonic channels. Setting Mc = τ−1c,2 , thus neglecting the scattering times τc,m>2, raises the
damping by an order of magnitude. Lower rights panel: The shift of vs strongly depends on τV - the time scale characterizing
the strength long range Coulomb interactions.
induced by vortices in type II superconductors [80]. The
temperature gradient −∂αT and the electric field Eα act
as source terms. In a Poiseuille geometry, the force fields
act perpendicular to the gradient of the flow velocity, i.e.
it is E ⊥ q, ∇T ⊥ q. Therefore, the currents are deter-
mined by the transverse conductivities. Let the sample
be oriented in y-direction and centered around x = 0.
The equations then read
κ−1T (qx, ω) jε,y (qx, ω) = −∂yT, (79)
σ−1T (qx, ω) jc,y (qx, ω) = Ey. (80)
To solve the above equations, boundary conditions at the
sample boundaries at ±w/2 are needed. As discussed in
Ref. [81], partial slip boundary conditions are appropri-
ate:
jε/c,y (x = ±w/2, ω) = ∓ζ
∂jε/c,y
∂x
∣∣∣∣
x=±w/2
. (81)
ζ is the so called slip length parameterizing the momen-
tum charge (current) dissipation at the sample bound-
aries. If the boundaries are sufficiently rough, ζ is of the
order of the mean free path associated with the m = 2
scattering time: ζ ∼ vτε/c,2. In principle, the Eqs. (79),
(80) represent infinite order differential equations and re-
quire infinitely many boundary conditions. However, this
problem does not appear explicitly in the calculation.
The finite width of the sample w sets a natural cut-off
for the wave-numbers q, and therefore only the low pow-
ers of q are relevant on the right hand side of Eqs. (79),
(80). For simplicity, the boundary condition (81) is used,
which is reasonable for not too small widths.
The Eqs. (79), (80) now can be solved by performing
a Fourier transform. To fix the boundary conditions two
point-like delta-function inhomogeneities are positioned
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at ±w. In real space the equations take the form
κ−1T (∂x, ω) jε,y (x, ω) = −∂yT − αδ (x− w)− βδ (x+ w)
(82)
σ−1T (∂x, ω) jc,y (x, ω) = Ey − αδ (x− w)− βδ (x+ w) .
(83)
If the constants α, β are chosen such that Eq. (81) is
satisfied, the solution inside the sample will be identical
to the solution of the homogeneous equations with the
matching boundary conditions.
Here, the profiles of electric current flows through sam-
ples of different widths will be calculated. Solving the Eq.
(82) in Fourier space one obtains
jc,y (qx, ω) =(
2piEyδ (qx)− αe−iwqx − βeiwqx
)
σT (qx, ω) . (84)
Inserting this result into Eq. (81) gives two algebraic
equations, from which α and β can be determined:
ζ
ˆ
dqx
2pi
(iqx)
(
αe−iqx
3w
2 + βeiqx
w
2
)
σT (qx, ω) =
ˆ
dqx
2pi
(
αe−iqx
3w
2 + βeiqx
w
2
)
σT (qx, ω)−
EyσT (0, ω)
ζ
ˆ
dqx
2pi
(iqx)
(
αe−iqx
w
2 + βeiqx
3w
2
)
σT (qx, ω) =
−
ˆ
dqx
2pi
(
αe−iqx
w
2 + βeiqx
3w
2
)
σT (qx, ω) +
EyσT (0, ω) .
The above integrals are calculated with the FFT algo-
rithm. Once α, β are found, a Fourier transform the of
the solution (84) gives the desired flow profiles.
Figs. 11 and 12 show the results for different widths
w. For demonstration purposes no-slip boundary con-
ditions (ζ = 0) were assumed in Fig. 11. Here, for
w > vτc,1 the flow profile turns flat in the middle of the
sample and steeply descends to zero at the boundaries (as
necessitated by the no-slip boundary conditions). This
behavior is due to the interaction-induced conductivity
that dissipates current uniformly across the sample - at
a distance d > vτc,1 away from the boundary, a uniform
flow is restored. On the other hand, for w < vτc,1 the
current-relaxing scattering processes in the m = 1 chan-
nel become less and less important. The scattering in the
m = 2 channel dominates. It acts in the same way vis-
cous forces act in ordinary flows. Current is transported
from the middle of the sample, where it is maximal, to the
sample edges, where it is dissipated. A finite slip length
(as discussed, ζ = vτc,2 was chosen for simplicity) alters
these results (see Fig. 12): Whereas for widths w > vτc,1
the finite slip gives the current a non-negligible velocity
at the sample boundary, for small widths w < vτc,2, the
flow profiles are rendered flatter, and the boundary effects
Figure 11: Poiseuille profiles of charge currents in undoped
graphene samples of different widths w. Although physically
incorrect, no-slip boundary conditions were assumed for clar-
ity. The profiles are normalized to the current at x = 0. At
large widths w > vτc,1, the flow profiles turn flat. In the
bulk they resemble Ohmic flow. For small widths w < vτc,1,
the momentum non-conserving scattering becomes inefficient.
The electrons travel a distance corresponding to several width
before loosing their momentum. Consequently, the profiles
take a parabolic form, resembling classical Poiseuille flow.
The profiles were calculated from Eq. (84).
Figure 12: Poiseuille profiles of charge currents in undoped
graphene samples of different widths w, normalized to the
current at x = 0. Partial slip boundary conditions with a slip
length ζ = vτc,2 were applied. At very small widths w 
ζ, boundary scattering ceases to be an efficient mechanism
for the dissipation of electric current. The profiles turn flat,
as they do in the nearly Ohmic regime w > vτc,1. In the
crossover regime at widths w ∼ 0.5vτc,1, profile curvature is
most pronounced. The profiles were calculated from Eq. (84).
become negligible. In the crossover region w ∼ vτc,1, the
profiles are curved and resemble a parabola. This takes
place around w ∼ 0.5vτc,2 and is in accordance with the
general expectations [81]: for w < vτc,2 the quasi-viscous
transport of currents from the middle of the sample to-
wards the boundaries becomes inefficient, and the bound-
ary does efficiently dissipate the current.
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VIII. CONCLUSION
In conclusion we have developed a kinetic theory of
non-local charge and thermal transport in a clean Dirac
fluid in the hydrodynamic regime. We obtained closed
analytic expressions for the frequency and wave-vector-
dependent, charge and thermal conductivities as well as
the non-local viscosity due to electron-electron Coulomb
interactions. Our solution is possible due to the domi-
nance of so-called colinear zero modes. In the limit os a
small fine-structure constant of graphene, all other mode
relax more rapidly, limiting the phase space of the collec-
tive excitations that dominate the long-time dynamics.
One aspect of the same physics, that was discussed pre-
viously by us in Ref.[1], is the onset of superdiffusion
in phase space, where Lévy-flight behavior on the Dirac
cone emerges. Frequent small angle scattering events are
interrupted by rate large-angle scattering processes. We
made specific predictions for measurements such as the
velocity shift of surface acoustic waves and for inhomo-
geneous flow pattern. Those become identical to the one
that follow from the solution of the Navier-Stokes equa-
tions in the long wavelength limit, but include higher or-
der gradients that come into play as the sample geometry
becomes smaller. In particular, we have demonstrated
how the non-local transport coefficients determine the
profiles of a hydrodynamic flow through narrow chan-
nels. In addition we determined the collective mode spec-
trum of the system including plasma waves and second
sound like thermal waves. We find a complex structure
of damped collective excitations. These excitations are
similar to the so-called “non-hydrodynamic” modes that
were shown to be relevant for the equilibration of other
collission-domuinated quantum fluids [7] [8–10].
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Appendix A: The collision operator
Transformed to the band basis, the interaction part of the Hamilton operator (4) reads
Hint =
1
2
ˆ
k,k′,q
∑
αβ
Tλµµ′λ′
(
k,k′,q
)
ψ†λ′ (k+ q, t)ψ
†
µ (k
′ − q, t)ψµ′ (k′, t)ψλ (k,t) (A1)
where the matrix elements Tλµµ′λ′
(
k,k′,q
)
Tλµµ′λ′
(
k,k′,q
)
= V (q)
(
Uk+qU
−1
k
)
λ′λ
(
Uk′−qU−1k′
)
µµ′ . (A2)
U is the usual transformation from sub-lattice space to the band space (see Eq. 7). For the derivation of the quantum
Boltzmann equation, the self energies Σ≷λ and the Green’s functions g
≷
λ′ are of interest (the small g is used for the
Green’s function transformed to the band basis g≷ (X, T ;k, ω) = UkG≷ (X, T ;k, ω)U
†
k, where (X, T ) are the center
of mass coordinates, and (k, ω) are the relative coordinates after the Wigner transform). For details on the Wigner
transform and the definitions of G≷, Σ≷ see e.g. [75, 82, 83]). The off diagonal elements of greens functions in
band space can be neglected if the frequencies of interest are smaller than the energies of thermally excited particles:
ω  kBT . In the following, only the weak space and time dependencies induced by external forces and represented
by the center of mass coordinates will be of interest. For simplicity, the dependence on (X, T ) will be suppressed.
The Green’s functions g≷λ′ (k, ω) can be related to the distribution function:
g>λ (k, ω) = −i2piδ (ω − ελ (k)− Upot) (1− fλ,k (ω))
g<λ (k, ω) = i2piδ (ω − ελ (k)− Upot) fλ,k (ω) . (A3)
To second order in perturbation theory, for the self-energies
Σ
≷
λ (k,ω) = N
∑
µµ′λ′
ˆ
d2qd2k′dω1dω2
(2pi)
6
∣∣Tλµµ′λ′ (k,k′,q)∣∣2
× g≷λ′ (k+ q,ω1) g≷µ (k′ − q,ω2) g≶µ′ (k′,ω1 + ω2 − ω)
−
∑
µµ′λ′
ˆ
d2qd2k′
(2pi)
4
ˆ
dω1dω2
(2pi)
2 Tλλ′µ′µ
(
k,k′,k′ − q− k)Tλµµ′λ′ (k,k′,q)∗
× g≷λ′ (k+ q,ω1) g≷µ (k′ − q,ω2) g≶µ′ (k′,ω1 + ω2 − ω) (A4)
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holds. N = 4 accounts for the spin-valley degeneracy.
The collision operator, as it appears in Eq. (8), can now be determined from the self energies Σ< and Σ>. It can
then be written in terms of the distribution function fλ (k):
Cλ (k) = −iΣ<λ (k, ελ (k)) (1− fλ (k))− iΣ>λ (k, ελ (k)) fλ (k) . (A5)
The delta function δ (ω − ελ (k)− Upot (x)) sets the left hand side of the quantum Boltzmann equation to zero and
therefore cancels out. Inserting Eqs. (A3) into the self energies, parameterizing the deviations of fλ (k) from the
equilibrium distribution function as shown in Eq. (10), and linearizing in ψkλ (x, t) leads to the collision operator of
Eq. (20). The matrix elements γ(1,2)k,k′,q of Eq. (20) are given by:
γ1
(
k,k′,q
)
= (N − 1) ∣∣TA (k,k′,q)∣∣2 + 1
2
∣∣TA (k,k′,k′ − q− k)− TA (k,k′,q)∣∣2
− ∣∣TA (k,k′,k′ − q− k)∣∣2
γ2
(
k,k′,q
)
= (N − 1) |TB (k,k′,k′ − k− q)|2 + (N − 1) |TA (k,k′,q)|2
+ |TA (k,k′,q)− TB (k,k′,k′ − q−k)|2 , (A6)
with
TA
(
k,k′,q
)
= T++++
(
k,k′,q
)
= T−−−−
(
k,k′,q
)
= T+−−+
(
k,k′,q
)
= T−++−
(
k,k′,q
)
=
V (q)
4
(
1 +
(K +Q)K∗
|k+ q| k
)(
1 +
(K ′ −Q)K ′∗
|k′−q| k′
)
and
TB
(
k,k′,q
)
= T++−−
(
k,k′,q
)
= T−−++
(
k,k′,q
)
=
V (q)
4
(
1− (K +Q)K
∗
|k+ q| k
)(
1− (K
′ −Q)K ′∗
|k′−q| k′
)
(A7)
Upper-case letters like K = kx + iky etc. combine the two components of the momentum vector onto a complex
variable.
Since the quantum Boltzmann equation only accounts for the diagonal in λ components of the distribution function,
the currents also have to be decomposed into contributions that involve particle-hole pair creation (jinter) and those
who do not (jintra). Here, the identity
UkσU
−1
k =
k
k
σz − k× ez
k
σy (A8)
is useful. The charge current
jc = ev
ˆ
k
ψ† (k)σψ (k) (A9)
can be written as
jc = jc,intra + jc,inter, (A10)
where the two contributions are given by
jc,intra = ev
ˆ
k
∑
λ=±
λk
k
γ†k,λγk,λ
jc,inter = iev
ˆ
k
k× ez
k
(
γ†k,+γk,− − γ†k,−γk,+
)
. (A11)
The energy current jε and the momentum current tensor τxy can be decomposed in a similar manner. This leads to
the expressions (37) and (38) of the main text and the expression that is used for τxy in Sec. IVC3. As discussed
above, in the hydrodynamic regime, it is legitimate to focus on the intra-band contributions, which dominate the
transport behavior of the system.
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Appendix B: Collinear scattering and collinear zero modes
Here, the logarithmic divergence of the collision operator for collinear processes is demonstrated following Ref. [11].
We then show, that the m-dependent collinear zero modes are those given in Eq. (28).
The essential mathematics behind the divergence is contained in phase space density available for two particle colli-
sions. The phase space is restricted by the delta function ensuring energy conservation: δ (k + k1 − |k+ q| − |k1 − q|).
This can be seen from power counting in Eq. (20) using Eqs. (A6), (A7).
Choosing k = (k, 0) with k > 0, and writing k1 = (k1, k⊥) , q = (q, q⊥), collinear scattering occurs when k1 > 0,
k + q > 0, k1 − q > 0 and q⊥ ≈ 0, k⊥ ≈ 0. For small q⊥, k⊥ the argument of the delta function can be approximated
as
k + k1 − |k+ q| − |k1 − q| ≈ k
2
⊥
2k1
− q
2
⊥
2 (k + q)
− (k⊥ − q⊥)
2
2 (k1 − q) . (B1)
The right hand side of this equation is a polynomial in q⊥, and can be written in terms of linear factors as
k2⊥
2k1
− q
2
⊥
2 (k + q)
− (k⊥ − q⊥)
2
2 (k1 − q) = −
k1 + k
2 (k + q) (k1 − q) (q⊥ − ζ1k⊥) (q⊥ − ζ2k⊥) .
It is then easy to see by performing the q⊥ integration thatˆ
dk⊥dq⊥δ
(
− k1 + k
2 (k + q) (k1 − q) (q⊥ − ζ1k⊥) (q⊥ − ζ2k⊥)
)
∝
ˆ
dk⊥
k⊥
.
This behavior leads to a logarithmic divergence. The divergence is however cut off by the screening of the Coulomb
potential [64]
V (|q|)→ V (|q|+ qTF ) ,
where qTF is the Thomas Fermi screening length. In the case of charge neutral graphene qFT = αkBT/v. If the
screening is included, the integral of (20) vanishes in the infrared. Thus, the contribution of collinear processes to the
scattering rates is enhanced by the large factor
log (1/α) .
It was demonstrated in sec. III B of the main text, that relaxation processes in the hydrodynamic regime are
dominated by collinear zero modes. As demonstrated above, these modes describe scattering events in which all
particle velocities show in the same direction. Examining the delta function responsible for energy conservation
δ (k + k1 − |k+ q| − |k1 − q|), we see that, if all momenta are parallel to each other, energy is only conserved, if the
above conditions k > 0, k1 > 0, k + q > 0, k1 − q > 0 apply (except for unimportant isolated points in phase space).
The exchange momentum q, however, can be positive or negative. To find those ψkλ that correspond to collinear zero
modes, two terms in the collision operator Eq. (20) have to be considered:
A
(1)
k,k1,q,λ
= ψk+qλ + ψk1−qλ − ψk1λ − ψkλ
A
(2)
k,k1,q,λ
= ψk+qλ − ψ−k1+qλ¯ + ψ−k1λ¯ − ψkλ. (B2)
Using the parameterization
ψk,λ = aλ,m (k) e
imθk (B3)
yields
A
(1)
k,k′,q,λ = (aλ,m (k + q) + aλ,m (k1 − q)− aλ,m (k1)− aλ,m (k)) eimθk
A
(2)
k,k′,q,λ =
(
aλ,m (k + q)− (−1)m aλ¯,m (k1 − q) + (−1)m aλ¯,m (k1)− aλ,m (k)
)
eimθk . (B4)
For collinear zero modes
A
(1)
k,k′,q,λ = 0
A
(2)
k,k′,q,λ = 0
has to hold. A(1)k,k′,q,λ is set to zero by aλ,m (k) = {1, λ, βv~k, λβv~k}. A(2)k,k′,q,λ is more restrictive. For even m its
zero modes are given by aλ,m (k) = {1, λ, λβv~k}, for odd m the zero modes are aλ,m (k) = {1, λ, βv~k}. Summing
up, the collinear zero modes are given by
aλ,m = λ
m {1, λ, λβv~k} eimθk .
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m s s′
〈
χ
(m,s)
k,λ |C|χ
(m,s′)
k,λ
〉
m s s’
〈
χ
(m,s)
k,λ |C|χ
(m,s′)
k,λ
〉
m s s’
〈
χ
(m,s)
k,λ |C|χ
(m,s′)
k,λ
〉
0 1 1 0 2 1 1 2.617 4 1 1 6.988
0 1 2 0 2 1 2 0 4 1 2 0
0 1 3 0 2 1 3 0 4 1 3 0
0 2 2 0 2 2 2 1.745 4 2 2 4.722
0 2 3 0 2 2 3 1.243 4 2 3 4.122
0 3 3 0 2 3 3 3.341 4 3 3 10.456
1 1 1 0.804 3 1 1 4.728 5 1 1 9.345
1 1 2 0 3 1 2 0 5 1 2 0
1 1 3 0 3 1 3 0 5 1 3 0
1 2 2 0.463 3 2 2 3.167 5 2 2 6.351
1 2 3 0 3 2 3 2.573 5 2 3 5.800
1 3 3 0 3 3 3 6.647 5 3 3 14.610
Table I: Matrix elements of the collision operator (20) with respect to the collinear zero modes χ(m,s)k,λ = λ
meimθ {1, λ, λβv~k}.
The index m labels the angular harmonic and s one of the modes in curved brackets.
Appendix C: Matrix elements of the collision operator
The values of some matrix elements are shown in Table I. For m ≥ 2 the values can be approximated by〈
χ
(m,s=1)
k,λ |C|χ(m,s=1)k,λ
〉
= 2.574 · |m| − 3.456〈
χ
(m,s=2)
k,λ |C|χ(m,s=2)k,λ
〉
= 1.825 · |m| − 2.741〈
χ
(m,s=3)
k,λ |C|χ(m,s=3)k,λ
〉
= 5.184 · |m| − 11.37〈
χ
(m,s=2)
k,λ |C|χ(m,s=3)k,λ
〉
= 2.042 · |m| − 4.398.
(C1)
All values are given in units of 1v2β3~3 .
Appendix D: Decomposition of the viscosity tensor into longitudinal and transverse parts
Consider a system with a preference direction introduced by the wave-vector q. It is useful to define the orthogonal
tensor basis
e
(1)
αβ =
qαqβ
q2
e
(2)
αβ = δαβ −
qαqβ
q2
e
(3)
αβ =
1√
2
(qαpβ + pαqβ) / (pq) , (D1)
which is normalized according according to ∑
αβ
e
(i)
αβe
(j)
αβ = δij .
Here it is
pα = qγεγα.
In this basis, the symmetric shear force tensor X0,αβ can be written
X0,αβ = X
(1)e
(1)
αβ +X
(2)e
(2)
αβ +X
(3)e
(3)
αβ . (D2)
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The same holds for the momentum current (stress) tensor
ταβ = τ
(1)e
(1)
αβ + τ
(2)e
(2)
αβ + τ
(3)e
(3)
αβ . (D3)
Since the system is fully isotropic, except for the preference direction set by q, the response of the system to different
components of X0,αβ can only be distinct as far as these components relate differently to the direction of q. Eqs (D2)
and (D3) are decompositions of the shear force and momentum current tensors into such components. The fourth
rank viscosity tensor ηαβγδ is defined through the constitutive relation
ταβ = ηαβγδX0,γδ.
In general, such a tensor connecting the quantities ταβ and X0,αβ as given by Eqs. (D2), (D3) can be written as
ηαβγδ =
∑
ij e
(i)
αβe
(j)
γδ η
(ij). However it follows from an Onsager reciprocity relation that ηαβγδ has to be symmetric
with respect to an interchange of the first and last pairs of indices:
η(αβ)(γδ) = η(γδ)(αβ).
This condition further restricts the form of ηαβγδ to
ηαβγδ =
∑
i
e
(i)
αβe
(i)
γδη
(i). (D4)
Calculating the scalars η(i) using the quantum Boltzmann equation, one finds η(1) = η(2) 6= η(3). For reasons explained
in the main text, we call η(1) = η(2) = η⊥ the transverse, and η(3) = η‖ the longitudinal viscosity. In the sense that
ηαβγδ is spanned by projection operators onto the tensorial subspaces which span the force and current tensors and
are given in Eqs. (D1), the decomposition (D4) is completely analogous to the decomposition of a conductivity tensor
into transverse and longitudinal parts (see Eq. (53)).
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