A class of explicit linear multistep methods is suggested as basic methods for the CDS schemes introduced in [3]. These schemes are designed for the numerical solution of certain stiff ordinary differential equations, and operate with dominant eigenvalues, and the corresponding eigenvectors, of the Jacobian. The motivation, and the stability analysis for CDS schemes assumes that the eigensystem is constant.
1. Introduction. In [1] and [3] the CDS technique is introduced for the numerical solution of separably stiff initial-value problems of ordinary differential equations.
For these systems the eigenvalues of the Jacobian can be separated into two sets, one of which dominates the other.
The CDS technique consists of taking a step from xn + k_x to xn + k by a conventional explicit k-step method, the basic method, and then applying a correction in the dominant space (hence CDS), i.e., the space spanned by the right eigenvectors corresponding to the dominant eigenvalues.
We will use notations and definitions as they are given in [8] . For a more detailed description and motivation of the CDS technique the reader is referred to [1] and [3] .
In Section 2 the basic definitions are given. It is convenient to change sUghtly the notation employed in [1] and [3] .
In Section 3 the effects of nonlinearity, of errors in the approximation of the dominant eigensystem, and of the change of the dominant eigensystem with the independent variable * (interprojection) are investigated.
In Section 4 explicit linear multistep methods are introduced that subdue the interprojection effects, if they are employed as basic methods in the CDS scheme.
In Section 5 numerical examples are given.
2. Correction in the Dominant Space. We consider the (in general nonlinear) initial-value problem (IVP) (2-1) /=/(*, y); y(a) = r¡; y,fERm;xe [a,b] .
We will also consider the special case that the IVP is linear, i.e., In all that follows we will assume, without specifically mentioning it, that/possesses as many continuous partial derivatives as required, and also that there exists a unique solution y = y(x) of (2. Remarks. 1. We are considering problems whose stiffness arises from a set (which we assume to be small) of troublesome eigenvalues X*'', i = 1,2, ... ,s, which are real, negative, and well-separated from the rest; note, however, that we do not require all the eigenvalues to have negative real parts.
2. We assume that A(x, y) is a continuous function. Thus, A(x, y) wiU be separably stiff for y close to y(x).
Consider the Correction in the Dominant Space (CDS) scheme
Remark. Our notation differs from that in [3] ; there k is assumed to equal 1.
Here we use k for convenience; it will be easier later to refer to approximations evaluated at*"+/,/ = 0, 1, ... ,k. (2. 3) applied to a separably stiff IVP (2.1) defines a sequence yn ^y(xn), n = k, k + 1, k + 2, ... , where xn= a + nh,h being a constant steplength. We assume that starting valuesy0, yx, ... ,yk_x are given. B is a symbolic notation for the application of a conventional explicit fc-step method. (We will only consider the case that B is an explicit linear fc-step method.) cnl\k is the right eigenvector corresponding to ~K" + k, the ith eigenvalue of (9/9v)/(*" + fc,jr+fe).
The %nl\k are scalar correction factors that can be determined in a variety of ways, see [1] , [3] .
We denote the left eigenvectors corresponding to \"\k by dnl\k, and assume the following normalization:
(i) <£#>, dnl)) := (fgfdjp = 1, i = 1, 2, . . . , 777,
(ii) ||c« II := (cf, <?<*>>* = 1, / = 1, 2.m, ( iii) The first nonvanishing component of c¡}' is positive, 2. Our notation differs from that in [3] ; there the eigensystem is denoted by X(/) c10 d*') 3. It would be desirable to be able to use the dominant eigensystem evaluated at (*", yn), but this would introduce complicated implicitness.
Since we assume A(xn, yn) to be nondefective, we can express any vector v as m i=i where, because of (2.5), 7^ = (dn'\ v).
This motivates Definition 4. Let v G Rm. Then 7^ = (d^'\x, y(x)), v) axe said to be the components ofv (at *). y('\ i= 1, 2,..., s, are the dominant components, and y^'\ i = s+ l,s + 2,.. . ,m, are the subdominant components of v (at *).
Remarks. 1. When there is no confusion, we will omit the specification "at *".
2.
In a similar manner we will talk about subdominant global and local truncation errors, etc.
It is convenient to introduce a special notation for the components of the exact solution of (2.1) and its derivative. Thus, we write (Note that A does denote differences but is not identical with the forward difference operator. In the sequel it will be defined for each individual case.)
The vectors given in (3.1) are the errors in the approximations to the dominant right eigenvectors at (*", yn) due to the fact that we evaluate c\p at (xn, yn), and to round-off and truncation errors occurring in the numerical method used for computing the dominant eigensystem.
We write These are approximate components of the global errors of the approximations to .y(*") and/(*")■
Let us now assume that 77 is fixed.
We define for t = I, 2.s,
This is the difference between the "ideal" correction factors, which would render the dominant components of the global error zero provided Ac)/' = 0, and the actual correction factors.
We also define Recall that the local truncation error of (3.9) is defined by
i.e., the error that would occur in yn+k, if the back valuesyn +-, /n + -(/ = 0, 1, ... , k -1), were exact.
Then, from (3.2), (3.3), (3.4), (3.5), (3.9), (3.10), we obtain Substituting this into (3.12) we obtain Xox r = s + l, s + 2, ... , m,
which is the global subdominant error if the basic method is given by (3.9).
The expressions (3.7) (dominant components of the global error), and (3.8) and (3.13) (subdominant components of the global error) iUustrate the influences of errors arising from various sources. Let us discuss the individual terms:
(1) Î$lAïk,Ac«lk), r= 1,2,. ..,777.
f=i These terms, contributing both to the dominant and to the subdominant components of the global error, are due to the impossiblity of computing the dominant eigensystems exactly. Let us refer to the dependence of the global error on these terms as sensitivity of the CDS scheme.
In the linear case (2.2), where the dominant eigensystem depends on * only, the Ac)/\k do not vanish because of truncation and round-off errors arising in the numerical method employed (e.g., power method). However, we can iterate the power method until we reach an accuracy limited only by the accuracy of the particular computer that is used. So || Ac^f|fc|| will equal approximately 2~T, where j is the number of bits used for the mantissa.
In the nonlinear case (2.1) we face the additional problem that the dominant eigensystem is evaluated at (xn+k, yn + k) instead of (xn + k, yn + k)- For the dominant components of the error \\dnrlk\\ is readily available and should be a good approximation to \\dnrlk\\. For the subdominant components this is not so, however.
Since the error contributions in (1) are proportional to the correction factors %" + k, these should be small (in modulus). It turns out that the correction factors very critically depend on the choice of the basic method, and can be excessively large ; see [3] .
In summary, the sensitivity of the CDS scheme depends on the conditioning of the eigenproblem, the size of the correction factors, and the errors in the right-hand eigensystem. Since the latter are very small in the linear case (and can be controlled in the nonlinear case by forming the difference c^'\xn + k, yn + k) ~ c"l\k after computing yn + k using (2.3)), sensitivity usually will present no serious problems, provided the eigenproblem is reasonably well-conditioned, and the basic method is sensibly chosen.
(2) A#jk, r=l,2,...,i.
This term contributes to the dominant global error (3.7) only. Whereas the error considered under point (1) is due to not correcting exactly in the right direction, this term is due to not using exactly the right correction factor. It depends on the choice of the correction factors.
(3) <d«fc,A5y">, r = s + l,s + 2,...,m.
These terms, contributing to the subdominant error (3.8) only, represent the cnrlk -components of the local truncation error of the basic method and of the errors due to the basic method not operating on exact back values. It plays the same role that AÍ£|k does for the dominant error. Here we consider the special case that the basic method is the linear multistep method (3.9); see paragraphs (4), (5), (6) below.
(4) <^+VW>. r = s + l,s + 2,...,m.
These terms, contributing to the subdominant error (3.13), are the cy/\k-components of the local error of the basic method. They are small if the exact solution is smooth (which will usually be the case in the steady-state region). Still another, more obvious, attempt is to reduce the steplength h (and thus the A/cn + fc)-But> after a^> tne whole point of the CDS technique is to get rid of steplength restrictions due to considerations other than accuracy requirements. So, for an implementation of the CDS technique, this strategy should be considered a last resort.
However, it is a typical feature of CDS schemes that, because of interprojection, the dominant errors are considerably smaller than the subdominant ones. These round-off errors may even render the numerical solution meaningless.
Using a basic method that evaluates / repeatedly leads to large correction factors.
The above is a practical argument for keeping the correction factors small.
There are also two more theoretical arguments in favor of small correction factors.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Firstly, we have seen (cf. (3.7) and (3.8)) that the contribution due to the sensitivity of the CDS scheme, both to the dominant and to the subdominant components of the global error are proportional to %nf+k, t = 1,2, ... , s.
Secondly, in the nonlinear case we take c^(xn + k, yn + k) (t = 1, 2, ... , s) as an approximation to c(-t\xn + k, yn + k)-This is only feasible if 5^" + fe is close to y" + k, which is another way of saying that the correction factors are small.
In this section special explicit linear multistep methods are suggested that subdue the interprojection effect described in Section 3, and that have the additional advantage that their region of absolute stability is larger than that of an Adams-Bashforth method of the same order, for k = 1, 2, ... , 6. This latter feature may be advantageous in view of Theorem 1.
Let us look again at the subdominant components of the global error given by (3.13).
The first term represents the local error, and the second the conventional error propagation in the linear multistep method. These can be expected to be small. The fourth term is due to the sensitivity of the CDS scheme and is also ignored here.
The third term represents the influence of interprojection, and may be large if icn+k ~ cn + k ~~ cn+j ^ 0 (cf-(3.12)), i.e., if the eigensystem is not constant.
Recall that |Ai//^'L| equals approximately (exactly in the linear case) |X^+;.A0¿'J!j, and is thus much larger than |A0^;-| (i = 1, 2, ... , s). Hence, if \<dnrlk, A^\k)\ is sufficiently large (i.e., the eigensystem varies rapidly), then the major contribution to A0« in the interprojection terms will be given by Here the eigenvectors are assumed to depend on * only (in the nonlinear case we can consider c^'\x) = c^(x, y(x))).
Note that if we consider xn + k fixed, p(,)(jc"+/) defined by (4.3), and thus p(xn+k) defined by (4.2), is a function of h only. The summation in t starts at t = 1 because P (*" + fc) = 0. This suggests requiring that k-l E ßjU-kY = 0 Xoxt=l,2,...,q.
7=0
Note that this puts a restriction on the basic linear multistep method that is independent of the particular problem to be tackled. The term z£r¿ft(/ -fc)<7 + 1 =: 7 =# 0 is called the projection constant of (4.4).
Remark. In the above motivation we formally proceed in a manner similar to that employed in the definition of the order and error constant of a linear multistep method. The local truncation errors (respectively the interprojection terms (4.3)) are expanded about *" (respectively *" + fc), and the first p (respectively q) terms of the resulting Taylor series are required to vanish. The coefficient of the first nonzero term is called the error constant (respectively the projection constant) of the method.
Of two linear multistep methods which are nonprojecting of the same degree we would normally choose the one with the smaller projection constant, provided that other features (accuracy, stability) are about comparable for both methods.
It foUows at once from the definition that a consistent LMM which is nonprojecting of order q > 1 has stepnumber k > 2.
Consider now the LMM (4.4), and assume it is nonprojecting of degree q, and its order is p. Since the basic method is responsible for the accuracy of the subdominant components, where ftX^ is small, we are interested in convergent methods (4.4).
The order of a convergent LMM cannot exceed k + 2, and even this value is attained only if the method is implicit and the stepnumber is even. The order of an explicit convergent linear k-step method cannot exceed k; see [7] , [8] .
We have k parameters p\-; since for consistency we have to require
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In order to achieve order p = k we have to satisfy Taking into account the number of free parameters in the general linear multistep method (4.4), we expect that for each k > 2 there exists a unique kth order linear fc-step method, which is nonprojecting of degree k -1.
Definition 6. The linear fc-step method (4.4) is said to be minimal-projecting, if
it is of order > k and nonprojecting of degree k -1.
The following theorem provides an explicit expression for the coefficients of minimal-projecting LMMs. , the binomial coefficient.
Remark. The coefficients given in Theorem 2 have to be normalized so as to satisfy ak = 1 ; see (4.4).
Proof. An elementary, but very technical and tedious proof of this theorem, can be found in [2] . That proof does not add insight into the subject of this investigation and, therefore, is here omitted. An alternative proof can be organized along the This establishes the existence (and uniqueness but for normalization) and also the formula (4.7) from the well-known determinant expressions. The existence and uniqueness of the a-(and how to obtain them) for given ß-can be deduced from the proof of Theorem 5.7 in [7] ; see also the Theorem in [1] . D Table 1 lists the coefficients of the minimal-projecting linear &-step methods, obtained from Theorem 2, for k = 2, 3, ... , 7. For easier representation the coefficients are given as integers (which are chosen so as to have no common factor). The coefficients ak, by which all coefficients have to be divided in order to obtain the normalized form (4.4) are printed in boxes. Table 1 Minimal-projecting k-step methods for k = 2,3, ... These are termed backward-differentiation methods; they were first used for stiff systems by Curtiss and Hirschfelder [5] and have been much used by later authors, notably Gear, who used (4.10) for the stiff option in his general purpose integration package for ordinary differential equations [6] . On subtracting and using (4.11) with q = k, we obtain E(a/-à/)y(*"+/.) = 0(/7fc + 1).
Since this is true for all (sufficiently smooth) test functions y(x), it follows that a-= a-for / = 0, 1, ... , k, which is the statement of the theorem. D
It is natural to require that the basic method of a CDS scheme be convergent.
Since minimal-projecting LMMs are consistent, this is equivalent to them being zerostable.
It is well known that the BDF methods (4.10) are not zero-stable for k > 7. (A numerical investigation in [2] showed that they are zero-instable for k = 7, 8, ...,17.)
The restricted order of minimal-projecting LMMs is clearly a drawback. However, bearing in mind that the CDS scheme (2.3) is aimed at obtaining cheap numerical solutions that are stable and reasonably, but not extremely, accurate, order 6 appears to be an adequate maximum order. Note also that interprojection phenomena become stronger as the stepnumber of the basic method increases which also restricts the order of the basic method.
Let us now compare minimal-projecting methods with Adams-Bashforth methods, defined by (4.12) yn + k=yn + k-l +h t,¥-+l> 7=0 which was first used as early as 1883 [4] . In modern terms a motivation for using Both types of methods are fc-step methods of order k\ the minimum stepnumber of minimal projecting methods is 2, as opposed to 1 for (4.12); (4.12) is zero-stable for all k = 1, 2, 3, ... , whereas minimal-projecting methods are zero-stable for k = 2, 3, ... , 6, and not zero-stable for k = 7, 8, ... , 17 (see above).
Both classes of methods have the disadvantage that the j3-are numerically large and alternate in sign (see Table 2 and [7] ). This can introduce and amplify round-off errors.
Further comparison is contained in Table 3 . There CMP and CAB denote the error constants, and (~kmp, 0) and (~«-AB, 0) are the intervals of absolute stability of the minimal-projecting and the Adams-Bashforth methods, respectively. (Recall that the interval of absolute stability is the intersection of the region of absolute stability with the real line.) For the error constants of the Adams-Bashforth methods see [8, p. 26]. It follows from Table 2 that the error constants of minimal-projecting methods are slightly larger than those of Adams-Bashforth methods, which means that the local accuracy of the latter can be expected to be slightly higher. On the other hand the stability properties of the minimal-projecting methods are much better than those of the Adams-Bashforth methods; in fact, the interval of absolute stability of the 6th-order minimal-projecting methods is almost 50% larger than that of the 4th-order Adams-Bashforth method and only slightly smaller than that of the 3rd-order AdamsBashforth method. A heuristic explanation for this phenomenon is that minimal-projecting methods can be considered, in the sense outlined above, to be approximations to the implicit backward-differentiation methods which possess infinite regions of absolute stability.
5. Numerical Examples. In this section we compare the fourth-order AdamsBashforth and the fourth order minimal-projecting methods as basic methods for the gradient prediction scheme described in [1] . The inverse linear multistep method used for the gradient prediction is the strongly infinite stable 4-step method given in [1] .
The example problem is constructed artificially such that a function that controls the change of the eigensystem with * can be incorporated.
We consider the problem (In the numerical test, the dominant eigensystem was not computed from the above information, but is obtained at each step by the power method.)
The eigenvalues of A(x) axe chosen to be a = -106, ß = -l, 7 = -2.
Thus, the system (5.1) is separably stiff. The functions t?(*), governing the change of the eigensystems are given by where i?(*) =-2 + 1.5sin(|x), 1 = 0.9234567, 1.1234567, ... ,2.5234567.
The period of oscillation increases by steps of 0.2, the digits 234567 are chosen such as to make the period incommensurable with any occurring in the exact solution.
In Table 3 The results are as foUows: Table 3 Numerical results Conclusions. Minimal-projecting methods appear to be more robust with respect to rapidly changing eigensystems than Adams-Bashforth methods, if employed as the basic method in CDS schemes.
BASIC
They have the disadvantage that their stepnumber is restricted to k < 6. However, this is not a severe restriction, since they will be employed for separably stiff systems with significant interprojection effects in which case small stepnumbers are preferable.
The zero-stable minimal-projecting methods have comparatively large regions of absolute stability. This can be explained heuristically by considering them, in the sense outlined above, to be explicit approximations to the implicit backward-differentiation formulas.
