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Abstract
Markov chain Monte Carlo (MCMC) is an approach to parameter inference in
Bayesian models that is based on computing ergodic averages formed from a Markov
chain targeting the Bayesian posterior probability. We consider the efficient use of
an approximation within the Markov chain, with subsequent importance sampling
(IS) correction of the Markov chain inexact output, leading to asymptotically ex-
act inference. We detail convergence and central limit theorems for the resulting
MCMC-IS estimators. We also consider the case where the approximate Markov
chain is pseudo-marginal, requiring unbiased estimators for its approximate mar-
ginal target. Convergence results with asymptotic variance formulae are shown for
this case, and for the case where the IS weights based on unbiased estimators are
only calculated for distinct output samples of the so-called ‘jump’ chain, which, with
a suitable reweighting, allows for improved efficiency. As the IS type weights may
assume negative values, extended classes of unbiased estimators may be used for the
IS type correction, such as those obtained from randomised multilevel Monte Carlo.
Using Euler approximations and coupling of particle filters, we apply the resulting
estimator using randomised weights to the problem of parameter inference for par-
tially observed Itoˆ diffusions. Convergence of the estimator is verified to hold under
regularity assumptions which do not require that the diffusion can be simulated ex-
actly. In the context of approximate Bayesian computation (ABC), we suggest an
adaptive MCMC approach to deal with the selection of a suitably large tolerance,
with IS correction possible to finer tolerance, and with provided approximate con-
fidence intervals. A prominent question is the efficiency of MCMC-IS compared to
standard direct MCMC, such as pseudo-marginal, delayed acceptance, and ABC-
MCMC. We provide a comparison criterion which generalises the covariance ordering
to the IS setting. We give an asymptotic variance bound relating MCMC-IS with
the latter chains, as long as the ratio of the true likelihood to the approximate like-
lihood is bounded. We also perform various experiments in the state space model
and ABC context, which confirm the validity and competitiveness of the suggested
MCMC-IS estimators in practice.
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Foreword
The modern reliance on probability theory to model the universe and various as-
pects of life reveals on the one hand our tremendous lack of knowledge and ability
to understand and hence predict the workings of the universe with Newtonian preci-
sion. On the other hand, the success of probability theory reveals the hidden order of
the universe, as well as the significant deductive reasoning capacities of humankind,
where from the disorder of incomplete knowledge arises the order of probabilistic
laws. Statistics allows us to ascertain to what extent our deductive reasoning is
justified by real observation. Statistics acts as the intermediary, allowing dialogue
to proceed between our perceived knowledge of the (mechanistic and probabilistic)
laws of the universe and of the universe as she presents herself to us in actual fact.
Of utmost importance for the development of statistics has been the increas-
ing computational ability in the computer age [cf. 30]. As the speed of computers
increases, so does the potential complexity of problems increase which statistical
methods can handle with precision. Considerable interest therefore lies in the de-
velopment of computational methods which are efficient and able to perform the
demanding computational tasks of modern statistics. It is the scientific and human-
istic hope for this thesis, that the work will serve to the advancement of human
knowledge, and that it will be solely useful to the commendable pursuits of hu-
mankind.
As the fields of probability and statistics are intellectually challenging, any small
progress in this field is dependent upon a stable, friendly, and stimulating working
and living environment. First of all, I would like to thank Dr. Matti Vihola, for
being a wonderful adviser, scientist, and person. In the beginning, I knew very
little about computational statistics and Monte Carlo methods, but due greatly to
Matti’s tremendous help and patience, my knowledge and skills in mathematics and
statistics has grown considerably. This thesis would not have been possible without
his help. The enclosed introductory text has also benefited greatly from his insightful
remarks. As his first sole doctoral student, I have one of the early claims to be able
to call him mathematico-statistical father.
As for a stable, friendly, and stimulating working and living environment, I would
like to thank the University of Jyva¨skyla¨ and its employees, for being able to pursue
my doctoral studies here. The last three years have been enjoyable as a place to work,
study, and live. Financial support is gratefully acknowledged from the Academy of
Finland (‘Exact approximate Monte Carlo methods for complex Bayesian inference,’
grants 284513 and 312605, PI: Dr. Matti Vihola).
Sincere thanks to the reviewers, Prof. Marko Laine (Finnish Meteorological Insti-
tute) and Prof. Krzysztof  Latuszyn´ski (University of Warwick).
There are many other individual persons whom I should thank for being a help
these last few years. As I drew up an account of all the people whom I would like
to thank, it became ever-expanding, touching every aspect and time of my life. I
simply could not do proper justice to those who have helped me, and I would run
the danger of leaving somebody unintentionally out. I therefore would simply like
to thank the many precious people who have been a positive impact on me, without
going into all the details here. They and there deeds are simply too many to be
entrusted to these few pages.
I think the saying is true, and hope it is true: when someone has stayed somewhere
long enough, the place becomes forever a part of the person. I wish to thank the
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many people in Jyva¨skyla¨ whom I have enjoyed getting to know during these last
few years. Language has not always been an insurmountable barrier. I will miss
you, and I will miss Jyva¨skyla¨—the snow, the sauna, the summer, the lakes, the
festivals, the food, the people—all of which make Finland a special place to live.
I mention regards to the researchers everywhere with whom I have had the priv-
ilege to meet. Statistics, like other scientific disciplines such as pure mathematics,
involves many devotees interested in a common subject with undesirable distrac-
tions kept to a minimum. When immersed in a scientific subject, where validity is
judged by logic and observation rather than might or necessity, when one is able
to escape the day-to-day absorption of the human condition, then one is able to
view the world from a new perspective. One sees like the astronaut, for whom, after
seeing the Earth as the single terrestrial mass, life will never be the same.
Jordan Franks
Jyva¨skyla¨, Finland
April 4, 2019
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1. Introduction
Bayesian inference often requires the use of computational simulation methods
known as Monte Carlo methods. Monte Carlo methods use probabilistic sampling
mechanisms and ensemble averages to estimate expectations, such as those taken
with respect to the posterior probability of a Bayesian model. Therefore, in practice
on a computer, Monte Carlo methods can be computationally intensive.
A further inferential challenge arises when the likelihood function of the Bayesian
model is intractable. In some important settings, it is possible to obtain an unbiased
estimator for the likelihood. One such setting is the state space model, where
sequential Monte Carlo supplies the unbiased estimator. In settings where unbiased
estimators are not possible, approximate Bayesian computation (ABC) may be used,
assuming forward generation of the model is possible and a choice of tolerance size
has been made. Though only an approximation to the original Bayesian model, the
ABC model comes equipped with a straightforward unbiased estimator for its ABC
likelihood.
In these two example settings, a Markov chain can be run, allowing for Markov
dependence in the samples, as well as the use of the unbiased estimators for the
(ABC) likelihood as part of a pseudo-marginal algorithm. As a result, the samples
of the Markov chain are drawn asymptotically from the (ABC) posterior, and infer-
ence is based on averaging the samples obtained. This computational approach to
Bayesian inference is known as Markov chain Monte Carlo (MCMC).
This thesis is concerned with a slightly different approach, namely, where the
Markov chain targets an approximate marginal of the (ABC) posterior. The subse-
quent importance sampling (IS) type correction is performed by a reweighting of the
inexact sample output, using the unbiased estimators, which yields asymptotically
exact inference for the (ABC) posterior. The use of an approximation for the Markov
chain target can be computationally efficient, as can be the parallel calculation of
the IS weights on a parallel computer. Some of the resulting MCMC-IS estimators
are well-known, but in practice have been used only rarely, in comparison to direct
MCMC. In addition, the MCMC-IS approach is shown to offer additional flexibility
compared to direct MCMC.
The rest of this Section 1 is laid out as follows. We present some important
notions, such as that of a statistical model, likelihood function, and Bayesian model.
We briefly describe the general goal of (likelihood-based) parameter inference in
statistics, as well as some of the challenges of computation which the thesis seeks
to address, specifically inference aided by use of an approximation. Section 1.5
concludes with an outline of the remainder of the text.
1.1. Likelihoods. A statistical model (Y,Y ,P) is composed of an observational
space Y, together with its σ-algebra of subsets Y , and a set P of probability distri-
butions on Y [cf. 34]. We assume the family P is parametrised by a vector of model
parameters θ ∈ T, with T ⊂ Rnθ for some nθ ≥ 1. That is,
P = {p(θ)}θ∈T,
where p(θ)(dy) is a probability on Y, sometimes called the data distribution. The
probability p(θ) corresponds to a modeling of the dependency relationship of the
observation y, considered as a random variable, on the model parameter θ.
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We assume for simplicity in this introduction that p(θ)(dy) has a density, also
denoted p(θ)(y), with respect to a σ-finite reference measure on Y. Fixing the obser-
vation y ∈ Y, we define the function
L(θ) := p(θ)(y),
which is known as the likelihood. One type of likelihood-based inference for θ is
to answer which values of θ maximise L(θ). This method of inference is known as
maximum likelihood estimation (MLE) in a statistical model with observation [cf.
14]. In other words, MLE seeks to answer, which probability distribution on Y in
P would most readily give rise to the observation.
1.2. Bayesian inference. In practice, MLE is highly dependent on the candidate
set P of probabilities to consider. The set P could be parametrised by arbitrarily
high dimensions of parameters, and is the result of the statistician’s modeling of the
dependence of the observation y on the model parameter θ. Going further, in light
of this arbitrary construction of the set P, the statistician is arguably1 not out of
bounds to specify which θ values are to be considered more probable and with more
weight, based on prior knowledge or hypothesis.
This specification, for a statistical model with known observation, leads to the
Bayesian model [cf. 33]. The Bayesian model consists of an assignment of a prior
probability pr(dθ) to the model parameters, with density also denoted pr(θ). Infer-
ence for the Bayesian model then consists of quantification of the posterior proba-
bility
pi(θ) := p(θ|y) = L(θ)pr(θ)
p(y)
, (1)
where the last equality, giving the posterior in terms of the likelihood and prior, is
the practically useful formula of Bayes, and p(y) is the model evidence, defined by
p(y) :=
∫
L(θ)pr(θ)dθ.
1.3. Challenges for inference. In statistical models of practical interest, the like-
lihood L(θ) is often intractable, meaning that it can not be evaluated pointwise.
However, in many settings which we consider, we will see that L(θ) can be esti-
mated unbiasedly, meaning it is possible to generate a random variable Lˆθ such that
E[Lˆθ] = L(θ). However, construction of a reliable unbiased estimator may be neither
directly available, nor efficient.
The posterior pi(θ) of the Bayesian model is in general intractable, and can not
even be estimated unbiasedly. This is often the case even if the likelihood is tractable,
because of the normalisation by the model evidence in (1), which is usually com-
putationally intensive to calculate. In case of intractable likelihood in the Bayesian
model, posterior inference is even more of a challenge, and one must usually rely
on ergodic averages from Markov chain Monte Carlo (MCMC). Such averages are
generally asymptotically exact (i.e. consistent) as the number of iterations of the
MCMC algorithm increases, in the sense of a law of large numbers. However, MCMC
can be computationally expensive to run. It can take hours, days, weeks, or longer,
in order to ensure a ‘reliable’ MCMC estimate, where the level of reliability can be
theoretically difficult to justify.
1The frequentist approach differs from the Bayesian approach considered here [cf. 30].
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1.4. Approximate families. We will see that the use of approximations can help
facilitate tractable, efficient and user-friendly inference. Let P∞ denote a set of
(ideal) model probability distributions on Y. In many cases in practice, it may be
desirable to work with a surrogate family of probability distributions P0. Going
further, it may be desirable to work with a family
P` = {p(θ,`)}θ∈T,
of data (probability) distributions, with ` ∈ [0,∞] used to indicate families of in-
creasingly ‘better’ approximations. For example, inference using P∞ may be too
difficult to achieve or too costly, in which case using an approximate family P` may
be possible instead.
It is conceivably possible to incorporateP` in a Bayesian inference method, which
may lessen the computational cost of the algorithm, while in the end performing
inference for P∞. The aim of this thesis is to show general strategies in different
settings where this is possible.
1.5. Overview. We now outline the remainder of this text2. The text seeks to serve
as an introduction and summary for the thesis papers listed on page vi. Method-
ological aspects are stressed for this introduction to the articles, as are some of the
supporting theoretical results. Most of the details are left to the articles. For this
introductory text, we do not give algorithms and results in full generality and for
all cases. Rather we focus on a few important cases. For example, we consider only
a few specific Markov chains, rather than general Harris ergodic chains for the IS
correction, and we focus on the use of unbiased estimators from particle filters3 in
state space models, rather than from general importance sampling distributions in
latent variable models. Some more generality is provided in the original articles
listed on page vi.
We begin in Section 2 with a specific problem of intractable likelihoods for sta-
tistical models, namely, that of the state space model, and review how interacting
particle systems known as particle filters [44, 94] can lead to unbiased estimators of
the∞-likelihood (the likelihood corresponding to the familyP∞), as long as the dy-
namics of the state space model can be simulated. We also detail an MCMC known
as the particle marginal Metropolis-Hastings (PMMH) [1] (see also [5, 9, 59, 69]),
which allows for ∞-inference for the corresponding Bayesian model posterior, when
unbiased ∞-likelihood estimators are available.
In Section 3, as in [A] we consider two different MCMCs, which are intended for
acceleration of PMMH, and which are based on use of an approximate family P0
and unbiased estimators for the ∞-likelihood. These are the delayed acceptance
(DA) MCMC [cf. 59, 8, 16, 17, 41, 61] and the MCMC-IS [cf. 24, 37, 38, 48, 73, A],
both of which allow for unbiased estimators of the 0-likelihood and ∞-likelihood,
which can be useful when deterministic approximations are not available4. Based
on an extension of the covariance ordering [67] to the IS setting, with differing
2As for the intended audience, in order to keep the text of moderate size we must suppose some
notions from analysis [cf. 80], probability [cf. 34], simulation [cf. 61], and statistics [cf. 33]. We try
to strike a balance, to make the text of interest both to those knowledgeable and less knowledgeable
in the subject matter of the thesis.
3also known as sequential Monte Carlo
4The references [41] for DA and [A] for MCMC-IS are most relevant in the unbiased estimator
context for intractable likelihoods.
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reversible stationary probabilities and with unbiased estimators, we seek to compare
the algorithms in terms of statistical efficiency, as in [B].
Section 4 is concerned with a discretely and partially observed Itoˆ diffusion, where
unbiased ∞-likelihood estimates can not be directly obtained by the particle filter,
because the dynamics of the diffusion can not be simulated. Instead, approximate
families P` based on Euler approximation [cf. 56] are used, along with multilevel
[49, 36], randomisation [64, 77] and particle filter coupling [53] techniques, leading
to an unbiased estimator for the ∞-likelihood and to the Bayesian ∞-posterior by
using an MCMC-IS with randomised weights, as in [C].
Section 5 is concerned with Bayesian models with intractable likelihoods, where
an unbiased estimator of the likelihood is not readily available, but where it is
at least possible to generate artificial observations from p(θ)(dy′). The approach of
approximate Bayesian computation [cf. 92] is to use familiesP1/ of approximations
to P∞, where P1/ is indexed by  > 0, the ‘tolerance,’ which is difficult to choose.
We detail an approach based on an adaptive MCMC, as well as MCMC-IS [98], with
approximate confidence intervals for post-correction to finer tolerance, as in [D].
We close with a brief discussion of ideas for future work in Section 6 and provide
expanded individual summaries for the thesis papers in Section 7.
2. Bayesian inference for state space models on path space
We introduce a well-known class of models based on latent variables on a state
space (X,X ) and conditionally independent observations on (Y,Y) which is suffi-
ciently general and motivates a main application area of Articles [A], [B] and [C]
based on unbiased estimators and approximate families P`.
2.1. Discretely-observed continuous-time path-dependent process. To mo-
tivate this general class of models, we consider an example of continuous-time latent
process. Suppose there is a process (X ′t)t≥0 of latent or hidden states X
′
t ∈ X, where
X ′t depends on (X
′
s)0≤s<t and the model parameter θ. Also, suppose (Y
′
t )t≥0 is an-
other process (of observations), where Y ′t depends on (X
′
s)0≤s≤t and θ. We make the
realistic assumption5 that only finitely many observations {Y ′tp}np=0 are gathered at
observation times {tp}np=0.
Let us set Yp := Y
′
tp and Xp := X
′
tp . Let us define X0:p := (X0, . . . , Xp), and
for fixed parameter value θ, consider the following dependency structure involving
conditionally independent observations:
· · · X0:p−1 X0:p X0:p+1 · · ·
Yp−1 Yp Yp+1
Here, the arrows denote a dependency relationship, described in the following, where
the initial state X0 ∼ η(θ)0 is drawn from an initial distribution η(θ)0 . The dynamics
between states (on path space) X0:p−1 and X0:p is defined by a Markov probability
kernel M¯
(θ,∞)
p (on path space), where
M¯ (θ,∞)p (x0:p−1, dx
′
0:p) := 1
{
x′0:p−1 = x0:p−1
}
M (θ,∞)p (x0:p−1, dx
′
p),
5since the continuum can not easily be recorded by electronic or other physical means
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where M
(θ,∞)
p is a Markov probability kernel from Xp to X induced by the dynamics
of the path-dependent continuous-time process. The observations Yp are obtained
via Yp ∼ g(θ)p ( · |X0:p), where g(θ)p is the observational density.
Let us set as shorthand M
(θ,∞)
0 (x0:−1, dx0) := η0(dx0) and
G(θ)p (x0:p) := g
(θ)
p (yp|x0:p).
The model described above in terms of the pair (M
(θ,∞)
p , G
(θ)
p )np=0 is known as a
path-dependent state space model (SSM)6, or, more succinctly, as a Feynman-Kac
model [cf. 18].
Simulation methods for the∞-Feynman-Kac model are impossible if the dynamics
M
(θ,`)
p can not be simulated exactly. Besides some (important) exceptions, this is in
general the case for continuous-time latent processes [cf. 19, Sect. 1.3]. However, we
will see when we consider Itoˆ diffusions in Section 4, that often one can obtain Euler
type approximations of the original process, with precision denoted ‘`’, leading to
approximate dynamics M
(θ,`)
p between observation times [cf. 19, 56]. Using the same
observational densities as for the exact model, we obtain a Feynman-Kac model
(M
(θ,`)
p , G
(θ)
p )np=0 derived from the Euler type approximation of the dynamics.
2.2. Model probabilities. We now describe some of the probabilities associated
to a Feynman-Kac model (M
(θ,`)
p , G
(θ)
p )np=0.
First, we define a bit of standard notation from analysis. If µ is a probability
measure and s ≥ 1, we denote by Ls(µ) the Banach space of real-valued functions
φ, modulo equivalence in norm, with finite norm
µ(|φ|s) 1s <∞, where µ(φ) :=
∫
φ(x)µ(dx). (2)
Consider now the conditional `-model probability on the latents, or `-smoother,
p(θ,`)(dx0:n) =
p
(θ,`)
u (dx0:n)
p
(θ,`)
u (1)
, (3)
where7
p(θ,`)u (dx0:n) =
( n∏
p=0
G(θ)p (x0:p)
)
η
(θ)
0 (dx0)
n∏
p=1
M (θ,`)p (x0:p−1, dxp). (4)
Then p(θ,`) represents the probability to observe the latent states given the observa-
tions according to the Feynman-Kac model (M
(θ,`)
p , G
(θ)
p )np=0. In terms of a statistical
model8 on Xn+1, we have P` = {p(θ,`)}θ∈T with p(θ,`)(dx0:n) defined in (3), for the
Feynman-Kac model.
The joint `-posterior probability for the Bayesian model over model parameters
and latent states is then
pi(`)(dθ, dx0:n) ∝ pr(dθ)p(θ,`)u (dx0:n). (5)
6As SSM is also known as a hidden Markov model [cf. 14], especially in the engineering
disciplines.
7In the notation p
(θ,`)
u (1), we view 1 as the function x0:n 7→ 1, and the integral p(θ,`)u (φ) =∫
φ(x0:n)p
(θ,`)
u (dx0:n) as in (2) for φ : X
n+1 → R.
8really on (X × Y,X ⊗ Y), but we view y0:n ∈ Yn+1 as fixed and therefore disregarded in the
notation
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Writing the marginal `-likelihood as L(`)(θ) := p
(θ,`)
u (1) and considering the marginal
`-posterior on θ, we obtain a more familiar formula to (1) given in the beginning in
Section 1.2, namely,
pi(`)m (dθ) =
∫
Xn+1
pi(`)(dθ, dx0:n) =
pr(dθ)L(`)(θ)∫
pr(dθ)L(`)(θ)
.
The main topic of this thesis is incorporation of `-approximation within a ∞-
inference method, to obtain efficient and user-friendly inference with respect to pi(∞)
and pi
(∞)
m .
2.3. Particle filter. Ignoring the θ and ` labels, we have seen that a Feynman-Kac
model (with time horizon n) is defined through a pair (Mp, Gp)
n
p=0, where,
(i) Mp(x0:p−1, dxp) is a Markov ‘transition’ kernel for p = 1, . . . , n, andM0(x0:−1, dx0) :=
η0(dx0) is a probability measure, and
(ii) Gp(x0:p) is a nonnegative ‘potential’ function for 0 ≤ p ≤ n.
The particle filter (PF) (Algorithm 1) was popularised in [e.g. 94, 44], and allows
for unbiased estimation [cf. 18, 28] of
pu(dx0:n) =
( n∏
p=0
Gp(x0:p)
)
η0(dx0)
n∏
p=1
Mp(x0:p−1, dxp), (6)
for (traditional) SSMs that are not path-dependent, that is,
Mp(X0:p−1, dx′p) = Mp(Xp−1, dx
′
p), (7)
Gp(X0:p) = Gp(Xp). (8)
However, straightforward generalisation also allows for unbiased estimators in the
path-dependent setting of Feynman-Kac models, at least when the dynamics can
be simulated [cf. 18]. In addition, as is well-known, the general resampling scheme
in PF (Algorithm 1) for ancestor random variables {A(i)p }Ni=1 do lead to unbiased
estimators, since the equality
E
[ N∑
k=1
1
{
A(k)p = i
}]
= N
V
(i)
p
V ∗p
,
is assumed satisfied for all p ∈ {0:n} in PF (Algorithm 1) [cf. A, Prop. 20]. Such
resampling schemes include the popular multinomial, stratified, residual, and sys-
tematic resampling [cf. 14, 25, 28].
The unbiased estimator, from the output (V
(i)
n ,X(i))ni=1 of PF (Algorithm 1) run
for Feynman-Kac model (Mp, Gp)
n
p=0, is obtained by setting
pˆu(φ) :=
N∑
i=1
V (i)n φ(X
(i)), (9)
for φ ∈ L1(pu), which satisfies
E
[
pˆu(φ)
]
= pu(φ). (10)
An important point is that particle approximations pˆu(dx0:n), for pu(dx0:n) through
the PF for the model (Mp, Gp)
n
p=0, are not unique [cf. 18, Sect. 2.4.2]. One standard
MCMC IMPORTANCE SAMPLERS 7
Algorithm 1 Particle filter for Feynman-Kac model (Mp, Gp)
n
p=0, with N ≥ 1
particles.
In the following, the particle index i implicitly assumes all values in {1:N}.
(1) For initialisation,
(i) Sample X
(i)
0 ∼ η0. Set X(i) := X(i).
Set V
(i)
0 :=
1
N
G0(X
(i)) and set V ∗0 :=
∑N
j=1 V
(j)
0 .
(ii) Sample random variables {A(k)0 }Nk=1 satisfying
E
[∑N
k=1 1
{
A
(k)
0 = i
}]
= NV
(i)
0 /V
∗
0 .
(2) For p = 1, . . . n,
(i) Sample X
(i)
p ∼Mp(X(A
(i)
p−1), · ). Set X(i) := (X(A(i)p−1), X(i)).
Set V
(i)
p :=
(
V ∗p−1
)(
1
N
Gp(X
(i))
)
and set V ∗p :=
∑N
j=1 V
(j)
p .
(ii) Sample random variables {A(k)p }Nk=1 satisfying
E
[∑N
k=1 1
{
A
(k)
p = i
}]
= NV
(i)
p /V ∗p .
Output: (V (i),X(i))Ni=1, where V
(i) := V
(i)
n .
way to obtain a different particle approximation is merely changing the Feynman-
Kac model to (M˜p, G˜p)
n
p=0, but in such a way that( n∏
p=0
G˜p(x0:p)
)
η˜0(dx0)
n∏
p=1
M˜p(x0:p−1, dxp) =
( n∏
p=0
Gp(x0:p)
)
η0(dx0)
n∏
p=1
Mp(x0:p−1, dxp).
(11)
holds, and running the PF (Algorithm 1) for the new Feynman-Kac model. From
(6) and (10), it follows that the unbiased estimator from the PF run for (M˜p, G˜p)
n
p=0
delivers the same unbiased estimation for pu(dx0:n) corresponding to the model
(Mp, Gp)
n
p=0. As an example for (M˜p, G˜p)
n
p=0, consider
G˜p(x0:p) :=
Gp(x0:p)Mp(x0:p−1, dxp)
M˜p(x0:p−1, dxp)
(x0:p)
in the sense of a Radon-Nikody´m derivative [cf. 90], which always exists if Mp and
M˜p admit densities and a support condition holds.
This non-uniqueness opens the door to consider more efficient PF implementa-
tions for a particular model and filtering/smoothing problem [cf. 18, 28, 45, 75]. The
question of the optimal choice of (M?p , G
?
p)
n
p=0 for the smoothing problem (i.e. unbi-
ased estimation of pu(dx0:n)) has been considered in [45]. As the optimal choice is
usually not implementable, [45] suggest an adaptive iterative algorithm, based on
approximating families of mixtures of normals, in order to approximately find M?p
and G?p (see also e.g. [50] for a related method). Deterministic approximations, such
as Laplace approximations [cf. 83], can also be used as a substitute for the optimal
transition M?p [A] (see also [60]). We emphasise that all the above mentioned ap-
proaches to the optimal choice problem achieve unbiased estimation of pu(dx0:n), as
they use appropriately weighted potentials so that (11) holds.
Latent inference with respect to p(dx0:n) is possible through the PF, at least when
the dynamics Mp can be simulated, by using a ratio estimator targeting pu(φ)/pu(1).
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Algorithm 2 Particle marginal Metropolis-Hastings, with m ≥ 1 iterations.
With (Θ0, V
(i)
0 ,X
(i)
0 )
N
i=1 given, with
∑N
i=1 V
(i)
0 > 0, for k = 1, . . . ,m, do:
(i) Sample Θ′ ∼ q( · |Θk−1) from a transition kernel q on T.
(ii) Run PF (Algorithm 1) for (M (Θ
′,∞), G(Θ
′)), outputting (V ′(i),X′(i))Ni=1.
(iii) Accept, setting (Θk, V
(i)
k ,X
(i)
k )
N
i=1 ← (Θ′, V ′(i),X′(i))Ni=1, with probability
min
{
1,
pr(Θ′)
(∑N
i=1 V
′(i))q(Θk−1|Θ′)
pr(Θk−1)
(∑N
i=1 V
(i)
k−1
)
q(Θ′|Θk−1)
}
. (13)
Otherwise, reject, setting (Θk, V
(i)
k ,X
(i)
k )
N
i=1 ← (Θk−1, V (i)k−1,X(i)k−1)Ni=1.
That is, if {pˆu,k}mk=1 with m ≥ 1 are formed9 as in (9) from independent runs of PF
(Algorithm 1) for (Mp, Gp)
n
p=0, then∑m
k=1 pˆu,k(φ)∑m
k=1 pˆu,k(1)
m→∞−−−→ p(θ)(φ), almost surely. (12)
We remark that the above estimator (12), as mentioned for example in [15, Eq. 1],
is an IS analogue of the ‘particle independent Metropolis-Hastings’ (PIMH) [1] chain
for latent smoothing. The algorithm based on (12) is completely parallelisable and
does not depend on mixing of a chain, and is therefore relatively resilient in the
number of particlesN . Straightforward consistent estimators to construct confidence
intervals are also available [cf. A, Prop. 23].
2.4. Particle marginal Metropolis-Hastings. The main task for which we are
interested is joint ∞-inference with respect to pi(∞)(dθ, dx0:n). So far, we only have
shown how to perform ∞-inference for p(θ,∞)u (dx0:n) and p(θ,∞)(dx0:n), with θ fixed.
Surprisingly [cf. 5, 9, 59, 69], joint inference is possible, using an MCMC known as
the particle marginal Metropolis-Hastings (PMMH) [1]. Assuming q(θ′|θ) > 0 for all
θ, θ′ ∈ T in the PMMH chain (Algorithm 2), or a similarly mild condition ensuring
Harris ergodicity of the chain [cf. 66], the estimator formed from PMMH is strongly
consistent: for f ∈ L1(pi(∞)),
EPMm (f) :=
1
m
m∑
k=1
N∑
i=1
V
(i)
k f(Θk,X
(i)
k )∑N
j=1 V
(j)
k
m→∞−−−→ pi(∞)(f), a.s.10 (14)
We remark about ‘Metropolis-Hastings type’ MCMC. The PMMH [1] is used in
state space models using PFs, pseudo-marginal MCMC [5, 9, 59, 69] is the gen-
eral term for the chain used in latent variable models with unbiased estimators,
and Metropolis-Hastings MCMC [65, 48] is used in Bayesian models with tractable
likelihoods. In fact, it is possible to view these ‘Metropolis-Hastings type’ MCMCs
each as a substantiation of the other: one direction follows by viewing the pseudo-
marginal MCMC and PMMH as full-dimensional Metropolis-Hastings kernels on an
extended state space, while the other direction follows by trivialisation [cf. 5].
9Traditionally in particle filtering [cf. 28], latent inference (12) is done with m = 1, possibly
with a final resampling to form uniformly weighted particles, but final resampling leads to higher
variance of the resulting estimator and is unnecessary here.
10almost surely
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Algorithm 3 Delayed acceptance, with m ≥ 1 iterations, and  ≥ 0
Given (Θ0, V
(i)
0 ,X
(i)
0 , Lˆ
(0)(Θ0))
N
i=1, with
∑N
i=1 V
(i)
0 > 0 and Lˆ
(0)(Θ0) > 0.
For k = 1, . . . ,m, do:
(i) Sample Θ′ ∼ q( · |Θk−1) from a transition kernel q on T.
Obtain unbiased estimate Lˆ(0)(Θ′) of L(0)(Θ′).
Proceed to step (ii) with probability
min
{
1,
pr(Θ′)
(
Lˆ(0)(Θ′) + 
)
q(Θk−1|Θ′)
pr(Θk−1)
(
Lˆ(0)(Θk−1) + 
)
q(Θ′|Θk−1)
}
. (15)
Otherwise, reject, setting
(Θk, V
(i)
k ,X
(i)
k , Lˆ
(0)(Θk))
N
i=1 ← (Θk−1, V (i)k−1,X(i)k−1, Lˆ(0)(Θk−1))Ni=1.
(ii) Run PF (Algorithm 1) for (M (Θ
′,∞), G(Θ
′)), outputting (V ′(i),X′(i))Ni=1. Accept,
setting (Θk, V
(i)
k ,X
(i)
k , Lˆ
(0)(Θk))
N
i=1 ← (Θ′, V ′(i),X′(i), Lˆ(0)(Θ′))Ni=1, with proba-
bility
min
{
1,
(∑N
i=1 V
′(i))/(Lˆ(0)(Θ′) + )(∑N
i=1 V
(i)
k−1
)
/
(
Lˆ(0)(Θk−1) + 
)}. (16)
Otherwise, reject, setting
(Θk, V
(i)
k ,X
(i)
k , Lˆ
(0)(Θk))
N
i=1 ← (Θk−1, V (i)k−1,X(i)k−1, Lˆ(0)(Θk−1))Ni=1.
3. Accelerations based on an approximation
The Metropolis-Hastings MCMC has served as the backbone of the MCMC rev-
olution for half of the last century [23], while pseudo-marginal MCMC and the
PMMH have been quite popular and extensively used in the current century (see
[B, Sect. 1.2] for a review). Because of the importance of these MCMCs, there has
been considerable interest in their possible acceleration. We focus on acceleration
of the PMMH in the following.
Usually by far the most computationally intensive part of the PMMH is running
the PF (Algorithm 1), for (M
(θ,∞)
p , G
(θ)
p )np=0 with output (V
(i),X(i))Ni=1, to obtain the
unbiased estimator
Lˆ(∞)(θ) := pˆ(θ,∞)u (1) =
N∑
i=1
V (i)
of the likelihood L(∞)(θ). The idea of acceleration based on approximation is to
substitute a computationally cheaper (non-negative unbiased estimator Lˆ(0)(θ) of an)
approximation L(0)(θ) for the∞-likelihood, instead of using Lˆ(∞)(θ). One would also
like to maintain (strong) consistency of the resulting estimator for the ∞-posterior.
3.1. Delayed acceptance and importance sampling. One such popular accel-
eration algorithm is delayed acceptance (DA) (Algorithm 3) [cf. 59, 8, 16, 17, 41, 61],
with  ≥ 0. We require that almost surely the support condition
Lˆ(∞)(θ) > 0 =⇒ (Lˆ(0)(θ) + ) > 0 (17)
holds, so that the resulting weight Lˆ(∞)(θ)/
(
Lˆ(0)(θ)+
)
in Algorithm 3(ii) is guaran-
teed well-defined. This can be simply achieved always by choosing a regularisation
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Algorithm 4 MCMC-IS. Importance sampling correction of PMMH, with m ≥ 1
iterations, and  ≥ 0.
(P1) Given (Θ0, Lˆ
(0)(Θ0)), with Lˆ
(0)(Θ0) > 0, for k = 1, . . . ,m, do:
(i) Sample Θ′ ∼ q( · |Θk−1) from a transition kernel q.
(ii) Obtain unbiased estimate Lˆ(0)(Θ′) of L(0)(Θ′).
(iii) Accept, setting (Θk, Lˆ
(0)(Θk)) ← (Θ′, Lˆ(0)(Θ′)), with probability (15).
Otherwise, reject, setting (Θk, Lˆ
(0)(Θk))← (Θk−1, Lˆ(0)(Θk−1)).
(P2) For all k ∈ {1:m},
(i) Run PF (Algorithm 1) for (M (Θk,∞), G(Θk)), outputting (V (i)k ,X
(i)
k )
N
i=1.
(ii) Set ξk(φ) :=
∑N
i=1 V
(i)
k φ(X
(i)
k )
Lˆ(0)(Θk)+
, for φ : Xn+1 → R. Form the estimator,
EISm (f) :=
∑m
k=1 ξk(f
(Θk))∑m
k=1 ξk(1)
. (18)
constant11  > 0, leading to asymptotically exact ∞-inference. We note that step
(i) in DA (Algorithm 3) effectively acts as a screening stage: only ‘good’ proposals
proceed to step (ii), where the expensive ∞-model PF must be run. The resulting
DA estimator for the ∞-posterior is the same as that of PMMH, given in (14).
As an alternative to PMMH/DA, we consider MCMC-IS (Algorithm 4) [cf. 24,
37, 38, 48, 73, A]. Here, for f : T × Xn+1 → R we have set f (θ)(x0:n) = f(θ, x0:n).
Assuming the Phase 1 chain is Harris ergodic (e.g. q(θ, θ′) > 0 for all θ, θ′ ∈ T)
and the support condition (17) holds, like the PMMH/DA estimator, the MCMC-IS
estimator is strongly consistent [A, Thm. 3]: for f ∈ L1(pi(∞)),
EISm (f)
m→∞−−−→ pi(∞)(f), almost surely.
Phase 1 of MCMC-IS (Algorithm 1) implements a PMMH (Algorithm 2) targeting
marginally
pi(0)m (θ) ∝ pr(θ)L(0)(θ).
Phase 2 consists of independent calls of PF (Algorithm 1), and is therefore com-
pletely parallelisable, unlike DA (Algorithm 3). This allows for the possibility of
substantial additional speedup on a parallel computer [cf. 58].
We remark about an acceleration technique known as ‘early rejection’ [93] for
Metropolis-Hastings, that can sometimes be employed if the likelihood takes a special
form, described below.12 The acceleration technique also applies to DA step (i) and
MCMC-IS Phase 1, if Lˆ(0)(θ) = L(0)(θ) almost surely and  = 0. The form required
in [93] is that the 0-likelihood L(0)(θ) can be written, for example, as
L(0)(θ) ∝
n∏
j=0
exp
(− l(θ,0)j (yj))
with l
(θ,0)
j (yj) ≥ 0. In this case, because the likelihood only gets smaller with
more components of the product computed, the calculation of the components can
be ended and the proposal rejected early in acceptance probability (15) for DA and
11This will be done in Algorithm 6 given later, and is linked to ‘defensive importance sampling’
[51].
12A similar idea of early cancellation as ‘early rejection’ has been used previously in the exact
simulation literature, under the name of ‘retrospective simulation’ [10].
MCMC IMPORTANCE SAMPLERS 11
MCMC-IS, as soon as the partially computed acceptance probability in (15) becomes
smaller than the uniformly generated random variable [cf. 93, Sect. 4]. The ‘early
rejection’ trick requires a special form for the likelihood, however, and therefore is
not always applicable.
3.2. The question of relative efficiency. The delayed acceptance and impor-
tance sampling correction are two acceleration alternatives to the standard PMMH,
both of which use the same approximation and algorithmic ingredients. The ques-
tion of choice of alternative methods has been remarked before [17] in the simpler
setting of Metropolis-Hastings, without unbiased estimators. Article [A] introduces
the IS correction in the general case of unbiased estimators in both Phase 1 and
Phase 2, and seeks to compare MCMC-IS with DA in the general setting.
A numerical comparison of the methods is done in [A], where the MCMC-IS
approach was found to work slightly better than DA in experiments in SSMs, even
without parallelisation. As an example of a computationally intensive experiment,
a stochastic volatility model was considered with observation consisting of real data
from daily financial index returns spanning two decades. Laplace approximations
were used to approximate the 0-likelihood, and were used as well in the IS correction,
namely, for the approximation to the optimal choice13 of Feynman-Kac model for
the smoothing problem for p
(θ,∞)
u (dx0:n). With all methods making intelligent use of
the Laplace approximations, MCMC-IS performed significantly better than PMMH
or DA in the experiment.
In additional to the experiments, many additional potential enhancements were
suggested in [A] which would improve the computational efficiency of MCMC-IS
in practice, relative to DA acceleration of PMMH, even further. For example, the
Phase 2 IS weights do not need to be calculated during the burn-in phase14 and for
thinned out samples of the chain15, nor for repeated samples of the chain if the jump
chain16 is used. As well, as previously mentioned, Phase 2 admits a straightforward
parallelisation for calculation of the more expensive IS weights, which significantly
increases the scalability and efficiency of MCMC-IS.
3.3. Peskun and covariance orderings of asymptotic variances. An estima-
tor Em(f) is said to satisfy a central limit theorem (CLT), if√
m
[
Em(f)− pi(∞)(f)
] m→∞−−−→ N(0, σ2(f)), in distribution.
In this case, we call σ2(f) the asymptotic variance of the estimator.
Without taking into account computational factors previously mentioned (which
generally support the use of MCMC-IS; see also Section 4.6), and considering just
the statistical efficiency of the estimators in terms of the asymptotic variance, it
was found in [B] through artificially constructed toy examples that either MCMC-
IS or PMMH/DA may do arbitrary better than the other. Moreover, the examples
seemed to indicate that MCMC-IS might do better in cases of practical interest,
with multi-modal targets, a phenomenon remarked previously about MCMC-IS and
Metropolis-Hastings [e.g. 37]. Proving that the IS acceleration is usually ‘better’
13as discussed in Section 2.3
14Additionally, the debiasing tricks [cf. 39] may be effectively and efficiently used.
15Thinning [cf. 72] denotes the procedure, in which only every kth sample of the Markov chain
is kept, with say k = 10, in order to decrease the auto-correlation of samples.
16the chain formed formed from the original chain, consisting only of the accepted states of the
original chain [cf. 27, A]
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than DA is of course a separate matter, which can not be done based on experiments
or examples alone.
We first introduce some notation and terminology. A Markov kernel K on (X,X )
is said to be reversible with respect to a probability µ, if for all A,B ∈ X ,∫
µ(dx)K(x, dy)1
{
x ∈ A, y ∈ B} = ∫ µ(dy)K(y, dx)1{x ∈ A, y ∈ B}.
We also define the Dirichlet form
EK(g) := 〈g, (1−K)g〉µ
for g ∈ L2(µ), where 〈g1, g2〉µ :=
∫
g1(x)g2(x)µ(dx), Kg(x) :=
∫
K(x, dx′)g(x′) and
(1g)(x) = g(x).
The famous Peskun ordering [74, 95] says that if
K(x,A\{x}) ≥ L(x,A\{x}) µ-almost every x ∈ X, ∀A ∈ X , (19)
where K and L are two Markov kernels, both reversible with respect to a probability
µ, then
σ2K(f) ≤ σ2L(f) ∀f ∈ L2(µ), (20)
where σ2K(f) and σ
2
L(f) denote the asymptotic variances of the K and L chains,
respectively.
Consider next a popular Peskun ‘type’ comparison result for asymptotic variances
of reversible chains, known as the covariance ordering17 [67]: if K and L are two
Markov kernels, both reversible with respect to a probability µ, and if
EK(g) ≥ EL(g), ∀g ∈ L2(µ), (21)
then
σ2K(f) ≤ σ2L(f) ∀f ∈ L2(µ). (22)
Compared to the Peskun ordering, the covariance ordering can be more useful in
practice, as the criterion can distinguish better between chains on general state
spaces. For example, some chains vanish along the diagonal, in which case (19) may
be useless, but (21) may still be able to distinguish between these chains [cf. 67, 68].
As a simple application of the covariance ordering, let us consider the case of
PMMH and DA, which are both reversible with respect to the same invariant mea-
sure (see [8] or Section 3.5). Using the identity
EL(g) = 1
2
∫
µ(dx)L(x, dy)
(
g(x)− g(y))2,
which holds for any µ-reversible kernel L, and that the product of the acceptance
probabilities (15) and (16) in DA (Algorithm 3) is less than or equal to the accep-
tance probability (13) in PMMH (Algorithm 2), it can be shown [cf. 8] that the
covariance ordering implies
σ2PM(f) ≤ σ2DA(f).
17Though not mentioned by name, it was shown already in [95, Proof of Lem. 3] that the Peskun
ordering is equivalent with the ‘covariance’ ordering.
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3.4. Peskun type ordering for importance sampling correction. Article [B]
is concerned with extending the covariance ordering to chains K and L reversible
with respect to probabilities Π(0) and Π(∞), where Π(0) and Π(∞) may be different.
Suppose then that K and L are Harris ergodic chains on a space (X,X ), where K
is Π(0)-reversible and L is Π(∞)-reversible. Suppose further that the Radon-Nikody´m
derivative18
w(x) :=
dΠ(∞)
dΠ(0)
(x)
exists. Let c, c¯ ≥ 0 be constants such that
c EK(g) ≤EL(g) ≤ c¯ EK(g)
c ≤w(x) ≤ c¯,
for all x ∈ X and g ∈ L2(Π(0)). Then [B, Thm. 2], for all f ∈ L2(Π(∞)) with
f¯ := f − Π(∞)(f), we have
σ2K(f) + varΠ(0)(wf¯) ≤ c¯
(
σ2L(f) + varΠ(∞)(f)
)
, (23)
σ2K(f) + varΠ(0)(wf¯) ≥ c
(
σ2L(f) + varΠ(∞)(f)
)
. (24)
If Π(0) = Π(∞), then it is direct to see that (23) simplifies to the covariance ordering
(22) given earlier. Versions of the orderings (23-24) also hold for when the marginal
weight is bounded in a latent variable setting [B, Thm. 5], and for self-normalised
estimators using jump chain representation and unbiased estimators [B, Thm. 12]
to compare with pseudo-marginal type MCMC. We discuss a particular implication
of these orderings in the next section, namely MCMC-IS (algorithm 4) compared to
PMMH (Algorithm 2) and DA (Algorithm 3).
3.5. Comparison results. We are now ready to compare MCMC-IS (Algorithm
4) with PMMH (Algorithm 2) and DA (Algorithm 3) in terms of the asymptotic
variance. For simplicity, we assume deterministic approximation for the 0-likelihood,
that is, Lˆ(0)(θ) = L(0)(θ) almost surely.19 We note that the MCMC-IS chain is
Π(0)-reversible, while the PMMH and DA chains are both Π(∞)-reversible, with
probabilities defined in the following.
Article [B] shows how a comparison can be made when the (marginal) weight be-
tween the approximate and exact model posteriors w (or w˙) is bounded (the weights
w and w˙ are defined below). This follows from the extension of the covariance or-
dering to the IS context with unbiased estimators, mentioned earlier.
We first need to define some notation. Let Q
(∞)
θ (dx
(1:N), dv(1:N)) denote the law of
the output (X(1:N), V (1:N)) of the PF (Algorithm 1) for the model (M
(θ,∞)
p , G
(θ)
p )np=0.
The full invariant probability of the PMMH (Algorithm 2) is then given by
Π(∞)(dθ, dv(1:N), dx(1:N)) =
1
c∞
pr(dθ)Q
(∞)
θ (dx
(1:N), dv(1:N))
N∑
i=1
v(i),
18This is the function w satisfying Π(0)(wg) = Π(∞)(g) for all g ∈ L1(Π(∞)).
19For the general case for Lˆ(0)(θ), see [B, Thm. 14].
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where c∞ is a normalising constant. The full invariant probability of the IS corrected
chain (Algorithm 4) is
Π(0)(dθ, dv(1:N), dx(1:N)) =
1
c0
pr(dθ)
(
L(0)(θ) + 
)
Q
(∞)
θ (dx
(1:N), dv(1:N)),
where c0 is a normalising constant. We set for a function f : T× Xn+1 → R,
ζˆ(f) :=
ζ(f)
ζ(1)
, where ζ(f) :=
N∑
i=1
V (i)f(Θ,X(i)).
Assuming
Lˆ(∞)(θ) > 0 =⇒ (L(0)(θ) + ) > 0 (25)
almost surely, for some  ≥ 0, the weights
w(θ, v(1:N),x(1:N)) :=
c0
c∞
1
L(0)(θ) + 
N∑
i=1
v(i), and w˙(θ) :=
c0
c∞
L(∞)(θ)
L(0)(θ) + 
,
correspond to the Radon-Nikody´m derivatives between the approximate and exact
model full and marginal posteriors.
Let us now describe a CLT for MCMC-IS. As before, for a function f ∈ L2(pi(∞)),
we set f¯ := f−pi(∞)(f). By [A, Thm. 7(i)], for f ∈ L2(pi(∞)) the MCMC-IS estimator
(18) satisfies a CLT, with a formula for the MCMC-IS asymptotic variance given by
σ2IS(f) = σ
2
IS,1(f) + σ
2
IS,2(f), (26)
assuming σ2IS(f) <∞, support condition (17) holds, and the marginal chain (Θk)k≥1
of MCMC-IS (Algorithm 4) is Harris ergodic20 and aperiodic21. Here, σ2IS,1(f) is the
asymptotic variance of the marginal chain (Θ)k≥1, that is,
1√
m
m∑
k=1
E
[
w(θ, V (1:N),X(1:N))ζˆ(f¯)|Θk = θ
] m→∞−−−→ N(0, σ2IS,1(f)),
and
σ2IS,2(f) := pi
(0)
m
(
vwζˆ(f¯)
)
,
with
vg(θ) := var
(
g(θ, V (1:N),X(1:N))|Θk = θ
)
.
Note the decomposition of the MCMC-IS asymptotic variance (26) into marginal
MCMC and IS correction components, which may be helpful in questions of tuning
and allocation of computational resources. A similar decomposition is not expected
to hold for the DA asymptotic variance.
We now state the comparison results between MCMC-IS and PMMH/DA. For
functions f ∈ L2(pi(∞)), such that the CLT and conditions given above for MCMC-
IS hold, and assuming the PMMH and DA chains are Harris ergodic, we have the
following comparison result [B, Thm. 14], with σ2L equal to σ
2
PM or σ
2
DA:
σ2IS(f) ≤ (sup w˙)
(
σ2L(f) + varΠ(∞)
(
ζˆ(f)
))
+ 3varΠ(0)
(
wζˆ(f¯)
)
. (27)
20E.g. q(θ, θ′) > 0 for all θ, θ′ ∈ T.
21See for example [66] for this and other definitions.
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Note that sup w˙ ≤ supw. We have, moreover, if also supw <∞,
σ2IS(f) + varΠ(0)
(
wζˆ(f¯)
) ≤ (supw)(σ2L(f) + varΠ(∞)(ζˆ(f))) (28)
σ2IS(f) + varΠ(0)
(
wζˆ(f¯)
) ≥ (inf w)(σ2L(f) + varΠ(∞)(ζˆ(f))) (29)
The results show that the asymptotic variance of MCMC-IS and PMMH/DA can
be related up to additive and multiplicative constants, which can be informative by
(27) in practical cases where the marginal weight w˙ is bounded, where w˙ relates the
ratio of likelihoods. We note that (29) is usually not helpful since a positive lower
bound on w is usually not possible, while (27) and (28) do not require a positive lower
bound, and are therefore more generally applicable, providing theoretical guarantees
for MCMC-IS in terms of PMMH/DA. Another nice facet of (27-29) is that the
function f ∈ L2(Π(∞)) is allowed to be a function on T× Xn+1, not only on T.
Also shown in [B] is the not too surprising fact that geometric ergodicity of the
MCMC-IS augmented chain is inherited by its marginal chain. This relates the
fact that the convergence and mixing of the MCMC-IS chain is not affected by the
noise in the Phase 2 unbiased estimators, unlike PMMH and DA, which are very
dependent on the noise, and are not geometrically ergodic if the unbiased estimator
is unbounded [cf. 5, B]. Of course, the asymptotic variance (26) of the MCMC-
IS estimator (18) depends on the noise, but it seems it is not as harmful in the
output estimator compared to in the acceptance ratios (13) and (16) of PMMH
and DA, respectively. Besides convergence and mixing, geometric ergodicity is also
likely helpful for example in estimation of the asymptotic variance [cf. 32], as well
as in verifying convergence of adaptive MCMC schemes [cf. 6], at least based on the
existing theory.
There is room for further theoretical development. For example, quantification of
the error of MCMC-IS and of the asymptotic variance, could be investigated along
the lines of [32, 79]. Also, in terms of non-asymptotic error bounds, results for
MCMC [e.g. 100, 63, 81] could likely be extended to MCMC-IS.
4. Bayesian inference for state space models with diffusion dynamics
The PF (Algorithm 1) for the Feynman-Kac model (M
(θ,∞)
p , G
(θ)
p ) requires that
the samples can be drawn from the Markov transition kernels M
(θ,∞)
p . However, as
discussed at the end of Section 2.1, in many settings important for real applications,
the assumption that the dynamics can be simulated does not hold.
We consider the case where the model (M
(θ,∞)
p , G(θ)) stems from a discretely and
partially observed Itoˆ diffusion process. Suppose (X ′t)t≥0 solves an Itoˆ stochastic
differential equation of the form
dX ′t = a
(θ)(X ′t)dt+ b
(θ)(X ′t)dWt, t ≥ 0,
where {Wt}t≥0 is a standard Brownian motion. As in Section 2.1, we assume
that there is some observational process (Y ′t )t≥0, and that observations {Y ′tp}np=0
are obtained at discrete times {tp}np=0. With Xp := X ′tp and Yp := Y ′tp , and with
G
(θ)
p (xp) := g
(θ)
p (yp|xp), we obtain a model (M (θ,∞)p , G(θ)p )np=0 which additionally sat-
isfies the SSM conditions (7-8).
In some, essentially one-dimensional diffusion settings, where the Lamperti trans-
formation [cf. 70] can be applied, ∞-inference is possible for p(θ,∞) [10, 11, 31] and
pi(∞) [87, 97]. Article [C] attempts to extend to more settings ∞-inference for p(θ,∞)
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and pi(∞) in a computationally feasible way. The approach of [C] is based on Euler
approximations of the dynamics [cf. 56], multilevel Monte Carlo (MLMC) [49, 36],
a particle filter coupling [53], debiasing tricks for MLMC [64, 77], and an IS type
correction [A]. We introduce each of these in turn in the following.
4.1. Euler approximations. The Euler approximation amounts to defining a dis-
cretisation size h` ∝ 2−` for ` ∈ N ∪ {0}, and replacing the dynamics of the latent
process (X ′t)t≥0 with a discrete-time Markov chain,
X ′t+h` = X
′
t + a
(θ)(X ′t)h` + b
(θ)(X ′t)(Wt+h` −Wt).
Here, (Wt)t≥0 is a standard Brownian motion, so that Wt+h` − Wt ∼ N(0, h`) is
independent of X ′u, u ≤ t.
The approximate dynamics corresponds to an approximate transitionM
(θ,`)
p , which,
together with the conditionally independent observations, results in a model (M
(θ,`)
p , G
(θ)
p )
satisfying the SSM conditions (7-8), with `-smoother p(θ,`)(dx0:n) given in (3) in Sec-
tion 2.2, and with joint `-posterior pi(`)(dθ, dx0:n) given in (5).
Joint `-inference for pi(`) is possible using PMMH (Algorithm 2) [1], which has
been quite popular in the setting of diffusions [cf. 42]. Another `-inference method
[53], which uses PMMH together with a ‘multilevel’ decomposition, is discussed in
the following section. We reiterate that, in distinction to these methods, the goal in
[C] is to develop a ∞-inference method (which is also computationally efficient).
4.2. Multilevel Monte Carlo. The idea of MLMC is based on telescoping sums,
where each summand is coupled in such a way that leads to lower variance of the
resulting estimator [49, 36]. The multilevel decomposition used in [53], for `F -
inference in partially observed diffusions, is based on the telescoping sum in terms
of expectations of normalised probabilities,
pi(`F )(φ) =
`F∑
`=1
(
pi(`)(φ)− pi(`−1)(φ)
)
+ pi(0)(φ),
with `F ≥ 1 ideally taken quite large. PMMH chains are run at level ` and at
level `− 1 in each summand, and are coupled to each other using the ‘approximate
coupling’ described below.
In [C], such a telescoping sum is used not to target an expectation (and where
the normalising constants must be simultaneously estimated in each summand), but
rather an integral taken with respect to an unnormalised `F -smoother,
p(θ,`F )u (φ) =
`F∑
`=1
(
p(θ,`)u (φ)− p(θ,`−1)u (φ)
)
+ p(θ,0)u (φ), (30)
with `F ≥ 1 ideally taken quite large. The quality of the approximation as measured
by the variance depends on the coupling used for each increment
p(θ,`)u (φ)− p(θ,`−1)u (φ).
The algorithm used in [C] to unbiasedly estimate this difference is given in Al-
gorithm 5, which we refer to as the ‘delta PF’ (∆PF). The coupling used is the
‘approximate coupling’ of [53]. This coupling is based on a change of measure of
the Feynman-Kac model on a joint path space, which, together with an importance
sampling correction of the particle filter output, leads to the ∆PF.
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Algorithm 5 Delta particle filter (∆PF) for (Mˇ
(θ,`)
p , Gˇ
(θ)
p )np=0, with ` ≥ 1 and with
N ≥ 1 particles.
(i) Run PF (Algorithm 1) for (Mˇ
(θ,`)
p , Gˇ
(θ)
p )np=0, outputting (V
(i)
n , Xˇ
(i)
0:n)
N
i=1.
(ii) Output ∆(θ,`), where, for φ : Xn+1 → R,
∆(θ,`)(φ) :=
N∑
i=1
V (i)n
(
w`(Xˇ
(i)
0:n)φ(X
(`,i)
0:n )− w`(Xˇ(i)0:n)φ(X(`−1,i)0:n )
)
where
w`(Xˇ0:n) :=
∏n
p=0G
(θ)
p (X
(`)
0:p)∏n
p=0 Gˇ
(θ)
p (Xˇ0:p)
and w`(Xˇ0:n) :=
∏n
p=0G
(θ)
p (X
(`−1)
0:p )∏n
p=0 Gˇ
(θ)
p (Xˇ0:p)
.
4.3. Coupling of Feynman-Kac models. Suppose (M
(θ,`)
p , G
(θ)
p )np=0 and (M
(θ,`−1)
p , G
(θ)
p )np=0
are two Feynman-Kac models. We describe a coupling of them as follows. For some
fixed ` ≥ 1, Mˇ (θ,`)p (xˇ0:p−1, dxˇp) is assumed to be a coupling of the ` and ` − 1 level
transitions, that is,
Mˇ (θ,`)p (xˇ0:p−1, A× X) = M (θ,`)p (x(`)0:p−1, A),
Mˇ (θ,`−1)p (xˇ0:p−1,X× A) = M (θ,`−1)p (x(`−1)0:p−1, A),
for A ∈ B(X) and with the notation xˇ0:p = (x(`)0:p, x(`−1)0:p ) denoting an element in the
space X2(p+1), and we set
Gˇ
(θ)
0:p(xˇ0:p) =
1
2
(
G(θ)p (x
(`)
0:p) +G
(θ)
p (x
(`−1)
0:p )
)
. (31)
The dynamics Mˇ
(θ,`)
p is typically obtained in the diffusion context by using a common
Brownian path for mesh discretisation levels ` and `− 1. Other choices for Gˇ(θ)p are
possible then the choice (31) used in [C]. The important point is that Gˇ
(θ)
p (xˇ0:p) > 0
whenever G
(θ)
p (x
(`)
0:p) > 0 or G
(θ)
p (x
(`−1)
0:p ) > 0. This ensures that the estimator ∆
(θ,`)(φ)
from the ∆PF (Algorithm 5) is unbiased [C, Prop. 3]: for bounded φ : Xn+1 → R,
E[∆(θ,`)(φ)] = p(θ,`)u (φ)− p(θ,`−1)u (φ).
We can then estimate p
(θ,`F )
u unbiasedly using MLMC. Namely,
E
[
I(θ,0)m0 (φ) + I
(θ,1:`F )
m1:F
(φ)
]
= p(θ,`F )u (φ), (32)
where
I(θ,0)m0 (φ) :=
1
m0
m0∑
i=1
pˆ
(θ,0)
u,i (φ),
with {pˆ(θ,0)u,i (φ)}m0i=1 independently run versions of the estimator pˆ(θ,0)u (φ) =
∑N
i=1 V
(i)φ(X(i))
from the output (V (1:N),X(1:N)) of the PF (Algorithm 1) run for the model (M
(θ,0)
p , G
(θ)
p )np=0,
and where
I(θ,1:`F )m1:F (φ) :=
`F∑
`=1
1
m`
m∑`
i=1
∆
(θ,`)
i (φ),
with {∆(θ,`)i (φ)}m`i=1 estimators formed from independent runs of the ∆PF (Algorithm
5) run for the model (Mˇ
(θ,`)
p , Gˇ
(θ)
p )np=0.
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The approach based on (32) allows for efficient MLMC estimation of the unnor-
malised `F -smoother p
(θ,lF )
u , over the latent states. If we were content with joint
`F -inference, then we could apply already the IS type correction of MCMC as in
Algorithm 4, with regularised ‘likelihood’ estimate
L(Θk) := I
(Θk,0)
m0
(1) + 
in the acceptance ratio (15), with  ≥ 0, and with IS weights
ξk(φ) :=
I
(Θk,0)
m0 (φ) + I
(Θk,1:`F )
m1:F (φ)
I
(Θk,0)
m0 (1) + 
,
which are allowed to take negative values [cf. A]. This would provide an efficient
MLMC alternative method to the PMMH or the algorithm in [53] for inference with
respect to pi(lF ). Instead, we wish to go one (infinite!) step further, and target pi(∞).
4.4. Debiasing techniques. Debiased MLMC [64, 77, 96] is based on randomising
the running level used in deterministic MLMC (with a reweighting), as follows.
We assume that (p`)`≥1 is a probability mass function (p.m.f.) on N satisfying
p` > 0 for all ` ≥ 1. We also assume that
p(θ,`)u (φ)
`→∞−−−→ p(θ,∞)u (φ),
for all bounded φ : Xn+1 → R, which is not too difficult to verify in our setting under
certain boundedness assumptions, because of the known convergence properties of
the Euler approximation [cf. 56]. With L ∼ (p`), the single-term debiased MLMC
estimator of [77] in our case is given by p−1L ∆
(θ,L)(φ), which satisfies
E[p−1L ∆
(θ,L)(φ)] = p(θ,∞)u (φ)− p(θ,0)u (φ).
Adding an independent ‘zeroth level’ estimate pˆ
(θ,0)
u (φ) :=
∑N
i=1 V
(i)φ(X(i)), formed
from the output (V (i),X(i))Ni=1 of PF (Algorithm 1) run for the model (M
(θ,0)
p , G
(θ)
p )np=0,
we set
∆˜(θ)(φ) :=
1
pL
∆(θ,L)(φ) + pˆ(θ,0)u (φ), (33)
to obtain that
E[∆˜(θ)(φ)] = p(θ,∞)u (φ).
By using a self-normalised estimator to take care of the normalising constant, this
already allows for consistent inference over the latents. That is, as in (12) of Section
2.3, if {∆˜(θ)k }mk=1 for m ≥ 1 are independently run to form estimator functionals of
the form (33), then∑m
k=1 ∆˜
(θ)
k (φ)∑m
k=1 ∆˜
(θ)
k (1)
−→ p(θ,∞)(φ), almost surely,
as m→∞ [C, Prop. 7].
4.5. Joint inference using importance sampling type correction. Recall that
our original goal was joint∞-inference (for pi(∞)). To do this, we will use Algorithm
6, which is similar to Algorithm 4, but which uses a multilevel IS type correction
based on the randomised ∆PF output. Consistency was also detailed in [A] for
IS type correction involving negative weights as in Algorithm 6, which can occur
frequently in the multilevel context which we consider here.
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Algorithm 6 MCMC-IS for joint ∞-inference for diffusions based on debiased IS
type correction, with m ≥ 1,  ≥ 0, p.m.f. (p`) on N, and N` ≥ 1 for all ` ≥ 0.
(P1) With (Θ0, V
(i)
0 ,X
(i)
0 )
N0
i=1 given, for k = 1, . . . ,m, do:
(i) Sample Θ′ ∼ q( · |Θk−1) from a transition kernel q.
(ii) Run PF (Algorithm 1) for (M
(Θ′,0)
p , G
(Θ′)
p ), with output (V
′(i),X
′(i))N0i=1.
(iii) Accept, setting (Θk, V
(i)
k ,X
(i)
k )
N0
i=1 ← (Θ′, V ′(i),X′(i))N0i=1, with probability
min
{
1,
pr(Θ′)
(
+
∑N0
i=1 V
′(i))q(Θk−1|Θ′)
pr(Θk−1)
(
+
∑N0
i=1 V
(i)
k−1
)
q(Θ′|Θk−1)
}
.
Otherwise, reject, setting (Θk, V
(i)
k ,X
(i)
k )
N0
i=1 ← (Θk−1, V (i)k−1,X(i)k−1)N0i=1.
(P2) For all k ∈ {1:m},
(i) Sample Lk ∼ (p`).
(ii) Run ∆PF (Algorithm 5) for (Mˇ (Θk,Lk), Gˇ(Θk)) with NLk particles, out-
putting ∆(Θk,Lk).
With ξk(φ) defined for φ : X
n+1 → R, form the estimator
EISm (f) :=
∑m
k=1 ξk(f
(Θk))∑m
k=1 ξk(1)
, ξk(φ) :=
p−1Lk∆
(Θk,Lk)(φ) +
∑N0
i=1 V
(i)
k φ(X
(i)
k )
+
∑N0
i=1 V
(i)
k
.
The likelihood support condition (17) mentioned for Algorithm 4 can be achieved
by using  > 0.22 We also need finiteness of the variance of the randomised ∆PF,
p−1L ∆
(θ,L), in order to guarantee that the debiased MLMC works correctly [cf. 77],
and that the MCMC-IS (Algorithm 6) can have finite asymptotic variance [cf. C,
Prof. 13]. That is, we need to show that
var
(
1
pL
∆(θ,L)(φ)
)
=
∑
`≥1
E
[
(∆(θ,`)(φ))2
]
p`
−
(
p(θ,∞)u (φ)− p(θ,0)u (φ)
)2
(34)
is finite, uniformly in θ ∈ T. This requires showing that the variance of ∆(θ,`)(φ)
decays at a sufficient rate relative to p` as ` increases.
Under some standard (stringent) assumptions used elsewhere in the literature,
the results of the technical analysis are formulated in [C, Cor. 9]. In the case of
standard Euler approximation, the result says that
E
[
(∆(θ,`)(φ))2
] ≤ C(2−`
N`
+ 2−2`
)
, (35)
where C > 0 is a constant which does not depend on N` ≥ 1, ` ≥ 1, or θ ∈ T, where
N` particles are used in the ∆PF run at level `. Hence, with N` = N constant, by
taking p` ∝ 2−r`, with r < 1, (34) will be finite. More generally, if N` ∝ 2ρ` with
ρ ∈ [0, 1], then we see that we can take p` ∝ 2−r` with r < 1 + ρ, so that (34) will
be finite.
The assumptions needed to prove the bound (35) in [C] are on the diffusion [e.g.
56], in terms of uniform ellipticity and globally Lipschitz diffusion terms, as well as
on the Feynman-Kac model [e.g. 18], in terms of globally Lipschitz potentials and
transitions and lower and upper bounded potentials. The results of the analysis
are based on a global error martingale decomposition [cf. 18] in terms of the local
22It is closely linked to ‘defensive importance sampling’ [51], but its optimal choice in terms of
efficiency is not known.
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sampling error of the particle filter run for the coupled Feynman-Kac model, and
on an analysis of the ∆PF in the diffusion context.
4.6. Computational efficiency and allocations. We have seen that under some
assumptions, the finiteness of the variance of the randomised ∆PF can be verified
for any N` ≥ 1 and for sufficiently heavy-tailed (p`) [C, Cor. 9]. However, the use
of a heavy-tailed p.m.f. (p`) can lead to excessive use of computational resources,
and we must therefore try to use thinner-tailed p.m.f.s (p`) and optimal number of
particles N` at level ` in order to minimise the inverse relative efficiency (IRE) [40]
which measures the computational cost.
Let (Θk)k≥1 be the marginal Markov chain of Algorithm 6, and Lk ∼ (p`) for
k ≥ 1. With terminology similar to [40], who consider the i.i.d.23 case for (τk)k≥1,
we assume that the total computational cost to run Algorithm 6 for m iterations is
C (m) :=
m∑
k=1
τk,
where (τk)k≥1 are conditionally independent positive random variables given (Θk, Lk)k≥1,
where τk depends only on Θk and Lk. Given some budget κ ∈ R≥0, the realised length
of the chain is
M (κ) := max
{
m ∈ N≥0|C (m) ≤ κ
}
.
Then, if for some number τ > 0,
1
m
m∑
k=1
τk
m→∞−−−→ τ, almost surely,
and if the MCMC-IS estimator satisfies a CLT with asymptotic variance σ2(f), then
[40, C]
√
κ
[
EISM (κ)(f)− pi(∞)(f)
] κ→∞−−−→ N(0, τσ2(f)), in distribution,
and τσ2(f) is the IRE. We thus extend the discussion of [40] to non-i.i.d. (τk)k≥1.
Using this computational efficiency framework, similar to [77] who consider the
i.i.d. case in traditional MLMC, it is possible to consider the matter of computational
complexity and optimal allocation of resources in Algorithm 6. Suppose a CLT holds
for the MCMC-IS estimator of Algorithm 6 with finite asymptotic variance [cf. C,
Prop. 13]. Let  > 0 and δ ∈ (0, 1) be given. In order to have
P[|EISm (f)− pi(∞)(f)| ≤ ] ≥ 1− δ,
by the Chebyshev inequality and using the standard m−1 mean squared error con-
vergence rate for MCMC, we need that m is of order −2, denoted m = O(−2).24
The question is then how we can minimise the computational complexity given by
C (m) when m = O(−2), by adjusting p` and N`, while keeping the variance (34)
finite.25 Assuming
E[τk|Θk = θ, Lk = `] ≤ C2`(1+ρ),
23independent and identically distributed
24That is, with m = m(), we have m()/−2 → C as → 0, some C > 0.
25Besides for the debiasing [77] to work, the asymptotic variance [see C, Prop. 13] of the MCMC-
IS estimator of Algorithm 6 has a part from the marginal MCMC, as well as from the IS type
correction. The latter is finite if the variance (34) is finite.
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where C does not depend on θ or `, then it is shown in [C, Prop. 24] that for all
q > 2, η > 1, the computational cost
O
(
−2|log2 |q
)
(36)
can be obtained for sufficiently small , if p` and N` are chosen to be
p` ∝ 2−`(1+ρ)`[log2(`+ 1)]η and N` ∝ 2ρ` (37)
for ρ ∈ [0, 1]. This choice for p` and N` ensures that the variance (34) is finite, and
suggests26 the choice
p` ∝ 2−`(1+ρ) and N` ∝ 2ρ` (38)
for ρ ∈ [0, 1]. The computational cost (36) is the same as that of [77, Prop. 4] for
the single-term estimator in traditional, randomised MLMC. It is also very close to
O
(
−2(log2 )
2
)
,
(recall q > 2), which is the well-known computational complexity order [36] in the
traditional, deterministic MLMC.
The result (37) shows that in case of Euler approximation, there is in fact a
parametrisation of recommended choices for particle number N` and p.m.f. (p`),
all of which share the same order of computational complexity to obtain a given
precision, under certain assumptions such as previously explained for τk. Then (37)
(or the simplified suggestion (38)) should lead to a proper usage of computational
resources, in order to keep both the asymptotic variance and the total cost jointly
small, and therefore the IRE small. The order of computational complexity is
the same along the parametrisation in terms of ρ ∈ [0, 1], but it is still unknown
whether a certain choice of ρ will usually lead to the best choice for N` and (p`).
In an experiment in [C] concerning a geometric Brownian motion, the choice ρ = 0
performed better than the choice ρ = 1 in the allocation (37). We leave, for now,
the optimal choice of ρ for future research and experiment.
5. Inference via approximate Bayesian computation
We assume a Bayesian model as in Section 1.2, with fixed observation denoted y∗ ∈
Y, prior pr(θ), and likelihood L(θ) = p(θ)(y∗), which is assumed to be intractable.
Although the data distribution p(θ)( · ) can not be evaluated, we assume that it is
possible to sample data y ∼ p(θ)( · ) from it. Let d(y, y′) be a pseudo-metric27 on Y2.
With tolerance  > 0, we then define
p(θ,1/)u (dy) := p
(θ)(dy)1
(
d(y, y∗) ≤ ), 28
Approximate Bayesian computation (ABC) (see [92] for a review) is based on using
the family P1/ := {p(θ,1/)}θ∈T of approximate probabilities, where
p(θ,1/)(dy) :=
p
(θ,1/)
u (dy)
L(1/)(θ)
,
26by disregarding the factor `[log2(`+ 1)]
η in (37)
27 That is, for all y1, y2, y3 ∈ Y, it holds d(y1, y2) ≥ 0, d(y1, y2) = d(y2, y1), and d(y1, y3) ≤
d(y1, y2)+d(y2, y3). For example, d(y1, y2) = ‖s(y1)− s(y2)‖ where s : Y → Rny is some (summary)
statistic [cf. 76].
28The quantity ‘1/’ can be thought of as denoting the level of ‘precision.’
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with ABC likelihood,
L(1/)(θ) :=
∫
p(θ)(dy)1
(
d(y, y∗) ≤ ).
Then P1/ become families of increasingly ‘better’ approximations as  goes to 0.
However, it is important to keep in mind that it is only approximate even in the
limit, since in general,
L(∞)(θ) := lim
→0
L(1/)(θ) 6= L(θ).29
The ABC posterior is then given by
pi(1/)(θ) ∝ pr(θ)L(1/)(θ).
A method of inference for the ABC posterior which we consider is the ABC-MCMC
(Algorithm 7), as suggested by [62], which may also be viewed as a pseudo-marginal
MCMC [5], with
Eθ
[
1
{
d(Y, y∗) ≤ }] = L(1/)(θ).
5.1. Choosing the tolerance in ABC-MCMC. The choice of tolerance  is a
difficult question in ABC-MCMC [cf. 91]. Namely, a large choice of  leads to large
bias, but to computational inefficiency if  is small. To see this, note that if  is small,
then a proposed state is hardly ever accepted, since 1
{
d(Y ′k , y
∗) ≤ } is usually 0. If
 is large, then L(1/)(θ) ≈ 1 is nearly constant in θ and so ABC-MCMC is essentially
targeting the prior model, which is uninformative for Bayesian posterior inference.
Article [D] attempts to deal with the issue of tolerance choice in ABC-MCMC, by
using an inflated and adaptively tuned tolerance parameter in order to maximise ef-
ficiency of the MCMC, and then to use a post-correction, importance sampling step,
to remove bias [98] as well as to quantify uncertainty with proposed approximate
confidence intervals.
The tolerance adaptive ABC-MCMC (Algorithm 8), which is run during burn-in
for some number of iterations nb, is an adaptive MCMC [cf. 6] targeting a user-
specified overall acceptance probability α∗ ∈ (0, 1). In experiments in [D], a value
of α∗ = 10% was used, which ensures sufficient mixing and number of different
samples from the MCMC. We provide convergence theorems in [D] for the adaptive
algorithm under two sets of assumptions. The simpler set of assumptions essentially
requires that the proposal q(θ′|θ) > 0 is uniformly bounded away from zero, and k
is bounded away from zero for all k ≥ 1 almost surely. The former assumption on q
is removed in the more general set of assumptions. Removing the assumption on k
might be possible, based on projections [cf. 4].
5.2. Approximate confidence intervals. An approximate estimator for the as-
ymptotic variance of the post-corrected ABC-MCMC has been suggested in [D,
Alg. 6], which can be used for the construction of (approximate) confidence inter-
vals.
Suppose that τˆ0(f) is an estimate for the integrated auto-correlation time for
ABC-MCMC(0),
τ0(f) :=
∑
k≥1
Corr
(
f(ϑ0), f(ϑk)
)
, ϑ0 ∼ pi(1/0)( · ), (40)
29This is in general the case. However, there can be equality if, for example, d(y, y′) is a metric,
or, in particular, a metric formed from composition of a sufficient statistic with a Euclidean norm
‖ · ‖ [cf. 76].
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Algorithm 7 ABC-MCMC(). Given Θ0 ∈ T with pr(Θ0) > 0, run the following
for k = 0, . . . n− 1:
(i) Sample Θ′k ∼ q( · |Θk).
(ii) Sample Y ′k ∼ p(Θ′k)( · ).
(iii) Accept, setting (Θk+1, Yk+1)← (Θ′k, Y ′k), with probability α(Θk,Θ′k, Y ′k), where
α(θ, θ
′, y′) := min
{
1,
pr(θ′)q(θ|θ′)
pr(θ)q(θ′|θ)
}
1
{
d(y′, y∗) ≤ }. (39)
Else, reject, by setting (Θk+1, Yk+1)← (Θk, Yk).
Algorithm 8 TA(nb). Given Θ0 ∈ T with pr(Θ0) > 0, 0 := d(Y0, y∗) > 0 with
Y0 ∈ Y, α∗ = .1, and step sizes γk = k−2/3.
For k = 0, . . . , nb − 1,
(i) Sample Θ′k ∼ q( · |Θk).
(ii) Sample Y ′k ∼ p(Θ′k)( · ).
(iii) Accept, setting (Θk+1, Yk+1)← (Θ′k, Y ′k), with probability αk(Θk,Θ′k, Y ′k), with
α defined in (39). Otherwise, reject, setting (Θk+1, Yk+1)← (Θk, Yk).
(iv) log k+1 ← log k + γk
(
α∗ − αk(Θk,Θ′k, Y ′k)
)
.
Output (Θnb , nb).
perhaps using a windowed sample auto-correlation estimator [cf. 47]. Also define
the following estimator for the function variance,
S0,(f) :=
n∑
k=1
1
(
d(Yk, y
∗) ≤ )(f(Θk)− E0,(f))2(∑n
j=1 1
(
d(Yj, y∗) ≤ 
) )2 . (41)
The approximate confidence interval then takes the form[
E0,(f)± β
√
τˆ0(f)S0,(f)
]
,
where β > 0 corresponds to the standard normal quantile.
We remark that there is some theoretical backing for the approximate confidence
interval, based on an exact formula for the integrated auto-correlation time of the
post-corrected chain [D, Thm. 7]. The relevance of the approximate confidence
intervals is also verified in some experiments in [D].
5.3. Adaptive ABC-MCMC with post-correction. The approach of [D] then
takes the form of Algorithm 9. In regards to the adaptive ABC-MCMC, also the
proposal covariance matrix q is best updated as in [46, 3]. The estimator E0,(f)
can be calculated effortlessly for all  ∈ (0, 0] by sorting beforehand the samples Θk
according to their corresponding distances Tk.
In experiments in [D], for example in a Lotka-Volterra model involving two reagents
and three reactions [cf. 13], it was found that Algorithm 9 delivers a robust approach
to inference in ABC models. In particular, the post-processing estimators were found
to be competitive with direct ABC-MCMC with pre-tuned tolerance and starting
value, the approximate confidence interval provided good coverage, and the adaptive
ABC-MCMC allowed for essentially arbitrary initial choice of tolerance and starting
value from the prior.
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Algorithm 9 Given nb, n ≥ 1 perform the following:
(i) Run TA(nb) (Algorithm 8), and call the output (Θ0, 0).
(ii) Run ABC-MCMC(0) (Algorithm 7) for n iterations, with starting values
(Θ0, 0), outputting (Θk, Yk)
n
k=1.
(iii) For all  ≤ 0, an estimator for pi(1/)(f) is given by
E0,(f) :=
∑n
k=1 1
{
d(Yk, y
∗) ≤ }f(Θk)∑n
k=1 1
{
d(Yk, y∗) ≤ 
} .
(iv) With τˆ(f) an estimate of (40), S0,(f) calculated as in (41), and β > 0
corresponding to the desired standard normal quantile, report the approximate
confidence interval [
E0,(f)± β
√
τˆ0(f)S0,(f)
]
.
Compared to direct ABC-MCMC(), the approach based on slightly inflated tol-
erance and post-correction, was shown to be competitive in experiments in [D].
An upper bound for the asymptotic variance of the ABC-MCMC(0) with post-
correction to , in terms of that of a direct ABC-MCMC(), is given in [D, Thm. 8].
It is a direct application of the Peskun type ordering for importance sampling [B]
stated previously in (23), where the upper bound guarantee becomes an equality as
|0 − | → 0.
5.4. Convergence of the tolerance adaptive ABC-MCMC. We briefly discuss
the general approach to the convergence proofs of the tolerance adaptive ABC-
MCMC. To obtain a setup fitting within the framework of stochastic approximation
[cf. 3, 4], we write the tolerance adaptation update in Algorithm 8(iv) as
log k+1 = log k + γk+1Hk(Θk,Θ
′
k, Y
′
k)
= log k + γk+1h(k) + γk+1ηk+1,
where H(θ, θ
′, y′) := α∗ − α(θ, θ′, y′), with α defined in (39), with ’mean field’
h() :=
∫
pi()(dθ)q(θ, dθ′)p(θ
′)(dy′)H(θ, θ′, y′),
and centred ‘noise’ sequence ηk+1 := Hk(Θk,Θ
′
k, Y
′
k)−h(k). In this common frame-
work for stochastic approximation algorithms, we can apply [4, Theorem 2.3], which
implies that the key lemma for the proof of convergence of the tolerance adaptive
ABC-MCMC (Algorithm 8) essentially reduces to showing that the noise sequence
ηk is asymptotically controlled,
lim
j→∞
sup
n≥j
∣∣∣∣ n∑
k=j
γkηk
∣∣∣∣ = 0, almost surely,
[D, Lemma 20]. This relies on various ancillary results, such as monotonicity of
the map  7→ h(), continuity and contraction properties of the Markov kernels,
and a generalisation of the ‘proposal augmentation’ from Metropolis-Hastings chains
[85, 82] to ‘proposal-rejection’ chains. Here, we call a kernel K a ‘proposal-rejection’
kernel if it is reversible and can be written as
K(θ, dθ′) = q(dθ′|θ)α(θ, θ′) +
(
1−
∫
q(dϑ|θ)α(θ, ϑ)
)
δθ(dθ
′), (42)
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where α(θ, θ′) ∈ [0, 1] is a measurable function on T2. By marginalising away the
auxiliary variable in ABC-MCMC() (7), we obtain such a ‘proposal-rejection’ ker-
nel, with
α(θ, θ′) = min
{
1,
pr(θ′)q(θ|θ′)
pr(θ)q(θ′|θ)
}
L(1/)(θ′),
which is clearly not a Metropolis-Hastings kernel any longer.
Non-standard theoretical challenges of the tolerance adaptive ABC-MCMC (Al-
gorithm 8) are that the invariant measure pi(1/k) is changing at each iteration, and
that the chain is technically a pseudo-marginal. Regarding this latter point, how-
ever, we do have simplification to independent refreshments of the auxiliary variable
y′, because of the use of a simple cut-off function 1
{
d( · , y∗) ≤ } in the acceptance
ratio. As mentioned in Section 5.1, essentially, the convergence theorems for the
adaptation are formulated in a simpler setting of uniform ergodicity, as well as for
simultaneously geometrically ergodic ‘proposal-rejection’ chains, obtained by only
considering the marginal chain (Θk)k≥1 of the original chain (Θk, Yk)k≥1, on possibly
unbounded state space domains.
6. Discussion and directions for future work
In this thesis, various old and new Monte Carlo estimators are presented. A
defining feature of the estimators suggested is that they involve an IS type correction
of samples drawn according to an intermediate approximate distribution. Basic
convergence properties of the suggested estimators are established, and efficiency of
these algorithms is studied and related to standard direct methods used hitherto
commonly in practice.
There is still much interesting work that could be done in regards to the use of
these estimators in different settings and with different approximations. Experimen-
tal results have been promising, and suggest further comparisons could be made, for
example, of PIMH and its IS analogue (12). In the parameter inference setting,
there have been many MCMC implementations making use of an approximation by
applying delayed acceptance [see B, Section 7.2], but very few using MCMC-IS (see
[73] for one other non-academic example). One of the main goals of [A] is to bring
attention to MCMC-IS, that it represents a viable approach, which enjoys flexibility
in implementation and theoretical backing.
In the filtering and smoothing context, the approach for optimal selection of
Feynman-Kac model for the smoothing problem [45] based on deterministic approx-
imations, as used in [A] and further developed in [60] for an extended class of models,
could be further developed. These approximations could also be based on various
other non-linear filters and smoothers [cf. 84].
There are various directly applicable innovations which could be incorporated into
MCMC-IS, and we mention a few. Quasi-Monte Carlo may be helpful in MCMC-IS,
whether in the MCMC [cf. 86] or in the PF [35]. Work on exact simulation [12]
techniques for diffusions [10, 11, 31] (see also the recent preprint [97]) and jump-
diffusions [43] using continuous-time IS techniques is showing progress, and suggests
parameter inference methods for partially observed versions could be developed,
at least in the one-dimensional setting, using the MCMC-IS framework, with IS
correction based on a PF using exact simulation dynamics, or based on other types
of randomised weights, which may freely assume negative values in the IS correction.
It would be of interest to adapt the tuning guidelines [29] (see also [89]) for the PF
when used in the PMMH, to the case when used within MCMC-IS. The formula (26)
26 JORDAN FRANKS
for the MCMC-IS asymptotic variance, which decomposes into marginal chain and IS
correction parts, could also be useful in this regard. More generally, beyond PMMH,
it would be beneficial to use better scaling MCMCs within MCMC-IS, for example,
particle Gibbs [1], which is known to scale very well with backward sampling [cf.
57]. Additional annealing steps may be useful, as part of the Metropolis-Hastings
with asymmetric acceptance ratio (MHAAR) approach [cf. 2]
In [B], more practical examples could be given showing bounds of likelihood ratios
and usefulness of the results in practice. Further comparisons could be made, for
example, with annealed IS [71] correction versus multi-stage DA [8]. Two different
extensions of traditional DA correction were introduced in [B], and it would be
interesting to study the stability properties of these new DA corrections, for example,
along the lines of [5, 88]. Other more sophisticated reversible chains as in [2] with
IS correction could be considered and compared. The effect of debiasing tricks [39]
could be compared between MCMC-IS and pseudo-marginal type MCMC, where
the coupling time integral to the debiasing approach may be considerably less for
MCMC-IS if Phase 1 is based on deterministic approximation and Phase 2 involves
noisy unbiased estimators.
There are many settings where there is a multilevel type structure and the debias-
ing techniques can be applied. In the joint inference setting, the IS-debiasing method
as presented in [C] allows for an efficient debiasing strategy for joint inference using
Euler approximations. The results could be generalised to Itoˆ diffusions with time-
dependent path-dependent coefficients, and to general resampling schemes in the
∆PF besides multinomial resampling. It would be nice to apply the IS-debiasing
strategy in various settings, for example, to jump-diffusions [cf. 22, 54]. The cou-
pling [53] and multilevel approach to the (unnormalised) smoothing problem [C],
with possible randomised MLMC correction [64, 77], could be applied, for example,
to the problem of calculation of normalisation constants [cf. 20] important for model
selection. The optimal choice of coupled dynamics and potential could be studied,
where we remark that the coupled potentials may be made level dependent, which
is an additional degree of freedom. It would also be of interest to study stability and
limit theorems [15, 18, 26] of these coupled PFs [cf. 55] based on change of reference
measure and IS reweighting for use in unnormalised multilevel estimators as in [C].
We are currently looking into optimal tuning of the regularisation constant in
the approximate likelihood estimator within MCMC-IS, which is connected to ‘de-
fensive importance sampling’ [51]. The question of efficiency and proper allocation
of resources of the MCMC-IS carries over to the multilevel and PF setting, where
additionally multilevel aspects play a roˆle. The question of optimal scaling particles
versus level in the sub-canonical regime associated to Euler approximations was not
entirely conclusive in [C]. It would be interesting to study this phenomenon in more
depth. This may entail adapting the non-canonical CLT of [99] in the diffusion
setting to the partially observed diffusion setting where number of particles and
particle approximation variances are additional factors.
Applied in the ABC context in [98], the post-correction (or trimming) over a range
of tolerances is a methodological approach applicable in other Monte Carlo settings
where IS can be applied at small additional cost, for example, in the MLMC con-
text, with the sum of multilevel increments computed sequentially over an increasing
range of the fine tolerances, with corresponding plots. In such settings, it may also
be possible to derive analogous approximate confidence intervals for the resulting
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estimators as in [D]. The tolerance adaptive ABC-MCMC in [D] was based on tar-
geting a user-specified overall acceptance probability, and we chose a target close to
the rule of thumb from the more general random walk PM literature [89]. It may be
interesting to adapt the assumptions of [29, 89] to ones more resembling the ABC
context, in order to find a perhaps different ‘rule of thumb’ for ABC-MCMC. The
tolerance adaptation was also found to benefit the covariance adaptation during the
burn-in, likely due to the improved mixing in the initial stages of the algorithm. It
would be of interest to study this phenomenon and the interplay of different optimi-
sation criteria in more depth, following, for example, the theoretical developments
of adaptive MCMC as in [3, 4, 6].
The ‘proposal-rejection’ chains (42), which were considered for DA correction [B]
and ‘proposal augmentation’ [D], are generalisations of Metropolis-Hastings chains,
which include DA [8], PM [5], MHAAR [2] and marginalised ABC-MCMC [D].
Although ‘proposal-rejection’ chains technically include pseudo-marginal chains, we
lay here particular emphasis on the possible course of study of (simpler) chains on
the marginal (parameter) space, without auxiliary variable extensions like in pseudo-
marginal MCMC. Many results worked out for Metropolis-Hastings can likely be
extended to the marginal-space ‘proposal-rejection’ setting. For example, the waste-
recyclers of [21, 82, 85], originally for Metropolis-Hastings, could be extended to
‘proposal-rejection’ chains. Some convergence analysis has been done for pseudo-
marginal Metropolis-Hastings chains [cf. 5, 7] and some of this type of analysis could
possibly be adapted to marginal-space ‘proposal-rejection’ chains. Following the line
of argument of [52, 78], who show geometric ergodicity of symmetric random walk
Metropolis-Hastings essentially if the target has exponential or lighter tails and a
certain contour condition holds, it would be interesting to work out conditions for
a similar type of result for the more general sub-class of marginal-space ‘proposal-
rejection’ chains.
7. Summary of articles
7.1. Article [A]. Convergence properties are established for Markov chain Monte
Carlo (MCMC) algorithms using an additional importance sampling (IS) type cor-
rection of approximate sample output of the Markov chain. Included is the inter-
esting case where the approximate chain itself stems from a pseudo-marginal chain.
The asymptotic variance from the proven central limit theorems is shown to decou-
ple over the approximate marginal chain and the IS correction, which can be useful
for questions of optimal allocation of computational resources. Particular strengths
of the approach are highlighted, such as the efficient use of a jump chain, thinning,
and straightforward parallelisation. Abstract properties of the augmented Markov
chains corresponding to the MCMC-IS method are established. Experiments in state
space models compare the MCMC-IS method with existing popular direct methods,
and show the viability of the MCMC-IS approach in the state space models context.
7.2. Article [B]. The asymptotic variance of the MCMC-IS is compared to that of
the direct MCMC methods. This is based on an extension of the existing covariance
comparison result for direct chains to the context of comparison of one MCMC-IS
to one direct chain. The extension also allows for use of unbiased estimators in the
MCMC-IS Phase 1 and 2, as well as the use of a jump chain. Provided examples show
that there can be no strict ordering between MCMC-IS and direct MCMC, as either
may perform arbitrarily better than the other. Theoretical results are provided,
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which show upper and lower bounds for the MCMC-IS asymptotic approach in
relation to an analogous direct MCMC method. The upper bound is satisfied in
practice when approximations are reasonably accurate, and provides guarantees for
the MCMC-IS asymptotic variance in terms of direct pseudo-marginal and delayed
acceptance analogues. In the latent variable setting, this is the case in the sense
of finite supremum norm of the ratio of likelihoods. Ergodicity and mixing of the
MCMC-IS is shown to be less affected by noise of the Phase 2 unbiased estimators
compared to pseudomarginal direct MCMC. The results help justify the viability of
the MCMC-IS approach as a competing method to a direct approach.
7.3. Article [C]. The question of joint inference for a challenging class of state
space models is considered, where the underlying process is a diffusion process aris-
ing as a solution to a stochastic differential equation, which can not be simulated
exactly. Noisy non-linear observations are obtained at some discrete points in time.
Bayesian inference is performed using the IS debiasing approach, where, namely,
an IS type correction, based on debiased multilevel Monte Carlo, a particle filter
coupling, and Euler approximations, is used for an approximate MCMC targeting
a coarse-model approximate distribution. Convergence of the method to the exact
posterior is verified under standard conditions on the state space model and Euler
type approximations found in the literature. From asymptotic efficiency and cost
considerations, suggested allocations for computational resources are given, which
help ensure efficient use of the algorithm.
7.4. Article [D]. The use of a slightly inflated tolerance is suggested in the con-
text of approximate Bayesian computation (ABC) MCMC, along with subsequent
post-correction based on trimming or IS correction of the sample output, over a
(continuous) range of decreasing tolerances. Approximate confidence intervals for
the resulting estimators are provided, which enjoy theoretical backing as well as
good coverage in the experiments considered. An adaptive ABC-MCMC is also pro-
posed, which finds a suitable (inflated) tolerance based on acceptance rate as the
proxy. Convergence theorems for the adaptation under simple and more general
conditions are provided. The tolerance adaptation worked well when used together
with proposal covariance adaptation, in experiments which confirmed the suitability
of the method based on adaptive ABC-MCMC and post-correction.
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