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Résumé – L’article étudie le problème de l’estimation des paramètres d’un processus ponctuel marqué modélisant un réseau d’objets dans une
image. L’objectif est de mettre en œuvre des méthodes d’extraction automatique des objets dans des images de télédétection. L’estimation du
paramètre qui correspond au poids de l’énergie qui définie le processus est menée dans le cas de données incomplètes, où la configuration des
objets dans l’image n’est pas connue. Le paramètre qui pondère l’énergie, ainsi que la configuration des objets, sont alors estimés conjointe-
ment. Ces travaux montrent la possibilité d’estimer certains paramètres des processus étudiés, et ouvrent la voie à des méthodes d’extraction
automatique des objets.
Abstract – This communication addresses the problem of estimating the parameters of a family of marked point processes. These processes
are of interest in extraction of object networks from remote sensing images. They are defined from a energy term, which is adjusted by a weight
parameter. An estimation procedure of the weight parameter associated with the process energy is studied within the framework of missing data,
where the configuration of the objects to be extracted is unknown. Therefore, parameter estimation and object extraction are performed jointly.
The application to unsupervised detection of objects is finally discussed.
1 Introduction
Des modèles de processus ponctuels marqués ont été récem-
ment appliqués avec succès à des problèmes d’extraction d’ob-
jets en télédétection [7, 3]. Un avantage majeur de ces mod-
èles est de s’affranchir de l’approche pixellique : les contraintes
géométriques et les interactions spatiales sont ainsi directement
prises en compte au niveau des objets. Il est alors possible de
modéliser de fortes interactions entre les objets à travers les
paramètres du modèle. Pour un problème d’extraction donné,
la valeur de ces paramètres dépend évidemment de l’image
traitée. Jusqu’à présent, les méthodes d’extraction proposées
nécessitent de calibrer à la main ces paramètres. Afin d’obtenir
des méthodes d’extraction d’objets entièrement non-supervisées,
il s’avère donc nécessaire de développer des méthodes d’esti-
mation des paramètres en question.
2 Processus ponctuels marqués
Un objet x = (u, m) que l’on cherche à extraire peut être
défini par sa position u dans l’image W , et par une marque
m ∈ M. Dans notre cas, cette marque correspond aux car-
actéristiques géométriques de l’objet, par exemple son rayon
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dans le cas d’objets circulaires. La configuration x du réseau
d’objets que l’on cherche à extraire peut alors être modélisée
comme une réalisation d’un processus ponctuel marqué défini
sur W × M. On s’intéresse ici à des modèles de processus
ponctuels marqués utilisés afin d’extraire des objets surfaciques
tels que des houppiers [7] ou des flamants roses [3]. Ces pro-
cessus sont définis par leur densité par rapport à une mesure de
Poisson de référence. Dans la suite, y désigne la radiométrie
de l’image observée. En empruntant des notations issues de la
physique statistique, la densité du processus peut s’exprimer
sous forme énergétique. L’énergie du processus est alors for-
mée par la somme de deux termes : 1) une énergie d’attache
aux données notée U dθ(x,y), qui reflète l’adéquation entre une
configuration d’objets x et les données observées y et 2) une
énergie a priori notée U pθ(x) qui traduit les connaissances dont
on dispose sur la structure de la configuration x recherchée.
Ceci conduit à l’expression suivante de la densité du proces-
sus :
fθ(x|y) =
exp
[
−α
(
U dθ(x,y) + U
p
θ(x)
)]
c(θ)
, (1)
où α est le paramètre qui pondère l’énergie, θ désigne le vecteur
des paramètres du modèle (α compris), et c(θ) est la constante
de normalisation dont l’expression est en générale inconnue.
Pour une valeur donnée des paramètres θ, la configuration recher-
chée est alors celle qui maximise la vraisemblance fθ, ou de
manière équivalente qui minimise l’énergie du processus :
x̂ = arg minU dθ(x,y) + U
p
θ(x). (2)
Cette optimisation est classiquement effectuée à l’aide de méth-
odes de simulation et d’optimisation stochastiques de type re-
cuit simulé. On peut déjà remarquer que le paramètre α est
homogène à l’inverse d’une température. Par conséquent, la
valeur de ce paramètre sera déterminante lors de l’étape d’ex-
traction par recuit simulé.
2.1 Attache aux données
Plusieurs modèles d’attache aux données ont été proposés
afin d’extraire des objets surfaciques. Ces modèles, exploitent
les différences entre les niveaux radiométriques des objets et
du fond de l’image. On rappelle ici les grandes lignes de deux
modèles qualifiés de “bayésien” et “détecteur” et introduits re-
spectivement dans [6] et [7, 3].
Modèle bayésien : ce modèle résulte d’une formulation prob-
abiliste du problème direct : on modélise donc la vraisemblance
L(y|x) des observations y conditionnellement à une config-
uration donnée x d’objets. L’image est partitionnée en deux
classes : la classe Co des pixels qui appartiennent aux objets,
et la classe Cf des pixels qui appartiennent au fond. Condition-
nellement à leur appartenance à une classe donnée, les distri-
butions des pixels sont supposées identiques et indépendantes.
L’énergie d’attache aux données a finalement pour expression
Udθ (x,y) = − logL(y|x). (3)
Pour une configuration d’objet x donnée, l’énergie d’attache
aux données associée à un objet u s’exprime alors comme :
Udθ (u|x) =
{
Udθ (x) − U
d
θ (x\{u}) si u ∈ x,
Udθ (x ∪ {u}) − U
d
θ (x) sinon.
(4)
La vraisemblance L(y|x) peut finalement être modélisée comme
un mélange de deux gaussiennes :
L(y|x) =
∏
y∈Co
f(y;mo, σ
2
o )
∏
y∈Cf
f(y;mf, σ
2
f ), (5)
où f(·;m, σ2) étant la densité de probabilité de loi normale de
moyenne m et de variance σ2. Il est important de remarquer
que les paramètres de ces lois peuvent être directement estimés
à partir d’un algorithme de type k-means à deux classes. De
plus, au vu de l’équation (1) la densité du processus, par rap-
port à la mesure d’un processus de Poisson de référence, corre-
spond, lorsque α = 1, dans un cadre bayésien à une densité a
posteriori, et x̂ représente alors l’estimateur classique du max-
imum a posteriori.
Modèle détecteur : l’énergie Udθ associée à une configura-
tion d’objets x est obtenue comme la somme des énergies lo-
cales associées à chaque objet u de cette configuration :
Udθ (x,y) =
∑
x∈x
Ud(x|y), (6)
où Udθ (x) ∈ [−1, 1]. Cette énergie locale est définie à partir
d’une mesure de contraste, notée d(O(x),B(x)), entre les dis-
tributions des pixels O(x) de l’objet x et celles des pixels B(x)
situés à la frontière extérieure de l’objet [7, 3]. Ceci permet
de mieux prendre en compte les propriétés morphologiques
des objets par rapport au modèle bayésien. Finalement, cette
mesure de contraste est ramenée sur l’intervalle [−1, 1] à l’aide
d’une fonction de qualité paramétrée par un seuil d0 :
Q(d) =



1 −
(
d
d0
) 1
3
si d < d0,
exp
(
−d−d03d0
)
− 1 sinon,
(7)
L’énergie associée a un objet x s’obtient donc comme :
Udθ (x,y) = Q (d(O(x),B(x))) . (8)
2.2 A priori
Dans les problèmes qui nous intéressent, l’ajout d’un terme
a priori est nécessaire afin de régulariser le problème inverse
d’extraction des objets et d’aboutir à une solution unique et sta-
ble. On introduit ici un processus d’interaction par paire de type
“hard-core” tel que les configurations où deux objets se recou-
vrent trop sont interdites, les autres configurations n’étant pas
pénalisées. Formellement, on obtient pour toute configuration
x = {x1, . . . , xn} que U dθ(x) =
∑
1≤i<j≤n t(xi, xj) où
ts(xi, xj) =
{
0 si Aire(xi∩xj)min(Aire(xi),Aire(xj)) < s,
+∞ sinon.
(9)
Le paramètre s représente donc la proportion maximale de re-
couvrement entre deux objets de la configuration. Un tel a pri-
ori permet d’éviter de détecter plusieurs fois le même objet.
Dans la suite, ce paramètre est fixé de manière déterministe à
s = 12 puisque deux objets qui ont plus de la moitié de leurs
pixels en commun localisent, a priori, un seul et même objet de
l’image.
3 Estimation des paramètres
On s’intéresse, dans ce paragraphe, à l’estimation des para-
mètres des familles de processus décrits dans la partie précé-
dente, la configuration x des objets dans l’image W étant in-
connue. La difficulté majeure à surmonter provient du fait que
le constante de normalisation c(θ) de la densité du processus
définie en (1) dépend des paramètres à estimer. Or le calcul de
cette constante s’avère impossible d’un point de vue analytique
et très compliqué d’un point de vue numérique.
Des méthodes d’approximation de la vraisemblance par échan-
tillonnage d’importance et méthodes de Monte Carlo ont été
proposées [4, 5]. Ces méthodes ont été utilisées avec succès
dans le cas de l’interpolation ou de l’extrapolation de proces-
sus ponctuels [8]. Dans ce cas, les données cachées correspon-
dent à la configuration des objets sur une région de l’image, les
données observées correspondant à la configuration des objets
sur le reste de l’image. Ce type d’algorithme permet ainsi d’es-
timer les paramètres d’interaction du processus tout en prenant
en compte l’influence des objets non observés. Cependant, le
cas étudié, i.e. l’extraction d’objets, se révèle être plus com-
plexe. En effet, les données observées ne correspondent pas à
une une configuration du processus sur une zone de l’image,
mais se limitent à la radiométrie de l’image. Par conséquent,
afin d’estimer par Monte-Carlo, il s’avère nécessaire de simuler
conjointement une configuration x et la radiométrie y asso-
ciée. Outre les difficultés inhérentes aux méthodes d’estimation
par maximum de vraisemblance approchée par Monte Carlo,
on se heurte alors à des difficultés rédhibitoires. Tout d’abord,
simuler la radiométrie y nécessite de disposer d’une modéli-
sation probabiliste du problème direct. Ceci peut être fait en
considérant, par exemple, le modèle (5) présenté dans le cadre
bayésien. Néanmoins, si ce modèle probabiliste s’avère suff-
isant afin d’extraire les objets des l’image, il demeure encore
trop grossier pour estimer les paramètres, les statistiques simulées
étant trop différentes de celles observées. Mis à part dans le cas
d’images synthétiques simulées selon le modèle probabiliste du
problème direct1. Par conséquent, des méthodes d’estimation
spécifiques doivent être considérées.
3.1 Pseudo-vraisemblance d’un processus ponctuel
Le concept de pseudo-vraisemblance se généralise au cas des
processus ponctuels marqués. Pour une configuration d’objets
x donnée, on obtient alors l’expression suivante de la pseudo-
vraisemblance :
PL (θ;x,y) =
[
∏
xi∈x
λθ(xi)
]
exp
{
−
∫
W×M
λθ(u)Λ(du)
}
,
(10)
où Λ(·) est la mesure de l’intensité du processus de Poisson de
référence d’intensité unité (Λ(W ×M) = 1) et
λθ(u) = exp

−α

U dθ(u, y) −
∑
xi∈x|xi 6=u
t(u, xi)



 , (11)
représente l’intensité conditionnelle de Papangelou. Différents
schémas d’intégration peuvent finalement être employés afin
d’obtenir, à partir de (10), une expression numérique de la pseudo-
vraisemblance [1].
3.2 Approximation de l’algorithme Expectation-
Maximization (EM)
Lorsque la configuration x des objets est inconnue, il n’est
pas possible d’obtenir une expression analytique explicite de la
vraisemblance fθ(y) ou de la pseudo-vraisemblance associée
1Même dans le cas d’images synthétiques simulées selon une modèlisation
probabiliste du problème direct, ces statistiques sont sensiblement différentes.
La configuration x simulée à partir de l’image observée y n’est jamais parfaite-
ment ajustée sur les objets de l’image, contrairement au cas où les observations
y sont simulées à partir d’une configuration x.
aux seules observations y. Des algorithmes de type EM qui ex-
ploitent la connaissance dont on dispose sur la vraisemblance
étendue fθ(x,y), i.e. la vraisemblance jointe des données ob-
servées y et des données manquantes x, offre des alternatives
intéressantes. Cependant, chaque itération de l’algorithme EM
nécessiterait de calculer l’espérance suivante :
Q(θ,θk;y) = Eθk [ log fθ(X, Y )|Y = y] . (12)
Puisque la constante de normalisation c(θ) n’est pas connue,
ce calcul, même numérique, s’avère impossible. On considère
donc une approximation stochastique de l’algorithme EM pro-
posée dans [2] sous le nom SEM. De plus, nous proposons dans
ce travail d’approcher la densité fθ(x|y), dont la constante
de normalisation est inconnue, par la pseudo-vraisemblance.
Cette approximation est motivée par, au moins, deux raisons :
1) pour une configuration x donnée, la pseudo-vraisemblance
est une fonction d’inférence proche de la vraisemblance (la
pseudo-vraisemblance correspond, par exemple, à la vraisem-
blance dans le cas d’un processus de Poisson), 2) dans le cas
des données complètes, les estimateurs du maximum de vraisem-
blance et de pseudo-vraisemblance ont des performances sim-
ilaires pour les processus qui nous intéressent. Chaque itéra-
tion de l’algorithme ainsi obtenu, se décompose alors en trois
étapes :
1) Simulation d’une configuration x(k) conditionnellement
aux observations y, et selon le processus de paramètre
θk,
2) Calcul de l’estimateur Q̂(θ,θk;y) = log PL (θ;x(k),y),
3) Maximisation : θk+1 = arg max
θ
Q̂(θ,θk;y).
4 Simulations
Dans la suite, on se limite à l’estimation du paramètre de
pondération θ ≡ α de l’énergie du modèle. La valeur de ce
paramètre, qui est homogène à l’inverse d’une température,
est déterminante lors de l’extraction des objets. En effet, en
l’absence de pondération (i.e. α = 1), la plage de tempéra-
tures pour lesquelles l’algorithme de recuit simulé permet d’ex-
traire les données est fortement dépendante de l’image traitée et
de l’énergie d’attache aux données utilisée. L’estimation de ce
paramètre permet ainsi de s’affranchir de l’étape de calibration
manuelle des températures, la plage pouvant être normalisée
autour de la température unité.
4.1 Initialisation de l’algorithme SEM
Afin d’éviter de converger vers un maximum local de la vraisem-
blance, il est important de choisir dans l’algorithme SEM une
valeur initiale α0 suffisamment proche de la valeur théorique
de l’estimateur du maximum de vraisemblance de α. Pour ce
faire, on introduit la fonction suivante :
I(α) =
∫
S
λθ(u; ∅,y)Λ(du),
où λθ(u; ∅,y) est l’intensité de Papangelou, introduite à l’eq.
(11). Pour une valeur α donnée, I(α) représente alors le nom-
bre moyen d’objets en l’absence d’interaction. On note β > 1
le nombre exact d’objets à extraire. Par construction, la fonc-
tion I(·) est strictement convexe et l’équation Iβ(α) = β admet
une unique solution α0 sur l’intervalle [0,+∞[. La valeur α0
serait alors une valeur pertinente afin d’initialiser l’algorithme
SEM. Une réalisation du logarithme de la fonction I(·) est
représenté Fig. 1. On peut vérifier que la fonction I(·) croit ex-
ponentiellement. Par conséquent, même pour des valeurs β′ >>
β largement surestimées du nombre d’objets dans l’image, la
racine de la fonction I(·) − β′ est très proche de la valeur α0.
Ceci conduit à adopter le schéma suivant afin de déterminer la
valeur initiale α0 :
1) Surestimation grossière du nombre d’objets β0 ≥ 1 (on
peut, par exemple, choisir le nombre maximal d’objets
qui peuvent être contenus dans l’image traitée)
2) Calcul de la racine α0 de la fonction α 7→ I(α) − β0.
Cette étape est réalisée numériquement par une méthode
de type Newton-Raphson.
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FIG. 1 – Exemple de réalisation de log10(I(α)) en fonction de
α pour le modèle détecteur.
4.2 Résultats numériques
Les valeurs initiales et finales des températures utilisées pour
le recuit sont fixées respectivement à Tmax = 2 et Tmin =
0.1 dans ces simulations. On considère une image synthétique
présentée Fig. 1 composée de 60 objets de formes quasi-circulaires.
Les objets du processus sont de formes circulaires et représen-
tés sur les figures par des cercles rouges. Les figures 2(a) et
2(b) représentent les résultats de l’estimation du paramètre α
respectivement pour l’énergie d’attache aux données bayési-
enne (α̂ = 7.2 × 10−4) et celle détecteur (α̂ = 37.9345). On
peut noter la grande disparité entre les deux estimées, due aux
différences de dynamique entre les deux modèles d’attache aux
données. On peut également remarquer que les configurations
simulées au cours de l’estimation SEM sont déjà proches de
la configuration optimale. Finalement, les résultats d’extrac-
tion des objets sont obtenus après recuit simulé à partir des
estimés du paramètre α et sont représentés Fig. 2(c) dans le
cas bayésien et Fig. 2(d) dans le cas détecteur. Tous les objets,
hormis ceux situés quasiment hors de l’image, sont correcte-
ment extraits.
(a) Modèle bayésien : bα = 0.00072,
3 itérations de l’algorithme SEM
(b) Modèle détecteur : bα = 37.9345,
6 itérations de l’algorithme SEM
(c) Modèle détecteur : 57 objets dé-
tectés
(d) Modèle bayésien : 58 objets dé-
tectés
FIG. 2 – Estimation SEM et extraction des objets par recuit
simulé à partir des estimés du paramètre α
5 Conclusions
Une méthode d’estimation du paramètre qui pondère l’én-
ergie d’un processus ponctuel marqué a été proposée. L’esti-
mation de ce paramètre permet de normaliser la plage de tem-
pératures utilisée afin d’extraire un réseau d’objets par recuit
simulé. Les résultats présentés illustrent, pour différents mod-
èles d’attache aux données, l’intérêt de la méthode d’estima-
tion proposée. En vu d’une extraction entièrement automatique,
cette méthode pourrait être appliquée à d’autres paramètres du
modèle, en introduisant des lois statistiques a priori sur la dis-
tribution des paramètres à estimer.
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