Abstract. In this paper, we deal with the impulsive control systems of fractional order and their optimal controls in Banach spaces. We firstly show the existence and uniqueness of mild solutions for a broad class of impulsive fractional infinite dimensional control systems under suitable assumptions. Then by using generally mild conditions of cost functionals, we extend the existence result of optimal controls to the impulsive fractional control systems. Finally, a concrete application is given to illustrate the effectiveness of our main results.
INTRODUCTION
The purpose of this paper is to study the following impulsive fractional control system: impulsive fractional semilinear differential equations (1.1) with initial value conditions are untreated topics in the literature and this fact is the motivation for us to extend the existing ones and make the new development of the present work on this issue.
The rest of this paper is organized as follows: In section 2, we will present some basic definitions and preliminary facts, such as definitions, lemmas, theorems and so on, which will be used throughout the following sections. In section 3, by applying the well-known fixed point theorem, some sufficient conditions are established for the existence and uniqueness of mild solutions of the system (1.1). In section 4, we will study the optimal controls for impulsive fractional semilinear differential equations with initial value boundary conditions. Finally, we present an example to demonstrate our main results in section 5.
PRELIMINARIES
In this section, we introduce some definitions and preliminaries which are used throughout the paper. The norm of a space X will be denoted by Firstly, let us recall the following definitions from fractional calculus. For more details, one can see [7, 15] :
is called Riemann-Liouville fractional integral of order α, where Γ is the gamma function. 
Definition 2.2. For a function f (t) given in the interval
[0, ∞), the expression (2.2) L D α t f (t) = 1 Γ(n − α) ( d dt ) n t 0 (t − s) n−α−1 f (s)ds, t > 0,(2.3) C D α t f (t) = L D α t [f (t) − n−1 k=0 t k k! f (k) (0)], n = [α] + 1, t > 0.
Remark 2.4. (i)
The Caputo derivative of a constant is equal to zero.
(iii) If f is an abstract function with values in X, then integrals which appear in Definition 2.1 and 2.2 are taken in Bochner's sense. Now, let us recall the useful nonlinear impulsive Gronwall inequality with Caputo singular kernel which will be used in the sequel: Lemma 2.5. (Lemma 3.4 of [18] ). Let x ∈ P C(J, X) satisfy the following inequality
where
Next, we collect two well-known theorems including Krasnoselskii's fixed point theorem and P C−type Arzela−Ascoli theorem as follows: Theorem 2.6. (Krasnoselskii's fixed point theorem). Let V be a bounded closed and convex subset of a Banach space X and let A and B be two operators of V into X such that (i) Ax + By ∈ V whenever x, y ∈ V ;
(ii) A is a contraction mapping;
(iii) B is a completely continuous.
Then there exists a z ∈ V such that z = Az + Bz. (i) W is a uniformly bounded subset of P C(J, X);
Then W is a relatively compact subsets of P C(J, X).
EXISTENCE OF MILD SOLUTIONS
In this section, we mainly investigate the existence and uniqueness results for impulsive fractional semilinear differential equations with initial value boundary conditions.
In what follows, we will make the following hypotheses:
H(2)
The function f : J × X × X → X satisfies:
X → X is continuous and for each x ∈ X, g(·, ·, x) : Σ → X is strongly measurable. Moreover, there exists a function a : 
H(7)
The following inequality holds
Set the admissible control set
Then, U ad = ∅(Proposition 2.1.7 and Lemma 2.3.2 of [6] ). And it is not difficult to check that U ad is a closed and convex subset of L p (J, Y ).
According to Definitions 2.1-2.3 and [22] , we shall define the concept of mild solution for problem (1.1) as follows:
is said to be a mild solution of the problem (1.1) if there exists a u ∈ U ad such that (3.1)
ξ α is a probability density function defined on (0, ∞), that is
A solution x(·) ∈ P C(J, X) of the system (1.1) is referred to as a state trajectory of the fractional semilinear differential equation corresponding to the initial state x 0 and the control u(·).
Lemma 3.2. ([22]). If the C 0 −semigroup T (t) is uniformly bounded (i.e. sup t∈[0,∞) T (t) ≤ M < ∞), then the operators S α (t) and T α (t) have the following properties:
(i) For any fixed t ≥ 0, S α (t) and T α (t) are linear and bounded operators, i.e.,
for any x ∈ X,
In order to discuss the optimal control of system (1.1), we need
Lemma 3.3. Assume that H(1) − H(7) hold. Then there exists a constant ω > 0 such that
x P C ≤ ω, for any solution x of (1.1).
Proof. If x is a mild solution of system (1.1) with respect to
For t ∈ J, we obtain (3.2)
Then by (3.2), we have
It follows from Lemma 2.5 that
Therefore sup t∈J x(t) ≤ ω, which completes the proof. Firstly, for a compact semigroup, we have the following.
Lemma 3.4. (Theorem 2.3.2 of [14]). Let T (t) be a C 0 −semigroup. If T (t) is a compact semigroup for t > t 0 , then T (t) is continuous in the uniform operator topology for t > t 0 .
Next, we are ready to state the existence of mild solution which is based on the Krasnoselskii's fixed point theorem: 
It is obvious that B r is a bounded, closed and convex subset of P C(J, X). Define two operators A and B on B r as
and
Clearly, the problem of finding mild solutions of (1.1) is reduced to find the fixed point of the A + B. Now we prove that the operators A and B satisfy all the conditions of the Theorem 2.6. For the sake of convenience, we divide the proof into three steps.
Step 1. We prove that Ax + By ∈ B r , whenever x, y ∈ B r . For each pair x, y ∈ B r , t ∈ J, it follows from H(7) that (Ax)(t) + (By)(t)
which implies that Ax + By ∈ B r whenever x, y ∈ B r .
Step 2. We show that A is a contraction mapping on B r .
For any x, y ∈ B r , and t ∈ J, we obtain
we obtain A is a contraction mapping on B r .
Step 3. B is a completely continuous operator.
Claim 1.
We show that B is continuous on B r . Let {x n } be a sequence such that x n → x in B r as n → ∞. Then for each t ∈ J, we obtain
which implies that B is continuous.
Claim 2.
We prove that B is equicontinuous on B r . Firstly, for any ε>0, there exists δ 0 =min{
Hence, by the definition of equicontinuity, we get B is equicontinuous on [0, δ 0 ].
Next, for any x ∈ B r and
By the assumption H(2), we have
Since the compactness of T (t)(t > 0) and Lemma 3.4 imply the continuous of T (t)(t > 0) in t in the uniform operator topology, it can be easily seen that Q 3 tends to zero independently of x ∈ B r as τ 2 → τ 1 , ε → 0. It is also clear that Q 1 and Q 2 tend to zero as τ 2 → τ 1 does not depend on particular choice of x. Thus, we get that (Bx)(τ 2 ) − (Bx)(τ 1 ) tends to zero independently of x ∈ B r as τ 2 → τ 1 , which implies B is equicontinuous on Hence, by the above arguments, we obtain that {B(x) : x ∈ B r } is an equicontinuous subset in P C(J, X).
Claim 3. Now we remain to show that B is compact. Let t ∈ J be fixed. We show that the set Π(t) = {(Bx)(t) : x ∈ B r } is relatively compact in X. Clearly, Π(0) = {0} is compact. So it is only necessary to consider t > 0. For each ∈ (0, t), t ∈ (0, b], x ∈ B r and any δ > 0, we define
From the compactness of T ( α δ) ( α δ > 0), we obtain that the set Π ,δ (t) = {(B ,δ x)(t) : x ∈ B r } is relatively compact set in X for each ∈ (0, t) and δ > 0. Moreover, we have
Since ∞ 0 ξ α (θ) = 1, the last inequality tends to zero when → 0 and δ → 0.
Therefore, there are relatively compact sets arbitrarily close to the set Π(t), t > 0.
Hence the set Π(t), t > 0 is also relatively compact in X. From the above claims and Theorem 2.7, we know that B is a completely continuous operator. Hence, the operators A and B satisfy all the conditions of Theorem 2.6. As a result, by Theorem 2.6, we obtain that A + B has a fixed point x on B r . Therefore system (1.1) has at least one mild solution on J. The proof is completed. Now, according to the Banach contraction mapping principle, we shall show a uniqueness result of mild solution as follows:
Theorem 3.6. Assume that the hypotheses H(2) − H(7) are satisfied. Then the problem (1.1) has a unique mild solution on J provided that
Proof. Consider the operator :
Obviously, any mild solutions of the problem (1.1) are fixed points of the operator
Like the proof of step 1 in Theorem 3.5, we can easily obtain x ≤ r for any x ∈ B r , which means that B r ⊆ B r .
For t ∈ J, and x, y ∈ P C(J, X), we obtain
which implies is a contradiction operator from the assumptions in the theorem. According to Banach's fixed point theorem, we obtain the problem (1.1) has a unique mild solution on J. The proof is completed.
OPTIMAL CONTROL RESULTS
In this section, we are concerned with the following Lagrange problem (P). Minimize a cost function of the form
L(t, x(t), u(t))dt,
among all the admissible state control pairs of the impulsive fractional semilinear differential equations (1.1), i.e., find an admissible state control pair
where x denotes the mild solution of system (1.1) corresponding to the control u ∈ U ad . For the existence of solutions for problem (P), we shall introduce the following assumptions:
Next, we can give the following result on existence of optimal controls for problem (P): 
where x denotes a mild solution of system (1.1) corresponding to the control u ∈ U ad .
Proof. If inf{J (x, u) : (x, u) ∈ P C(J, X) × U ad } = +∞, then it is clear that the Lagrange problem (P) has an optimal pair.
Without loss of generality, we assume that inf{J (x, u) : 
Since U ad is closed and convex, then by Marzur lemma, u 0 ∈ U ad . Let {x m } denote the sequence of solutions of the system (1.1) corresponding to {u m }, i.e., (4.2)
Now, we prove that {x m (t)} is relatively compact on P C(J, X) based on Theorem 2.7.
Firstly, it follows the boundedness of {u m } and Lemma 3.3, one can check that there exists a positive number ω such that x m P C ≤ ω, which implies that x m P C is uniformly bounded.
Next, for each interval
, like the proof of Claim 2 in Theorem 3.5, it is not difficult to show that {x
Finally, similar to the proof of Claim 3 in Theorem 3.5, we can show that {x
} are all relatively compact subsets of P C(J, X). Hence, by Theorem 2.7, we can deduce that {x m } is relatively compact on P C(J, X). Therefore, there exists a function x 0 ∈ P C(J, X) such that
Moreover, by H(3), we get
It follows from (4.3) that
Similarly, we have
and by H(4), we obtain
Hence, from the dominated convergence theorem, one can deduce that
By H(2)(iii), we get
Then, in view of (4.3) and (4.4), we can obtain
and by H(2)(ii), we get
Thus, by means of the dominated convergence theorem, one can prove that 
L(t, x(t), u(t))
dt is sequentially lower semicontinuous in the strong topology of 
The proof is completed.
AN EXAMPLE
Consider the following initial-boundary value problem of fractional impulsive parabolic control system 
