Abstract-Duality between estimation and optimal control is a problem of rich historical significance. The first duality principle appears in the seminal paper of Kalman-Bucy, where the problem of minimum variance estimation is shown to be dual to a linear quadratic (LQ) optimal control problem. Duality offers a constructive proof technique to derive the Kalman filter equation from the optimal control solution.
I. INTRODUCTION
In Kalman's celebrated paper with Bucy, it is shown that the problem of minimum variance estimation is dual to a deterministic optimal control problem [1] . Duality offers a constructive proof technique to derive the Kalman filter equation from the optimal control solution [2, Ch. 7] . Apart from the formulation's aesthetic appeal to control theorists and aficionados of variational techniques, the proof helps explain why, with the time arrow reversed, the covariance update equation of the Kalman filter is the same as the dynamic Riccati equation (DRE) of optimal control. Given this, two natural questions are: (i) What is the dual optimal control problem for the nonlinear filter? and (ii) Can the equation of the nonlinear filter be derived from the solution of an optimal control problem? These questions are answered in this paper.
In classical linear Gaussian settings, dual constructions are of the following two types [3, Sec. 7.3] : (i) minimum variance estimation, which was first outlined in KalmanBucy's original paper, and (ii) minimum energy estimation whose formulation first appears in [4] .
Given the historical significance of this area, several extensions have been considered over the decades [4] , [5] , [6] , [7] , [8] . Much work has been done on extending and interpreting the duality for minimum energy estimation as (i) a MAP estimator [8] , [9] ; (ii) through an application of the log transformation to transform the Bellman equation of optimal control into the Zakai equation of filtering [6] , [7] , [10] ; or (iii) based upon the variational KallianpurStriebel formula [11] , [12, Lemma 2.2.1] . Based on these extensions, the negative log-posterior has been shown to have an interpretation as an optimal value function. Such a formulation is used to derive the equations of nonlinear smoothing in a companion paper on arxiv [13] .
It must be said that none of these earlier results are extensions of duality for the minimum variance estimation problem. It has been noted in prior work that (i) the dual relationship between the DRE of the LQ optimal control and the covariance update equation of the Kalman filter is not consistent with the interpretation of the negative log-posterior as a value function, and (ii) some of the linear algebraic operations, e.g., the use of matrix transpose to define the dual system, are not applicable to nonlinear systems [14] , [9] . For these reasons, the original duality of Kalman-Bucy is widely understood as an LQG artifact that does not generalize [14] .
The present paper has a single contribution: generalization of the original Kalman-Bucy duality theory to nonlinear filtering. It is an exact extension, in the sense that the dual optimal control problem has the same minimum variance structure for linear and nonlinear filtering problems. KalmanBucy's linear Gaussian result is shown to be a special case. Explicit expressions for the control Lagrangian and the Hamiltonian are described. These expressions are expected to be useful to construct approximate algorithms for filtering via learning techniques that have become popular of late.
A related but distinct formulation for duality was proposed by the authors in a recent paper [15] . The formulation described in this paper is original and fixes many of the issues (information structure, stochastic terms in the objective function) in the earlier paper. Both the objective function and the BSDE constraint described in this paper are original. The main analysis technique -the use of maximum principle to derive the nonlinear filter -is also original.
The outline of the remainder of this paper is as follows: The dual optimal control problem is proposed in Sec. II. The dual problem is described for two cases: in the first the state space is finite, and in the second the state is defined as an Itô-diffusion. The solutions for these two cases appears in Sec. III and Sec. IV, respectively. A martingale characterization of the solution appears in Sec. V. The proofs are contained in the Appendix.
II. PROBLEM FORMULATION
Notation: For state-space denoted by S, we let B(S) denote the Borel σ -algebra on S, and P(S) denote the set of probability measures on B(S). Any probability measure µ ∈ P(S) acts on a Borel-measurable function y according to µ(y) ∶= ∫ S y(x)µ(dx).
For a filtration Z ∶= {Z t ∶ 0 ≤ t ≤ T } and a measurable space S, L 
A. Filtering problem
Consider a pair of continuous-time stochastic processes (X,Z). The state X = {X t ∶ 0 ≤ t ≤ T } is a Markov process that evolves in the state-space S. The vector-valued observation process Z = {Z t ∶ 0 ≤ t ≤ T } is defined according to the following model:
where h ∶ S → R m is the observation function and W = {W t ∶ t ≥ 0} is an m-dimensional Wiener process (w.p.) with covariance matrix R ≻ 0. The initial distribution for X 0 is denoted π 0 ∈ P(S). The filtering problem is to compute the conditional distribution (posterior) of the state X t given the filtration (time history of observations) Z t ∶= σ (Z s ,0 ≤ s ≤ t). The posterior distribution at time t is denoted as π t . It is an element of P(S). For any integrable function f ∶ S → R,
It is well-known that π t ( f ) is the minimum variance estimator of f (X t ) [16, Lemma 5.1]. The central question of this paper is to formulate the minimum variance estimation as a dual optimal control problem. These formulations are described in Sec. II-B and Sec. II-C, for the Euclidean and the finite state-space settings, respectively. The duality principle is then presented in Sec. II-D. The relationship to the well known linear Gaussian case is discussed in Sec. II-E.
B. Itô diffusion on the Euclidean space
The state process X evolves on S = R d according to the Itô stochastic differential equation (SDE)
where B = {B t ∶ t ≥ 0} is a vector valued standard w.p., and a(⋅), σ (⋅) are C 2 functions of appropriate dimensions. It is assumed that W , B, X 0 are mutually independent.
The differential generator of X, denoted as A, acts on C 2 functions in its domain according to
, and x ∈ R d , a cost function is defined as follows:
Dual optimal control problem:
The constraint (4b) is a backward stochastic partial differential equation (BSPDE) with boundary condition prescribed at the terminal time T . The function f appearing in this boundary condition is allowed to be random, with
). The admissible set of control input is as follows:
; cf., [17] .
C. Finite state-space
The continuous-time process evolves on the finite state space S = {e 1 ,...,e d }. Its statistics are characterized by the initial distribution π 0 ∈ P(S) and the row-stochastic rate matrix A ∈ R d×d . The dual of P(S) is the space of all functions on S, which can be identified with R d : Any function y ∶ S → R is determined by its values at the basis vectors {e i }, and for any π ∈ P(S), the expectation can be expressed as a dot product: π(y) = ∑π(ei)y(ei). Similarly, the observation function can be expressed h(x) = H ⊺ x, x ∈ S, where H ∈ R d×m . We also define a d × d matrix for each i as follows:
The cost function in this case is defined as
where
The constraint is a backward stochastic differential equation (BSDE) with terminal condition as before. We write
, with our convention that functions on S are identified with vectors in
D. Duality relationship
Suppose Z is defined according the observation model (1). Consider an admissible control input U ∈ U and define Y 0 via solution of the BSDE -Eq. (4b) for the Euclidean case, and Eq. (7b) for the finite case. Assume the following linear structure of the estimator:
The duality relationship is expressed in the following proposition whose proof appears in Appendix. A:
Proposition 1: Consider the observation model (1), the linear estimator (8), together with the dual optimal control problem. Then for any choice of admissible control U ∈ U:
Thus, formally, the problem of obtaining the minimum variance estimate S T of f (X T ) (minimizer of the right-hand side of the equality) is converted into the problem of finding the optimal control U (minimizer of the left-hand side of the identity). However, there is a subtle problem: It is not apriori clear whether there exists a U ∈ U such that S T = π T ( f ) 1 . In this paper, the following assumption is made:
Under this assumption, the following is proved in Appendix. B:
Proposition 2: Consider the dual optimal control problem. Suppose U = {U t ∶ 0 ≤ t ≤ T } is the optimal control input and that Y = {Y t ∶ 0 ≤ t ≤ T } is the associated optimal trajectory obtained as a solution of the BSDE. Then for all t ∈ [0,T ]:
E. Linear-Gaussian case
The linear-Gaussian case assumes the following model:
1) The drift in the Itô diffusion is linear in x. That is, a(x) = Ax and h(x) = Hx where A ∈ R d×d and H ∈ R m×d . 2) The coefficient of the process noise is a constant matrix, σ (x) ≡ σ . We denote Q ∶= σ σ ⊺ ∈ R d×d . 3) The prior π 0 is a Gaussian distribution with mean m 0 ∈ R d and variance Σ 0 ∈ R d×d .
Classical Kalman-Bucy duality is concerned with the problem of constructing a minimum variance estimator for the random variable f ⊺ X T where f ∈ R d is a given deterministic vector [1] . Therefore, we also have 4) The terminal condition in (4b) is a linear function f ⊺ x.
We impose the following restrictions:
1) The control input U = u is restricted to be a deterministic function of time (in particular, it does not depend upon the observations). Such a control is trivially Zadapted hence admissible. For such a control input, with deterministic f , the solution Y = y of the BSPDE is a deterministic function of time, and V = 0. The BSPDE becomes a PDE:
(10) where the lower-case notation is used to stress the fact that u and y are now deterministic functions of time.
2) Without loss of generality, it suffices to consider the restriction of the optimal control problem (4) on a finite (d−) dimensional subspace of the function space:
It is easy to see that V is an invariant subspace for the dynamics (10). On V, the PDE reduces to an ODE:
and the cost function becomes
It no longer depends upon x. In summary, the optimal control problem (4) reduces to the deterministic LQ problem of classical duality:
The solution of the optimal control problem yields the optimal control input u, along with the vector y 0 that determines the minimum-variance estimator:
The Kalman filter is obtained by expressing
Remark 1: Consider the dual optimal control problem (7) for the finite state space model. Suppose one only allows control inputs U that are deterministic functions of time. In this case, Y is a deterministic function of time and V = 0. Consequently, the objective function in (7a) simplifies (11) where Σ 0 ∶= E((X 0 − π 0 )(X 0 − π 0 ) ⊺ ) and E(Q(X)) is the quadratic variation process for X. The resulting problem is a deterministic LQ problem whose optimal solution {U t ∶ 0 ≤ t ≤ T } will (in general) yield a sub-optimal estimate S T using (8) . In Appendix C, the solution is used to derive a Kalman filter for the Markov chain. Such sub-optimal filters for Markov chains have been applied in [19] , [20] .
We have now set the stage to derive the nonlinear filter via the solution to the dual optimal control problem. We describe the solution for the finite state case first in Sec. III. Although technically and notationally more challenging, the considerations for the Euclidean case are entirely analogous and described in Sec. IV.
III. SOLUTION FOR THE FINITE-STATE CASE
A. Standard form of the optimal control problem Consider the dual optimal control problem (7) associated with the finite state space model. There is only one natural filtration in this problem, the filtration Z generated by the observation process. The 'state' of the optimal control problem (Y,V ) is adapted to the filtration by construction. So, the problem is fully observed. However, the problem is not in its standard form [21, Def. 5.4] . There are two issues:
1) The stochastic process Z on the right-hand side of the BSDE (7b) is not a Wiener process.
2) The cost function in (7b) depends upon the exogenous process X which is not adapted to Z. In order to resolve these issues and express the optimal control problem in a standard form, we introduce three stochastic processes π ∶= {π
From the standard filtering theory, it is well known that i) I is a Wiener process that is adapted to Z [16, Lemma 5.6], and ii) the filtration σ (I s ∶ 0 ≤ s ≤ t) generated by the innovation process equals Z t for all t ∈ [0,T ] [22] . We therefore express the BSDE constraint as
The solution (Y,V ) is adapted to Z, now interpreted as the filtration generated by the innovation process. In order to remove the explicit dependence of the cost function on the non-adapted process X, we use the tower property of the conditional expectation:
Because Y,V,U are all Z-adapted, it is a straightforward calculation to see that
The function L is the control Lagrangian.
We are now ready to state the standard form of the optimal control problem for the finite state-space case:
Dual optimal control problem (standard form):
In its standard form, all the processes are adapted to the filtration Z and moreover the stochastic process I on the right-hand side of the BSDE is a Wiener process with respect to this filtration.
B. Solution using the maximum principle
The Hamiltonian
A characterization of the optimal input is contained in the following. Its proof, based on an application of the maximum principle [23] , appears in the Appendix. D.
Theorem 1: Consider the optimal control problem (13). Suppose U = {U t ∶ 0 ≤ t ≤ T } is the optimal control input and that (Y,V ) = {(Y t ,V t ) ∶ 0 ≤ t ≤ T } is the associated optimal trajectory obtained as a solution of the BSDE (13b). Then there exists a Z-adapted vector valued process P = {P t ∶ 0 ≤ t ≤ T } such that
where P and Y satisfy (forward)
Remark 2: From linear optimal control theory, it is known that P t = M t Y t (see [18, Sec. 6.6] ) where M ∶= {M t ∈ R d×d ∶ 0 ≤ t ≤ T } is a Z-adapted matrix-valued process. The boundary condition P 0 = Σ 0 Y 0 suggests that M = Σ. This is indeed the case as shown in the proof of Theorem 2, where the following equation is derived (see (25) ):
This is the DRE of the nonlinear filter.
C. Derivation of the nonlinear filter
From Prop. 2, using the formula (14) for the optimal control,
This formula is used to derive the Wonham filter [24] . The proof of the following theorem appears in the Appendix. E. Theorem 2 (Nonlinear filter): Consider the optimal estimator (16) where (Y,V ) and P solve Hamilton's equations (15) . Then
and furthermore P t = Σ t Y t for all t ∈ [0,T ].
IV. SOLUTION FOR THE EUCLIDEAN CASE
As in the finite state-space case, the starting point is the definition of the Lagrangian:
where the cost function for the Euclidean case is defined in (3) and π t is the conditional distribution at time t defined according to (2) . Explicitly,
The standard form of the optimal control problem is as follows:
Assumption A2: The (generic) measure µ is absolutely continuous with respect to Lebesgue measure.
In the remainder of this section, with a slight abuse of notation, we will drop the tilde to simply write ⟨µ, f ⟩.
The co-state p ∈ L 2 (R d ;R) and the Hamiltonian are defined as follows:
Hamilton's equations are described in the following, while the proof appears in Appendix. F:
Theorem 3: Consider the optimal control problem (18) . Suppose U = {U t ∶ 0 ≤ t ≤ T } is the optimal control input and the (Y,V ) = {(Y t ,V t ) ∶ 0 ≤ t ≤ T } is the associated optimal solution obtained by solving BSPDE (18b). Then there exists a Z-adapted function-valued process
where the optimal control is given by
Using the result of Prop. 2, the optimal estimator is
As before, the formula is used to derive the equation for the Kushner filter equation [25] . The proof appears in Appendix. G: Theorem 4: Consider the optimal estimator (21) where (Y,V ) and P solve Hamilton's equation (19) . Then the conditional density solves the SPDE:
V. A MARTINGALE CHARACTERIZATION
For the finite state-space case, define the function
For the Euclidean case, the analogous function is as follows:
In the statement of the following theorem, U * denotes the optimal control input as defined according to the formula (14) for the finite-state-space and the formula (20) for the Euclidean case. The proof appears in the Appendix. H.
Theorem 5:
Suppose π is the posterior process and (Y,V ) is the Z-adapted solution of the dual BSDE. For every input U ∈ U, the process
is a supermartingale; it is a martingale if and only if U = U * . Consequently,
with equality if and only if U = U * . Consequently, the righthand side is the value function for the dual optimal control problem. 
Using the formula (8) for the estimator, the error
Upon squaring and taking an expectation,
Finite state-space case: A martingale N = {N t ∶ t ≥ 0} is defined as follows: It then follows from Assumption (A1) that S t = π t (Y t ).
