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Modeling of Face-to-Face Behavior in 
Scenario-based Interaction among 
Humans and Robots 
場面別のインタラクションにおける人およびロボットと
の対面行動モデルに関する研究 
 This dissertation summarizes a study on face-to-face interaction. The core issue is 
to create model of facing and face-to-face behavior (mutual action of facing) according 
to scenarios. The model of facing is studied based on two aspects of information: (i) 
geometric information of position of head as well as head-orientation, (ii) human 
perception during having social interaction. Experiments for modeling face-to-face are 
conducted under non-instructed and instructed human-human interaction, with 
subjects' face and gaze detected by using wearable devices. For each subject, a 
probability density chart is generated which shows how he/she distributes 
head-orientation during looking at others' face. The feature of all subjects' behavior 
under each specific scenario is fitted with Gaussian distribution. Based on the Gaussians, 
several ranges of head orientation could be calculated, which contribute a majority to 
visual focus of attention. Such head-gaze mapping provides theoretical support to the 
development of several automatic systems that measure face-to-face interaction based on 
head-orientation. Those systems can be used to create applications to human-robot and 
human-human interaction. In case of human-robot interaction, I focus on 
robot-assisted therapy for children with autism spectrum disorder, and social robots that 
provide information service in a hotel's public space. Similar therapeutic activity is 
conducted for describing face-to-face in human-human interaction. Throughout this 
study, it is suggested that face-to-face is performed in different ways according to 
scenarios, and face-to-face - as a fundamental social behavior - can be used to describe 
social interaction. 
 This dissertation includes seven chapters. The first chapter introduced the 
motivation, objectives as well as the contributions of the study. Some related works were 
shown in the second chapter. In the third chapter, I explained the technical approaches 
used for detection of face and gaze, and proposed the method that modeled face-to-face 
behavior throughout experiments with human subjects. Then the next two chapters 
introduced several applications to human-robot and human-human interaction, where 
face-to-face behavior was detected and analyzed. In the last two chapters, I discussed 
the experiment results and concluded the study. In the form of an abridged version of 
the dissertation, the contents are rearranged as follows. 
 
Introduction 
Scenarios are the descriptions that distinguish different subjects, their background 
information, the environmental and contextual conditions where they act, sequences of 
their actions, their targets and goals (Go and Carroll, 2004a). Considering scenarios is 
an effective way in the designing process throughout various disciplines such as 
human-computer interaction, engineering of requirements, object-oriented design, and 
strategic planning (Go and Carroll. 2004b; Jarke, Bui and Carroll, 1998). Regarding 
face-to-face interaction, I summarized some scenarios in Figure 1. We see face-to-face 
happen in human-human, human-robot, and robot-robot interaction; We see 
face-to-face happen in different places such as home and public spaces; It could also 
happen within different spatial zones (e.g. personal zone which represents the distance 
from 0.45m to 1.2m, and social zone which is from 1.2m to 3.6m) as Hall defined in his 
work (1966). In this dissertation, the study of face-to-face covers most of the scenarios 
shown in Figure 1. Although it is quite difficult to conduct comparative study among 
different scenarios due to different environment or context of the interaction, the study 
could reach some important objectives: 
 
• Objective 1: Modeling face-to-face based on human-human interaction 
To model face-to-face, we first need to model the one-way facing. The model of 
facing in this research is a probability density map that shows how people distribute 
head orientation during facing someone. The model is investigated under 
non-instructed and instructed human-human interactions, where human might have 
different awareness and therefore different body movement when acting with the same 
behavior. 
Experiments for modeling of face-to-face are conducted under human-human 
interaction. The feature of face-to-face in human-human interaction could be used as 
important reference for human-robot interaction, because (i) Analyzing the patterns on 
how human behave natural behavior in front of robots could generate knowledge to 
understand robots as social agent. (ii) Human's response would be activated when robots 
could perform and perceive human behavior as same as human (Eyssel et al, 2012). 
 
• Objective 2: Applying the model in the development of face-to-face measuring 
systems 
 
Figure 1.  Different scenarios of face-to-face 
 
Camera based and infra-red based systems could be developed by referring to the 
proposed model. Each system should have functions that adjusting the criteria for the 
judgment of face-to-face according to different scenarios. What's more, comparative 
study between system's and human's judgment on the same targets should be conducted. 
This would help to fulfill the gap between geometric correct and perceptual correct. 
   
• Objective 3: Measuring face-to-face under different scenarios 
 A direct target of measuring face-to-face is to provide data support to the research 
on behavior science. Especially for those people who have difficulty in having social 
interaction, measuring their face-to-face behavior might be helpful for perceiving their 
state-of-health (Ono et al, 2012). 
 From another perspective, since it is difficult to generate a constant general model 
of face-to-face across scenarios, it is with highly importance to obtain feedback to a 
model when it is applied under different scenarios, which could be used to further 
understand and enhance the model. 
 
K-degree face-to-face interaction 
 Usually when we say a person A is facing another person B, person A's head 
orientation is not directly pointing to person B's face. However, person A can use gaze 
to shift his attention towards person B's face. Therefore, I created a perceptive zone 
(Figure 2) to identify the behavior of facing someone. Referring to this perceptive zone, 
I defined the following behavior in this dissertation: 
 
• One-way facing (person A facing person B): B's face is within A's perceptive zone. 
• K-degree face-to-face interaction between person A and B: Each person's face is 
within the perceptive zone of the other person. 
 
 In these definitions, the position of the face is defined as the middle of the two eyes. 
This position is also the vertex of the perceptive zone. In this dissertation, when we use 
the term "face someone'', it means to face someone's face according to the perceptive 
zone. The concept of k-degree face-to-face is mainly used within a range from 45cm to 
120cm, which is called personal zone according to the proxemics defined by Hall (1966). 
The threshold of k-degree face-to-face (the half-vertex angle) is not fixed. We need to 
adjust the threshold according to different scenarios. 
 
 
Figure 2.  A cone-shaped perceptive zone around one's head orientation, which is used 
to define k-degree face-to-face interaction 
k°
45cm
120cm
Technical approaches 
 To create a model of face-to-face that refers to head orientation and gaze direction, 
I used Face-API (Seeing Machines inc.) and SMI gaze tracker (SensoMotoric 
Instruments Inc.). Face API is a set of camera-based routines that cand be programmed 
for face detection. Using Face-API, I developed an automatic system to measure 
k-degree face-to-face. The system consists of two units: the image-processing unit and 
the face-to-face judging unit. The image-processing unit detects face, estimates its 
position and rotation in 3D camera-coordinate system. The judging unit refers to the 
parameters provided by image-processing unit to compute the perceptive zones of the 
detected face and an agent's face. The agent is defined as a person who wears a camera 
on his head (e.g. wearing SMI gaze tracker), or a humanoid robot that has a camera 
installed on the head (e.g. the robot NAO). The system gives a judgment about 
face-to-face by checking whether each face is within the other one's perceptive zone. 
 The SMI gaze tracker is a glasses-shaped wearable device with a digital camera in 
the middle that captures the participant's first-person view, and two infra-red cameras 
that monitor two eye balls' movement. Based on the eye balls' movement, SMI gaze 
tracker calculates the participant's gaze point in the first-person view and records it (60 
frames/second). I combine the functions of SMI gaze tracker and Face-API to build a 
software that automatically computes the angle between the participant's horizontal 
head-orientation and gaze-direction when he/she is looking at others' face. Face-API is 
used in the system for face detection based on the first-person view provided by gaze 
tracker. During face detection, the system divides the first-person view into several 
segments in order to improve the efficiency of Face-API. The coordinates of face 
position (defined as middle of two eyes) in segment is converted to the coordinates in 
the entire first-person view, and a facial region is then defined. The software 
automatically checks whether the gaze point (provided by gaze tracker) is located within 
the facial region. If so, the status is recognized as looking-at-face. When the status is 
looking-at-face, the estimated 3D gaze vector at current moment (by gaze tracker) will 
be extracted and used for computing its horizontal component, which is the angle 
between one's horizontal head-orientation and gaze-direction. Such angle is referred to 
in different scenarios in order to investigate the threshold of k-degree face-to-face 
interaction. 
Modeling of face-to-face interaction 
 To create a model of face-to-face, 18 subjects (13 male, 5 female, from 5 different 
countries, aged from 24 to 29) were asked to participate in 10 sessions of experiment. In 
each session, one subject was asked to wear the gaze tracker and there were other two 
confederates who did not wear any device on them. During the experiment, the subject 
and confederates were sitting around a round table (diameter: 1.1m) with a seat 
arrangement which was close to a regular triangle. The seats were fixed during the 
experiments. In each session, I conducted experiment under the two following scenarios: 
 
• Non-instructed scenario: 10-minute free talk (topic decided by the three people) 
• Instructed scenario: The subject was asked (orally, by an experiment instructor) to 
look at the left and then the right confederate's face; During such process, keeping 
looking at each confederate's face for at least 3 seconds; Repeating the process for 5 
times. 
 
The system generated the probability density of each subject's head orientation with 
resolution of 1 degree on the interval [-30°, 0°] or [0°, 30°] in case of looking at the left 
or right confederate's face. From the subject's perspective, -30° and 30° are the 
directions towards two confederates. Figure 3 is one subject's probability density of head 
orientation. We could see the subject's head orientation distributed from 6 to 24 degree, 
and with a peak on 16 degree. Such probability density was generated for each of the 10 
subjects according to different scenarios. 
 
 
Figure 3.  An example of one subject's probability density of head-orientation when he 
was looking at face of the right confederate (who was sitting at 30-degree position) 
Head orientatioin/degree
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 Having 10 subjects' probability density of their head orientation, for each value in 
[-30°, 0°] and [0°, 30°], I calculated a mean probability among the 10 subjects, and used 
Gaussian Model to fit the results under 2×2 conditions (left and right, instructed and 
non-instructed scenario). The results indicated that: (i) Comparing to instructed 
scenario, when having free talk, the subjects used head movement with smaller angles to 
look at faces; (ii) Under each specific scenario, the absolute peak value of head 
orientation on the left and right sides were close to each other. 
 I also analyzed the probability density when subjects were not looking at face under 
the non-instructed scenario, and similarly used Gaussians distribution to fit the average 
results among 10 subjects. Compared to looking at face, when not looking at face, the 
peak of Gaussian was lower, which inferred that subjects' head orientation was much 
more fixed (within a narrower range) when looking at faces. 
 Based on the concept of k-degree face-to-face, I calculated the minimum ranges of 
head-orientation that could cover more than 70%, 80%, and 90% probability in the 
fitted Gaussian Models. Each range had one side on -30° or 30°, and the length of range 
was considered as the value of k. These values of k under different scenarios and 
conditions contributed to the definition of k-degree face-to-face. For example, when 
subjects looked at left confederate's face under non-instructed scenario, there was 90% 
probability that the subjects' head orientation was within a 23-degree perceptive zone. 
Taking 80% of probability as a base line, in case of non-instructed scenario, 20 degree 
could be accepted as threshold, while 15 degree was accepted as threshold for instructed 
scenario. 
 
Applications to human-robot and human-human interaction 
Children with autism spectrum disorder are potential subjects for setting up 
activities and using the automatic system to measure face-to-face behavior. In this 
dissertation, two kinds of social activity were prepared for autistic children in order to 
trigger their affective response. The first kind of activity used a humanoid robot NAO 
that was remotely controlled and performing some social behavior (nodding head, 
waving hand, giving presents, etc.) in front of each of 10 autistic children. In the other 
activity, a therapist wearing head-mounted camera used some toys (tablet, painting, etc.) 
to interact with each of 5 children, during which the therapist sometimes guided those 
children to behave some body-gestures (raising hand, doing hi-five, etc). Those 
children's behavior in the activities was recorded by the camera on the robot/therapist's 
head, and the face-to-face behavior between children and robot/therapist was analyzed 
by using the developed automatic system. What's more, the horizontal head orientation 
of those children was analyzed into probability density charts. 
Throughout experiments, the results showed that the means of horizontal head 
orientation of the 10 autistic children in the robot-assisted activity, and 5 autistic 
children in the activity with a therapist, could be fitted with Gaussian distribution 
according to each of the scenarios. In case of robot-assisted activity, peak of the fitted 
Gaussian was located close to 0 degree, which suggested that on the horizontal way, 
those children tended to move their head directly towards the robot’s head and body. 
The children's horizontal head movement in [-11°, 11°] covered more than 80% of 
probability. While in the activity with therapist, the autistic children tended to shift 
their heads to the left side during the activity, and a range [-16°, 16°] was required to 
cover more than 80% of the probability, which was wider than that of the robot-assisted 
activity. 
 
Contributions 
• Contribution to the research filed of visual focus of attention 
The model of face-to-face in this dissertation considered human face as the visual 
target, which contributes to a specific aspect of the researches on visual focus of 
attention (VFOA). Recent works on VFOA suggested some factors that may affect the 
relation between head-orientation and VFOA, such as density of visual targets (Ba and 
Odobez, 2009), previous status of head pose and gaze (Sheikhi and Odobez, 2012), and 
sound information (Stiefelhagen, Yang, and Waibel, 2001). However, in those works, 
VFOA was not really based on subjects' awareness in interaction with others, and the 
study on scenarios was missing. In this dissertation, face-to-face is with more specific 
VFOA which is human face. This could connect the behavior analysis to the awareness 
of having social interaction. What's more, throughout experiments with human subjects, 
I take into account a contextual factor - instructed/non-instructed scenario - which 
could affect the relation between head-orientation and looking-at-face. 
In the modeling of face-to-face, I separated the non-instructed and instructed 
scenario to conduct experiments. It is important to see the features of behavior under 
each specific scenario, because those two scenarios are considered to be used for 
different applications. For example, non-instructed scenario could be planned in public 
spaces during people's social activities (e.g. ball games), whereas instructed scenario 
might be useful as a way of training social orienting capability for children with 
developed disorders (e.g. children with autism spectrum disorder). The behavior analysis 
results in this research could provide theoretical and data supports to the design of those 
applications. 
The experiment results under human-human interaction in this research is similar to 
a previous human-computer interaction research conducted by Fang et al (2013), in 
which the author investigated how human subjects distribute their head orientation 
during watching ultra high definition television. Such comparison could help to extend 
the understanding of VFOA into a wider scope. 
 
• Contribution on system engineering 
 Current technologies on gaze tracking require heavy instrumentation on users' body. 
With the modeling of face-to-face and concept of k-degree face-to-face introduced in 
this dissertation, it is possible to develop technologies to measure face-to-face 
interaction based on head-orientation. In the dissertation, I proposed two approaches 
for measurement of face-to-face: camera-based approach and infra-red based approach. 
Both approaches could adjust the value of k according to different scenarios in order to 
measure k-degree face-to-face. What's more, camera-based approach can be used to 
create different systems such as robot-vision system, head-mounted camera system or 
360-degree camera system. Each system has its certain benefits. 
 
• Contribution on body-language 
 This work is an early attempt that describes face-to-face in both geometric and 
perceptual way. The geometric way of understanding face-to-face extends the theory in 
Chapple’s work (1942), and the perceptual way - which considers the status that having 
social interaction as basis - sets up a bridge between physical behavior action and 
analysis of social interaction, as well as between face-to-face and other behavior. It could 
therefore enhance the understanding of face-to-face in terms of body language. 
 
Conclusion 
 In this dissertation, I proposed a model of face-to-face interaction. The model 
refers to both geometric and perceptual information to describe face-to-face. Under 
each specific scenario, people’s face-to-face behavior can be fitted with one Gaussian 
distribution. Referring to the proposed model, it is possible to select spatial thresholds 
of k-degree face-to-face, so that head orientation behaved during face-to-face could 
contribute a majority to visual focus of attention under specific scenarios. The model 
also provides theoretical support to creating different kinds of social activities. 
 The method used to model face-to-face - which looks into probability density of 
head orientation during looking at face - can be used in different scenarios to create 
statistical behavior analysis. Based on the proposed model, several automatic systems 
that measure face-to-face behavior were developed and used in different activities to 
describe social interaction. 
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