Early Warning Systems (EWS) can play a crucial role in mitigating the effects of natural disasters. Modern EWSs leverage wireless sensors for real-time monitoring of natural phenomena and computing-intensive scientific applications for scenario-based prediction and analysis of sensor data. This paper presents the UrbanFlood Common Information Space (CIS), a framework facilitating the creation, deployment and reliable operation of early warning systems. CIS proposes a reference architecture for EWS and provides services to address problems common to all EWSs as complex software systems: integration of legacy scientific applications, workflow orchestration, allocation of computational resources and robust operation. We demonstrate a flood early warning system created using the CIS technology and discuss the benefits of our approach which include shorter EWS development time, exposing EWS as a set of reusable services, platform independence and extensibility.
Introduction & Motivation
Early Warning Systems are found in many places. In spite of variations between monitored domains, their main goal is similar: to reduce economic losses and mitigate the number of deaths from disasters by delivering information which allows people and organizations to prepare for emerging disasters [1] . This paper deals with systems which rely on wireless sensors and provide early warnings against environmental threats (fires, floods, earthquakes). Such EWSs typically contain parts responsible for gathering data from sensors, a number of scientific applications for performing various analyses of this data (such as simulation-based predictions) and user interfaces where analysis results are presented. A scientific challenge is to find the best methods and tools for flexible and efficient integration and orchestration of these compute-and data intensive applications in a way that fulfills the requirements specific for the EWSs as a class of systems.
Emerging initiatives such as the Inspire directive [2] , the GEOSS initiative [3] or SEIS [4] recognize the importance of common standards and infrastructures for organizing geospatial information, including the requirements of early warning systems.
The goal of the UrbanFlood project [5] is to create an open platform for Early Warning Systems. An Early Warning System is understood, very broadly, as any system which follows a four-step cycle: (1) Monitoring: data is collected in real time from sensors and fed to EWS; (2) Analysis: one or more applications are invoked to perform analysis of sensor data streams, such as anomaly detection or simulations based on expert models; (3) Judgement: the outcome of this analysis is judged according to EWS-specific rules in order to estimate the risk level or determine the necessity of taking action: (4) Advice/act: if mandated by the value judgment, further in-depth analysis may be invoked in order to recommend or automatically perform actions to influence the system.
The heart of the ICT infrastructure of the UrbanFlood platform is the UrbanFlood Common Information Space. While the concept of a common information space is central to the above-mentioned emerging initiatives, it usually forms a small part of the whole system. In contrast, the UrbanFlood CIS is meant as a blueprint, or a reference model, for an entire EWS. While the UrbanFlood platform is generic, the project validates it on the basis of flood early warning scenarios [6, 7] .
The key goal of CIS is to help reduce effort related to development of a new EWS by providing a reference model and a methodology for building early warning systems, and a framework for running them. CIS addresses all stages of the EWS lifecycle: (1) creation of a blueprint for a specific early warning system, e.g. for flood monitoring; (2) deployment of the blueprint in a concrete setting (for a specific dike managed by a specific institution); (3) reliable operation of the Early Warning System. CIS, being a software framework, aims at solving problems common to all early warning systems at all these stages, such as integration of legacy scientific applications, workflow orchestration, allocation of computational resources and robust operation.
The paper is organized as follows. In section 2 related work is discussed. Section 3 describes concepts and technical details of the Common Information Space. Section 4 presents the Flood Early Warning System implemented using the CIS technology. Section 5 concludes the paper.
Related Work
Interest in Early Warning Systems has picked up over the past years; however the applied approaches have usually been very specific, and the created systems rather monolithic. In a typical solution sensor data is acquired, processed by a model (scientific application) and then visualized using a tool. Based on the tool or on the outcome of the model, a warning is generated. Usually these systems do not offer any interaction, the models are not extensible and there is no support for arbitrary types of sensors.
Some use cases warrant a different, more global approach. These include Tsunami Early Warning Systems, Earthquake Early Warning Systems and Fire Early Warning Systems. The Indian Tsunami Early Warning [8, 9] combines sensors for earthquake detection, ocean-based sensors to detect tsunamis, satellites to correlate weather information together with maps of the area to be able to correctly predict where the tsunami will strike and possibly cause casualties. The US Geological Survey Home [10, 11] offers access to a global network of seismic sensors and performs processing of the data to generate warnings to concerned stakeholders. The Fire Warning System [12, 13, 14] created by the University of Freiburg has a similar goal -to deliver a map which plots all forest fires in the shortest time possible.
Another group of systems that should be mentioned comprises scientific workflows environments. Some of them have made the effort to support data stream processing within workflows. The Kepler workflow management system has recently been adapted to support access to environmental sensor data [15] . The work is driven by two different use cases. In the first one, a terrestrial ecology domain application, sensors are used to measure soil properties and meteorological conditions in order to experiment and verify hypotheses related to grass growth. The second use case is from the oceanography domain and concerns sea surface temperature (SST) sensors. Datasets collected from such sensors are very large and are typically preprocessed to obtain smaller, workable datasets. For this purpose, Kepler has been used to compare heterogeneous SST datasets from different providers. A new component (actor in Kepler terms) has been added, capable of feeding a workflow with data from the DataTurbine streaming middleware to which sensor data is published. The two use cases are rather different from those in UrbanFlood. They do not possess the characteristics of an early warning system and, consequently, impose different requirements on the workflow management system.
In [16] , an attempt to adapt a WS-BPEL runtime Apache ODE to scientific workflows is presented. The use cases include "stream mining" which denotes the capability to feed a workflow with a data stream. The overall goal is to integrate the WS-BPEL runtime with the Linked Environment for Atmospheric Discovery (LEAD) project whose aim is to provide weather forecasting capabilities for severe conditions such as tornadoes. The LEAD workflow environment tackles several problems important for scientific workflows. It provides a graphical editor to construct workflows; moreover, it supports dynamic creation and binding of service instances, dynamic workflow deployment, monitoring and asynchronous invocation. Data stream support is provided by introducing two BPEL workflows: the first one receives messages in a loop and, for each message, invokes the actual scientific workflow. Overall, this solution has a few restrictions. It is strictly oriented towards web services and the SOAP protocol, which makes it unsuitable for dealing with sensor data streams due to performance issues. Furthermore, its focus on web services limits the possibilities for integration with legacy applications.
Inspire [2] is an initiative of the Europe Union which defines a set of APIs for connecting systems developed by different organization into one working system. The directive is specifically aimed at metadata, spatial data sets and services. It also lists regulations for network services, service sharing, monitoring and reporting. The Sensor Web Enablement (SWE) initiative [17] is a project advanced by the Open Geospatial Consortium whose goal is to build a framework of open standards for exploiting web-connected sensors and sensor systems. Both initiatives stress the need for leveraging open standards and reliance on Service-Oriented Architectures.
Overall, none of the described approaches attempts to propose a complete framework for creating new early warning systems. Some generic solutions target important but specific problems. Nevertheless, it is clear that a framework for early warning systems must take into account existing initiatives and emerging standards for environmental information.
The Common Information Space for Early Warning Systems

CIS Functions & Architecture
CIS provides universal services and building blocks for EWSs in order to address basic problems common to most early warning systems which rely on sensor-based monitoring: (1) Integration of various EWS-specific components with CIS (sensor data sources and legacy applications for processing sensor data, simulations, etc.); (2) Orchestration of data and control flow between the EWS components in order to execute more complex early warning scenarios; (3) Allocation of computing resources (organized as clouds) to one or more Early Warning Systems; (4) Publishing and browsing various metadata (regarding existing early warning systems, sensor data semantics, available resources, provenance, etc.); (5) Deployment and configuration of a new EWS instance; (6) Robust operation of the EWS.
The requirement analysis for the Early Warning System framework has led us to adopt the Service Oriented Architecture, partially in view of compliance with the emerging initiatives for geospatial data which are oriented towards leveraging open standards and SOA. The functional architecture of CIS is depicted in Fig. 1 . Key components of CIS are as follows:
• Integration platform (PlatIn): CIS core technologies for component integration, data exchange and workflow orchestration.
• Metadata registry (UFoReg): a generic service for hosting and querying metadata.
• Dynamic resource allocation service (DyReAlla): a service for dynamic allocation of resources to running Early Warning Systems.
The technical core of the framework is based on modern paradigms and mature open-source technologies: Enterprise Service Bus (OpenESB), BPEL, Enterprise Integration Patterns (Apache Camel), message-oriented communication middleware (ActiveMQ), robust document-oriented database (MongoDB). The following sections discuss main concepts as well as some technical details behind the key CIS components. 
Integration & Flow Orchestration
An Early Warning System typically works according to a scenario which involves monitoring and analysis of sensor signals, computation of alert levels, invocation of additional analysis triggered automatically or by human interaction, visualization, etc. Unlike a business workflow, this scenario as a whole is not as fixed. Indeed, it may often proceed in an ad-hoc manner. On the other hand, it is possible to identify certain sub-workflows which have a high repeatability rate. These characteristics have led us to adopt the following basic software model for a CIS-based Early Warning System. First, the basis for EWS functionality is provided by appliances, i.e. applications wrapped into virtual images and exposed as services, which means they can be invoked over the network. The interface of an appliance should be defined in WSDL and XML (message exchange format). CIS provides a Service Bus which abstracts communication protocols. It is not restricted to SOAP -other possible protocols include REST, JMS or FTP.
Second, Composite services (composites) can be created to orchestrate data and control flow involving one or more appliances (or other composites). Composites operate according to the following principles: (1) Composites work independently: they can be started and stopped independently and should not require other composites to perform their task; (2) They consume input data from and publish results to the message bus. Composites are also referred to as EWS Parts as each is responsible for a specific part of the high-level services offered by the Early Warning System. Several benefits of the adopted model can be identified here:
• Support for both ad-hoc and fixed scenarios. Whenever a fixed workflow is identified, it can be implemented as a Part. Ad-hoc orchestration is supported by the dataflow mechanism between parts: one part can trigger the execution of another indirectly by publishing a message to the message bus.
• Extensibility. EWS can be extended simply by adding a new part, which, for example, consumes data already published to the bus and processes it in a new way. This does not affect existing parts in any way and, in fact, can even be done at runtime.
• Technology independence. Since communication between parts proceeds solely through well-defined message exchanges, composites can be created in various technologies. Indeed, our current implementation already supports two integration technologies: BPEL (OpenESB) and EIP (Enterprise Integration Patterns based on Apache Camel).
• EWS-as-a-Service. Composites are in fact independent services which may leverage legacy scientific applications (or any other software) in order to perform well-defined tasks. These services can easily be reused as building blocks for new EWSs or even entirely different systems. We provide part templates which can be customized in order to create EWS-specific services.
Apart from providing high-level services, composites also fulfill other important functions: asynchronous receipt and correlation of messages, data transformations, computation of alert levels, logging and self-monitoring. Moreover, because orchestration among parts is done purely on a dataflow basis, all control flow (except for human interaction) needs to be encapsulated in parts.
Metadata Management
The UrbanFlood Metadata Registry (UFoReg) is one of the main "memory" components of a CIS setup. Its main purpose is to persistently store and provide, on an on-demand basis, various pieces of data or metadata. The information managed by UFoReg may come from different sources and be consumed by various actors, whether artificial (other CIS components) or human (who use dedicated tools to browse the data). Therefore, the core of the Registry involves a general-purpose data persistence solution, specifically targeted at managing a large number of small data objects (mini-documents) of considerable diversity (ranging from geographical coordinates, through simulation parameter templates up to the configuration descriptions for entire environments). In order to properly deal with the vast domain of the stored metadata in a structured manner, the Semantic Integration methodology [18] has been applied. This required us to divide all the stored metadata into two main parts: the domain metadata (associated with the UrbanFlood hydrology applications, required by the end users and simulations) and the integration metadata (all other data required by CIS components, the applied technologies, protocols etc.)
UFoReg is meant to be interfaced by many different peers. These may be roughly divided into two main groups:
• Tools which are used by humans (directly, through GUIs or indirectly, invoked by other GUIs) -these are usually responsible for manual data registration or retrieval (browsing, searching). Users might also browse historical data which is automatically generated by engines,
• Engines which work in the lower layers of CIS and perform the duties related to EWS workflow management -these entities automatically (according to their configuration) log (and later reuse) historical and provenance data about the performed operations. In addition, they may consume custom metadata provided, for example, by EWS administrators using tools.
Stored metadata may be divived into three main subsets:
• Sensor metadata: UFoReg stores and efficiently publishes sensor descriptions and important information about what measurements are taken and where they belong in the monitored infrastructure (for instance, the sensors installed inside dikes). Sensor data may be registered by human operators or fed directly by means of a dedicated service. In order to retrieve sensor data, the user can provide partial semantic descriptions or just ask for sensors which most closely match the supplied characteristics. UFoReg will respond to such queries by presenting the identifiers of the target sensors. Using the IDs, clients may subsequently refer to the Measurement service, requesting observations from a certain interval.
• EWS topology: UfoReg also works as an "introspection" element of EWS, allowing it to store information about itself, its topology, computing infrastructure and the metadata regarding the monitoring of that infrastructure (hosts, appliances, composites). The information is obtained from real-time host monitoring sensors and stored in UFoReg where any management or self-healing service can obtain it on demand.
• Provenance: UFoReg stores information about data provenance, which is the recording of the the process which produced such data. In UrbanFlood, the main provenance-based use case is the repetition of a previous simulation workflow in order to, for example, calibrate a simulation model. The current implementation of the UFoReg metadata registry in the UrbanFlood project supports the main use cases mentioned above and handles most of the metadata domain. The sensors domain is fully supported, while EWS topology and provenance domains are supported in large part and will be further extended in the course of CIS design. The persistence solution used is the NoSQL MongoDB database while the entire solution is written in Ruby. The Web/REST interface is served on top of the Phusion Passenger/Sinatra technology stack.
Resource Orchestration
Operating Early Warning Systems generates highly variable demands for computational power which depend on external and unpredictable factors, for instance weather conditions or sensor data measurements as well as human actions. The latter may include decisions to alter the monitored area or run simulations. Furthermore, Early Warning Systems must process data within a certain time frame, especially in emergencies such as dike breaches or floods. As a consequence, the Common Information Space should employ a dynamic and powerful infrastructure that can be adapted to its current requirements. These features are supported by cloud systems combined with a manager who can adjust the environment to current needs (examples of such systems include [19] , [20] , [21] ). CIS has therefore been deployed on a private cloud and includes a Dynamic Resource Allocation (DyReAlla) component. DyReAlla is responsible for:
• provisioning appliances (EWS components) on demand by starting and configuring virtual machines where the required applications are installed. These, in turn, communicate through Message and Service Buses;
• dynamic allocation of optimal shares of resources to appliances (based on monitoring of appliance load and response times);
• providing urgent computing capabilities [22] that may involve preempting of resources (stopping or pausing VMS) and/or acquiring computational power from external providers).
In order to provide the requested functionality DyReAlla needs to cooperate with both internal and external CIS components. UFoReg is used as a persistent store of metadata describing appliances while PlatIn is a client that requests the availability of certain appliances. DyReAlla also exposes a REST interface which enables monitoring its operational status. It employs a cloud management interface, which is considered external to CIS, to retrieve information about infrastructure (hosts, available appliances, machine load etc.) as well as to apply optimal allocation by managing virtual machines.
Self-Monitoring & Robustness
A system is as robust as its weakest link. Given what is at stake, robust operation of the software infrastructure -CIS -is crucial for early warning system. In view of this, we consider self-monitoring -and ultimately self-healing -mechanisms an inherent part of the Common Information Space. The system should monitor itself, warn about possibe problems, and, ideally, take counter measures to prevent technical failures that would make the entire early warning system inoperable. Self-monitoring must be applied virtually to every component of the EWS software: sensor connections, appliances, virtual machines hosting appliances, EWS parts, CIS services, application servers hosting those services, etc. Furthermore, we have recognized several aspects of robustness that require monitoring, namely availability, health, correctness and performance. Their function and examples are presented in Table 1 Further analysis of requirements has led us to a conclusion that the self-monitoring system is in fact an early warning system according to the definition given in Section 1. Indeed, the four steps can clearly be distinguished: (1) Monitoring. The Flood EWS is the monitored entity; software sensors deployed in it perform measurements according to monitoring types summarized in Table 1 . (2) Analysis. Examples of analysis are: (i) Calculation of health indicators (e.g. frequency of failure, mean availability); (ii) Performance analysis (e.g. measuring load balance); (iii) Machine learning (e.g. finding correlations between system configuration and failures, prediction of runtime based on input parameters). (3) Judgement. In this step, a decision is made whether there is a health problem in the system, a load imbalance, or whether a component is behaving unexpectedly. (4) Advice / act. Health alerts are generated and visualized in a ICT monitoring control center; failed components are automatically restarted; a new instance is requested in order to balance the load, etc. Consequently, self-monitoring is organized as a Supervising Early Warning System leveraging the same CIS technology as the flood EWS, and taking advantage of all the benefits that come with it. The relationships between the Flood EWS and the Supervising EWS are depicted in Fig. 2 . Note that the DyReAlla component is deployed in the supervising EWS. Indeed, DyReAlla relies on monitoring of running EWSs, performs performance analysis, and takes actions regarding resource allocation. DyReAlla also serves requests for resource allocation from new EWSs.
The inevitable question is "what if the supervising EWS fails?". In order to avoid this vicious circle, we employ fault-tolerance and self-healing mechanisms in the supervising EWS. First of all, we have designed a robust software sensor network, capable of detecting failures and self-healing. For this we employ the Erlang technology, known for its succesful use in highly fault-tolerant systems. Because of space limitations, we cannot provide more details about the design of the robust sensor network. Ensuring robustness of sensors is crucial: even if high-level analysis components should fail, we still can obtain meaningful warnings.
Case Study: Flood Early Warning System
The Flood EWS
This section presents an example EWS implemented in the CIS technology: a flood Early Warning System which monitors selected sections of dikes through sensor networks, detects anomalous dike conditions, and, if found, invokes simulations, e.g. for prediction and damage assessment due to inundation. Fig. 3 (left-hand side) presents a basic scenario for this EWS. It also shows the basic applications and external components which need to be integrated:
1. Artificial Intelligence (AI); an anomaly detector which obtains raw sensor data from sensors in the dike and provides an indication of whether the sensors are behaving normally or abnormally. 2. The AnySense Sensor data aggregator, which obtains raw sensor data from sensors in the dike and translates it into generic XML messages. It also stores the raw data for backup and offers a web-service interface to request historical data based on structured storage of processed sensor data.
3. DSS (Decision Support System), a graphical frontend responsible for visualization. It plots the dike region on a map and indicates its current status. It also allows users to request historical or current sensor data overviews and change model parameters or initiate flood impact simulations. 4. HRW Reliable, an expert model which calculates the failure probability for a dike given a set of failure modes and model parameters. Given the height of the water in front of the dike it will return the probability of breach. 5. HRW Hydrograph, an expert model which, given a prediction of water level distribution over time, computes the volume of water flowing through a breach in a dike. 6. HRW Dynamic RFSM, an expert model which calculates the flooded area. Given a set of points where a dike breach has occurred and the amount of water which will flow through each of these points, this model calculates the depth of inundation over time, after the flood has started. The workflow proceeds as follows. First, sensor data is transferred from the physical dike to the Anysense component. Next, sensor data is passed over to the AI component which indicates the probability of an anomaly. If the probability exceeds a threshold, further analysis is performed by the HRW Reliable component which computes risk of a breach in the dike. If the risk is high, two components are invoked to perform simulation of the inundation in case of the actual breach: HRW Hydrograph and HRW DRFSM. The output from the DRFSM component is passed to the Decision Support System, a graphical control center deployed on a multi-touch table. The user can observe the visualization of the flooded areas on the multi-touch table and decide whether further actions are necessary.
Implementation in CIS
The rightmost part of Fig. 3 presents the Flood EWS from the perspective of its implementation in CIS, focusing on the EWS parts and their message exchanges through the message bus. Upon startup, each part is passed a unique correlation ID assigned to this particular instance of the EWS. This allows multiple instances of the same EWS (possibly assigned to different dikes) to run and use the same message bus. There are five parts in this EWS:
1. AI-based Monitoring. Consumes anomaly probability published by the AI appliance and decides whether the alert level should be set to 1. If so, it performs two actions: (i) Filters sensor data: subscribes to sensor data published by AnySense, selects only the part which concerns the dike section where the anomaly was detected, adds the correlation ID to this data, and publishes it again to the bus; (ii) publishes an 'Alert level change:1' message to the bus.
2. Reliable Monitoring. Triggered by occurrence of filtered sensor data. It consumes such data and computes the breach risk by invoking the Reliable appliance. Subsequently it decides whether the alert level should be raised to 2. If so, it publishes the appropriate message to the bus. 3. Flood Simulation. Serves as a service for running inundation simulation; it accepts simulation commands which contain water level distribution over time. When such requests arrive with a proper correlation ID, the appliances are invoked and the simulation results are published as a series of messages to the bus. Typically this service is invoked on demand by the user interacting with the DSS on the multi-touch table. 4. Attention Level Manager. This part consumes the 'Alert level change' messages published by other parts (AI-based Monitoring and Reliable Monitoring in this case). It decides whether the alert level should actually be changed and, if so, publishes the 'Alert level set' message to the bus. This changes the state of the whole EWS and may be used by other parts. In the DSS, this message results in an alert message and changing the color of the appropriate dike section. 5. Archiver. This part consumes certain messages published by other parts for which persistence is required, and sends them over to a permanent storage service (AnySense serves as one).
Discussion
The design of the Flood EWS presented in the previous section illustrates several benefits afforded by the looselycoupled-parts model adopted in CIS.
1. Clean modularization of functionality: parts are responsible for single tasks and can therefore be updated independently without affecting other parts. Good examples are parts which encapsulate business rules of the whole system, for example the Alert Level Manager. tions which previously could only have been used on a desktop computer, on one platform, under the control of a spreadsheet to enter input data. Once wrapped as appliances and exposed as parts, they become independent software-as-a-service assets which can easily be reused in other systems.
Conclusion & Future Work
We have presented the UrbanFlood Common Information Space, a software framework for Early Warning Systems. CIS defines a reference model and a methodology for building new early warning systems. As a software framework, it is meant to solve problems common to all early warning systems so that creation of a new EWS is reduced -as much as possible -to plugging in domain-specific components and defining early warning scenarios. CIS has recently had its first release and it has been demonstrated in action for a flood early warning system.
We believe that the proposed methods and solutions are applicable not only in the early warning system domain, but can also contribute to the field of environments for system-level science [23] . Let us name a few assets of CIS that justify this. First, the adoption of SOA and loose coupling enables integration of multiple scientific applications, possibly from various domains of science, owned by different research teams, and controlled by different environments for scientific applications (e.g. scientific workflow engines). Second, support for sensor data streams can be generalized into support for data exchange between computer models (implemented by scientific applications) and physical models (constructed in laboratories). Third, the integration with a cloud infrastructure is in line with the increasingly important trend of leveraging clouds for large-scale scientific computing.
Future work concerns virtually every aspect of the framework, notably dynamic resource allocation (performance analysis, resource allocation algorithms and the first release of DyReAlla), self-monitoring (robust sensor network, analysis components), metadata (provenance model). Auxiliary tools for automation of tedious and error-prone tasks are also very important. These include wrapping of legacy scientific applications as services, customization of part templates, data transformations, designing data flows between parts, etc.
