In this work we prove that the second Riemannian L p -Sobolev best constant B 0 (p, g) depends continuously on g in relation to the C 0 -topology for 1 < p < 2. The situation changes significantly in the case p = 2.
Introduction and main results
Best constants and sharp first-order Sobolev inequalities on compact Riemannian manifolds have been extensively studied in the last few decades and surprising results have been obtained by showing the influence of the geometry on such problems. Particularly, the arising of concentration phenomena has motivated the development of new methods in analysis, see [2] , [8] and [9] for a complete survey. Our main aim in this work is to study the behavior of the second Riemannian L p -Sobolev best constant when the metric change.
Let (M, g) be a compact Riemannian manifold of dimension n ≥ 2. For 1 < p < n, we denote by H and, by Aubin [1] , its value is given by K(n, p) p , where
and D p 1 (R n ) is the completion of C ∞ 0 (R n ) under the norm
Moreover, by Aubin [1] and Talenti [12] , one has K(n, p) = p − 1 n − p n − p n(p − 1) , where ω n−1 stands for the volume of the unit Euclidean sphere of R n . In particular, the first best constant A 0 (p, g) does not depend on the metric g.
The first optimal Riemannain L p -Sobolev inequality states that, for any u ∈ H
for some constant B ∈ R. The validity of (I p g,opt ) has been proved, in the case p = 2, by Hebey and Vaugon [10] and, in the case 1 < p < 2, independently, by Aubin and Li [3] and Druet [6] .
On the contrary of the first Sobolev best constant, the second one depends strongly on the metric. Note that ifg = λg, where λ is a positive constant, then B 0 (p,g) = λ −1 B 0 (p, g). Thus, it arises naturally the following question: Does B 0 (p, g) depend continuously on the metric g in some topology?
We answer this question in the following results: 
A direct consequence is: and n ≥ 4 or 1 < p < √ n and n = 2, 3. Then, the map g ∈ M → B 0 (p, g) is continuous.
The continuity question treated here is connected to extremal compactness and uniformity problems as
follows. An extremal function of (I
, where E p (g) stands for the set of all extremal functions of (I
for all metric g ∈ G. Theorem 1 of [5] , due to Djadli and Druet, furnishes an extremal function of (I 2 g,opt ) for each g ∈ G.
Theorem 1.1 implies the following compactness result:
Let G ⊂ M be any subset. Assume n ≥ 2 and 1 < p < min{2, √ n}. By Theorem 2 of [5] , (I p g,opt ) admits an extremal function for each g ∈ G.
As a consequence of Theorem 1.2, we have:
Dealing with the uniformity problem for Sobolev inequalities, consider a subset G ⊂ M. The uniformity problem associated to (I p g,opt ) consists in knowing if there exists a constant B > 0 such that, for any
The existence of a such constant plays an essential role in the study of Perelman's local non-collapsing properties along the Ricci flow. Recent developments in this direction have been obtained in [11] , [13] and [14] . In this context, G is the image of this flow in the space of metrics. The answer for this question clearly relies on properties of the set G. For example, if 1 < p < min{2, √ n} and G is compact in the C 0 -topology or p = 2 and G is compact in the C 2 -topology, then a such constant B > 0 exists. In this case, define
Existence results of extremal functions of (I p g,opt (G)) are also obtained as applications of Theorems 1.1 and 1.2.
The proof of Theorems 1.1 and 1.2 is made by contradiction. In this case, we find two possible alternatives. One of them is directly eliminated according to the definition of second best constant. The other alternative implies the existence of a family of minimizers of certain functionals which concentrate in some point. The proof then consists in finding estimates of these minimizes around the concentration point and in combining them in order to obtain the desired second contradiction. These ideas are inspired in the work [5] .
2 Proof of Theorem 1.1
We first prove Theorem 1.1. Let (g α ) be a sequence of metrics on M such that g α converges to a metric g in the C 0 -topology and Scal g α converges to Scal g pointwise in M . Suppose, by contradiction, that there exists ε 0 > 0 such that |B 0 (2, g α ) − B 0 (2, g)| > ε 0 for infinitely many α. Then, at least, one of the situations holds:
for infinitely many α. If the first situation holds, for any u ∈ H 2 1 (M ), one has
Taking the limit in this inequality as α → ∞, one finds
which contradicts the definition of B 0 (2, g).
Suppose then that the second situation holds, i.e. B 0 (2, g) + ε 0 < B 0 (2, g α ) for infinitely many α. For each α, consider the functional
. From the definition of B 0 (2, g α ), it follows directly that
But this implies the existence of a nonnegative minimizer u α ∈ Λ α for λ α . The Euler-Lagrange equation for u α is then
by (1) . So, letting α → +∞ in the Sobolev inequality above, we find lim inf
Therefore, combining this last inequality with
it follows directly that λ = K(n, 2) −2 .
In the sequel, we organize the proof into four steps. Several possibly different positive constants independent of α will be denoted by c.
Let x α ∈ M be a maximum point of u α , i.e u α (x α ) = ||u α || ∞ .
Step 1: For each R > 0, we have
where µ α = ||u α || − 2 * n ∞ and ε = ε(R) → 0 as R → +∞.
Proof: Note first that
In particular, µ α → 0 as α → +∞. Let exp (xα,gα) be the exponential map at x α with respect to the metric g α . Clearly, there exists δ > 0, independent of α, such that exp (xα,gα) map B(0, δ) ⊂ R n onto B gα (x α , δ). For each x ∈ B(0, δµ −1 α ), we set
Note thatg α → ξ in C 1 loc (R n ), where ξ stands for the Euclidean metric on R n . Moreover, as one easily checks,
Since 0 ≤ ϕ α ≤ 1 and the coefficients of (Ẽ α ) are bounded, from the standard elliptic theory, it follows that ϕ α → ϕ in C 2 loc (R n ), up to a subsequence. Clearly, ϕ ≥ 0 and ϕ = 0 since ϕ α (0) = 1 for all α. In addition, ϕ satisfies
The Euclidean Sobolev inequality furnishes
Combining this fact with the inequality
it follows that R n ϕ 2 * dx = 1. Thus, from the convergence
we conclude the proof of the step 1.
Step 2: There exist constants c, δ > 0, independent of α, such that
for all x ∈ B gα (x α , δ), where d gα stands for the distance with respect to the metric g α .
Proof: Let δ > 0 be small enough. Set ω α (x) = d gα (x, x α ) n/2 * u α (x) for x ∈ B gα (x α , δ) and suppose, by contradiction, that the conclusion of this step is false. In this case, one has lim α→∞ ||ω α || ∞ = +∞ for some subsequence. We prove that this leads to a contradiction. Let y α ∈ M be a maximum point of ω α in B gα (x α , δ). From the inequality
Set
For each x ∈ Ω α , define
Then, ψ α satisfies
On the other hand, for x ∈ B(0, 2), one has
Since ω α (y α ) → +∞ as α → +∞, it follows that
for α large. Hence,
In addition, by (3) and (5), for any R > 0 and α large, one has
In fact, this inequality follows from
which clearly holds for α large. Note that the step 1 and (7) imply that
as α → +∞. On the other hand, applying Moser iterative scheme in (4) and using (6), one obtains
for some constant c > 0 independent of α and this contradicts ψ α (0) = 1 for all α. This ends the proof of the step 2.
Step 3: For any δ > 0 small enough,
Proof: The De Giorgi-Nash-Moser iterative scheme applied to (E α ) furnishes
where c > 0 is a constant independent of α. Let ξ α be the solution of the problem
By the standard elliptic theory, there exists a constant c > 0, independent of α, such that 0 ≤ ξ α ≤ c on M .
Then,
This estimate combined with (9) and an interpolation inequality implies (8) for n ≥ 5. If n = 4, we use the step 1 as follows. First, write 
Noting that lim R→+∞ B(0,R) ϕ 2 dv ξ = +∞ for n = 4, taking R → +∞ in (10), we conclude the proof of (8).
Step 4: Here is the final argument. Combining the local isoperimetric inequality of [7] and the co-area formula, as done recently in [4] , for any ε > 0, we easily find δ ε > 0, independent of α, such that
for all u ∈ C ∞ 0 (B gα (x 0 , δ ε )), where B ε (g α ) = n − 2 4(n − 1) K(n, 2) 2 (Scal gα (x 0 ) + ε). Fix ε > 0 and consider a smooth cutoff function η α such that 0 ≤ η α ≤ 1, η α = 1 in B gα (x 0 , δ ε /4) and η α = 0 in M \ B gα (x 0 , δ ε /2).
Taking u = η α u α in (11), using the identity
