Abstract. We investigate the Fredholm alternative for the p-Laplacian in an exterior domain which is the complement of the closed unit ball in R N (N ≥ 2). By employing techniques of Calculus of Variations we obtain the multiplicity of solutions. The striking difference between our case and the entire space case is also discussed.
Introduction
The Fredholm alternative for the p-Laplacian has been studied on both bounded domains in R N and the entire space R N . In this paper we investigate the existence and multiplicity of solutions of the following problem
where ∆ p u := div (|∇u| p−2 ∇u) is the p-Laplacian with p > 1, B c 1 is the complement of the closed unit ball B 1 in R N , λ > 0 is a parameter, the weight K and the function h will be specified later.
In a bounded domain Ω of R N , similar problems (with K(x) ≡ 1) have been studied in numerous papers. For the references we refer the reader to survey papers by Takáč [17, 18] and the references therein.
In the case of the entire space R N , Alziary et al. [1] studied the solvability of the equation
2) where 1 < p < N and the Sobolev space D 1,p (R N ) is defined to be the completion of C with some constants µ > 0 and C > 0. Let λ 1 > 0 be the first eigenvalue and ϕ 1 be the corresponding positive eigenfunction of −∆ p in R N relative to the weight m(|x|); for the existence of the first eigenpair see, for example [14, 15] [1] obtained the existence of at least one solution of (1.2) for 2 ≤ p < N with λ = λ 1 and f = f * , and for 1 < p < 2 ≤ N with λ ∈ ( λ 1 − ǫ, λ 1 + ǫ), ǫ > 0 small, and f in a neighbourhood of f * . To obtain the existence of solutions, the authors of [1] used variational arguments but treated the two cases 1 < p < 2 ≤ N and 2 ≤ p < N in a different way. As a by-product, for the resonant case λ = λ 1 , they proved "a saddle point geometry" of the energy functional associated with (1.2) when 1 < p < 2 ≤ N. On the other hand, they used an improved Poincaré inequality when p ≤ 2 < N and showed that the energy functional has a "global minimizer geometry".
In the case of an exterior domain, Anoop et al. [3] discussed the existence of solution of problem (1.1) with a weaker assumption on weight than in [1] (see Definition 2.1 in the next section). By using the Fredholm alternative for the p-Laplacian due to Fučík et al. [11, Chapter II, Theorem 3.2], they obtained the existence of solutions for problem (1.1) when λ ∈ (0, λ 1 +δ)\{λ 1 } for some δ > 0, where λ 1 is the first eigenvalue of −∆ p in B c 1 relative to the weight K (see [3, Proposition 3.1] ). The goal of this paper is to obtain multiple solutions of (1.1) for the resonant case λ = λ 1 with a weaker assumption on the weight than in [1] . This work can be seen as a complement to the Fredholm alternative for the p-Laplacian in an exterior domain for the resonant case. It is worth mentioning that to deal with the resonant case, we apply the second order Taylor formula for the energy functional associated with (1.1) at the first eigenfunction ϕ 1 of −∆ p in B c 1 . To apply Taylor formula, we need to employ weighted spaces in terms of ϕ 1 with the weights singular or degenerate, on the set {∇ϕ 1 = 0}. Surprisingly, the case of an exterior domain differs substantially from the case of the entire space R N . The important point to note here is the fact that, if K is radially symmetric and satisfies certain decay condition, the set {∇ϕ 1 = 0} is a removable set (i.e., the set of zero capacity) in the case of the entire space R N , whereas this is not true in the case of an exterior domain (see, e.g., Remarks 2.14, 3.3 and 4.5). For this reason, to obtain a saddle point geometry of the energy functional in the resonant case when 1 < p < 2, we need to introduce a new condition for the source term h, which is of independent interest.
The rest of the paper is organized as follows. In Section 2, we review properties of the first eigenpair of −∆ p in B c 1 obtained in [2, 3] and then we prove more properties of the first eigenfunction. In this section we also introduce suitable weighted function spaces. In Section 3, by employing weighted spaces introduced in the previous section we obtain an improved Poincaré inequality (Proposition 3.4) for our solution space when 2 < p < N. In Section 4, we establish a saddle point geometry of the energy functional (Proposition 4.7) in the resonant case when 1 < p < 2. Section 5 is devoted to the investigation of the existence and multiplicity of solutions for (1.1). In this section we complete the Fredholm alternative for the p-Laplacian in an exterior domain. More precisely, when λ = λ 1 and the source term h is in a neighbourhood of given h * satisfying h * , ϕ 1 = 0 we obtain a solution for problem (1.1) by using the saddle point geometry of the energy functional and the improved Poincaré inequality when 1 < p < 2 and 2 < p < N, respectively. If in addition the source term h satisfies h, ϕ 1 = 0, we obtain a second solution for problem (1.1) that is a Mountain Pass type solution. For p = 2 we recover the classical Fredholm alternative for the Laplace equations in an exterior domain. It is worth mentioning that the conditions on the weight K and the dimension N are relaxed in the linear case. Our main results are stated in Theorems 5.2 and 5.3. Finally, we provide proofs of several auxiliary results in Appendices A-E.
Abstract framework and preliminary results
2.1. The solution space. We study problem (1.1) with an admissible weight K defined as follows. We look for solutions of (1.1) in D 
This space is a well defined uniformly convex Banach space with the following properties.
Lemma 2.2 ( [2]). The following embeddings hold:
Throughout this paper, we denote
and by X * the dual space of X. The following definition of (weak) solution makes sense, thanks to the embedding, X ֒→ L p (B c 1 ; w(|x|)).
Definition 2.3. Let K be an admissible weight and let h ∈ X * . By a (weak) solution of problem (1.1), we mean a function u ∈ X satisfyinĝ
In what follows, for 1 < α < β set
and by |S| denote the Lebesgue measure of S ⊂ R N . For a normed linear space E, the symbol B E (u, ρ) stands for the open ball centered at u with radius ρ in E.
2.2.
Properties of the first eigenpair (λ 1 , ϕ 1 ). It was shown in [2, 3] that, for an admissible weight K we have
It is a simple eigenvalue of
Furthermore, the infimum above is achieved at an eigenfunction ϕ 1 , which is positive a.e. in B c
) for all R > 1, where α = α(R) ∈ (0, 1). Thus, applying the strong maximum principle by Vázquez [19, Theorem 5] to
where ν is the unit outward normal vector to
, is a closed set in R N and dist(A, ∂B 1 ) > 0. Clearly, if the admissible weight K is positive a.e. in B c 1 then int(A) = ∅. Moreover, |A| = 0 if we assume a stronger assumption on K as shown in the following lemma.
Lemma 2.4. Assume that the weight
Since f > 0 a.e. in A n 1+1/n and f ∈ L ∞ (A n 1+1/n ), we deduce |{x ∈ A n 1+1/n : ∇ϕ 1 (x) = 0}| = 0 in view of [13, Theorem 1.1] . Consequently, we obtain the desired conclusion.
Next, we provide a result regarding the behavior of ϕ 1 and ∇ϕ 1 at infinity which is similar to [1, Proposition 9.1] but need a weaker assumption on weights. The next result is an improvement of corresponding results obtained in [2, 5] . Proposition 2.5. Let 1 < p < N and assume that the weight K satisfies
Then ϕ 1 is radially symmetric, i.e., ϕ 1 (x) = ϕ 1 (|x|) and there exists a constant C > 0 such that lim
The proof is similar to that of [1, Proposition 9.1] with a little modification. For reader's convenience we sketch the proof in the Appendix A.
Remark 2.6. We note that, when 1 < p < N, (H) implies (A). The important point to note here is that for our case the assumption (1.3) on the weight in [1] reads
with some constants µ > 0 and C > 0. Clearly, a measurable weight K satisfying (2.4) also satisfies (H) with δ = p − 1 + µ 0 for some µ 0 ∈ (0, min{µ, N − p}). However, the reverse is not true. The following example demonstrates this fact rather strikingly.
Example 2.7. Let 1 < p < N and ζ > 1, ι > 0. Consider
and
Then, K(x) := K 1 (|x|) and K(x) := K 2 (|x|) satisfy (H) with δ = p − 1 + ι 0 for 0 < ι 0 < min{1, ι, N − p} but K and K do not satisfy (2.4).
In the rest of the paper, we always assume the weight K to be admissible and denote by (λ 1 , ϕ 1 ) the first eigenpair of problem (2.1). Define,
Note that, X ⊥ is a weakly closed subspace of X, thanks to the compactness of the embedding X ֒→ L p (B c 1 ; w). 2.3. Weighted spaces in terms of ϕ 1 . We introduce the following weighted spaces in terms of ϕ 1 . These spaces will be implemented to obtain an improved Poincaré inequality on X when 2 < p < N in the next section.
For p > 2 and (A) being satisfied, define D ϕ 1 to be the completion of X with respect to the norm
We also define H ϕ 1 as the space of all measurable functions u : R N → R such that
Clearly, the spaces D ϕ 1 and H ϕ 1 are Hilbert spaces. Hereafter, (A) is always assumed whenever we mention the space D ϕ 1 . The embeddings in the next two lemmas are crucial. The next lemma can be obtained similarly in the entire space case (see [1, Lemma 4.3] ).
The following compact embedding result is proved in the Appendix B.
Lemma 2.9. Assume that p > 2. Then We now discuss differentiability of functions in
1 ) in the case p > 2 is not clear since the weight |∇ϕ 1 | p−2 is degenerate on the set {∇ϕ 1 = 0}. In the case of problem (1.2) in the entire space R N , the weighted space
This fact can be illustrated in the following example. 
, and |∇φ n | ≤ 2n
In the case of an exterior domain, we still do not know whether the inclusion
is valid when 2 < p < N and (H) hold. However, that inclusion is guaranteed if we strengthen the assumption on K as in the following lemma.
Lemma 2.12. Assume that 2 < p < N and that (H) holds. Assume in addition that
. The proof is provided in the Appendix C. Example 2.13. Clearly if the weight K satisfies that ess inf x∈A n 1+1/n K(x) > 0 for all n > 2 then (W) is satisfied. If we take
where K 1 is defined in Example 2.7 with 2 < p < N and 0 < η < min{1, K(r) = 0 for all n > 2.
In the following remark we discuss the principal differences between the exterior domain case and the entire space case.
Remark 2.14. Let 2 < p < N and let D ϕ 1 (resp. D ϕ 1 ) be the weighted Sobolev space corresponding to problem (1.1) (resp. (1.2)) with the radially symmetric and measurable weight K (resp. m) satisfying (H) (resp. (1.3) ). The weight |∇ϕ 1 | p−2 of the space D ϕ 1 is degenerate on a sphere S r 0 (1 < r 0 < ∞) whereas the weight |∇ ϕ 1 | The following operator A : R N → M N ×N (R) (where M N ×N (R) denotes the set of N × N matrices over R), will provide much advantage for us when we apply the second order Taylor formula for energy functional. For 1 < p < ∞, we define
The following basic properties of the operator A were shown in [1, Subsection 2.4]. Let 1 < p < ∞, then for all a, v ∈ R N \ {0}, we have
Moreover, for 2 ≤ p < ∞ there exists C p > 0 such that for all a, b, v ∈ R N , we have
On the other hand, for 1 < p < 2 there exists C p > 0 such that for all a, b, v ∈ R N with |a| + |b| > 0 we have
By (2.5), when p > 2, we have
3. An Improved Poincaré inequality when 2 < p < N
In this section, we obtain an improved Poincaré inequality on X when 2 < p < N, by applying the second order Taylor formula for energy functional at ϕ 1 .
For functions φ, v, w :
and thus
whenever the integrals are well-defined. Note that when p ≥ 2, by invoking the Lebesgue dominated convergence theorem, we can show that, the functional
belongs to C 2 (X, R) via standard arguments. Applying the second order Taylor formula for Φ at ϕ 1 , we have
Thus, Φ(ϕ 1 + φ) = Q φ (φ, φ) and hence, Q φ (φ, φ) ≥ 0 for all φ ∈ X due to variational characterization of the first eigenvalue λ 1 . Clearly, (2.7) and the embedding D ϕ 1 ֒→ H ϕ 1 . Arguing as in [16, the inequality (4.4)], we get Q 0 (φ, φ) ≥ 0 for all φ ∈ D ϕ 1 . So, we obtain
By Lemma 3.1 we have another formula for the first eigenvalue
and ϕ 1 is a minimizer for λ 1 in (3.1). Clearly, u is a minimizer for λ 1 in (3.1) if and only if u ∈ D ϕ 1 \ {0} and Q 0 (u, u) = 0. This is equivalent to u ∈ D ϕ 1 \ {0} and
In other words, u is an eigenfunction associated with the first eigenvalue λ 1 of (3.2). The following result shows that λ 1 is in fact a simple eigenvalue of (3.2) when 2 < p < N.
Remark 3.3. The simplicity of the first eigenvalue λ 1 of degenerated linear problem (3.2) is a by-product of our work which is of independent interest. The analogue for the entire space case is dealt with in [1, Proposition 5.2 and its proof]. Our case, which is more delicate due to the arguments presented in Remark 2.14, is proved in detail in the Appendix D.
We close this section with the following improved Poincaré inequality on X when 2 < p < N. The proof is almost similar to that of a bounded domain case [10, Theorem 1.1] and the entire space case [1, Lemma 3.7] . It has not escaped our notice that no restriction either on K or N is required for the linear case p = 2, which we include for completeness.
holds for all τ ∈ R and
holds for all τ ∈ R and u ⊥ ∈ X ⊥ .
Proof. To prove part (i), i.e., the linear case p = 2, we use the variational characterization of the second eigenvalue
. In order to prove part (ii), we can use the embeddings of D ϕ 1 and the properties of Q φ (·, ·), whenever the assumptions are satisfied. Since the proof is almost identical to that of [1, Lemma 3.7] , we omit it.
4.
A saddle point geometry when 1 < p < 2 Let us consider the energy functional associated with problem (1.1) with λ = λ 1 (resonant case),
The following notion introduced in [7] will play an important role.
Definition 4.1. We say that J h : X → R has a saddle point geometry, if there exist u, v ∈ X, such that
In a ball or in the entire space case, a saddle point geometry for the energy functional occurs, when the source term h satisfies h ≡ 0 and h, ϕ 1 = 0. The authors in [1, 7] used the second order Taylor formula for the energy functional at ϕ 1 , to prove this fact. Likewise we expect, there is a φ satisfying the condition
1 : ∇ϕ 1 (x) = 0} and satisfies h, φ = 0. However, unlike a ball or the entire space case, in the exterior domain case there exists h ∈ X * \ {0}, such that h, ϕ 1 = 0 and there is no φ satisfying (P h ), even if K is of a special form. This interesting fact is stated in the following result. u(x). The density of Y implies that, there exists a sequence {u n } ⊂ Y , such that u n → u in X as n → ∞. Since u n ∈ Y , there exists c n ∈ R, satisfying u n ≡ c n in a neighbourhood N n of S r 0 . We claim that c n → M as n → ∞. If this is not the case then there is a subsequence of {c n } (still denoted by {c n }) and some ǫ > 0 such that
This yields, up to a subsequence, c n − M > ǫ for all n ∈ N or M − c n > ǫ for all n ∈ N.
Suppose that c n −M > ǫ for all n ∈ N. Now by the definition of M and the continuity of u, there is a δ ∈ (0, r 0 − 1) such that u(x) < M + ǫ 2 for all x ∈ A r 0 +δ r 0 −δ . For each n, set w n := 3 ǫ |u n − u| and also set W n := N n ∩ A r 0 +δ
Moreover, for all x ∈ W n , we have
So by the definition of p-capacity (see [9, Definition 4.7.1]) and the fact that w n → 0 in X as n → ∞, we obtain We now consider the other case, M − c n > ǫ for all n ∈ N. Let x M ∈ S r 0 be such that u(x M ) = M. By the continuity of u again, there is a δ ∈ (0, r 0 − 1) such that
) ∩ S r 0 and for each n, set
Arguing as in the previous case we obtain Cap p (Γ) = 0, which contradicts [9, Application B of Subsection 3.3.4 and Theorem 4 of Section 4.7] . From the arguments above we obtain that c n → M as n → ∞. Then there exist n 0 ∈ N and ǫ ′ > 0 such that
Let x m ∈ S r 0 be such that u(x m ) = m. By the continuity of u there is a δ
) ∩ S r 0 and for each n, set w
. Then for all n ≥ n 0 and all
Proceeding as before, we get Cap p (Γ ′ ) = 0, which is again a contradiction. The proof of Lemma 4.3 is complete.
The next result shows that ϕ 1 belongs to the closure of Y in X. 
It is easy to see that g is linear and there is a positive constant C, such that
To prove this claim we first show that
Indeed if (4.2) is not true then there is a sequence {v n } ⊂ Y such that φ 0 + v n → 0 in X as n → ∞. This leads to φ 0 ∈ Y , a contradiction. So we obtain (4.2). We now return to prove (4.1). Let C = (inf v∈Y φ 0 + v ) −1 . The case t ≤ 0 is trivial. For t > 0, (4.1) is equivalent to
i.e.,
That holds true by the choice of C and hence, (4.1) is proved. Next, invoking the Hahn-Banach Theorem we can extend g to a linear functional h : X → R such that h| W = g and |h(u)| ≤ C u for all u ∈ X. Thus we can find an h ∈ X * such that h(φ 0 ) = 1 and h| Y = 0 and this completes the proof of Proposition 4.2 in view of Lemma 4.4. To find an optimal condition on h ∈ X * \ {0} such that there is a φ satisfying (P h ), we introduce the condition:
This condition is reasonable due to the following result. 
and X * Y is open and dense in X * .
We emphasize that, the embedding X ֒→ L
Proof of Lemma 4.6 . Suppose that h ∈ X * \ {0} and h, u =´B c 1 gu dx for all u ∈ X for some g ∈ C c (B c 1 ). Since h = 0 then so is g and hence, g(x 0 ) = 0 for some x 0 ∈ B c 1 . By the continuity of g, there is r 0 ∈ (0, |x 0 | − 1) such that g(x)g(x 0 ) > 0 for all x ∈ B R N (x 0 , r 0 ). By Lemma 2.4, we have int(A) = ∅. Thus, there exists
* it suffices to show that Z = X * . Before we proceed further, we first observe that by a similar argument to that of [4, Proof of Proposition 8.14], we obtain that for a given h ∈ X * , there exist
Next, let h ∈ X * be of the form (4.3). For any given ǫ > 0, by the density of
where · q denotes the usual Lebesgue norm on L q (B c 1 ) (1 < q < ∞). Then for h ∈ X * , given by
we have
Thus, h − h X * ≤ ǫ and note that h, u =´B c
gu dx, where
∈ C c (B . Let φ ∈ Y be such that h, φ = 0. Then, we have
a contradiction. So the proof is complete.
The following proposition together with the fact that J h is bounded from below on X ⊥ (this will be shown in the next section) provide a saddle point geometry of the energy functional associated with problem (1.1) in the resonant case.
Since φ ∈ Y , φ is constant on a neighbourhood of {x ∈ B 
, applying the second order Taylor formula for function s → f (ξs) and utilizing the properties of (λ 1 , ϕ 1 ) we get
Thus, for sufficiently large t, we have
where
Using (2.6), we havê
On the other hand, for x ∈ supp(φ), s ∈ [0, 1] and t > 0 large, we have
The last two estimates imply that, there exist t φ > 0 and M > 0, such that
Combining this with (4.4), we get
p , we see that g + is strictly increasing while g − is strictly
Thus, for any τ > τ 0 let t ± > t 3 be such that ±τ = g ± (t ± ) and v
± φ) < −M, and this finishes the proof. 
1 ) when p > N then λ 1 is isolated and there exists δ > 0 such that for every λ ∈ (λ 1 , λ 1 + δ) and h ∈ X * , problem (1.1) also admits a solution in X.
In the resonant case for the linear problem, i.e., λ = λ 1 and p = 2, it is easy to see that a necessary condition for solvability of problem (1.1) is h, ϕ 1 = 0. As we will see later, it is also a sufficient condition in this case (see Theorem 5.3 (i) below). We will also see that this condition is not necessary but sufficient for existence of a solution for any p > 1, p = 2. More precisely, we obtain existence and multiplicity of solutions to problem (1.1), for the resonant case with h in a neighbourhood of some h * ∈ X * \ {0} satisfying h * , ϕ 1 = 0, by modifying variational arguments used in [1, 8] . As seen in Proposition 4.7 and Proposition 3.4, for λ = λ 1 and h = h * the energy functional corresponding to problem (1.1) is unbounded from below in case 1 < p < 2, whereas it is bounded from below in case 2 < p < N. Because of this we will deal with the singular case 1 < p < 2 and the degenerate case 2 < p < N separately. We first state our main result for the singular case 1 < p < 2. and thus, h = h * + ξKϕ
Auxiliary lemmas.
Since we only deal with the resonant case, hereafter we always assume that λ = λ 1 in our arguments. For each h ∈ X * we denote the energy functional of problem (1.1) by
This functional is well-defined and belongs to C 1 (X, R) with
Clearly, a critical point of J h is a (weak) solution of (1.1) with λ = λ 1 . We first note that if h, ϕ 1 = 0 then J h satisfies the Palais-Smale condition (the (P S) condition, for short) as shown in the following lemma.
Lemma 5.5. Assume that h, ϕ 1 = 0 then J h satisfies the (P S) condition for all 1 < p < ∞.
Proof. The proof is standard. For the reader's convenience we stress it here in our functional setting. Let c be an arbitrary real number. Let {u n } be a (P S) c sequence in X for J h , i.e., J h (u n ) → c and J ′ h (u n ) → 0 as n → ∞. We first claim that {u n } is bounded in X. If this is not the case we may assume that u n → ∞ as n → ∞. Then as n → ∞, we have
, then up to a subsequence 3) Notice that, as n → ∞, we obtain 1 pˆBc
From this and (5.2), we deduce 1 pˆBc
Thus, v = κϕ 1 for some κ ∈ R. Letting n → ∞ in (5.4) and also noticing, v n = 1 for all n we get
Therefore, κ = 0 and then (5.3) gives h, ϕ 1 = 0, a contradiction. So {u n } is bounded in X. Up to a subsequence we have
1 ; w). From this, we obtain
we obtain from the last limit and the weak lower semicontinuity of · on X, that
Thus, lim n→∞ u n = u . Combining this with the weak convergence of {u n } in X, noticing that X is a uniformly convex Banach space, we deduce u n → u in X as n → ∞.
To show this infimum is attained at some u ⊥ τ,h ∈ X ⊥ , we need the following lemma.
Lemma 5.6. Let 1 < p < ∞. Then for each T > 0, there exist α T , β T > 0 such that
Proof. Suppose by contradiction that for each n ∈ N, there are τ n ∈ [−T, T ] and u ⊥ n ∈ X ⊥ such that
This yields, u ⊥ n > n 2 p for all n ∈ N and hence, u
where u
and hence,
1 ; w) as n → ∞. From this, by passing to the limit as n → ∞ in (5.6) and recalling the weak lower semicontinuity of norm, we get
Thus u ⊥ = κϕ 1 for some κ ∈ R and hence, u ⊥ = 0 since u ⊥ ∈ X ⊥ . Meanwhile, we havê
Combining this with the facts that
1 ; w) as n → ∞, and using (5.6), we obtain´B c 1 K(x) u ⊥ p dx > 0, a contradiction. So we have just proved Lemma 5.6. Remark 5.7. We point out that we can prove Lemma 5.6 also using the fact that for 0 < γ ≤ ∞, we have
and Subsection 8.2])
. However, here we provided a direct proof without using the argument on cones as in [1] .
By Lemma 5.6, it is easy to see that for each (τ, h) ∈ R × X * , the functional u ⊥ → J h (τ ϕ 1 +u ⊥ ) is coercive on X ⊥ . Moreover, this functional is weak lower semicontinuous on X ⊥ , so it achieves a global minimum on X ⊥ at some u
When h = h * with a fixed h * ∈ X * satisfying h * , ϕ 1 = 0, we write u
) for all R > 1, then by Proposition 4.7, we get lim
In the next lemma, we stress a behavior of u ⊥ τ,h and j(τ ; h * ) as |τ | → ∞.
Proof. We first show that lim sup
If (5.9) does not hold true, then we can find a sequence {τ n } such that |τ n | → ∞ and
From this and (5.8), we deduce 1 pˆBc
Thus, v 0 = κϕ 1 for some κ ∈ R and hence v 0 = 0 since v 0 ∈ X ⊥ . Meanwhile, arguing as in the proof of Lemma 5.6, we obtain from (5.10) that´B c
is absurd. Thus (5.9) holds true. Next suppose that for some h ∈ X * , there exists a sequence {τ
Up to a subsequence, we have 
(5.12)
Letting n → ∞ in (5.11), and using (5.8), (5.9), (5.12) and
Thus, v 0 = κ ′ ϕ 1 for some κ ′ ∈ R, and hence v 0 = 0 since v 0 ∈ X ⊥ . Arguing again as in the proof of Lemma 5.6, we obtain from (5.11) that´B c 
we deduce 1 pˆBc
(5.17)
Now, taking the limit n → ∞ in (5.17) and invoking (5.8), (5.13) and (5.15), we get
and hence, ϕ 1 + u 0 = κϕ 1 for some κ ∈ R. Thus, u 0 = 0 due to the fact that u 0 ∈ X ⊥ . This contradicts to (5.16) and hence, we obtain (5.14). Finally, the second conclusion of lemma follows from (5.14) and the following estimate
Remark 5.9. Let 1 < p < 2. From the arguments in the proof of Lemma 5.8, it is easy to see that for each h ∈ X * there are two sequences {τ n } and {τ
The next lemma provides the continuity of j(·; ·) on R × X * .
Proof. First, we claim that for |τ | ≤ T 0 and h X * ≤ M 0 we have
where α T 0 , β T 0 depend only on T 0 as in Lemma 5.6. Indeed, by Lemma 5.6 and Young inequality, for all |τ | ≤ T 0 we have
Thus, we obtain (5.18). Now, let (τ n , h n )
On the other hand, if u ⊥ 0 is a global minimizer for the functional
and this proves Lemma 5.10.
Proof of the next lemma can be found in [1] . Indeed, a careful inspection of the proof of Lemma 8.3 in [1] shows that it remains valid even when D 1,p (R N ) is replaced by X.
Lemma 5.11. Let 1 < p < ∞ and let h ∈ X * be given. Assume that j(·; h) : R → R attains a local maximum m 0 at some τ 0 ∈ R. Then there exists u
Finally, we need the following auxiliary result.
Proof. If the conclusion is not true, then for each n ∈ N there exist τ n ∈ [−M, M], and u
(5.20)
Letting n → ∞ in (5.19) and invoking (5.20), we obtain 1 pˆBc
and hence w 0 = 0. But combining (5.19) with the facts that τn u ⊥ n → 0 as n → ∞ and w n = 1 for all n, we argue as in the proof of Lemma 5.6 to concludê
a contradiction. The proof is complete.
Proofs of Theorems 5.2 and 5.3.
Proof of Theorem 5.2. For each τ ∈ R and h ∈ X * , define u
Here we note that j(0; h * ) < 0. Applying (5.18) for T 0 = 0 and M 0 = h *
(5.23)
Recall that j is continuous on R × X * in view of Lemma 5.10. Thus, by (5.21) there exists ρ ∈ (0, ρ) such that
for all h ∈ B X * (h * , ρ). Let h ∈ B X * (h * , ρ) and consider the following cases. The case h, ϕ 1 = 0. We only treat the case h, ϕ 1 < 0, since the other case h, ϕ 1 > 0 can be treated similarly. Using (5.21)-(5.23), we estimate
By Remark 5.9, we find a sequence {τ n } ⊂ R, such that τ n → ∞ and
From this,
τn ⇀ 0 and Lemma 5.8, we deduce
Hence, there exists M > M 1 such that
Then, by Lemma 5.12 there is R > u
Then D is bounded and weakly closed subset of X with the boundary ∂D :
It follows from (5.25) that
It follows from (5.25) and (5.26) that
Finally, it follows from (5.25) and (5.27) that 
Repeating the argument used in [8, Proof of Theorem 1.2], using the improved Poincaré inequality (3.4), the embedding X ֒→ D ϕ 1 and (5.32), we can find R > 0 and T > 0 such that inf
Combining this with (5.33) and (5.34), we obtain
Then, arguing as in the proof of Theorem 5.2 we obtain the desired conclusions. 
Clearly, there is a unique r 0 ∈ (1, ∞) such that ϕ 
Now, we define 4) and for r ≥ t ≥ r 0 , set
Using (A.4) and (A.1), we have
and hence 
Hence, we obtain
Putting t = r 0 in (A.7) and recalling U (r 0 ) = 0, we have
where χ (r0,r) is the characteristic function in (r 0 , r). Since A r0 (∞) = ∞ and the function r → A r0 (r) is increasing in [r 0 , ∞), we get
e. s ∈ (r 0 , ∞) as r → ∞ and
for a.e. s ∈ (r 0 , ∞) and for all r ∈ (r 0 , ∞). From this and (A.8), we obtain lim r→∞ U (r) = 0, via the Lebesgue dominated convergence theorem. Thus, for η := N − 1 − δ ∈ (0, N − p) with δ taken from (H) there is r η > r 0 such that
and hence
Applying this estimate to (A.7) with t = r η , we obtain
Combining (A.9) with (A.1), we obtain
This contradicts to the fact that ϕ 1 (r) → 0 as r → ∞. So A r0 (∞) < ∞, and we have just proved (A.6). Finally we show (2.2) and (2.3). From (A.2), we have
If U (∞) < C N,p , then there exists γ > 0 and r 1 > r 0 such that
It follows from (A.5) and (A.6) that
i.e., we get (2.2). Combining this with (A.10) and (A.1) we get (2.3) and the proof of Proposition 2.5 is complete.
Appendix B. Proof of Lemma 2.9
Proof of Lemma 2.9. Let us first obtain the embeddings when we only assume that p > 2 and (A) hold. For each u ∈ C 1 c (B c 1 ), we have
Thus by using Hölder inequality, we get
From the density of
, we deduce from (B.1) that for all u ∈ D ϕ1 , we havê 
. We have Claim 1. T ρ : D ϕ1 → D ϕ1 and there exist C 2 > 0 and R 1 > 0 such that for all ρ ≥ R 1 ,
(B.5)
Indeed, using the Minkowski inequality we estimate
Lemma 2.5 yields
for R 1 > r 0 sufficiently large. By this and (B.4) we obtain 
for all ρ > R 1 and for all u ∈ D ϕ1 . Thus, we obtain (B.5) with C 2 := 1 + 2M and hence, Claim 1 is proved.
Denoting by J ϕ1 the continuous embedding
. Combining this with (B.3), for all u ∈ D ϕ1 and for all ρ ≥ R 1 , we get
Thus, Claim 2 is proved. We know that the limit of a norm-convergent sequence of compact operators is also a compact operator. So by Claim 2, to show the compactness of the embedding D ϕ1 ֒→ H ϕ1 , it suffices to show that J ϕ1 • T ρ : D ϕ1 → H ϕ1 is compact for ρ > 0 sufficiently large. For r > 1, define
Before doing this, we obtain the following estimate:
Clearly, the estimate (B.9) is immediately obtained if we can prove that for all 1 < R < r 0 < R ′ we haveˆA
To obtain (B.10), we proceed as in [1, Proof of (4.16)]. Fix any x ′ ∈ R N with |x ′ | = 1, and take
Using the Cauchy-Schwarz inequality and then using the Cauchy inequality for the last integral we get from the preceding equality that
By integrating with respect to x ′ over the unit sphere S 1 = ∂B 1 ⊂ R N endowed with the surface measure dσ and then changing variable y = sx ′ we obtain from the last inequality and (B.3) that
This yieldsˆR
and hence (B.10) follows. Let us prove (B.11). For R ≤ r ≤ r 0 , we have . Without loss of generality we assume that u n Dϕ 1 ≤ 1 for all n ∈ N. Next we show that u n → 0 strongly in H ϕ1 as n → ∞. Let ǫ > 0, and 1 < R < r 0 < R ′ < 2ρ be such that 9 log ϕ 2 1 (r 0 )
(B.12) Let δ > 0 be such that R + δ < r 0 < R ′ − δ. We havê , where C 1 (Ω) and C 2 (Ω) are positive constants independent of n. Hence, {u n } is bounded in W 1,2 (Ω) and thus up to a subsequence, u n ⇀ 0 in W 1,2 (Ω) as n → ∞. So we get u n → 0 in L 2 (Ω) as n → ∞ and therefore, there exists n 1 ∈ N such that By this, (B.13), and (B.14) we obtain Since ǫ > 0 was arbitrary, it follows that u n → 0 in H ϕ1 . Thus, the embedding D ϕ1 (A 2ρ 1 ) ֒→ H ϕ1 is compact and so is the embedding D ϕ1 ֒→ H ϕ1 . The proof of Lemma 2.9 is complete. 
