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ABSTRACT 
 
 
 
Two decades of rapid urban growth and increasing per capita water consumption 
has left water providers in Northwest Arkansas concerned about their ability to meet 
future demand for water.  Beaver Water District (BWD) is the largest of four regional 
water providers that draw from Beaver Lake, the only source of potable water in the 
region.  Growth projections and per capita consumption patterns indicate that BWD could 
exhaust its raw water allocation as early as 2031.   
Municipal water customers served by BWD were surveyed about their stated 
priorities for water use, their water conservation behaviors, and their attitudes and 
perceptions about urban growth, water resources, and willingness to pay fees for future 
water availability.  A logistic regression, or “logit” model was developed from the survey 
to identify the attitudes that affect willingness-to-pay (WTP) and estimate mean WTP for 
water.  Logit models are commonly used to estimate mean WTP for an environmental 
good, but the parameter estimates generated in a logit model describe a global 
relationship between the dependent and independent variables.  Because the independent 
variables often represent social processes that are spatially non-stationary, geographically 
weighted regression (GWR) provides a means to examine spatial variations in a model by 
calculating local parameter estimates for every data point.  GWR was applied to the data 
to identify spatial variations in mean WTP and the attitudes that influence WTP.  Using a 
logit model, mean WTP was estimated at $227 annually for the region, with subsets of 
the data by municipality showing WTP ranges from $209 to $245.  Using GWR, mean 
WTP over the region was estimated at $229 annually, but actual WTP values calculated 
  
for each data point ranged from $67 to $442 per year, with a clear pattern of low values 
correlating to closer proximity to the water resource.  Both the logit and the GWR models 
were successful in estimating mean WTP over a region, but GWR also illustrated 
important spatial patterns in the data that can enrich our understanding of the problem 
and lead to more successful long-term strategies and solutions for meeting the future 
needs of a rapidly-expanding population. 
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CHAPTER 1 
 
 
INTRODUCTION 
 
 
 
 
Urbanization is the dominant demographic trend on a global scale, and as such, is 
a major component of environmental change (Vitousek 1994).  Urban systems are tightly 
linked to surrounding ecosystems through resource extraction, landscape modification, 
introduction of new species, and as generators of waste and pollution.  However, classical 
approaches to understanding ecological systems are often inadequate to fully comprehend 
the ecology of human-created and human-dominated systems, because there has been no 
framework in which to incorporate the complex social structures that drive human 
behavior.  There is a wide call for new approaches to urban ecological research that 
merge traditional ecological research with sociocultural investigations.  Much of the 
literature focuses on theoretical frameworks that conceptualize how to integrate social 
system components into human-ecological models of urban ecosystems, addressing 
feedbacks between environmental processes and human social institutions and resources.  
However, empirical research that operationalizes the conceptual framework has only 
recently begun developing.   
 
1.1   Problem Statement 
 For the last two decades, northwest Arkansas has been in a sustained period of rapid 
urban growth.  Between 1990 and 2000, the combined population of Benton and 
Washington counties increased from 210,939 to 311,121, making it the sixth fastest-
growing metropolitan statistical area in the United States (US Census Bureau 2000).  
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Population estimates from July 2005 show a combined total population of 367,295 for the 
two counties, and the growth is not expected to end in the near future.  In fact, population 
projections estimate that by 2030, the population of Benton and Washington counties will 
be greater than 650,000 people (UALR Institute for Economic Advancement 2006).  
Growth is primarily a result of in-migration to the area, fueled by the continued growth of 
corporations like Walmart, Tyson Foods, and J.B. Hunt, all of which are headquartered in 
the Fayetteville-Springdale-Rogers MSA.  Much of the growth can be attributed to 
Walmart in particular, as many vendors who serve the retail giant have opened branch 
offices in Northwest Arkansas over the last decade.  Increases in employment 
opportunities as well as in the number and variety of goods and services available in the 
region have accompanied this economic boom, resulting in a higher standard of living 
regionally.  However, rapid urbanization has placed more stress on infrastructure and 
increased demand for essential natural resources as a result of both increases in 
population and in per capita consumption patterns associated with higher standards of 
living. 
Local water providers are concerned about the availability of a reliable water 
supply to meet the demands of continued growth.  Beaver Lake, an artificial 
impoundment created by damming the White River in 1966, is currently the only source 
of potable water in northwest Arkansas (Arkansas Water Resources Center 2008).  
Beaver Water District, the largest of the four regional water providers that draw their raw 
water allocation from Beaver Lake, is the primary water provider for the urban growth 
area.  In 2005, Beaver Water District authorized a study to evaluate their ability to meet 
the demands of future growth in the region.  Based on growth projections and 
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adjustments for the trend toward increasing per capita consumption, it is estimated 
Beaver Water District will exhaust their current allocation for raw water supplies as early 
as 2031 (Carollo Engineers 2006).  Residential water use accounts for over half of the 
current demand, but there is currently little emphasis placed on water conservation or 
water resource protection in the face of rapid urbanization.  Further complicating the 
situation is the highly variable nature of the White River’s hydrologic regime (Cleaveland 
and Stahle 1989) and management of multiple competing uses in the reservoir for 
recreation, irrigation, and aquatic habitat.  As population pressures in northwest Arkansas 
continue to mount, it is imperative to employ strategic, long-term planning to ensure a 
stable, reliable water supply to meet future demand.    
 
1.2 Hypothesis and Objectives 
 
 Continuation of urban growth and the trend toward increasing per capita water 
consumption could lead to chronic water shortages within the next fifty years.  The goal 
of this research was to understand human behaviors with regard to water allocation and 
usage in Northwest Arkansas, with the following objectives:  (1) ascertain stated 
priorities for water use in the region; (2) assess the attitudes and perceptions that 
influence willingness-to-pay for water availability and conservation behaviors; (3) 
examine the spatial variations in the relative importance of attitudes and perceptions that 
affect willingness-to-pay; and (4) estimate mean willingness-to-pay for a reliable water 
supply at the regional and local scales.  The null hypotheses to be tested in this research 
are: 
• That the attitudes and perceptions that influence willingness-to-pay are constant 
over the study area, and 
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• That the mean dollar amount that residents are willing to pay for water 
availability does not vary throughout the region. 
 
1.3 Literature Review  
 
1.3.1 Impacts of Urbanization and the City as Ecosystem 
Currently, over half of the world’s total population lives in cities, largely due to 
the influx of rural residents to cities during and after the Industrial Revolution.  This mass 
migration is considered one of the most significant events in human ecology in the last 
one hundred years (Rees 1997b):  urban populations increased tenfold between 1900 and 
1999 (Alberti 2005) and are expected to continue growing even after global populations 
stabilize (Wu 2008), given that the average annual growth rate of urban areas is 1.8% 
while the total global population is growing at only 1% annually (Alberti 2005).  The 
United Nations estimates that by 2030, 83.5% of the population of the developed world 
and 56.2% of the population of developing countries will reside in urbanized areas 
(Alberti 2005).  Clearly, cities are and will continue to be the primary habitat for 
humankind in the foreseeable future (Rees 1997b). 
That cities are home to more than half of the world’s population is sufficient 
reason to study urban systems so that we can better understand how to manage and 
maintain them to insure an adequate quality of life for the inhabitants (Grimm et al. 
2000).  Cities are sustained by resources drawn from surrounding ecosystems, and as 
more people are concentrated in cities, these ecosystems are increasingly impacted in a 
negative way.  Humans have always made alterations to their landscape, but historically, 
those alterations have been on a local scale.  As human populations have burgeoned, the 
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scope and intensity of our interactions with the biophysical environment have been 
altered dramatically, and our impacts are now observable at the regional, continental, and 
global scales (Liu et al. 2007).  At the local level, urbanization fragments, isolates, and 
degrades species habitat, and species composition may be simplified or homogenized.  
Urbanization disrupts natural drainage patterns, increases impervious surfaces, and 
increases pollution, sediment, and nutrients in water runoff (Alberti and Marzluff 2004).  
Alteration of land cover patterns affect surface radiation regimes, contributing to an 
urban heat island effect that alters climate patterns on both the local and regional levels 
(Wu 2008).  Globally, cities are major producers of greenhouse gases and air pollutants 
(Wu 2008) and are nodes of resource consumption and waste generation (Rees 1997b).  
Although urban areas occupy only about two percent of the earth’s land surface, they 
account for 78% of all carbon emissions, 60% of residential water use, and 76% of the 
wood used for industrial purposes (Grimm et al. 2000).  In fact, ecologists now indicate 
that none of Earth’s ecosystems are free of human influence, and most are directly 
dominated by them (Vitousek et al. 1997).  In a seminal paper from 1994, Peter Vitousek 
argues that a rapidly-increasing human population and its high rate of resource 
consumption are the ultimate drivers of global environmental change.   
Despite the negative impacts associated with cities, there are merits to 
urbanization.  Cities serve as centers of culture, of creativity and innovation that may help 
us develop solutions to the negative impacts cited above. (Botkin and Beveridge 1997).  
Generally, city residents have greater access to educational and employment 
opportunities, social services, and health care (Wu 2008).  In addition, higher population 
densities found in the city proper reduce the demand for land, lower the per capita costs 
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of providing clean water, sewer, and waste collection, and lessen the demand for fossil 
fuels through alternative transportation (Rees 1997a). 
Ultimately, however, most cities are not sustainable (Wu 2008).  One way in 
which the impact of cities on the environment has been measured is by their ecological 
footprint.  Rees (1997b) estimates ecological footprint by calculating how much land area 
is required to support a given population within a city.  His study of the City of 
Vancouver revealed an ecological footprint that was 200 times larger than the 
geographical extent of the city itself, which corresponds with similar values found by 
researchers in Britain.  In general, cities in the developed world run at an ecological 
deficit that is approximately an order of magnitude greater than their sustainable natural 
income (Rees 1997b).  Given the trend towards urbanization, environmental problems are 
likely to accelerate as the demand for resources expands the ecological footprint of cities.  
Human activity alters the structure and function of the ecosystems that sustain us, and 
unfortunately, we are now “changing the Earth more rapidly than we are understanding 
it” (Vitousek et al. 1997).  How well cities can develop the means to live within their 
natural income is likely to determine human and ecosystem health and well-being on a 
global scale in the future (Wu 2008). 
Historically, the study of urban systems has been the purview of geographers, 
social scientists, economists, landscape architects, and urban planners (Pickett and 
Cadenasso 2006), but these investigations have focused largely on social and economic 
interactions or the planning and design of the urban landscape.  Where ecological 
research in cities has been done, it has tended to focus on the study of nonhuman species 
in the urban setting, with humans conceptualized as disruptors of ecosystem structure and 
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function (Rees 1997b).  Over the past two decades, however, there has been a paradigm 
shift in the study of urban systems.  Cities are being recognized as a unique ecosystem – a 
human-created ecosystem in which we are the keystone species (Rees 1997b), and there 
has been a call across many disciplines for integrative research that incorporates both 
social and natural sciences to understand the complex system of drivers and feedbacks 
that shape the urban ecosystem (Alberti 2005). 
Grimm et al (2000) base the argument for an integrated approach to the study of 
human ecological systems on three key points:  1) that humans dominate Earth’s 
ecosystems and must be integrated into ecological models for a complete understanding 
of those systems; 2) that the development of more realistic models will lead to more 
successful solutions to environmental problems; and 3) that while the study of urban 
ecology is not new, our concept of a city as an ecosystem is, and this paradigm shift has 
significant implications for development of overarching concepts throughout ecosystem 
studies.  Furthermore, it is of paramount importance that we understand how cities work 
as ecosystems in order to manage them properly (Grimm et al. 2000).   
There is little debate that the integration of social and natural sciences is a critical 
aspect of successful investigations; the pressing issue is how that integration is 
accomplished effectively.  Although current research is building on and expanding 
previous traditions in human ecology, environmental geography, and ecological 
anthropology by linking natural and human systems, emphasizing reciprocal interactions 
and feedbacks, and focusing on interactions that occur within and across multiple scales 
(Liu et al. 2007), there is still a need for a cohesive theory of integrated urban systems 
research.  Grimm et al (2000) argue that a successful framework must incorporate social, 
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behavioral, and economic sciences, because human perception, choice, and action are the 
phenomena that drive political, economic, and cultural decisions that lead or respond to 
changes in the environment.  In addition, human activities must be reconceptualized as 
drivers of, not disturbances to, the ecosystem since human decision-making is of 
paramount importance in urban ecosystem dynamics.    
Landscape ecologists are leading the development of a framework for such 
investigations by conceptualizing cities as “spatially heterogenous landscapes in which 
biophysical and socioeconomic processes interact across multiple scales” (Wu 2008).  
Alberti (2005) posits a conceptual model of the effects of urban pattern on ecosystem 
function as a cycle of influence that incorporates the drivers of human behavior, patterns 
of human activity, mechanisms of change, and the effects of action on the environment.  
Pickett et al (2001; 2008) advocate a “human ecosystem approach” that incorporates 
three key frameworks:  patch dynamics, the human ecosystem framework, and urban 
ecosystems as a region. 
Patch dynamics, a concept first developed in landscape ecology, describes the 
spatial structure of areas; the flow of energy, materials, and information across this 
spatial mosaic; and changes in the both the individual components of the mosaic and the 
mosaic as a whole.  This framework is based on the idea that the spatial heterogeneity of 
an urban system has ecological significance (Pickett et al. 2001), and that patch dynamics 
can account for that heterogeneity across multiple scales, making it a useful means of 
describing the human ecological system.  Spatial heterogeneity is present in both 
biophysical and socioeconomic realms, since human activity modifies environmental 
patterns and processes to varying degrees and humans create social differentiation in 
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social patterns and processes based on hierarchies of wealth, knowledge, power, status, 
and territory (Pickett et al. 1997). 
The human ecosystem framework, adopted from social ecology, describes 
structures and interactions that would be necessary to effectively model humans as 
components of ecosystems.  Social system structures might include social institutions, 
social orders, and social cycles, while resource system structures include cultural and 
socioeconomic resources and biophysical patterns and processes; the interactions and 
feedbacks of these structures are what drive the ecosystem.  The five key points of the 
human ecosystem framework are that: 1) the primary drivers of human ecosystems are 
both biophysical and social; 2) there is no single determining driver of anthropogenic 
systems; 3) the relative significance of drivers may vary over time; 4) components in the 
framework must be examined simultaneously in relation to one another; and 5) 
examination of how dynamic biological and social allocation mechanisms affect 
distribution of resources is necessary (Pickett et al. 2001). 
Finally, the framework of the urban ecosystem as a region is drawn from 
planning, geography, and the social sciences.  It emphasizes that urban areas are open, 
dynamic systems that are inextricably linked to the surrounding ecosystems through the 
flows of energy and resources. This landscape approach can demonstrate hierarchical 
insights from multiscale analyses and may aid a more comprehensive understanding of 
the relationships and flows operating between humans and the biophysical environment  
(Field et al. 2003). 
Scientists ultimately agree that the urban system represents a novel combination 
of stresses, disturbances, structures, and functions acting in concert.  The goal is to 
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understand how they work, how they change, and what their limits are.  This need for 
better understanding is predicated on the knowledge that cities are home to an increasing 
percentage of the population and that urban lands disproportionately impact regional and 
global ecological systems (Pickett et al. 2008).  Although much effort has been put into 
developing a beginning framework for human ecosystem investigations, there is still a 
scarcity of empirical research that tests an integrated conceptual framework (Field et al. 
2003).  However, seminal research from the Baltimore Ecosystem Study is already 
beginning to challenge conventional wisdom about cities, spotlight topics that require 
further investigation, and add flesh to the skeleton of an urban ecological theory (Pickett 
et al. 2008).  
 
1.3.2 Contingent Valuation of Environmental Goods 
 Human health and well-being are tightly linked to environmental quality, but it is 
difficult to put a value on the mental and physical benefit that is derived from a clean, 
healthful environment.  This occurs not because people don’t value this benefit, but 
because environmental quality is not traded in a typical market.  As environmental 
quality becomes increasingly scarce, it also becomes more valuable.  However, because 
of the difficulty of assigning a dollar value to these benefits, the value tends to be 
overlooked in the decision-making process (Loomis 2005).     
Environmental valuation attempts to estimate the economic benefit in dollars to 
society from the use of natural resources that are not part of a formal market; often, these 
benefits fall under the category of a “public good.”  Essentially, a benefit is considered a 
public good when it can be termed as 1) non-rival, meaning that one person’s use does 
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not diminish the ability of others to use it – swimming, for example – or 2) 
nonexcludable, meaning that an improvement in the resource for one person doesn’t 
prevent others from receiving the same benefit (e.g., an improvement in water quality is 
good for everyone, regardless of how many people the improvement was done for) 
(Loomis 2000).   
Clearly, people sometimes value goods and resources for reasons that are not 
related to consumption.  Referred to variously as a non-use, passive use, or existence 
value, contingent valuation is an environmental valuation method that seeks to capture 
that component using a hypothetical market scenario using a survey-based approach to 
develop a demand curve for an environmental good, most commonly recreation or 
existence values (Loomis 2005).   
With contingent valuation, a survey is used to elicit responses from a 
representative sample about what sacrifices or tradeoffs consumers are willing to make, 
in income or other market goods, in order to obtain a specified environmental good 
(Buckland et al. 1999).  A key issue is that the survey must present the subjects with a 
specific, realistic situation in order to elicit realistic responses; people have difficulty 
putting a price tag on abstract concepts, so when presented with a vague commodity or 
payment mechanism, they tend to treat the valuation as symbolic.  Additionally, better 
success has been garnered when questions are close-ended, requiring only that the subject 
choose one of the responses offered (Hanemann 1994).  Typically, questions that elicit 
the valuation of the environmental good are framed as a dichotomous choice:  the 
individual is offered a bid, and he or she chooses to accept or reject that bid in return for a 
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specified level of environmental improvement.  To develop the demand curve, different 
respondents are offered different bid amounts (Buckland et al. 1999).   
The survey also asks respondents for information about their attitudes and 
perceptions, as well as demographic characteristics.  These characteristics are used in 
conjunction with the stated bid amount and a constant as independent variables in a 
logistic regression function, with the dichotomous choice response as the dependent 
variable.  The researcher can then model the probability of achieving a “yes” response 
based on varying bid amounts and socioeconomic and/or attitudinal characteristics and 
calculate mean willingness-to-pay for an environmental good (Giraud, Loomis and 
Cooper 2001).    
Although contingent valuation is one of the only methods to estimate passive use 
values, it is not without its flaws.  One criticism of the method is that stated willingness 
to pay may be a poor indicator of actual willingness to pay, particularly since the public 
goods frequently evaluated with contingent valuation are subject to free-ridership – a 
situation in which a respondent may choose to pay nothing with the knowledge that 
others will cover the cost of his use of the environmental good (Loomis et al. 1996).  
While research indicates that contingent valuation has consistently been successful in 
estimating non-market benefits of recreation use, its record has not been as good at 
estimating existence and passive use values, with hypothetical willingness to pay 
exceeding actual willingness to pay.  However, the usefulness of contingent valuation as 
a tool has been upheld by the US government and courts, as well as panels of scientists, 
as a valuable starting point for administrative and judicial decision-making (Loomis 
2000).   
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The advantage that contingent valuation offers in resource policy and 
management is that it may shift the nature of the debate from “economy vs. the 
environment” or “people vs. the environment” to a recognition that people care about 
multiple aspects of natural resources and that public policy in regards to resources can be 
nuanced – and can accommodate multiple uses.  Effective policy decisions should be 
affected by multiple concerns in addition to economic efficiency (Loomis 2000), and 
economic valuation has the potential to bring balance to resource allocation and 
management because it illustrates the value people place on uses that are otherwise 
difficult to quantify (Loomis 2005).  Ultimately, economics is less about the study of 
markets than it is about the study of human preferences and behavior (Hanemann 1994), 
which are components of the socioeconomic realm to be examined in this research. 
 
1.3.3 Geographically Weighted Regression 
 The logistic regression used to calculate willingness to pay in contingent 
valuation is considered a global model in which parameter coefficients of the independent 
variables are calculated as a best fit to the entire dataset.  However, when observations in 
a study are tied to geographic locations, the regression coefficients do not always remain 
fixed over space.  While logistic regression provides an excellent starting point, it may 
also mask important spatial variations in the dataset that can help explain relationships 
between the dependent and independent variables (Brunsdon, Fotheringham and Charlton 
1998).  In particular, the social processes (specifically, socioeconomic variables and 
attitudes) underlying the regression model are often non-stationary in nature, meaning 
that the measurement depends in part on the location at which the measurement was 
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taken (Fotheringham, Brunsdon and Charlton 2002).  This draws on Tobler’s Law, the 
geographic concept that things that are close to each other are more likely to be similar 
than things at a distance (Charlton and Fotheringham 2009).   
 Previous attempts at incorporating spatial information in a regression model have 
included relying on a dummy variable as an indicator of geographic location.  The 
shortcoming of this method is that it does not allow for the variation of all parameter 
coefficients.  Cassetti’s expansion method overcomes this issue, but it relies on a 
predefined spatial hierarchy, such as the grouping of census blocks into census block 
groups (Brunsdon, Fotheringham and Charlton 1998).  Geographically weighted 
regression (GWR), however, does not depend on previous spatial hierarchy; instead, it 
uses logistic regression to calculate local statistics for every observation in the dataset, 
allowing the structure of the model to vary over the study area as the parameter estimates 
change in relation to each other in the model (Brunsdon, Fotheringham and Charlton 
1998).  Although the spatial variation may not be fully accounted for by the factors in the 
GWR model, Brunsdon et al (1998) cite three primary reasons for adopting GWR in a 
study: 
• Exploration: knowledge of the geography of the study are may suggest factors 
that influence spatial variation, which can then be added to the model to 
potentially improve model fit 
• Factors that are difficult to quantify:  sometimes factors that affect spatial 
variability are difficult to measure, and GWR allows the variation to be seen even 
if the phenomenon itself is not easily defined 
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• Direct geographic output: there are situations in which the desired model output is 
geographical in nature, and GWR provides a direct method of obtaining it. 
 
In developing spatial regression, it is important to note that there are multiple 
types of spatial analysis:  point pattern analysis, geostatistical models, and lattice (or 
regional) models.  Point pattern analysis is concerned with analyzing the distribution of 
observations over an area to look for clustering or other non-random patterns, and is often 
used in fields such as criminal justice to identify patterns of criminal behavior over an 
area.  Lattice models use vector data (data represented as points, lines, or polygons) to 
correspond to discrete locations in space, such as addresses.  Lattice models are useful in 
representing networks and node, but interpolation of data is not practical.  In contrast, 
geostatistical models are represented as continuous surfaces (raster data), which can be 
interpolated using the observations as sample points.  Geostatistical models are 
appropriate for an incomplete set of data points where the objective is to predict values 
for unobserved locations (Anselin 2002). 
Additionally, it should be noted that because GWR is a relatively new 
development, there is a paucity of literature on it in both theory and application.  While 
some researchers have used GWR to examine spatial variations in a model, most of those 
applications have been the spatial equivalent to a global linear regression, such as 
Ordinary Least Squares.  The majority of literature on GWR is focused on its application 
to environmental change (Mishra et al. 2010; Clement et al. 2009; Wimberly et al. 2008), 
health (Holt and Lo 2008; Mandal et al. 2009), and sociocultural investigations (Cho and 
Gimple 2009; Partridge et al. 2008).  However, with the introduction of a GWR linear 
   16
regression tool in the ArcGIS suite of software (version 9.3.1 and newer), it is likely that 
we will see an expansion of GWR in future research.   
Examination of the GWR literature revealed only three instances in which a 
geographically weighted logistic regression model was developed:  one published paper, 
one conference proceeding, and one working paper.  Atkinson et al (2003) published an 
article that used geographically weighted logistic regression (GWLR) to map the 
likelihood of the presence of riverbank erosion as a function of vegetation index, 
historical bank stability, bank material, the presence of meanders, and stream power.  
Tanaka, Yoshida, and Kawase (2008) presented the findings of their GWLR research at 
the 2008 Annual Meeting of the American Agricultural Economics Association.  Their 
study examined how GWR could reveal spatially-varying respondent preferences for 
urban park amenities, which could help facilitate area-specific decisions in urban park 
planning.  Finally, an internet search found a working paper by Giaccaria and Frontuto 
(2007) in which GWLR was used to show that the perceived damage based on the 
installation of high voltage transmission lines was sensitive to spatial location of the 
respondent household, which impacted respondent willingness to pay. 
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CHAPTER 2 
 
 
METHODOLOGY 
 
 The conceptual basis of this research is that ecological models which exclude 
human societal constructs are inadequate to fully comprehend ecosystem dynamics, and 
are therefore of little use as we address important issues of sustainability (Pickett et al. 
1997; Pickett et al. 2001).  In order to understand the behaviors that are part of the 
dynamic interaction between humans and their environment, we must understand the 
attitudes and perceptions that shape human behavior.  A survey was developed to 
ascertain residents’ attitudes, perceptions, and behaviors with regard to water resources in 
the study area.  This chapter presents the methods used to develop the survey, collect the 
data, and analyze the results both statistically and spatially.   
 
2.1 Survey Development and Distribution 
 
2.1.1 Overview 
 
A mail survey (Appendix A) was developed to target residential water consumers 
from the four major municipalities that obtain their water from Beaver Water District:  
Bentonville, Fayetteville, Rogers, and Springdale.  A mail survey was selected as the 
most effective method of obtaining a representative sample of the target population 
because (1) the samples needed to be stratified by city and well-distributed across the 
study area, and (2) the most current and accurate means of identifying the population was 
through the water providers, which require current service and mailing addresses for their 
customers (Salant and Dillman 1994).   
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The purpose of the survey was to (1) ascertain stated priorities for water use in the 
study area, (2) assess the attitudes and perceptions that influence willingness-to-pay and 
conservation behaviors, (3) estimate mean willingness-to-pay for a reliable water supply 
in the face of regional growth and increasing per capita water consumption, and (4) 
examine spatial variations in willingness-to-pay and the attitudes and perceptions that 
influence it.  Since Beaver Lake is an important recreational destination in addition to 
being the regional water supply, understanding the value that area residents place on 
competing uses for water resources is a critical component of developing viable long-
term strategies for providing water in the future.  Contingent Valuation Method (CVM) 
was therefore selected as the most appropriate survey technique for this survey because it 
allows the measurement of non-use, or passive values of public goods, in addition to the 
use value (Loomis 2000).   
 
2.1.2 Questions 
The survey was arranged in several sections (Salant and Dillman 1994), each of 
which was designed to cover a specific relevant topic.  The first section gave a summary 
of the issue being researched, a statement of the purpose of the survey, and a brief 
description of the survey that included how the results would be used and to whom the 
data would be available.  Instructions on how to complete and return the survey were 
included, as well as contact information for the researchers and the Compliance 
Coordinator for the University of Arkansas Institutional Review Board. 
The purpose of the second section was to gather baseline information about 
current attitudes, perceptions, and behaviors in regard to water use in the region.  
Respondents were asked to rate the importance of different water uses that included 
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personal consumption and hygiene, recreational uses, ecosystem function, agriculture, 
and industry.  These questions were asked using a close-ended format with ordered 
choices (commonly referred to as a Likert scale) because this format supplies the 
respondent with all possible gradations of a single, specific concept; the benefit of this 
format is that questions are very focused and respondents have only to determine which 
position in the range of possible responses most closely correlates to their attitude (Salant 
and Dillman 1994).  Respondents were also questioned on their current patterns of 
residential irrigation, the number and type of water-using devices in their home, and their 
attitudes about water availability. 
The third section gave information from the Carollo Report (2006) commissioned 
by Beaver Water District about water allocation and availability in the future.  
Respondents were asked to (1) state their willingness to pay an additional monthly fee to 
preserve water availability using a dichotomous choice approach and (2) indicate their 
attitudes about paying additional fees.  With dichotomous choice, each survey is 
randomly assigned a bid amount to represent the hypothetical monthly fee and 
respondents are asked to respond with a simple “yes” or “no.”  Previous studies 
calculating mean willingness-to-pay for water availability have found ranges from 
$101.64 (Griffin and Mjelde 2000) to $120.84 (Jordan and Elnagheeb 1993) to $203.04 
(Barakat & Chamberlin, Inc. 1994) annually.  The development of the bid amount series 
for this research incorporated these ranges, adjusting for inflation, regional water costs, 
and cost of living.  The amounts (in dollars) used in the bid series were 1, 5, 10, 15, 20, 
25, 30, 35, 40, 50, 60, 70, 80, 90, and 100; bid amounts for the surveys were randomly 
generated using the RAND function in Excel.  If the respondents indicated they were not 
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willing to pay the designated amount, they were asked to indicate how much they would 
be willing to pay in an open-ended question.  In addition, respondents were asked to 
indicate the conservation behaviors in which they currently participated and what 
conservation measures they were willing to adopt to maintain lower water rates. 
Section four dealt with perceptions and attitudes about urban growth in the region.  
Respondents were asked whether they were pleased with the economic benefits 
accompanying recent growth and whether they felt they had personally benefitted from 
growth.  They were asked to rate the local importance of issues often associated with 
urbanization, such as increased pollution, higher crime rates, school overcrowding, and 
traffic congestion.  Finally, they were asked to indicate whether or not they supported 
increased regulation of land use to protect water quality.  Respondents answering “yes” 
were asked to indicate at what scale (city, county, or watershed level) they believed land-
use regulation should be implemented, while respondents who answered “no” were asked 
to explain their opposition.  The final section collected demographic data about the 
respondents and provided space for respondents to comment if they so desired.   
 
2.1.3 Survey Sample 
Current customer lists were obtained from each water utility for the four major 
municipalities (Bentonville, Fayetteville, Rogers, and Springdale) in the urban growth 
corridor.  Each customer list was culled to select only residential customers, and the sum 
total of 82,641 residential customers was identified as the survey population.  Using 
Raosoft sample size calculator (Raosoft, Inc. 2004), it was determined that 383 responses 
were required to have a statistically significant sample at a 95% confidence level and a 
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confidence interval of ±5%.  A historical response rate in the region of approximately 
20% for mail surveys was used to calculate how many surveys would need to be 
distributed to receive the requisite number of responses.  The total number of surveys to 
be mailed was stratified by city as shown in Table 2.1. 
Table 2.1: Distribution of surveys mailed by city 
City Residential Records % of Total # of Surveys 
Bentonville 12,364 14.96% 286 
Fayetteville 23,811 28.81% 552 
Rogers 19,040 23.04% 441 
Springdale 27,426 33.19% 636 
Total 82,641 100.00% 1,915 
 
Each city’s residential water customer list was then randomly sampled to obtain the 
survey mailing list.  The initial mailing was undertaken in April 2008 and a follow-up 
mailing was conducted in June 2008.   
 
2.2 Data Compilation  
 Microsoft Excel was used to create a data entry form to compile the results of the 
surveys as they were received.  Each survey was entered by two individuals in two 
identically formatted spreadsheets for quality control.  When all the responses had been 
entered, the two spreadsheets were compared using UltraSleuth Gold (Digital Solutions 
Ltd. 2006), an Excel add-in for locating discrepancies.  All discrepancies were checked 
against the original survey and appropriate corrections were made.  Once complete, the 
Excel data file was imported into JMP 8 (SAS 2008) for statistical analysis and 
development of regression models.  In addition, the data file was added to ArcGIS 9.3.1 
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(ESRI 2009) and geocoded by mailing address.  This process allowed the surveys to be 
correlated with a geographic location for future spatial analysis. 
 
2.3 Statistical Analysis 
2.3.1 Survey Responses, Demographics, and Willingness-to-Pay 
The first step in statistical analysis was to examine the relationships between the 
potential explanatory variables, such as demographics and self-reported attitudes, and 
willingness-to-pay, the dependent variable.  First, summary statistics for all questions in 
the survey were calculated to show frequencies of the responses.  Next, the response to 
each question was input as a dependent variable in a Chi Square test of independence 
using demographic measures (city of residence, gender, household size, home ownership, 
ethnicity, education, reported income, and age) individually as the independent variable 
to look for statistically significant relationships.   A second round of Chi Square tests was 
conducted using willingness-to-pay as the dependent variable and responses to the survey 
questions as independent variables to identify attitudes that had a statistically significant 
relationship with willingness-to-pay.   
For all Chi Square tests, if the independent variable had multiple categories and 
either (1) the relationship was not statistically significant, but p < 0.2; or (2) the 
relationship was statistically significant and the findings were suspect because 20% of the 
cells had an expected count that was less than five, the categories were collapsed into two 
meaningful distributions and the Chi Square test was run again.  Where statistically 
significant relationships (p < 0.1) were found in either the initial Chi Square test or after 
collapsing categories and running the second Chi Square test, the independent variable 
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was tested for collinearity with other independent variables using the Cochran-Mantel-
Haenszel Chi-square test.   
 
2.3.2 Developing a Regression Model 
Once collinear variables were identified and discarded, the remaining independent 
variables that had a statistically significant relationship with willingness-to-pay were 
input into a nominal logistic regression, or “logit” model in JMP 8.  A widely-accepted 
and utilized method for calculating willingness to pay, a logit model allows you to predict 
a dichotomous discrete outcome from two or more explanatory variables (Rondon, 2003).  
The logit model does not assume the relationship between the dependent variable and the 
independent variables is linear; instead, the relationship is defined by a sigmoid (s-
shaped) curve.  The model is given by equation 2.1: 
ܮ௜ ൌ ܮ݊ ቀ
௉೔
ଵି௉೔
ቁ ൌ  ߚ଴ ൅ ∑ ߚ௜ ௜ܺ௜௡  (2.1) 
where Pi  represents the probability of achieving a “yes” response; β0 is a constant term; βi 
is the vector of parameters to be estimated; and Xi is the vector of independent variables 
included in the model (Loomis et al. 2000).  
Previous research using contingent valuation indicates that general factors such as 
bid amount, respondent demographic profiles, and respondent attitudes often play a role 
in determining respondent willingness-to-pay (Rondon 2003).  In CVM studies, bid 
amount is expected to have a significant and negative relationship with WTP (Champ and 
Bishop  2006; Loomis et al 2000; Loomis 2000), while social structure variables such as 
gender, age, income, and education have been shown in sociological literature to be 
associated with environmental concern.  Likewise, respondent attitudes (social 
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psychological variables) are often strong indicators of behavior with respect to the 
environment (Dietz et al 1998).  This theoretical association is supported in the 
environmental economic literature (Champ and Bishop 2006; Loomis 2000; Jordan and 
Elnagheeb 1993).  Based on the prior literature, it was expected that bid amount, 
education, income, age, and gender would be significant in the logistic regression model.  
In addition, the attitudinal variables “I am happy to pay fees that our water resource 
managers feel are appropriate” and “I can’t afford to pay a higher fee” were expected to 
play a role in respondent willingness-to-pay over the region. 
The model was developed in an iterative process based on the Chi Square tests of 
independence previously conducted.  Initially, responses from the survey that were 
shown to have statistically significant relationships with willingness-to-pay were input as 
independent variables into a model, with the dependent variable being willingness-to-pay.  
The statistically significant variables identified for use in the initial model are shown in 
Table 2.2 with their corresponding p-value.   
 
Table 2.2:  Expected independent variables 
Initial Independent Variables P value 
Bid Amount < 0.0001 
Level of Education 0.0282 
Reported Income 0.0245 
Attitude: I am happy to pay fees that our water 
resource managers feel are appropriate < 0.0001 
Attitude: I can’t afford to pay additional fees < 0.0001 
Attitude: Good water quality is my right and it is 
unfair to expect me to pay for it 0.0002 
Attitude: I am pleased with the benefits of recent 
urban growth in the region 0.0074 
Attitude: I support increased regulation of land use 
to preserve water quality and availability in the 
region 
0.0255 
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The model was run in JMP 8 to determine the significance of each independent variable 
in predicting willingness-to-pay.  Independent variables that did not contribute to the 
model were removed one by one, beginning with the variable with the highest p-value.  
The model was run again, following the same procedure, until a satisfactory model was 
achieved as evidenced by the chi-squared statistic and the R2 values.  The resulting 
theoretical model was then checked against a stepwise regression that incorporated all the 
independent variables tested in the initial model. 
Because willingness-to-pay was expected to vary over the study area, subsets of 
the response data were created by city after a satisfactory regional model was developed 
for the entire dataset.  The model developed for the regional dataset (hereafter referred to 
as the regional model) was then applied to each subset to evaluate the fit of the model at 
the city scale.  It was expected that bid amount and the attitude “I am happy to pay fees” 
would remain statistically significant in each of the city models, but based on familiarity 
with the region’s “city identities,” the significance of most social structure and social 
psychological variables was expected to vary by city.   
In Fayetteville, which has a more highly-educated population and a lower median 
income than the other cities, it was expected that level of education and the attitude “I 
support increased regulation of land use to preserve water quality and availability in the 
region” would play a positive significant role in respondent willingness-to-pay.  In 
contrast, income and the attitude “I can’t afford to pay additional fees” were expected to 
be significant in Springdale, due in large part to the population of recent immigrants, who 
statistically tend to be less well-educated and have lower incomes.  Bentonville and 
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Rogers are the two wealthiest communities in the area, and income was expected to be 
significant in their local models.  Additionally, the attitude “I support regulation of land 
use to preserve water quality and availability in the region” was expected to be significant 
in Rogers because of its proximity to the lake and the existence of a vocal group of 
opponents to land use regulation around the lake. 
 
2.4 Calculating Willingness-to-Pay 
Once the regression was developed, it was possible to calculate mean willingness-
to-pay (MWTP) in dollars for the respondents.  Following Hanemann’s (1984) equation, 
the mean is calculated from: 
ܯ݁ܽ݊ ܹܶܲ ൌ ሺ1/ߚଵሻ  כ  ݈݊൫1 ൅ ݁ఉబା∑ ఉ೔ఄ೔൯  (2.2) 
where:  
ߚଵ = the coefficient estimate for the bid amount, 
ߚ଴  = the coefficient estimate for the intercept, 
and   = the sum of the product of the means of the explanatory  
 variables with their coefficient estimates. 
 
Mean willingness-to-pay was calculated for the regional model as well as for each city 
model for comparison.   
 
2.5 Spatial Analysis 
2.5.1 Tying Responses to a Geographical Location 
The Excel data file was added to ArcGIS 9.3.1 (ESRI 2009) as a table, and the 
addresses were geographically referenced (geocoded) using an address locator created 
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from the Arkansas Centerline File available on GeoStor (www.geostor.arkansas.gov 
2009), an online geospatial data warehouse for the state of Arkansas.  Once all the data 
points were located geographically, their distribution was analyzed using the Moran’s I 
test for spatial autocorrelation.   
 
2.5.2 Geographically Weighted Regression 
Logistic regression in standard statistical software models the relationships 
between a dependent variable and a set of independent variables.  However, the 
parameter estimates generated in this type of modeling describe a global relationship 
between the dependent variable and the independent variables, calculating one parameter 
coefficient for each independent variable that represents the average of all data points in 
the dataset.  While global regression can be a valuable starting point, it can also mask 
important relationships in subsets of the data (Fotheringham et al. 2002).  Social 
processes such as those acting on willingness-to-pay often exhibit spatial non-stationarity 
(i.e., relationships that are not constant over space), and geographically weighted 
regression (GWR) provides a means to examine the local variations in a model, which 
enables the researcher to develop a richer understanding of the data (Fotheringham et al. 
2002).  GWR calculates a local parameter estimate for every data point in the dataset, 
allowing the researcher to examine the local relationships between dependent and 
independent variables rather than assuming that a single global statistic will accurately 
represent all the data.  Although ArcGIS 9.3.1 does have a GWR tool, it is not currently 
capable of nominal logistic regression.  Instead, GWR 3.0 (Spatial Analysis Research 
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Group 2003) was used to create a geographically weighted logistic regression model that 
would provide local statistics. 
To prepare the data for use in GWR 3.0, fields for latitude and longitude were 
added to the attribute table of the survey response data.  The X and Y geometries for each 
data point were calculated and the attribute table was exported to a database (*.dbf) file 
format that could be opened in Excel.  Once in Excel, the table was modified to fit the 
criteria for import into GWR 3.0:  column headers were reduced to eight characters or 
less, and the number of total columns in the table was reduced to 35 by removing data 
columns that were not relevant in the regression model.  The table was imported into 
GWR 3.0 and a logistic regression was conducted using the variables derived in JMP 8.  
An adaptive kernel was used to run the regression, and the result was output in an 
ArcInfo interchange (*.e00) file format. 
 
2.5.3 Mapping Spatial Variation in ArcGIS 
The output from GWR 3.0 was imported into ArcGIS and converted to a 
permanent point shape file containing individual parameter estimates for each of the 
independent variables from the regression model.  The Spatial Analyst extension was 
used to interpolate a raster surface of the parameter estimates for each of the five 
independent variables in the model, using the inverse distance weighted method.  Each 
resulting raster was then symbolized by stretching the values along a blue-to-red color 
ramp (with blue representing low and red representing high values) to clearly display the 
spatial variation in parameter estimates.  City borders were overlain on the raster surfaces 
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and the spatial variations were examined for consistency with the city models identified 
during statistical analysis.   
The final step in spatial analysis was to identify spatial variations in mean 
willingness-to pay across the study area.  A field for the willingness-to-pay value was 
added to the point shape file and the field calculator was used to calculate values for each 
data point using the local parameter estimates.  Once again, Spatial Analyst was used to 
interpolate a raster surface, this one representing variations in willingness-to-pay values 
in the region.  The resulting raster surface was then reclassified into ranges based on 
Jenks natural breaks in order to identify any relevant patterns that might exist (Dent 
1999).  Results of the spatial and statistical analyses are presented in the following 
chapter. 
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CHAPTER 3 
 
RESULTS 
 
This chapter presents the results of the statistical and spatial analysis of the data 
obtained from the mail survey described in the previous chapter.  A brief discussion of 
factors that may contribute to the results is included herein.   
 
3.1  Survey Response  
 Of the 1915 surveys mailed, 369 were returned for an overall response rate of 
19.3%.  Response rates by city are shown in Table 3.1.  The number of responses 
returned gives a confidence level of 94.5% with a 5.09% margin of error to the results 
presented in this chapter.  
Table 3.1: Response Rates by City  
City Surveys Mailed Surveys Returned Response Rate 
Bentonville 286 51 17.8% 
Fayetteville 552 122 22.1% 
Rogers 441 84 19.0% 
Springdale 636 112 17.6% 
Total 1,915 369 19.3% 
 
The highest percentage of responses (63%) came from Washington County 
residents, with Fayetteville comprising 33% and Springdale comprising 30% of all 
responses.  Benton County responses accounted for 37% of the total, with Rogers 
contributing 23% and Bentonville contributing 14% (Figure 3.1). 
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Figure 3.1: Responses by Municipal Water Provider 
 
 
3.1.1  Respondent demographics 
Summary statistics of the demographic characteristics show that 44% of those 
who responded were male and 56% were female.  The majority of the group (90%) 
reported their ethnicity as Caucasian.  Native Americans were the second-largest group at 
8%, followed by Hispanics at 3%, African-Americans at 2%, and Asians at 1%.  
Approximately 4% of the respondents identified themselves as belonging to more than 
one ethnicity.  Age distributions of the respondents are shown in Figure 3.2.   
Figure 3.2:  Age Distribution of Respondents 
 
Sixty-four percent of all respondents reported having a college degree.  A graph 
of the distributions of educational levels across the eight categories used in the survey can 
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be found in Appendix B.  Seventy-one percent of all respondents reported an annual 
household income level of $40,000 or greater, which is only slightly higher than the 
median household income for both Benton and Washington Counties.  Distribution of 
income levels across nine categories are reported in Appendix B. 
Median household size was 2.5 persons, and 82% of all respondents owned the 
home in which the family resided.  The mean length of time respondents had lived in 
Washington and/or Benton Counties was 21 years and the median length of time in the 
area was 18 years.   
Figure 3.3: Length of Time Respondents Have Lived in Region 
 
The categorization of data in Figure 3.3 corresponds to historical periods of 
growth in the region:  the first major wave of growth occurred during the early 1990s and 
was followed by a second wave in the early 2000s.  The majority of respondents (48%) 
reported living in the area for longer than 18 years, indicating that they were here prior to 
the first wave of migration.  Given the history of Arkansas as a rural state comprised 
mostly of small communities, it is likely that people in this group are lifetime residents of 
the area.  The second largest group of respondents (34%) reported living in the area for 
less than 10 years, which corresponds to the second major period of growth.  
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Respondents in this group are likely to be college students, recent retirees, recent 
immigrants, or professionals who have moved to the area because of an association with 
one of the three large corporations headquartered in the region.   
On average, respondents visited Beaver Lake for recreational purposes 6.4 times 
during 2006; however, the median number of visits to the lake was 1 and the majority of 
respondents (96%) reported that they did not visit the lake at all within the previous year.  
As indicated in Figure 3.4, closer proximity to the lake was correlated with more visits to 
the lake. 
Figure 3.4: Effect of Proximity on Number of Visits to the Lake 
 
Only 11% of the respondents reported an affiliation with an environmental 
organization. 
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3.1.2  Summary Statistics of Survey Responses 
Summary statistics and Chi Square test results of those survey questions that were 
directly relevant to the objectives stated in the previous chapter (Section 3.1.1) are found 
in the following sections of this chapter.  Summary statistics of all survey questions can 
be found in Appendix C.   
 
3.1.3 Priorities for Water Use in the Study Area 
Respondent rankings of various home water uses are illustrated in Figure 3.5. 
Rankings are based on a Likert scale of one to five, with five representing “Very 
Important” and one representing “Very Unimportant.”  The home water uses included in 
the survey fall into two major categories:  primary uses such as drinking, bathing, and 
cooking that transcend culture because they are essential for personal well-being; and 
lifestyle uses that are directly related to cultural behaviors and expectations.  Primary 
uses were consistently given the highest priority:  96% of respondents ranked drinking 
water as important, 97% ranked bathing as important, and 97% ranked water for cooking 
as important.  Respondents who ranked drinking water as unimportant often qualified 
their response with a statement that they drank only bottled water.  Respondents who 
owned their own home were significantly more likely to rank drinking water (p = 0.0113) 
and water for cooking (p = 0.0145) as important uses.  It is possible that this relationship 
reflects an emotional investment in the region based on the expectation of a longer period 
of residency.  Additionally, people who own their homes may be more likely to be older 
and may have higher income levels which correlate to higher levels of educational 
attainment.  Both respondent education and respondent maturity could reflect greater 
levels of awareness of environmental issues that would influence this relationship.   
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Figure 3.5:  Priorities for Water Use at Home 
 
 As would be expected, prioritization of lifestyle water uses in the home was 
considerably more varied.  Water for housecleaning was ranked as important by 83% of 
all respondents; women (p = 0.0017) and respondents over the age of 45 (p=0.0300) 
however, were significantly more likely to rate this use as a high priority.  Socialization 
of women to accept traditional gender roles may factor into this relationship, while 
changing societal norms may explain the different values placed on house-cleaning 
across different age groups.   
Fifty-three percent of all respondents ranked outdoor watering of landscaping as 
an important home water use; homeowners (p = 0.0004) and those whose reported 
income exceeded $40,000 annually (p = 0.0414) were more likely to rank it as important.  
A possible explanation of this relationship is that renters are less likely to invest in 
permanent landscaping for a home that they do not own, and homeowners whose income 
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is less than $40,000 annually are less likely to have disposable income that can be 
invested in landscaping.  Interestingly, outdoor watering of vegetable gardens was an 
even lower priority for respondents, with only 36% ranking it as an important water use.  
There were no statistically significant relationships identified between watering of 
vegetable gardens and the demographic profile of the respondent; however, this may 
reflect a general decline in the importance of home vegetable gardens in our society. 
 Home swimming pools and washing cars at home were the lowest priorities, with 
only 16% and 15% (respectively) of the respondents ranking them as important uses.  
Home swimming pools were more likely to be considered important to respondents 
whose households consisted of three or more people (p = 0.0396), which may reflect the 
presence of children in the household.  Home owners were more likely (p = 0.0458) to 
rate home car-washing as important, which may be because homeowners have both the 
space and the necessary equipment for washing cars at home.  Because no question was 
asked regarding the importance of car-washing in general, however, it is difficult to 
identify a causal relationship for this statistic.   
 Respondent priorities for water uses outside the home are shown in Figure 3.6.  
Highest priorities were given to agriculture and aquatic life (important to 66% of 
respondents).  Sixty-four percent of all respondents considered water for agriculture 
important, but no significant relationship was discovered between this attitude and 
demographic measures.  This may be due in part to the region’s history of agriculture as 
an economic base, but it may also reflect its current status as the corporate home of 
Tyson Foods and a regional producer of chickens for Tyson.   People who visited the lake 
frequently for recreation (p = 0.0142) and people 45 years of age and older (p =0.0201) 
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tended to place a high priority on aquatic life.  One potential factor in this relationship 
may be simply awareness:  people who visit the lake frequently may be more aware of 
the diversity of aquatic life and more interested in protecting it as part of the experience 
of being at the lake.  Likewise, people over 45 have had more opportunity to observe 
changes in the environment over time, which contributes to awareness.   Industrial water 
usage was ranked as important by 46% of respondents and was associated with reported 
annual incomes of $40,000 or higher (p = 0.0204).    
Although community recreational uses were ranked as less important by most 
respondents, approximately half of respondents ranked swimming (50%) and camping or 
hiking around a water body (51%) as important water uses.  Age was the dominant 
demographic measure influencing this ranking; respondents under the age of 45 were 
significantly more likely to rate these uses as important (p < 0.0001).  This corresponds to 
an expectation that younger populations tend to be more likely to engage in active 
outdoor recreation.  Household size was also a significant factor for the importance of 
swimming as a recreational water use; respondents with more than two people in the 
household, regardless of age, were more likely (p < 0.0031) to rate this as an important 
use.  Again, this could be correlated to the value that parents place on having outdoor 
recreational opportunities for children in the household.  Fishing as a recreational use was 
ranked as important by 43% of the respondents.  Those who reported visiting the lake 
seven or more times in the previous year (p = 0.0086) for recreation and people who had 
lived in the area for more than 18 years (p = 0.0012) were more likely to give this use 
high priority.   
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Figure 3.6: Priorities for Community Water Uses  
 
 
Boating, canoeing, and water-skiing were the recreational uses most commonly 
ranked as either neutral or unimportant.  Only 30% of respondents felt boating was an 
important recreational use, 29% believed canoeing was important, and 16% rated water-
skiing as important.  Respondents younger than 45 were more likely to rank boating (p = 
0.0313) and canoeing (p = 0.0002) as important, but only a weak correlation existed this 
age group and their ranking of water-skiing as important (p = 0.0711).  Similarly, 
respondents who reported visiting the lake seven or more times in the previous year were 
more likely to rank each of the three uses as important:  the p-value for boating was less 
than 0.0001 and for water-skiing was 0.0246, while the p-value for canoeing was 0.0633.   
It is important to note that rankings of recreation uses may be misleading due to 
the age distribution of respondents.  While respondents under the age of 45 were more 
likely to consider recreational uses important, people over 45 years of age accounted for 
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
%
 o
f R
es
po
nd
en
ts
Community Water Uses
Very important Slightly important Neutral Slightly unimportant Very unimportant
   39
60% of the responses.  Additionally, respondents may have considered only personal 
recreation in assigning importance to this use, and not the economic importance of tourist 
recreation at Beaver Lake, which generated an estimated $30.24 million in visitor 
spending within thirty miles of the lake in 2006 (Arkansas Water Resources Center, 
2008). 
 
3.1.4  Attitudes and Perceptions  
When queried about their perceptions of population growth and the availability of 
water resources, 55% of respondents disagreed that water resources were adequate to 
support continued growth over the next fifty years (Figure 3.7).  Additionally, 66% 
disagreed that the current water shortages that sometimes occur during the summer 
months were only temporary and were not related to population growth.  
Figure 3.7: Perceptions of Growth and the Availability of Water 
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likely that a greater awareness of and concern for environmental issues leads these 
respondents to join environmental organizations.  Women were significantly more likely 
than men to disagree that there was enough water for continued growth (p = 0.0008) and 
that water shortages were not related to growth (p < 0.0001).  This finding coincides with 
previous studies that have indicated that women tend to exhibit greater concern for the 
environment than men (Dietz, Stern and Guagnano 1998).  Respondents over the age of 
45 were more likely to have an opinion (whether they agreed or disagreed) that water 
shortages were temporary, while respondents under the age of 45 were more likely to be 
neutral (p = 0.0061). 
Asked about attitudes towards fees to preserve water availability and water 
quality in Beaver Lake (Figure 3.8), 32% of respondents answered that they could not 
afford a higher fee, while 19% stated that they were happy to pay fees set by water 
resource managers.  Respondents who did not have a college degree were significantly 
more likely to respond that they could not afford a higher fee (p = 0.0025), while 
respondents who had a college degree were more likely to respond that they were happy 
to pay fees (p = 0.0126).  Generally, one would expect this relationship to be collinear 
with income, since degree holders tend to have higher incomes than non-degree holders.  
However, the CMH tests showed that the relationship to educational attainment was 
significant regardless of reported income.  However, respondents who reported income of 
less than $40,000 annually were more likely to say that they could not afford a higher fee 
(p < 0.0001) regardless of educational attainment.    
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Figure 3.8: Attitudes towards fees 
 
 
Twenty-two percent of respondents felt that new residents should be responsible 
for the costs of additional demand.  Men were more likely to select this response than 
women (p = 0.0125), and the likelihood of selecting this response increased with age (p < 
0.0001).  In fact, only 14% of respondents between 18 and 25 felt that new residents 
should bear the costs, in comparison to 48% of those who were 66 years of age or older, 
even when length of time living in the area was taken into account.  Seven percent of 
respondents felt that good water quality was their right.  Interestingly, this response was 
most likely to be chosen by respondents 45 years of age and under (p = 0.0155).   Two 
percent felt that they did not benefit from preserving the water supply, and 18% elected to 
write in a comment that more accurately reflected their attitude towards fees.  No 
significant relationship was found with any demographic measures for these responses.  
Seventy-nine percent of respondents reported that they were pleased with the 
economic benefits associated with urban growth, although only 60% felt that they had 
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who reported incomes of $40,000 or greater (p = 0.0017) were significantly more likely 
to be pleased with growth.  Both groups were also significantly more likely to believe 
they had benefitted from growth.  The p-value of the relationships was 0.0039 for college 
degree holders and 0.0043 for those with incomes of $40,000 or greater.    
In response to growth, 82% of respondents supported increased regulation of 
land-use in the region in order to preserve water quality and availability.  Of those 82%, 
the majority supported regulation of the entire watershed (Figure 3.9).   
Figure 3.9: Respondent Support for Scale of Land Use Regulation 
 
Of the remaining 18% who opposed increased regulation of land-use, the majority 
believed that the government did not have the authority to impose regulations on 
individual landowners (Figure 3.10).  Respondents who had graduated from college were 
significantly more likely to support land-use regulation (p = 0.0233), as were respondents 
who reported membership in an environmental organization (p = 0.0194).  There was also 
a weak correlation between the length of time the respondent had lived in the area and 
their support for land-use regulation:  those who lived in the region for 18 years or more 
were less likely to support increased regulation (p = 0.0266).   
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Figure 3.10: Reasons for opposition to land-use regulation 
 
 
3.1.5  Current Lifestyle and Conservation Behaviors 
The purpose of this section was to identify lifestyle patterns of the typical 
respondent.  The typical respondent owns a washing machine, a dishwasher, and a 
refrigerator with an icemaker/water dispenser (Figure 3.11).   
 
Figure 3.11: Water-using Appliances in Households 
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The household has 2 or fewer bathrooms and most often does not include a luxury 
bathtub (such as a Jacuzzi tub) or luxury shower (Figure 3.12).   
 
Figure 3.12: Bathrooms and Appurtenances in Households  
 
The majority of respondents did not report permanent outdoor amenities that consume 
water resources (Figure 3.13); of those reported, the most common amenity was an 
irrigation system (24%), followed by an outdoor water feature such as an ornamental 
pond (13%).  
Figure 3.13: Outdoor Water Uses at Home 
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 Eleven percent of respondents owned a hot tub, while 6% owned an above-
ground pool and 3% owned an in-ground pool.  Income and home-ownership respectively 
were the most significant factors influencing these lifestyle patterns.  Respondents with 
incomes of $40,000 annually or greater were more likely (p <0.0001) to own a 
dishwasher, a refrigerator with an icemaker/water dispenser (p < 0.0001), and houses 
with more than 2 bathrooms (p = 0.0004) and at least one luxury bathtub (p < 0.0001).  
Additionally, they were more likely to have in-ground swimming pools (p = 0.0191), hot 
tubs (p = 0.0176), and irrigation systems (p = 0.0002).  Those who owned the home they 
lived in were more likely to have more than two bathrooms (p = 0.0204), have luxury 
bathtubs (p = 0.0011), and own a refrigerator with an icemaker/water dispenser (p = 
0.0349).  They were also more likely to have irrigation systems (p = 0.0006) and a yard 
water feature (p = 0.0234), such as an ornamental pond or fountain. 
 
 Figure 3.14: Outdoor watering during June, July, and August 
 
Respondents were also queried about current patterns of water consumption.  
Figure 3.14 illustrates the average number of times per week respondents reported 
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3.15 shows responses to water conservation behaviors that respondents either currently 
practiced or were willing to adopt.   Once again, the primary indicators of irrigating both 
lawn and ornamentals were income and home ownership.  Respondents whose income 
was $40,000 or greater were more likely to water lawns on a regular basis (p < 0.0001) 
and to water ornamental landscaping (p = 0.0178).  Home owners were more likely to 
water lawns and ornamental landscaping (p < 0.0001) than those who rented.  
 
Figure 3.15: Conservation behaviors 
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installed low-flow fixtures in their homes and 46% percent of respondents currently drain 
gutter downspouts to lawn areas.  Thirty-four percent indicated that they had either 
eliminated landscape irrigation or used drip irrigation; 29% used drought-tolerant or 
native landscaping (xeriscaping); and 8% currently used a rain barrel.  Other respondents 
indicated that they were willing to adopt the following practices:  limit shower lengths 
(17%); reduce or eliminate at-home car washing (21%); purchase water-efficient 
appliances (31%); install low-flow fixtures (32%); drain downspouts to lawn (34%); 
eliminate landscape irrigation or use drip irrigation (33%); alter landscaping to drought-
tolerant or native species (42%); and install a rain barrel (61%).  Home ownership had the 
strongest impact on what respondents were currently doing; those who owned their home 
were more likely to have already invested in measures such as purchasing water-efficient 
appliances (p = 0.0035), installing low-flow fixtures (p = 0.0020), and draining 
downspouts to lawn or bed areas (p < 0.0001).   
 
3.1.6  Willingness to Pay 
Of all respondents, only 22% indicated that they were willing to pay the 
additional monthly fee to preserve water quality in and water availability from Beaver 
Lake that was randomly generated in the survey.  The variables that showed the strongest 
relationships with willingness-to-pay were (1) the bid amount generated for each survey, 
(2) attitudes toward fees, (3) attitudes toward economic growth in the region, (4) attitudes 
towards increased regulation of land use to preserve water availability, and (5) 
demographic measures of education and income.  As bid amount increased, the likelihood 
   48
(p < 0.0001) of being willing to pay additional fees decreased (Figure 3.16).  
Willingness-to-pay was statistically related to the following attitudes: 
• Attitude 1:  I am happy to pay fees that our water resource managers feel are 
appropriate (p < 0.0001) 
• Attitude 2:  I can’t afford to pay a higher fee (p < 0.0001) 
• Attitude 3:  Good water quality is my right and it is unfair to expect me to pay 
for it (p = 0.0002) 
• Attitude 4:  I am pleased with the benefits of economic growth in the region  
(p = 0.0074) 
• Attitude 5:  I support increased regulation of land use to preserve water 
availability (p = 0.0255) 
 
Demographic variables that had a significant relationship with willingness-to-pay were 
education and income:  respondents with a college degree (p = 0.0282) and those whose 
income was $40,000 or greater (p = 0.0245) were more likely to say they were willing to 
pay additional fees.   
Figure 3.16: Willingness to Pay by Bid Amount 
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3.2  Building a Regression Model 
3.2.1 Identification of Probable Independent Variables 
All variables identified in Section 3.1.6 that had a statistically significant relationship 
with willingness-to-pay were added as independent variables to the logistic regression 
model in JMP 8.  When the regional model was run, Attitude 3: “Good water quality is 
my right” was found to be unstable within the model.  Unstable parameters have very 
large parameter coefficients that can become theoretically infinite:  in this case, 
respondents who indicated that they agreed with Attitude 3 always indicated that they 
were unwilling to pay additional fees, resulting in a parameter that completely predicted 
the dependent variable but only for a small portion of the total survey sample.  Because 
this can lead to a flawed model, this parameter estimate was removed.  The variables that 
remained as regressors (in order of probability of improving model fit) were:  
• Bid Amount 
• Attitude 1:  I am happy to pay fees that our water resource managers feel 
are appropriate  
• Attitude 2:  I can’t afford to pay a higher fee  
• Attitude 4:  I am pleased with economic growth in the region  
• Attitude 5:  I support increased regulation of land use to preserve water 
availability  
 
The statistical report from JMP 8 for this model can be found in Appendix D. 
 
3.2.2 The Regional Model  
  Based on this information, the final model selected was: 
 
Log [Yes/(1-Yes)] = β0  + β1(Bid) + β2(Attitude 1) – β3(Attitude 
2) + β4(Attitude 4) + β5(Attitude 6) (3.1) 
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where Yes, the dependent variable, states whether or not the respondent was willing to 
pay the bid amount asked on the survey.  Table 3.2 shows the parameter estimates, 
standard errors, Chi-Squares, probabilities, and effect likelihood ratios for the 
independent variables in the model. 
Table 3.2: Logit Regression Model Parameters for Respondent WTP 
Term Estimate Std Error Chi Square 
Prob > 
Chi Sq 
Effect 
Likelihood 
Ratio 
Intercept -0.6012 0.3593 2.80 0.0944 N/A 
Bid Amount -0.0444 0.0081 30.42 < 0.0001 < 0.0001 
Happy to Pay Fees 0.7213 0.1801 16.04 < 0.0001 < 0.0001 
Can't Afford to Pay -0.5293 0.2141 6.11 0.0134 0.0104 
Pleased with Growth 0.5696 0.2386 5.70 0.0170 0.0115 
Support Land Use 
Reg. 0.5619 0.2543 4.88 0.0271 0.0179 
 
Bid Amount is a continuous variable that represents the additional amount of 
money that respondents were asked to pay on their monthly water bill to preserve water 
availability in Beaver Lake.  It is significant at the 1% level, and its negative coefficient 
estimate indicates an inverse relationship in which the likelihood of receiving a “Yes” 
response decreased as the bid amount increased.   
All of the attitude variables are nominal, representing a “Yes” or “No” response 
that indicates whether or not the respondent agreed with the attitude statement.  For 
Attitude 1: “I am happy to pay fees”, a positive coefficient estimate indicates that a 
person who answered yes to this statement was likely to say he was willing to pay 
additional fees; this variable was significant at the 1% level.  Attitude 2: “I can’t afford to 
pay higher fees” was significant at the 5% level, and its negative relationship with 
willingness-to-pay indicates that people who agreed that they could not afford higher fees 
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were less likely to be willing to pay additional fees.  Attitude 4: “I am pleased with 
economic growth in the region” had a positive relationship with willingness-to-pay and 
was significant at the 5% level; respondents who were pleased with growth in the region 
were more likely to indicate that they were willing to pay additional fees.  Attitude 5: “I 
support increased regulation of land-use to preserve water availability” was also 
significant at the 5% level.  The positive sign of the coefficient estimate indicates that 
people who support land-use regulation were also likely to be willing to pay fees. 
 
 
3.2.3 The City Models  
Once the regional model was established, the data was filtered by city and the 
regional model was tested for its fit at the city scale.  Tables showing the fit of the 
regional model for each municipal entity are shown below.   
When the regional model was applied to the Bentonville subset of data, the only 
independent variable that remained statistically significant was bid amount.  However, 
both the intercept and Attitude 5: “I support increased regulation of land-use to preserve 
water quality and availability in the region” became unstable using this model (Table 
3.3), and it is likely that significance would shift if this parameter were removed.   
Table 3.3: Logit Regression Model Parameters for Respondent WTP in Bentonville 
Term (Benton) Estimate Std Error Chi Square 
Prob > 
Chi Sq 
Effect 
Likelihood 
Ratio 
Intercept (Unstable) -3.9261 73.0305 0.00 0.9571 N/A 
Bid Amount -0.1018 0.0441 5.34 0.0208 0.0007 
Happy to Pay Fees 0.5339 0.6191 0.74 0.3884 0.3766 
Can't Afford to Pay -0.9970 0.8027 1.54 0.2142 0.1891 
Pleased with Growth -0.2817 0.7223 0.15 0.6965 0.6971 
Support Land Use 
Reg. (Unstable) 4.9932 73.0304 0.00 0.9455 0.3120 
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In Fayetteville, both bid amount and Attitude 1:  “I am happy to pay fees” 
remained significant in the model at the 1% level, while the remaining three regressors 
dropped below the required p-value for statistical significance, as shown in Table 3.4.   
 
Table 3.4: Logit Regression Model Parameters for Respondent WTP in Fayetteville 
Term (Fay) Estimate Std Error Chi Square 
Prob > 
Chi Sq 
Effect 
Likelihood 
Ratio 
Intercept -0.1713 0.6318 0.07 0.7863 N/A 
Bid Amount -0.0322 0.0125 6.64 0.0100 0.0036 
Happy to Pay Fees 1.0249 0.3131 10.71 0.0011 0.0005 
Can't Afford to Pay -0.3135 0.3877 0.65 0.4187 0.4086 
Pleased with Growth 0.2986 0.3874 0.59 0.4409 0.4293 
Support Land Use 
Reg. -0.1167 0.4690 0.06 0.8036 0.8057 
 
The Rogers model (Table 3.5) had several regressors that remained statistically 
significant in the model:  bid amount was significant at the 1% level, while Attitude 4:  “I 
am pleased with growth,” and Attitude 5:  “I support increased regulation of land use” 
were significant at the 5% level.  However, Attitude 4 was unstable in the model, and its 
removal would likely cause a shift in the importance of the other parameters. 
 
Table 3.5: Logit Regression Model Parameters for Respondent WTP in Rogers 
Term (Rog) Estimate Std Error Chi Square 
Prob > 
Chi Sq 
Effect 
Likelihood 
Ratio 
Intercept -6.4297 72.9081 0.01 0.9297 N/A 
Bid Amount -0.0617 0.0248 6.20 0.0127 0.0016 
Happy to Pay Fees 0.5926 0.5310 1.25 0.2645 0.2731 
Can't Afford to Pay -1.1186 0.7539 2.20 0.1378 0.1003 
Pleased with Growth 
(Unstable) 6.0169 72.9038 0.01 0.9342 0.0140 
Support Land Use 
Reg. 1.3087 0.7029 3.47 0.0626 0.0328 
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The best fit of the regional model to a city was found in Springdale (Table 3.6).  
All variables except Attitude 1: “I am happy to pay fees” remained significant 
contributors to the model.  Bid amount and Attitude 4: “I am pleased with growth” were 
significant at the 1% level, while Attitude 2: “I can’t afford to pay a higher fee” and 
Attitude 5: “I support increased regulation of land use” were significant at the 5% level. 
 
Table 3.6: Logit Regression Model Parameters for Respondent WTP in Springdale 
Term (Spring) Estimate Std Error Chi Square 
Prob > 
Chi Sq 
Effect 
Likelihood 
Ratio 
Intercept -0.3708 0.5869 0.40 0.5275 N/A 
Bid Amount -0.0534 0.0148 13.06 0.0003 < 0.0001 
Happy to Pay Fees 0.5538 0.3784 2.14 0.1433 0.1367 
Can't Afford to Pay -0.6673 0.3577 3.48 0.0621 0.0550 
Pleased with Growth 1.0538 0.4436 5.64 0.0175 0.0085 
Support Land Use 
Reg. 0.8014 0.4108 3.81 0.0511 0.0350 
 
 
3.2.4 Mean Willingness-to-pay 
Mean willingness-to-pay for the regional model was calculated by populating 
Equation 2.2 with the parameter coefficients of the regional model and the means of each 
model parameter for the regional dataset.  In order to see if mean willingness-to-pay 
varied across the study area, values were calculated for the data subsets for each of the 
four municipal water providers.  First, new means were calculated for each of the model 
parameters in each of the four data subsets and were then were used in Equation 2.2 with 
the parameter coefficients of the regional model to calculate mean willingness-to-pay for 
each city.  All means and coefficients used in each calculation are shown in Table 3.7. 
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Table 3.7:  Values used for calculating mean willingness-to-pay 
Regressor Regional Bentonville Fayetteville Rogers Springdale 
Coeff. Mean Coeff. Mean Coeff. Mean Coeff. Mean Coeff. Mean 
Intercept -0.6012   -0.6012   -0.6012   -0.6012   -0.6012  
Bid Amount -0.0444   -0.0444   -0.0444   -0.0444   -0.0444  
Happy to Pay 0.7213 0.2545 0.7213 0.3200 0.7213 0.2605 0.7213 0.2143 0.7213 0.1881 
Can't Afford 
to Pay -0.5293 0.4030 -0.5293 0.4200 -0.5293 0.3362 -0.5293 0.4167 -0.5293 0.4752 
Pleased with 
Growth 0.5696 0.7909 0.5696 0.8776 0.5696 0.7727 0.5696 0.7692 0.5696 0.7822 
Support Land 
Use 
Regulation 0.5619 0.8152 0.5619 0.8571 0.5619 0.8750 0.5619 0.7029 0.5619 0.7624 
 
 
Mean willingness-to-pay for the regional model was $18.94 per month.  Of the 
four city models, the highest mean value was calculated for the Bentonville model, where 
mean willingness-to-pay was $20.39 per month.  The second highest value of $19.75 per 
month was calculated for the Fayetteville model, followed by Rogers with a value of 
$17.54 per month.  The Springdale model yielded the lowest mean willingness-to-pay at 
$17.43 per month.  Corresponding annual values are shown in Figure 3.17.  
 
Figure 3.17:  Annual mean willingness-to-pay  
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3.3  Spatial Relationships 
3.3.1 Distribution of Responses 
Geospatially-referenced responses are illustrated in Figure 3.18.  Analysis of the 
distribution pattern of responses showed that the responses were randomly distributed 
throughout the study region.  The point features have been symbolized to show their 
distribution by municipal water provider. 
Figure 3.18: Spatial distribution of responses over the region 
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3.3.2 GWR in Comparison to the Regional Model 
The logit model developed in JMP 8 is essentially an aspatial model that is based 
on a global relationship between the dependent and independent variables.  In order to 
understand the spatial patterns underlying the global relationship, the same logit model 
was run with spatial information in GWR 3.0.  GWR first runs the regression model as a 
standard ordinary least squares model to establish a baseline for comparing model fit 
before developing the geographically weighted regression model.  The two models are 
best compared using the AICc criterion, in which the lower AICc value is considered to 
indicate a better model fit.  If the difference between two models is no greater than three 
to four, then neither is generally judged to be the “better” model (Fotheringham et al 
2002). 
For this model, the difference in AICc scores was less than four (Table 3.8), 
indicating that a better model fit was not obtained by using geographically weighted 
regression.  However, the creation of local statistics for each data point enables spatial 
analysis that is not possible using global models and is justification for using 
geographically weighted regression (Fotheringham et al 2002).    
 
Table 3.8: Logistic Model Diagnostics 
Log-
likelihood Deviance AIC AICc Bayesian 
Global model (OLS) -132.4474 264.8948 276.8948 277.1294 300.2942
Local model (GWR) -125.4294 250.8587 279.0927 280.3126 334.1474
 
3.3.3 Mapping Spatial Variations in the Model with GWR 
The ArcInfo interchange (.e00) file created as the GWR output was used to 
interpolate raster surfaces in ArcGIS 9.3.1 for bid amount and the four attitudinal 
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regressors in the regional model as a means to visualize spatial variations in their 
parameter estimates.  Once created, the surfaces were symbolized along a continuous 
blue-to-red color gradient in which blue represented low and red represented high 
magnitudes of the parameter estimate being mapped.  A viable interpretation requires that 
both the magnitude and sign of the coefficient be taken into account; in the regression 
model, the magnitude (irrespective of the sign) represents the relative strength of the 
relationship with the dependent variable, while the sign (positive or negative) defines the 
type of relationship with the dependent variable. 
The surface created for bid amount (Figure 3.19) shows that this variable’s 
inverse relationship with willingness-to-pay was strongest in the northern part of the 
study, as indicated by the higher coefficient magnitudes, and decreased southward 
through the study area.  These findings support the results of the city models created in 
JMP 8.  In the Bentonville, Rogers, and Springdale models, bid amount had a stronger 
statistical relationship with willingness-to-pay than any other regressor did; in 
Fayetteville, however, bid amount was secondary in significance to Attitude 1: “I am 
happy to pay fees.”  This pattern is interesting in part because in many respects, the 
general characteristics of the population at both the high and low ends of the spectrum are 
relatively the same:  they tend to have similar levels of educational attainment, cultural 
heritages, and median incomes.  However, scatterplots for each city of the yes and no 
WTP reponses by bid amount exhibited different patterns (Appendix E).  “Yes” 
responses from Bentonville and Rogers tended to be clustered at the low end of the bid 
amount spectrum, with a clear gap between outliers at the high end of the spectrum.  In 
contrast, “yes” responses in the Springdale and Fayetteville scatterplots were distributed  
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Figure 3.19: Mapping spatial variation in parameter estimates for Bid Amount 
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fairly consistently across the spectrum without obvious gaps.  Essentially, this shows that 
residents of Fayetteville and Springdale (Washington County) generally responded that 
they were willing to pay fees at higher bid amounts than did residents of Bentonville and 
Rogers (Benton County), despite slightly higher median incomes in Benton County.  This 
is perhaps explained by the general disparity in political leanings of the two counties, as 
evidenced by past elections.  Benton County residents have tended to vote along more 
conservative lines than Washington County residents, which may be a reflection of the 
strong business and retail base in Benton County and the university influence in 
Washington County.   
In the surface for Attitude 1 (Figure 3.20), the stronger relationship of this 
regressor with willingness-to-pay in Fayetteville is evident:  the highest parameter 
coefficients are found in the southwest region of the study area.  At the north end of the 
study area, the mid-range of the color gradient covers most of Rogers and Bentonville, 
where Attitude 1 was second and third in significance in the models, respectively.  The 
blue values that cover the south end of Beaver Lake and extend westward into Springdale 
coincide with the Springdale city model, for which Attitude 1 was the least significant 
regressor in the model.  Chi-Square tests showed that this attitude was directly correlated 
(p = 0.0126) with the respondent’s level of education; those with college degrees were 
more likely to report this attitude on the survey.  Because census data (2000-2008) 
indicates that Fayetteville consistently has higher proportions of college-educated 
residents, it would be reasonable to expect that this explains how well this attitude 
predicted willingness-to-pay in the Fayetteville area.  The data support this conclusion 
since the respondents in the area of weakest correlation tended to report lower levels of  
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Figure 3.20: Mapping spatial variation in parameter estimates for Attitude 1 
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education.  Additionally, differences in how long respondents had lived in the study area 
also seemed to play a role in the strength of this correlation.  Where respondents 
primarily reported living in the area for longer than 18 years, there was a weaker 
relationship between Attitude 1 and willingness-to-pay, even where similar levels of 
educational attainment were reported. 
A clear north-to-south pattern emerges in the raster surface created for Attitude 2: 
“I can’t afford to pay a higher fee,” with the parameter being more significant in the 
model around Bentonville, Rogers, and eastern Springdale before it transitions to lower 
values in areas served by the City of Fayetteville (Figure 3.21).  Although this parameter 
is technically not significant in any of the four city models, it is likely that this parameter 
could become significant in the models for Bentonville and Rogers if the unstable 
parameters in the current city models were removed, which would help explain this 
distribution.  This attitude was strongly correlated with both income (p < 0.0001) and 
education (p = 0.0025).  Those who did not have a college degree or reported incomes of 
less than $40,000 annually were far more likely to say they could not afford to pay 
additional fees.   
It would be reasonable to expect that lower levels of educational attainment could 
explain the higher coefficient magnitudes found in Bentonville and Rogers, but these 
cities have higher median incomes than are found in the southern half of the study area.  
Although the age of the respondent did not appear to have a statistically significant 
relationship with this attitude, it often affects both education and income.  Preliminary 
census data for 2010 indicates that there are 37,228 residents in Washington County 
between the ages of 18 and 29 and 36,269 residents over the age of 50.  In comparison, 
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Figure 3.21: Mapping spatial variation in parameter estimates for Attitude 2 
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Benton County’s population in the 18-29 age bracket is 23,815 and 44,855 in the over-50 
age bracket.  The University is the most likely explanation for the larger number of young 
people present in the population of Washington County, and it is possible that their 
expectation of earning a college degree and having higher incomes in the future 
influences their attitudes towards fees.  In Benton County, however, the older population 
is more likely to either currently live on fixed incomes or to expect a fixed income in the 
not-so-distant future, which could help explain the apparent spatial pattern.  When the 
data points in the two areas of high and low values are compared, the length of time 
respondents have lived in the area emerges as a related factor.  The area where this 
attitude is more weakly correlated with willingness-to-pay is characterized by a wider 
variety of age groups, incomes, family sizes, and educational attainment, but they 
consistently came to the area within the last ten years.  In the area of strongest 
correlation, there is still a mix of ages, incomes, family sizes, and educational levels, but 
these respondents have mostly lived in the area for longer than 18 years.  It may be that a 
less stable population affiliated with the University contributes to a greater diversity of 
attitudes that influence whether or not respondents are willing to pay fees.   
The surface for Attitude 4: “I am pleased with growth” shown in Figure 3.22 
indicates high importance for this regressor in the east-central portion of the study area 
(Springdale and east towards Beaver Lake); the importance decreases towards the 
northwest (Bentonville) and southwest (Fayetteville).  Attitude 4 is the second significant 
regressor in the Springdale model, but is of no statistical significance in the remaining 
three city models.  In fact, this regressor is fourth in strength of relationship out of a total 
of five variables for Fayetteville and Bentonville as indicated by the p-values for the city 
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Figure 3.22: Mapping spatial variation in parameter estimates for Attitude 4 
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models, and fifth out of five for Rogers.  Attitude 4 was correlated with higher incomes 
(p = 0.0017) and higher levels of education (0.0110), and this relationship is borne out by 
the data.  Respondents in the area where the Attitude 4 is most strongly correlated with 
willingness-to-pay were tended to be over the age of 65:  those who had college degrees 
and incomes higher than $40,000 per year were willing to pay fees and were pleased with 
economic growth, while those without college degrees and incomes lower than $40,000 
annually were not willing to pay fees and were not pleased with economic growth.  In 
contrast, there was no consistent pattern of responses identified for the areas where the 
correlation was weaker.  
The final surface is for Attitude 5: “I support increased regulation of land use” 
(Figure 3.23).  The spatial pattern shows the area of highest importance for this regressor 
centered over Springdale with decreasing importance toward the south (Fayetteville) and 
the north (Bentonville-Rogers).  Although this attitude is not significant at the 5% level in 
any of the city models, it is significant at the 10% level in Springdale and Rogers and 
would likely be significant if unstable parameters or those of lesser significance were 
removed.  Support for increased regulation of land use was correlated with higher 
educational attainment, membership in an environmental organization, and having lived 
in the area for less than ten years.  Where the correlation between willingness-to-pay and 
Attitude 5 was strong, respondents were fairly evenly divided in their support of land use 
regulation, but whether or not they supported it was a strong indicator of willingness-to-
pay.  In contrast, respondents in the areas of low correlation where almost unanimous in 
their support of land use regulation, but this didn’t predict willingness-to-pay since many 
of these respondents indicated that they couldn’t afford to pay additional fees.   
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Figure 3.23: Mapping spatial variation in parameter estimates for Attitude 5 
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3.3.4 GWR and Spatial Variations in Mean Willingness-to-Pay Values 
Because GWR calculates parameter coefficients for every data point, it is possible 
to calculate the WTP for each respondent and map the ranges of values that people are 
willing to pay for water availability.  Once the local statistics were used to calculate 
willingness-to-pay for each data point, the values were interpolated to a raster surface and 
classified to display spatial groupings based on natural breaks in the data.  A histogram of 
the data showed that the mean willingness-to-pay using GWR was $19.11 per month, or 
approximately $229 annually.  This is not significantly different than the mean 
willingness-to-pay of $18.94 per month ($227 annually) calculated from the global 
statistics used in the regional logit model (Figure 3.24).   
Figure 3.24: Mean Willingness-to-Pay using Global and Local Statistics 
 
However, the geographically weighted logit model revealed a much broader range of 
local values, from $5.56 to $36.87 per month (Figure 3.25).  Generally, the highest values 
(greater than $25/month) are found in east Fayetteville, while the lowest values (less than 
$18/month) are located in the northeast portion of the study area around Beaver Lake.  
Conventional wisdom would suggest that those who live in close proximity to Beaver 
Lake would be the most concerned about its future, and thus would be willing to pay  
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Figure 3.25: Mapping spatial variations in willingness-to-pay with local statistics 
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more to conserve and protect the resource.  Research indicates the contrary, however.  In 
2007, Larsen found that proximity to a water resource was correlated with lower support 
for government regulation, both through legislation and economic measures.  This was 
attributed to a more nuanced comprehension of the resource and issues surrounding it, 
garnered through personal experience.  In contrast, the attitudes of those who live farther 
from a resource are shaped by symbolic beliefs and abstract values (Brandenburg and 
Carroll 1995). 
 Discussion of these findings is continued in the following chapter with emphasis 
on how well the stated objectives were achieved, the regional implications of these 
research findings, and how the results fit in the broader context of relevant prior research.  
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CHAPTER 4 
 
DISCUSSION 
 
The goal of this research was to understand human behaviors with regard to water 
allocation and usage in Northwest Arkansas. The objectives were to:   (1) ascertain stated 
priorities for water use in the region; (2) assess the attitudes and perceptions that 
influence willingness-to-pay for water availability and conservation behaviors; (3) 
examine the spatial variations in the relative importance of attitudes and perceptions that 
affect willingness-to-pay; and (4) estimate mean willingness-to-pay for a reliable water 
supply at the regional and local scales.  These objectives were achieved using a mail 
survey to obtain information from municipal water customers about their attitudes, 
priorities, and behaviors. The data were then analyzed in statistical software and a 
geographic information system.  This chapter addresses the regional basis and the 
implications of these research findings and places the findings within the broader context 
of relevant prior research. 
 
4.1  Priorities for Water Use  
 As stated in the introduction, Beaver Lake is currently the sole source for 
municipal water in Northwest Arkansas, supplying over 250,000 customers in the 
Fayetteville-Springdale-Rogers metropolitan statistical area.  In addition, the lake is an 
important destination for tourism and recreation and supports beneficial competing uses 
such as hydropower generation, flood control, and aquatic life.  Recent population growth 
has already stressed water resources, and population projections indicate that the raw 
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water allocation from Beaver Water District could be exhausted as early as 2031.  In 
2005, residential water use accounted for 69% of all water supplied through Beaver 
Water District and is projected to account for over 75% by 2031.  The residential per 
capita consumption of water in the study area was 148 gallons (560.24 liters) per day 
(Carollo Engineers 2006) in 2005, which is more than 10 times the amount that the World 
Health Organization considers adequate for optimal health and well-being (Howard and 
Bartram 2003).  Clearly, reducing per capita water consumption can have a measurable 
impact on future availability of water without predicating an equivalent reduction in the 
standard of living, but successful long-term management of water resources will require 
the participation of the consumer.  Understanding consumer priorities for water use is a 
critical first step in developing strategies for water resource management.   
 In the previous chapter, respondent priorities for water were categorized based on 
the context in which they were used in order to separate uses that contribute to residential 
water consumption from other uses that do not.  However, when each water use is ranked 
in order of its importance to respondents without regard to context, we can see that uses 
are aggregated in categories along a continuum, at one end of which are uses necessary 
for survival and with “luxury” uses at the opposite end (Table 4.1).   
 Water for personal health and well-being includes water for drinking, cooking, 
personal hygiene, and housecleaning. These are the same uses identified as basic human 
needs in water resources literature (Gleick 1996), and therefore it is not surprising that 
these four uses were consistently ranked as important by the vast majority of all 
respondents.  Although there was not a significant difference in their rankings, it was 
unexpected that drinking water was ranked slightly behind water for bathing and cooking.  
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Only a very small percentage of respondents ranked drinking water as unimportant, but 
those who did often qualified it by stating that they drank only bottled water.  This 
response implies a conceptual disconnect between the product and its source, in which 
the automatic assumption appears to be that bottled water is always drawn from some 
other source than local tap water.  Whether that assumption is accurate or not, it may 
have implications for the respondent’s attitude toward conservation and protection of the 
local water supply.  Previous research has found that experience of a resource can 
significantly increase willingness-to-pay (Cameron and Englin 1997) and that selfish 
motives, like expectation of future use, makes users significantly more willing to support 
conservation (Kniivila 2006) 
Table 4.1: Respondent priorities for all water uses 
 
Category Use Important to 
Personal Health 
Bathing 97% 
Cooking 97% 
Drinking 96% 
Cleaning 83% 
Environmental Health Aquatic Life 66% 
Economic Health Agriculture 66% 
Industry 64% 
Lifestyle/Recreation 
Outdoor Watering 63% 
Camping/Hiking 51% 
Swimming (lake) 50% 
Fishing 43% 
Vegetable Gardens 36% 
Boating 30% 
Canoeing 29% 
Water-skiing 16% 
Swimming (pools) 16% 
Washing Cars 15% 
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 Aquatic life received the next highest ranking, which can be speculatively 
categorized as essential for environmental health.  Since the term “aquatic life” is not 
clearly defined, assessments of its importance depend greatly on how the respondent 
interpreted the term and what it represents to that individual.  Because aquatic life tends 
to be more abundant in clean water, the importance of aquatic life can be interpreted as 
an indicator of the health of the environment and that most respondents would see this as 
an environmental good.  This interpretation is supported by the smaller percentage of 
respondents who ranked fishing as an important use, because it suggests that even people 
who do not necessarily engage in active use of the resource still place value on a healthy 
aquatic system.  It is important to remember also that Beaver Lake is a recreation and 
tourism destination for the area, and as such, has clear economic value in addition to its 
contribution to regional quality of life.  Certainly, degradation of the water (and 
consequently, aquatic life) could have a negative impact on the local economy, and some 
respondents may have taken this into account as well.  
 Water for agricultural and industrial uses can be considered contributors to the 
economic health of the region.   In 2008, agriculture accounted for 12% of the gross 
domestic product in Arkansas, generating more than one out of every six jobs for 
Arkansas residents (Popp et al. 2010), while sales, shipments and receipts for 
manufacturing totaled over $600 billion for 2007 (US Census Bureau, 2007).  Clearly, 
many people depend on the health of these industries for their own economic well-being 
and financial security, because there were no statistically significant correlations with any 
of the demographic measures used in the survey.  Finally, luxury uses like outdoor 
watering and recreation were given much lower priority by most respondents.  Because 
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these uses are clearly related to lifestyle choices of a comparatively affluent society, one 
would expect to see greater variability in these respondent rankings.    
 Although there is no clear data about what percentage of the home water supply is 
allocated to different uses, knowing which uses people value can help resource managers 
develop focused strategies for education and conservation and market them effectively to 
a target demographic.   
  
4.2  Attitudes, Perceptions, and Behaviors 
 Demographic measures have been the traditional approach to characterizing social 
factors in research.  However, current research suggests that traditional demographic 
measures, while easily quantifiable, are often inadequate to accurately depict the 
complexities of human decision-making (Grove et al. 2006; Pickett et al. 2008).  In 
human ecological research, as in contingent valuation theory, it is accepted that attitudes 
influence the behaviors that in turn contribute to the dynamics of human-environmental 
interaction (Grimm et al. 2000; Luzar and Cosse 1998).  However, the degree to which 
attitudes influence behavior can vary widely, simply because attitudes are abstract 
psychological constructs that are shaped by the values that people hold.  In turn, values 
are shaped by many experiences over an individual’s lifetime, but are particularly 
developed from family, society, and childhood surroundings during the early stages of 
life.  Multiple values may influence a single attitude or many attitudes, some of which 
may be contradictory (Luzar and Cosse 1998).  The result is a complex, non-hierarchical, 
weighted web of highly individual factors that drive behavior and are often difficult to 
identify and quantify. 
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 The survey was designed to develop a better understanding of the perceptions, 
attitudes, and behaviors with regard to water resources and economic growth in the study 
area.  In general, respondents indicated that they were pleased with recent economic 
growth even if not all felt that they had personally benefitted from it.  Interestingly, there 
were also people who responded that they had benefitted from growth but were not 
necessarily pleased with growth.  People who were not pleased with growth often cited 
issues associated with urbanization, including traffic congestion, increased crime and 
pollution, loss of open space, and school overcrowding.  Most respondents also did not 
believe that there was adequate water to support continued growth and that current 
seasonal shortages were not related to growth.   
   As would be expected, attitudes were the key factors in whether or not 
respondents were willing to pay additional fees to preserve water availability in the 
region.  Key attitudes that emerged during the development of the regression model were 
(1) I am happy to pay fees that our water resource managers feel are appropriate; (2) I 
can’t afford to pay a higher fee; (3) I am pleased with economic growth in the region; and 
(4) I support increased regulation of land use to preserve water availability.  Although 
these attitudes are not constrained by traditional demographic measures, there were 
strong correlations between each of the factors and the level of education of the 
respondent.  Those who at least had college degrees were more likely to indicate they 
were happy to pay additional fees, to be pleased with economic growth, and to support 
land use regulation; those who did not were more likely to indicate that they couldn’t 
afford to pay higher fees.  Similarly, a respondent’s reported income was also correlated 
to attitudes 2 and 3 above:  those whose household income was $40,000 annually or 
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greater were more likely to be pleased with growth, while those whose income was less 
than $40,000 per year were more likely to state that they could not afford higher fees.   
Despite the correlations, however, the nature of the relationship between social structure 
variables (e.g., education and income) and social psychological variables (e.g., attitudes, 
beliefs, and perceptions) is unclear (Dietz, Stern and Guagnano 1998).  Although 
previous research has found that age, education, and political leanings have been 
modestly correlated with greater environmental concern (Van Liere and Dunlap 1980), 
these are only general associations and cannot account for all the variance in attitudes 
about the environment.  Van Liere and Dunlap (1980) also argue that cognitive variables 
(such as tradeoffs between environmental concern and other values like low taxes, 
economic growth, and property rights) deserve at least as much attention as demographic 
measures.  Grove et al (2006) postulates that decisions and expenditures related to 
environmental goods and services are motivated by the “ecology of prestige,” or the 
desire to be associated with a particular group identity based on perception of its social 
status.   
  
 
 
4.3  Spatial Variations in the Impact of Regressors 
Social processes and structures are often inherently non-stationary in nature, and 
the smoothing process that occurs when running global regression analysis (Brunsdon, 
Fotheringham and Charlton 1998) can mask important spatial variations that are useful in 
decision-making.  To explore spatial variations in the attitudes that influence an 
individual’s willingness-to-pay, a geographically weighted regression was run using the 
same independent variables that were used in the regional statistical model.  The resulting 
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maps illustrated the variations in how strongly a particular regressor was correlated with 
willingness to pay over the study area.  Interpretation of the maps involves two factors: 
the magnitude of the parameter coefficient mapped and its sign.  The sign indicates 
whether or not the variable is positively or inversely correlated with willingness-to-pay, 
while magnitude of the coefficient indicates the strength of the correlation. 
Bid amount, the only non-attitudinal variable in the regression model, was 
negatively correlated with willingness-to-pay.  Higher parameter coefficients for this bid 
amount were found in Benton County, indicating that an increase in bid amount would 
have a greater negative impact on willingness to pay than in Washington County (Figure 
3.19).  Examination of the responses showed that residents of Fayetteville and Springdale 
were more willing to pay fees, even at higher bid amounts, than were residents of 
Bentonville and Rogers.   When age and education distributions were compared across 
the cities, respondents in Springdale and Fayetteville tended to be younger and better 
educated than respondents in Bentonville and Rogers.  Considered in conjunction with 
the more politically liberal voting history of Washington County, it appears that the 
“young, well-educated, and liberal” demographic discussed by Van Liere and Dunlap 
(1980) are evincing a greater environmental concern that is reflected in their willingness 
to pay fees for water quality and availability. 
The first attitude variable examined was “I am happy to pay fees,” which was 
positively correlated with willingness to pay.  The strongest correlation of this attitude 
was found in Fayetteville, which indicated that an increase in this variable would have 
the greatest associated increase in willingness-to-pay in this location.  The area of 
weakest correlation was concentrated around the southern end of Beaver Lake and 
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extended westward into Springdale (Figure 3.20).  In general, the data points that fell in 
this area tended to represent a lower income, less educated demographic, most of whom 
were over the age of sixty-five and had lived in the area for over eighteen years.  In 
addition, most of these respondents indicated that they couldn’t afford to pay additional 
fees.  With this combination of factors, it seems that even an increase in this attitude 
would not outweigh the pragmatic concerns and contradictory attitudes characteristic of 
this subset of respondents.   
The second attitude in the regression model was “I can’t afford to pay additional 
fees,” and it was negatively correlated with willingness-to-pay.  The mapped parameter 
coefficients indicate that an increase in this attitude would have the largest associated 
decrease in willingness-to-pay in Bentonville and Rogers and the smallest associated 
decrease in Fayetteville (Figure 3.21).  The spatial pattern that is seen for this variable is 
remarkably similar to that of bid amount (Figure 3.19).  The two variables were not found 
to be multicollinear during Cochran-Mantel-Haenszel tests, but from a pragmatic 
standpoint, it is likely that they share a root cause:  an older and less educated population.  
This demographic is more likely to already live on a fixed income or to be making ends 
meet on a lower income with less expectation of significant changes in future income.  
One would expect that this situation would contribute to similar patterns of response for 
both the variables involved. 
The variable “I am pleased with economic growth” (Figure 3.22) had the 
strongest correlation with willingness-to-pay at the southern end of Beaver Lake, where 
an increase in the attitude was associated with a strong positive increase in the dependent 
variable.  Interestingly, this pattern is essentially the inverse of the pattern associated with 
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“I am happy to pay fees” (Figure 3.20).  The data points where the correlation was 
strongest was marked by respondents who were less educated, reported lower incomes, 
and had lived in the area for longer than eighteen years.  These respondents also tended to 
respond that they could not afford to pay higher fees and did not feel they had benefitted 
from growth.  Certainly there are number of interrelated factors that play a role in the 
development of this attitude, but it logically follows that those who are not pleased with 
growth would not be willing to pay fees that are made necessary as a result of growth. 
The final variable in the model was “I support regulation of land use to preserve 
water quality and availability,” and it had a positive correlation with willingness-to-pay.  
When the parameter coefficients were mapped for this variable, the pattern that emerged 
was markedly different from the patterns of previous variables (Figure 3.23).  The area 
where an increase in the variable was expected to predict the greatest increase in 
willingness-to-pay was centered over north Springdale, and the weakest correlation was 
found in Fayetteville.  When the data points from each area were compared, respondents 
in Fayetteville (the area of weakest correlation) tended to report greater support for land 
use regulation (90% of respondents) but indicated that they were less willing to pay fees 
(21% of respondents).  In contrast, 83% of respondents in north Springdale said they 
supported land use regulation, while 28% said they were willing to pay additional fees.  
Demographically, the respondents in north Springdale were older, more educated, 
reported higher incomes, and indicated that they were both pleased with growth and had 
personally benefitted from it.  In Fayetteville, the respondents represented a much more 
diverse demographic in terms of age, education, and income and their attitudes towards 
growth and fees.  It appears that the diversity of this group may contribute to a variety of 
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other attitudes that play a greater role in respondent willingness-to-pay than the support 
for land-use regulation.  Another difference between the two groups was the mean 
number of visits to the lake for recreation annually; Fayetteville respondents visited the 
lake an average of 2.8 times per year, while the north Springdale residents visited the lake 
5.9 times per year on average.  Since personal experience of the lake may increase both 
willingness-to-pay and the support for conservation of the resource, this may also 
contribute to the strength of this relationship locally. 
Patterns of the relative importance of each variable emerged using geographically 
weighted regression and they have been described with respect to the political boundaries 
of the communities within the study area.  However, it is important to remember that the 
patterns themselves are independent of political boundaries and they also exhibit some 
smoothing of the spatial variations that may occur at a finer scale.  Variables that were 
significant across the entire regional dataset were not always significant in local subsets 
of the data (Tables 3.3-3.6), and one can surmise that other variables that are not 
significant in the regional model may be significant at the community level.  Developing 
unique models that are specific to the municipal subsets of the data could yield additional 
insights into respondent attitudes and willingness-to-pay. 
 
 
4.4  Estimating Mean Willingness-to-Pay 
Mean willingness-to-pay was calculated first for the entire dataset using the 
regional logit model, which used as regressors the four attitudes named in the previous 
section, along with the bid amount generated for the survey.  Using this method, the 
regional mean value for willingness-to-pay was $18.94 per month ($227 annually).  The 
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regional model was also used to calculate mean WTP for the local subsets of the data, 
grouped by municipal water provider (i.e., Bentonville, Fayetteville, Rogers, and 
Springdale). Using this method, Bentonville had the largest WTP value at $20.39, 
followed by Fayetteville ($19.75), Rogers ($17.54), and Springdale ($17.43).  These 
numbers provide a useful start point for long-term planning, given that in this region, 
most policy and pricing decisions are enacted at the community level. 
However, when we look at the spatial patterns exposed by the geographically 
weighted regression (Figure 3.24), it is apparent that mean willingness-to-pay is not 
consistent within the political boundaries of the community, and geographically weighted 
regression allows for a more nuanced understanding of how willingness-to-pay varies 
over the region.  With the local parameter coefficients calculated using GWR, WTP was 
calculated for each data point and the ranges of values that people are willing to pay for 
water availability were mapped.  Generally, the highest values (greater than $25/month) 
were found in east Fayetteville, while the lowest values (less than $18/month) were 
located in the northeast portion of the study area around Beaver Lake.  Conventional 
wisdom would suggest that those who live in close proximity to Beaver Lake would be 
the most concerned about its future, and thus would be willing to pay more to conserve 
and protect the resource.  Research indicates the contrary, however.  In 2007, Larsen 
found that proximity to a water resource was correlated with lower support for 
government regulation, both through legislation and economic measures.  This was 
attributed to a more nuanced comprehension of the resource and issues surrounding it, 
garnered through personal experience.  In contrast, the attitudes of those who live farther 
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from a resource are shaped by symbolic beliefs and abstract values (Brandenburg and 
Carroll 1995). 
 This research was developed conceptually from the human ecosystem framework 
of Pickett, et al. (2000), but the scope was narrowed to address only the human side of the 
framework for the purposes of this dissertation, and primarily at one scale.  Perhaps the 
most salient point to be made with regard to this research is that scale matters.  Although 
this research was conducted at the regional scale, it is clear that there are underlying 
spatial patterns that, although beyond the scope of this project, can contribute to a more 
nuanced understanding of the issue and multiscale solutions that ultimately lead to a more 
satisfactory and effective resolution. 
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CHAPTER 5 
 
CONCLUSIONS 
 
With a burgeoning population and ever-increasing technological advances, human 
modification of the environment has expanded to the extent that virtually no ecosystem is 
left untouched.  Human behavior must be incorporated into our ecological models in 
order to have a more complete understanding of the processes and feedbacks that drive 
environmental change.  The human ecosystem framework provides a theoretical basis for 
incorporating human behavior, but empirical research that uses this framework is still in 
its early stages.  The inherent difficulty in developing such models is that human 
behaviors are not easily predictable.  They are driven by a multiplicity of attitudes and 
values that differ not only across cultures and communities, but also at the individual 
level, since people may hold contradictory values and attitudes, the relative influence of 
which can vary based on the situation. 
This research addresses the human dimension of water allocation in Northwest 
Arkansas, where residents are facing potential shortfalls due to population growth and 
increasing per capita consumption.  A survey was used to ascertain stated priorities for 
water use in the study area, assess the attitudes and perceptions of consumers about 
recent urban growth and its impact on water resources, and gather baseline data about 
conservation behaviors.  Data from the survey were used to estimate mean willingness-
to-pay for a reliable water supply using both a global and a local logistic regression, or 
“logit” model.  The local logistic regression was also used to examine spatial variations 
in mean willingness-to-pay and the attitudes and perceptions that influence it.  Three key 
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findings emerged from the research:  1) that there is a large base of consumers in the 
region who are concerned about the future availability of water and are willing to take 
action; 2) that attitudes are better predictors of willingness-to-pay than traditional 
demographic measures; and 3) that mean willingness-to-pay and the attitudes that 
influence it were not constant over the study area.   
Perhaps the most important finding is that consumers in the region are concerned 
about the availability of water and are willing to take action (either in the form of fees, a 
change in consumption behavior, or both) to ensure a reliable water supply in the future.  
Residents who responded to the survey were not always willing to pay additional fees, 
but most agreed that they were willing to change their behavior in order to reduce 
personal water consumption.  Data from the survey indicate which water uses are most 
highly valued by consumers and provide a baseline for conservation behaviors that 
consumers have already adopted.  In addition, the survey provides some information on 
the personal circumstances that affect their ability and their willingness to adopt 
particular conservation behaviors, since much of what respondents indicated that they 
were currently doing or were willing to adopt was dependent on personal circumstances 
such as the type of home they inhabited, whether they rented or owned the home in which 
they lived, and their income.   
Decreasing personal per capita consumption throughout the study area can do 
much to mitigate the effects of growth, but clearly, one approach to water conservation 
does not fit all.  Successfully promoting a culture of conservation requires the 
development of educational programs and incentives that are grounded in an 
understanding of consumer behavior and the factors that affect it.  The data from this 
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research can serve as a foundation for local policy makers to develop educational 
programs and incentives that are tailored to specific groups based on their lifestyles, 
priorities, and ability to implement changes. 
The importance of consumer attitudes in this research cannot be overstated.  
Although attitudes are often correlated with demographic measures like age, income, and 
education, the exact nature of the relationship is not clear, nor is it always predictable; 
people may behave in a manner that reflects the group to which they wish to belong, and 
not necessarily that to which they actually belong.  The regional logit model developed 
from the survey model showed that attitudes were more important than traditional 
demographic measures in predicting willingness-to-pay, while application of the 
geographically-weighted logit model showed that these attitudes and the strength of their 
relationships to willingness-to-pay were not constant over the study area.  The spatially-
varying nature of these attitudes also meant that mean willingness-to-pay was not 
constant over the study area, which provides an important insight for local policy-makers.  
In Northwest Arkansas, as in many other locations, pricing structures are set at the 
municipal level.  The spatial patterns that emerged from the geographically weighted 
regression are a valuable starting point for policy makers to consider whether fees should 
be implemented, how high they should be, and, if implemented, how they should be used.  
Furthermore, understanding the attitudes that underlie these spatial patterns can help 
policy makers develop strategies to motivate residents to become conscientious 
consumers, rather than unthinking ones.   
 The value of this research is that the results can be used as a starting point to 
engage water suppliers, municipalities, and consumers in a dialog about water issues in 
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Northwest Arkansas.  However, it is important to remember that the data presented here 
are still regional in scope and exhibit some smoothing of spatial patterns that could be of 
benefit in developing long-term strategies and solutions.  Further investigation of these 
issues at finer scale would provide greater insight at the local level.  When the regional 
model was applied to municipal subsets of the data, it was clear that some variables did 
not contribute to the model at the community level.  Moreover, it is very likely that 
variables that did not contribute to the regional model could be significant at the 
community level.  The development of a separate logit model at the municipal level 
would improve understanding of key attitudes that are locally unique.  
In addition, the integration of market segmentation data, such as the Nielsen-
Claritas PRIZM data, could help correlate attitudes to specific market groups based on 
demographic traits, lifestyle preferences, and consumer behaviors.  Advancing our 
understanding of human behaviors and attitudes is critical to successful development of 
empirical research using the human ecosystem framework.  Finally, the results of this 
research should be integrated with the environmental dimension of water resources in 
Northwest Arkansas, including effects on the water budget in Beaver Lake watershed and 
the environmental impacts of growth and development on water quality.  Full articulation 
of such a model is critical in order to fully investigate what the future impacts of growth 
may be, to understand its implications for water availability in Northwest Arkansas, and 
to examine ways in which our resources can be managed to mitigate those impacts.  
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APPENDIX B: 
Income and Education Levels of Respondents 
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APPENDIX D: 
Statistical Report for Logistic Regression Model 
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APPENDIX E: 
Scatterplots of Yes/No Responses to Willingness to Pay 
By Bid Amount for Each City 
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