Introduction
It is often reasonable to treat the finite and the infinite places of a number field k on an equal footing. The unit group E = E ∞ (k) of k consists of all elements x in k * with normalized absolute value x v = 1 for every place v ∤ ∞. Fixing a prime p = ∞ of Q we can equally well consider the group E p (k) of all x in k * with x v = 1 for all places v ∤ p. The elements of E p (k) are rational p-Weil numbers and it is known that E p (k) is finitely generated. The rank of E p (k) is known and also a way to construct a subgroup of finite index.
The easier part of the Dirichlet unit theorem asserts that the (log v )-map
induces an R-linear injection:
For E p (k) there is a corresponding map constructed by Gross [G] :
In this case the injectivity of the analogue of (2)
is only a conjecture. Gross proved it under certain conditions using Brumer's p-adic analogue of Baker's result on linear independence of logarithms of algebraic numbers. See [G] Cor. 2.14 or section two below.
Leopoldt's conjecture is concerned with the p-adic logarithm
Again the assertion is that its Q p -linear extension
is injective. Again using Brumer's result this can be shown for abelian extensions k/Q. In this note we will first review the preceeding facts in more detail. Then we consider the multivalued log-map
which is a counterpart to the Leopoldt map (5) with the places p and ∞ exchanged. As it turns out the analogue of the Leopoldt conjecture predicts that certain vectors should be R-linear independent whose components are arguments of conjugates of Weil numbers in k. We give the precise formulation in 3.1. It is more involved than for the maps (2), (4) and (6) since the complex logarithm is multivalued. Using Baker's result on linear forms in logarithms we prove part of our conjecture in certain abelian situations.
The multivalued map (7) gives rise to a single-valued map of E p (k) into a real torus. In section 4 we describe the closure of its image.
The Dirichlet regulator constructed via (2) is related to the zeta function of k both at s = 0 and s = 1. The Gross regulator based on (4) is related to the p-adic zeta function of k at s = 0. The Leopoldt regulator based on (6) is related to its behaviour at s = 1. It is an open question whether the regulators one can construct using (7) are connected to some kind of zeta function.
The relation of Weil numbers with motives over finite fields is explained in [M] . In [GO] , [O] and [K] , Weil numbers are studied from the point of view of algebraic and analytic number theory.
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2 Review of some material from algebraic number theory
For a number field k/Q and a prime number p we review some known facts about the group E p (k) defined in the introduction. Our basic reference is [M] . An algebraic number λ is a q = p r -Weil number of weight w if it has the following two properties:
. ii) There is some n ∈ Z such that p n λ is an algebraic integer.
The set W w (q) of Weil numbers of weight w in an algebraic closure Q of Q is stable under the action of G Q = Gal(Q/Q). The field generated by a set of q-Weil numbers is either totally real or a CM field [GO] or [M] Def. 2.5 ff.
If k contains a CM field, let k CM denote the maximal CM field contained in k. The following is clear:
Proposition 2.1 1) For any embedding k ⊂ Q we have:
If not then E p (k) = {±1}.
In the study of the unit group E = E ∞ (k) one considers the regulator map obtained by composition by the formula
Essentially, the following facts can be found in [S] Ch. II or in [M] . For convenience we give the short proof.
Proposition 2.2 Let k be a CM field and let S be a system of representatives of the primes in T under complex conjugation. The following assertions hold:
2) The abelian group E p (k) is finitely generated with
3) Rationally α (p) and π M are isomorphisms.
4) The elements
Proof 1) The first relation follows from a straightforward computation. As for the second, set
. Hence y is a unit.
Since y lies in E p (k) it follows that all absolute values of y are equal to 1. Thus y is a root of unity. 2, 3) Since α (p) embeds E p (k)/µ(k) injectively into a finitely generated abelian group, E p (k) is itself finitely generated. By 1) the map α (p) is an isomorphism rationally, hence
4) The group
has basis the elements p c − p for p ∈ S. They are mapped to
p under π M . Now 3) implies the assertion. 2 Apart from (9) there is a deeper p-analogue of the Dirichlet regulator map α ∞ in (8). It was introduced by Gross in order to formulate a p-adic analogue of the Stark conjectures [G] .
Gross first defines "absolute values" with values in
As for the usual absolute values the product formula holds:
Let log p : Z * p → Q p be the p-adic logarithm. Then Gross' p-adic analogue of α ∞ is the composition:
Its kernel consists of the roots of unity in k and Gross conjectures that tensored with Q p the map α p remains injective, [G] conjecture 1.15.
In [G] corollary 2.14 this is proved in the following case: k contains a CM field and the set of places p
We now turn to the Leopoldt conjecture whose analogue for p and ∞ exchanged will be studied in the next section.
For every place v | p of k let log v : k * v → k v be the p-adic logarithm normalized by log v p = 1. Consider the composition:
Its kernel consists of roots of unity, so that
is injective. The Leopoldt conjecture asserts that the map
is injective. It is known for abelian extensions k/Q for example [W] .
Appendix
Let λ be a q-Weil number of weight w in Q ⊂ C. Let k ⊂ C be a CM field containing λ. Then λ is determined up to a root of unity by the valuations
. The imaginary part of α is determined by λ up to an element of 2π log q Z. Hence the values λ p for p | p determine Im α mod 2π log q Q. The material of the first section allows one to write down a formula for this dependence. For a variety X/F q this gives a way to reflect p-adic divisibility properies of the zeroes of the zeta function Z X (T ) in the imaginary parts of the zeroes of the Hasse Weil zeta function ζ X (s). Recall here that
for s > dim X in C and that the two zeta functions are related by the formula:
In particular, I wonder whether a statement such as "the Newton polygon lies above the Hodge polygon" might be reformulated in terms of ζ X (s) and its zeroes such that it makes sense for X/Z.
However that may be, the desired formula for Im α in R/ 2π log q Q is the following:
Here arg q = (log q) −1 arg and for a real number t we lett be its image in R/ 2π log q Q. The integer M is chosen as in section 2 before proposition 2.2.
Proof The number x = λ/λ c is in E p (k). By proposition 2.2 we have
Hence (15) follows.
2
Another way to write Im α is the following: Let S be as in proposition 2.2. Then starting from (16) we find
In the Q-vector space R/ 2π log q Q the vectors arg q (ξ p ) for p in S are Q-linearly independent by Prop. 2.2, 4). Hence we see how Im α determines the quotients λ p / λ p c for all p ∈ S. These in turn determine λ p for all p | p since λ was a q-Weil number of weight w.
Changing places in the Leopoldt conjecture
In this section we deal with an analogue of the Leopoldt regulator map (14) for E p (k) instead of E ∞ (k). We may therefore assume that k is a CM field.
Ideally we would consider the composition:
Here log v is the complex logarithm on k * v ∼ = C * . Unfortunately the complex logarithm is a multivalued map, so (17) has to be interpreted suitably.
Note that for x in E p (k) we have 2Re log v x = log x v = log 1 = 0 .
We set
More generally, for any subgroup Λ ⊂ R let us write Λ(1) v for the image of 2πiΛ ⊂ C in k v under any of the two continuous isomorphisms C
Then we interpret (17) as the injective map:
Here k * v,1 is the subgroup of k * v of elements with norm one. Since T k is not an R-vector space we cannot state a "Leopoldt conjecture" in quite the same way as before. The strongest formulation seems to be the following.
Conjecture 3.1 Let ξ 1 , . . . , ξ m be a basis of E p (k) ⊗ Q and consider the diagram
For any 1 ≤ i ≤ m choose a preimage η i under pr of (α p,∞ ⊗ 1)(ξ i ). Then the vectors η i are R-linearly independent in V k .
Note here that rank
We have equality if and only if p splits completely in k. In this case one may form regulator determinants. Observe also that we get a weaker conjecture if we work integrally instead of tensoring with Q. The proof is straightforward.
Choose a representative σ v : k ֒→ C for every complex place v of k. Let S be as in proposition 2.2. Then according to propositions 2.2, 4) and 3.2 our conjecture is equivalent to the following:
for any choices of argument mod 2πQ.
Trivial example Assume that there are exactly two primes dividing p in k.
They are p and p c = p for some p | p. Take S = {p}. The conjecture asserts that for some v | ∞
In other words σ v (x p )σ v (x p ) −1 should not be a root of unity. This is clear, since otherwise we would have (p c ) N = p N for some N ≥ 1, a contradiction.
Next we introduce special bases of E p (k), at least in favourable circumstances. 
Remarks 1
The conjugates ξ σ do not need to be pairwise different. 2 As c is central we have G ∼ = H × c and H is normal in G. Hence the condition on isotropy subgroups has to be checked for one prime in T only. It is trivially satisfied if p is completely decomposed in k. In that case k/Q must be Galois and the conjugates of ξ under H are pairwise distinct.
Proof We may assume that T is non-empty. Fix a prime p 0 in T , let k ′ be the fixed field of G and set p ′ 0 = p 0 ∩ k ′ . Then we claim:
On the other hand, the prime divisors p of p 
By proposition 2.2 the map α (p) in (11) induces an isomorphism
where ( ) − denotes the −1 eigenspace of the action of complex conjugation. The map α (p) is G-equivariant under the natural left G-actions on both sides. Now let G p 0 be the decomposition group of p 0 in the extension k/k ′ . According to (19) we have a bijection
Together with (20) we obtain a G-equivariant isomorphism:
By assumption G p 0 ⊂ H. Hence we get an embedding
The natural restriction map
induces an H-equivariant isomorphism
Combined with (22) we get an H-equivariant isomorphism:
Hence any element ξ in E p (k) corresponding to a multiple of δ e = 1 · eG p 0 has the required property.
More explicitely we can describe such a ξ as follows. Let k p 0 be the fixed field of G p 0 . In the extension k/k p 0 only one prime lies above q 0 = p 0 ∩ k p 0 , namely p 0 . Thus we have q 0 o k = p e 0 where e ≥ 1. Choose y ∈ k p 0 such that (y) = q h 0 in k p 0 for some h ≥ 1. It follows that (y) = p eh 0 in k. Choose a multiple M ≥ 1 of ef h where f is the common inertia index over p of the primes in T and set x = y H/ef h ∈ k p 0 . Then we have (x) = p
3.5 We now prove special cases of conjecture 3.1. Let k be a CM field and assume that we are given an element ξ in E p (k) and an abelian subgroup H of Aut k with c / ∈ H such that the set of conjugates ξ σ for σ ∈ H is a basis of E p (k) ⊗ Q.
Let H ξ be the group of σ ∈ H fixing ξ and let H be the abelian quotient group H = H/H ξ . Fix an embedding k ⊂ C.
For every σ ∈ H choose a preimage denoted by σ v in H and hence in Aut k. Via the embedding k ⊂ C we will also view σ v as an embeding σ v : k ֒→ C. Let v be the infinite place corresponding to σ v . Then σ v induces isomorphisms
Next, let s be a set theoretical splitting of the projection R(1) → R(1)/Q(1).
The v-components with v in S ∞ are lifted via s v . The other components are lifted arbitrarily. For v in S ∞ we therefore have:
Theorem 3.6 In the situation of 3.5 the vectors η τ for τ ∈ H are R-linearly independent in V k .
Proof It suffices to show that
is non-zero. Note that the determinant itself is well defined only up to sign.
We have
We may order S ∞ and H in such a way that we get:
The well known formula for the group determinant [W] Lemma 5.26 gives:
We may choose N ≥ 1 so that
Here log σ is a suitable branch of the complex logarithm depending on σ. It suffices therefore to show that
This is an immediate consequence of Baker's theorem [B] Theorem 2.1, since the numbers log σ (σ(ξ) N ) are Q-linear independent as one sees upon exponentiating.
2 form a basis of E 11 (k) ⊗ Q. Now let us use the same branch log of logarithm for the liftings in conjecture 3.1. Since σ 2 2 = σ −1 instead of σ 2 2 = 1 we do not end up with a group determinant. Instead we get a determinant like the following log ξ p 1 log ξ
For an unfortunate choice of log we have log ξ −1 p 1 = − log ξ p 1 ± 2πi so that the determinant does not factor into a product of linear forms in logarithms. We have therefore not persued the case where c does not have a complement H.
On the closure of
The Leopoldt conjecture can be stated as an assertion about the closure of the global units embedded into the local units at p. Regarding the map α p,∞ in (18) one may ask about the closure of the subgroup α p,∞ (E p (k)) in the real
where 0 denotes the connected component of zero. In order to determine
0 it is equivalent but more convenient to describe the quotient
For the Pontrjagin dual we have:
For simplicity assume that k/Q is a Galois CM extension with group G. Fix an embedding k ⊂ C and for every v | ∞ choose some σ v ∈ G which gives rise to the place v after composing with the inclusion k ֒→ C.
There is an isomorphism
Here σ v is viewed as the isomorphism σ v :
Since σ v log v ξ v = log σ v ξ for all ξ ∈ E p (k)
we getĈ Define an inner product on v | ∞ Q by the formula
Now an easy calculation gives the first part of the following theorem if we take into account the relations ε p,p ′ = ε cp,cp ′ = −ε p,cp ′ = −ε cp,p ′ .
We let S ⊂ T be as in proposition 2.2.
Theorem 4.1 Let k/Q be a Galois CM extension. Then we have:
Moreover dim α p,∞ (E p (k)) = dimension of the Q-span of the elements ε p,p ′ for p, p ′ ∈ S in v | ∞ Q .
In particular α p,∞ (E p (k)) is dense in T k if p is completely decomposed.
If p is completely decomposed, then σ v p = σ w p implies v = w. Moreover σ v p = cσ w p is not possible for any two places v, w. Hence
Hence the elements ε p,p σw span v | ∞ Q and therefore ε p,∞ (E p (k)) is all of T k . 2
