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Abstract
Word embeddings capture semantic relation-
ships based on contextual information and are
the basis for a wide variety of natural language
processing applications. Notably these rela-
tionships are solely learned from the data and
subsequently the data composition impacts the
semantic of embeddings — which arguably
can lead to biased word vectors. Given quali-
tatively different data subsets, we aim to align
the influence of single subsets on the result-
ing word vectors, while retaining their quality.
In this regard we propose a criteria to measure
the shift towards a single data subset and de-
velop approaches to meet both objectives. We
find that a weighted average of the two sub-
set embeddings balances the influence of those
subsets while word similarity performance de-
creases. We further propose a promising op-
timization approach to balance influences and
quality of word embeddings.
1 Introduction
The advent of word embeddings (Mikolov et al.,
2013a; Pennington et al., 2014) has shifted the en-
tire field of Natural Language Processing (NLP)
from sparse representations, such as Bag-of-
Words, to dense, vectorial representations that
have proven to be capable of capturing meaning-
ful syntactic and semantic concepts. Word em-
beddings are widely used in, e.g., text classifi-
cation (Joulin et al., 2016) and machine transla-
tions (Mikolov et al., 2013b). Subsequently word
embeddings have a crucial impact on downstream
applications and, moreover, such models inherit
(hidden) assumptions and properties of the data.
Text corpora for training word embeddings are
typically composed of subsets with different prop-
erties. Properties can manifest, e.g., as U.K./U.S.
English, but can also be induced by the authors,
e.g., texts written by different genders, in differ-
ent periods of time or in different contexts such as
arts and politics. While it is the intention in the
first place to capture semantic and syntactic infor-
mation from the data in the best possible way —
ideally by learning from as much data as possible,
we argue that on second thought it is desirable to
influence the composition of data (sub)sets.
Given a corpus where one category outnumbers
the other, joint word embeddings will expose a
bias towards the former — yet this might not re-
flect (actual) word semantics appropriately or can
be simply undesired.
The desideratum would be for example that in a
transfer learning setting word embeddings trained
on a large data set are to be fine-tuned on a small
task-specific data set. Or in order to achieve se-
mantics of cultural diversity, several smaller news-
paper data sets with different foci could be added
to a large base newspaper data set with a Euro/US
centered focus.
The problem of bias increases for word embed-
dings as they are often used as a starting point
in e.g. downstream tasks. Those methods usually
work in a black box manner whose decision mak-
ing is difficult to see through.
Typical state-of-the-art embedding learning al-
gorithms do not distinguish between different data
subsets and thus merge their properties in an in-
cidental manner. A notable exception is the work
of Goikoetxea et al. (2016) that shows how text-
based and wordnet-based (Miller, 1995) embed-
dings can be combined to improve the embedding
quality, yet does not align the contribution of the
individual data sets. For more details on related
work we refer to Appendix 2.
In this contribution we research if and how the
influence of individual subsets can be aligned,
while retaining embedding quality w.r.t. word vec-
tors learned on all the data. For this aim we pro-
pose a measure for the retained semantics of a sub-
set in the final embedding and compare a total of
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9 different combination methods (1-9) which are
explained in detail in Section 4. The combinations
vary in that they are (1) trained on the complete
data set, (2-4) created without (Goikoetxea et al.,
2016), and (5-9) with consideration of the data dis-
tribution (our approaches).
2 Related work
Various authors combined text-based word em-
beddings with additional resources, as for instance
wordnet-based information, embeddings trained
by different algorithms or additional data sets
(Goikoetxea et al., 2016; Rothe and Schu¨tze, 2017;
Speer and Chin, 2016; Henriksson et al., 2014).
The main goal in those articles is to improve the
quality of word embeddings overall.
However, to the best of our knowledge, so far no
one adressed the influence subsets have on a com-
bined embedding systematically in order to bal-
ance the impact of different data sets after their
composition, while retaining the quality of the
word embeddings.
3 Evaluating the influence of data
subsets on word embeddings
Considering how embeddings encode word con-
texts, we illustrate the influence of data subsets on
the final embedding on two real world data sets.
New York Times 1990-2016: The New York
Times dataset1 (NYT) contains headlines and lead
texts of news articles published online and offline
in the New York Times between 1990 and 2016
with a total of 99.872 documents. Political offices
as well as sports teams are very closely discussed
based on their representatives players, hot topics
and their current score. Their context changes
over time. As word embeddings are mainly based
on the context of a word, their connotation and
vectorial representation are influenced by those
changes. We investigate the influence of these
changes on common word embeddings by split-
ting this data set in subsets, the first one reach-
ing from 1990-1999 (33.383 articles) and a second
one from 2000-2016 (62.058 articles)
English Wikipedia: The Wikipedia data
set (Wiki) contains articles from the English
Wikipedia snapshot from April 1st, 2019. We
select 12.236 articles from the category Arts as
well as 24.473 articles from the category Politics
1https://sites.google.com/site/
zijunyaorutgers/
to analyse the individual influence of those 2
fields on joint word embeddings.
As a first example, we consider the word shoot-
ing whose nearest neighbors (NNs) in both cat-
egory groups of the Wiki data set are shown in
Fig.1. Clearly, within Politics, shooting refers
mostly to the firing of a gun, for Arts, shooting
rather relates to a photo or movie shooting. When
we train embeddings on the joint data set, the new
vector reflects both realities, but is biased towards
Politics due to the increased number of articles
(23/100 and 51/100 common neighbors with the
embedding from Arts and Politics, respectively).
Figure 1: 2D tSNE embeddings of the word shooting
with its NN in different embeddings trained on Wiki:
(a), (b), (8) in red, blue and orange respectively.
Given this intuition, we would like to quantify
the retained influence of the data subset (a) and (b)
on embeddings U . Inspired by the Jaccard index
we compare the neighboring words of a given em-
bedding trained on a subset and those of the com-
posed embeddings U . In more detail, given the
sets of n NNs, Nn(ui) and Nn(vi) for two em-
beddings ui and vi of a word i, the ratio of shared
nearest words is:
Jn(ui, vi) = |Nn(u
i) ∩Nn(vi)|
n
(1)
and we denote the average over all words as
Jn(U, V ). For instance Jn(U, V ) = 0.6 would
mean that words in U and V share on average 60%
of their n NNs. We will use J s(U) = Jn(Us, U)
and J l(U) = Jn(Ul, U) to indicate the retained
influence of the according subsets on a resulting
embedding. We use the cosine similarity to com-
pute NNs for neighborhoods of different sizes n.
New York Times Wikipedia
Analogy-test (in %) Analogy-test (in %)
J 90 J 00 J∆ J¯
n=1 n=5 n=10
J arts J pol J∆ J¯
n=1 n=5 n=10
(a) Us 1.00 0.15 0.85 0.57 1.61 6.82 9.33 1.00 0.20 0.80 0.60 7.47 29.05 36.69
(b) Ul 0.15 1.00 -0.85 0.57 1.55 9.66 13.29 0.20 1.00 -0.80 0.60 19.37 53.54 62.12
(1) Us/l 0.20 0.42 -0.21 0.31 3.82 16.05 20.91 0.27 0.55 -0.27 0.41 21.21 60.58 69.13
(2) AVG 0.24 0.44 -0.21 0.34 2.67 11.24 15.31 0.32 0.54 -0.22 0.43 19.21 53.15 62.20
(3) CON 0.30 0.39 -0.09 0.34 1.61 12.16 16.03 0.39 0.45 -0.06 0.42 13.70 52.78 61.71
(4) PCA 0.28 0.36 -0.08 0.32 1.94 9.94 13.52 0.36 0.43 -0.07 0.40 17.08 48.44 57.10
(5) SAMP 0.22 0.30 -0.08 0.26 4.29 18.46 23.48 0.30 0.45 -0.15 0.38 20.36 60.86 69.13
(6) WAVG 0.31 0.31 -0.01 0.31 2.76 10.74 14.10 0.41 0.42 -0.01 0.42 16.79 48.26 57.56
(7) τ10 0.21 0.37 -0.16 0.29 2.57 14.32 18.69 0.28 0.48 -0.20 0.38 14.71 53.94 63.01
(8) τ100 0.23 0.37 -0.14 0.30 2.35 12.32 16.28 0.29 0.47 -0.19 0.38 14.85 52.95 62.25
(9) τ1000 0.30 0.32 -0.01 0.31 2.67 10.94 14.20 0.38 0.42 -0.04 0.40 15.33 47.87 57.38
Table 1: The evaluation of different embeddings and both data sets. Within each data set, the first group is
trained with GloVe on different subsets, the second group are embeddings created without and the last group with
consideration of the data distribution. For J∆ we are hoping for a value close to 0, for the analogy test higher
values mean better performance. The J measures are described in detail in Section 3. Best values are in bold, best
values within groups are in italic.
4 Methods
We use a number of different embeddings that can
be divided into three groups: merging the data be-
fore learning the embeddings, static merging algo-
rithms, and dynamic merging approaches.
Baselines - (a), (b), (1) As baselines we train
word embeddings with GloVe (Pennington et al.,
2014) on NYT on articles from (a) 1990-1999 and
(b) 2000-2016. The resulting embeddings learned
on (a), (b), and (1) are denoted as U90, U00, and
U90/00. We further trained word embeddings with
GloVe on Wiki for
(a) Arts (Uarts), (b) Politics (Upol) and (1) the
merged data (Ua/p).
GloVe embeddings are trained as 50-dimensional
word embeddings on both NYT and Wiki with
xmax = 100, α = 0.75. We choose a context
window size of 15 for NYT and 5 for Wiki as the
data set is considerably larger than NYT. We select
one vocabulary for each data set and consider only
words that occur at least 40 (NYT) and 250 (Wiki)
times in the whole data set which leads to vocabu-
laries of size 21398 (NYT) and 19936 (Wiki).
Static merging - (2), (3), (4) In constrast to (1)
— merging before learning — the following ap-
proaches merge trained embeddings. They were
proposed by Goikoetxea et al. (2016). Given the
embeddings Us and Ul of the subsets, method (2)
is to average them, i.e. 0.5·(Us+Ul), (3) is to con-
catenate them to a 100-dimensional embedding,
and (4) extends (3) by extracting the 50 most in-
formative dimensions using PCA. (3) and (4) ob-
tained good results in Goikoetxea et al. (2016).
Dynamic merging - (5), (6), (7), (8), (9) We
found that previously presented embeddings are
biased towards the larger subset: Js << Jl.
To alleviate this we propose the following ap-
proaches. A first attempt (5) is to upsample the
smaller subset to the same size of the larger set.
This leads to embeddings with a high score in
analogy tests but a decrease in J¯ . We further in-
tent to balance the impact of the subsets by taking
an average that is weighted by their inverse pro-
portions (6): Uwavg = 0.65 · Us + 0.35 · Ul.
Unfortunately, we found that this approach results
in embeddings with inferior quality. We define an
optimization problem that on one hand optimizes
the GloVe loss to obtain qualitative good embed-
dings and on the other hand tries to balance the
influence of the respective subsets by regularizing
the distance of the solution to the weighted em-
beddings Uwavg. Given the co-occurence matrix
Y and the GloVe weighting function f(Y ) (Pen-
nington et al., 2014) the embeddings U are created
by optimizing:
argmin
A
f(Y )
∥∥∥UU> − log Y ∥∥∥2
F
+ τ ‖U − Uwavg‖2F (2)
where U = A Us/l + (1−A) Uwavg
Ai,j ∈ [amin, amax], 0 ≤ amin < amax ≤ 1
and  denotes a point-wise multiplication. The
regularization parameter τ allows to trade-off be-
tween embedding quality and a balanced influ-
ence. We restrict the solution space to the ”rect-
angle” between Us/l and Uwavg and leave explor-
ing an unconstrained version to future work. We
(a) 90 90/00 W-AVG (b) 00 90/00 W-AVG
war 0 0 war 0 0
vietnam 3 1 ii 2 2
persian 5 3 irag 1 6
gulf 9 4 vietnam 3 1
era 17 5 fight 4 10
bidding - 7 combat 13 11
ii 2 2 wag - 21
veteran - 8 terrorism 18 15
cold 16 9 enemy 21 22
confrontaion - - hero - -
capture - 16 invasion 12 -
Table 2: 10 NNs of the word war are displayed for U90
and U00 in column 1 and 4 (NYT). In column 2 and 3
one can see the position the respective word gets after
merging for U90/00 and W-AVG. On the right side of
the table we did the same for U00.
Figure 2: Values for J artsn and J poln for n ∈
{5, 10, 25, 50} for different weighting parameters of
x·W-AVG+(1− x) · Ua/p
optimize Eq. 2 with gradient descent. We there-
fore use Adam with a learning rate of 1e−3 and
default values for β. The optimization is stopped
after 10000 steps. We have implemented this in
PyTorch.
5 Results
We evaluate the quality of the obtained embed-
dings U by measuring their performance on anal-
ogy tests (Mikolov et al., 2013b) and how the
influence of the subset is balanced by measur-
ing the number of common neighbors J sn (U),
J ln(U), their average J¯ and their difference
J∆ = J s(U) − J l(U) (see Section 3). Js
and J l indicate the respective average over n ∈
{5, 10, 25, 50} for slices s(mall) and l(arge). Re-
sults for all methods, evaluated and averaged over
the entire vocabulary, are summarized in Table 1.
Balanced influence: First we note that embed-
dings of the subsets (a) Us and (b) Ul have only
few NNs in common. Furthermore, when trained
on both subsets the embeddings (1) show a clear
shift towards the larger subset (b). Qualitatively
this can also be observed in Table 2 where we de-
pict the 10 NNs for the word ”war” in subset (a)
and subset (b); and the position of the word in the
ranked neighbors of (1) in the column ”90/00”. We
observe that most of the NNs of (a) are not present
in the first 10 NNs of (1), while for (b) the set of 4
NNs is identical with (1). Moreover, we note that
also the static merging approaches (2), (3) & (4)
exhibit the same shift (see Table 1).
We try to increase the influence of Us by upsam-
pling (5) the data set to the size of Ul before train-
ing GloVe embeddings. This leads to the same (or
even better) quality of the word embeddings as (1)
but also results in a decreased J¯ . To alleviate this
we propose a weighted average (6) in order to con-
sider the subset proportions. The results in Table 1
indicate that this simple approach indeed yields, in
terms of our measure, balanced embeddings. This
can also be observed exemplary in Table 2 where
NNs of (6) correlate much more with the NNs of
the respective subsets.
Unfortunately, we will see that the embedding
quality suffers when performing a weighted av-
erage. With the aim to align both desiderata —
balanced influence of the subsets and quality of
the embeddings — we proposed an optimization
procedure (7-9). From Table 1 we read that the
resulting embeddings for different regularization
strengths τ are balanced, but surprisingly the in-
fluence of the respective subsets decreases in com-
parison to (1). As a control experiment we con-
sider the embeddings given by a weighted average
between (1) and (6) (Figure 2), where this drop of
influence cannot be noted. Yet none of the such av-
eraged embeddings yields good performance and
balancing; which justifies the application of an op-
timization procedure.
Embedding quality: We measure the embed-
ding quality by means of analogy tests. The em-
beddings trained on all the data (1) perform best
in this context — hinting that it is beneficial to
leverage as much information from data as pos-
sible. The statically merged embeddings (2), (3),
(4) do not perform as well on our task, in contrast
to the results of Goikoetxea et al. (2016).
Furthermore, we note that the weighted average
(6) results also in a decrease in embedding quality.
In contrast, we find that our optimization approach
is able to capture both, embedding quality and bal-
ances the influence of the subsets.
6 Discussion
Considering that text corpora are often composed
of subsets, embedding learners merge them in in-
cidental manner — either by merging the text be-
fore or the word vectors after training. We argue
this can lead to undesired shifts in the embedded
semantics and propose a measure for this shift as
well as approaches to balance the composition of
the subsets.
Our preliminary results show that one can in-
deed level the impact of different subsets. A
weighted average of the subset embeddings yields
balanced word embeddings, yet their quality de-
creases. The proposed optimization routine results
in word vectors with good quality and balanced,
yet decreased influence of the subsets.
As future work we aim to extend our empirical
results and investigate the proposed optimization
routine in more detail, e.g., by removing the con-
straints. As additional experiments we would like
to investigate the influence of the different com-
bination methods on downstream tasks, such as
classification of sub-categories of the Wikipedia
articles. This will further our understanding of
the workings of the combination methods in com-
parison to the analogy tests that are not data slice
specific. As alternative to the current regulariza-
tion — that minimizes the distance to another, pre-
sumably balanced embedding — we would like to
develop a (differentiable) regularization term that
is closer related to our measure J sn (U) − J ln(U).
Adapting the work of Berman et al. (2018), which
proposes surrogate losses for the Jaccard index,
seems to be a promising direction for this goal.
An interesting question posed by our results is
how merging of data subsets impacts the resulting
embedding semantics — considering that many
NNs of Us/l are not NNs for the subset embed-
dings Us and Ul.
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