Abstract-This paper deals with the problem of signal estimation for two-dimensional systems. More specifically, we propose a Kalman filter for 2-D systems in Fornasini-Marchesini model, without pre-imposing its structure. It will be shown that the filter thus obtained is not in a Fornasini-Marchesini form, but it still has a recursive structure.
on the filter. This implies that the filter thus obtained is not optimal, but optimal among the filters in FomasiniMarchesini form.
In this paper, starting from the formulation of the traditional Kalman filtering problem, a geometric approach is used to derive an estimator without any structure constraint on the filter, so that a truly optimal solution to the minimisation of the variance of estimation error can be achieved. Similarly to the existing I-D Kalman filter, the proposed 2-D Kalman filter in this paper is also recursive.
Notation. The symbols CC, Z and N denote, respectively, the sets of complex, integer and natural numbers (including zero). The symbol ccn denotes the set of complex column vectors with n entries, and ccnx m represents the set of matrices with complex entries of dimension n x m. The complex conjugate of a matrix M is denoted by M*, and M > 0 (M 2:: 0) means that M is positive definite (positive semi-definite). The inequality (k, l) < (i, j) is equivalent to k ::; i and l ::; j, while (k, l) < (i, j) is equivalent to (k, l) < (i,j) but (k, l) i= (i,j) . The 
II. PROBLEM FORMULATION
Consider a linear 2-D system in Fomasini-Marchesini form [3] Xi+l,j+l = A~~I,j Xi+l,j + A~~)+1 Xi,j+l +Bi~l,jWi+l,j + Bi~+1 Wi,j+l (1) Yi,j = Ci,j Xi,j + Vi,j where, for all i, j E N, Xi,j E ccn and Yi,j E CC P represent the local state and the measurement vector, respectively, while
Wi,j E ccm and Vi,j E CC P are the plant (or process) and measurement noises, respectively. Moreover, A~I!, 
}, in the sense that these two sets of vectors span the same subspace of CP:
This procedure is the well known Gram-Schmidt orthogonalisation procedure, [6] .
The orthogonality property of {ek,z E CP I (0,0) :::; (k,l) < (i,j)} leads to (3), Le., the projection ofxi,j onto £i,j is equal to the sum of the separate projection of Xi,j onto each of the "previous" orthogonal vectors ek,Z, (k, l) < (i, j).
Moreover, from (2) we find that Vi,j is uncorrelated with the boundary conditions Xi,O and XO,j, and is also uncorrelated with Wk,Z with (k,l) i-(i,j). It follows that v· . is uncorrelated with the local state and with the output 'l,,) in the region {(k, l) E N x N I (0,0) < (k, l) < (i,j)}. As such, the projection Vi,j ofVi,j on £i,j is zero, as it represents the estimate of a white noise. This implies that Hence (4) holds.
• Some orthogonality properties are derived in the following lemma.
Lemma 2: Given a 2-D system in the form of (1) and an estimator of the form (3), for all i, j 2 0
iii) (Wi+l,j, ek,z) 
Proof: i) follows from the fact that Xi,j is the projection of Xi,j onto c.;
iii) By (1) and (4) 
Then (Wi+l,j, ek,z) = 0 holds. iv) can be proved in a similar way to iii), since from
. Note that the least-mean-square estimator (3) provided in Lemma 1 is far from being computable and applicable. Our aim is now to find the structure of a 2-D filter that achieves the least-mean-square estimation introduced in Lemma 1. The following theorem introduces the 2-D filter that can achieve this goal.
Theorem 1: The 2-D filter with the following form 
III. MAIN RESULTS
In this section, the Kalman filtering problem for 2-D systems in the form of (1) is investigated. The next lemma gives the expression of the least-mean-square estimator Xi,j in geometric terms.
Lemma 1: Let Xi,j be the estimated local state given the measurements {Yk,Z E C P 10:::; (k, l) < (i, j)}, and let
is the estimation error.
Proof:
The local state Xi,j of the least-mean-square estimator which minimises (Xi,j, Xi,j) is given by the projection of Xi,j on the subspace £i,j := span {Yk,Z E C P I (0,0) :::;
We want to show that projecting Yi,j onto £i,j leads to the recursive formula
The remainder is the random variable ei,j which can be regarded as the "innovation" in Yi,j given In addition, since ei,j = Ci,jXi,j + Vi,j, we find
,~,)~,) ,
Theorem 1 provides a 2-D Kalman filter with a recursive structure. However, the expressions of the gain matrices Ki~1,j+1;Z and K~~1,j+1;k of the filter still involve the terms (Xi,j,Xi,j), (Xi, j+1, Xi+1, Z) and (Xi+1,j,Xk,j+1). Our effort is now devoted to finding expressions for the gains that are suitable for computations.
The next two lemmas are important for solving this problem. In particular, in the next lemma it is shown how the local state vector Xi,j can be expressed as a linear combination of the boundary conditions and the process noise.
Lemma 3: For a 2-D system in the form of (1), the state Xi,j can be represented by
The statement follows.
By applying the orthogonality properties in Lemma 2, (11) becomes (10) k=O,···,i-l.
Proof: In view of Lemma 1, we have
and where Fi,j;s,j-I E ce n x n is given by r.c., = { A~:!I,j ... A~~l A~~l-I' S = 1, ... ,i -1;
with the boundary condition 
Xi,j = Ai,j_IXi,j-I + Ai_I,jXi-I,j
+Bi,j_IWi,j-I + Bi_I,jWi-I,j
A i ,j -l IIi,j-l;i,q -c: Ki 
q=j,p<i,
Based on Lemma 3 and 4, an algorithm can be easily developed to compute the two terms (Xi,j+l, Xi+l,l) and (Xi+l,j,Xk,j+l) that are required for the computation of the gain matrices of the 2-D Kalman filter.
Theorem 2: For a 2-D system in the form of (1), there hold 
Proof:
From (12) and (18), it follows that the term (Xi,j+l, Xi+l,l) can be represented by 
It can be easily proved that for l =°or k = 0, the boundary condition (22) satisfies the above equations. Replacing Xi,l and Xk,j in (23), equation (18) follows. This completes the proof.
• Remark 1: Note that in (19) , (20) Proof: By (1) and (7), ' we can 'write for l E {a, ... ,j} and k E {a, ... ,i}, using (19) , (20) and (21); 
Bi_1,jWi-l,j). By (1) and (7) (xi,j,Bi,~_IWi,j-l+B~?!I,jWi-l,j) Theorem 3: Matrix Pi,j of the Kalman filter (7) can be
computed as follows j-l
This completes the proof.
• 
IIi,j;P,qSp,q'11;_I,j;P,q)(A~:!I,j)*
Proof: From (8) and the structure of the 2-D system (1), it is found that
otherwise.
In the next section, a simplified version of 2-D Kalman filter is provided which cannot achieve an optimal estimation but is easier to apply. The performance analysis of such simplified Kalman filter is also given.
IV. A SIMPLIFIED VERSION OF 2-D KALMAN FILTER
Given (i, j) E f2, for the 2-D system in the form of (1) This computation scheme is similar to the algorithm shown in Section III. The difference lies in the structure of the filter and the computation of matrices 8 
