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Abstract
We analyse the effect of a generic continuous additive perturbation to the well-posedness
of ordinary differential equations. Genericity here is understood in the sense of prevalence.
This allows us to discuss these problems in a setting where we do not have to commit
ourselves to any restrictive assumption on the statistical properties of the perturbation.
The main result is that a generic continuous perturbation renders the Cauchy problem well-
posed for arbitrarily irregular vector fields. Therefore we establish regularisation by noise
“without probability”.
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1 Introduction
From the modelling point of view, the presence of external perturbations to otherwise autonomous
evolutions is a very natural assumption. Let d ∈ N and consider the ODE in Rd{
x˙(t) = b(t, x(t)) + w˙(t)
x(0) = x0 ∈ Rd , t > 0, (1)
where w ∈ C(R+,Rd) is a fixed perturbation, the dot denotes differentiation with respect to time
and b : R+ × Rd → Rd is a time-dependent vector field. Provided eq. (1) is understood as an
integral equation and thanks to the additive nature of the perturbation, there are no particular
regularity requirements, apart from continuity, which have to be imposed on the function w. A
natural question is then for which classes of vector fields b eq. (1) is well-posed and if, for certain
sets of perturbations w, one can obtain well-posedness results in classes which are known to lead
to an ill-posed problem when w = 0.
One possible approach to this problem is to consider w a sample path of a stochastic process W
defined on a probability space (Ω,F ,P). Indeed, in recent years there has been a lot of activity
in understanding the possible role of random perturbations to improve the well-posedness of
ordinary (or partial) differential equations (ODE/PDE) (see [19] for a recent review). This
approach has, however, certain limitations:
a) It requires to make very specific assumptions on the kind of randomness which is allowed in
any specific problem.
b) It introduces into the picture considerations which are not quite germane to the initial formu-
lation. For example measurability (or adaptedness) wrt. Ω of solutions as soon as we need to
look at them in the sense of stochastic processes (i.e. seen as random variables) and weaker
notions of uniqueness which are not easy to compare to the deterministic setting.
With respect to point a) one can use other assumptions to justify specific choices. Within the
class of time-dependent continuous random processes, for example, Brownian motion has suitable
features of universality and Markovianity, making it a natural choice. Furthermore, a large set
of theoretical tools is available to analyse the effect of Brownian perturbations to deterministic
evolutions and this topic has a long and extensive literature [7, 13, 14, 21, 34, 51, 52]. Other
classes of random perturbations, like fractional Brownian motion (fBm) have been more recently
analysed, or even more exotic variants (e.g. α-stable and log regular processes) [1, 35, 41, 45,
16].
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As for the technical limitations in point b) a possible solution is to modify the probabilistic
setting in order to derive path-wise statements:
i. Davie and Flandoli introduced a stronger concept of uniqueness called path-by-path unique-
ness [15, 19, 20] in the Brownian setting.
ii. Catellier and one of the authors [10] studied almost sure regularisation properties of fractional
Brownian motion (fBm) and applied them to show strong well-posedness results for (1) when
w is a sample path of an fBm.
In this work we take a conceptually different approach and consider the regularisation by noise
problem from the point of view of generic perturbations, in particular without reference to any
(specific) probabilistic setting.
We will say that a property holds for almost every path w if it holds for a prevalent set of paths.
Prevalence [42] is a notion of “Lebesgue measure zero sets” in infinite dimensional complete
metric vector spaces. Such sets cannot be naively defined due to the fact that there cannot exist
σ-additive, translation invariant measures in infinite dimensional spaces. It was first introduced
by Christensen in [11] in the context of abelian Polish groups and later rediscovered independently
by Hunt, Sauer and Yorke in [32] for complete metric vector spaces.
Prevalence has been used in different contexts in order to study the properties of generic functions
belonging to spaces of suitable regularity. For instance, it was proved in [31] that almost every
continuous function is nowhere differentiable, while in [24, 25] the multi-fractal nature of generic
Sobolev functions was shown. Recently, prevalence has also attracted a lot of attention in the
study of dimension of graphs and images of continuous functions, see among others [23, 6].
A key advantage of prevalence, with respect to other notions of genericity, is that it allows the use
of probabilistic methods in the proof. However the statements are fully non-probabilistic and the
kind of problems one encounters in formulating prevalence results are quite distinct from those
of a purely probabilistic setting, extensively investigated in the probabilistic literature.
Armed with this “noiseless” notion of “almost every path”, we can already state informally one
of the results of the paper as follows:
Let b ∈ C([0, T ];H−s(Rd)) be fixed, s > 0 arbitrarily large. Then almost every
perturbation w ∈ C([0, T ];Rd) has infinite regularisation effect on the ODE associated
to b, namely it renders the ODE (1) well-posed and with a smooth flow.
In order to proceed and precise the above claims we will need a suitable notion of solution to (1)
which makes sense for distributional fields b. The key observation in this direction comes from the
work [10], which started the study of analytic properties of paths which affects the regularisation
of ODEs.
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In particular, the work [10] introduces the averaging operator T as a tool to study the regular-
isation properties of a path w. It is the operator acting on time-dependent vector fields b and
paths w as as
(w, b) 7→ (Twb)(t, x) =
∫ t
0
b(s, x+ w(s))ds, x ∈ Rd, t > 0.
It is a linear operator in b, so that one can fix w and consider the operator Tw : b 7→ Twb as
above; in this case we say that Tw is the averaging operator associated to w. Alternatively,
one can fix b and vary w, w 7→ Twb; to stress the latter case, we say that Twb is an averaged
field.
Averaging is connected to an alternative formulation of the ODE via the theory of non-linear
Young integration. Assume for the moment b : [0, T ] × Rd → Rd smooth and consider the
ODE (1) in integral form
xt = x0 +
∫ t
0
b(s, xs)ds+ wt, t ∈ [0, T ] (2)
with w ∈ C([0, T ];Rd). Then, this equation admits a unique solution of the form x = w + C1,
in the sense that the difference x−w is a C1 path, regardless the regularity of w. Applying the
change of variables θ := x− w we get the new integral equation
θt = θ0 +
∫ t
0
b(s, θs + ws)ds, t ∈ [0, T ]. (3)
Since both b and θ are continuous, the last integral can be approximated via Riemann–Stieltjes
type sums as follows∫ t
0
b(s, θs + ws)ds = lim|Π|→0
∑
i
∫ ti+1
ti
b(s, θti + ws)ds = lim|Π|→0
∑
i
Twbti,ti+1(θti) (4)
where the limit is taken over all possible partitions Π = {t0, . . . , tn} with 0 = t0 < t1 < · · · <
tn = t with mesh |Π| = supi |ti+1 − ti| converging to 0 and where for a function A = A(t, x)
we adopt the compact notation As,t(x) := A(t, x)− A(s, x). The r.h.s. of equation (4) depends
now on the averaged field Twb. The key observation of [10] is that, under suitable space-time
regularity conditions on Twb, it is possible to show convergence of the above Riemann–Stieltjes
type sums to a unique limit even when b is not continuous anymore, thus allowing to define the
integral on the l.h.s. of (4) as their limit. This limit is called in [10] a non-linear Young integral
and denoted as ∫ t
0
Twb(ds, θs).
Eq. (3) takes then the form of an integral equation involving non-linear Young integrals:
θt = θ0 +
∫ t
0
Twb(ds, θs).
The analysis of such equations (existence, uniqueness, regularity of the flow) for irregular b
depends essentially on the regularity properties of the averaged field Twb and a substantial part
of the present paper will be dedicated to analyse them in detail. For example we will prove
that:
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Let b ∈ C([0, T ];H−s(Rd)) be fixed, s > 0 arbitrarily large. Then almost every
perturbation w ∈ C([0, T ];Rd) has infinite regularisation effect on b, namely Twb ∈
C([0, T ];C∞).
A quantitative version of the statements above, which collects some of the main results of this
paper, is the following one.
Theorem 1 Let b ∈ Bα∞,∞ be a compactly supported distribution, α ∈ (−∞, 1). Then:
i. If δ < (2−2α)−1, then for a.e. w ∈ Cδt it holds Twb ∈ Cγt C1x and ODE (2) has a meaningful
interpretation; moreover for any initial x0 ∈ Rd there exists a solution to the ODE.
ii. If δ < (2− 2α)−1 and we fix x0 ∈ Rd, then for a.e. w ∈ Cδt there exists a unique solution to
the ODE with initial condition x0.
iii. If δ < (4 − 2α)−1 then for a.e. w ∈ Cδt the ODE is well posed and it admits a locally C1
flow.
iv. If δ < (2n− 2α)−1, then for a.e. w ∈ Cδt the flow is locally Cn−1.
v. Finally, for a.e. w ∈ C0 the ODE admits a smooth flow.
Remark 1 In this theorem we could allow time dependent b ∈ L∞t Bα∞,∞ provided δ < 1/2.
This is due to some technical limitations in the proof technique.
Let us point out that this results is the first general statement which supports the heuristics
“the rougher the noise, the better the regularisation” observed in the probabilistic literature
since e.g. [10] but so far never discussed abstracting from a particular probabilistic model of the
perturbation.
We conclude this introduction by discussing possible extensions are relations with related work.
The averaging operator Tw is, in many respect, a key tool introduced in [10] to study analytically
the regularisation properties of perturbations in dynamical problems. In this paper we refrain
to investigate more thoroughly this operator from the point of view of prevalence since this
will be the main objective of the companion paper [27]. There we continue the study of the
prevalent properties of path which are associated to the regularisation by noise phenomenon
by concentrating on the notion of ρ-irregularity of a path, as introduced in [10], and the related
notion of occupation measure and obtain, as a by-product information on the prevalent properties
of Tw.
The setting we propose in this paper opens up a completely new research subject with many
natural problems, one prominent among them is to investigate the zero noise limit, that is the
limit as ε→ 0 for solutions to the equation x˙ε = b(xε) + εw. Already in the probabilistic setting
this limit is not well understood, especially from the path-wise perspective and the dependence
of the limit on the law assumed for w is not clear.
On a more technical level several improvement of our results could be possible. For example it
would be interesting to obtain estimates for the averaging in Lp-based spaces with p ∈ [1, 2), see
Remark 8 below and the related discussion in Appendix A.3. In particular let us note that the
natural Conjecture 1.2 from [10] is still quite open.
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While we were finalizing the present paper, two related preprints appeared. Harang and Perkowski [29]
study the flow of the ODE (1) perturbed with a Gaussian process very similar to that considered
in [1] but from the pathwise point of view of [10]. Along the way they give proofs of some
results on the flow of Young differential equations alternative to those we give below. In [2]
Amine, Mansouri and Proske study with techniques very different from ours, the path-by-path
uniqueness for transport equations driven by fBm with Hurst index H < 1/2 and with bounded
vector-fields. It is to be noted that while both works obtain interesting results, they still consider
very specific probabilistic models. Therefore they are both far from the novel point of view we
propose here and in the companion paper [27] and from the specific results it generates.
Structure of the paper. We start by introducing the concept prevalence and its basic prop-
erties. Section 3 is devoted to the study of prevalence statements for averaged fields. Fractional
Brownian motion (fBm) enters into the picture as a suitable transverse measure for prevalence.
Thanks to a functional Ito–Tanaka type formula, we deduce regularity estimates for distributions
averaged by fBm, which are strong enough to lead to prevalence statements. Section 4 is devoted
to the application of the results from the previous section to perturbed ODEs via the theory
of nonlinear Young integrals. After recalling and expanding the results from [10], we provide
conditions (in terms of the regularity of Twb) under the ODE admits a flow with prescribed
regularity. Combined with Section 3, this allows to prove Theorem 1. Finally, we consider the
case of perturbed transport type PDEs, for which it is again possible to establish well-posedness
under suitable regularity conditions on Twb. We choose to put in the Appendix reminders of
standard facts and certain technical results.
Acknowledgments. We thank Mark Veraar and Simone Floreani for a very useful discussion
on integration in UMD Banach spaces.
Notation. We will use the notation a . b to mean that there exists a positive constant c such
that a 6 cb; we use the index a .x b to highlight the dependence c = c(x). a ∼ b if and only if
a . b and b . a, similarly for a ∼x b.
We will always work on a finite time interval [0, T ] unless stated otherwise. Whenever useful we
adopt the convention that ft stands for f(t) for a function f indexed on t ∈ [0, T ], but depending
on the context we will use both notations; similarly for the increments of fs,t = ft − fs.
For x ∈ Rd, |x| denotes the Euclidean norm, x · y the scalar product. For any R > 0, BR stands
for B(0, R) = {x ∈ Rd : |x| 6 R}.
We denote by S(Rd;Rm) and S ′(Rd;Rm) respectively the spaces of vector-valued Schwarz func-
tions and tempered distributions on Rd; similarly C∞c (Rd;Rm) is the set of vector-valued smooth
compactly supported functions.
Given a separable Banach space E, we denote by Lq(0, T ;E) = LqtE the Bochner–Lebesgue space
of E–valued measurable functions f : [0, T ]→ E such that
‖f‖Lq(0,T ;E) =
(∫ T
0
‖ft‖qEdt
)1/q
<∞,
with the essential supremum in the limit case q = ∞. Cα([0, T ];E) = Cαt E is the space of
E–valued α-Ho¨lder continuous functions, for α ∈ (0, 1), i.e. f : [0, T ]→ E such that
‖f‖CαE := ‖f‖C0E + JfKCαE = sup
t∈[0,T ]
‖ft‖E + sup
s 6= t ∈ [0, T ]
‖fs,t‖E
|t− s|α <∞.
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A similar definition holds for Lip([0, T ];E) = LiptE. More generally, for a given modulus of
continuity ω (possibly defined only in a neighbourhood of 0), we denote by Cω([0, T ];E) = CωE
the set of all E-valued continuous functions with modulus of continuity ω, ‖f‖CωE and JfKCωE
defined as above.
Whenever E = Rd, we will refer to w ∈ Cαt = Cα([0, T ];Rd) as a path and in this case we allow
α ∈ [0,∞) with the convention that w ∈ Cαt it is has continuous derivatives up to order bαc and
Dbαcϕ is {α}–Ho¨lder continuous, where bαc and {α} denote respectively integer and fractional
part.
Bsp,q(Rd;Rm), Ls,p(Rd;Rm) and F sp,q(Rd;Rm) will denote respectively vector-valued Besov, Bessel
potential and Triebel–Lizorkin spaces (see Appendix A.2), Lp(Rd;Rm) standard Lebesgue spaces.
Whenever it doesn’t create confusion, we will just write Bsp,q, L
s,p, F sp,q and L
p for short. For
α ∈ R \ N0, Cα(Rd;Rm) = Cαx = Bα∞,∞; instead for α ∈ N0, Cn(Rd;Rm) = Cnx denotes the
Banach space of all continuous functions with continuous derivatives up to order n, endowed
with the norm
‖f‖Cα = sup
x∈Rd
|f(x)|+
∑
β∈Nn0 :|β|=n
sup
x∈Rd
|Dβf(x)|.
Let us stress in particular that by saying that f ∈ Cnx , we are implying that we have a uniform
bound on the whole Rd for its derivatives. If instead we want to say that f has continuous
derivatives up to order n, we will write f ∈ Cnloc. We will adopt short-hand notations of the form
LqtL
p
x = L
q(0, T ;Lp(Rd;Rm)), Cαt Cβx = Cα([0, T ];Cβ(Rd;Rm)).
Whenever a stochastic process X = (Xt)t>0 is considered, even when it is not specified we imply
the existence of an abstract underlying filtered probability space (Ω,F , {Ft}t>0,P) such that F
and Ft satisfy the usual assumptions and Xt is adapted to Ft. If Ft is said to be the natural
filtration generated by X, then it is tacitly implied that it is actually its right continuous, normal
augmentation. We denote by E integration (equiv. expectation) w.r.t. the probability P.
2 Prevalence
Here we follow the setting and the terminology given in [32] even if, for our purposes, we will be
interested only in the case of a Banach space E.
Definition 1 Let E be a complete metric vector space. A Borel set A ⊂ E is said to be shy if
there exists a measure µ such that:
i. There exists a compact set K ⊂ E such that 0 < µ(K) <∞.
ii. For every v ∈ E, µ(v +A) = 0.
In this case, the measure µ is said to be transverse to A. More generally, a subset of E is shy if
it is contained in a shy Borel set. The complement of a shy set is called a prevalent set.
Sometimes it is said more informally that the measure µ “witnesses” the prevalence of Ac.
It follows immediately from part i. of the definition that, if needed, one can assume µ to be a
compactly supported probability measure on E. If E is separable, then any probability measure
on E is tight and therefore i. is automatically satisfied.
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The following properties hold for prevalence (all proofs can be found in [31]):
1. If E is finite dimensional, then a set A is shy if and only if it has zero Lebesgue measure.
2. If A is shy, then so is v +A for any v ∈ E.
3. Prevalent sets are dense.
4. If dim(E) = +∞, then compact subsets of E are shy.
5. Countable union of shy sets is shy; conversely, countable intersection of prevalent sets is
prevalent.
From now, whenever we say that a statement holds for a.e. v ∈ E, we mean that the set of
elements of E for which the statement holds is a prevalent set. Property 1. states that this
convention is consistent with the finite dimensional case.
In the context of a function space E, it is natural to consider as probability measure the law
induced by an E-valued stochastic process. Namely, given stochastic process W defined on a
probability space (Ω,F ,P) taking values in a separable Banach space E, in order to show that a
property P holds for a.e. f ∈ E, it suffices to show that
P (f +W satisfies property P) = 1, ∀ f ∈ E.
Clearly, we are assuming that the set A = {w ∈ E : w satisfies property P} is Borel measurable
and if E is not separable, then we need to require in addition that the law of W is tight, so as
to satisfy point i. of Definition 1.
As a consequence of properties 4. and 5., the set of all possible realisations of a probability
measure on a separable Banach space is a shy set, as it is contained in a countable union of
compact sets (this is true more in general for any tight measure on a Banach space). This
highlights the difference between a statement of the form
“Property P holds for a.e. f”
and, for instance,
“Property P holds for all Brownian trajectories”,
where this last statement corresponds to µ (Property P holds) = 1, µ being the Wiener measure
on C([0, 1]). Indeed, the second statement doesn’t provide any information regarding whether the
property might be prevalent or not. Intuitively, the elements satisfying a prevalence statement
are “many more” than just the realisations of the Wiener measure.
3 Averaging operators
We introduce in detail the averaging operator (w, b) 7→ Twb and analyse its prevalent properties
in various functional spaces. Fractional Brownian motion is used as a convenient tranverse
measure to detect prevalent regularisation properties of paths.
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3.1 Definition of averaging operator and basic properties
In this section we provide the definition of the averaging operator Tw for measurable w : [0, T ]→
Rd, together with some basic properties which will be fundamental for later sections and our first
main prevalence result. Our definition is rather abstract and works for a general class of Banach
spaces E, but keep in mind that for our purposes E will always be either a Bessel space Ls,p or
a Besov space Bsp,q with p ∈ [2,∞). Also, we consider for simplicity the scalar-valued case, i.e.
E ⊆ S ′(Rd). Everything generalises immediately to the vector-valued case S ′(Rd;Rm) reasoning
component by component.
Let us assume that E is a separable Banach space that continuously embeds into S ′(Rd) (so that
there is also a dual embedding S(Rd) ↪→ E∗) such that translation τv : f 7→ τvf = f (· + v)
act continuously on it and leave the norm invariant: ‖τvf‖E = ‖f‖E for all v ∈ Rd and f ∈ E.
Assume moreover that the map v 7→ τv is continuous in the sense that if vn → v, then τvnf → τvf
for all f ∈ E.
Definition 2 Let w : [0, T ] → Rd be a measurable function, E as above. Then we define the
averaging operator Tw as the continuous linear map from L1(0, T ;E) to C0([0, T ];E) given by
Twt b = T
wb(t) :=
∫ t
0
τwsbsds ∀ t ∈ [0, T ].
We will refer to Twb as an averaged function to stress that b is fixed, while w might be varying.
The definition is meaningful, since by the continuity properties of v 7→ τv, the map s 7→ τwsb(s) is
still measurable and by the invariance of ‖·‖E under translations ‖b‖L1E = ‖τw·b‖L1E . Continuity
of Twb and the bound ‖Twb‖C0E 6 ‖b‖L1E follow from standard properties of Bochner integral,
as well as the linearity of the map b 7→ Twb. Similarly, it is easy to see that, in the case b enjoys
higher integrability, Tw can also be defines as a linear bounded operator from LqtE to C
1−1/q
t E.
Furthermore, if w and w˜ are such that wt = w˜t for Lebesgue-a.e. t ∈ [0, T ], then Twb and T w˜b
coincide for all b, so that Tw can be defined for w in an equivalence class.
Lemma 1 Let wn → w in L1tRd and b ∈ LqtE, then Tw
n
b→ Twb in C1−1/qt E.
Proof We can assume in addition that wnt → wt for Lebesgue-a.e. t, the general case following
from applying the reasoning to any possible subsequence that can be extracted from {Twnb}n.
Since τw
n
t bt → τwtbt for Lebesgue-a.e. t and ‖τwnt bt − τwtbt‖q . ‖bt‖q ∈ L1, it follows from
dominated convergence that
‖Twnb− Twb‖C1−1/qE .
∫ T
0
‖τwnt bt − τwtbt‖q → 0, as n→∞,
which gives the conclusion. 2
The advantage of the above definition of Tw is that it is intrinsic and does not depend on any
approximation procedure by mollifiers. However, a possibly more intuitive description of Twb
can be given by duality. Recall that in the sense of distributions (τv)∗ = τ−v, so that for any
ϕ ∈ S(Rd) ↪→ E∗ it holds
〈Twt b, ϕ〉 =
∫ t
0
〈bs, ϕ (· − ws)〉ds
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where the pairing is integrable since |〈bs, ϕ (· − ws)〉| .ϕ ‖bs‖E . The above relation holds for
all ϕ ∈ S(Rd) and therefore uniquely identifies Twb(t) as an element of S ′(Rd), for all t ∈
[0, T ]. The advantage now is that the map (t, x) 7→ ϕ(s− wt) can be regarded as an element of
L∞(0, T ;S(Rd)), to which standard operations on S(Rd) such as differentiation and convolution
can be applied.
Lemma 2 Let w and b be as above. Then:
i. Averaging and spatial differentiation commute, i.e. for all i = 1, . . . , d, ∂iT
wb = Tw∂ib.
ii. Averaging and spatial convolution commute, i.e. for any K ∈ C∞c (Rd) it holds
K ∗ (Twb) = Tw(K ∗ b) = (TwK) ∗ b.
Proof Both statements follow easily from the duality formulation. For any ϕ ∈ S(Rd) and
t ∈ [0, T ] it holds
〈∂iTwb(t), ϕ〉 = −〈Twb(t), ∂iϕ〉 = −
∫ t
0
〈br, ∂iϕ (· − wr)〉dr
=
∫ t
0
〈∂ibr, ϕ (· − wr)〉dr = 〈(Tw∂ib)(t), ϕ〉.
If K ∈ C∞c (Rd), then denoting by K˜ its reflection, by duality it holds
〈K ∗ Twb(t), ϕ〉 = 〈Twb(t), K˜ ∗ ϕ〉 =
∫ t
0
〈br, τ−wr (K˜ ∗ ϕ)〉dr =
∫ t
0
〈br, K˜ ∗ (τ−wrϕ)〉dr (5)
=
∫ t
0
〈K ∗ b(r), τ−wrϕ〉dr = 〈Tw(K ∗ b)(t), ϕ〉. (6)
A similar computation shows the other part of the identity. 2
It is important to highlight that the above properties hold only when spatial operations are
considered, namely when the derivatives are in spatial directions and the function K only depends
on space, otherwise the statement is not true.
Remark 2 Let us point out that if w ∈ L∞, then the averaging operator has finite speed of
propagation and so behaves well under localisation. Indeed, if b ∈ L1tE is such that supp bt ⊂ BR
for all t ∈ [0, T ], then suppTwb(t) ⊂ BR+‖w‖∞ for all t ∈ [0, T ] and similarly if b and b˜ are such
that their restrictions to BR coincide for all t, then T
wb and Tw b˜ will still coincide on BR−‖w‖∞ .
In view of the applications in Section 4, our main goal is to establish conditions under which
Twb ∈ Cγt F , where γ > 1/2 and F is another Banach space which enjoys better regularity
properties than the original space E: typically F = Cβx for suitable values of β. For this reason,
we are going to assume from now on that b ∈ LqtE for some q > 2. The idea behind this restriction
is that sometimes averaging allows to trade off time regularity for space regularity (think of the
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analogy with parabolic regularity theory) and therefore in order to have Twb ∈ Cγt F , knowing a
priori only that Twb ∈ C1−1/qt E, we need to require at least
1− 1
q
> γ >
1
2
⇒ q > 2.
Remark 3 Despite our use of the terminology “regularisation by averaging”, what we mean is
really that we fix a drift b and we want to establish that for a.e. path w the averaged function
Twb has nice regularity properties. This is different from trying to establish that the averaging
operator Tw as a linear operator from LqtE to C
γ
t F is bounded, which is clearly false due to the
time dependence of the drifts we consider. Indeed, given any b ∈ E, defining b˜t = τ−wtb, by
definition of averaging we obtain Tws,tb˜ = (t − s)b, which shows that for such choice of b˜, Tw b˜
cannot have better spatial regularity than b˜. The situation is more interesting if one defines Tw
for time independent drifts only. Prevalence statements for that case will be analysed in the
companion paper [27].
In order to show prevalence of regularisation by averaging, we first need to show that such a
property indeed defines Borel sets in suitable spaces of paths. To this end, we require F to be
another Banach spaces which embeds into S ′(Rd) which enjoys the following Fatou type property :
if {xn}n is a bounded sequence in F such that xn converge to x in the sense of distributions,
then x ∈ F and ‖x‖F 6 lim inf ‖xn‖F .
Lemma 3 Let F be as above, b ∈ LqtE for some q > 2. Then the set
A = {w : [0, T ]→ Rd such that Twb ∈ Cγt F for some γ > 1/2}
is Borel measurable w.r.t. the following topologies: Lp with p ∈ [1,∞], Cα with α > 0.
Proof We can write A as a countable union of sets as follows:
A =
⋃
m,n∈N
Am,n :=
⋃
m,n∈N
{
w : [0, T ]→ Rd such that ‖Twb‖C1/2+1/mF 6 n
}
;
in order to show the statement, it suffices to show that for every m,n the set Am,n is closed in
the above topologies. It suffices to show that it is closed in the L1-topology, which is weaker
than any of the others considered. Let wk be a sequence in Am,n such that wk → w in L1, then
by Lemma 1 we know that Tw
k
b→ Twb in C([0, T ];E) and so that for any s < t, Twks,t b→ Tws,tb
in E and in S ′(Rd). On the other hand, by definition of Am,n it holds
sup
k
‖Twks,t b‖F
|t− s|1/2+1/m 6 n
which implies by the Fatou property of F that Tws,tb ∈ F and
‖Tws,tb‖F
|t− s|1/2+1/m 6 n.
As the reasoning holds for any s < t, it follows that Twb ∈ Am,n as well. 2
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Remark 4 Any weakly-∗ compact Banach space F which embeds in S ′(Rd) satisfies the Fatou
property. In the following we will always work with Lpx-based function spaces with p ∈ [2,∞],
so the property holds automatically. Let us also point out that the proof actually works more
generally for conditions of the form Twb ∈ Cωt F , where ω is a prescribed modulus of continuity.
We are now ready to provide a first prevalence statement.
Theorem 2 Let b ∈ Lαt Ls,px (resp. b ∈ Lαt Bsp,q) for some α > 2, s ∈ R, p, q ∈ [2,∞). Let
δ ∈ [0, 1) and β ∈ R satisfy
β < s+
1
δ
(
1
2
− 1
α
)
− d
p
, (7)
where d is the space dimension, i.e. Ls,px = L
s,p(Rd;Rm), and we adopt the convention that (7)
is satisfied for any β if δ = 0. Then for almost every ϕ ∈ Cδt , Tϕb ∈ Cγt Cβx for some γ > 1/2.
Proof of Theorem 2 By Lemma 3, the set
A = {w ∈ Cδt : Twb ∈ Cγt Cβx for some γ > 1/2}
is Borel in Cδt . For simplicity we will adopt the notation b ∈ Lαt E, as the reasoning is the same
for E = Ls,px or E = B
s
p,q. In order to prove the statement, it remains to find a suitable tight
probability distribution µ on Cδt such that for any ϕ ∈ Cδt it holds
µ(ϕ+A) = µ (w ∈ Cδt : Tϕ+wb ∈ Cγt Cβx for some γ > 1/2) = 1. (8)
Thanks to the translation invariance of ‖ · ‖E , we can reduce the above problem to an easier one.
Indeed, setting b˜t := τ
ϕtbt for all t ∈ [0, T ], b˜ ∈ Lαt E and it holds Tϕ+wb = Tw b˜. In particular
in order to show that (8) holds for fixed b ∈ Lαt E and for all ϕ ∈ Cδt , it actually suffices to find
µ such that
µ
(
w ∈ Cδt : Tw b˜ ∈ Cγt Cβx for some γ > 1/2
)
= 1 for all b˜ ∈ Lαt E. (9)
Considering equation (9) for the choice E = Ls,p (resp. E = Bsp,q), it suffices to show that for
all β satisfying (7) there exists a tight measure µβ,δ on C
δ
t such that
µβ,δ
(
w ∈ Cδt : Twb ∈ Cγt Cβx for some γ > 1/2
)
= 1 for all b ∈ Lαt E. (10)
The rest of the section will be devoted to the identification of such a measure. In particular, using
Theorem 4 (resp. Theorem 6) combined with Remark 10 below, we can choose µβ,δ = µ
H to be
the law of a fractional Brownian motion of parameter H ∈ (0, 1) such that H > δ and
β < s+
1
H
(
1
2
− 1
α
)
− d
p
.
2
We conclude this section with a lemma on approximation by mollifications will be very useful in
Section 4.
Lemma 4 Let b ∈ LqtE such that Twb ∈ Cγt Cβx for some γ ∈ (0, 1], β ∈ (0,∞) and let
{ρε}ε>0 be a family of standard spatial mollifiers; let bε := ρε ∗ b.Then for any δ > 0 it holds
Twbε → Twb locally in Cγ−δt Cβ−δx , namely for any R > 0 Twbε|[0,T ]×BR → Twb|[0,T ]×BR in
Cγ−δ([0, T ];Cβ−δ(BR)).
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Proof It follows immediately from the property (Twb)ε = Twbε that
‖Twbε‖Cγt Cβx 6 ‖T
wbε‖Cγt Cβx ∀ ε > 0
and moreover that Twbε(t) → Twb(t) in S ′(Rd) as ε → 0. For any R > 0 and δ > 0, thanks
to the above uniform bound, we can extract by Ascoli-Arzela` a (not relabelled) subsequence
such that Twbε
∣∣∣[0,T ]×B
R
converges in Cγ−δ([0, T ];Cβ−δ(BR)) to a suitable limit; by the above
convergence in probability, the limit must necessarily coincide with Twb
∣∣∣[0,T ]×B
R
and since
the reasoning holds for any subsequence we can extract, the whole sequence must converge to
Twb
∣∣∣[0,T ]×B
R
. 2
3.2 Fractional Brownian motion and Itoˆ–Tanaka formula
In view of concluding the proof of Theorem 2 we give here the essential details on the fractional
Brownian motion (fBm), whose law will be used as a transverse measure for prevalence.
In the literature, it is more common the use of probes, that is finite dimensional transverse
measures in order to establish prevalence properties. The only other work we are aware of using
general stochastic processes in this context is [6]. However see also [43] and the references therein
for the study of properties of fractional Brownian motion with deterministic drift.
The material on fractional Brownian motion presented here is classical and taken from [40]
and [44]. A one dimensional fBm (WHt )t>0 of Hurst parameter H ∈ (0, 1) is a mean zero
continuous Gaussian process with covariance
E[WHt WHs ] =
1
2
(|t|2H + |s|2H − |t− s|2H).
When H = 1/2, it coincides with standard Brownian motion and for H 6= 1/2 it is not a semi-
martingale nor a Markov process. However it shares many properties of Brownian motion, such
as stationarity, reflexivity and self-similarity. FBm trajectories are P-a.s. δ-Ho¨lder continuous
for any δ < H and nowhere δ-Ho¨lder continuous for any δ > H; it follows from Ascoli–Arzela`
that its law µH is tight on Cδt for any δ < H.
A d-dimensional fBm WH of Hurst parameter H ∈ (0, 1) is an Rd-valued Gaussian process with
components given by independent one dimensional fBms; we state for simplicity in the rest of the
section all the results for d = 1 but they generalise immediately to higher dimension reasoning
component by component.
A very useful property of fBm is that it admits representations in terms of stochastic integrals.
Given a two-sided Brownian motion {Bt}t∈R, a fBm of parameter H 6= 1/2 can be constructed
by
WHt = cH
∫ t
−∞
[(t− s)H−1/2+ − (−s)H−1/2+ ] dBs (11)
where cH = Γ(H + 1/2)
−1 is a suitable renormalising constant. Such a representation is usually
called non canonical as the filtration Ft = σ(Bs : s 6 t) is strictly larger than the one generated
by WH ; it is useful as it immediately shows that, for any pair 0 6 s < t, the variable WHt
decomposes into the sum of two mean zero Gaussian variables, WHt = W
1,H
s,t +W
2,H
s,t , where
W 1,Hs,t = cH
∫ t
s
(t− s)H−1/2 dBs, W 2,Hs,t = cH
∫ s
−∞
[(t− s)H−1/2+ − (−s)H−1/2+ ] dBs
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with W 2,Hs,t being Fs-measurable and W 1,Hs,t being independent of Fs and with variance
Var(W 1,Hs,t ) = c˜H |t− s|2H
where c˜H = c
2
H/(2H). In particular this implies that
Var(WHt |σ(WHr , r 6 s)) > Var(WHt |Fs) = Var(W 1,Hs,t ) = c˜H |t− s|2H (12)
which is a local nondeterminism property. Loosely speaking, it means that for any s < t, the
increment WHt −WHs contains a part which is independent of the the history of the path WH· up
to time s and therefore makes the path WH· “intrinsically chaotic”. The local nondeterminism
property was first formulated by Berman in [8] in a different context; it plays a major role in the
proofs of this section and indeed the prevalence statement can be alternatively proved by using
the laws of other locally nondeterministic Gaussian processes, see Remark 9.
We are going to prove an Ito–Tanaka type formula for averaged functionals, in the same spirit
of the one considered in [12]. We first need to recall the Clark–Ocone formula, see [40]. Given
a two-sided standard Brownian motion B on a space (Ω,F ,P), Ft = σ(Bs, s 6 t), and given
a Malliavin differentiable random variable A with Malliavin derivative D·A, the Clark–Ocone
formula states that
A = E[A] +
∫ +∞
−∞
E[DrA|Fr] dBr. (13)
We do not provide here the general definition of Malliavin derivative of a Brownian variable,
which can be found in [40]; we only provide it in the following specific case, which is the one of
our interest: given a smooth function f and a variable X =
∫ +∞
−∞ Ks dBs, the Malliavin derivative
of A := f(X) is given by
DtA = ∇f(X) ·Kt. (14)
From (13) it follows immediately that, for any s ∈ R, we have the more general identity
A = E[A|Fs] +
∫ +∞
s
E[DrA|Fr] dBr.
In the next statement, Pt denotes the heat kernel, i.e. Ptf = pt ∗ f where
pt(x) = (2pit)
−d/2e−
|x|2
2t .
Lemma 5 Let b : [0, T ]×Rd → R be a smooth, compactly supported function, then for any fixed
0 6 s 6 t 6 T , H ∈ (0, 1) and x ∈ Rd, the following identity holds with probability 1:∫ t
s
b(r, x+WHr ) dr =
∫ t
s
Pc˜H |r−s|2H b(r, x+W
2,H
s,r ) dr (15)
+
∫ t
s
∫ t
u
Pc˜H |r−u|2H∇b(r, x+W 2,Hu,r )cH |r − u|H−1/2 dr · dBu.
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Proof For H = 1/2 the above formula is well known and coincides with a standard application
of the Ito–Tanaka trick together with a representation formula for solution of the heat equation,
see for instance the discussion in [12]; so we can assume H 6= 1/2. Let us fix x ∈ Rd. Since b is
smooth, for fixed r we can apply Clark–Ocone formula to b(r, x+WHr ) to obtain
b(r, x+WHr ) = E[b(r, x+WHr )|Fs] +
∫ r
s
E[∇b(r, x+WHr )|Fu] cH(r − u)H−1/2 · dBs
= Pc˜H |r−s|2H b(r, x+W
2,H
s,r ) +
∫ r
s
Pc˜H |r−u|2H∇b(r, x+W 2,Hu,r )cH |r − u|H−1/2 · dBs
where we used both the representation of WH in terms of a stochastic integral and the decom-
position WHr = W
1,H
u,r +W
2,H
u,r with W
1,H
u,r independent of Fu. Integrating over [s, t] and applying
stochastic Fubini’s theorem (which is allowed since we are assuming b smooth and compactly
supported) we obtain∫ t
s
b(r, x+WHr ) dt =
∫ t
s
Pc˜H |r−s|2H b(r, x+W
2,H
s,r ) dr
+cH
∫ t
s
∫ r
s
Pc˜H |t−s|2H∇b(t, x+W 2,Hu,r )|r − u|H−1/2 · dBsdr
=
∫ t
s
Pc˜H |r−s|2H b(r, x+W
2,H
s,r ) dr
+cH
∫ t
s
∫ t
u
Pc˜H |r−u|2H∇b(r, x+W 2,Hu,r )|r − u|H−1/2 dr · dBu
which gives the conclusion. 2
The previous result can be strengthened by considering for instance b ∈ C1b instead of smooth, or
showing that we can find a set of probability 1 on which the identity holds for all 0 6 s 6 t 6 T ;
we don’t do it here since it is not needed for our purposes. Instead, we need to strengthen the
result to the following functional equality.
Theorem 3 Let b : [0, T ] × Rd → R be a smooth, compactly supported function, then for any
fixed 0 6 s 6 t 6 T , H ∈ (0, 1), with probability 1 it holds
TW
H
bs,t =
∫ t
s
Pc˜H |r−s|2H b
(
r, · +W 2,Hs,r
)
dr (16)
+cH
∫ t
s
∫ t
u
Pc˜H |r−u|2H∇b
(
r, · +W 2,Hu,r
) |r − u|H−1/2 dr · dBu
where the first integral must be interpreted as a Bochner integral, while the second one as a
functional stochastic integral.
We postpone the proof of this result to Appendix A.3, as it is quite technical and requires
some knowledge of stochastic integration in UMD spaces. Up to technical details, it is mostly a
rewriting of the statement already contained in Lemma 5 without further insights.
3.3 Regularity estimates in Bessel and Besov spaces
We provide here the regularity estimates for Twb when w is sampled as a fBm of parameter H,
in view of establishing (10).
15
The main ingredients of the proof are the use of the functional Itoˆ–Tanaka formula (16) together
with Burkholder’s inequality (Theorem 22 below), heat kernel and interpolation estimates from
Lemmata 22 and 21. We refer the reader to Appendices A.2 and A.3 for more information on
these tools. Let us point out that the strategy of proof is fairly general and in principle could
work also in other classes of spaces, up to the requirement that the above tools are still available.
However, in order to apply Burkholder’s inequality, we need to restrict to scales of Lp-based
spaces with p > 2. See Appendix A.3 for a deeper discussion of this point.
Although our main aim is to establish prevalence results, our results are also new in the prob-
abilistic setting and therefore we will try to give their sharpest versions. In particular we will
always achieve exponential integrability whenever it is possible.
Theorem 4 Let WH be a fBm of parameter H and let b ∈ LqtLs,px for some p, q ∈ [2,∞). Then
for any ρ > 0 satisfying
Hρ+
1
q
<
1
2
, (17)
TW
H
b ∈ Cγt Ls+ρ,px for some γ > 1/2 with probability 1; moreover, there exist positive constants
λ,K independent of b such that
E
[
exp
(
λ
‖TWH b‖2CγLs+ρ,p
‖b‖2LqLs,p
)]
6 K. (18)
Proof Without loss of generality, we can assume s = 0. Indeed, if b ∈ LqtLs,px , then b = Gs b˜,
where b˜ ∈ LqtLpx and ‖b‖LqLs,p = ‖b˜‖LqLp ; once the statement is shown for b˜, we can use the fact
the commutating property of averaging operators TW
H
b = TW
H
(
Gs b˜
)
= Gs (TW
H
b˜) to obtain
the analogue statement for b as well.
Let us first assume b to be a smooth function. By the Ito–Tanaka formula,∫ t
s
b
(
r, · +WHr
)
dr =
∫ t
s
Pc˜H |r−s|2H b
(
r, · +W 2,Hs,r
)
dr
+ cH
∫ t
s
∫ t
u
Pc˜H |r−u|2H∇b
(
r, · +W 2,Hu,r
) |r − u|H−1/2 dr · dBu
=: I
(1)
s,t + I
(2)
s,t .
From now on for simplicity we will drop the constants cH , c˜H as they don’t play any signi-
ficant role in the following calculations. For the first term, we can apply the deterministic
estimate:
‖I(1)s,t ‖Lρ,p =
∥∥∥∥∫ t
s
P|r−s|2H b
(
r, · +W 2,Hs,r
)
dr
∥∥∥∥
Lρ,p
6
∫ t
s
∥∥P|r−s|2H br∥∥Lρ,p dr
.
∫ t
s
|r − s|−ρH ‖ br‖Lp dr
6 ‖b‖LqLp
∣∣∣∣∫ t
s
|r − s|−ρH q′
∣∣∣∣1/q
′
. ‖b‖LqLp |t− s|1−1/q−ρH
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where we used the heat kernel estimates for Bessel spaces, see Lemma 22, and the fact that the
Lρ,p-norm of br is not affected by a translation of W
2,H
r,s . Observe that ρH q
′ < 1 is granted by
condition (17). Moreover, (17) implies that 1 − 1/q − ρH > 1/2 and therefore we deduce that
there exists γ > 1/2 such that, uniformly in ω ∈ Ω,
‖I(1)‖CγLs,p . ‖b‖LqLp . (19)
For the second term, applying Burkholder’s inequality (98) (which is allowed since Lρ,p with
p > 2 is a martingale type 2 space), we obtain
E[‖I(2)s,t ‖2kLρ,p ] 6 (C k)k E
(∫ t
s
∥∥∥∥∫ t
u
P|r−u|2H∇b
(
r, · +W 2,Hu,r
) |r − u|H−1/2 dr ∥∥∥∥2
Lρ,p
ds
)k .
(20)
We can then estimate the inner integral by deterministic estimates similar to the ones above:∥∥∥∥∫ t
u
P|r−u|2H∇b
(
r, · +W 2,Hu,r
) |r − u|H−1/2 dr ∥∥∥∥
Lρ,p
6
∫ t
u
‖P|r−u|2H∇br‖Lρ,p |r − u|H−1/2 dr
.
∫ t
u
|r − u|−H(ρ+1)+H−1/2 ‖b(r)‖Lp dr
6 ‖b‖LqLp
(∫ t
u
|r − u|−(Hρ+1/2)q′
)1/q′
. ‖b‖LqLp |t− u|1/2−1/q−Hρ,
where again we used the fact that (Hρ + 1/2)q′ < 1, thanks to (17). Set ε := 1 − 2/q − 2Hρ;
inserting the estimate inside (20) we obtain that, for a suitable C ′ > 0, it holds
E[‖I(2)s,t ‖2kLρ,p ] 6 (C ′k)k‖b‖2kLqLp |t− s|k(1+ε). (21)
But then we have
E
[
exp
(
λ
‖I(2)s,t ‖2Lρ,p
|t− s|1+ε‖b‖2LqLp
)]
=
∑
k
λk
k!
E
[
‖I(2)s,t ‖2kLρ,p
|t− s|k(1+ε)‖b‖2kLqLp
]
(22)
6
∑
k
(λC ′)kkk
k!
.
∑
k
(λC ′e)k <∞ (23)
as soon as λ < (C ′e)−1. It follows from Lemma 18 that, for any ε′ < ε, I(2) ∈ C1/2+ε′t Lα,px and
that there exists another λ > 0 (not relabelled for simplicity) such that
E
[
exp
(
λ
‖I(2)‖2
C1/2+ε′Lρ,p
‖b‖2LqLp
)]
6 K (24)
for a constant K independent of b, which together with (19) proves the claim for smooth b.
Now let b be a generic element ofLqtL
p
x; let us consider the case q < ∞ first. We can then find
a sequence bn of smooth functions such that ‖b− bn‖LqLp → 0 as n→∞; we know that in this
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case ‖TWH (bn − b)‖C0Lp → 0, uniformly on ω ∈ Ω. On the other hand, it follows from (18),
applied to bn − bm, that for any k it holds
E[‖TWH (bn − bm)‖2kCγLρ,p ] .k ‖bn − bm‖2kLqLp
which implies that the sequence TW
H
bn is Cauchy in L
2k(Ω,P;Cγt Lρ,px ), hence it admits a limit.
But then the limit must coincide with TW
H
b ∈ L2k(Ω,P;Cγt Lρ,px ). Applying Fatou lemma we
deduce
E
[
exp
(
λ
‖TWH b‖2CγLρ,p
‖b‖2LqLp
)]
6 lim inf
n→∞ E
[
exp
(
λ
‖TWH bn‖2CγLρ,p
‖bn‖2LqLp
)]
6 K
which gives the conclusion. In the case q =∞, since b ∈ Lq′t Lpx for every q′ <∞, for any fixed ρ
we can find q′ big enough such that (17) still holds and apply the result for such q′. 2
Remark 5 Theorem 4 immediately implies that, under assumption (17), the random averaging
operator TW
H
: b 7→ Twb is a linear bounded map from LqtLs,px into Lk(Ω,P;Cγt Ls+ρ,px ), for any
k ∈ N. Observe the difference with Remark 3.
We can actually even improve the regularity result of Theorem 4.
Corollary 1 Let b ∈ LqtLs,px with p ∈ [2,∞), ρ > 0 and assume (17) holds. Then there exists
γ > 1/2 and a function K(λ) independent of b such that
E
[
exp
(
λ
‖TWH b‖2CγLs+ρ,p
‖b‖2LqLs,p
)]
6 K(λ) <∞ ∀λ ∈ R.
Proof As before, we can assume without loss of generality s = 0. If ρ satisfies (17), then there
exists ε > 0 such that also ρ+ ε satisfies (17); it then follows from Lemma 21 that
‖TWH b‖CγLρ,p . ‖TWH b‖1−θCγLp‖TW
H
b‖θCγLρ+ε,p 6 ‖b‖1−θLqLp‖TW
H
b‖θCγLρ+ε,p
where θ = ε/(s+ ε) and we used the fact that q > 2 due to condition (17). It follows that
‖TWH b‖2/θCγLρ,p
‖b‖2/θLqLp
. ‖T
WH b‖2CγLρ+ε,p
‖b‖2LqLp
where 1/θ = (s + ε)/ε =: β. Applying Theorem 4 to ρ + ε, we obtain that there exist λ¯, K¯
independent of b such that
E
[
exp
(
λ¯
‖TWH b‖2βCγLρ,p
‖b‖2βLqLp
)]
6 E
[
exp
(
Cελ¯
‖TWH b‖2CγLρ+ε,p
‖b‖2LqLp
)]
6 K¯.
Since β > 1, the conclusion follows with the constant K(λ) given by the optimal deterministic
constant such that exp(λx2) 6 K(λ) exp(λ¯x2β)/K¯ for all x > 0. 2
In the limiting case in which (17) becomes an equality, slightly more careful estimates still allow
to obtain a regularity result in space at the cost of lower time regularity.
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Theorem 5 Let b ∈ LqtLs,px with p ∈ [2,∞), q ∈ (2,∞) and let ρ > 0 satisfy
Hρ+
1
q
=
1
2
. (25)
Then TW
H
b ∈ C0t Ls+ρ,px with probability 1 and there exist positive constant λ, K, independent
of b, such that
E
[
exp
(
λ
‖TWH b‖2C0Ls+ρ,p
‖b‖2LqLs,p
)]
< K. (26)
Proof As before, we can assume s = 0, b smooth; again we decompose TW
H
b = I(1) + I(2).
Going through the same calculations for I(1), we obtain
‖I(2)s,t ‖Lα,p . ‖b‖LqtLpx |t− s|1−1/q−αH = ‖b‖LqtLpx |t− s|1/2
where the estimate is uniform in ω ∈ Ω; it follows immediately that
E[exp(λ‖I(2)‖2C0Lρ,p)] <∞,
and therefore we only need to focus on I(2). By Burkholder’s inequality, we have
E[‖I(2)‖2kC0Lα,p ] 6 (C k)k E

∫ T
0
∥∥∥∥∥
∫ T
u
P|r−u|2H∇b(r, ·+W 2,Hu,r )|r − u|H−1/2 dr
∥∥∥∥∥
2
Lα,p
ds
k

(27)
and as before we want to estimate the integral inside in a deterministic manner. Going through
similar calculations we obtain∫ T
0
∥∥∥∥∥
∫ T
u
P|r−u|2H∇b(r, ·+W 2,Hu,r )|r − u|H−1/2 dr
∥∥∥∥∥
2
Lα,p
du
.
∫ T
0
(∫ T
u
|r − u|−Hα−1/2 ‖br‖Lp dr
)2
du
and now due to the assumption on the coefficients, we can apply the Hardy-Littlewood-Sobolev
inequality to obtain∫ T
0
(∫ T
u
|r − u|−Hα−1/2 ‖b(r)‖Lp dr
)2
du
1/2 . ‖b‖LqtLpx ,
which implies
E[‖I(2)‖2kC0Lα,p ] 6 (C ′k)k‖b‖2kLqtLpx .
The conclusion then follows by expanding the exponential and choosing λ sufficiently small as
before. 2
Going through the exact same calculations as above, an analogue result can be obtained in the
case of Besov spaces Bsp,q with p, q ∈ [2,∞). In order to avoid unnecessary repetitions, we omit
the proof.
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Theorem 6 Let WH be a fBm of parameter H and let b ∈ Lαt Bsp,q for some p, q ∈ [2,∞). Then
for any ρ > 0 satisfying
Hρ+
1
α
<
1
2
, (28)
TW
H
b ∈ Cγt Bs+ρp,q for some γ > 1/2 with probability 1; moreover, there exist a positive function
K(λ) independent of b such that
E
exp
λ‖TWH b‖2CγBs+ρp,q‖b‖2LαBsp,q
 6 K(λ) <∞ ∀λ ∈ R. (29)
If equality holds in (28), then there exist positive constant λ˜, K˜, independent of b, such that
E
exp
λ˜‖TWH b‖2C0Bs+ρp,q‖b‖2LαBsp,q
 < K˜. (30)
We end this section with several remarks discussing various technical point and extensions, and
which can be skipped on a first reading.
Remark 6 Heuristically, condition (28) can be seen as a time-space weighted regularity condi-
tion, where time counts as 1/H times space (which is in agreement with parabolic regularity in
the case H = 1/2 of Brownian motion). Indeed, we know that the averaging operator Tw maps
LαBsp,q into W
1,αBsp,q; if we assume that regularity can be distributed between time and space,
it should also map LαBsp,q into W
θ,αB
s+(1−θ)/H
p,q for any θ ∈ (0, 1). In order to achieve 1/2 + ε
regularity in time it is then required θ − 1/α > 1/2, which implies that the regularity gain in
space is at most
1− θ
H
<
1
H
(
1
2
− 1
α
)
which matches exactly condition (28) for ρ.
Remark 7 The restriction to work with Bsp,q with q ∈ [2,∞), is not particularly relevant since
by Besov embedding if b ∈ Lαt Bsp,q, then it also belongs to Lαt Bsp,q′ for any q′ > q and to Lαt Bs−εp,q′
for any q′ < q and ε > 0, so that we can first embed it for a choice q′ ∈ [2,∞) and then
apply the estimate there. Also the restriction p 6= ∞ can be overcome, for instance by first
localising it as ˜b in a ball BR and then embedding it into some p < ∞; by the properties
of averaging, we know that TW
H
b = TW
H
b˜ in BR−‖WH‖∞ and we can choose R big enough
such that P(R − ‖WH‖∞ < R/2) is very small, to deduce local estimates for TWH b which hold
with high probability. Alternatively, estimates for averaging in Besov-Ho¨lder spaces have been
given by a different technique in [10], Section 4.1. However for simplicity, when dealing with
b ∈ Lαt Bs∞,∞, we will always assume that b has compact support in space, uniformly in time, so
that we can embed it in Lαt B
s
p,p for any p <∞ and then apply estimates there.
Remark 8 The restriction to work with Lp-based spaces with p > 2 is more restrictive and it
would be of fundamental importance to weaken it, especially reaching the case p = 1. This was
already pointed out in Conjecture 1.2 from [10]. The reason is that, by the properties of averaging,
we know that for any K ∈ C∞c and time independent b it holds K ∗Twb = Tw(K ∗b) = (TwK)∗b;
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if we were able to show that TwK ∈ CγtW ρ,1x with an estimate that only depends on the L1-norm
of K, then we could automatically deduce regularity estimates of the form K∗Twb ∈ Cγt Lρ,p with
b ∈ Lp for any p ∈ [1,∞]. We could then consider a family of mollifiers obtained by rescaling K
(which all have the same L1-norm, so the same estimate in CγtW
ρ,1
x ) to get estimates for the map
b 7→ Twb in any Lp based space with p ∈ [1,∞] (as above, only time independent b considered).
Remark 9 A closer look at the proofs shows that both the Itoˆ–Tanaka formula from Theorem 3
and the regularity estimates from Theorems 4 and 6 can be generalised to Gaussian processes X
different from fBm and of the form
Xt =
∫ t
0
K(t, s)dBs,
for some deterministic matrix-valued function K, such that for some H ∈ (0, 1) it holds
Var(Xt|Fs) & |t− s|2H ∀ s < t (31)
where Ft = σ(Bs : s 6 t). Condition (31) is a type of strong local nondeterminism (SLND) and
these type of processes satisfy many interesting properties, which are studied in detail in [27].
Remark 10 It follows immediately from the above results and from Bessel (resp. Besov) em-
beddings (see Appendix A.2) that if b ∈ Lαt Ls,px (resp. b ∈ Lαt Bsp,q) for some α > 2, p, q ∈ [2,∞),
then for any β such that
β < s+
1
H
(
1
2
− 1
α
)
− d
p
(32)
there exists γ > 1/2 such that TW
H
b ∈ Cγt Cβx with full probability. For instance in the case
s = 0, i.e. b ∈ Lαt Lpx, in order to require TW
H
b ∈ Cγt C0x it is enough
1
α
+H
d
p
<
1
2
,
while in order to require TW
H
b ∈ Cγt C1x it suffices
1
α
+H
d
p
<
1
2
−H.
If b ∈ Lαt Bs∞,∞ with spatially compact support, uniform in time, then TW
H
b ∈ Cγt Cnx if
H <
1
n− s
(
1
2
− 1
α
)
.
This is in analogy with the results obtained in [35], Sections 6 and 7.
4 Application to perturbed ODEs
Now we are going to transfer the prevalence results for the averaged vector-field to prevalence
of well-posedness to perturbed ODEs including regularity of the flow. The key technical tool
to achieve this connection is a simple theory of nonlinear Young equations which we recall and
adapt to our specific setting.
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4.1 Perturbed ODEs as nonlinear Young differential equations
In this section we provide a summary of the results contained in [10] on nonlinear Young dif-
ferential equations (YDEs). Sometimes we will provide slightly different statements which fit
better our context and in order to facilitate the understanding we will provide self-contained
proofs whenever possible.
Let us fix some notation first. Given A ∈ Cγt Cνx = Cγ([0, T ];Cν(Rd;Rd)) for γ, ν ∈ (0, 1), we
denote by the norm ‖A‖CγCν and the semi-norm JAKCγCν respectively the quantities
‖A‖CγCν = sup
t∈[0,T ]
‖At(·)‖Cν + sup
s6=t
‖As,t(·)‖Cν
|t− s|γ ,
and JAKCγCν = sup
s6=t
JAs,t(·)KCν
|t− s|γ = sups6=t,x 6=y
|A(t, x)−A(t, y)−A(s, x) +A(s, y)|
|t− s|γ |x− y|ν .
One of the main results of [10] is the rigorous construction of the nonlinear Young integral.
Theorem 7 Let γ, ρ, ν ∈ (0, 1) such that γ + νρ > 1, A ∈ Cγt Cνx and θ ∈ Cρt . Then for any
[s, t] ⊂ [0, T ] and for any sequence of partitions of [s, t] with infinitesimal mesh, the following
limit exists and is independent of the chosen sequence of partitions:∫ t
s
A(du, θu) := lim|Π| → 0
∑
i
Ati,tt+1(θti).
The limit is usually referred as a nonlinear Young integral. Furthermore:
1. For all s 6 r 6 t it holds
∫ r
s
A(du, θu) +
∫ t
r
A(du, θu) =
∫ t
s
A(du, θu).
2. If ∂tA is continuous, then
∫ t
s
A(du, θu) =
∫ t
s
∂tA(u, θu)du.
3. There exists a universal constant C = C(γ, ρ, ν) such that∣∣∣∣∫ t
s
A(du, θu)−As,t(θs)
∣∣∣∣ 6 C|t− s|γ+νρJAKCγCν JθKCρ .
4. The map (A, θ) 7→ ∫ ·
0
A(du, θu) is continuous as a function from C
γ
t C
ν
x × Cρt → Cγt , is linear
in A and there exists a constant C˜ = C˜(γ, ρ, ν, T ) such that∥∥∥∥∫ ·
0
A(du, θu)
∥∥∥∥
Cγ
6 C˜‖A‖CγCν (1 + JθKCρ).
The statement is a (less general) version of Theorem 2.4 from [10]; we omit the proof, but let us
mention that an elementary proof based on the Sewing Lemma has been also given in [30]. The
statement above can be localised, i.e. it is enough to require A ∈ Cγt Cνloc and in this case all the
estimates depend on the Cγt C
ν
x -norm (resp. semi-norm) of A restricted to [0, T ]×B‖θ‖∞ .
With this tool at hand, we can provide an alternative definition of solutions to the perturbed
ODE which is meaningful even when b is distributional in space. Since we want to apply the
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results from Section 3, from now on when we say that b is distributional we are always going
to implicitly assume that there exists q > 2 such that b ∈ LqtE, where E is a suitable space of
distributions as the ones described in Section 3.1.
Definition 3 Let b be a distributional drift such that Twb ∈ Cγt Cνx for some γ, ν ∈ (0, 1] such
that γ(1 + ν) > 1. Given x0 ∈ Rd, we say that x is a solution to the ODE
xt = x0 +
∫ t
0
b(s, xs)ds+ wt ∀ t ∈ [0, T ] (33)
if and only if x ∈ w + Cγ and θ = x− w solves the non-linear Young differential equation
θt = θ0 +
∫ t
0
Twb(ds, θs) ∀ t ∈ [0, T ]. (34)
Observe that the condition γ(1 + ν) > 1 immediately implies γ > 1/2, in line with standard
Young differential equations; in the case of continuous b, it follows from the discussion in the
introduction that the condition x ∈ w+Cγ is trivially satisfied and so the two formulations (33)
and (34) are equivalent, (33) being interpreted as the classical integral equation.
Remark 11 From now on we will mostly focus on solving (34) with Twb = A being regarded
as an abstract element in a class Cγt C
ν
x ; however, whenever b is spatially bounded, the ODE
formulation for θ is still useful, as it provides additional regularity estimates for θ compared to
the ones given by the Young integral formulation: for instance if b ∈ L∞t,x, then any solution
θ of the integral equation is automatically Lipschitz with JθKLip 6 ‖b‖L∞ , while Point 3. of
Theorem 7 only provides estimate for ‖θ‖Cγ , where γ < 1 (usually we will take γ as small as
possible, namely γ ∼ 1/2).
Theorem 8 Let γ > 1/2, ν ∈ (0, 1) such that γ(1 + ν) > 1 and assume that Twb ∈ Cγt Cνx .
Then for any θ0 ∈ Rd there exists a solution θ ∈ Cγ to (34), defined on the whole interval [0, T ];
furthermore, there exists a constant C = C(γ,ν, T ) such that any solution to (34) satisfiesJθKCγ 6 C(1 + ‖Twb‖2Cγt Cνx ) (35)
as well as
‖θ‖C0 6 C(1 + |θ0|+ ‖Twb‖2Cγt Cνx ). (36)
Proof The existence of solutions is granted under milder conditions on Twb by Theorem 2.9
from [10], so here we only show the a-priori estimates. Let θ ∈ Cγ be a solution and for any
∆ > 0 define the semi-norm
JθKγ,∆ := sup
s 6= t
0 < |s− t| 6 ∆
|θs,t|
|t− s|γ .
Let ∆ be a parameter to be fixed later; for any s < t such that |s− t| 6 ∆ it holds
|θs,t| =
∣∣∣∣∫ t
s
Twb(dr, θr)
∣∣∣∣
6 |Twbs,t(θs)|+ C|t− s|γ(1+ν)‖Twb‖CγCν JθKνγ,∆
6 |t− s|γ(‖Twb‖CγCν + C∆γν‖Twb‖CγCν JθKνγ,∆)
6 |t− s|γ(‖Twb‖CγCν + C∆γν‖Twb‖CγCν + C∆γ,ν‖Twb‖CγCν JθKγ,∆),
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where in the last passage to used the trivial inequality aν 6 1 + a for all a > 0 and ν ∈ (0, 1].
Dividing both sides by |t− s|γ and taking the supremum s, t such that |s− t| 6 ∆ we get
JθKγ,∆ 6 ‖Twb‖CγCν (1 + C∆γν) + C∆γν‖Twb‖CγCν JθKγ,∆.
Choosing ∆ small enough such that C∆γν‖Twb‖CγCν 6 1/2, we obtain
JθKγ,∆ 6 2‖Twb‖CγCν (1 + C∆γν) . 1 + ‖Twb‖CγCν .
If we can take ∆ = T , this provides an estimate for JθKCγ , which together with ‖θ‖C0 6 |θ0| +
T γJθKCγ gives the conclusion. If this is not the case, we can choose ∆ as above such that in
addition C∆γν‖Twb‖ > 1/4 and then by the simple inequality (see for instance Exercise 4.24
from [26]) JθKCγ . JθKγ,∆(1 + ∆γ−1).
It follows that
JθKCγ . (1 + ‖Twb‖CγCν )(1 + ∆γ−1)
. (1 + ‖Twb‖CγCν )(1 + ‖Twb‖(1−γ)/(γν)CγCν )
. 1 + ‖Twb‖2Cγ ,
where in the last line we used the fact that γ(1+ν) > 1 implies (1−γ)/(γν) < 1. The conclusion
again follows by the standard inequality ‖θ‖Cγ . |θ0|+ T γJθKCγ . 2
Given that in general we consider γ to be very close to 1/2, in order to have existence in general
we need ν to be arbitrarily close to 1, thus we will usually require directly Twb ∈ Cγt Lipx (with
the quantities ‖Twb‖Cγ Lip and JTwbKCγ Lip defined as above).
To establish uniqueness of solutions, we need the following lemma which is of independent in-
terest.
Lemma 6 Let γ, ν, ρ ∈ (0, 1] be such that γ+νρ > 1, A ∈ Cγt C1+νx ; then for any θ1 and θ2 ∈ Cρ
it holds ∫ t
0
A(ds, θ1s)−
∫ t
0
A(ds, θ2s) =
∫ t
0
(θ1s − θ2s) · dVs,
where V ∈ Cγ([0, T ];L(Rd;Rd)) is given by
V· =
∫ 1
0
∫ ·
0
∇A(ds, θ2s + x(θ1s − θ2s))dx.
The integral is meaningful as a Bochner integral and ‖V ‖CγL . ‖A‖CγC1+ν (1+Jθ1KCρ +Jθ2KCρ).
Proof Suppose first that in addition ∂tA ∈ C0t C2x, then by Taylor expansion
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∫ t
0
A(ds, θ1s)−
∫ t
0
A(ds, θ2s) =
∫ t
0
[∂tA(s, θ
1
s)− ∂tA(s, θ2s)]ds
=
∫ t
0
(θ1s − θ2s) ·
∫ 1
0
∂t∇A(s, θ2s + x(θ1s − θ2s))dxds
=
∫ t
0
(θ1s − θ2s) ·
d
ds
(∫ s
0
∫ 1
0
∂t∇A(u, θ2u + x(θ1u − θ2u))dxdu
)
ds
=
∫ t
0
(θ1s − θ2s) · d
(∫ 1
0
∫ s
0
∂t∇A(u, θ2u + x(θ1u − θ2u))dudx
)
=
∫ t
0
(θ1s − θ2s) · d
(∫ 1
0
∫ s
0
∇A(du, θ2u + x(θ1u − θ2u))dx
)
=:
∫ t
0
(θ1s − θ2s) · dVs
where all manipulations in this case are allowed by the properties of Young integral and the
fact that we are assuming A regular; in particular by hypothesis ∇A ∈ Cγt Cνx and θi ∈ Cρt with
γ + νρ > 1, so the interpretation of the integrals as nonlinear Young integrals is legit. Observe
that the map A 7→ V (A) is linear by construction and we have the estimate
‖V ‖CγL =
∥∥∥∥∫ 1
0
∫ ·
0
∇A(du, θ2u + x(θ1u − θ2u))dx
∥∥∥∥
CγL
6
∫ 1
0
∥∥∥∥∫ ·
0
∇A(du, θ2u + x(θ1u − θ2u))
∥∥∥∥dx
.
∫ 1
0
‖∇A‖CγCν (1 + Jθ1KCρ + Jθ2KCρ)dx,
which gives the conclusion in this case. The general case follows by approximation, considering
a sequence of regular An → A locally in Cγ−δt C1+ν−δx , on a ball of radius R > ‖θi‖∞, for δ small
enough such that γ − δ + (ν − δ)ρ > 1. 2
With the above lemma at hand, we can provide a comparison principle, which estimates the
difference between solutions. It comes in two versions, which apply to different scenarios.
Theorem 9 (Comparison Principle, Version 1) Let γ > 1/2 and assume that b1, b2 are
distributional drifts such that Twbi ∈ Cγt C2x with ‖Twbi‖CγC2 6 R. Let θi ∈ Cγ , i = 1, 2 be
solutions respectively of the YDEs
θit = θ
i
0 +
∫ t
0
Twbi(ds, θis) ∀ t ∈ [0, T ].
Then there exists a constant C = C(γ, T,R) such that
‖θ1· − θ2· ‖Cγ 6 C(|θ10 − θ20|+ ‖Twb1 − Twb2‖Cγt Lip). (37)
Similarly, let bi be such that bi ∈ L∞t,x and Twbi ∈ Cγt C3/2x with maxi{‖bi‖L∞ , ‖Twbi‖CγC3/2} 6
R, let θi be Lipschitz solutions of the YDEs; then there exists C˜ = C˜(γ, T,R) such that
‖θ1· − θ2· ‖Cγ 6 C˜(|θ10 − θ20|+ ‖Twb1 − Twb2‖Cγt Lip). (38)
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Proof We show in detail the derivation of (37) and briefly sketch the one of (38) as the structure
of the proof is the same. By the assumptions and Lemma 6 applied to A = Twb1, which is allowed
for the choice ν = 1, ρ = γ, the difference v = θ1 − θ2 satisfies
vt = v0 +
[∫ t
0
Twb1(ds, θ1s)−
∫ t
0
Twb1(ds, θ2s)
]
+
[∫ t
0
Twb1(ds, θ2s)−
∫ t
0
Twb2(ds, θ2s)
]
= v0 +
∫ t
0
vs · dVs + ψt.
This is a linear Young differential equation, for which standard estimates are available; The-
orem 8, Lemma 6 and properties of nonlinear Young integral provide
JθiKCγ . 1, ‖V ‖CγL . ‖Twb1‖CγC2(1 + Jθ1KCγ + Jθ2KCγ ) . 1,
JψKCγ . ‖Twb1 − Twb2‖Cγt Lip
where the constants appearing all depend on γ, T,R. Combining this estimates with Lemma 3
from Appendix A.1 yields the conclusion.
The proof in the second case is analogue, only in this case we have the estimate JθiKLip 6 ‖bi‖L∞
coming from the ODE integral interpretation of the YDE and so we can apply as above Lemma 6
to Twb1 this time for the choice ν = 1/2, ρ = 1. 2
Remark 12 It follows immediately from the above result that if Twb ∈ Cγt C2x or b ∈ L∞t,x
and Twb ∈ Cγt C3/2x , then for any θ0 ∈ Rd there exists a unique solution to the YDE (34) and
moreover the solution map θ0 7→ θ· is Lipschitz continuous w.r.t θ0; the solution constructed this
way is also stable under approximation of Twb by other drifts Tw b˜, which can be combined with
Lemma 4, as we can take b˜ = bε = ρε ∗ b for some spatial mollifier ρε.
The above version of the Comparison Principle is of straightforward application, as it only
requires good regularity estimates on Twb. The next version is instead slightly more subtle and
can be regarded as a conditional Comparison Principle, as it allows to deduce estimates under
less regularity on Twb imposing the existence of a solution with suitable properties; however, the
existence of such solutions is not granted a priori by the deterministic theory and in order to
construct them probabilistic tools will be needed, specifically Girsanov transform.
Theorem 10 (Comparison Principle, Version 2) Let γ > 1/2 and assume that b1, b2 are
distributional drifts such that Twbi ∈ Cγt Lipx with ‖Twbi‖Cγ Lip 6 R. Let θi ∈ Cγ , i = 1, 2 be
solutions respectively of the YDEs
θit = θ
i
0 +
∫ t
0
Twbi(ds, θis) ∀ t ∈ [0, T ].
and assume that θ1 is such that Tw+θ
1
b ∈ Cγt Lipx with ‖Tw+θ
1
b1‖Cγ Lip 6 R. Then there exists
a constant C = C(γ, T ) such that
‖θ1· − θ2· ‖Cγ 6 C exp(CR1/γ)(|θ10 − θ20|+ ‖Twb1 − Twb2‖Cγt Lip). (39)
The proof requires the following technical lemma.
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Lemma 7 Let w, θ be such that Twb, Tw+θb ∈ Cγt Lipx and θ ∈ C1/2t for some γ > 1/2. Then
for any θ˜ ∈ C1/2t it holds ∫ ·
0
Tw+θb(ds, θ˜s) =
∫ ·
0
Twb(ds, θ˜s + θs). (40)
Proof If b is jointly continuous in (t, x) then the result is straightforward by the equivalence
between the Young integral formulation and the standard integral formulation. Next, if b satisfies
the hypothesis and in addition b ∈ L1tCαx for some α > 0, then for any t > 0 and for any sequence
of partitions Πn of [0, t] such that |Πn| → 0 it holds∣∣∣∣∫ t
0
Tw+θb(ds, θ˜s) −
∫ t
0
Twb(ds, θs + θ˜s)
∣∣∣∣
= lim
n→∞
∣∣∣∣∣∑
i
∫ ti+1
ti
b(s, ws + θs + θ˜ti)− b(s, ws + θti + θ˜ti)ds
∣∣∣∣∣
6 lim
n→∞
∑
i
∫ ti+1
ti
‖b(s)‖Cαx |θs − θti |αds
6 ‖θ‖C1/2 lim
n→∞ |Πn|
α/2
∑
i
∫ ti+1
ti
‖b(s)‖Cαx ds = 0
which proves the statement in this case. For a general b, consider bε = ρε ∗ b, where ρε is a
sequence of spatial mollifiers; for bε by the previous step identity (40) is true and by Lemma 4
Twbε → Twb locally in Cγ−δt C1−δx , similarly for Tw+θbε → Twb. Choosing δ small such that
γ − δ + (1− δ)γ > 1 and using the continuity of Young integral we obtain the conclusion in the
general case. 2
Proof [of Theorem 10] The idea of the proof is the same as that of Theorem 9, and it is based on
finding a Young differential equation for v = θ2− θ1, only we now need to exploit the additional
information on Tw+θ
1
b1. By the assumptions combined with Lemma 7, v satisfies
vt = v0 +
[∫ t
0
Twb1(ds, θ2s)−
∫ t
0
Twb1(ds, θ1s)
]
+
[∫ t
0
Twb2(ds, θ2s)−
∫ t
0
Twb1(ds, θ2s)
]
= v0 +
∫ t
0
Tw+θ
1
(ds, vs)−
∫ t
0
Tw+θ
1
(ds, 0) + ψt
= v0 +
∫ t
0
A(ds, vs) + ψt,
where ψt is defined in the usual way and A(t, x) = T
w+θ1(t, x)−Tw+θ1(t, 0), so that A ∈ Cγt Lipx
with JAKCγ Lip = JTw+θ1bKCγ Lip and A(t, 0) = 0 for all t ∈ [0, T ]. We can then apply the
estimates from Lemma 19 from Appendix A.1 to deduce
‖v‖Cγ . exp(CJAK1/γCγ )(|v0|+ JψKCγ )
for some constant C = C(γ, T ) which together with the estimate
JψKCγ . ‖Twb2 − Twb1‖Cγ Lip(1 + Jθ1KCγ + Jθ2KCγ ) . ‖Twb2 − Twb1‖Cγ Lip(1 +R2)
yields the conclusion. 2
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Remark 13 It follows immediately from Theorem 10 that, if there exists a solution θ to the
YDE associated to Twb with initial data θ0 such that T
w+θ ∈ Cγt Lipx, then this is necessarily
the unique solution with initial data θ0 and it is stable under perturbation. This provides a
nice “duality principle”: existence of solutions is granted if Twb ∈ Cγt Lipx, uniqueness instead
if there exists a solution with similar averaging properties. In the case b is continuous, so that
by Peano Theorem existence of a solution x = w + θ ∈ w + Lip is automatic, the statement can
be rephrased as the fact that uniqueness for the Cauchy problem associated to x0 holds under
the condition T xb ∈ Cγt Lipx for some γ > 1/2.
Remark 14 For the sake of simplicity we considered from the start Twb ∈ Cγt Cβx in order to
develop a global theory in space, but many results from Section 4 can be localised, thanks to
Remark 2, in a similar fashion to what is done in Section 2.3 of [10]. For instance local existence
holds for Twb ∈ Cγt Liploc, while local existence and uniqueness holds for Twb ∈ Cγt C2loc; in the
second version of the Comparison Principle, if there exists a solution x defined on [0, T ∗) such
that T xb ∈ Cγt Liploc, then it is the unique solution on [0, T ∗). Analogue considerations hold for
the results from Section 4.3 on the regularity of the flow.
4.2 Prevalence for the Cauchy problem
In this section we focus on establishing conditions under which, for a given drift b and a given
initial datum x0 ∈ Rd, for almost every ϕ ∈ Cδt the Cauchy problem (from now on referred to as
(CPx0))
xt = x0 +
∫ t
0
b(s, xs) + ϕt (41)
is well-posed, for suitable values of δ. Here by well-posedness for (CPx0) we mean the following:
ϕ is such that Tϕb ∈ Cγt Lipx for some γ > 1/2, so that it makes sense to talk about solutions
to (41) in the sense of Definition 3, and there exists a unique such solution in the class x ∈ ϕ+Cγ .
The main results we are going to prove are the following.
Theorem 11 Let b ∈ Cαx for some α ∈ (−∞, 1), b being compactly supported, and let x0 ∈ Rd
be fixed. Let δ ∈ [0, 1) satisfy
δ <
1
2(1− α) .
Then for almost every ϕ ∈ Cδt the Cauchy problem (CPx0) is well-posed.
Theorem 12 Let b ∈ Cαx for some α ∈ (−∞, 1), b being compactly supported, and let x0 ∈ Rd
be fixed. Let µH denote the law of fBm of parameter H and suppose that
α > 1− 1
2H
.
Then path-by-path uniqueness holds for (CPx0) and w sampled according to µ
H . Moreover there
exists γ > 1/2 which only depends on α such that
µH (w : Twb ∈ Cγt Lipx and there exists a solution x ∈ w + Cγ s.t. T xb ∈ Cγt Lipx) = 1.
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In the second statement we have used the terminology “path-by-path uniqueness” as it appears
frequently in regularisation by noise results, see [19], but in the framework introduced above it
just amounts to stating that there exists γ > 1/2 such that
µH (w : Twb ∈ Cγt Lipx and (CPx0) is well-posed) = 1.
The section is organised as follows: we first prove Theorem 11 in Section 4.2.1 relying on the
validity of Theorem 12; then we pass to the proof of the latter, which is based on an applic-
ation of Theorem 10 in combination with Girsanov transform for fBm, which is introduced in
Section 4.2.2. The proof of Theorem 12 is completed in Section 4.2.3, along with several other
results of the same nature. We leave the details to the following subsections, but let us point out
already here that we will exploit crucially the general principle
TW
H
b ∈ Cγt Lipx + Girsanov =⇒ path-by-path uniqueness .
Such a principle is not new and was crucially exploited in [15] and [10]. However, we believe it is
the first time it is properly formalised as in Lemma 10 and its general structure allows to apply
it in other situations.
4.2.1 Proof of Theorem 11
We need a few preparations first. Recall that in order to establish prevalence of well-posedness
for (CPx0) in C
δ
t , we need to find a set A ⊂ Cδt and a tight probability µ on Cδt such that: i)
A is Borel w.r.t. the topology of Cδt ; ii) for all w ∈ A, (CPx0) is well-posed; iii) for all ϕ ∈ Cδt ,
µ(ϕ+A) = 1.
A good candidate for the set A is given by Theorem 10 as follows: for γ > 1/2, define
Aγ =
{
w ∈ Cδt : Twb ∈ Cγt Lipx and there exists a solution x ∈ w + Cγ s.t. T xb ∈ Cγt Lipx
}
.
(42)
For such an Aγ , it is now rather clear by the statement of Theorem 12 that we plan to use as a
measure µH for suitable choice of H. But we first need to check that condition i) holds, which
is the aim of the following lemma.
Lemma 8 Let γ > 1/2, then the set Aγ is Borel measurable in the topology of Cδ for any δ > 0.
Proof The idea of the proof is the usual one: we write the set Aγ as the countable union
Aγ =
⋃
N>1
AN
:=
⋃
N>1
{
w ∈ E : ‖Twb‖Cγt Lipx 6 N, there exists a solution x s.t. ‖T xb‖Cγt Lipx 6 N
}
.
In order to conclude it is then sufficient to show that, for each N , the set AN is closed under
the topology of Cδ. We can restrict ourselves to the case C0, since any other convergence we
consider is stronger than this one.
Let wn be a sequence of elements of AN such that wn → w, then by Lemma 3 we know that
Twb ∈ Cγt Lipx with the bound ‖Twb‖Cγt Lipx 6 N . For each n, denote by xn = θn + wn
the associated solution of (CPx0) such that ‖T x
n
b‖Cγt Lipx 6 N ; by the a priori estimates from
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Theorem 8, together with ‖Twnb‖Cγt Lipx 6 N , we deduce that ‖θn‖Cγ are uniformly bounded.
We can therefore (up to subsequence) consider θn → θ in Cγ−ε for suitable ε > 0. Since
wn + θn → w + θ in C0, again it must hold ‖Tw+θb‖Cγt Lipx 6 N .
In order to conclude it remains to show that x = θ+w is a solution of the (CPx0) associated to
Twb. Since the sequence Tw
n
b→ Twb in the sense of distributions and it is uniformly bounded in
Cγt Lipx, reasoning as in the proof of Lemma 4 we deduce that also local convergence in C
γ−ε
t C
1−ε
x
holds, for any ε > 0. Choosing ε > 0 small enough such that γ − ε + (1 − ε)/(γ − ε) > 1, by
continuity of nonlinear Young integral it holds
∫ ·
0
Tw
n
b(ds, θns )→
∫ ·
0
Twb(ds, θs) in C
γ−ε. Taking
the limit as n→∞ of
θnt = x0 − wn0 +
∫ t
0
Tw
n
b(ds,θns )
we deduce that x is a solution w.r.t. Twb of (CPx0), which concludes the proof. 2
Proof of Theorem 11 In order to conclude it suffices to show that we can find γ > 1/2 and
H > δ such that µH(ϕ + Aγ) = 1 for all ϕ ∈ Cδt . Let us choose ε > 0 small enough such
that
H := δ + ε <
1
2(1− α) . (43)
We need to find γ > 1/2 such that for any fixed ϕ ∈ Cδt ,
µH
(
w ∈ Cδt : Tw+ϕb ∈ Cγt Lipx and ∃ x ∈ (w + ϕ) + Cγt solution to (CPx0) s.t. T xb ∈ Cγt Lipx
)
= 1
By definition of the averaging operator we have Tw+ϕb = Tw b˜, where b˜(t, ·) = b (t, · + ϕt);
moreover, x ∈ (w + ϕ) + Cγt solves (CPx0) if and only if x˜ := x − ϕ ∈ w + Cγt is again
a solution to another Cauchy problem of the same type. Indeed, by definition of solution,
θ = x− (w + ϕ) = x˜− w must solve
θt = x0 − (w0 + ϕ0) +
∫ t
0
Tw+ϕb(ds, θs) = x˜0 − w0 +
∫ t
0
Tw b˜(ds, θs)
where x˜0 = x0 − ϕ0, so that x˜ is a solution to the Cauchy problem associated to x˜0, b˜ and w.
Moreover by properties of averaging operators it holds T x˜b˜ = T xb.
By the translation invariance of the Cαx -norm, it holds b˜ ∈ Cαx , ‖b˜‖Cα = ‖b‖Cα ; moreover b˜ has
still compact support in space, uniformly in time. Since condition (43) implies α > 1− (2H)−1,
we can apply Theorem 12 for the choice x˜0, T
w b˜ to find γ > 1/2 (independent of ϕ) such
that
1 = µH
(
w ∈ Cδt : Tw b˜ ∈ Cγt Lipx and ∃x˜ ∈ w + Cγt solution to (CPx˜0) s.t. T x˜b˜ ∈ Cγt Lipx
)
= µH
(
w ∈ Cδt : Tw+ϕb ∈ Cγt Lipx and ∃x ∈ (w + ϕ) + Cγt solution to (CPx0) s.t. T xb ∈ Cγt Lipx
)
which gives the conclusion. 2
Remark 15 For simplicity we have preferred to give the statement of Theorem 11 as above,
but it will be clear from the contents of Section 4.2.3 that similar prevalence statements can
be formulated under other hypothesis on b and δ simply by going through the same proof and
applying in the end either Theorem 15 or Corollary 2.
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4.2.2 Girsanov transform
Before introducing Girsanov Theorem, we need to recall another representation formula for fBm,
different from the one given in Section 3.2, which can be found in [40], [44]. The representation is
based on fractional calculus, which we also quickly introduce and for which we refer the interested
reader to [46].
Given f ∈ L1(0, T ) and α > 0, the fractional integral of order α of f is defined as
(Iαf)· =
1
Γ(α)
∫ ·
0
(t− s)α−1fsds (44)
where Γ denotes the Gamma function. For α ∈ (0, 1) and p > 1, the map Iα is an injective
bounded operator on Lp and we denote by Iα(Lp) the image of Lp under the Iα, which is a
Banach space endowed with the norm ‖f‖Iα(Lp) := ‖g‖Lp if f = Iαg. On this domain, Iα
admits an inverse, which is the fractional derivative of order α, given by
(Dαf)t =
1
Γ(1− α)
d
dx
∫ t
0
fs
(t− s)α ds =
1
Γ(1− α)
(
ft
tα
+ α
∫ t
0
ft − fs
(t− s)α+1 ds
)
. (45)
With this notation in mind, a fBm of Hurst parameter H ∈ (0, 1) can be constructed starting
from a standard Brownian motion B on the interval [0, T ] by setting WH = KH(dB), where the
operator KH is defined as
KHf =
{
I1sH−1/2IH−1/2s1/2−Hh if H > 1/2
I2Hs1/2−HI1/2−HsH−1/2h if H 6 1/2
where the notation sβ denotes the multiplication operator with the function s 7→ sβ . It can
be shown that this definition of WH is meaningful and that the operator KH corresponds to a
Volterra kernel KH(t, s), so that the above representation is equivalent to
WHt =
∫ t
0
KH(t, s)dBs. (46)
The explicit expression for KH in the case H > 1/2 is given by
KH(t, s) = cHs
1/2−H
∫ t
s
(u− s)H−3/2uH−1/2du; (47)
in the case H < 1/2 it is more complicated and we omit it as we will not need it. It can be shown
that the operator KH can be inverted, which implies that the processes B and W
H generate
the same filtration, which makes it a canonical representation; moreover this implies that given
any fBm WH on a probability space, it is possible to construct the associated B by setting
B· =
∫ ·
0
(K−1H W
H)sds. The inverse operator K
−1
H is given by
K−1H f =
{
sH−1/2DH−1/2s1/2−Hf ′ if H > 1/2
s1/2−HD1/2−HsH−1/2D2Hf if H < 1/2
. (48)
We will use the following terminology: given a filtered space (Ω,F , {Ft}t>0,P), we say that a
process WH is an Ft-fBm if it is a fBm under P and the associated B is an Ft-Bm in the usual
sense.
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Theorem 13 (Girsanov) Let (Ω,F , {Ft}t>0,P) be a filtered probability space, WH be an Ft-fBm
of parameter H ∈ (0, 1) and h be an Ft-adapted process with continuous trajectories s.t. h0 = 0.
Let B be the Bm associated to WH , namely such that WH = KHdB. Suppose that K
−1
H h ∈ L2t
with probability 1 and that
E
[
dP
dQ
]
= 1 (49)
where the variable dP/dQ is given by
dP
dQ
= exp
(
−
∫ T
0
(K−1H h)sdBs −
1
2
∫ T
0
|(K−1H h)s|2ds
)
. (50)
Then the shifted process W˜H := WH + h is an Ft-fBm with parameter H under the probability
Q. A sufficient condition in order for (49) to hold is given by Novikov’s condition
E
[
exp
(
1
2
∫ T
0
|(K−1H h)s|2ds
)]
<∞. (51)
The result is taken from [41], Theorem 2, with the exception of the final part which is just
classical Novikov condition; in the original statement from [41], the process h is taken of the
form h· =
∫ ·
0
usds, but this doesn’t play any role in the proof, which indeed holds also in the
case h is not of bounded variation.
In order to apply Theorem 13 in cases of interest, we first need to establish conditions under
which (51) holds, which requires a good control of ‖K−1H h‖L2 in terms of h.
Since K−1H is defined in terms of fractional derivatives, the following fact will be quite useful: if
f ∈ Cβ and f0 = 0, then Dαf is well defined for any α < β and moreover Dαf ∈ Cγ for any
γ < β − α together with the estimate
‖Dαf‖Cγ .γ,α ‖f‖Cβ . (52)
For a self-contained proof of this fact see Theorem 2.8 from [44] (on a finite interval [0, T ], the
space Hβ,0 considered therein corresponds to the functions f ∈ Cβt such that f0 = 0).
Lemma 9 Let α ∈ (0, 1/2) and h ∈ Cβt for some β > α, h0 = 0. Then sαDαs−αh ∈ L2t and
there exists a constant C = C(α, β, T ) such that
‖sαDαs−αh‖L2 6 C‖h‖Cβ . (53)
In particular, for any H ∈ (0, 1), if h ∈ Cβt for some β > H + 1/2, h0 = 0, then K−1H ∈ L2t and
there exists a constant C = C(H,β, T ) such that
‖K−1H h‖L2 6 C‖h‖Cβ . (54)
Proof We have
(sαDαs−αh)(t) = Γ(1− α)−1
[
ht + αt
α
∫ t
0
t−αht − s−αhs
(t− s)α+1 ds
]
.
Since h ∈ Cβ , it clearly also belongs to L2, so we only need to control the term
32
tα
∣∣∣∣∫ t
0
t−αht − s−αhs
(t− s)α+1 ds
∣∣∣∣ 6 tα ∫ t
0
t−α|ht − hs|+ (s−α − t−α)|hs|
(t− s)α+1 ds
6 ‖h‖Cβ tα
∫ t
0
t−α(t− s)β + (s−α − t−α)
(t− s)α+1 ds
= ‖h‖Cβ t−α
[
tβ
∫ 1
0
1
(1− u)1+α−β du+
∫ 1
0
u−α
(1− uα)
(1− u)1+α du
]
.T ‖h‖Cβ t−α.
Since α ∈ (0, 1/2), t−α ∈ L2t and so we deduce that the overall expression belongs to L2t , as well
as estimate (53). Regarding the second statement, the case H = 1/2 is straightforward since
K−1H h = h
′. In the case H > 1/2, by the formula for K−1H combined with estimates (52) and (53)
for the choice α = H − 1/2, choosing ε > 0 sufficiently small we have
‖K−1H h‖L2 . ‖h′‖CH−1/2+ε . ‖h′‖Cβ ;
the case H < 1/2 is analogous. 2
Remark 16 We have given an explicit proof of Lemma 9, but a similar (stronger) type of result
can be achieved by a more abstract argument. Indeed it follows from the proof of Theorem 5.4
from [44] that ‖sαDα(s−αh)‖L2 ∼ ‖Dαh‖L2 and similarly ‖K−1H h‖L2 ∼ ‖DH+1/2h‖L2 ; we have
already seen that if h ∈ Cβ with β > α and h0 = 0, then Dαh is a continuous function, so
its L2-norm is trivially finite. The inclusion Cβ ⊂ Iα(L2) is strict and therefore the hypothesis
of Lemma 9 are non optimal, but they are rather useful when dealing with functions h not of
bounded variation.
We can now state a general result on the applicability of Girsanov transform together with a
good control on the density defining Q.
Theorem 14 Let (Ω,F , {Ft}t>0,P) be a filtered probability space, WH be an Ft-fBm of para-
meter H ∈ (0, 1) and h be an Ft-adapted process with trajectories in Cβt , β > H + 1/2, s.t.
h0 = 0 and
E[exp(λ‖h‖2Cβ )] <∞ ∀λ ∈ R. (55)
Then Girsanov transform for W˜H = h+WH is applicable, i.e. W˜H is an Ft-fBm of parameter
H under the probability measure Q given by (50). Moreover the measures Q and P are equivalent
and it holds
EP
[(
dQ
dP
)n
+
(
dP
dQ
)n]
<∞ ∀n ∈ N.
Proof By hypothesis (55) and Lemma 9 it follows immediately that
E[exp(λ‖K−1h‖2L2)] <∞ ∀λ ∈ R.
Therefore Novikov criterion is satisfied and Girsanov transform is applicable. The proof of
second part of the statement follows from classical arguments, but we include it for the sake of
completeness. Let us prove integrability of the moments: for any α > 1 it holds
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EP
[(
dQ
dP
)α]
= EP
[
exp
(
α
∫ T
0
(K−1H h) · dB − α2‖K−1H h‖2L2 +
(
α2 − α
2
)
‖K−1H h‖2L2
)]
6 EP
[
exp
(
2α
∫ T
0
(K−1H h) · dB − 2α2‖K−1H h‖2L2
)]1/2
EP[exp((2α2 − α)‖K−1H h‖2L2)]1/2
= EP[exp((2α2 − α)‖K−1H h‖2L2)]1/2 <∞,
where in the second line we used the fact that the integrand in the first term is again a probability
density by Novikov’s criterion, this time applied to the process h˜ = 2αh. Now in order to show
that the measures Q and P are equivalent, we need to show that the inverse density dP/dQ is
integrable w.r.t. Q. Again by Girsanov, since we have WH = W˜H − h, the inverse density is
given by
dP
dQ
= exp
(∫ T
0
(K−1H h)(s) · dB˜s −
1
2
∫ T
0
|(K−1H h)(s)|2ds
)
where B˜ now denotes the standard Bm associated to W˜H , i.e. such that W˜Ht =
∫ t
0
KH(t, s)dB˜s.
Since we have
EQ
[
exp
(
1
2
∫ T
0
|(K−1H h)(s)|2ds
)]
= EP
[
exp
(
1
2
∫ T
0
|(K−1H h)(s)|2ds
)
dP
dQ
]
6 EP
[
exp
(∫ T
0
|(K−1H h)(s)|2ds
)]1/2
EP
[(
dP
dQ
)2]1/2
<∞
we can conclude, again by applying Novikov, that dP/dQ is integrable w.r.t. Q. Reasoning as
before it can be shown that dP/dQ admits moments of any order w.r.t. Q, which gives the
conclusion. 2
4.2.3 Path-by-path uniqueness for SDEs driven by additive fBm
Girsanov Theorem allows to construct probabilistically weak solutions of (CPx0), which we define
in the following way.
Definition 4 We say that (Ω,F , {Ft}t>0,Q,WH· , X·) is a weak solution of the Cauchy problem
Xt = x0 +
∫ t
0
b(s,Xs)ds+W
H
t (56)
if (Ω,F , {Ft}t>0,Q) is filtered probability space, WH is an Ft-fBm of parameter H under the
probability Q and Q-a.s. the following holds: there exists γ > 1/2 such that TWH b ∈ Cγt Lipx,
X ∈WH + Cγ and X is a solution of (56) in the sense of Definition 3.
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We have given a non classical notion of weak solution, which is well suited when dealing with
a distributional b; depending on the context, this is not the only possible definition, see for
instance [3] and [22] for different choices.
We are now ready to provide a general principle to establish path-by-path uniqueness.
Lemma 10 Let WH be an Ft-fBm of parameter H on (Ω,F , {Ft}t>0,P), x0 ∈ Rd; suppose
that:
1. b is a distributional drift such that, for some γ > 1/2, TW
H
b ∈ Cγt Lipx P-a.s.;
2. Girsanov theorem is applicable to the process WH − h, h· =
∫ ·
0
b(s, x0 +W
H) = TW
H
(·, x0).
Then path-by-path uniqueness for (CPx0) holds.
Proof Consider γ > 1/2 as in the assumption and the set Aγ defined as in (42); by Theorem 10,
in order to conclude it is enough to show that µH(Aγ) = 1. By hypothesis, the first half of
the statement defining Aγ is already satisfied on a set of full probability, so we only need to
concentrate on the second half. By the definition of h, the process X = x0 +W
H satisfies
Xt = x0 +
∫ t
0
TW
H
(ds, x0) + [W
H
t − ht] =: x0 +
∫ t
0
TX(ds, 0) + W˜Ht ; (57)
by hypothesis Girsanov theorem is applicable, so we can construct a new probability measure Q
which is absolutely continuous w.r.t. to P such that W˜H is an Ft-fBm under Q. Observe that
P-a.s. TXb = τx0TWH b ∈ Cγt Lipx and so P-a.s. the difference X· − W˜H· = x0 + TX (· , 0) ∈ Cγ
(if TXb ∈ Cγt Lipx, then it also belongs to C0xCγt ); then by Lemma 7, on a set of full measure P
equation (57) is equivalent to
Xt = x0 +
∫ t
0
TW (ds,Xs − W˜Hs ) + W˜Ht
and so X is P-a.s. a solution to (CPx0) in the sense of Definition 3. Since Q P, all the above
statements also hold on a set of Q-full measure. But then since W˜H has law µH under Q, we
obtain
µH(Aγ) = Q
(
T W˜
H
b ∈ Cγt Lipx and there exists a solution x ∈ W˜H + Cγ such that T xb ∈ Cγt Lipx
)
> Q
(
T W˜
H
b ∈ Cγt Lipx and X is a solution to (CPx0) and satisfiesTXb ∈ Cγt Lipx
)
= 1
which gives the conclusion. 2
Remark 17 We cannot apply directly the Yamada-Watanabe theorem to deduce existence of
a strong solution under the assumptions of Lemma 10, because our path-by-path uniqueness
statement holds only in the class w + Cγ and not in the class of all possible continuous paths
(although in the case of continuous b the two classes coincide). There is however a more direct
way to show that the path-by-path unique solution X is adapted to the filtration generated by
WH . Consider a sequence εn ↓ 0 and bn := ρεn ∗ b, where as usual {ρε}ε>0 is a sequence of
spatial mollifiers, and consider Xn solution to
dXnt = b
n(t,Xnt )dt+ dW
H ;
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by classical theory Xn is unique and adapted to the filtration generated by WH . Then by
Theorem 10 (possibly combined with Lemma 4), P-a.s. Xn· → X· in Cγ , which implies that X
is adapted as well and thus a strong solution.
All the results obtained so far are of abstract nature. Now we are going to show how to apply
them to establish path-by-path uniqueness for (CPx0) in our context. In particular, Theorem 12
is a direct consequence of the following more general result.
Theorem 15 Let b be a given drift, H ∈ (0, 1). Assume one of the following:
• if H > 1/2, then there exist α > 1− 1/(2H) > 0 and β > H − 1/2 > 0 such that b ∈ C0t Cαx
and
|b(t, x)− b(s, y)| 6 C(|x− y|α + |t− s|β) for all s, t ∈ [0, T ], x, y ∈ Rd;
• if H 6 1/2, then b ∈ L∞t Cαx for α > 1−1/(2H), such that b has compact support, uniformly
in time; here α < 0 is allowed.
Then for any x0 ∈ Rd path-by-path uniqueness holds for (CPx0).
Proof In both cases, in order to conclude, we need to show that we can apply Lemma 10 to the
process h· =
∫ ·
0
b(s, x0 +W
H
s ); in order to do so, we will check that the conditions of Theorem 14
are satisfied. Up to shifting b, we can assume without loss of generality x0 = 0.
Let H > 1/2, then by the hypothesis b ∈ C0t Cαx and Theorem 6 we know that TW
H ∈ Cγt C1+εx
(at least locally) for some γ > 1/2 and ε > 0; the process h belongs to C
H+1/2+ε
t if and only
if the map t 7→ b(t,WHt ) ∈ CH−1/2+εt . Recall that for any γ < H, WH ∈ Cγt ; then by the
hypothesis it holds
|b(t,WHt )− b(s,WHs )| 6 C(|t− s|β + |WHt −WHs |α) 6 C(|t− s|β + JWHKαγ |t− s|αγ)
and so we can find ε > 0 small enough such that γ = H − ε andq
b
(· ,WH· )yCH+1/2+ε . 1 + JWHKαCH−ε .
As the exponent α < 1, by Fernique Theorem we deduce that
E[exp(λ‖h‖2CH+1/2−ε)] . E[exp(λCJWHK2αCH−ε)] <∞ ∀λ ∈ R.
Consider now the case H < 1/2. By Theorem 6 (as the support of b is compact uniformly in
time, we have the embedding Cα ↪→ Bαp,p for any p <∞) we know that
TW
H
b ∈ Cγt Cα+1/2H−εx ↪→ Cγt C1+εx
for some γ > 0 and ε > 0 sufficiently small, therefore the process ht = T
WH b(t, 0) is a well
defined element of Cγt . We now want to show that it actually belongs to C
H+1/2+ε
t ; we can do
so by interpolation, using the fact that TW
H
has higher spatial regularity. Indeed by properties
of the averaging operator TW
H
b ∈ Lipt Cαx and so for any θ ∈ (0, 1) it holds
‖h.‖C1−θ/2 6 ‖TW
H
b‖
C
1−θ/2
t C
β
x
6 ‖TWH b‖1−θLipt Cαx ‖T
WH b‖θ
C
1/2
t C
α+1/(2H)−ε
x
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where β = (1− θ)α+ θ(α+ (2H)−1 − ε) and thanks to the hypothesis we can choose θ ∈ (0, 1)
s.t. {
β = α+ θ2H − εθ > 0
1− θ2 > H + 12
⇐⇒ α− εθ > − θ
2H
> 1− 1
2H
.
For this choice of θ therefore we obtain
‖h‖2CH+1/2+ . ‖TW
H
b‖2θ
C
1/2
t C
α+1/(2H)−ε
x
and since the exponent 2θ < 2, and we have exponential integrability for the term on the r.h.s.
by Theorem 6, we get the conclusion. 2
In the regime H > 1/2, the hypothesis required on b is the same as in [41], although therein path-
wise uniqueness is shown only in the case d = 1, while here we obtain path-by-path uniqueness
in any dimension. In the case H = 1/2, we can allow b ∈ L∞t Cαx for any α > 0; this result is
comparable to the one from [15], in which sharper estimates allow to reach b ∈ L∞t,x. Observe
that in the regime H < 1/2 we can allow b to be only distributional; in this case, we recover
the results from [10]. Unfortunately, the original proof from [10] is wrong, due to an incorrect
version of the formula defining K−1H (see the formula for H
n just before Lemma 4.8 therein),
which is why we have decided to give an alternative proof rather than directly invoking the
results from [10].
The driving principle given by Lemma 10 is fairly general and can be applied under different
hypothesis on b, especially when we combine it with Theorems 4 and 6.
Corollary 2 Let H < 1/2 and b ∈ LqtBαp,p with (q, p) ∈ [2,∞)2, α < 0 such that
1
q
+H
(
d
p
− α
)
<
1
2
−H. (58)
Then for any x0 ∈ Rd, path-by-path uniqueness for (CPx0) under µH holds. A similar statement
holds for b ∈ LqtLpx with
1
q
+H
d
p
<
1
2
−H. (59)
Proof It follows from hypothesis (58), combined with Theorem 6 and the Besov embeddings
Bα+sp,p ↪→ Cα+s−d/p, that we can choose s satisfying (28) such that TW
H
b ∈ Cγt C1x for some
γ > 1/2. As before, we can now assume x0 = 0 and it remains to show that the process
ht = T
WH b(t, 0) ∈ Cβt for some β > H + 1/2 and satisfies integrability conditions like those
of Theorem 14. By the properties of the averaging operator, on a set of full probability it
holds
TW
H
b ∈ C1−1/qt Bαp,p ∩ C1/2t Bα+sp,p
for any s such that Hs+1/q < 1/q. Therefore by interpolation, for any θ ∈ (0, 1), it holds
TW
H
b ∈ C(1−1/q)(1−θ)+θ/2t B(1−θα)+θ(α+s)p,p ↪→ C(1−1/q)(1−θ)+θ/2t C(1−θ)α+θ(α+s)−d/p.
In order to deduce that TW
H
b (· , 0) ∈ Cβt with β > H + 1/2, we need to find parameters s > 0
and θ ∈ (0, 1) such that 
Hs+ 1q <
1
2 ,(
1− 1q
)
(1− θ) + θ2 > H + 12 ,
(1− θ)α+ θ(α+ s)− dp > 0.
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A few algebraic manipulations show that the above system is equivalent to condition (58); from
interpolation we then obtain, for β = (1− 1/q)(1− θ) + θ/2 as above,
‖h‖Cβ . ‖TW
H
b‖θ
C
1/2
t B
α+s
p,p
and since the parameter θ ∈ (0, 1), we deduce that ‖h‖Cβ satisfies (55).
In the case b ∈ LqtLpx, using the embedding Lpx ↪→ B−εp,p for any ε > 0 (see Appendix A.2) and
applying the previous result for ε sufficiently small we get the conclusion. 2
In the case b ∈ LqtLpx, it was already shown in [35] that path-wise uniqueness holds. Here we
have strengthened the result to path-by-path uniqueness. The case b ∈ LqtBαp,p with α < 0 to the
best of our knowledge has not been considered in the literature so far. Condition (58) actually
holds also in the regime α > 0, but this is not particularly interesting as one can use fractional
Sobolev embeddings (see [17]) to deduce LqtB
α
p,p ↪→ LqtLp
∗
x with
1
p∗
=
1
p
− α
d
and then reduce it to the case (59).
Remark 18 The guiding principle of Lemma 10 is fairly general, but there are situations in
which it is possible to establish path-by-path uniqueness even if Girsanov theorem is not ap-
plicable (or at least we are currently not able to find suitable estimates in order to apply it).
Consider for instance the case of H > 1/2 and b ∈ L∞t Cαx for α ∈ (0, 1) such that
α >
3
2
− 1
2H
;
observe that the condition is non trivial for every H ∈ (1/2). Then by Theorem 6 (possibly after
a localisation procedure) TW
H
b ∈ Cγt Lipx (at least locally) and so by Theorem 9 path-by-path
uniqueness holds for the whole ODE. However, lack of continuity in time of b prevents us from
applying Girsanov.
4.3 Regularity of the flow
4.3.1 Variational formula for flow of diffeomorphisms
It follows from Theorem 9 that, if b and Twb satisfy the regularity assumptions, the solution
map (θ0, t) 7→ θt is Lipschitz in space, uniformly in time (more precisely, it follows from (37)
and (38) that it is Cγt Liploc). However we cannot yet talk about a flow, as we haven’t shown
the invertibility of the solution map, nor the flow property; this is accomplished by the following
two lemmas.
Lemma 11 Let Twb ∈ Cγt Cβx and θ ∈ Cαt such that γ + βα > 1. Then setting w˜t = wT−t,
b˜t = bT−t, it holds ∫ t
0
Twb(ds, θs) = −
∫ T
T−t
T w˜ b˜(ds, θT−s). (60)
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In particular, if θ is a solution of the YDE
θt = θ0 +
∫ t
0
Twb(ds, θs),
then θ˜t = θT−t satisfies the time-reversed YDE
θ˜t = θ˜0 +
∫ t
0
T w˜ b˜(ds, θ˜s).
Proof Let Π be a partition of [0, t] given by 0 = t0 < t1 < · · · < tn = t and define t˜i = T − ti,
which defines a partition of [T − t, T ] (up to the fact that it is decreasing w.r.t. i); it holds
∑
i
Twbti,ti+1(θti) =
∑
i
TwbT−t˜i,T−t˜i+1(θT−t˜i)
= −
∑
i
TwbT−t˜i+1,T−t˜i(θT−t˜i+1) + J
where the remainder term J satisfies
|J | =
∣∣∣∣∣∑
i
[TwbT−t˜i+1,T−t˜i(θT−t˜i+1)− TwbT−t˜i+1,T−t˜i(θT−t˜i)]
∣∣∣∣∣
6 ‖Twb‖Cγt Cβx ‖θ‖Cαt
∑
i
|ti+1 − ti|α+βγ . ‖Π‖α+βγ−1 = o(‖Π‖).
By basic properties of the averaging operator we have TwbT−t,T−s(x) = T w˜ b˜s,t(x) and so overall
we obtain ∑
i
Twbti,ti+1(θti) = −
∑
i
T w˜ b˜t˜i,t˜i+1(θT−t˜i+1) + o(‖Π‖)
Taking a sequence of partitions ΠN such that ‖ΠN‖ → 0 and taking the limits on both sides we
obtain the first statement. Regarding the second statement, if θ is a solution of the YDE, then
by (60) for any t ∈ [0, T ] it holds
θT−t − θT = −
∫ T
T−t
Twb(ds, θs) =
∫ t
0
T w˜ b˜(ds, θt−s)
which implies the conclusion. 2
Similar arguments also provide the following lemma, whose proof is therefore omitted.
Lemma 12 Let Twb ∈ Cγt Cνx with γ(1 + ν) > 1 and let θ be a solution of
θt = θs +
∫ t
s
Twb(dr, θr) ∀ t ∈ [s, T ].
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Then setting θ˜t = θs+t, w˜t = ws+t and b˜t = bs+t, it holds
θ˜t = θ˜0 +
∫ t
0
T w˜ b˜(dr, θ˜r) ∀ t ∈ [0, T − s].
We are now ready to provide sufficient conditions for the existence of a Lipschitz flow.
Theorem 16 Let b, Twb satisfy the assumptions of Theorem 9. Then the YDE admits a
Cγt Liploc flow; namely, setting ∆T := {(s, t) ∈ [0, T ]2 : s 6 t}, there exists a map Φ : ∆T ×Rd →
Rd with the following properties:
i. Φ(t, t, x) = x for all t ∈ [0, T ] and x ∈ Rd;
ii. Φ(s, ·, x) ∈ Cγ([s, T ];Rd) for all s ∈ [0, T ] and x ∈ Rd;
iii. for all (s, t, x) ∈ ∆T × Rd it satisfies
Φ(s, t, x) = x+
∫ t
s
Twb(dr,Φ(s, r, x));
iv. for all 0 6 s 6 u 6 t 6 T and all x ∈ Rd, it holds Φ(u, t,Φ(s, u, x)) = Φ(s, t, x);
v. both Φ and Φ−1 are Cγt Liploc in the sense that there exists a constant C = C(γ, T, ‖Twb‖Cγt C2x)
(resp. C = C(γ, T, ‖Twb‖
Cγt C
3/2
x
∨ ‖b‖L∞t,x)) such that Φt(x) := Φ(0, t, x) satisfies
JΦKCγ Lip = sup
t ∈ [0, T ]
x 6= y ∈ Rd
|Φt(x)− Φt(y)|
|x− y| + sups 6= t ∈ [0, T ]
x 6= y ∈ Rd
|Φs,t(x)− Φs,t(y)|
|t− s|γ |x− y| 6 C
and the same inequality holds for ψt(x) defined by ψt = Φ
−1
t .
Proof The proof is a straightforward application of Theorem 9 and Lemmata 11 and 12. In both
cases of time reversal and translation we have ‖T w˜ b˜‖CγC2 6 ‖Twb‖CγC2 (same for ‖·‖CγC3/2 and
‖·‖L∞t,x) so that uniqueness holds also for the reversed/translated YDE, with the same continuity
estimates; this provides respectively invertibility of the solution map and flow property. 2
From now on for simplicity we are going to consider only the map Φt(x), which by an abuse of
notation and language, will be just denoted by Φ and referred to as the flow of the YDE. This
is just to keep the notation simple and indeed all the proofs can be easily adapted to the whole
flow Φ(s, t, x).
We now state a specialised version of Theorem 9 which is quite useful for practical purposes, as it
clearly identifies a way to approximate the flow associated to Twb, which by the YDE formulation
is well defined when b is only a distribution, by means of more regular flows, associated to drifts
bε for which also the ODE interpretation is meaningful.
Lemma 13 Let b, Twb satisfy the hypothesis of Theorem 9 and let {ρε}ε>0 be a family of spatial
mollifiers, bε = ρε ∗ b. Then bε satisfies the hypothesis of Theorem 9 for any ε > 0; denote by Φε
and Φ the flows associated respectively to bε and b. Then Φε → Φ uniformly on compact sets;
more precisely, for any γ˜ < γ and any fixed R > 0 it holds
lim
ε→0
sup
x∈BR
‖Φ(·, x)− Φε(·, x)‖Cγ˜ = 0. (61)
In the case b ∈ L∞t,x, the above convergence actually holds for any γ˜ < 1.
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Proof We only prove the statement in the case Twb ∈ Cγt C2x, the other one being almost
identical. By the properties of mollifiers it holds Twbε = (Twb)ε, so that ‖Twbε‖Cγt C2x 6‖Twb‖Cγt C2x for all ε > 0, thus the hypothesis of Theorem 9 are satisfied uniformly in ε > 0.
Once we fix R > 0, by the a priori estimates from Theorem 8 we have a uniform bound of the
form
sup
ε>0
sup
x∈BR
‖Φε(·, x)‖Cγ 6 C <∞;
in particular we can localise Twb and Twbε in such a way that they all have support contained in
a sufficiently big ball (say for instance B2R) in such a way that for x ∈ BR, Φ (· , x) and Φε (· , x)
are not affected by it. Now take any γ˜ ∈ (1/2, γ), then by (37) in order to conclude it is enough
to show that Twbε → Twb locally in C γ˜t Lipx; but this is an immediate consequence of Lemma 4.
2
From now on we will adopt the following notation: whenever all the Young integrals involved
are well defined, we write ∫ t
0
fsA(ds,θs) :=
∫ t
0
fsd
(∫ ·
0
A(dr, θr)
)
,
so that in particular, whenever ϕ is regular enough for Twϕ to make sense both as a Young
integral and a Lebesgue integral, it holds∫ t
0
fsT
wϕ(ds,θs) =
∫ t
0
fsϕ(s, θs + ws)ds.
We are now ready to further improve the regularity of the flow Φ and provide a variational
equation for DxΦ, as well as an expression for its Jacobian. In the case A = T
wb ∈ Cγt C2x a
similar result was proved in [30], Section 3.3; our derivation is of different nature and based
on approximating b by more regular bε, for which standard ODE theory applies. The case
Twb ∈ Cγt C3/2x appears to be new.
Theorem 17 Let b, Twb satisfy the hypothesis of Theorem 9. Then Φ associated to b is a flow
of diffeomorphisms and Φ and ψ = Φ−1 belong to Cγt C
1
loc. Moreover Φ satisfies the variational
equation
DxΦt(x) = I +
∫ t
0
DxΦs(x) ◦ TwDxb(dr,Φr(x)) (62)
which is meaningful as a YDE; here ◦ denotes the matrix-type product given by A ◦B = BA.
The Jacobian JΦt(x) = det(DxΦt(x)) satisfies the identity
JΦt(x) = exp
(∫ t
0
div Twb(ds,Φs(x))
)
(63)
and there exists a constant C = C(γ, T, ‖Twb‖CγC2) > 0 (resp. C(γ, T, ‖Twb‖CγC3/2 ∨ ‖b‖L∞))
s.t.
C−1 6 JΦt(x) 6 C ∀ (t, x) ∈ [0, T ]× Rd.
In particular, the flow is Lagrangian.
Proof As before, to avoid repetitions we give a detailed proof only in the case Twb ∈ Cγt C2x; we
provide in the end the main differences of the proof in the case b ∈ L∞t,x, Twb ∈ Cγt C3/2x .
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We divide the proof in several steps, but the main idea is the following: in the case of spatially
smooth b, the result is just a reformulation of the standard ODE results; in the general case we
can recover the result by reasoning by approximation with the help of Lemma 13.
Step 1: Proof in the case of regular b. Let us first assume in addition that b ∈ LqtC2x for some
q > 2; then in this case we know that the YDE formulation is equivalent to the ODE one, so
that the flow Φ associated to b satisfies
Φt(x) = x+
∫ t
0
b(s,Φs(x) + ws)ds;
moreover by standard ODE theory we have the variational equation
DxΦt(x) = I +
∫ t
0
DxΦs(x) ◦Dxb(s,Φs(x) + ws)ds
= I +
∫ t
0
DxΦs(x) ◦ d
ds
(∫ s
0
Dxb(r,Φr(x) + wr)dr
)
= I +
∫ t
0
DxΦs(x) ◦ TwDxb(dr,Φr(x)).
The term in the last line now makes perfectly sense as a Young integral, as the term∫ ·
0
TwDb(dr,Φr(x))
is a well defined Cγt map for γ > 1/2, since b ∈ LqtC1x, proving the first part of the claim.
Step 2: Approximation and characterisation of the limit as ε→ 0 of DxΦε. Consider a sequence
Twbε, Φε defined by spatial mollification as in Lemma 13. By Step 1, for any ε > 0, DxΦ
ε satisfies
the variational equation, which for fixed x is a linear YDE in the unknown DxΦ
ε(·, x) with drift∫ ·
0
TwDxb
ε(dr,Φεr(x)); thanks to the a priori bounds given by Theorem 8, which for fixed x are
uniform in ε, we have the estimate∥∥∥∥∫ ·
0
TwDbε(dr,Φεr(x))
∥∥∥∥
Cγ
. ‖TwDbε‖Cγ Lipx‖Φε(·, x)‖Cγ . ‖Twb‖CγC2
which implies by Proposition 3 in Appendix A.1 that for fixed x we have the uniform estim-
ate
sup
ε>0
‖DxΦε(·, x)‖Cγ <∞.
As in the proof of Lemma 13, for any δ > 0 we have TwDbε → TwDb locally in Cγ−δt C2−δx , as
well as Φε(·, x)→ Φ(·, x) in Cγ−δt , thus choosing δ sufficiently small such that (γ − δ)(2− δ) > 1
by the continuity of nonlinear Young integral it holds∫ ·
0
TwDbε(dr,Φεr(x))→
∫ ·
0
TwDb(dr,Φr(x)) in C
γ−δ
t .
By the a priori estimates on DxΦ
ε(·, x), we can extract a subsequence converging to a limit in
Cβ for any 1/2 < β < γ; let us denote this limit by g(·, x) (the notation will be clear in a
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second). By Step 1, DxΦ
ε satisfy variational equations with drifts
∫ ·
0
TwDxb
ε(dr,Φε(r, x)) →∫ ·
0
TwDxb(dr,Φ(r, x)), which implies that g(·, x) must satisfy the linear YDE
g(t, x) = I +
∫ t
0
g(s, x) ◦ TwDxb(dr,Φr(x)).
But the solution to this linear equation unique, thus so is the limit of any subsequence we
can extract, showing that the whole sequence {DxΦε(·, x)}ε>0 converges to such g(·, x). The
reasoning holds for any x ∈ Rd.
Step 3: Continuity of the map (t, x) 7→ g(t, x). This step is very similar to the previous one, so
we only sketch it. Continuity in t is clear, we only need to prove continuity in x; by the continuity
of the flow, for any sequence xn → x we have Φ(·, xn)→ Φ(·, x) in Cγ−δ for any δ > 0 and since
all xn lie in a bounded ball, we have uniform estimate both on
∫ ·
0
TwDb(dr,Φr(xn)) and g(·, xn).
Therefore by the usual compactness argument we deduce that g(·, xn) converge in Cγ−δ to the
unique solution of the YDE associated to
∫ ·
0
TwDb(dr,Φr(x)), namely g(·, x).
Step 4: Flow of diffeomorphisms. We know that for any R > 0, the flows Φε are spatially
Lipschitz in BR, uniformly in [0, T ] and ε > 0, and that they converge uniformly on compact sets
to Φ, while their spatial derivatives DxΦ
ε converge to the continuous function g(t, x). Therefore
we deduce that g(t, x) = DxΦt(x), thus showing that Φ is C
1 in space, uniformly in time;
moreover by construction g is the unique solution to the variational equation (62). The reasoning
applies to ψ = Φ−1 as well, as it is the flow associated to the time reversed drift T w˜ b˜, which
enjoys the same regularity as Twb.
Step 5: Jacobian. As before, let us first assume b spatially smooth, then by standard ODE
theory it holds
JΦt(x) = exp
(∫ t
0
div b(s,Φs(x) + ws)ds
)
= exp
(∫ t
0
div Twb(ds,Φs(x))
)
which gives equation (63) in this case. The general case is accomplished as above by an approx-
imation procedure, using the continuity of Young integrals. Regarding the bound on JΦ, by
Point 4 of Theorem 7 combined with the a priori estimates on Φ, we obtain
JΦt(x) . ‖ div Twb‖Cγ Lip (1 + JΦ (· , x)KCγ ) 6 C
which gives the upper bound; the lower bound follows from (JΦt(x))
−1 = Jψt(x) 6 C. Lag-
rangianity follows from the two-sided bound.
Step 6: Differences in the case b ∈ L∞t,x with Twb ∈ Cγt C3/2x . The proof in this case goes along
the exact same lines, with only slightly different regularity estimates. Indeed in this case we
know that Φ(·, x) is Lipschitz with JΦ(·, x)KLip 6 ‖b‖L∞ for all x ∈ Rd and so the drift associated
to the variational equation is controlled by∥∥∥∥∫ ·
0
TwDbε(dr,Φε(r, x))
∥∥∥∥
Cγ
. ‖TwDbε‖CγC1/2JΦε(·, x)KLip 6 ‖Twb‖CγC3/2‖b‖L∞ .
Moreover by Lemma 13, we now have Φε (· , x) → Φ(·, x) in C1−δ for all δ > 0 and so all
the reasonings related to compactness and continuity of Young integrals still work. A similar
reasoning goes for equation (63) and the two-sided estimates for J(t, x). 2
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Remark 19 A closer look at the proof shows that the result can be further generalised to include
the case of Twb ∈ Cγt Cνx with b ∈ LptL∞x , under the conditions γ > 1/2 and ν > 1 + q/2, q being
the conjugate of p, i.e. 1/p+ 1/q = 1.
Remark 20 Recall that in the case of spatially smooth b, differentiating the relation ψt(Φt(x)) =
x w.r.t. t, one obtains that ψ satisfies the PDE
∂tψt(x) +Dxψt(x)b(t, x+ wt) = 0 for all (t, x) ∈ [0, T ]× Rd. (64)
Equation (64) still holds if b ∈ C0t,x and Twb ∈ Cγt C3/2x , since in this case Φ is locally C1t,x and
the same holds for ψ; in the general case Twb ∈ Cγt C2x, reasoning by approximation, it is still
satisfied in the following generalised sense:
ψt(x)− x =
∫ t
0
Dxψs(x)T
wb(ds, x) for all (t, x) ∈ [0, T ]× Rd (65)
where the r.h.s. is a Young integral in time, for fixed x ∈ Rd.
4.3.2 Higher regularity
Similarly to the standard ODE case, we can show that the flow Φ inherits the spatial regularity
of Twb, i.e. to a more regular averaged functional Twb corresponds a more regular flow of
solutions.
Theorem 18 Let n ∈ N, n > 1, γ > 1/2 and assume that one of the following conditions holds:
• Twb ∈ Cγt Cn+1x ; or
• Twb ∈ Cγt Cn+1/2x and b ∈ L∞t,x.
Then the YDE associated to θ admits a locally Cnx -regular flow (t, x) 7→ Φ(t, x).
Proof As before, we give a detailed proof in the case Twb ∈ Cγt Cn+1x and in the end highlight
the main differences in the other case. The idea of the proof, similarly to that of Theorem 17,
is to reason by approximation and establish first that, for bε = ρε ∗ b, it holds Φε ∈ Cγt Cn+1x
with an estimate which is uniform in ε > 0; then the conclusion follows from taking the limit
as ε → 0. In order to get uniform estimates, we will show that for any k 6 n, DkxΦε satisfies
a variational type equation in which the leading term is a linear Young integral. We split the
proof in several steps.
Step 1: k-th order variation equation. We start by assuming b ∈ LqtC∞x in addition to the
assumptions, so that by standard ODE theory the associated flow has C∞ spatial regularity. We
now adopt the following convention: the symbol ◦ denotes a suitably chosen matrix product,
which can change from line to line. We claim that, for any 1 6 k 6 n, DkxΦ satisfies the
variational-type equation
DkxΦ(t, x) =
∫ t
0
DkxΦ(s, x) ◦DxTwb(dr,Φ(r, x)) + Fk({DixΦ(·, x)}i6k−1) (66)
where the first integral makes sense in the Young sense and the Fk are “polynomial” functions
of the form
Fk({DixΦ(·, x)}) =
k∑
α=1
∑
β
aβ
∫ t
0
k−1⊗
i = 1
(DiΦ(s, x))⊗βi ◦DαTwb(dr,Φ(r, x))
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where the internal sum is taken over all possible β = (β1, . . . , βk−1) with βi ∈ {1, . . . , k} such
that
∑
i iβi = k and aβ are suitable coefficients of combinatorial nature. Observe that, in terms
of the variable DkxΦ(·, x), equation (66) is a linear YDE of the form yt =
∫ t
0
Adsys + ht, as the
second term does not have any dependency on DkxΦ.
The proof is by induction on k, the case k = 1 being immediate. In the case k = 2, differentiating
both terms in the variational equation associated to the drift (t, x) 7→ b(t, x+ wt)
DxΦ(t, x) = I +
∫ t
0
DxΦ(s, x) ◦Dxb(s,Φ(s, x) + ws)ds,
we obtain
D2xΦ(t, x) =
∫ t
0
D2xΦ(s, x) ◦Dxb(s,Φ(s, x) + ws)ds+
∫ t
0
DxΦ(s, x)
⊗2 ◦D2xb(s,Φ(s, x) + ws)ds
=
∫ t
0
D2xΦ(s, x) ◦DxTwb(dr,Φ(r, x)) +
∫ t
0
DxΦ(s, x)
⊗2 ◦D2xTwb(dr,Φ(r, x))
which is exactly of the form (66). Now assume that the statement is true for k, then differenti-
ating (66) on both sides we obtain
Dk+1x Φ(t, x) =
∫ t
0
Dk+1x Φ(s, x) ◦DxTwb(dr,Φ(r, x))
+
∫ t
0
(DkxΦ(s, x)⊗DxΦ(s, x)) ◦D2xTwb(dr,Φ(r, x)) + F˜k+1({DiΦ(·, x)}i6k)
where F˜k+1({DiΦ(·, x)}i6k+1) = DxFk({DiΦ(·, x)}i6k) and it is easy to check that it is still of
“polynomial type”.
Step 2: Inductive estimate on DkxΦ. Fix R > 0; we claim that, for any 2 6 k 6 n, there exists
a constant Ck <∞ (which depends on R), which is independent of ‖b‖LqtC∞x , such that
sup
i6k
sup
x∈BR
‖DiΦ(·, x)‖Cγt <∞.
Again the proof is inductive, mainly relying on the fact that DiΦ solves the linear YDE (66) in
combination with the a priori bounds given by Proposition 3.
We start by proving the claim in the case k = 2. In this case we already know by Theorems 8
and 17 that supx∈BR(‖Φ(·, x)‖+ ‖DΦ(·, x)‖Cγt ) 6 C; moreover by properties of Young integral
we have
∥∥∥∥∫ ·
0
DxΦ(s, x)
⊗2 ◦D2xTwb(dr,Φ(r, x))
∥∥∥∥
Cγ
. ‖DxΦ(·, x)‖2Cγ
∥∥∥∥∫ ·
0
D2xT
wb(dr,Φ(r, x))
∥∥∥∥
Cγ
. ‖DxΦ(·, x)‖2Cγ‖Φ(·, x)‖Cγ‖D2xTwb‖Cγt C1x
. ‖Twb‖Cγt C3x
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as well as the bound
∥∥∫ ·
0
DxT
wb(dr,Φ(r, x))
∥∥
Cγ
. ‖Twb‖Cγt C2x‖Φ(·, x)‖Cγ . Applying again Pro-
position 85 yields the conclusion in this case.
Assume now that the claim holds for k, then by the inductive hypothesis all the term appearing
in the sum defining Fk+1 can be estimated by∥∥∥∫ ·0⊗ i, βi (DixΦ(s, x))⊗βi ◦DαxTwb(dr,Φ(r, x))∥∥∥Cγ
.
∏
i,βi
Cβik
∥∥∫ ·
0
DαxT
wb(dr,Φ(r, x))
∥∥
Cγ
.
∏
i,βi
Cβik C
ν
k‖DαxTwb‖Cγt Cνx . ‖Twb‖Cγt Cν+nx
which together with the estimate for
∥∥∫ ·
0
DTwb(dr,Φ(r, x))
∥∥
Cγ
and the application of Proposi-
tion 3 yields a new constant Ck+1.
Step 3: Approximation procedure. Let bε = ρε ∗ b denote by Φ and Φε the flows associated to
b and bε respectively. Then ‖Twbε‖Cγt Cn+1x 6 ‖T
wb‖Cγt Cn+1x for all ε > 0 and so by the previous
step we deduce that for any R > 0 there exists a suitable constant C such that
sup
ε>0
‖Φε‖L∞Wn,∞(BR) 6 C.
But Φε → Φ uniformly in [0, T ] × BR, which together with the weak-∗ compactness of balls in
Wn,∞(BR) implies that Φ ∈ L∞t Wn,∞(BR). A slightly more refined argument, analogue to the
one from Theorem 17, allows to show that, for any fixed x ∈ Rd, DnΦε(·, x) must converge as
ε → 0 to the unique solution of the variational-type equation (66) associated to Φ; with this
information at hand it is then possible to show that the limit varies continuously in x and must
coincide with DnΦ(·, x), thus showing that Φ is not only in Wn,∞loc but also Cn. We omit the
details in order to avoid unnecessary repetitions.
Step 4: The case b ∈ L∞t,x with Twb ∈ Cγt Cn+1/2x . In this case Step 1 and Step 3 are identical to
the ones above, the only change is in the estimates from Step 2, as we can use the information
‖Φ (· , x)‖Lipt < ∞ uniformly in x ∈ BR to require less regularity for Twb. For instance in the
case k = 2 we have the estimates∥∥∫ ·
0
DxΦ(s, x)
⊗2 ◦D2xTwb(dr,Φ(r, x))
∥∥
Cγ
. ‖DxΦ(·, x)‖2Cγ
∥∥∫ ·
0
D2xT
wb(dr,Φ(r, x))
∥∥
Cγ
. ‖DxΦ(·, x)‖2Cγ‖Φ(·, x)‖Lip‖D2xTwb‖Cγt C1/2x
. ‖Twb‖
Cγt C
5/2
x
and
∥∥∫ ·
0
DxT
wb(dr,Φ(r, x))
∥∥
Cγ
. ‖Twb‖
Cγt C
3/2
x
‖Φ(·, x)‖Lip. The general inductive step similar.
2
5 Application to transport type PDEs
The aim of this section is to apply the theory of Section 4 in order to solve perturbed first order
linear PDEs of the form
∂tu+ b · ∇u+ cu+ w˙ · ∇u = 0, (67)
where w˙ denotes the time derivative of w; at this stage, the equation is only formal. However,
if we assumed everything smooth, then applying the change of variables u˜(t, x) = u(t, x + wt)
(similarly for b˜, c˜), (67) would be equivalent to
∂tu˜+ b˜ · ∇u˜+ c˜u˜ = 0. (68)
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Equation (68) is now meaningful in the classical sense if for instance b˜, c˜ ∈ C0t,x, which is equival-
ent to b, c ∈ C0t,x; it also makes sense in the weak sense under suitable integrability assumptions
on b, c. Moreover the transformation that defines u˜ in function of u is well defined whenever w
is a continuous path.
Based on the above reasoning, we will adopt the convention that u is a solution to (67) if and only
if u˜ defined as above is a solution to (68) and we will study systematically the latter equation.
Let us mention that in the case w is a rough path, it is possible to give meaning to (67) and the
passage from (67) to (68) can be rigorously justified, see [9].
Although the above discussion holds for general c, we will focus only on two cases of interest,
given by transport and continuity equations, namely for c = 0 and c = div b (resp. c˜ = 0 and
c˜ = b˜).
While in Section 4 all the proofs were almost identical for b ∈ C0t,x with Twb ∈ Cγt C3/2x and
Twb ∈ Cγt C2x, here the difference becomes relevant and the first case is much easier to treat
compared to the latter; to our surprise, even if the existence of a Lipschitz flow for the associated
ODE is already known, the case Twb ∈ Cγt C2x requires the application of refined tools like
commutators and the Sewing lemma. For this reason, we split the results in two subsections,
with the proofs becoming gradually more complex, so that the difficulties arising in the second
case become apparent.
5.1 The case of continuous bounded b
Let us mention that in this case the transport equation has been treated with similar techniques
in [9], while the continuity equation in Chapter 9 from [38]. More recently, in the case b ∈ L∞t,x,
the transport equation has been investigated with different techniques in [2].
We start by considering the case c ≡ 0. Recall that b˜(t, x) = b(t, x + wt) and that in this case
the YDE associated to θ corresponds to the ODE associated to b˜, for which existence of a locally
C1t,x flow Φ is known. Let us also recall the notation from Theorem 16, namely Φt(x) = Φ(0, t, x)
and ψt = Φ
−1
t . With a slight abuse, from now on we will denote u˜ with u instead.
Proposition 1 Let b ∈ C0t,x such that Twb ∈ Cγt C3/2x , then for any u0 ∈ C1x there exists a unique
solution of
∂tu+ b˜ · ∇u = 0 (69)
with initial condition u0, which is given by ut(x) = u0(ψt(x)).
Proof Recall that by Remark 20 ψ ∈ C1t,x solves equation
∂tψ(t, x) +Dxψ(t, x)b˜(t, x) = 0.
Therefore u(t, x) := u0(ψ(t, x)) ∈ C1t,x and satisfies
∂tu(t, x) +∇u(t, x) · b˜(t, x) = ∇u0(ψ(t, x)) · [∂tψ(t, x) +Dxψ(t, x)b˜(t, x)] = 0
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which shows that it is a solution.
Conversely, let u be a solution and for a given x ∈ Rd define zt = u(t,Φt(x)). Φ˙t(x) = b˜(t,Φt(x)),
therefore z solves
z˙t = ∂tu(t,Φt(x)) +∇u(t,Φt(x)) · b˜(t,Φt(x)) = 0
which implies that u(t,Φt(x)) = u0(x) for all x and thus u(t, x) = u0(ψ(t, x)). 2
We now turn to the case c = div b, i.e. the continuity equation. Since in general div b is only
define as a distribution, it makes sense to interpret the equation in a weak sense.
We adopt the following notation: Mx(Rd) = Mx denotes the Banach space of all finite signed
Radon measures on Rd, endowed with the total variation norm. We say that v ∈ L∞t Mx is
weakly continuous if the map t 7→ vt is continuous Mx endowed with the weak-∗ topology,
equivalently if for any ϕ ∈ C∞c (Rd), the map t 7→ 〈vt, ϕ〉 is continuous.
Definition 5 Let b˜ ∈ C0t,x, v ∈ L∞t Mx. We say that v is a weak solution of the continuity
equation
∂tv +∇ · (b˜v) = 0 (70)
if v is weakly continuous and for any ϕ ∈ C∞c ([0, T ]× Rd) it holds
〈vt, ϕt〉 − 〈v0, ϕ0〉 =
∫ t
0
〈vs, ∂tϕs + b˜s · ∇ϕs〉ds. (71)
Let Φ(s, t, x) be the flow associated to b˜, then we denote by ψ(s, t, ·) the inverse of Φ(s, t, ·) as a
map from Rd to itself.
Proposition 2 Let b ∈ C0t,x such that Twb ∈ Cγt C3/2x , then for any v0 ∈Mx(Rd) there exists a
unique weak solution v of (70) with initial data v0, which is given by
vt(dx) = exp
(
−
∫ t
0
div Twb(ds, ψ(s, t, x))
)
v0(dx) (72)
or equivalently vt(dx) defined by duality as∫
Rd
ϕ(x)vt(dx) =
∫
Rd
ϕ(Φt(x))v0(dx), ∀ϕ ∈ C∞c . (73)
Remark 21 Whenever div b ∈ C0t,x, equation (72) corresponds to the classical formulation
vt(dx) = exp
(
−
∫ t
0
div b˜(s, ψ(s, t, x))ds
)
v0(dx).
Under the above assumptions equation (72) is still meaningful as a nonlinear Young integral,
since div Twb = Tw div b ∈ Cγt C1/2x and the map s 7→ ψ(s, t, x) is Lipschitz. However, we will
only use formula (73) in the proof, as it is more practical for explicit computations.
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Proof Let v be defined by (73), then for any ϕ ∈ C∞c ([0, T ]× Rd) we have
〈vt, ϕt〉 − 〈v0, ϕ0〉 =
∫
Rd
[ϕt(Φt(x))− ϕ0(x)]v0(dx)
=
∫ t
0
∫
Rd
d
ds
(ϕs(Φs(x)))v0(dx)ds
=
∫ t
0
∫
Rd
[∂tϕs(Φs(x)) +∇ϕs(Φs(x)) · bs(Φ(s, x))]v0(dx)ds
=
∫ t
0
∫
Rd
[∂tϕs(x) +∇ϕs(x) · bs(x)]vs(dx)ds,
which shows that v is a weak solution of (70).
Since equation (71) is linear, it is enough to establish uniqueness in the case v0 ≡ 0. Let v be a
given weak solution, then by standard density arguments (71) extends to all ϕ ∈ C1c ([0, T ]×Rd);
take ϕt(x) = u(ψt(x)) with u ∈ C∞c (Rd), so that ϕ ∈ C1c ([0, T ]×Rd) and it solves ∂tϕ+∇ϕ·b = 0.
Then we obtain ∫
u(ψt(x))vt(dx) = 〈vt, ϕt〉 = 〈v0, ϕ0〉 = 0 ∀u ∈ C∞c .
By usual density arguments, the relation then extends to all continuous bounded u; for fixed t,
taking u(x) = u˜(Φt(x)), we deduce that 〈u˜, vt〉 = 0 for all u˜ ∈ C0b , which implies vt ≡ 0 for all t.
2
5.2 The case of distributional b
We now pass to the case Twb ∈ Cγt C2x, without assuming any regularity on the distribution b.
To the best of our knowledge, this case has never been considered in literature so far. However,
our approach in the “Young regime”, namely for time regularity γ > 1/2, is undoubtedly similar
(and even simpler) to that in the “rough regime” γ ∈ (1/3, 1/2] treated in [5]. The use of a
commutator lemma also reflects the work [18] and Chapter 9 from [38]. Abstract transport
equations in Ho¨lder media have been treated also in [30]. However the results there are, in our
opinion, not completely clear, see Remark 24 below.
Definition 6 Let Twb ∈ Cγt C0x; we say that u ∈ Cγt C1loc is a strong solution of the Young
transport equation
u(dt, x) +∇u(t, x) · Twb(dt, x) = 0 (74)
if for all x ∈ Rd and all t ∈ [0, T ], the following Young integral equation holds
u(t, x)− u(0, x) +
∫ t
0
∇u(s, x) · Twb(dt, x) = 0. (75)
Remark 22 It is clear that for regular b, any classical solution of (69) is also a solution in the
sense of Definition 6. Let us also point out that by the assumptions and relation (75) it follows
that for any compact K ⊂ Rd and any s < t it holds
|us,t(x) +∇us(x) · Tws,tb(x)| . J∇u·(x)KCγt JTw· bKCγt |t− s|2γ . ‖u‖Cγt C1K‖Twb‖Cγt C0x |t− s|2γ
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where the last bound is uniform in x ∈ K. Equivalently, (75) can be interpreted as a functional
Young integral and for any compact K it holds
‖us,t +∇us · Tws,tb‖C0K .K |t− s|
2γ uniformly in 0 6 s 6 t 6 T. (76)
We start by showing that our candidate solution satisfies Definition 6.
Lemma 14 Let u0 ∈ C2x and define u(t, x) = u0(ψt(x)), then u ∈ Cγt C1loc and it is a strong
solution of the Young transport equation (74).
Proof The fact that u ∈ Cγt C1loc follows from ψ ∈ Cγt C1loc and standard computations. Recall
that ψ solves equation (65), therefore by Young integral chain rule, for any fixed x it holds
u(t, x)− u(0, x) =
∫ t
0
∇u0(ψs(x)) · ψ(ds, x)
= −
∫ t
0
∇u0(ψs(x)) · ∇ψs(x)Twb(ds, x)
= −
∫ t
0
∇u(s, x) · Twb(ds, x),
which gives the conclusion. 2
Remark 23 If u0 and ψ have higher regularity, then the solution u constructed above is also
more regular. For instance if u0 ∈ Cn+1x and ψ ∈ Cγt Cnloc (true by Theorem 18 for Twb ∈ Cγt Cn+1x )
then u ∈ Cγt Cnx .
By the method of characteristics, we are able to obtain the following preliminary uniqueness
result. It is however of limited applicability, see Remark 24 below.
Lemma 15 Let Twb ∈ Cγt C2x, u ∈ Cγt C2loc be a solution of (74). Then u(t, x) = u0(ψt(x)).
Proof In order to conclude, it is enough to show that the function ft := u(t,Φt(x)) is constant.
In particular it suffices to show that |fs,t| . |t − s|2γ since γ > 1/2. Recall that by (76) it
holds
|us,t(x) +∇us(x) · Tws,tb(x)| .R |t− s|2γ , ∀ y ∈ BR.
Choosing appropriately R we have
fs,t = us,t(Φt(x)) + us(Φt(x))− us(Φs(x))
= us,t(Φs(x)) +∇us(Φs(x)) · Φs,t(x) +O(|t− s|2γ)
= −∇us(Φs(x)) · Tws,tb(y) +∇us(Φs(x)) · Φs,t(x) +O(|t− s|2γ)
= O(|t− s|2γ)
where in the last passage we used the fact that Φs,t(x) =
∫ t
s
Twb(dr,Φr(x))dr. 2
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Remark 24 The hypothesis u ∈ Cγt C2x is required in order to justify the passage
us(Φt(x))− us(Φs(x)) = ∇us(Φs(x)) · Φs,t(x) +O(|t− s|2γ)
which is not true in general under the sole assumption u ∈ Cγt C1x. However, for general Twb ∈
Cγt C
2
x, we only know that ψ ∈ Cγt C1x and so the solution constructed by ut(x) = u0(ψt(x)) is
not a priori in the class Cγt C
2
x. For this reason, Lemma 15 is potentially vacuous, in the sense
that it might only imply the non existence of Cγt C
2
x-solutions, while leaving open the problem of
uniqueness in the class Cγt C
1
x, where u constructed as in Lemma 14 lives. We believe the same
issue arises in Theorems 3.6 and 3.7 from [30], which do not settle the problem of uniqueness.
Observe that the above issue is typical of the Young regime and is completely absent in the case
b ∈ C0t,x, where uniqueness follows immediately from standard arguments.
In order to prove uniqueness of solutions to (74) in the class Cγt C
1
loc, we need to use an appropriate
commutator lemma, in the style of [18]. The basic idea is as follows: let {ρε}ε>0 be a family of
standard mollifiers (assume ρ1 = ρ to be supported on B1 for simplicity), denote u
ε = ρε ∗ u;
applying convolution with ρε on both sides of (76) we deduce that for any R > 0, adopting the
notation C0R = C
0
BR
, it holds
‖uεs,t +∇uεs · Tws,tb+Rε(us, Tws,tb)‖C0R .R |t− s|
2γ uniformly in 0 6 s 6 t 6 T
where the estimate is uniform in ε > 0 and the commutator Rε appearing is the bilinear oper-
ator
Rε(h, g) = (g · ∇h)ε − g · ∇hε = ρε ∗ (g · ∇h)− g · ∇(ρε ∗ h). (77)
Now uε ∈ Cγt C2loc and so we can apply the same idea of the proof of Lemma 15, i.e. study the
function fεt = u
ε
t (Φt(x)), which we expect to be quasi constant; in the estimates, terms of the
form Rε(us, T
w
s,tb)(Φs(x)) will then start to appear, and so we need to control them as ε → 0.
For this reason we need the following lemma.
Lemma 16 The operator Rε : C0loc × C1loc → C0loc defined by (77) is such that:
i. There exists a constant C independent of ε such that ‖Rε(h, g)‖C0R 6 C‖h‖C0R+1‖g‖C1R+1 ;
ii. For any fixed h ∈ C0, g ∈ C1 it holds Rε(h, g)→ 0 uniformly on compact sets as ε→ 0.
Similar statements hold for Rε : C1loc × C2loc → C1loc.
Proof The proof is analogue to the one of Lemma II.1 from [18]. It holds
Rε(h, g)(x) =
∫
B1
h(x− εz)g(x− εz)− g(x)
ε
· ∇ρ(z)dz − (hdiv g)ε(x).
Thus claim i. follows from ‖(hdiv g)ε‖C0R 6 ‖h‖C0R+1‖g‖C1R+1 and∣∣∣∣∫
B1
h(x− εz)g(x− εz)− g(x)
ε
· ∇ρ(z)dz
∣∣∣∣ 6 ‖h‖C0R+1‖g‖C1R+1‖∇ρ‖L1
where the estimate is uniform in x ∈ BR. Now fix R > 0; we can assume that h, g, Dg all have
modulus of continuity ω on BR+1. By known properties of convolutions, (hdiv g)
ε → hdiv g
uniformly on compact sets; moreover for all x ∈ BR it holds∣∣∣∣g(x− εz)− g(x)ε −Dg(x)z
∣∣∣∣ = ∣∣∣∣∫ 1
0
[Dg(x− εθz)−Dg(x)]zdθ
∣∣∣∣ 6 ω(ε);
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combined with a similar estimate for |h(x − εz) − h(x)|, this implies that, uniformly in x ∈
BR, ∫
B1
h(x− εz)g(x− εz)− g(x)
ε
· ∇ρ(z)dz → h(x)
∫
B1
∇ρ(z) ·Db(x)zdz = h(x) div b(x)
which implies claim ii. . The statements for Rε : C1loc ×C2loc → C1loc follow immediately once we
observe that ∂iR
ε(h, g) = Rε(∂ih, g) +R
ε(h, ∂ig) as we apply the previous results. 2
We have now all the ingredients to show uniqueness.
Theorem 19 Let Twb ∈ Cγt C2x and u ∈ Cγt C1x be a solution of (74). Then u(t, x) = u0(ψt(x)).
Proof As before, it is enough to show that for any x ∈ Rd, the function ft := ut(Φt(x))
satisfies |fs,t| . |t − s|2γ , as it implies that f is constant. Recall that Φ satisfies the estimate
|x−Φt(x)| . |t|γ uniformly in x, therefore we can fix BR such that Φt(x) ∈ B2R for all t ∈ [0, T ]
and all x ∈ BR; from now on all the norms appearing will be localised on B2R without writing
it explicitly.
Since u is a solution of (74), it satisfies (76) and therefore uε satisfies
‖uεs,t +∇uεs · Tws,tb+Rε(us, Tws,tb)‖C0 . |t− s|2γ uniformly in 0 6 s 6 t 6 T.
Defining fεt = u
ε
t (Φt(x)); using the above property and going through similar calculations as in
the proof of Lemma 15, we deduce that
|fεs,t −Rε(us, Tws,tb)(Φs(x))| .ε |t− s|2γ .
The estimate above a priori depends on ε, as it involves ‖uε‖CγC2 , but we are now going to show
that under the assumption Twb ∈ Cγt C2x it is actually uniform in ε > 0. This is accomplished
with the help of the Sewing lemma, see Lemma 20 from Appendix A.1. Define
Γεs,t := R
ε(us, T
w
s,tb)(Φs(x)),
so that relation (5.2) can be rephrased as |fεs,t − Γεs,t| . |t − s|2γ . , we can estimate ‖δΓε‖2γ as
follows:
|δΓεs,u,t| = |Γεs,t − Γεs,u − Γεu,t|
6 |Rε(us, Tws,tb)(Φs(x))−Rε(us, Twu,tb)(Φu(x))|+ |Rε(us,u, Twu,tb)(Φu(x))|
6 ‖Rε(us, Twu,tb)‖C1 |Φs(x)− Φu(x)|+ ‖Rε(us,u, Twu,tb)‖C0
. |t− s|2γ‖Rε‖L2(C1×C2;C1)‖u‖CγC1JTwbKCγC2(1 + JΦ·(x)Kγ)
. |t− s|2γ
where we used the fact that JΦ·(x)Kγ . 1 by Theorem 16 and the estimate is uniform in ε, since
‖Rε‖L2(C1×C2;C1) 6 C by part i. of Lemma 16. It follows that ‖δΓε‖2γ 6 C ′ for some constant
independent of ε and therefore by Lemma 20 (specifically estimate (91)) there exists C ′′ such
that
|uεt (Φt(x))−uεs(Φs(x))−Rε(us, Tws,tb)(Φs(x))| = |fεs,t−Γεs,t| 6 C ′′|t− s|2γ ∀ ε > 0, s < t. (78)
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Since uεt (Φt(x)) → ut(Φt(x)) and by part ii. of Lemma 16 Rε(us, Tws,tb)(Φs(x)) → 0, taking the
limit as ε → 0 in (78) we deduce that |ut(Φt(x)) − us(Φs(x))| 6 C ′′|t − s|2γ , which gives the
conclusion. 2
We now pass to study weak solutions of the continuity equation associated to Twb. Given a
distribution v, we say that v ∈ (C1x)∗ if there exists a constant C such that |〈v, ϕ〉| 6 C‖ϕ‖C1 for
all smooth ϕ. We denote by ‖v‖(C1)∗ the optimal constant C. Note that, when v is a measure
then ‖vs,t‖(C1)∗ is the 1-Wasserstein distance between vt and vs.
Definition 7 Let Twb ∈ Cγt C1x and let v ∈ Cγt (C1x)∗. We say that v is a weak solution of the
Young continuity equation
v(dt) +∇ · (vtTwb(dt)) = 0, (79)
if there exists a constant C such that for all ϕ ∈ C2(Rd) the following holds:
|〈vs,t, ϕ〉 − 〈vs, Tws,tb · ∇ϕ〉| 6 C‖ϕ‖C2 |t− s|2γ . (80)
Remark 25 As before, it can be shown that for smooth b, any classical solution of
∂tv +∇ · (vb˜) = 0,
is also a solution in the sense of the definition above. Equations (79) and (80) can be rephrased
as v satisfying the functional Young integral equation
vs,t = ∇ ·
∫ t
s
vrT
wb(dr),
where the integral inside the divergence is a well defined element of (C1)∗ since the product
between C1 and (C1)∗ is still an element of (C1)∗. Formulation (80) is however more useful for
our purposes.
Lemma 17 Let Twb ∈ Cγt C2x, v0 ∈Mx and define v ∈ L∞t Mx by
〈vt, ϕ〉 =
∫
Rd
ϕ(Φt(x))v0(dx) ∀ϕ ∈ C∞c .
Then v is a weak solution of (79) with initial condition v0.
Proof Let us first show that v defined as above belongs to Cγt (C
1
x)
∗. It holds
|〈vs,t, ϕ〉| =
∣∣∣∣∫
Rd
[ϕ(Φt(x))− ϕ(Φs(x))]v0(dx)
∣∣∣∣
6 ‖ϕ‖Lip sup
x∈Rd
|Φs,t(x)|‖v0‖M . |t− s|γ‖ϕ‖Lip‖v0‖M
where we used estimate (35); it follows that ‖v‖Cγt (C1x)∗ . ‖v0‖M. We now check that v is a
solution in the sense of Definition 7. It holds
|ϕ(Φt(x))− ϕ(Φs(x))−∇ϕ(Φs(x)) · Φs,t(x)| . ‖ϕ‖C2b |Φs,t(x)|
2 . ‖ϕ‖C2b |t− s|
2γ
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where as before we used (35) and the estimate is uniform in x; similarly
|Φs,t(x)− Tws,tb(Φs(x))| . |t− s|2γ‖Twb‖CγC1JΦ·(x)KCγ . |t− s|2γ .
Combining the two estimates we obtain
|ϕ(Φt(x))− ϕ(Φs(x))−∇ϕ(Φs(x)) · Tws,tb(Φs(x))| . ‖ϕ‖C2b |t− s|
2γ
which yields
|〈vs,t, ϕ〉 − 〈vs, Tws,tb · ∇ϕ〉| 6
∣∣∣∣∫
Rd
[ϕ(Φt(x))− ϕ(Φs(x))−∇ϕ(Φs(x)) · Tws,tb(Φs(x))]v0(dx)
∣∣∣∣
. ‖ϕ‖C2b ‖v0‖M|t− s|
2γ
and thus the conclusion. 2
Theorem 20 For any given v0 ∈ Mx, there exists a unique weak solution of (79) in the class
v ∈ Cγt (C1x)∗, which is given by the one from Lemma 17.
Proof As before, by linearity it is enough to show that there exists a unique solution for the
initial condition v0 ≡ 0. The basic strategy is the usual one: given any u0 ∈ C∞c , setting ut(x) =
u0(ψt(x)), it is enough to show that the function ft := 〈vt, ut〉 is constant, as it implies
〈vt, ut〉 =
∫
u0(ψt(x))vt(dx) = 0,
and thus reasoning as in the proof of Proposition 2 that vt ≡ 0. Observe that the function u has
compact space-time support, so we don’t need to introduce localisations here.
Now we reason following the same lines as in Theorem 19, namely we spatially mollify u so that
now uε solves
uεs,t(x) +∇uεs(x) · Tws,tb(x) = Rε(us, Tws,tb)(x) +Oε(|t− s|2γ) (81)
and all the terms are in C1x due to the mollification. Define f
ε
t = 〈vt, uεt 〉, then
fεs,t = 〈vs,t, uεs〉+ 〈vs, uεs,t〉+ 〈vs,t, uεs,t〉.
The last term trivially satisfies |〈vs,t, uεs,t〉| . |t− s|2γ . Combining the estimates
|〈vs,t, uεs〉 − 〈vs, Tws,tb · ∇uεs〉| . ‖uεs‖C2 |t− s|2γ .ε |t− s|2γ
|〈vs, uεs,t〉+ 〈vs,∇uεs · Tws,tb〉 − 〈vs, Rε(us, Tws,tb)〉| .ε ‖vs‖(C1)∗ |t− s|2γ
which come respectively from v being a solution of (80) and (81) above, we overall obtain
|fεs,t − 〈vs, Rε(us, Tws,tb)〉| .ε |t− s|2γ .
As before, the estimate a priori depends on ε, but we can apply the Sewing lemma for the
choice Γs,t = 〈vs, Rε(us, bs,t)〉 for which, by analogue computations to the ones of Theorem 19,
it holds
‖δΓ‖2γ 6 ‖Rε‖L2(C1×C2;C1)‖u‖CγC1JTwbKCγC2(1 + ‖v‖Cγ(C1)∗) . 1
uniformly in ε > 0. Therefore there exists a constant C independent of ε such that
|〈vt, uεt 〉 − 〈vs, uεs〉 − 〈vs, Rε(us, bs,t)〉| 6 C|t− s|2γ .
By the properties of Rε, taking ε→ 0 we deduce |〈vt, ut〉− 〈vs, us〉| . |t− s|2γ which implies the
conclusion. 2
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A Some tools
This appendix collect some technical estimates and some reminder of various standard results,
from certain functional spaces to stochastic integration in Banach setting.
A.1 Some useful lemmas
The following chaining lemma is a slight variation on the one from [10], Lemma 3.1.
Lemma 18 Let E be a Banach space and let X : [0, T ]→ E be a continuous stochastic process
such that, for some λ > 0,
E
[
exp
(
λ
‖Xt −Xs‖2E
|t− s|2α
)]
6 C ∀ s 6= t ∈ [0, T ]. (82)
Then P-a.s. X ∈ CωE for the modulus of continuity ω(|t− s|) = |t− s|α√− log |t− s| and there
exists β > 0 such that
E[exp(βJXK2CωE)] <∞.
In particular, if X0 ≡ 0, then for any γ < α there exists β > 0 such that
E[exp(β‖X‖2CγE)] <∞.
Proof Without loss of generality we can assume T = 1. Also, we will only show that proof in the
case α = 1/2, the other cases being entirely analogue. Let us define the random variable
R(λ) =
∑
n∈N
2n−1∑
k=0
2−2n exp
(
µ
‖X(k+1)2−n −Xk2−n‖2E
2−n
)
.
Then it follows from the assumption that E[R(λ)] 6 C. We can then apply Lemma 3.1 from [10]
to deduce that there exist deterministic positive constants K,β such that
exp
(
β
‖Xt −Xs‖2E
|t− s|
)
. |t− s|−K R(λ) ∀ s 6= t
which implies by taking the logarithm and dividing by − log |t− s| that
exp
β(sup
s6=t
‖Xt −Xs‖E
|t− s|√− log |t− s|
)2 = sup
s6=t
exp
(
β
‖Xt −Xs‖2E
|t− s|(− log |t− s|)
)
. R(λ)
which yields the conclusion. Alternatively, it follows from the assumption that
E[B] := E
[∫
[0,T ]2
exp
(
λ
‖Xt −Xs‖2E
|t− s|2α
)
dtds
]
<∞
which implies that we can apply Garsia-Rodemich-Rumsey Theorem (see [28]) for the choice
ψ(x) = eλx
2
, p(x) = xα, which gives
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‖Xt −Xs‖E .
∫ |t−s|
0
√
B − log uuα−1 du .
(√
B +
√
− log |t− s|
)
|t− s|α (83)
and from which we can again deduce that
sup
s6=t
‖Xt −Xs‖E
|t− s|√− log |t− s| . 1 +√B
and the exponential integrability bound. The final claim follows immediately. 2
We also provide here a simple lemma on a priori bounds on solutions to linear Young differential
equations, in the style of Section 6.2 from [36].
Proposition 3 Let A ∈ Cγt (0, T ;L(Rd;Rd)), h ∈ Cγ([0, T ];Rd) and γ > 1/2. Then there exists
a unique solution to the YDE
xt = x0 +
∫ t
0
Adsxs + ht (84)
and there exist suitable positive constants which only depend on γ such that
JxKCγ . JAKCγ‖x‖C0 + JhKCγ ; (85)
‖x‖C0 . eCJAK1/γCγ T (|x0 + h0|+ JhKCγ ). (86)
Proof Since A ∈ Cγt C∞x , uniqueness of solutions is well known (see for instance [36]), so we are
only interested in proving the bounds (85) and (86). Up to renaming x0, we can assume h0 = 0;
we can also assume up to rescaling everything that T = 1.
We adopt the following notation: for ∆ 6 1, we consider
JxKγ,∆ := sup
0 6 s < t 6 T
|s− t| 6 ∆
|xs,t|
|t− s|γ .
Let ∆ > 0 to be chosen later, s < t such that |t− s| 6 ∆, by (84) it holds
|xs,t| 6
∣∣∣∣∫ t
s
Adrxr
∣∣∣∣+ |hs,t|
6 |As,txs|+ C|t− s|2γJAKCγ JxKγ,∆ + |t− s|γ‖h‖Cγ
6 |t− s|γ(JAKCγ‖x‖C0 + JhKCγ ) + C∆γJAKCγ JxKγ,∆
and so dividing both sides by |t− s|γ , taking the supremum over s, t and choosing ∆ such that
C∆γJAKCγ 6 1/2 we obtain JxKγ,∆ 6 2(JAKCγ‖x‖C0 + JhKCγ ). (87)
We now distinguish two cases. If JAKCγ is such that (2+C)JAKCγ 6 1/2, then it follows from (87)
with the choice ∆ = 1 and the trivial estimate ‖x‖C0 6 |x0|+ JxKγ thatJxKγ . JAKCγ |x0|+ JhKCγ . |x0|+ JhKCγ
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which immediately implies the conclusion. Suppose instead the opposite and choose ∆ such that
1/4 6 (2 + C)∆γJAKCγ 6 1/2; define In = [(n − 1)∆, n∆], Jn = supt∈In |xt|, then estimates
similar to the one done above show that
Jn+1 6 |xn∆|+ ∆γ JxKCγ(In)
6 |xn∆|(1 + 2∆γJAKCγ ) + 2JhKCγ
. Jn + JhKCγ
which implies recursively that for a suitable constant C it holds Jn 6 Cn(|x0| + JhKCγ ). Since
n ∼ ∆−1 ∼ JAK1/γCγ we deduce that
‖x‖C0 = sup
n
Jn . CJAK1/γCγ (|x0|+ JhKCγ )
which gives (86); this combined with ∆−γ ∼ JAKCγ , estimate (87) and the basic inequality
JxKCγ . ∆−γ‖x‖C0 + JxKγ,∆
yields estimate (85). 2
Similarly to the above lemma, we also have the following result.
Lemma 19 Let A ∈ Cγt Lipx such that A(t, 0) = 0 for all t > 0, h ∈ Cγt and let x be a solution
of the nonlinear YDE
xt = x0 +
∫ t
0
A(ds, xs) + ht.
Then there exist suitable positive constants which only depend on γ such that
‖x‖Cγ . eCJAK1/γCγ T (1 + JAKCγ Lip)(|x0 + h0|+ JhKCγ ). (88)
Proof Since x is a solution to the nonlinear YDE, for any s < t it holds
|xs,t| 6 |As,t(xs)|+ C|t− s|2γJAKCγ LipJxKCγ([s,t]) + |hs,t| (89)
6 |t− s|γJAKCγ Lip|xs|+ C|t− s|2γJAKCγ LipJxKCγ([s,t]) + |t− s|γJhKCγ (90)
where in the second line we used the fact that A(s, 0) = 0 by hypothesis. The rest of the
proof from here on is identical to the one of Lemma 3 and we omit it. The inequality (88) is a
combination of inequalities (85) and (86). 2
We conclude this section by recalling the Sewing lemma, which is a fundamental tool in the theory
of rough paths. Consider an interval [0, T ] and a Banach space E; let ∆n denote the n-simplex
on [0, T ], so that ∆n = {(t1, . . . , tn) : 0 6 t1 6 . . . 6 tn 6 T}. Given a map Γ : ∆2 → E, we
define δΓ : ∆3 → E by
δΓs,u,t := Γs,t − Γs,u − Γu,t.
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We say that Γ ∈ Cα,β2 ([0, T ];E) if Γt,t = 0 for all t ∈ [0, T ] and ‖Γ‖α,β <∞, where
‖Γ‖α := sup
s<t
‖Γs,t‖E
|t− s|α , ‖δ Γ‖β := sups<u<t
‖δ Γs,u,t‖E
|t− s|β , ‖Γ‖α,β := ‖Γ‖α + ‖δ Γ‖β .
Let us remark that for a map f : [0, T ]→ E, we still denote by fs,t the increment ft− fs.
Lemma 20 (Sewing lemma) Let α, β be such that 0 < α 6 1 < β. For any Γ ∈ Cα,β2 ([0, T ];E)
there exists a unique map I Γ ∈ Cα([0, T ];E) such that (I Γ)0 = 0 and∥∥∥(I Γ)s,t − Γs,t∥∥∥
E
6 C ‖δΓ‖β |t− s|β (91)
where the constant C only depends on β. In particular, the map I : Cα,β2 → Cα is linear and
bounded and there exists a constant C ′ which only depends on β and T such that
‖I Γ‖Cα 6 C ′‖Γ‖α,β . (92)
For given Γ, the map I Γ is characterised as the unique limit of Riemann-Stjeltes sums: for any
t > 0
(I Γ)t = lim|Π|→0
∑
i
Γti,ti+1 .
The notation above means that for any sequence of partitions Πn = {0 = t0 < t1 < . . . < tkn = t}
with mesh |Πn| = supi=1,...,kn |ti − ti−1| → 0 as n→∞, it holds
(I Γ)t = limn→∞
kn−1∑
i=0
Γti,ti+1 .
For a proof, see Lemma 4.2 from [26]. Let us point out that estimate (91) is extremely useful even
in cases even when I Γ is already known, as it asserts that in order to control
∥∥∥(I Γ)s,t − Γs,t∥∥∥
it is enough to have an estimate for ‖δΓ‖β .
A.2 Function spaces
We recall here the definition and basic properties of the function spaces we consider, which are
Bessel potential spaces Ls,p(Rd) and Besov spaces Bsp,q(Rd). In particular, in view of application
to regularity estimates from Section 3.3, we need interpolation estimates and heat kernel estim-
ates for such spaces. Bessel potential spaces are a subclass of Triebel–Lizorkin spaces, which
will be also introduced. Most of the material is classical and covered in the monographs [4]
and [48].
Definition 8 Let s > 0, we call Bessel potential and we denote it by Gs the linear operator with
Fourier symbol given by (1 + |ξ|2)−s/2, with the convention that G0 = I. For any p ∈ (1,∞), Gs
is a continuous embedding of Lp into itself and it satisfies the semigroup property GtGs = Gt+s.
For p ∈ (1,∞) and s > 0 we define the Bessel potential space Ls,p as Gs(Lp) (with the convention
L0,p = Lp), endowed with the norm
‖f‖Ls,p := ‖g‖Lp if f = Gsg.
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It follows immediately from the definition and the semigroup property that Gt provides an
isomorphism of Ls,p and Ls+t,p in the sense that ‖Gtf‖Ls+t,p = ‖f‖Ls,p . This allows also to
define Ls,p for negative values of s, as the set of distributions f such that Gsf ∈ Lp. Whenever
s = m integer, the space Ls,p coincides with the classical Sobolev space Wm,p, with equivalent
norm. Similarly to Sobolev spaces, Bessel embeddings are available; in particular if sp > d, we
have the continuous embedding Ls,p ↪→ Cγ with γ = s−d/p, whenever γ is not an integer.
Definition 9 Let A be the annulus B¯8/3 \ B3/4. A dyadic pair is a couple of functions (χ, ϕ)
such that χ ∈ C∞c (B4/3), ϕ ∈ C∞c (A) and such that
χ(ξ) +
∞∑
j=0
ϕ(2−jξ) = 1 ∀ ξ ∈ Rd
as well as
|j − j′| > 2 ⇒ suppϕ(2−j ·) ∩ suppϕ(2−j′ ·) = ∅.
Given such a dyadic pair, we define ∆−1 the operator with symbol χ (namely ∆−1f = F−1(χ ·
Ff)) and by ∆j for j > 0 the operator with symbol ϕ(2−j ·).
Definition 10 For s ∈ R, (p, q) ∈ [1,∞]2 we define the Besov space Bsp,q as the set of all
tempered distributions f such that
‖f‖qBsp,q :=
∞∑
j=0
2s j q‖∆jf‖qLp <∞.
The spaces Bs2,2 coincide with the (fractional) Sobolev spaces H
s which also coincide with Ls,2;
however, for p 6= 2 Bessel and Besov spaces do not coincide. Bs∞,∞ coincide with Cs whenever
s is not an integer. Also in the case of Besov spaces, embedding theorems are available; in
particular, Bsp,q ↪→ Bs−d/p∞,∞ , which coincides with Cγ whenever γ = s− d/p is not an integer. Let
us also point out that the exponent q is most of the time not particularly relevant, as for any
q˜ < q and any ε > 0 we have the embeddings Bsp,q˜ ↪→ Bsp,q ↪→ Bs−εp,q˜ .
Definition 11 For s ∈ R, (p, q) ∈ [1,∞]2 we define the Triebel–Lizorkin space F sp,q as the set
of all tempered distributions f such that
‖f‖F sp,q :=
∥∥∥∥∥∥∥
 ∞∑
j=0
2sjq|∆jf(·)|q
1/q
∥∥∥∥∥∥∥
Lp(Rd)
<∞.
Both definitions of Besov and Triebel–Lizorkin spaces are independent of the dyadic pair (χ, ϕ),
in the sense that different pairs yields the same space of distributions with equivalent norms.
Bessel spaces Ls,p correspond to F sp,2; the spaces F
s
p,q and B
s
p,q coincide if and only if p =
q, in which case F sp,p = B
s
p,p = W
s,p are sometimes referred to as fractional Sobolev spaces,
see [17]. In the case p 6= q, suitable embeddings between F sp,q and Bsp,q follow immediately from
Minkowski’s inequality, since their norms can be regarded respectively as Lp(Rd, λ; `q(N, µ))-
and `q(N, µ;Lp(Rd, λ))-norms, where λ is the Lebesgue measure in Rd and µ is the counting
measure on N. In particular, for p > q it holds Bsp,q ↪→ F sp,q while for p < q we have the reversed
embedding.
We now state a simple interpolation-like inequality for Bessel and Besov spaces. Since we don’t
have a direct reference for this result, we also provide a quick proof.
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Lemma 21 Let s > 0, p ∈ [2,∞), then for any ε > 0 there exists a constant cε such that
‖f‖Ls,p 6 cε‖f‖1−θLp ‖f‖θLs+ε,p , where θ =
s
s+ ε
.
The same statement holds with the Ls,p norm replaced by Bsp,q.
Proof We use here the equivalent norm for Ls,p given by ‖ · ‖F sp,2 as defined above. For any
N ∈ N it holds
‖f‖F sp,2 =
∥∥∥∥∥∥∥
∑
j
22sj |∆jf |
1/2
∥∥∥∥∥∥∥
Lp
6
∥∥∥∥∥∥∥
∑
j6N
22sj |∆jf |
1/2
∥∥∥∥∥∥∥
Lp
+
∥∥∥∥∥∥∥
∑
j>N
22sj |∆jf |
1/2
∥∥∥∥∥∥∥
Lp
6 2sN
∥∥∥∥∥∥∥
∑
j6N
|∆jf |
1/2
∥∥∥∥∥∥∥
Lp
+ 2−εN
∥∥∥∥∥∥∥
∑
j>N
22(s+ε)j |∆jf |
1/2
∥∥∥∥∥∥∥
Lp
6 2sN‖f‖Lp + 2−εN‖f‖F s+εp,2 .
Choosing suitableN such that 2sN‖f‖Lp ∼ 2−εN‖f‖F s+εp,2 we obtain the conclusion for L
s,p.
An similar proof can be carried out for Bsp,q; alternatively in this case one can use Ho¨lder
inequality as follows:
‖f‖qBsp,q =
∑
j
2sqj‖∆jf‖qLp 6
∑
j
2sqj/θ‖∆jf‖qLp
θ∑
j
‖∆jf‖qLp
1−θ = ‖f‖θq
B
s/θ
p,q
‖f‖(1−θ)qB0p,q
which gives the conclusion for the choice θ = s/(s+ ε). 2
We also need to recall the action of the heat flow Pt on such spaces; with a slight abuse of notation
we will denote by Pt both the convolution operator and the Gaussian density itself.
Lemma 22 For any s ∈ R, ρ > 0, p ∈ (1,∞) and for any f ∈ Ls,p, t > 0 it holds
‖Ptf‖Ls+ρ,p . t−ρ/2‖f‖Ls,p . (93)
Similarly, for any s ∈ R, ρ > 0, p, q ∈ [1,∞] and for any f ∈ Bsp,q, t > 0 it holds
‖Pt‖Bs+ρp,q . t−ρ/2‖f‖Bsp,q . (94)
Both statements are classical, the first one following immediately from the fact that, due to
the scaling Pt = t
−d/2P1(t−1/2·) which implies ‖Pt‖Lρ,1 = t−ρ/2‖P1‖Lρ,1 ; see Proposition 5 at
page 2414 of [39], for a proof in a more general context of the second statement.
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A.3 A primer on stochastic integration in UMD Banach spaces
In this appendix we recall several results on abstract stochastic integration which are needed
in order to complete the proof of Theorem 3; we believe they are also of independent interest
and therefore provide a general presentation. In view of application to Section 3.3 we only need
results for martingale type 2 spaces, which however yield the restriction to work on Lp-based
spaces with p > 2; weakening this condition to the case p = 1 would highly enhance the results,
as discussed in Remark 8, which is why in this appendix we also discuss UMD Banach spaces.
Even with this more general theory we are currently not able to overcome the obstacle, we believe
it might be of help for future developments and improvements.
All the material presented here is taken from [49], [50]. Also, we restrict for simplicity to the
case W is a real valued Brownian motion (the extension to the vector valued case W ∈ Rd
being straightforward) but the theory is far more general as it considers the case of H-cylindrical
Brownian motion, H being an abstract Hilbert space. This gives rise to γ-Radonifying norms
γ(H,E); in our simple setting, H = R, for any Banach space E it holds ‖·‖γ(H,E) = ‖·‖E .
Definition 12 Let p ∈ [1, 2]. A Banach space E has martingale type p if there exists a constant
C > 0 such that for all finite E-valued martingale difference sequences (dn)Nn=1 it holds
E
[∥∥∥∥∥
N∑
n=1
dn
∥∥∥∥∥
p
E
]
6 Cp
N∑
n=1
E[‖dn‖pE ].
The least admissible constant is denoted by Cp,E.
Examples of martingale type spaces are the following:
• Every Banach space has martingale type 1.
• Every Hilbert space has martingale type 2.
• A closed subspace of a Banach space of martingale type p has still martingale type p.
• If E has martingale type p and (S,A, µ) is a measure space, then Lr(S;E) with r ∈ [1,∞)
has martingale type p∧r; in particular Lebesgue spaces Lp(Rd) have martingale type p∧2.
• Let (E0, E1) be an interpolation couple such that Ei has martingale type pi ∈ [1, 2], let
θ ∈ (0, 1) and consider p ∈ [1, 2] such that 1/p = (1−θ)/p0 +θ/p1. Then both the complex
and real interpolation spaces Eθ and E˜θ have martingale type p.
For the last two examples see Propositions 7.1.3 and 7.1.4 from [33]. It follows from the previous
list of examples that Sobolev spaces W k,p(Rd) with p ∈ [2,∞) have martingale type as they can
be identified with closed subspaces of Lp(Rd)⊗n for suitable n; Bessel potential spaces Ls,p(Rd)
with general s are isomorphic to Lp(Rd), with isomorphism given by Gs = (1−∆)s/2, therefore for
p ∈ [2,∞) they have martingale type 2. In the case of Besov spaces Bsp,q with p, q ∈ [2,∞), again
it can be shown that they have martingale type 2, either by constructing them as interpolation
spaces (see for instance Section 17.3 from [37]) or reasoning as follows: by definition, any ϕ ∈ Bsp,q
can be identified with a sequence {∆jϕ}j ⊂ Lp(Rd) with suitable summability, namely such that
it belongs to `q(N, µ;Lp(Rd)), where µ({j}) = 2−sqj ; in the case p, q ∈ [2,∞) by the previous
examples it has martingale type 2.
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Now let W be a real valued Ft-Brownian motion on a filtered probability space (Ω,F , {Ft}t>0,P),
{Ft}t>0 being a filtration satisfying the usual conditions. For martingale type 2 spaces it is
possible to define stochastic integrals analogously to the standard case: for an adapted elementary
process φ : R+ × Ω→ E, namely of the form
φ(t, ω) =
n−1∑
i=1
xi1(ti,ti+1]×Fi(t, ω)
where 0 6 t1 < t2 < · · · < tn, xi ∈ E, Fi ∈ Fti , we set∫ ·
0
φdW :=
n−1∑
i=1
xi1Fi(W·∧ti+1 −W·∧ti).
Using the martingale type 2 property it is then possible to show that the L2 norm of the process
defined in this way is controlled by ‖φ‖L2(R+×Ω,E), see Theorem 4.6 from [50]. By standard
approximation procedures, together with Doob’s maximal inequality, the following analogue of
standard Ito integration can then be proven.
Theorem 21 Let φ : R+ × Ω→ E be a progressively measurable process satisfying
‖φ‖2L2(R+×Ω,E) = E
[∫ +∞
0
‖φt‖2Edt
]
<∞.
Then
∫
φ dW is well defined as an E-valued martingale with paths in Cb(R+;E) and satisfies
E
[
sup
t>0
∥∥∥∥∫ t
0
φsdWs
∥∥∥∥2
E
]
6 4C22,EE
[∫ +∞
0
‖φt‖2Edt
]
. (95)
Let us also remark that it follows immediately from the definition for simple processes and the
usual approximation procedure that, for any φ as above and any deterministic ϕ∗ ∈ E∗, the
following identity holds
〈ϕ∗,
∫ ·
0
φsdWs〉 =
∫ ·
0
〈ϕ∗, φs〉dWs (96)
where the integral on the r.h.s. is a standard real valued stochastic integral.
We are now ready to complete the proof of Theorem 3.
Proof Let us first show the following general fact: given a separable Banach space E and two
E-valued random variables X and Y such that for any ϕ∗ in a linearly dense subspace of E∗ it
holds
〈ϕ∗, X〉 = 〈ϕ∗, Y 〉 P-a.s. (97)
then necessarily X = Y P-a.s. Indeed, it follows from the linear density assumption that rela-
tion (97) holds for any ϕ∗ ∈ E∗; by separability of E and Hahn-Banach Theorem, it is possible
to find a countable collection {ϕ∗n}n ⊂ E∗ such that ‖ϕ∗n‖E∗ = 1 for all n and
‖x‖ = sup
n
|〈ϕ∗n, x〉| ∀x ∈ E.
By (97) and the fact that the supremum is over a countable set, we can find a set Γ of full
probability such that
‖X − Y ‖E = sup
n
|〈ϕ∗n, X − Y 〉| = 0 ∀ω ∈ Γ
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which proves the claim. Now let b ∈ C∞c ([0, T ] × Rd;R), so that it can be identified with an
element of L2(0, T ;Hs(Rd)) for any s > 0; choose s big enough so that Hs embeds into continuous
functions vanishing at infinity. Then thanks to relation (96), equation (15) can be written as:
for any x ∈ Rd,
〈δx,
∫ t
s
b
(
r, · +WHr
)
dr〉 = 〈δx,
∫ t
s
Pc˜H |r−s|2H b
(
r, · +W 2,Hs,r
)
dr〉
+〈δx,
∫ t
s
∫ t
u
Pc˜H |r−u|2H∇b
(
r, · +W 2,Hu,r
)
cH |r − u|H−1/2 dr · dBu〉 P-a.s.
where the first two integrals are interpreted as (random) Bochner integrals while the last one as a
stochastic integral in Hs (with the inner integral being a random Bochner integral); integrability
and predictability are straightforward due to the regularity of b and the properties of W 2,Hu,r .
Finally, as the collection {δx}x∈Rd is linearly dense in H−s and Hs is separable, we can apply
the general fact above to deduce that, for s < t fixed, the random variables above coincide on
a set of full probability, without the need of testing against δx. This is exactly formula (16).
2
In the setting of martingale type 2 spaces a one-sided Burkholder’s inequality is available; we
state it with the optimal asymptotic behaviour of the constants, which is needed in the estimates
in Section 3.3. It was first shown by Seidler in [47].
Theorem 22 (Theorem 4.7 from [50]) Let E be martingale type 2. Then for any progress-
ively measurable process φ : R+ × Ω → E and p ∈ (0,∞) there exists a constant C˜p,E such
that
E
[
sup
t>0
∥∥∥∥∫ t
0
φsdWs
∥∥∥∥2
E
]
6 C˜pp,EE
[(∫ ∞
0
‖φs‖2Eds
)p/2]
. (98)
In particular, it is possible to choose C˜p,E such that C˜p,E 6 CE
√
p for any p > 2, where CE is a
universal constant that only depends on the space E.
This concludes the exposition of results needed in the proofs of this work. In the rest of this
appendix, we present a brief account on stochastic integration in UMD Banach spaces.
Some of the major drawbacks of martingale type 2 spaces are the fact that they do not include
Lp spaces with p < 2, Burkholder’s inequality is in general only one-sided and it is not sharp,
which is troublesome in applications to maximal regularity of mild solutions of SPDEs. This
motivates the introduction of a larger class of spaces. As before, we only consider the case of
a real valued W , but the theory extends to W being a cylindrical H-Brownian motion for an
Hilbert space H.
Definition 13 A Banach space E is called a UMD space (i.e. it has unconditional martingale
differences) for some p ∈ (1,∞) if there exists a constant β > 0 such that for all E-valued
Lp-martingale differences (dn)n>1 and signs (εn)n>1 one has
E
[∥∥∥∥∥
d∑
n=1
εndn
∥∥∥∥∥
p
E
]
6 βpE
[∥∥∥∥∥
N∑
n=1
dn
∥∥∥∥∥
p
E
]
∀N > 1.
The least admissible constant is denoted by βp,E.
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It can be shown that if E is UMD for some p ∈ (1,∞), then it is actually UMD for all p ∈ (1,∞).
Examples are the following (here p′ ∈ (1,∞) denotes the conjugate of p):
• Every Hilbert space H is UMD with βp,H = max{p, p′}.
• If E is a UMD Banach space and (S,A, µ) is measure space, then Lp(µ;E) is a UMD space
with βp,Lp(µ;E) = βp,E .
• E is UMD if and only if E∗ is UMD and it holds βp,E = βp′,E∗ .
In the case of UMD spaces, it is possible again to construct stochastic integrals in a suitable class
of predictable processes and to obtain two-sided Burkholder inequalities.
Theorem 23 (Theorem 5.5 from [50]) Let E be a UMD Banach space and let p ∈ (1,∞).
For all progressively measurable processes φ : R+ × Ω→ E we have
1
βp,E
‖φ‖Lp(Ω;γp(L2(R+),X)) 6 E
[∥∥∥∥∫ ∞
0
φdW
∥∥∥∥p]1/p 6 βp,E‖φ‖Lp(Ω;γp(L2(R+),X)).
In the above statement, γp(L2(R+), X) stands for the p-th γ-Radonifying norm; we omit the
precise definition, which can be found in [49], [50]. There are special cases in which the γ-
Radonifying norm is equivalent to other norms with a simpler expression, in particular when
E = Lq(µ), in which case there is an isomorphism of Banach spaces
γp(L2(R+), Lp(µ)) = Lp(µ;L2(R+))
and so the previous inequality can be reformulated as
E
[∥∥∥∥∫ ∞
0
φsdWs
∥∥∥∥p
Lq(µ)
]
∼p,q E
∥∥∥∥∥
(∫ ∞
0
φ2s(·)ds
)1/2∥∥∥∥∥
p
Lq(µ)

= E
(∫
S
(∫ ∞
0
φ2(s, x)ds
)q/2
dµ(x)
)p/q .
In the case q > 2, an application of Minkowski’s inequality then yields
E
[∥∥∥∥∫ ∞
0
φsdWs
∥∥∥∥p
Lq(µ)
]
.p,q E
[(∫ ∞
0
‖φ(s, ·)‖2Lq(µ)ds
)p/2]
which is consistent with the aforementioned results for martingale type 2 spaces. In the general
case instead, assuming we want to estimate the Lq(Rd) norm of an averaged operator by means
of the Itoˆ–Tanaka formula (16), we would then need to estimate a term of the form (we omit the
constants for simplicity)
E

∫
Rd
(∫ t
s
(∫ t
u
P|r−u|2H∇b(r, x+W 2,Hu,r )|r − u|H−1/2dr
)2
du
)q/2
dx
p/q

which we are currently not able to do. The techniques employed in Section 3.3 rely quite crucially
on the simplifications given by a formula of the form (98).
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