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Statistical Robust Chinese Remainder Theorem for
Multiple Numbers
Hanshen Xiao, Nan Du, Zhikang T. Wang and Guoqiang Xiao
Abstract—Generalized Chinese Remainder Theorem (CRT) is
a well-known approach to solve ambiguity resolution related
problems. In this paper, we study the robust CRT reconstruction
for multiple numbers from a view of statistics. To the best of
our knowledge, it is the first rigorous analysis on the underlying
statistical model of CRT-based multiple parameter estimation.
To address the problem, two novel approaches are established.
One is to directly calculate a conditional maximum a posteriori
probability (MAP) estimation of the residue clustering, and the
other is based on a generalized wrapped Gaussian mixture model
to iteratively search for MAP of both estimands and clustering.
Residue error correcting codes are introduced to improve the
robustness further. Experimental results show that the statistical
schemes achieve much stronger robustness compared to state-of-
the-art deterministic schemes, especially in heavy-noise scenarios.
Index Terms—Chinese Remainder Theorem (CRT), Ambiguity
Resolution, Generalized Gaussian Mixture Model, Maximum a
posteriori probability (MAP),
I. INTRODUCTION
Pioneered by Xia’s remarkable works [21], [20], there is a rich
line of works to advance the understanding of number theory
based sparse sensing. Due to physical limitation, estimations
with integer ambiguity solution are frequently encountered
in many practical scenarios. Such cases include frequency
determination of undersampled waveforms [5], [8], [19], [28],
[29], phase unwrapping [9], [23] etc., which can be modeled
by solving some Diophantine equations. Therefore, algebraic
approaches can be applied as an alternative way to those
classic problems. Representatively, Chinese Remainder Theo-
rem (CRT) based reconstruction and co-prime or nested based
sampling/arrays [11], [13], [14] are two successful examples.
In particular, due to the nature of the distributed representation
of a number with its residues, CRT based reconstructions
have been further used in applications such as localization
estimation in wireless networks [6], [15], detection of moving
targets using multi-frequency antenna array Synthetic Aperture
Radar (SAR) [3], [4], [16], [31], which can be even executed
distributively. Generally speaking, the underlying problem can
be described as follows.
Problem of interests: Consider a set of N numbers,
Y[1:N ] = {Y1, Y2, ..., YN}, and L fixed moduli m[1:L] =
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{m1,m2, ...,mL}, which are all assumed to be integers tem-
porarily. For each ml, one may observe an unordered set
R[1:N ],l = {R1l, R2l, ..., RNl}, where Ril = 〈Yi + ∆il〉ml ,
i.e., the residue of Yi modulo ml is perturbed by a noise
∆il. Here, 〈A〉B denotes the residue of A modulo B and ∆il
are assumed to be independently and identically distributed
(i.i.d.) Gaussian noises for each i. R[1:N ],l are assumed to be
unordered, which implies that the correspondences between
the elements Ril in R[1:N ],l and Y[1:N ] are unknown. The
ultimate goal is to robustly reconstruct Y[1:N ] using R[1:N ],l,
l = 1, 2, ..., L.
The model described above captures a large class of
problems. Suppose a sinusoidal signal of multiple frequen-
cies Y[1:N ] is undersampled with multiple rates, m[1:L], and
Fourier transform is conducted on the L sample sequences to
get frequency spectrums, respectively. From the locations of
peaks in the spectrums, which may be perturbed with noise,
one can estimate the residues of frequency Yi modulo ml.
However, the correspondence relationship between the peaks,
represented by Ril, in the spectrum and Y[1:N ] are unknown
due to the modulo operation, where the disambiguation is
shown to be a nontrivial problem [7], [22], [25]. The distance
estimation via multi-frequency phase measurement can also be
the case as above, where Yi stands for the distance while ml
represents the carrier wavelength [6], [15].
Prior Art: On the whole, the underlying challenges
are twofold: the correspondence ambiguity and perturbation.
Though there have been limited interactions cutting across
both, each subproblem has been well studied separately.
For the single number case, i.e., N = 1, the number
reconstruction is usually called robust CRT (RCRT), where
residues are perturbed with errors. Error control of Hamming-
weighted errors in residue codes dated back to 1960s [12] and
the first polynomial time decoding scheme was proposed in
[1]. Nonetheless, in our case, small errors may occur across
all observations, {Ril}, and we are more interested in errors
bounded with infinity norm. To this end, the first closed-form
RCRT for errors with a bounded magnitude was proposed
in [19]. Generalized versions can be found in [29], [30]. By
deploying non-co-prime moduli, where ml = ΓMl such that
{Ml, l = 1, ..., L} are pairwise co-prime and Γ can be a real
number, it is demonstrated that when |∆il| < Γ4 for each i
and l, the reconstruction error is upper bounded by Γ4 as well
[19]. The proof has been shown in [26], where such bound
and modulus selections are optimal.
For multiple numbers with errorless residues, the recon-
struction is previously termed generalized CRT (GCRT). The
main focus is the largest dynamic range D for Y[1:N ] such
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that for arbitrary Y[1:N ] ∈ [0, D)N , they can be uniquely
determined from their unordered residues modulo m[1:L]. The
first generic lower bound of D was given in [20], and further
sharpened by [10]. In particular, when the residues of Y[1:N ]
modulo ml are distinct for l ∈ {1, 2, ..., L}, polynomial time
GCRT exists [24]. So far, the closed form of D is only known
when N = 2 [17].
To tackle correspondence ambiguity and perturbation simul-
taneously, generalized robust CRT(GRCRT) has been devel-
oped in [7] for N = 2 and later generalized to arbitrary N
[25]. Analogously, under the same setup, it is found when
Γ
∏L
l=1Ml = O(D
N ) and maxi,l |∆il| < Γ4N , Y[1:N ] can be
uniquely and robustly reconstructed with deviation bounded
by Γ4N [25].
Motivation: CRT suggests that, given a set of moduli
m[1:L], there is a bijection between a non-negative number
X and its residues modulo m[1:L] when X is less than the
least common multiple (lcm) of m[1:L]. Said another way, the
lcm of m[1:L] is the maximal utilization of moduli for number
reconstruction. However, when N ≥ 2, the severe limitation of
prior works mainly arises from the large redundancy required
to disambiguate residues and tolerate perturbation. When the
moduli are in a form ml = ΓMl, the robust deterministic
reconstruction relies on the assumption that all |∆il| should
be bounded by Γ4N . On the other hand, either in [25] or
[10], it trades off the utilization rate of moduli by shrinking
the dynamic range D to O(lcm(m[1:L])1/N ), to uniquely
determine the correspondences between R[1:N ],l and Y[1:N ],
where the number of moduli L is proportional to the number
of estimands N . Consequently, as N increases, which incurs a
larger L, Γ has to be sharply enlarged as well to meet the error
bound in considerable probability. Apparently, it is a paradox
that existing schemes behave even worse with more samples
obtained.
Clearly, the unknown correspondences between residues and
reconstructed numbers are the essential bottleneck. When the
correspondences are known, the reconstruction of N numbers
is simplified to apply RCRT for a single number N times.
Indeed, as explained in [19], RCRT matches the maximal
moduli utilization rate. Therefore, it is natural to ask whether
GRCRT can also achieve such maximal moduli utilization rate.
In this paper, resorting to statistics, we answer this question
affirmatively.
Contribution and Organization: To the best of our knowl-
edge, the underlying statistical model of GRCRT has not been
systematically studied. The most closely related work is the
maximum likelihood estimation (MLE) based RCRT explored
in [18], [6] for a single number. In this paper,
1) We show GRCRT can be described by a generalized
wrapped Gaussian Mixture Model (GMM) with extra
information on sampling. A systematic statistical analy-
sis is presented.
2) Any successful estimation depends both on reliable
statistical inference and a computationally efficient im-
plementation. We propose two efficient algorithms to
address the problem. In Algorithm 1, we first derive
the maximum a posteriori probability (MAP) of residue
clustering under Assumption 1 in a semi-closed form
and the problem is thus reduced to N independent con-
ventional RCRT. In addition, inspired by K-means clus-
tering, we further propose Algorithm 2 as an iterative
scheme to approximate the MAP of both reconstructed
Yi and residue clustering in general.
3) We show that the tradeoff amongst the three primary
parameters, N , L and Γ, can be further improved by in-
corporating error correcting codes against outliers. Thor-
ough simulation results show that the statistical schemes
significantly improve the performance compared with
deterministic methods, especially for the high-noise
case. For the extremely low-noise case, the deterministic
methods may outperform the proposed methods, which
is consistent with the theoretical analysis.
The rest of the paper is organized as follows. In Part
II, the background and methology of the proposed schemes
are presented. In part III, the MAP of residue clustering is
analyzed and we prove the optimal solution can be expressed
in a semi-closed form under Assumption 1. Part IV develops a
framework of generalized GMM and an expectation maximiza-
tion (EM) based scheme is proposed to approximate the MAP
of both clustering and estimands. In Part V, the simulation
results of the performance comparison and parameter tradeoff
are presented. Residue codes are further introduced to tolerate
clustering errors. We conclude and provide future prospects in
Part VI.
II. BACKGROUND & METHODOLOGY
First of all, we specify the problem formally. Given moduli
m[1:L] = {ml = ΓMl|l = 1, ..., L}, where Ml are pair-
wise co-prime, there are N numbers, denoted by Y[1:N ] =
{Yi|i = 1, ..., N}, to be reconstructed. For the lth sampler
with a modulus ml as sampling rate, an unordered sample
set, {Ril, i = 1, 2, ..., N}, is obtained, where Ril is the
residue of Yi interfered with noise ∆il modulo ml, i.e., Ril =
〈Yi+∆il〉ml . Here, ∆il, i = 1, 2, ..., N , is i.i.d. Gaussian noise
following N (0, σl). We define R[1:N ],l = (R1l, R2l, ..., RNl)
for short. Furthermore, we assume Y[1:N ] are independently
and uniformly distributed in [0, D), where D = Γ
∏L
l=1Ml,
i.e., the lcm of m[1:L], termed as the dynamic range. In the
following, let Yˆ[1:N ] denote the estimations of Y[1:N ].
Remark 1. It is noted that the definition of erroneous residues
in our paper is a generalization of Wang and Xia’s prior works
[19], which assumes Ril = 〈Yi〉ml + ∆il. Such definition ig-
nores the cases when 〈Yi〉ml +∆il < 0 or 〈Yi〉ml +∆il ≥ ml.
Robustness: We first flesh out how existing works achieve
robustness. Different from the binary systems, the residue
number systems are very sensitive to residue errors, where
a small error occurring in one residue may cause a large
deviation in reconstruction by trivially applying CRT. It is
mainly resulted from the non-weighted nature of residue
representation.
Therefore, the elegant idea applied in Wang’s work [19] is
to recover the quotient of Yi divided by Γ, i.e., bYiΓ c. Indeed,
once bYiΓ c is correctly reconstructed, we can escape the restrain
of modulo operations and the rest things are trivial to estimate
IEEE TRANSACTIONS ON SIGNAL PROCESSING 3
〈Yi〉Γ. Geometric explanations can be found in [25] [28]. The
follow-up works on GRCRT also follow the same idea. The
implementation of GRCRT [7] [25] can be simply concluded
as two steps:
1) First, convert GRCRT to GCRT by constructing new
residue set Rˆl = {〈bYiΓ c〉Ml , i = 1, 2, ..., N};
2) Apply GCRT to find the correspondence relationship of
elements between Rˆl and Y[1:N ] and then reconstruct
{Yi}.
However, in order to get Rˆl, according to [7], [25], it is
required that for each i, 1
max
l
∆il −min
l
∆il <
Γ
2N
= δ. (1)
For simplicity, let us assume that the variances σ2l are the same
for each l as σ2 temporarily here to ease the analysis. Since
the errors ∆il are i.i.d. Gaussian noises, the probability that
(1) holds is(∫ ∞
−∞
p(x)(Φ(x+ 2δ)− Φ(x))L−1 dx
)N
(2)
where p and Φ are the probability density and cumulative
distribution function of a Gaussian N (0, σ2), respectively.
Clearly, (2) can be further upper bounded by
(Φ(δ)− Φ(−δ))N(L−1) (3)
As N increases, with fixed σ, (3) decays exponentially in an
order of O(N2). 2
Methology: In Fig. 1, it provides a more intuitive view with
respect to the algebraic structure of residue representation.
With modulo operation, the real axis R is folded and wrapped
into a circle, of which the length equals to the modulus. When
the moduli are in such a form ml = ΓMl, the following holds:
µi = 〈〈Yi〉ml〉Γ = 〈Yi〉Γ (4)
As a property shared by all residues of Yi modulo m[1:L],
we term µi the common residue of Yi. The operation of
modulo Γ can be viewed as a projection in residue space,
shown in Fig. 1. Obviously, if {µi} are distinct, they can
be used to find the correspondences between R[1:N ],l and
Y[1:N ]. However, with the occurrence of errors, the strategy
fails to provide correct determination. However, it inspires us
to estimate the correspondences from clustering 〈Ril〉Γ. This
is the key idea of proposed reconstruction schemes, where we
only deal with µi instead of searching across [0, D). On the
other hand, CRT plays a role to aggregate the residues across
m[1:L] to find out the number they represent on the outer circle
modulo Γ
∏L
l=1Ml. The two key operations, projections to the
circle modulo Γ and CRT, which will frequently appear in the
following context, are illustrated in Fig. 1.
Throughout the rest of the paper, we will show that in
order to achieve the maximal possible dynamic range, all the
statistical analyses on Yi can be elegantly replaced by those
1We find that the assumptions that all |∆il| < Γ4N in [7], [25] can be
relaxed to (1).
2L is indeed linear proportional to N since it is required that the value of
the lcm of L
N
moduli should be bigger than Yi.
𝑚𝑜𝑑	Γ
0
𝑚𝑜𝑑	Γ𝑀'𝑚𝑜𝑑	Γ𝑀(…
𝑚𝑜𝑑	Γ* 𝑀+,+-'
Proj: .
CRT
Fig. 1: Illustration for residue projection and CRT
TABLE I: List of Notations
Notations Explanation
L The number of samplings / moduli selected
ml Moduli selected
N The number of real numbers to be reconstructed
Yi Real number to be reconstructed
Kl Permutation variable for each sampling
Ril Raw observations
∆il Gaussian noise in observation
µi Common residue, residue of Yi moduloΓ
ril Residue of observation Ril modulo Γ
Yˆi Estimation of Yi
µˆi Estimation of common residue
of the erroneous common residues, ril = 〈Ril〉Γ. For the
convenience of readers, all constantly used notations are listed
in Table I.
III. ALGORITHM ONE: MAXIMUM A POSTERIORI
ESTIMATION FOR RESIDUE CLUSTERING
In this section, we will introduce our non-informative prior
and describe the problem as a Bayesian statistical model. We
further show that under Assumption 1, the MAP of residue
clustering is in a semi-closed form and can be determined from
O(NL) candidates. Relying on the MAP of residue clustering,
it is reduced to N conventional RCRT for a single number.
For N real numbers, Y[1:N ] = {Yi, i = 1, ..., N} uniformly
distributed in [0, D), on achieving the maximal dynamic range,
D is set as D = Γ × ∏Ll=1Ml. For brevity, all noisy
residues sampled with L samplers are represented by R[1:L] =
(R[1:N ],1,R[1:N ],2, ...,R[1:N ],L). To specify the problem, we
introduce Kl, l = 1, 2, .., L, as a set of i.i.d. N -permutation
variables, which represents the underlying correspondences
between real numbers and residues. It is assumed that the
permutation variable K[1:L] = (K1,K2, ...,KL) subjects to
uniform distribution. Under a specific K[1:L], it implies that
we assume {RKl(i),l, l = 1, 2, ..., L} are the residues of Yi.
We decompose Yi as Yi = kiΓ + µi, where µi := 〈Yi〉Γ
denotes the residue of Yi modulo Γ, and ki denotes the
corresponding quotient. Since Yi follows a prior of uniform
distribution in [0, D), ki is an integer random variable uni-
formly distributed within {0, 1, 2, ..., DΓ −1}, and µi uniformly
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distributed within [0,Γ). Similarly, we decompose Ril as
jilΓ + ril, where ril := 〈Ril〉Γ denotes residue of Ril modulo
Γ, and jil denotes the quotient accordingly. We therefore move
all parameters and observations onto a ’smaller (inner) circle’
(refer to Fig. 1) modulo Γ. Accordingly, we estimate K[1:L]
with MAP, denoted by Kˆ[1:L], i.e.,
Kˆ[1:L] := arg max
K[1:L]
p(K[1:L]|R[1:L])
∝ arg max
K[1:L]
p(R[1:L]|K[1:L])
∝ arg max
K[1:L]
∫
Y1
...
∫
YN
p(R[1:L]|Y[1:N ],K[1:L])dY1...dYN
(5)
where A ∝ B denotes that for two probability density A
and B, A = cB for some constant c. The complexity of
directly solving the above objective function is prohibitively
high, where there exist exponential many, L×N !, candidates
of K[1:L]. On the other hand, given a specific K[1:L], the
integration in (5) can be simplified to calculating the following
equation,∫
Yi
p(R[1:L]|K[1:L], Yi)dYi
∝
∫ Γ
0
D
Γ∑
ki=0
L∏
l=1
∞∑
jKl(i)l=−∞
p(jKl(i)lΓ + rKl(i)l|kiΓ + µi)dµi
∝
∫ Γ
0
D
Γ∑
ki=0
L∏
l=1
∞∑
jKl(i)l=−∞
1√
2piσl
e
−(rKl(i)l−µi+(jKl(i)l−ki)Γ)
2
2σ2
l dµi
∝
∫ Γ
0
L∏
l=1
∞∑
j′
Kl(i)l
=−∞
1√
2piσl
e
−(rKl(i)l−µi+j
′
Kl(i)j
Γ)2
2σ2
l dµi
(6)
Here, jKl(i)l enumerates all integers in Z, so does j′Kl(i)j =
jKl(i)l − ki. It is noted that when L = 1, we can get:
∞∑
j′
Kl(i)l
=−∞
∫ Γ
0
1√
2piσl
e
−2(rKl(i)l−µi+j
′
Kl(i)l
Γ)2
2σ2
l dµi
=
∫ ∞
−∞
1√
2piσl
e
−2(rKl(i)l−µi)
2
2σ2
l dµi
(7)
This motivates us to think about whether we can remove
the product term on l in (6) and simplify it into a closed-
form formula as (7) under some mild assumptions. In the
following, we introduce Assumption 1, under which a poly-
nomial time algorithm is creatively proposed to determinis-
tically derive the MAP estimation for K[1:L]. We start from
introducing some notations for noise distributing intervals:
for each i = 1, 2, ..., N , we define an clockwise interval Ii
as Ii = [µi + minl ∆il, µi + maxl ∆il], i.e., starting from
µi+minl ∆il to µi+maxl ∆il clockwise, which are illustrated
in Fig. 2. In addition, let |Ii| denote the length of the directed
interval Ii, i.e., |Ii| := maxl ∆il −minl ∆il.
Assumption 1. There exists some point τ on the circle modulo
Γ such that it is not within any interval Ii and |Ii| < Γ2 for
i = 1, 2, ..., N .
Fig. 2: Illustration for the noise interval
Fig. 3: Illustration for straightened circle cut at τ
Remark 2. As illustrated in Fig. 2, τ can be an arbitrary
point on the circle which is not within any intervals Ii. On
the other hand, even if K[1:L] is determined and the problem
is simplified to N independent RCRT for a single number, we
still need further limitations on ∆il to guarantee successful
reconstructions. Robustness is proved to be achieved in [19],
[26] when |Ii| < Γ2 for i = 1, 2, ..., N . That is the reason why
we assume |Ii| < Γ2 for each i in Assumption 1.
Assumption 1 provides the convenience in analysis where
the circle can be virtually cut at point τ , and straightened into
a line where the order of ∆il for each i is still preserved. Fig.
3 is an illustration for the above operation if we cut the circle
in Fig. 2 at τ and straighten it to a line. The order of ril on the
line corresponds to the order ∆il accordingly in an ascending
order. Specifically, for each i, we denote {r(il), l = 1, 2, ..., L}
as a clockwise order statistic of {ril, l = 1, 2, ..., L}. Here,
(il) denotes a permutation on the index {l, l = 1, 2, ..., L} for
each i, such that r(il) is lth element of {ril, l = 1, 2, ..., L}
clockwise distributed on the circle starting from τ , illustrated
in Fig. 2.
Lemma 1. For each i, the errors {∆(il)} are corresponding to
the subsequence r(i1), r(i2), ..., r(iL), which are in ascending
order, i.e., {∆(il)} are the order statistic.
Proof. According to Assumption 1, τ is not within any Ii.
Therefore, Ii, the directed interval defined, is clockwise dis-
tributed starting from 〈µi + minl ∆il〉Γ to 〈µi + maxl ∆il〉Γ
and τ is in the complementary part, [0,Γ)/Ii. It is obvious that
r(i1) is closest to τ in counterclockwise direction, while r(iL)
is the closest one in clockwise direction among all ri[1:L]. For
each i, r(il) is exactly in the order, so corresponding {∆(il)}
are arranged in ascending order as well.
Lemma 1 shows that if τ is known, starting from τ , for
each i, the clockwise order of {ril} on the circle is exactly
the order of {∆il} in an ascending order accordingly. In order
to intuitively understand the relative positions of {ril}, we
convert the distribution of them on a circle to the one on
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an axis (cutting the circle at τ and stretching it into a line),
which will ease the following analysis. To this end, we give
the following definition and lemma.
Definition 1. When 0 ≤ τ ≤ min r(il) or max r(il) ≤ τ < Γ,
for i = 1, 2, ..., N and l = 1, 2, ..., L,
r˜il = ril (8)
Otherwise,{
r˜il = ril, when ril ≤ τ
r˜il = ril − Γ, when ril > τ
(9)
Lemma 2. Under Assumption 1, given {ril} and {Kl} for i =
1, 2, ..., N and l = 1, 2, ..., L, Ii can be uniquely determined.
Proof. All samples {ril} are divided into N subsets according
to {Kl}, each of which includes the L error residues of Yi,
represented by {rKl(i)l, l = 1, 2, ..., L}. When Assumption 1
holds, there should exist a clockwise directed interval over
the circle starting from rKl1 (i)l1 and ending at rKl2 (i)l2 for
some l1 6= l2 ∈ {1, 2, ..., L} such that the length is smaller
than Γ2 . All the remaining samples {rKl(i)l, l = 1, 2, ..., L, l 6=
l1, l2} lie in the interval Ii. Clearly, rKl2 (i)l2 is clockwise
neighboring to rKl1 (i)l1 . We claim such an interval is unique.
Otherwise, we assume there are two indices l3 and l4 such
that the clockwise directed interval, I ′i , starting from rKl3 (i)l3
to rKl4 (i)l4 also has a length smaller than
Γ
2 , which contains{rKl(i)l, l = 1, 2, ..., L, l 6= l3, l4}. Thus, the interval I ′i
includes the complement part of Ii. Since |Ii| is smaller than
Γ
2 , therefore, |I ′i| ≥ Γ−|Ii| > Γ2 , which incurs a contradiction.
Thus, our claim holds.
To proceed from Lemma 2, we use A1 standing for As-
sumption 1 for simplicity, shown in the following formulas.
We further modify our objective function as follows:
Kˆ[1:L] := arg max
K[1:L]
p(K[1:L]|R[1:L], A1)
∝ arg max
K[1:L]
p(K[1:L]|R[1:L], A1)× p(R[1:L]|A1)
= arg max
K[1:L]
p(R[1:L]|A1,K[1:L])× p(K[1:L]|A1)
(10)
In the following, we prove Assumption 1 is independent of
permutation K[1:L]. For any K[1:L], we have
Pr(A1|K[1:L]) =
∫
R[1:L]
p(A1,R[1:L]|K[1:L])dR[1:L]
=
∫
R[1:L]
p(A1|K[1:L],R[1:L])× p(R[1:L]|K[1:L])dR[1:L]
=
∫
R[1:L]
p(A1|K[1:L],R[1:L])× p(R[1:L])dR[1:L]
(11)
Also,
Pr(A1) =
∫
R[1:L]
∑
K[1:L]
p(A1,K[1:L],R[1:L])× p(K[1:L])dR[1:L]
=
∑
K[1:L]
∫
R[1:L]
p(A1|K[1:L],R[1:L])
× p(R[1:L]|K[1:L])× p(K[1:L])dR[1:L]
(12)
Since we assume K[1:L] are uniformly distributed, it suf-
fices to show independence that
∫
R
p(A1|K[1:L],R[1:L]) ×
p(R[1:L]|K[1:L])dR[1:L] remains constant across all K[1:L].
On the other hand, as the conditional probability den-
sity of p(R[1:L]|K[1:L]) is a normal distribution, we know∫
R[1:L]
p(A1|K[1:L],R[1:L]) × p(R[1:L]|K[1:L])dR[1:L] is con-
stant across all K[1:L]. Thus, Assumption 1 is independent of
permutation K[1:L].
If K[1:L] is a correct residue classification, assuming that
the cutting point is τ and following the notations given in
Definition 1, a closed form of (5) can be derived as follows.
Lemma 3. When Pr(K[1:L],R[1:L], A1) 6= 0,
Pr(R[1:L]|A1,K[1:L]) = Pr(r[1:L]|A1,K[1:L])
∝
N∏
i=1
∫ ∞
−∞
e−
∑L
l=1 wl(x−r˜Kl(i)l)
2
dx
(13)
where wl is the weight determined by σl, i.e., wl = 12σ2l
.
Proof. First we need to clarify, given r[1:L] and K[1:L], if there
are multiple candidates of cutting point τ , the value of (13) is
invariant to different selections of τ . For a fixed i and different
possible τ 6∈ Ii, the relative positions of {r˜Kl(i)l} do not
change, as proved in Lemma 1. The only difference is that
there may be a uniform shift on {r˜Kl(i)l}, i.e., two different
cutting points may result in two different groups {r˜Kl(i)l} and
{r˜′Kl(i)l} whereas r˜Kl(i)l−r˜′Kl(i)l equals a constant: a multiple
of Γ. However, replacing {r˜Kl(i)l} with {r˜′Kl(i)l} in (13), the
value of (13) does not change due to the integral on x along
the R.
With lemma 2 and Assumption 1, for each i, given some
µi ∈ [0,Γ), if we sort {r˜Kl(i)l} in an ascending order,
accordingly {µi+∆Kl(i)l} are also sorted ascendingly. There-
fore, the errors {∆Kl(i)l, l = 1, 2, ..., L} must be in a form
{µi − r˜Kl(i)1 + gΓ, µi − r˜Kl(i)2 + gΓ, ..., µi − r˜Kl(i)L + gΓ},
for some g ∈ Z. On the other hand, since µi are i.i.d. uniformly
distributed in [0,Γ), we can conclude that, for each i, under
the residue classification K[1:L], the probability density of ril
is proportional to
∫∞
−∞ e
−∑Ll=1 wl(x−r˜Kl(i)l)2dx. Due to the
independence of µi, (13) follows.
Furthermore, we show in the following that there exists an
efficient scheme to determine the optimal solutions of (5).
Before proceeding, we introduce the following notations for
clarity. For any given τ ∈ [0,Γ), let γτ(i)l, l ∈ {1, 2, ..., L},
denote the ith item of {r˜il, i = 1, 2, ..., N} sorted in ascending
order.
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Theorem 1. The MAP estimation of K[1:L] under Assumption
1 is to determine a cutting point τ ∈ [0,Γ) such that
arg max
τ
N∑
i=1
[
(
∑L
l=1 r˜Kl(i)lwl)
2∑L
l=1 wl
−
L∑
l=1
wlr˜
2
Kl(i)l
] (14)
and the optimal clustering strategy is to group {γτ(i)l, l =
1, 2, ..., L}: i.e., clustering the ith largest elements among each
set {r˜[1:N ]l} together for each i.
Proof. For K[1:L] = (K1,K2, ...,KL) of any correct residue
classification, (13) can be further simplified as,
N∏
i=1
∫ ∞
−∞
e−[(
∑L
l=1 wl)x
2−2∑Ll=1 r˜Kl(i)lwlx+∑Ll=1 wlr˜2Kl(i)l]dx
=
N∏
i=1
∫ ∞
−∞
exp[−(
L∑
l=1
wl)(x−
∑L
l=1 r˜Kl(i)lwl∑L
l=1 wl
)2
+
(
∑L
l=1 r˜Kl(i)lwl)
2∑L
l=1 wl
−
L∑
l=1
wlr˜
2
Kl(i)l
]dx
∝
N∑
i=1
[
(
∑L
l=1 r˜Kl(i)lwl)
2∑L
l=1 wl
−
L∑
l=1
wlr˜
2
Kl(i)l
]
(15)
Given r˜il,
∑N
i=1
∑L
l=1 wlr˜
2
Kl(i)l
in (15) is a constant. Then,
we only need to focus on
N∑
i=1
(
L∑
l=1
r˜Kl(i)lwl)
2 (16)
For the rest, we first prove that the residue cluster following
the rule of grouping Cτi = {γτ(i)1, γτ(i)2, ..., γτ(i)L} for each i
achieves the maximum value of (16). This is a generalization
of the following inequality. For two pairs of numbers a1 ≤ a2
and b1 ≤ b2, we have
(a1 + b1)
2
+ (a2 + b2)
2 ≥ (a1 + b2)2 + (a2 + b1)2 (17)
In general, for two sequences, {γτ(i)1, γτ(i)2, ..., γτ(i)L} and
{γτ(j)1, γτ(j)2, ..., γτ(j)L}, both of which are sorted in non-
decreasing order, the rearrangement inequality [2] tells that
γτ(K(1))1γ
τ
(1)2 + γ
τ
(K(2))1γ
τ
(2)2 + ...γ
τ
(K(N))1γ
τ
(N)2
≤ γτ(1)1γτ(1)2 + γτ(2)1γτ(2)2 + ...γτ(N)1γτ(N)2
(18)
where K can be any permutation on {1, 2, ..., N}. Said another
way, the maximum value of (16) is achieved when the order
is preserved. According to (18), the optimal value of (16) is
obtained following the clustering strategy claimed: we group
the ith largest elements among {r˜[1:N ]l} for each l together.
Since there are NL candidate cutting points, where one may
select τ = ril for each i and l, what we prove above presents
the local optimal classification strategy for a τ . Therefore, in
the worst case, by enumerating all the NL candidate cutting
points, we can find the final optimal solution to (5).
To conclude, the complexity of computing the MAP for
residue clustering under Assumption 1 is reduced to find out
the optimal τ from NL candidates {ril}. We conclude the
proposed algorithm as follows.
Algorithm 1 Conditional MAP Estimation of Classification
Input: Given moduli ml = ΓMl and the residues observed
Ril, i = 1, 2, ..., N, l = 1, 2, ..., L.
1. Calculate ril = 〈Ril〉Γ;
2. Calculate r˜il according to Definition 1.
3. Derive the permutation Kl according to Theorem 1, i.e.,
find the best τ .
4. Apply the conventional RCRT for a single number to get
{Yˆi}.
Output: Yˆi, i = 1, 2, ..., N .
Example 1. Consider m1 = 5 × 2, m2 = 5 × 3, Y1 = 11
and Y2 = 18. For simplicity w1 = w2 = 1, i.e., noises are
in a same level perturbing the samples with sampling rate
m1 and m2. Two observations are obtained R1 = {1, 9} and
R2 = {10, 3}. Accordingly, one can derive r1 = {1, 4} and
r2 = {0, 3}. Under Assumption 1, τ can be selected from
{0, 1, 3, 4}. Here we specify the two cases where τ = 1 and
τ = 3. When τ = 1, recalling Definition 1, r˜1 = {1,−1} and
r˜2 = {0,−2}. According to Theorem 1, the clustering strategy
is to group the smallest ones, i.e., {−1,−2}, and group the
largest ones, i.e., {1, 0}, in r˜1 and r˜2, respectively. In this
scenario, the loss function in (14) equals −1. When τ = 3,
r˜1 = {1,−1} and r˜2 = {0, 3}. Similarly, we group {−1, 0}
and {1, 3} together. The value of loss function in (14) is − 52
then. Similarly, when we set τ = 4 or τ = 0, the values of (14)
are the same: −1, which achieves the maximal of (14) among
the four cases of τ . 3 Thus, we find the MAP of clustering
by grouping {1, 10} and {9, 3} as the residues of Y1 and Y2,
respectively. The following reconstruction is applying RCRT
for a single number on the two residues sets, respectively.
IV. ALGORITHM TWO: BAYESIAN WRAPPED GAUSSIAN
MIXTURE MODEL AND TWO-STEP MAXIMIZATION FAST
ALGORITHM
In last section, we studied a conditional MAP of residue
clustering. It is noted that after the permutations K[1:L] are
estimated, we still need to apply conventional RCRT for a
single number to derive the final reconstruction of Yi [19]. It is
therefore an interesting question that whether we can estimate
both permutation K[1:L] and Y[1:N ] at the same time.
In this section, we develop a two-step searching algorithm
to figure out the estimations of both. Coming with a slight
compromise in computational complexity, the method pro-
posed in this section can achieve stronger robustness compared
to Algorithm 1. As mentioned above, if we further consider
the problem on the ’small circle’ modulo Γ, we would find
it similar to the Gaussian Mixture Model (GMM), where
the differences lie on the wrapped gaussian distribution for
noisy Ril and prior knowledge with respect to the sample
generation. Inspired with the techniques to solve GMM, in
the following, we will treat both Y [1:N ] and K[1:L] as the
targets of estimation instead of K[1:L] only, and develop a
MAP estimation for both variables at the same time. From
3τ = 0, 2, 4 are all cutting points in this example and lead to the same
clustering.
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(6), it is not hard to observe that Pr(K[1:L],Y[1:N ]|R[1:L]) =
Pr(K[1:L],µ[1:N ]|r[1:L]), which implies that we only need to
deal with the MAP of (K[1:L],µ[1:N ]) instead.
To this end, the objective function becomes
{Kˆ[1:L], µˆ[1:N ]}
:= arg max
K[1:N],µ[1:N]
Pr(K[1:L],µ[1:N ]|r[1:L])
∝ arg max
K[1:N],µ[1:N]
Pr(r[1:L]|K[1:L],µ[1:N ])
(19)
We propose an iterative method to solve the above equation.
It proceeds as follows: after initializing µ(0)[1:N ], for (t + 1)
th
iteration,
• Step one: given µ(t)[1:N ], deducing:
K(t+1)[1:L] = arg maxK[1:L]
Pr(r[1:L]|K[1:N ],µt[1:N ]) (20)
• Step two: given K(t+1)[1:L] , deducing:
µ
(t+1)
[1:N ] = arg maxµ[1:N]
Pr(r[1:L]|K(t+1)[1:L] ,µ[1:N ]) (21)
In the remaining part of this section, we will propose a fast
algorithm to solve each step and prove that it will converge to
stead state. We start from deducing a fast algorithm for step
one. Similar to equation (6), we have
Pr(r[1:L]|K[1:L],µ[1:N ])
∝
L∏
l=1
N∏
i=1
∞∑
jKl(i)l=−∞
p(jKl(i)lΓ + rKl(i)l|kiΓ + µi)
∝
L∏
l=1
N∏
i=1
∞∑
jKl(i)l=−∞
1√
2piσl
e
−(rKl(i)l−µi+(jKl(i)l−ki)Γ)
2
2σ2
l
∝
L∏
l=1
N∏
i=1
∞∑
j′
Kl(i)l
=−∞
1√
2piσl
e
−(rKl(i)l−µi+j
′
Kl(i)j
Γ)2
2σ2
l
(22)
Since Kl are independently and randomly distributed, we
may simplify (22) to find an optimal K(t+1)l for each l:
K
(t+1)
l := arg maxKl
N∏
i=1
∞∑
j′il=−∞
e
−(ril−µtKl (i)+j
′
ilΓ)
2
2σ2
l (23)
In general, since (23) is hard to solve, here we apply the
approximation method used in [18]. We define dΓ(a, b) :=
minj∈Z |a− b+ jΓ| as the distance of any two real numbers
a and b. When the σ2l is much smaller than Γ, (23) can be
approximated as
K
(t+1)
l = arg minKl
N∑
i=1
d2Γ(ril, µ
t
Kl(i)
), (24)
since exp(−d
2
Γ(rKl(i)l,µi)
2
2σ2l
) dominates the term∑∞
j′
Kl(i)l
=−∞ exp(
−(rKl(i)l−µi+j
′
Kl(i)l
Γ)2
2σ2l
). Although solving
(24) is seemingly of exponential complexity, we will show
there exists an O(N)-time algorithm in the following
theorem. Let r(i)l, i = 1, 2, ..., N , denote the ith element of
increasingly sorted sequence {r(1)l, r(2)l, ..., r(N)l} of r[1:N ],l.
Similarly, µt[i] denotes the i
th element of increasingly sorted
sequence {µt[1], µt[2], ..., µt[N ]} of µt[1:N ].
Theorem 2. There exists some ζ ∈ {1, 2, ..., N} such that the
following matching strategy: (r(〈i+ζ〉N )l, µˆ[i]), i = 1, 2, ..., N ,
minimize (24).
Proof. Let ωi and θi within [0, 2pi) denote the angles of
r(i)l and µt[i] distributed on the ’small circle’ modulo Γ,
respectively. Therefore, both {ωi} and {θi} are also in an
ascending order. Correspondingly, the difference of angles
between any pair (µt[i1], r(i2)l) is proportional to min{|ωi2 −
θi1 |, 2pi − |ωi2 − θi1 |}. To give its geometrical interpretation,
consider two concentric circles, as shown in Fig. 4, where
{µt[i]} are distributed on the outer circle and {r(i)l} are on the
inner one. We define ξi1,i2 to represent an angle difference
from µt[i1] to r(i2)l in a counterclockwise direction as positive
and otherwise as negative, which is in (−pi, pi], illustrated
in Fig. 4. Suppose that there is a line connecting each pair
(µt[i1], r(i2)l) under the optimal choice, which is also denoted
by ξi1,i2 , we will prove that those N lines do not intersect
each other.
We prove it by contradiction. Suppose there exist i1 and
i2 such that the two lines ξi1,K(i1) and ξi2,K(i2) cross each
other, without loss of generality, we set θi1 = 0, as two
concentric circles rotating simultaneously will not affect the
distributions of θi and ωi on the two circles. Also we set
θi2 ∈ (0, pi). Note that when θi2 = pi, it is impossible to result
in crossing. Therefore, when two lines cross, it falls into one
of the following four cases:
• 1) ξi1,K(i1) ≥ 0 and ξi2,K(i2) ≥ 0, i.e., 0 ≤ θi1 <
ωK(i2) < ωK(i1) ≤ pi and 0 < θi2 < ωK(i2)
• 2) ξi1,K(i1) ≥ 0 and ξi2,K(i2) < 0, i.e., 0 ≤ θi1 <
ωK(i1) ≤ pi and pi+ θi2 < ωK(i2) < 2pi and 0 ≤ θi2 < pi
• 3) ξi1,K(i1) < 0 and ξi2,K(i2) ≥ 0, i.e., 0 ≤ θi1 < θi2 < pi
and pi < ωK(i1) < ωK(i2) ≤ θi2 + pi
• 4) ξi1,K(i1) < 0 and ξi2,K(i2) < 0, i.e., 0 ≤ θi1 < θi2 < pi
and pi + θi2 ≤ ωK(i2) < ωK(i1) < 2pi
If two lines, ξi1,K(i1) and ξi2,K(i2), cross, we will
prove that the interchange of K(i1) and K(i2) will
decrease the value of the right side of (24). Because
[d2Γ(ri1l, µK(i1)) + d
2
Γ(ri2l, µK(i2))] is proportional to
[ξ2i1,K(i1) + ξ
2
i2,K(i2)
], we will use the latter instead of the
former in the following discussion.
For case 1) and 4), we have ξ2i1,K(i1) + ξ
2
i2,K(i2)
=
(ωK(i1) − θi1)2+(ωK(i2) − θi2)2. When K(i1) and K(i2) are
switched, we have
[(ωK(i1) − θi1)2 + (ωK(i2) − θi2)2]
− [(ωK(i2) − θi1)2 + (ωK(i1) − θi2)2]
= 2(θi2 − θi1)(ωK(i1) − ωK(i2)) > 0
(25)
Next for case 2) and 3), we have ξ2i1,K(i1) + ξ
2
i2,K(i2)
=
(ωK(i1) − θi1 − 2pi)2 + (ωK(i2) − θi2)2. Similarly, switching
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K(i1) and K(i2) results in
[(ωK(i1) − θi1 − 2pi)2 + (ωK(i2) − θi2)2]
− [(ωK(i2) − θi1 − 2pi)2 + (ωK(i1) − θi2)2]
= 2(θi2 − θi1)(ωK(i1) − ωK(i2)) + 4pi(ωK(i2) − ωK(i1)) > 0
(26)
Thus, under four cases, we have proved that when two lines
do not cross, the right side of (24) gets a smaller value.
We now move to the second step: given residue clustering,
how to figure out the optimal common residue? It is evident
that with given residue clustering, the optimal issue is reduced
to N independent estimations for a single common residue.
This problem has been previously studied in [18], where it
proved that the optimal estimation can be determined in O(L)
complexity. For completeness, we present the skeleton of [18]
as follows with a simplified proof.
With given clustering Kt+1[1:L], we need to figure out the
optimal µt+1[1:N ], i.e.,
µt+1i = arg min
x∈[0,Γ)
L∑
l=1
d2Γ(x, rkl(i)l) (27)
where x denotes a point on the ’small circle’ modulo Γ.
For simplicity, we assume that {γ(1), γ(2), ..., γ(L)} denote
{rkl(i)l} in an ascending order. Based on the definition of dΓ,
there must exist bl ∈ {0,±1}, such that
L∑
l=1
wld
2
Γ(µ
t+1
i , γl) =
L∑
l=1
w(l)(µ
t+1
i − γl − blΓ)2 (28)
As dΓ(µt+1i , γ(l)) ≤ Γ2 , we consider the interval Iµt+1i =
[µt+1i − Γ2 , µt+1i + Γ2 ). Without loss of generality, we as-
sume µt+1i ≥ Γ2 . Thus, there must some (j) such that
γ(j), γ(j)+1, ..., γ(L), γ(1) + Γ, ..., γ(j−1) + Γ, which are also
in an ascending order, all belong to Iµt+1i . In such case,
dΓ(µ
t+1
i , γ(l)) = |µt+1i − γ(l)| if l ≥ j; otherwise
dΓ(µ
t+1
i , γ(l)) = γ(l) + Γ − µt+1i . Substitute the above into
(27), then we have µt+1i =
∑L
l=1 w(L)γ(l)∑L
l=1 w(l)
+
∑j
l=1 w(l)γ(l)∑L
l=1 w(l)
. Since
j ∈ [1 : L], therefore,
µt+1i ∈ {
∑L
l=1 w(L)γ(l)∑L
l=1 w(l)
+
∑j
l=1 w(l)γ(l)∑L
l=1 w(l)
, j = 0, 1, ..., L−1},
(29)
which implies that in Step two, the complexity of estimating
each µt+1i is O(L), and total complexity is O(NL) . As a
summary, given the estimations of µt, we can figure out the
optimal clustering Kt+1[1:L] with O(NL) complexity according
to Theorem 2. Relying on the estimations of K[1:L], we can
further determine the optimal µt+1 still in O(NL) complexity.
It noted that the number of candidates of K[1:L] is finite and
thus the algorithm will always converge to some stationary
sate. We conclude such iterative searching as follows.
Example 2. Consider m1 = 5× 2, m2 = 5× 3, m3 = 5× 7,
Y1 = 11, Y2 = 18 and Y3 = 64. We set w1 = w2 =
w3 = 1. Three observations are obtained R1 = {2, 9, 4.3},
R2 = {10, 3, 3.6} and R3 = {10.5, 19.1, 29.4}. Accord-
ingly, one can derive r1 = {2, 4, 4.3}, r2 = {0, 3, 3.6},
Algorithm 2 MAP of Classification and Common Residues
Input: Given moduli ml = ΓMl and the residue observed Ril,
i = 1, 2, ..., N and l = 1, 2, ..., L.
1. Calculate ril = 〈r˜il〉Ml .
2. Initialize {µˆ0i , i = 1, 2, ..., N}.
3. Begin iteration t from 1 to T :
• Step-1: Given {µˆt−1i , i = 1, 2, ..., N}, determine the opti-
mal clustering, {Ktl , l = 1, 2, ..., L}, following Theorem
2.
• Step-2: Given {Ktl , l = 1, 2, ..., L}, update {µˆt−1i , i =
1, 2, ..., N} by (27).
4. Calculate
qil = [
RKTl (i)l − r˜KTl (i)l
Γ
] (30)
and reconstruct quotient Qi from qil with moduli Ml via
conventional CRT.
5. Reconstruct Yˆi = QiΓ + µˆi(T ).
Output: Yˆi, i = 1, 2, ..., N .
r3 = {0.5, 4.1, 4.4}. We initialize µˆ0 with r1 = {2, 4, 4.3},
i.e., µˆ01 = 2, µˆ
0
2 = 4 and µˆ
0
3 = 4.3. K
1
1 is clear and for K
1
2 ,
according to theorem 2, the optimal matching must be one
of the following three cases in a rotation manner: (a) (0 →
2), (3 → 4), (3.6 → 4.3); (b) (0 → 4.3), (3 → 2), (3.6 → 4)
and (c) (0→ 4), (3→ 4.3), (3.6→ 2). Clearly, (b) minimizes
(24). Similarly, we find that (0.5→ 2), (4.1→ 4), (4.4→ 4.3)
is optimal for K13 . Given K
1
[1:L], we proceed to estimate
µ1[1:N ]. Here we only take µ
1
1 as an example. With K
1
[1:L],
{2, 3, 0.5} are grouped together. µ11 must be one of the
three { 0.5+2+33 , 0.5+2+3+53 , 0.5+2+3+5×23 } and we find that
µ11 =
5.5
3 minimizes (27).
V. ROBUSTNESS STRENGTHENING AND SIMULATION
In this section, we will introduce error correcting codes to fur-
ther strengthen the robustness of proposed statistical RCRTs.
As we stressed earlier, to find correct K[1:L] plays the key
role in reconstruction. Even if only one residue is not correctly
clustered, it may compromise estimation performance heavily
in CRT systems. A natural question is that when perfect
residue clustering is not achievable, whether robust reconstruc-
tion is still possible. Fortunately, a previous work [27] has pro-
vided a positive answer to this question, as it will implement
robust reconstruction under few residues with arbitrary errors.
Assume that L moduli are used, where {ml = ΓMl} are in
an ascending order, and L0 is the smallest positive integer
L0 ≤ L, such that lcm(m1,m2, ...,mL0) = Γ
∏L0
l=1Ml > D.
Said another way, if no errors exist in residues, Yi can be
sufficiently recovered from the residues of any L0 moduli. By
taking a wrong classification with an arbitrary error happening
to that residue, from [27], we have the following theorem:
Theorem 3 ( [27] ). GivenK[1:L], where at least (L−bL−L02 c)
residues {Ri[1:L]} of Yi are correctly clustered and maxl ∆il−
minl ∆il <
Γ
2 hold for those correctly clustered residues{Ri[1:L]} for each i, then there exists a robust reconstruction
scheme for Yˆi such that |Yˆi − Yi| ≤ 3Γ4 .
IEEE TRANSACTIONS ON SIGNAL PROCESSING 9
Fig. 4: Illustration for the Step one of Algorithm 2
Remark 3. It is worthy mentioning that with fixed L0, increas-
ing L, i.e., with more moduli (samplers), does not guarantee to
continuously improve the performance of reconstruction since
a larger L always degrades the clustering accuracy. Moreover,
besides the threshold (L − bL−L02 c) requirement of K[1:L],
Theorem 3 also assumes that maxl ∆il − minl ∆il < Γ2 for
correctly clustered residues, which fails in a higher probability
with a larger L as analyzed in Section II.
In general, the reconstruction performance depends on fac-
tors including N , L, L0, Γ, the noise and also the desir-
able computation power, of which the relationships are too
complicated to be concisely expressed. However, if the noise
is limited, adding redundant residues properly can always
improve the performance. Besides, the other advantages of
the error correction mechanism will be clear for the following
majority voting based estimations.
In the rest of the section, we will show the mechanism to
fully utilize the samples from multiple samplers. A natural
idea is to regroup the moduli into different sets. Then, we
use the residues from each set to implement Algorithm 1
or 2. Roughly speaking, the basic requirement is that each
set should include at least L0 moduli, of which the lcm is
bigger than D in order to achieve a valid reconstruction. Thus,
we can obtain several estimated {Yˆi} from different sets. If
there are κ such moduli sets, we can then correspondingly
pick the N most frequent numbers from all κN reconstructed
numbers as the output. However, even if both correct residue
clusterings are obtained with two different sets, noise may still
cause a slight difference between two estimated Yˆi of the same
Yi, where the above idea can not be used straightforwardly.
Instead, in our scheme, we focus on the N most frequent
quotients. 4
In the simulation, we compare proposed algorithms with
the deterministic RCRT for multiple numbers in [25]. The
following simulation results show the comparison among
Statistical RCRT-1, short for Algorithm 1 (MAP of residue
clustering), Statistical RCRT-2, short for Algorithm 2 (MAP
4Even under correct residue classification, the common residues may be
uniformly shifted by Γ with the proposed scheme, depending on the choice
of the cutting point τ . Correspondingly, the difference of two reconstructions
of the quotient bYi
Γ
c may be 1. However, this can be easily distinguished and
here we assume they share the same estimated quotient.
of both residue clustering and common residue estimation),
and deterministic one [25]. Here, we set L0 = 2. Moduli are
selected in a form where Γ = 100 and {M1,M2, ...,ML}
are the sequence of primes starting from 23. Accordingly,
Y[1:L] are randomly selected from [0, 66700], where D =
100 × 23 × 29. Referring to the requirements of moduli in
[25], the lcm of all moduli is larger than the product of {Yi}
and we set L = L0N = 2N . We assume the variance of
noise σ2l = σ
2 = 10−SNR/10 for each l. As for the simulation
shown in Fig. 5, for both Algorithm 1 & 2, we utilize residues
from each pair of moduli, in total
(
2N
2
)
many groups for the
simulations.
We define that Yi is robustly reconstructed if the reconstruc-
tion error is upper bounded by Γ. Since the reconstruction
of N numbers is finally converted to N independent recon-
struction processes for each Yi in both proposed statistical
RCRTs, we define the success rate on average as the expected
rate that a Yi can be robustly recovered. Similarly, the perfect
reconstruction rate is the probability that all {Yi} are robustly
recovered. The two metrics may be of different interest in
different applications. SNR is limited within [−40, 0] and
N ∈ {2, 4, 6, 8, 10}. We run 1000 simulations to estimate the
success rate in each scenario.
The simulation results for both Algorithm 1 and Algorithm 2
compared to deterministic RCRT in [25] are presented in Fig. 5
(a) and (b), respectively. From Fig. 5, Algorithm 2 outperforms
Algorithm 1 as analyzed before, since Algorithm 2 is in an
iterative manner, which may face a little more computational
overhead. Heuristically, due to the non-weighted nature of
CRT, if errors happen to both residue clusterings in two
different moduli sets, the resultant Yˆi and quotients b YˆiΓ c asso-
ciated will be dramatically different in very high probability.
Therefore, when estimated b YˆiΓ c has been reconstructed at least
twice across the sets, it is of high confidence to be selected
in the majority voting. Our simulations coincide with such
intuition.
The distributions of the iteration number for different N
in Algorithm 2 are shown in the top subfigure of Fig. 6.
Generally, Algorithm 2 can reach a stationary state within
10 iterations, mostly concentrated between 2 and 3. To be
more detailed, the other successive five subfigures in Fig. 6
show how the noise level influences the number of iterations.
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(a) Proposed Statistical RCRT-1 and Deterministic RCRT [25]
-40 -35 -30 -25 -20 -15 -10 -5 0
SNR
0
0.2
0.4
0.6
0.8
1
Pr
ob
ab
ilit
y 
of
 S
uc
ce
ss
N=2 and L=4
Deterministic RCRT
Proposed Statistical RCRT-2 Successful Reconstruction on Average
Proposed Statistical RCRT-2 Perfect Reconstruction
-40 -35 -30 -25 -20 -15 -10 -5 0
SNR
0
0.2
0.4
0.6
0.8
1
Pr
ob
ab
ilit
y 
of
 S
uc
ce
ss
N=4 and L=8
Deterministic RCRT
Proposed Statistical RCRT-2 Successful Reconstruction on Average
Proposed Statistical RCRT-2 Perfect Reconstruction
-40 -35 -30 -25 -20 -15 -10 -5 0
SNR
0
0.2
0.4
0.6
0.8
1
Pr
ob
ab
ilit
y 
of
 S
uc
ce
ss
N=6 and L=12
Deterministic RCRT
Proposed Statistical RCRT-2 Successful Reconstruction on Average
Proposed Statistical RCRT-2 Perfect Reconstruction
-40 -35 -30 -25 -20 -15 -10 -5 0
SNR
0
0.2
0.4
0.6
0.8
1
Pr
ob
ab
ilit
y 
of
 S
uc
ce
ss
N=8 and L=16
Deterministic RCRT
Proposed Statistical RCRT-2 Successful Reconstruction on Average
Proposed Statistical RCRT-2 Perfect Reconstruction
-40 -35 -30 -25 -20 -15 -10 -5 0
SNR
0
0.2
0.4
0.6
0.8
1
Pr
ob
ab
ilit
y 
of
 S
uc
ce
ss
N=10 and L=20
Deterministic RCRT
Proposed Statistical RCRT-2 Successful Reconstruction on Average
Proposed Statistical RCRT-2 Perfect Reconstruction
(b) Proposed Statistical RCRT-2 and Deterministic RCRT [25]
Fig. 5: Comparison for Success Rate of Robust Reconstruction between the proposed two statistical RCRT and Deterministic
RCRT in [25]
Here ’low SNR’ stands for the cases where SNR is within
[−40,−20) and ’high SNR’ refers to SNR within [−20, 0].
Clearly, low SNR may incur a higher complexity, while the
number of iterations in high SNR cases is within 3 rounds on
average.
Finally, we give two examples to show how error correcting
techniques can improve the performance, where N is set
to 2 and 6, respectively. Given L = 4, we compare the
performances of Algorithm 2 with and without incorporating
error correction 5, which is shown in Fig. 7. It is noted
that all the four moduli need to be simultaneously used in
Algorithm 2 to apply error correction in reconstruction; while
without error correction, the moduli are regrouped into
(
4
2
)
,
i.e., 6, sets and the original Algorithm 2 is applied on each
set with majority voting strategy afterwards. In the case with
N = 2 (the upper one in Fig. 7), error correction does not
provide a better tradeoff. That is because when N is small,
clusterings produced are accurate enough. In such scenario,
it is more reasonable to generate more modulus sets for
5From Theorem 3, here we can tolerate at most one clustering error since
L0 = 2 and bL−L02 c = 1.
the reconstructions of numbers respectively to the majority
voting. However, as N increases, clustering errors happen in
a sharply increasing rate, where merely a larger number of
reconstructions from different sets do not benefit the success
rate of majority voting so much. The lower one in Fig. 7 shows
that given N = 6, the error correction based Statistical RCRT-
2 outperforms the original one when SNR is bigger than -37.5.
VI. CONCLUSION AND PROSPECTS
In this paper, we present the first statistical based approaches
to efficiently solve the robust reconstruction of multiple num-
bers from unordered residues. Compared with deterministic
schemes, the proposed statistical RCRT methods significantly
improve the performance of reconstruction, which can be fur-
ther strengthened with error correcting techniques. However,
in extremely low noise cases, the performance of deterministic
schemes can be better especially when Γ is small. Therefore,
it would be of great interest to investigate the tradeoff between
statistical inference and deterministic error tolerance.
Another problem that remains open is how to determine the
optimal size of modulus set for reconstruction. We believe it
is nontrivial to describe the tradeoff between the clustering
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Fig. 6: The Number of Average Iterations of Algorithm 2
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Fig. 7: Proposed Statistical RCRT-2 with Error Correction
accuracy compromise and the additional robustness gained
from redundant moduli for error correction.
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