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Abstract
The analysis of extant sequences shows that molecular evolution has been heterogeneous through time and among lineages.
However, for a given sequence alignment, it is often difficult to uncover what factors caused this heterogeneity. In fact, identi-
fying and characterizing heterogeneous patterns of molecular evolution along a phylogenetic tree is very challenging, for lack
of appropriate methods. Users either have to a priori define groups of branches along which they believe molecular evolution
has been similar or have to allow each branch to have its own pattern of molecular evolution. The first approach assumes prior
knowledge that is seldom available, and the second requires estimating an unreasonably large number of parameters. Here
we propose a convenient and reliable approach where branches get clustered by their pattern of molecular evolution alone,
with no need for prior knowledge about the data set under study. Model selection is achieved in a statistical framework and
therefore avoids overparameterization. We rely on substitution mapping for efficiency and present two clustering approaches,
depending on whether or not we expect neighbouring branches to share more similar patterns of sequence evolution than
distant branches. We validate our method on simulations and test it on four previously published data sets. We find that our
method correctly groups branches sharing similar equilibrium GC contents in a data set of ribosomal RNAs and recovers ex-
pected footprints of selection through dN/dS. Importantly, it also uncovers a new pattern of relaxed selection in a phylogeny
of Mantellid frogs, which we are able to correlate to life-history traits. This shows that our programs should be very useful to
study patterns of molecular evolution and reveal new correlations between sequence and species evolution. Our programs
can run on DNA, RNA, codon, or amino acid sequences with a large set of possible models of substitutions and are available
at http://biopp.univ-montp2.fr/forge/testnh.




Living organisms show a striking diversity in size, life his-
tory, ecology, population structure, physiology, and cellular
biology. This diversity propagates to the genome level:
substantial between-species variations in base or amino
acid compositions and in rates of sequence evolution have
been documented (Hickey and Singer 2004; Bromham 2009;
Lartillot and Poujol 2011). Understanding the links be-
tween these two kinds of variations—phenotypic versus
genomic—is an important goal of current molecular evo-
lutionary research (Boussau and Daubin 2010).
A popular approach to this question is to correlate
phenotypic and sequence evolution across the branches
of a phylogenetic tree (Yang 1998; Paland and Lynch 2006;
Boussau et al. 2008). This typically requires identi-
fying groups of branches (e.g., subtrees) sharing a
common molecular evolutionary process. Usually this
branch-clustering step is performed a priori and reflects
existing knowledge (or hypothesis) about the major factors
affecting sequence evolution in the group of organisms
under study.
For instance, many studies of lineage-specific variations
in selective pressure rely on PAML (Yang 2007) and use
one of two distinct procedures: 1) the user either a pri-
ori defines clusters of branches that are expected to show
a similar ratio of nonsynonymous to synonymous codon
substitutions (dN/dS) or 2) assumes that each branch has
an idiosyncratic dN/dS. The second option is discouraged
by the PAML manual as it requires estimating one pa-
rameter per branch of the tree, which tends to be un-
stable when the tree is large. The first approach can only
be applied in cases where prior knowledge, for instance
on the phenotype of organisms, is available to cluster
branches. Even in these few cases where phenotypes of
extant organisms are well known and can be assumed
to drive sequence evolution, it is often difficult to deter-
mine a priori how internal branches should be clustered as
they correspond to organisms whose phenotypes can no
longer be observed. An alternative approach is therefore
desirable, which would avoid overparameterization and ar-
bitrary grouping of branches prior to sequence analysis.
With the increasing facility for gathering sequence data in
living organisms of any sort, the tree-partitioning issue has
lately become prominent in the molecular evolutionary lit-
erature and has motivated specific methodological develop-
ments (Jayaswal et al. 2011, Zhang et al. 2011).
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We present a statistical approach to cluster branches in
a phylogenetic tree using only sequence information. This
approach aims at identifying the optimal partition of the set
of branches in a likelihood framework according to Akaike
information criterion (AIC) or Bayesian information crite-
rion (BIC) and by design avoids overparametrization and
subjective decisions from the user. The objective is to group
branches along which sequence evolution has been similar,
in terms of any set of descriptive statistics of the substitution
matrix. These statistics can be, for instance, dN/dS, equilib-
rium GC content, or the ratio of conservative to noncon-
servative amino acid substitutions (Sainudiin et al. 2005).
The partition of branches returned by our approach can be
correlated to characteristics of the organisms under study
in order to identify new links between phenotypic and ge-
nomic features and possibly deduce ancestral characters
at internal nodes of the tree. Such an approach is similar
in principle to the so-called local molecular clocks, where
branches with similar rates are clustered (Yang and Yoder
2003; Aris-Brosou 2007; Drummond and Suchard 2010;
Heath et al. 2011). In our case, however, we are interested
in the differential rate of each type of substitution, not the
global amount of substitutions.
In this manuscript, we first present a new heuristic
algorithm to find the optimal partition of branches and
estimate parameters of substitution matrices. This algo-
rithm benefits from an initial step of substitution map-
ping (Nielsen 2002; Rodrigue et al. 2008; Minin and Suchard
2008) and is implemented in C++ using the Bio++ libraries
(Dutheil et al. 2006). Then, using simulations, we show that
our approach is both fast and accurate. We apply our meth-
ods to previously published data sets, compare it with other
approaches, and demonstrate that our new algorithms al-
low one to reveal the phenotypic determinants of sequence
evolution for a wide range of experimental conditions,
including large data sets.
Materials and Methods
Definitions and Notations
We denote Di the ith site of the data set, that is, a column
of the alignment, and Θ the set of parameters of a given
model of sequence evolution. We consider the tree topology
as fixed. By convention, we consider top nodes to be closer
to the leaves than bottom nodes.
Substitution Mapping
We count the number of substitutions that occurred on
each branch of a phylogenetic tree and at each site in a se-
quence alignment. We extend the procedure described in
Dutheil et al. (2005) by providing detailed counts for each
type of substitution in lieu of the total number of substi-
tutions, following work by Minin and Suchard (2008) and
Hobolth and Stone (2009).
We recall that at each position i in the align-
ment, we can compute the substitution vector
Vsi = (v
s
i,1, . . . , v
s




i,b is the poste-
rior estimate of the number of substitutions of type s that
occurred on branch b and m is the number of branches in
the tree. Following Dutheil et al. (2005), vsi,b is estimated by
averaging over all possible ancestral states at top (xq) and






Pr(xp, xq|Di, Θ) × n
s
xp ,xq(t). (1)
In this equation, Pr(xp, xq|Di, Θ) is the joint probability of
having state xp at bottom node and state xq at top node
given the data and parameters. It is computed as follows
(Galtier and Boursot 2000; Pupko et al. 2003; Dutheil et al.
2005):




The denominator is the likelihood for site i (Felsenstein
1981), whereas the numerator is obtained in a very similar
way but considering the ancestral states xp and xq as known
in the Felsenstein recursion. Term nsxp ,xq(t) is the mean num-
ber of substitutions of type s that occurred on a branch of
length t knowing initial state xp and final state xq. Several
methods have been proposed to compute this mean num-
ber. Instead of the method of Dutheil et al. (2005), we use
the uniformization method proposed by Hobolth and Stone
(2009) and Tataru and Hobolth (2011) because it is exact,
numerically more stable, and for each site and branch it
returns an array containing counts for each type of substi-
tution. For alphabets with high dimension like the codon
alphabets, substitution types can be summed, for example,
all synonymous substitutions and all nonsynonymous sub-
stitutions, generating two types of counts instead of 61 ×
(61 − 1) = 3, 660. As shown in Dutheil et al. (2005), these
equations can be easily extended to account for variation
of the substitution rate across sites and do not depend on
the model used to describe the rate variation. For codon
models, a constant distribution of codon substitution rates
was used, as in the PAML software, whereas for nucleotide
sequences we used a gamma distribution of site-specific
substitution rates.
We summed substitution counts obtained for each site
of the alignment to obtain branch-wise counts for each type
of substitution. We further pooled substitution counts de-
pending on the biological question we addressed: A or T →
G or C and G or C → A or T in order to study the variation
of GC content in nucleotide sequence and synonymous ver-
sus nonsynonymous substitutions for studying the variation
of selection regime in codon sequences. Had we chosen to
use our method to study selection at the amino acid level,
we could have pooled substitutions in conservative versus
nonconservative substitutions.
The substitution mapping requires a model of sequence
evolution and a phylogenetic tree to work with. Several
works have shown that this procedure is robust to the in-
put model of sequence evolution (see, for instance, Minin
and Suchard 2008). We therefore fitted a Tamura (1992)
(respectively Nielsen and Yang 1998) homogeneous model
for the ribosomal RNA (rRNA) (respectively codon) data set
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(respectively omega), and branch lengths. These parameters
were then used for mapping substitutions. For the rRNA
data set, substitution mapping was performed on a rooted
tree as nonstationary models will be used in the model se-
lection procedure.
Measuring Substitution Process Homogeneity
between Branches
The total numbers of substitutions of each type, vsb, were





We designed a multinomial likelihood-based measure
of substitution process homogeneity between any two
branches, here named b1 and b2. Under the null model of
homogeneous process, the two vectors of counts are as-
sumed to be drawn from a unique multinomial distribution
in which the probabilities of each type of substitution, ps,
are shared by the two branches. The likelihood of the set of



























b1 is the total number of substitutions
summed across categories
(
and similarly for vb2
)
.
The maximum likelihood estimates of the ps’s, to be used







Under the alternative model of heterogeneous process, the
two vectors of counts are drawn from two distinct multi-
nomial distributions, the probabilities of substitution types






























Twice the log-likelihood ratio between the two models
is calculated and compared with a chi-squared distribu-
tion, the number of degrees of freedom being equal to the
number of categories minus one. The resulting P value is
considered as a measure of compatibility between the two
considered branches. This measure accounts for the uncer-
tainty due to stochastic errors in substitution counts.
This method compares substitution counts between
branches. Substitution counts, however, are not a full de-
scription of the substitution process when sequences are
not at compositional equilibrium. Consider, for instance,
two branches in each of which exactly 10 AT → GC and
10 GC → AT changes were counted. Now suppose that the
GC content of the considered sequence is 90% for branch
1 and 10% for branch 2. Despite having identical substitu-
tion counts, these two branches have distinctive evolution-
ary processes: the per AT site AT → GC substitution rate,
for instance, is nine times higher in branch 1 than in branch






where ksb is the number of positions in the sequence in
branch b at which a substitution of category s could have
occurred (e.g., for AT → GC substitutions, the number of
A and T positions). The ksb’s are estimated by reconstructing
the distribution of ancestral sequences at the parent node
of the considered branch (Yang and Roberts 1995). In equa-





is a scaling factor ensuring that
the sum (over substitution categories) of the v′sb ’s is equal to
the sum of the vsb’s. In this study, the exact counts v
s
b were
used in equations (4)–(7) for comparisons between syn-
onymous and nonsynonymous substitutions and the cor-
rected counts v′sb for comparisons between AT → GC and
GC → AT substitutions.
Partitioning Branches
We developed a new hierarchical clustering procedure in
order to define subsets of branches along the phylogenetic
tree, based on their respective substitution processes, as in-
ferred from branch-wise counts for each type of substitu-
tion. The procedure clusters branches of the tree following a
neighbor-joining strategy. Each branch is initially assigned its
own cluster, then the two most similar clusters of branches
are repeatedly merged until only one cluster is left. The re-
sulting tree is assigned branch lengths so that the height of
inner nodes reflect the P value associated to the underlying
clusters. More precisely:
Initialization. We start by associating each branch to their
own subset. All pairs of single-branch subsets are tested for
homogeneity of substitution process using the previously
introduced branch–pair homogeneity test. The correspond-
ing P values are stored.
Extension. The two subsets with the highest P value, Pmax,
are gathered into a new subset. A new node in the cluster-
ing tree is created, with height equal to (1−Pmax)2 . Substitu-
tion counts for the new subset are obtained by summing the
counts for each individual subset. The new subset is tested
against all other subsets using the multinomial test and the
summed counts.
Termination. The procedure stops when there is only one
cluster left.
The resulting clustering tree defines a hierarchy of non-
homogeneous models, from one substitution matrix per
branch of the phylogenetic tree to one substitution ma-
trix only for the whole phylogenetic tree. These models can
be optimized in the maximum likelihood framework and
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We introduced two modifications to improve the robust-
ness of the above clustering algorithm to short branches.
First, branches for which no substitutions (or by extension,
for which less than a user-specified number of substitutions)
are inferred are automatically clustered with their parent
node in the phylogenetic tree. Second, we treat negative
branch lengths in the clustering tree as equal to zero and
the corresponding parent node as multifurcating, therefore
defining more than one new cluster of branches compared
with the immediately simpler model.
Finally, we introduced a variant of the clustering algo-
rithm that only allows neighbor branches to be clustered.
This was obtained by modifying the initialization step so
that non-neighbor branches have a negative P value, which
prevents them from being clustered at any step. Similarly,
during the extension step, non-neighbor subsets are as-
signed a negative P value. We refer to this variant as the
“join” model, whereas we refer to the original clustering
without neighbor constraint as the “free” model.
Model Selection
Models are constructed from a set of branch clusters and
optimized in the maximum likelihood framework. Models
built from more than one subset are nonhomogeneous and
are constructed as described in Dutheil and Boussau (2008).
Here we consider nonhomogeneous models derived from a
single type of substitution matrix (e.g., Tamura 1992; Nielsen
and Yang 1998), and only branch lengths and parameters
of these substitution matrices are allowed to vary on a per-
branch basis (θ for Tamura 1992, ω for Nielsen and Yang
1998). Despite these restrictions, such models encompass
the vast majority of nonhomogeneous models used in the
literature.
Nested models are obtained by successively consider-
ing each node of the clustering tree in order of increasing
height, starting from the root. The root node defines a bi-
partition (two subsets) of branches, and each descending
node iteratively splits one of the previously defined subsets
of branches. Nested models are compared on the basis of
their maximum likelihood. We implemented two compari-
son procedures: AIC and BIC. Model exploration is stopped
when the scores of n consecutive models are lower than the
current best score, where n is a positive number defined by
the user, or when all models have been tested.
Note that in the case of nonstationary models like the
Galtier and Gouy (1998) nucleotide model, we tested both
the homogeneous and the homogeneous nonstationary
models, which has one extra parameter, the root equilib-
rium GC frequency.
Simulations
In order to assess the performance of the method
(clustering + model selection), we conducted a simulation
analysis under various models. We used a random tree con-
taining 25 leaves, generated under a Yule distribution with
the rtree command from the R package APE (Paradis et al.
2004). We randomly generated 18 nonhomogeneous mod-
els according to the free setting by splitting the tree in 1,
2, 3, 4, 5, or 10 subsets of branches, with three replicates in
each case. Each branch was assigned one of the partitions
randomly. We also generated 18 nonhomogeneous mod-
els according to the join setting, by picking a random sub-
tree and assigning it to a partition number. We simulated
codon sequences under the YN98 model of sequence evolu-
tion in which the omega (=dN/dS) parameter of each sub-
set of branch was drawn from a gamma distribution with
α = β = 0.5. Six sequence alignments were generated for
each of the 18 models, three with 300 positions and three
with 1,000 positions, totalling 108 sequence alignments. On
each data set, we fitted a YN98 homogenous model with the
true phylogeny and used it to perform substitution map-
ping. The resulting substitution maps were used to obtain a
tree of clustered branches which in turn was used to guide
model selection using BIC. We used the free (respectively
join) clustering algorithm on the data sets simulated under
free (respectively join) model. Three additional nested mod-
els were tested after a local minimum was found, and the
resulting global minimum used for creating partitions.
Programs and Examples
The testnh package is available at http://biopp.univ-
montp2.fr/forge/testnh as source code and binary versions.
The programs are written in standard C++ and compile on
Linux, Windows, and MacOS systems and only depend on
the Bio++ libraries (Dutheil et al. 2006). The package con-
tains two major programs: mapnh for performing the sub-
stitution mapping and clustering of branches and partnh for
fitting substitution models on the resulting subsets. All the
data sets analyzed in this article are provided as example files
in the source distribution. The package also contains the
randnh program that was used to generate random mod-
els in the simulation analysis.
Data Sets
Tree of Life Concatenated RRNA Alignment
We used the rRNA alignment (concatenated small and large
subunits) and corresponding phylogeny from Boussau and
Gouy (2006) previously analyzed in Dutheil and Boussau
(2008). The tree was midpoint-rooted. The alignment con-
tains 527 complete sites for 92 sequences including 22 ar-
chaea, 34 bacteria, and 36 eukaryotes. These species come
from a large variety of environments and show a wide range
of optimal growth temperatures, which is known to affect
rRNA GC content evolution in prokaryotes (Boussau and
Gouy 2006).
Lysozyme Data Set
This is the data set provided together with the PAML soft-
ware and described in Yang (1998). This data set was also
analyzed by Zhang et al. (2011). We used the tree shown in
figure 2 in Zhang et al. (2011) where the human branch was
removed in order to compare results.
Daphnia Data Set
Accession numbers given in Paland and Lynch (2006)
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FIG. 1. Recovery of the branch-wise dN/dS (ω), displayed as a heat map. The x axis represents the true value of ω as used in the simulations, and the
y axis displays the corresponding value estimated by the selected model. Colors describe the density of points, as 12 equispaced categories, from
white (no point) to red (maximum number of points). Simulations with 1, 2, 3, 4, 5, and 10 random subsets are used (see Materials and Methods
and supplementary fig. 1 for separate plotting). Values of the Kendall correlation test are reported for each model.
Daphnia pulex strains from GenBank (accession numbers
DQ340817–DQ340843 and AF117817). Coding DNA se-
quences were extracted for genes ATP6, ATP8, CO1, CO2,
CO3, CYTB, ND1, ND2, ND3, ND4, ND4L, ND5, and ND6, and
concatenated. Alignments were done with Muscle (Edgar
2004) on amino acid sequences using Seaview (Gouy et al.
2010) and corrected by eye where necessary. This resulted
in 3,681 codon sites.
Mantellid Frogs Data Set
The alignment and tree used in our analyses are as in





Using simulated data with a codon model, we assessed the
ability of our branch-clustering method to recover branch-
specific parameter estimates. Figure 1 shows that the dN/dS
values estimated by our clustering approach are accurately
estimated, both in the free and in the join models. The join
approach, however, shows more accurate estimates than
the free approach. This was expected, as for the same num-
ber of partitions, the free model has more breakpoints (i.e.
change in the substitution process) along the phylogeny
than the join model, making it more difficult to recover for
a data set of equivalent size. The larger data sets (1,000 sites)
expectedly display a lower dispersion of estimates than the
smaller ones (300 sites). The dispersion also increases with
the number of partitions used in simulations (see Supple-
mentary Material online), and the effect is stronger on the
free model.
We also used these simulations to assess whether the
number of clusters returned by the methods are meaning-
ful. This is more complicated to evaluate as the number of
clusters depends on the criterion used for model selection
and the size of the data set as larger data sets have more
power to discriminate small changes in the substitution pro-
cess along the tree. Figure 2 displays the number of parti-
tions recovered with the BIC criterion. The join approach
performs slightly better than the free approach, which can
again be explained by the fact that join data sets display less
breakpoints than the free ones, given a certain number of
partitions. Also apparent is that larger data sets (1,000
sites) tend to recover more clusters than smaller data
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FIG. 2. Violin plots of the number of subsets retained under the BIC criterion as a function of the number of subsets used in the simulation
procedure. Simulations with 1, 2, 3, 4, 5, and 10 random partitions were pooled (see Materials and Methods). The lines display the y = x identity
function.
overestimation of the number of clusters when the real
number is small. As BIC is the most conservative criterion
for model selection, this indicates that more permissive cri-
teria like AIC or likelihood ratio test are likely to result in
overparametrized models.
If there is an underlying discrete structure in the data, as
in these simulations, the number of clusters inferred by our
methods can provide insights into the biology of the organ-
isms. In cases where the underlying structure is not discrete,
but continuous, the partition itself is less relevant to the bi-
ology of the clade under study but should still be useful to
decrease the noise in estimates of branch-wise parameters.
Heterogeneity in GC Content
The tree-of-life rRNA data set has been previously used
to test branch-heterogeneous models in which the equi-
librium GC content can vary among branches (Boussau
and Gouy 2006; Dutheil and Boussau 2008). In prokary-
otes, GC content in the stem portion of rRNA is correlated
to optimal growth temperature (Galtier and Lobry 1997).
Reconstructing GC content evolution therefore provides
insight into phenotype evolution (Galtier et al. 1999;
Boussau et al. 2008). The large number of leaves and rel-
atively small number of complete sites in this data set
make it challenging to estimate parameter-rich branch-
heterogeneous models. Nonetheless, both the free and
the join approaches recover extremely similar patterns of
equilibrium GC content evolution along this tree (fig. 3).
However, the free approach detects more changes between
equilibrium GCs in clades, despite a lower number of clus-
ters than the join approach (5 clusters for the free approach
and 14 for the join). In addition, the join approach recov-
ers more extreme values than the free approach. The differ-
ences between the two approaches in the branches leading
from the root of the tree to its descendants are probably
linked to different branch length estimates at the root. Such
differences at the root between the two approaches are ex-
pected as it is known that it is very difficult to find the root
of a phylogenetic tree using a branch-heterogeneous model
of sequence evolution (Huelsenbeck et al. 2002; Boussau
and Gouy 2006). Importantly, branches leading to ther-
mophilic and hyperthermophilic species of bacteria and
archaea, which live at high temperatures and have high GC
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Lobry 1997), are associated to high-equilibrium GC con-
tents. The method also recovers high GC contents at the
base of archaea and bacteria (Boussau et al. 2008) but does
not seem to find evidence for later decreases in bacteria
(Gaucher et al. 2008) and Archaea (Groussin and Gouy
2011), perhaps because the taxonomic sampling is inade-
quate to tackle such questions.
Expectedly, models obtained by our clustering methods
have a much better BIC than a model (named ‘general’ here
and in Dutheil and Boussau 2008) in which a specific sta-
tionary GC content parameter is associated to every sin-
gle branch: the optimum free model has a log-likelihood of
−13, 941 and a BIC of 29,074 (182 branch lengths + transi-
tion/transversion ratio [κ] + shape of gamma distribution of
site-specific rate [α] + GC content at the root node [θroot]
+ 5 partition-specific equilibrium GC contents = 190 pa-
rameters), the join model a log-likelihood of −13, 956 and
a BIC of 29,159 (199 parameters, 14 clusters of branches),
whereas the general model a log-likelihood of −13, 821 and
a BIC of 29,942 (182 branch lengths + κ + α + θroot + 182
branch-specific equilibrium GC contents = 367 parameters)
(Dutheil and Boussau 2008). This suggests that our cluster-
ing methods indeed find models with a good balance be-
tween parameter richness and fit to the data. Because we
estimated 20 more complex models than the optimum one
to ensure that the optimum had really been found, 23 (free
approach) and 27 (join approach) models have been fully
optimized and compared using BIC during model selection.
This is far smaller than the total number of models possible
for this large tree and even much smaller than the number of
branches in the tree (181). Figure 4 shows the optimization
profile with the values of equilibrium GC contents (θ) dur-
ing optimization of increasingly complex models. Expect-
edly, models chosen according to AIC use more parameters
than models chosen according to BIC. For each criterion,
the global minimum is reached after local minima, which
stresses the need for our algorithm not to stop at the first
minimum value encountered. Despite this, our algorithms
are efficient and end in less than an hour on a desktop com-
puter for a data set containing 92 sequences.
Heterogeneity in Selection: Selecting Codon Models
Sex and dN/dS in Daphnia
This data set of 28 mitochondrial sequences from
Daphnia pulex contains 14 sexual and 14 asexual strains
(respectively noted Sn and An, n ∈ [1 : 14]) and has been
used to study the impact of recombination between mito-
chondrial genome and nuclear genome on coding sequence
evolution (Paland and Lynch 2006). Asexual strains are
thought to have repeatedly evolved from sexual ancestors.
Paland and Lynch (2006) computed dN/dS separately for
sexual and asexual lineages and found it was higher in
asexual lineages, in agreement with the expectation that
recombination should improve the efficiency of purifying
selection. Figure 5 displays the optimization profiles with
the corresponding values of ω during optimization, and
figure 6 shows that the free approach recovers the dN/dS
difference between sexual and asexual lineages. It clusters
branches in three groups with dN/dS values of 0.10,
0.25, and 0.85. Among terminal branches, for which the
sexual/asexual status of the strain can be observed, all four
branches assigned to the cluster with the largest dN/dS
lead to asexual organisms, whereas only three branches
leading to asexual organisms are in the cluster with the
lowest dN/dS. Among the branches leading to sexual
organisms, none are assigned to the cluster with the highest
dN/dS but 11 are assigned to the cluster with the lowest
dN/dS. Internal branches tend to be assigned to the cluster
with the lowest dN/dS, which confirms that asexual strains
originated from sexual ancestors. The join approach groups
all branches but one in a single low dN/dS cluster. One
branch stands out in a high dN/dS cluster of its own,
the branch leading to the asexual strain A13. This is an
indication that the join approach here is not appropriate as
it aims at grouping together neighboring branches, when
sampling was intentionally designed such that sister taxa
have contrasted life-history traits. This shows that the
two methods presented here should be used in situations
where their respective underlying hypotheses fit the data
set under study.
Breeding System and dN/dS in Mantellid Frogs
Mantellid frogs of Madagascar have been used to study pat-
terns of ecology-driven diversification (Vences et al. 2002)
as well as patterns of mitochondrial genome evolution
(Kurabayashi et al. 2008). Ecologically, some species of frogs
breed in ponds, whereas others breed in streams. This dif-
ference may have left a trace in the pattern of diversifi-
cation of a particular genus of Mantellid frogs, Boophis,
where pond breeders tend to speciate less easily than stream
breeders, presumably due to lower barriers to gene flow in
pond breeders (Vences et al. 2002). Recently, the data set
analyzed in the present article, and initially published in
Kurabayashi et al. (2008), was used to find that increases
in mitochondrial genome sizes occurred jointly with in-
creases in dN/dS (Boussau et al. 2011). This indicates that
important changes in genome structure may have fixed non
adaptively.
We used our approach to cluster branches showing sim-
ilar dN/dS along the tree of 17 Mantellid frogs. Figure 7
shows the best partition obtained with the free and join
approach using BIC. Both partitions are highly similar with
two and five clusters, respectively, and show a striking dif-
ference in dN/dS between stream breeders (circled) and
pond breeders. Overall, pond breeders tend to display lower
dN/dS (about 0.045) than stream breeders (0.08). This
dN/dS difference can be explained by selectionist or neu-
tralist hypotheses. We know of no reason to assume dif-
ferent selection regimes in the mitochondrial genomes of
stream breeders compared with pond breeders. Instead,
because pond breeders may suffer less barriers to gene
flow, they may have larger effective population sizes than
stream breeders. With larger effective population sizes, pu-
rifying selection would be more efficient in pond breed-
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FIG. 4. Equilibrium GC content (θi parameters) estimation profiles for the rRNA data set. The values taken by the θ parameters during optimization
(top panels) and the model comparison criteria (bottom panels) are plotted as a function of execution time in seconds, for both the free model
(A) and the join model (B). Each distinct model is reported (top line numbers), from the simplest one (model 1, homogeneous, one partition with
one θ on the left) to the most complex (models 30 and 40, more than 20 partitions/θ on the right). Top panels: line width depicts the size of
the underlying partition. The dashed line shows the GC content at the root node of the tree. Bottom panels: AIC (gray) and BIC (black) values of
corresponding models. Arrows depict local minima values, global minima being displayed with solid lines. Values on top of each arrow show the
number of clusters in the corresponding model.
The optimal clusters found using BIC do not distinguish
between branches with and without increases in mitochon-
drial sizes. This does not invalidate the results of Boussau
et al. (2011) but instead illustrates the respective strengths
of two different types of approaches. Hypothesis-driven
approaches, as in Boussau et al. (2011), are very sensitive
and therefore can reveal weak but significant effects. Ex-
ploratory approaches as used here cannot detect very sub-
tle signals in the data but have the power to reveal strong
signal of unsuspected but meaningful patterns of molecular
evolution.
Innermost branches in the phylogenetic tree of Man-
tellids seem to be generally associated to larger values of
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FIG. 5. dN/dS (ωi parameters) estimation profiles for the Daphnia data set. The values taken by the ω parameters during optimization (top panels)
and the model comparison criteria (bottom panels) are plotted as a function of execution time in seconds, for both the free model (A) and the
join model (B). Other legends are similar to figure 4.
may be due to smaller effective population sizes in the an-
cestors of Mantellid frogs, about 20–50 Ma. This may also be
indicative that dS is saturated on the most ancient branches,
artificially inflating dN/dS. This second hypothesis would
reconcile our results with the idea that Mantellid ancestors
were pond breeders (Vences et al. 2002).
Assessing the Robustness of Selected Models
In the procedure we present, a homogeneous model is first
used in order to perform substitution mapping, which is
in turn used to cluster branches of the tree and guide the
model selection procedure. The underlying rationale of this
approach is the robustness of the substitution mapping pro-
cedure to the substitution model used (Minin and Suchard
2008). This robustness can be further assessed by perform-
ing a new substitution map from the selected model. This
new a posteriori map can be used to obtain new branch-
clustering trees and subsequent model selection. The
resulting model can then be compared with the one
previously found.
For codon data sets (Daphnia and Mantellid frogs), we
find no difference in the selected models (with BIC crite-
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FIG. 6. Best partition proposed by the free and join models and accord-
ing to BIC for the Daphnia data set. Strains named An are asexual, and
strains named Sn are sexual. Branch lengths are proportional to the
inferred numbers of substitutions per codon site (scale bar included).
set with a free clustering, moving from a partition with ω =
0.08 to a partition with ω = 0.21. For the rRNA data set, the
free model gains one extra partition and the join model loses
two. There are several differences between the two selected
models in both cases, yet when results are compared on a
per-node basis, resulting estimates of the θ parameters are
quite similar (fig. 8). Varying nodes only move to the near-
est cluster, reflecting uncertainty in the underlying value for
the parameter, possibly due to a lack of signal in the data.
Discussion
We have presented an approach to cluster branches
of a phylogenetic tree according to their pattern of
sequence evolution. This approach provides models that ac-
curately describe the evolution of a data set without over-
parametrization and bypasses preconception from the user.
It can help in discovering new links between phenotype and
sequence evolution.
Simulations and the four data sets we analyzed show that
our method accurately clusters branches of a phylogenetic
tree according to patterns of sequence evolution. This re-
sult represents a noticeable achievement as the challenge
of finding an optimal partition of the branches of a tree is
made difficult by the large combinatorial space that needs
to be explored. An unrooted phylogenetic tree with 10 se-
quences contains 17 branches to cluster in 1–17 clusters,
which can be done in more than 682 billion different ways
(Zhang et al. 2011). Obviously all possible partitions cannot
be tested, and heuristic algorithms have to be used. Such
heuristics should only test a minute portion of the space of
possible partitions to be fast but should not miss relevant
partitions to provide biological insights.
Two recent works have shown that this challenge is
currently generating a lot of interest and can now be
tackled thanks to progresses in computing power (Zhang
et al. 2011; Jayaswal et al. 2011). Zhang et al. (2011) devel-
oped a wrapper Perl script to produce option files to run
PAML and test various partitions of branches in order to
find branches showing similar dN/dS. Their most accurate
algorithm starts by building a cluster around the single
branch whose dN/dS is most different from the dN/dS of
other branches. To find this branch, all models in which a
branch is set apart from all other branches have to be op-
timized using PAML. The algorithm then clusters branches
one at a time. Both the initial step and the recursive step
can be long when the number of branches is large, and
overall O(n2) models are optimized, with n the number of
branches. We applied our methods to the lysozyme data
set, originally studied by Yang (1998) and reanalyzed by
Zhang et al. (2011). Using AIC, the free approach recovers
their partition of the branches (not shown). Using BIC
yields a lower number of clusters. However, branch-wise
dN/dS values estimated using either AIC or BIC, and using
either the free or join approaches, are robust and consistent
with previous results (Yang 1998). Jayaswal et al. (2011)
developed a heuristic algorithm in R to cluster branches
based on the pattern of nucleotide substitutions rather than
based on dN/dS. They use another type of algorithm, which
starts from the most complex model in which each branch
of the phylogenetic tree is associated to its own substitution
matrix. Then, they iteratively cluster short branches or
branches that have similar substitution matrices. In the end,
FIG. 7. Branch partition on the Mantellid frog data set. Branches have been colored according to the dN/dS of the cluster they belong to. dN/dS
values are shown next to branches. Left: free model. Right: join model. Names of the species breeding in streams are circled in red; other species
breed in ponds. Branch lengths are proportional to the inferred numbers of substitutions per codon site (scale bar included). Lineages where
duplications have occurred are annotated with asterisks. Three of the five clusters recovered by the join approach have dN/dS values that are very
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FIG. 8. Branch-specific equilibrium GC content estimates (θ parameters) from the best model according to BIC, after one step (x axis) or two steps
(y axis) of model selection. Jitter was added in order to display overlapping points and do not correspond to real dispersion.
models ranging from the most complex, with one
substitution matrix per branch, to the simplest, with one
substitution matrix for all branches, are available, and the
model providing the highest AIC or BIC is returned. This
algorithm may be faster than Zhang et al.’s method as it
requires optimizing only O(n) models. However, the initial
optimization of the parameters of the most complex model,
the very same type of model discouraged in PAML’s manual,
may be difficult and costly. Both Zhang et al. (2011) and
Jayaswal et al. (2011) approaches rely on a greedy heuristic
algorithm to cluster branches, which cannot correct a mis-
take made at an early step. Therefore, if the initial decision
to build clusters starting from the most distinct branch is
not correct, or the estimation of substitution matrices in the
most complex model is faulty, the resulting partition may
not be correct.
Our approach improves upon these two early attempts
in several respects. First, we cluster branches of the phy-
logenetic tree based on the substitution mapping proce-
dure (Nielsen 2002; Minin and Suchard 2008), which has the
advantage of being fast and robust to model misspecifica-
tion (Minin and Suchard 2008). Substitution mapping pro-
vides counts of each type of substitution for each branch of
the tree, based on a substitution model. Minin and Suchard
(2008) have shown that substitution mapping was robust to
the model used for mapping: even a simple homogeneous
substitution model, where all branches share the same
substitution matrix, can uncover accurate patterns of het-
erogeneity in the substitution process. Such a homogeneous
substitution model also offers the advantage of being fast to
fit, compared with parameter-rich, nonhomogeneous mod-
els used in the initial steps of the two previously mentioned
approaches. The robustness of the mapping and subsequent
clustering approach can be assessed a posteriori using the
selected model in order to generate a new substitution map.
In the data sets exemplified in this work, we showed that the
resulting parameter estimates are quite robust to the initial
model used for mapping substitution. However, it remains
possible that for some data sets parameter estimates may
be sensitive to the initial model. In such cases, successive it-
erations of mapping and model selection can be used to as-
sess the uncertainty in branch-specific model attributions.
Such an iterative approach can easily be performed with the
TestNH package.
The robustness of the mapping procedure ensures that
only meaningful clusters of branches are tested. This rep-
resents an advantage over the arbitrary starting point used
by Zhang et al. (2011) and the complex and difficult to
optimize starting point used by Jayaswal et al. (2011). Our
procedure also prevents issues of overparametrization as it
starts from models with small numbers of clusters. Counts
of substitutions obtained for each branch are then used to
partition branches in increasing numbers of subsets. From
the resulting clustering tree, we design and fit a series of
nested nonhomogeneous models, starting from the most
simple one and progressively increasing the number of pa-
rameters, until it seems certain that improvement in AIC
or BIC score can no longer be achieved. This procedure
has the advantage that less than n optimizations are re-
quired (45 or 49 optimizations for the rRNA data set, con-
taining 181 branches) and, perhaps more importantly, the
models with the largest numbers of clusters, overparameter-
ized and most costly to optimize, are often never optimized
as the algorithm settles on models with small numbers of
clusters (for instance, two to five dN/dS clusters in the
tree of Mantellid frogs, which contains 31 branches). This
is in sharp contrast to Jayaswal et al. (2011)’s approach
where all the most parameter-rich models are necessarily
optimized.
We propose in this work two clustering algorithms, cor-
responding to two distinct assumptions about character
evolution. Choosing between these two methods mostly de-
pends on the biological question underlying each specific
analysis. If our approach is to be used mainly for avoiding
overparametrization issues while estimating branch-specific
parameters, we recommend using the free algorithm, as we
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Another important feature of our algorithms is their gen-
erality as they do not depend on a particular sequence
type or family of models. They are by construction not lim-
ited to dN/dS studies (Zhang et al. 2011) or to studies of
compositional heterogeneity in DNA sequences (Jayaswal
et al. 2011): built upon the Bio++ libraries (Dutheil et al.
2006), these programs can cluster branches based on any
features of DNA, RNA, codon, or amino acid substitution
matrices.
Finally, as shown in the simulations and on real data,
these algorithms are fast despite the number of models fit-
ted. This stems from our use of C++ for all steps of the code
and of substitution mapping to restrain the number of mod-
els to optimize. Even with conservative parameters allow-
ing to test a large set of models, the total execution times
for the data sets exemplified in this work are of the order
of 1–3 h on a 2.27-Ghz computer, which is comparable to
the execution time of PAML with a branch model. Our re-
sults suggest that less conservative parameters for model
exploration can be safely used: in our examples looking at
only three models after a local AIC or BIC minimum has
been found would still ensure that the global minimum is
reached and would provide a significant gain in execution
time.
We are confident that our two clustering approaches
will be very useful to study patterns of molecular evolution
since they can be used to cluster branches according
to any statistics describing sequence evolution. For in-
stance, one could cluster branches according to their ra-
tio of transitions to transversions, according to both their
equilibrium GC content and their dN/dS, or according
to counts of all possible types of substitutions. More-
over, our programs can run on DNA, RNA, codon, or
amino acid sequences, are efficient, and require very lit-
tle input from the user. They could therefore be used on
phylogenomic data sets to estimate genome-wide hetero-
geneity in sequence evolution, help reveal phenotypic deter-
minants of sequence evolution, and consequently provide
means to reconstruct phenotypic evolution along the tree
of life.
Supplementary Material
Supplementary materials are available at Molecular Biology
and Evolution online (http://www.mbe.oxfordjournals.
org/).
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