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ABSTRACT 
Essays on Productivity Analysis 
Jiaqi Hao 
In Chapter One, to measure the efficiency changes in the U.S. banking industry 
after structural changes since the late 1970s, we utilize a set of panel data stochastic 
frontier models of varying parametric assumptions and function specifications. Our 
estimates support the opinion of improving efficiency in the banking industry in 
the period from 1984 to early 1990s. 
The first chapter raises two research questions. First, the comparison of differ-
ent estimates shows that the choice of methodologies has significant impacts on the 
levels and dynamics of estimation results. How should we consider a more general 
approach to incorporate modeling uncertainty? Second, to fit in a broader picture, 
how can we extend our tools of estimating industry-level efficiencies to measure 
efficiency changes of countries and regions? These two questions motivated us to 
conduct researches which are in the second and third chapters. 
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In Chapter Two, we propose the construction of a consensus estimate to extract 
information from all involved studies. Insights from different fields of economics 
supporting aggregating estimators are provided. We discuss three methodologies in 
detail: model averaging, combining forecast and rule-based methods using Meta-
Regression Analysis. Two Monte Carlo experiments are conducted to examine the 
finite-sample performance of the combined estimators. 
In Chapter Three, we accommodate the models discussed in Chapter One to 
measure the Total Factor Productivity (TFP) changes. Discussions of various the-
ories explaining economic growth and productivity measurements are provided. 
We decompose the change of TFP into technical efficiency change and innova-
tional change. Estimations are also combined according to principles in Chapter 
Two. Two studies utilizing the World Productivity Database from the UNIDO are 
conducted. In the first study, we find out that from 1972 to 2000 the Asian region 
had the highest Total Factor Productivity growth, which was mainly contributed 
to innovation progress instead of efficiency catch-up. In the second study, we find 
out that between 1970 and 2000, Asia Four Tigers and new tiger countries (China, 
India, Indonesia, Malaysia, and Thailand) had substantial TFP advancements, 
mainly due to innovations. The other four groups of countries including developed 
and developing countries had downward trends in TFP growth. 
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Acknowledgements 
Six years ago, I stepped on this beautiful campus for the simple purpose of 
satisfying my craving for knowledge and truth. I chose to go to graduate school, 
"not because [it is] easy, but because [it is] hard". However, I did not expect that 
it could be this hard. In the 6-year marathon, facing numerous difficulties and 
challenges, people around me lent me their hands every single time to support my 
forward momentum. At the conclusive moment of my Ph.D. studies, I would like 
to express my gratitude for all who helped to develop my character and expand 
my boundary of capability, who provided me encouragements and comfort, who 
made my student life more interesting and colorful, and ultimately who helped me 
finish this dissertation. 
First and foremost, my deepest appreciation goes to my advisor, Dr. Robin 
Sickles, for his rigorous mentoring, endless support and great faith in me through-
out my graduate study. He taught me all the necessary tools to be a good researcher 
in economics and econometrics. Moreover, he is a great person with a lot of caring. 
His office door is always open for me. He taught me not only how to be a successful 
scholar thriving in the ivory tower, but also how to be a successful professional and 
mature adult thriving in the real world. He demonstrated how to think "out of 
IV 
the box", he helped me to improve my interpersonal and communication skills, he 
showed to me how to keep a balanced life. I have learned so much from Dr. Sickles 
both inside and outside the classroom. I can neither begin to fully express the 
depth of my gratitude nor thank you sufficiently for being my advisor. 
I would like to show my gratitude to Dr. Bryan Brown and Dr. David Scott 
for kindly serving on my dissertation committee. During my six years in Rice, I 
have learned a lot of economics from Dr. Anna Bogomolnaia, Dr. James Brown, 
Dr. Yoosoon Chang, Dr. Juan Carlos Cordoba, Dr. Geoffroy de Clippel, Dr. Marc 
Dudley, Dr. Mahmoud El-Gamal, Dr. Simon Grant, and Dr. Perter Hartley, and 
Dr. Yossi Yakhin. I have learned a lot of statistics from Dr. Genevera Allen, Dr. 
Veera Baladandayuthapani, Dr. Dennis Cox, Dr. Katherine Ensor, Dr. Kamal 
Hamidieh, Dr. Yamil Kaba, Dr. Marek Kimmel, Dr. Qi Li, Dr. Rudolf Riedi, and 
Dr. Maria Vannucci. I am also indebted to Dr. John Dobelman and Margaret 
Poon from the statistics department for their great help. I was fortunately given 
wonderful opportunities to teach one ECON 211 with Dr. Dagobert Brito, and 
being a teaching assistant for many professors mentioned above. A special thanks 
to Dr. Meryem Duygun Fethi, for being such a nice coauthor. Thank you all again 
for your intellectual nourishment! 
I want to thank departmental coordinators Altha Rogers, Angela Njenga and 
Elizabeth Powell, for their cheerful assistance. Altha, thank you for being around 
and helping in so many circumstances through all the years. You are such a sweet 
and funny lady! 
v 
I am very thankful to those in the Business Information Center at Rice U ni-
versity Jones Graduate Business School. Thank you, Peggy Shaw, Bill Coxsey and 
Elise McCutchen, for providing me financial and emotional support, and a com-
fortable environment to work and study as a student librarian (plus the back office 
I have been spreading my books and food everywhere). Thank you, Bobbie Foval 
and Marisa Prevost for working, having fun and seeking free meals with me every 
Friday and Saturday for the last two years. A special thanks to Marisa and Bill, for 
patiently proofreading every line of my dissertation. I have also enjoyed working 
with Melissa Arnold, Danielle Behar, Alex Bonnel, Daniel Campell, Yiwen Cui, 
Kim Davenport, Maclovio Fernandez, Kristen Hogan, Becky Leven, Maria Mal-
donado, Lolley McConnell, Sam Oke, Avery Prevost, and Rachel Wheeler. Thank 
you and I will always remember our friendship. 
I am much obliged to my friends and colleagues in Rice for their support. Lev-
ent Kutlu, "the machine", you are one of the nicest people I have ever met in my 
whole life. You gave me such great helps in my course work, research and job mar-
ket preparation. Rajnish Kumar, "the daredevil", besides providing me delicious 
home-made Indian food and all types of alcoholic beverages, you taught me how to 
think logically, pay attention to details and provided me with differing views of the 
world. Baris Esmorok, "the man" or "the beast" depending on situations, thank 
you for your discussions of sports and politics. I will apppreciateforever that you 
picked me up and dropped me off every single day for more than two months when 
I ruptured my right Achilles. Jungsook You, you are the female version of Levent, 
Vl 
always tried to help me and were patient with me. Tran Dinh, I have always had 
good times with your husband and you, and more recently your cute son Jayden. 
Yongok Choi, even though we had studied together for only one year, you kindly 
helped me in all the subjects and taught me to have a strong work ethic. I would 
like to give special thanks to my other classmates who also entered the program in 
August 2005, Sinan Ertemel, Xiao He, Ekaterina Magakova, and Michael Naaman, 
for helping me get through the most intellectual-challenging year (the first year of 
graduate school) of my life. In addition, I would like to thank all other friends 
I met in and out of the economics department: Jaime Acosta, Pavlos Almani-
dis, Bakari Baratashvili, Andre Barbe, Chris Brunger, Seda Bulbul, Chunyan Cai, 
Alex Chaudhry, Eric Chi, Burcu Cigerli, Emre Coskun, Alejandro Cruz-Marcelo, 
Victor Del Carpio Neyra, Pavlo Demchuk, Emre Dugan, Jason Eichorst, Ibrahim 
Ergen, Mercedes Flores, David Gao and Fan Wang, Jorge Gonzales-Gomez, James 
Gualieri, Ronghua Guo, Xuan Huan, Ozgur Inal, Bibo Jiang, Ruben Juarez, Gizem 
Keskin, Kim's family, Jianghua Li, Jin Li, Xin Li, Junrong Liu, Debra Pyle, Jun-
hui Qian, Islam Rizvanoghlu, Urmi Sen, David Splinter, Richard Swartz, Kerem 
Toklu, Terry Wang, Xin Wang, Xiaowei Wu, Jingyi Xue, Ping Zhang and Bin Xie, 
and Xinya Zhang. Thank y'all again for being part of my life in Texas! 
Finally, I would like to thank my family. I would be nothing without them. 
Mom and Dad, thank you for your unconditional love and support for all of my 
life; thank you for saving every extra penny you earned since I was born for the 
purpose of letting me receiving the best education; thank you for building up my 
Vll 
tenacious mindset, work ethics and discipline; thank you for helping me develop 
my healthy diet, exercise regimen and ability to plan ahead. I would like to thank 
my lovely and supportive girlfriend Gongping Tang. Thank you, Gongping, for 
providing me daily joy and encouragement. Thank you again, Mom and Dad, I 
dedicate this dissertation to you. 
Vlll 
Contents 
ABSTRACT n 
Acknowledgements IV 
List of Tables XI 
List of Figures xn 
Chapter 1. Comparison of Technical Efficiencies in U.S. Banking Industry 1 
1.1. Introduction 1 
1.2. Descriptions of Empirical Models 4 
1.3. Descriptions of Data 6 
1.4. Descriptions of Panel Data Stochastic Frontier Models 9 
1.5. Result Presentation 
1.6. Conclusion 
Chapter 2. Combining Estimates 
2.1. Introduction 
2.2. Insights from Economics 
2.3. Model Averaging 
2.4. Combining Forecast 
IX 
17 
21 
25 
25 
30 
31 
34 
2.5. Rule-based Method 
2.6. Simulation Studies 
2. 7. Conclusion 
Chapter 3. Measuring World Productivity 
3.1. Introduction 
39 
44 
49 
54 
54 
3.2. Traditional Explanations for Sources of Economic Growth 56 
3.3. Alternative Explanations for Sources of Economic Growth 56 
3.4. Decomposition of Economic Growth-Innovation and Efficiency Change 
Identified by Index Numbers 61 
3.5. Modifications of the Neoclassical Model: The New Growth Theory 64 
3.6. Statistical Treatments to Model Productivity and Efficiency Growth 69 
3.7. Discussion of Combining Estimates 69 
3.8. Modeling World Economic Growth with the UNIDO Data 70 
3.9. Result Presentation 73 
3.10. Conclusion 88 
References 130 
X 
List of Tables 
1.1 Description of Variables 8 
1.2 Included Estimators 18 
1.3 Result Presentation 23 
2.1 Simulation Study 1: No Problem 50 
2.2 Simulation Study 1: Correlated Regressors and Effects 51 
2.3 Simulation Study 1: Serial-correlated Effects 52 
2.4 Simulation Study 2 53 
3.1 Study 1: Estimation Result Presentation 90 
3.2 Study 1: Combined Estimates Result Presentation 96 
3.3 Study 2: Estimation Result Presentation 107 
3.4 Study 2: Combined Estimates Result Presentation 113 
3.5 List of Countries 128 
XI 
List of Figures 
1.1 Comparison of Average Efficiency Estimates 24 
1.2 Averages of Time-variant Efficiency Estimates 24 
3.1 Study 1: Average Technical Efficiency Change 97 
3.2 Study 1: Technical Innovation Change 100 
3.3 Study 1: Regional Average TFP Change 101 
3.4 Study 1: World Productivity Change 101 
3.5 Study 1: Malmquist Index 102 
3.6 Study 1: Solow Residual 103 
3.7 Study 1: Growth Rate Comparison 104 
3.8 Study 1: Combined Estimates 106 
3.9 Study 2: Average Technical Efficiency Change 114 
3.10 Study 2: Technical Innovation Change 120 
3.11 Study 2: Comparison of Average TFP Change 122 
3.12 Study 2: World Productivity Change 122 
3.13 Study 2: Growth Rate Comparison 123 
Xll 
3.14 Study 2: Combined Estimates 127 
Xlll 
CHAPTER 1 
Comparison of Technical Efficiencies in U.S. Banking 
Industry 
1.1. Introduction 
Historically, U.S. banking industry had been highly regulated with limited mar-
ket entry. Some examples are: The geographic restrictions imposed on intrastate 
and interstate bank expansions in the McFadden Act 1927 primarily were to protect 
consumers from exploitation by regional and national money trust, and to prevent 
local deposits from being invested outside their communities. The Banking Act 
of 1935, after the unprecedented banking crisis from 1929 to 1932, imposed strict 
reserve requirements on transaction and non-transaction accounts held by national 
banks. Regulation Q imposed ceilings on interests which banks were allowed to pay 
on deposits. Types of accounts that banks could provide were tightly restricted 
as well. The Glass-Steagall acts separated the ownership and activities of bank-
ing industry from other industries. The heavy regulations resulted in inefficiencies 
in banking industry: geographic barrier and restricted competition created local 
monopolies and oligopolies. Tight reserve requirement forced banks to give up 
profitable investment opportunities. Ceilings on interests benefited banks which 
earned monopsony profit by acquiring deposits below competitive market rate. In 
1 
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the mean time, banks were allowed to charge higher interests for loans. The Glass-
Steagall acts mentioned above prevented other entities except banks to takeover 
or reform inefficiently operating banks. These persistent inefficiencies leaded to 
erode the competitive advantage of banking industry after innovations of less reg-
ulated financial instruments such as money market mutual funds (MMMF) and 
purchase agreement since late 1970s. For detailed discussions of the regulations 
and inefficiencies, see Berger et al. (1995) and Jayasiriya (2000). 
Beginning from the late 1970s, U.S. federal and state regulatory agencies had 
resorted to less stringent interpretation of banking regulations and adopted less 
restrictive legislature. The introduction of interest bearing consumer checking 
accounts and the phasing out of Regulation Q interest rate ceilings on savings 
and small denomination time deposits were among the initial wave of deregulation 
policies. Soon after the initial changes, a variety of new types of accounts had 
been introduced to enable banks to offer more competitive interests on deposits. 
Reserve requirements had also been reduced several times since later 1970s. The 
only reserve requirement was ten percent requirement for transaction balances in 
1990. The reserve requirements on non-transaction accounts were entirely removed. 
The passing of the Reigle-Neal Act in the early 1990s entirely overturned McFadden 
Act, and enabled nationwide banking. In the meantime, legislatures relaxing of 
unit bank, branch bank and state bank had resulted in numerous mergers and 
failures. These all had significantly altered the U.S. banking environment. For 
------------------------------------------------------
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comprehensive discussion of these deregulatory issues and the industry's reactions 
and adjustments to them, see [12]. 
During this period from late 1970s to middle 1990s, substantial changes had 
occurred in banking industry due to not only deregulations, but also technological 
and financial innovations. Banks which adopted new inventions such as Automated 
Teller Machines ( ATM), utilized advances of computer system and improvements 
in communication technologies, could reduce costs and operate more efficiently. 
New financial instruments such as derivatives enabled banks to diversify market 
risk effectively. However, these innovations and improvements are double-edged 
swords for banks, because they had also helped non-bank institutes to compete 
with banks. For instance, money market deposit accounts (structured similar to 
mutual funds) led not only to a new product line but also to create competitions. 
Moreover, deregulation movements increased competitions within banking indus-
try as well. Without geographical restrictions, banks with competitive advantages 
are able to invade local markets of less competitive banks, or even kick them out of 
the business. As a result of all mentioned factors numbers of bank failures had dra-
matically increased since the late 1980s. To survive from the furious competition, 
increasing productivity and efficiency seems to be a necessary step. 
Previous studies of banking productivity and efficiency had relied on three basic 
methods for productivity and efficiency measurement: Linear Programming, Max-
imum Likelihood, and Ordinary Least Squares or instrumental variable estimation. 
Berger and Humphrey (1996) provide a general description of these methods. Our 
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focus in this study is on efficient and robust measurement of productivity and 
efficiency in a setting in which the regulatory climate has been steadily altered, 
forcing firms to adjust to a best practice technology using resource allocations that 
are increasingly unconstrained by financial regulations. 
The remainder of the chapter is organized as follows. Section 2 introduces an 
empirical model on banking. Section 3 describes the details of data. Section 4 gives 
the detailed discussions about the parametric and semi-parametric estimators we 
are going to apply. Section 5 presents the discussions of the result. Concluding 
remarks follow in section 6. 
1.2. Descriptions of Empirical Models 
Our empirical model follows discussions from Adams et al. (1999) and Kneip et 
al. (2005). We model the multiple output/ multiple input banking technology by 
applying the output distance function. The output distance function, D(Y, X) < 1, 
specifies the fraction of aggregated output (Y) produced by given aggregated inputs 
(X). This measure gives us a radial measure of technical efficiency. For an m-
output, n-input production technology, the deterministic output distance function 
can be approximated by 
(1.1) 
where the "f/S and the (3k's are weights representing the technology of the firm. 
When a firm is producing efficiently or when the value of the distance function 
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equals 1, it is not possible to increase the index of total output without either 
decreasing an output or increasing an input. 
The Cobb-Douglas type stochastic frontier model that we will consider in our 
empirical illustrations is derived by multiplying through by the denominator, ap-
proximating the terms using natural logarithms of outputs and inputs, and adding 
a disturbance term Vit to take account for general statistical noises. We also spec-
ify a non-negative stochastic term Uit for the firm specific level of radial technical 
inefficiency, with variations in time allowed (time-variant property is not required 
for some models). Therefore for the firm i at time period t of observation, the 
Cobb-Douglas stochastic distance frontier model may be written as: 
(1.2a) 0 = L 'Yi ln Yj,it- L,Bk lnxk,it + Vit- Uit 
j k 
The output distance function is linearly homogeneous in outputs. We impose this 
restriction and then normalize with respect to one Yi (the last) to get the following 
expression (see Lovell et al. (1994) for a complete discussion): 
(1.3) -ln(yJ) = L 'Yj In Yi,it- L ,Bk lnxk,it + Vit- Uit 
j k 
where YJ is the normalized output and Yi = Yi/Yh j = 1, ... , J- 1. To make the 
notation more clear, letting Xi~= -ln(xk,it), Y:; = ln(yj,it), and Yit = -ln(yJ ), we 
6 
can write the stochastic distance frontier as 
(1.4) ~7 X*'fJ Y*' . I. it = it + it '"'( + Vit - Uit, 'l = 1, ... N, t = 1, ... T. 
Further if we let Cit = Vit- Uit, x:t = [ Xt(, Y;;'], E, = [ {3, '"'(] we obtain the familiar 
function form under panel data analysis setting: 
(1.5) Yit = x:tt. +Cit, i = 1, ... N, t = 1, ... T. 
1.3. Descriptions of Data 
The data we use is from U.S. commercial banks in limited branching regulatory 
environment ([70),[99]) from 1984 to 1995. The annual data are taken from the 
Report of Condition and Income (Call Report) and the FDIC Summary of De-
posits. The data set consists of 667 banks or 8004 total observations. The Report 
of Condition and Income and the FDIC Summary of Deposits are the primary 
sources for the U.S. banking data. The panel data set is a comprehensive source 
of information on operating costs, inputs (including labor, capital and purchase 
funds), outputs (loans and deposit services), assets, and the regulatory environ-
ment of any institution in the U.S. banking industry. Data on over one hundred 
variables is collected from the Call Reports and the FDIC Summary of Deposits. 
Labor (LAB) is measured using the number of full time-equivalent employees on 
the payroll at the end of each quarter. The total value of premises, fixed assets and 
capitalized leases are used as a proxy for capital (CAP). Purchase funds (PURF) 
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are measured using the sum of deposits greater than U.S. $100,000 foreign debt, 
federal funds purchased, and liabilities on borrowed money. 
The measurement of loan and deposit services is a more complex issue, and two 
approaches are currently utilized in the U.S. banking research literature: interme-
diation approach and production approach. The intermediation approach uses the 
dollar amounts of deposits and outstanding loans as a proxy for deposit and loan 
services provided by a bank, while the production approach uses the number of 
outstanding loans and deposits as a measure of banking services produced. The 
former approach is followed in our data collection modeling method. 
The following loan and deposit types are pursued in this study: real estate 
loans {hereinafter RELN), commercial and industrial loans (hereinafter CILN), in-
stallment loans {hereinafter INLN), and retail time and saving deposits (Deposits). 
CILN accounts for loans given to businesses, while INLN accounts for loans given 
to individuals to meet medical expenses, vacation expenses, purchase furniture, 
automobiles, household appliances, and other miscellaneous expenses. RELN ac-
counts for loans secured by real estate. For detailed discussions about definitions 
of variables, see the Appendix of Jayasiriya {2000). 
The price {interest rate) for each of the loan types is obtained by dividing the 
interest rate and fee income earned, by the outstanding loan amount. A composite 
wage rate is obtained by dividing the total labor expenses by the total number of 
workers. Price indices for capital and purchase funds are calculated by dividing 
Variable Name 
RELN (Y.) 
CILN (Y(.) 
INLN (YL) 
CD (X;,._) 
DD(X2) 
OD(Xi,:) 
LAB (Xt,J 
CAP (X5,J 
PURF (X6,J 
Definition 
Minus log of real-estate loans 
Normalized log of commercial and industrial loans 
Normalized log of installment loans 
Minus log of certificate of deposits 
Minus log of demand deposits 
Minus log of retail time and savings deposits 
Minus log of labor 
Minus log of capital 
Minus log of purchased funds 
Table 1.1. Description of Variables 
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the expenses incurred for each input by the value of total deposits (as presented 
below). 
Outputs, inputs and price definitions used are consistent with those used in 
previous studies (i.e. [11]). Bank size (total assets) is highly correlated with the 
size of a given output, and thus dollar values are used in place of the number of 
loans or deposits. 
The definitions of quantities and prices are less than ideal, but are necessitated 
due to the absence of explicit price indices. The Call Report and FDIC data are 
reported in nominal terms, and are converted into real terms using a state level 
consumer price index (1982-84 = $100). 
The definitions of variables using in estimation are summarized in Table 1.1. 
1.4. Descriptions of Panel Data Stochastic Frontier Models 
1.4.1. Base Model 
(1.6) i = 1, ... N, t = 1, ... T. 
where 
9 
Here i indexes firms and t indexes time periods. Yit is the output observation of 
firm i at tth period. XIt is a vector of K input observations of firm i at tth period. 
/3s are unknown parameters. VitS are distributed as i.i.d N(O, a~) and uncorrelated 
with regressors. UitS are one sided and represent technical inefficiency. They are 
non-negative, i.i.d distributed and are uncorrelated with vits. 
1.4.2. Fixed Effects Estimator 
The fixed effects estimator (hereinafter FIX) is the fixed effect panel data model 
(Least Squares Dummy Variable Model) except that UitS are one-sided. Here we 
assume Uit = Ui. Let ai = a- ui,the model becomes: Yit = ai + XIt/3 + Eit· The 
model then can be estimated following standard fix effect estimation. 
The main advantage of this estimator is that the consistency of parameter 
estimates does not depend on the uncorrelatedness of the regressors and the indi-
vidual effects. The slope estimator is consistent as either N or T going to infinity. 
However, the consistency of the intercept ai required T going to infinity. Another 
10 
advantage is that the consistency does not depend on the distribution of the effect 
since the effect is fixed. 
a is estimated as max((ii). The individual effect is estimated as: iii= a- (ii. 
1.4.3. Random Effect Estimator 
Random effect estimator (hereinafter RND) are similar to the random effect models 
in panel data. Here, we make the assumption that the time-invariant effect uis are 
uncorrelated with the regressors and distributed as i.i.d (!l, a~). Let a* = a- /l, 
ui = ui- /l, we transform the model to 
(1.7) 
Then we can perform Generalized Least Squares (hereinafter GLS) estimation or 
Feasible GLS estimation. For details of asymptotic property of estimators, see 
Schmidt and Sickles (1984). 
Given our estimate {J, we can estimate ui by ~ E(Yit- C?- X{t{J) , then we 
t 
can estimate iii = m~{ ~}- ~. There are many literatures providing details on 
~ 
estimating efficiency using FIX and RND in productivity literature, for example, 
see [105) and (74). 
11 
1.4.4. Hausman-Taylor Estimator 
Hausman and Taylor (1981, hereinafter HT) propose an instrumental estimator 
that assumes the effects can be uncorrelated with some but not all of the regres-
sors. Individual effect, ui, can be consistently estimated from the residuals if T is 
large and separated from the intercept if N is large. Under the production frontier 
setting, Cornwell et al. (1990) generalize their results to explore assumptions on 
the uncorrelatedness of certain exogenous variables with the effects. The asymp-
totic efficiency gain over the within estimator depends on the number of imposed 
exogeneity restrictions. 
1.4.5. Cornwell-Schmidt-Sickles Estimator 
Cornwell el al. (1990, hereinafter CSS) introduce a new panel data model with 
heterogeneity in both slopes and intercepts. The model allows them to estimate 
time-varying efficiency levels without imposing strong distributional assumptions 
for technical inefficiency or random noise. 
The model is written as: 
(1.8) Yit i = 1, ... ,N,t = 1, ... T, 
12 
We can rewrite the model as 
(1.9) Yit 
uis are distributed as i.i.d (0, ~). EitS are distributed as i.i.d (0, cr2), and are 
uncorrelated with regressors and ui. 
In the matrix form: 
(1.10)y X{3 + Z'Y + vV6o + v, 
v Qu+c 
where Q = diag(Wi)· 
CSS within (hereinafter CSSW) does not assume that Qu is uncorrelated with 
the regressors. Allowing PQ = Q(Q'Q)-1Q' and MQ =I- PQ, we obtain CSSW 
as 
(1.11) 
CSS generalized least squares (hereinafter CSSG) assumes (X, Z, W) are un-
correlated with Qu, therefore 
(1.12) (/3, -:y, fo)cssc =[(X, Z, W)'0-1 (X, Z, W)t 1 (X, Z, W)'0- 1y 
13 
where n = cov(v) = a 2INr + Q(IN ® !J..)Q'. We can also apply Weighted Least 
Square to multiply the equation by n-112 • 
In order to relax the restriction of time-invariant effect, CSS assumes ai in the 
fix effect model be of the form: ait = (Ji1 + (Ji2t + (Ji3 t 2 • According to the above 
panel data model, we can express Wft = [1, t, t2 ], 8~ = [Bib Oi2 , Oi3]. As following 
we can estimate at= m~(ait) and uit =at- ait· 
} 
CSS also provides an efficient instrumental variables estimator (hereinafter 
EIV), which is an extension of HT. Instrument A is defined as: 
(1.13) 
Where X1. Z1. W1 are defined as components in X, Z, W, which are uncorrelated 
with the effects, and X 2 are components in X that are correlated with the effect. 
MQ is orthogonal projection matrix of Q. 
(1.14) 
1.4.6. Battese-Coelli Estimator 
Battese and Coelli (1992) (hereinafter BC) introduce a fully parameterized maxi-
mum likelihood estimator. They define the technical efficiency for a given firm as 
14 
an exponential function of time. Their model is defined by 
(1.15) Yit 
VitS are distributed i.i.d. N(O, a~), UitS are distributed i.i.d. non-negative truncated 
N(p,, a 2). Notice that individual firm effect Uit decreases, remains constant or 
increases as t increases, where 'TJ > 0, 'TJ = 0 or 'TJ < 0, respectively. 'TJ = 0 is the 
case where firm efficiency is time-invariant. 
Technical efficiency T Eit = exp( -Uit) can be estimated by the form of con-
ditional mean. The mean technical efficiency of firms at the tth period T Et = 
E[exp( -TJtUi)], where 'TJt = exp[-TJ(t- T)] can be estimated by maximum likeli-
hood. 
1.4. 7. Semi-parametric Efficient Estimators 
The models of Semi-Parametric Estimator (hereinafter SPE) vary on how the ba-
sic model assumptions have been modified to accommodate a particular issue of 
misspecification of the underlying efficiency model. We consider a number of SPE 
estimators that differ on the basis of assumed orthogonality of effects and regres-
sors, temporal variation in the efficiency effects, and correlation structure of the 
population disturbance. These are based on a series of papers by Park and Simar 
(1994) and Park et al. (1998, 2003, and 2006). The notion of efficient bounds 
15 
in semi-parametric models has been well established in econometrics and statistics 
literature. The basic idea is to project the scores with respect to the slope parame-
ters onto the nuisance parameter tangent space: 1r(l9 l[l71 ]). Then we obtain efficient 
scores which are orthogonal to the scores of nuisance parameters: l* = l9 -1r(l9 l[l71 ]). 
Thus we can obtain Fisher information bound E(l*l*- 1 ). For details, see Newey 
(1990). 
Park et al. (1998) explore the semi-parametric efficient estimation of stochas-
tic frontier models in which the effects and the regressors have certain dependency 
structures. They discuss three time invariant models. The first model assumes no 
particular structure of dependence between the effects and the regressors, which 
is analogous to the fixed effect estimator. The second model assumes dependency 
between the effects and a subset of regressors, which is analogous to the Hausman 
and Taylor estimator. The third model (hereinafter PSS1) allows for dependency 
between the effects and long run movements in a subset of regressors. They de-
rive semi-parametric efficiency bound for each model, and methods to estimate 
parameters and effects. 
Park et al. (2003) focus on the semi-parametric efficient estimation of random 
effect panel models containing AR(1) disturbances: 
(1.16) Yit x:tf3 + ai +Cit, i = 1, ... , N, t = 1, ... , T, 
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and UitS are distributed as i.i.d. N(O,a2). Denoting xi= (XII, ... ,x:rY, (ai,Xi) 
are independent of ci and are i.i.d. random variables having unknown density 
q(., .) on Rl+dT. They consider two structures describing the relationship between 
X and a: Modell (hereinafter PSS2G) assumes the independence between Xi and 
ai; Model2 (hereinafter PSS2W) allows dependence between Xi and ai. They then 
provide semi-parametric efficiency bound for each model, and methods to estimate 
parameters and effects. 
Park et al. (2006) (hereinafter PSS3) extend the semi-parametric efficient es-
timation to dynamic panel data models. The model can be written as: 
(1.17) Yit = "YYi,t-1 + x:tf3 + ai +Cit, i = 1, ... , N, t = 1, ... , T, 
where citS are distributed as i.i.d. N(O, a 2). Based on assumptions regarding con-
ditional independence, their models use non-parametric estimators for the random 
effects, and use parametric assumptions on the distribution of the within errors. 
Derivations of semi-parametric efficiency bounds and estimating methods are pro-
vided. 
1.4.8. Kneip-Sickles-Song Estimator 
Kneip et al. (2005, hereinafter KSS) introduce a new method for arbitrary tem-
poral heterogeneity in panel data models. They consider the model: 
(1.18) Yit = x:tf3 + ui(t) +Cit, i = 1, ... , N, t = 1, ... , T, 
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where ui(t)s are a sample of smooth random functions. Their approach is inspired 
by ideals from functional principle component analysis leading to factor models, 
which is based on vectors of functional values at the observed time point. Estima-
tion of coefficients and effects are provided. 
1.4.9. Bounded Inefficiency Estimator 
Qian and Sickles (2007, hereinafter BIE) introduce a stochastic frontier model with 
an unobservable upper bound for inefficiency Uit . The main motivation is that the 
most inefficient firms cannot survive long in a competitive market. They introduce 
a truncation on the right tail of the distribution of the inefficiency component. 
They consider doubly truncated normal model, truncated half normal model and 
truncated exponential model. The density function and equation to calculate the 
conditional mean of individual effects for each specification are provided. In ad-
dition, they extend the model to the panel data setting and allow time-varying 
inefficiency bound and time-varying efficiency. The inefficiency upper bound can 
be consistently estimated by the maximum likelihood estimation along with other 
parameters. Inefficiencies can be estimated by the conditional mean. 
A summary of estimators is presented in Table 1.2. 
1.5. Result Presentation 
Table 1.3 contains the results of the coefficient estimates of the estimators dis-
cussed in the previous section. We may divide the estimators into two groups 
Estimator 
FIX (Fixed Effects Estimator) 
RND (Random Effect Estimator) 
HT (Hausman-Taylor Estimator) 
CSSW, CSSG 
( Cornwell-Schmidt-Sickles Estimator) 
BC (Battese-Coelli Estimator) 
PSS1 (Park-Sickles-Simar 1 Estimator) 
PSS2W, PSS2G 
(Park-Sickles-Simar 2 Estimator) 
Reference 
Schmidt and Sickles (1984) 
Schmidt and Sickles (1984) 
Hausman and Taylor (1981) and 
Schmidt and Sickles (1984) 
Cornwell, Schmidt and Sickles 
(1990) 
Battese and Coelli (1992) 
Park, Sickles and Simar (1998) 
Park, Sickles and Simar (2003) 
PSS3 (Park-Sickles-Simar 3 Estimator) Park, Sickles and Simar (2005) 
KSS (Kneip-Sickles-Song Estimator) Kneip, Sickles and Song (2005) 
BIE (Bounded Inefficiency Estimator) Qian and Sickles (2007) 
Table 1.2. Included Estimators 
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according to their functional specifications. FIX, RND, HT, CSSW, CSSG, BC 
and BIE are parametric estimators; PSS1, PSS2W, PSS2G, PSS3 and KSS are 
semi-parametric estimators. We may also categorize estimators by their assump-
tions on patterns of inefficiency: FIX, RND, HT, PSS1, PSS2W, PSS2G, PSS3 
are considered as time-invariant effect estimators, which means they assume effi-
ciencies do not vary by time. CSSW, CSSG, BC, BIE, KSS are time-variant effect 
estimators. 
[Insert Table 1. 3 Here} 
By construction, coefficients of CILN and INLN are positive, others are nega-
tive. We can use Hausman-Wu test testing for the correlation assumptions for the 
regressors and firm specified effects. The test statistic is 203.6399 and p-value is 
0.0000. Therefore the test leads to the rejection of the null hypothesis that there 
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is no correlation between the regressors and the effects. The parameter estimation 
of RND, CSSG, BC, and BIE rely on the no correlation assumption. However, we 
still provide the estimation results of those four estimators for the purpose of com-
parison with other estimators, which are robust to the existing correlation between 
the regressors and the effects. 
From Table 1.3 we can see that except PSS3, KSS and BIE, other estimators 
yield close results in most coefficient estimates. BIE estimator yields much higher 
average technical efficiency (hereinafter ATE) than other estimators. The reason 
causing it will be discussed later. 
We find out that the group of time-invariant estimators yields close estima-
tions on firm specified ATEs: All ATE measures are between 0.4 and 0.5, with 
maximum 0.4910 (PSS3) and minimum 0.4097 (PSS1). These estimates are much 
less than the corresponding results of the time-variant estimators. The highest 
ATE estimation in time-invariant group, PSS1 is still 15% less efficient than that 
of BC, which has the lowest ATE among time variant estimators. The temporal 
comparisons of ATE estimations can be seen in Figure 1.1. 
[Insert Figure 1.1 Here] 
The ATEs are fixed over time for the time-invariant estimators, therefore they 
are shown as horizontal lines (Although the semi-parametric estimators can accom-
modate the generalization utilized in the CSS estimator to allow for time-variant 
temporal pattern of firm-specific effects, we only consider a time invariant specifi-
cation here). 
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The ATEs vary over time for the group of time-variant estimators including BC, 
CSSW, CSSG, KSS and BIE. We make several observations. First, as mentioned 
previously, ATE estimates of BIE are significantly above other estimators in all the 
periods. In other words, banks had been operating significantly more efficient under 
the BIE estimation. The cause of higher BIE estimates is due to the existence of the 
unobserved upper inefficiency bound which reject the existence of "very inefficient" 
firms (See [99]). Second, all time-variant estimators have higher ATE estimates 
than estimates by time-invariant estimators in all periods. Making comparisons 
in the group, CSSW and CSSG estimates are higher than KSS and BC estimates 
in all the periods, although much lower than BIE estimates. The BC estimator is 
clearly more stable than other time-variant estimator due to its relatively simple 
parametric structure. 
The purpose of this study is to value the efficiency changes in the U.S. banking 
industry after all the substantial changes described in Section 1. We have 5 estima-
tors which can help us explore the temporal movements of the technical efficiencies. 
From Figure 1.1, we can see that all 5 estimators have higher efficiency estimates 
in ending period (1995) than the beginning period (1984). However, they have 
different fluctuation patterns of the upward trends. To make a conclusion from 
these models, we average ATEs from all time-variant models in each period and 
plot them on Figure 1.2. Averaging the estimates is a crude way of combining 
results. We will extend our discussion on combining estimations in Chapter Two 
and Chapter Three. 
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[Insert Figure 1.2 Here] 
Figure 1.2 shows that banks had become more efficient over the time periods. 
The technical efficiency had been improved until 1993. As seen in the figure, U.S. 
banking industry had increased it efficiency from the starting period 1984. The 
growth rate, however, had been on a trend of decline until 1992. From 1992 to 
1993, efficiency improvement accelerated again. From 1993 to the end of the ob-
servation period 1995, banks have not been able to make more efficiency gains. 
As discussed earlier, during our sample period, the banking industry underwent 
substantial changes. Prohibition of interstate branching was overturned. Types 
of deposit accounts were deregulated. Capital requirements and standards were 
redefined. Financial products were provided by non-banking institutes and inter-
national financial institutes. Deregulatory changes, technical and financial inno-
vations and improvements force banks to face furious competition against other 
banks and non-banking institutes. The result of deregulation and increasing com-
petition should lead to a more efficient financial market. As a consequence of 
competition, the number of bank failures had increased. In order to survive in 
the new environment, banks have to accustom to the new regulations and develop 
more efficient operations over time. Our results support this view. 
1.6. Conclusion 
In this chapter, we attempt to measure technical efficiency changes in U.S. 
banking industry after substantially structural changes from late 1970s. Efficiency 
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models varying in assumptions have been developed accommodating researchers' 
different focuses. In our study, we embrace stochastic frontier models with differ-
ent functional specifications (parametric and semi-parametric), as well as different 
efficiency explanations (time-invariant and time-variant). We provide a set of es-
timates on the levels of efficiency on which banking firms had been operating, and 
the measurements of dynamics during the period from 1984 to 1995. Our mea-
surements of averaged technical efficiencies support the view that the U.S. banking 
industry has become more efficient overtime. 
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FIX RND HT BC 
time 0.0145 (0.0009) 0.0141 (0.0009) 0.0141 (0.0009) 0.0010 (0.0015) 
ciln 0.1603 (0.0045) 0.1727 (0.0043) 0.1702 (0.0043) 0.1592 (0.0043) 
inln 0.3712 (0.0061) 0.3624 (0.0059) 0.3641 (0.0059) 0.3658 (0.0058) 
CD -0.0351 (0.0047) -0.0438 (0.0046) -0.0423 (0.0046) -0.0358 (0.0046) 
DD -0.0904 (0.0160) -0.1212 (0.0147) -0.1167 (0.0148) -0.0447 (0.0144) 
OD -0.1525 (0.0097) -0.1421 (0.0097) -0.1443 (0.0097) -0.1401 (0.0096) 
lab -0.1786 (0.0171) -0.1853 (0.0165) -0.1848 (0.0165) -0.1617 (0.0161) 
cap -0.0427 (0.0054) -0.0566 (0.0052) -0.0540 (0.0052) -0.0541 (0.0051) 
purf -0.5855 (0.0215) -0.5216 (0.0202) -0.5309 (0.0203) -0.5786 (0.0200) 
ATE 0.4389 0.4139 0.4174 0.5775 
PSS1 PSS2W PSS2G PSS3 
time 0.0104 (0.0008) 0.0135 (0.0011) 0.0126 (0.0008) 0.0075 (0.0007) 
ciln 0.1594 (0.0017) 0.1590 (0.0045) 0.1633 (0.0038) 0.1168 (0.0037) 
inln 0.3725 (0.0025) 0.3596 (0.0060) 0.3696 (0.0051) 0.2429 (0.0051) 
CD -0.0358 (0.0022) -0.0268 (0.0043) -0.0316 (0.0040) -0.0093 (0.0038) 
DD -0.1240 (0.0050) -0.0894 (0.0148) -0.0878 (0.0130) -0.1596 (0.0131) 
OD -0.2102 (0.0103) -0.1635 (0.0075) -0.1505 (0.0067) -0.6022 (0.0037) 
lab -0.1949 (0.0065) -0.1711 (0.0163) -0.1826 (0.0143) -0.0873 (0.0143) 
cap -0.0464 (0.0022) -0.0530 (0.0058) -0.0457 (0.0047) -0.0428 (0.0045) 
purf -0.4701 (0.0122) -0.5382 (0.0197) -0.5673 (0.0170) 0.2233 (0.0150) 
ATE 0.4097 0.4679 0.4717 0.4910 
cssw CSSG KSS BIE 
time 
ciln 0.1470 (0.0037) 0.1585 (0.0013) 0.1193 (0.0030) 0.2818 (0.0043) 
inln 0.3516 (0.0056) 0.3623 (0.0018) 0.3243 (0.0049) 0.2739 (0.0058) 
CD -0.0099 (0.0032) -0.0175 (0.0015) -0.0019 (0.0019) -0.0924 (0.0050) 
DD -0.0813 (0.0138) -0.0888 (0.0037) -0.0193 (0.0109) -0.1314 (0.0115) 
OD -0.1245 (0.0071) -0.1229 (0.0047) -0.0306 (0.0201) -0.1322 (0.0146) 
lab -0.1508 (0.0146) -0.1988 (0.0042) -0.0913 (0.0095) -0.1158 (0.0132) 
cap -0.0458 (0.0054) -0.0553 (0.0017) -0.0250 (0.0052) -0.1157 (0.0052) 
purf -0.5263 (0.0195) -0.4790 (0.0052) -0.5751 (0.0299) -0.4024 (0.0163) 
ATE 0.6230 0.6282 0.6027 0.8027 
Table 1.3. Result Presentation 
Figure 1.1 
""" 
__ ,.,., 
Figure 1.1. Comparison of Average Efficiency Estimates 
Figure 1.2 
Figure 1.2. Averages of Time-variant Efficiency Estimates 
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CHAPTER 2 
Combining Estimates 
2.1. Introduction 
In this chapter, we want to provide discussions on combining common interests 
from different studies. Many times multiple empirical models are developed to ana-
lyze an identical interest. If these models are applied on the same dataset, different 
estimation results most likely will be obtained. In many cases, it is a good practice 
to include a combined result in the summary findings. An example to motivate 
reader is: Researchers in productivity efficiency field have developed a variety of 
parametric and semi-parametric stochastic frontier models to estimate global ef-
ficiency measures including technical, technological and total factor productivity 
efficiencies. Fethi et al. (2010[36]) employ a set of stochastic frontier models on 
the World Productivity Database from United Nations Industrial Development 
Organizations to measure world productivity progress. It is intuitively appealing 
to combine efficiency measurements. Consensus result may provide governmental 
agencies and general public a clear picture how efficiency measures have evolved 
in different periods across different regions, whereas difference in magnitudes or 
even directions on the same efficiency indicator from different models will lead to 
confusion. In addition, from view of Statistics, selecting and combining models 
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embrace model uncertainty into modeling analysis. In our study, we describe and 
discuss several methods which have been used in different disciplines. We have two 
goals to accomplish in this chapter: first, we want to provide justifications on why 
combining estimators are favorable. Second, the procedure of aggregation can be 
implemented and repeated in different procedures. 
At the beginning, we would like to provide motivations that why combining 
results are necessary and useful. From a non-academician view, economic figures in 
different publications many times appear confusing. Economic indicators obtained 
from models based on different assumptions and inputs are often seen to have 
significantly differences. Contradictions, the worst scenario, are not rare events. 
It would be beneficial to have a combined estimate or forecast since it gives a 
decisive conclusion. Even though we are not claiming to find out the correct 
answer by aggregations, combined result is more informative to individual than 
divided results, at the premise that all models are meaningful models and there is 
no single model proven to outperforming the other in all historical data. 
From an academic view, combining estimates, or weighting estimates, provides 
a solution to modeling uncertainty. As discussed in details by Burnham and Ander-
son (2002), given that a model is appropriate, from a parametric approach we can 
use maximum likelihood method or other methods, depending on how the model 
is specified, to estimate parameters in some optimal fashions. However, model se-
lection uncertainty needs also be looked at more carefully. It should be considered 
as rigorously as sources from other type of uncertainties, such as uncertainty due 
27 
to the limited set of observation or model defect (Hjorth {1994)). Moreover, due to 
non-experimental nature of the data, model specification is very challenging to ad-
dress in Economics. Considering the complexity of economic and social structure, 
it is unrealistic to find a correct or true model that fully recovers the underlying 
Data Generating Process {hereinafter DGP). In other words, all the existing models 
are misspecified in one way or another. Analogically, combining different misspec-
ified models in some sense is similar to construct a diversified portfolio. Although 
each asset has negative price effects triggered by different factors, putting them 
together in a single basket would provide some benefits, for example, guaranteeing 
an overall risk-free return. Whether a true model is infinite-dimensional or whether 
it exists is rather philosophical and probably a not conclusive debates, and is not 
a concern of our study. Just as the famous quote by Box, "essentially, all models 
are wrong, but some are useful", careful designed procedure to approximate the 
underlying DGP based on all possibly collected information is a desirable practice. 
An alternative to combining all reasonable models is to select the best model 
according to some criteria. There are five reasons that why we choose to combine or 
weight models instead of selecting a single model. First, as mentioned previously, 
since we do not think that discovering the true model is possible, conclusion with 
a single model as our result is neither a necessary or sufficient assignment. Second, 
in some cases different valid criteria might lead to contradicted ranking orders. 
This may lead selecting model to a subjective procedure. Third, even if we could 
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clearly rank all the estimates according to all criteria, including not best perform-
ing models in the decision making process still has its merits. Each model might 
have its own private information that the chosen best model does not have. Giving 
up alternative models bears the risk of losing information contained in the true 
information space. In addition, different models might have distinctive sensitivities 
towards fundamental structural changes such as regime changes or technological 
developments (Timmermann (2006)). Fourth, as discussed in Burnham and An-
derson (2002), if observed data are conceptualized as random variables, the sample 
variability introduces uncertain inference from the particular data set. Including 
more models in the decision making may be a reasonable mean to mitigate this 
uncertainty. Fifth, model selection can be viewed as a special case of weighting 
models which assign the entire weight on one model and none on others. It means 
that compare to the chosen model, other models are worthless. This scenario is 
highly unlikely. Therefore, a more generalized weighting method is preferred. 
We want to clarify the word "expert" which might mean three things in our 
study. The first is equivalent to a well defined statistical modeL Second, if a sin-
gle model is discussed in a study, an expert can also refer to the study. Third, 
it just means expert literally. In our study, we will not try to discuss any con-
sensus decision making procedures involving real human experts. When decision 
making involves real experts, there are complicated issues such as how to resolve 
disagreement, how to implement a feedback system, etc. There are many studies 
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in managerial science and other fields on how to design a systems to reach group 
decisions, such as Delphi method. 
Another general assumption made in our paper is that all models are consid-
ered to be combined are meaningful models. The model makers are well trained 
and have expertise in her fields. Their models are derived from reliable economic 
theories and are carefully designed. Their results have meaningful interpretations. 
· Before the discussion of combining estimates, it is necessary to exclude experts 
whose models are clearly underperforming others. The underperformed outcomes 
might be due to reasons such as poor model specification. A simple example is a 
much lower adjusted R-square comparing to other models (Assuming all models 
are parsimonious or no over-fitting problem). Information criteria discussed later 
in this study could also be applied as a test. The purpose of this step is to weed 
out experts similar to remove outliers in statistical analysis. Encompassing is an-
other concept could be applied (Newbold and Harvey (2002)). Only the obvious 
underperformers should be removed at the starting stage. 
In section 2, we will give some justification supporting combining estimates 
from different economic theories. Then, there are several major combining ap-
proaches we will discuss: model averaging in section 3, combining forecast in sec-
tion 4, rule-based method using Meta Regression Analysis in section 5. In section 6 
we will provide two Monte Carlo experiments on the subject. Section 7 concludes. 
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2.2. Insights from Economics 
There are several perspectives from economics on why it is beneficial to combine 
estimates instead of selecting a single one. First, suppose a group of experts meet. 
Each of them provides an opinion on a common interest, in our case, an estimate 
from a statistical model. Then they are required to vote for the group choice. 
Moreover, let us assume that each of them has a single peaked preference, with 
their own estimates being the peak. In other words, the closer a proposed group 
estimate is to his own estimate, the more he prefers that estimate. Here as is well 
known in the literature of social choice theory (see Moulin (1980)), the median 
will be chosen as an outcome of majority voting. The median is a symbol of 
central tendency estimates. It is a function of all estimates so it is considered as 
aggregation. Furthermore, if the estimators follow a symmetric distribution, the 
aggregated estimator, i.e. the median, will be the simple average. 
Second, let's assume in a situation that a decision maker needs to decide on 
a choice among several competing models. Each model gives an estimate. The 
decision maker tries to make a decision based on his preference, for example, to 
minimize a loss function. The probability of winning the decision maker's favor 
in some sense can be compared to the rent-seeking game described by Tullock 
(1980): if there are two bidders1, bidder 1 has bid x(x ;::: 0), bidder 2 has bid y(y 
;::: 0). Since the experts have already put their efforts, the situation is exactly the 
1 Here we use the case of two bidders just for expositional simplicity and it is readily to be 
extended to multiple agents. 
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same as that of "all-pay-auction". In "all-pay-auction" it is a common practice 
to use the Tullock contest function where every bidder with positive bid has a 
positive probability of winning the prize rather than the highest bidder taking it 
away. More precisely, Thllock suggests the specification ( 1r is the probability of 
winningf 
1 . 
1r(x, y) = 2 If x=O, y = 0 
X . 1r(x, y) =--otherwise 
x+y 
Coming back to our study, to connect to Thllock contest function, a simple example 
would be: The decision maker will choose a model with a bigger R-square (R-
squares of each model are x and y). Therefore the probability of winning is the 
R-square weight. The expected estimate from this process is 1r(x, y) x estimate!+ 
(1- 1r(x, y)) x estimate2, which is the R-square weighted estimates in the latter 
sections. 
2.3. Model Averaging 
There are three major methodologies we want to discuss. The first approach 
is model averaging. Briefly speaking, model averaging is to choose a weighting 
scheme to average across various selected estimates. An alternative approach from 
the same root, model selection, is to select the best model among all available 
models according to some statistical criteria. However, it is never obvious to argue 
2In his paper, the second equation is actually n(x, y) = xRx:yn where R :::: 0. Our simplified 
version when R = 1 is the most studied case. 
-----------------------------
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that any best-performed model is indeed the true model. Statistical inference based 
on the above "post-model-selection estimators" (Leeb and Potscher (2005)) might 
lead to invalid analysis. As argued in Buckland et al. (1997), the uncertainty 
of model selection should be incorporated into statistical inference. In analogy 
to sampling theories, if we consider our models in some sense as a valid random 
sample from an infinite set of possible models, combining information from different 
models would give us a more informative idea on the population parameters. 
The important question of model averaging is how we can choose reasonable 
weights for each estimate in the process of combining them. The simplest way is to 
take an arithmetic mean of all estimates. However, it might not be always reason-
able to assume that every model provides the same amount of information. The 
weights assigned to each model should reflect the extent of it supporting the data. 
So "goodness-of-fit " is a natural criterion to measure how data are supported 
by a model. In the last four decades, many statistical criteria are developed un-
der model selection context: For example, Akaike Information Criterion (Akaike 
(1973), hereinafter AIC), Mallows' Cp (Mallows (1973)), and Bayesian Informa-
tion Criterion (Schwarz (1978), hereinafter BIC). There are broad literatures on 
conditions, limitations and asymptotic properties of each criterion. For instance, 
Hensen (2007) shows that Mallows' Model Average estimator is asymptotically 
optimal in some cases and more favorable compared to AIC and BIC. Simulated 
comparisons of criteria have also been studied in different subjects in recent years. 
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For example, Carroll et al. (2006) has conducted a study in nutritional epidemiol-
ogy and showed AIC achieves efficiency gain, whereas BIC has serious issues and 
is not recommended. For detailed discussions of the literature, see Burnham and 
Anderson (2002), Claeskens and Hjort (2008). 
Another interesting observation is that the model averaging with assigning 
weights according to variances coincides with Meta-Analysis when we regard the 
efficiency as effect size. It is common in meta-analysis to weight the effect size 
according to inverse variance, which is sometimes called "inverse variance method". 
Bayesian Model Averaging (hereinafter BMA) is developed in parallel with 
model averaging under classical framework. For detailed discussion of the frame-
work and BMA techniques, see Raftery et al. (1997), Hoeting et al. (1999), and 
Koop et al. (2007). However, the Bayesian technique is mainly developed to deal 
with linear models and generalized linear models with variable selection problems. 
In our situation, independent variables are fixed according to economic theories. 
Moreover, it is not very clear that BMA or Bayesian model selection would perform 
better than other model averaging methods. 
Several common assumptions of applying model averaging and meta-analysis 
are difficult to be defended theoretically. One such assumption is the independence 
between each pair of studies. It is almost impossible for two researchers in the 
same field to conduct their studies without any shared resources: information 
source from Internet, or academia conferences, for instance. The other problem 
is that researchers have to include hundreds of models or an exhaustive literature 
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review to ensure that their combinations have fully implied the unknown "true 
model" or the underlying DGP. However, it is still not convincing to us that the 
model discovered by this way is the underlying true model. In sum, what really 
matters is if we can efficiently utilize and make a reasonable conclusion based 
on all the information we have. Consequently combining models is encouraged 
whenever possible. Our view is similar to Timmermann (2006), where all models 
may be subject to misspecification of unknown form. Another viewpoint to support 
combining estimate is that researchers might have different information set while 
presenting their own studies. Moreover, models may be affected differently by 
structural breaks caused by institutional change or technological development. In 
conclusion, we think it is wise to combine estimates in order to make the best 
conclusion based on all information. 
2.4. Combining Forecast 
The second combining approach is developed in the literature of combining 
time-series forecast models. In the literature of forecast, researchers also com-
bine studies for forecast improvement. As mentioned in Newbold and Harvey 
(2002), Bates and Granger (1969) urged that researchers should consider creating 
a combined forecast, possibly a weighted average of the individual forecast, when 
alternative forecasts are available. The importance of combining forecasts may be 
seen in Diebold and Lopez (1996). They propose that weighting relevant results 
can be viewed as a key link between short-run, aggregating available information 
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of models we have, and longer-run, ongoing process of model development. This 
idea of combining forecast is comparable to our idea of aggregating estimates. In 
addition, one interesting observation is that the forecasts are often not indepen-
dent because studies have correlated attributes such as having the same data set 
or the same coauthors, or including the same independent variables. Following the 
lines of their arguments on combining forecast, we can claim that our weighting 
criteria are also more optimal than individual estimate while viewing our estimates 
as 11 in-sample forecast 11 • 
Bates and Granger {1969) introduce the methodology of forecast combination. 
In their paper, clearly the results they attempt to combine are correlated since the 
outcomes are obtained by two different forecast methods but on the same data set. 
In their first weighting method, if the forecast errors a-i, a-~ from the two models 
are uncorrelated, to minimize the total error, the weights should be assigned as 
a-~ I { a-i + a-~) and O"i I ( o-i + O"~). The weighting will be a little bit more complicated 
if correlation is considered: weight for forecast 1 will be (a-~- pa-1a-2)1(o-i +a-~-
2pa-1a-2). If the weights are decided as above, the variance of forecast error is no 
greater than the smaller values of the two variances. It is obvious that the bigger 
error variance result will receive smaller weights. If only two results are combined, 
the weights trivially are the same as one of our weighting criteria which we assign 
1la-i to estimate 1 and 1la-i to estimate 2. The method they applied to forecast 
model can be used in our study since it is to minimize combined error, whether it 
is an out-of-sample forecast error or in-sample error. Generally speaking, all the 
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weight selecting methods are based on some types of loss function which in turn 
rely on the differences between the realized outcome and the forecast outcome 
' 
such as a Mean Squared Error (hereinafter MSE) or Mean Squared Percent Error 
(hereinafter MSPE). If we choose the loss function as typical square of error, it 
would be perfectly reasonable to use "goodness-of-fit" criteria. The implementation 
will be identical to the model averaging we discussed earlier. New developments of 
choosing combining weights by applying up-to-date techniques such as automatic 
machine learning algorithms have been made in recent literature, for example, see 
Lahiri, Peng and Zhao (2011). 
Two relevant points are raised in both Clemen (1989) and Timmermann (2006). 
First, lower sums of mean squared error can be actually achieved by weights accord-
ing to simpler assumptions, for example, ignoring the correlation between models. 
Without correlation, weighting formula would be simplified in combining two stud-
ies, and it would be possible for cases involved more than two estimators. The 
second interesting observation also appears in many forecast combination studies: 
simple averaging are reported doing as well as other more complicated weight se-
lecting methods in many empirical studies, even compared with most recent devel-
oped techniques (Lahiri, Peng and Zhao (2011)). Based on the two methodologies 
and empirical findings above, we will combine our estimates by simple average, 
R-square, RSS, AIC and BIC in the simulation studies and the Chapter Three. 
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The UNIDO WPD data example given in the beginning of this study is a 
little more complicated in the sense that what [36] try to combine are not esti-
mates directed estimated by the involved models, but estimates estimated non-
parametrically by estimates calculated by the models. However, in the combining 
procedure, the approaches are identical. The combined results using the model av-
eraging and combining forecast methodologies are presented in the Chapter Three. 
Compared to our first method, model averaging, in which the uncertainty in-
dicates the typical sampling variation conditioning on each model and the uncer-
tainty involving in the model selection process (Burnham and Anderson (2002)), 
forecast uncertainty appears in a different focus. Empirically, measuring forecast 
uncertainty has a significant role in macroeconomics and monetary policy making 
process (Lahiri and Shang (2010)). However, because it is unobservable, construct-
ing measures of forecast uncertainty involves challenging methodology problems. 
In fact there is still no well-established theory to measure forecast uncertainty. 
Zarnowitz and Lambros (1987) define "consensus" as the degree of agreement 
among corresponding point predictions by different individuals, "uncertainty" as 
the diffuseness of the probability distributions attached by the same individuals to 
their predictions, and disagreement among individual as a proxy for uncertainty. 
Many studies have shed light on how to measure forecast uncertainty empirically 
by using different proxies. One example is a series of studies by Lahiri ans Sheng 
(2010), Lahiri, Peng and Sheng (2010), and Lahiri, Peng and Zhao (2011): Follow-
ing the method developed by Davies and Lahiri (1995), they obtain a panel data 
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of multi-horizon forecasts from all individuals in different periods, then decompose 
forecast errors into two uncorrelated components: forecaster-specific idiosyncratic 
errors and aggregate shocks. In the studies they show that forecast uncertainty 
can be expressed as the sum of disagreement among forecasters according to their 
private information and the perceived variability of common aggregate shocks. 
They also suggest that from the standpoint of a policy maker, "... the uncertainty 
of the average forecast is not the variance of the average forecast but rather the 
average of the variances of the individual forecasts, where the combined forecast is 
obtained by minimizing the risk averaged over all possible forecasts rather than the 
risk of the combined forecast ... ". The most commonly used dispersion of alterna-
tive forecast from the consensus forecast, or the disagreement could underestimate 
the uncertainty since it fails to account for the variance of the aggregate shocks. 
However, they also show that during many situations where forecast environments 
are stable, disagreement is found empirically to be a reliable estimate for forecast 
uncertainty. 
As for our combining estimation, the studies mentioned in the above paragraph 
provide us an alternative perspective to think about uncertainty. The aggregate 
forecast uncertainty and the uncertainty derived from the sampling theory in the 
model averaging literature are interestingly linked, since both need to consider 
variations within each model and among models. The relationship between the 
two can be extended in future studies. Another point relating to our study is 
that: Zarnowitz and Lambros (1987) provide several empirical arguments on why 
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correlations across alternative forecasts should be considered and why they should 
not be considered. Both Zarnowitz and Lambros and Lahiri et al. (1988) illustrate 
that the average variance of individual estimators represents a true measure of 
uncertainty. Lahiri and Sheng (2010) also give an interesting interpretation ones-
timating uncertainty without considering correlations among experts: the average 
of the individual forecast error variance as the confidence an outside observer will 
have in a random drawn typical individual forecast from the panel of forecasters. 
So they provide us a reason of why it is necessary to present estimation results of 
the variances of combined estimators without including the correlation information 
among individuals. 
2.5. Rule-based Method 
Rule-based method is a general name for any methods imposing rules before 
carrying out studies. The method relies on rule-chosen experts' knowledge and 
expertise on the subject. In this sense it is rather subjective. If we set our rules 
according to information criteria or minimizing loss functions, the two previously 
discussed methods may both be considered as the rule-based methods. Thus rule-
based method can be considered to cover a wide range of methods. In general, rule 
bases should be selected by a validated, fully disclosed and understandable set of 
conditional actions (Collopy and Armstrong (1992)). Rules should be specified in 
advance and be followed consistently. Which sets of rules should be imposed largely 
depends on the subjects and what experts believe. In this study we will propose a 
40 
rule selection process based on Meta Regression Analysis (hereinafter MRA). The 
procedure is as follows: At the beginning, researchers should propose a common 
interest and collect all relevant studies on that subject. Then all significant fac-
tors influencing the difference in estimating common interest should be carefully 
identified. Based on experts' knowledge and experience, a weighting rule should 
be constructed according to the importance of each factor. Following the weight-
ing rule researchers should build a MRA model: the targeting objective as the 
independent variable, and all influential factors as dependent variables. After the 
regression analysis is done, weights are determined by the estimates of coefficients 
of the influential factors accordingly. At the end, weighted estimate is obtained. 
To discuss in details, we need to give a brief introduction about Meta-Analysis 
(hereinafter MA) and MRA. 
One derivation "Inverse Variance Method" of MA is mentioned in the model 
averaging section of this study. MA is a statistical technique for analyzing re-
searching results. Glass (1976, 1977) first proposes the methodology for combining 
empirical research results in educational and psychological fields. He clearly states 
the concept of MA: "Meta-Analysis refers to the statistical analysis of a large col-
lection of results from individual studies for the purpose of integrating the findings. 
It connotes a rigorous alternative to the casual, narrative discussions of research 
studies which typify our attempt to make sense of the rapidly expanding research 
literature." The main object of Meta-Analysis is the estimates of effect size. There 
are two major types of effect size: Standardized mean difference (e.g., Cohen's d) 
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and correlation (e.g., Pearson's r). As the name suggested, standardized mean dif-
ference is the standardized difference between the means of the experimental group 
and the control group. The estimates of effect size from different studies are of the 
scale since they are standardized. Therefore, they are ready to be analyzed for the 
purpose of synthesizing the results. In the last three decades, MA techniques have 
been employed extensively in a variety of different subjects including economics. 
In economics, MA was first applied by Nelson (1980) in environmental econom-
ics. Florax et al. (2002) provide lists of studies which have been conducted by MA 
in a variety of sub-fields in economics. MRA is one of the main quantitative tech-
niques to be applied in literature surveys on empirical economics. It is introduced 
under the context of economics literature review by Stanley and Jarrell (1989). In 
aMRA procedure, the dependent variable is a summary statistic, such as effect size 
(For example, in our example [36), effect size is the efficiency measures). The inde-
pendent variables, or called moderator variables in some studies, are the key factors 
which explain the different outcomes among individual studies. The independent 
variables usually include characteristics of individual studies' methodologies, pro-
cedures, data, etc. The most commonly used independent variables are dummy 
variables to differentiate characteristics of individual studies. How to choose inde-
pendent variables depends on knowledge of reviewer herself and the subject of the 
literature review. After the regression analysis, experts can obtain the weights of 
the estimates according to the estimated coefficients. 
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MRA has considerable advantages in synthesizing research results. First, many 
studies usually coexist on identical research subjects. Experts select the research 
methodology, specification of models, and data based on their subjective ideas and 
expertise. Literature surveys help them summarize and analyze existing research 
results, such to provide readers overviews and progress reports. Nonetheless, lit-
erature surveys are largely influenced by the subjectivity of the reviewers who 
are responsible to decide whether a study is worthy to be included in the survey. 
Moving literature reviews away from casual judgments is considered the most im-
portant strength of MA by Stanley (2001). As for our study, since weights are set 
up in advance as a function of relative importance of independent variables, we can 
avoid the experts' irrational behaviors at the stage of combining, such as personal 
attachments on some particular estimators. Moreover, conventional methods for 
literature reviews such as the vote-counting approach (Light and Smith (1971)) 
have been shown to be inconsistent and misleading. MRA views outcomes of each 
research the same as other phenomenon in social science which are realizations 
of some underlying process. By doing such, we could apply statistical theories to 
literature surveys and obtain a more objective perspective from highly individual-
ized studies. Second, MRA creates a systematic tool to analyze outcomes, helps 
us explain the differences among the studies, and finds out the main factors which 
might cause variations, magnitudes and directions of the effects. This method can 
be repeated in weighting setting process when new studies are added. Third, MRA 
provides a sensitivity analysis for specifying models. Alternative specifications of 
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models are explicitly examined. Issues like what factors have more leverages on the 
outcomes may be better understood. We can investigate the non-sampling issues 
such as the designs of studies and model specification (Hedges ( 1997)). Therefore, 
MRA provides us considerable insights on specification of models and suggestions 
of constructing models in the future. 
There are several issues requiring attentions in MRA procedures. The first one 
is that conducting a MRA study needs as many studies as possible. It is a tool for 
literature survey in which exhaustive inclusion is preferred. The other reason for 
the exhaustion search is that since we act as if each study is a data point while 
running regression, analogically we need to deal with these studies as collecting 
random sampled data points the same carefully procedures as others. As a result, 
substantial amount of efforts should be spent on collecting studies for MRA. In 
the cases that exhaustively collecting attempts are infeasible, using MRA unfortu-
nately may not be persuasive. Second, One critics with the MRA methods is that 
the actual distribution of the error terms in the regression is not clear. Usually 
models built by MA have no underlying economic theories. Assumption of normal 
distributed errors may be unwarranted. Running a regression blindly will cause 
standard errors and test statistics twisted. In order to make results more justifiable, 
we should exact properties of error distribution directly from data, then analyze 
models from these empirical properties. To accomplish this objective, we recom-
mend bootstrap with resampling the residuals, or called nonparametric bootstrap 
(Efron and Tibshirani (1993)). Third, another shortcoming of MRA is that error 
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terms in MRA regressions are likely heteroskedastic. Homoskedasticity is not a rea-
sonable assumption in many cases since results are from individual studies which 
have diversified private information varying in methodologies and function forms. 
A solution to correct the heteroskedasticity problem is to adopt heteroskedasticity-
consistent covariance matrix estimator (White (1980)). For other limitations of 
MRA and suggestions of MRA procedure, see Stanley (2001), Florax et al. (2002). 
Fourth, when the dependent variable is a ratio which can not be greater than 1 
or smaller than 0 (such as efficiency measures in [36]), it is not suitable to use 
Ordinary Least Square (Hereinafter OLS). We consider a solution to this problem 
is to use two-limit (doubly truncated) Tobit model suggested by Maddala (1983). 
Under truncation at low limit 0 and high limit 1, Tobit model is an appropriate 
procedure. One more caveat about having ratios as dependent variable is that 
Judge et al. (1980) has shown that OLS could suffer heteroskedasticity problem 
when the dependent variable of a model contains a ratio form (Bravo-Ureta et 
al. ( 2007)). Therefore a corrected covariance such as heteroskedasticity-consistent 
variance matrix is recommended. 
2.6. Simulation Studies 
In this section, we compare the finite sample performance of weighted estima-
tors and individual estimators through two Monte Carlo (hereinafter MC) experi-
ments. We will generate simulated data following Sickles (2005) in the first study. 
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In the second study, we will construct our samples based on the World Productivity 
Database from United Nation Industrial Development Organization. 
In the first example, the base productivity model is: 
(2.1) 
with {3 = (0.5, 0.5), a1 = 1 and a;= 1. 
In each simulated sample, the regressors are generated according to: 
(2.2) it= R i,t-1 + Tfit, w ere Tfit ""N 0, axf2 , R = . X X h ( 2 ) (0.4 0.05) 0.05 0.4 
We initialize the simulation by choosing Xi1 "" N(O, a1(I2 - R 2 )-1 ), and then 
start iteration from t ~ 2. The values of regressors then are shifted around three 
different means J-L1 = (5, 5)', J-L2 = (7.5, 7.5)', J-L3 = (10, 10)' to obtain 3 balanced 
groups of firms. We will simulate three size M = 1000 samples with (n = 30, t 
= 30), (n = 51, t = 21) and (n = 21, n = 51) according to three different DGP 
scenarios. 
The first scenario is considered as the "no problem" case: The random errors 
are i.i.d., the efficiency components are generated independently from a lognormal 
distribution and are temporally invariant, and there is no correlation between the 
effects and the regressors. In this scenario, samples of different groups cannot 
distinguish among themselves. Estimators such as CSSG and BC which do not 
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assume correlations between the effects and the regressor should appear to have 
superior performance. In the second scenario, we generated TJit and the efficiencies 
from a bi-variate process with 0.5 correlation. Assumption of existing correlation 
between efficiency and regressors has realistic appeals. For example, Sickles (2005) 
mentioned that technical efficiency in airline industry may be due to the regressors 
that determines the output such as "the sluggish adjustment of a quasi-fixed factor 
such as labor in European national airlines before liberalization efforts in the late 
1990s". We face inconsistent estimation if we use models which do not make the 
adjustments of the correlation. In the third scenario, we will examine the influence 
of the abnormality of disturbance on our estimation by assuming that the random 
disturbances are serial-correlated at p = 0.8. 
The reporting results in this study as well as the second study include bias (we 
report the average of absolute value of bias from the true values) and Mean Square 
Error (hereinafter MSEl). MSEl is computed as: 
(2.3) 
2 M 
MSE = L ~ 2:037- 0.5) 2 
j=l rn=l 
~rn 
where (3j are based on 6 individual methods (CSSG, EIV, BC, PSSl, PSS2W, 
PSS2G) and 5 combining methods (simple average, RSS, R-square, AIC and BIC). 
If we follow the definition of MSE as the sum of the squared bias and the 
variance, correlations between each two estimators in the combined estimators are 
taken into account in the calculation of the variances. The details of the method 
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to calculate variances for combined estimators are discussed in the section 9 of 
Chapter Three. We report the MSEs calculated in this way as MSE2. 
In Table 2.1 for the no problem case, we can see that in all three simulated 
samples, combined methods have smaller finite-sample biases compared to CSSG, 
EIV and BC. MSE1s and MSE2 calculated using the combining methods are close 
to each other and all of them are smaller than MSE1s and MSE2s obtained from 
individual methods. Table 2.2 is for the scenario that regressors are correlated 
to the effects. Except PSS1, which is modeled to deal with this situation, in the 
most cases, combined estimators have either the same or smaller magnitudes of 
bias than individual estimators. On the comparison of MSE1 and MSE2, com-
bined estimators are clearly the best performers, except in one case MSE2 of BIC 
is slightly larger than PSS2W and PSS2G. Table 2.3 reports the results of the 
serial-correlated case. Compared to the PSS2s which are designed for this sce-
nario, combined estimators have either smaller bias or smaller MSEs in the three 
simulated samples. 
[Insert Table 2.1, 2.2, 2.3 here] 
To test the robustness of models in real world problems, if we generate entire 
data set based on ad-hoc assumptions, we might risk ourselves obtaining samples 
which are totally irrelevant to the underlying DGP. To preserve unobserved prop-
erties of DGP, it is a reasonable practice to simulate data based on the collected 
real data. We will construct observations of the second example following this 
principle. 
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In the second study, we compare the performance of the averaged estimators 
with individual frontier model estimators based on the simulated samples from 
the World Productivity Database of UNIDO (For details, see section 8 of next 
chapter). It is meaningless to randomly generate GDP data because doing so will 
entirely disregard macroeconomic information. Bootstrapping can be used in many 
situations to generate samples. However, it is obviously unreasonable to simulate 
a sample with 5 U.S. size comparable economies. Therefore, a sound method to 
maximize DGP information is to generate output based on real input. Another 
advantage of using original input is that heterogeneity is embedded in the original 
data set. Only a stochastic error component is needed to be generated. 
[Insert Table 2.4 Here] 
For the demonstration purpose, we use data of OECD countries in the World 
Productivity Database since we think data are more accurately recorded in devel-
oped countries (for discussions about accuracy of data, see Hulten and Isaksson 
(2007)). We choose K06 and EMP as capital and labor input (again, see section 
8 of next chapter for precise definition of the inputs and their alternatives). We 
generate two sets of samples utilizing Cobb-Douglass Constant-Return-to-Scale 
production functions with f3 = (0.5, 0.5) and (0.3, 0.7). The different weights on f3 
can reflect individual researcher's opinions on the contribution weights of the in-
put factors. (0.3, 07) is most commonly used selection in the literature to simulate 
GDP data from a Cobb-Douglass type production function. Notice that all the 
estimators are symmetric with respect to f3 except EIV. As shown in Table 2.4, 
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in the cases of {3 = (0.5, 0.5) and {3 = (0.3, 0.7), all five averaging methods have 
smaller MSEls and MSE2s than individual methods, except BC. 
2. 7. Conclusion 
Many times it is meaningful and desirable to combine estimates from different 
statistical models. Insights of aggregating estimates from economics are provided. 
Three general methodologies are discussed: Model averaging, combining forecast 
and rule-based method using MRA. Two simulated studies are conducted and more 
optimal results are achieved for the combining methods in most cases. Choosing an 
approach is indeed a practical matter. For example, if the data of research cause 
too much time or energy to be collected exhaustively, MRA is not recommended. 
At the end, we think combining estimate is useful in empirical work. Given that 
many high quality works are presented, it is always a good practice to provide a 
combined result along with individual estimates. 
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(n = 30, t = 30) (n = 51, t = 21) 
Bias MSE1 MSE2 Bias MSE1 MSE2 
CSSG 0.00952 0.00883 0.00884 0.00775 0.00726 0.00727 
EIV 0.00868 0.01091 0.01092 0.00726 0.00989 0.00990 
BC 0.00420 0.00697 0.00697 0.00260 0.00571 0.00572 
PSS1 0.00146 0.00811 0.00812 0.00510 0.00729 0.00730 
PSS2W 0.00265 0.00765 0.00766 0.00277 0.00545 0.00546 
PSS2G 0.00261 0.00767 0.00768 0.00275 0.00546 0.00547 
Average 0.00299 0.00354 0.00507 0.00207 0.00307 0.00441 
RSS 0.00285 0.00346 0.00517 0.00203 0.00301 0.00449 
R2 0.00325 0.00347 0.00509 0.00231 0.00303 0.00442 
AIC 0.00306 0.00367 0.00516 0.00209 0.00314 0.00449 
BIC 0.00305 0.00355 0.00509 0.00216 0.00309 0.00443 
(n = 21, t = 51) 
Bias MSE1 MSE2 
CSSG 0.00696 0.00725 0.00726 
EIV 0.00527 0.00867 0.00868 
BC 0.00668 0.00565 0.00565 
PSS1 0.00227 0.00700 0.00701 
PSS2W 0.00042 0.00610 0.00610 
PSS2G 0.00043 0.00610 0.00611 
Average 0.00103 0.00308 0.00471 
RSS 0.00095 0.00305 0.00478 
R2 0.00123 0.00304 0.00472 
AIC 0.00106 0.00312 0.00480 
BIC 0.00105 0.00308 0.00472 
Table 2.1. Simulation Study 1: No Problem 
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( n = 30, t = 30) (n = 51, t = 21) 
Bias MSE1 MSE2 Bias MSE1 MSE2 
CSSG 0.00497 0.00176 0.00176 0.00810 0.00160 0.00161 
EIV 0.00401 0.00199 0.00199 0.00545 0.00183 0.00183 
BC 0.00664 0.00172 0.00172 0.01038 0.00165 0.00165 
PSS1 0.00109 0.00283 0.00283 0.00033 0.00261 0.00261 
PSS2W 0.00395 0.00187 0.00188 0.00630 0.00147 0.00147 
PSS2G 0.00395 0.00187 0.00188 0.00631 0.00147 0.00147 
Average 0.00394 0.00092 0.00131 0.00603 0.00083 0.00120 
RSS 0.00394 0.00093 0.00132 0.00609 0.00084 0.00112 
R2 0.00397 0.00093 0.00132 0.00606 0.00083 0.00112 
AIC 0.00392 0.00093 0.00134 0.00597 0.00083 0.00113 
BIC 0.00509 0.00106 0.00163 0.00855 0.00114 0.00181 
(n = 21, t = 51) 
Bias MSE1 MSE2 
CSSG 0.00338 0.00152 0.00152 
EIV 0.00280 0.00167 0.00167 
BC 0.00410 0.00162 0.00163 
PSS1 0.00166 0.00231 0.00231 
PSS2W 0.00283 0.00145 0.00145 
PSS2G 0.00283 0.00145 0.00145 
Average 0.00293 0.00076 0.00109 
RSS 0.00305 0.00076 0.00110 
R2 0.00298 0.00077 0.00109 
AIC 0.00279 0.00078 0.00111 
BIC 0.00322 0.00086 0.00126 
Table 2.2. Simulation Study 1: Correlated Regressors and Effects 
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(n = 30, t = 30) (n =51, t = 21) 
Bias MSE1 MSE2 Bias MSE1 MSE2 
CSSG 0.00119 0.00519 0.00520 0.00147 0.00397 0.00397 
EIV 0.00136 0.00563 0.00564 0.00133 0.00429 0.00429 
BC 0.00171 0.00688 0.00688 0.00189 0.00528 0.00523 
PSS1 0.00212 0.00782 0.00783 0.00131 0.00637 0.00637 
PSS2W 0.00063 0.00288 0.00238 0.00186 0.00195 0.00195 
PSS2G 0.00065 0.00201 0.00201 0.00149 0.00163 0.00163 
Average 0.00097 0.00198 0.00281 0.00005 0.00154 0.00218 
RSS 0.00103 0.00196 0.00279 0.00007 0.00153 0.00218 
R2 0.00080 0.00232 0.03485 0.00032 0.00153 0.00217 
AIC 0.00099 0.00203 0.00288 0.00005 0.00156 0.00222 
BIC 0.00119 0.0027 4 0.00414 0.00076 0.00233 0.00365 
{n = 21, t = 51) 
Bias MSE1 MSE2 
CSSG 0.00241 0.00531 0.00532 
EIV 0.00237 0.00564 0.00564 
BC 0.00172 0.00701 0.00701 
PSS1 0.00118 0.00727 0.00728 
PSS2W 0.00108 0.00196 0.00196 
PSS2G 0.00283 0.00145 0.00145 
Average 0.00099 0.00176 0.00237 
RSS 0.00060 0.00128 0.00171 
R2 0.00081 0.00160 0.00214 
AIC 0.00151 0.00230 0.00324 
BIC 0.00097 0.00223 0.00316 
Table 2.3. Simulation Study 1: Serial-correlated Effects 
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(LnK, LnL) (0.3, 0.7) (0.5, 0.5) 
Bias MSE1 MSE2 Bias MSE1 MSE2 
CSSG 0.00169 0.01400 0.01401 0.00169 0.01400 0.01400 
EIV 0.02369 0.06781 0.06925 0.00754 0.06781 0.06781 
BC 0.00477 0.00067 0.00067 0.00479 0.00067 0.00067 
PSS1 0.00226 0.02572 0.02575 0.00226 0.02572 0.02575 
PSS2W 0.00068 0.01333 0.01334 0.00068 0.01333 0.01334 
PSS2G 0.00100 0.01327 0.01327 0.00100 0.01326 0.01327 
Average 0.00113 0.00704 0.00944 0.00114 0.00704 0.00944 
RSS 0.00098 0.00539 0.00944 0.00098 0.00539 0.00836 
R2 0.00114 0.00695 0.00836 0.00114 0.00695 0.00938 
AIC 0.00108 0.00625 0.00938 0.00108 0.00419 0.00891 
BIC 0.00118 0.00707 0.00891 0.00118 0.00707 0.00947 
Table 2.4. Simulation Study 2 
CHAPTER 3 
Measuring World Productivity 
3.1. Introduction 
Measuring the productivity of nations is a substantial and important task. In-
ferences regarding a country's productivity performance to a large extent depend 
on the measurement method used and its attendant assumptions. Most popular 
among methods is growth accounting, which is applied with similar assumptions 
regardless of country. This is partially owing to the relative ease to generate ef-
ficiency scores with this method, but also a reflection of how little we actually 
know, for example, countries' income shares. This paper starts from the premise 
that one method is unlikely to fit all settings and circumstances. We therefore 
consider the impact of applying alternative panel-data approaches as well as that 
of relaxing various assumptions and restrictions. We base our analysis on data 
from United Nations Industrial Development Organization (hereinafter UNIDO)'s 
World Productivity Database (hereinafter WPD) and closely follow the approach 
developed by Sickles (2005). Our paper shows that choice of methods and assump-
tions significantly influence the level of measured productivity and its evolution 
over time. We consolidate the inferences from a variety of modeling approaches to 
develop a consensus estimator of productivity and efficiency change. Our consensus 
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findings are based on the econometric models developed by econometric experts in 
modeling efficiency and productivity. Our results should be viewed as comparable 
to the blue-chip consensus' which utilize the views of economic experts. 
At the beginning of our study, we want to emphasize the extreme complexity 
of measuring and explaining changes of productivity. It involves both economic 
and non-economic causes. For example, Chen (1997) demonstrates the influence 
of Confucian cultural values on East Asian economic growth. Within the scope of 
economics, the accuracy of Total Factor Productivity (hereinafter TFP) measure-
ment depends crucially on two factors. First, how to formulate the relationship 
between output and input, and how efficiencies are measured from the formulation. 
Second, how to measure and aggregate the factor inputs. In this research, we will 
answer the first question by employing stochastic frontier models and decompos-
ing TFP into two components. We will then tackle the second problem by using 
carefully categorized and measured WPD. 
In section 2, we discuss in more detail the sources of economic growth. In 
section 3, we provide alternative explanations to the standard neoclassical growth 
models and specifically examine the effects of loosening constraints on productivity 
growth. Section 4 outlines how TFP growth can be decomposed into technical 
change and efficiency change components utilizing the Malmquist productivity 
index. In section 5, we focus on how the new neoclassical growth literature has 
much in common with the efficiency literature that ascribes efficiency change as 
the main source of productivity growth. Section 6 provides discussions of a set of 
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estimators that may be used to form a consensus estimator of productivity and 
efficiency changes. Section 7 discusses how different estimators can be combined. 
Section 8 is a description of the data set used in our study. Results of two studies 
are presented in section 9. Section 10 concludes. 
3.2. Traditional Explanations for Sources of Economic Growth 
The achievements of Krugman, Kim and Lau, Young (hereinafter KKLY) and 
many others motivate many researchers to uncover the sources of the strong eco-
nomic growth in Asia and elsewhere. Debates among researchers on the primary 
sources of economic growth and development are centered on two basic explana-
tions that are rooted in the decomposition of economic growth sources: factor-
accumulation and productivity-growth components. According to Kim and Lau 
(1994), Young (1992, 1995) and Krugman (1994), rapid economic growth in such 
emerging areas as East Asia was largely explained by the mobilization of resources. 
3.3. Alternative Explanations for Sources of Economic Growth 
An alternative explanation to the neoclassical hypothesis comes explains eco-
nomic growth not only in terms of intensive and extensive utilization of input 
factors but also due to governmental industrial policies and liberalization policies. 
The sources of world economic growth using an alternative to the standard 
neoclassical model can be derived by explicitly introducing the role of catch-up due 
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to an increase in productive efficiency. Introducing the role of efficiency in pro-
duction means introducing some form of frontier production process, such as the 
stochastic frontier production (Aigner et al., 1977). Applying the panel stochastic 
production frontier with time-varying and country specific efficiency change com-
ponents using the methods of Cornwell et al. (1990) with data on 8 U.S. airline 
carriers over the period 1970.I to 198l.IV, decompose TFP growth into technical 
innovation change and technical efficiency change. They show that although the 
main driver of productivity growth is technical innovation change, the change in 
technical efficiency has a significant positive effect on productivity growth. Their 
study provides support for the positive effects of efficiency changes on TFP and 
the importance of the adoption of frontier technologies of developed countries by 
developing countries. In this model every country has its own temporal pattern 
of technical inefficiency specified by a quadratic function of time. Alternative 
models for time-varying patterns of efficiency have been proposed by Kumbhakar 
(1990), Battese and Coelli (1992), Lee and Schmidt (1993). Kim and Lee (2006) 
generalized the Lee and Schmidt (1993) model by considering different patterns 
for different groups, thus eliminating the unrealistic restriction that the temporal 
pattern be the same for all firms. 
The regression-based approaches to estimating sources of time-varying and 
country specific TFP growth utilize panel data methods in specifying time-varying 
technical inefficiency captured by the (possibly time-varying) intercept of fixed 
effects. On the other hand, technical inefficiency can also be identified through 
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error components in a random effects model with technical inefficiency explicitly 
specified as one-sided frontier errors. With a parametric distribution the model 
can be estimated by maximum likelihood using, for example, a truncated normal 
distribution with time-varying means as the one-sided error process for technical 
efficiency. Such a random effects model estimated by maximum likelihood was 
proposed by Battese and Coelli (1992), whose model allows for a transparent ad-
justment for an unbalanced panel since a different function of time can be specified 
for each country. Cuesta (2000) generalized Battese and Coelli (1992) by allowing 
each country to have its own time path of technical inefficiency. Cuesta's model 
is desirable because it can utilize the information that technical efficiency is one-
sided, while the model has an advantage of not imposing a common pattern of 
inefficiency change to all sample firms. However, the model has to assume inde-
pendence between inputs and technical efficiency, or it suffers from the incidental 
parameters problem of MLE since the number of parameters increases with the 
sample size. Kim et al. 's (2008) model provides a solution to Cuesta's (2000) large 
sample size problem by grouping the firms. Kim et al. (2008) apply their model 
to estimate frontier production functions for a 57 country sample grouped over 
four time periods: 1970-75, 1975-80, 1980-85 and 1985-90. Their results indicate 
country groups have different time varying technical efficiencies. Between the early 
1970's and late 1980's the East Asia region has one of the fastest growth rates in 
technical efficiency. 
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Proper specification of the catch-up process within a neoclassical growth model 
context has also been found to require a similar heterogeneous treatment of the 
catch-up, or technical efficiency growth, process. Hultberg et al. (1999, 2004((58])) 
modify the standard neoclassical convergence model to allow for such heterogene-
ity in the efficiency catch-up rates. In [58) they analyze the relationship between 
growth in labor productivity of manufacturing sectors and transfers of technology 
from a leading economy to sixteen OECD countries. In the standard catch up liter-
ature, the greater the gap in per capita income between low and high growth coun-
tries the faster the convergence occurs. However, this literature assumes identical 
technologies across countries. In addition to the existence of an external technology 
gap the ability to adopt new technology is an important source of growth. [58) also 
find that proper control for unobserved production heterogeneities is important in 
identifying the catching-up effect. 
3.3.1. Sources of Economic Growth-Constraints to Progress 
Hultberg et al.'s (1999) study is instructive in that it proposes that the determi-
nants of efficiency levels can be proxied by a set of variables related to economic, 
political, and social institutions of a country. Their indicator variables are bu-
reaucratic efficiency, which consists of three variables: judiciary system, red tape 
and bureaucracy, and corruption; political stability, which contains six indicators: 
political change-institutional, political stability-social, probability of takeover by 
opposition group, stability of labor, relationship with neighboring countries, and 
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terrorism; economic openness, which consists of two measures of openness, the 
Sachs and Warner and Summers and Heston index. The Sachs-Warner index mea-
sures the fraction of years during the period 1950 to 1994 that an economy has 
been considered open. A country is open if five criteria are satisfied: ( 1) nontari:ff 
barriers cover less than 40 percent of trade, (2) average tariff rates are less than 40 
percent, (3) any black market premium was less than 20 percent during the 1970s 
and 1980s, (4) the country is not socialistic, and (5) the government does not mo-
nopolize major exports (Sachs and Warner {1995)). The Summers and Heston 
index is the fraction of imports and exports summed to GDP. Education explains 
in part the potential constraints to efficient use of complementary resource inputs 
in the production process through embodied human capital. It is well known that 
education increases economic growth. There are at least two ways that education 
may affect productivity: adoption and diffusion of new technology, and more ef-
ficient use of inputs. Freedom is another constraint to the growth process and is 
related to political and civil rights. After extracting their measures of efficiency 
from the modified growth model estimates, Hultberg et al. examine a second stage 
regression of efficiency on these aforementioned institutional variable proxies. Al-
though the significance of individual variables is not widespread since there is often 
little country specific variation these factors have an important combined effect in 
explaining the extent to which efficiency impacts the growth convergence. Upward 
of 60% of the variation in efficiency could be attributed to the combined effects of 
the institutional constraint proxies. 
3.4. Decomposition of Economic Growth-Innovation and Efficiency 
Change Identified by Index Numbers 
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Identifying the sources of TFP growth while imposing minimal parametric 
structure has obvious appeal on grounds of robustness. Sharpness of inferences 
may, however, be comprised vis-a-vis parametric structural econometric models. 
There has been a long standing tradition in utilizing index number procedures and 
structural econometric estimation to quantify TFP growth and its determinants. 
The essential difference between the approaches is discussed in Good et al. (1997). 
Parsing productivity growth into a portion representing technological change and 
a portion representing efficiency change has been a long-standing research issue 
and it is crucial in developing a proper understanding of the dynamics and sources 
of productivity growth. Kim and Lee (2006) provide one answer to this question 
by decomposing total factor growth of 49 countries into technological change and 
technical efficiency change components by using a stochastic frontier production 
modeL Utilizing the stochastic frontier structure of Lee and Schmidt (1993), in 
which technical efficiency is time-varying with an arbitrary temporal pattern of 
technical efficiency, they identified and estimated the temporal pattern of produc-
tivity changes in certain regions and compared their regional characteristics. The 
results of their study show that technical efficiency had a significant positive ef-
fect on productivity growth. East Asia led the world in total factor productivity 
growth because technical efficiency gain is much faster than that of other countries. 
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Kalarajian et al. (1996) notes that the key determinant of economic growth is not 
the level of input use but rather the method of application of inputs. They are able 
not only to rank TFP but also the technical efficiency over 45 countries. 
One approach to decompose TFP into its sources is based on the economic 
theory of index numbers, instead of relying on empirical reduced form associations 
or more formal structural models. The Fare et al. (1994) [35)decomposition is 
based on the Malmquist index. Although the method pursued in [35) has many 
theoretical aspects to it which are quite appealing, its implementation and statis-
tical properties illustrate the difficulties in identifying the statistically significant 
sources of productivity growth while at the same time being sensitive to overly 
parametric assumptions. We briefly explain this index number method and then 
discuss its use in explaining the statistically significant sources of productivity 
growth based on the work of Jeon and Sickles (2004). 
The approach assumes that there are two best practice frontiers based on period 
t and t + 1 data. Observed input and output data from period t + 1 are above the 
period t best practice frontier and the period t data are below the period t + 1 best 
practice frontier. This is consistent with positive productivity growth. 
For a particular country the output-based Malmquist productivity change index 
can be written as 
63 
where the first term measures the change in relative efficiency between t and t + 1 
(ECH), and the second term captures the shift in technology between the two 
periods (TCH). The decomposition of the Malmquist TFP index into a portion due 
to technological and efficiency change is based on a simple algebraic manipulation 
of the Malmquist output oriented TFP index. Jeon and Sickles (2004) calculate 
productivity growth and its component OECD and for 11 Asian countries for 1980-
1995 with such an index. Utilizing bootstrapping techniques introduced by Simar 
and Wilson (2000), Jeon and Sickles found that there was no statistical significance 
to the productivity decompositions at standard nominal significance levels. 
F0rsund and Hjalmarsson (2008) point out what they consider to be the main 
problem with the Malmquist index and its decomposition. The Malmquist index 
blurs the distinction between the ex ante micro function relevant for investments 
and the short-run production possibilities for the industry as a unit. When estimat-
ing technological change and technical efficiency change with the Malmquist index 
it is assumed that any producing firm may potentially produce at the frontier. Ac-
cording to F0rsund and Hjalmarsson, this would be the case only when there are 
no vintage effects, an assumption that could hold in industries where capital has a 
minor role, unlike paper, pulp, cement, etc. where the Malmquist index has been 
used to study productivity growth. In the case of disembodied technical change, 
wherein the shift in the production function over time is not incorporated into a 
specific best practice production function, the technical change in principle can 
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only be relevant for existing units and thus the index cannot discriminate between 
efficiency change and disembodied technical change. 
Grosskopf and Self (2006) utilize [35] methodology to calculate the Malmquist 
index and its decomposition into technical and efficiency change. They also provide 
estimates based on a neoclassical production approach with embodied technical 
change. In summarizing their findings Grosskopf and Self note that country differ-
ences are crucial in developing the proper structural interpretations for what are 
essentially reduced form correlations between factor accumulation and TFP growth 
on the one hand and economic growth in the region on the other. They also point 
out that 11 ••• Growth is complicated; for a set of countries with apparently similar 
growth patterns, similar geographical location and relatively similar socioeconomic 
and cultural environments. We find complex and dissimilar explanations for their 
recent growth . .. 11 • 
3.5. Modifications of the Neoclassical Model: The New Growth 
Theory 
A major source of post WWII economic growth has been innovation in the 
form of technological change. However, another substantial engine of economic 
growth has been efficiency change. Efficiency change constitutes a loosening of 
constraints imposed by institutions, historical inertia, the incentive system, and 
political traditions on the behavior of individuals and firms that prevent them from 
unconstrained economic choices. As pointed out by Abramovitz (1986), Dowrick 
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and Nguyen (1989), and Nelson and Wright (1992), among many others, sources 
of productivity differences in post WWII industrialized countries can be explained 
by neoclassical growth models that incorporate knowledge spillovers, technological 
diffusion, and convergence to a best practice production process (Smolny, 2000), 
that is the new growth theory. One set of papers that provides an efficiency 
interpretation of this growth process is Hultberg et al. (1999, 2004), and Ahn et 
al. (2000). These papers explicitly introduce inefficiency into the growth process. 
Of course the standard neoclassical model without explicit treatment of efficiency 
has been used by many authors in examining growth and convergence. 
3.5.1. The Neoclassical Production Function and Economic Growth 
Stiroh (2001) provides a coherent treatment that frames the problem of measuring 
sources ofTFP growth in the context of the neoclassical production Y = f(K, L, T) 
where variables are indexed by a time subscript. The production function is typi-
cally assumed to have constant returns to scale, positive and diminishing returns 
with respect to each input, and marginal products of each input that approach 
zero (infinity) as each input goes to infinity (zero). As noted by Stiroh (and many 
others) " ... The striking implication of the neoclassical model is that, in the long 
run, per capita output and productivity growth are driven entirely by growth in 
exogenous technical progress and they are independent of other structural parame-
ters like the savings rate. If the savings rate and investment share increase, for 
----------------------------------------
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example, the long-run level of productivity rises but the long-run growth rate even-
tually reflects only technical progress. In this sense, the neoclassical growth model 
is not really a model of long-run growth at all since productivity growth is due to 
exogenous and entirely unexplained technical progress ... 11• 
Gauging the relative importance of capital deepening and technology has also 
been an important part of the debate in evaluating the performance of the Asian 
Tigers. The KKL Y studies and many subsequent ones are based on this traditional 
neoclassical model. 
3.5.2. Endogenous Growth Models 
Endogenous growth models were developed to weaken the strong neoclassical as-
sumption that long-run productivity growth could only be explained by an ex-
ogenously driven change in technology. The classic model put forth by Romer 
(1986), which began the "new growth theory," allowed for non-diminishing returns 
to capital due to external effects. For example, research and development by a 
firm could spill over and affect the stock of knowledge available to all firms. In 
the simple Romer model firms face constant returns to scale to all private in-
puts. The level of technology A can vary depending on the stock of some privately 
provided input R (such as knowledge) and the production function is formulated 
as Y = A(R)f(K, L, R). In the "new" growth theory, an observation subscript 
is meant to represents firm-specific variables and a time subscript is explicitly 
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dropped. Frontier production is shifted by a technology that may be endogenously 
determined. 
What is the source of the spillover? Arrow (1962) emphasized "learning-by-
doing" while Romer (1986) modeled A as a function of the stock of research and 
development. Lucas (1988) modeled A as a function of stock of human capital. 
Coe and Helpman (1995) bring in trade spillovers by showing that the rate of re-
turn on R&D is not limited to performing countries but to their trade partners. 
By using a sample of 21 OECD countries they estimate the average long-run rate 
of return of R&D investment and their trade partners. Coe et al. (1997) ana-
lyzed a set of less developed countries during the period 1971-1990 to see to what 
extent these countries might also benefit from R&D activities. They find that 
international trade plays an important role in transmitting technology and that 
developing countries can increase their productivity by importing a larger variety 
of intermediate products and capital equipment. Assuming openness in trade Diao 
et al. (2005) analyzed international spillovers and productivity growth in Thai-
land. Their focus was on endogenous productivity growth in the transition towards 
long-run balanced growth. They noted that Thailand had economic growth above 
world averages in its transformation from a "rice economy" to an industrialized 
one with labor-intensive exports. They also analyzed productivity growth through 
learning by doing, technology adoption and foreign technology spillover, addressing 
the issue of a country's ability to adopt a new technology which requires advanced 
skills. To better understand the role of openness, they examined the impacts of 
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both a protectionist alternative and shock liberalization and concluded that re-
duced openness had a negative impact on the overall growth rate due to reduced 
learning from the foreign spillover. However, if the explanation for the spillover 
that endogenously determines technology change is the loosening of constraints 
on the utilization of that technology, then this is just a another way of saying 
that TFP growth is primarily determined by the efficiency with which the existing 
technology (inclusive of innovations) is utilized. 
Production spillovers have important implications for economic growth and for 
its management. If any type of investment whose gains are not internalized by pri-
vate agents impacts long-run growth then there is no unique long-run growth path 
and thus no so-called 11 golden rule. 11 Another implication is that from the point of 
view of public policy, spillovers provide a clear role for government intervention. 
Government intervention may take many forms if investment is too low from soci-
ety's perspective. Investment tax credits or research and development grants are 
two traditional forms of government intervention. However, government interven-
tion may also take the form of relaxing constraints on businesses via deregulatory 
reforms, reduced ''red tape," private sector market reforms, or any other aspect of 
the institutional and political mechanism established in a country and its markets 
that increase A. The later set of external effects can be summed up as "govern-
mental actions that reduce constraints," or "efficiency enhancing investments." If 
one examines the "new" growth model more closely it must be recognized that it 
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is indistinguishable empirically from the stochastic frontier model wherein A is an 
efficiency term. 
3.6. Statistical Treatments to Model Productivity and Efficiency 
Growth 
In Chapter One, We have given descriptions about a group of different esti-
mators utilized in analyzing efficiency. CSSG(1.12), EIV(1.14), BC(1.15), PSSl, 
PSS2W and PSS2G (1.16) will be applied in this chapter. 
3. 7. Discussion of Combining Estimates 
An interesting topic we want to discuss in this section is how to combine dif-
ferent estimates. So far we have proposed a group of statistical models to estimate 
world productivity growth. Under its own theoretical framework, each of the mod-
els gives us a set of statistically legitimate estimates of efficiency measures. One 
step further would be to aggregate various estimators for the purpose of incorpo-
rating all information obtained from our study. Doing this may provide researchers 
some more conclusive ideas, such as how have the efficiencies changed in different 
countries of the world through different periods. A consensus result could also 
help government and public perceive a clear measure of two things: A track of 
evolvement of efficiencies within a country, which is decomposed into technical 
efficiency and technological progress; and a comparison of efficiency growth rates 
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among countries, which is defined statistically and could be an alternative refer-
ence to GDP growth. The methodologies we will employ in combining estimates 
are discussed thoroughly in Chapter Two. 
3.8. Modeling World Economic Growth with the UNIDO Data 
The WPD from UNIDO provides information on measures of the level and 
growth of TFP based on twelve different empirical methods across 112 countries 
over the period 1960-2000. In these analyses we use a simple Cobb-Douglas pro-
duction function with Output(Y) measured as the chain-weighted real GDP in 
constant 1996 prices adjusted for purchasing power parity. A number of countries 
did not have full coverage of output data or had a missing-years problem (see Ta-
bles 3 and 4 of Isaksson (2007)). One problem is that, for some countries, one 
or a few of the end years are missing. The general solution is to use information 
on the growth of real GDP, as obtained from the World Development Indicators 
(World Bank, 2004). To enable the capital stock series to start in 1960, both GDP 
and investment are "back cast". The next paragraph describes how this was done, 
with pre-1960 missing years referring to this exercise. When GDP is missing for 
the middle of the series (for example, Haiti in 1966), it is interpolated by taking 
the average between two years. 
Capital (K) is arguably the most difficult production factor to measure. For 
that reason, WPD has four approaches to capital stock measurement. These differ 
in how the initial capital stock is computed, the rate at which capital is assumed 
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to depreciate, whether that rate is constant or varies over time and whether the 
lifetime of an asset should be explicitly accounted for. The perpetual inventory 
method provides a standard way of formulating how capital evolves. In the rE7 
cursive calculation of the capital stock neither the deprecation rate nor the initial 
capital stock are observed and they are thus either estimated or assumed. Since the 
correct values of these two unknowns can be debated, WPD offers capital measures 
based on alternative estimates or assumptions of these, leading to three different 
capital stocks (K06, K13 and Ks). Common for the three is that capital is assumed 
to depreciate at a constant rate over time. For two of these, K06 and K13, it is 
assumed that ten years of investment serve as an adequate proxy for the initial 
capital stock KO. For example, for investment data starting in 1950, investments 
from 1950 to 1959 are used to construct KO for 1960. Underlying the 39 versions of 
each capital stock measure, among several other considerations, is experimentation 
using three different initialization lengths, namely five, ten and 15 years. The two 
capital stocks only differ in terms of their assumed depreciation rates, which are six 
and 13.3 percent, respectively (hence, K06 and K13). The latter measure is based 
on Leamer (1988) and assumes an unusually rapid depreciation rate, implying an 
emphasis on relatively recent investments and less impact of KO. It should be 
noted that the chosen depreciation rate is a number matching the doublE7declining 
balance method, implicitly assuming a lifetime of 15 years for K13. By contrast, 
K06 places relatively less emphasis on recent investments and the effect of initial 
capital lingers longer. The implied lifetime for K06 goes beyond the end of the 
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sample period. Another common way of computing the initial capital stock is to 
assume that the country is at its steady state capital-output ratio, leading to what 
is called here steady-state capital stock (Ks). The major advantage compared to 
K06 and K13 is that ten years of data do not have to be lost in the calculation of 
KO. 
A very different way of measuring capital introduces the concept of asset life-
time, which implies the use of a time-varying depreciation rate. The physical 
efficiency method (leading to Keff) starts from the notion that an asset's produc-
tivity is a function of the depreciation rate 8, which, in turn, depends on the age of 
the asset. At year one, the productivity of the asset is unity (i.e., 100 per cent). As 
the asset aging, its productivity declines at an increasing rate. After some time, 
the asset's lifetime is considered over or, at least, the asset's productivity is too 
low, so the asset is scrapped. WPD adopts 20 years of service life for each year's 
investment. As a consequence, it also uses 20 years for the calculation of initial 
capital stock for this particular capital stock. The implication is that the capital 
stock and TFP series based on this method starts in 1969, as compared to the 
standard of 1960, used in WPD. 
Standard in empirical literature of cross-country nature is to measure labor 
input by labor force. The advantage of this labor measure is its superior avail-
ability and, possibly, quality compared to alternative labor measures. The main 
disadvantage is that it leads to underestimation of measured productivity level 
because of under-utilization, or unemployment. The effect on productivity growth 
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is uncertain, since it depends on the behavior of growth in both the labor force 
and its components. WPD offers productivity estimates based on five labor in-
put measures: labor force, employment, derived employment, hours worked based 
on employment and hours worked based on derived employment. There are two 
kinds of labor utilization rates for which labor force should be adjusted: variations 
in numbers employed and in hours worked. The first two alternatives to labor 
force (LF) are employment (EMP), which is obtained either as a direct measure 
of employment or derived by applying unemployment rates to LF data, leading 
to derived employment (DEMP). Both of these labor measures are then adjusted 
to account for variation in hours worked, giving rise to two additional labor mea-
sures (HEMP and HDEMP). While productivity measures based on HEMP and 
HDEMP are considered superior to those based on, for example, LF, the trade-off 
is significantly reduced country coverage. The labor input data underpinning the 
different labor measures used were obtained from PWT 6.1.12 
3.9. Result Presentation 
In this section, we apply estimation techniques described in Chapter One and 
combining methodologies discussed in Chapter Two to measure TFP changes of the 
world. One of our goals in the analysis is to ensure data protocols and approaches 
are being consistently compared. We conduct two studies based on different group-
ing methods on the WPD dataset. In the first study, we adopt the approach from 
Fethi et al. (2010) to make comparisons of productivity changes among Asian, 
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Latin American and OECD regions. In the second study, we follow Hulten and 
Isaksson ( 2007) to assign every country in the dataset to one of the six mutually 
exclusive groups, which are determined by income per capita from the World Bank 
classification. 
3.9.1. Study 1 
In this study, we apply our methodologies on 13 Asian countries, 11 Latin American 
countries and 24 OECD countries from 1972 to 2000 (See Table 3.5 for the complete 
list of countries in each group). Our approach considers a Cobb-Douglas production 
function with two explanatory variables: Capital and Labor. For the purpose of 
comparison, we choose K06, K13 and Keff as capital input, and EMP and HWT 
(HEMP in the previous section) as labor input. Due to limited data, we use LF 
and EMP as labor input for Asian and Latin America countries. So each region 
has 6 combinations of input. In addition to the 6 models discussed in section 6, 
we also include four simple panel data estimators (FIX1 is a fixed effect model 
including t as explanatory variable, FIX2 is a fixed effect model with t and t 2 as 
explanatory variables. RND1 is a random effect model including t as explanatory 
variable, RND2 is a random effect model with t and t 2 as explanatory variables). 
The estimation results are presented on Table 3.1. 
[Insert Table 3.1 here] 
Next, we decompose the TFP into technical efficiency change and innovation 
change (also known as technological change). Technical efficiency for each country 
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is defined as the distance from the production frontier in a given period. The esti-
mation methods for this component have been included in all standard stochastic 
frontier literature. Results are presented in Figure 3.1. We summarize the out-
comes of technical efficiency by three different averages. The first two methods 
are simple average and geometrical average. Since countries have different GDP 
sizes, instead of simply averaging in each period, it is natural to weigh the results 
by each country's GDP. The setting of the fixed effect model and the random ef-
fect model does not allow the estimation of technical efficiency, therefore, there 
are 6 models for technical efficiency change in each region. From the figures, we 
could perceive a general image on how the technical efficiencies evolve through 
the years. Asian countries' technical efficiency improvements have been on a de-
creasing trend since the late 1970s. Latin American countries' technical efficiency 
changes have been very small in magnitude. OECD countries' technical efficiency 
improvements increased until the mid to late 1980s then started to decline. Notice 
that in Asian countries, GDP weighed averages are greater than simple averages, 
which indicates that larger GDP countries (particularly China) have more tech-
nical improvements than lower GDP countries. For OECD countries we have the 
opposite observations, which indicates lower GDP countries on average have more 
technical efficiency improvements than larger GDP countries (such as the U.S.). 
[Insert Figure 3.1 here] 
Technical innovation change is measured as the shift of the frontier between 
periods, or the time derivative of each model. In our study, we assume a constant 
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rate of technological innovation, thus innovational progress is the coefficient of 
time variable. We have 60 estimates for each region as presented in Figure 3.2. 
Asian countries have the biggest innovational changes among all regions on average, 
around 1.56% per year. OECD countries' average innovation improvement is about 
0.73% per year. Estimates of Latin American countries do not agree on the signs 
of the change, but all magnitudes are relatively small. On average, the region has 
0.3% increase of progress per year. 
[Insert Figure 3.2 here] 
TFP change is the sum of technical efficiency change and technical innovation 
change. As seen in Figure 3.3, Asian countries have the highest TFP improvements 
through the years, mainly because the innovation progress outperforms the declin-
ing trend of technical efficiency. Latin American countries have almost nonexistent 
improvements in productivity in most years. They even have negative TFP growth 
rates in a few years around both the beginning and ending years. OECD coun-
tries' TFP performances are in between of the first two regions. The improvement 
trend had been decreasing throughout the periods. The overall TFP growth be-
tween 1972 and 2000 is 61.2% for Asian countries, 24.7% for OECD countries and 
7.46% for Latin American countries. We also used three averaging approaches to 
aggregate three regions to demonstrate the global trends of TFP growth, which 
are shown in Figure 3.4. 
[Insert Figure 3.3 here] 
[Insert Figure 3.4 here] 
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For comparing our results with standard index number approaches used in 
many international studies, we also employ decomposition of Malmquist index de-
scribed in section 4. We use software described by Coelli et al. (2005). The results 
are presented in Figure 5. Notice that TFP changes calculated by Malmquist 
Index have significant fluctuations between periods for all three regions. The aver-
age TFP change per year is 0.04% for Asian countries, -0.068% for Latin American 
countries, and 0.58% for OECD countries. The results of aggregating them are also 
presented. Based on our estimation, we do not think Malmquist Index approach 
provides any meaningful results, because of its high intertemporal volatility. 
[Insert Figure 3.5 here] 
Data Envelopment Analysis (hereinafter DEA), a non-parametric approach uti-
lizing mathematical programming, is an alternative to stochastic frontier models 
for estimations of efficiency. DEA method is first proposed by Charnes et al. (1978) 
and is well established in the productivity literature (See for example: Coelli et 
al. (2005)). One significant advantage DEA has compared to stochastic frontier 
models is that DEA does not need to specify a functional form of production 
technology. However, one shortcoming of DEA is that the constructed production 
frontier is biased, which in turn results in downward biased efficiency estimates. 
Badunenko et al. (2008) use bootstrap procedures (Simar and Wilson (1998, 2000)) 
to construct an unbiased production frontier. Following Henderson and Russell 
(2005), Badunenko et al. decompose the productivity growth into 4 components: 
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change in efficiency (technical efficiency change), technological change (innova-
tional progress), capital deepening (Kumar and Russell (2002)) and human capital 
accumulation. The output, capital and labor data are derived from the Penn World 
Tables version 6.2 (Heston et al. (2006)). Human capital data are the education 
data obtained from Cohen and Soto (2007). 
Three regions studied in our paper are also included in Badunenko et al. 's 
study1. Between 1965 and 2000, they report total productivity (output per worker) 
increases of 114.8% (annualized at 2.10%) in Asia (notice their included countries 
in this region are significantly different from ours), 26.6% (annualized at 0.66%) in 
Latin America, and 110.2% (annualized at 2.10%) in OECD. In decomposed com-
ponents with respect to 3 regions, technical efficiency changes are -32.0%, -17.5% 
and 10.2%, respectively, technical innovation changes are 4. 7%, 6.2% and 31.2%, 
respectively, capital deepenings (capital-labor ratio) are 122.5%, 13.1% and 19.8%, 
respectively, and human capital accumulations are 35.6%, 27.7% and 21.3%, re-
spectively. If only technical efficiency change and technical innovation change 
components are considered, the annual TFP growth rates in their studies are ap-
proximately -0.94%, -0.37% and 1.03% with respect to 3 regions. As shown earlier, 
the average TFP improvements in our study are 61.2% (annualized at 1.67%) for 
1 In Asian countries, they have India, Indonesia, Iran, Jordan, Malaysia, Nepal, Syria and Thai-
land. In Latin America, they have all the 11 countries we have in addition to 9 other countries. 
In OECD countries, Iceland and Luxembourg are not included in their data set, Mexico is not 
included in our data set. 
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Asia countries, 24.7% (annualized at 0.76%) for OECD countries and 7.46% (an-
nualized at 0.25%) for Latin America countries. Among decomposed components 
with respect to 3 regions, technical efficiency changes are -3.20% (annualized at 
-0.12%), 0.68% (annualized at 0.02%) and -2.37% (annualized at -0.08%), respec-
tively. Technical innovation changes over the periods are 59.8% (annualized at 
1.63%), 7.26% (annualized at 0.24%) and 27.5% (annualized at 0.84%), respec-
tively. Even though the two studies employ different methodologies on different 
data sets, they both find out that Asia has the highest TFP growth, OECD the 
second and Latin America region the lowest. The other common finding is that 
technical innovation contributes significantly higher than the efficiency gains to the 
economic growth of the Asian as well as OECD countries. In other words, shifts of 
the production frontiers outweigh the catch-up effect on the productivity growth 
path of those countries. Since TFP increase is much smaller than the growth of 
GDP per capital through the years, other factors such as capital accumulation and 
human capital accumulations might play important roles for economic growth. 
Next we report Solow Residual (hereinafter SR). SR is a concept to describe 
economic growth that is not explained by the increase in capital and labor, and 
has been discussed and debated extensively beginning with Solow (1957). The SR 
results based on GDP weighted growth rates across all the methods and combina-
tions are presented in Figure 3.6. The average of SR is 0. 78% for Asian countries, 
-0.07% for Latin American countries and 0.37% for OECD countries. One of the 
major shortcomings of SR and Growth Accounting, as pointed out by Chen (1997), 
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is that the estimation of Solow Residual cannot differentiate disembodied techn(}-
logical change (similar to our definition of innovational progress) from embodied 
technological change (similar to our definition of efficiency change). Failure to sep-
arate different effects in addition to the input measurement problems makes TFP 
under growth accounting "an arbitrary concept". Our study to decompose TFP 
into efficiency catch-up and innovation provides a solution to this problem. 
[Insert Figure 3.6 Here] 
Next, for the purpose of comparison, we have obtained some measures of effi-
ciencies by using the methodologies given on UNIDO WPD website2• Four meth-
ods are chosen: Growth Account (Hicks Neutral), Panel Regression, Stochastic 
Frontier Random Effect Model and DEA. These models are explained in detail in 
Isaksson (2007). In calculation, we choose the same countries and the same input 
combinations. Our results are also weighted by country GDP. TFP growth rates 
are plotted in Figure 3.7. From the plots, we can see that all the four methods are 
close to each other, and our estimates lead to a smoother TFP growth trend. The 
averages of our estimations are in the middle of other estimates. 
[Insert Figure 3. 7 Here] 
The last result we wish to present in the Study 1 is the combined estimates. As 
discussed in section 7, the motivation of employing combining estimate technique 
is to obtain some consensus results based on all the modeling and data information 
in hands. The simplest averaging is to take the arithmetic mean of all estimates, 
2http: / jwww. unido.orgjdataljwpd/lndex.cfm 
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which implicitly assumes the equal importance of all models. The annual changes 
of technical efficiency, technical innovation and TFP are -0.07%, 1.63% and 1.56% 
for Asian countries, 0.01%, 0.24% and 0.25% for Latin American countries, and 
-0.05%, 0.84% and 0.79% for OECD countries. The most crucial component of 
all combining estimates methods such as model averaging is that how the weights 
are assigned. Besides simple averaging, we use four statistical criteria to assign 
weights. First, we simply assign weights according to R-square of each model. 
Since R-squares in our estimations are all close to each other, weighted results 
are very close to simple averaging results: technical efficiency, technical innovation 
and TFP changes are -0.07%, 1.62% and 1.55% for Asian countries, 0.02%, 0.22% 
and 0.23% for Latin American countries, and -0.05%, 0.84% and 0. 79% for OECD 
countries. The second way is to set the weights as reciprocals of residual sum of 
squares (hereinafter RSS). RSS is a simple measure of how much the data are not 
explained by a particular model. Annual technical efficiency, technical innovation 
and TFP changes are -0.04%, 1.52% and 1.47% for Asia countries, 0.01%, 0.19% 
and 0.20% for Latin American countries, and -0.04%, 0.75% and 0.71% for OECD 
countries. The third method is to choose weights according to AIC. Since all the 
models in our study use the same variables on the same data set, we would have 
a simple expression of AIC, which only depends on RSS. So the results of the 
third method should be close to the second one. The annual technical efficiency, 
technical innovation and TFP changes are -0.08%, 1.59% and 1.52% for Asian 
countries, 0.02%, 0.18% and 0.21% for Latin American countries, and -0.06%, 
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0.81% and 0.75% for OECD countries. The last method is to use BIC as weights. 
BIC depends not only on RSS, but also on the estimated variance of the error 
term. The annual technical efficiency, technical innovation and TFP changes are 
-0.12%, 1.70% and 1.58% for Asian Countries, 0.01%, 0.20% and 0.20% for Latin 
American Countries, and -0.15%, 0.88% and 0. 73% for OECD countries. As shown 
in the Figure 3.8, combined estimates of all criteria are not far away from one 
another. All the combining methods tell us that the during the 29 years span, 
the improvements of Asian countries and OECD countries' technical efficiencies 
are deteriorating. Even though Latin America countries have improved technical 
efficiency (very small in magnitude), because of its slower innovational progress, 
their TFP improvement has been behind not only Asian countries, also OECD 
countries. 
[Insert Figure 3.8 Here] 
For inference purpose, the variances of combined estimates can also be cal-
culated under model averaging framework. Burnham and Anderson (2002), and 
more recently Huang and Lai (2010), has provided discussions on how to com-
pute them. The difficult component to estimate is the correlations between each 
pair of estimators. For example, in our case it is TFP result from each statistical 
model with one combination of inputs. Bootstrap methods are suggested to be 
applied in studies mentioned above. However, bootstrapping of data might not be 
valid in many situations. In our study, bootstrapping to generate samples with 
replacement is not meaningful since we should not have 5 USA size economies in 
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any samples. In the situations when correlations cannot be estimated, an upper 
bound on variance can still be obtained assuming all correlations are 1. Actu-
ally, estimating sample correlations between each pair of estimates is not difficult 
in our study because of our panel-data setting. Among majority of our models, 
TFP estimates are time-variants. We can calculate sample correlations between 
each pair of TFP directly because we have estimates in each period. Correlations 
are zero for models with time-variant TFP estimates. The combining estimates 
results, associated variances and variance bounds are presented on Table 3.2. 
[Insert Table 3.2 Here] 
3.9.2. Study 2 
In this study, we follow Hulten and Isaksson (2007) to divide all 112 countries 
in the WPD into six mutually exclusive groups, according to the World Bank 
classification by income per capital. There are 40 countries in the group of Low 
Income countries (hereinafter LOW), 22 countries in the group of Lower-Middle 
Income countries (hereinafter LOW-MID), 17 countries in the Upper-Middle In-
come countries (hereinafter UPPER-MID), 24 High-Income countries (which has 
minor differences compared to OECD group in the Study 1, hereinafter HIGH), 4 
Old Tigers (the original Asian Four Tigers) and 5 New Tigers. The list of countries 
in each group is in Table 3.4. 
For the purpose of comparison, similar to the Study 1, we choose K06, K13 and 
Keff as capital input. Due to limited data, we use LF as labor input. Therefore, 
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each group has 3 combinations of input. We use the same 10 estimating models as 
in the Study 1: EIV, CSSG, BC, PSS1, PSS2W, PSS2G, FIX1, RND1, FIX2 and 
RND2. The observation period is from 1970 to 2000, which is slightly longer than 
the duration in the Study 1. The estimation results are presented on Table 3.3. 
[Insert Table 3.3 here] 
Next, we decompose the TFP change into technical efficiency change and inno-
vation change. Results of technical efficiency changes are presented in Figure 3.9. 
Following methodologies in the Study 1, we summarize the outcomes of techni-
cal efficiency by simple, geometrical and GDP weighted averages. Observed from 
the graphs, all models agree that LOW had significant efficiency improvements 
from 1970 until early 1980s. After that the magnitudes of the growth rate waned, 
and the signs of it varied with models. In the end of the observation period the 
technical efficiency was on a trend of deterioration. LOW-MID has similar effi-
ciency change patterns as LOW, except that the efficiency went down at the turn 
of the 1980s. Compared to the previous two groups, though the magnitudes are 
smaller, UPPER-MID has longer-lasting annual improvements: It is until the mid-
dle of 1990s that the decline of efficiency occurs. HIGH has small magnitudes of 
efficiency progress until late 1980s. Then models disagree with the direction of 
efficiency change, although magnitudes for all models are still smaller. Efficiency 
estimates for Old Tigers are more diversified. We could see a decline of efficiency 
at the first half of the observation period, and a trend of improvements of efficiency 
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at the second half. The efficiency improvement trend for the New Tigers is similar 
to LOW, with a smaller magnitude. 
[Insert Figure 3.9 here] 
Results of technical innovation changes across groups are presented in Figure 
3.10. Old Tigers have the highest average innovation increase among the 6 groups 
at 3.46%. New Tigers are not far behind with a 2.63% annual advancement. 
UPPER-MID and HIGH hold mediocre innovational increases with 0.69% and 
0.64% per year. LOW-MID has almost no progress at all. LOW performs miserably 
at -0.47 decline per year. 
[Insert Figure 3.10 here] 
TFP change is the sum of technical efficiency change and technical innovation 
change. As seen in Figure 3.11, Old Tigers have the highest TFP improvements 
through the years, mainly because of the innovation progress. New Tigers countries 
are at second place, because their outstanding innovation advancements overweigh 
the efficiency changes. HIGH and UPPER-MID have moderate TFP growths every 
year, but the measurements are on downward trends. LOW-MID and LOW are on 
apparent declining trends, due to the deterioration of technical efficiency and no ad-
vancements in innovation. The estimated accumulative TFP growth rate between 
1970 and 2000 is 15.4% for LOW, 10.1% for LOW-MID, 27.7% for UPPER-MID, 
17.2% for HIGH, 199.7% for Old Tigers, and 239.4% for New Tigers. We aggregate 
all six groups to demonstrate the TFP growth of the world, which are shown in 
Figure 3.12. Since we have more countries in the Study 2 compared to the Study 
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1, especially countries having lower incomes, Figure 3.12 offers a better representa-
tion of the global TFP growth than Figure 3.4. The figure illustrates a noticeable 
declining trend of improvements of TFP growth rates. 
[Insert Figure 3.11 here) 
[Insert Figure 3.12 here) 
Next, we compare our GDP-weighted results with estimates obtained from the 
UNIDO WPD website. Five methods (Growth Account: Hicks Neutral, Pooled 
Regression, Panel Regression, Stochastic Frontier Model, and DEA) are chosen to 
compare with our results. In calculation, we choose the same countries and the 
same input combinations. TFP growth rates are plotted in Figure 3.13. We can 
see from the plot that our estimates have smoother trends, because they have been 
averaged across different models. Unlike the comparisons in the Study 1 which all 
averaged TFP growth rates are in the middle of estimates from other methods, 4 of 
our average TFP growth rates in the second studies are higher than all estimations 
employed from the website. 
[Insert Figure 3.13 Here) 
The last result we present in the Study 2 is the combined estimates (Follow-
ing the approach outlined in the Study 1, the variance of combined estimates are 
presented in Table 3.4). The annual changes of technical efficiency, technical inno-
vation and TFP for each individual group are shown in Figure 3.14. The simplest 
averaging is to take the arithmetic mean of all estimates, which implicitly assumes 
the equal importance of all models. The annual changes of technical efficiency, 
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technical innovation and TFP are 0.64%, -0.17% and 0.47% for LOW, 0.35%, 
-0.04% and 0.32% for MID-LOW, 0.15%, 0.64% and 0.79% for UPPER-MID, -
0.06%, 0.57% and 0.51% for HIGH, 0.30%, 3.63% and 3.93% for Old Tigers, and 
-0.09%, 2.95% and 2.86% for New Tigers. R-square weighted technical efficiency, 
technical innovation and TFP changes are 0.60%, -0.14% and 0.46% for LOW, 
0.34%, -0.04% and 0.30% for LOW-MID, 0.15%, 0.64% and 0.79% for UPPER-
MID, -0.06%, 0.55% and 0.49% for HIGH, 0.29%, 3.61% and 3.01% for Old Tigers, 
and -0.49%, 2.92% and 2.87% for New Tigers. RSS-weighted annual technical 
efficiency, technical innovation and TFP changes are 0.29%, 0.22% and 0.50% 
for LOW, 0.18%, -0.06 and 0.12% for LOW-MID, 0.06%, 0.60% and 0.66% for 
UPPER-MID, -0.07%, 0.47% and 0.40% for HIGH, 0.02%, 3.65% and 3.67% for 
Old Tigers, and -0.002%, 3.31% and 3.31% for New Tigers. AIC-weighted annual 
technical efficiency, technical innovation and TFP changes are 0.48%, -0.01% and 
0.47% for LOW, 0.29%,-0.07% and 0.22% for LOW-MID, 0.11%, 0.59% and 0.71% 
for UPPER-MID, -0.09%, 0.46% and 0.37% for HIGH, 0.26%, 3.67% and 3.92% 
for Old Tigers, and 0.05%, 3.05% and 3.09% for New Tigers. BIC weighted an-
nual technical efficiency, technical innovation and TFP changes are 0.63%, -0.29% 
and 0.34% for LOW, 0.43%, -0.20% and 0.34% for LOW-MID, 0.18%, 0.57% and 
0.75% for UPPER-HIGH, -0.04%, 0.39% and 0.35% for HIGH, 0.22%, 3.89% and 
4.11% for Old Tigers, and -0.07%, 2.89% and 2.83% for New Tigers. As shown in 
the Figure 3.14, all combined estimates are not far away from one another. The 
combining method tells us that the during the 31 years span, Old Tigers lead the 
-------------------
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world in TFP improvement, which is mainly due to substantial technological in-
novations. Even though technical efficiencies were deteriorating in NEW Tigers, 
because of outstanding innovation progress, they had had impressive TFP gains 
over the periods. The other four groups have substantially less growth for different 
reasons. LOW have the greatest efficiency gains among all groups, however, its 
negative innovation growth lead it to a poor overall TFP performance. LOW-MID 
and UPPER-MID have close-to-zero progress in both technical efficiency and inno-
vation categories. HIGH faces not only almost non-existent growth in innovation 
advancement, but also a declining technical efficiency. 
[Insert Figure 3.14 Here] 
[Insert Table 3.4 Here] 
3.10. Conclusion 
In this chapter, we explain different theories on economic growth and produc-
tivity measurement. Following the discussions of a variety of productivity models 
in Chapter One and combining methods in Chapter Two, our methodologies are 
applied on two studies utilizing the World Productivity Database gathered by 
United Nation Industrial Development Organization. Components of productiv-
ity measures including technical efficiency, technological progress are estimated 
accordingly. In addition, we aggregate different efficiency measures using five sta-
tistical weighting criteria. In the Study 1, Asian, Latin American and OECD 
countries are used as the three analysis groups in our first study. We find out 
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that between 1972 and 2000, Asian countries had the fastest TFP growth among 
3 regions. However, this growth should be credited to rapid innovational progress 
instead of efficiency catch-up. Surprisingly the latter component was on a trend of 
deterioration. OECD countries held a moderate gains in innovational changes, but 
the improvements on technical efficiency were slowing down. Latin American coun-
tries overall had the slowest growth rate in TFP, although they had consistently 
managed positive improvements in both technical and technological efficiencies. 
In the Study 2, we divide all 112 countries from the data set to 6 mutually ex-
clusive groups. We find out that in the time period between 1970 and 2000, Old 
Tigers had the greatest TFP growth among the 6 groups, mainly due to impres-
sive innovation progress. In another word, Old Tigers are not real old. New Tigers 
also improved their TFP significantly despite a deterioration of technical efficiency. 
LOW had the greatest efficiency catch-up compared to all other groups, however, 
non-existent innovations plus decline of efficiency at the end of the periods lead 
LOW to a downward trend of TFP growth. LOW-MID, UPPER-MID and HIGH 
also had downward trends of TFP growth. Observed from our two studies, com-
pared to efficiency catch-up, innovation which is to expand production frontiers, 
plays a more significant role in improving TFP. 
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Table 3.1. Study 1: Estimation Result Presentation 
Estimate S.E. Estimate S.E. Estimate S.E. 
EIV K06, LF K06, EMP K eff, LF 
LnK 0.3325 0.0324 0.3221 0.0205 0.2837 0.0357 
LnL 0.5931 0.0186 0.4532 0.0119 0.6360 0.0205 
Constant 5.8509 0.3356 6.4017 0.2122 6.2285 0.3785 
t 0.0189 0.0033 0.0229 0.0020 0.0217 0.0036 
EIV K eff, EMP Ks, LF Ks, EMP 
LnK 0.2659 0.0223 0.3508 0.0344 0.3454 0.0212 
LnL 0.4685 0.0130 0.6003 0.0197 0.4699 0.0123 
Constant 6.9401 0.2367 5.6048 0.3576 6.0781 0.2204 
t 0.0270 0.0022 0.0182 0.0034 0.0216 0.0020 
CSSG K06, LF K06, EMP K eff, LF 
LnK 0.3408 0.0322 0.3310 0.0202 0.2933 0.0356 
LnL 0.5900 0.0185 0.4507 0.0118 0.6333 0.0205 
Constant 5.7653 0.3339 6.3067 0.2093 6.1256 0.3775 
t 0.0183 0.0033 0.0223 0.0020 0.0212 0.0036 
CSSG K_eff, EMP Ks, LF Ks, EMP 
LnK 0.2769 0.0219 0.3580 0.0343 0.3530 0.0210 
LnL 0.4654 0.0128 0.5979 0.0196 0.4683 0.0122 
Constant 6.8209 0.2325 5.5293 0.3568 5.9957 0.2189 
t 0.0263 0.0022 0.0178 0.0034 0.0211 0.0020 
BC K06, LF K06, EMP K eff, LF 
LnK 0.4781 0.0245 0.4788 0.0360 0.3925 0.0260 
LnL 0.3426 0.0255 0.3638 0.0285 0.3644 0.0248 
Constant 5.6114 0.3344 5.1744 0.3543 6.0163 0.2682 
t 0.0194 0.0050 0.0155 0.0038 0.0258 0.0023 
BC K eff, EMP Ks, LF Ks, EMP 
LnK 0.4270 0.0277 0.5105 *5 0.4815 0.0372 
LnL 0.3836 0.0316 0.3430 * 0.3663 0.0300 
Constant 5.7652 0.2209 5.0301 * 5.1329 0.3696 
t 0.0230 0.0024 0.0131 0.0281 0.0153 0.0041 
PSS1 K06, LF K06, EMP K eff,LF 
t 0.0127 0.0015 0.0137 0.0015 0.0167 0.0015 
LnK 0.5017 0.0144 0.4776 0.0146 0.4413 0.0142 
LnL 0.3689 0.0085 0.3896 0.0088 0.4085 0.0084 
PSS1 K eff, EMP Ks, LF Ks, EMP 
t 0.0168 0.0015 0.0145 0.0015 0.0151 0.0015 
LnK 0.4316 0.0149 0.4880 0.0146 0.4688 0.0148 
LnL 0.4231 0.0089 0.3818 0.0085 0.4004 0.0089 
Table 3.1. A,ia (a) 
91 
Estimate S.E. Estimate S.E. Estimate S.E. 
PSS2W K06, LF K06, EMP K eff, LF 
t 0.0112 0.0036 0.0125 0.0031 0.0146 0.0034 
LnK 0.5117 0.0474 0.4979 0.0441 0.4708 0.0436 
LnL 0.3698 0.0703 0.3521 0.0542 0.3870 0.0743 
PSS2W K eff, EMP Ks, LF Ks, EMP 
t 0.0164 0.0030 0.0144 0.0028 0.0149 0.0027 
LnK 0.4511 0.0407 0.4977 0.0353 0.4829 0.0365 
LnL 0.3661 0.0574 0.3454 0.0617 0.3541 0.0538 
PSS2G K06, LF K06, EMP K eff,LF 
t 0.0116 0.0035 0.0127 0.0031 0.0152 0.0033 
LnK 0.5130 0.0470 0.4981 0.0439 0.4705 0.0438 
LnL 0.3535 0.0667 0.3469 0.0544 0.3660 0.0688 
PSS2G K eff, EMP Ks, LF Ks, EMP 
t 0.0163 0.0030 0.0145 0.0027 0.0151 0.0027 
LnK 0.4517 0.0408 0.4984 0.0355 0.4819 0.0365 
LnL 0.3669 0.0571 0.3382 0.0590 0.3508 0.0546 
FIX1 K06, LF K06, EMP K eff, LF 
t 0.0140 0.0028 0.0131 0.0025 0.0180 0.0029 
LnK 0.5020 0.0245 0.4883 0.0242 0.4486 0.0235 
LnL 0.3064 0.0837 0.3760 0.0751 0.3323 0.0870 
FIX1 K eff, EMP Ks, LF Ks, EMP 
t 0.0169 0.0025 0.0155 0.0028 0.0144 0.0025 
LnK 0.4354 0.0231 0.4888 0.0241 0.4754 0.0237 
LnL 0.4033 0.0777 0.3302 0.0842 0.4026 0.0752 
RND1 K06, LF K06, EMP K eff,LF 
t 0.0123 0.0017 0.0129 0.0016 0.0161 0.0016 
LnK 0.5156 0.0231 0.4970 0.0230 0.4657 0.0223 
LnL 0.3376 0.0269 0.3589 0.0265 0.3606 0.0273 
RND1 K eff, EMP Ks, LF Ks, EMP 
t 0.0166 0.0016 0.0143 0.0016 0.0147 0.0016 
LnK 0.4477 0.0222 0.5025 0.0228 0.4845 0.0227 
LnL 0.3824 0.0269 0.3438 0.0274 0.3660 0.0269 
FIX2 K06, LF K06, EMP K eff,LF 
t 0.0090 0.0040 0.0055 0.0039 0.0142 0.0040 
t2 0.0001 0.0001 0.0002 0.0001 0.0001 0.0001 
LnK 0.5100 0.0248 0.4983 0.0243 0.4538 0.0238 
LnL 0.3214 0.0839 0.4162 0.0761 0.3439 0.0873 
FIX2 K eff, EMP Ks, LF Ks, EMP 
t 0.0106 0.0039 0.0134 0.0039 0.0100 0.0038 
e 0.0002 0.0001 0.0001 0.0001 0.0001 0.0001 
LnK 0.4426 0.0233 0.4913 0.0243 0.4796 0.0238 
LnL 0.4379 0.0791 0.3366 0.0847 0.4278 0.0768 
RND2 K06, LF K06, EMP K eff,LF 
t 0.0075 0.0030 0.0068 0.0029 0.0124 0.0030 
t2 0.0001 0.0001 0.0002 0.0001 0.0001 0.0001 
LnK 0.5225 0.0233 0.5049 0.0231 0.4703 0.0225 
LnL 0.3363 0.0269 0.3599 0.0265 0.3599 0.0273 
RND2 K eff, EMP Ks, LF Ks, EMP 
t 0.0114 0.0029 0.0122 0.0029 0.0113 0.0028 
e 0.0002 0.0001 0.0001 0.0001 0.0001 0.0001 
LnK 0.4533 0.0223 0.5046 0.0229 0.4875 0.0228 
LnL 0.3837 0.0268 0.3436 0.0274 0.3674 0.0269 
Table 3.1 Asia (b) 
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Estimate S.E. Estimate S.E. Estimate S.E. 
EIV K06, LF K06, EMP K eff,LF 
LnK 0.3593 0.0412 0.4704 0.0681 0.4651 0.0475 
LnL 0.4413 0.0463 0.1205 0.0774 0.2777 0.0531 
Constant 6.1546 0.4274 5.2821 0.6786 5.2169 0.4815 
t 0.0055 0.0025 0.0082 0.0041 0.0046 0.0028 
EIV K_eff, EMP Ks, LF Ks, EMP 
LnK 0.3593 0.0412 0.4704 0.0681 0.4651 0.0475 
LnL 0.4413 0.0463 0.1205 0.0774 0.2777 0.0531 
Constant 6.1546 0.4274 5.2821 0.6786 5.2169 0.4815 
t 0.0055 0.0025 0.0082 0.0041 0.0046 0.0028 
CSSG K06, LF K06, EMP K eff, LF 
LnK 0.4828 0.0632 0.4792 0.0439 0.3613 0.0673 
LnL 0.1400 0.0719 0.2893 0.0492 0.2385 0.0767 
Constant 5.1304 0.6293 5.0564 0.4445 6.2786 0.6859 
t 0.0072 0.0038 0.0036 0.0026 0.0103 0.0041 
CSSG K eff, EMP Ks, LF Ks, EMP 
LnK 0.3684 0.0403 0.4840 0.0684 0.4783 0.0466 
LnL 0.4388 0.0453 0.1034 0.0777 0.2702 0.0522 
Constant 6.0549 0.4182 5.1509 0.6818 5.0779 0.4729 
t 0.0053 0.0024 0.0082 0.0041 0.0043 0.0028 
BC K06, LF K06, EMP K eff, LF 
LnK 0.5759 0.2796 0.5613 0.0385 0.5016 0.0319 
LnL 0.3175 0.0009 0.3548 0.0330 0.3976 0.0337 
Constant 4.1558 0.0310 4.3689 0.3671 4.7728 0.3278 
t 0.0003 0.0328 -1.40E-05 0.0012 0.0029 0.0009 
BC K eff, EMP Ks, LF Ks, EMP 
LnK 0.4716 0.0254 0.5866 0.0433 0.5663 0.0395 
LnL 0.4376 0.0291 0.3041 0.0499 0.3495 0.0343 
Constant 5.1470 0.2603 4.0584 0.3744 4.3177 0.3784 
t 0.0030 0.0009 0.0004 0.0011 0.000028 0.0012 
PSS1 K06, LF K06, EMP K eff, LF 
t 0.0004 0.0014 -0.0015 0.0014 0.0058 0.0014 
LnK 0.5802 0.0226 0.6212 0.0203 0.4656 0.0224 
LnL 0.2939 0.0257 0.3223 0.0232 0.3121 0.0255 
PSS1 K eff, EMP Ks, LF Ks, EMP 
t 0.0024 0.0014 0.0015 0.0014 -0.0006 0.0014 
LnK 0.4213 0.0220 0.5890 0.0226 0.5608 0.0203 
LnL 0.5001 0.0248 0.2454 0.0257 0.3713 0.0231 
Table :l.l. Latin America (a) 
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Estimate S.E. Estimate S.E. Estimate S.E. 
PSS2W K06, LF K06, EMP K eff, LF 
t -0.0019 0.0029 -0.0005 0.0027 0.0016 0.0039 
LnK 0.5547 0.0540 0.5494 0.0569 0.4499 0.0592 
LnL 0.3971 0.1043 0.3487 0.0864 0.4903 0.1408 
PSS2W K eff, EMP Ks, LF Ks, EMP 
t -0.0001 0.0045 0.0009 0.0046 -0.0018 0.0027 
LnK 0.4336 0.0768 0.5612 0.1073 0.5582 0.0547 
LnL 0.5842 0.1105 0.3077 0.1486 0.3989 0.0843 
PSS2G K06, LF K06, EMP K eff, LF 
t 0.0082 0.0118 -0.0005 0.0027 -0.0023 0.0038 
LnK 0.6653 0.0969 0.5525 0.0576 0.4839 0.0745 
LnL * 0.1506 0.3420 0.0873 0.5579 0.1205 
PSS2G K eff, EMP Ks, LF Ks, EMP 
t 0.0018 0.0027 0.0145 0.0033 -0.0009 0.0028 
LnK 0.4561 0.0489 0.5397 0.0668 0.5573 0.0573 
LnL 0.4991 0.0789 * 0.1205 0.3631 0.0880 
FIX! K06, LF K06, EMP K eff, LF 
t 0.0027 0.0021 -0.0004 0.0020 0.0089 0.0022 
LnK 0.5914 0.0306 0.5789 0.0301 0.4686 0.0283 
LnL 0.1884 0.0801 0.3320 0.0732 0.1874 0.0868 
FIX! K eff, EMP Ks, LF Ks, EMP 
t 0.0046 0.0020 0.0041 0.0022 0.0007 0.0020 
LnK 0.4588 0.0275 0.5910 0.0316 0.5769 0.0311 
LnL 0.3720 0.0786 0.1404 0.0819 0.3003 0.0751 
RNDl K06, LF K06, EMP K eff, LF 
t -0.0008 0.0017 -0.0015 0.0012 0.0029 0.0013 
LnK 0.6032 0.0231 0.5808 0.0288 0.4881 0.0278 
LnL 0.3137 0.0269 0.3731 0.0484 0.4114 0.0519 
RNDl K eff, EMP Ks, LF Ks, EMP 
t 0.0020 0.0012 -0.0002 0.0013 -0.0010 0.0012 
LnK 0.4695 0.0267 0.6049 0.0306 0.5808 0.0299 
LnL 0.4700 0.0482 0.2988 0.0527 0.3634 0.0495 
FIX2 K06, LF K06, EMP K eff,LF 
t -0.0075 0.0035 -0.0094 0.0031 -0.0015 0.0037 
e 0.0003 0.0001 0.0003 0.0001 0.0003 0.0001 
LnK 0.6142 0.0306 0.6015 0.0301 0.4912 0.0285 
LnL 0.2326 0.0794 0.3467 0.0719 0.2320 0.0861 
FIX2 K eff, EMP Ks, LF Ks, EMP 
t -0.0048 0.0033 -0.0051 0.0035 -0.0077 0.0032 
e 0.0003 0.0001 0.0003 0.0001 0.0002 0.0001 
LnK 0.4816 0.0278 0.6109 0.0317 0.5973 0.0313 
LnL 0.3878 0.0773 0.1795 0.0815 0.3130 0.0740 
RND2 K06, LF K06, EMP K eff, LF 
t -0.0102 0.0027 -0.0099 0.0026 -0.0075 0.0029 
e 0.0003 0.0001 0.0003 0.0001 0.0003 0.0001 
LnK 0.6213 0.0291 0.6000 0.0287 0.5087 0.0276 
LnL 0.3147 0.0507 0.3648 0.0479 0.4077 0.0511 
RND2 K eff, EMP Ks, LF Ks, EMP 
t -0.0071 0.0027 -0.0091 0.0027 -0.0089 0.0026 
e 0.0003 0.0001 0.0003 0.0001 0.0003 0.0001 
LnK 0.4901 0.0267 0.6215 0.0304 0.5985 0.0299 
LnL 0.4589 0.0477 0.2992 0.0521 0.3550 0.0491 
Table 3.1 Latin Am('ri<·a (b) 
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Estimate S.E. Estimate S.E. Estimate S.E. 
EIV K06, LF K06, EMP K eff, LF 
LnK 0.2317 0.0184 0.3103 0.0177 0.1732 0.0205 
LnL 0.7614 0.0183 0.6484 O.D173 0.8020 0.0204 
Constant 7.7130 0.2058 2.0023 0.0931 8.3426 0.2341 
t 0.0121 0.0011 0.0132 0.0012 0.0146 0.0012 
EIV K eff, EMP Ks, LF Ks, EMP 
LnK 0.2435 0.0206 0.2733 0.0173 0.3463 0.0164 
LnL 0.6872 0.0201 0.7368 0.0171 0.6244 0.0160 
Constant 2.4277 0.1114 7.2149 0.1936 1.7511 0.0871 
t 0.0165 0.0014 0.0113 0.001 0.0127 0.0011 
CSSG K06, LF K06, EMP K eff, LF 
LnK 0.2516 O.D179 0.3284 0.017 0.1875 0.0200 
LnL 0.7510 O.D177 0.6425 0.0166 0.7954 0.0199 
Constant 7.4794 0.1995 1.8285 0.0895 8.1700 0.2282 
t 0.0115 0.0011 0.0126 0.0012 0.0142 0.0012 
CSSG K eff, EMP Ks, LF Ks, EMP 
LnK 0.2568 0.0199 0.2943 0.0168 0.3664 0.0158 
LnL 0.6840 0.0195 0.7256 0.0167 0.6170 0.0154 
Constant 2.2871 0.1078 6.9673 0.1889 1.5644 0.0837 
t 0.0161 0.0013 0.0107 0.0010 0.0120 0.0011 
BC K06, LF K06, EMP K eff,LF 
LnK 0.5409 0.0150 0.5964 0.0154 0.4877 0.0181 
LnL 0.5025 0.0181 0.4658 0.0228 0.5558 0.0280 
Constant 4.4840 0.1603 0.3663 0.2060 4.9927 0.1756 
t 0.0066 0.0009 0.0095 0.0013 0.0102 0.0014 
BC K eff, EMP Ks, LF Ks, EMP 
LnK 0.5274 0.0139 0.5437 0.156 0.5975 0.0127 
LnL 0.5217 0.0157 0.5025 0.0009 0.4626 0.0144 
Constant 0.6131 0.1092 4.4346 0.14920 0.3474 0.0940 
t 0.0135 0.0008 0.0077 0.00075 0.0110 0.0008 
PSS1 K06, LF K06, EMP K_eff, LF 
t 0.0066 0.0011 0.0077 0.0011 0.0100 0.0011 
LnK 0.4504 0.0164 0.5022 0.0152 0.4025 0.0172 
LnL 0.5248 0.0166 0.3974 0.0150 0.5522 O.Q173 
PSS1 K eff, EMP Ks, LF Ks, EMP 
t 0.0118 0.0011 0.0073 0.0011 0.0083 0.0011 
LnK 0.4442 0.0152 0.4592 0.0170 0.5166 0.0155 
LnL 0.4210 0.0151 0.5067 0.0171 0.3650 0.0153 
Table 3.1. OECD (a) 
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Estimate S.E. Estimate S.E. Estimate S.E. 
PSS2W K06, LF K06, EMP K eff, LF 
t 0.0032 0.0019 0.0057 0.0021 0.0082 0.0012 
LnK 0.5529 0.0439 0.5613 0.044 0.4703 0.0318 
LnL 0.4955 0.0564 0.4239 0.0544 0.5384 0.0496 
PSS2W K eff, EMP Ks, LF Ks, EMP 
t 0.0111 0.0013 0.0046 0.0013 0.0072 0.0014 
LnK 0.4752 0.0319 0.5481 0.0348 0.5539 0.0356 
LnL 0.4465 0.0484 0.4827 0.0497 0.3978 0.0488 
PSS2G K06, LF K06, EMP K eff,LF 
t -0.0006 0.0023 0.0035 0.0023 0.0064 0.0013 
LnK 0.5448 0.0527 0.5368 0.0479 0.4556 0.034 
LnL 0.5092 0.0648 0.4383 0.0588 0.5519 0.0526 
PSS2G K eff, EMP Ks, LF Ks, EMP 
t 0.0103 0.0013 0.0028 0.0014 0.0062 0.0015 
LnK 0.4503 0.0324 0.5444 0.0384 0.5378 0.0373 
LnL 0.4582 0.0497 0.4814 0.0539 0.4026 0.0511 
FIX1 K eff, EMP Ks, LF Ks, EMP 
t 0.0052 0.0005 0.0071 0.0006 0.0094 0.0005 
LnK 0.5282 0.0153 0.5396 0.0156 0.4618 0.0140 
LnL 0.3984 0.0347 0.3085 0.0312 0.4339 0.0354 
FIX1 K eff, EMP Ks, LF Ks, EMP 
t 0.0116 0.0005 0.0061 0.0005 0.0079 0.0005 
LnK 0.4716 0.0143 0.5366 0.0151 0.5495 0.0156 
LnL 0.3403 0.0319 0.3776 0.0344 0.2817 0.0312 
RNDl K06, LF K06, EMP K eff,LF 
t 0.0044 0.0005 0.0060 0.0005 0.0085 0.0004 
LnK 0.5320 0.0147 0.5496 0.0152 0.4665 0.0137 
LnL 0.4584 0.0197 0.4098 0.0199 0.5127 0.0196 
RNDl K eff, EMP Ks, LF Ks, EMP 
t 0.0105 0.0005 0.0053 0.0005 0.0069 0.0005 
LnK 0.4811 0.0142 0.5386 0.0146 0.5567 0.0152 
LnL 0.4612 0.0201 0.4492 0.0197 0.3979 0.0200 
FIX2 K06, LF K06, EMP K eff, LF 
t -0.0024 0.0012 0.0002 0.0013 0.0016 0.0011 
e 0.0002 0.0000 0.0002 0.0000 0.0003 0.0000 
LnK 0.5473 0.0149 0.5629 0.0157 0.4806 0.0137 
LnL 0.3669 0.0336 0.2578 0.0315 0.4006 0.0343 
FIX2 K eff, EMP Ks, LF Ks, EMP 
t -0.0031 0.0011 -0.0001 0.0013 0.0007 0.0011 
e 0.0002 0.0000 0.0002 0.0000 0.0002 0.0000 
LnK 0.5486 0.0144 0.5673 0.0153 0.4829 0.0134 
LnL 0.4391 0.0195 0.3853 0.0202 0.4928 0.0194 
RND2 K06, LF K06, EMP K eff,LF 
t 0.0075 0.0030 0.0068 0.0029 0.0124 0.0030 
e 0.0001 0.0001 0.0002 0.0001 0.0001 0.0001 
LnK 0.5225 0.0233 0.5049 0.0231 0.4703 0.0225 
LnL 0.3363 0.0269 0.3599 0.0265 0.3599 0.0273 
RND2 K eff, EMP Ks, LF Ks, EMP 
t 0.0045 0.0013 -0.0006 0.0011 0.0025 0.0012 
e 0.0002 0.0000 0.0002 0.0000 0.0001 0.0000 
LnK 0.4976 0.0144 0.5487 0.0144 0.5677 0.0153 
LnL 0.4371 0.0204 0.4369 0.0195 0.3819 0.0203 
Table 3.1 OECD (b) 
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Arithmetic RSS R-Square AIC BIC 
Asia Estimate 0.0159 0.0147 0.0155 0.0152 0.0158 
Variance 6.55E-06 1.47E-06 6.20E-06 4.49E-06 3.37E-06 
Bound 3.38E-05 1.38E-05 3.27E-05 2.70E-05 2.10E-05 
Latin America Estimate 0.0025 0.0023 0.0020 0.0021 0.0021 
Variance 3.31E-06 3.77E-06 3.95E-06 3.58E-06 3.56E-06 
Bound 3.40E-05 1.98E-05 3.33E-05 3.00E-05 2.73E-05 
OECD Estimate 0.0079 0.0075 0.0079 0.0075 0.0073 
Variance 1.01E-05 4.29E-07 8.05E-06 5.00E-06 6.94E-06 
Bound 4.41E-05 1.87E-05 4.39E-05 3.77E-05 3.15E-05 
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Table 3.3. Study 2: Estimation Result Presentation 
Estimate S.E. Estimate S.E. Estimate S.E 
EIV K06, LF K eff, LF Ks, LF 
LnK 0.3205 0.0181 0.2660 0.0154 0.3404 0.0172 
LnL 0.9428 0.0205 0.8651 0.0175 0.8914 0.0195 
Constant 5.2907 0.1406 5.7217 0.1240 5.1410 0.1353 
t 
-0.0118 0.0019 -0.0065 0.0016 -0.0104 0.0018 
CSSG K06, LF K eff,LF Ks, LF 
LnK 0.3169 0.0179 0.2633 0.0153 0.3361 0.0170 
LnL 0.9376 0.0203 0.8612 0.0174 0.8862 0.0192 
Constant 5.3240 0.139 5.7471 0.1232 5.1804 0.1337 
t 
-0.0115 0.0018 -0.0063 0.0016 -0.0101 0.0017 
BC K06, LF K eff, LF Ks, LF 
Constant 5.8871 0.1782 6.5969 0.1706 5.6697 0.1478 
t -0.0121 0.0016 -0.0064 0.0020 -0.0118 0.0016 
LnK 0.3584 0.0206 0.2687 0.0185 0.3811 0.0179 
LnL 0.5826 0.0296 0.6264 0.0379 0.5650 0.0286 
PSS1 K06, LF K eff, LF Ks, LF 
t 0.0002 0.0007 0.0025 0.0007 0.0011 0.0007 
Lnk 0.2581 0.0060 0.2239 0.0060 0.2729 0.0059 
lnL 0.5619 0.0070 0.5752 0.0070 0.5353 0.007 
PSS2W K06, LF K eff, LF Ks, LF 
t -1.65E-05 0.0027 0.0033 0.0021 0.0012 0.0020 
Lnk 0.2816 0.0409 0.2399 0.0303 0.2795 0.0335 
lnL 0.4726 0.0715 0.4565 0.0688 0.4682 0.0677 
PSS2G K06, LF K eff, LF Ks, LF 
t -0.0025 0.0032 -0.0005 0.0019 -0.0022 0.0020 
LnK 0.2710 0.0455 0.2489 0.0279 0.3052 0.0337 
LnL 0.6243 0.0912 0.6227 0.0656 0.5861 0.0670 
FIX1 K06, LF K eff, LF Ks, LF 
t 0.0046 0.0026 0.0073 0.0026 0.0055 0.0026 
LnK 0.2547 O.D173 0.2210 0.0155 0.2680 0.0181 
LnL 0.3424 0.1043 0.3337 0.1047 0.3148 0.1040 
RNDl K06, LF K eff, LF Ks, LF 
t -0.0014 0.0012 0.0006 0.0012 -0.0008 0.0012 
LnK 0.2732 0.0164 0.2393 0.0148 0.2874 O.D171 
LnL 0.5738 0.0447 0.5960 0.0446 0.5598 0.0445 
FIX2 K06, LF K eff, LF Ks, LF 
t 0.0045 0.0034 0.0076 0.0033 0.0062 0.0033 
e 3.63E-06 0.0001 -1.17E-05 0.0001 -2.55E-05 0.0001 
LnK 0.2550 0.0180 0.2203 0.0161 0.2663 0.0187 
LnL 0.3415 0.1059 0.3368 0.1064 0.3217 0.1058 
RND2 K06, LF K eff, LF Ks, LF 
t -0.0012 0.0027 0.0014 0.0026 0.0004 0.0026 
t2 
-6.00E-06 0.0001 -2.35E-05 0.0001 -3.86E-05 0.0001 
LnK 0.2728 O.D171 0.2378 0.0155 0.2848 0.0178 
LnL 0.5744 0.0452 0.5981 0.0450 0.5634 0.0450 
Table :1,.:1 Low Income 
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Estimate S.E. Estimate S.E. Estimate S.E 
EIV K06, LF K eff, LF Ks, LF 
LnK 0.4653 0.0260 0.3771 0.0287 0.4804 0.0269 
LnL 0.3085 0.0270 0.3509 0.0302 0.2881 0.0279 
Constant 4.8823 0.2400 5.6058 0.2726 4.7310 0.2491 
t 0.0036 0.0021 0.0081 0.0023 0.0041 0.0021 
CSSG K06, LF K eff,LF Ks, LF 
LnK 0.469 0.0259 0.3808 0.0286 0.4845 0.0268 
LnL 0.3066 0.0269 0.3493 0.0300 0.2859 0.0277 
Constant 4.8477 0.2388 5.5705 0.271 4.6934 0.2478 
t 0.0035 0.0021 0.0080 0.0023 0.0039 0.0021 
BC K06, LF K eff, LF Ks, LF 
Constant 4.6565 0.1953 5.1841 0.1795 4.5388 0.1931 
t 
-0.0128 0.0013 -0.0087 0.0013 -0.0120 0.0012 
LnK 0.5363 0.0223 0.4619 0.0199 0.5461 0.0219 
LnL 0.5220 0.0286 0.5717 0.0267 0.5147 0.0285 
PSS1 K06, LF K eff, LF Ks, LF 
t -0.0003 0.0008 0.0035 0.0008 -0.0001 0.0008 
Lnk 0.4900 0.0101 0.4199 0.0102 0.5107 0.0104 
lnL 0.4933 0.0106 0.5278 0.0108 0.4649 0.0108 
PSS2W K06, LF K eff, LF Ks, LF 
t -0.0015 0.0027 0.0020 0.0043 -0.0019 0.0020 
Lnk 0.4758 0.0419 0.4381 0.0604 0.4923 0.0335 
lnL 0.5397 0.0655 0.4795 0.0816 0.5217 0.0677 
PSS2G K06, LF K eff, LF Ks, LF 
t -8.13972E-06 0.0027 -0.0005 0.0034 -0.0001 0.0020 
LnK 0.4727 0.0416 0.2489 0.0551 0.4776 0.0337 
LnL 0.4967 0.0654 0.6227 0.0862 0.5242 0.0670 
FIX1 K06, LF K eff, LF Ks, LF 
t -0.0010 0.0020 0.0046 0.002 -0.0003 0.0020 
LnK 0.5067 0.0216 0.4401 0.0192 0.5270 0.0212 
LnL 0.4131 0.0770 0.3879 0.0784 0.3732 0.0755 
RND1 K06, LF K eff, LF Ks, LF 
t -0.0030 0.0010 0.0005 0.0009 -0.0027 0.0010 
LnK 0.5029 0.0206 0.4393 0.0185 0.5220 0.0204 
LnL 0.4950 0.0333 0.5418 0.0320 0.4741 0.0331 
FIX2 K06, LF K eff, LF Ks, LF 
t -0.0160 0.0031 -0.0089 0.0031 -0.0147 0.0030 
t2 0.0004 0.0001 0.0004 0.0001 0.0004 0.0001 
LnK 0.5505 0.0221 0.4745 0.0197 0.5676 0.0217 
LnL 0.3499 0.0757 0.3285 0.0773 0.3129 0.0741 
RND2 K06, LF K eff, LF Ks, LF 
t -0.0180 0.0027 -0.0132 0.0026 -0.0171 0.0026 
t2 0.0004 0.0001 0.0004 0.0001 0.0004 0.0001 
LnK 0.5422 0.0212 0.4700 0.0190 0.5584 0.0208 
LnL 0.4543 0.0337 0.5083 0.0323 0.4358 0.0334 
Tahk :3.:3 Low-Mid Income 
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Estimate S.E. Estimate S.E. Estimate S.E 
EIV K06, LF K eff,LF Ks, LF 
LnK 0.3500 0.0433 0.3083 0.0293 0.3473 0.0463 
LnL 0.4282 0.0468 0.5630 0.0317 0.4226 0.0501 
Constant 6.1146 0.4217 6.4181 0.2928 6.1326 0.4526 
t 0.0123 0.0024 0.0122 0.0016 0.0130 0.0024 
CSSG K06, LF K eff, LF Ks, LF 
LnK 0.3540 0.0443 0.3102 0.0297 0.3519 0.0475 
LnL 0.4181 0.0479 0.5581 0.0321 0.4109 0.0514 
Constant 6.0781 0.4313 6.3999 0.2964 6.0905 0.4644 
t 0.0124 0.0024 0.0123 0.0016 0.0130 0.0025 
BC K06, LF K eff,LF Ks, LF 
Constant 6.0357 0.2853 6.3010 0.2690 6.1299 0.2880 
t -0.0012 0.0009 0.0010 0.0009 -0.0013 0.0009 
LnK 0.3958 0.0285 0.3599 0.0259 0.3855 0.0288 
LnL 0.5290 0.0297 0.5656 0.0270 0.5413 0.0297 
PSS1 K06, LF K eff, LF Ks, LF 
t 0.0053 0.0010 0.0082 0.0010 0.0058 0.0010 
Lnk 0.5035 0.0182 0.4646 0.0181 0.4964 0.0186 
lnL 0.4263 0.0197 0.4505 0.0196 0.4494 0.0202 
PSS2W K06, LF K eff, LF Ks, LF 
t 0.0035 0.0021 0.0072 0.0022 0.0033 0.0022 
Lnk 0.5049 0.0415 0.4636 0.0402 0.5276 0.0469 
lnL 0.5046 0.0725 0.5176 0.0758 0.4984 0.0730 
PSS2G K06, LF K eff, LF Ks, LF 
t 0.0044 0.0022 0.0088 0.0022 0.0038 0.0022 
LnK 0.5062 0.0402 0.4627 0.0388 0.5286 0.0455 
LnL 0.4612 0.0747 0.4451 0.0766 0.4737 0.0768 
FIX1 K06, LF K eff, LF Ks, LF 
t 0.0072 0.0016 0.0105 0.0016 0.0070 0.0016 
LnK 0.5306 0.0200 0.4838 0.0184 0.5450 0.0216 
LnL 0.2918 0.0599 0.3163 0.0602 0.3002 0.0616 
RND1 K06, LF K eff, LF Ks, LF 
t 0.0038 0.0008 0.0066 0.0007 0.0041 0.0008 
LnK 0.5420 0.0192 0.4973 0.0180 0.5561 0.0207 
LnL 0.4184 0.0245 0.4647 0.0237 0.4040 0.0260 
FIX2 K06, LF K eff,LF Ks, LF 
t -0.0081 0.0031 -0.0043 0.0031 -0.0072 0.0033 
e 0.0004 0.0001 0.0004 0.0001 0.0004 0.0001 
LnK 0.5762 0.0211 0.5250 0.0195 0.5887 0.0229 
LnL 0.3017 0.0583 0.3281 0.0586 0.3097 0.0603 
RND2 K06, LF K eff, LF Ks, LF 
-0.0109 0.0026 -0.008 0.0026 -0.0093 0.0026 
t2 0.0004 0.0001 0.0004 0.0001 0.0004 0.0001 
LnK 0.5841 0.0200 0.5370 0.0187 0.5955 0.0215 
LnL 0.3772 0.0249 0.4262 0.024 0.3654 0.0265 
Table 3.:~ Fppcr-MiJ lneorne 
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Estimate S.E. Estimate S.E. Estimate S.E 
EIV K06, LF K eff, LF Ks, LF 
LnK 0.4384 0.0966 0.3291 0.0828 0.536 0.0833 
LnL 0.1144 0.098 0.2936 0.0842 0.0809 0.0847 
Constant 5.9277 1.0634 6.9534 0.9334 4.7406 0.9225 
t 0.0119 0.0040 0.0155 0.0032 0.0100 0.0033 
CSSG K06, LF K eff, LF Ks, LF 
LnK 0.4478 0.0975 0.3389 0.0837 0.5472 0.0840 
LnL 0.1001 0.0989 0.2791 0.0851 0.0663 0.0853 
Constant 5.8296 1.0738 6.8492 0.9435 4.6215 0.9299 
t 0.0117 0.0040 0.0153 0.0032 0.0098 0.0033 
BC K06, LF K eff,LF Ks, LF 
Cosntant 3.7079 * 4.5411 0.2319 3.2373 0.2392 
t -0.0053 * -0.002 0.0015 0.0090 0.0009 
LnK 0.6687 * 0.6121 0.0243 0.6544 0.0217 
LnL 0.2332 * 0.2200 0.0358 0.4495 0.0220 
PSS1 K06, LF K eff, LF Ks, LF 
t 0.0047 0.0010 0.0094 0.0009 0.0047 0.0010 
Lnk 0.5230 0.0232 0.4486 0.0233 0.5850 0.0235 
lnL 0.4227 0.0236 0.4439 0.0237 0.3541 0.0239 
PSS2W K06, LF K eff, LF Ks, LF 
0.0017 0.0020 0.0070 0.0019 0.0011 0.0020 
Lnk 0.6457 0.0619 0.5890 0.0587 0.7385 0.0635 
lnL 0.3699 0.0775 0.3557 0.0785 0.2764 0.0787 
PSS2G K06, LF K eff,LF Ks, LF 
t 0.0020 0.0020 0.0071 0.0019 0.0011 0.002 
LnK 0.6399 0.0622 0.5817 0.0600 0.7389 0.0645 
LnL 0.3648 0.0781 0.3669 0.0788 0.2750 0.0799 
FIX1 K06, LF K eff,LF Ks, LF 
Estimate S.E. Estimate S.E. Estimate S.E 
t 0.0053 0.0010 0.0107 0.0008 0.0054 0.0009 
LnK 0.5791 0.0260 0.4864 0.0231 0.6331 0.0257 
LnL 0.2616 0.0503 0.2920 0.0511 0.2040 0.0487 
RND1 K06, LF K eff,LF Ks, LF 
t 0.0030 0.0007 0.0078 0.0006 0.0033 0.0006 
LnK 0.6013 0.0245 0.5128 0.0224 0.6500 0.0243 
LnL 0.4001 0.0274 0.4818 0.0260 0.3487 0.0273 
FIX2 K06, LF K eff,LF Ks, LF 
t -0.0093 0.0018 -0.0021 0.0017 -0.0055 0.0016 
e 0.0003 3.67E-05 0.0003 3.77E-05 0.0003 3.49E-05 
LnK 0.6579 0.0259 0.5461 0.0231 0.6808 0.0254 
LnL 0.2918 0.0477 0.3243 0.0490 0.2336 0.0469 
RND2 K06, LF K eff, LF Ks, LF 
t -0.0105 0.0015 -0.0047 0.0014 -0.0071 0.0014 
t2 0.0004 3.57E-05 0.0003 3.70E-05 0.0003 3.43E-05 
LnK 0.6643 0.0240 0.5655 0.0220 0.6883 0.0238 
LnL 0.3451 0.0266 0.4361 0.0253 0.3166 0.0266 
Table :1.3 High Income 
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Estimate S.E. Estimate S.E. Estimate S.E 
EIV K06, LF K eff,LF Ks, LF 
LnK 0.2765 0.0514 0.2408 0.0533 0.3183 0.0619 
LnL 0.6905 0.0316 0.7256 0.0327 0.7065 0.0378 
Constant 6.6055 0.5197 6.8971 0.5495 6.1245 0.6288 
t 0.0298 0.0044 0.0322 0.0046 0.0263 0.0051 
CSSG K06, LF K eff,LF Ks, LF 
LnK 0.2839 0.0513 0.2486 0.0532 0.3271 0.0620 
LnL 0.6852 0.0315 0.7206 0.0326 0.7014 0.0379 
Constant 6.5321 0.5185 6.8185 0.5485 6.0352 0.6298 
t 0.0293 0.0044 0.0316 0.0045 0.0256 0.0051 
BC K06, LF K eff, LF Ks, LF 
LnK 0.2003 * 0.194 * 0.2079 0.0547 
LnL 0.4109 * 0.4729 * 0.4189 0.1299 
Constant 8.0774 * 8.0748 * 8.1143 0.7039 
t 0.0468 * 0.0480 0.0022 0.0467 0.0051 
PSS1 K06, LF K eff,LF Ks, LF 
t 0.0420 0.0058 0.0450 0.0056 0.0387 0.0056 
Lnk 0.2380 0.0671 0.2055 0.0652 0.2734 0.0668 
lnL 0.3775 0.0417 0.3797 0.0405 0.3988 0.0415 
PSS2W K06, LF K eff, LF Ks, LF 
t 0.0286 0.0131 0.0250 0.0287 0.0585 0.0290 
Lnk 0.3450 0.1108 0.3213 0.1788 0.2217 0.2381 
lnL 0.4496 0.2015 0.5693 0.5144 0.0968 0.2429 
PSS2G K06, LF K eff, LF Ks, LF 
t 0.0312 0.0172 0.0181 0.0301 0.0190 0.0325 
LnK 0.4124 0.1745 0.3914 0.3002 0.4009 0.3811 
LnL 0.3538 0.3614 0.7095 0.5693 0.6859 0.3761 
FIX1 K06, LF K eff, LF Ks, LF 
t 0.0369 0.0039 0.0399 0.0038 0.0347 0.0042 
LnK 0.3138 0.0372 0.2808 0.0356 0.3384 0.0409 
LnL 0.2965 0.0708 0.2977 0.0725 0.3220 0.0712 
RNDl K06, LF K eff, LF Ks, LF 
0.0312 0.0034 0.0338 0.0033 0.0296 0.0036 
LnK 0.3276 0.0375 0.2947 0.0361 0.3535 0.0403 
LnL 0.4610 0.0468 0.4774 0.0470 0.4621 0.0467 
FIX2 K06, LF K eff, LF Ks, LF 
t 0.0595 0.0070 0.0635 0.0069 0.0588 0.0070 
t2 
-0.0003 0.0001 -0.0004 0.0001 -0.0003 0.0001 
LnK 0.2140 0.0440 0.1810 0.0417 0.2304 0.0463 
LnL 0.2046 0.0714 0.1986 0.0726 0.2161 0.0715 
RND2 K06, LF K eff, LF Ks, LF 
0.0422 0.0060 0.0455 0.0059 0.0422 0.0058 
t2 
-0.0002 0.0001 -0.0002 0.0001 -0.0002 0.0001 
LnK 0.2786 0.0432 0.2445 0.0415 0.2981 0.0445 
LnL 0.4498 0.0473 0.4637 0.0477 0.4471 0.0470 
Table 3.3 Old Tigers 
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Estimate S.E. Estimate S.E. Estimate S.E 
EIV K06, LF K eff,LF Ks, LF 
LnK 0.5658 0.2032 0.6199 0.1502 0.6652 0.0914 
LnL 
-0.1054 0.1191 
-0.0098 0.0878 0.1327 0.0532 
Constant 5.5734 1.9626 4.4227 1.4866 3.4327 0.8908 
t 0.0179 0.0159 0.0119 0.0116 0.0054 0.0069 
CSSG K06, LF K eff, LF Ks, LF 
LnK 0.5653 0.2033 0.6151 0.151 0.6628 0.0919 
LnL -0.1053* 0.1192 
-0.0095* 0.0882 0.1323 0.0535 
Constant 5.5785 1.9632 4.4789 1.4946 3.4633 0.8955 
t 0.0179 0.0159 0.0123 0.0116 0.0056 0.0070 
BC K06, LF K eff, LF Ks, LF 
LnK 0.3232 0.0472 0.2956 0.0434 0.3391 0.0500 
LnL 0.4779 0.0179 0.4926 0.0174 0.4706 0.0198 
Constant 6.3560 0.4446 6.5493 0.4216 6.1775 0.4695 
t 0.0202 0.0047 0.0228 0.0045 0.0200 0.0047 
PSS1 K06, LF K eff,LF Ks, LF 
t 0.0372 0.0041 0.0392 0.0040 0.0361 0.0040 
Lnk 0.3034 0.0530 0.2832 0.0517 0.3018 0.0534 
lnL 0.0111 * 0.0311 0.0175* 0.0302 0.0931 * 0.0311 
PSS2W K06, LF K eff,LF Ks, LF 
t 0.0365 0.0052 0.0402 0.0041 0.0366 0.0042 
Lnk 0.3390 0.0605 0.3029 0.0454 0.3244 0.0480 
lnL -0.0985* 0.1892 -0.0959* 0.1687 -0.0067* 0.1509 
PSS2G K06, LF K eff,LF Ks, LF 
t 0.0020 0.0020 0.0071 0.0019 0.0011 0.0020 
LnK 0.6399 0.0622 0.5817 0.0600 0.7389 0.0645 
LnL 0.3648 0.0781 0.3669 0.0788 0.2750 0.0799 
FIX1 K06, LF K eff,LF Ks, LF 
0.0053 0.0010 0.0107 0.0008 0.0054 0.0009 
LnK 0.5791 0.0260 0.4864 0.0231 0.6331 0.0257 
LnL 0.2616 0.0503 0.2920 0.0511 0.2040 0.0487 
RNDl K06, LF K eff, LF Ks, LF 
0.0030 0.0007 0.0078 0.0006 0.0033 0.0006 
LnK 0.6013 0.0245 0.5128 0.0224 0.6500 0.0243 
LnL 0.4001 0.0274 0.4818 0.0260 0.3487 0.0273 
FIX2 K06, LF K eff, LF Ks, LF 
t -0.0093 0.0018 -0.0021 0.0017 -0.0055 0.0016 
t2 0.0003 3.67E-05 0.0003 3.77E-05 0.0003 3.49E-05 
LnK 0.6579 0.0259 0.5461 0.0231 0.6808 0.0254 
LnL 0.2918 0.0477 0.3243 0.0490 0.2336 0.0469 
RND2 K06, LF K eff, LF Ks, LF 
t -0.0105 0.0015 -0.0047 0.0014 -0.0071 0.0014 
t2 0.0004 3.57E-05 0.0003 3.70E-05 0.0003 3.43E-05 
LnK 0.6643 0.024 0.5655 0.022 0.6883 0.0238 
LnL 0.3451 0.0266 0.4361 0.0253 0.3166 0.0266 
Table :~.:3 New Tigers 
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Arithmetic RSS R-Square AIC BIC 
Low Estimate 0.0047 0.0050 0.0046 0.0047 0.0033 
Variance 5.32E-05 1.63E-05 5.02E-05 3.69E-05 4.23E-05 
Bound 1.74E-04 8.84E-05 1.67E-04 1.37E-04 1.38E-04 
Low-Mid Estimate 0.0032 0.0012 0.0030 0.0020 0.0023 
Variance 5.78E-05 5.81E-06 5.48E-05 2.77E-05 4.53E-05 
Bound 2.19E-04 8.37E-05 2.12E-04 1.48E-04 1.69E-04 
Upper-Mid Estimate 0.0079 0.0066 0.0079 0.0071 0.0075 
Variance 1.79E-05 5.32E-06 1.77E-05 1.18E-05 1.56E-05 
Bound 1.52E-04 l.lOE-05 1.51E-04 1.34E-04 1.32E-04 
High Estimate 0.0051 0.0040 0.0049 0.0037 0.0035 
Variance 6.86E-06 4.32E-06 6.15E-06 2.71E-06 4.41E-06 
Bound 7.47E-05 6.25E-05 7.33E-05 6.66E-05 3.84E-05 
Old Tigers Estimate 0.0393 0.0367 0.0391 0.0392 0.0410 
Variance 1.14E-04 3.15E-04 1.08E-04 1.16E-04 2.51E-04 
Bound 1.30E-03 1.33E-03 1.29E-03 1.32E-03 1.45E-03 
New Tigers Estimate 0.0286 0.0331 0.0287 0.0309 0.0283 
Variance 5.29E-05 2.43E-04 3.35E-05 6.87E-05 6.09E-05 
Bound 8.32E-04 1.09E-03 8.41E-04 9.71E-04 8.15E-04 
Table 3.4. Study 2: Combmed Estimates Result Presentation 
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Figure 3.10. Study 2: Technical Innovation Change 
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Table 3.5. List of Countries 
Study 1: 
Asia: Bangladesh, China, Hong Kong (SAR of China), India, Indonesia, Israel, 
Malaysia, Pakistan, Philippines, Singapore, Sri Lanka, Taiwan (Province of China), 
and Thailand. 
Latin America: Argentina, Brazil, Chile, Colombia, Ecuador, Guatemala, 
Jamaica, Panama, Peru, Thinidad and Tobago, and Venezuela. 
OECD: Australia, Austria, Belgium, Canada, Denmark, Finland, France, 
Greece, Iceland, Ireland, Italy, Japan, Republic of Korea, Luxembourg, Nether-
lands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, Turkey, UK 
and USA. 
Study 2: 
Low Income Countries: Angola, Bangladesh, Benin, Bolivia, Burkina Faso, 
Burundi, Cameroon, Central African Republic, Chad, Comoros, Congo, Cote 
d'Ivoire, Democratic Republic of the Congo, Ethiopia, Gambia, Ghana, Guinea, 
Guinea Bissau, Haiti, Honduras, Kenya, Lesotho, Madagascar, Malawi, Mali, 
Mauritania, Mozambique, Nepal, Nicaragua, Niger, Nigeria, Papua New Guinea, 
Rwanda, Senegal, Sierra Leone, Tanzania, Togo, Uganda, Zambia, and Zimbabwe. 
Lower-Middle Countries: Algeria, Cape Verde, Colombia, Costa Rica, Do-
minican Republic, Ecuador, Egypt, El Salvador, Equatorial Guinea, Fiji, Guatemala, 
129 
Guyana, Iran, Jamaica, Jordan, Morocco, Namibia, Pakistan, Paraguay, Peru, 
Philippines, and Sri Lanka. 
Upper-Middle Countries: Argentina, Barbados, Botswana, Brazil, Chile, 
Gabon, Mauritius, Mexico, Panama, Seychelles, South Africa, Syria, Trinidad and 
Tobago, Tunisia, Turkey, Uruguay, and Venezuela. 
High-Income Countries: Australia, Austria, Belgium, Canada, Cyprus, 
Denmark, Finland, France, Greece, Iceland, Ireland, Israel, Italy, Japan, Luxem-
bourg, Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, 
UK, and USA. 
Old Tigers: Hong Kong (SAR of China), Republic of Korea, Singapore, and 
Taiwan (Province of China). 
New Tigers: China, India, Indonesia, Malaysia, and Thailand. 
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