We provide sufficient conditions for a mapping f : R n → R n to be a global diffeomorphism in case it is strictly (Hadamard) differentiable. We use classical local invertibility conditions together with the non-smooth critical point theory. Math Subject Classifications: 57R50, 58E05
Introduction
In this note we consider locally invertible mappings f : R n → R n that are strictly differentiable and which need not be assumed continuously Fréchet -differentiable. We are interested in sufficient conditions for f to be a global diffeomorphism. The notion of strict differentiability (Hadamard derivative) is intermediate between Fréchet -differentiability and f being a C 1 mapping and it reads as follows, see [6] , f : D → R n defined on D ⊂ R n is Hadamard (strictly) differentiable at x 0 ∈ D, if there exists f ′ (x 0 ) ∈ R n such that
provided the convergence is uniform for z in compact sets.
Using non-smooth critical point theory applied to a functional x → 1 2 f (x) 2 , where · stands for the Euclidean norm, we provide sufficient conditions for f to be global diffeomorphism. Since f is not
need not be such and thus we cannot use a smooth result proved via a classical mountain pass theorem by Katriel [3] Theorem 1 Let X, B be finite dimensional Euclidean spaces. Assume that
Since the mountain geometry in the non-smooth setting will work in this case, we shall use the ideas of Katriel in our reasoning together with some ideas from [2] , where an infite dimensional version of the above result is to be found. The local invertibility results we base on are as follows, [8] , see also [4] . Lemma 2 Let D will be an open set of R n and let f : D → R n be a Fréchet -differentiable map and the following condition holds:
For background on non-smooth analysis we refer to [1] and in [6] . If f : R n → R n is a locally Lipschitz continuous function for u, z ∈ R n define f 0 (u; z) for the generalized directional derivative at the point u along the direction z by
The generalized gradient of J in u is the set
If f is strictly differentiable the Clarke subdifferential reduces to a singleton, i.e. its derivative.
A point u is called a critical point of f, if 0 ∈ ∂f (u). A locally Lipschitz continuous functional J : R n → R is said to fulfill the non-smooth Palais-Smale condition if every sequence {u n } in R n such that {J(u n )} is bounded and
for all u ∈ R n , where ε n → 0 + , admits a convergent subsequence. We will use the following version of the mountain pass lemma in the nonsmooth setting. 
is a critical value for R n and K c \{u 1 , u 2 } = ∅, where K c is the set of critical points at the level c.
Results
Theorem 4 If f : R n → R n is a strictly differentiable mapping such that (b1) for any y ∈ R n the functional ϕ : R n → R defined by
is coercive, i.e. ϕ (x) → ∞ as x → ∞ for any y ∈ R n ; (b2) for any x ∈ R n we have det[f ′ (x)] = 0 then f is a diffeomorphism.
By Lemma 2 condition (b2 ) implies that f defines a local diffeomorphism. Thus it is sufficient to show that f is onto and one to one.
Let us fix any point y ∈ R n . Observe that ϕ being a composition of a C 1 mapping and a strictly differentiable mapping is strictly differentiable and therefore it is locally Lipschitz continuous with ∂f (x) being equal to ({f (x) − y) • f ′ (x)} for any x ∈ R n . Since ϕ is continuous and coercive it has an argument of a minimum x, which satisfies the non-smooth Fermat's rule, i.e.
, where ξ T denotes the transpose of the matrix ξ. Since by (b2) det f ′ (x) = 0, we see that f (x) − y = 0. Thus f is surjective. Now we argue by contradiction that f is one to one. Suppose there are x 1 and x 2 , x 1 = x 2 , x 1 , x 2 ∈ R n , such that f (x 1 ) = f (x 2 ) = a ∈ R n . We will apply Theorem 3. We put e = x 1 − x 2 and define mapping g : R n → R n and a locally Lipschitz functional ψ : R n → R by
Note that ψ (e) = ψ (0) = 0. By (b1 ) ϕ is coercive, so it satisfies the non-smooth Palais-Smale condition. The same conclusion holds for functional ψ. Fix ρ > 0 such that ρ < e . By the classical Weierstrass Theorem ψ has an argument of a minimum over ∂B (0, ρ) which we denote by w and which is non-zero and different from x 1 and x 2 . Thus ψ (w) > 0. Therefore
Thus by Theorem 3 applied to J = ψ we note that ψ has a critical point v = 0, v = e and such that
Since det f ′ (v + x 2 ) = 0 we see that f (v + x 2 ) − a = 0. This means that either v = 0 or v = e. Thus we obtain a contradiction which shows that f is a one to one operator.
It remains to comment on a situation when it is convenient to equip R n with a norm making it a Banach space without Euclidean structure, for example the p−norm. These ideas come from [5] .
Theorem 5 Assume that f : R n → R n is a strictly differentiable mapping, η : R n → R + is a C 1 functional and that the following conditions hold (c1) (η (x) = 0 ⇐⇒ x = 0) and η ′ (x) = 0 ⇐⇒ x = 0 ; (c2) for any y ∈ R n the functional ϕ : X → R given by the formula
is coercive; (c3) det f ′ (x) = 0 for any x ∈ R n , (c4) there exist positive constants α, β, M such that
Then f is a diffeomorphism from R n onto R n .
To indicate some differences in the proof note that by Fermat's Principle we get 0 ∈ η ′ (f (x) − y) • f ′ (x) .
By (c3) and (c1) we get f (x) − y = 0. Define g as before and put ψ (x) = η (g (x)). By w we denote again an argument of a minimum of ψ over ∂B (0, ρ) withρ < min {M, e }. By (c4) we get inf x =ρ ψ(x) > 0 = ψ (e) = ψ (0) .
The remaining part of the proof follows in the same manner.
