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ABSTRACT

Intelligent virtual agents (IVAs) have been researched for years and recently many of these IVAs
have become commercialized and widely used by many individuals as intelligent personal assistants. The majority of these IVAs are anthropomorphic, and many are developed to resemble real
humans entirely. However, real humans do not interact only with other humans in the real world,
and many benefit from interactions with non-human entities. A prime example is human interactions with animals, such as dogs.
Humans and dogs share a historical bond that goes back thousands of years. In the past 30 years,
there has been a great deal of research to understand the effects of human-dog interaction, with
research findings pointing towards the physical, mental, and social benefits to humans when interacting with dogs. However, limitations such as allergies, stress on dogs, and hygiene issues restrict
some needy individuals from receiving such benefits. More recently, advances in augmented and
virtual reality technology provide opportunities for realizing virtual dogs and animals, allowing
for their three-dimensional presence in the users’ real physical environment or while users are
immersed in virtual worlds.
In this dissertation, I utilize the findings from human-dog interaction research and conduct a systematic literature review on embodied IVAs to define a research scope to understand virtual dogs’
social and behavioral influences in augmented and virtual reality. I present the findings of this systematic literature review that informed the creation of the research scope and four human-subjects
studies. Through these user studies, I found that virtual dogs bring about a sense of comfort and
companionship for users in different contexts. In addition, their responsiveness plays an important
role in enhancing users’ quality of experience, and they can be effectively utilized as attention
guidance mechanisms and social priming stimuli.
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CHAPTER 1: INTRODUCTION

Intelligent virtual agents (IVAs) have been researched for many years, with several scientific conferences and workshops specifically devoted to the exploration and presentation of IVAs’ evolution
and their benefit to humans’ lives, such as over 20 years of proceedings of the International Conference on Intelligent Virtual Agents1 and International Conference on Autonomous Agents and
Multiagent Systems2 . More recently, beyond research laboratories, many of these IVAs have become commercialized and widely used by many individuals in the form of intelligent personal
assistants, such as Amazon Alexa, Apple Siri, and Google Assistant. While the majority of these
commercialized IVAs are disembodied–only allowing for speech-based interactions, there is a long
history of research on embodied IVAs that can be the foundation for their future availability either
through ubiquitous technology such as cell-phones or the growing market of virtual reality and
augmented reality devices.
The majority of IVAs, regardless of their embodiment and their developmental life-cycle, are anthropomorphic, and many are primarily developed to resemble real humans entirely [189]. Additionally, most of these IVAs are task-oriented, with some geared towards facilitating a wide range
of general tasks, such as intelligent assistants [189] and others facilitating specialized interactions,
such as the use of embodied IVAs for education and training [66, 190, 241, 274], with less attention
on IVAs providing companionship and comfort to real human users (see [189] for application areas
of embodied IVAs in augmented reality.)
However, real humans have more diverse interactions in the real world, and many receive various
benefits, such as social support from interactions with non-human entities [9, 119, 206]. For in1

https://dl.acm.org/conference/iva

2

https://dl.acm.org/conference/aamas

1

stance, the APPA National Pet Owners Survey found that 70% of US households are pet owners,
with dogs being the most common pet represented by 69 million households [12]. Similar trends
are seen globally. For instance, in a 2016 survey of consumers worldwide, 57% identified themselves as pet owners, with dogs as the most common pet at 33% [202]. Specifically, research shows
that the interactions between real humans and real dogs can bring about a variety of mental, social,
and physical health benefits to humans studied by human-animal interaction researchers [30, 267]
(see Figure 1.1).
However, certain limitations, such as allergies, hygiene issues [100], stress on dogs [200], training
cost [96, 264], inability to provide adequate care, and public space laws [167] restrict specific
individuals from receiving such benefits. For instance, many hospitals have therapeutic programs

(a) Photo by Fabian Gieske on Unsplash

(b) Photo by Josh Hild on Unsplash

Figure 1.1: Photos of human-dog interaction.
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where patients can interact with therapy dogs; however, such interactions are usually episodic
and are not available to all the patients who can benefit from them, such as immunocompromised
patients.
Over the years, aligned with advances in technology, alternative solutions, such as robotic and
virtual dogs and animals, were studied for various use cases and populations [6, 7, 57, 76, 117,
165, 172, 215, 249, 258, 263]. More recently, augmented reality (AR) and virtual reality (VR)
technology advances provide opportunities for realizing virtual dogs and animals, allowing for
their spatial presence in the users’ physical environment or while users are immersed in virtual
worlds. For instance, compared to previously studied 2D virtual animals, the spatial presence of
virtual animals can provide a more realistic experience, an effect which was observed during a
similar comparison with virtual humans [78, 79].
In this dissertation, I motivate my choice to focus on virtual dogs in light of the various benefits
of interactions with real dogs and identify and present a research scope to navigate the space of
human-virtual dog interaction. Afterward, I present four experiments to understand the design of
virtual dogs in AR and investigate opportunities for utilizing them as embodied IVAs existing in
AR/VR spaces to fulfill various roles, such as companionship and guidance.

1.1

Motivation

The long history between real humans and real dogs and their extensive and influential roles in
the lives of many individuals is the primary motivation for a deeper exploration of virtual dogs, in
advance of other animals and non-humanoid entities, especially, in light of the novelty of previous
research on non-humanoid IVAs.
Over the years, various research contributions focused on pinpointing the beginning and pro3

gression of the domestication of dogs through genetic analysis [111]. For instance, remains of
wolves– the closest ancestors to dogs, and humans were found buried together dating back 100,000
years [111]. The earliest DNA evidence of dogs goes back to 30,000 years [111] with “true domestication” of dogs being dated back to 14,000 years ago [31]. Historically, dogs have assumed
a wide range of roles starting with hunting, guarding, and companionship–roles that continue today [31, 264]. Additionally, due to specific training and breeding processes, the range of services
through which dogs benefited human society expanded. For example, dogs are commonly used
in service roles, such as the assistance of individuals with disabilities and detection of certain
diseases [264, 267].
In the past 30 years or so, the realm of human-dog interaction (HDI) research has received considerable attention both directly reflected in the work of HDI researchers and indirectly through the
number of publications over the years captured through literature reviews [30, 31, 111, 175]. HDI
research contributions can broadly be grouped into two general categories of Human Effects and
Socio-Cognitive Aspects shown in Figure 1.2. I refer to the different areas of research illustrated
in blue on the left side of Figure 1.2 as the Human Effects category. The Human Effects category
mainly focuses on the human side of the HDI and revolves around the identification and assessment
of the effects of interactions with dogs on humans and how humans perceive dogs’ behaviors and
expressions [30, 40, 137, 245, 266]. I refer to the different areas of research illustrated in green on
the right side of Figure 1.2 as the Socio-Cognitive Aspects category. The Socio-Cognitive Aspects
category mainly focuses on the dog side of HDI and revolves around the evolution of dogs and
understanding their cognitive abilities and social behaviors on their own and/or compared to other
species, such as wolves and chimpanzees [111, 175].
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Figure 1.2: Categorization of HDI research with the left side focusing on the effects on and perceptions of humans and the right side focusing on understanding dogs as a species.

1.1.1

Human Effects Category

In the Human Effects category, several literature reviews aimed at identifying and categorising
the effects of interactions with animals on humans [30, 91, 184, 267]. It is important to note that
although researchers in many of these contributions include the broader scope of all investigated
animals (e.g., dog, cat, horse, and aquatics), the majority of published contributions are based on
findings from interactions with dogs. In this dissertation, I am primarily utilizing the previous work
by Wells [267] and Beetz et al. [30] to expand upon the Human Effects category as they adopted
a broader scope for their inclusion criteria in terms of the role of the animals and the nature of
their relationship with the humans. Wells conducted a review of the effects of animals on human
health and broadly presented these effects based on humans’ physical or psychological health and
well-being [267]. In her work, physical health included aspects, such as humans’ assessment of
their physical well-being and the improvements to their physiological signals due to interactions
or the mere presence of animals, and psychological health included factors such as social health,
depression, and self-esteem. Beetz et al. introduced four major areas where positive effects of in5

teractions with animals were observed in humans [30]. In summary, these four areas point towards
enhancements of (1) social attention, (2) physiological parameters of stress, (3) perceived fear and
anxiety, and (4) mental and physical health. In this dissertation, I adopt and merge the areas identified by Wells [267] and Beetz et al. [30], and present three major categories of (1) physical, (2)
mental, and (3) social effects of interactions with animals and most commonly dogs. In summary,
their analysis suggests that animals and mainly dogs play an important role in humans’ social life
by acting as a social catalyst and have positive mental and physical effects, such as reducing humans’ stress and anxiety both physiologically and by influencing their perception. Additionally,
another research area in the Human Effects category focuses on how humans perceive dogs’ expressions and behaviors and how dogs’ communication signals can be utilized to guide humans in
a general sense or in the context of a specific role [40,137,245,261]. This concludes the four areas
I am including under the Human Effects category, illustrated on the left side of Figure 1.2.

1.1.2

Socio-Cognitive Aspects Category

In the Socio-Cognitive Aspects category captured in the right side of Figure 1.2, Kaminski et
al. [111] provided an overview of the literature exploring different hypotheses on the effects of domestication on dogs’ cognitive abilities and social behaviors in response to humans. Interestingly,
there is no clear consensus on the perceived superiority of dogs in understanding humans’ communication cues compared to other species, with findings presented both in support or against the
hypothesis that dogs, compared to other species, are naturally adept in understating humans due to
their long shared history [111]. However, both research findings in support or against this hypothesis agree on the fact that dogs have a unique sensitivity and attachment towards humans [111,272].
This heightened sensitivity and attachment, among other factors, may explain dogs’ utilization
compared to other animals in various service roles where the ability to be trained or conditioned
has been deemed an important factor [264].
6

1.1.3

Utilizing HDI and Transitioning to Virtual Dogs

As stated earlier, interactions with real dogs can bring about various social, mental, physical health
benefits for real humans. While I could have chosen any type of animal for the purpose of understanding virtual animals, the extensiveness of the benefits of interactions with real dogs inspired
me to primarily focus on virtual dogs within the bounds of this dissertation.
Also, considering that the Socio-Cognitive Aspects of virtual dogs can go beyond what real dogs
are capable of doing, within the scope of this dissertation, I have not studied the Socio-Cognitive
Aspects category and only utilized findings from the Human Effects category. That said, within
the scope of this dissertation, I investigate virtual dogs that have similar appearances and behaviors
to their real counterparts within the bounds of available technology.
Overall, due to the novelty of research on embodied IVAs visualized as virtual animals or virtual
dogs (see Section 2.2.2), the path for utilizing the HDI knowledge to transition to interactions with
virtual dogs is less straightforward. This added novelty opens up new research questions concerning the research considerations for virtual dogs as embodied IVAs (e.g., behavior, appearance) and
the roles they can fulfill.

1.2

Research Approach

To identify how the research considerations noted above were studied and addressed in previous
research, I conducted a systematic literature review on embodied AR agents in head-mounted display (HMD) based environments [189]. This review led to the identification of five main research
categories of embodied AR agents in HMD-based environments in the past 20 years, which are:
(1) Visual Representation, (2) Displays and Interfaces, (3) Physical-Virtual Interactivity, (4) Proxemics, and (5) Behavior and Traits (see Figure1.3).
7

Figure 1.3: Primary research areas of embodied AR agents in HMD-based Environments [189].

The Visual Representation category is concerned with aspects, such as the presence of embodiment
compared to voice-only interactions, agent type (e.g., human, animal, or robot), and agent size. The
Displays and Interfaces category focuses on the influences of different display mediums (e.g., AR,
VR, desktop), user interfaces (e.g., speech-based, gesture-based), and properties of these two elements (e.g., the field of view of the display) on the quality of interaction with embodied agents.
The Physical-Virtual Interactivity category is concerned with the embodied AR agents’ awareness
of and responsiveness to the physical world and its ability to influence the physical environment.
The Proxemics category studies how users maintain their spatial relationship with embodied AR
agents and how agents’ proxemics behavior influences them. Last, the Behavior and Traits category is concerned with the influences of embodied AR agents’ behaviors and personality traits
on the user’s perceptions and behaviors. Although the research considerations when utilizing VR
technology are not separately explored in this dissertation, similar research categories exist in all
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identified areas except the physical-virtual interactivity, which is specific to AR interactions. In the
remainder of this dissertation, I will refer to these five identified areas as Research Considerations.
I used these five Research Considerations and the Human Effects category identified earlier to
define a research scope that can be used to navigate the space of interactions with virtual dogs
in AR/VR, hence entitled as the Human-Virtual Dog Interaction research scope. Table 1.1 shows
this research scope and the four experiments I conducted to understand the design requirements
of virtual dogs and their potential roles. However, it is important to note that this research scope
and the four experiments are just the beginning steps of understanding virtual dogs and virtual
animals, and more future research outside of the scope of this dissertation is required to gain a
more comprehensive view of these entities as embodied IVAs similar to the historical research on
humanoid embodied IVAs in the past 20 years.
Research Considerations

[Exp 1] Design

Human

[Exp 2] Physical Effects
[Exp 2] Mental Effects

Effects

[Exp 4] Social Effects

Physical-Virtual
Interactivity
√

Proxemics
√

Visual
Representation

Behavior
& Traits
√

Display
& Interfaces

√
√

√
√

[Exp 3] Behavior & Expression

√

Table 1.1: Human-Virtual Dog Interaction research scope: convergence of the Human Effects
category and Research Considerations for embodied IVAs. Check marks present the Research
Considerations explored within each chapter.

1.3

Thesis Statement

The overarching structure of the thesis statements and the chapters associated with them are presented in Table 1.2. In this structure, the rows are representative of what aspect of the virtual dogs
were studied in each experiment. The top row entitled Entity captures findings, where the virtual
dog’s influence was studied as a whole and mainly focusing on the influence of its presence in a
9

given context. The bottom row entitled Behavior captures findings, where the virtual dog’s influence was studied with regards to variations in its behavior. The columns are representative of the
human, real or virtual, who is being focused on as a result of their interaction with a virtual dog.
The left column entitled Self captures findings that focus on the real human participants, such as
their comfort level or proxemics behavior. The right column entitled Other captures findings that
focus on the other real or virtual human bystanders in a given experiment, such as how likable they
were.
Self
Entity

Behavior

Other

Exp 1
TS1 Exp 2
Exp 3
TS3 Exp 1
Exp 3

TS2

Exp 4

TS4

Exp 1

Table 1.2: Overarching structure of the thesis statements and the chapters detailing the experiments
that resulted each thesis statement.
The thesis statements are as follows:

• [TS1] Entity-Self: The presence of a virtual dog with dog-like behaviors can induce behavioral and subjective changes within real human interactants, including:
– [TS1.1] Increased physical space allocation during virtual dog walking
– [TS1.2] Increased levels of perceived support in front of the virtual dog
– [TS1.3] Enhanced attention guidance-related user experience and reduced fear of missing out
• [TS2] Entity-Other: The presence of a virtual dog with dog-like behaviors can induce
positive affective changes within real human interactants towards other virtual interactants.
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• [TS3] Behavior-Self: The simulated responsiveness of a virtual dog with dog-like behaviors
can induce subjective changes within real human interactants, including:
– [TS3.1] Enhanced perceptions of copresence
– [TS3.2] Enhanced attention guidance-related user experience and increased preference
• [TS4] Behavior-Other: The simulated responsiveness of a virtual dog with dog-like behaviors can induce affective changes within real human interactants towards other real interactants.

1.4

Contributions

The findings of the human-subjects experiments and the systematic literature in this dissertation
present at least the following contributions:

• Human Effects Category: I presented the Human Effects category directly inspired by
previous human-animal interaction researchers’ systematic investigations of the effects of
interactions with animals on humans.
• Research Considerations for Embodied Agents: I conducted a systematic literature review
to identify the primary research considerations for interactions with embodied agents in AR
and understand the primary application areas of these agents.
• Human-Virtual Dog Interaction Research Scope: I identified the relationship between the
Human Effects category and the Research Considerations for embodied agents and utilized
these categorization to define a research scope in light of the novelty of previous research in
the area of virtual animals and virtual dogs.
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• Virtual Dog Experimental Structure: Within the Human-Virtual Dog Interaction Research
Scope, I identified higher priority research and application areas reflected in the four experiments I conducted that go beyond just the immediate interaction between the real human
user and the virtual dog as a whole and presented an expanded analysis on the influence of
virtual dogs’ presence and behavior in shared spaces with more complex social dynamics
with other real and virtual humans.

1.5

Outline

The remainder of this dissertation is organized as follows: Chapter 2 focuses on the research
background and describes the effects of real/robotic/virtual dogs and other animals while focusing
on the influences real dogs and animals have had on humans (i.e., Human Effects). Later, it expands
upon the five primary research areas of embodied AR agents in HMD-based environments (i.e.,
Research Considerations), and introduces the notion of attention guidance in 360 VR, mechanisms
utilized for attention guidance, and the impact of adding acknowledging behaviors to attention
guidance mechanisms.
Chapter 3 focuses on the Research Considerations mentioned earlier and describes the methodology for the systematic literature review on embodied AR agents in HMD-based environments,
presents findings on these agents’ primary research and application areas, and discusses emerging
trends and potentials for future research.
Chapter 4 focuses on the design of virtual dogs in AR through the lens of the Physical-Virtual
Interactivity Research Consideration and describes an experiment that studied the influence of
a virtual dog’s responsiveness to the other real humans on participants’ perceptions of the virtual
dog and the other real humans who were sharing the physical space with them.
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Chapter 5 focuses on virtual dogs as social support figures inspired by the Mental and Physical
Effects areas of the Human Effects category and describes an experiment that studied the influence of the type and presence of virtual support figures in AR on users’ physiological signals
and subjective perceptions by comparing a virtual dog to a virtual human and a no support figure
condition.
Chapter 6 focuses on virtual dogs as attention guidance mechanisms in 360-degree experiences
inspired by the Behavior and Expression area under the Human Effects category and describes an
experiment that studied virtual dogs compared to other types of attention guidance mechanisms
and further explored the influence of acknowledging behaviors for virtual dogs as guides on participants’ quality of experience and behavior.
Chapter 7 focuses on virtual dogs as social priming stimuli inspired by the social effects area of
the Human Effects category and describes an experiment to assess the potential use of virtual dogs
as social priming entities and their influence on participants’ subjective perceptions and objective
behaviors compared to other social priming alternatives such as virtual humans and virtual robots.
Chapter 8 concludes the dissertation, discusses certain limitations, and presents future research
directions aligned with advances of technology, the Human Effects category, and Research Considerations of embodied IVAs.
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CHAPTER 2: BACKGROUND

In this chapter, I will expand upon the four areas presented under the Human Effects category for
HDI in Chapter 1, and describe research findings on alternative forms of animals such as robotic
or virtual animals. I will present findings on primary research areas of embodied AR agents in
HMD-based environments that informed the design of virtual dogs as embodied IVAs. Last, I will
introduce the notion of attention guidance in 360 VR and present previous work on the concept of
diegesis and acknowledging behaviors as motivations to study virtual dogs for attention guidance.

2.1

Real Dogs

Humans and dogs have shared a historical bond for thousands of years and have assumed a wide
range of roles [31]. A few examples are companionship roles as pets or therapy animals, provision
of service for individuals with disabilities, and utilizing their sensing abilities in disease detection
and search and rescue roles [109, 264, 267]. Various explanations have been provided for the
source of humans’ inclination towards animals, such as the Biophilia hypothesis, social support
theory, or the increasing affectionate behaviors towards infantile or cute faces such as the faces of
many cats and dogs [29, 41, 115, 269]. Numerous research contributions aimed at understanding
the human-dog relationship from the humans’ point of view by focusing on (1) physical, mental,
and social effects of interaction with dogs on humans [30, 91, 184, 267], and (2) humans’ level of
understanding of dogs’ behaviors and expressions [40, 137, 245]. The above points, which were
captured under the Human Effects category in Chapter 1, will be presented here in more detail.
It is important to note that several of the publications in the coming sections include the broader
scope of animals and not just dogs; however, in most cases, dogs are the commonly investigated
animal [30, 267].
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2.1.1

Mental and Physical Effects

Various research contributions document the mental and physical benefits of interactions with animals and, more commonly, dogs. For instance, looking at physical health benefits, Wells [267]
presented previous findings in terms of the length, modality, and function of interaction. In shorterterm interactions with familiar or unfamiliar dogs involving actions such as petting and or walking,
researchers found and documented evidence of effects, such as decreased heart rate, blood pressure, and increased heart rate reactivity indicating a more relaxed state. [30, 89, 97, 182, 257, 267].
Although some results exist in support of physical health benefits in longer-term interactions, the
overall benefits are not yet clear due to mixed findings [267].
Several research contributions focused on studying the mental health benefits of interactions with
animals and pets for individuals with and without mental health conditions, such as effects on depression, loneliness, stress, and anxiety [30, 45, 267]. Over the years, many research contributions
aimed at capturing the mental and physical health benefits of interactions with animals and pets
during stressors through subjective and physiological measures [30].
One of the areas following such approaches is social support studies. Social support has been
defined as the experience where one feels valued and cared for in a social relationship with others [246, 269]. Previous research investigated the importance of social support, what and who
can act as a social support figure, and the qualities of an entity that are important for being perceived as supportive. Many findings point towards the effectiveness of animals and pets as social
support figures compared to human alternatives in the reduction of perceived and/or physiological
stress [9,119,206]. One of the explanations for the effectiveness of animals and pets as support figures is their ability to provide a sense of security due to their non-judgmental nature [9, 46]. Allen
et al. [9] investigated the role of pet, spouses, and friends as social support figures in participants’
home environments. Their findings showed lower heart rate reactivity and better task performance
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in non-evaluative settings such as in front of a pet or alone, emphasizing how the absence of judgment influences the quality of support. The non-judgmental and comforting presence of pets and
animals during challenging and stressful tasks were further tested in several studies due to various
past findings of the stress-buffering and companionship nature of pets [24, 170, 171, 179]. Kertes
et al. [119] investigated the stress-buffering nature of pets on children exposed to stressors, finding
reduced perceived stress compared to being alone or in front of their parent. In an exploratory
study, Barker et al. [26] identified that interaction with an unfamiliar therapy dog after a stressful
task could also decrease the heart rate and cortisol levels similar to interacting with one’s pet. Polheber et al. [206] compared the presence and type of support figure (friend, novel dog) following
the Trier Social Stress Test [133]. Their results supported the benefits of the novel dog compared
to a friend or being alone during social stress by reducing salivary cortisol levels.
Such findings documenting dogs’ effectiveness as social support figures opens up opportunities
for studying dogs in alternative forms such as virtual dogs amidst the interaction limitations of
interacting with real dogs for many individuals in daily life and stressful circumstances.

2.1.2

Social Effects

Previous research suggests that dogs can act as a social catalyst by increasing the chances of socialization with other individuals [30, 171]. The importance of this increased socialization is in its
secondary positive influences on humans’ well being and psychological health, such as reduction
of feelings of isolation and loneliness [171, 266]. In this area, findings have been documented concerning the type of dogs utilized in experimental settings [266], different population groups, and
occupations [104, 164, 169, 227, 266].
McNicholas and Collis [169] found that the presence of a dog increased the chance of socialization
with other individuals. Interestingly, in a second study, they found that a dog’s presence can even
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increase the number of interactions when the dog handler is not dressed smartly compared to not
having a dog at all. Wells [266] compared different factors of social acknowledgment by strangers,
such as length of acknowledgment in a study where a female experimenter was either with different
dogs, alone, a teddy bear, or a plant. Her findings indicated an increase of social interaction, such
as verbal responses and smiles when the different types of dogs were present compared to other
conditions indicating dogs’ social catalyst effects.
Additionally, research suggests that the presence of dogs with an individual can enhance how other
people perceive that individual in terms of factors, such as trust and likeability [30]. One of the
benefits of this effect lies in the increase of positive emotions among individuals, which can foster
factors, such as social inclusion and cooperativeness [37, 62]. For instance, Colarelli et al. [62]
examined the effects of a dog’s presence in group tasks and outcomes. In two studies involving
group-based and individual tasks, they found that groups that experienced the condition where a
real dog was present in the environment seemed to experience a higher degree of factors, such as
physical intimacy and trust. Interestingly, these effects have also been observed in circumstances
where the stimuli were presented to participants as videos or pictures. For instance, Rossbach
and Wilson [218] found that when observing picture stimuli where the presence of a dog and its
human companion were varied, participants associated the presence of the dog with attributes such
as safety and happiness. Similarly, Schneider and Harley [227] found that when viewing videos of
therapists with and without a dog, participants felt more satisfied with the therapist with the dog.
Moreover, looking at the HDI space from a different perspective, research findings on how dog
owners perceive their pets revealed that some rely on their dogs’ body language and responses
when encountered with strangers [164]. Therefore, it may be the case that dog owners might judge
strangers based on the reaction of their dogs.
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2.1.3

Behavior and Expression

Previous research suggests that dogs can understand certain human verbal and non-verbal communication cues, such as pointing and gazing [43, 111, 255]. Additionally, dogs are capable of
communicating with humans through their behavior and expressions [82, 205]. For instance, Miklosi et al. [205] found that dogs are capable of communicating through a behavior called “showing”
which “is defined as a communicative action consisting of both a directional component related to
an external target and an attention getting component that directs the attention of the perceiver to
the informer or sender”. In their study, dogs alternated their gaze from the object of interest to their
owners and back when the object was hidden. Overall, research suggests that individuals with and
without experience with dogs are capable of interpreting dogs’ behaviors [40], and perception of
dogs’ behaviors or emotions from basic facial expressions is not necessarily dependent on previous experience with dogs, and for many behaviors and expressions, both groups make similar
assessments [40, 137, 245]. However, experienced and knowledgeable individuals can make more
accurate interpretations of more complex expressions [137].
Moreover, many of the roles assumed by dogs, especially service-oriented ones, such as search and
rescue, involve various communication signals and guiding elements initiated by dogs with their
human handlers communicated through their behaviors and expressions [109, 261]. For instance,
in New York Times article [261] the behavior of a cadaver dog upon finding a cue is described as
“Panda, a Belgian Malinois with a “sensitive nose,” according to her handler, Andrea Pintar, had
begun exploring the circular leftovers of a tomb when she suddenly froze, her nose pointed toward
a stone burial chest. This was her signal that she had located the scent of human remains.”
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2.2

Technological Presentations of Animals

Given certain limitations that can restrict individuals from interacting with real dogs and other
animals and receiving some of the benefits mentioned in the previous sections, many researchers
explored alternative representations of real dogs and animals, such as robotic or virtual animals.

2.2.1

Robotic Dogs and Animals

Over the years, several contributions aimed at understanding how humans perceive robotic animals
and documented the effects of robotic animals on individuals. In particular, many focused on use
cases of robotic animals for companionship [165,249,258], entertainment [117,172,215,263], and
animal-assisted therapy [32, 81].
In some of these studies, robotic animals were compared with real animals as a baseline condition [165, 172, 215, 249]. For instance, in a study by Melson et al. [172], children interacted with
both a Sony Aibo robot and a real German Shepherd dog in order to understand how they conceptualize the Aibo compared to the real dog. They found that children still treated the Aibo in
a dog-like manner, although not as much as the real dog. Thodberg et al. [249] compared a real
animal with a seal robot and a cat toy, finding that although both the real animal and the robot
were considered to be more interactive compared with the toy, the robot held their attentions for a
shorter time span compared to the real animal.
Animal-assisted therapy has also been explored as an application area for robotic animals with
Therabot as one of the main examples in this category that took into account feedback from clinicians and trauma survivors with capabilities such as touch sensors that could react to the holder’s
touch [32, 81]. In general, the ability to touch the robotic animals and their physicality seemed to
improve feelings of social connection.
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Regarding the behavioral patterns of human-robot animal interaction, Kerepesi et al. [117] conducted a study looking at behavioral differences between children and adults, e.g., dog stroking
behavior, when interacting with real and robotic dogs. Their results indicated similar behavioral
responses towards both the robot and the real dog, such as the duration of stroking behavior of the
participants. Also investigating the differences between children and adults voluntary interaction
with Aibo during a play session, Weiss et al. [263] was able to classify the reflected emotions of
people through their actions in three categories of ignorance, abidance and observation, and interaction, with adults often classified in the first two categories. These findings can provide important
insights in the development and research of AR animals specially in the context of companionship.

2.2.2

Virtual Dogs and Animals

Humans have been interacting with virtual animals or animal-like characters while gaming for
decades, with the animals occupying different roles such as companions or enemies [176], and this
relationship has persisted with the evolution of technology from Tamagotchi pets1 to popular AR
games like Pokemon Go2 and prototypes aimed at creating experiences where users can raise an AR
pet [8]. Some contributions aimed at capturing users motivations for playing pet games [58, 153].
Chesney et al. [58] conducted a survey to assess the companionship affordances of virtual pets
in the Nintendogs game compared to real pets, finding that although Nintendogs provided users
with companionship it was signifincatly less than real pets. Additionally, Lin et al. [153] found
that companionship and relaxation among the motivations for playing pet games and proposed the
need for more emotionally responsive virtual animals that can be gradually trained, increasing the
users’ sense of immersion in the virtual pet games and attachment to the animal.
1

https://tamagotchi.com/

2

https://www.pokemongo.com/en-us/
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Virtual animals have been shown to have a motivating and encouraging role in educational and
health domains for children. Chen et al. [56] found that the inclusion of a personal and class virtual pet through a tablet increases effort towards learning in 11-year old students. Byrne et al. [51]
investigated the effects of a virtual pet game compared to a no pet condition and the pet’s range
of positive/negative behaviors in the eating habits of youth through mobile phones. They found
that participants who interacted with the virtual pet capable of both positive and negative behaviors were more likely to change their eating habits positively. In several experiments, Johnsen at
al. [108] and Ahn et al. [6, 7] studied the influence of a mixed reality virtual dog on childrens’
healthy eating and physical activity where children could interact with the dog and earn tricks
for their pet based on their healthy behavior. Their findings suggest that children who interacted
with the virtual pet significantly increased their physical activity compared to the control group.
Similarly, positive effects of the encouraging nature of virtual animals have been observed with
adult populations as well [76,154]. For instance, Kern et al. [118] created an immersive rehabilitation program using VR technology where participants were accompanied by a virtual dog as their
companion and were tasked with leading their companion dog to its home. They found that compared to traditional rehabilitation procedures, their utilized program had positive effects in terms
of increasing participants’ motivation and reducing their task load.

2.3

Primary Research Areas of Embodied AR Agents in HMD-Based Environments

Embodied agents have been studied and used for decades across a wide range of research and
application domains. Their widespread use goes back to the early console and computer games
where embodied agents were programmed in the form of non-player characters to exhibit some
level of interactive behavior with the user [176]. Most previous research on embodied agents
was focused on non-immersive display setups (e.g., TV screens), followed by some examples
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of work on embodied agents in virtual reality (VR) setups via head-mounted displays (HMDs)
or immersive projection technologies [54, 190]. However, only a comparatively small number of
publications focused on embodied agents in augmented reality (AR) is tied to the use of optical seethrough (OST) or video see-through (VST) head-mounted displays (HMDs). Significant advances
have been made in the technology of these AR HMDs over the last few years, including, e.g., the
Microsoft HoloLens or Magic Leap One, with advances such as SLAM-based tracking and spatial
mapping, which made them attractive for a wider audience [122, 265]. However, dynamic virtual
content on AR HMDs, such as embodied agents, still presents many challenges to researchers and
practitioners, resulting in critical differences to other forms of agents. Not only do such agents have
to be spatially and contextually represented and integrated into existing real-world environments,
but they need to provide a means of physical-virtual interactivity, such as showing awareness of
real objects as well as exerting influence over the real world. Solving these challenges is a complex
task that requires a cross-disciplinary approach [186].
Identifying the primary research areas of embodied AR agents can inform the design of virtual
characters and, specifically, virtual dogs in the XR paradigm. Thus, through a systematic review
of the literature of 50 publications from 2000 to 2020, five primary research areas were identified
for embodied AR agents in HMD-based environments [189]. In Chapter 3 the methodology used
for this systematic review is described. In the remainder of this section, these primary areas (i.e.,
Research Considerations presented in Chapter 1) are introduced and discussed in more detail.

2.3.1

Visual Representation

Out of the 50 publications examined as part of our systematic review of the AR agent literature [189], 15 investigated the effects of AR agents’ visual representations, such as the presence
of visual embodiment, different appearances, and visual qualities. Most papers researched how
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the presence of the AR agent’s visual embodiment could influence the perception of the agent (9
papers). Five papers studied the AR agent’s type, such as, humanoid appearances or non-human
ones, such as robots and animals. Four papers focused on the size and proportion of the AR agent,
and two covered the visual fidelity or realism of AR agents.
Regarding the impact of an AR agent’s visual representation beyond the audio representation, Kim
et al. studied the effects of an AR agent’s embodiment visually appearing in the user’s environment
compared to disembodied voice agents in different scenarios—a personal assistant [123], a patient
care assistant [131], and a collaborative decision supporter [128]. All the studies in their work
showed that the visual representation of the AR agent increased the perceived social presence
with and social richness of the agent, and the participants in the personal and patient care assistant
scenarios reported experiencing higher level of engagement in the interaction with the visual agents
than the voice agents. Miller et al. [178] presented a series of studies related to the social influence
of AR agents. One of the studies investigated social facilitation induced by an AR agent’s visual
presence using anagram tasks, resulting in participants performing the simple task better and the
hard task worse when the AR agent was present than when performing the tasks alone. An AR
agent’s visual representation has been employed for improving the user experience in human-robot
interactions. Dragone et al. [80] prototyped a visual AR agent displayed on top of a moving robot
as a social interface to communicate with the users, finding that the AR representation helped
increase the perceived reliability of the robot and the enjoyment in the interaction. Similarly,
Haesler et al. [101] used a visual AR agent to represent an Amazon Echo system, showing that the
AR agent’s visual representation could help to increase the confidence in the system.
The type of an AR agent’s appearance (e.g., human, robot, or animal) has been studied to see its
effects on the user’s behavior and perception of the agent. Li et al. [151] and Peters et al. [201]
conducted user studies investigating the social distance between the participants when interacting
with humanoid or robotic agents. They found that the humanoid agent could increase the level
23

of perceived copresence with the human agent than the robot-type agent. Gushima et al. [99]
prototyped an AR agent with a jellyfish appearance that could provide daily information to the
users as a social notification system, and compared with a human-type agent. While the users
preferred the jellyfish for social media content, they wanted a lower-pitched human voice to hear
other content, like the news. For instance, in a study by Wang et al. [260], participants liked the
miniature humanoid AR agent the most and disliked the full sized humanoid while also comparing
with other voice-only and non-humanoid agents.
Visual realism is also an important factor in the AR agent’s representation that could influence the
user’s perception. Mostajeran et al. [181] explored the acceptability of virtual coaches for balance
training for older adults. In their study, participants were shown four types of AR agents—realistic
and cartoonish male/female avatars. They preferred the realistic male virtual coach over the rest.
Reinhardt et al. [213] studied how the different levels of realism in the embodied AR agent’s
visual representation could affect the user experience. In the study, the more realistic AR agents
provided gestural communication cues, such as eye contact and gaze, while the other AR agents
(i.e., invisible or wireframe appearance) had no social cues. The realistic AR agents were preferred
over the invisible ones, but interestingly the invisible agents were less distracting to users, i.e., they
were beneficial when the situation required visual attention as in multitask situations.

2.3.2

Displays & Interfaces

Of the 50 publications examined during our systematic literature review [189], 13 primarily study
aspects related to the display modality and interfaces used to view and interact with the AR agents.
Out of these display-focused papers, five of them involved system evaluations of prototype systems.
Of the papers that evaluated display modality aspects, twelve primarily investigated differences
between users viewing AR agents on AR Displays compared to non-AR displays and platforms,
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such as physical prototypes [93, 230, 271], or other display modalities [52, 78, 79, 132, 194, 277].
Several interesting conclusions can be drawn from these papers, most notably that users sometimes
behave differently in AR versions of the same content than they do in non-AR versions. For
example, in the papers by Dow et al. users interact with AR agents in an interactive drama system
[78, 79]. Their work found that users were less likely to haphazardly explore their environment or
act in a socially unacceptable manner due to not wanting to break social norms. They also note that
viewing content in AR modalities rather than non-AR modalities raises the users’ expectations of
what the system and AR agents are capable of. Gil et al. also investigated differences between AR
and non-AR modalities through a study in which children were tasked to read aloud using an AR
annotated book and a traditional book [93]. They found that children were more likely to actively
participate and exhibit self-based perspectives toward the characters in the story when using the
AR system compared to the non-AR.
Another topic is the persistence of an AR agent’s influence, after the user has taken off the HMD.
Miller et al. [178] studied this concept by asking the participants to either take off their AR HMD
or keep it on, and sit in one of two chairs, one of which occupied by an AR agent. They found that
both participant groups chose the unoccupied chair more significantly in line with social norms.
Another topic is the effects of AR displays’ field of view (FoV). Lee et al. investigated this effect
in a study where users viewed an AR agent with either a regular HoloLens one, or one with a
restricted visor that allowed the user to only see through the portion of the HMD where virtual
content is rendered [143]. This visor reduced the users’ FOV of their environment while eliminating disappearance issues that occur when AR agents are larger than the display’s FoV. While they
hypothesized that eliminating this disappearance issue would affect the users’ perception of the
AR agent, no significant effects were found. However, users’ proxemics behavior were affected,
such as slower walking speeds.
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We found only one paper somewhat evaluated UIs for interaction with AR agents. In this paper,
by Scmeil and Broll, users could interact with an AR agent assistant either via voice commands or
a mouse and cursor [225]. Although the two interfaces were not compared formally, user feedback
suggested that speech recognition-based input “needs to be improved,” but is “very intuitive” to
use, while the mouse and cursor style input was also considered “rather feasible” by users.

2.3.3

Physical-Virtual Interactivity

Of the 50 publications examined during our systematic literature review [189], 13 are researching the AR agent’s physical-virtual interactivity, covering four areas related to awareness of the
physical environment (6 papers), visual coherence in the environment (4 papers), ability to control
the environment (4 papers), and haptic feedback (3 papers)—some papers cover multiple subcategories.
AR agents’ physical-virtual interactivity research often involves the agent’s ability to be aware of
and control the surrounding physical environment (i.e., human interlocutors or physical objects).
Damian et al. [72] presented an AR agent that could recognize the user’s motion/pose, specifically
the hands positions, and provide feedback in time to guide certain postures in the given study tasks.
Comparing with an AR agent that provides random feedback, the awareness-based feedback made
the agent be perceived as more realistic and physically present in the shared space with the users.
Kim et al. [121, 132] prototyped an AR agent that could be aware of peripheral events in an AR
environment, where the real airflow from a physical fan could influence virtual paper and curtains
nearby the agent. Their study showed that the physical-virtual airflow interaction and the AR
agent’s nonverbal awareness behavior, e.g., looking at the fan or trying to grab the fluttering virtual
paper, could increase the perceived copresence with the agent. Kim et al. [129] further studied
the impact of more explicit agent behavior exhibiting awareness of the environment. In the study,

26

the AR agent verbally requested help from the participants to move an physical obstacle away,
so that she could avoid implausible visual conflict with it, which resulted in positive responses of
participants about the AR agent’s physical awareness and social presence. Norouzi et al. [191]
also showed positive results with a virtual dog that could be aware of the user’s feet and behave
accordingly, for example, the dog was falling over and whining when it was stepped over. These
awareness behaviors of AR agents are normally visually coherent in the environment, for instance,
visually plausible occlusions and compliance to the rules in the physical world avoiding physicalvirtual conflict. Kim et al. [124] studied the importance of visual coherence using an AR agent with
ghost-like behaviors passing through physical obstacles. They found that such visual incoherence
could significantly aggravate the AR agent’s perceived physicality and animacy.
Regarding the ability to control the environment, Lee et al. [148,149] developed a tabletop gaming
platform enabling an AR agent to move her physical token on the table while playing a board
game with the users. In their study, they compared two conditions where the AR agent could move
either a physical or a virtual token. They found that the AR agent’s ability to control the physical
one positively influenced the participants’ sense of copresence with it and its perceived ability to
move other real objects in the environment, such as small toys. Kim et al. [123] and Heasler et
al. [101] employed “smart” objects for AR agents to control the physical world, for example, turn
the floor lamp on/off through the the Internet of Things (IoT)-enabled light bulb. They found that
such physical interactivity of the AR agent, together with appropriate locomotion, could increase
the participants’ confidence in the agent’s task performance.
The perception of the AR agent’s physical interactivity could be through indirect/direct haptics. As
a direct way, Okumoto et al. [197] and Sawada et al. [224] presented a dataglove-based interaction
with miniature cartoonish AR agents displayed on top of the hands. Different types of haptic
feedback for the AR agent were devised, e.g., walking or slipping, and the preliminary evaluation
showed that the haptic feedback could make the participants feel the agent’s physical presence and
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encouraged more interactions with it. Lee et al. [143] explored indirect approaches by developing
a vibrotactile platform that users could feel a humanoid AR agent’s footsteps through a shared
floor occupied by the agent and the user. They found that when comparing the AR agent in the
haptic footstep feedback condition to those without it, participants subjectively perceived the agent
as more realistic and physically co-present, while also adjusting their behavior, such as slowing
down, indicating increased hesitance when sensing the footsteps.

2.3.4

Proxemics

The field of proxemics covers the study of space around and between humans, in particular considering interpersonal space, indicating the relative distances between people [103], as well as
their correlations with behavior, communication, and interaction. Of the 50 publications examined during our systematic literature review [189], nine studied proxemics, focusing on the spatial
relationships between AR agents and users.
The earliest work we found in this area and the only work in the first decade is done by Anabuki
et al. [11]. They introduced an anthropomorphic AR agent, Welbo, and through experiments,
found that spatial factors could affect users’ impressions of Welbo. For example, participants felt
more comfortable when Welbo kept some distance and not floated over them. Comfortable social
distance between humans and AR agents was researched more frequently later. Aramaki and Murakami [13] reported 70cm based on their experiments using a 18cm cartoonish AR agent. While
Peters et al. [201] reported 1.23m as the average comfortable distance for the four types of AR
agents they experimented (male, female, small and full-sized robot) and pointed out that the small
robot tended to induce a larger distance as people regarded it as being child-like. The different
results may be due to the different interaction settings–in the former the agent was standing on the
table, while in the latter the agent was placed on the ground and kept mutual gaze with participants.
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Interestingly, Bailenson et al. noted that people tended to keep a larger interpersonal distance from
virtual agents with mutual gazes [22]. Recently, Lang et al. [141] proposed to position the agent
by understanding the scene semantics. They reconstructed 3D models of the real world, detected
key objects, and refined the position and orientation of the agent by optimizing a cost function.
Other studied the influences of an AR agent’s behavior and spatial factors on participants’ proxemics behaviors [151, 193, 194]. Obaid et al. [194] found that people talking to a more distant
AR agent would speak louder and be more sensitive to spatial relationships in AR environments
than VR environments. Besides direct interactions, Lee et al. [151] looked into a passing-by scenario. They studied people’s different behaviors, such as clearance distances, walking speeds and
head motions while passing by a virtual or real human that was standing idly, jumping regularly
or walking back and forth. They observed that in some cases participants behaved differently with
the AR agent compared to the real human, such as longer walking trajectories and slower speeds
for the standing conditions. They suggested that this phenomenon might be due to virtual humans
being perceived as less predictable in terms of following social norms. Besides AR agents with
humanoid appearances, Norouzi et al. [191] studied the influence of an AR dog on people’s proxemics behavior with real human bystanders. They found that the AR dog’s presence significantly
affected participants’ proxemics behaviors regardless of the bystander’s awareness of the dog.

2.3.5

Behavior & Traits

Of the 50 publications examined during our systematic literature review [189], 14 studied the
influence of AR agents’ behavior and traits. Twelve papers varied agents’ nonverbal behavior, such
as facial expression, gaze, posture, and gestures. Only two papers studied the effects of contextual
speech on the quality of human-AR agent interaction. For most papers (11 papers) the behavioral
variations were intended to enhance the AR agent’s sense of physicality (see Section 2.3.3), with
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a few examples (3 papers) where the influences of different behaviors and traits were the primary
focus.
One paper that primarily focused on the development of an AR agent’s behavior is by Randhavane
et al. [208], aimed at creating a humanoid agent with a friendly demeanor. They developed a
“friendliness” model for gait, gesture, and gaze, and utilized this model through an algorithm for
generating friendly behaviors. Using this algorithm for an AR agent, they found that interacting
with the friendly AR agent increased participants’ sense of social and spatial presence compared
to a baseline agent. Similarly, Li et al. [151] studied the influence of posture and facial expression
of AR agents and their real counterparts, observing that open postures increased the participants’
willingness to interact in all conditions. In this area, Obaid et al. [193] simulated culture-specific
behaviors in a multi-agent interaction manifested through AR agents’ interpersonal distance and
gaze behavior.
In several examples, researchers studied the influence of augmenting AR agents with an illusion
of physicality by manipulating their behavior, and/or utilizing external tools, such as haptic and
IoT-enabled devices. In most cases, AR agents’ nonverbal behaviors were varied, such as changes
in hand gestures, gaze behavior, and head motion to indicate the AR agent’s awareness of its
physical environment [72, 121, 124, 129, 132, 143, 191]. A few examples, studied the influence of
contextual speech on AR agents’ perceived awareness of its environment [72, 129]. Other works
focused on the AR agent’s physicality by synchronizing its behavior with devices providing haptic
feedback, such as vibrations on the floor [143] or through a glove [197, 224] to simulate footsteps
or a sliding behavior. Another example of leveraging external mechanisms is the use IoT-enabled
devices where researchers studied the influence of AR agents’ nonverbal behavior during control
of physical objects on the quality of interaction [101, 123].
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2.4

Virtual Animals and Attention Guidance

This section details the concept of 360-degree experiences from the lens of prior research on attention guidance and virtual animals, and the benefits of acknowledging behaviors by virtual characters in AR/VR experiences.

2.4.1

360 Virtual Experience and Attention Guidance

Recent advances in VR technologies allow users to have more immersive and realistic virtual
experiences, for example 360 virtual experiences where the users can have a full 360-degree field of
regard (FOR) while navigating or staying at a fixed position in a virtual environment. The majority
of 360 virtual experiences involve users being presented with 2D images and videos of real places
projected on a virtual sphere around them or a computer-generated 3D virtual environment [150].
The former, with recorded images/videos of the real world can provide immersive experiences with
a high sense of realism to users. However, the recorded scenes inherently lack interactivity, e.g.,
persons in the video cannot natively react to the viewer [236] unless specifically planned [231].
The latter, with 3D computer graphics models can provide such an interactivity with interactive
virtual models, and it allows the users to freely move and rotate within the virtual environment.
However, rendering high-quality virtual models can be computationally expensive [162].
The need to guide viewers’ attention has been addressed in 2D media, such as Hollywood style
movies, through the use of techniques like motion and framing manipulation, and increased cuts
[159]. Utilizing such techniques leads to a very high attentional synchrony—“most viewers look
at the same things at the same time.” [159]. However such attention guidance approaches may
not always work in 360 virtual experiences, where users have the freedom to explore the environment with relatively unrestricted orientation [219, 250]. This freedom can increase the perceptual
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load, e.g., via necessitating visual searches, and the chance of missing elements or information in
the scene or the story [219]. Such information loss could lead viewers to a wrong place in the
scene/story (contrary to the desires of the content creators), and in some cases can cause a phenomenon called “Fear of Missing out” (FoMo), which is a social anxiety that one might miss or
already have missed important parts of the story [163, 219].

2.4.2

Diegetic and Non-diegetic Attentional Mechanisms

Researchers, particularly in cinematic VR film-making, have focused on different techniques to
guide viewers’ attention and devised taxonomies that studies the characteristics of these techniques
and their effects on user experiences [183, 219, 239]. One of the characteristics identified in the
taxonomies mentioned above is diegesis, which is adopted from film theory [238]. In the context of
attention guidance, diegetic mechanisms are those that are part of the narrative or the environment,
such as utilizing the movements of the characters within that experience [219, 239]. One of the
advantages of utilizing characters’ motion and other non-verbal behaviors for guidance is that
viewers naturally know where to orient based on such cues, and are inclined to follow a character’s
target of attention [85]. Such methods have been used in film to support attentional continuity
through multiple cuts [237]. On the other hand, non-diegetic mechanisms such as arrows are
external to the scene or story, and typically their only function is to guide users’ attention to a
specific point or direction in the scene or story [219]. The ability of diegetic mechanisms to become
part of the experience, compared to non-diegetic ones, has been associated with improvements in
user experience, increases in the sense of presence, and higher user preference [53, 183, 239].
In this area, Nielsen et al. conducted a study that compared a non-diegetic attention guidance
approach, which controlled the viewer’s body orientation, with a diegetic approach that used a
firefly to attract the viewer’s attention, and the participants reported that the firefly was perceived as
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more helpful in their story-oriented experience [183]. Cao et al. proposed an automatic method to
generate attention guidance metaphors including non-diegetic arrows and diegetic birds [53], and
the conducted study utilizing story-oriented content showed that the diegetic guidance encouraged
a higher sense of immersion and easily redirected the viewers to the events of interest, compared
with the static graphical guidance. Speicher et al. described different attention guidance methods,
and conducted a study to investigate the effects of the methods on task performance and user
preferences in a virtual environment with 360 videos [239]. Interestingly, they found success with
both non-diegetic (object to follow method) and diegetic mechanisms (person to follow method)
in terms of user experience and performance.

2.4.3

Virtual Animals and Environment Acknowledgment

Using virtual animals is common and popular in various VR application scenarios from gaming
to therapy and social studies [108, 189, 191]. In the context of attention guidance in 360 virtual
experiences, virtual animals are appropriate and useful as attractors and/or distractors of attention
because their appearances may not be obtrusive, but naturally absorbed in the virtual experience
settings, such as birds, fireflies, and butterflies in nature or urban environments. Due to this advantage, prior research has used virtual animals as attention guides, and investigated the effects on the
viewer’s user experience in different 360 virtual experiences [1, 53, 183, 199, 259, 273].
Virtual animals are particularly beneficial to involve viewers into the virtual experience scenario
through their interactive and acknowledging behaviors towards the viewers and the environment—
e.g., looking at the viewer or changing the gaze to the target of interest in the environment as
diegetic mechanisms. Such acknowledging behaviors have been introduced in many real–virtual
human interactions to improve the user’s sense of presence in the virtual environment or social
presence with a virtual human. Sheikh et al. investigated how different attention-directing tech-
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niques influence the viewer’s sense of presence in 360 panoramic videos through a user study [231].
The results showed that a character’s behavior acknowledging the viewer positively influenced the
participants’ sense of presence, enjoyment, and immersion. In AR settings, Lee et al. developed
a physical-virtual wobbly table, which spans from the user’s physical space to a virtual human’s
virtual space, using a projection screen [145]. They studied how the virtual human’s environmentaware behavior towards the user and the wobbly table event, and found effects on the sense of
presence and attentional allocation in the interaction. Kim et al. also conducted a user study with a
virtual human acknowledging a physical obstacle on her way and asking for help from the participants [130], resulting in a higher social presence and perceived intelligence of the virtual human.
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CHAPTER 3: SYSTEMATIC LITERATURE REVIEW OF EMBODIED
AUGMENTED REALITY AGENTS IN HMD-BASED ENVIRONMENTS

This chapter presents our methodology to conduct a systematic literature review of embodied
agents using AR HMDs from 2000 to 2020. The results of our analysis over this time span details
the trends in research and application areas in the field and map out future research directions.
This work was instrumental in developing the Human-Virtual Dog Interaction research scope introduced in Section 1.2 and utilized in the remainder of this dissertation to navigate the space for
understanding virtual dogs as embodied agents in AR/VR.
This chapter largely incorporates a previous peer-reviewed publication: “A Systematic Literature
Review of Embodied Augmented Reality Agents in Head-Mounted Display Environments,” authored by Nahal Norouzi, Kangsoo Kim, Gerd Bruder, Austin Erickson, Zubin Choudhary, Yifan
Li, and Greg Welch. This work has been presented at and published in the proceedings of the International Conference on Artificial Reality and Telexistence & Eurographics Symposium on Virtual
Environments [189].

3.1

Overview

Over the years, various research contributions have focused on understanding and developing embodied virtual characters and agents [187, 190] with the majority of the focus on static setups
facilitating 2D desktop-based and projection-based interactions. Advances in AR technology allowed for the realization of embodied agents in 3D rooted in the users’ environment. To get a better
understanding of potential research considerations for these agents and to identify the primary research areas of the field in the past 20 years, we conducted a systematic literature review [189].
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In this work, we captured previous research focusing on understanding and utilizing AR agents in
HMD-based environments, and set out to answer the following research questions:

• RQ1: What are the primary research categories of embodied agents using AR HMDs?
• RQ2: What are the common roles where embodied agents are utilized or envisioned using
AR HMDs?
• RQ3: How have AR agents evolved over the years in terms of their appearance and utilized
technology?
• RQ4: What areas of AR agent research can benefit from more focused future attention?

Through the structured iterative methodology described next, we make the following contributions:
we conducted an in-depth review of 50 directly related papers from 2000 to 2020, focusing on
papers that reported on user studies aiming to improve our understanding of interactive agents in
AR HMD environments or their utilization in specific applications. We identified common research
and application areas of AR agents through a structured iterative process, present research trends,
and gaps, and share insights on future directions.

3.2

Methodology

We conducted a systematic literature review by adopting several of the core steps of the PRISMA
method [152]. This section, details the steps taken to complete our systematic review.
Our goal for this literature review was to capture previous work that studied embodied AR agents
in HMD environments or leveraged them for a specific application. To ensure that a broad scope of
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related work is identified, we came up with the keywords shown in Table 3.1 that include our primary criteria of field, agent, and device. We applied these search terms to the four digital libraries
of the Association for Computing Machinery (ACM), Institute of Electrical and Electronics Engineers (IEEE), Web of Science (WoS), and ScienceDirect (SD). Our search process was applied to
all fields within each library and was restricted to previous work published in English from 2000
to 2020. The search was completed on August 2–3, 2020. Figure 3.1 shows the number of papers
at different stages of our search, screening, tagging and reviewing processes.

Data Collection:

Relevance
Screening:

ACM
403

IEEE
437

WoS
23

SD
398

SD
4

Papers

Papers

Papers Papers

ACM
21

IEEE
24

WoS
10

Papers

Papers Papers

Papers

Removing Duplicates 4 Libraries + Reference
Between Libraries +
Harvesting
43 + 7 Papers
Reference Harvesting:

Final List of Tagged
and Reviewed
Papers:

50

Papers

Figure 3.1: Diagram of our systematic review process.

Due to restrictions in the number of search terms and Boolean operators allowed for the IEEE
and SD digital libraries, we adjusted our search strategy for these specific libraries. For IEEE, to
adhere to the maximum of 40 search terms and 15 search terms per clause rule, we repeated our
search three times so that every time less than 15 search terms were used for the agent-specific
ones (see Table 3.1), since the agent clause was the only one with more than 15 search terms.
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Since SD only allows for use of 8 Boolean operators, we did not use the device-specific search
terms (see Table 3.1) and for the remainder of our search terms followed a similar approach as
for the IEEE library by dividing the agent-specific search terms to make sure every time only 8
Boolean operators were used. These steps resulted in 403 papers in ACM, 437 papers in IEEE, 23
papers in WoS, and 398 papers in SD.
Search Criteria

Search Terms

Field
Agent

(”augmented reality” OR ”mixed reality”)
AND (”virtual agent” OR ”virtual agents” OR ”virtual character” OR
”virtual characters” OR ”virtual human” OR ”virtual humans” OR ”virtual animal” OR ”virtual animals” OR ”virtual people” OR ”virtual person” OR ”virtual persons” OR ”virtual crowd” OR ”virtual crowds” OR
”virtual audience” OR ”virtual audiences”)
AND (”head-mounted display” OR ”head-mounted displays” OR HMD
OR HMDs OR headset OR headsets OR hololens OR ”magic leap” OR
vive OR oculus)

Device

Table 3.1: Search terms used to identify related papers in this literature survey.

In the scope of this review, we focused on AR agents as embodied entities presented on an AR
HMD that are capable of facilitating a two-way interaction with the user through one or multiple
modalities, and used this definition during the scanning phase. Thus, papers that studied AR agents
or utilized them in specific applications through user studies in HMD-based environments were
considered relevant. We used the following exclusion criteria to remove publications that were not
in line with our goals:

• Work that did not contribute to the understanding or advancement of AR agents using HMDs.
• Work that did not include a user study.
• Work that did not specify the interface or modalities for an interactive experience between
users and AR agents.
• Work that was published as a book, book chapter, or thesis.
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The lead author of this chapter scanned all papers using the exclusion criteria described above. This
process resulted in 43 relevant publications. After this first top-down phase, we then performed an
additional bottom-up literature search phase, often called reference harvesting [155], in which we
searched the related work sections of the 43 papers and added 7 more publications to our list. The
in-depth review of these 50 papers are presented in Section 2.3. We further collected the papers’
citation counts via Google Scholar on August 26, 2020 and calculated the average citation count
(ACC) for all papers, indicating the average number of citations per year.
To understand the scope of research and applications focused on AR agents and the type of agents
and HMDs most commonly used, we determined the following tags during the review phase:

• Research Category of AR agents,
• Application Area of AR agents (tested or intended),
• Appearance of AR agents,
• HMD Type.

Section 3.3 details the identification/tagging process of our research categories and application
fields.. Five authors of this chapter participated in the identification/tagging process. Multiple tags
per paper were allowed. To ensure that all members had a similar understanding of the different
tags, five papers were picked randomly from the initial list of 43 papers and tagged by everyone.
Later, we reviewed the tags assigned by everyone for the aforementioned five papers, discussed
them together, and refined our tags accordingly. After this process, the papers were shared among
our team, tagged, and uncertainties were discussed in a separate session.
Afterward, we divided the 50 papers based on their research category and assigned each category
to a team member to provide a more in-depth view of AR agents within that area of research.
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Members were asked to give priority to publications with an ACC higher than 3, which is in line
with the ACC of the 50 papers (M = 3.28), and also all papers from 2017 to 2020 regardless of
their ACC. We did not consider ACC as a criterion for papers published after 2017, as they had
less time to be cited, and they included more than 50% of the total number of our papers.

3.3

Research and Application Areas

In a top-down process, we used previous relevant literature reviews on the topics of augmented
reality [74, 122], intelligent virtual agents [190], and social presence [196] to come up with preliminary tags for research categories and application areas. Later, after reviewing the 50 relevant
publications, we utilized a bottom-up approach to refine and finalize our tags. For both research
and application categories some papers focused on more than one category of research or application area. In these cases, the papers were represented with multiple tags. Hence, the number of
tags exceeds the total number of papers.
To identify a paper’s application area, we used both the tested application in the paper and the
AR agent’s motivated use case, which influenced the paper’s research questions and the task type
the AR agent was involved in during the user study. For instance, papers that motivated their AR
agent for general interactions but explored the human-agent interaction in a collaborative/assistive
task, or papers that motivated their AR agent for collaborative/assistive roles but examined them in
general tasks were tagged in the collaborative-assistive application area. Our research categories
are defined as below:

• Visual Representation: work that investigates the visual qualities of AR agents and the
importance of this modality.
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• Displays and Interfaces: work exploring the effects of display mediums and interfaces for
interacting with AR agents.
• Physical-Virtual Interactivity: work that investigates the impact of augmenting AR agents
to be interactive with the surrounding physical environments.
• Proxemics: work that investigates the spatial relationships between AR agents and human
users.
• Behavior and Traits: work that investigates the influence of AR agents’ verbal and nonverbal behavior, personality traits, and characteristics on human-AR agent interaction.

Additionally to these research categories, we tagged the publications by application areas. Since
not all publications focused on an application, the number of these tags differ from the total number
of publications. Our application areas are defined as:

• Assistive/Collaborative: work utilizing AR agents in assistive roles or studied their potential as collaborative partners, such as personal assistants, exercise coaches, or guiding roles.
• Entertainment and Interactive Media: work utilizing AR agents for more interactive
entertainment-oriented experiences.
• Healthcare: work utilizing AR agents to enhance the health of specific populations, or as a
teaching tool for healthcare students or professionals.
• Training: work utilizing AR agents for training specific skills.
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3.4

High-Level Analysis

In this section, we provide a high-level overview of the 50 papers in terms of HMD type, AR agent
type, ACC, research category, and application area. Figures 3.2 and 3.3 illustrate the trends for
numbers of papers and ACCs in the field.

3.4.1

General Overview

Overall, we identified 50 papers that studied AR agents or utilized them for specific applications
in HMD environments and assessed AR agents’ features and/or their system through user studies. The majority of these papers are published from 2017 onward (%58), which is in line with
the increased availability and reliability of consumer commercial-off-the-shelf (COTS) or developer edition HMDs. This trend is partly supported by the ubiquity and popularity of voice-only
assistants [157, 207] presenting new opportunities for utilizing AR technology to investigate the
influence of embodiment and its implications for such entities.
We classified the HMD types based on the hardware specifications or the system descriptions
provided by the papers, and marked those without any specifications or clear descriptions as unspecified. Figure 3.2 shows the different types of HMDs used over the years. OST-HMDs were
more common (30 papers) specially in the past four years due to the increasing availability of such
devices, with Microsoft HoloLens more commonly used than other devices (23 papers). 19 papers
utilized VST-HMDs, most of which were used before 2018.
To address our third research question (RQ3), we explored the different appearances for realizing
embodied AR agents. As inspired by robotics literature, the agent’s appearance can influence the
quality of interaction in terms of emotional connection and trust [234]. As expected, the majority
of the AR agents studied were designed to have a human-like appearance (39 papers), with fewer
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2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018
2019
2020

# of Papers

Year
Figure 3.2: Types of HMDs utilized in AR agent research per year.

examples of AR agents embodied as animals (9 papers) or robots (6 papers). 5 Papers used AR
agents embodied as cartoon characters, monsters, or anthropomorphic objects, such as an anthropomorphic sun, which we tagged as other (see Figure 3.3e). Figures 3.3a and c show AR agent
types based on research category and application area. Humanoid AR agents were more commonly
used in all research categories and application areas. Interestingly, except humanoid AR agents,
animal-like AR agents were the only type studied among all research categories and application
areas. Some papers utilized more than one type of AR agent; therefore, the total number of AR
agent types is higher than the number of papers. Accordingly, papers with humanoid AR agents
have a higher ACC (3.94), followed, by other (2.51), animals (2.19), and robots (1.83) (see Figure 3.3f). Although AR agents with appearances tagged as other were less common, they lend they
higher ACC to two recent papers where in one the AR agent is embodied as a minion [16] and in
the other as a smart home device [260].
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Figure 3.3: Number of papers (left column) and ACC (right column) of the reviewed papers plotted
against the different (a & b) research categories, (c & d) application areas, and (e & f) AR agent
types.
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3.4.2

Research and Application

Out of our 50 reviewed papers, 33 either focused on a specific application or motivated their use of
AR agents and/or their research questions to address the needs of a certain application. The assistive/collaborative area was the most popular (18 papers), followed by entertainment and interactive
media (10 papers), healthcare (8 papers), and training (6 papers). The assistive/collaborative AR
agents were utilized or envisioned as personal assistants, lab assistants, navigation guides, virtual
coaches, or collaborated with users in search or decision making tasks. Such use cases are in line
with current uses of intelligent personal assistants, such as Amazon Alexa, Apple Siri, Google
Home Assistant, or those envisioned as guides and companions, such as Magic Leap Mica. This
area has been cited more frequently than others with an ACC of 2.79, followed closely by the entertainment and Interactive media area (2.69), training (1.67), and healthcare (1.12) (see Figure 3.3d).
A total of 38 of our 50 papers focused on understanding specific research categories with regards
to AR agents and user interactions with systems utilizing AR agents. The remaining 12 papers are
not represented here due to their focus on understanding the efficacy of their application-specific
prototypes without comparative evaluations. The visual representation of AR agents received the
highest attention (15 papers), followed by behavior and traits (14 papers), display and interfaces
(13 papers), physical-virtual interactivity (13 papers), and proxemics (9 papers). Research on the
influences of display and interfaces received the highest ACC (4.9), followed by physical-virtual
interactivity (4.89), visual representation (4.85) behavior and traits (4.47), and proxemics (3.14)
(see Figure 3.3b).
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3.5

Emerging Trends and Future Directions

In this section, we present identified trends in the context of common roles where embodied AR
agents were utilized or envisioned to address RQ2. We propose open research areas inspired by
previous trends in other domains of augmented reality and robotics research in response to RQ4.
Exploring the proposed areas does not necessarily depend on the quality of the state of the art
technology as in many cases Wizard of Oz [71] setups can be utilized.

[RQ2] AR Agents in Assistive/Collaborative Roles:

In recent years, corresponding to increased commercial popularity of voice-based assistants such
as Amazon Alexa or Google Home Assistant [158], the notion of embodied agents has received
increasing attention [186]. For example, AR HMDs have been used to provide a 3D body for such
assistants, with results indicating benefits for assistive/collaborative roles [123, 128, 131, 181, 213,
260]. In this area, an increasing presence of IoT-enabled devices has presented research opportunities for AR assistants capable of controlling various appliances through physically and contextually coherent behavior, with findings supporting the idea that such behaviors enhance a user’s
confidence in the AR assistants [101, 123]. These findings, together with the anticipated increasing integration of IoT-enabled “smart” devices in everyday life [209] give rise to new research
questions related to networked smart sensing and actuating modules, e.g., in smart home environments, as a mechanism for enhancing an AR agent’s awareness and understanding of the physical
environment.
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[RQ2] AR Agents in Other Identified Application Areas:

With respect to the application areas that arose during our literature survey (see Section 3.3), most
papers focused on the use of AR agents in an assistive/collaborative role. Comparatively less research has been carried out in other application areas, such as entertainment and interactive media.
This may be partly due to current limitations of AR HMD technologies, e.g., their ergonomics and
lighting requirements [83], and their limited availability compared to the ubiquity of smartphones
as an alternative platform for AR apps (e.g., Pokemon Go). In other application areas, such as
healthcare and training, less research might be due to the cost and logistical difficulties associated
with AR HMDs with more reliance on other mediums such as spatial augmented reality (SAR) or
other displays [65–67]. However, with the increasing availability of inexpensive COTS AR HMDs
such as the Microsoft HoloLens or Magic Leap One, we anticipate a steadily increasing range of
applications that might benefit from AR agents in single and multi-user experiences. Through our
literature survey, we are seeing an increase in the number of studies that evaluate the capabilities
of AR HMDs, AR agents, and their effects on the users (see Section 3.4). This trend is likely to
continue into the foreseeable future as newer generation HMDs with extended feature sets (e.g.,
embedded hand tracking or eye tracking) present opportunities to develop new knowledge about
interactions with AR agents.

[RQ4] AR Agents as Companions:

During our review, we noted a few examples that motivated or presented AR agents associated
with companionship [55, 191]. Previous research investigated the use of robots or virtual agents
in other platforms (e.g., desktop-based) as companions or therapy partners with promising results [32, 73, 222, 254]. With findings supporting the importance of long-term interactions for
artificial pets and social robots [139, 161], we speculate that some limiting factors of current AR
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HMDs, such as limited availability, heavy weight, and small FoV might have affected the potential
use of this technology for researching AR agents in companionship and therapeutic roles. However, with advances in technology and the growing availability of AR HMDs, we foresee new
research opportunities for AR agents in this domain for reasons such as the potential for pervasive
presence in our physical environment, their anticipated capacity for spatial and contextual understanding, and their flexibility in embodying different types and appearances. Such factors pose new
research questions on the extent of their influence compared to other technological companions, as
the technology itself evolves and becomes more readily available.

[RQ4] AR Agents and Multimodal Communication:

As research on AR agents in HMD environments grows in different areas (see Section 3.4) where
such agents could become embedded into our professional settings as well as our daily social lives,
new questions arise with regards to how such agents should communicate, move, and behave such
that they are compatible with other social entities. Depending on the interaction context in both
AR and non-AR environments, we see an emerging trend in the way that voice-based communication is enhanced with other modalities that can complement speech interactions [128, 232, 260],
although we did not identify examples solely relying on nonverbal communication, certain real-life
circumstances where speech is not a convenient communication mechanism, present new research
questions regarding the effectiveness of AR agents’ nonverbal behavior communication. For instance, in environments with high ambient noise, users and AR agents may rely on pointing or
gazing towards objects for communication, and a plethora of other possible social signals. We further observed an increasing number of works related to proxemics with AR agents in social spaces,
emphasizing that such agents need to move through social spaces in a natural way, which includes
maintaining an acceptable social distance. We believe that more proxemics research is necessary
to understand the spatial relationship between users and AR agents in different social situations.
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[RQ4] AR Agents and Influence of Personality and Empathy:

In line with previous non-AR research focused on agents’ personalities and emotions, we identified a few examples where the primary research focus was to understand the impact of such
aspects, like friendliness and openness. [151, 193, 208]. As past research suggests that interactions with AR agents can have different influences on users on aspects such as social presence,
and involvement [78, 132, 277] new research questions arise as to the extent of AR agents’ personality influence in different interaction contexts. Also, borrowing from previous literature in
AR/VR human-human collaboration studying ways of transferring users’ emotions or perspectives
to promote empathy [166,204], and the recent examples identified in our work of human-AR agent
collaborations [128, 260], we predict new research opportunities in realizing AR agent’s capable
of empathy and perspective-taking by understanding a user’s facial expression, tone, or situational
context.

3.6

Conclusion

In this chapter, we presented a systematic literature review of previous research on interactive embodied AR agents presented on HMDs. We provided detailed reviews of 50 related papers covering
the years from 2000 to 2020. In particular, we discussed papers that aimed at improving our understanding of AR agents or their utilization in application domains. We identified common research
and application areas of AR agents, presented research trends and gaps, and shared insights on
future directions, which may help to structure and foster future research in this emerging field.
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CHAPTER 4: DESIGN OF VIRTUAL DOGS IN AUGMENTED REALITY

This chapter presents a human-subjects study focused on improving our understanding of behaviors
and characteristics of virtual dogs in AR and their interactions with other people. In this study, we
utilize the notion of physical-virtual interactivity to simulate the virtual dog’s responsiveness to
other real humans identified as one of the Research Considerations in our systematic literature
review [189].
The thesis statements supported by this chapter are as follows:

• [TS1] Entity-Self: The presence of a virtual dog with dog-like behaviors can induce behavioral changes within real human interactants, including:
– [TS1.1] Increased physical space allocation during virtual dog walking
• [TS3] Behavior-Self: The simulated responsiveness of a virtual dog with dog-like behaviors
can induce subjective changes within real human interactants, including:
– [TS3.1] Enhanced perceptions of copresence
• [TS4] Behavior-Other: The simulated responsiveness of a virtual dog with dog-like behaviors can induce affective changes within real human interactants towards other real interactants.

This chapter largely incorporates a previous peer-reviewed publication: “Walking Your Virtual
Dog: Analysis of Awareness and Proxemics with Simulated Support Animals in Augmented Reality,” authored by Nahal Norouzi, Kangsoo Kim, Myungho Lee, Ryan Schubert, Austin Erickson,
Jeremy Bailenson, Gerd Bruder, and Greg Welch. This work has been presented at and published
in the proceedings of the IEEE International Symposium on Mixed and Augmented Reality [192].
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4.1

Overview

Virtual animals in AR are particularly interesting since they are not limited by a physical manifestation in the real world—they could exist virtually anywhere and appear at any time depending on
users’ needs. Additionally, as real animals provide various health benefits to humans [30, 267], it
is valuable to explore the domain of virtual animals as they may be able to contribute to human
health as well. However, before virtual animals are studied in an applied context, it is important to
understand human perception and behavior with respect to human-dog interactions. We conducted
a human-subjects study taking design factors into account that align with some of the identified
primary research areas of embodied AR agents in HMD-based environments [189]. In this study,
we intended to provide answers for the following research questions:

Q1 How does walking an AR dog change its owner’s locomotion behavior and proxemics in the
presence of another person?
Q2 How do the AR dog’s awareness and behavior with respect to a person in the physical environment affect its owner’s perception of the dog and that person?
Q3 How does another person’s apparent ability to see the AR dog affect the owner’s perception
and behavior with respect to the dog and that person?
The findings of this chapter support TS1 by showing that the presence of the AR companion
dog changed participants’ locomation behavior during a dog-walking task. We found support
for TS3 and TS4, as the simulated responsiveness of the virtual dog influenced participants’
perceptions of the virtual dog and the other real human bystanders involved in the experiment
by first enhancing their sense of copresence with the virtual dog and second reducing the
level of positive affect towards the real human bystanders.
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4.2

Experiment

Here we describe the experiment we conducted to investigate the effects of an AR dog on human
perception and behavior, including locomotion and proxemics, in the presence of another person.

4.2.1

Participants

We recruited 21 participants (eight females, thirteen males) from the graduate and undergraduate
student community of the University of Central Florida. Our experimental procedure and recruitment of participants were approved by the institutional review board (IRB) of our university under
protocol number SBE-18-14558. All participants had normal or corrected vision and all of them
were naı̈ve with respect to the study and goals of the experiment. 14 participants owned pets, all
of which were either cats or dogs. We asked all participants about any past experience interacting
with virtual pets/animals, and 13 reported that they had interacted with virtual pets/animals in a
gaming context before. 12 of these participants categorized the roles of the virtual animals as nonplayer characters, such as their companion or an enemy to be defeated in the game. On a 7-point
Likert scale (1 = no familiarity, 7 = high familiarity), we asked our participants to rate their level
of familiarity with computers (M =5.38), VR (M =4.71), AR (M =3.42), virtual living/sentient entities (M =3.04) and virtual non-living/non-sentient entities (M =3.38). Four participants had to be
excluded from our analysis and results due to technical issues (i.e., tracking loss and unrecoverable
data) with the HoloLens HMD that occurred during the experiment, and two additional participants
were excluded because they did not follow the experiment instructions. All participants gave their
informed consent and received monetary compensation of $15 for taking part in this experiment.
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4.2.2

Material

In this section, we describe the stimulus and physical setup that we used in the experiment.

4.2.2.1

AR Dog’s Appearance and Control

We used a rigged Beagle dog1 model that was animated and rendered via the Unity graphics engine
(version 2018.2.7f1). We chose a dog as the virtual animal to be used in this study due to the fact
that dogs are one of the oldest and most common domestic animals [64, 223]; although cats are
also common as pets, we felt that dogs typically exhibit significantly more consistent, responsive,
and predictable behaviors (as used in the study and described below) compared to cats.
The dog model included four different textures (corresponding to different visual appearances)
and several animations, so we were able to change the color pattern of the dog and control its
behavior, which included eating, drinking, digging, walking, barking, sitting, resting, scratching,
sniffing, and falling over (see Figure 4.1 and Figure 4.2(a–e)). We controlled the AR dog’s walking
behavior by specifying a 3D locomotion target in Unity which the dog would then walk towards.
A collision-based approach then detected when the dog had arrived at that location so it would stop
walking. For the parts of the study where participants were expected to walk with the dog, the dog’s
locomotion target was dynamically updated to a location at the participant’s left or right side as
the participant moved (see Figure 4.3). In this way, the AR dog naturally followed participants as
they walked. The AR dog’s walking speed was capped at 0.5 m/s, which we used as a reasonable
speed for a simulated dog of this size and age [95, 221, 244]. For auditory feedback, a panting
sound was intermittently played the whole time except during some of the dog’s animations that
inherently included sounds, such as barking or sniffing. The dog was remotely controlled by a
1

https://assetstore.unity.com/packages/3d/characters/animals/dog-beagle-70832
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(a)

(b)

(c)

(d)

Figure 4.1: Snapshots of the four different appearances that participants chose for the AR dog.

Figure 4.2: Photos illustrating our AR dog behavior animations: (a) idle seating, (b) sniffing, (c)
idle standing, (d) barking, and (e) falling over. A sequence of photos illustrating a collision of the
AR dog and a real human: (f–i) the dog is falling over when a real human walks over it. All photos
were taken through a Microsoft HoloLens.

human experimenter using a separate computer, hidden from view of the participants, using a
human-in-the-loop mechanism following the Wizard of Oz paradigm. A graphical user interface
(GUI) enabled the experimenter to trigger the different dog behaviors in real time as the participants
were interacting with the AR dog.
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4.2.2.2

Human Confederates

In order to test the effects of other people in the physical environment on the participants’ perception and behavior with respect to the AR dog, we included human confederates (co-experimenters)
and we will use the term confederates in the rest of the document for simplicity. We recruited
four of our research group members as confederates in this study. Each pair of confederates was
chosen to be as similar as possible, and which confederates the participants saw over the course of
the study was randomized. Each confederate was trained on how to perform a set of standardized
behaviors with respect to the virtual dog (see Section 4.2.3.1).

Figure 4.3: Top-down illustration of the laboratory space and physical setup used in the experiment.
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4.2.2.3

Physical Setup

For the experiment, we used a part of our laboratory dedicated for human-subject studies. Figure 4.3 shows an illustration of the physical setup that we used for this experiment.
A small booth was used as a preparation room where participants could have a quiet, isolated space
to give their informed consent, receive study descriptions and instructions from the experimenter,
and answer the questionnaires that we prepared for them.
For the interaction with the AR dog in which participants gave commands to the dog and watched
its responsive behaviors, we prepared a 3.89 m×3.89 m immersive CAVE-like environment with
four projection walls and two doors facing each other. Regular office-like images were projected
onto the walls to make the participants feel like they were in an ordinary office room. We also prepared a 6.4 m×2.13 m walkway platform outside the interaction room, which we used to measure
the participants’ walking behaviors with/without the dog, which are described in Section 4.3.1.
We mounted two webcams for video and audio recordings on the walls of the interaction room as
depicted in Figure 4.3, and participants were recorded throughout the experiment.
As described in Section 4.2.2.1, the experimenter was controlling the AR dog using a GUI from
the controller area behind the interaction room, so that participants would feel that the dog was
responding naturally to their commands.
We used two Microsoft HoloLens optical see-through HMDs for this experiment. One of them was
worn by the participant at all times, and the other was sometimes worn by a confederate depending
on the experimental condition. Participants moved around the experimental space according to the
study procedure, which is described in detail in Section 4.2.3.2.
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4.2.3

4.2.3.1

Method

Study Design

We used a 2 × 2 mixed-factorial design for our experiment. The two independent variables were
related to the awareness and behavior of (1) the human confederate and (2) the AR dog:

• Confederate: The confederate wore a HoloLens and expressed awareness of the AR dog
before walking over it, or exhibited unawareness and did not wear a HoloLens.
• AR Dog: The AR dog showed awareness and responded to the collision with the confederate’s foot by falling over when the confederate walked over the dog, or expressed unawareness of the confederate’s foot passing through it.

The two levels of awareness and behavior for the confederate were as follows: Either the confederate was not wearing an HMD and walked over the dog, or the confederate was wearing an HMD
such that the AR dog could be plausibly visible to him and further expressed awareness by saying
out loud “Oh, there’s a dog” while looking at the dog just prior to walking over it.
We depicted two levels of awareness and behavior for the AR dog. During the moment of collision
between the confederate’s foot and the AR dog, either the dog showed no reaction and continued
with its current idle animation or the idle animation was interrupted by a new animation showing
the dog falling over accompanied by subtle whining auditory feedback.
We chose the confederate’s awareness and behavior as a within-subjects factor, since we considered
these typical occurrences for different people and real use situations for an AR dog, and to also
control for the possibility of learning effects impacting participants’ perceptions. In contrast, we
decided to treat the dog’s awareness and reaction to the collision as a between-subjects factor, since
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these conditions are more in line with design choices or technological limitations between different
AR dog realizations. Separately, we predicted that individual differences play a more important
role in the case of confederate’s awareness compared to the AR Dog’s awareness.
Throughout this chapter, we adopted specific abbreviations and a naming scheme to communicate
our conditions. C for the term condition, A for depiction of the aware behavior, and U for depiction
of the unaware behavior by either the confederate or the AR dog. Also, since we are varying the
awareness levels of both confederate and the AR dog, the left subscript in each condition indicates
the awareness level of the confederate and the right subscript is for the AR dog, e.g., CA,U means
that the confederate is aware but the dog is unaware. We tested the following four conditions:

• CA,A : The confederate wearing a HoloLens was aware of the dog, and the dog was aware of
and reacted to the collision with the confederate’s foot.
• CU,A : The confederate not wearing a HoloLens was unaware of the dog, but the dog was
aware of and reacted to the collision with the confederate’s foot.
• CA,U : The confederate wearing a HoloLens was aware of the dog, but the dog was unaware
of the collision with the confederate and the foot passed through the dog without reaction.
• CU,U : The confederate not wearing a HoloLens was unaware of the dog, and the dog was
unaware of the collision with the confederate and the foot passed through the dog without
reaction.

The assignment of confederates to conditions, the appearance of aware vs. unaware confederate,
and the order of conditions were randomized between participants.
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4.2.3.2

Procedure

After reading a consent form and agreeing to take part in the study, participants were given a brief
introduction of the study, and filled out a pre-experiment questionnaire, followed by five phases:

• Phase 1 [Dog Personalization]: In the first phase, participants saw a computer graphics
representation of a Beagle dog on a computer screen and were asked to personalize their
new dog by choosing its appearance and naming it. Figure 4.1 shows the different available
appearances for the AR dog.
• Phase 2 [Play Session]: In the second phase, participants were guided to a chair in the
interaction room and asked to wear the HoloLens so that they could see their AR dog sitting
on the floor in front of them. Before leaving the room, the experimenter handed them a
command sheet on which eight verbal commands were listed, such as “sit” and “bark,” which
the participant could use to interact with the dog. Participants were then given three minutes
to interact and play with their AR dog by issuing commands of their choice to the dog and
watching the dog’s consequent behaviors Figure 4.4(a) shows our setup for Phase 2.
• Phase 3 [Witnessing Collision]: After the interaction with their AR dog, participants left
the dog behind and were guided by the experimenter to a predefined location on the walkway
outside the interaction room. Participants could still see their AR dog that they left inside
the interaction room, and they were asked to keep an eye on their dog. At this moment,
we triggered the condition-dependent behavior between the confederate and the AR dog.
The confederate entered the interaction room through a door (placed above in Figure 4.3),
walked over the AR dog (i.e., toppled it over or passed right through it depending on the
condition), and exited through another door toward the assigned spot on the walkway. The
confederate was either wearing a HoloLens and exhibited awareness of the dog or not wear59

ing a HoloLens and not exhibiting awareness (see Section 4.2.3). The path walked by the
confederate was the same in both cases.
• Phase 4 [Walking without AR Dog]: Once the confederate stood on the assigned spot on
the walkway (see Figure 4.3), participants were asked to stand on the start location A, walk
towards location B, and then return to location A. Participants were informed that this was
necessary for calibration purposes. This part allowed us to compare their walking behavior
with the AR dog to a baseline of their natural walking behavior when their dog was not with
them.
• Phase 5 [Walking with AR Dog]: After walking alone on the walkway, participants were
asked to call their AR dog towards them, and then lead their dog from location A to location
B and back. They were told that their AR dog is in training. As described in Section 4.2.2.1,
the AR dog always tried to maintain the same distance (35 cm away) from the participant,
but switched sides when walking back and forth to always stay on the side in between the
participant and the confederate. Figure 4.4(b) depicts this interaction.

Participants were then guided back to the preparation booth for post-questionnaires, asking about
their perception of the AR dog and the confederate. Once they completed the questionnaires, we
brought them back in the interaction room, and they experienced another Phase 3–5 with a different
confederate for a different awareness condition. Finally, participants were asked to complete postquestionnaires again and also questionnaires about their demographics and had a short interview
session where the experimenter asked them about their experience and specifically their behavior
with and without the AR dog.
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(a) Play Session (Phase 2)

(b) Walking with Dog (Phase 5)

Figure 4.4: Experimental phases: Illustrations of (a) a person interacting with her AR dog in the
play session in Phase 2 and (b) the person walking with her AR dog over the walkway in Phase 5.

4.3

Measures and Hypotheses

In this section, we present our measures and hypotheses based on the 2 × 2 mixed-factorial design
described in the previous section.
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4.3.1

Proxemics and Locomotion Behavior

In order to understand how the social presence of an AR dog changes participants’ walking behavior compared to walking alone, and to understand how the conditions may additionally change
their behavior, we computed the following measures from the logged head pose tracking information while participants were walking without the dog (Phase 4) and with the dog (Phase 5)
from location A to B and vice versa on the walkway (see Figure 4.3). Figure 4.5 illustrates our
behavioral measures described below.

• Passing Distance We measured the minimum clearance distance to the confederate when
participants were passing by the confederate on the walkway. This distance is known to be
an indicator of participants’ personal space and social presence with other entities [14].
• Walking Speed We computed participants’ average walking speed when moving from A
to B and vice versa on the walkway. The AR dog’s walking speed was capped at 0.5 m/s,
hence walking faster or slower than this reference speed gives indications about participants’
connection to their dog.
• Head Rotations To compute the amount of head rotations, we calculated the trajectory of the
participant’s gaze (forward vector) traveled on a unit sphere that surrounds the head (origin
of the forward vector).
• Trajectory Length We computed the length of the path walked by participants from point
A to B and back.
• Observation Ratio We computed the time participants looked at their AR dog and divided
it by the total time when the collision between the AR dog and the confederate happened ±5
s (Phase 3).
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Figure 4.5: Illustration describing our analysis approach for our behavioral measures. To account
for different participant profiles in initiation and/or stop of walking tasks we only used a range
of walkway for our analysis centered ±1.5 m around Xc (i.e., confederate’s position on the XAxis). ∆z indicates passing distance, the dashed maroon line starting at TStart and ending at TEnd
represents the trajectory length, division of trajectory length by TStart -TEnd results in walking speed,
and the yellow sector indicates participants’ viewing angle.

4.3.2

AR Animal Perception in a Shared Space

We utilized the following questionnaires to collect subjective responses from our participants. Due
to the scarcity of questionnaires in VR/AR focused on animals, we opted to modify existing standard questionnaires and included an additional questionnaire focused on perceived physicality.

• Co-Presence To quantitatively measure the perceived sense of being together with an AR
dog, we used Basdogan’s Co-Presence questionnaire [28]. Since the questionnaire was not
intended for animal types, we modified the questions for our purpose with an animal in
mind, i.e., replacing humans with animals, and one out of the total eight questions was
removed since no other task was defined for the participants except the interaction with and
observation of their animal.
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• Godspeed We chose the category “anthropomorphism” of the Godspeed questionnaire designed by Bartneck et al. [27]. However, we changed it to “animalism” by adjusting the
questions that were associated with humans to animals instead.
• Perceived Physicality To assess the level of physicality, awareness, and intelligence our
participants attributed with the AR dog, we devised a Perceived Physicality questionnaire
shown in Table 4.1, which we modified from different sources [125, 144].
• Affective Attraction We used the Affective Attraction questionnaire designed by Herbst
et al. [105] to assess participants’ perception of the human confederates in the experiment,
when they walked on the AR dog.

PH1
PH2
PH3
PH4
PH5
PH6

I felt as if my animal existed in the real (or physical) world.
I felt as if real/physical humans or objects could pass through my animal.
I felt my animal was aware of me.
I felt my animal was aware of its physical surroundings.
I felt as if my animal could walk through real/physical humans or objects.
I felt my animal had the intelligence to avoid collisions.

Table 4.1: Perceived Physicality questionnaire (with inverted statements for items PH2 and PH5).

4.3.3

Hypotheses

Our hypotheses were as follows:

H1 Participants will exhibit different proxemics and locomotion behavior when walking with
the AR dog compared to walking alone.
H2 Participants will exhibit different proxemics and locomotion behavior:
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I when the dog indicates awareness of the confederate compared to when it does not,
regardless of the confederate’s behavior/awareness.
II when the confederate indicates awareness of the dog compared to when it does not,
regardless of the dog’s behavior/awareness.
H3 Participants will experience a higher level of co-presence with the dog and perceive it as a
more physical entity in the conditions where the dog is aware and reactive to the collision.
H4 Participants will score higher in the Animalism category of the Godspeed questionnaire in
the conditions where the dog is aware and reactive to the collision.
H5 Participants will attribute lower levels of affect to the confederate through the affective attraction questionnaire:
I when the dog indicates awareness of the confederate, regardless of the confederate’s
behavior/awareness.
II when the confederate indicates awareness of the dog, regardless of the dog’s behavior/awareness.

A summary of the measures used for each hypothesis and our expectations are shown in Table 4.2.
Figure 4.6 represents the notation used for our conditions. Throughout the chapter, the letter X is
used for the union of each two conditions (e.g., C U,A ∪ C U,U = C U,X ) when making comparisons or
analyzing the results for both the within-subjects variable (i.e., awareness level of the confederate)
and the between-subjects variable (i.e., awareness level of the AR dog).
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Figure 4.6: Summary of the experimental conditions and an example for the notations used for the
analysis of our results.

4.4

Results

In this section, we present our subjective and behavioral results. As mentioned in Section 4.2.1, the
results reported in this section are for 15 participants, 8 of which experienced the CX,A conditions
and 7 experienced the CX,U conditions.

4.4.1

Proxemics and Locomotion Behavior

We analyzed the behavioral results with mixed ANOVAs and Tukey multiple comparisons with
Bonferroni correction at the 5% significance level. We tested the normality with Shapiro-Wilk
tests at the 5% level and confirmed it with QQ plots if in question. Degrees of freedom were
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Hypothesis

H1

H2-I

H2-II

H3
H4
H5-I
H5-II

Measure

Expected Results

Passing Distance
Walking Speed
Head Rotations
Trajectory Length
Observation Ratio
Passing Distance
Walking Speed
Head Rotations
Trajectory Length
Observation Ratio
Passing Distance
Walking Speed
Head Rotations
Trajectory Length
Observation Ratio
Co-Presence
Perceived Physicality
Animalism
Affective Attraction

Alone 6= with Dog

Affective Attraction

CA,X < CU,X

CX,A 6= CX,U

CA,X 6=CU,X

CX,A > CX,U
CX,A > CX,U
CX,A < CX,U

Table 4.2: Summary of the measures with respect to our hypotheses.
corrected using Greenhouse-Geisser estimates of sphericity in those cases when Mauchly’s test
indicated that the assumption of sphericity was violated. For significant effects, we report the
corresponding effect size, commonly accepted in statistics literature [61, 242].
For the behavioral measures during walking, we analyzed both paths (i.e., from A to B and vice
versa). The results reported are for path B to A unless we observed differences between the results
of each path.
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Figure 4.7: Proxemics and locomotion results: (a) Passing Distance, (b) Walking Speed, (c)
Head Rotations, (d) Trajectory Length, and (e) Observation Ratio. Statistical significance: ***
(p<0.001), ** (p<0.01), * (p<0.05).
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4.4.1.1

Passing Distance

Figure 4.7(a) shows the passing distances when walking with and without the AR dog on the
walkway in the different conditions. We found a significant difference between walking with an
AR dog and walking alone in terms of the passing distance that participants maintained from the
confederate standing on the walkway, F (1, 58) = 23.52, p < 0.001, η 2 = 0.19. This indicates that
the AR dog influenced participants’ proxemics behavior in the sense that they allocated space for
their AR dog. Moreover, this effect was independent of the experimental condition. We found
overall similar behavior and no significant differences in passing distance between groups CX,A
and CX,U , F (1, 28) = 0.0003, p = 0.98, and groups CA,X and CU,X , F (1, 28) = 0.86, p = 0.36.
This implies that the social presence of the AR dog was the dominating effect, which dwarfed any
effects related to the dog’s awareness or the confederate’s awareness.

4.4.1.2

Walking Speed

Figure 4.7(b) shows the walking speed when walking with or without the AR dog on the walkway
in the different conditions. When comparing participants’ walking speed alone and with the dog,
we found a significant difference, F (1, 58) = 70.17, p < 0.001, η 2 = 0.23 indicating that participants slowed down when walking with their AR dog. Similar to the effect on clearance distance,
this effect on walking speed was largely independent of the condition. We found no significant differences in walking speed between groups CX,A and CX,U , F (1, 28) = 0.73, p = 0.39, and groups
CA,X and CU,X , F (1, 28) = 0.079, p = 0.78.
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4.4.1.3

Head Rotations

Figure 4.7(c) shows the amount of head rotations performed by participants when walking with or
without the AR dog on the walkway in the different conditions. We compared participants’ head
rotations alone and with the AR dog, and we found a significant difference, F (1, 58) = 45.38,
p < 0.001, η 2 = 0.6 indicating that participants turned their head more with their AR dog, e.g.,
looking back and forth between the dog and the environment, than when they were alone. We
found no significant differences in head rotations between groups CX,A and CX,U , F (1, 28) = 0.58,
p = 0.45, and groups CA,X and CU,X , F (1, 28) = 1.09, p = 0.31.

4.4.1.4

Trajectory Length

We compared the length of the path taken by participants and found a significant difference between instances of walking alone and walking with the dog, F (1, 58) = 11.96, p = 0.002, η 2 =
0.23 indicating that participants walked a longer path in each direction when walking with the
dog. We found no significant differences in trajectory length between groups CX,A and CX,U ,
F (1, 28) = 2.08, p = 0.15, and groups CA,X and CU,X , F (1, 28) = 0.28, p = 0.6.

4.4.1.5

Observation Ratio

When participants were observing their animal from the walkway in Phase 3, we computed the
observation ratio of their AR dog and found significant differences for participants in groups CX,A
and CX,U , F (1, 28) = 6.09, p = 0.02, η 2 = 0.17 indicating that participants dwelled longer on the
aware dog that responded to the collision event. Figure 4.7 (e) illustrates this effect. We found no
significant differences between participants in groups CA,X and CU,X , F (1, 28) = 1.34, p = 0.26.
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4.4.2

AR Animal Perception in a Shared Space

The questionnaire responses for the within-subject factor of the AR dog’s awareness were analyzed
using Wilcoxon signed-rank tests at the 5% significance level. The results for the between-subject
factor of the confederate’s awareness were analyzed with Mann-Whitney U tests at the 5% significance level. We made exceptions to this procedure for those measures where the literature
suggested parametric tests. Box plots in Figure 4.8 are in Tukey style with whiskers extended to
cover the data points which are less than 1.5 × interquartile range (IQR) distance from 1st/3rd
quartile.

4.4.2.1

Co-Presence

We computed the scores for the Co-Presence questionnaire [28] in line with the literature as the
mean ratings of the 7 items for each participant (Cronbach’s α = 0.91).
We found a significant main effect of the AR dog’s awareness and behavior on Co-Presence between the participants in groups CX,A and CX,U , U = 55.00 , p = 0.019, r = 0.42, shown in
Figure 4.8(a), indicating that the dog’s responsiveness to the collision increased the level of CoPresence experienced.

4.4.2.2

Godspeed

We calculated the scores for the Godspeed questionnaire [27] by computing the mean ratings for
each category (Cronbach’s α = 0.9). We found a significant main effect for the AR dog’s awareness and behavior in the animalism category between the participants in groups CX,A and CX,U ,
F (1, 28) = 5.18, p = 0.03, η 2 = 0.15 shown in Figure 4.8(b), indicating a higher associated ani-
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malism in the conditions where the AR dog was aware of and responded to the collision with the
confederate.

4.4.2.3

Perceived Physicality

To calculate the results for the Perceived Physicality questionnaire shown in Table 4.1, we computed the mean for all ratings for each participant (Cronbach’s α = 0.71). We found a significant
main effect for the AR dog’s awareness and behavior for Perceived Physicality between the participants in groups CX,A and CX,U , U = 57.00, p = 0.02, r = 0.41, shown in Figure 4.8(c), indicating
that the AR dog’s reaction to the collision with the (physical) confederate increased their perception of the dog as a physical entity. Specifically, between groups CX,A and CX,U , we found a
significant effect for this factor for item PH4, U = 48.00, p = 0.007, r = 0.48, and a trend for item
PH3, U = 67.5, p = 0.058, r = 0.33, suggesting that the participants attributed the differences in
reactive behavior of the AR dog to it being unaware of its physical surroundings and/or themselves.

4.4.2.4

Affective Attraction

To calculate the results for the Affective Attraction questionnaire [105], we computed the mean
ratings for each participant (Cronbach’s α = 0.8). We found a significant main effect for the AR
dog’s awareness and behavior on ratings of affect between the participants in groups CX,A and
CX,U , U = 123.5, p = 0.043, r = 0.39, shown in Figure 4.8(d), indicating that lower affect was
perceived when the AR dog was aware of the collision with the confederate’s foot and reacted to
it.
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Figure 4.8: AR animal and confederate perception results: (a) Co-Presence, (b) Godspeed Animalism category, (c) Perceived Physicality, and (d) Affective Attraction. Statistical significance:
** (p<0.01), * (p<0.05).

4.4.3

Qualitative Feedback

We logged whether or not participants addressed their dog by its name during the play session
(Phase 2) and the different ways they called their dogs towards themselves on the walkway during
Phase 5. Table 4.3 shows the personalized names participants gave their AR dogs and their choices
in terms of the dog’s appearance.
In Phase 2, 2 out of 15 participants called their dogs with their name more than ten times, 4 used
their name a few times, and 10 never used their name. 7 participants used their dogs’ name in
Phase 5 while the remaining 8 used more general terms such as “Come here!” Also, amongst our
participants, we observed that 3 of them regularly used encouraging words such as “Good Boy!”
when interacting with their dog during this phase. We did not find any significant correlations
between participants pet/dog ownership and how they addressed their AR dog.
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AR dog (a)
Beans
Benzy
Bolt One
Icey
Marlo
Rui

AR dog (b)
Patrick
Samson
Simba
Smoke

AR dog (c)
Max
Rockey
Rover

AR dog (d)
Apollo
Tom

Table 4.3: Different dog names chosen by participants based on the designs in Figure 4.1.
At the end of the experiment, we asked our participants in a short interview session about their
thought process during the walking tasks when walking alone and when walking with their AR
dog. For the walking alone sessions, the majority of the participants mentioned that they thought
of leaving enough space so they would not hit the participant. Interestingly their strategies were
more diverse when walking with the dog as it was a more novel interaction for them. When asked
about their chosen walking path with the dog, their rationale were either, (a) that they gave enough
space so it wouldn’t bump into things, or (b) they became aware of the fact that maybe they should
allocate more space for the dog in the future walks and adjust their future behavior even more than
they already had after one walk with the dog. There were a few exceptions, such as one participant
that mentioned that she did not need to make any adjustments as she had already allocated enough
space. Surprisingly one participant noted that she started thinking about her path choices while she
was walking alone the first time around and mentioned, “I thought that maybe I should give more
space as I’m going to walk with the dog next”.
When asked about whether or not they felt they have to look back at the dog or not, for those who
looked back a lot, the main reason was “to make sure the dog is following” or “is not left behind”.
The topic of trust was also raised for three of our participants as one mentioned that the reason
she didn’t look back was due to the dog’s interactive behavior even when she was just observing
it which resulted in a higher sense of trust. Completely opposite to this comment, another person
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noted that he looked back more often due to his lack of trust as the dog was unaware and walked
over. Another participant mentioned that she didn’t know if she should go back and get it if it
stopped which resulted in multiple checks on her dog. Another person noted that his reason for
looking back was to check for further interactions between the dog and the confederate.

4.5

Discussion

In the experiment described here, we observed that an AR dog that exhibits awareness (i.e., is
aware of another person during a collision event and reacts appropriately) impacted participants’
perceptions of both the AR dog and the other person. We also observed that, regardless of the
condition, whether or not the AR dog was present significantly changed participants’ proxemics
behaviors during a locomotion task in a shared space. In this section we discuss each of these
findings in more detail.

4.5.1

Effect of an AR Dog on Proxemics and Locomotion Behavior

The main finding from our analysis of the behavioral measures collected from participants is that
the presence of the AR dog significantly changed how participants moved and oriented themselves
compared to a baseline condition when they were alone. This effect was observed even though
participants were being observed by another person, regardless of whether or not that other person
showed any awareness of the AR dog. This suggests that the impact of the AR dog being present
was strong enough that participants did not alter or restrain their behavior in front of another
person, in some cases even still verbally encouraging the dog to move.
Participants’ passing distance, walking speed, head rotations, and trajectory length showed significant differences when walking with the AR dog as compared to walking alone, supporting our
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hypothesis H1. This indicates that the interaction with the AR dog, regardless of the dog’s level
of awareness of others, was still strong enough to invoke a significant change in behavior. Participants allocated additional space for the dog when walking with it, apparent both through increases
in their passing distances and trajectory lengths and in their qualitative responses presented in Section 4.4.3. Although we did not measure for factors such as attachment or sense of ownership that
might result in more attentive behavior, we found it interesting that participants decreased their
walking speed and frequently rotated their heads to visually check on their AR dog—possibly an
indication of indirect measures of attention as has been explored by other researchers who used
head orientation and gaze as a proxy for focus of attention in different contexts [168, 256]. It
is important to note that these behaviors, sometimes even more pronounced, seemed to persist,
as mentioned in Section 4.4.3, specifically with respect to passing distances, despite the possible
expectation that the reduced novelty of the interaction might diminish the effect on participants’
behavior.
We found a significant difference in the observation ratio of the AR dog, depending on whether
or not the dog displayed awareness of the collision event. This indicates that the observation of
the dog’s awareness during the collision contributed to a higher level of attentiveness from the
participants, supporting part of our hypothesis H2-I. We did not find significant differences for
the remaining measures with respect to the AR dog’s awareness, and also found no significant
differences with respect to the awareness and wearing of AR glasses of the confederate, to support
the remaining aspects of our hypotheses H2-I and H2-II. We do acknowledge that the lack of
significance here is not indicative of lack of importance of the awareness levels of the confederate
and the AR dog and a larger sample size will be required to understand how awareness of each
entity can impact proxemics and locomotion behavior. The short duration of the interaction with
the dog may also have had an effect on the level of attachment and ownership experienced by
participants, resulting in less significant behavioral changes. This is in line with some of the
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findings of Weiss et al., comparing child and adult behaviors during a free exploration session
with a robotic dog in which they concluded that a short interaction interval may not be sufficient
to form an emotional attachment [263]. Also, a longer or more malicious interaction with the
confederate, e.g., multiple or repeated collision events, could have resulted in more significant
changes in participants’ behavior.

4.5.2

Effect of an AR Dog’s Awareness on Participant Perception

The overarching finding from our subjective measures emphasizes the impactfulness of the AR
dog’s awareness and behavioral realism, as well as the role that other people can play in a AR
space—even if they may not appear to be aware of or experiencing any of the AR aspects of that
shared space.
In the results from the Co-Presence questionnaire [28], we found that interaction with and observation of the aware AR dog (which reacted to the collision with the other person by falling over
and whining), increased the sense of co-presence experienced by the participants, supporting our
hypothesis H3. This was observed despite the fact that the dog’s awareness of the other person was
demonstrated through only a very brief interaction (a few seconds) which the participant only passively observed. This finding supports the notion that virtual entities can affect human perception
and behavior [229], and is in line with previous research indicating that behaviors of virtual humans which suggest that they can affect or be affected by the physical world invoke a higher sense
of co-presence or social presence (i.e., “awareness of the co-presence of another being” [35]) for
users interacting with them. For example, work by Kim et al. in which a virtual human was correctly occluded when sitting behind a table [125] or was aware of a physical blowing fan [126],
or Lee et al.’s findings on the impact of a virtual human’s ability to move physical objects [147].
We also observed that our participants associated a higher degree of Animalism to the aware and
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responsive AR dog compared to the unaware one, supporting our hypothesis H4. This is interesting, in part, due to the fact that having a degree of awareness is described as one of the qualities
of a sentient being [47, 48], and the Animalism questionnaire (i.e., an adjusted category of the
Godspeed questionnaire [27]) includes questions that aim for measuring sentience.
Research has shown that people’s behavior in a virtual environment can be similar to real life when
one experiences the “sense of being there” in the virtual environment and perceives the illusion of
“that what is apparently happening is really happening” [235]; likewise, virtual experiences can
impact one’s perception and behavior in the real world. In line with this idea, we observed that
participants associated a lower affect score to the confederate who walked over the aware AR
dog, regardless of the awareness level of that confederate, supporting our hypothesis H5-I. This
suggests that the dog’s awareness, which emphasized the unpleasantness of the event (i.e., by
falling over and whining), impacted how participants perceived the other person. However, we
did not find significant differences in this regard between the confederate who showed awareness
of the AR dog and the one who did not, to support our hypothesis H5-II. We think that the short
duration of the confederate-AR dog interaction might have been a contributing factor for this lack
of significance. Also, a longer interaction between the AR dog and the participant (i.e., the AR
dog’s owner) could help establish a sense of attachment or ownership, which has been shown to
impact owners’ emotions and behaviors with respect to their real pets [278]. This heightened sense
of ownership may be required to understand how other people’s interactions with one’s own AR
animal affect its perception.
We found significant differences in responses to the Perceived Physicality questionnaire supporting our hypothesis H3, indicating that an AR dog that is aware of, and shows a realistic response
to, the collision with the other person is perceived as more physical, more aware of its environment (significance in PH4 data), and seems more aware of its owner (trend in PH3 data). These
findings are interesting because even though the only behavioral difference between the aware and
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unaware AR dog was during the brief collision event, i.e., the dog was otherwise programmed to
be equally attentive to the participant, that single event, which was initiated by another person,
may have affected not only the dog’s perceived awareness of the environment but to some degree
the perceived awareness of the participant as well.
These results support the idea that the introduction of another person to an AR experience or
interaction can reinforce or redirect one’s perception of that experience, introducing new future
research questions. For example, in the context of human-AR companion animal relationships, a
high level of experienced co-presence due to an AR animal’s realistic (aware) behavior, e.g., when
getting walked on in a busy street, might actually have potentially negative or distressing effects
on the owner. This suggests that in certain contexts, a higher degree of co-presence, physicality,
etc. might not necessarily be the best technological realization for such AR companions.

4.6

Conclusion

In this chapter, we presented a human-subject study to investigate the impacts of the presence of
an AR dog on participants’ proxemics and locomotion behavior as well as their perception of the
dog in a shared environment with other people. The study comprised different phases in which
participants personalized their AR dog, interacted with it, witnessed a collision event between the
AR dog and another person, and then performed a locomotion task both without, and finally with,
their dog. We varied the AR dog’s awareness of another person and the other person’s awareness
of the dog, while walking over and colliding with it. We found that walking with the AR dog
invoked a different walking behavior compared to walking alone when there was a by-stander
(e.g., the confederate in our study), and the dog’s awareness of and reactive behavior with other
people positively impacted the participants’ level of perceived Co-Presence, Perceived Physicality,
and Animalism of the AR dog.
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In the future, we plan to explore different aspects of interactions between real humans and virtual
animals, beyond the AR dog used in this study. The influence of a longer duration interactions
and a more task oriented AR animal should be considered and researched with respect to human
perception and behavior. As AR research converges with other technology fields, such as artificial intelligence (AI) and the Internet of Things (IoT), AR animals could become increasingly
interactive with and responsive to the surrounding physical environment. We will also look for
opportunities to understand how such physically interactive behavior of AR animals can influence
the user’s perception and extend the ability to control the environment.
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CHAPTER 5: VIRTUAL DOGS AS SOCIAL SUPPORT FIGURES

This chapter presents a human-subjects user study exploring two aspects of the Human Effects
category presented in Chapter 1, namely the Physical and Mental Effects, where the influences of
interactions with virtual dogs as support figures are evaluated. Inspired by previous HDI and social
support literature, we compare the influence of virtual dogs as support figures and compare it to a
virtual human and a no support figure condition, only focusing on the Visual Representation aspect
of the five Research Considerations identified in our systematic literature review [189].
The thesis statement supported by this chapter are as follows:

• [TS1] Entity-Self: The presence of a virtual dog with dog-like behaviors can induce subjective changes within real human interactants, including:
– [TS1.2] Increased levels of perceived support in front of the virtual dog

This chapter largely incorporates a manuscript that is submitted for publication at the time of this
dissertation publication: “The Advantages of Virtual Dogs Over Virtual People: Using Augmented
Reality to Provide Social Support in Stressful Situations,” authored by Nahal Norouzi, Kangsoo
Kim, Gerd Bruder, Jeremy Bailenson, Pamela Wisniewski, and Greg Welch.

5.1

Overview

While real humans and animals [9, 46, 60, 88] have been identified as important sources of social
support, it is less clear whether virtual humans and animals might afford the same benefits. Understanding the potential of virtual counterparts becomes more important, specially when no real
alternatives (i.e., no support figure) are available. A few studies in virtual reality (VR) have looked
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at the potential of virtual humans in the provision of support [86, 112, 135]; yet, to our knowledge, no studies have compared the effectiveness of both virtual humans and virtual animals as
social support figures in general, and more specifically, through the AR paradigm that offers the
3D in-situ integration of virtual support figures in the user’s physical environment.
As such, we pose the following high-level research questions aimed to assess the effectiveness of a
virtual human and a virtual dog in the absence of real support in the context of outcomes commonly
associated with reception of social support, such as reduced stress, and better performance.

• RQ1: Can virtual dogs in AR provide effective social support?
• RQ2: Can virtual dogs provide better social support than virtual humans in AR?

The findings of this chapter support TS1, as our participants evaluated the virtual dog support figure
more positively than the virtual human and no support figure conditions and showed a stronger
preference towards this condition than the virtual human support figure. A qualitative analysis of
our participants’ post-study interview data is aligned with these findings as it revealed that a virtual
support figures’ non-judgemental nature might be an important characteristic for its effectiveness,
which corresponds to previous findings on real support figures [9, 88, 206]. This characteristic can
affect how comfortable a person is with their support figure as in our study, several participants
attributed their increased comfort with the virtual dog due to its lack of judgment.

5.2

Experiment

In this section, we describe the experiment we conducted to study the influence of the presence
and absence of different virtual support figures on participants’ performance as well as subjective
and physiological stress.
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5.2.1

Participants

We recruited 33 university-affiliated individuals (8 female, 25 male, age: M = 24.45, SD = 4.36) to
participate in our study. Our experimental protocol was approved by the institutional review board
of our university, and all participants were compensated directly after the study. All participants
indicated that they had no phobia of dogs or generally disliked dogs before taking part in the
study. Using a 7-point Likert scale (1 = no familiarity/novice, 7 = high familiarity/expert), we asked
our participants to rate their familiarity and expertise with computers (M = 5.82), virtual reality
(M = 5.03), augmented reality (M = 4.76), virtual humans/avatars/agents (M = 4.57), and virtual
animals (M = 3.48). Eleven participants (33%) were pet owners and 15 participants indicated that
they had played games, which included animals/pets in companion and enemy roles. We also
assessed our participants’ attitudes towards pets using the Pet Attitude Scale questionnaire [248]
from the scale of 1 (low favorable attitude towards pets) to 7 (high favorable attitude towards pets)
with an overall reasonably favorable attitude towards pets (M = 5.43).

5.2.2

Material

In this section, we present our implementation of the virtual support figures and the design choices
for our experimental task and space.

5.2.2.1

Support Figure Implementation

In our experiment, a virtual dog and a female virtual human were chosen as the virtual support
figures. The virtual dog was a purchased 3D character from the Unity Asset Store1 , which is
1

https://assetstore.unity.com/packages/3d/characters/animals/
dog-beagle-70832
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rigged and animated. The normal vectors in the original model were slightly adjusted to smooth
out some of the edges on the virtual dog. The virtual human 3D character was modeled, rigged,
and animated using Blender and AutoDesk Maya. The Unity Engine version 2018.3.14f1 was
used to program the behavior of the two virtual support figures and the general control of the
experiment, such as information logging, timing, and start/stop prompts on an optical see-through
head-mounted display (HMD), Microsoft HoloLens 1 (frame rate: 60 Hz, field of view: 30 ◦ ×17 ◦ ,
and resolution: 1268 × 720 per eye [17, 174]). The baseline and random expressions of the virtual
support figures were set to be positive and calming. This choice was inspired by findings from
work by Christendeld et. al. [60] where real humans with positive expressions were deemed more
supportive than those with neutral expressions. We applied this finding to the behaviors of both
virtual support figures for a more equivalent design, while aiming for behaviors that are natural for
each entity. The baseline expressions of the virtual support figures were set to be slightly smiling.
Additionally, throughout the experiment, every 12 seconds, the virtual human would either randomly increase its smile (i.e., eyebrows and lips gradually moving upward; the value for the corresponding blendshape increased from 30 to 60) or nod, and the virtual dog would randomly increase
its smile (i.e., lips gradually moving upward and eyes moving downward; the value for the corresponding blendshape increased from 40 to 80) or tilt its head. The change in blendshape values
were chosen based on pilot testing to ensure that the resulting facial expressions are not exaggerated. We chose these behaviors for the virtual dog as they can convey positivity. For instance,
the perceived smiling behavior of dogs [262] is exhibited by changes in the shape of their mouth
and eyes indicating their relaxed state [18]. Similarly, a head tilt can indicate a dog’s curiosity or
interest, its attempt to enhance its visual perspective or sound localization, and has been shown to
enhances humans’ perceptions of dog’s cuteness [10, 63, 92, 156]. However, these behaviors may
have been viewed differently than we intended which we discuss in Section 5.4.3.
Overall, the behaviors of our virtual support figures are less interactive than behaviors such as
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a virtual human clapping or a virtual dog playing. This choice was inspired by previous social
support literature that utilized setups where, similar to ours, the support figures were present during
the study tasks [60, 88] to attenuate any potential distraction brought about by the support figures
while maintaining their positivity. To ensure that participants can view both support figures in
their field of view while looking straight ahead (i.e., similar physical demand), we decided to
place the virtual dog higher on several books and a chair. This choice allowed us to maintain the
size of the virtual dog similar to a real dog of its breed (i.e., a beagle). This choice introduces
the potential of the virtual dog being perceived as anthropomorphic, which we further discuss in
Section 5.4.3. The final state of these expressions and their behaviors are shown in Figure 5.1.
A graphics workstation with the specifications of Intel Xeon 2.4 GHz processors comprising 16
cores, 32 GB of main memory and two Nvidia Geforce GTX 980 Ti graphics cards was used
for controlling the stimuli presented to the participants. An additional laptop was used by the
participants to answer the questionnaires.

5.2.2.2

Experimental Task and Setup

To create a stressful environment for our participants, we incorporated experimental settings similar to the previous social support studies presented in Section 2.1.1, e.g., the Trier Social Stress
Test [133]. Serial Subtraction by Seven was chosen as the stressful task, which has been shown to
induce stress and increase heart rate [216]. Three numbers, 2178, 4895, and 5487, were randomly
chosen as starting numbers for the serial subtraction task. The experimenter wore a lab coat before
the start of the first condition and told the participants that she would be judging their performance.
Also, as illustrated in Figure 5.2, two cameras, pointed at the participants, were placed in the room.
A microphone was placed in front of them and slightly to their right. The experimenter would turn
these devices on in front of the participants before the start of the first session and sit at a 152 cm by
76 cm desk across from them and slightly to their right. The experimenter kept a neutral expression
85

(a) Baseline

(b) Tilt Head

(c) Smile

(d) Baseline

(e) Nod Head

(f) Smile

Figure 5.1: Screenshots showing the (left column) baseline expressions and (right columns) behaviors of the virtual support (top) dog and (bottom) human, which were defined to be slightly
positive/supportive.

throughout the task and looked at the participants while pretending to type on a laptop in front of
her. Participants wore a TICKR FIT heart rate monitor on the forearm of their non-dominant hand
throughout the experiment, and their heart rate was collected through the Wahoo app, which was
synchronized with this tracker2 .
2

https://www.wahoofitness.com/devices/heart-rate-monitors/
tickr-fit-optical-heart-rate-monitor
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Figure 5.2: Annotated photo of our physical setup, showing a participant in the experiment as well
as the experimenter in the lab coat, judging the performance of the participant.

5.2.3

Method

We chose a within-subjects design with one factor (three levels) for our study where the conditions
were (see Figure 5.3):

• Virtual Dog Support Figure (Dog)
• Virtual Human Support Figure (Human)
• No Support Figure (None)

The choices for our independent variables were influenced by the goal to replicate virtual counterparts of the human and dog support figures tested in previous social support studies [9, 206] with
the exception that in our study the virtual support figures are strangers to the participants. The three
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conditions and the three numbers chosen for the experimental task were randomized to account for
order effects and to ensure that different conditions are tested with the different start numbers in
the mental arithmetic task. In our experiment, the effects of the panel member was held constant
as she was present in all three conditions.

5.2.3.1

Procedure

Participants were accompanied to the lab area and were given the consent form. After giving their
informed consent, they were guided to the experimental space shown in Figure 5.2. They were
asked to answer questionnaires to assess their familiarity with technology. Participants were given
instructions on the mental arithmetic task, which consisted of serial subtractions by seven from

(a) Virtual Dog

(b) Virtual Human

(c) No Support

Figure 5.3: Participants’ view while completing a stressful mental arithmetic task in the presence
of an experimenter (panel member) in a lab coat as well as a support figure: (a) virtual dog, (b)
virtual human, or (c) no support figure.
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one of the three 4-digit numbers (2178, 4895, and 5487), which were randomly chosen for each
condition. They were asked to vocalize the numbers, speak loudly, not to close their eyes during
the task, and to keep their attention forward to keep both the experimenter and the area where the
virtual support figures would be placed in their field of view. Participants were asked to confirm
that they can see the all of the virtual dog sitting on the books and the virtual human from the torso
up while they were looking straight ahead. Participants were told that their performance will be
judged by the experimenter and to keep both speed (i.e., doing more subtractions during the threeminute task) and accuracy of subtractions as measures for their performance. The experimenter
placed a heart rate monitor on the participant’s forearm and asked them to keep their arm still either
on the armrest or the desk and not move the chair during the experimental sessions.
Before experiencing the actual study conditions, participants spent five consecutive 1-minute sessions getting familiar with the idea of the task by doing serial subtractions by three from a set of
randomly ordered pre-chosen 4-digit numbers (1351, 2266, 3689, 5773, and 6512). The experimenter notified participants of the end of each minute during the practice session and left the room.
After the familiarization phase, participants spent 5 minutes alone watching a relaxing video3 .
Afterward, the experimenter came back to the room, started the recording on the two cameras and
the microphone, and the participants wore the Microsoft HoloLens 1. After ensuring that participants were ready, the experimenter started with one of the randomly assigned conditions—either
the virtual dog, the virtual human, or no support figure. Then, participants answered a few questions on the laptop regarding stress, anxiety, and perceived difficulty. Afterward, participants performed the serial subtractions task for three minutes per condition as described in Section 5.2.2.2.
If participants forgot a number and could not continue, the experimenter would repeat their last
response. After the end of each condition, participants first answered a few questions about stress,
3

https://www.youtube.com/watch?v=r3fE6FQT82s
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anxiety, and perceived difficulty with the HoloLens on. Then, they took the HoloLens off and answered several questionnaires assessing their attitude towards the support figure and their perceived
stress. This procedure was repeated for all three conditions. After the last condition, participants
took part in a short interview. Then, the experiment ended with providing monetary compensation
to the participants.

5.2.3.2

Hypotheses

Our hypotheses were based on the findings from previous social support studies [9, 26, 60, 88,
206], suggesting that pets or entities that do not have an evaluative/judgmental nature but exhibit
supportive behavior can decrease heart rate, improve performance due to not inducing feelings of
evaluation apprehension, and positively influence subjective evaluations, such as perceived stress
levels or task difficulty. Our hypotheses for this study are as follows:

H1 Participants will exhibit better performance in terms of a higher (a) number of subtractions
and (b) accuracy rate in front of the virtual dog compared to either being alone or in front of
the virtual human.
H2 Participants’ heart rates will increase either without the support figure or with the virtual
human, but they will remain more stable in the presence of the virtual dog support figure.
H3 Participants will (a) experience higher levels of perceived support, (b) have a higher preference, and (c) deem the task as less difficult in front of the virtual dog compared to either
being alone or in front of the virtual human.
H4 Participants will assess their (a) stress and (b) anxiety levels as lower in front of the virtual
dog compared to either being alone or in front of the virtual human.
90

5.2.3.3

Measures

In this section, we describe the objective and subjective measures used to test our hypotheses.

5.2.3.3.1

Objective

To assess the influence of the type and presence of different support figures, we collected participants’ heart rate data (bpm) and assessed their task performance based on the number of subtractions and accuracy rate during the mental subtractions task.

• Performance (H1): To assess participants performance, we utilized two approaches adapted
from related measures introduced by Allen et al. [9], which are in line with our serial subtraction task instructions given to our participants (see Section 5.2.3.1). Although the two
approaches are related, we decided to utilize both as previous research suggested that they
do not necessarily follow the same pattern [9].
1. We used number of subtractions, as the total subtractions completed within the threeminute duration of the task per the instruction of keeping speed (i.e., doing more subtractions) as a performance factor.
2. We used accuracy rate, as the amount of correct subtractions divided by the total number of subtractions during the three-minute task per the instruction of keeping accuracy
of subtractions as a performance factor.

• Mean Heart Rate (H2): From the physiological sensor data, we computed the mean heart
rate of the last 3 minutes of the relaxing period and the 3-minute task time for each of the
conditions (following a similar approach by Fontana et al. [88]).
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5.2.3.3.2

Subjective

To assess our participants’ subjective perception of the support figures and the task at hand we
utilized the following questionnaires.

• Support Figure Evaluation (H3): We made adjustments to a validated questionnaires by
Gee et al. [90] for assessing participants’ evaluation of the support figures (a real dog in their
experiment) in the different conditions, which consists of multiple questions using a 7-point
Likert scale (1 = Strongly disagree, 7 = Strongly agree). The adjusted questionnaire focuses
on factors, such as perceived comfort and likeability of support figure which can influence
the quality of received support [113, 120, 247]. Table 5.1 shows these questions.
• Perceived Difficulty (H3): To assess how difficult the task is going to be or has been for
our participants, we presented them with two 7-point Likert scale (1 = Strongly disagree,
7 = Strongly agree) statements and asked for their rating exactly before and after each condition. The statements were: (a) “I think the task will be challenging.”, and (b) “I think the
task was challenging.”
• Preference (H3): After participants had experienced all three conditions, we asked them to
choose their most and least preferred conditions based on how comfortable they felt.
ID

Question

SFE1
SFE2
SFE3 (-)
SFE4

I was completely comfortable with the virtual animal/virtual human/being alone.
I really liked the virtual animal/virtual human/being alone.
The virtual animal/virtual human/being alone made me uncomfortable.
I felt more relaxed when the virtual animal/virtual human/nobody was present.

Table 5.1: Perceived Support questionnaire. Answers are reversed for the negative item (marked
with “-”).
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• Perceived Stress and Anxiety (H4): To assess participants perception of their stress and
anxiety we utilized two single-item questions.
We asked our participants to answer two questions about their stress and anxiety levels right
before and right after each condition using a 7-point Likert scale. These questions were: (a)
“How stressed are you at this moment?” (1 = Not stressed at all, 7 = Very stressed), (b) “How
anxious are you at this moment?” (1 = Not anxious at all, 7 = Very anxious).
• Post-Study Interview: Participants took part in an interview session after completing all
three conditions and questionnaires. The purpose of the interview was to better understand
their experience with the different support figures. Specifically, they were asked to describe
their experience in terms of their stress levels, performance, and distraction with regards
to the different support figures. Stress and performance were chosen as they are generally
representative of our subjective and objective measures, potentially leading to a better understanding of their performance and subjective response to our questionnaires. Distraction
was chosen as it could provide us with insights with regards to the design of virtual support
figures in the future.

5.3

Results

We followed a mixed-methods data analysis approach for our quantitative and qualitative data.
Overall, three participants (2 males, 1 female) were removed from our mixed-methods analysis
due to issues with recordings of heart rate data or questionnaire data in one of their sessions. We
used repeated measures ANOVAs for the analysis of both of our subjective and objective quantitative results in line with the ongoing discussion in the field of psychology indicating that parametric
statistics can be a valid and informative method for the analysis of combined experimental questionnaire scales [134, 138], with a few exceptions relying on a non-parametric Friedman test when
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Shapiro–Wilk test and Q-Q plots rejected the normality of the data. In cases were sphericity was
not assumed using Mauchly’s test, Greenhouse-Geisser corrections were applied. We used paired
samples t-tests and Wilcoxon signed rank tests for the pairwise comparisons. Table 5.3 summarizes
all of our significant and non-significant findings.
To analyze our post-study interview questions, we utilized a thematic analysis [44] approach to
better understand our participants’ perceptions and preferences in relation to the different support
figures. The qualitative analysis is the result of the collaborative effort of the first and last two coauthors. Following the phases of thematic analysis, after the data familiarization phase, we created
codes for the various ideas presented in the data and through an iterative process these codes were
conceptually grouped together to represent themes. A priori hypotheses were not used during
the thematic analysis process allowing for the themes to emerge in an inductive way. Table 5.2
represents our themes and codes. We identified three major themes, which include participants’
perception of comfort and support figure judgement, interactivity, and influence on concentration.
In our results, we present illustrative quotes to further unpack these themes.
Themes

Code: Definition

Virtual dogs are perceived as more
supportive than virtual humans

Comfort: virtual support figure’s influence on increasing or decreasing comfort
Stress: virtual support figure’s influence on reducing or inducing stress
Judgement: virtual support figure’s influence on inducing or taking away perceptions of
being judged
Smiling/Nodding: virtual support figure’s expressions being explicitly discussed.
Interactivity: virtual support figure’s expressions being noticed in a general way.
Stagnant: virtual support figure’s expression being missed or forgotten.
Distraction: virtual support figure’s influence on distraction.
Focal/Focus Point: virtual support figure’s influence on concentration.
Empty Space: virtual support figure’s influence in relation to no support figure.

Virtual people are perceived as more
interactive than virtual dogs
Virtual humans may be perceived as slightly
more distracting than virtual dogs

Table 5.2: Thematic Analysis Codebook.
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Measures

Main Effect

Pair-Wise Comparison

Performance:
# of Subtractions
Performance:
Accuracy Rate
∆ Heart Rate
Support Figure
Evaluation

χ2 = 5.33, p = 0.07

—

χ2 = 2.23, p = 0.32

—

F (2, 18.65) = 2.08, p = 0.13, ηp2 = 0.07
F (1.55, 13.73) = 4.84, p = 0.019, ηp2 = 0.14

—

Preference

χ2 = 6.67, p = 0.04

Dog vs. None: t(29) = −2.58, p = 0.015, d = 0.55
Dog vs. Human: t(29) = −3.41, p = 0.002, d = 0.84
Dog vs. None: W = 163.50, Z = −1.54, p = 0.12, r = 0.28
Dog vs.
r = 0.45

Perceived Difficulty
(pre-post)

—

Perceived Anxiety
(pre-post)

—

Perceived Stress
(pre-post)

—

Human: W = 115.50, Z = −2.49, p = 0.013,

None: W = 100.00, Z = −0.89, p = 0.37, r = 0.16
Human: W = 26.00, Z = −2.05, p = 0.040, r = 0.37
Dog: W = 110.00, Z = −0.20, p = 0.84, r = 0.03
None: W = 63.00, Z = −2.44, p = 0.02, r = 0.44
Human: W = 25.00, Z = −2.69, p = 0.02, r = 0.49
Dog: W = 48.00, Z = −1.72, p = 0.06, r = 0.31
None: W = 5.00, Z = −3.91, p < 0.001, r = 0.71
Human: W = 12, Z = −3.67, p < 0.001, r = 0.67
Dog: W = 37.50, Z = −2.76, p = 0.006, r = 0.50

Table 5.3: Summary of significant and non-significant results.
5.3.1

Objective Measures

Table 5.4 summarizes the means/medians and standard deviations of our objective results for the
three conditions. Medians were reported for measures with data deviating from normality.
Measures
# of Subtractions (~)
Accuracy Rate (~)
Heart Rate

Timing
During
During
Pre
During

None
38.00 (16.53)
91.67 (10.40)
72.06 (9.46)
76.18 (8.82)

Human
37.50 (16.08)
94.10 (9.28)
72.56 (9.65)
75.36 (8.93)

Dog
38.50 (14.73)
93.42 (9.98)
73.76 (10.26)
76.45 (8.94)

Table 5.4: Summary of the means/medians (standard deviations) for the objective measures for the
three conditions. Medians were reported for measures with data deviating from normality and are
marked with ”(~)” next to appropriate measures. The term during indicates measures collected
while the task was happening, while the terms pre and post are indicative of measures collected
before and after the mental arithmetic task.
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5.3.1.0.1

Performance (H1): Number of Subtractions & Accuracy Rate

We did not find significant differences for neither of our performance measures (see Table 5.3).
These findings suggest that participants’ performance were not different across the three conditions; however slightly higher median values (i.e., higher number of subtractions) were observed
in the Dog condition.

5.3.1.0.2

Mean Heart Rate (H2)

Figure 5.4(a) shows the mean heart rate values of all participants for the three minutes of relaxation
period before the task and mean heart rate values for the three minutes during the task for each condition. As a manipulation check for our study setup, we compared participants’ heart rate between
each condition and the last three minutes of its relaxing period. We found significant differences
for all three conditions, None, t(29) = −5.79, p < 0.001, d = 0.44, Human, t(29) = −4.00, d = 0.30,
p < 0.001, and Dog, t(29) = −3.64, p = 0.001, d = 0.28.
We calculated the change in heart rate between the relaxing period (i.e., the last three minutes) and
its condition and then normalized them, so that all values would be positive. We did not find a
significant main effect of support figure type on change in heart rate (see Table 5.3).
These findings indicate that participants’ heart rate did increase during the task suggesting the
potential impact of stress, but the presence or absence of the support figures did not impact participants’ heart rate.
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5.3.2

Subjective Measures

Table 5.5 summarizes the means/medians and standard deviations of our subjective results for the
three conditions. Medians were reported for measures with data deviating from normality.
Measures
Support Figure Evaluation
Preference (~)
Perceived Stress (~)
Perceived Anxiety (~)
Perceived Difficulty (~)

Timing
Post
Post
Pre
Post
Pre
Post
Pre
Post

None
5.07(1.34)
2.00 (0.79)
2.00 (1.16)
3.00 (1.68)
2.00 (1.24)
3.00 (1.84)
5.00 (1.61)
5.00 (1.66)

Human
4.79 (1.24)
1.00 (0.88)
2.00 (1.67)
3.00 (1.79)
2.00 (1.87)
3.00 (1.85)
4.00 (1.54)
4.50 (1.48)

Dog
5.72 (0.94)
2.00 (0.66)
2.00 (1.38)
2.50 (1.90)
2.00 (1.48)
2.50 (2.03)
5.00 (1.45)
5.00 (1.57)

Table 5.5: Summary of the means/medians (standard deviations) for the pre and post/during objective and subjective measures for the three conditions. Medians were reported for measures with
data deviating from normality and are marked with ”(~)” next to appropriate measures. The terms
pre and post are indicative of measures collected before and after the mental arithmetic task.

5.3.2.0.1

Support Figure Evaluation (H3)

We computed average scores for questions SFE1 to SFE4 (Cronbach α = 0.8) while reversing the
negative item (see Table 5.1). Figure 5.5(a) shows the differences in participants’ evaluations of
the support figures. We found a significant main effect of support figure type on how positively
participants evaluated the support figures (see Table 5.3). Pairwise comparisons indicated that
participants evaluated the virtual dog support figure more positively compared to the virtual human
or no support figure conditions.
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Figure 5.4: Box plots showing the pre and post results for (a) the mean heart rate values (in bpm)
for the three conditions over the last three minutes of pre task (i.e., relaxation period) and task
duration, (b) perceived stress, (c) the perceived anxiety, and (d) the perceived difficulty question.
Lower scores indicate, lower mean heart rate, less stress, less anxiety, and lower perception of
difficulty. Statistical significance: *** (p<0.001), ** (p<0.01), * (p<0.05).

5.3.2.0.2

Preference (H3)

Figure 5.5(b) shows participants’ preference scores for each support figure type. After the experiment, we asked our participants to choose the conditions they most and least preferred based on
how comfortable they felt in that condition. We ordered the three conditions based on their responses and gave a score of 3 to their most preferred condition, a score of 1 to their least preferred
one, and a score of 2 to the condition in the middle.
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Figure 5.5: Box plots showing the results for (a) the support figure evaluation questionnaire and
(b) preference. Higher scores are indicative of a more positive evaluation and higher preference
respectively. Statistical significance: ** (p<0.01), * (p<0.05).

Comparing these scores, we found a significant main effect of support figure on our participants’
preference (see Table 5.3). Pairwise comparisons indicated that participants significantly preferred
the virtual dog over the virtual human support figure; however no significant differences were
observed between the virtual dog and no support figure conditions (see Table 5.3).

5.3.2.0.3

Perceived Difficulty (H3)

Figure 5.4(d) shows participants perceived difficulty pre and post each condition. We compared
participants’ response to the perceived difficulty question pre and post each condition. Comparison of pre-post perceived difficulty scores indicated that participants perception of task’s level of
difficulty increased in the virtual human condition while no significant differences were observed
in the virtual dog and the no support figure conditions (see Table 5.3).
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5.3.2.0.4

Perceived Stress and Anxiety (H4)

Figures 5.4(b) and (c) show participants’ perceived stress and anxiety scores measured through
the single-item stress question, and anxiety question. Comparing participants’ responses to the
single-item perceived stress question, we found that participants’ perception of stress increased
across all conditions regardless of the support figure type (see Table 5.3). Comparing participants’
responses to the single-item perceived anxiety question, we found that participants’ perception of
anxiety significantly changed only in the virtual human and no support figure conditions with no
significant changes in the virtual dog condition (see Table 5.3).

5.3.3

Qualitative Results

In this section, we present the themes that we identified from the thematic analysis of our participants’ post-study interview responses. The percentages presented in this section are only indicative
of what our participants described, therefore we can only infer the absence of a given point and not
its opposite for the remaining participants for any percentages reported in the qualitative results.

5.3.3.0.1

Virtual Dogs are Perceived as More Supportive Than Virtual Humans

Overall, 63% of our participants mentioned that they appreciated the presence of one or both of
the support figures and indicated feeling less stressed and being more comfortable in front of them
(10 (33%) for Dog, 4 (13%) for Human, and 5 (17%) for both). In our qualitative analyses, we
noticed a relationship between participants’ perception of the support figures’ “judgmental nature”
and how comfortable they felt in their presence. Eight of our participants (27% of our participants)
mentioned that they felt they were being judged or watched by the virtual human, while they
mentioned the non-judgemental nature of the dog and thus a higher sense of comfort with it. The
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judgmental nature of the virtual human was often attributed to its human-like quality of being
able to watch and assess and not her visual features being perceived as judgemental. Participants’
perceptions that the dog was less judgmental than the human made them feel more comfortable
about trying more math problems, even if they made errors.

P21: “The person [virtual human] has still some level of perception so they can judge
... the animal wouldn’t perceive me any differently” P10: “the dog never judged even
if I paused”

In contrast, one participant that perceived the virtual human as non-judgmental and peer-like, felt
disconnected with the virtual dog. Also, we noticed that participants that felt more comfortable
with the virtual dog, usually associated this inclination to liking dogs or animals in general and a
few noted the virtual dog’s presence as being supportive.

P20: “I just like animals and they are peaceful”

On the other hand, the comfort brought about by the virtual human was mostly attributed to her
nodding behavior as participants felt like she is reassuring them about their performance.

P13: “I was more conscious of her [virtual human] approval”

Overall, most participants preferred the presence of the support figures compared to not having
any support figure, with the dog being perceived as more non-judgemental compared to the virtual
human.
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5.3.3.0.2

Virtual People are Perceived as More Interactive Than Virtual Dogs

Half of our participants (15 (50%) perceived the virtual human as more interactive than the virtual
dog. On the other hand, nine of our participants (30% of our participants) described the virtual
dog as less interactive and static. None of our participants made any comments about perceiving
the virtual dog’s head tilt/smiling as anthropomorphic, whereas they often mentioned the virtual
human’s behavior as being more engaging.

P30: “along with the fact that she was there, she was also nodding and smiling to like
kind of you know keep me going”

Interestingly, even though we designed the virtual human and dog to have the same level of interactivity every 12 seconds (see Section 5.2.2), some participants did not perceive the interactive
nature of the virtual dog.

P25: “... the dog kind of just being there ... the dog was kind of just a focal point”

We think the nodding behavior was perceived as more related to the participants’ task. As a result,
the virtual dog’s expressions might have gone unnoticed since it did not seem to be directly related
to the task at hand and merely positive.

5.3.3.0.3

Virtual Humans May be Perceived as Slightly more Distracting Than Virtual Dogs

Participants also mentioned being distracted by the support figures (4 (13%) Dog, 9 (30%) Human)
at times. Interestingly participants mentioned the virtual human’s nodding behavior as a source of
distraction. We think that as the nodding behavior can be perceived more as a response to the
participants’ task, there is a chance that it attracted their attention and potentially distracted them
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from the task. Although in high-stakes tasks distraction can have negative consequences, one of
our participants perceived the distraction in a more positive light:

P30: “When the dog started its action I smiled ... I don’t think that’s necessarily like a
bad thing ... you’re doing a task and seeing something like that makes you like happy
I guess and it would allow you to be more relaxed and think a little more clear”

Three participants (10% of our participants) perceived the support figures as focus points, helping
them to concentrate and pay less attention to the panel when no support figure was present. For
instance, describing the condition where no support figure was present, one of our participants
noted:

P30: “when I was alone it was hard I felt like really pressured ... It was just a lot of
emptiness.”

5.4

Discussion

Overall, we observed that the virtual dog has potential as a support figure with a positive influence
on our participants’ subjective evaluations. In comparison, the virtual human did not provide the
same level of support as found for the virtual dog. In our study, we did not find any effects of
support figure type on performance and changes in heart rate. In the following, we discuss our
findings in more detail.
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5.4.1

Influence of Support Figure Type on Performance and Physiological Stress

We did not find significant effects of support figure type of either performance measures rejecting
our hypothesis H1. We think more research is required to better isolate and assess the effectiveness
of the virtual support figures on performance as some of our participants reflected benefits for
both virtual support figure types during the post-study interview. For instance, a few participants
mentioned that the increased sense of comfort and the non-judgemental nature of the virtual dog
encouraged them to make more subtractions with some participants referring to the dog’s presence
rather than its behaviors. Interestingly, previous research suggest that the mere presence of real
dogs can have stress reducing effects [267], which might explain the positive outlook of some of
the participants in the virtual dog condition even when it’s positive behaviors were overlooked.
On the other hand, participants described the behaviors of the virtual humans as either negative
(e.g., being judged, discouraged, or distracted), or positive (e.g., reassured, encouraged) in relation
to their performance. This might suggest that part of their attention was given to interpreting the
virtual human’s behavior, which potentially can lead to more distraction, while some participants
overlooked the virtual dog’s behaviors and only referred to its presence which may have led to
lower distraction levels.
Also,we found no significant differences between the heart rate values for the different conditions,
i.e., not supporting Hypothesis H2; however, we noticed that for all conditions participants’ heart
rate increased from the last three minutes of the relaxing period before each condition. Although
our setup was inspired by previous social support studies (see Section 2.1.1) for inducing acute
stress, based on our experimental conditions we cannot isolate the exact source of the increase in
heart rate (e.g., somatic, cognitive, etc. [252]). We think that in the future, exploring other stressful
tasks such as the cold pressor task tested by Allen et al. [9] which does not have the cognitive
aspect may help with isolating the source of increase in heart rate.
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5.4.2

Influence of Support Figure Type on Subjective Evaluations

Looking at our participants’ support figure evaluation scores, we found significant differences
between the virtual dog and the other conditions (see Figure 5.5(a)). Neither the virtual human nor
the no support condition was evaluated as positively as for the virtual dog. This finding supports our
Hypotheses H3 and suggests that with our current comparisons, the virtual dog in AR was deemed
as a more effective support figure which is similar to findings with real dogs [46, 206]. Hypothesis
H3 was also supported by our participants’ preference of the virtual dog over the virtual human
and backed up by their qualitative comments describing being more relaxed and comfortable in
front of the dog.
Moreover, we found a significant increase in participants’ perception of task difficulty in front of
the virtual human, while this effect was not observed with the virtual dog and the no support figure
conditions. With research suggesting virtual agents’ ability in replicating social effects similar to
real humans [177,268], we think that findings from the social inhibition theory with real and virtual
humans [177, 251] may explain this as serial subtraction is considered as a difficult task. In the
virtual human condition, the presence of two people (i.e., the panel member and the virtual human)
who were observing the participants, might have doubled the effects of social inhibition, resulting
in the task being perceived as more challenging. Additionally, 8 of our participants perceived the
virtual human as judgemental while viewing the virtual dog as less judgemental and associated
this effect to the virtual human’s ability of being able to watch and assess them and not her visual
features. This perception might have increased the effects of social inhibition, as research on virtual
agents suggests that the perception of judgemental nature may lead to the need for impression
management, which can result in involving more of a person’s mental resources [114, 160, 203].
However, deeper investigations are required to pinpoint whether the perceived non-judgmental
nature of the virtual dog is due to the fact that it is realized as a dog, with real dogs known for their
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non-judgmental nature towards their human companions [46] or is it the case that any non-human
virtual support figures can have such a non-judgmental quality. Overall, a larger sample size is
required to deduce the absence of perceived difficulty for the virtual dog and the no support figure
conditions with certainty.
Concerning perceived stress we found significant increases in participants’ perception of stress
measured through the stress question rejecting part of our Hypothesis H4. For perceived anxiety,
we only observed significant increases for the virtual human and no support figure conditions
and not for the virtual dog condition. These findings, partly support our Hypothesis H4, aligned
with previous social support and animal-assisted activity research on real dogs suggesting lower
stress levels with these entities [25, 119]. We speculate that the mental arithmetic task may have
overshadowed the effect of support figures as in our setup similar to some past social support
studies the support figures were present during the task [9, 60, 88]. We think that a larger sample
size and exposing participants to the support figures only before the task may provide a clearer
picture on the difference of the virtual support figures in terms of perceived stress and anxiety.

5.4.3

Limitations and Future Work

Our study population had certain limitations. Our sample size of 30 estimated through G*Power (3
× 1 within subjects design, α = 0.05, Power = 0.8) [84], allowed us to detect medium effects sizes
as low as 0.37. However, this limitation only applies to one of our comparisons (effect size = 0.31).
Thus, non-significant effects with a medium effect size (<0.37) should be retested with a larger
sample size in the future. Also, the majority of our participants were male and it is important to
note that equal male/female distribution would provide a more accurate picture of the effectiveness
of the virtual support figures.
Even though our participants mentioned being more stressed in the no support figure condition
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as they were watched by the experimenter (in her role as a panel member), it is possible that a
completely unfamiliar person who participants had no other interactions with during the study
could have exacerbated their experienced level of stress. Additionally, as our experimental setup
was an adaptation of the Trier Social Stress Test [133] we did not vary the presence of the panel
and therefore did not intend to investigate the effects of their presence. However, it is valuable to
gauge the level of influence presented by the judging panel in such setups when the support figures
are virtual in the future.
Also, opting for a forced approach for the preference rating may have limited our understanding
of our participants’ true preferences as we did not allow for multiple choices. Although, our
participants’ preference ratings are aligned with some of our other measures that participants were
allowed to state their preference for any or no condition (e.g., support figure evaluation, open-ended
interview responses), it is important to utilize and study less restricting approaches in the future
and measure the potential differences between forced and unforced approaches on user preference.
Separately, in our experiment, the expressions exhibited by the support figures were happening
randomly, and potentially performance-related feedback can lead to different results. Further research is required to investigate the influence of such random expressions with more user-centered
ones, such as mimicry and playback tested by Zhang et al. [276]. Also, although our participants
who found the virtual human to be judgmental, compared to the virtual dog, attributed this to the
human-like capabilities of this support figure (i.e., the ability to watch and assess) and not the specific visual features of this character, it is important, to pretest virtual characters for the effects of
anthropomorphism, gender, uncanny valley, and judgmental nature as factors that can potentially
influence the effectiveness of social support figures in the future.
Moreover, we applied the findings on the benefits of real human support figures with positive
expressions [60] to our virtual dog through the smiling and head tilting behavior as positive ex-
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pressions [10, 18, 156]. Also, we placed the virtual dog on several virtual books to ensure that
participants’ viewing angles stay the same across support figures. These choices can introduce
potential ambiguities with regards to the virtual dog being perceived as anthropomorphic or its
head tilting behavior as a sign of confusion. Although, our participants did not mention anthropomorphizing the dog, it is important to study the impact of these choices on the quality of support
participants may receive in the future. To this point, the impact of more realistic settings (e.g., dog
lying on the floor and relaxed) and neutral expressions compared to positive ones can shed light on
the contributing characteristics of virtual dogs as support figures.
Following the guidelines of previous literature, we recruited participants who did not have a dog
phobia and dislike dogs in general [23, 206]. This choice may have resulted in our participants
having a more positive attitude towards pets and animals (i.e., higher PAS scores) and our results
only apply to a population with affinity towards dogs. Still, our sample is more neutral compared
to pet-ownership percentages in the world (57% of consumers [202]) and the US (67% of households [12]). We felt that those who dislike dogs might not like to choose to receive social support
from a virtual dog; hence we focused our attention on a population that has a higher chance of
experiencing any benefit from such an interaction. Similarly, we felt that it would not be ethical to
recruit individuals with dog phobias; therefore, other support figure types can be explored for this
population.
Last, with advances in technology allowing for more personalized interactions, it is important to
explore the realization of virtual support figures based on user preferences. For instance, virtual
support figures can be presented as users’ favorite cartoon characters or super heroes allowing for
investigations on the relationships between user preference and concepts correlated with social
support such as non-evaluative nature of support figures.
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5.5

Conclusion

In this chapter, we described a human-subject study with a stressful mental arithmetic task aimed
at understanding the potential of virtual animals in AR as social support figures, and their influence
on a person’s task performance, perceived stress, and subjective evaluations. In our experiment,
participants were presented with three conditions: a virtual dog support figure, a virtual human,
and no support figure. Our mixed-methods analysis revealed that participants evaluated the virtual
dog support figure more positively than the other conditions. Also, the virtual dog received higher
scores in terms of preference compared to the virtual human support figure. Emerged themes
from a qualitative analysis of our participants’ post-study interview responses shed light on the
relationship between sense of comfort and perception of judgement, and the influence of support
figure’s interactivity. Although we did not find an effect of condition on participants’ heart rate,
we observed a significant increase of heart rate for all three conditions during the task.
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CHAPTER 6: VIRTUAL DOGS AS DIEGETIC ATTENTION GUIDANCE
MECHANISMS IN 360-DEGREE EXPERIENCES

This chapter presents a human-subjects user study investigating the Behavior and Expression aspect of the Human Effects category presented in Chapter 1. Additionally, this chapter captures
the Behavior and Traits aspect of the five Research Considerations identified in our systematic literature review [189] represented through the presence or absence of behaviors of the virtual dog
in acknowledgment of the virtual environment and the participants. These Research Considerations are applied to the context of diegetic attention guidance in 360-degree VR experiences where
the virtual dog is compared with different types of diegetic and non-diegetic attention guidance
mechanisms.
The thesis statements supported by this chapter are as follows:

• [TS1] Entity-Self: The presence of a virtual dog with dog-like behaviors can induce subjective changes within real human interactants, including:
– [TS1.3] Enhanced attention guidance-related user experience and reduced fear of missing out
• [TS3] Behavior-Self: The simulated responsiveness of a virtual dog with dog-like behaviors
can induce subjective change within real human interactants, including:
– [TS3.2] Enhanced attention guidance-related user experience and increased preference

This chapter largely incorporates a previous peer-reviewed publication: “Virtual Animals as Diegetic
Attention Guidance Mechanisms in 360-Degree Experiences,” authored by Nahal Norouzi, Gerd
Bruder, Austin Erickson, Kangsoo Kim, Jeremy Bailenson, Pamela J. Wisniewski, Charles E.
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Hughes, and Gregory F. Welch. This work has been presented at and published in the proceedings
of the IEEE International Symposium on Mixed and Augmented Reality [188].

6.1

Overview

360-degree experiences such as cinematic virtual reality and 360-degree videos are becoming increasingly popular. In most examples, viewers can freely explore the content by changing their
orientation. However, in some cases, this increased freedom may lead to viewers missing important events within such experiences. Thus, a recent research thrust has focused on studying
mechanisms for guiding viewers’ attention while maintaining their sense of presence and fostering
a positive user experience. One approach is the utilization of diegetic mechanisms, characterized
by an internal consistency with respect to the narrative and the environment, for attention guidance. While such mechanisms are highly attractive, their uses and potential implementations are
still not well understood. Additionally, acknowledging the user in 360-degree experiences has been
linked to a higher sense of presence and connection. However, less is known when acknowledging
behaviors are carried out by attention guiding mechanisms. To close these gaps, we conducted
a within-subjects user study with five conditions of no guide and virtual arrows, birds, dogs, and
dogs that acknowledge the user and the environment.
Through our user study we aimed to answer the following research questions:

• [RQ1] Are virtual animals a suitable diegetic realization for attention guidance mechanisms
compared to non-diegetic ones in terms of user experience factors?
• [RQ2] Are virtual animals that acknowledge the user and its environment more effective
than those without acknowledging behaviors in terms of user experience factors?

111

The findings of this chapter support TS1 and TS3, as we found that the simulated responsiveness
of the virtual dog improved our participants’ sense of presence and contributed to a significantly
more positive user experience compared to the other attention guidance mechanisms. Also, the
qualitative analysis of our participants’ post-study interview responses revealed themes detailing
the positive influences of attention guidance mechanisms that belong to the environment and/or the
story and are responsive towards the user and the environment.

6.2

Experiment

In this section, we describe the experiment we conducted to understand and compare the effectiveness and influence of attention guidance mechanisms in 360-degree immersive experiences.

6.2.1

Participants

We recruited 28 participants (10 male, 18 female, age 18–28, M = 21.21, SD = 2.84) affiliated
with our university. Our experimental protocol was approved by the Institutional Review Board
of our university. All of our participants had normal hearing and normal or corrected vision with
glasses or lenses. 17 participants were single/multi pet owners, with 13 dog owners, 6 cat owners
and 3 mice/hamster owners. At the end of the study, using a 7-point scale (1 = novice/not familiar,
7 = expert/very familiar), we asked our participants to rate their expertise with computers (M =
4.96, SD = 1.34), VR (M = 4.32, SD = 2.17), AR (M = 4.14, SD = 2.17), virtual humans (M
= 5.32, SD = 1.80), and virtual animals (M = 4.78, SD = 1.91). Among the participants who
had experience with virtual animals in video games, 18 of them mentioned that they experienced
them in companionship or pet-like roles, three in guiding roles, and one in enemy/hunting roles.
Participants were screened for dog and bird phobias before arrival.
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6.2.2

Materials

Here, we present the details of our physical setup for our 360 VR experience, the virtual environment, the virtual events designed as attention guidance targets, and the different attention guidance
mechanisms.

6.2.2.1

Experimental Setup

In our experiment, participants were seated and immersed in a virtual neighborhood via an HTC
Vive Pro HMD (refresh rate: 90 Hz, resolution: 1440×1600 pixels, FoV 110◦ ) which was connected to a workstation (Intel Xeon 2.4 GHz processors comprising 16 cores, 32 GB of main
memory and two Nvidia Geforce GTX 980 Ti graphics cards). We used a separate computer for
participants to answer questionnaires. We used Unity version 2019.2.13f1 for all of our development. Participants were told that they can freely explore the virtual neighborhood by changing
their orientation and without the ability to translate to observe the life of its inhabitants, while in
some trials they may see a virtual entity guiding them towards events, which may or may not interest them. Due to the free exploration nature of the study they could choose to ignore or follow
the guide.

6.2.2.2

Virtual Environment

We used an urban neighborhood scene by Art Equilibrium that is available through the Unity Asset
Store1 . To create the illusion of a real neighborhood, we populated the scene with 13 simulated
sentient characters with idle behaviors, such as walking and talking. See for example Figure 6.1.
1

https://assetstore.unity.com/packages/3d/environments/urban/
japanese-street-170162
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Figure 6.1: Screenshots showing examples of some of the idle characters present in the virtual
neighborhood.

We acquired the idle characters and their animations from Adobe Mixamo2 and the Unity Asset
Store3 . All the walking virtual humans had spatial footstep sounds from Fesliyan Studios4 and we
played an urban distant ambient sound through the headphones, provided by ZapSplat5 .
2

https://www.mixamo.com/#/

3

https://assetstore.unity.com/packages/3d/characters/animals/
animal-pack-deluxe-v2-144071
4

https://www.fesliyanstudios.com/royalty-free-sound-effects-download/
footsteps-31
5

https://www.zapsplat.com/
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6.2.2.3

Attention Guidance Mechanisms

In our experiment we investigated the effectiveness of four different attention guidance mechanisms, comparing them with each other and a no-guide condition. Our attention guidance mechanisms illustrated in Figures 6.2 and 6.3 were either a virtual arrow, a virtual bird, a virtual dog, or
a virtual dog with acknowledging behavior. Each mechanism started its guidance routine 10–12
seconds after the start of the condition or after the end of each event. This guidance routine was
repeated five times for each condition.

Figure 6.2: Illustrations of the attention guidance mechanisms for the 360-degree experiences we
compared and evaluated in this chapter, from left to right: no guide, arrow, bird, and dog.

The first three mechanisms only directed the user to a target event and were not programmed to
have any acknowledging behaviors towards the user or the environment. Therefore, we will refer to
these three together as non-acknowledging mechanisms. For the non-acknowledging mechanisms,
the guiding routine consisted of a mechanism spawning at 90 degrees to the left of the user’s
forward vector and travelling on an arc path around the user with the radius of 2.5 meters (i.e.,
within social space range [102]) at the speed of 30 degrees per frame. After arriving at their target
event, all non-acknowledging mechanisms turned towards the event, after which they faded away.
We modeled the virtual bird6 after a Blue Jay with a flying animation, and scaled it to be close
6

https://assetstore.unity.com/packages/3d/characters/animals/birds/
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Figure 6.3: Screenshots showing the different diegetic behaviors and stages of the acknowledging
dog’s attention guidance mechanism.

to a real one [2] (30 cm head to tail, 52 cm wing to wing). We scaled the virtual arrow7 to
have the same length as the Blue Jay (i.e., 30 cm), with its widest and tallest part at 11 cm and
18 cm, respectively. Both the arrow and the bird traveled at one meter above the ground (i.e.,
roughly the vertical center of the FoV), which is similar to previous examples of flying arrows and
animals/insects [53, 226]. We modeled the virtual dog

8

after a beagle, and scaled it to be close

to a real beagle (30 cm shoulder height, 18 cm wide, 50 cm long) [77]. The non-acknowledging
virtual dog was animated to run towards its target event, where it turned idle and faded away.
living-birds-15649
7

https://assetstore.unity.com/packages/tools/particles-effects/
arrow-waypointer-22642
8
https://assetstore.unity.com/packages/3d/characters/animals/mammals/
dog-beagle-70832
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Although fading away is not a natural behavior for animals, to maintain consistency among the
non-acknowledging mechanisms, we used the same means of leaving the experience for these
entities, in line with related work on fading in attention guidance [226,259]. Also, in pilot tests we
observed that any extra movement/behavior by these mechanisms, such as moving out of the user’s
FoV, moving towards the horizon or towards the user would unintentionally induce the impression
that the user is still being guided, which can be avoided with the fading mechanism.
We used the same 3D model for the acknowledging dog; however we randomized the color of the
dogs between dark brown and light brown throughout the study. We programmed the acknowledging dog to stay 1 meter away from the user (i.e., within personal space range [102]) facing forward,
and cycled it through idle animations of looking around while wagging its tail and scratching its
ears. The presence of this dog close to the user was the first indication that this dog acknowledges the user as if it is with the user. We also programmed the acknowledging dog to remain
in the user’s FoV, and to walk towards its initial position when the user turned. For this mechanism, the guidance routine consisted of the dog leaving its position next to the user, sniffing the
ground while walking 2.5 meters forward (i.e., acknowledging the environment), then fully turning clockwise and looking back at the user (i.e., acknowledging the user). With the acknowledging
dog positioned on the arc path, similar to the non-acknowledging mechanisms, it ran on that path
towards the position of a target event and turned towards the event after arrival. Unlike the nonacknowledging mechanisms, it sat down and observed the target event (i.e., acknowledging the
environment). After the target event ended (see Section 6.2.2.4), the acknowledging dog turned
and walked back towards the user (i.e., acknowledging the user) and turned again to its initial
orientation facing the environment.
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6.2.2.4

Target Events

In addition to the idle characters in the virtual neighborhood we implemented different target events
that were intended to be more distinct and salient compared to the interactions of the idle characters. The events were programmed to be in one of the categories of a single person exercising,
two people exercising, two people dancing, 5 people dancing, and three children playing/miming.
As we wanted to maintain the similarity of the events within each category while ensuring that
participants are not seeing the same characters(s) doing the same thing(s) every time, we implemented five different events for each category that are conceptually similar. This resulted in 25
events in total. For instance, for the single person exercising category, different virtual characters
were programmed to do five different exercise routines (e.g., jumping jacks and boxing exercises).
Figure 6.4 illustrates one example of each of the event categories. The event characters and their
animations were acquired from Adobe Mixamo.
In the experiment, we randomly placed all target events six meters (i.e., within public space
range [102]) directly behind the participants in a randomized range of ±20 degrees. We set the
beginning of the event animation (e.g., dancing) to start 5.8 seconds after it appeared, and the ending 10 seconds later. It took all guidance mechanisms roughly 5.8 seconds to arrive at the event,
using about the same basic arc path, traversal speed and angles around the user (see for example
Figure 6.2), while the acknowledging dog used the idle time before, during, and after the events
for its supplemental diegetic acknowledging behaviors.
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Figure 6.4: Screenshots of example target events from each of the five event categories, from left
to right: single person exercising, two people exercising, two people dancing, a group of people
dancing, kids playing.

6.2.3

Methods

In this section, we present the details of our experimental design and procedure, our hypotheses
inspired by previous literature, and our quantitative and qualitative measures.
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6.2.3.1

Study Design

We utilized a within-subjects design for our experiment with one factor (5 levels). We chose
attention guidance mechanism as our independent variable (see Figure 6.2), which was realized in
the following conditions:
• No Guide [None]: control
• Arrow: non-diegetic and non-acknowledging
• Bird: diegetic and non-acknowledging
• Dog: diegetic and non-acknowledging
• Acknowledging Dog [Ack-Dog]: diegetic and acknowledging

All participants experienced all five conditions and all five event categories (see Figure 6.4) within
each condition. To account for order effects, Latin Square was used to randomize our study conditions, and although our event categories and the dog colors were designed to be comparable,
we further randomized them between conditions to ensure no event category and no dog color is
always seen with a specific condition.

6.2.3.2

Procedure

After the participants read the consent form, and provided their informed consent, we assigned
them a participant ID and asked them to complete the Simulator Sickness Questionnaire [116]. We
then briefed the participants on the general structure of the experiment and the free exploration
nature of the study (see Section 6.2.2.1). We asked them to take a seat on a rotating chair in the
middle of the experimental space, and helped them don the HMD. All of the participants started
with a one-minute familiarization session during which they were immersed in the same virtual
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neighborhood that was used for the experimental conditions. Only the idle characters were present
during this session. After confirming that they were ready, we started the first random condition
assigned to the participant’s ID. The beginning and end of each condition was communicated both
with a beep sound heard through the HMD’s headphones and was also verbalized by the experimenter. After each condition, we had the participant place the HMD on the chair and then answer
several questionnaires on a computer. Participants completed the demographics and familiarity
with technology questionnaires last. Afterward, participants took part in a post-study interview
followed by monetary compensation.

6.2.3.3

Hypotheses

Here, we present our hypotheses focusing on the effectiveness of presence/absence of different attention guidance mechanisms and their influence on user experience, fear of missing out, and sense
of presence. Our hypotheses are grounded in previous literature borrowing from findings on the
use of attention guidance in 360 virtual experiences, and notions of diegesis and acknowledgment.

• H1: Overt nature of the non-diegetic arrow and the acknowledgement of the ack-dog will
influence participants’ behavior. (See Sections 2.4.1 and 2.4.3.)
– H1a: The ratio of event visibility will be higher with the non-diegetic arrow, followed
by the diegetic mechanisms and the no guide condition.
– H1b: The ratio of mechanism visibility will be higher with the the acknowledging dog
during the attention guidance period compared to the other mechanisms.
• H2: Utilizing the diegetic mechanisms will lead to a more positive user experience compared
to the non-diegetic arrow and the no guide conditions. (See Section 2.4.2.)
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• H3: Utilizing the acknowledging mechanism will lead to a more positive user experience
compared to the non-acknowledging and no guide conditions. (See Section 2.4.3.)
• H4: The diegetic acknowledging mechanism will lead to a higher sense of presence and
user preference, followed by diegetic mechanisms and the no guide, and the non-diegetic
mechanism. (See Sections 2.4.2 and 2.4.3.)
• H5: Absence of any attention guidance mechanism will lead to higher levels of fear of
missing out. (See Section 2.4.1.)

6.2.3.4

Measures

To assess the effectiveness of the different attention guidance mechanisms and investigate their influence on user experience and preferences we utilized objective behavioral data, subjective questionnaires, and a post-study interview which are detailed in this section.

6.2.3.4.1

Objective Measures

For each trial, we recorded the duration of time where the attention guidance mechanisms and the
events where present in the participant’s FoV at different stages resulting in the measures below:

• Mechanism Visibility Ratio: We calculated the duration the attention guidance mechanisms
were in participants’ FoV over the total duration of the guidance period (see Section 6.2.2.4).
For non-acknowledging mechanisms, this duration started the moment they entered the participant’s FoV. For the acknowledging dog, it started the moment it began running on the arc
path towards the target event. For all mechanism the end of this duration was marked by the
moment a guide arrived at the target event.
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• Event Start: We marked whether the moment the events began were (e.g., characters started
dancing) within participants’ FoV. (See Section 6.2.2.4.)
• Event Visibility Ratio: We calculated the ratio of time an event was within participants’
FoV over its total duration (i.e., 10 seconds), which indicates whether participants arrived at
the event on time and/or how long they continued to observe the event.

6.2.3.4.2

Subjective Measures

We utilized multiple questionnaires to assess the influence of the attention guidance mechanisms
on participants’ subjective experience as detailed below.

• Quality of Experience: We utilized the short version of the User Experience Questionnaire
(UEQ) [228] and an Attention Guide Questionnaire (AGQ) devised by the authors to assess
the influence of the attention guidance mechanisms on the participants’ quality of experience.
– User Experience Questionnaire (UEQ): The UEQ-Short consists of eight items (semantic differentials). This questionnaire provides a Total user experience score and
two sub-scales of Hedonic and Pragmatic qualities for all five conditions.
– Attention Guide Questionnaire (AGQ): Table 6.1 shows the 13-item Attention Guide
Questionnaire we devised to assess the effectiveness of the four diegetic and nondiegetic attention guidance mechanisms. The items of this questionnaire were inspired
by related work on instruments to assess guidance mechanisms [183, 219, 231, 235].
The AGQ has four sub-scales of Utility, Affect, Behavioral Influence, and Place &
Plausibility Illusion.
• Presence: We utilized the Slater-Usoh-Steed Presence Questionnaire [253] to assess participants’ sense of being there in the virtual neighborhood.
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Sub-Scale

Item

Utility

1*) I found the presence of this guide to be distracting.
2*) I found the presence of this guide to be disruptive.
3*) I found the presence of this guide to be annoying.
4) I found the presence of this guide to be pleasing.
5) I felt encouraged to explore the environment with this guide.
6) I felt like I had a guiding companion.
7*) I felt forced to explore the environment with this guide.
8*) I felt rushed to explore the environment with this guide.
9) This guide made me feel like I was part of the experience.
10) This guide was aware of the environment.
11) This guide was aware of me.
12) It felt as if the guide was responding to me.
13) The presence of this guide seemed plausible to the environment I was in.

Affect

Behavioral
Influence
Place &
Plausibility
Illusion

Table 6.1: Attention Guide Questionnaire (AGQ). The sub-scales are: Utility (2 items), Affect (4
items), Behavioral Influence (2 items), and Place & Plausibility Illusion (5 items). Each question
is assessed on a 7-point scale (1=not at all, 7=very much). Scales with an * are inverted for the
analysis.
• Fear of Missing out: To assess the notion of Fear of Missing out [163], we utilized the
questionnaire devised by MacQuarrie and Steed [163]. This questionnaire consisted of two
sightly adjusted statements which are: (1) “At times, I was worried I was missing something,”
and (2) “My concern about missing something impacted my enjoyment of the experience.”
They were assessed on a 7-point Likert scale (1=strongly disagree, 7=strongly agree).
• Preference: We utilized a Preference Questionnaire devised by Wallgrun et al. [259] with
slight adjustments. In the resulting questionnaire, participants were asked to order the five
conditions according to six factors which were: (1) comfortable working with mechanism,
(2) aesthetic appeal, (3) overall preference for future use, (4) recommend to others, (5) easy
to learn and use, (6) least distracting.
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6.2.3.4.3

Post-Study Interview

After the end of the experiment, we conducted a post-study interview to gain a better understanding of how the attention guidance mechanisms affected participants’ perceptions and decisions.
Specifically, participants were asked to describe which mechanisms were more or less comfortable
to work with, aesthetically appealing, easy to understand, and distracting.

6.3

Results

We used a mixed-methods approach for the analysis of our results, which are detailed in this
section. We used repeated measures ANOVAs at the 5% significance level for the analysis of
most of our subjective and objective quantitative results in line with the ongoing discussion in the
field of psychology indicating that parametric statistics can be a valid and informative method for
the analysis of combined experimental questionnaire scales [180, 185]. We used paired sample
t-tests with Bonferroni correction for the pairwise comparisons. This correction was applied to
the p-values instead of adjusting the α level from 0.05. We confirmed the normality of the results
using QQ plots and a Shapiro–Wilk test at the 5% level. Degrees of freedom were corrected using
Greenhouse-Geisser and Huynh-Feldt estimates of sphericity when Mauchly’s test indicated that
the assumption of sphericity had been violated. Friedman tests were used to analyze the single item
preference scores at the 5% significance level with Wilcoxon signed rank tests with Bonferroni
correction for the pairwise comparisons.
Table 6.2 summarizes the main effects of the experimental conditions on our objective and subjective quantitative measures. The post-hoc tests are shown in Figure 6.5 and discussed below.

125

Measure

Main Effect

Objective Measures:
Mechanism Visibility
Event Visibility
Event Start

F (3, 69) = 5.14, p = 0.003, ηp2 = 0.18
F (4, 92) = 11.81, p < 0.001, ηp2 = 0.34
F (4, 92) = 13.44, p < 0.001, ηp2 = 0.37

UEQ:
Total
Hedonic
Pragmatic

F (4, 108) = 7.08, p < 0.001, ηp2 = 0.20
F (2.71, 73.28) = 9.43, p < 0.001, ηp2 = 0.25
F (2.76, 74.53) = 4.38, p = 0.008, ηp2 = 0.14

AGQ (Crobach α):
Total (0.90)
Utility (0.84)
Affect (0.85)
Behavioral Influence (0.84)
Place & Plausibility Illusion (0.79)

F (1.86, 50.47) = 28.65, p < 0.001, ηp2 = 0.66
F (1.94, 52.42) = 8.47, p = 0.001, ηp2 = 0.23
F (2.18, 58.86) = 22.68, p < 0.001, ηp2 = 0.45
F (2.63, 71.19) = 7.78, p < 0.001, ηp2 = 0.22
F (3, 81) = 30.04, p < 0.001, ηp2 = 0.52

Presence

F (4, 108) = 5.94, p < 0.001, ηp2 = 0.18

Fear of Missing out

F (2.88, 77.99) = 8.01, p < 0.001, ηp2 = 0.23

Preference:
Comfortable Working with
Aesthetic Appeal
Future Use
Recommend to Others
Least Distracting
Easy to Learn and Use

χ2 = 40.68, p < 0.001
χ2 = 51.34, p < 0.001
χ2 = 42.31, p < 0.001
χ2 = 40.91, p < 0.001
χ2 = 36.08, p < 0.001
χ2 = 38.22, p < 0.001

Table 6.2: Summary of the main effects for the different objective and subjective measures.
6.3.1

Objective Measures

The results for the objective measures are shown in Figure 6.5(a). Due to technical issues with
behavioral data recording in one of the conditions, the data of four participants was excluded from
the objective measures analysis, leaving a total of 24 valid data sets. A summary of the main
effects we found is shown in Table 6.2. We found significant main effects of the attention guidance
mechanisms on all objective measures.
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6.3.1.1

Mechanism Visibility Ratio

For the mechanism visibility ratio, we found a significant differences between the dog and ack-dog
conditions (p=0.011), indicating that the ack-dog was in participants’ field of view for a significantly longer duration during the attention guidance period.

6.3.1.2

Event Start

For the event start measure, we found significant differences between the no guide condition and
all other conditions (all p<0.01). This indicates that the start of events were significantly less often
in participants FoV in the no guide condition compared to all other conditions.

6.3.1.3

Event Visibility Ratio

For the event visibility ratio, we found significant differences between the no guide condition
and all other conditions (all p<0.01), indicating that the events were in participants FoV for significantly longer periods with all the other conditions compared to no guide. We also found a
significant difference (p = 0.04) between the arrow condition and the ack-dog condition, indicating
that events were in participants’ FoV for a significantly longer period compared with the arrow
than the ack-dog.

6.3.2

Subjective Measures

In this section, we report our results from the different subjective measures described in Section 6.2.3.4. A summary of the main effects can be found in Table 6.2. We found significant main
effects of the attention guidance mechanisms on all subjective measures.
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Figure 6.5: Objective and subjective results: (a) Objective Measures, (b) UEQ-S, (c) FoMo and
Presence, (d) AGQ, and (e) Subjective Preferences. Bars indicate the mean score for each measure
and error bars indicate 95% CI. Statistical significance: *** (p<0.001), ** (p<0.01), * (p<0.05).
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6.3.2.1

Quality of Experience

6.3.2.1.1

User Experience Questionnaire (UEQ):

Figure 6.5(b) shows the results for the UEQ-Short questionnaire, specifically the total scores as
well as hedonic and pragmatic sub-scales.
Pairwise comparisons between the Total scores revealed significant differences between the ackdog and the arrow and no guide conditions (both p < 0.02). These results suggest that overall, the
ack-dog led to an improved user experience compared to the arrow and the no guide.
Pairwise comparisons between the Hedonic scores revealed significant differences between the
arrow condition and the bird, the dog, and the ack-dog conditions (all p < 0.04). Additionally,
the ack-dog condition was significantly different from the no guide and the dog conditions (both
p < 0.02). These findings suggest that the ack-dog resulted in a more pleasant experience than the
arrow, dog, and no guide conditions. The arrow resulted in the least pleasant experience.
Pairwise comparisons between the Pragmatic scores only revealed a significant difference between
the ack-dog and the no guide conditions (p=0.03). The results suggest that all mechanism were
similar in terms of pragmatic qualities except the ack-dog being perceived as more pragmatic
compared to the no guide condition.

6.3.2.1.2

Attention Guide Questionnaire (AGQ):

Figure 6.5(d) shows the results for the AGQ with its total score and four sub-scales. The scores
were calculated by computing the means of the corresponding items after reversing the negative
ones. Cronbach’s alpha indicated a high internal consistency for the total scale and the sub-scales
(see Table 6.2).
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For the Total score, pairwise comparison indicated significant differences between the arrow condition and the bird, the dog, and the ack-dog (all p < 0.001). Also, the ack-dog condition was
significantly different from the bird and the dog conditions (both p < 0.01). These results suggest
that the non-diegetic arrow was perceived more negatively compared to the other conditions while
the ack-dog was perceived more positively in its role as a guide.
For the Utility sub-scale, pairwise comparisons indicated significant differences between the arrow
condition and the dog and ack-dog conditions (both p < 0.02). These findings suggest that the
diegetic mechanisms realized as dogs had a higher utility.
For the Affect sub-scale, pairwise comparisons indicated significant differences between the arrow
condition and the bird, the dog, and the ack-dog (all p < 0.001). These results suggest that the
diegetic mechanisms resulted in more positive emotions compared to the non-diegetic arrow.
For the Behavioral Influence sub-scale, pairwise comparisons indicated significant differences between the arrow condition and the bird, the dog, and the ack-dog conditions (all p < 0.01). These
findings suggest that the non-diegetic arrow had a negative influence on participants’ behavior in
terms of feeling rushed and forced.
For the Place and Plausibility Illusion sub-scale, pairwise comparisons revealed significant differences between the arrow condition, and the bird, the dog, and the ack-dog (all p < 0.001). Also,
significant differences were found between the ack-dog, and the dog and the bird conditions (both
p < 0.01). These findings suggest that the arrow was perceived as the least plausible guide compared to all the other conditions while the ack-dog was perceived as the most plausible guide.

6.3.2.2

Fear of Missing out and Presence

Figure 6.5(c) shows the results for Fear of Missing out and Presence.
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For Fear of Missing out, pairwise comparisons indicated significant differences between the no
guide condition and the arrow, dog, and the ack-dog (all p < 0.05). Overall, this suggests that
having no guide introduced some level of concern with regards to missing the events.
For participants’ sense of Presence, pairwise comparisons revealed that participants had a stronger
sense of being there with the ack-dog compared to the arrow (p=0.001).

6.3.2.3

Subjective Preference

Figure 6.5(e) shows the results for the subjective preference ratings. To calculate the scores for
each preference factor introduced in Section 6.2.3.4, participants’ preferences were transformed
into ranking data by associating a score of five to their first choice, the score of four to their second
choice and so on.
Pairwise comparisons for the Comfortable Working with Mechanism factor revealed significant
differences between the ack-dog condition and the arrow, bird, dog, and the no guide conditions
(all p < 0.005). These findings suggest an overall high preference to work with the acknowledging
diegetic mechanism realized as a dog compared to other alternatives.
Pairwise comparisons for the Aesthetic Appeal factor revealed significant differences between the
ack-dog condition and the arrow, the bird, the dog, and the no guide conditions (all p < 0.05). Additionally, we observed significant differences between the arrow condition and the bird, the dog,
and the no guide conditions (all p < 0.05). These results suggest that the acknowledging diegetic
guide presented a more appealing experience compared to the others while the non-diegetic arrow
was perceived as the least aesthetically appealing.
Pairwise comparisons for the Overall Preference for Future Use factor revealed that the ack-dog
condition was significantly different than the arrow, the bird, the dog, and the no guide condi131

tions (all p < 0.001). These findings suggest that participants had a stronger preference to use the
acknowledging diegetic mechanism in the future compared to the others.
Pairwise comparisons for the Recommend to Others factor revealed significant differences between the ack-dog condition and the arrow, the bird, the dog, and the no guide conditions (all
p < 0.01). Additionally, we found a significant difference between the dog and the arrow conditions (p=0.01). These findings suggest that participants were more willing to recommend the
acknowledging diegetic mechanism to others compared the rest of the conditions with a preference
for the diegetic dog over the non-diegetic arrow.
Pairwise comparisons for the Easy to Learn and Use factor revealed significant differences between the ack-dog condition and the dog and no guide conditions (both p < 0.02). Also, we found
significant differences between the arrow and the dog and no guide conditions (both p < 0.02).
These findings suggest that participants perceived both the ack-dog and the arrow mechanisms as
more understandable compared to the dog and the no guide conditions.
Pairwise comparisons for the Least Distracting factor revealed significant differences between the
no guide condition, and the arrow, the bird, the dog, and the ack-dog conditions (all p < 0.02).
These findings suggest that compared to not having a guide, the addition of the four remaining
mechanisms, regardless of their characteristics, distracted our participants.

6.3.3

Qualitative Results

In this section, we present the qualitative results of our participants’ post-study interview responses.
We used the thematic analysis approach devised by Braun and Clarke [44]. This analysis was conducted by the first author of this manuscript. The analysis consisted of transcriptions of post-study
interview responses, iterative steps of data familiarization, identification of code words, conceptual
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grouping of code words into themes and refining the themes. The analysis revealed three themes
and the effect of each theme on the quality of our participants’ experience.

6.3.3.1

Blending in with the Environment Matters

18 of our participants (64%) described the notion of a guide blending in with the environment (i.e.,
being diegetic) as one of the main factors for preferring a mechanism over another. For instance,
the non-diegetic arrow was described as unnatural, out of place, or forced reminding participants
that the experience is not real, while the diegetic guides that blended in were described as more
pleasing and less distracting. For instance, two participants stated:

P5: “... the dog that was with me the whole time, it was more aesthetically appealing
because it seemed like it fit into the environment, more like a dog would really be there
in that type of city and it made me feel more comfortable because it was there...”

P24: “...how much it fits into the environment like the dog and bird ... with the animal
guides they were still guiding me but it wasn’t like I was on a leash with it, the arrow
felt a little more force kind of like this where you need to go kind of format...”

Additionally, the behaviors that defied the ability of a guide to blend in the environment played a
role in their decisions. Although, the diegetic animals were preferred more, their disappearance,
which can be considered a non-diegetic behavior, negatively influenced the experience of some of
our participants (61%) either in terms of distracting them, reminding them that the experience is
not real, or that they are not present in the virtual neighborhood. One participant remarked:

P20: “... I rated the arrow the lowest cause it kind of just reminded me that yeah I’m
in a simulation something that shouldn’t be here normally the animal companion ones
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were nice but when they disappeared they had the same sense of oh right I’m inside a
simulated environment that fade out kind of pulled me out of things...”

6.3.3.2

Acknowledgment Led to a More Positive Experience

Our participants preferences were positively influenced by the acknowledging behavior of the
diegetic dog and many of our participants (61%) noted that the the dog’s behaviors towards them
and the environment seemed natural and made them feel like they are actually there, introducing feelings of reassurance, companionship, and a sense of connection and communication. Two
participants stated:

P9: “...I really enjoyed the dog who just stayed the entire time because he seemed
more lifelike he would sit down look at it like a real puppy dog would do in reality and
I really enjoyed that cause it made me feel connected to the space so it made me feel
like oh this is realistic...”

P19:“... it both moving around and yet kind of still feeling like a dog just kind of felt
like okay it’s a light little situation not anything to be worried about at all... it would
catch my attention and yet still feel natural at the same time...”

6.3.3.3

Positive Associations with the Guide Matters

20 of our participants (71%) noted that their affinity towards and familiarity with the animal guides
affected their preference as they found them more appealing, cute, or elegant compared to the nondiegetic arrow even though the arrow was considered as more direct and easier to understand by
many of our participants (60%). A participant noted:
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P18: “... I really liked the bird I just thought it was pretty like as soon as I saw it I
was like whow like I’m gonna go where ever that bird is going...I’m just familiar with
having dogs around me and it makes me more comfortable having it there, like I wasn’t
alone I was with the dog even before I noticed that it was the guide...”

6.4

Discussion

In this section, we present our main findings and discuss the implications of utilizing attention
guidance mechanisms that are diegetic and/or acknowledging on user experience and behavior.

6.4.1

Virtual Animals are Effective as Diegetic Attention Guidance Mechanisms (RQ1)

Primarily, our findings indicate the potential of virtual animals as diegetic attention guidance mechanisms compared to the non-diegetic arrow in enhancing participants’ user experience. For instance, the UEQ results indicated an overall less positive experience with the non-diegetic arrow
compared to the ack-dog, with the arrow receiving the lowest hedonic quality scores compared to
all the other conditions. Also, we did not find any support for the arrow enhancing participants’
experience compared to the no guide condition. These findings are also aligned with our devised
attention guidance questionnaire (AGQ). Compared to the diegetic mechanisms, the non-diegetic
arrow received the lowest total score, was perceived as most distracting/disruptive (i.e., the utility
sub-scale), reduced positive affect and place and plausibility illusion, and was perceived as more
forced (i.e., the behavioral influence sub-scale). These findings partly support our Hypothesis H2
and indicate the potential benefits of utilizing diegetic mechanisms. Although the non-diegetic
arrow was perceived as the most direct by many of our participants, making it a top candidate
for fast and efficient guidance, it was evaluated very negatively. We speculate that participants’
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appreciation of the mechanisms that blended in with the environment and seemed more natural
may have affected the evaluation of the non-diegetic arrow, especially in the presence of multiple
sentient and interactive characters, exacerbating its lack of diegesis.
We did not find significant effects supporting that all of our diegetic attention guidance mechanisms
can lead to a higher sense of presence compared to the non-diegetic arrow, not supporting parts
of Hypothesis H4. Based on the qualitative analysis of our participants’ post-study interview
responses, we speculate that this is caused by the non-diegetic behavior of disappearance exhibited
by two of our diegetic conditions, as participants characterized the disappearance of animals as
unnatural.
Focusing on our participants’ preference scores, the diegetic ack-dog was highly preferred for the
majority of the factors which is discussed in Section 6.4.2 in more detail. A few exceptions were
observed in the Aesthetic Appeal and Recommend to Others factors, as our participants chose the
non-diegetic arrow as the least aesthetically appealing condition and preferred to recommend the
diegetic dog compared to the non-diegetic arrow significantly more. These findings are aligned
with previous positive perceptions of virtual animal/insect attention guides [53,183], partially supporting our Hypothesis H4. As noted above, we speculate that the disappearance of the two diegetic
virtual animals influenced their desirability and we propose further exploration for diegetic behaviors of such mechanism to successfully indicate the end of the guidance period without negatively
influencing users’ experience.
Aligned with Hypothesis H1a, all of the attention guidance mechanisms were found to be effective
as their presence led to increased event visibility ratio and mean event start scores. This was
also reflected in our participants’ Fear of Missing out ratings, where the arrow, dog, and ack-dog
mechanisms were evaluated more positively compared to the no guide condition. From this, we
accept Hypothesis H5. However, we can only partially accept hypothesis H1a. Our expectation
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was that the overt nature of the arrow would make the presence of a target event more explicit to our
participants. However, we only found a significant difference in visibility ratio between the nondiegetic arrow and the ack-dog. Also, the findings from the AGQ behavioral influence sub-scale
show that the ack-dog was perceived as less forced compared to the arrow, which may have resulted
in more exploration freedom with the ack-dog; hence, the lower event visibility ratio. However,
we do not see a similar pattern with the other non-acknowledging diegetic conditions, which may
have been influenced by their disappearance or their non-acknowledging behavior, requiring future
investigations to pinpoint the exact cause.

6.4.2

Influence of Acknowledging Behavior for Attention Guidance Mechanisms (RQ2)

Overall, the ack-dog, which exhibited acknowledging behaviors towards the participants and the
environment, resulted in a more positive experience compared to the no guide and the non acknowledging guidance mechanisms which is aligned with previous exploration on this topic suggesting
the potential for an increased sense of presence, enjoyment, and connection [49,231]. Focusing on
quality of experience, UEQ scores indicated an overall increased positive perception of the ackdog over the no guide and non-diegetic arrow, with a hedonic advantage over all conditions but
the bird, and a pragmatic advantage over the no guide condition. The total score as well as the
place and plausibility sub-scales of the AGQ revealed a significant advantage over all the other
conditions, and the ack-dog was perceived as less disruptive/distracting (i.e., the behavioral influence sub-scale) compared to the arrow. Also, the ack-dog resulted in a significantly higher sense
of presence compared to the non-diegetic arrow. These findings partly support Hypotheses H3 and
H4. We speculate that the increased place and plausibility illusion [235] induced by the ack-dog’s
behaviors and its continuous presence, which was deemed natural by our participants, increased
the participants’ perception of self-relevance and the ack-dog’s social influence [38, 39], resulting in our participants’ experience of a higher sense of presence, companionship, and connection
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captured in their subjective ratings and their interview responses. Additionally, these findings can
explain why the ack-dog was significantly preferred more in many of the preference factors compared to all other conditions, such as Comfortable Working with Mechanism, Aesthetic Appeal,
Future Use, or Recommend to Others, while only significantly different than the no guide and the
diegetic dog in the Easy to Learn and Use factors partly supporting our Hypothesis H4.
Our expectation for hypothesis H1b was that the acknowledging behavior of the ack-dog might
communicate that the ack-dog is aware of the goings-on in the environment, and with real dogs
being more common in guiding roles [205, 261], participants may feel more encouraged to follow
it more closely, leading to higher mechanism visibility ratios. However, while we see a trend for
a higher mechanism visibility ratio for ack-dog compared to all other condition, this effect is only
significant between the ack-dog and the non-acknowledging dog condition. For future studies, we
think that using eye tracking can better distinguish the differences between the effectiveness of our
attention guidance mechanisms, for instance by analyzing gaze fixation data.

6.4.3

Limitation

Our study has certain limitations. First, similar to many previous AR/VR attention guidance research, we adopted a holistic view of each attention guidance mechanism, where the defining characteristics of the mechanisms are not varied or studied consistently and are compared as a whole
in favor of mechanism practicality [36, 42, 142, 183, 214, 226, 239]. We think that future research
will benefit from adopting factorial design approaches to better narrow down on the impact of each
characteristic which can augment the current more practical findings and lead to more systematic
design decisions. Second, we did not explore various content types and we believe that there is
a lot of opportunity in exploring the influence of content type on users’ guidance mechanisms
preferences and overall experience (e.g., entertainment vs. educational).
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6.5

Conclusion

In this chapter we presented a within-subjects user study in which we compared the effectiveness
of virtual animals as diegetic attention guidance mechanisms and the role of acknowledging behavior on participants’ experience in 360-degree experiences. Our results indicate that diegetic
mechanisms can positively influence participants’ quality of user experience and effectively guide
them towards target events. Additionally, the inclusion of acknowledging behaviors resulted in a
higher sense of presence with participants preferring the diegetic acknowledging mechanism. A
qualitative analysis of our participants’ post-study interview responses further revealed three main
themes influencing participants’ preferences: blending in, acknowledging behaviors, and positive
associations.
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CHAPTER 7: VIRTUAL DOGS AS SOCIAL PRIMING STIMULI IN
AUGMENTED REALITY

This chapter presents a human-subjects user study investigating the Social Effects aspect of the Human Effects category presented in Chapter 1 where the potential of virtual dogs as social priming
stimuli for virtual humans is studied. Inspired by previous literature on social priming [68–70] and
social catalytic effects of real dogs [30, 98, 169, 266, 270], we only focus on the Visual Representation aspect of the five Research Considerations identified in our systematic literature review [189]
and compare social priming effects of social interactions with a virtual dog, a virtual human, a
virtual robot, and a non-social priming condition where the virtual human is looking at her phone.
The thesis statement supported by this chapter are is follows:

• [TS2] Entity-Other: The presence of a virtual dog with dog-like behaviors can induce
positive affective changes within real human interactants towards other virtual interactants.

This chapter largely incorporates a manuscript that is submitted for publication at the time of this
dissertation publication: “Virtual Humans with Pets and Robots: Exploring the Influence of
Social Priming on One’s Perception of a Virtual Human,” authored by Nahal Norouzi, Matthew
Gottsacker, Gerd Bruder, Pamela J. Wisniewski, Jeremy Bailenson, and Gregory F. Welch.

7.1

Overview

Over the past 20 years researchers have been studying social interactions between real humans and
virtual humans (VHs) primarily by varying VH-specific characteristics or factors associated with
a VH’s contextual existence [190,196]. By contextual existence we mean factors that aim to create
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the illusion that the VH is associated with its environment, and give context to its presence. For
example, if a VH is affected by (or exhibits awareness of) events in the real physical environment,
or is able to affect (influence) that environment, that reinforces the VH’s association with its environment [127, 146]. If a VH shares lifelike backstories with users [33], or socially primes users
by engaging in social interactions with other real/virtual human actors [68–70], that reinforces the
VH’s contextual presence. Previous research has found that the addition of social priming and
backstories before users’ primary interaction with a VH influences their subsequent interactions
by enhancing their mood, engagement, and social presence with the VH [33, 68–70]. Both mechanisms are also practical: they can be incorporated into a wide range of existing interactions users
may have with VHs, and both mechanisms can often be implemented via “canned” (pre-scripted)
sequences.
While previous research found that social priming involving real/virtual humans seen interacting
with a primary VH can positively influence perceptions of the VH, similar to Figure 7.1 at (a),
it is unclear whether non-humanoid virtual actors seen interacting with a primary VH can bring
similar benefits. The possibility of social priming with non-humanoid virtual actors is motivated by
several factors. For example, increasing the number of virtual human actors may add complexities
to the social dynamics as users may expect these virtual humans to go beyond just acting, and
expect to interact with them, which is not always possible. Furthermore, it may be the case that
a non-humanoid social actor is already present in the primary VH’s space, conveniently removing
the need to add another VH just for the sake of social priming.
One particularly interesting example of a non-humanoid virtual actor to facilitate social priming
is a virtual dog. The use of a dog is inspired by the fact that they are commonly associated with
humans, and there is extensive evidence of positive associations between dogs and humans. For
example, researchers have found that real dogs can create a “halo” effect for their owners (e.g.,
more friendly/likable) and act as a social catalyst resulting in dog owners receiving more positive
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attention compared to non-dog owners [30, 98, 169, 266, 270]. Another potential non-humanoid alternative is a virtual robot, motivated by the years of research in social robotics where researchers
study and develop social robots in the real world aimed at different applications such as companionship [87, 140]. Thus, we explored the following research questions:

• RQ1 What are the subjective and objective influences of social priming compared to a nonsocial priming condition?
• RQ2 Are the influences of social priming limited to VHs interacting only with other real/virtual
humans?

The findings of this chapter support TS2, as our participants’ attributed positive affects to the
VH interacting with the virtual dog and were inclined to engage in further interactions with that
VH. The qualitative analysis of our participants’ post-study interview responses align with these
findings as some of our participants noted feeling comfortable and positively surprised due to
observing the virtual dog.

7.2

Experiment

This section presents details of our human-subjects experiment, including our study participants,
methods, and materials.

7.2.1

Methods

This section explains the study design and procedure we adopted to explore the influence of social priming with different stimuli on participants’ perceptions of different VHs and their overall
experience.
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7.2.1.1

Study Design

We carried out a within-subjects study using a 4 × 1 Latin Square design to counterbalance our
conditions. Participants played a 20-questions guessing game with a different VH game partner
(G AME -VH) across all four conditions. The specific G AME -VH and the answers for each round of
the 20-questions guessing game were randomized, so no condition was associated with a specific
G AME -VH or answer. In all of our conditions, participants walked to the doorway and waited until
they were invited in by the G AME -VH. Our four study conditions are described as follows:

• Social Priming:
Upon reaching the door, participants observed an ongoing social interaction between G AME VH and one of three different virtual actors. After 16 seconds the virtual actor moved to the
side but remained in the room as shown in Figure 7.1 at (e)–(g), and the G AME -VH invited
the participant inside to play the guessing game. There are three social priming conditions
corresponding to the three virtual actors.
– Virtual Human Stimulus (S TIM -VH): A virtual human used as the virtual actor.
– Virtual Dog Stimulus (S TIM -D OG): A virtual dog used as the virtual actor.
– Virtual Robot Stimulus (S TIM -ROBOT): A virtual robot used as the virtual actor.
• Non-Social Priming (S TIM -P HONE):
Upon reaching the door, participants observed G AME -VH in the process of looking at her
phone. After 16 seconds G AME -VH invited them inside to play the guessing game. The duration of this non-social priming was chosen to match the stimuli exposure time for the three
social priming conditions (above).

In addition to previous literature [30, 68–70, 87, 98, 140, 169, 266, 270], we chose our three social
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Figure 7.1: Screenshots from the participants’ view through the head-mounted display. Top row
showing the priming phase of the four conditions with participants standing at the doorway. Bottom
row showing the 20-questions guessing game phase for each condition with seated participants
facing their head in a way to fit both characters in (e) to (g).

priming virtual actors based on three criteria: an expectation they would be perceived as capable
of (a) interactivity and (b) locomotion; and (c) they would fall into distinct classes of entities.

7.2.1.2

Procedure

Participants were met in the lobby of our building and guided to the experimental space. After
reading the informed consent document and consenting to take part in the study, the experimenter
explained the general goal of the study, which is to evaluate the capabilities of augmented reality
technology in facilitating social interactions with VHs, and noted that participants would play four
rounds of the 20-questions guessing game in an augmented reality break room with four different
VHs. Next, the experimenter asked the participants if they had played a 20-questions guessing
game before and instructed them to phrase their questions based on yes/no answers. As part of
the introduction to the game, participants were told that the G AME -VH could be thinking about
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anything such as famous people, specific types of food, places, animals, and electronic devices.
Then the experimenter and the participants played a trial round to ensure everyone had a similar
understanding of the game. Next, the experimenter explained the five stages of the experiment
shown in Figure 7.2:

• Stage 1: Don the head-mounted display (HMD) after the experimenter’s cue and move towards
the doorway after hearing a bell sound through the HMD’s speakers.
• Stage 2: Wait for G AME -VH to invite you in and have a seat.
• Stage 3: Follow G AME -VH’s cues and start asking questions when prompted by G AME -VH
and a second bell sound. Participants were told that the game would end after 20 questions or
3 minutes, whichever came first. Note that we chose difficult final answers (see Sec. 7.2.2.2) so
participants always lost.
• Stage 4: If the game ends without having guessed the item chosen by G AME -VH, follow
G AME -VH’s prompt to write your last guess on a post-it on the table in the back of the room.
• Stage 5: Leave the room and then doff the HMD.

Participants answered several subjective questionnaires after each condition. After the last condition, participants answered technology familiarity and demographic questionnaires, followed by a
short post-study semi-structured interview. Lastly, the participants were thanked for their participation and compensated for their time.

7.2.1.3

Participants

We recruited 24 participants (7 female, 17 male, age 18–37, M = 24.17, SD = 5.18) for our
study. The study protocol was approved by the institutional review board of our university. We
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(a) Stage 1

(b) Stage 2

(d) Stage 4

(c) Stage 3

(e) Stage 5

Figure 7.2: Illustrations of the physical setup with placement of the virtual entities at different
stages of the interaction.
asked our participants to assess their familiarity and expertise with related technology by answering
six 7-point scale questions (1 = novice/not familiar, 7 = expert/very familiar) capturing expertise
with computers (M = 5.5, SD = 0.88) and familiarity with VR (M = 5.17, SD = 1.31), AR
(M = 4.71, SD = 1.46), VH agent/avatars (M = 5.13, SD = 1.54), virtual animals (M = 4.71,
SD = 1.68), and virtual robots (M = 4.42, SD = 1.64). Nine participants were single or multipet owners (five cats and nine dogs in total). Eleven participants had normal vision, nine had
corrected vision with glasses, and two had corrected vision with contact lenses.
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7.2.2

Materials

This section describes the details of the physical space, virtual entities, and the 20-questions guessing game utilized in our augmented reality experiment. Figure 7.2 depicts the physical setup and
the distances between things.

7.2.2.1

Experimental Setup

We used a HoloLens 2 HMD (frame rate: 60 Hz, diagnoal field of view: 54◦ , and resolution:
2048 × 1080 per eye [3, 106]) and two graphics workstations (Specs: Intel Xeon 2.4 GHz 16core processor, 32 GB of main memory, and two Nvidia Geforce GTX 980 Ti graphics cards).
The participants used one workstation to answer questionnaires and the recording of the poststudy interview. The experimenter used the other workstation for running a server application
that logged data and controlled the behavior of the virtual entities on a client application on the
HMD. All the server/client applications were created using the Unity graphics engine version
2018.4.34f1. Participants played the 20-questions guessing game while seated on a stationary stool
in a 3.89 m ×3.89 m experimental room with the door open. The black arrows in Figure 7.2 show
the distance estimates between participants and the different virtual entities at different phases of
each condition. It is important to note that given the field of view of the HMD, if participants were
directly facing the VH game partner in Stage 3 of the interaction (see Sec. 7.2.1.2) they could only
catch a glimpse of the social priming stimuli in the corner of the room by moving their head.

7.2.2.2

20-Questions Guessing Game Phase

We used a 20-questions guessing game as the context for the social interaction between participants and the G AME -VHs as this game has been effectively used in previous human-agent in147

teractions [21, 70, 145]. To control for the potential impact of the game results on participants’
perceptions of the G AME -VHs, we structured the questions so that participants would always lose.
To ensure the loss we randomly assigned one of four relatively challenging final answers (difficult
to guess) to each condition, and allowed the experimenter to adapt the G AME -VHs’ responses
throughout (see Table 7.1). The four final answers were: Brad Pitt as a famous actor, the Sydney
Opera House as a place, Lasagna as a food item, and Condor as an animal.

7.2.2.3

Virtual Entities

This section details all the virtual entities that the participants observed and/or interacted with in
each of the four conditions. For all of the virtual entities detailed below, we used a combination of
pre-made animations from the creators of the virtual entities, Adobe Mixamo [5] animations, and
custom animations created in Unity’s animation window.

7.2.2.3.1

Virtual Human Game Partner (G AME -VH)

We adopted four different female G AME -VH models from the Microsoft RocketBox Avatar Library library [173]. As we wanted to limit the influence of the G AME -VHs’ facial features or
clothing styles on the participants’ perceptions, we used four different G AME -VHs that each had
similar facial features, and were wearing similar clothing, but had different colored shirts as shown
in Figure 7.1. We added blendshapes to the G AME -VHs using Autodesk Maya 2022 [20] to control their facial expressions and lip movements while talking. We used Rogo Digital Lip Sync
Pro [217] to generate lip movements that matched the G AME -VHs’ speech, and incorporated appropriate facial expressions. Throughout the experiment, the G AME -VHs were made to blink and
vary their facial expressions and gestures, such as smiling, raising their eyebrows, waving, idle
gesturing with either hand, nodding yes, and shaking their head no. Table 7.1 shows the different
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Category

Speech Prompts

Social Priming, S TIM -VH

S TIM -VH: “Matt won all the rounds yesterday, I’m so unlucky in this game, I only won
2 out of 10”; G AME -VH: “You’ll get them next time” S TIM -VH: “Hope you have better
luck today”; G AME -VH: “thank you”; S TIM -VH: “Oh you’ve got a visitor, I’ll leave
you two to play” S TIM -VH: “Catch you later”; G AME -VH: “see you later”
S TIM -D OG sniffing sound; G AME -VH: “You got it”; S TIM -D OG barking sound;
G AME -VH: “You’re energetic today”; S TIM -D OG sniffing sound; G AME -VH: “Who’s
a good dog’
S TIM -ROBOT: beep sound #1; G AME -VH: “You got it”; S TIM -ROBOT: beep
sound #2; G AME -VH: “You’re charged up today”; S TIM -ROBOT: beep sound #3;
G AME -VH: “Good job Robbie”
G AME -VH: “Hi my name is Julie/Katie/Suzi/Stacy”; G AME -VH: “Nice to meet you”;
G AME -VH: “that’s my friend Remy/dog Bailey/robot Robbie”; G AME -VH: “how are
you?”; G AME -VH: “I’m doing well, thank you”; G AME -VH: “Come on in, please
have a seat”; G AME -VH: “I guess it’s time to start”
G AME -VH: “yes/yup/that’s right”;G AME -VH: “no/nope/that’s not right”; G AME -VH:
“kind of but try again, not quite but try again, that’s close but try again”
G AME -VH: “I think you ran out of questions/I think you ran out of time”;
G AME -VH: “Don’t forget to write your last guess on the paper back there”;
G AME -VH: “It was nice playing with you, see you later”

Social Priming, S TIM -D OG

Social Priming, S TIM -ROBOT

Greeting & Game Start, G AME -VH

Game Responses, G AME -VH
Game End, G AME -VH

Table 7.1: The speech/sound prompts voiced by different virtual
speech/audio prompts voiced by the G AME -VHs and the other stimuli. The G AME -VHs used a
variety of prerecorded speech prompts for the different phases of the interaction. We recorded these
speech prompts using the Audacity software [19] and the voice of a female native English-speaking
research personnel from our group.

7.2.2.3.2

Virtual Human Stimulus (S TIM -VH)

We acquired a 3D model of a character named Remy from Adobe Mixamo [5] and made slight
adjustments. The blendshapes of the Remy character were used to control its facial expressions
and lip movements while talking. Similar steps to those of the G AME -VHs (above) were taken for
S TIM -VH for the blinking animation and its facial expressions, gestures, and lip movements, while
in this case, the voice of a male native English-speaking co-experimenter was used. Figure 7.1 at
(a) shows a snapshot of the interaction between a G AME -VH and the S TIM -VH character, and
at (e) shows the S TIM -VH at its destination position after the social priming phase was over.
Table 7.1 lists the speech prompts used between the G AME -VHs and S TIM -VH during the social
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priming phase. The S TIM -VH was facing the G AME -VH throughout the social priming phase,
and only looked towards the doorway where the participants were standing just before saying the
phrase “Oh you’ve got a visitor, I’ll leave you two to play.” At that point the S TIM -VH slowly
looked back, stood up from its stool, walked to the stimuli destination position where his desk was
placed, sat behind his computer, and looked at his computer the whole time with headphones on
his ears as shown in Figure 7.1 at (e).

7.2.2.3.3

Virtual Dog Stimulus (S TIM -D OG)

We purchased a 3D rigged and animated model of a golden retriever dog from the Unity asset
store [211]. We chose a golden retriever dog model as real-life examples of this breed were previously used in social catalyst studies with real dogs and real humans (see Sec. 2.1.2). Blinking
animations were added to the S TIM -D OG model. Figure 7.1 at (b) shows a snapshot of the interaction between the G AME -VH and the S TIM -D OG character, and at (f) the S TIM -D OG at its
destination position after the social priming phase was over. Table 7.1 lists the speech prompts
used between the G AME -VHs and S TIM -D OGduring the social priming phase. During this phase,
the S TIM -D OG faced the G AME -VH and wagged its tail while transitioning between three animations of four-legged idle, sniffing and scratching the ground, and playfully crouching while
barking. At the end of the social priming phase, the S TIM -D OG turned its head and looked at the
doorway, where the participant was standing, turned back towards the G AME -VH, stopped wagging its tail, and moved towards the stimuli destination position and idly lay on the floor as shown
in Figure 7.1 at (f).
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7.2.2.3.4

Virtual Robot Stimulus (S TIM -ROBOT)

We acquired a 3D rigged and animated model of a virtual robot from the Unity Asset Store [210]
and made slight adjustments. Figure 7.1 at (c) shows a snapshot of the interaction between the
G AME -VH and the S TIM -ROBOT character, and at (g) shows the S TIM -ROBOT at its destination
position after the social priming phase was over. We chose to avoid a human-like or animal-like
robot appearance as we did not want our participants to perceive the S TIM -ROBOT as a robotic
version of a human or a dog, and to potentially look for animal-like or human-like qualities in
the robot. We used a rolling animation for the S TIM -ROBOT’s movements, slight playful motions
around the yaw axis, and blinking for the eyes. We removed the three legs of the 3D model
and adjusted it to roll from one place to the next, as during our internal pilot testing we found
that the robot’s movements with its legs could make it seem aggressive or unsafe. Our choice
for S TIM -ROBOT’s appearance was informed by the interactive mobile robots that have been on
the market [220], such as Cozmo [75] and Sphero [240]. Also, this robot was closer to a form
factor, such as the Qin robot [50] that was rated very highly on the warmth dimension [212].
S TIM -ROBOT made short beep sounds during the game play as shown in Table 7.1. The beep
sounds were acquired from Zapsplat [275]. During the social priming phase, S TIM -ROBOT slowly
motioned around its yaw axis, mostly facing the VH with its eyes indicating a happy emotion as
shown in Figure 7.1 at (c). Before the end of the social priming phase, the robot rotated around
to look back at the doorway, where the participants were standing, then rotated back towards the
G AME -VH with its eyes transitioning to normal mode and rolled towards the stimuli destination
position in the corner of the room as shown in Figure 7.1 at (g).
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7.2.2.4

Hypotheses

Inspired by the positive influences of social priming and backstory on perceptions of virtual humans [33, 68–70], the potential of real dogs in creating a positive image of the real human dog
owners based on Halo Effect and Social Catalyst literature [107, 169, 218, 266], and the potential
benefits of interactions with social robots [87, 136, 140], we present the following hypotheses:

• H1: social priming facilitated by another VH compared to non-social priming enhances participants’ social interaction with the VH (i.e., increased social presence) and results in a more
positive perception of the VH (i.e., enhanced Affective Attraction, Inclination, and Inclusion of
Other in the Self).
• H2: The above benefits of social priming are not limited to humanoid entities and can be
induced by non-humanoid entities.
• H3: The presence of social priming stimuli will influence participants’ attention behavior during the social priming phase.

7.2.2.5

Measures

This section presents all of our subjective and objective measures and our post-study interview
questions used to assess participants’ perceptions of the social priming and non-social priming
conditions.

Objective Measures
• Head Gaze: We used a ray originating from the center of the HMD (i.e., user’s face) to measure
how often participants’ heads were oriented towards the different G AME -VHs or other virtual
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stimuli depending on the condition during Stage 2 as shown in Figure7.2 at (b), and before the
start of the game as an objective measure of our participants’ attention.

Subjective Measures
• Social Presence: We used the 9-item social presence questionnaire utilized by Oh et al. [195]
as an adaptation of the networked minds social presence questionnaire [34]. This questionnaire
was to used to assess how together participants feel with the different G AME -VHs on a 7-point
scale (1 = strongly disagree, 7 = strongly agree). Following previous work [195], we computed
an aggregated score for each condition.
• Affective Attraction: We used the 5-item affective attraction questionnaire devised by Herbst
et al. [105] to evaluate participants’ perceptions of the G AME -VHs regarding the 5 factors
of unpleasant/pleasant, cold/warm, positive/negative, friendly/unfriendly, and distant/close presented to participants on a 7-point scale (e.g., 1 = unpleasant, 7 = pleasant). Following previous
work [105], we reversed the negative items and calculated and aggregated score for each condition.
• Inclination: We devised the question “How inclined do you feel to interact with your game
partner more in the future?” to assess participants’ inclination for future interactions based on
the different conditions.
• Inclusion of Other in the Self: We used the single-item pictorial inclusion of other in the self
(IOS) by Aron et al. [15], to assess how at one participants feel with the G AME -VHs.

Post-Study Interview

At the end of the study, aligned with our research questions (see Sec. 7.1) we conducted a semistructured interview and asked our participants to describe their experience including their thoughts
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and feelings while they were waiting at the doorway, how they felt during the game, and how they
divided their attention in the social priming conditions where there was another stimulus in the
room with them.

7.2.2.6

Data Analysis

We adopted a mixed-methods approach for the analysis of our quantitative and qualitative data.
Two participants were removed from the analysis for technical issues. We used repeated measures
ANOVA at the 5% significance level for the analysis of our objective and subjective quantitative
data. This decision is aligned with recent findings in the domain of statistics suggesting the robustness of parametric methods for subjective scale data [180, 185]. T-tests were utilizied for pairwise comparisons with False Discovery Rate (FDR) Correction to correct for family-wise error.
After correction we adopted SPSS’s approach of reporting the corrected p-values. Degrees of freedom were corrected using Greenhouse-Geisser and Huynh-Feldt estimates following a significant
Mauchly’s test of sphericity.
For the analysis of our participant’s post-study interview responses we adopted Braun and Clarke’s
thematic analysis approach [44], conducted by the first author of this manuscript. The thematic
analysis started with the transcription of the post-study interview audio files, followed by multiple
rounds of reading the transcriptions to get familiarized with the data. Next, the data was iteratively
coded and through multiple revisions grouped into themes. Table 7.2 presents our code book
devised for our qualitative analysis.
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Themes

Code: Definition

Social Priming vs. NonSocial Priming (54%)

Positive Feelings: comparing the social priming and non-social priming conditions in relation to one’s feeling
(e.g., feeling pleasant or demotivated)
Attention Curiosity: talking about the positive influences of the stimuli in garnering positive curiosity
Screensaver: talking about the use of stimuli as a screensaver while thinking/talking
Normalcy: Using words such as normal, natural, authentic, common, expected, realistic or their opposites to
describe the general pre-game interactions and/or the presence of the different stimuli
Real-Life Comparison: Talking about the conditions in relation to real-life experiences
Previous Technology Comparison: Talking about the conditions in relation to past technological exposures
Apprehension: describing feelings of anxiety with VHs based on anxiety with real human strangers
Positive Feelings: describing preference for the non-human stimuli

Unexpectedness Benefits
(45%)

Variation Benefits (31%)

Table 7.2: Thematic Analysis Codebook.
7.3

Results

This section presents our quantitative (subjective and objective) results and the three themes that
emerged from the qualitative analysis of our participants’ post-study interview responses. Table 7.3
summarizes our quantitative results.
Measure

Main Effect

Pair-Wise Comparison with FDR
ηp2

Head Gaze
at Stimuli
Head Gaze
at G AME -VH

F (2, 42) = 5.84, p = 0.006,

Social Presence (0.91)

F (2.22, 46.52) = 0.89, p = 0.427, ηp2 =
0.041
F (3, 63) = 4.72, p = 0.005, ηp2 = 0.18

Affective Attraction
(0.84)

= 0.22

F (3, 63) = 44.52, p < 0.001, ηp2 = 0.68

Inclination

F (3, 63) = 6.15, p < 0.001, ηp2 = 0.23

Inclusion of Other
in the Self

F (3, 63) = 3.18, p = 0.030, ηp2 = 0.13

S TIM -D OG vs. S TIM -ROBOT: t(21) = 4.29, p < 0.001, d = 0.92
S TIM -D OG vs. S TIM -VH: t(21) = 1.95, p = 0.096, d = 0.42
S TIM -D OG vs. S TIM -P HONE: t(21) = −8.97, p < 0.001, d = −1.91
S TIM -ROBOT vs. S TIM -P HONE: t(21) = 6.41, p < 0.001, d = −1.37
S TIM -VH vs. S TIM -P HONE: t(21) = −11.36, p < 0.001, d = −2.42
—
S TIM -D OG vs. S TIM -P HONE: t(21) = 3.06, p = 0.018, d = 0.65
S TIM -ROBOT vs. S TIM -P HONE: t(21) = 2.29, p = 0.066, d = 0.49
S TIM -VH vs. S TIM -P HONE: t(21) = 3.23, p = 0.018, d = 0.69
S TIM -D OG vs. S TIM -P HONE: t(21) = 3.24, p = 0.012, d = 0.69
S TIM -ROBOT vs. S TIM -P HONE: t(21) = 2.83, p = 0.02, d = 0.60
S TIM -VH vs. S TIM -P HONE: t(21) = 5.374, p < 0.001, d = 1.15
S TIM -D OG vs. S TIM -P HONE: t(21) = 2.54, p = 0.075, d = 0.54
S TIM -D OG vs. S TIM -ROBOT: t(21) = 2.41, p = 0.075, d = 0.51

Table 7.3: Summary of all of the subjective/objective quantitative results. Cronbach α values are
presented in parentheses.

7.3.1

Objective Measures

This section presents the results of our objective measures summarized in Table 7.3.
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7.3.1.1

Head Gaze at Stimuli:

Figure 7.3 at (a) shows the results for the Head Gaze at Stimuli measure. A significant difference
in pair-wise comparisons indicate that participants’ head gaze was directed towards the dog more
often than the robot (p = 0.002).

7.3.1.2

Head Gaze at G AME -VH:

Figure 7.3 at (b) illustrates the results for the Head Gaze at G AME -VH measure. Significant
differences in pair-wise comparisons indicate that participants’ Head Gaze were directed at the
G AME -VH less often when another stimuli was present in the room (p < 0.001).

7.3.2

Subjective Measures

This section presents the results of our subjective measures summarized in Table 7.3.

7.3.2.1

Social Presence:

Figure 7.3 at (c) indicates participants’ level of social presence experienced with the different
G AME -VHs. We did not find a significant main effect of condition on the level of social presence
experienced with the G AME -VHs. Considering also the magnitudes and variance, social priming
may have had no effect on how present participants felt with the different G AME -VHs.
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7.3.2.2

Affective Attraction:

Figure 7.3 at (d) shows the level of affective attraction experienced towards the different G AME VHs for each condition. Significant differences in pair-wise comparisons indicate that the two
S TIM -VH and S TIM -D OG conditions positively influenced participants’ levels of affective attraction towards the G AME -VHs in comparison to the S TIM -P HONE condition (p < 0.05).

7.3.2.3

Inclination:

Figure 7.3 at (e) shows the differences between participants’ inclination scores. Significant differences in pair-wise comparisons indicate participants were more inclined to interact with the G AME VHs in all of the social priming conditions compared to the S TIM -P HONE condition (p < 0.05).

7.3.2.4

Inclusion of Other in the Self:

Figure 7.3 at (f) shows the results for this measure. We only found trends in the pairwise comparisons, cautiously suggesting that participants may have felt more at one with the G AME -VHs with
the virtual dog compared to the S TIM -ROBOT and S TIM -P HONE conditions.

7.3.3

Qualitative Results

This section presents the three themes that emerged from the qualitative analysis of our participants’ post-study interview responses. For each theme, the total number of opinions presented for
each condition can exceed the number of participants as each of them may have multiple opinions
for each condition for a given theme.
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Figure 7.3: Objective and subjective results (higher is better): (a) Head Gaze at Stimuli, (b) Head
Gaze at G AME -VH, (c) Social Presence, (d) Affective Attraction, (e) Inclination, (f) Inclusion of
Other in the Self. Statistical significance: *** (p<0.001), ** (p<0.01), * (p<0.05).

7.3.3.1

Social Priming Enhanced User’s Experience Compared to Non-Social Priming:

Twelve of our participants (54%) described at least one positive benefit of the social priming conditions compared to the non-social priming condition.
For nine participants (41%), these positive benefits were more explicit as they found the social
priming conditions to be more welcoming, pleasant, and contextual. The social priming conditions
being perceived as more welcoming is especially interesting, as all the G AME -VHs had the same
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speech prompts, gestures, and facial expressions for welcoming the participants for each condition.
On the other hand the non-social priming condition was described as unpleasant and demotivating.
Overall, 12 positive mentions were recorded for the S TIM -D OG condition followed by 10 positive
mentions each for the S TIM -VH and S TIM -ROBOT conditions.

P15: “...last condition was very distant...they were looking at their phone and they did
not realize that somebody is at the door first two conditions were really good because
they were interacting with their in the first case robot and in the second case their pet
but as soon as they realized they greeted and they wanted to welcome in and even the
third condition I would say it was still pleasant because they were giving 100% of their
attention to the person they were talking to...”

Six participants (27%) noted that at least one of the social priming conditions garnered a positive
sense of curiosity as they would glance at them to see what they would do next or get clues for the
game. Three participants (13%) appreciated the presence of the stimuli during the game as they
used them as screen savers while they were thinking/talking to the G AME -VHs, mentioning that
they commonly look around and focus on other things when talking/thinking.

P12: “...as I was talking and asking questions I kind of like used as a screen saver...I
would look over to it [social priming stimuli] to give my mind a second thing to think
about so it felt like some progress was being made...”

7.3.3.2

Unexpected Social Priming Can Have Positive Benefits:

Ten of our participants (45%) assessed the social and non-social priming interactions based on
how closely it resembled their real-life experiences or their previous exposures to similar technol159

ogy. Among this group, the S TIM -VH condition was regarded as the most common and normal
compared to the other conditions (six participants, 27%), followed by the S TIM -P HONE (four participants, 18%), and the VH-Dog (two participants, 9%).

P15: “...the one with the dog I felt the most comfortable with cause it seemed more
authentic and the one where she was talking with that guy, just cause it seemed like
real like situations that could happen...I felt like a little more like curious I guess [with]
the robot one, but also it feels a bit more like not actually real because we don’t have
anything like that in real life...the one when she was on her phone...that felt authentic
to me because that sometimes happens, you gotta have to wait for someone to notice
you when you are standing at the door...”

Interestingly, although being common and normal was deemed as a positive quality for the above
conditions, the opposite very rarely led to a negative experience. Eight participants in the S TIM ROBOT condition (36%) and six (27%) participants in the S TIM -D OG condition did not find the
social priming interactions in these conditions as common or expected. However, the unexpectedness resulted in an added sense of positive curiosity and amusement for most, with only two
participants (9%) deeming the uncommonness of the S TIM -D OG and S TIM -ROBOT conditions as
negative and weird.

P5: “...I felt that it was kind of cool that there was a dog there with the robot as
well...I just thought they are more interesting because most AR avatars aren’t dogs or
robots...”
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7.3.3.3

Adding Variation to Social Priming Stimuli Can be Beneficial:

The experience of seven of our participants (31%) was influenced by the presence or absence
of non-human stimuli. In this group, three participants (13%) described their general feelings of
anxiety and apprehension when interacting with strangers, which was brought to the fore when presented with the S TIM -VH and S TIM -P HONE conditions. The remaining four participants (18%)
noted feeling more social, happier, and comfortable in the S TIM -D OG and/or S TIM -ROBOT conditions due to liking dogs and the added curiosity and excitement brought about by these stimuli.

P20: “...with the robot I was curious cause I wasn’t expecting to see a robot so I was
more invested...in the dog too I don’t have a dog but I like dogs I trust them...with the
other person I get anxious around people so I wasn’t as inclined to like having the
other person there it almost felt like I was interrupting I guess since they already were
in the middle of something cause I don’t feel like I’m interrupting a dog but when it’s
a person-person interaction I was like oh maybe I’m interrupting something here and
then when they were on their phone was probably the worst cause you just had to stand
there and I guess I’m bothering her I felt bad like oh she’s on her phone oh my bad...”

7.4

Discussion

Our quantitative and qualitative findings show the promise of social priming to both positively
influence participants’ perceptions of the G AME -VHs compared to the non-social priming, and to
impact how participants divide their attention. Also, we found that some of the benefits of social
priming can be induced by non-humanoid entities. However, we did not find any evidence for
social priming enhancing the quality of social interaction between the participants and the G AME VHs. Here we provide a detailed discussion of the findings.
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7.4.1

Potential Dual Benefits of Social Priming

Our quantitative and qualitative results suggest that social priming may have dual benefits: (a)
enhancing participants’ perceptions of the G AME -VHs, and (b) enhancing participants’ user experience.
Regarding point (a), we found that participants attributed more positive affective characteristics
to the G AME -VHs in the S TIM -VH and S TIM -D OG conditions, such as finding the G AME -VHs
more warm and friendly than the non-social priming condition (trend for S TIM -ROBOT). Also,
participants felt more inclined to engage in future interactions with the G AME -VHs in all social
priming conditions than the non-social priming condition. These findings also reveal that social
priming can be facilitated with non-humanoid entities, with similar differences for the S TIM -D OG
and S TIM -ROBOT conditions (trend for affective attraction in the S TIM -ROBOT condition). These
findings correspond to previous research on real dogs creating a halo effect for their owners [30,
98, 169, 266, 270]. We speculate that the positive findings for the virtual robot may be related to
participants’ positive curiosity and excitement resulting from its presence. These findings partially
support H1 and H2. This partial support is due to the fact that unlike previous work [68–70], we did
not find higher Social Presence scores in the social priming conditions compared to the non-social
priming condition, with relatively high Social Presence scores across all conditions, as shown in
Figure 7.3 at (c). This finding may be explained by the fact that most of our participants mentioned
being engaged in the game and finding the mechanics of the social interactions with the G AME VHs to be similar across all conditions, leading to similar social presence scores. Interestingly, a
few of our participants noted that seeing a VH on their phone seemed normal to them, which may
explain the unaffected social presence scores.
Also, previous research looking at dyadic social interactions has found that using one’s phone
continuously during the social interaction negatively influences the other person’s perceptions [4,
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59, 94]. Although our S TIM -P HONE condition did not include such a scenario—continuous phone
usage during the interaction—some of our participants found it less pleasant compared to the social
priming condition. Based on our participants’ qualitative feedback, we speculate that the negative
perceptions in the S TIM -P HONE condition is more associated with the participants’ perception of
having to wait longer at the doorway, while this point was not mentioned for any of the other
conditions.
As expected, our participants paid more attention to the G AME -VHs in the non-social priming
condition as no other stimuli was present in the room, supporting our hypothesis H3 that participants divided their attention between the G AME -VHs and the different social priming stimuli in
the social priming conditions. Separately, in response to RQ1 and RQ2, our participants paid
more attention to the virtual dog than the virtual robot at the beginning of the interaction—similar,
but a trend was observed between S TIM -D OG and S TIM -VH conditions. This may be due to the
virtual dog having the right levels of being perceived as pleasant and unexpected compared to the
other stimuli. For instance, although only a trend, participants seemed to feel more at one with the
G AME -VHs in the S TIM -D OG condition compared to S TIM -ROBOT and S TIM -P HONE (see IOS
in Table 7.3).
In response to RQ1 and RQ2, we also found the influence of social priming on participants’
overall experience captured in point (b) noted above. Our qualitative findings suggest that some of
our participants found the social priming phase as a pleasant and interesting interaction to observe,
adding to their sense of curiosity with some participants finding the virtual dog and the virtual robot
to be unexpected in a positive way. Based on these findings, we see benefits for giving context to
interactions with VHs through social priming and exploring varying stimuli since interactions with
virtual dogs or robots can provide novel background information about the VHs, their personality,
and affective states that may facilitate longer-term engagement. For instance, VHs that share firstperson perspective background information are found to be more engaging in the long run [33].
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7.4.2

Limitations

Since the ray originating from the center of participants’ heads would miss both the G AME -VH
and the different social priming stimuli when participants tried to fit both entities in the field of
view of the HMD, the Head Gaze measures cannot entirely capture our participants’ focus of
attention. We plan to utilize eye tracking in future studies to more precisely pinpoint the differences
in participants’ division of attention.
Also, all G AME -VHs were involved in relatively positive interactions during the social priming
phase, and future studies should explore the influence of more neutral interaction content. That
said, except one participant, all attributed the influences of the social priming to the general interaction between the G AME -VHs and the different stimuli and not to the specific content of the
interaction.
Lastly, as we were interested in the influence of the social interactions facilitated by various social
priming stimuli, we did not study the mere presence of each social stimuli; hence, future work is
needed to determine the influence of the social exchange vs. the mere presence of a social stimuli
(e.g., a virtual dog socially interacting with a virtual human vs. a virtual dog just present next to
the virtual human).

7.5

Conclusion

In this chapter, we presented a human-subjects user study to assess the potential of social priming
through social interactions between different VH and virtual stimuli, which included another VH,
a virtual pet dog, a virtual personal robot and compared it to a non-social priming condition. We
found that social priming leads to a more positive perception of VHs than the non-social priming
condition; however, participants experienced similar levels of social presence in all conditions.
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Additionally, our findings point towards benefits in adding variation to social-priming stimuli. For
instance, some of our participants were positively surprised by the presence of the virtual dog and
the virtual robot and a few experienced social anxiety with the VH stimuli.
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CHAPTER 8: CONCLUSIONS AND FUTURE WORK

In this dissertation, in light of the positive benefits of HDI [30, 267] and the limitations faced by
some individuals to benefit from such interactions [96, 100, 167, 200, 264], I studied the social and
behavioral influences of interactions with virtual dogs as embodied agents in AR/VR.
As noted in Section 1.4, this dissertation contributes to the broader domain of embodied agents
in AR/VR in the following ways. First, I identified a scope for human-virtual dog interaction
research, to allow for a systematic investigation of virtual dogs as embodied agents. The research
scope reflects the convergence of what I call Human Effects and Research Considerations. To arrive
at the Human Effects category, I reviewed previous work on HDI and identified and presented the
similarities captured in previous work, especially previous systematic literature reviews. To arrive
at the Research Considerations, I conducted a systematic literature review on embodied agents in
AR HMD-based environments from 2000-2020 and identified five primary research areas that had
received considerable attention in the past 20 years [189].
Second, within this research scope, inspired by the potential of virtual dogs in companionship
roles and motivated by fundamental open research questions in the Human-Virtual Dog Interaction
research scope, I conducted four human-subject experiments. These experiments go beyond just
the immediate interaction between the real human user and the virtual dog as a whole and present
an expanded analysis on the influence of virtual dogs’ presence and behavior in shared spaces
investigating more complex social dynamics with other real and virtual humans. Through these
experiments, I identified: (a) virtual dogs’ simulated responsiveness leads to a higher degree of
copresence in human participants and enhances their quality of experience, (b) their potential as
comforting entities when assuming the role of social support figures, (c) their effectiveness when
used as attention guidance mechanisms while enhancing participants’ quality of experience, and
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(d) their ability to influence participants’ perceptions of other real/virtual humans depending on
the connotation of the virtual dog’s interaction with that other real/virtual human.

8.1

Summary

Here, I will summarize the relationship between the thesis statements (see Section 1.3 and the
findings of the four experiments presented in previous chapters:

• TS1: As discussed in Chapter 4, Chapter 5, and Chapter 6, I found that interactions with
virtual dogs who behave similarly to real dogs result in subjective and behavioral changes
that align with HDI literature findings. In Chapter 4, I found that while in the presence of
another real human, walking a virtual dog in AR changed participants’ proxemics behavior
than walking without a virtual dog, with participants allocating more physical space for
the virtual dog. In Chapter 5, I found that participants perceived the virtual dog to be an
effective support figure as participants expressed feeling more relaxed in its presence. In
Chapter 6, I found that using a virtual dog as an attention guidance mechanism in a 360
virtual experience enhanced participants’ user experience, such as lower levels of fear of
missing out and distraction while feeling more encouraged to explore without feeling rushed
compared to no guidance and graphical arrow attention guidance mechanism.
• TS2: As discussed in Chapter 7, I found that using a virtual dog as a social priming stimulus, where participants observe a virtual human interacting with her virtual pet dog, enhances
their perceptions of the virtual human such as finding the virtual human more friendly and
feeling more inclined to interact with it in the future compared to a non-social priming condition.
• TS3: As discussed in Chapter 4 and Chapter 6, I found that simulated responsiveness of
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the virtual dog towards the participants and other entities in the physical/virtual environment
led to higher levels of copresence with the virtual dog and enhanced participants’ user
experience compared to a virtual dog lacking such simulated responsiveness. In Chapter 4,
the simulated responsiveness of the virtual dog took the form of it being affected (i.e., getting
hurt and falling over) as a result of a real human walking through it. Observation of this
event led to our participants feeling more together with their virtual dogs. In Chapter 6, the
simulated responsiveness of the virtual dog took the form of it acknowledging the presence
of the participants in the virtual environment and specific events that were happening within
that environment. Such acknowledging behaviors led our participants to experience higher
degrees of place and plausibility illusion and preferring to use such a mechanism for attention
guidance purposes in 360 virtual experiences.
• TS4: As discussed in Chapter 4, I found that simulated responsiveness of the virtual dog
towards real human bystanders in the physical environment influences participants’ perceptions of those real humans. As mentioned earlier, in this Chapter, the simulated responsiveness of the virtual dog took the form of it being affected (i.e., getting hurt and falling over)
as a result of a real human walking through it compared to observations of their virtual dog
lacking such simulated responsiveness. Observation of this event led to our participants associating less positive affective attributes to the real human bystanders, such as finding them
less friendly and more distant.

8.2

Limitations

Considering the novelty of researching virtual animals and dogs and the potential of using AR/VR
technology to realize virtual dogs that can be spatially present in users’ physical and virtual environments, in this dissertation, I utilized controlled laboratory studies with AR/VR technology
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to provide support for my thesis statements (see Section 1.3). Such controlled experiments can
inherently introduce certain limitations.
The participant population of the four studies lacked diversity regarding factors such as gender,
race, ethnicity, and socioeconomic status. Thus, larger and more diverse target populations can
present a more comprehensive and accurate image of the variety of influences that virtual dogs can
have on humans and better inform the utilization of virtual dogs for applications such as therapy.
Additionally, although the positive benefits of interactions with real dogs and the limitations faced
by many to benefit from these interactions has been one of my main motivations to study virtual
dogs, I did not test any of the virtual dogs within the bounds of this dissertation prototypes with
such populations. This decision was mainly due to the novelty of the human-virtual dog (and animal) interaction field and the need to better understand the virtual dog itself as an entity before
utilizing it in an applied context. Thus, specifically, it is important to research the influence of virtual dogs and other virtual animals with populations that can benefit from animal-assisted activities
but cannot be involved in such activities. Also, in two of the four studies, I explicitly recruited participants who are open to interactions with real dogs and do not have a phobia of real dogs. I made
this decision inspired by previous HDI literature and motivated by the fact that individuals with
phobias or those who dislike real dogs may not be receptive to interactions with virtual dogs. That
said, it would be interesting to explore the influence of virtual dogs by accounting for participants’
individual differences, such as those who may not like dogs.
Also, although our participants’ responses to interactions with virtual dogs have been positive in
general and compared to other realizations of embodied IVAs, it is important to note that all these
interactions were relatively short-term. Thus, it may be the case that human users may have different perceptions and thus form different expectations when virtual dogs can adopt a more pervasive
role in users’ daily lives, across devices (handheld, HMD, TV, etc.), and modalities (visual, voice,
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etc.). On a positive note, the increasing popularity of AR/VR technology is promising as it can
provide opportunities for more long-term, in the wild studies with more diverse populations.
Last, all of our studies presented participants with novel experiences using AR/VR technology
and included interactions with virtual dogs that are much less common than interactions with virtual humans. These choices may have inadvertently influenced participants’ perceptions through
novelty effects [243] and demand characteristics [198]. Although I utilized interviews to gauge
whether my participants’ responses resulted from such influences, conducting field studies with
more diverse participants in a more longitudinal format will allow for a more accurate representation of users’ quality of experience.

8.3

Future Work

The Human-Virtual Dog Interaction research scope identified in this dissertation (see Section 1.2)
presented many open research questions for the investigation of virtual dogs and animals.
One interesting area for future work is understanding the role of virtual dogs’ appearance and
behavioral fidelity, compared to a real dog, regarding the potential influences they can have on
human users while utilized in different applications. For instance, in three of the four experiments
in this dissertation, with technological limitations in mind, I utilized 3D virtual dog models that
have relatively low-fidelity appearances and relatively high-fidelity behaviors compared to a real
dog. And yet, many of my study participants noted that the virtual dog reminded them of real
dogs in these studies. By systematically varying different appearance and behavioral fidelity levels
compared to real dogs, future studies can investigate which attribute (behavior or appearance)
is the leading source of the virtual dog’s influence. I speculate that this investigation can lead
to varying findings when the virtual dog assumes significantly different roles. For instance, if a
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virtual dog is used to guide rescuers based on findings obtained from a real aerial vehicle (drone)
in a search and rescue scenario, both high-fidelity appearance and behavior seem important for
real human users to trust the information communicated by the virtual dog. On the other hand, if a
virtual dog is assuming the role of a companion, it may be the case that users may like to largely
personalize their virtual dog companions on both dimensions of appearance and behavior inspired
by previous pets or favorite cartoon characters. Specifically, focusing on anthropomorphic virtual
animals, similar to many cartoon characters, it would be interesting to explore whether the added
anthropomorphism influences how humans perceive virtual animals in terms of qualities, such as
evaluative nature and intelligence.
Another valuable future research direction is the adoption of methods such as stimulus sampling [110] that can allow for more generalizability when it comes to the potential influences
of virtual dogs in general and compared to other types of stimuli. For example, in my studies, I
only utilized two breeds of virtual dogs, a Beagle and a Golden Retriever; however, with stimulus sampling, it would be possible to test different breeds of virtual dogs that can result in more
generalizable findings.
Last, compared to real and robotic dogs, virtual dogs realized using current technology lack the
tactile and haptic feedback that can allow for more natural interactions with the virtual dogs, such
as petting the dog. That said, exploring realistic virtual dog behaviors that correspond closely to
users’ behaviors (e.g., a user petting a virtual dog) presents novel opportunities to explore the influence of behavioral realism in light of no haptic feedback. With the sense of touch identified as one
of the factors reducing humans’ stress during interactions with real dogs, such as petting the real
dog [233, 257], it is valuable to investigate the influence of virtual dogs’ simulated responsiveness
to user’s touch on user’s stress levels and inclination for future interactions, such as the virtual dog
moving its body synchronized with the user’s petting motion in the absence of haptic and tactile
feedback.
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A.1

Letter 1

Institutional Review Board
FWA00000351
IRB00001138Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
January 31, 2019
Dear Nahal Norouzi:
On 1/31/2019, the IRB reviewed the following submission:
Type of Review:
Title:
Investigator:
IRB ID:
Funding:

Modification and Continuing Review
Perception of Virtual Animals in Augmented Reality
Nahal Norouzi
MODCR00000019
Name: Office of Naval Research, Grant Office ID: ONR
award# N00014-17-1-2927; Name: National Science
Foundation (NSF), Grant Office ID: NSF award#
1800961
Documents Reviewed: • Protocol, Category: IRB Protocol;
• Basdogan Copresence, Category: Recruitment
Materials;
• Basic empathy scale, Category: Recruitment
Materials;
• big five personality test 1, Category: Recruitment
Materials;
• big five personality test 2, Category: Recruitment
Materials;
• Comfort from companion animal, Category:
Recruitment Materials;
• demographics, Category: Recruitment Materials;
• familiarity with technology, Category: Recruitment
Materials;
• flyer, Category: Recruitment Materials;
• interaction related questionnaire, Category:
Recruitment Materials;
• interpersonal reactivity index, Category: Recruitment
Materials;
• Levenson psychopathy scale, Category: Recruitment
Materials;
• Lexington attachment to pet scale, Category:
Recruitment Materials;
• Moral identity, Category: Recruitment Materials;
• multi dimensional emotional empathy scale,
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Category: Recruitment Materials;
• GregWelch2.pdf, Category: Training;
• JasonHochreiter2.pdf, Category: Training;
• NASA TLX, Category: Recruitment Materials;
• petAttachmentQuestionnaire, Category: Recruitment
Materials;
• PetAttitudeScale, Category: Recruitment Materials;
• Presence Questionnaire, Category: Recruitment
Materials;
• ConsentForm, Category: Consent Form;
• Participant Procedure, Category: Recruitment
Materials;
• qualitative questionnaires, Category: Recruitment
Materials;
• quantitative questionnaires, Category: Recruitment
Materials;
• social presence questionnaire, Category: Recruitment
Materials;
• simulator sickness questionnaire, Category:
Recruitment Materials;
• system usability scale, Category: Recruitment
Materials;
• user experience questionnaire, Category:
Recruitment Materials;
• Faculty Advisor Review, Category: Faculty Research
Approval;
• AlexisLambert1.pdf, Category: Training;
• AlexisLambert2.pdf, Category: Training;
• AustinErickson1.pdf, Category: Training;
• AustinErickson2.pdf, Category: Training;
• GerdBruder1.pdf, Category: Training;
• GerdBruder2.pdf, Category: Training;
• GregWelch1.pdf, Category: Training;
• JasonHochreiter1.pdf, Category: Training;
• JonathanJules1.pdf, Category: Training;
• JonathanJules2.pdf, Category: Training;
• KangsooKim1.pdf, Category: Training;
• KangsooKim2.pdf, Category: Training;
• MyunghoLee1.pdf, Category: Training;
• MyunghoLee2.pdf, Category: Training;
• NahalNorouzi1.pdf, Category: Training;
• NahalNorouzi2.pdf, Category: Training;
• RyanSchubert1.pdf, Category: Training;
• RyanSchubert2.pdf, Category: Training;
• SalamDaher1.pdf, Category: Training;
• SalamDaher2.pdf, Category: Training;
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Institutional Review Board
FWA00000351
IRB00001138Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

The IRB approved the protocol from 1/31/2019 to 1/30/2020.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,

Adrienne Showman
Designated Reviewer
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A.2

Letter 2

Institutional Review Board
FWA00000351
IRB00001138Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
February 11, 2019
Dear Nahal Norouzi:
On 2/11/2019, the IRB reviewed the following submission:
Type of Review:
Title:
Investigator:
IRB ID:
Funding:

Modification
Perception of Virtual Animals in Augmented Reality
Nahal Norouzi
MOD00000071
Name: Office of Naval Research; Name: National
Science Foundation (NSF)
Grant ID: ONR award# N00014-17-1-2927, NSF award#
1800961
Documents Reviewed: • Protocol, Category: IRB Protocol;
• ConsentForm, Category: Consent Form;
• demographics, Category: Recruitment Materials;
• Interpersonal Attraction Scale, Category: Recruitment
Materials;
• participant procedure, Category: Recruitment
Materials;
• Debriefing Statement, Category: Recruitment
Materials;
• interaction related questionnaire, Category:
Recruitment Materials;
• Command List, Category: Recruitment Materials;
The IRB approved the protocol from 2/11/2019 to 1/30/2020.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,
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Adrienne Showman
Designated Reviewer
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A.3

Letter 3

Institutional Review Board
FWA00000351
IRB00001138Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
February 21, 2019
Dear Nahal Norouzi:
On 2/21/2019, the IRB reviewed the following submission:
Type of Review:
Title:
Investigator:
IRB ID:
Funding:

Modification
Perception of Virtual Animals in Augmented Reality
Nahal Norouzi
MOD00000087
Name: Office of Naval Research, Grant Office ID: ONR
award# N00014-17-1-2927; Name: National Science
Foundation (NSF), Grant Office ID: NSF award#
1800961
Grant ID: None
IND, IDE, or HDE: None
Documents Reviewed: • Protocol, Category: IRB Protocol;
• Affective Attraction Questionnaire, Category:
Recruitment Materials;
• Godspeed Questionnaire, Category: Recruitment
Materials;
• Post Questionnaire, Category: Recruitment Materials;
The IRB approved the protocol from 2/21/2019 to 1/30/2020.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,
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Adrienne Showman
Designated Reviewer
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A.4

Letter 4

Institutional Review Board
FWA00000351
IRB00001138Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
January 10, 2020
Dear Nahal Norouzi:
On 1/10/2020, the IRB reviewed the following submission:
Type of Review:
Title:
Investigator:
IRB ID:
Funding:

Modification and Continuing Review
Perception of Virtual Animals in Augmented Reality
Nahal Norouzi
MODCR00000340
Name: Ofc of Naval Research, Grant Office ID: ONR
award# N00014-17-1-2927; Name: Natl Science Fdn
(NSF), Grant Office ID: NSF award# 1800961
Grant ID: None
IND, IDE, or HDE: None
Documents Reviewed: • ConsentForm, Category: Consent Form;
• Debriefing Statement, Category: Consent Form;
The IRB approved the protocol from 1/10/2020 to 1/9/2021.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,

Adrienne Showman
Designated Reviewer
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A.5

Letter 5

Institutional Review Board
FWA00000351
IRB00001138, IRB00012110
Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
December 1, 2020
Dear Nahal Norouzi:
On 12/1/2020, the IRB reviewed the following submission:
Type of Review:
Title:
Investigator:
IRB ID:
Funding:

Modification and Continuing Review
Perception of Virtual Animals in Augmented Reality
Nahal Norouzi
MODCR00000425
Name: Ofc of Naval Research, Grant Office ID: ONR
award# N00014-17-1-2927; Name: Natl Science Fdn
(NSF), Grant Office ID: NSF award# 1800961
Grant ID: None
IND, IDE, or HDE: None
Documents Reviewed: • ConsentForm, Category: Consent Form;
• Debriefing Statement, Category: Consent Form;
The IRB approved the protocol from 12/1/2020 to 11/30/2021.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system. Guidance on submitting Modifications and a
Continuing Review or Administrative Check-in are detailed in the manual. When
you have completed your research, please submit a Study Closure request so
that IRB records will be accurate.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,

Gillian Bernal
Designated Reviewer
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A.6

Letter 6

Institutional Review Board

FWA00000351
IRB00001138Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
October 16, 2019
Dear Nahal Norouzi:
On 10/16/2019, the IRB reviewed the following submission:
Type of Review: Initial Study
Title: Perception of Virtual Animals in Augmented Reality as
Social Support Figures
Investigator: Nahal Norouzi
IRB ID: STUDY00000955
Funding: Name: National Science Foundation (NSF), Grant
Office ID: NSF award# 1800961; Name: Office of Naval
Research, Grant Office ID: ONR award# N00014-17-12927
Grant ID: NSF award# 1800961; ONR award# N00014-17-12927;
IND, IDE, or HDE: None
Documents Reviewed: • Basic Empathy Scale.pdf, Category: Survey /
Questionnaire;
• BigFivePersonalityTest.pdf, Category: Survey /
Questionnaire;
• BigFivePersonalityTest2.pdf, Category: Survey /
Questionnaire;
• ComfortFromCompanionAnimal.pdf, Category:
Survey / Questionnaire;
• Copresence Basdogan.docx, Category: Survey /
Questionnaire;
• Demographic.docx, Category: Survey /
Questionnaire;
• FamiliarityWithTechnology.docx, Category: Survey /
Questionnaire;
• flyerNew-converted.pdf, Category: Recruitment
Materials;
• GodspeedQuestionnaire.docx, Category: Survey /
Questionnaire;
• HRP-502 -Consent Document (Adult).pdf, Category:
Consent Form;
• HRP-503 -Protocol.docx, Category: IRB Protocol;
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• interaction related questionnaires.docx, Category:
Survey / Questionnaire;
• multi-dimensional emotoinal empathy scale.pdf,
Category: Survey / Questionnaire;
• NasaTLXShort.pdf, Category: Survey / Questionnaire;
• PetAttitudeScale.pdf, Category: Survey /
Questionnaire;
• Social Presence Bailenson.docx, Category: Survey /
Questionnaire;
• state anxiety inventory.docx, Category: Survey /
Questionnaire;
• SupportFigureQuestionnaire.docx, Category: Survey /
Questionnaire;
• system usability scale.pdf, Category: Survey /
Questionnaire;
• task performance.docx, Category: Survey /
Questionnaire;
• the temple presence inventory.doc, Category: Survey
/ Questionnaire;
• User experience questionnaire.pdf, Category: Survey
/ Questionnaire;
The IRB approved the protocol on 10/16/2019.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,

Renea Carver
Designated Reviewer
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A.7

Letter 7

Institutional Review Board

FWA00000351
IRB00001138Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
October 23, 2019
Dear Nahal Norouzi:
On 10/23/2019, the IRB reviewed the following submission:
Type of Review: Modification / Update
Title: Perception of Virtual Animals in Augmented Reality as
Social Support Figures
Investigator: Nahal Norouzi
IRB ID: MOD00000557
Funding: Name: National Science Foundation (NSF), Grant
Office ID: NSF award# 1800961; Name: Office of Naval
Research, Grant Office ID: ONR award# N00014-17-12927
Grant ID: None
IND, IDE, or HDE: None
Documents Reviewed: None
The IRB approved the protocol on 10/23/2019.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,

Renea Carver
Designated Reviewer
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A.8

Letter 8

Institutional Review Board
FWA00000351
IRB00001138Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
November 6, 2019
Dear Nahal Norouzi:
On 11/6/2019, the IRB reviewed the following submission:
Type of Review: Modification / Update
Title: Perception of Virtual Animals in Augmented Reality as
Social Support Figures
Investigator: Nahal Norouzi
IRB ID: MOD00000586
Funding: Name: National Science Foundation (NSF), Grant
Office ID: NSF award# 1800961; Name: Office of Naval
Research, Grant Office ID: ONR award# N00014-17-12927
Grant ID: None
IND, IDE, or HDE: None
Documents Reviewed: • HRP-502 -Consent Document (Adult).pdf, Category:
Consent Form;
• HRP-503 -Protocol.docx, Category: IRB Protocol;
The IRB approved the protocol from 11/6/2019.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,

Adrienne Showman
Designated Reviewer
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A.9

Letter 9

Institutional Review Board
FWA00000351
IRB00001138Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
November 8, 2019
Dear Nahal Norouzi:
On 11/8/2019, the IRB reviewed the following submission:
Type of Review: Modification / Update
Title: Perception of Virtual Animals in Augmented Reality as
Social Support Figures
Investigator: Nahal Norouzi
IRB ID: MOD00000600
Funding: Name: Natl Science Fdn (NSF), Grant Office ID: NSF
award# 1800961; Name: Ofc of Naval Research, Grant
Office ID: ONR award# N00014-17-1-2927
Grant ID: None
IND, IDE, or HDE: None
Documents Reviewed: • HRP-503 -Protocol.docx, Category: IRB Protocol;
• Panel Member Questionnaire.docx, Category: Survey
/ Questionnaire;
The IRB approved the protocol from 11/8/2019.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,

Adrienne Showman
Designated Reviewer
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A.10

Letter 10
Institutional Review Board

FWA00000351
IRB00001138, IRB00012110
Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

Memorandum
To:

Nahal Norouzi

From:

UCF Institutional Review Board (IRB)

Date:

October 8, 2021

Re:

IRB Coverage

The IRB reviewed the information related to your dissertation.
Your project data is covered under the following protocol previously approved by
the IRB. You are listed as a Sub-Investigator on the studies and your use of the
data is consistent with the the protocol.
IRB study name
The Effects of Realism Cues on Interactions with
Human Surrogates
Enhanced Perception and Cognition in Augmented
Reality

IRB Approval Number
SBE-15-11405
SBE-17-13446

If you have any questions, please contact the UCF IRB irb@ucf.edu.
Sincerely,

Renea Carver
IRB Manager
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A.11

Letter 11

Institutional Review Board
FWA00000351
IRB00001138, IRB00012110
Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
August 11, 2021
Dear Gregory Welch:
On 8/11/2021, the IRB reviewed the following submission:
Type of Review: Modification / Update: added six questionnaires; minor
revisions to protocol, consent and flyer to reflect the
new study timeline
Title: The Effects of Realism Cues on Interactions with
Human Surrogates
Investigator: Gregory Welch
IRB ID: MOD00002113
Funding: Name: Ofc of Naval Research, Funding Source ID:
ONR award# N00014-17-1- 2927; Name: Ofc of Naval
Research, Funding Source ID: ONR award# N0001421-1-2578; Name: Natl Science Fdn (NSF)
Grant ID: None
IND, IDE, or HDE: None
Documents Reviewed: • Copresence Basdogan.docx, Category: Survey /
Questionnaire;
• Flyer_HSI.pdf, Category: Recruitment Materials;
• GodspeedQuestionnaire.docx, Category: Survey /
Questionnaire;
• HaloEffectEvaluation_Subjective.docx, Category:
Survey / Questionnaire;
• HRP-502 -Consent Document (Adult)-HSI.pdf,
Category: Consent Form;
• HRP-503 -Protocol-HSI.docx, Category: IRB Protocol;
• PetAttitudeScale.pdf, Category: Survey /
Questionnaire;
• Social Presence Bailenson.docx, Category: Survey /
Questionnaire;
• the temple presence inventory.doc, Category: Survey
/ Questionnaire;
The IRB approved the protocol from 8/11/2021 to 6/27/2022.
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In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system. Guidance on submitting Modifications and a
Continuing Review or Administrative Check-in are detailed in the manual. When
you have completed your research, please submit a Study Closure request so
that IRB records will be accurate.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,

Renea Carver
Designated Reviewer
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A.12

Letter 12

Institutional Review Board
FWA00000351
IRB00001138, IRB00012110
Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
February 23, 2021
Dear Gregory Welch:
On 2/23/2021, the IRB reviewed the following submission:
Type of Review: Modification / Update to study instruments
Title: Enhanced Perception and Cognition in Augmented
Reality
Investigator: Gregory Welch
IRB ID: MOD00001660
Funding: Name: Ofc of Naval Research, Funding Source ID:
ONR award# N00014-17-1-2927
Grant ID: None
IND, IDE, or HDE: None
Documents Reviewed: • 360 VR Experience Questionnaire
• Protocol
The IRB approved the protocol from 2/23/2021 to 3/25/2021.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system. Guidance on submitting Modifications and a
Continuing Review or Administrative Check-in are detailed in the manual. When
you have completed your research, please submit a Study Closure request so
that IRB records will be accurate.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,

Renea Carver
Designated Reviewer
Page 1 of 1
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A.13

Letter 13

Institutional Review Board
FWA00000351
IRB00001138, IRB00012110
Office of Research
12201 Research Parkway
Orlando, FL 32826-3246

APPROVAL
March 24, 2021
Dear Gregory Welch:
On 3/24/2021, the IRB reviewed the following submission:
Type of Review: Continuing Review, SBE-17-13446: Expedited Review
Categories 6 & 7, Waiver of Documentation of Consent
Title: Enhanced Perception and Cognition in Augmented
Reality
Investigator: Gregory Welch
IRB ID: CR00000992
Funding: Name: Ofc of Naval Research, Funding Source ID:
ONR award# N00014-17-1-2927
Grant ID: None
IND, IDE, or HDE: None
Documents Reviewed: None
The IRB approved the protocol from 3/24/2021 to 3/23/2022.
In conducting this protocol, you are required to follow the requirements listed in
the Investigator Manual (HRP-103), which can be found by navigating to the IRB
Library within the IRB system. Guidance on submitting Modifications and a
Continuing Review or Administrative Check-in are detailed in the manual. When
you have completed your research, please submit a Study Closure request so
that IRB records will be accurate.
If you have any questions, please contact the UCF IRB at 407-823-2901 or
irb@ucf.edu. Please include your project title and IRB number in all
correspondence with this office.
Sincerely,

Renea Carver
Designated Reviewer
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