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Abstract-A novel approach to the numerical solution of weakly singular Volterra integral equa- 
tions is presented using the Cm multiquadric (MQ) radial basis function (RBF) expansion rather 
than the more traditional finite difference, finite element, or polynomial spline schemes. To avoid 
the collocation procedure that is usually ill-conditioned, we used a global minimization procedure 
combined with the method of successive approximations that utilized a small, finite set of MQ basis 
functions. Accurate solutions of weakly singular Volterra integral equations are obtained with the 
minimal number of MQ basis functions. The expansion and optimization procedure was terminated 
whenever the global errors were less than 5. lo-‘. @ 2002 Elsevier Science Ltd. All rights reserved. 
Keywords-Volterra integral equations, Radial basis functions, Global optimization. 
1. INTRODUCTION 
A radial basis function (RBF) is denoted by g( [lx-xj 11) and d e en p d s only upon the radial distance 
between pairs of points, x and xj, where 11 l II is an appropriate, usually Euclidean norm, and xj 
are nodal positions in !I?. Hence, the major advantage of RBFs is that they do not require the 
support of a mesh; the nodes can be inhomogeneously scattered and clustered, with a boundary 
that can be highly irregular. 
Among the popular RBFs are 
Gaussians: 
Thin-plate splines: 
Radial distances: 
Cubic splines: 
Multiquadrics (MQ): 
11X -Xjl12~~(Il~-xjII)~ (2) 
IIx - xjl17 (3) 
IIx - xj II39 (4 
4 [IX - Xj II2 + C;. (5) 
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Note, only Gaussians and MQ RBFs have an explicit shape-parameter dependence, CT, whereas 
the other commonly used RBFs do not. 
MQ-RBFs are used in many applications such as multivariate function interpolation and ap- 
proximation, turbulence analysis, neural networks, meteorology, solutions of partial differential 
equations, etc. 
The RBF of choice in this study is the MQ-RBF developed by Hardy [1,2] who showed that 
MQ had a physical foundation as a consistent solution to the biharmonic potential problem. 
Madych and Nelson [3,4] and Buhmann and Micchelli [5] have shown that the MQ interpolation 
scheme converges faster as the spatial dimension increases, and converges exponentially as the 
density of the nodes increases. Buhmann and Micchelli [6] and Chui et al. [7] have shown that 
MQ and other RBFs were prewavelets (wavelets present an orthonormal expansion). For MQ, 
the term (Ix - xj]] behaves as the wavelet translator, and the shape parameter cz behaves as a 
dilator. For small values of the shape parameter, the MQ basis function is a rounded sharp cone, 
for intermediate values, the basis function is a bowl, and for large values, it is a plate in !I?‘. 
For the interpolation 
the MQ basis functions 
problem, Hardy [2] expanded the dependent variable, y(x), in terms of 
as 
N 
where p is a constant. Hardy constrained the sum of the expansion coefficients, {aj}, to be zero 
N 
c “j =o. 
j=l 
(6b) 
The constraint condition renders the interpolation problem positive definite, in the sense de- 
fined by Micchelli [8]. The expansion coefficients are found by solving a set of N linear equations 
in N unknowns for specified values of y(xj) (i = 1,2,. . . , N); see [2]. Although Micchelli [8] 
proved that Hardy’s interpolation method is always solvable for distinct points, the system of 
linear equations arising from the collocation method is usually ill-conditioned, and becomes in- 
creasingly more numerically ill-conditioned as the number of nodes increases. 
Previously, the MQ-RBFs have been used in the collocation technique to solve linear and 
nonlinear hyperbolic, parabolic, and elliptic PDEs with great success; see [9]. Makroglou [lo] 
extended this collocation technique to solve various linear and nonlinear integral equations. 
Baxter [ll] and Madych [12] showed theoretically that the MQ interpolation scheme performed 
optimally with larger values of constant shape-parameters; however, Madych [12] also showed that 
roundoff error ill-conditioning obviated theoretical advantages. 
Nevertheless, as progressively more complex PDE problems with larger numbers of collocation 
points were attempted, the problem of increasing ill-conditioning became apparent. Kansa and 
Hon [13] found that the condition number of a system of linear equations with the MQ collocation 
method was reduced many orders of magnitude by domain decomposition methods, permitting 
parallelization. They also developed a truncated MQ basis function that behaved similarly to the 
CS-RBF scheme. In a similar approach, Wong et al. [14] found that a multizone approach that 
considered nodes from a localized zone with overlapping contributions from neighboring zones 
greatly accelerated the computations, permitting parallelization, with very good accuracy of the 
time dependent PDE solutions. 
The distribution of nodes is important for both efficiency and accuracy. From interpolation 
studies, it is important that sampling nodes must be near or at the extrema and inflection points 
of the function; otherwise, undersampling would degrade the performance of the interpolation 
scheme. Similarly, for PDE problems, Hon [15] demonstrated that a combination of node adap- 
tivity with the MQ collocation method gives excellent convergent results for the high Reynolds 
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number (Re = 10,000) of Burger’s equation problem and singularly perturbed problems with thin 
boundary layers. 
Some authors prefer to use the compactly supported (CS) RBFs of [16], or the thin-plate, 
linear, and cubic splines because these RBFs have no adjustable parameters, whereas Gaussians 
and MQ RBFs do. The rate of convergence of the MQ collocation scheme is sensitive to either the 
constant or variable shape parameter distribution, and should be optimized. Kansa and Hon (13) 
transformed the N-MQ shape parameter problem into a two adjustable parameter problem. They 
found that a linear combination of an adjustable constant and a multiplier of the estimated radius 
of curvature had the beneficial effects of making the rows of the collocation PDE matrices more 
diversified, thereby suppressing the ill-conditioning problems and reducing the root mean square 
errors several orders of magnitude. 
Often, with either the asymmetric or the symmetric collocation approach, the optimization 
of the set of MQ basis functions is not performed. In this paper, we circumvent the inherently 
ill-conditioned collocation method by using global optimization. A method of global optimiza- 
tion with successive approximations will be presented in the next section circumventing the 
ill-conditioning problems associated with collocation. 
2. THE NEW APPROACH 
Calperin and Zheng [17] noted that MQ basis functions enjoy many desirable properties as com- 
pared to other spatial discretization schemes, and also pointed out that the collocation method 
poses the problematic ill-conditioning disadvantage. They concluded that the PDE and integral 
equations need not be exactly represented at a few collocation points, but that the global solution 
rather should be found over the entire domain, R, to a prescribed precision, q. They showed that 
the global solution of a one-dimensional heat conduction equation can be solved within a precision 
of lob4 by the use of only one optimized MQ basis function. Thus, the potential ill-conditioning 
that arises from the collocation scheme is eliminated if both the boundary and interior problems 
as well as initial conditions (if any) are cast into a global optimization framework. 
They defined the following functionals: 
1. @(x, Y(Xl4) 2 0, x E Q \ de 
2. s(x, y(x,q) 2 0, x E X2, and 
3. 0(x, y(x, q) 2 0 for the initial conditions (x E Rc c Cl). 
Each functional is equal to zero if y(x) is the exact solution. The vector q refers to the MQ 
parameters, {xj,c~,cyj} in the space Q of feasible parameters. There may be no exact solution 
(overdetermined problems); however, the best fit to the conditions of a problem in some compact 
region of Q always exists. To find the global optimal solution, a functional Q is constructed as 
a linear combination of the component functionals over the interior, the boundary, and initial 
conditions, and the minimization problem is formulated 
Q’(x, dx, 4) dx + PI s % Y(X, s>> dm a-l 
+ P2 
s 
@(x, y(x, 4) dp2 > 
no 1 
where the ,0s are positive weight coefficients whose sum is unity, and where dx, dpl, and dpz 
are the corresponding measures that may be different. The minimization process is performed 
by varying the adjustable MQ parameters q over some region Q of feasible parameters. 
In this paper, we consider the univariate weakly singular Volterra integral equation specified 
over [0, l] (hence, we shall drop the bold face on LC) and written as 
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Since the univariate weakly singular Volterra integral equation does not include time nor a bound- 
ary condition, the functionals, 0(x, Y(z, q)) 2 0 and Z(X, Y(z, q)) 2 0, are not applicable. So for 
the purposes of solving a weakly singular Volterra integral equation, the insertion of (8) into (7) 
gives 
[J 
1 
I&b(q) = $6 *(z>y(z,q))dx 7 1 (9) 0 
where Q(o) is the absolute value (or the square) of the left-hand side of (8) with the MQ approx- 
imation of y(x, q) to be optimized by the appropriate choice of q E Q. 
For brevity of notation, define 
We are looking for an q-equivalent solution, see [17], of y(z), that is by definition 
(11) 
Since the collocation method is not being employed, Hardy’s constraint on the expansion coeffi- 
cients oi need not be enforced. 
If xj and c; are chosen in advance, then q = {cri, . . . , a~}; otherwise, it includes all unde- 
termined parameters in (11). Substituting yll(x) into (8) and (9), we form the functional in (9) 
as 
@(xc1 Y/(x, 9)) = lY(x, 9) - h(x) - /Z-E K(Y(t, 9); t, x) dtl 2 0. (12) 
0 
Instead of integration in (9), one can take sup,eo (a(*) that would present the &-norm solution. 
We have used in (12) a small E > 0 that excludes integration over (x - E, x] to avoid a possible 
singularity at the endpoint of the integration interval. For problems without singularities, one 
can take E = 0 (for an alternative way to bypass a singularity, see [18]). In some cases, a better 
approximation, y?, can be found if we allow for a small discrepancy, 
0 = Iv(O,q) - h(O)\ L 0 (13) 
at the initial point 2 = 0 in (8). 
If for some q = qs the functionals in (12) and (13) are both zero, then y(x,qo) yields the 
exact solution of problem (8). Otherwise, an q-equivalent solution can be found according to a 
chosen definition of accuracy. If the integral definition of (7) is adopted, then in our case (12) 
and (13) with the weight coefficients, /30 2 0, /3i 2 0, and PO + Pi = 1, we would have an integral 
discrepancy 
77 = Q(q) = ]Po@(z, Y(? 9)) + Pl~(O~Y(O, s))l 2 0, (14) 
so there exists 
r1’ = n&*(s) 2 0, (15) 
which is the consistency number; see [17] for the problem over a chosen class of functions, (11). 
Remarks 
1. The integral criterion (7) represents a measure of distributed discrepancy as in [17, p. 110). 
There are other noteworthy criteria, for example, the &,-norm criterion, cf. (ll), 
hi& 9,(q) = ;g& s$bQ(x, y(x,q)) +PlqxlY(x,q)) + P2wh y(x1q))l, (16) 
X 
for chosen iol~ 2 0, (Ic = I,2,3), and c3kZePli = 1. 
4. 
5. 
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Sometimes {zj} and {cj} can be fixed, based upon past experience or from the known 
physical or geometrical properties of the problem, e.g., if estimates of the radius of cur- 
vature are known, and using the Kansa and Hon [13] relation for {ci}. If this is not the 
case, then {zj} and {c;} join the set of undetermined expansion coefficients, {oj}, {zj}, 
and {c;}, augmenting the dimension of the global minimization problem. 
In the usual collocation procedure, the values of {zj} and {c:} are always chosen in 
advance, leaving ojs free. TO determine those constants, oj, one chooses (by experience 
or physical intuition) N collocation points, {xi} (i = 1,2, . . . , IV), that are substituted 
in (8) yielding the system 
i=1,2 )...) N, 
of N equations with N unknown oj. If the kernel +(t); t, X) is linear in y, then (17) is 
a linear system for aj, that can be represented in the vector form, 
A(zi,zj,c;)a=b(dima=dimb=N), o! = (Ql,...,cXN). (18) 
Usually, det A # 0; otherwise, either the nodes, {zj}, or the shape parameters, {c:}, or 
both need to be optimized to improve accuracy and conditioning. 
If the kernel ~c(y(t); t, z) is nonlinear in y, then (18) is nonlinear in {aj}. Special methods 
or the application of global optimization, see (19-211, will be required. The point-wise 
collocation method that requires the exact passage through certain points does not assure 
the uniformity and precision of fitting the integral equation. This uniformity is guaranteed 
by the distributed criteria (7),(g), and (16) with a measure of accuracy provided by the 
consistency number, q” = inf v(q). To achieve the same quality, the collocation method 
requires a large number of nodes, xcj, leading to either an overdetermined system or to a 
corresponding large number of expansion coefficients, {aj}, that results in severe numerical 
ill-conditioning and other complications. 
If the set of admissible parameters forms a bounded closed region, Q c RN, then the inf 
in (16) is attained, though it is not required for the iterative procedure. 
The v-equivalent solutions yV(z) provided by (9)-(15) differ from an approximate solution, 
y(z), ]/y(z) - y’(~)(] I y, defined in a neighborhood of the exact solution, yO(~c), that is 
unknown or may be nonexistent (see [17, pp. 105-1081). 
3. THE ALGORITHM OF SUCCESSIVE MINIMIZATION 
The optimization problem over a finite system of MQ functions, (ll), for an integral equa- 
tion (8) with czz E [O,l] is similar to the Galerkin procedure and can be performed in separate 
successive minimization steps as follows. 
STEP 1. Take N = 1 in (1 l), ~1 = 0, and cs 2 0; then 
y;(Z) = o1 [X2 + Cf] 1’2 := yr(z). (19) 
This produces a two-parameter minimization problem (a one-parameter minimization problem 
would be y;(z) = Q~Z, if cl = 0) 
+ PllYl(O) - W)l 3 
> 
PO> 
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where pe and pi are chosen weight coefficients. Clearly, there is a solution of (20) yielding 
771 > 0, (~7, (cy,‘} = argminrll, (21) 
and 
Y?(Z) = 01 2 + (Cl) OJ7. (22) 
STEP 2. Take N = 2. With Y:(X) already determined in Step 1, the trial function for Step 2 is 
Y@) = Y?(X) + Yz(Z), (23) 
where 
YZ(X) = o2 7 (x -x2) + c2, (24) 
with undetermined parameters, {crz, 52, ci}. 
The minimization problem now becomes 
172 = min XP2(...), 
{,242,c;j 
(25) 
where 92(.-.) is the result of substituting Y;(X) of (23) into (9)-(13), yielding Y:(Z). 
Clearly, 172 2 ~1. If for N = 2, the discrepancy is not acceptable, we proceed to Step 3 and 
beyond. 
STEP 3 AND FURTHER ITERATIONS. Take N = 3. With y:(x) already determined in Step 2, the 
trial function for Step 3 (and beyond) is 
i-l 
Y;(s) = c YE(Z) + Yi(Z), i = 3,4,. . . , (26) 
k=l 
where 
Yi(Z) = Qi JT (X - Xi) (27) 
with undetermined parameters, {ai, xi, cf}. 
The minimization problem now becomes 
vi = min fai,Xj,c:l*i(..*), i=3,4,..., (28) 
where !Pi(...) is the result of substituting y:(x) of (26) into (9) to (13). 
Clearly, vi+1 < qi. Repeating the process, we come to a monotonic sequence of discrepancies 
771 L 772 L 773 r ..* L Qn 1 ... 2 17O 2 0, (291 
and to the corresponding sequence of triplets 
{~~,O, (c:,“} 1{4& G)“} ?. . . , {&&, (cFJO}, m=3,4,.... (30) 
If for N = 3 the discrepancy is not acceptable, Step 3 is repeated until the current value of qrn is 
sufficiently small (acceptable); then the process is terminated and the n,-equivalent solution of 
the problem is found. 
Remarks 
1. 
2. 
The one-dimensional minimization Step 1 can be performed using the code presented 
in 1221. For successive three-dimensional minimization in Steps 2, 3, . . , the general [19] 
or fast cubic algorithms [20] can be used. 
Certain nodes can be either geometrically or physically important. For example, geomet- 
rically important points are the extrema and inflection points of the unknown function. 
Other examples may be from the physics underlying the governing equations. Then a 
combination of collocation and global optimization can be used. In such a case, important 
nodes {xk} would be fixed, the expansion coefficients {ayk} at {Zk} can be calculated by 
collocation, and the shape parameters {ci} can be optimized in an outer global optimiza- 
tion loop one by one with the code in [22]. 
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4. NUMERICAL IMPLEMENTATION 
The integration of the kernels with weak singularities appearing in the Volterra integral equa- 
tions requires special care. Given the i th trial function undergoing optimization, y;(z), see (26), 
the approach taken here is to split the integral over [0, Z] into two integrals over [O,z - S] 
and [X - 6, z], that is 
s z~(y;(t),t,~) dt = s x-6 tc (y;(t), 4 z> dt+ 0 o s .;, K. (y;(t), 4 x) dt, (31) 
where 6 is a small number; in our case, S = lo- 6. The last term on the right-hand side of (31) 
was dropped. 
For general nonlinear kernels, there was no simple way to evaluate analytically the first term 
on the right-hand side of (31), so a numerical integration scheme was used. We used the Gauss- 
Legendre numerical integration scheme, since it is (2n+l) order accurate, and superior in accuracy 
to the simpler trapezoidal or Simpson’s integration scheme; see [23,24]. The interval [O,s - 6] 
was transformed into the interval [-l,l]. Given the set of zeros, {&k; Ic = 1, n}, the set {yi(&); 
k = 1, n} was determined by interpolation. With the set of prescribed weight coefficients, {wk}, 
of an nth order Gauss-Legendre polynomial, (31) was approximated as 
s “.(y;(t);t,z) dtz o s x-6 K. (y;(t), t 2) dt 2 $ wk& (d#k);<k,Z - 6). (32) 0 
In our calculations, we chose n = 20, so the numerical integration is 41St order accurate. 
The values of the ith cost function, XP(yi, qi), (qi = { cr i, xi, cf}) are stored for each value of the 
zeros. The feasible space, Q, is subdivided into a three-dimensional cube. The Lipschitz constant 
was estimated as in [21, pp. 71-781, and a smaller search space over this cube was defined. The 
procedure was continued until the precision, vi, was acceptable. We appended another MQ basis 
function to trial function (22), and continued searching the feasible region until the overall global 
error was < 5. 10H7. 
5. NUMERICAL RESULTS 
We obtained the numerical solutions to the following weakly singular Volterra integral equations 
whose exact solutions are known. The cases considered are presented in Table 1. 
Table 1. Forcing function, h(z), kernel, n(y(t); t, z), and exact solution of some test 
Volterra weakly singular equations. 
Case Initial Value h(x) Kernel: n(y(t); t, I) E/exact (z) 
~(2) = h(r) + 1 Mt); 6 2) dt Y(0) = 0 
v2(t) &_ +3/2 - 
4m 6 
Y(Z) = h(z) + r Mt); t, 2) dt 2/(O) = 0 I _ 4X3/2 
v(t) 
X 
0 3 m 
1 1 ---- 
w2 fi 
& 
- = h(z) + J ,,z 4/(t); , z) dt Y(O) = 1 x,n fi+fi v(t) dx fi-& m 
where w = z + 1 
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CASE 1. A nonlinear example whose exact solution is y(z) = &. The global optimization 
scheme converged to a global error of 3.59.10-s with five optimized MQ basis functions. 
CASE 2. Another nonlinear example whose exact solution is y(z) = &. The global optimization 
scheme converged to a global error of 3.97 . 10e7 with five optimized MQ basis functions. 
CASE 3. A linear example whose exact solution is y(z) = P. Surprisingly, the global optimization 
scheme produced a global error of 2.37. lo-” with just one basis function since ct = z1 = 0 and 
the MQ basis function, dw + CT = 2, with such parameters. The nonzero discrepancy 
was attributed to the small error introduced by the numerical integration of the kernel. 
CASE 4. A nonlinear integrodifferential equation. This problem has an exact solution, y(z) = 
l/(a: + 1). With four optimized MQ-RBFs, the global error was 1.34. 10B7. This case shows 
that the MQ-global optimization method works just as well for weakly singular Volterra integral 
equations and weakly singular integrodifferential equations. 
6. CONCLUSIONS 
Traditional numerical schemes such as finite difference methods (FDM) and finite element 
methods (FEM) have been studied and improved for decades by many researchers, whereas the 
application of radial basis function methods applied to partial differential and integral equations 
is recent. Whether collocation methods such as FDM, FEM, or asymmetric or symmetric RBF 
collocation methods are used, these collocation schemes are inherently ill-conditioned, and special 
linear algebraic techniques such as preconditioning of the coefficient matrix and domain decompo- 
sition are required. Preconditioning, domain decomposition, and the introduction of a truncated 
MQ basis function were studied by Kansa and Hon [13] to circumvent the ill-conditioning prob- 
lems associated with collocation. 
The approach used in this paper solves the problem by a combination of successive approx- 
imations and global optimization approach that circumvents the ill-conditioning problem. The 
results in this study are promising in that the expansion was usually terminated after only a few 
terms were actually used with global errors less than 5 . 10m7. 
Global optimization methods for partial differential, integral, and integrodifferential equations 
avoid the pitfalls of the inherently ill-conditioned collocation methods, and yield v-equivalent 
solutions even for ill-posed problems. The method of successive approximations presented here 
is a way to circumvent a large global optimization problem. It is hoped that a multidimen- 
sional version of the fast cubic algorithm would be made available in commonly used computer 
languages. 
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