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The deterministic construction of measurement matrices for compressive sensing is a chal-
lenging problem, for which a number of combinatorial techniques have been developed.
One of them employs a widely used column replacement technique based on hash fam-
ilies. It is effective at producing larger measurement matrices from smaller ones, but it
can only preserve the strength (level of sparsity supported), not increase it. Column re-
placement is extended here to produce measurement matrices with larger strength from
ingredient arrays with smaller strength. To do this, a new type of hash family, called a
strengthening hash family, is introduced. Using these hash families, column replacement is
shown to increase strength under two standard notions of recoverability. Then techniques
to construct strengthening hash families, both probabilistically and deterministically, are
developed. Using a variant of the Stein–Lovász–Johnson theorem, a deterministic, poly-
nomial time algorithm for constructing a strengthening hash family of ﬁxed strength is
derived.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Sparse measurement, testing, and location problems abound. Locating a small number of defectives in a large popu-
lation (combinatorial group testing [31]), learning a function with few relevant attributes [27], locating a fault in a large
component-based software system (software interaction testing [49]), and recovering a sparse signal from a ‘small’ set of
samples (compressive sensing [2]) have much in common. In each case, many factors (coordinates, attributes) can each be
set to one of a set of values (levels) to form a test (sample). Selected tests can then be run to determine an outcome, or
measurement. From the resulting measurements, we are to ﬁnd signiﬁcant factors, and in some cases signiﬁcant interactions
among the factors. Of course, the details in each case mentioned vary substantially, but the basic framework is the same.
In each of the cases mentioned, we are to construct arrays in which each row is a test; arrays with the fewest rows for
the speciﬁed number of columns are always preferred. When the interactions to be found involve few of the factors (say
at most t), the tests must together only reveal interactions of size t or less; this is the strength of the array required. Now
when the strength is ﬁxed, in each of the problems mentioned, elementary probabilistic arguments show that the number
of tests needed grows as the logarithm of the number of factors. This underpins a substantial focus on sparsity in testing
and measurement.
While probabilistic techniques provide the correct asymptotics for each problem mentioned, actual problems require the
explicit construction of arrays of tests. Hence explicit, deterministic constructions are of interest. This has been best exam-
ined in the software interaction testing domain. There, while probabilistic techniques yield the best results asymptotically,
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tions, yields substantially smaller arrays when the number of factors is in the hundreds or thousands [20]. Computation
in that case is effective for tens or hundreds of factors, but the workhorses in producing the best known array sizes are
recursive constructions that make larger arrays from smaller ones.
A major recursive construction uses a pattern matrix P to select columns from a small array A (or more generally a
set {Ai} of small arrays) to construct a larger array. For this column replacement technique (developed in more detail in
Section 3) to produce an array of tests that treats more factors, at the same strength, one needs to ensure that the pattern
matrix selects suitable sets of columns. Thus the pattern array must exhibit a certain combinatorial structure; fortunately,
the required structure is already well studied in the guise of hash families. Hash families and their variants have been
explored for numerous applications (see [20,26,52], for example), among them applications in hashing [45].
The application of column replacement is pervasive, being used in software interaction testing [20], hash families [5],
and even compressive sensing [22]. Presently the most serious limitation of column replacement techniques is that, from
ingredient arrays of strength t , the larger array produced is also of strength t . Thus, although the number of factors may
increase dramatically, the strength remains unchanged. Put another way, to employ column replacement to make an array
of large strength, one needs ingredient arrays of large strength. This is one main reason why arrays for software interaction
testing have been studied primarily for strengths of at most 6.
The main contribution of this paper is the extension of column replacement to make arrays of larger strength from arrays
with smaller strength. To do this, we extend the deﬁnitions of hash families to incorporate a strengthening requirement,
which – as one should expect – is precisely what is needed for column replacement to increase the strength. We select
compressive sensing to illustrate strengthening in the construction of measurement matrices, generalizing the previous
column replacement technique; similar illustrations can be found in the other problem domains. We establish the required
results on recoverability using two standard recovery schemes, and examine the effect of column replacement on the so-
called ‘restricted isometry property’ (RIP) parameters.
For the method to be more than a curiosity, we must construct strengthening hash families. We establish that two
well known probabilistic techniques, the Lovász local lemma and the Stein–Lovász–Johnson method, produce both effec-
tive asymptotic results and probabilistic algorithms. A careful analysis of the Stein–Lovász–Johnson approach enables us
to develop an algorithm meeting the logarithmic bound on the number of tests whose running time is polynomial in the
number of factors, when the strength is ﬁxed. A small set of computational results demonstrate that the method developed
is effective.
The remainder of the paper is organized as follows. Section 2 formally deﬁnes a general notion of hash families, as well
as several variants including the extension to strengthening hash families. Section 3 develops the use of such hash families
in the construction of measurement matrices for compressive sensing. In particular, the basics of compressive sensing for
0- and 1-recovery are developed in Section 3.1; column replacement for measurement matrices using separating and
distributing hash families is introduced in Section 3.2; column replacement is extended to strengthening hash families in
Section 3.3; and the impact of column replacement on the RIP parameters is examined in Section 3.4. Because strengthening
hash families must be constructed in order to make these column replacement strategies effective, the remainder of the
paper treats their construction. The Lovász local lemma is used in Section 4 to develop asymptotic existence results, and
both deterministic and probabilistic methods for their construction. Section 5 instead applies the Stein–Lovász–Johnson
method to develop asymptotic existence results and a probabilistic algorithm. Section 6 then establishes that, for a wide
variety of types of hash families, including strengthening hash families of ﬁxed strength, the Stein–Lovász–Johnson method
can be implemented to run in polynomial time in the number of columns. Section 7 reports a limited set of computational
results on strengthening hash families from an implementation of this method. Finally, Section 8 draws relevant conclusions.
2. Strengthening hash families
Let N , k, and v be positive integers. A hash family HF(N;k, v), A = (aij), is an N × k array, in which each cell contains
one symbol from a set Σ of v symbols. We generalize this standard deﬁnition by replacing v by v = (v1, . . . , vN ), a tuple
of positive integers. A hash family HF(N;k,v), A = (aij), is an N × k array, in which each cell contains one symbol, and
for 1  ρ  N , |{aρ j: 1  j  k}|  vρ . When v1 = · · · = vN = v (i.e., the array is homogeneous), we recover the standard
deﬁnition.
Nevertheless, we permit heterogeneity, i.e., we allow that vi and v j are not necessarily equal when i = j, because it is
useful in certain applications of hash families in column replacement techniques [20,23,24], one of which we develop in
Section 3.
Many variants of hash families have been studied. An HF(N;k,v), A = (aij), is
perfect of strength t: denoted PHF(N;k,v, t), when for every set C of at most t columns, there exists a row ρ for which
|{aρc: c ∈ C}| = |C | (see [1,52], for example);
{w1,w2, . . . ,ws}-separating: denoted SHF(N;k,v, {w1,w2, . . . ,ws}), if whenever C is a set of ∑si=1 wi columns and
C1,C2, . . . ,Cs is a partition of C with |Ci | = wi for 1  i  s, there exists a row ρ for which aρx = aρ y whenever
x ∈ Ci , y ∈ C j and i = j (see [6,53], for example).
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0 1 2 2 1 2 2 0 1 1 0 0
0 2 1 0 2 2 2 1 0 1 2 1
1 0 0 2 2 2 1 1 2 1 0 2
2 0 1 1 2 0 2 0 1 1 2 1
2 0 2 1 2 1 0 2 2 1 1 0
→ 2 0 1 2 1 1 2 2 0 1 2 1
Fig. 1. A homogeneous perfect hash family PHF(6;12,3,3).
↓ ↓ ↓
1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
→ 1 2 3 4 2 1 4 3 3 4 1 2 4 3 2 1
Fig. 2. A homogeneous {1,2}-separating hash family SHF(3;16,4, (1,2)).
↓ ↓ ↓ ↓ ↓
6 7 8 3 4 0 2 2 3 0 5 1 1
3 1 1 7 2 6 8 4 3 0 2 0 5
8 5 1 4 2 3 2 6 7 0 1 3 0
0 2 0 2 2 0 0 1 1 1 1 2 0
0 0 2 1 1 1 2 0 0 2 2 0 1
→ 1 1 2 2 2 0 1 0 0 2 1 0 0
1 0 1 2 0 0 2 0 0 1 2 2 1
1 1 0 1 0 3 2 0 2 0 1 0 2
0 0 3 0 1 0 0 2 4 0 0 1 0
0     1   1   0 1
Fig. 3. A heterogeneous DHF(10;13,v,5,2) with v = (9334415121).
W-separating: denoted SHF(N;k,v,W) for W a set of multisets of nonnegative integers of the form {w1,w2, . . . ,ws}, if
it is {w1,w2, . . . ,ws}-separating for each {w1,w2, . . . ,ws} ∈W .
(t, s)-distributing: denoted DHF(N;k,v, t, s), if it is W-separating with W containing every multiset {w1, . . . ,ws} of non-
negative integers with
∑s
i=1 wi = t .
An example of a homogeneous perfect hash family PHF(6;12,3,3) is given in Fig. 1. It is a 6 × 12 array on the three
symbols {0,1,2} in which in every 6 × 3 subarray, at least one row consists of distinct symbols. For the 6 × 3 subarray
involving columns 8, 9, and 10, only the last row consists of distinct symbols.
Fig. 2 gives an example of a homogeneous {1,2}-separating hash family SHF(3;16,4, {1,2}). It is a 3× 16 array on the
four symbols {1,2,3,4}. For the 3 × 3 subarray consisting of columns 11, 15, and 16, only the last row accomplishes the
speciﬁc separation of columns {11,16} from column {15}.
Fig. 3 gives an example of a heterogeneous DHF(10;13,v,5,2) with v = (9,9,9,3,3,3,3,4,5,2). We abbreviate repeti-
tion in such a tuple by using an exponential notation that indicates the repetition in the exponent v = (9334415121). The
cells with the ‘’ are ‘ﬂexible’ positions, i.e., they can take on any symbol. The DHF is a 10× 13 array on the nine symbols
{0,1, . . . ,8}. Because t = 5 and s = 2 we must achieve both {1,4}- and {2,3}-separations. For the 10×5 subarray consisting
of columns ﬁve, six, ten, twelve, and thirteen, only row six separates columns {5,10} from columns {6,12,13}; the  in the
last row could be ﬁlled to effect the separation again, but there is no need.
The deﬁnition of W-separating encompasses perfect, {w1,w2, . . . ,ws}-separating, and (t, s)-distributing hash families,
so we can treat this general situation. On occasion, we wish to further restrict the choice of rows to provide the desired
separation. The choice can be deﬁned by a logical predicate.
Let d = (d1, . . . ,dN ) be a tuple of positive integers, and let τ be a positive integer. Let W = {W1, . . . ,Wr}, where for
1 i  r, Wi = {wi1, . . . ,wisi } is a multiset of nonnegative integers, and σi =
∑si
j=1 wij . Finally, let = (π1,π2, . . . ,πN ) be
a tuple of predicates on multisets of τ values that evaluate to true or false.
An SHF(N;k,v,W), A = (aij), is
(d, τ )-: if whenever
1 i  r,
C is a set of σi columns,
C1,C2, . . . ,Csi is a partition of C with |C j | = wij for 1 j  si , and
T is a set of τ columns with |C ∩ T | = min(σi, τ ),
there exists a row ρ for which
aρx = aρ y whenever x ∈ Ce , y ∈ C f and e = f and
the predicate πρ evaluates to true on multiset {aρx: x ∈ T }.
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4 0 2 1 3 3 0 0 1 4 2 2 1
0 0 1 1 2 3 1 3 2 4 2 0 4
0 2 4 1 1 2 0 1 2 3 0 3 4
2 4 1 0 3 0 3 1 1 4 2 0 2
2 1 2 2 4 0 0 4 0 1 1 3 3
3 4 0 1 0 3 2 4 2 1 1 2 0
0 0 1 0 0 2 2 0 0 1 3 0 0
→ 0 1 0 1 1 2 0 2 0 0 2 1 2
1 0 2 0 0 2 1 1 0 2 0 2 1
0 1 2 2 1 2 1 0 0 0 1 0 2
0 2 2 2 1 2 0 0 1 1 0 0 1
0 1 1 0 1 2 1 0 0 2 0 2 2
2 1 0 1 2 0 1 2 0 2 0 0 1
2 1 2 0 2 2 0 0 1 0 0 1 1
0 0 0 1 0 1 1 2 0 1 2 2 2
1 2 0 1 1 1 2 2 0 0 0 2 0
1 0 2 1 1 0 0 2 0 0 2 1 0
2 2 0 0 1 2 1 0 0 1 2 1 2
0 0 2 1 1  1 2 0 2 2 1 1
Fig. 4. A heterogeneous d-strengthening DHF(19;13,v,5,2) with v = (5641312), d = (46313).
There are at least two natural choices of predicate. An SHF(N;k,v,W), A = (aij), is
(d, τ )-scattering: The predicate πρ evaluates to true if the multiset {aρx: x ∈ T } contains no symbol more than dρ times,
and false otherwise.
(d, τ )-strengthening: The predicate πρ evaluates to true if the multiset {aρx: x ∈ T } contains no more than dρ different
symbols, and false otherwise.
When τ = max{σi: 1 i  r}, we omit τ from the notation and write d-scattering or d-strengthening. When d1 = · · · =
dN = d, we write d in place of d.
Fig. 4 depicts a heterogeneous d-strengthening DHF(19;13,v,5,2) with v = (5641312) and d = (46313). This is equivalent
to a d-strengthening SHF(19;13,v, {{1,4}, {2,3}}). Consider the separation of columns {1,7} from columns {2,6,11}. Row 8
accomplishes the required separation, and it satisﬁes predicate π8 because it uses d8 = 3 symbols in these ﬁve columns.
However, considering columns {1,2,3,4,5}, the ﬁrst row separates {1,2,3} from {4,5}, but does not satisfy predicate π1
because it uses 5 symbols to separate and π1 only permits the use of d1 = 4 symbols. So this separation is required in
another row (in this case, row 3 is suﬃcient).
O’Brien [50] proposed the scattering requirement for a construction for a broadcast encryption scheme. In this paper,
we explore the need for strengthening hash families, by examining their application in the construction of measurement
matrices for compressive sensing.
Our concern throughout is to ﬁnd hash families with as few rows as possible, given the other parameters. How many
rows are necessary? While exact determinations are known in very few cases, a naive lower bound yields the ‘correct’
asymptotic growth rate. To avoid trivialities, a set W is binding if there exists a {w1, . . . ,ws} ∈W that contains at least two
positive entries. (When W is not binding, an SHF(N;k,v,W) may have N = 0.) When W is binding, an SHF(N;k,v,W)
cannot have two identical columns, and hence k 
∏N
i=1 vi . Treating the homogeneous case with v symbols, the number
of rows must be at least logv k	. This yields a logarithmic lower bound. More precise bounds are known in many cases (for
example, [3,6]), but all are Ω(logk) bounds on N . When d, v , and W are ﬁxed; v  d; and dmax{s: {w1, . . . ,ws} ∈W},
Theorem 5.4 given later establishes that there is an absolute constant c so that a d-strengthening SHF(N;k,v,W) exists
having N  
c logk. Hence the lower and upper bounds differ by a constant factor.
3. Column replacement for compressive sensing
3.1. Compressive sensing
Nyquist’s sampling theorem states that a bandlimited analog signal can be perfectly reconstructed if the sampling rate
is at least twice the highest frequency of the original signal. However, when the signal is sparse, far fewer samples than
the Nyquist rate are required. Compressive sensing [9,2] (also called compressive sampling) is a technique that captures and
represents such compressible signals, in a sense combining compression and sampling into a single step.
We begin by describing a speciﬁc framework. An admissible signal of dimension n is a vector in Rn which is known
a priori to be taken from a given set Φ ⊆ Rn . A measurement matrix A is a matrix from Rm×n . Sampling a signal x ∈ Rn is
computing the product Ax = b. Once sampled, recovery involves determining the unique signal x ∈ Φ that satisﬁes Ax = b
using only A and b. If Φ = Rn , recovery can be accomplished only if A has rank n, and hence m  n. However for more
restrictive admissible sets Φ , recovery can sometimes be accomplished when m < n. Given a measurement matrix A, deﬁne
an equivalence relation ≡A so that for x,y ∈ Rn , we have x ≡A y if and only if Ax = Ay. If, for every equivalence class P
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A(x− y) = 0, this can be stated more simply. The null space of A, N(A), is the set {x ∈Rn: Ax = 0}. An equivalence class P
of ≡A can be represented as {x+ y: y ∈ N(A)} for any x ∈ P . Hence recoverability is equivalent to requiring that, for every
signal x ∈ Φ , there is no y ∈ N(A) \ {0} with x+ y ∈ Φ .
To apply these observations, a reasonable a priori restriction on the signals to be sampled is identiﬁed, suitable mea-
surement matrices with m  n are formed, and a reasonably eﬃcient computational strategy for recovering the signal is
provided. A signal is t-sparse if at most t of its n coordinates are nonzero. The recovery of t-sparse signals is the province
of compressive sensing. An admissible set of signals Φ has sparsity t when every signal in Φ is t-sparse. An admissible set of
signals Φ is t-sparsiﬁable if there is a full rank matrix B ∈Rn×n for which {Bx: x ∈ Φ} has sparsity t . Sparse and sparsiﬁable
signals arise in numerous applications in sensing, imaging, and communications [2]. We assume throughout that when the
signals are sparsiﬁable, a change of basis B is applied so that the admissible signals have sparsity t .
A measurement matrix has (0, t)-recoverability when it permits exact recovery of all t-sparse signals. A basic problem is
to design measurement matrices with (0, t)-recoverability where m is small relative to n, but in such a way that recovery
can be accomplished eﬃciently. Suppose that matrix A has (0, t)-recoverability. Then given A and b, recovery of the signal
x can be accomplished in principle by solving the 0-minimization problem min{‖x‖0: Ax = b}. An enumerative strategy
can be employed: List the possible supports of signals from fewest nonzero entries to most. For each, reduce A and x to A′
and x′ , respectively, by eliminating coordinates in the signal assumed to be zero. Examine the (now overdetermined) system
A′x′ = b. When equality holds, a solution is found; we are guaranteed to ﬁnd one by considering all possible supports with
at most t nonzero entries. This strategy is prohibitively time-consuming, examining as many as
(n
t
)
linear systems when the
signal has sparsity t . Natarajan [47] showed that we cannot expect to ﬁnd a substantially more eﬃcient solution, because
the problem is NP-hard.
Chen, Donoho, and Saunders [15,30] instead suggest considering the 1-minimization problem min{‖x‖1: Ax= b}, which
can be solved using standard linear programming techniques. For this to be effective, it is necessary that for each t-sparse
signal x, x is the unique solution to min{‖z‖1: Az = Ax}. This property is (1, t)-recoverability. A necessary and suﬃcient
condition for (1, t)-recoverability has been explored, beginning with Donoho and Huo [30] and subsequently in [54,57,32,
35,36,55,39].
For y ∈Rn and C ⊂ {1, . . . ,n}, deﬁne y|C ∈Rn to be the vector such that (y|C )γ = yγ if γ ∈ C and (y|C )γ = 0 otherwise.
A matrix A meets the (0, t)-null space condition if and only if N(A) \ {0} contains no (2t)-sparse vector. A matrix A meets
the (1, t)-null space condition if and only if for every y ∈ N(A) \ {0} and every C ⊂ {1, . . . ,n} with |C | = t , ‖y|C‖1 < 12‖y‖1.
Lemma 3.1. (See [22], for example.) Matrix A ∈Rm×n has (0, t)-recoverability if and only if A meets the (0, t)-null space condition.
Lemma 3.2. (See [57], for example.) Matrix A ∈Rm×n has (1, t)-recoverability if and only if A meets the (1, t)-null space condition.
To establish (1, t)-recoverability (and hence also (0, t)-recoverability), Candès and Tao [10,12] introduced the Restricted
Isometry Property (RIP). For A ∈ Rm×n , the dth RIP parameter of A, δd(A), is the smallest δ so that, for some R > 0,
(1− δ)R(‖x‖2)2  (‖Ax‖2)2  (1+ δ)R(‖x‖2)2, for all x with ‖x‖0 = d. The smaller δd(A) is, the better the dth RIP pa-
rameter. The RIP parameters have been extensively employed to establish (1, t)-recoverability, particularly for randomly
generated measurement matrices [11–13], but also for deterministic constructions [17,29]. Conditions on the RIP param-
eters have been used to provide suﬃcient conditions for (1, t)-recoverability; commonly δ2t <
√
2 − 1 is required for
(1, t)-recoverability, see [10] for example. The property of (1, t)-recoverability in the presence of noise has also been
considered. Conditions on the RIP parameters are suﬃcient, but in general not necessary, for recoverability.
Combinatorial methods [4,25,37,38,40,56,41] for compressive sensing have been examined using close relationships with
expander graphs. We pursue a different combinatorial approach here.
3.2. Column replacement: The basics
Let A ∈ Rr×k , A = (aij), be a measurement matrix. Let P ∈ {1, . . . ,k}m×n , P = (pij), be a pattern matrix. The column
replacement of A into P is a matrix B ∈ Rrm×n , B = (Bij), so that b(β−1)r+s,γ = as,pβγ for 1  β  m, 1  γ  n, and
1  s  r. That is, B is obtained by replacing each symbol σ in P by the column of A indexed by σ . The matrix B can
be partitioned into m bands B1, . . . Bm , where band Bβ is the r × n matrix obtained by selecting all rows indexed from
(β − 1)r + 1 to βr. Evidently, N(B) =⋂mβ=1 N(Bβ).
Fig. 5 illustrates the idea of column replacement. In it, A is 2× 3 matrix with columns indexed by {1, . . . ,3}, P is 2× 4
pattern matrix with symbols from {1, . . . ,3}, and B is the column replacement of A into P . B is a 4 × 4 matrix having
entries chosen from the set of entries of A. The two bands are separated by the line.
Theorem 3.3. (See [22].) Suppose that A is an r × k measurement matrix that meets the (0, t)-null space condition, that P is an
SHF(m;n,k, (1, t)), and that B is the column replacement of A into P . Then B is an rm × n measurement matrix that meets the
(0, t)-null space condition.
As expected, the more stringent (1, t)-recoverability condition requires more.
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[
1231
3121
]
A =
[
aba
baa
]
B =
⎡
⎢⎢⎢⎣
abaa
baab
aaba
abab
⎤
⎥⎥⎥⎦
Fig. 5. B is the column replacement of A into P .
P =
[
132123
111222
]
A1 =
[
aba
baa
]
A2 =
[
ab
ba
]
B =
⎡
⎢⎢⎢⎣
aababa
baabaa
aaabbb
bbbaaa
⎤
⎥⎥⎥⎦
Fig. 6. B is the column replacement of A1, A2 into P .
Theorem 3.4. (See [22].) Suppose that A is an r × k measurement matrix that meets the (1, t)-null space condition, that P is a
DHF(m;n,k, t + 1,2), and that B is the column replacement of A into P . Then B is an rm × n measurement matrix that meets the
(1, t)-null space condition.
As discussed in [22], Theorems 3.3 and 3.4 enable one to restrict the entries of a measurement matrix to a predeter-
mined set, rather than employing ‘random’ entries. In addition, the structure of the measurement matrices from column
replacement exhibit a hierarchical structure that can aid in recovery, and indeed support hybrid recovery schemes. How-
ever, they do not permit the construction of measurement matrices for larger strength from ones for smaller strength. It is
this shortcoming that we address next.
3.3. Strengthening with column replacement
We ﬁrst extend column replacement to exploit heterogeneity in the hash family. Let P = (pij) be an HF(m;n,k) and, for
1  i m, Ai be an ri × ki matrix. For each row i of P , replace the entry pij by (a copy of) the pijth column of Ai . The
result is a (
∑m
i=1 ri) × n matrix, which is the column replacement of A1, A2, . . . , Am into P . A small example is given in Fig. 6.
Theorem 3.5. Let k = (k1, . . . ,km) and q = (q1, . . . ,qm) be tuples of positive integers. Let d = (2q1, . . . ,2qm). For 1 i m, let Ai ∈
R
ri×ki be a measurement matrix that meets the (0,qi)-null space condition. Let P be a (d,2t)-strengthening SHF(m;n,k, (1, t)),
and let B be the column replacement of A1, A2, . . . , Am into P . Then B meets the (0, t)-null space condition.
Proof. Suppose to the contrary that B does not meet the (0, t)-null space condition, and that z ∈ N(B)\ {0} is a (2t)-sparse
vector. Let {ρ1, . . . , ρs} = {γ : zγ > 0}, {ν1, . . . , νs′ } = {γ : zγ < 0}, and C = {ρ1, . . . , ρs} ∪ {ν1, . . . , νs′ }. Then s + s′  2t , and
without loss of generality we can take s s′ so s t . Then s′  1 because z is nonzero.
Because P is (1, t)-separating and (d,2t)-strengthening, it contains a row β such that pβρi = pβν1 for 1  i  s and
|{pβγ : γ ∈ C}|  2qβ . Because Bz = 0, (Bβ)z = 0. Form a vector w ∈ Rkβ by setting wσ =∑{zγ : pβγ = σ ,1  γ  n}
for 1  σ  kβ . The vector w can be considered as a projection of z onto Rkβ induced by the symbol pattern in row β
of P . Because B is the column replacement of A1, A2, . . . , Am into P , it follows from (Bβ)z = 0 that Aβw = 0. Because
|{pβγ : γ ∈ C}|  2qβ , w is (2qβ)-sparse. Finally, w is nonzero because wpβν1 < 0. So Aβ does not meet the (0,qβ)-null
space condition, a contradiction. 
Theorem 3.6. Let k = (k1, . . . ,km) and q = (q1, . . . ,qm) be tuples of positive integers. For 1  i  m, let Ai ∈ Rri×ki be a mea-
surement matrix that meets the (1,qi)-null space condition. Let P be a (q, t)-strengthening DHF(m;n,k, t + 1,2), and let B be the
column replacement of A1, A2, . . . , Am into P . Then B meets the (1, t)-null space condition.
Proof. Suppose to the contrary that B does not meet the (1, t)-null space condition. Let z ∈ Rn , C = {γ1, . . . , γt}, and
C = {1, . . . ,n} \ C so that z ∈ N(B) \ {0} and ‖z|C‖1  ‖z|C‖1. Let χ be an element of C such that |zχ | |zγ | for each γ ∈ C .
Suppose without loss of generality that zχ  0. We shall obtain a contradiction by examining a band of B corresponding
to a row of P that, using few symbols, separates those indices in C ∪ {χ} for which z has nonnegative entries from those
indices in C ∪ {χ} for which z has negative entries.
Because P is (t + 1,2)-distributing and (q, t)-strengthening, there is a row β of P such that{
pβγ : γ ∈ C ∪ {χ}, zγ  0
}∩ {pβγ : γ ∈ C ∪ {χ}, zγ < 0}= ∅
and |{pβγ : γ ∈ C}| qβ .
Because Bz = 0, (Bβ)z = 0. Form a vector w ∈ Rkβ by setting wσ =∑{zγ : pβγ = σ ,1  γ  n} for 1  σ  kβ . The
vector w can be considered as a projection of z onto Rkβ induced by the symbol pattern in row β of P . Because B is the
column replacement of A1, A2, . . . , Am into P , it follows from (Bβ)z = 0 that Aβw = 0. We now show that w = 0.
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s+σ =
∑{|zγ |: γ ∈ C, zγ > 0, pβγ = σ},
s−σ =
∑{|zγ |: γ ∈ C, zγ < 0, pβγ = σ},
s+σ =
∑{|zγ |: γ ∈ C , zγ > 0, pβγ = σ},
s−σ =
∑{|zγ |: γ ∈ C , zγ < 0, pβγ = σ}.
Let D = {pβγ : γ ∈ C} (note that |D| qβ ) and let D = {1, . . . ,kβ} \ D . Because ‖z|C‖1 − ‖z|C‖1  0,∑
σ∈D
(
s+σ + s−σ − s+σ − s−σ
)− ∑
σ∈D
(
s+σ + s−σ
)
 0. (1)
Now wσ = s+σ − s−σ + s+σ − s−σ for 1 σ  kβ . If σ ∈ D then our choice of β guarantees that either s+σ = 0 or s−σ = 0 and
hence |wσ | s+σ + s−σ − s+σ − s−σ . If σ ∈ D then s+σ = s−σ = 0, so |wσ | s+σ + s−σ . Then by (1),∑
σ∈D
|wσ | −
∑
σ∈D
|wσ | 0. (2)
However, because |D|  qβ , Aβw = 0, and Aβ meets the (1,qβ)-null space condition, either the left-hand side of (2) is
negative or w = 0. Thus w = 0. We now show that z = 0, which contradicts our assumptions.
Because |wσ | s+σ + s−σ − s+σ − s−σ for each σ ∈ D , and w = 0, we have that s+σ + s−σ − s+σ − s−σ  0 for each σ ∈ D . So by
(1), s+σ + s−σ = 0 for each σ ∈ D . Hence
s+σ = s−σ = 0 for each σ ∈ D. (3)
Similarly by (1), s+σ + s−σ − s+σ − s−σ = 0 for each σ ∈ D . Combining this with s+σ − s−σ + s+σ − s−σ = wσ = 0 for 1 σ  kβ , it
follows that
s+σ = s−σ and s−σ = s+σ for each σ ∈ D. (4)
Let τ = pβχ . By our choice of β and because zχ  0, we have that s−τ = 0. Thus, by (3) when τ ∈ D and by (4) when
τ ∈ D , s+τ = 0. Because zχ  0 and χ ∈ C , we have 0 = s+τ  zχ  0 and hence that zχ = 0. So, from the deﬁnition of χ ,
zγ = 0 for each γ ∈ C , and thus it follows from (4) that z = 0. 
3.4. Column replacement and RIP parameters
For vectors a1, . . . ,as (of any dimensions) the vector a formed by concatenating a1, . . . ,as satisﬁes (‖a‖p)p = (‖a1‖p)p +
· · · + (‖as‖p)p whenever p is a nonnegative real.
The binary expansion B(P ) of an HF(m;k,v), P , is a (∑mi=1 vi) × k array with entries from {0,1}, obtained by taking the
column replacement of I v1 , . . . , I vm into P , where I vi is the vi × vi identity matrix. Recall the deﬁnition of the dth RIP
parameter of a matrix from Section 3.1.
Lemma 3.7. Let A ∈Rr×k, A = (aij), be a measurement matrix, P ∈ {1, . . . ,k}m×n, P = (pij), be a pattern matrix, B(P ) be the binary
expansion of P , and B be the column replacement of A into P . Then, for 1 t  r,
δt(B)
δt(A) + δt(B(P ))
1+ δt(A)δt(B(P )) .
Proof. Let z ∈ Rn be a t-sparse vector. For 1  β m, let wβ be the vector formed by setting (wβ)σ =∑{zγ : pβγ = σ ,
1 γ  n} for 1 σ  k (wβ can be considered as a projection of z onto Rk induced by the symbol pattern in row β of P ).
The vector Bz is the concatenation of the vectors Aw1, . . . , Awm , and hence(‖Bz‖2)2 = (‖Aw1‖2)2 + · · · + (‖Awm‖2)2. (5)
Using the RIP properties of A, for some R > 0 and for 1 β m,(
1− δt(A)
)
R
(‖wβ‖2)2  (‖Awβ‖2)2  (1+ δt(A))R(‖wβ‖2)2.
Substituting into (5),(
1− δt(A)
)
R
((‖w1‖2)2 + · · · + (‖wm‖2)2) (‖Bz‖2)2  (1+ δt(A))R((‖w1‖2)2 + · · · + (‖wm‖2)2).
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Using the RIP properties of B(P ), for some R ′ > 0(
1− δt
(
B(P )
))
R ′
(‖z‖2)2  (‖w1‖2)2 + · · · + (‖wm‖2)2  (1+ δt(B(P )))R ′(‖z‖2)2
and hence(
1− δt(A)
)(
1− δt
(
B(P )
))
RR ′
(‖z‖2)2  (‖Bz‖2)2  (1+ δt(A))(1+ δt(B(P )))RR ′(‖z‖2)2.
Finally, let R ′′ = (1+ δt(A)δt(B(P )))RR ′ . Substituting for RR ′ in both the upper and lower bounds and simplifying,(
1− δt(A) + δt(B(P ))
1+ δt(A)δt(B(P ))
)
R ′′
(‖z‖2)2  (‖Bz‖2)2 
(
1+ δt(A) + δt(B(P ))
1+ δt(A)δt(B(P ))
)
R ′′
(‖z‖2)2
and the result follows. 
RIP has been generalized to norms other than the 2 norm [4]. Let p be a positive integer. For a matrix A with real
entries, the t-th RIP-p parameter of A, denoted δp,t(A), is the smallest real number δ such that, for some real number R > 0,
(1 − δ)R(‖x‖p)p  (‖Ax‖p)p  (1 + δ)R(‖x‖p)p for all t-sparse vectors x. The case when p = 2 is the standard notion of
RIP. RIP-1 parameters are used in studying the adjacency matrices of expander graphs [4,41]. Matrix A is normalized for its
t-th RIP-p parameter if (1− δp,t(A))(‖x‖p)p  (‖Ax‖p)p  (1+ δp,t(A))(‖x‖p)p for all t-sparse vectors x. Any matrix can be
normalized in this way by multiplying it by a scalar.
Lemma 3.8. For 1 i m, let Ai ∈Rri×ki be a measurement matrix that is normalized for its t-th RIP-p parameter, and let P = (pij)
be an m × n pattern matrix in which row β contains symbols from {1, . . . ,kβ} for 1 β m. Let B(P ) be the binary expansion of P ,
and B be the column replacement of A1, . . . , Am into P . Then, for any positive integer p and for 1 t  r,
δp,t(B)
δmax + δp,t(B(P ))
1+ δmaxδp,t(B(P )) ,
where δmax = max(δp,t(A1), . . . , δp,t(Am)).
The proof parallels that of Lemma 3.7 closely, and is omitted. These two lemmas provide some evidence that column
replacement enables us not just to meet recoverability conditions, but also to preserve the basic machinery to deal with
noise in the signal.
4. Strengthening hash families using the Lovász local lemma
The Lovász local lemma provides a powerful tool for establishing existence of combinatorial arrays; see [28] for applica-
tions to certain hash families. We use the following version (as usual, e is the base of the natural logarithm).
Theorem 4.1. (See [33].) Suppose that A1, . . . , A are events in a probability space such that each event is mutually independent of a
set of at least  − b other events. If Pr[Ai] 1e(b+1) for 1 i  , then
Pr
[
⋂
i=1
Ai
]
> 0.
To simplify the analysis we only consider homogeneous hash families in this section, and use certain notation throughout.
Let Wt,s be the set of all s-element multisets whose entries are nonnegative integers that sum to t . For W =
{w1, . . . ,ws} ∈Wt,s , let U (W ) be the total number of unordered partitions of a set of size t into sets of sizes w1, . . . ,ws .
Then
U (W ) = 1∏
i∈Zμ(i)!
(
t
w1
)(
t − w1
w2
)(
t − w1 − w2
w3
)
· · ·
(
ws
ws
)
,
where μ(i) is the multiplicity of i in the multiset W . Let S(t, s) be the number of unordered partitions of a set of size t
into s non-empty subsets. This is a Stirling number of the second kind and can be calculated as
S(t, s) = 1
s!
s∑
i=0
(−1)i
(
s
i
)
(s − i)t .
Let Pv = {p= (p1, . . . , pv ): pi ∈R0 for 1 i  v and ∑vi=1 pi = 1}.
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parts of sizes W = {w1,w2, . . . ,ws} are coloured independently at random with colours from the set {1, . . . , v} so that
the probability of any speciﬁed vertex receiving colour i is pi for 1  i  v . The probability that this process results in a
proper d-colouring of the graph is denoted by π(W ,p,d, v). For W ∈ Wt,s , let πS(W ,d, v) = maxp∈Pv π(W ,p,d, v). Let
πD(t, s,d, v) = maxp∈Pv minW∈Wt,s π(W ,p,d, v).
Theorem 4.2. Let w1, . . . ,ws be nonnegative integers, and t =∑si=1 wi. There exists
1. a d-strengthening SHF(N;k, v, {w1, . . . ,ws}) if
N 
log(e · U (W )((kt)− (k−tt )))
− log(1− πS(W ,d, v)) ;
2. a d-strengthening DHF(N;k, v, t, s) if
N 
log(e · S(t, s)((kt)− (k−tt )))
− log(1− πD(t, s,d, v)) .
Proof. Let K be a set of k column indices. Let A = {{Z1, . . . , Zs}: Zi ⊂ K for 1  i  s, Zi ∩ Z j = ∅ for 1  i < j  s,
|⋃si=1 Zi | = t}. For W = {w1, . . . ,ws} let AW = {{Z1, . . . , Zs} ∈A: |Zi | = wi for 1  i  s}. In the remainder, the variables
have the following interpretations:
Variable First statement Second statement
Z AW A
C U (W ) S(t, s)
f πS(W ,d, v) πD(t, s,d, v)
p = (p1, . . . , pv ) p ∈Pv satisﬁes π(W ,p,d, v) = f p ∈Pv satisﬁes minW∈Wt,s π(W ,p,d, v) = f
Let H be an N × k matrix whose entries are chosen independently at random from the set {1, . . . , v} so that the prob-
ability of any speciﬁed entry being i is pi for i = 1, . . . , v . For {Z1, . . . , Zs} ∈Z , let A{Z1,...,Zs} be the event that there is no
row of H in which at most d distinct symbols occur in the columns in Z1 ∪ · · · ∪ Zs and in which the sets of symbols in
the columns in Z1, . . . , Zs are pairwise disjoint. Array H is the required hash family if and only if none of the events in
{A{Z1,...,Zs}: {Z1, . . . , Zs} ∈Z} occurs. It can be seen that Pr[A{Z1,...,Zs}] (1− f )N .
An event A{Z1,...,Zs} is mutually independent of all events in {A{Z ′1,...,Z ′s}: {Z ′1, . . . , Z ′s} ∈Z and (Z1 ∪ · · · ∪ Zs)∩ (Z ′1 ∪ · · · ∪
Z ′s) = ∅}; there are
(k−t
t
)
C such events. Because there are
(k
t
)
C events in {A{Z1,...,Zs}: {Z1, . . . , Zs} ∈Z}, by Theorem 4.1 the
required hash family exists if (1− f )N  1e(b+1) , where b =
(k
t
)
C − (k−tt )C − 1. Rearrange to produce the required results. 
In order to develop deterministic, eﬃcient algorithms, we use a consequence of [14, Theorem 1.2], corresponding to the
special case of that result in which each event is mutually independent of a set of all but at most b other events. In the
notation of [14],  is arbitrarily close to 1 and the probability of each event is assigned the value 1b+1 .
Theorem 4.3. (See [14].) LetX = {X1, . . . , Xγ } be a collection of mutually independent discrete random variables each with a domain
of cardinality at most v. LetA= {A1, . . . , A} be a collection of events such that each event is determined by at most r of the variables
in X and each event is mutually independent of a set of at least  − b other events. Suppose that time T is suﬃcient to compute the
conditional probability Pr[A|Xi = σi for each i ∈ I] for any event A ∈A, any I ⊆ {1, . . . , γ }, and any partial evaluation {σi}i∈I of the
variables in X . If Pr[A] ( 1e(b+1) )2 for all A ∈A, then an evaluation of X1, . . . , Xγ under which none of the events in A occurs can
be found by a deterministic algorithm running in time O (T · r · M4+δ), where δ is any positive real number, and M = max(γ , , rb ).
Theorem 4.4. Let v, w1, . . . ,ws, and d be constant nonnegative integers. Let t =∑si=1 wi. There are deterministic algorithms running
in time O (k4t+δ) for any positive real number δ to construct
1. a d-strengthening SHF(N;k, v, {w1, . . . ,ws}) where
N =
⌈
2 log(e · U (W )((kt)− (k−tt )))
− log(1− πS(W ,d, v))
⌉
;
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N =
⌈
2 log(e · S(t, s)((kt)− (k−tt )))
− log(1− πD(t, s,d, v))
⌉
.
Proof. Let p, H , f , C , Z and the events {A{Z1,...,Zs}: {Z1, . . . , Zs} ∈Z} be as deﬁned in the proof of Theorem 4.2. Again, H is
the required hash family if and only if none of the events {A{Z1,...,Zs}: {Z1, . . . , Zs} ∈Z} occur. Once more, Pr[A{Z1,...,Zs}]
(1 − f )N for each event A{Z1,...,Zs}; there are
(k
t
)
C events in total; and each event is mutually independent of a set of at
least
(k−t
t
)
C other events.
Applying Theorem 4.3, considering the entries of H to be discrete random variables, we can obtain a deterministic
algorithm for constructing the required hash family provided that (1 − f )N  ( 1e(b+1) )2, where b =
(k
t
)
C − (k−tt )C − 1. This
holds for the given value of N .
We now bound the run time. There are Nk entries in H , and each event depends on Nt entries of H . For suﬃciently
large k we have Nk = O (k logk), (kt)C = O (kt) and, because 1b (kt)C = O (k), we have Ntb (kt)C = O (k logk). Thus M = O (kt) and
r = O (N) = O (logk), where M and r are as in Theorem 4.3.
Let {Z1, . . . , Zs} ∈Z . Let H ′ be a partial evaluation of the entries of H . For a speciﬁc row β of H , it takes time O (1) to
compute the conditional probability, given the partial evaluation H ′ , that at most d distinct symbols occur in the columns in
Z1 ∪ · · · ∪ Zs of row β and the sets of symbols in the columns in Z1, . . . , Zs of row β are pairwise disjoint (the computation
involves considering at most t entries each of which can take at most v values, and both are constant). Thus the conditional
probability of A{Z1,...,Zs} given H ′ can be computed in time O (N). Thus T = O (N) = O (logk), where T is as in Theorem 4.3.
Combining these bounds yields the bound we require. 
5. The Stein–Lovász–Johnson method
Next we examine a different probabilistic approach that yields a class of straightforward greedy construction methods
for which the size of the hash family produced meets the logarithmic bound. Indeed, after some substantial preliminaries,
we establish that it provides an eﬃcient algorithm for hash families of ﬁxed strength. To develop this, we detour into set
cover problems.
5.1. Set cover problems
Let X be a ﬁnite set of size n, and let D be a collection of subsets of X . A set cover for the set system (X,D) is a collection
D′ ⊆ D so that ⋃B∈D′ B = X . Finding the smallest set cover for a set system is NP-hard [43], and hence approximation
and heuristic techniques have been developed. Stein [51], Lovász [44], and Johnson [42] (see also [16]) analyze a greedy
algorithm and establish a useful upper bound on the sizes of set covers that it produces. At a high level, the algorithm
repeatedly selects one set for inclusion in the set cover which, once selected, is never removed. The selection of the set is
greedy, choosing one that covers the largest number of uncovered elements at that stage, and breaking ties arbitrarily. We
give (one version of) the algorithm in Algorithm 1.
Algorithm 1 The Greedy Algorithm
Greedy_Set_Cover(X,D): (|X | = n; |D| = c)
Set r(x) = |{B: x ∈ B ∈D}| for x ∈ X
Set α =max{|B|: B ∈D} and r =min{r(x) : x ∈ X}
Set M j = ∅ for 0 j α
Set D0 =D and Y0 = X
Set nα = |X |
Set L= ∅ and i = 0
while Yi = ∅ do
Set γi = |Di |; ρi = |Yi |; and αi =max{|B|: B ∈Di}
If i > 0 and αi < αi−1 set nαi = |Yi |
Choose a set Di ∈Di for which |Di | = αi
Set L=L∪ {Di}
Set Mαi =Mαi ∪ {Di}
Set Yi+1 = Yi \ Di
Set Di+1 = {B \ Di : B ∈Di , B  Di}
Set i = i + 1
Set n0 = 0
return L
The representation of a hash family as a set cover is straightforward: The sets are in one-to-one correspondence with the
possible rows, the elements consist of all required separations of columns, and a set contains an element precisely when
180 C.J. Colbourn et al. / Journal of Discrete Algorithms 16 (2012) 170–186the corresponding row carries out the speciﬁed separation. A set cover is then a set of rows which together accomplish all
of the required separations. Hence Greedy_ Set_Cover provides an algorithm for producing hash families.
We use the notation introduced in Algorithm 1: n is the number of elements, c is the number of sets, α is the size of
the largest set, and r is the smallest number of sets to which an element belongs. The size of the set cover can be viewed
either as the smallest value of i for which no elements remain to be covered (Yi = ∅), or it can be viewed as ∑αj=0  j ,
taking  j = |M j |. We consider the latter expression. First, n j−1 = n j − j j , and hence  j = (n j − n j−1)/ j. Because in each
set system considered when choosing the sets in M j , every element appears in at least r sets and every set has size at
most j, rn j  jc. Moreover,
 =
α∑
j=1
 j =
α∑
j=1
n j − n j−1
j
= nα
α
+ nα−1
α(α − 1) +
nα−2
(α − 1)(α − 2) + · · · +
n1
2 · 1 − n0.
Combining these, we obtain   nα + cr (
∑α
j=2 1j ), which yields the bound in the theorem of Stein [51], Lovász [44], and
Johnson [42]:
Theorem 5.1 (Stein–Lovász–Johnson). Let (X,D) be a set system with |X | = n and |D| = c so that |B|  α for every B ∈ D and
|{B: x ∈ B ∈ D}|  r for every x ∈ X. Then there is a collection D′ ⊆ D forming a set cover with  sets for some   nα + cr lnα 
c
r (1+ lnα).
A second analysis of Greedy_Set_Cover uses the fact that it terminates when Yi = ∅, or equivalently when ρi < 1. An
element x of Yi is not a member of
⋃i−1
j=0 D j , and hence r(x) is unchanged by the deletion of the elements already covered.
Because r(x)  r for all x ∈ Yi , and γi  c, the size of Di is at least rρic . Then ρi+1  ρi − rρic = ρi c−rc . Because this holds
for every i > 0, ρi  n( c−rc )i . We determine the smallest value of i for which n(
c−r
c )
i < 1. Equivalently, n < ( cc−r )
i . Taking
logarithms base c/(c − r) of both sides, logc/(c−r) n < i.
This establishes:
Theorem 5.2. Let (X,D) be a set system with |X | = n and |D| = c so that |{B: x ∈ B ∈ D}|  r for every x ∈ X. Then there is a
collectionD′ ⊆D forming a set cover with  sets for some  1+ lognlog(c/(c−r)) .
This improves the constant in the bound over that of the Stein–Lovász–Johnson theorem in some cases, but yields a
weaker bound in others. This apparent discrepancy is an artifact of the analyses, not the algorithm.
The Stein–Lovász–Johnson method has been applied in establishing upper bounds on the sizes of numerous combinatorial
arrays. In these contexts, however, the admissible sets D are often known implicitly rather than presented explicitly. Then
the size of the input is simply |X |, and the run time of the greedy algorithm may be exponential in |X |, because |D|
may be exponentially large with respect to |X |. This has limited the practical uses of such greedy methods for the actual
construction of the set covers needed to produce the corresponding combinatorial arrays.
Careful examination shows that the only operations in Algorithm 1 that consider all of the sets in Di are the ones to
select Di , and to remove all elements of Di from the sets in Di to form Di+1. To obtain an algorithm whose running time
is polynomial in |X |, we cannot hope to examine (or even list) all sets in D. Our ﬁrst task, then, is to simplify the selection
of the set Di . In fact, we show that selecting a set of average size yields the same results. At the same time, we equip D
with a probability distribution, so that Pr[B] is the probability that set B ∈D is selected.
Average_Set_Cover, shown in Algorithm 2, is essentially the same method – with one important difference. Each set se-
lected is only required to cover the average number of as yet uncovered elements of X rather than the maximum. Moreover,
this average is weighted by the initial probability distribution selected on D.
The analyses of Greedy_Set_Cover carry through for the average method as well. For the ﬁrst, we employed the fact
that n j−1 = n j − j j , and hence  j = (n j −n j−1)/ j; and the fact that rn j  jc. For the average method, n j−1  n j − j j , and
hence  j  (n j − n j−1)/ j; and rn j  jc because j =  rn jc 	. For the second, we employed only the fact that |Di | rρic , which
holds for the average method as well.
Hence
Theorem 5.3. Let (X,D) be a set system with |X | = n and |D| = c, for which Pr[B] is the probability that B ∈ D is selected. Let
r(x) = c∑{B∈D: x∈B} Pr[B] and r = min{r(x): x ∈ X}. Let β = ∑x∈X r(x)c 	. Then Average_Set_Cover produces a set cover D′ ⊆D
with  sets, where min
( c
r (1+ lnβ),1+ lognlog(c/(c−r))
)
.
When the probability distribution is uniform (and in many other cases), β  α, and hence Theorem 5.3 improves on
Theorem 5.1. This may come as a surprise, because the original Stein–Lovász–Johnson method selects a largest set while
the average method may select a smaller one. Again, the discrepancy arises from the algorithm analyses, not from the
algorithms themselves. In practice, it is quite possible that selecting the maximum coverage yields a better result in the
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Average_Set_Cover(X,D): (|X | = n; |D| = c)
Set r(x) = c∑{B∈D: x∈B} Pr[B] for x ∈ X
Set r =min{r(x): x ∈ X} and α = 
∑
x∈X r(x)
c 	
Set M j = ∅ for 0 j α
Set D0 =D and Y0 = X
Set nα = |X |
Set L= ∅ and i = 0
while Yi = ∅ do
Set γi = |Di |; ρi = |Yi |; and αi = 
∑
x∈Yi r(x)
c 	
If i > 0 and αi < αi−1 set nαi = |Yi |
Choose a set Di ∈Di for which |Di | αi and Pr[Di ] > 0
Set L=L∪ {Di}
Set Mαi =Mαi ∪ {Di}
Set Yi+1 = Yi \ Di
Set Di+1 = {B \ Di : B ∈Di , B  Di}
Set i = i + 1
Set n0 = 0
return L
end than does selecting the average coverage. Nevertheless, Theorem 5.3 shows that the conclusion of Theorem 5.1 can be
obtained by selecting sets with average coverage.
5.2. The application to hash families
Despite the exponential run time exhibited by Average_Set_Cover when applied directly to hash families, the Stein–
Lovász–Johnson paradigm has been used to develop methods whose run time is polynomial in |X |. One method is to list
only a small subset of the sets [18]. Another method employs an implicit representation of all of the sets; see, for example,
[7,8] for an application to the construction of ‘covering arrays.’ We ﬁrst outline the idea using perfect hash families, adapting
a method from [19].
We construct a PHF(N;k, v, t) with entries chosen from an alphabet Σ . Take K to be a set of k column indices and
X = (Kt ). Form a set D of vk subsets of X , one for each k-tuple in Σk . The set corresponding to the k-tuple (x1, . . . , xk) ∈ Σk
contains element {γ1, . . . , γt} exactly when |{xγi : 1 i  t}| = t . Then every element of X belongs to vk−t · v · (v − 1) · · · · ·
(v − t + 1) sets in D. Every set in D covers at most (kt) elements of X , and hence by the Stein–Lovász–Johnson theorem
we ﬁnd that N  1+ vtv(v−1)···(v−t+1) ln
(k
t
)
. This yields an exponential time method. By showing that it suﬃces to ﬁnd a set
that covers an average number of uncovered elements and developing a method of conditional expectations to ﬁnd such a
set, Colbourn [19] developed an eﬃcient (time polynomial in k for ﬁxed t) algorithm for the construction of perfect hash
families with a number of rows meeting the given bound.
Whether the sets are listed explicitly or not, one potential beneﬁt of selecting a set with average rather than maximum
coverage is that the average can often be easily computed or bounded, and then ﬁnding any set with at least that average
coverage suﬃces. We explore this next.
There is evidently a wide variety of possible conditions that might be imposed on the hash family to be constructed.
To treat these variants, we proceed as follows. Consider creating a HF(N;k,v), where the symbols of row ρ are chosen
from an alphabet Σρ of size vρ . We deﬁne a number of requirements R1, . . . , Rq , each of which is a partition C1, . . . ,Cs
of a set C of at most t columns of the hash family. An assignment A to the requirement R for row ρ is an assignment
of symbols from Σρ to the columns associated with R . For 1 ρ  N , we deﬁne a constraint function Pρ which accepts a
requirement R and an assignment A to R and outputs a value in {true, false}. Any k-tuple x ∈ Σkρ , representing a possible
row ρ , induces an assignment to a requirement R . We represent this assignment, along with the requirement, by Ax,R . The
hash family satisﬁes a requirement R if Pρ(Ax,R) = true for some 1 ρ  N , where x is the k-tuple representing row ρ of
the hash family. Thus, while the requirements for the hash family are ﬁxed at the outset, the constraints for meeting each
requirement may vary from row to row.
From Theorem 5.3, one can immediately deduce bounds on the sizes of hash families in a general setting. We suppose
that the candidate rows are selected uniformly at random, that the hash family needed is homogeneous with v symbols,
and that the constraint function is the same for each row. Take c = vk and r = μvk in Theorem 5.3 to establish:
Theorem 5.4. An HF(N;k, v) satisfying q requirements exists whenever
N min
(
1
μ
(1+ lnβ),1+ logq
log1/(1− μ)
)
,
taking δR to be the ratio of the number of assignments A to R that satisfy the constraint for R to the total number of assignments to R,
μ to be the minimum of δR over all requirements R, and β to be the ceiling of the sum of δR over all requirements R.
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on all of the k columns, the number of requirements q must be a function of k, and β is a function of q. The quantities
in Theorem 5.4 can often easily be calculated; we give one example. Suppose that W = {{1,4}, {2,3}}, and our objective
is to produce a W-separating, 3-scattering, and 3-strengthening HF(N;k,6). Write K = k(k − 1)(k − 2)(k − 3)(k − 4). There
are
(k
1
)(k−1
4
)= 124 K requirements for the {1,4} separation, and (k2)(k−23 )= 112 K for the {2,3} separation. Each has 65 = 7776
assignments. A {1,4} separation R has 840 assignments that meet the constraint, so δR = 35324 . A {2,3} separation R has 510
assignments that meet the constraint, so δR = 851296 , μ = 851296 , and β = 15515552 K . Then the hash family exists provided that
N min
( 1296
85 (1+ ln 155K15552 ),1+
log K8
log 12961211
)
.
Following the paradigm of Average_Set_Cover, we proceed as follows. The set X is the set of all requirements, and N
is (an upper bound on) the number of rows permitted. Then Average_Hash_Family(X,N, {Pρ(A, R)}), given in Algorithm 3,
produces the desired hash family, or may fail if N is too small. Provided that N satisﬁes the bound in Theorem 5.4, however,
the algorithm is guaranteed to succeed.
Algorithm 3 The Average Algorithm for Hash Families
Average_Hash_Family(X,N, {Pρ(A, R)})
// {Pρ(A, R)} provides a predicate for each row ρ , each R ∈ X ,
// and each assignment A to R
Set X1 = X and L= ∅
for ρ from 1 to N do
y = Select_Average_Row(ρ, Xρ , {Pρ(A, R)})
Set L=L∪ {y}
Set Xρ+1 = Xρ \ {R ∈ Xρ : Pρ(Ay,R ) = true}
if XN+1 = ∅ return L else return fail
Average_Hash_Family requires that we repeatedly select a next row for inclusion. For a requirement R ∈ Xρ and a candi-
date row x= (x1, . . . , xk) ∈ Σkρ , R is covered by the row exactly when Pρ(Ax,R) = true. For this reason, Select_Average_Row
must ﬁnd a row x ∈ Σkρ for which Pr[x] > 0 and |{R ∈ Xρ : Pρ(Ax,R)}| is at least the average over all choices of row y.
Suppose that we simply selected the row x at random (according to the probability distribution) from Σkρ . Then Pr[x] > 0,
and the expectation of |{R ∈ Xρ : Pρ(Ax,R)}| is precisely the desired average,
∑
x∈Σkρ
Pr[x] ·
(∑
R∈Xρ
Pρ(Ax,R)
)
=
∑
R∈Xρ
(∑
x∈Σkρ
Pr[x] · Pρ(Ax,R)
)
,
treating Pρ(Ax,R) as a 0,1-indicator variable. This yields a randomized algorithm for producing hash families.
6. Making the Stein–Lovász–Johnson method eﬃcient
Here we establish that Average_Hash_Family (from Algorithm 3) provides a deterministic, polynomial-time algorithm
when the maximum strength of the requirements is ﬁxed. Consider the operation of that algorithm. It suﬃces to calculate
the expectation of Pρ(Ax,R) for each R ∈ Xρ in order to determine the average sought. Nevertheless, we must also ﬁnd a
row x ∈ Σkρ that yields at least this average. To do this, we start with a row in which no entries have been chosen, and
repeatedly choose one coordinate whose entry is unspeciﬁed in which to choose an entry. Our objective is to ensure that
at each stage the expectation of ﬁnding a row that covers at least the average number of requirements does not decrease.
In other words, we want the conditional expectation, based on the selection of the entries already made, never to decrease.
Hence we employ the fundamental idea in the method of conditional expectations [34,46].
Consider constructing an HF(N;k,v) in which the symbols in row ρ are selected from an alphabet Σρ of size vρ . We
must deal with rows in which only some of the entries have been chosen. Suppose that (x1, . . . , xk) ∈ (Σρ ∪ {})k . We
interpret an entry in Σρ to mean that the entry has been chosen, while the entry  means that the entry has not yet been
chosen. A row (y1, . . . , yk) ∈ Σkρ is a completion of (x1, . . . , xk) if xi = yi or xi =  for 1 i  k. A row with s  entries has
vsρ completions, and the set of these is denoted by Rx . For two rows x and y, the probability that y occurs given that x
occurs, Pr[y|x], is 0 if ∑z∈Rx∩Ry Pr[z] = 0; otherwise it is (∑z∈Rx∩Ry Pr[z])/(∑z∈Rx Prd[z]). The expected coverage ec(x)
for a row x = (x1, . . . , xk) ∈ (Σρ ∪ {})k is ∑z∈Rx Pr[z|x] · (∑R∈Xρ Pρ(Az,R)).
For 1 j  k, a row (y1, . . . , yk) ∈ (Σρ ∪ {})k is a j-successor of (x1, . . . , xk) if it holds that x j =  and y j ∈ Σρ , and that
xi = yi for 1 i  k when i = j. A row having a  entry in the jth position has exactly vρ j-successors.
Letting χρ(R,x) be the probability that Pρ(Az,R) = true for a randomly chosen completion z of x, we have ec(x) =∑
R∈Xρ χ(R,x). The selection of a row is accomplished by Select_Average_Row in Algorithm 4, when furnished with a
routine Expected_Completions that calculates χρ(R,x).
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Select_Average_Row(ρ, Xρ, {Pρ(A, R)})
// {Pρ(A, R)} gives a predicate for each R ∈ X and assignment A to R
Set r(0) = {}k
for i from 1 to k do
Choose a coordinate γ for which r(i−1)γ = 
Set maxcov = 0 and choice = ∅
for σ ∈ Σρ
Let z be the γ -successor of r(i−1) with zγ = σ
if Pr[z|r(i−1)] > 0
Set cov = 0
for R ∈ Xρ
cov = cov+ Expected_ Completions(ρ, R, z)
if covmaxcov{Set maxcov = cov; choice = z}
Set r(i) = choice
return r(k)
When r(i−1) has r(i−1)γ = , and y(1), . . . ,y(vρ) are its γ -successors, ec(r(i−1)) =
∑vρ
i=1 Pr[y(i)|x] ·ec(y(i)). Hence ec(r(i−1))
ec(r(i)) for 1 i  k. Now ec(r(0)) is the expected number of elements of X covered by a row selected at random from Σkρ
according to the probability distribution. Moreover, ec(r(k)) is the actual number of elements of X covered by the row r(k) ,
which therefore covers at least the expected number.
It remains to compute χρ(R,x) by Expected_Completions for each row ρ , each requirement R , and an arbitrary x ∈
(Σρ ∪ {})k . While this can be carried out for various probability distributions, in Algorithm 5 we treat only the case when
the probability distribution is uniform.
Algorithm 5 The Average Algorithm: Expected Completions
Expected_Completions(ρ, R,x)
// For the uniform distribution
// R is the set C = {γ1, . . . , γt } of columns and the partition C1, . . . ,Cs
Let F = {γ ∈ C : xγ = } and F = C \ F
Set count = 0
for each assignment A = {aγi }1it with aγi = xγi for γi ∈ F
and aγi ∈ Σρ for γi ∈ F
if Pρ(A, R) = true then count = count + 1
return count · (vρ)−|F |
Expected_Completions relies on the fact that, for a completion z of x, whether Pρ(Az,R) = true depends only on the as-
signment to the coordinates C speciﬁed by R . Every completion is equally probable and, once the assignment to coordinates
of C is speciﬁed, either every completion satisﬁes the constraint or none does. Therefore we can just treat each assignment
to the coordinates of C .
The routines in Algorithms 3, 4, and 5 implement the method of Algorithm 2 for a wide variety of hash families, pro-
ducing a hash family of size no larger than that produced by applying the average algorithm directly. The improvement
is that, by using a method of conditional expectations, the algorithm has running time polynomial in the number of re-
quirements rather than the number of sets, when the strength t and the number of symbols v are ﬁxed. To see this,
Expected_Completions takes time O (vt) = O (1). Then when there are r requirements, Select_Average_Row takes time
O (k · v · r), but r is bounded by (kv)t , so the time is O (kt+1). When N rows are produced, Average_Hash_Family takes
time O (N · kt+1). By Theorem 5.4, N is O (logk) when t is ﬁxed, and hence the running time is indeed a polynomial in k.
A weaker runtime bound, which is still polynomial in k, is obtained when v is not ﬁxed but t remains ﬁxed because v  k
in the problems examined.
7. An illustration – some computational results
Surprisingly, the large constants suppressed in this analysis do not render the method impractical. Table 1 reports some
computational results for d-strengthening DHF(N;13, v, t, s). Whenever v ′  v , a d-strengthening DHF(N;13, v, t, s) is also
a d-strengthening DHF(N;13, v ′, t, s); we have indicated in italics when the entry is implied in this way.
We outline the method brieﬂy here. For each s-class partition of the t columns, we identify a row pattern by choosing a
row that maximizes the number of t-sets of columns separated while using at most d symbols on the t columns, when no
separations have already been accomplished. This yields a number of row patterns, one for each partition. We only select
rows that have the same multiplicities of symbols as one of the row patterns. Restricting row patterns in this way (equiv-
alently, selecting suitable probabilities for particular rows to be selected) accelerates the method and improves the sizes
obtained, sometimes dramatically. Indeed for a 3-strengthening DHF(N;13,12,6,3), using this restriction of row selections,
the greedy method produced 482 rows; simply selecting rows uniformly at random leads to a bound in our computation of
1969 rows. This underscores the value of selecting rows from a suitable probability distribution.
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d-strengthening DHF(N;13, v, t, s).
s d t Number of symbols v
2 3 4 5 6 7 8 9 10 11 12
2 2 2 4 3 2 2 2 2 2 2 2 2 2
2 3 9 9 9 9 9 9 9 9 9 9 9
2 4 19 19 19 19 19 19 19 19 19 19 19
2 5 50 50 50 50 50 50 50 50 50 50 50
2 6 106 106 106 106 106 106 106 106 106 106 106
3 3 5 4 3 3 3 3 3 2 2 2
3 4 10 10 10 10 10 10 10 10 10 10
3 5 24 24 24 24 24 24 24 24 24 24
3 6 53 53 53 53 53 53 53 53 53 53
4 4 7 5 5 4 4 4 3 3 3
4 5 14 14 14 14 14 14 14 14 14
4 6 30 30 30 30 30 30 30 30 30
5 5 9 7 6 6 5 4 3 3
5 6 18 15 15 15 15 15 15 15
6 6 13 10 8 6 6 4 4
3 3 3 7 5 4 3 3 3 3 2 2 2
3 4 30 27 27 27 27 27 27 27 27 27
3 5 124 124 124 124 124 124 124 124 124 124
3 6 426 426 426 426 426 426 426 426 426 426
4 4 13 8 6 5 5 4 3 3 3
4 5 38 31 31 31 31 31 31 31 31
4 6 117 117 117 117 117 117 117 117 117
5 5 20 12 9 7 6 5 3 3
5 6 54 38 33 33 33 33 33 33
6 6 27 16 13 10 6 5 4
4 4 4 16 9 6 5 5 4 3 3 3
4 5 86 63 54 54 54 54 54 54 54
4 6 484 445 440 440 440 440 440 440 440
5 5 28 14 9 7 6 5 3 3
5 6 110 69 56 56 56 56 56 56
6 6 42 20 13 9 6 5 4
5 5 5 30 14 9 7 6 5 3 3
5 6 200 120 98 98 98 98 98 98
6 6 44 20 13 10 6 5 4
6 6 6 45 19 13 9 6 5 4
Simply applying the greedy method results in the earlier rows separating many sets of columns, while later selections
separate fewer. Indeed many rows contain entries that have no use in effecting a separation that is needed. Nayeri [48] pro-
vides a method for exploiting such ‘ﬂexible’ positions to repeatedly change entries in the array, eliminating any unnecessary
rows that arise in the process. We applied his post-optimization techniques to the results of the greedy method to arrive
at the results in Table 1. This can be quite effective: In the case of 3-strengthening DHF(N;13,12,6,3), the greedy method
produced 482 rows, which post-optimization reduced to 426.
We report post-optimized results in Table 1, because results of the greedy methods are particularly well suited to their
application. Moreover, in this way, one obtains a clearer picture of the effects of various separation and strengthening
conditions, and how they interact.
Because the algorithm selects one row at a time, it is an easy matter to change the permitted number of symbols in the
next row, and to change the strengthening requirement for the next row, as the algorithm progresses. Although the analysis
of this more general algorithm is unwieldy, its implementation is no more complicated than that of Average_Hash_Family.
This generalization was used, for example, to make the hash family in Fig. 4.
8. Conclusion
Column replacement techniques have enjoyed a wide range of applications in testing and measurement problems in
which sparsity arises. Compressive sensing has recently been added to the long list of such applications, which already
included software interaction testing, combinatorial cryptography, computational learning, combinatorial group testing, and
others. The basic column replacement technique was earlier extended to exploit heterogeneity to use many small ingredient
arrays rather than one. Despite this, its most severe limitation was that the small ingredients required the same strength
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principle.
In order to demonstrate this, column replacement for compressive sensing has been developed using two standard recov-
ery techniques, to produce measurement matrices for larger strength from ingredients for smaller. This more general column
replacement supports recoverability, and has a predictable effect on the RIP parameters that assist with assessing ability to
cope with noise. Indeed it also supports eﬃcient recovery schemes using the hierarchical structure of the measurement
matrix produced; this substantial topic will be pursued elsewhere by the authors.
In practice, the method developed is only effective when strengthening hash families with ‘few’ rows can be produced;
real applications require that they be produced explicitly and eﬃciently. When the strength is ﬁxed, two probabilistic
methods have been shown to lead to the correct asymptotic bound. One, using the Lovász local lemma, is shown to admit
a deterministic, polynomial-time implementation. A second, using the Stein–Lovász–Johnson paradigm, is shown to yield a
deterministic, polynomial-time algorithm that is easy to implement, making greedy selections to choose one row at a time,
and greedy selections to determine each row one element at a time. In conjunction with a post-optimization technique, this
provides a practical method for making strengthening hash families.
Although both algorithms yield the correct asymptotic growth rate for the hash families used, we do not expect either to
produce arrays with the minimum number of rows, except in a very few cases. Therefore it remains of interest to develop
direct constructions using, for example, error-correcting codes. Strengthening hash families produced in this manner could
obviate the need for substantial computation.
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