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Edited by Robert B. RussellAbstract Reverse engineering of biomolecular regulatory net-
works such as gene regulatory networks, protein interaction net-
works, and metabolic networks has received an increasing
attention as more high-throughput time-series measurements
become available. In spite of various approaches developed
from this motivation, it still remains as a challenging subject to
develop a new reverse engineering scheme that can eﬀectively
uncover the functional interaction structure of a biomolecular
network from given time-series expression proﬁles (TSEPs).
We propose a new reverse engineering scheme that makes use
of phase portraits constructed by projection of every two TSEPs
into respective phase planes. We introduce two measures of a
slope index (SI) and a winding index (WI) to quantify the inter-
action properties embedded in the phase portrait. Based on the
SI and WI, we can reconstruct the functional interaction net-
work in a very eﬃcient and systematic way with better inference
results compared to previous approaches. By using the SI, we can
also estimate the time-lag accompanied with the interaction
between molecular components of a network.
 2006 Federation of European Biochemical Societies. Published
by Elsevier B.V. All rights reserved.
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The complexity of biological phenomena is primarily caused
by interactions of biochemical components in the underlying
biomolecular regulatory networks at diﬀerent layers including
gene regulatory networks, protein interaction networks, and
metabolic networks [1,2]. Hence, identiﬁcation (or reverse
engineering) of the functional interaction structure of a biomo-
lecular network is of pivotal importance if we want to under-
stand the essential principles prevailing the observed complex
phenomena. As more high-throughput time-series measure-
ments become available, various reverse engineering schemes
have been developed to reconstruct the functional interaction
structure from given time-series expression proﬁles (TSEPs)
[3–5]. For instance, reverse engineering of gene regulatory net-Abbreviations: TSEP, time-series expression proﬁle; ODE, ordinary
diﬀerential equation; SI, slope index; WI, winding index
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doi:10.1016/j.febslet.2006.05.035works from time-series microarray experiments has been get-
ting increased attention although there still remain many
problems to be resolved such as dealing with the dimensional-
ity (i.e., relatively many network nodes but only few measure-
ments available [6]) and computational complexity, and
estimating the unknown time-lags accompanied with the inter-
actions. To tackle such problems, scientists have combined ap-
proaches by making use of sequence information about
binding motifs from databases or designing additional experi-
ments to complement the insuﬃcient information [7–9].
The previous studies for reverse engineering of gene regula-
tory networks include Boolean networks [3,10,11], Bayesian
networks [12–15], dynamic Bayesian networks [16,17], and or-
dinary diﬀerential equations (ODEs) based methods [18–21].
The Boolean networks, Bayesian networks, and dynamic
Bayesian networks allow us to infer the relation between net-
work nodes (genes in this case), but we cannot identify the de-
tailed regulatory relation by using these methods without
additional information such as genomic-sequences [22] or deg-
radation rates [23]. On the other hand, ODE based methods al-
low us to investigate underlying regulatory relations in more
detail. Using this method, we can represent the expression level
change of the ith node (xi) in a network with n nodes as fol-
lows:
dxi
dt
¼ fiðx1; x2; . . . ; xnÞ ði ¼ 1; . . . ; nÞ:
Based on this framework, the inﬂuence of xj on xi can be rep-
resented by ofioxj. In other words, if
ofi
oxj
is positive (negative), xj
activates (inhibits) xi. The common drawback for all of the
previous approaches is however that the computational com-
plexity increases exponentially as the number of network nodes
increases. Instead of solving ODEs, there is another approach
of ﬁnding the sign of ofioxj through perturbation of each network
node [24–26], but this requires many perturbation experiments
which is unfeasible for large networks.
We present in this paper a new reverse engineering scheme
that can resolve the previous computational complexity prob-
lem and can be applied to various reverse engineering problems
in a more eﬃcient way. The main idea is to analyze the interac-
tion properties embedded in the phase portrait which is drawn
on a phase plane by projection of two TSEPs. If the given TSEP
is dense in its sampling time intervals and the regulation is
strong enough to be easily captured, we can directly infer the
regulatory relation from the phase portrait. However, as this
is not the case in many practical situations, we further intro-blished by Elsevier B.V. All rights reserved.
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Fig. 1. A and B show two example sets of TSEPs for x1 (solid line) and
x2 (dotted line). C and D illustrate the phase portraits of A and B,
respectively.
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systematically infer the underlying regulatory relation: a slope
index (SI) and a winding index (WI). The SI is a measure to
determine the regulatory type (activation or inhibition) and
the WI is for the direction of such regulation. The proposed
scheme can be applied to more general cases whenever the
time-dependent interaction among TSEPs is of importance.
In addition, we can use this scheme to estimate the time-lag
accompanied with the regulation process between two biomo-
lecular components in a network.
The scheme we present is intuitive and very simple. Most of
all, it can be easily implemented with almost negligible compu-
tational complexity. Although the two measures of SI and WI
seem to be similar with the notion of correlation coeﬃcients,
the proposed scheme more clearly explains the underlying
directionality of activation or inhibition than those focusing
only on correlation of distributions without considering the
temporal information of the TSEPs. We illustrate the proposed
scheme with examples of a synthetic gene network and the che-
motactic signaling network of Dictyostelium. In addition, we
show how the proposed scheme can be applied to estimation
of the time-lag accompanied with the regulation process be-
tween two genes through an example of the gene regulatory
network involved in the oxidative stress of Escherichia coli.2. Materials and methods
If we look at all the TSEPs at the same time, it is diﬃcult to get any
insight about the underlying interaction network as the TSEPs look
just messy. Hence, the main idea of the proposed scheme is to choose
every two TSEPs at a time and to infer the regulatory relation of the
corresponding two nodes by investigating the dynamical characteristic
of their phase portrait. The whole interaction network can be then con-
structed by integrating all these results. To illustrate the idea, let us ﬁrst
consider a regulatory network composed of only two nodes, x1 and x2,
and assume that there exists a time-invariant regulatory relation. If x1
activates x2, a local maximum (minimum) of x1 is followed by a local
maximum (minimum) of x2 as illustrated in Fig. 1A. On the other
hand, if x1 inhibits x2, a local maximum (minimum) of x1 is followed
by a local minimum (maximum) of x2 as shown in Fig. 1B. If we as-
sume continuous-time expression proﬁles of two nodes x1 and x2, we
deﬁne the phase portrait of these expression proﬁles as follows:
X 12ðtÞ ¼ ðx1ðtÞ; x2ðtÞÞ:
The phase portrait X12 is a curve on the phase plane spanned by x1 as
x-axis and x2 as y-axis. Note that X12 loses the information about the
inﬂuence from any other network nodes due to the projection from the
multi-dimensional space into the two-dimensional phase plane. Thus,
whenever we use this concept of a phase portrait, we implicitly assume
that there is always one dominant node among the multiple nodes
interacting with a given network node. Fig. 1C and D show the phase
portraits of Fig. 1A and B, respectively. Since Fig. 1C still carries most
of the dynamical characteristics of Fig. 1A, we can use Fig. 1C to infer
the regulatory relation between x1 and x2. From this observation, if the
phase portrait X12 of x1 and x2 locates in a positive diagonal direction
and a point on X12 moves counter clockwise (CCW) along with time
elapses like Fig. 1C, we can infer that x1 activates x2. Similarly, if
the phase portrait of x1 and x2 locates in a negative diagonal direction
and a point on X12 moves clockwise (CW) along with time elapses like
Fig. 1D, we can infer that x1 inhibits x2. In addition, we can infer that
x2 activates x1 if X12 locates in the positive diagonal direction and a
point on X12 moves CW; x2 inhibits x1 if X12 locates in the negative
diagonal direction and a point on X12 moves CCW.
For a network with only two nodes, we can easily identify the regu-
latory relation following the above observational rule. However, it
might not be so evident in general for a network with multiple nodes.
To deal with such general cases in a more systematic way, we introduce
two measures, SI and WI in the following. In many practical situa-tions, we can take measurements for TSEPs instead of the continu-
ous-time expression proﬁles as we assumed above. In this case, we
can apply the same idea to the reconstructed continuous-time expres-
sion proﬁles obtained by interpolating the sampled discrete-time points
of TSEPs. In other words, given k discrete-time points (t1, . . . , tk) of
a TSEP, we can construct a phase portrait by connecting each point
by the line segment X 12ðtiÞX 12ðtiþ1Þ ði ¼ 1; . . . ; k  1Þ. In this case, we
note that the phase portrait can lose the true information about the
expression pattern depending on the number of available discrete-time
points.
Fig. 2A exempliﬁes a phase portrait of x1 and x2, and Fig. 2B illus-
trates the phase portrait of TSEPs of x1 and x2. Note here that the pat-
tern of Fig. 2B can become similar to that of Fig. 2A by increasing the
number of sampling points. However, since not so many sampling
points are available in most real experiments at present, we need to
consider a phase portrait like Fig. 2B and should infer the underlying
regulatory relation from this. The dynamic pattern of Fig. 2B seems
diﬀerent from that of Fig. 2A, but we notice that many line segments
in Fig. 2B appear in the same positive diagonal direction as the pattern
of Fig. 2A.
To represent the diagonal distribution (positive diagonal or negative
diagonal) and the moving direction (CW or CCW) in a quantitative
way, we deﬁne the measures of SI and WI. For two network nodes
x1, x2, and their TSEPs measured at k even sampling time points,
the SI of x1 and x2 is deﬁned as follows:
SIðx1; x2Þ ¼ 1k  1
Xk1
i¼1
sign
x2ðiþ 1Þ  x2ðiÞ
x1ðiþ 1Þ  x1ðiÞ
 
;
where xj(i) denotes the value of xj at the ith sampling time point and
sign(x) = 1 for x > 0, sign(x) = 0 for x = 0, and sign(x) = 1 for
x < 0 (we exclude those terms of x1(i + 1)  x1(i) = 0). We also deﬁne
the WI of x1 and x2 as follows:
WIðx1; x2Þ ¼ 1k  2
Xk2
i¼1
signðdðiÞÞ;
where
dðiÞ ¼ det
x1ðiÞ x1ðiþ 1Þ x1ðiþ 2Þ
x2ðiÞ x2ðiþ 1Þ x2ðiþ 2Þ
1 1 1
2
64
3
75
and detA denotes the determinant of a square matrix A. From these
deﬁnitions, if the time intervals of a TSEP are uneven, there is possibil-
ity of assigning the same measure value to the ordered pairs of actually
diﬀerent sampling intervals. To compensate for such cases, we can
A B
Fig. 2. (A) The phase portrait of original continuous-time expression
proﬁles. (B) The phase portrait of corresponding TSEPs by interpo-
lating 13 sampled points through line segments.
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to the summand of each measure or construct a resampled TSEP with
an even sampling interval after interpolating the original TSEP (see
Appendix for further details).
The SI seems to represent the correlation between x1 and x2, but it is
not the same notion as the Pearson correlation coeﬃcient [27]. This is
because the Pearson correlation coeﬃcient focuses on the distributions
irrespective of the underlying temporal information while the SI fo-
cuses on the distributions according to time elapses. For instance,
the two phase portraits in Fig. 3A and B are identical at each sampling
point. Hence, the Pearson correlation coeﬃcients of the two phase por-
traits are identically 0.78. However, the SI of Fig. 3A is 0.25 while
that of Fig. 3B is 0.75.
On the other hand, the positive (negative) WI implies the CCW
(CW) rotation of a point on the phase portrait along with time elapses
and this measure can be eﬀectively used when a rather small time-lag is
present between the TSEPs. Note that WI(x1,x2) = WI(x2,x1) from
the deﬁnition.
If the regulatory relation is not intuitively clear from the phase por-
trait then we can compute the SI, WI and infer the regulatory relation
from these values. The signiﬁcance level of the inference can be judged
by p-values obtained under the assumption of binomial distributions
for both SI and WI. For instance, we can infer that x1 activates x2 if
SI(x1,x2) > s0 > 0 and WI(x1,x2) > w0 > 0 where s0 and w0 represent
the values of SI and WI, respectively, whose p-values correspond to
a given signiﬁcance level.
We have argued that we can infer the regulatory relation between
two network nodes by investigating their phase portrait and explained
how we can formulate the quantitative measures for a systematic infer-
ence. Let us verify this idea through computer simulations. For this
purpose, we assume a time-invariant system represented by the follow-
ing ODEs:
dX
dt
¼ AX þ Bu;
where X = (x1, . . . ,x4)
T is a column vector representing 4 network
nodes, A = [aij] is a 4 · 4 matrix representing the regulatory relations
among the network nodes, B = [1,0,0,0]T, and u = sin(t). To exclude
the cases of mutual regulation between two nodes, we let A be a lower
triangular matrix with a11 = 0 and aii = 6 for i = 2,3,4. As this diag-A B
Fig. 3. Two phase portraits with the same correlation coeﬃcient but
diﬀerent SI values.onal element represents the self-degradation rate of xi, we expect a
time-delay eﬀect as this has a negative value. In this example, we set
it by 6 to generate artiﬁcial expression data with a small time-lag ef-
fect (no explicit time-lag is included in this model). Moreover, we let
u = sin(t) to produce some oscillatory behaviors. For the remaining 6
elements (i.e., a21, a31, a32, a41, a42 and a43) of A, we randomly choose
from {10, 8, 6, 4, 2, 0, 2, 4, 6, 8, 10}. With these assumptions,
we have generated 10000 models (i.e., 10000 parameter sets) resulting
in 60000 parameter values of aij’s and compared the sign of
aij ¼ ooxj dxidt
 
with the sign of SI(xj,xi) (=SI(xi,xj)). It turns out that
43277 out of 60000 (72%) signs of aij’s coincided with those of SI(xj,
xi)’s. Fig. 4 shows the average of SI(xi,xj) for each aij. From Fig. 4,
we ﬁnd that the average of SI increases as aij increases and the graph
becomes stiﬀ around aij = 0 implying SI  0 for aij  0. In summary,
we can say that SI has a positive value for aij > 0, a negative value
for aij < 0, and an approximately zero value for aij  0. Hence, we
can infer the regulatory relation between two network nodes by using
the SI value (for a signiﬁcantly small p-value in particular).
In the forgoing part, we have learned the relationship between SI
and the regulatory relation. As such, SI can be a measure of similarity
between two TSEPs on a phase plane. Thus, if there are two similar
TSEP patterns with some time-lag between them we can systematically
ﬁnd this similarity by translating one TSEP along time axis while ﬁxing
the other and comparing respective SI values. The translational time-
diﬀerence (shifting time) corresponding to the maximal absolute value
of SI (|SI|) is the estimated time-lag between the TSEPs. In order to
have a good estimate for the time-lag, the sampling intervals of each
TSEP should be dense enough to capture the true pattern of expression
level changes.
We summarize the proposed network inference scheme as follows:
Step 1
We normalize given TSEPs such that they have a zero mean and a
unit S.D.
Step 2
We choose every two nodes from n network nodes and construct a
phase portrait for each chosen pair of TSEPs. We should have
n(n  1)/2 phase portraits in total because SI(x1,x2) = SI(x2,x1) and
WI(x1,x2) = WI(x2,x1).
Step 3
We infer the underlying regulatory relations of the overall network
from the phase portraits. In case the phase portrait patterns distinctly
appear as one of two types, we directly infer the regulatory relation
as follows. If the phase portrait of x1 and x2 locates in a positive diag-
onal direction and a point on the phase portrait moves CCW following
time elapse, we infer that x1 activates x2. On the other hand, if it moves
CW, we infer that x2 activates x1. If the phase portrait of x1 and x2 lo-
cates in a negative diagonal direction and a point on the phase portrait
moves CW according to time elapse, we infer that x1 inhibits x2. On the
other hand, if it moves CCW, we infer that x2 inhibits x1.
Step 4
In case the phase portrait patterns in Step 3 do not appear distinctly
or look too complicated to be judged by intuition alone then we com-
pute the SI, WI and infer as follows:
 If SI(x1,x2) > 0 and WI(x1,x2) > 0 then x1 activates x2.
 If SI(x1,x2) > 0 and WI(x1,x2) < 0 then x2 activates x1.
 If SI(x1,x2) < 0 and WI(x1,x2) > 0 then x2 inhibits x1.
 If SI(x1,x2) < 0 and WI(x1,x2) < 0 then x1 inhibits x2.0-10 10
aij
-0.6
-0.3
0.3
0.6
SI 0
Fig. 4. The average of SI(xj,xi) for each aij randomly chosen from
{10, 8, 6, 4, 2, 0, 2, 4, 6, 8, 10}.
Table 1
The SI(a,b)/WI(a,b)’s of Fig. 5C where 11 sampling points were taken
for the TSEPs
a b
x1 x2 x3 x4
x1 N.A. 0.4/0.8 0.4/0.8 0.0/0.8
x2 0.4/0.8 N.A. 1.0/0.0 0.6/1.0
3514 K.-H. Cho et al. / FEBS Letters 580 (2006) 3511–3518To verify whether the value of each measure is (approximately) zero
when there is no regulatory relation between two network nodes, we
can rely on the corresponding p-value. A smaller p-value increases
the signiﬁcance level of the measure.
Step 5
In addition, we can estimate the time-lag between two TSEPs by
translating one TSEP along time axis while ﬁxing the other and
comparing the respective SI value. The shifting time resulting in the
maximal |SI| is the estimated time-lag between the TSEPs.x3 0.4/0.8 1.0/0.0 N.A. 0.6/1.0
x4 0.0/0.8 0.6/1.0 0.6/1.0 N.A.3. Results
3.1. Example 1: A synthetic gene network of four nodes
We postulate a synthetic gene network composed of four
nodes with a set of ODEs describing their dynamical behaviors
as follows:
dx1
dt
¼ sin t; dx2
dt
¼ 2x1  x2; dx3
dt
¼ 2x1  x3;
dx4
dt
¼ x2  x3  x4: ð1Þ
Fig. 5A illustrates the posited regulatory network of this exam-
ple system where the arrow denotes activation and the blunted
line indicates inhibition. Fig. 5C shows the corresponding
phase portraits. Following the proposed inference scheme,
we can presume activating regulations in (x1,x2), (x2,x4), and
inhibiting regulations in (x1,x3), (x2,x3), (x3,x4). However,
the regulatory relation of (x1,x4) cannot be easily inferred from
the phase portrait. So, we compute the SI and WI for the phase
portraits constructed by TSEPs of 11 sampling points. The re-
sults are summarized in Table 1. Most of the SI(xi,xj) signs are
in accord with those of
oxj
oxi
or oxioxj in this case. The inferred whole
regulatory network is illustrated in Fig. 5B where the dotted
line denotes an unclear relation due to WI(x2,x3) = 0. It turnsA B
C
Fig. 5. (A) The postulated regulatory network. (B) The inferred
regulatory network. (C) The phase portraits.out that we have successfully identiﬁed the postulated regula-
tory network except the one relation.
3.2. Example 2: The chemotactic signaling network of
Dictyostelium
Dictyostelium discoideum cells have a molecular network
composed of six signaling proteins – cAMP, CAR1, ERK2,
RegA, ACA, and PKA – which exhibit oscillatory behaviors
at the early developmental stage [28]. Since cAMP has the reg-
ulatory role as it translocates in and out of the cell membrane,
we further distinguish this by an internal cAMP (cAMPi) and
an external cAMP (cAMPe), respectively. This results in seven
signaling proteins involved in the network. Maeda et al. [29]
have proposed a mathematical model of this signaling network
based on experimental measurements as follows:
d½ACA
dt
¼ k1½CAR1  k2½ACA½PKA;
d½PKA
dt
¼ k3½cAMPi  k4½PKA;
d½ERK2
dt
¼ k5½CAR1  k6½PKA½ERK2;
d½RegA
dt
¼ k7  k8½ERK2½RegA;
d½cAMPi
dt
¼ k9½ACA  k10½RegA½cAMPi;
d½cAMPe
dt
¼ k11½ACA  k12½cAMPe;
d½CAR1
dt
¼ k13½cAMPe  k14½CAR1:
We employ this model to generate TSEPs with 16 sampling
time points (2-min interval) and apply the proposed inference
scheme (refer to [29] for any further details regarding this
model and the parameter values). Fig. 6A illustrates the regu-
latory network of this model where each signaling protein is
denoted by a network node and the regulatory relation be-
tween the nodes is represented by a link. The self-regulation
of each node is not considered in this example. To infer this
regulatory network by applying the proposed inference scheme
to the TSEPs generated from the model, we compute the SI
and WI for all of the phase portraits. The SI and WI together
with their p-value are summarized in Table 2. The inferred reg-
ulatory network is shown in Fig. 6B which is obtained by con-
sidering only the signiﬁcant SI’s of p-value less than or equal to
0.001 in Table 2. It turns out that 3 out of 10 regulatory rela-
tions were correctly inferred by the proposed scheme. Note
that this depends on the chosen signiﬁcance level, e.g., 4 regu-
latory relations can be correctly inferred if we consider the SI’s
of p-value less than 0.01. That is, we can infer more correct reg-
ulatory relations as we lower the signiﬁcance level, but the false
positive also occurs more often in this case. We can infer the
ACA CAR1
cAMPePKA
ERK2 cAMPi
RegA
ACA CAR1
cAMPe
cAMPi
RegA
PKA
ERK2
A B
Fig. 6. (A) The chemotactic signaling network of Dictyostelium. (B)
The inferred regulatory network with p-value 6 0.001 where the dotted
lines denote false positives and the solid lines indicate true positives.
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note however that it is in general diﬃcult to validate the true
positive or false positive for unknown regulatory relations gi-
ven a set of TSEPs. The proposed inference method primarily
focuses on generating a hypothesis on the hidden regulatory
relationships and thereby providing a detailed guideline on
the experimental design for validation.
The inference results are compared with those of the Bayes-
ian network and the dynamic Bayesian network as summa-
rized in Table 3 which shows that the proposed inference
scheme results in a better performance compared to previous
approaches. In particular, the proposed inference scheme is
exceptionally advantageous than any other previous approach
with respect to the computational complexity resulting in
much less computational time. Note that the proposed infer-
ence scheme can also infer the direction of each regulation,
which is not the case for the other previous approaches.
3.3. Example 3: Time-lag estimation of OxyR regulon
The SI can be regarded as a measure of similarity between
two TSEPs by considering their temporal variations. Let us
consider a gene regulatory network of two genes x and y. IfTable 3
Comparison of the inference results where the true positive (negative) ratio
(negative) regulations compared to the number of all regulations inferred as
Bayesian network D
True positive ratio 4/18 (22%) 2/
True negative ratio 18/24 (75%) 25
Computational time 91 min 5 s 14
Computation complexity Super-exponential Su
Descriptions Using greedy search
algorithm and the deal Package
U
M
All the computations have been done on an HP xw8200 Workstation with t
Table 2
The SI(a,b)/WI(a,b) (p-value)’s for the phase portraits of the chemotactic si
a b
CAR1 cAMPe cAMPi
ACA 0.73/1.00 (0.001) 1.00/0.86 (0.000) 0.20/1.00 (0.302)
PKA 0.20/0.86 (0.302) 0.07/1.00 (0.607) 0.73/0.86 (0.001)
ERK2 0.87/0.86 (0.000) 0.87/0.86 (0.000) 0.33/0.86 (0.118)
RegA 0.60/0.71 (0.007) 0.60/0.71 (0.007) 0.60/1.00 (0.007)
cAMPi 0.47/1.00 (0.035) 0.20/1.00 (0.302)
cAMPe 0.73/1.00 (0.001)x activates y then their TSEPs should behave in a similar
way and result in SI(x,y) close to 1 in this case. However,
SI(x,y) might not be so close to 1 in real experimental situa-
tions due to the unknown time-lag between the two TSEPs.
The time-lag can be caused by multiple reasons such as tran-
scription, translocation, translation and post-translational
modiﬁcations. Hence, we cannot properly infer the hidden reg-
ulatory network without taking this time-lag into consider-
ation [30]. We focus here that we can use the SI in
estimating such a time-lag accompanied with the regulation.
For this purpose, we identify the shifting time that results in
the maximal |SI| value as we translate one TSEP along time
axis while ﬁxing the other TSEP.
We illustrate this by an example of the E. coli regulatory net-
work for an oxidative stress. OxyR of E. coli works as a tran-
scription factor that induces the transcription of a set of genes
to cope with H2O2 stimulation. We have employed the corre-
sponding microarray data from [31]. Since the original TSEPs
have uneven sampling time points (all 6 sampling time points
with 5 or 10-min intervals), we have reproduced TSEPs with
an even sampling interval by interpolating the original TSEPs
and resampling these at every one minute. Then we have com-
puted the SI’s as we translate each TSEP along time axis by
shifting 1 min to the left while ﬁxing the other.
Fig. 7 illustrates the resulting SI proﬁles for each pair of
oxyR and one of 8 target genes – ahpC, ahpF, dps, fur, grxA,
sufB, sufE, trxC, where x-axis denotes the shifting time of the
TSEP for a target gene and y-axis indicates the SI value at each
shifting time. The estimated time-lag for each regulatory inter-
action is summarized in Table 4.
Estimation of the time-lag by using the SI can be inaccu-
rate if the given TSEPs are too much oscillatory with a local
maximum or minimum at each sampling point since the
shifted pattern along time axis in this case can result in the
maximal |SI| value at which the shifting time diﬀers from
the true time-lag. The estimation can also be inaccurate if
the sampling points are uneven and the actual TSEP patternindicates the ratio of the number of correctly identiﬁed true positive
positive (negative) and n denotes the number of network nodes
ynamic Bayesian network The proposed scheme
9 (22%) 3/7 (43%)
/33 (76%) 28/35 (80%)
0 min 40 s 0.11 s
per-exponential O(n2)
sing MCMC and EM algorithms,
ocapy Toolkit, and the deal Package
Matlab ver. 7 (R14)
wo Intel Xeon 3.6 GHz processors and 8 GB memory.
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Fig. 7. The SI proﬁles for the phase portraits of oxyR and each target gene, obtained by shifting the TSEP of the target gene while ﬁxing that of
oxyR.
Table 4
The estimated time-lag for each pair of oxyR-regulated gene and the
corresponding SI values
oxyR-regulated gene SI Time-lag (min)
oxyR-ahpC 0.7273 18
oxyR-ahpF 0.7391 17
oxyR-dps 0.7391 17
oxyR-fur 0.8450 14
oxyR-grxA 0.5833 16
oxyR-sufB 0.7000 20
oxyR-sufE 0.5172 11
oxyR-trxC 0.5572 14
3516 K.-H. Cho et al. / FEBS Letters 580 (2006) 3511–3518is not monotonic over a large sampling interval. Hence, we
need a reasonable number of sampling points that can cap-
ture the dynamic pattern of expression proﬁles in order to
get a good estimate of the time-lag.4. Discussion
The proposed scheme cannot completely identify the func-
tional interaction structure of a biomolecular network for
many reasons. One fundamental reason is that the interactions
in the network can be very complex, but we only observe two
network nodes at a time. Even if one network node is aﬀected
by more than two other nodes, the phase portrait can only re-
ﬂect the most dominant eﬀect at each instant. Hence, the
resulting pattern can no longer be well-shaped as in the exam-
ple but might be very irregular. Nevertheless, if there exists a
regulatory relation between two network nodes, this interac-
tion property will shape the phase portrait in a certain biased
pattern and we can capture it through the proposed scheme.
This however does not mean that we can know a priori the rel-
ative strengths of interactions, but only implies that, if such adominant regulation exists among the multiple interactions on
one network node, the proposed method will most probably
identify that regulation. As the determination of a certain pat-
tern in the phase portrait depends on a subjective decision, we
have further introduced the quantitative measures of SI and
WI. This can be considered similar to employing the notion
of correlation coeﬃcients, but there is a distinctive feature of
these new measures in that the SI and WI can also capture
the important temporal information embedded in the phase
portrait. The SI can be used as a basis to determine the regu-
latory type (i.e., activation or inhibition) and WI for the direc-
tion of such regulation. However, this scheme cannot be
eﬀectively applied to inferring an interaction accompanied
with a too large time-lag. In such a case, we need to ﬁrst
estimate the time-lag and apply the proposed scheme after
translating a TSEP along time axis as much as the estimated
time-lag. For this purpose, we can make use of the SI to esti-
mate the time-lags by shifting one TSEP and measuring the
time shift for a maximal |SI| as illustrated in the last example.
This provides us with a systematic way of time-lag estimation.
Although the proposed scheme is very eﬃcient and beneﬁcial
in computational aspect, the results of inference and time-lag
estimation depend on the quality of given TSEPs like most
of the previous approaches (e.g., we need more sampling time
points to get better inference results). Moreover, if the regula-
tory network is too complicated and there are more than two
network nodes aﬀecting one node at the same time with similar
weights then there is a limitation in inferring a correct regula-
tory network through the proposed scheme. However, given
TSEPs with some reasonable number of sampling time points,
we can easily grasp the whole regulatory network by applying
the proposed scheme. The proposed method has also a limita-
tion in revealing the regulatory relationships of a network
node having interactions with many other network nodes in
the case of highly non-linear biomolecular network systems.
K.-H. Cho et al. / FEBS Letters 580 (2006) 3511–3518 3517We can however extend the proposed method to such cases by
utilizing the fact that the indegree of a biomolecular regulatory
network node is usually limited by a small number when we in-
fer the regulatory relationships through the index measure-
ment. In addition, we can think of designing perturbation
experiments and making use of the resulting TSEPs to get
more information on such highly non-linear systems.
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In this paper, we have introduced two measures of SI and
WI, and made use of these to characterize the phase portrait
patterns. Here we revisit the deﬁnitions and consider the
underlying meaning in details.
Suppose that two TSEPs of x1 and x2 with k time points
(t1, t2, . . . , tk) are given. The SI of x1 and x2 is deﬁned as fol-
lows:
SIðx1; x2Þ ¼ 1Pk1
i¼1wi
Xk1
i¼1
wisign
x2ðtiþ1Þ  x2ðtiÞ
x1ðti þ 1Þ  x1ðtiÞ
 
;
where wi is the ith weight corresponding to ti+1  ti (if all the
time intervals are even, we can simply set wi = 1
(i = 1, . . . ,k  1) as in Section 2) and x2ðiþ1Þx2ðiÞx1ðiþ1Þx1ðiÞ represents the
slope of a line segment connecting two sample points in the
phase plane. If we simply add each slope of the line segment
to formulate the SI, a few large values can dominate the result-
ing SI, which is inappropriate for our purpose. Hence, we have
further introduced the sign function such that each slope can
equally contribute to the SI by having one of 1, 0, +1. In this
way, we can determine whether there are more increasing line
segments or more decreasing line segments in the given phase
portrait by using the SI value. That is, a large positive (small
negative) value of SI implies more increasing (decreasing) line
segments. In addition, we note that the weights are introduced
to reﬂect the diﬀerent contribution of uneven sampling time
intervals to the resulting SI value. As we have normalized
the SI by the sum of these weights, the SI value lies therefore
between 1 and 1. Note that a similar concept was indepen-
dently introduced in [32] for a diﬀerent purpose – clustering
of correlated expression patterns.
Since the SI only reﬂects the averaged slope of line segments
in a phase portrait, we further introduced the WI to consider
the directional change of line segments according to time
elapses. Let Pi = (x1(ti),x2(ti), 0) (i = 1, . . . ,k). To determine
whether two consecutive line segments P iP iþ1 and P iþ1P iþ2 turn
left (CCW) or right (CW) at a point Pi+1, we only need to
check the sign of ðP iP iþ1! P iþ1P iþ2!Þ  ð0; 0; 1Þ ¼ dðiÞ (see the
deﬁnition of WI below for d(i)) where P iP iþ1
!
denotes the vector
from Pi to Pi+1, ‘·’ indicates the cross product, and ‘Æ’ indicates
the inner product. In other words, if the sign of d(i) is positive
(negative), P iþ1P iþ2
!
locates CCW (CW) from P iP iþ1
!
. d(i) = 0
means that Pi, Pi+1, and Pi+2 are collinear. Therefore we deﬁne
the WI as follows:WIðx1; x2Þ ¼ 1Pk2
i¼1wi
Xk2
i¼1
wisignðdðiÞÞ;
where wi is the ith weight corresponding to ti+2  ti (if all the
time intervals are even, we can simply set wi = 1
(i = 1, . . . ,k  2) as in Section 2),
dðiÞ ¼ det
x1ðtiÞ x1ðtiþ1Þ x1ðtiþ2Þ
x2ðtiÞ x2ðtiþ1Þ x2ðtiþ2Þ
1 1 1
2
64
3
75
and detA denotes the determinant of a square matrix A. We
have also normalized WI by the sum of the weights such that
it lies between 1 and +1. In conclusion, WI close to +1 (1)
implies CCW (CW) movement of a point on the phase portrait
along with time elapses.
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