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Abstract
The multi-loop amplitudes for the closed, oriented superstring are represented by
finite dimensional integrals of explicit functions calculated through the super-Schottky
group parameters and interaction vertex coordinates on the supermanifold. The inte-
gration region is proposed to be consistent with the group of the local symmetries of
the amplitude and with the unitarity equations. It is shown that, besides the SL(2)
group, super-Schottky group and modular one, the total group of the local symme-
tries includes an isomorphism between sets of the forming group transformations, the
period matrix to be the same. The singular integration configurations are studied.
The calculation of the integrals over the above configurations is developed preserving
all the local symmetries of the amplitude, the amplitudes being free from divergences.
The nullification of the 0-, 1-, 2- and 3-point amplitudes of massless states is verified.
Vanishing the amplitudes for a longitudinal gauge boson is argued.
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1 Introduction
Superstrings [1] are currently considered for the unified interaction particle theory. Nev-
ertheless, despite great efforts [2, 3, 4, 5, 6, 7, 8] during years, the multi-loop superstring
interaction amplitudes were not calculated explicitly so as to be suitable for applications.
It has been attempted [2] to construct the integration measures (partition functions) from
modular forms on the Riemann surface that requires a complicated module description.
Further still, the world-sheet supersymmetry is lost as far as in this case the amplitudes
depend on the choice of a basis of the gravitino zero modes [3, 4]. The 0-, 1-, 2- and 3-
point massless state amplitudes of higher genera are not seen to be nullified contrary to the
requirement [9] following from the space-time supersymmetry. In the supercovariant scheme
[14] the calculation is complicated because of Grassmann moduli, especially, in the Ramond
case. As the result, for an extended period only the Neveu-Schwarz spin structures where
known explicitly [5, 6, 10].
All the contributions to the amplitude, the Ramond sector included, have been explicitly
calculated in [11, 12, 13]. The superstring amplitudes have been given by integrals of a sum
over super-spin structures [11, 12] defined by super-Schottky groups on the complex (1|1)
supermanifold [14]. Every term of the sum is the integration measure times the vacuum value
of the vertex product calculated through the superfield vacuum correlators. The super-spin
structures [11, 12] are superconformal extensions of ordinary spin ones [15]. Being an SL(2)
transformation, the super-Schottky group element ”s” is, generically, determined [5, 6, 16]
by its multiplier ks along with limiting points Us = (us|µs) and Vs = (vs|νs) where µs and νs
each are the Grassmann partner of us or, respectively, of vs. The integrations are performed
over the above parameters and over coordinates of the interaction vertices on the complex
(1|1) supermanifold, any (3|2) variables being fixed due to the SL(2) symmetry.
The integration region over the Schottky parameters was not, however, fully known.
Moreover, the calculation of the integrals remained to be solved because of degenerated
configurations where the leading approximation integrand is proportional to either a vacuum
function, or to the 1-point one. Unlike the genus-1 case, the higher genus functions under
discussion do not vanish locally in the space of super-Schottky group parameters. In this case
the amplitude seemingly diverges like the boson string amplitude [17]. In the superstring,
due to Grassmann integrations, the result is, however, finite or divergent being dependent
on the choice of the integration variables (see a discussion of this point in the beginning
of Section 7 of the present paper). In this case one must be guided by the requirement
to preserve the local symmetries of the amplitude. In particular, if divergences appear,
the SL(2) symmetry is broken due to the cut-off parameter. As was observed [18], the
divergences have an evident tendency for the cancellation, if the calculation preserves the
explicit SL(2) symmetry. Nevertheless, in [18] the total cancellation of the divergences
was not verified. Moreover, an explicit regularization procedure [18] for the integrals is not
necessary as far as the result is expected to be finite.
At present paper the integration region over the Schottky parameters is given to be
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restricted by the group of the local symmetries of the amplitude and by the unitarity. The
above group of the local symmetries is considered. The singular configurations are studied.
The calculation of the integrals over the singular configurations is proposed. In this case we,
step-by-step, integrate over variables of every handle in such a way that for every step, the
integral is convergent. So the multi-loop superstring amplitudes are obtained to be finite.
We argue that the calculation preserves all the local symmetries of the amplitude. The
finiteness of the superstring amplitudes has been expected [1, 8, 19] from years, but till now
it was clearly seen only for the one-loop case. Unlike one-loop amplitudes, the finiteness
of the multi-loop ones is provided not by local sum rules but by the vanishing of certain
convergent integrals of a sum over super-spin structures. We verify the required nullification
of the vacuum amplitude, vacuum-dilaton transition constant and of the 2- and 3- point
amplitudes for the massless boson states. We show the vanishing of the amplitudes for the
emission of a longitudinal boson due to the gauge invariance.
The present paper provides rich opportunities for applications of the superstring per-
turbation series. In particular, the obtained expressions can be used for the calculation
of the infinity genus amplitudes and for the summation of the perturbation series under
various asymptotics conditions. Being calculated in the infra-red energy limit, they give ex-
plicit and rather compact amplitudes in any perturbative order for the 10-dimensional IIA
super-gravity corresponding to the superstring considered (to be given in another place).
So, among other things, the superstring perturbation series is the wonderfully effective in-
strument for the explicit calculation in the quantum field theory [20]. In this paper the
closed, oriented superstring theory is considered. An extension of the results to the open
and/or non-oriented superstring will be given elsewhere. The perturbation series can also be
constructed in heterotic and compactified superstring theories. Moreover, the series can be
built for the Dirichlet boundary conditions. The perturbation series for relevant compact-
ified (super)string can be used for calculations in four-dimensional quantum field theories
[20].
As it is known, the group of the local symmetries of the amplitude includes the SL(2)
group, changes of any given interaction vertex coordinate by super-Schottky group trans-
formations and the modular group. We show that, in addition, the total genus-n group Rn
contains also a group {G˜} of isomorphic replacements Γs → GsΓsG−1s of the given {Γs} set
of forming super-Schottky group transformations by the {GsΓsG−1s } set. Here {Gs} is a
relevant set of the super-Schottky group transformations (not every {Gs} set originates the
isomorphism, and, therefore, is relevant!) Evidently, the considered isomorphism does not
touch the period matrix.
For the Riemann surface theory, there are known[21] the constraints making the period
matrix to be inside the fundamental domain of the modular group. In the present paper
we extend the constraints [21] to the superstring case where the period matrix depends on
the super- spin structure [6, 11]. The period matrix being given through the super-Schottky
group parameters, the above constraints bound a region for the Schottky variables. The
discussed constraints are, however, invariant under the above {G˜} group transformations
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preserving the period matrix. Moreover, we demonstrate module configurations destroying
the unitarity equations (see Section 4 of the present paper). In this case one of the limiting
points of the forming group transformation Γs penetrates deep enough into the Schottky
circle for the forming transformation Γr with r 6= s while another point lies outside both
Schottky circles assigned to Γr. The considered configurations need to be excluded from the
integration region. Evidently, they can not be reduced by the {G˜} transformations to those
configurations, which are consistent with the unitarity equations. Hence the fundamental
domains for the direct product of SL(2) group times {G˜} do not all are equivalent to each
other, but they are divided into the classes of the equivalent domains.
The unitarity equations are already saturated due to the region where all the Schottky
circles of the forming group transformations are separated from each other, but it is not a
fundamental region for the local symmetry group. We argue that the integration region can
be restricted by configurations having no group limiting points inside the common interior
of any pair of Schottky circles of the forming group transformations. Really the discussed
region can be varied within a certain range, as it is usually for a group fundamental region.
The modular symmetry constraints [21], along with the {G˜} symmetry, bounds the ab-
solute value of the multiplier of any Schottky group transformation by a magnitude smaller
than unity. In this case, for not very high genera, we show that the Schottky circles of the
same forming transformation are separated from each other. For the sake of simplicity we
assume the same to be in the general case though now we have not a full proof for this.
When the k multiplier for the boson loop is nullified, the divergence appear for the single
spin structure. The divergence is, however, canceled for the sum over relevant spin structures,
just as in the Neveu-Schwarz sector [5]. Divergences might be also due to singularities
in the {us, vs} limiting points of the forming group transformations. As has been noted
above, generally, the discussed singularities for the genus-n > 1 amplitudes are not canceled
locally even for the total sum over the spin structures. Nevertheless, we give the integration
procedure calculating the amplitude to be finite and consistent with its local symmetries.
When all the limiting group points lay within a finite domain, the singularities in {us, vs}
do not appear in the integration region until certain of (vs−us) differences go to zero. Gen-
erally, the integrand is, however, singular when all the limiting points of n1 ≤ n transfor-
mations go to the same point z0. For the amplitudes having more than three legs, the basic
configurations dangerous for the divergences are the configurations with no more than one
interaction vertex coordinate going to z0.
When limiting points u1 and v1 of the sole transformation go to each other, the integrand
is singular in u˜1 = v1 − u1 (or in w1 = v˜1 − ν1µ1) at v˜1 → 0 (or at w1 → 0). By a
direct calculation using manifest expressions, one can, however, verify that the singularity
is canceled. The total cancellation of the singularity is achieved after the summation over
the spin structures of the considered handle and, if the interaction vertex coordinate goes
to z0, once certain integrations to be performed, u1 or v1 being fixed (see the Section 6).
Therefore, the contribution to the amplitude of the n1 = 1 configuration is finite provided
that the integral over v˜1 (or w1) is calculated after integrations over other variables of the
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considered configuration to be taken.
For the n1 = 2 we consider the integral over variables of the discussed configuration
keeping v˜2 (or w2) to be fixed. So the integral is a function of v˜2 (or w2). The integration
over v˜1 (or w1) is taken after the integration over the remaining variables of the first handle
to be performed. In this case the integral of the sum over the spin structures is convergent
due to the cancellation of the singularity at v˜1 → 0 or w1 → 0 for the n1 = 1 integral with
fixed v˜1 of the sum over the spin structure of the handle. Indeed, at v˜1 = 0 (or w1 = 0) the
integrand of the n1 = 2 integral is a sum of terms bi-linear in the n1 = 1 integrals (see the
proof in the beginning of Section 7). Moreover, we show (Section 7) that the n1 = 2 integral
is convergent being taken of the sum over the spin structures either of two handles. In the
calculation of the amplitude we have deal only with these convergent integrals and with the
integral of the total sum over spin structures of both handles, which is convergent, too. As
we show, the last integral being a function of v˜2 (or w2), is finite at v˜2 = 0 (or w2 = 0).
Thus the contribution to the amplitude from the discussed configuration is finite, as far as
this contribution to the amplitude is just obtained by the additional integration over v˜2 = 0
(or w2 = 0) of the discussed integral with v˜2 (or w2) to be fixed.
The required finiteness of the integral with fixed v˜2 → 0 (or w2 → 0) at v˜2 → 0 (w2 → 0)
is manifested through the change of the integration variables by relevant transformations
from SL(2) and {G˜} groups, as well as by a super-Schottky group transformation of the
interaction vertex coordinate (if it goes to z0). The discussed finiteness of the integral with
fixed v˜2 → 0 (or w2 → 0) at v˜2 → 0 (w2 → 0) is again shown to be due to the cancellation of
the singularity for the n1 = 1 integrals. Apart from SL(2) transformations, the remaining
transformations depend, however, on the spin structure because of fermion-boson mixing,
which is present for non-zero {µs, νs} Grassmann parameters. At the same time, we can not
perform the transformations of the integration variables for the integral of the single spin
structure since this integral is divergent. Nevertheless, the transformations dependent on
the spin structure of the first handle can be made for the convergent integral of the sum
over the spin structures of the second handle. And the transformations dependent on the
spin structure of the second handle can be made for the convergent integral of the sum over
the spin structures of the first one. Being a group product of the above transformations, an
arbitrary {G˜} or super-Schottky group transformation can be performed only for the integral
of the total sum over the spin structures of the configuration. Hence the cancellation of the
singularity at v˜2 → 0 (w2 → 0) is verified only for the integral of the total sum over the spin
structures. Correspondingly, the finiteness of the contribution to the amplitude from the
discussed n1 = 2 configuration is achieved only for the integrals of the total sum over the
spin structures of the configuration. In this case one calculates the integral over the variable
of the 1-st handle keeping v˜1 (or w1) to be fixed. Then one calculate the integral over v˜1 (or
w1). After this one calculates the integral over the variable of the 2-nd handle keeping v˜2
(or w2) to be fixed, and after this the integral over v˜2 (or w2) is calculated. The calculation
preserves all the local symmetries of the amplitude including the modular symmetry. Being,
generally, dependent on the spin structure [12], modular transformations can be performed
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only for the integral of the total sum over the spin structures, like the above discussed {G˜}
and super-Schottky group transformations.
In the general case n1 > 2 one integrates, step-by-step, over the limiting points of every
forming transformation s (except the points fixed due to the SL(2) symmetry) once the
summation over its spin structures to be performed. The integral is first calculated with
fixed v˜s = vs − us or, on equal terms, with fixed ws = v˜s − νsµs. For every step, the integral
being a function of v˜s (or ws), is shown to be non-singular at v˜s = 0 (or ws = 0). Hence it
can be further integrated over v˜s (or ws), the result being finite. When some (us, vs) pairs
go to the infinity the integral is finite again since the infinite point can be reduced to the
finite one by the relevant L(2) transformation. As far as the calculation preserves all the
local symmetries, the amplitude is independent of the fundamental region of the Rn group,
which is employed as the integration region. In particular, the amplitude is independent of
those the (3|2) variables, which are fixed.
The 0-, 1-, 2- and 3-point massless state amplitude is given by the integrals with the
(3|2) fixed parameters (u1|µ1) and (v1|ν1) assigned to any given handle along with one of
two local limiting points (u2 or v2) of any one of the remaining handles. We show this
integral is convergent, and it is zero at u1 → v1. Thus, being invariant under the SL(2)
and {G˜} group and under the super-Schottky group (for 1-, 2- and 3-point amplitudes), the
integral vanishes identically for any v1 and u1, as it is required.
There are different super-extensions of ordinary spin structures, but not all they are
suitable for the superstring, especially, because the space of half-forms does not necessarily
have a basis when there are odd moduli [22]. The super-Schottky groups for all superspin
structures have been constructed in [11, 12, 23]. In the Neveu-Schwarz case they have
been given before [5, 6, 24]. Due to the fermion-boson agitation, the genus-n > 1 super-spin
structures are different from ordinary spin structures [15] where boson fields are single-valued
on Riemann surfaces while fermion fields being twisted about (A,B)-cycles, may only receive
the sign. Really the super-Schottky group description of the supermanifold is non-split in
the sense of [25]. The transition to a split description is singular [26], the superstring being
non-invariant under the transition discussed. As the result, the world-sheet supersymmetry
is lost in [2] where a split module description was implied. Contrary to [2], our calculation
preserves the world-sheet supersymmetry, as well as other local symmetries of the amplitude.
In the calculation we use partial functions and superfield vacuum correlators obtained
[11] by equations, which were derived from the requirement that multi-loop superstring
amplitudes are independent of a choice of both the vierbein and the gravitino field. As it
is usually, the superfield vacuum correlators is calculated through the holomorphic Green
functions. For the Ramond type handle, the round about the Schottky circle being given by a
non-split transformation [11, 12, 23], the holomorphic Green functions in the Ramond sector
can not be represented by the Poincare´ series [27]. Correspondingly, the integration measure
is not a product over known expressions [5, 10] in terms of super-Schottky group multipliers.
Nevertheless, the discussed genus-n functions can be given [11] by a series over integrals
of relevant genus-1 function products. For the Neveu-Schwarz sector the above series can
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be reduced to the Poincare´ series. Now we continue the study of the holomorphic Green
functions and integration measures. In particular, we present them (Appendices B and C
of the paper ) in the form, which is more convenient for application than the expressions in
[11]. We also derive them through the functions of lower genera ni ≥ 1. We employ these
expressions for the calculation of the integrals over singular configurations.
The paper is organized as it follows. Sections 2 contains a brief review of the super-
Schottky group parameterization [11, 12] using in the paper. The expression for the multi-
loop superstring amplitude is given. In Sections 3 and 4 the constraints on the integration
region are discussed. The integration region over the Schottky parameters is proposed. In
Section 5 the integration measures and the superfield vacuum correlators are derived through
the lower genus functions. The integration measures and the superfield vacuum correlators
are calculated for the degenerated configurations dangerous for divergences. In Section 6
the strategy calculating the integrals is discussed. Vanishing the amplitude of the emission
of a longitudinally polarized boson is argued. Configurations dangerous for divergences
are collected. The cancellation of divergences for easy configurations is demonstrated. In
Section 7 the finiteness of the amplitudes is shown. The vanishing of the 0-, 1-, 2- and
3-point functions is verified. The preservation of the local symmetries of the amplitudes is
argued.
2 Expression for the multi-loop superstring amplitude
As it was noted, we employ super-Schottky groups variables. The super-Schottky group
determines the super-spin structure on the complex (1|1) supermanifold mapped by the
t = (z|ϑ) coordinate. The genus-n super-spin structure presents a superconformal extension
of the relevant genus-n spin one given by the set of transformations Γ(0)a,s(l1s) and Γ
(0)
b,s (l2s)
(where s = 1, . . . n), which correspond to the round of As-cycle and, respectively, of the
Bs-cycle on the Riemann surface. They depend on the theta function characteristics l1s and
l2s assigned to the given handle s. A discrimination is made only between those (super-)spin
structures, for which field vacuum correlators are distinct. So l1s and l2s can be restricted
by 0 and 1/2. In this case l1s = 0 is assigned to the Neveu-Schwarz handle while l1s = 1/2
is reserved for the Ramond one. In doing so
Γ
(0)
b,s (l2s) =
{
z → asz + bs
csz + ds
, ϑ→ − (−1)
2l2s
csz + ds
ϑ
}
, Γ(0)a,s(l1s) =
{
z → z , ϑ→ (−1)2l1sϑ
}
(1)
where asds − bscs = 1. Furthermore,
as =
us − ksvs√
ks(us − vs)
, ds =
ksus − vs√
ks(us − vs)
and cs =
1− ks√
ks(us − vs)
(2)
where ks is a complex multiplier and |ks| ≤ 1. Further, us is the attractive limiting (unmoved)
point of (1) while vs is the repulsive limiting one. The set of transformations (1) along with
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their group products form the Schottky group. The Γ
(0)
b,s (l2s) transformation in (1) turns the
boundary of the Schottky circle Cvs into the boundary of Cus where
Cvs = {z : |csz + ds| = 1} and Cus = {z : | − csz + as| = 1} (3)
for s = 1, . . . n. Using (2), one can see that vs lies inside Cvs and outside Cus. Correspond-
ingly, us is inside Cus and outside Cvs . Since Γ
(0)
a,s(l1s) in (1) corresponds to the round of the
Schottky circle, in the Ramond case a square root cut appears on z-plane between us and
vs. The fundamental region of a group is that one, which does not contain points congruent
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under the group, and such that the neighborhood of any point on the boundary contains
points congruent to the points of the region [28]. In particular, a fundamental region of the
Schottky group on the complex z plane is the exterior of all the Schottky circles associated
with the given group. The group invariant integral of the conformal (1, 1) tensor being
calculated over the fundamental region of the group, does not depend on the choice of the
fundamental region above [28].
In the superstring theory the forming transformations (1) are replaced by SL(2) trans-
formations Γa,s(l1s) and Γb,s(l2s) with [11, 12, 23]
Γa,s(l1s) = Γ˜
−1
s Γ
(0)
a,s(l1s)Γ˜s , Γb,s(l2s) = Γ˜
−1
s Γ
(0)
b,s (l2s)Γ˜s (4)
where Γ
(0)
b,s (l2s) and Γ
(0)
a,s(l1s) are given by (1) while Γ˜s depends, among other things, on two
Grassmann parameters (µs, νs) as it follows
Γ˜s =
{
z = z(s) + ϑ(s)εs(z
(s)) , ϑ = ϑ(s)
(
1 +
εsε
′
s
2
)
+ εs(z
(s))
}
, (5)
εs(z) =
µs(z − vs)− νs(z − us)
us − vs , ε
′
s = ∂zεs(z) (6)
Thus (us|µs) and (vs|νs) are limiting points of transformations (4). The set of the transfor-
mations (4) for s = 1, . . . , n together with their group products forms the genus-n super-
Schottky group. If l1s = 1/2, then both transformations (4) are non-split, as it was already
discussed in the Introduction. The Γa,s(l1s) transformation relates superconformal p-tensor
Tp(t) with its value T
(s)
p (t) obtained from Tp(t) by 2π-twist about Cvs-circle (3). So, Tp(t) is
changed under the Γa,s(l1s) = {t→ tas} and Γb,s = {t→ tbs} transformations as follows
Tp(t
a
s) = T
(s)
p (t)Q
p
Γa,s(l1s)
(t), Tp(t
b
s) = Tp(t)Q
p
Γb,s(l2s)
(t). (7)
Here QG(t) is the factor, which the spinor left derivative D(t) receives under the SL(2)
transformation G(t) = {t→ tG = (zG(t)|ϑG(t))}:
Q−1G (t) = D(t)ϑG(t) ; D(tG) = QG(t)D(t) , D(t) = ϑ∂z + ∂ϑ (8)
1The congruent points, or curves, or domains are those related by a group transformation other that the
identical transformation [28].
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It follows from (8) that for the group product G = G1G2,
QG1G2(t) = QG1(G2(t))QG2(t) (9)
Furthermore, Γb,s(l2s) turns the boundary of the Cˆus ”circle” to the boundary of Cˆvs where
Cˆvs = {t : |csz(s) + ds|2 = 1} and Cˆus = {t : | − csz(s) + as|2 = 1} (10)
and z(s) is defined by (5). Moreover, the same is true for the ”circles”
Cˆ ′vs = {t : |QΓb,s(t)|2 = 1} and Cˆ ′us = {t : |QΓ−1b,s (t)|
2 = 1} (11)
where the super-derivative factors (8) correspond to Γb,s(l2s) and, respectively, its inverse
transformation. ”Circles” (10) and (11) differ from (3) only in terms proportional to the
Grassmann quantities. Being constructed for every group transformation, both the ”circles”
can be used to define the boundary of the fundamental region. For applications it is useful
solely to keep in mind that the fundamental region can be given by the step function factor
through relevant functions ℓG(t) and ℓG(G(t)) as it follows
B
(n)
L,L′(t, t¯; {q, q¯}) =
∏
G
θ(|ℓG(t)|2 − 1)θ(1− |ℓG(G(t))|2) (12)
where θ(x) is step function defined to be θ(x) = 1 at x > 0 and θ(x) = 0 at x < 0. Further,
L = {l1s, l2s} is the super-spin structure for the right movers while L′ is the same for the
left ones. The product is taken over all group products G of the Γb,s(l1s) transformations
except G = I. Evidently, one can exclude from {G} a transformation inverse to the given
one of the set. It is implied that all the group limiting points lay exterior to the region,
and the region does not contain points related with each other by the group transformation.
The region (12) is relevant for the integration region for the group invariant integral of
the (1/2, 1/2) super-tensor. Generically, the argument of step function (12) depends on
Grassmann parameters. The expansion in a series over the above Grassmann ones originates
δ-functions and their derivatives, which give rise to the boundary terms in the integral. The
integral is independent of the boundary sharp that can be directly verified for infinitesimal
variations of the boundary. As it is usually [28], one can replace any part of the fundamental
region by a congruent part and still have a fundamental region. The integral discussed is
independent of the fundamental region, which it is taken over.
The superstring amplitude (14) is calculated by the integration over a fundamental region
of the total groupR of local symmetries, for details see Sections 3 and 4. In this case the {N0}
set of (3|2) variables among the group limiting points and interaction vertex coordinates are
fixed due to the SL(2) symmetry. Simultaneously, the integrand is multiplied by a factor
H({N0}). For the sake of simplicity, we assume to be fixed two any variables z(0)1 and z(0)2
along with their Grassmann partners ϑ
(0)
1 and ϑ
(0)
2 , and one more variable z
(0)
3 , as well. In
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this case [11]
H({N0}) = (z(0)1 − z(0)3 )(z(0)2 − z(0)3 )
1− ϑ(0)1 ϑ3
2(z
(0)
1 − z(0)3 )
− ϑ
(0)
2 ϑ3
2(z
(0)
2 − z(0)3 )
 . (13)
So, generically, (13) depends on the integration variable ϑ3, which is the Grassmann partner
of z
(0)
3 . The n-loop, m-point amplitude A
(n)
m ({pj, ζ (j)}) for the interaction states carrying
10-dimensional momenta {pj} and the polarization tensors ζ (j), is given by2
A(n)m ({pj}, ζ (j)}) =
g2n+m−2
2nn!
∫
|H({N0})|2
∑
L,L′
Z
(n)
L,L′({q, q}) <
m∏
r=1
V (tr, tr; pr; ζ
(r)) >
×Bˆ(n)L,L′({q, q})B˜(n)L,L′({q, q})
m∏
j=1
B
(n)
L,L′(tj , t¯j; {q, q¯})(dqdqdtdt)′ (14)
where {q} = {ks, us, vs, µs, νs} is the set of the super-Schottky group parameters, g is the
coupling constant, H({N0}) is defined by (13) and L (L′) labels the super-spin structures
of right (left) movers. Further, Z
(n)
L,L′({q, q}) is the partition function, and < ... > denotes
the vacuum expectation of the product of the interaction vertices V (tr, t¯r; pr; ζ
(r)). The
integration is performed over those variables, which do not belong to the {N0} set. The
step function factor Bˆ
(n)
L,L′({q, q}) keeps the period matrix to be interior to the fundamental
region of the modular group. As far as the period matrix is given through the super-
Schottky group parameters {q}, this factor restricts the integration region over {q}. The
discussed factor depends on the spin structures as far as the period matrix depends on the
spin structure by terms proportional to Grassmann parameters. Further, B˜
(n)
L,L′({q, q}) more
bounds the integration region due to the {G˜} symmetry and the unitarity as it has been
mentioned in the Introduction. Both factors are discussed in Sections 3 and 4. The step
multiplier B
(n)
L,L′(tj ; {q, q}) is given by (12) at t = tj . Generically, ℓG(tj) can depend on j.
The discussed multiplier is assigned every tj including tj of the {N0} set, as well. Indeed,
due to the invariance under the super-Schottky group changes of any one vertex coordinate,
tj can be fixed insides region (12). Really the discussed step factor must be assigned to fixed
tj of the {N0} set for the unitarity equations to be true, see Section 4.
The 1/2n factor in (14) is due to the symmetry of the integrand under the interchange
between (us|µs) and (vs|νs), and 1/n! is due to the symmetry under the interchange of the
handles. Both symmetries are particular cases of the modular symmetry [21] (see the next
Section). The above factors are consistent with the unitarity equations (as an example, see
Appendix A of the paper). For any boson variable x we define dxdx = d(Rex)d(Imx)/(4π).
For any Grassmann variable η we define
∫
dηη = 1. The super-spin structure being odd3,
the integrand has some features due to the spinor zero modes, which present in this case.
2Through the paper the overline denotes the complex conjugation.
3The (super)-spin structure is even (odd), if 4l1l2 = 4
∑n
s=1 l1sl2s is even (odd).
9
We mainly discuss the even super-spin structures as far as the odd super-spin one can be
obtained by a factorization of relevant even super-spin structure [13].
Our classification over the super-spin structures implies that
| arg ks| ≤ π , | arg(us−ur)| ≤ π , | arg(us− vr)| ≤ π , | arg(vs− vr)| ≤ π , (s 6= r). (15)
To be accurate, (15) are given for the ”bodies” of the corresponding quantities, as far as they
may have ”soul” parts proportional to Grassmann parameters. Using the Green functions
[11, 12], one can see that | arg ks| ≤ π discriminates between the Green functions for (l1s =
0, l2s = 0) and for (l1s = 0, l2s = 1/2). The rest constraints discriminate between (l1s = l1r =
1/2, l2s = l2r = 0) and (l1s = l1r = 1/2, l2s = l2r = 1/2). The adding of ±2π to any one of
the quantities in (15) presents a modular transformation [12], see Section 3 below. We use
(15) instead of known constrains [21] for the real part of the period matrix.
We consider the massless boson interaction amplitudes. Thus, for the normalization used,
the known expression [29] of the interaction vertex through the string superfields XN(t, t′)
for N = 0, . . . 9 is as follows
V (t, t; p; ζ) = 4ζMN [D(t)X
M(t, t)][D(t)XN(t, t)] exp[ipRX
R(t, t)] (16)
where p = {pM} is 10-momentum of the interacting boson while ζMN is its polarization
tensor, pMζMN = p
NζMN = 0, and p
2 = 0. The spinor derivative D(t) is defined in (8).
The summation over twice repeated indexes is implied. We use the ”mostly plus” metric.
The dilaton ζMN tensor is equal to the transverse Kronecker symbol δ
⊥
MN . The vacuum
expectation in (14) is calculated in term of the genus-n scalar superfield vacuum correlator
given through the holomorphic Green function R
(n)
L (t, t
′; {q}) and super-holomorphic func-
tions J (n)r (t; {q};L) having periods (here r = 1, . . . n). In this case
J (n)r (t
b
s; {q};L) = J (n)r (t; {q};L) + 2πiωsr({q}, L) ,
J (n)r (t
a
s ; {q};L) = J (n)(s)r (t; {q};L) + 2πiδrs (17)
where tas and t
b
s are the same as in (7) and ωsr({q}, L) is the corresponding element of the
period matrix. The Green function is changed under the transformations (7) as
R
(n)
L (t
b
r, t
′; {q}) = R(n)L (t, t′; {q}) + J (n)r (t′; {q};L) ,
R
(n)
L (t
a
r , t
′; {q}) = R(n)(r)L (t, t′; {q}) . (18)
In this case the Green function is normalized as it follows
R
(n)
L (t, t
′; {q}) = ln(z − z′ − ϑϑ′) + R˜(n)L (t, t′; {q}) (19)
where R˜
(n)
L (t, t
′; {q}) has no a singularity at z = z′. The scalar superfield vacuum correlator
XˆL,L′(t, t; t
′, t
′
; {q}) is given by4
4XˆL,L′(t, t; t
′, t
′
; {q}) = R(n)L (t, t′; {q}) +R(n)L′ (t, t′; {q}) + I(n)LL′(t, t; t′, t′; {q}) , (20)
4The string tension is taken to be 1/pi
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I
(n)
LL′(t, t; t
′, t
′
; {q, q¯}) = [J (n)s (t; {q};L) + J (n)s (t; {q};L′)][Ω(n)L,L′({q, q})]−1sr
×[J (n)r (t′; {q};L) + J (n)r (t′; {q};L′)] (21)
where Ω
(n)
L,L′({q, q}) being calculated in terms of the ω(n)({q}, L) period matrix, is
Ω
(n)
L,L′({q, q}) = 2πi[ω(n)({q}, L′)− ω(n)({q}, L)]. (22)
As it is usually, the Green function at the same point z = z′ is defined to be the R˜
(n)
L (t, t
′; {q})
at z = z′. The dilaton emission amplitudes include the vacuum pairing I˜
(n)
L,L′(t, t¯; {q}) of the
superfields in front of the exponential in (16). In line with aforesaid
I˜
(n)
L,L′(t, t¯; {q, q¯}) = 2D(t)D(t¯′)I(n)L,L′(t, t; t′, t′; {q})|t=t′ (23)
where the definitions are given in (20) and in (21). The dilaton-vacuum transition constant
is determined by the integral of (23) over the supermanifold. Integrating by parts the right
side of (23) with the following using of the relations (17), one obtains the discussed constant
to be n times the vacuum amplitude [1].
Due to a separation in right and left movers, the integration measure in (14) is represented
as
Z
(n)
L,L′({q, q}) = (8π)5n[det Ω(n)L,L′({q, q})]−5Z(n)L ({q})Z(n)L′ ({q}) (24)
where Z
(n)
L ({q}) is a holomorphic function of the q moduli and the Ω(n)L,L′({q, q}) matrix is
given by (22). The holomorphic partition function in (24) is given by
Z
(n)
L ({q}) = Zˆ(n)L ({q})
n∏
s=1
(us − vs − µsνs)−1 (25)
where Zˆ
(n)
L ({q}) is invariant under the SL(2) transformations as far as
dusdvsdµsdνs/(us − vs − µsνs) (26)
is SL(2) invariant. Explicit Zˆ
(n)
L ({q}) and other functions of interest are given in Section 5.
In two following Sections we consider the integration region.
3 Modular symmetry constraints
The modular transformation of the supermanifold, generically, presents a globally defined,
holomorphic superconformal change t→ tˆ of the coordinate along with holomorphic changes
q → qˆ of the super-Schottky group parameters and by a change L → Lˆ of the super-spin
structure. Like the modular transformation of the Riemann surface[21], it determines the
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going to a new basis of non-contractable cycles. So the period matrix ω({q}, L) is changed,
as it is usually, by
ω({q}, L) = [Aω({qˆ}, Lˆ) +B][Cω({qˆ}, Lˆ) +D]−1 (27)
where integer A, B, C and D matrices obey [21] the relations
CTA = ATC , DTB = BTD , DTA− BTC = I . (28)
The right-top ”T” symbol labels the transposing. In this case t(tˆ; {qˆ}; Lˆ) and q({qˆ}; Lˆ) both
depend on the superspin structure by terms proportional to Grassmann parameters [12].
Then the period matrix also depends on the super-spin structure, as has been noted in the
Introduction. For zero Grassmann parameters the period matrix is reduced to ω(0)({q})
whose matrix elements ω(0)sp ({q}) are given through the Schottky parameters {q} by [5, 11]
2πiω(0)sp ({q}) = δsp ln kp +
∑
Γ
′′
ln
[us − gΓ(up)][vs − gΓ(vp)]
[us − gΓ(vp)][vs − gΓ(up)] (29)
where δsp is the Kronecker symbol. The summation in (29) is performed over all those the
transformations gΓ of the Schottky group, whose leftmosts are not group powers of gs, or
the rightmosts are not group powers of gr. Besides, gΓ 6= I, if s = p. So the addition of
±2π to arg ks adds ±1 to ω(0)ss ({q}). For r 6= s, due to the term with Γ = I in (29), the
addition of ±2π to the argument of the difference between limiting points in (15) adds ±1 to
ω(0)sr ({q}). Hence the discussed changes of arguments (15) just correspond to transformations
of the period matrix by (27) with C = 0 and A = D = I. Evidently, it is true for non-zero
Grassmann parameters too, and we do not enlarge on this matter. We note only that for non-
zero Grassmann parameters, the addition of ±2π to the argument of the difference between
limiting points in (15) is accompanied [12] by a certain change of t and of {q}. Relations (15)
replace constraints |Reω(0)sp ({q})| ≤ 1/2 for the period matrix [21]. In the both cases the sum
in (14) includes all the distinct spin structures without a double counting, but constraints
(15) are much more convenient for applications than constraints |Reω(0)sp ({q})| ≤ 1/2.
Further constraints appear due to transformations (27) with
B = C = 0 , A = F , D−1 = F T , detF = ±1 , (30)
F being an integer matrix. For the diagonal F matrix, Fss = −1 corresponds to the replace-
ment of the corresponding group transformation by its inverse that interchanges between
(us|µs) and (vs|νs). Indeed, from (18), under the above replacement, J (n)s (t; {q};L) receives
the sign. Hence from (17), the period matrix elements ωrs({q}, L) with r 6= s also receive
the sign that just correspomds to modular transformation discussed (for zero Grassmann pa-
rameters this follows directly from (29)). The F matrix having a sole non-zero non-diagonal
matrix element Fs1s2 = Fs1s2 = 1 and Fs1s1 = Fs2s2 = 0, corresponds to the interchange
s1 ⇀↽ s2 between the handles. Thus the Schottky parameters is bounded by constraints
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[21], which discriminate between repulsive and attractive limiting points, as well as between
the handles. In their stead we prefer to introduce the 1/(2nn!) factor in (14). Remaining
F matrices correspond to transitions to new basic cycles, which are certain sums over the
former basic ones. For non-zero Grassmann parameters, unlike the case of zero Grassmann
ones, both t and {q} are changed. Indeed, in this case Γas(l1s = 1/2) does not commute with
transformations (4) assigned to another handle. Hence the group transformations for rounds
about resulted (A,B)-cycles being a sum of the former ones, do not commute with each
other, if t and {q} do not changed. The required changes of t and {q} could be calculated
by the method developed in [12], but it is not a subject of the present paper.
For zero Grassmann parameters, among period matrices related by (30), one takes [21]
the matrix having the smallest imaginary part yjj({q, q¯}). In this case
[Fy({q, q¯})F T ]jj ≥ yjj({q, q¯}) . (31)
As it is usually, yjj({q, q¯}) is non-negative. Starting with j = 1, one, step-by-step, constructs
a constraints for j = 2, . . . , n. Calculating the integral, one sums with the 1/n! factor over
permutations of the handles. Further constraints are due to transformations with C 6= 0.
In this case, among the ω(0)({q}) period matrices related by (27), one takes the matrix,
which gives the greatest magnitude of det y({q, q¯}). Due to (27) and (28), the corresponding
constraints are given [21] by
| det[Cω(0)({q}) +D]|2 ≥ 1 (32)
where C and D are the matrices in (27). Important particular constraints are obtained from
(31) when, for given r and j, one takes Fjr = Frj = ±1 and either Fjj = 0, or Frr = 0. All
other non-diagonal elements of F are assumed to be zeros. Then
min[yjj({q, q¯}), yrr({q, q¯})]± 2yrs({q, q¯}) ≥ 0 . (33)
Also, using special C and D in (32), one derives important constraints for the principal
minors [det(Fω(0)({q})F T + B˜)]s1...sk of the det(Fω(0)({q})F T + B˜) as it follows
[det(Fω(0)({q})F T + B˜)]s1...sk [det(Fω(0)({q})F T + B˜)]s1...sk ≥ 1 (34)
where F is an integer matrix, detF = ±1. There is no summation over the s1 . . . sk indices,
and the integer matrix B˜ is chosen from the condition that Re |Fω(0)({q})F T + B˜| ≤ 1/2.
For non-zero Grassmann parameters, ω(0)({q}) is replaced by ω({q}, L) while ω(0)({q}) is
replaced by ω({q}, L′). All the other extensions contain ω({q}, L) and/or ω({q}, L′). Hence
they are not consistent with the modular symmetry. Indeed, (27) relates ω({q}, L) with
ω({qL}, Lˆ), which is different from ω({qL′}, Lˆ) due to terms proportional to the Grassmann
parameters [12]. So the imaginary part of the period matrix is replaced by
y({q, q¯}, L, L′) = 1
2i
[ω({q}, L)− ω({q}, L′)] . (35)
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In this case the corresponding step factor in (14) is given by
Bˆ
(n)
L,L′({q, q}) =
∏
C,D
θ(det{[Cω({q}, L+D][C(ω({q}, L′) + B˜) +D]} − 1)

×
[∑∏
F
θ([Fy({q, q¯}, L, L′)F T ]jj − yjj({q, q¯}, L, L′))
]
n∏
j=1
θ(yjj({q, q¯}, L, L′)) (36)
where the sum is performed over permutations of the handles while the products are calcu-
lated over all the matrices C, D and F in (27) and (30). The step function θ(x) is the same
as in (12).
4 Integration region
The period matrix is preserved under isomorphic changes
Γa,s(l1s)→ GsΓa,s(l1s)G−1s , Γb,s(l2s)→ GsΓb,s(l2s)G−1s (37)
of the set of the forming group transformations (4) where Gs is a relevant transformation
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from the super-Schottky group. Generically, Gs depends on s. The discussed isomorphism
only replaces the limiting points Us = (us|µs) and Vs = (vs|νs) of the transformation (4) by
GsUs and by GsVs. As far as this is globally defined holomorphic transformation, the ampli-
tude integral (14) is invariant under the {G˜} group of the isomorphic changes discussed. In
particular, the holomorphic Green function and the scalar functions are not changed since
(37) does not touch (17) and (18). Moreover, from the equations [11] for the partition func-
tions, one can derive that the invariant partition function Zˆ
(n)
L ({q}) in (25) is also unchanged.
Only the multiplier behind Zˆ
(n)
L ({q}) receives a factor, which is just canceled by the Jacobian
of the transformation, as it also follows from the below constructing of the considered group.
In doing so, for given s1 and s2 6= s1, one changes the transformations (4) for s = s1
by (37) with Gs1 to be any one from transformations (4) for s = s2. The resulted set
S(s1|s2) is evidently isomorphic to the former set S0 of transformations (4) for s = 1, . . . , n.
Moreover, Us1 and Vs1 are changed by the SL(2) transformation independent of Us1 and Vs1.
Thus factor (26) is unchanged. In this way one obtains the set of different S(s1|s2) sets.
Applying this procedure to every set, one builds further sets. As an example, one obtains
the S(s1, s2|s2, s1) set where the transformations for s = s2 from the S(s1|s2) set are changed
by (37) with Gs2 to be the s = s1 transformation from the same S(s1|s2) set. In this case
the s2 transformation of the S(s1, s2|s2, s1) set depends, among other things, on the starting
transformation (4) for the same s = s2. By construction, all the sets are isomorphic to each
5Not every {G˜s} set is relevant to determine the isomorphism. As an example, the set formed by
G1G2G1G
−1
2
G−1
1
and G2 is not isomorphic to the (G1, G2) set since G1 can not be represented by a group
product constructed by using G1G2G1G
−1
2
G−1
1
and G2.
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other, the amplitude being invariant under the transformations discussed. So every set can
be used as the set of forming group transformations. In this way one constructs the desired
infinite (super)-group {G˜} generating forming group transformation sets by action of {G˜}
on the given set (4).
Since (12) and (36) are preserved under the G˜ transformations, a further constraint of the
integration region is necessary to exclude domains related by G˜ each to other. In particular,
due to the G˜ symmetry, either one of two limiting points of every forming transformation
(4) can be restricted to be the exterior of Schottky circles assigned to all the other form-
ing transformations. For certain configurations, both limiting point of every given forming
transformation appear exterior to the Schottky circles above. These configurations can not
be obtained by G˜ transformations of configurations where this is not so. Moreover, the in-
tegral over the last configurations destroys the unitarity equations, as demonstrated for the
case when all the Schottky multipliers go to zero.
In this case, from (2), the boundaries of Schottky circles (3) are given by the conditions
|z − vs|2 = |ks||us − vs|2 , |z − us|2 = |ks||us − vs|2 . (38)
Period matrix elements (29) are reduced to
2πiω
(0)
jr → ln
(uj − ur)(vj − vr)
(uj − vr)(vj − ur) , ωjj → ln kj (39)
Moreover, from (33), one derives that
2
∣∣∣∣∣ln
∣∣∣∣(uj − ur)(vj − vr)(uj − vr)(vj − ur)
∣∣∣∣
∣∣∣∣∣ ≤ min
(
− ln |kj|, − ln |kr|
)
(40)
Below we assume j = 1 and r = 2. Constraint (40) allows, for instance, the discussed
configuration
|u1 − u2| ∼ |k2|1−δ , |v1 − u2| ∼ |k2|1/2−δ , |k2| > |k1| , |v1 − v2| ∼ |u1 − v2| ∼ 1 (41)
where k2 → 0 and δ << 1. In this case v2 is exterior to Cu1 and to Cv1 while u2 lies inside
Cu1. Other constraints (36) also do not prevent the above configuration. In parallel with
(41), the boundary of (40) is reached for only two limited points, say u1 and u2, to go to
each other. In this case |u1− u2| ∼
√
|k2|, all the other distances being of order of the unity.
Both regions originate discontinuities. To demonstrate this, we discuss the discontinuities in
the energy invariant s = −(p1 + p2)2 = −(p1 + p2)2 for the two-loop scattering amplitude.
We ignore specifics due to the Grassmann moduli that is not of very importance for the
matter discussed. We fix the complex coordinates z1, z2 and z3 of the vertices to be exterior
to the Schottky circles. The integration is performed over the Schottky parameters and over
z4 = z, certain group limiting points being assumed to go to z3. In addition, z is assumed
nearby one of Schottky circles. If the circle is not nearby z3, then z is changed by a relevant
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Schottky group transformation moving z to the interior of a circle to be nearby z3. First,
we consider the configuration
|u1 − z3| ∼ |u2 − z3| ∼ min(|k1|1/2−δ , |k2|1/2−δ) , |v1 − z3| ∼ |v2 − z3| ∼ |v1 − v2| ∼ 1 (42)
where δ being positive, goes to zero. In this case the Schottky circles have no a common
interior. We define variables y1 ∼ y ∼ 1 to be given by (u1 − z3) = y1(u2 − u1) and
(z−u1) = y(u2−u1). The integration over the ”small” variables being taken, the discontinuity
is represented by an integral over four complex y1, y, (v1−z3) and (v2−z3). The integral just
corresponds to the unitarity equation. Indeed, this unitarity equation is by-linear in 2→ 3
tree amplitudes, every amplitude being the integral over two complex variables (an example
is given in Appendix A). More discontinuities would appear, if z3 is allowed to penetrate
into the Schottky circles. For instance, due to configuration where z3 being interior to Cv1,
g1(z3), is, simultaneously, to be exterior to all the Schottky circles. And Cu1 along with Cu2
both go to g1(z3). In this case the unitarity equations would be broken. Hence constraints
(12) for the fixed vertex coordinates hold the unitarity equations.
For the configuration (41), there are only (u1 − z3) and (z − z3) to be of the same order
magnitudes. So only two variables of order the unity can be constructed. They are (v1− z3)
and (z˜ − z3) where z − z3 = (z˜ − z3)(u1 − z3). Once the integration over the small variables
being performed, the discontinuity is given by the integral over v1 ∼ 1 and z˜ ∼ 1, which is
not a product of two 2 → 3 tree amplitudes. Moreover (see Appendix A), for the tachyon-
tachyon scattering amplitude from the boson string theory the configuration (41) originates
the false threshold at s = 6m2th where m
2
th = −8 is the square of the tachyon mass. A like
discontinuity appears, if u2 and v2 in (41) both are the {G˜} image of the limiting points of
a forming transformation (instead of to be the limiting points of the forming one). Along
with (41), the discussed configuration must be removed from the integration region.
By above, the unitarity equations are saturated due to the region when the Schottky
circles of the forming transformations do not overlap each other. But this region being no
a fundamental region for the symmetry group, can not be the total integration region. The
relevant region for the integration one seems the Gn region where all the limiting group points
of {G˜} lay inside the Schottky circles of the forming transformation (4) and outside the com-
mon interior of any pair of the circles above. Indeed, we demonstrate that for the integrals
of the group covariant expression over the boundary of the region, the boundary can be re-
placed by pieces, which are congruent to each other under the {G˜} group. Hence the group
invariant integral over the region discussed is the same under those infinitesimal variations
of the circles, which are related by the corresponding group transformation (4). In addition,
the interior of the region does not contain the points related by the {G˜} transformations. So
the region possesses properties of the fundamental region desired. We demonstrate a range,
which the boundary of the region can be varied within.
For this purpose we consider the boundary ”1” with u2 = u
(1)
2 laying on Cu1, and the
boundary ”2” including the u2 = u
(2)
2 point on Cv1 . The u
(2)
2 point is obtained by the Γ
−1
b,1(l21)
transformation (4) of u
(1)
2 . On the boundary ”1” the remaining variables cover a domain C[u]
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and, respectively, over C[v]. We add C[u] by the C(1)[v] domain, which is the image of C[v]
under that G˜ = G˜2 transformation. The transformation only changes both limiting points
U2 = (u2|µ2) and V2 = (v2|ν2) by Γb,1(l21). Respectively, we add C[v] by the C(−1)[u] domain
to be the image of C[u] under the inverse transformation G˜−12 . Due to the G˜ symmetry, the
integral over C[v] + C[u] differs only by the factor 1/2 from the integral over C′[v] + C′[u]
where C′[v] = C[v] + C(−1)[u] and C′[u] = C[u] + C(1)[v]. So we can replace C[u] by C′[u] and
C[v] by C′[v] with dividing the integral by 2. By construction, the boundaries C′[u] and C′[v]
are just transformed to each other under the above transformation G˜2, as it required for
the fundamental region boundaries. The kindred consideration can be performed for those
boundaries, which include the group limiting points obtained by a G˜ change of the forming
set. So the boundary of the region can be represented by pieces, which are congruent to
each other under the {G˜} group. Thus the boundary integral is nullified, the integral over
Gn the region discussed is the same under those infinitesimal variations of the circles, which
are related by group transformations.
To clarify a range, which the boundary of the region can be varied within, we consider
the genus-2 configuration (42) with |k2| < |k1|. Then the C[u] region restricts v2 to lay
between Cu1 and some closed curve ℓu rounding Cu1. The above curve is determined by (40).
Respectively, C[v] restricts v2 to lay between Cv1 and a closed curve ℓv around Cu1 , the curve
being determined by (40). When u
(1)
2 penetrates into Cu1, the u
(2)
2 point goes away from
Cv1 . The penetration of u
(1)
2 into Cu1 is allowed until u
(2)
2 meets ℓv. At this moment, an
integration region over v2 can not be deformed continuously that gives a natural restriction
for the penetration u
(1)
2 into Cu1. One can see that configuration (41) is not reached. The
considered example holds that the Gn region is relevant for the integration one.
The limiting points of any super-Schottky group transformation G are obtained by the
action Gn at n → ±∞ on an arbitrary point including the limiting points of the transfor-
mations (4) to be among them. So, in the Gn region all the group limiting points lay outside
the overlapping of Schottky circles assigned to the forming transformations. Using (9), one
shows that, if the leftmost of the transformation is a positive (negative) power of Γb,s(l2s),
the attractive limiting point lies inside the Cˆus circle
6 (the Cˆvs one). The attractive (repul-
sive) limiting point of Γb,s(l2s) lies exterior to the CˆuG circle
7 of any group transformation G
having the leftmost no to be a positive (negative) power of Γb,s(l2s). So, we take B˜
(n)({q, q})
in (14) as
B˜(n)({q, q}) =
n∏
s=1
( ∏
G∈{Gs}
θ(|ℓ˜s(UG)|2 − 1)θ(1− |ℓ˜s(Γs[UG])|2)
)
6As an example, ug1g2 being the attractive point of the g1g2 transformation, |Qg−1
1
(ug1g2)| =
|Qg−1
1
(g1g2(ug1g2))| = |Q−1g1 (g2ug1g2)| ≤ 1 due to the constraints above, QG(z) = cGz + dG. Thus ug1g2
lies inside Cv1 .
7As an example, |Qg1g2(ug3)| = |Qg1(g2(ug3))Qg2(ug3)| ≥ 1.
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×
( ∏
G∈{G′s}
θ(1− |ℓ˜s(UG)|2)
) ∏
G∈{G′′s }
θ(|ℓ˜s(Γs[UG])|2 − 1) (43)
where ℓ˜s(t) is circle (10) or (11), or ℓ˜s(t) is obtained by a continuous deformation of the circle
within the region allowed by (36). In this case Γs[UG] denotes the Γb,s(l2s) transformation
(4) of UG. Furthermore, {Gs} is formed by those group products of Γb,r(l2r), whose leftmost
is not a power of Γb,s(l2s). Leftmost of any transformation from the {G′s} set is a positive
power of Γb,s(l2s). Every {G′′s} transformation has leftmost to be a negative power of Γb,s(l2s).
The sets include the given transformation along with its inverse one. Hence in (43) only the
attractive limiting points UG present. They are defined by the condition that G
n[t]→ UG at
n→ ∞. In place of (43), one can use any region obtained through a replacement of a part
of (43) by the part congruent to it under the {G˜} group transformation.
In the considered region the radius of the Schottky circle of any group transformation
G is finite, if its limiting points lay at a finite distance from limiting points of the forming
group transformation. Then (34) forbids the multiplier |kG| → 1. Indeed, choosing relevant
F in (34), one obtains that ω
(0)
GG({q}) ≥ 1 where ω(0)GG is given by (29) for j = r = G.
Furthermore, (uG − vG) → 0 at kG → 1, as far as the radius of the circles assigned to G
is finite. Thus the sum in (29) for the matrix element discussed is nullified forcing kG to
be small. The limiting points going to infinity can be moved to the same finite point by
a relevant L(2) transformation that does not change the sum (29). So the sum vanishes,
the multiplier being small again. For any integer n˜, the multiplier kG → exp[2π/n˜] is too
excluded since the multiplier of Gn˜ goes to the unity that is forbidden by above. As far as n˜
can be arbitrary large, |kG| → 1 is excluded at all. Along with the k → 0, the k → 1 region
contributes to the unitarity equations. So it is naturally that this region is a copy of the
region where k → 0.
When all the multipliers are small, one see from (29) that
2πiω
(0)
jj ({q}) ≈ ln kj + 2
∑
s 6=j
ks(us − vs)2(uj − vj)2
(uj − us)(vj − us)(uj − vs)(vj − vs) + . . . (44)
Only the leading term being considered, constraints (34) require |kj| ≤ 1/230. In this case
Schottky circles (3) of the same transformation to be separated from each other. The leading
correction is most when the boundary of (38) is achieved. For n limiting points to be closed
to each other, the correction is roughly ∼ n|k|duv/dˆ ∼ n
√
|k|. Here dˆ is a characteristic
distance between closed limiting points of distinct forming transformations while duv is a
characteristic size for the |us − vs| distances. For the genera being not much high, the
correction is small. In this case the Schottky circles Cus and Cvs have no the common
interior. When the genus is increased, dˆ grows that might reduce the correction. In the
general case we have not the estimation for the correction term, but it seems natural to
expect that constraints (36) and (43) always forbid for Cus and Cvs to be overlapped.
Constraints (36) and (43) along with (12) fully determine the integration region in (14).
One can also use any region obtained by a replacement of an arbitrary part of the given
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region by a part congruent under the group R of the local symmetries of the amplitude.
Subtle details due to divergences in the particular spin structure are discussed in Section
7. The {N0} set being changed, the integral is reduced to the initial form due to due to
the SL(2) symmetry, the symmetry under the {G˜} group and the symmetry under the
super-Schottky group transformations of any given interaction vertex coordinate. So the
amplitude is independent of the choice of the {N0} set. The local symmetries are employed
in the following calculation of the integrals over the degenerated configurations, but details
of the integration region will not be important for this purpose.
5 Green functions and the integration measures
In [11, 12] the Green function R
(n)
L (t, t
′; {q}), the period matrix and the scalar functions have
been obtained in terms of genus-1 functions. Now we represent them through the genus-ni
functions where
∑
i ni = n and ni ≥ 1. In this case n handles are divided into groups of ni
ones, every group being given by the set {q}i of the super-Schottky group parameters and by
its super-spin structure Li assumed to be even. So {q} = {{q}i} and L = {Li}. Using the
obtained formulas, we derive convenient expressions of the above quantities for degenerated
configurations mentioned in the Introduction. In the following Sections these expressions
will be applied to the calculation of integrals over the degenerated configurations of interest.
Along with R
(n)
L (t, t
′; {q}) of Section 2, we consider K(n)L (t, t′; {q}) defined to be
K
(n)
L (t, t
′; {q}) = D(t′)R(n)L (t, t′; {q}) (45)
where the spinor derivative is defined by (8). Furthermore, we build (see also [11]) a matrix
operator Kˆ = {Kˆsr} where Kˆsr is an integral operator vanishing at s = r. For s 6= r, the ker-
nel of Kˆsr is K˜
(ns)
Ls (t, t
′; {q}s)dt′. Here K˜(ns)Ls (t, t′; {q}s) is related by (45) with R˜(ns)Ls (t, t′; {q}s),
which is the non-singular part (19) of the Green function. So
K
(ns)
Ls (t, t
′; {q}s) = ϑ− ϑ
′
z − z′ + K˜
(ns)
Ls (t, t
′; {q}s) . (46)
Like [11], we define kernels together with the differential dt′ = dz′dϑ′/2πi. The discussed
operator performs the integration with K˜
(ns)
Ls (t, t
′; {q}s) over t′ along Cr-contour, which sur-
rounds the limiting points associated with the considered group r of the handles and the
cuts between limiting points for the Ramond handles. The desired relation for the Green
function is
R
(n)
L (t, t
′; {q}) = ln(z − z′ − ϑϑ′) +∑
s
R˜
(ns)
Ls (t, t
′; {q}s)
+
∑
r,s
∫
Cs
[(1− Kˆ)−1Kˆ]rs(t, t1)dt1R˜(nr)Lr (t1, t′; {q}r) (47)
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where [(1− Kˆ)−1Kˆ]rs(t, t1)dt1 is the kernel of the operator
(1− Kˆ)−1Kˆ = Kˆ + KˆKˆ + . . . (48)
In the Neveu-Schwarz sector where Green function (45) has the poles solely [5, 6, 10], the
integrals in (47) are calculated without difficulties. In this case, using for Green functions
(46) Poincare´ series [5, 6, 10], one reproduces the series for R
(n)
L (t, t
′; {q}). In fact, to prove
(47), one needs only check that (47) satisfies to (18). In particular, to verify (18) under the
transformations assigned to the r-th group of the handles, we represent (47) as
R
(n)
L (t, t
′; {q}) = R(nr)Lr (t, t′; {q}r) +
∑
s 6=r
∫
Cs
K
(nr)
Lr (t, t1; {q}r)R˜(ns)Ls (t1, t′; {q}s)dt1
+
∑
p 6=r
∑
s
∫
Cp
K
(nr)
Lr (t, t1; {q}r)dt1
∫
Cs
[(1− Kˆ)−1Kˆ]ps(t1, t2)dt2R˜(ns)Ls (t, t′; {q}s) (49)
where R
(nr)
Lr (t, t
′; {q}r) and K(nr)Lr (t, t1; {q}r) are total Green functions including the singular
term in (19) and (46). Indeed, once, using (48), one calculates the contribution to (49) of
the pole term in (46), eq.(47) appears. Relations (18) for the transformations of the r-th
group discussed are evidently satisfied for (49), the scalar function J
(n)
jr (t; {q};L) associated
with the jr handle of the r-th supermanifold being
J
(n)
jr (t; {q};L) = J (nr)jr (t; {q}r;Lr) +
∑
s 6=r
∫
Cs
D(t1)J
(nr)
jr (t1; {q}r;Lr)dt1R˜(ns)Ls (t1, t; {q}s)
+
∑
p 6=r
∑
s
∫
Cp
D(t1)J
(nr)
jr (t1; {q}r;Lr)dt1
∫
Cs
[(1− Kˆ)−1Kˆ]ps(t1, t2)dt2R˜(ns)Ls (t2, t; {q}s) . (50)
Hence (49) and (47) both are the correct expressions for R
(n)
L (t, t
′{q}). The period ma-
trix is calculated from (50). For this purpose one considers the difference J
(n)
jr (t; {q};L) −
J
(n)
jr (t0; {q};L) where t0 is a fixed parameter. The above difference is given by
J
(n)
jr (t; {q};L)− J (n)jr (t0; {q};L) = J (nr)jr (t; t0{q}r;Lr) +
∫
C′s
D(t1)J
(nr)
jr (t1; {q}r;Lr)dt1
×R(ns)Ls (t1, t; t0; {q}s)
+
∑
p 6=r
∫
Cp
D(t1)J
(nr)
jr (t1; {q}r;Lr)dt1
∫
C′s
[(1− Kˆ)−1Kˆ]ps(t1, t2)dt2R(ns)Ls (t2, t; t0; {q}s) (51)
where both z and z0 lay inside the C
′
s contour while
R
(ns)
Ls (t1, t; t0; {q}s) = R(ns)Ls (t1, t; {q}s)− R(ns)Ls (t1, t0; {q}s) ,
J
(nr)
jr (t; t0{q}r;Lr) = J (nr)jr (t; {q}r;Lr)− J (nr)jr (t0; {q}r;Lr) (52)
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where R
(ns)
Ls (t1, t; {q}s) is the total Green function (19) including the singular term. To prove
(51), one, using (48), calculates the contribution from the ln[(z2− z−ϑ2ϑ)/(z2− z0−ϑ2ϑ0)]
term due to the singularity of the Green function. The corresponding integral is transformed
to the one along the cut between z2 = z − ϑ2ϑ and z2 = z0 − ϑ2ϑ0. Then it is found to be∫
D(t2)f(t2)[θ(z2 − z − ϑ2ϑ)− (z2 − z0 − ϑ2ϑ0)]dz2dϑ2 = f(t)− f(t0) (53)
where f(t) denotes either the Green function, or J
(nr)
jr (t1; {q}r;Lr). As the results, one
obtains (50). From (51), the ω
(n)
jrjs({q};L) element of the period matrix is found to be
2πiω
(n)
jrjs({q};L) = δjrjs ln kjr + (1− δjrjs)
∫
Cs
D(t)J
(nr)
jr (t; {q}r;Lr)dtJ (ns)js (t; {q}s;Ls)
+
∑
p
∫
Cp
D(t)J
(nr)
jr (t; {q}r;Lr)dt
∫
Cs
[(1− Kˆ)−1Kˆ]pr(t, t′)dt′J (ns)js (t′; {q}s;Ls) . (54)
For the odd super-spin structure, due to the spinor zero mode, there is no the Green function
satisfying (18) and, at the same time, having no non-physical poles. In this case further
terms need to be added in (47) providing true properties of R
(n)
L (t, t
′; {q}). In particular,
these terms appear in the genus-n Green function given in terms of the genus-1 functions
when L includes genus-1 odd spin structures, see Appendix B of the present paper.
The integration measure is given by (24) and (25) with Zˆ
(n)
L ({q}) to be [11]
Zˆ
(n)
L ({q}) = Z˜(n)({q}, L)
n∏
s=1
Z(1)(ks; l1s, l2s)
k
(3−2l1s)/2
s
(55)
where the (l1s, l2s) theta characteristics are either 0, or 1/2, while [11]
Z(1)(k; l1, l2) = (−1)2l1s+2l2s−1162l1s
∞∏
p=1
[1 + (−1)2l2kpk(2l1−1)/2]8
[1− kp]8 . (56)
The expression of Z˜
(n)
L ({q}) through the genus-ni functions is derived using Appendix C along
with the Green functions given in the Appendix B. When all the Li super-spin structures
are even, the desired expression is given by (see Appendix C for more details)
ln Zˆ
(n)
L ({q})) =
∑
i
ln Zˆ
(ni)
Li
({q}i))− 5trace ln(I − Kˆ) + trace ln(I − Gˆ) (57)
where Kˆ is the same as in (47). The Gˆ operator is constructed similar to Kˆ, the non-
singular part G˜
(ns)
Ls (t, t
′; {q}s) of the G(n)L (t, t′; {q}) ghost superfield Green function [11] being
employed instead of K˜
(ns)
Ls (t, t
′; {q}s). In this case
G
(n)
L (t, t
′; {q}) = ϑ− ϑ
′
z − z′ + G˜
(ns)
Ls (t, t
′; {q}s) (58)
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where the last term on the right side has no singularity at z = z′. The Green function is a
superconformal 3/2-tensor under transformations (7) of t′, but it is not a superconformal (-1)
tensor under the transformations of t. Indeed, in the last case the Green function receives
additional terms being the sum of a polynomials in t multiplied by a relevant superconformal
3/2-tensor in t′ (see eq.(63) in [11] and Appendix C of the present paper).
The obtained expressions can be applied to the degenerated configurations where all the
limiting points of ni forming group transformations go to the same point. As the basic case,
we consider n1 < n forming group ones, the limiting points going to z0. We say that they
form the degenerated n1 configuration, its super-spin structure being L1. The remaining
n2 = n−n1 handles form the n2 configuration, its super-spin structure being L2. We assume
no more than one interaction vertex to be near z0. As was noted in the Introduction, the
considered configuration is the main one, which might originate divergences in the group
limiting points of the amplitude integral (14).
By Section 4, the Schottky multipliers are not closely to the unity in their absolute
values. Moreover, the G˜ symmetry bounds z0 to lay exterior to Schottky circles assigned
to the n2 configuration. When z0 lies at a finite distances from the group limiting points
of the n2 configuration, we imply that ρ1 << ρ. In this case ρ1 is the maximal size of
the n1 configuration while ρ is the minimal distance between z0 and any point of essence
assigned to the n2 one. So ρ ≤ ρ2 where ρ2 is the maximal size of the n2 configuration. If
z0 → ∞, then ρ1 ≤ ρ and ρ >> ρ2. This case is, however, reduced to the finite z0 case
by a relevant L(2) transformation. Hence, for brevity, we discuss finite z0. The super-spin
structures L1 and L2 are taken to be even. We obtain for this configuration the leading
approximated integration measure, vacuum correlator, scalar functions and period matrix,
as well as the leading corrections for the above quantities. To clarify the method, we present
a more detailed calculation of the leading corrections for the holomorphic partition function
(57). In this case the sum on the right side of (57) gives the factorized partition function
while two rest terms are corrections. In particular, the correction due to the second term is
given by
Jncor = −trace ln(I − Kˆ) =
∫
CI
(∫
CII
K˜
(n1)
L1
(t1, t2)dt2K˜
(n2)
L2
(t2, t1)
)
dt1 + . . . (59)
where dt = dzdϑ/2π. In this case K˜
(n1)
L1
(t, t′) and K˜
(n2)
L2
(t, t′) are defined by (45) on the
genus-n1 supermanifold and, respectively, on the genus-n2 one. The CI contour bounds the
domain occupied by the degenerated handles while the CII contour bounds the domain of
the rest handles. To calculate the first term on the right side of (59), the CI contour is gone
on a distance ∼ ρ from the degenerated handles. Thus K˜(n1)L1 (t, t′) can be approximated by
its asymptotics, z and z′ both being far from z0. Due to (45), the above asymptotics is
related with the asymptotics of R˜
(n1)
L (t, t
′) in (19), which are given by
R˜
(n)
L (t, t
′; {q}) ≈ a˜
(n)
L ({q}) + α˜(n)L ({q})(ϑ+ ϑ′)
(z − z0)(z′ − z0) −
b˜
(n)
L ({q})ϑϑ′
(z − z0)(z′ − z0)
[
1
z − z0 −
1
z′ − z0
]
. (60)
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We assign a smallness ∼ √ρ1 to each of the integrated Grassmann parameters of the degen-
erated n1 configuration. Along with the estimation ∼ 1/√ρ1 for its differential, it correctly
determines the magnitude of the integral over the variables discussed. Hence
a˜
(n)
L ({q}) ∼ ρ21 , b˜(n)L ({q}) ∼ ρ21 , α˜(n)L ({q}) ∼ ρ1
√
ρ1 (61)
The asymptotics of K
(n1)
L1
(t, t′) is given by (45) and (60) at n = n1 and L = L1. The integrals
over z1 and z2 are calculated by the Cauchy theorem upon going the contours to surround
the poles on the right side of (60). Thus
Jncor ≈ [a˜(n1)L1 ({q}1)∂z∂z′ − 2b˜(n1)L1 ({q}1)∂z∂ϑ∂ϑ′ − 2α˜(n1)L1 ({q}1)∂z∂ϑ′ ]R˜(n2)L2 (t, t′; {q}2) (62)
where z = z′ = z0 and ϑ = ϑ
′ = 0. The indices ”1” and ”2” are assigned to the corresponding
configuration. Due to (61), the terms in (62) are ∼ ρ21ρ22/ρ4 and ∼ ρ1
√
ρ1ρ2
√
ρ2/ρ
3. The
last term in (57) is calculated in the same fashion using Appendix C. Being no more than
∼ ρ31
√
ρ1ρ
3
2
√
ρ2/ρ
7, it can be neglected. Thus
Z
(n)
L ({q})) ≈ Z(n1)L1 ({q}1))Z(n2)L2 ({q}2))[1 + 5Jncor] (63)
where Jncor is given by (62). Other corrections are calculated in the kindred manner. In
particular, from (54), the corrections for the ω
(n)
j2j′2
({q};L) period matrix elements are also
proportional to the coefficients in (60). Here j2 labels the cycles assigned to the n2 config-
uration. Really we shall see in Section 6 that corrections proportional to the coefficients in
(60) are too small to originate divergences. More large corrections are determined by the
asymptotics at z →∞ of the scalar function
J (n)r (t; {q};L) ≈
Sˆ(n)r ({q};L) + Σˆ(n)r ({q};L)ϑ
z − z0 ≡
Jˆ (n)r ({q};L;ϑ)
z − z0 . (64)
In this case Sˆ(n1)r ({q}1;L1) ∼ ρ1 and Σˆ(n1)r ({q}1;L1) ∼
√
ρ
1
. Below j1 is reserved for the cycles
assigned to the degenerated n1 configurations. Corrections for ω
(n)
j1j′1
({q};L) are quadratic
in the coefficients of (64) since the sole ∼ ρ1 term ∼ Σˆ(n1)j1 ({q}1;L1)Σˆ(n1)j′1 ({q}1;L1) vanishes.
Indeed, the above term is multiplied by ∂ϑ∂ϑ′R˜
(n2)
L2 (t, t
′; {q}2) at z = z′, which is nullified due
to the bose symmetry of the Green function. So
ω
(n)
j1j′1
({q};L) ≈ ω(n1)j1j′1 ({q1};L1) , ω
(n)
j2j′2
({q};L) ≈ ω(n2)j2j′2 ({q2};L2) ,
2πiω
(n)
j1j2({q};L) ≈ −
∫
Jˆ
(n1)
j1 ({q}1;L1;ϑ1)dϑ1D(t1)J (n2)j2 (t1; {q}2;L2) (65)
where the integral is calculated at z1 = z0, for further definitions see (64). The Green
functions and the scalar functions for |z − z0| >> ρ1 and |z′ − z0| >> ρ1 are found to be
J
(n)
j2 (t; {q};L) ≈ J (n2)j2 (t; {q}2;L2) , R(n)L (t, t′; {q}) ≈ R(n2)L2 (t, t′; {q}2) ,
J
(n)
j1 (t; {q};L) ≈ −
∫
Jˆ
(n1)
j1 ({q}1;L1;ϑ1)dϑ1D(t1)R(n2)L2 (t1, t; {q}2) (66)
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where z1 = z0. The indices ”1” and ”2” mark to the corresponding configurations. When
|z − z0| ∼ ρ1 and |z′ − z0| >> ρ1 the correction for the Green function is calculated through
the asymptotics of R˜
(n)
L (t, t
′; {q}) at z′ →∞. The above asymptotics is given by
R˜
(n)
L (t, t
′; {q}) ≈ S˜
(n)(t; {q};L) + Σ˜(n)(t; {q}, L)ϑ′
(z′ − z0) ≡
E˜
(n)
L (t; {q};ϑ′)
(z′ − z0) . (67)
In more details, the coefficients are represented as
S˜(n)(t; {q}, L) = ϑΣ˜(n)1 (z; {q};L) + S˜(n)1 (t; {q}, L) ,
Σ˜(n)(t; {q};L) = ϑS˜(n)2 (z; {q};L) + Σ˜(n)2 (z; {q};L); (68)
where the ”tilde” terms determine the asymptotics of the ”tilde” Green function in (19).
By dimensional reasons, S˜
(n1)
2 (z; {q}1;L1) ∼ 1, Σ˜(n1)1 (z; {q}1;L1) ∼ Σ˜(n1)2 (z; {q}1;L1) ∼ √ρ1
and S˜
(n1)
1 (t; {q}1;L1) ∼ ρ1. Further, at z → ∞ the functions discussed are related with the
coefficients in (60) by (z− z0)S˜(n)1 (t; {q}, L)→ a˜(n)L ({q}), (z− z0)2S˜(n)2 (t; {q}, L)→ b˜(n)L ({q}),
(z−z0)Σ˜(n)1 (t; {q}, L)→ α˜(n)L ({q}) and Σ˜(n)2 (t; {q}, L)→ Σ˜(n)1 (t; {q}, L). In the case discussed,
R
(n)
L (t, t
′; {q}) = R(n2)L2 (t0, t′; {q}2)−
∫
E
(n1)
L1 (t; {q}1; ϑ˜)dϑ˜D(t˜)R(n2)L2 (t˜, t′; {q}2) + . . . (69)
where z˜ = z0, t0 = (z0|0) and, in addition,
E
(n1)
L1 (t; {q}1; ϑ˜) = S(n1)(t; {q}1;L1) + Σ(n1)(t; {q}1;L1)ϑ˜ , S(n1)(t; {q}1;L1) =
−(z − z0) + S˜(n1)(t; {q}1;L1) , Σ(n1)(t; {q}1;L1) = ϑ+ Σ˜(n1)(t; {q}1;L1) (70)
with definitions given in (67) and in (68). The sum [ln(z′ − z0) + E(n1)L1 (t; {q}1; ϑ˜)] gives the
asymptotics at z˜ →∞ of the Green function R(n1)L1 (t, t˜; {q}1) related with R˜(n1)L1 (t, t˜; {q}1) by
(19). The scalar functions at |z − z0| ∼ ρ1 are given by
J
(n)
j1 (t; {q};L) = J (n1)j1 (t; {q}1;L1)−
∫
Jˆ
(n1)
j1 ({q}1;L1; ϑ˜)dϑ˜D(t˜)R˜(n2)L2 (t˜, t; {q}2) + . . . ,
J
(n)
j2 (t; {q};L) = J (n2)j2 (t0; {q}2;L2)−
∫
E
(n1)
L1 (t; {q}1; ϑ˜)dϑ˜D(t˜)J (n2)j2 (t˜; {q}2;L2) . . . (71)
with the definitions given in (69). The correction ∼ Σˆ(n1)j1 ({q}1;L1)Σ˜(n1)j1 ({q}1;L1) ∼ ρ1 in
the first line is absent because, being proportional to ∂ϑ∂ϑ′R˜
(n2)
L2 (t, t
′; {q}2) at z = z′, it is
nullified. The vacuum correlator (20) is given through X (n1)L1,L′1(t, t;ϑ1; {q, q¯}1) defined to be
X (n1)L1,L′1(t, t;ϑ1; {q, q¯}1) = E
(n1)
L1 (t; {q}1;ϑ1) + [J (n1)s (t; {q}1;L1) + J (n1)s (t; {q}1;L′1)]
×[Ω(n1)L1,L′1({q, q¯}1)]
−1
sr Jˆ
(n1)
r ({q}1;L1;ϑ1) ≡ X(n1)L1,L′1(t, t; {q, q¯}1) + Ξ
(n1)
L1,L′1
(t, t; {q, q¯}1)ϑ1 ;
X
(n1)
L1,L′1
(t, t; {q, q¯}1) = −(z − z0) + X˜(n1)L1,L′1(t, t; {q, q¯}1) ,
Ξ
(n1)
L1,L′1
(t, t; {q, q¯}1) = ϑ+ Ξ˜(n1)L1,L′1(t, t; {q, q¯}1) . (72)
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In this case the ”tilted” quantities are calculated through the ”tilted” ones in (70). From
(20), (69) and (71) the correlator is given by
XˆL,L′(t, t; t
′, t
′
; {q}) ≈ XˆL2,L′2(t0, t0; t′, t
′
; {q}2)−
∫
[X (n1)L1,L′1(t, t;ϑ1; {q, q¯}1)dϑ1
×D(t1)XˆL2,L′2(t1, t1; t′, t
′
; {q}2)
−
∫
[X (n1)L′1,L1(t, t;ϑ1; {q, q¯}1)dϑ¯1D(t1)XˆL2,L′2(t1, t1; t
′, t
′
; {q}2) + . . . (73)
where t0 = (z0|0), t1 = (z0|ϑ1) and the ”dots” encode the terms at t = t0 due to the leading
corrections for the (j2, j
′
2) matrix elements of (22) and for the scalar functions carrying the
j1 index. The above terms are easy found using (22), (65) and (71). From (62) and (65),
the integration measure is mainly factorized. For n1 = 1, the genus-1 factor
Z
(1)
L1,L′1
({q, q}1) = Ztore(k, k¯;L1, L′1)|u− v − µν|−2 (74)
differs from the integration measure Ztore(k, k¯;L1, L
′
1) on the torus [1] by the |u− v− µν|−2
multiplier, which is due to the integration over Killing genus-1 modes. Furthermore, only
even L1 super-spin structures might originate the divergences. Otherwise the integrand is not
singular, see Appendix C. Moreover, the contribution to (14) of odd super-spin structures is
obtained by the factorization of the relevant even super-spin ones, see the end of Appendix C.
So, it is sufficient to check the cancellation of divergences for the even super-spin structures.
In doing so we use eqs. (62) and (63) for the holomorphic partition function, expression (65)
for the period matrix, eqs. (66) and (71) for the scalar functions, eq. (69) for the Green
function and eq.(73) for the vacuum correlator.
6 Integrals of the superstring theory
The amplitude (14) includes Grassmann integrations along with the ordinary ones. In this
case the result is finite or divergent depending on the used integration variables, as this is
seen for an easy integral
I(ex) =
∫
dxdydαdβdα¯dβ¯
|z − αβ|p θ(1− |z|
2) (75)
where z = x+ iy while α and β are complex Grassmann variables. The complex parameter
p characterizes the strength of the singularity. Integrals of this kind really appear in (14).
In particular, from (25), the integration measure contains singularity (75) with p = 2. The
kindred expression is originated by the singularity (19) at z = z′ of the Green function. In
this case p = sjl/4 + 2 where sjl = −(pj + pl)2 is the square center mass energy in the given
reaction channel and the add 2 is due to the vacuum contractions of the fields in front of the
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exponential in (16). For the sake of simplicity, we bound the integration region in (75) by
|z|2 ≤ 1. Once the Grassmann integrations being performed, one obtains the integral
I(ex) = p
2
∫
dxdy
4|z|p+2 θ(1− |z|
2) , (76)
which is divergent at z = 0, if Re p > 0. On the other side, in (75) one can turn to the
variable z˜ = z − αβ. Then the Grassmann variables will present only in the step function
θ(|z˜ + αβ|2). After the integration over the Grassmann variables, the integral is turned to
the boundary integral at |z|2 = 1. Thus for any p the result of the integration is finite being
I(ex) = −
∫
dx˜dy˜dαdβdα¯dβ¯
|z˜|p αβα¯β¯
[
δ(|z˜|2 − 1) + |z˜|2dδ(|z˜|
2 − 1)
d|z˜|2
]
= −πp
2
. (77)
So (75) depends on the integration variables, at least for Re p > 0. For Re p < 0 when
(76) is convergent, (76) and (77) both give the same result. One could, however, change
the integration variable z by z +
∑N
i=1 δiδ
(1)
i where δi and δ
(1)
i are arbitrary Grassmann
numbers. When p is not an negative even number, the resulted integrand has the singularity
∼ |z|−(p+2+2N). So, for 2N > −p, the integral is divergent. For a negative even p the integral
can be reduced to the singular integral by a change z = z˜+αβ with the following |z˜| = |zˆ|p1
and arg z˜ = arg zˆ where p1 > 0 is no integer or half-integer, the strength of the resulted
singularity being (p1p − 1). This integral can be transformed to the divergent one. The
result is, however, the same, if the integration variable change remains the integral to be
convergent.
Calculating the amplitude, we are guided by preserving its local symmetries. Divergences
break the conformal symmetry due to a cutoff parameter, the amplitude depends on {N0}
set (13) that falls the theory. In the proposed calculation all the divergences are cancelled
and the local symmetries are preserved.
Due to the singularity (19) at z = z′ of the Green function, the integrand in (14) is
singular when m1 > 1 interaction vertices go the same point on the complex z plane. When
the vertices are accompanied by degenerated Schottky circles, singularities present also for
the integration measure. If 1 < m1 < (m − 1) for the m > 3 point amplitude, then the
strength of the singularity depends on the energy 10-invariant of the given reaction channel.
The integral is calculated [1] for those energies below the reaction threshold, where it is
convergent. The result is analytically continued to energies above the threshold. In this case
the amplitude receives singularities required by the unitarity equations (as an example, see
Appendix A). Due to the energy-momentum conservation, there is no a domain for the energy
10-invariants where the integrals over all the singular regions are convergent simultaneously.
Hence the amplitude is obtained by the summing of the pieces obtained by the analytical
continuation from the distinct regions of the 10-invariants. For instance, the calculation of
the scattering amplitude includes an analytical continuation from the relevant energy region
of the integrals over nodal regions. Each of the integrals gives rise to the cut in s, t and
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u-Mandelstam invariant. Every region contains a pair of the corresponding vertices going
to each other (see the discussion of the unitarity equations in Section 4 and in Appendix
A). The analytical continuation procedure discussed is evidently consistent with the local
symmetries of the amplitude.
Moreover, the amplitudes for the emission of a longitudinal gauge boson are nullified as it
is required. Indeed, from (16), in this case the integrated function is the super-derivative in
tj of a local function of the tj coordinate assigned to the longitudinal boson discussed. When
zj and certain other vertex coordinates both go to the same point, the integral is calculated
for those energy invariants, which it is convergent for. Hence the integral is reduced to the
integral over boundary of a singular region discussed. The boundary integral is analytically
continued to considered energies. Having no singularity discussed, the boundary integral is
independent from which energy region it was be continued. Hence the boundary integrals
being collected together, are canceled.
By aforesaid, the divergences of the m-point amplitude may appear only when a number
m1 of the vertices at the same point is m1 = 0, m1 = 1 and m1 ≥ (m−1). The m1 ≥ (m−1)
case is, however, out of the integration region, if {N0} set in (14) is formed by (3|2) ones from
the vertex coordinates. So first we consider configurations of degenerated Schottky circles,
no more than one vertex being nearby. From (24), (25) and (55), the integration measure is
singular in Schottky multipliers ks and in group limiting points, as well.
Due to (36) and (43), the singularity in ks appears only at ks → 0. In this case, from
(55) and (56), the holomorphic integration measure is ∼ k−(3−2l1s)/2s . Half-integer powers of
ks at l1s = 0 are cancelled after the summation over 2l2s = 0 and 2l2s = 1 since the sum
is unchanged when
√
ks → −
√
ks, see Section 3 (for the vacuum amplitude this directly
follows from (56)). From (22) and (54), the non-holomorphic factor in (24) is ∼ 1/(ln |ks|)5
at ks → 0. So the integrand (14) at ks → 0 is ∼ 1/[|ks|2(ln |ks|)5], the integral (14) over
small |ks| being finite as it has been observed in [5] for the Neveu-Schwarz sector.
Singularities in the group limiting points are due to the configurations discussed in Section
5 where n1 degenerated handles (carrying the even super-spin structure L1) go to the same
point z0. As far as z0 → ∞ is reduced to a finite z0 by a relevant L(2) transformation, we
mainly consider finite z0. By aforesaid, we assume no more than one vertex nearby z0. When
no to be the vertex, we say this is the vacuum configuration. If the zj coordinate of the
corresponding interaction vertex j goes to z0, we say it is the j-th configuration. With our
convention for the {N0} set (see Section 2) all the Grassmann module parameters of the n1
configuration are the integration variables while, for the j-th configuration, the ϑj Grassmann
partner of zj may be fixed. So we discuss the integral over the group limiting points of the
n1 configuration with given z0 and ϑj (for the j-th one). We bound from top the size of the
n1 configuration by the Λ << ρ cut-off where (see Section 5) ρ is the characteristic distance
from z0 to points assigned to the n2 configuration. Due to (43), and (12), the integrand is
non-singular until no one of the differences v˜s = (vs−us) is equal to zero. Hence we take the
above differences as the integration variables. On equal terms one can also take the super-
difference ws = v˜s − νsµs instead of v˜s. To be detailed, the remaining variables are chosen
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to be us, µs and νs. When {v˜s} (or {ws}) are fixed, the integrals over the above variables
are non-singular. By dimensional reasons, the result of the integration may, however, be
singular at v˜s → 0 (or at ws → 0) that originates the divergences for the integral over {v˜s}
(or over {ws}). All v˜s (or ws) being of the same order ∼ ρ1 → 0, the singularity is due to the
integration over the region in a size ∼ ρ1. The easiest way to estimate the integrals is, as has
been noted already, to assign the ∼ √ρ1 smallness to each one of the integrated Grassmann
variable of the degenerated genus-n1 supermanifold. Simultaneously, the differential of the
variable is ∼ 1/√ρ1. So leading terms in (78) and (82) might originate the divergence
∼ (ρ/ρ1)2 where ρ >> ρ1 characterizes distances from z0 to points associated with the
n2 non-degenerated configuration. The corrections terms might originate the divergences
∼ (ρ/ρ1) and ∼ ln(ρ/ρ1). We propose, however, a calculation, which avoids the divergences.
Before we need to discuss in more details the singular configurations of interest, which are
the vacuum configuration and the j-th one.
For the vacuum configuration the integrand (14) can be represented as
Fn1,n20 ({q, q¯}; {pr, ζ (r)}) =
∑
P,P
′
O
(n1)
0 (P, P
′
; {q, q¯}1)Y (n2)P,P ′ (78)
where O(n1)(P, P
′
; {q}1) is calculated for the degenerated configuration while Y (n2)P,P ′ depends
only on z0, parameters of the n2 configuration and on characteristics of the interaction states.
As above, {q}1 is the set of the module variables assigned to the degenerated configuration.
The sum over corrections (P ) for holomorphic functions and over corrections (P ′) for the
anti-holomorphic ones, includes P = 1 (and P ′ = 1) corresponding to the leading term.
Eq.(78) follows directly from the calculation of the holomorphic functions in the previous
Section. Among other things, the sum in (78) includes terms due to the corrections for the
boundary (36). For the vacuum configuration (78) the leading term O
(n1)
0 (1, 1¯; {q, q¯}1) is
O
(n1)
0 (1, 1¯; {q, q¯}1) =
∑
L1,L′1
Z˜
(n1)
L1,L′1
({q, q}1) (79)
where zero point function Z˜
(n)
L,L′({q, q}) including step functions (36) and (43) is given by
Z˜
(n)
L,L′({q, q}) =
g2n
2nn!
Z
(n)
L,L′({q, q})Bˆ(n)L,L′({q, q})B˜(n)L,L′({q, q}) , (80)
integration measure Z
(n)
L,L′({q, q}) being given by (24) and (25). For the j-th configuration
containing the dilaton emission vertex, the leading term O(n1)(DJ,DJ ; 1, 1¯; {q, q¯}1) is due to
pairing (23) of fields (16) in front of the exponential calculated for the n1 configuration. In
this case
O
(n1)
j (DJ,DJ ; 1, 1¯; {q, q¯}1) =
∑
L1,L′1
Z˜
(n1)
L1,L′1
({q, q}1)I˜(n1)L1,L′1(tj , t¯j; {q, q¯}1)B
(n1)
L1,L′1
(tj , t¯j; {q, q¯}1)
(81)
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where tj = (zj |ϑj) is the vertex coordinate going to z0, for other definitions see also (23) and
(80). We define the integrand together with the step factor (12). The integrand of (14) for
the j-th configuration (including the corrections) is given by
Fn1,n2(j) (tj , t¯j; {q, q¯}; {pr, ζ (r)}) =
∑
P,P¯ ′
O
(n1)
j (DJ,DJ ;P, P¯
′; {q, q¯}1)Y˜ (n2)P,P¯ ′ (j)
+
∑
P,P¯ ′
O˜
(n1)
j (P, P¯
′; {q, q¯}1)Y˜ (n2)P,P¯ ′ (j) (82)
where t0 = (z0|0). As above, P lists holomorphic corrections, P¯ ′ lists anti-holomorphic ones,
and Y˜
(n2)
P,P¯ ′
(j) depends only on the parameters of the n2 configuration, the interaction particle
characteristics and on z0. Every term for the first sum on the right side is proportional
to I˜
(n1)
L1,L′1
(tj , t¯j; {q, q¯}1). So the first sum presents only when the configuration includes the
dilaton emission vertex. The remaining terms are included in the second sum. In the second
sum the term P = 1 (and P ′ = 1) is absent. When no one of {q}1 belongs to the {N0} set,
one can take z0 = zj . Otherwise we identify z0 with a group limiting point. In more details,
the (P, P¯ ′) term in (78) is represented as
O
(n1)
0 (P, P
′
; {q, q¯}1) =
∑
L1,L′1
P ({q}1;L1)AˆP,P ′({q, q¯}1;L1, L′)P ′({q}1;L′1) (83)
where AˆP,P ′({q, q¯}1;L1, L′) offers the SL(2) and {G˜} symmetries while P ({q}1;L1) is the
function of {q}1 in (60) or in (64), or products constructed using the functions above. As
it has been noted, P = 1 or P ′ = 1 is assigned to the leading term for the corresponding
movers. In a like fashion, the term for the first sum on the right side of (82) is given by
O
(n1)
j (DJ,DJ ;P, P¯
′; {q, q¯}1) =
∑
L1,L′1
∑
r,s
B
(n1)
L1,L′1
(tj , t¯j; {q, q¯}1)D(tj)J (n1)r (tj ; {q}1;L1)
×A˜(r,s)P,P ′({q, q¯}1;L1, L′)P (tj; {q}1;L1)D(tj)J (n1)s (tj; {q}1;L′1)P ′(tj ; {q}1;L′1) (84)
where A˜
(r,s)
P,P ′({q, q¯}1;L1, L′) has the SL(2) and {G˜} symmetries. For the second sum one
obtains
O˜
(n1)
j (P, P¯
′; {q, q¯}1) =
∑
L1,L′1
P (tj; {q}1;L1)Aˆ(j)P,P ′({q, q¯}1;L1, L′)
×P ′(tj ; {q}1;L′1)B(n1)L1,L′1(tj, t¯j ; {q, q¯}1) (85)
where Aˆ
(j)
P,P ′({q, q¯}1;L1, L′) possesses the SL(2) and {G˜} symmetries. The P (tj ; {q}1;L1)
function in (84) and in (85) is the one of P ({q}1;L1) in (83), or one of functions (70), or it is a
certain product of the functions above. For P and P ′ in (78) and (82) we use the same symbol
as for the corresponding function on the right side of (83), (84) or of (85). As an example,
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O
(n1)
0 (Sˆr, P¯
′; {q, q¯}1) is given by (83) for P ({q}1;L1) = Sˆ(n1)r ({q}1;L1), which is defined in
(64). The term with P = Ξ in (82) is given by (84) for P (tj; {q}1;L1) = Ξ˜(n1)L1,L′1(t, t; {q, q¯}1)
where the right side is defined in (72). The term with P = DX is given by (85) for
P (tj; {q}1;L1) = D(tj)X(n1)L1,L′1(t, t; {q, q¯}1) where X is defined in (72). And so on. For the
following, below we collect terms due to holomorphic and anti-holomorphic corrections each
are no less than ∼ ρ1 in respect to the leading term. Since P ′ repeats P , only P are listed.
The sum in (78) and the first sum in (82) include P = 1, P = Sˆr, P = Σˆr and P = ΣˆrΣs
where Σr and Sr are defined by (64). These terms are due to corrections for the period
matrix (65) and corrections for the correlator (20) when z and z′ both are not nearby z0.
In (82) the discussed terms are due to, in addition, by the ”dots” terms in (73). Evidently,
O
(n1)
0 (Σˆr, P
′
; {q, q¯}1) in (78) being odd function of {µ, ν}, is nullified after the integration
over the Grassmann variables. The first sum in (82) contains also terms with P = X and
P = Ξ due to corrections in (73). Also, it includes the by-linear term with P = ΣˆrΞ.
Generally, in (82) we do not assume the integration over ϑj , but for the estimation, it is
convenient to assign the ∼ √ρ1 smallness also to ϑj . Finally a proportional to ϑj term must
be multiplied by ∼ 1/√ρ1. From Section 5, the correction for the pairing (23) at t = tj
is ∼ D(tj)X (n1)L1,L′1(t, t;ϑ1; {q, q¯}1) times D(tj)X
(n1)
L1,L′1
(t, t;ϑ2; {q, q¯}1), see eq.(73). Hence P for
the second sum in (82) runs P = DX , P = DΞ, P = ΣˆrDΞ and P = ΞDΞ. In this case
DX and DΞ each denote the super-derivative in respect to tj of the corresponding function.
All the rest holomorphic (anti-holomorphic) corrections are less than ∼ ρ1.
For n1 = 1 the singularity of (78) at v˜1 = v1 − u1 = 0 is canceled locally due to the
summation over the spin structures. Indeed, the terms with P = 1 vanish since, from (74),
each a term is proportional to the torus partition function, the sum over the torus partition
functions being nullified [1]. Terms with P = Sˆ1 and P = Σˆ1 disappear for the same reason
since the genus-1 scalar function (B.4) is independent of the spin structure. As far as the
singularity is canceled separately for the right movers and for the left ones, spin dependent
corrections proportional to the coefficients in (60) are not singular. For the integrals over
(µ1, ν1) with w1 = v1 − u1 − ν1µ1 to be given, the leading singularity is canceled already for
every spin structure since the leading terms do not depend on (µ1, ν1), but the cancellation
of the non-leading singularity occurs only for the sum over the spin structures.
For the j-th configuration one can define boundary (12) of the fundamental region on the
complex zj plane using the ”circles” (10). In this case ℓs(t) is the same for all spin structures.
Then the spin structure independent terms are nullified locally due to the summation over
the spin structures. If one uses ”circles” (11) dependent on the spin structure, the spin
structure independent terms are nullified after the integration over module variables (but v˜1).
Corrections due to the coefficients in (60) are too small to originate singular terms. Further
spin structure dependent terms are due to those corrections for the vacuum correlator (73),
which include the E˜
(1)
L1 (t; {q}1;ϑ′) function (67), see eq.(72). For n1 = 1 the above function
is given by (B.17) of Appendix B. From (B.17), the spin structure dependent part of is
∼ (ϑ− ε(z)). At the same time, from (B.4), it follows that (ϑ− ε(z))D(t)J(t) = 0. So the
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first sum on the right side of (82) is non-singular. From (B.17), the singularity of the second
sum disappears for every spin structure after the integration over the Grassmann variables
(with an exception of any one from them) and after the following integration over either
u1, or over zj. The integral over u1 can be replaced by the integral over (zj − u1) since the
integrand depends on u1 solely through (u1 − zj).
Instead of v˜1, one can use the w1 = (v1 − u1 − ν1µ1) variable. To obtain (B.17) in the
(u, w, z) variables, the partial derivative (∂w)(u,z) when (u, z) are fixed, is calculated through
(∂z)(u,w) with (u, w) are fixed. For this purpose one can use the invariance of (B.17) under
the special SL(2) transformations
z = z˜ + ϑ˜ϑ0 , ϑ = ϑ˜− ϑ0 (86)
where ϑ0 is a parameter common for all the variables. The above invariance of (B.17) follows
from the invariance under (86) of Green function (B.1). In this case functions (68), which
determine the corrections, are found to be
Σ˜(1)(t; {q}1;L1) = (ϑ− ε(z))Wˆ1 − w−1
[
Wˆb(µ− ν)− µνϑ∂z [(z − u)Wˆ1 + Wˆb]
]
,
S˜(1)(t; {q}1;L1) = S˜(1)inv(t; {q}1;L1)− Σ˜(1)(t;L1)ϑ ,
S˜
(1)
inv(t;L1) = Wˆb − w−1
[
[(z − u)Wˆ1 − Wˆ2Wˆb](µ− ν)− ε(z)∂zWˆ1
]
(ϑ− µ) (87)
with {q}1 = (u, w, k), Wˆ1 ≡W1(z, u, w;L1), Wˆ2 ≡W2(z, u, w;L1) and Wˆb ≡Wb(z, u, w). So
Wˆb does not depend on L1. Both Σ˜
(1)(t; {q}1;L1) and S˜(1)inv(t; {q}1;L1) are invariant under
(86). For the second sum in (82) the singularity at w1 = 0 disappears for every spin structure
after the integration over u1, µ1 and ν1 (if we fix zj and ϑj). Really (87) is required only to
verify the vanishing of the term proportional to D(tj)Σ˜
(1)(t; {q}1;L1). The rest terms have
fermi statistics and, in addition, they are invariant under (86) along with step factor (12).
After the integration over µ1 and ν1 the integrand appears to be the derivative in u1 of the
local function (see Appendix D). Thus the singularity disappears after the integration over
u1. (Generically, the cancellation of the non-leading singularity in w forces the cancelation of
the singularity in v˜ and vice versa, see the next Section). The leading singularity of the first
sum in (82) disappears for the same reasons while the non-leading singularities disappear
only after the summation over the spin structures. One can define boundary (12) of the
fundamental region using either the ”circles” (10), or (11). The cancellation of the singular
terms occurs for both cases.
In addition, the singularity of (82) for n1 = 1 disappears after the integration over tj,
the summation over the spin structures being performed. To see this one transforms the
integration variables by (5) reducing µ1 and ν1 to zeros. The above change of the variables is
correct since the integral is non-singular. The integral vanishes locally in the super-Schottky
group parameters due to the known nullification of the 1- and 2-point genus-1 function [1].
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7 Finiteness of the multi-loop superstring amplitudes
To clarify the calculation of the integrals for n1 > 1, first we consider the n1 = 2 configura-
tion, the group limiting points being Us = (us|µs) and Vs = (vs|νs). Here s = 1 and s = 2
mark the first handle and the 2-nd one. In the vacuum configuration (78) we take z0 = u2,
while in (82) we take z0 = zj assuming tj to be fixed. As before, the size of the configuration
is restricted from top by a cut-off Λ << ρ where ρ is the characteristic distance from z0
to points associated with the n2 configuration. As has been discussed in the Introduction,
we consider the integrals of functions (83), (84) or (85), every function being the sum over
the spin structures of the configuration discussed. The integrals are taken over the group
limiting points of the configuration keeping z0 and v˜2 or w2 to be fixed. Calculating the
integral over the variables of the 1-st handle, we first integrate over u1, µ1 and ν1. Then
the singularity at v˜1 → 0 disappears due to vanishing the integrals of the n1 = 1 functions.
Indeed, at v˜1 → 0, the integrand is given by (78) or (82) with n1 = n2 = 1 where Y (n2=1)P,P ′ is
equal to the corresponding expression among (83), (84) and (85) calculated for the handle
”2”. Therefore, the considered n1 = 2 integrals are convergent. And they are functions
of v˜2 or w2. As it was announced in the Introduction, it will be shown that the integrals
have no the singularity at v˜2 = 0 or w2 = 0. Thus the contribution to the amplitude from
the considered configuration is finite since it is just given by the additional integration over
v˜2 = 0 (or w2 = 0) of the integrals considered. Also we show the vanishing of the 0,- 1-, 2-
and 3-point genus-2 amplitudes.
For the j-th configuration we perform u2-boost of the integration variables. Then the
integral over u2 with fixed tj is turned to the integral over zj with fixed u2 = 0 and fixed ϑj ,
as well. So we shall consider the integral with fixed u2 = 0 and ϑj , the integration over zj
being performed. Often, as it explained below, we shall transform these integrals into the
integrals with ϑj to be the integration variable.
By the reasons of the previous paragraph, the integral with fixed v˜2 (or w2) of the sum
over the spin structures of the first handle is convergent even without the summation over
the spin structures of the second handle. Moreover, due to the nullification of the integrals
of the Y
(n2=1)
P,P
′ functions associated with the 2-nd handle, the integral of the sum over the
spin structures of the second handle is convergent for the particular spin structure of the
first handle. Hence the integral of either of the partial spin structure sums discussed is
convergent, as it has been announced in the Introduction. By the above reasons, the integral
with fixed both U2 = (u2|µ2) and V2 = (v2|ν2) of the sum over the spin structures of the 1-st
handle is convergent, as well. If, additionally, the integration over tj = (zj|ϑj) is performed,
the integral with fixed U2 and V2 of the sum over the spin structures of the 2-nd one is
convergent, too. Indeed, in this case the divergence at v˜1 = 0 (or w1 = 0) is canceled due
to the nullification of the 1- and 2-point genus-1 function (see the end of Section 6). The
integrals of the discussed partial spin structure sums both to be convergent, the integral of
the total spin structure sum admits changes of the integration variables by the spin structure
dependent transformations from the group of its local symmetries can be performed (see a
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discussion of this point in the Introduction).
First we consider the integrals of terms in (83) and (84) with P = 1. For convenience,
these terms in (82) can be additionally integrated over ϑj . Indeed, solely the ∼ ϑj piece
of the integrand contributes to the integral while the remaining part disappears due to the
integration over the Grassmann module variables. By aforesaid, the integral of the sum over
the spin structures of either of two handles is convergent. Furthermore, the P = 1 terms in
both (78) and (82) are invariant under transformations (86) of the holomorphic variables (the
anti-holomorphic ones may be unchanged). Thus for w2 = v2−u2−ν2µ2 to be fixed and once
the integration over the holomorphic Grassmann variables to be performed, the integrand is
transformed to a sum of derivatives in respect to the boson integration variables, see (D.2)
in the Appendix D. Hence the corresponding integral is nullified apart from the non-singular
at w2 → 0 terms originated by the Λ cut-off. One could also change the integration variables
but µ2 by transformation (86) with ϑ0 = µ2 (it remains the same both w2 and u2). Then µ2
is removed from the integrand (with an exception of the Λ cut-off boundary). In this case
the singularity at w2 = 0 vanishes after the integration over µ2. Both calculations give the
same result since the integral is not singular. At the same time, the singular integral of the
single spin structure of every handle is divergent or finite depending on the variables used.
In particular, the last integral appears to be the finite once the above change the integration
variables to be performed. For the integral of the sum over the spin structures of any handle
the discussed ambiguity is absent.
When v˜2 is fixed instead of w2 the integral of function (82) with P = 1 considered is,
for convenience, again additionally integrated over ϑj . To see for no to be the singularity at
v˜2 = 0, we represent the discussed integral by the integral over u1, µ2 and ν2 of the integral
A(2)1,P ′(u1, u2, v˜2, µ2, ν2) calculated with fixed u1, u2, v˜2, µ2 and ν2. By reasons given in the
third paragraph of this Section, this integral is convergent for the sum over the spin structures
of either of two handles. The discussed singularity at v˜2 = 0 might appear solely due to the
region where u1, u2 and v2 both are closely to each other since the n1 = 1 integral appearing
when u2 → v2 and u1 6= u2, has not the singularity discussed. Hence we assume both u1
and v2 to be fixed closely to u2. In this case we remove the Λ cut-off because, owing to (43),
the integration v1 variable is bounded inside a small region nearby u2. Then, due to the
symmetry of the integrand under SL(2), {G˜}2 and super-Schottky group transformations,
A(2)1,P ′(u1, u2, v˜2, µ2, ν2) is related with its magnitude A(2)1,P ′(u1, u2, v˜2, 0, 0) at µ2 = ν2 = 0 by
(the proof is given in the next paragraph)
A(2)1,P ′(u1, u2, v˜2, µ2, ν2) =
(
1− µ2ν2/v˜2
)
A(2)1,P ′(u1, u2, v˜2, 0, 0) . (88)
For the same integral A˜(2)1,P ′(u1, u2, w2, µ2, ν2) to be considered as function of w2 (instead of
v˜2) one obtains that
A˜(2)1,P ′(u1, u2, w2, µ2, ν2) =
(
1− µ2ν2/w2 − µ2ν2∂w2
)
A(2)1,P ′(u1, u2, w2, 0, 0) , (89)
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Eq.(89) is obtained by substituting v˜2 = w2 − µ2ν2 into (88). Integrating (89) over u1,
µ2 and ν2, one sees that the absence of the singularity at w2 = 0 for the integral on the
left side (proving in the previous paragraph) forces the vanishing at w2 = 0 of the integral
of A(2)1,P ′(u1, u2, w2, 0, 0) over u1. Besides, from (88) and (89), the singularity at v˜2 = 0
disappears for the integral of A(2)1,P ′(u1, u2, v˜2, µ2, ν2) over u1, µ2 and ν2, as it is required.
Relation (88) will be proved for the integral of the total spin structure sum. Hence the
discussed cancellation of the singularity in v˜2 is shown only for the integrals of the sum over
all the spin structures of the configuration considered.
To prove (88), we represent the integrand O(1, P¯ ′; {q, q¯}1) of the discussed integral as
[O(1, P¯ ′; {q, q¯})H(U2, V2, U1)] times H−1(U2, V2, U1) where H(U2, V2, U1) is the factor (13)
for t
(0)
1 = U2, t
(0)
2 = V2 and t
(0)
3 = U1. As before, U2 = (u2|µ2), V2 = (v2|ν2) and U1 = (u1|µ1).
Then we change the holomorphic integration variables by the SL(2) transformation (E.2)
(see Appendix E), which reduces µ2 and ν2 to zeros, but it does not change both u1, u1 and
v2. Since the expression inside the square brackets is SL(2) co-variant, the transformation
remains it the same, but for µ2 = ν2 = 0. Moreover, we obtain that H
−1(U2, V2, U1) in front
of the square brackets receives only the [1 + µ2ν2/(u2 − v2)] multiplier. The ∼ µ1 terms in
H−1(U2, V2, U1) does not contribute to the integral since [H(U2, V2, U1)O(2)0 (1; P¯ ′; {q, q¯})] at
µ2 = ν2 = 0 is even function of (µ1, ν1) (after the integration over ϑj the j-th configuration).
The integration region boundary (12) and (43) is non-invariant under the transformation
that originates additional boundary integrals. They, however, cancel each other since, on
equal terms, the integration region can be bounded by (12) and (43) taken as for the former
variables, so for the resulted ones. Indeed, each of the integration regions is the fundamental
region of the local symmetry group of the integral. Hence the integral is the same in both
cases. As the result, (88) appears. Really the boundary integrals are canceled to be reduced
to each other by the change of the integration variables by means spin dependent transfor-
mations of the {G˜}2 group and of the super-Schottky group (for the j-configuration). As it
has been discussed, these transformations can be surely performed only for the integrals of
the whole spin structure sum. Hence relation (88) is established only for the integral of the
total sum over the spin structures of the discussed configuration.
The A(2)1,1(u1, u2, v˜2, 0, 0) integral assigned to function (83) (for P = P ′ = 1) times |(u1 −
u2)(u1−v2)|2, is just the genus-2 vacuum amplitude, while the corresponding integral of (84)
is the 1-point, genus-2 one. Indeed, every discussed amplitude is given by an integral (14)
over µ1, ν1 and v1 and their complex conjugated with u1, u2, v2, µ2 and ν2 to be fixed. The
integral does not depend on the fixed variables due to SL(2), G˜ and super-Schottky group
symmetries. Taking µ2 = ν2 = 0, one just obtains A(2)1,1(u1, u2, v˜2, 0, 0) required. Calculating
its limit at v2 → u2 under the integral sign, one finds that A(2)1,1(u1, u2, v˜2 = 0, 0, 0) is nullified
owing to the above discussed properties of the n1 = 1 functions. Indeed, at v2 → u2 it is
expressed through the n1 = 1 integrals (see the first paragraph of this Section). The limit
under the integral sign is correct since (see Section 4) at v2 → u2 both u2 and v2 lay exterior
to the Schottky circles assigned to the handle ”1”. Thus the integral vanishes identically since
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it is independent of v˜2. So the 0- and 1-point amplitudes both are nullified. As it has been
discussed above, the independence of the integral on the fixed variables implies a possibility
to perform spin dependent transformations {G˜}2 and, for the 1-point amplitude, the super-
Schottky group transformations of the interaction vertex coordinate. These transformations
can be surely performed only for the integrals of the whole spin structure sum. Hence the
nullification is shown only for the integral of the whole sum over the spin structures. To
directly verify the vanishing of the discussed amplitudes v2 = u2 for arbitrary (µ2, ν2), it
requires the consideration of corrections ∼ |v˜2|2 for each one of movers, which we did not
performed.
The integrals of terms with P = 1 being non-singular at w2 = 0 (or v˜2 = 0), corrections
might be singular when both P 6= 1 and P ′ 6= 1. In this case only corrections listed in
the previous Sections need to be examined. For v˜2 to be fixed, the integral differs from the
corresponding integral with fixed w2 by the additional term µ2ν2∂v˜2O(2)0 (P, P ′; {q, q¯}). By
the dimensional reasons, the singular part of the integral of O(2)0 (P, P ′; {q, q¯}) at µ2 = ν2 = 0
(when P 6= 1 and P ′ 6= 1) is (u2 − v2)−1 times a non-singular factor. This singularity is
week to give the divergence in the amplitude. So it is sufficient to verify the absence of the
singularity for only one of w2 and v˜2 to be fixed.
The terms of (82) with P = ΣˆrΣˆ, P = ΣˆrΞ˜, P = ΣˆDΞ and P = Ξ˜DΞ (for definitions, see
the text just below eq.(85)) can be additionally integrated over ϑj since, like the terms with
P = 1, the remaining part disappears due to the integration over the Grassmann module
variables. The integrals are invariant under (86). Indeed, due to the invariance under
(86) of R˜
(n)
L (t, t
′; {q}), both Ξ˜(n1)L1,L′1(tj, tj ; {q, q¯}1) and D(tj)Ξ
(n1)
L1,L′1
(tj , tj; {q, q¯}1) (see (72)) are
invariant under (86) that, in turn, provides the discussed invariance of the considered terms.
Thus the singularity at w2 = 0 is nullified for the integral of the sum over the spin structures
of any one of the two handles, just as for the P = 1 terms. So, by the previous paragraph,
the singularity at v˜2 disappears, too. Only the integrals (see the previous Section) linear in
functions (64) and (69) need to be more examined.
In doing so, for convenience we again transform the integrals of functions (82) with fixed
ϑj to integrals where ϑj is the integration variable. For P = X , P = DX and P = Sˆr we can
additionally integrate over ϑj as far as the ∼ µ1ν1µ2ν2 term of the integrand includes ϑj , as
well. With ϑj no to be fixed, the terms with P = Σˆr, P = DΞ and P = Ξ disappear after
the integration over Grassmann variables as far as there is no a piece proportional to all the
Grassmann variables including ϑj . When ϑj is fixed (this is just assumed), we reduce µ2 to
zero by transformation (86) with ϑ0 = µ2. In this case we omit the change of the Λ cut-off
boundary since it does not originate the singularity at w2 = 0. When v˜2 is fixed instead of
w2, additional terms appear due to this transformation, but they can be omitted. Indeed, by
aforesaid, they are non-singular in v˜2. Hence the integrals of terms with P = Σˆr, P = DΞ or
P = Ξ are turned into the integrals over ϑj with µ2 = 0 to be fixed. The integral of the ϑj
term in Ξ (defined by (72)) is nullified being proportional to a vanishing integral of a term
with P = 1.
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For definiteness, we discuss the integrals with v˜2 to be fixed. As above, u2 is fixed, too
(see the second paragraph of this Section). Really in this case the third fixed point being
∞, presents. Indeed, the integrand contains P to be the asymptotics of the corresponding
function. We shall prove that every considered integral AP,P ′(u2, v˜2,∞) is related to an
integral A˜(u2, v˜2, u(0)1 , 0, 0; P˜ , P˜ ′) with the fixed u1 = u(0)1 , u2, v˜2 and µ2 = ν2 = 0 as it
follows
AP,P ′(u2, v˜2,∞) = 1|v˜2|2 A˜(u2, v˜2, u
(0)
1 , 0, 0; P˜ , P˜
′)|(u(0)1 − u2)(u(0)1 − v2)|2 + . . . (90)
where the ”dots” denote terms, which are non-singular in v˜2 at v˜2 = 0. The integrand for
A˜(u2, v˜2, u1(0), 0, 0; P˜ , P˜ ′) contains D(t′0)P (t′0) to be the spinor derivative (8) of the P (t′0)
function whose asymptotics at z′0 → ∞ is proportional to the P function in (83), (84)
or (85). In the above integral the integration over t′0 is implied. It will be shown that
A˜(u2, v˜2, u1(0), 0, 0; P˜ , P˜ ′) is zero at v˜2 = 0 due to vanishing of the n1 = 1 integrals dis-
cussed in Section 6. Hence the singularity at v˜2 disappears for the considered integral
AP,P ′(u2, v˜2,∞). Thus (see the Introduction and the beginning of this Section) the contri-
bution to the amplitude from the considered configuration is finite.
Eq.(90) is derived with using a change of the integration variables by the relevant SL(2)
transformation. In doing so the integration region (12) and (43) is changed. To reduce it to
the former region, the spin structure dependent transformations of the {G˜}2 group and of
the super-Schottky group transformations of tj (for the j-th configuration) are necessary. As
it has been discussed above, these spin structure dependent transformations can be surely
performed only for the integrals of the total sum over the spin structures. Hence eq.(90)
is established only for the integrals of the total sum over the spin structures of the n1 = 2
configuration discussed.
To derive eq.(90) we consider the integral A(u2, v˜2; P˜ (t′0), P˜ ′(t′0)), which is obtained
by the replacement P → D(t′0)P (t′0) and P ′ → D(t′0)P ′(t′0) in AP,P ′(u2, v˜2,∞). Here
D(t′0)P (t
′
0) is the spinor derivative of a relevant function P (t
′
0) proportional to P at z
′
0 →
∞. In particular, the integrals of terms with P = Sˆr and P = Σˆr are calculated from
the integral of term with P (t′0) = D(t
′
0)Jr(t
′
0) obtained by the replacing of P in (83)
and (84) by D(t′0)J
(2)
r (t
′
0; {q};L1). The integrals of P = X and P = Ξ are calculated
from the integral of terms with P (t′0) = D(t
′
0)X (t′0). In this case the corresponding P in
(84) and (85) are replaced by D(t′0)Xˆ
(2)
L1,L′1
(tj , tj; t
′
0, t¯
′
0; {q, q¯}1) where the vacuum correlator
Xˆ
(2)
L1,L′1
(tj, tj ; t
′
0, t¯
′
0; {q, q¯}1) is given by (20). Correspondingly, the integrals of terms with
P = DX and P = DΞ are calculated from the integral containing P (t′0) = DD(t
′
0)X (t′0).
In doing so the integrals of terms with P = Sˆr, P = X and P = DX are calculated as the
z′0 →∞ limit of the corresponding integral multiplied by (z′0 − u2)(z′0 − v2), the integration
over ϑ′0 being performed. And the integral of terms with P = Σˆr, P = Ξ˜ or P = DΞ is
the z′0 → ∞ limit of the corresponding integral with µ2 = ϑ′0 = 0 multiplied by (z′0 − v2).
We want to relate the above integrals to the integrals with u1 to be fixed instead of z
′
0.
AS the first step, we calculate the considered integrals in terms of the integrals with fixed
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µ2 = ν2 = 0 and with the same u2, v1 and z
′
0 (in the last integrals the integration over ϑ
′
0
is performed). Then we use the relevant L(2) transformation g(z) to fix u1 instead of z
′
0.
To do the first step above, we represent A(u2, v˜2; P˜ (t′0), P˜ ′(t′0)) by the integral over either
(µ2, ν2), or ν2 (with µ2 = 0) of the A(u2, v˜2, µ2, ν2; P˜ (t′0), P˜ ′(t′0)) integral with (µ2, ν2) to be
fixed. By the third paragraph of this Section, all the integrals of the sum over the spin
structures either of the handles are convergent. Once we calculate the (µ2, ν2) dependence
of the integrals, the desired A(u2, v˜2; P˜ (t′0), P˜ ′(t′0)) integrals appear to be given though the
A(u2, v˜2, µ2, ν2; P˜ (t′0), P˜ ′(t′0)) integral with µ2 = ν2 = 0, as it is required. To calculate the
(µ2, ν2) dependence of the A(u2, v˜2, µ2, ν2; P˜ (t′0), P˜ ′(t′0)) integral, we change the integration
variables by transformation (E.2) (see Appendix E), which does not change u2, v1 and z
′
0.
In doing so we proceed like the deriving of (89).
The considered transformation (E.2) to be performed for the term including P (t′0) =
D(t′0)Xˆ
(2)
L1,L′1
(tj , tj; t
′
0, t¯
′
0; {q, q¯}1), the integral receives the add since the vacuum correlator
(20) is, generally, not invariant under SL(2) transformations. Really, the above correlator
receives two additional terms, every term being dependent on only one of the points. For
arbitrary Grassmann parameters these terms are rather tremendous. To avoid the direct
calculation of the additional terms, we replaces the integral by the integral of the difference
∆L1,L′1(tj , tj ; t
′
0, t¯
′
0; {q, q¯}1) = D(t′0)X (2)L1,L′1(tj, tj ; t
′
0; {q, q¯}1)
−
[
D(t′0)X (2)L1,L′1(tj , tj; t
′
0; {q, q¯}1)
]
tj=t′0,t¯j=t¯
′
0
(91)
where the correlator at the same point is defined as usually, see Section 2. Indeed, being at
z˜ → ∞ smaller than ∼ ρ1, the last term of the difference does not originate the singularity
at v˜2 = 0 in the integral. The add to (91) under the SL(2) change is due to only the singular
term due to is absent for the correlator at the same points. So the add to (91) isD(t′0) lnQ(t
′
0)
where Q(t′0) is given by (8) for the transformation (E.2) considered. Being independent of the
module variables, this addition term originates the P = 1 integral, which vanishes. Finally,
the correlator at the same point t′0 can be omitted since it is not contribute to the singular
term. Hence all the specifics due to the non-invariance of the vacuum correlator can be
neglected.
As before, the Λ cut-off boundary does not contributes to the singularity due to the
vanishing of the integrals of the n1 = 1 functions. Thus the singular part of the integral
associated with P = Sˆr, P = X or P = DX is, like the P = 1 case, related by (89)
with the corresponding integral at µ2 = ν2 = 0. To calculate A(u2, v˜2P˜ (t′0), P˜ ′(t′0)) desired,
one integrates the above relation over (µ2, ν2). Thus A(u2, v˜2P˜ (t′0), P˜ ′(t′0)) appears to be
A(u2, v˜2, 0, 0; P˜ (t′0), P˜ ′(t′0)) times 1/|v2|2. For the integrals with ϑ′0 = µ2 = 0 we reduce
ν2 to zero and ϑ
′
0 to ϑ
′. In this case the integration over ν2 is replaced by the integration
over ϑ′ and, simultaneously, the integral receives factor (z′0 − u2)/(u2 − v2). In any case
the singular at v2 = 0 part of the desired AP,P ′(u2, v˜2,∞) integral in (90) is the limit at
z′0 →∞ of the integral over ϑ′ of A(u2, v˜2, 0, 0; P˜ (t′0), P˜ ′(t′0)) times |(z′0−u2)(z′0− v2)|2/|v2|2.
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The (z′0 − u2)(z′0 − v2) factor is just the factor (13) for fixed z′0, u2, v2 and µ2 = ν2 = 0.
Furthermore, we can remove the cut-off and, simultaneously, to restrict the integration region
by the B
(2)
0 (t
′
0, t¯
′
0; {q, q¯}1) step factor (12). Indeed, like the P = 1 case, the integral may be
non-vanishing at v˜2 = 0 solely due to the region where u1, v1 and v2 both go to u2. The
resulted integral with the above constraint of the integration region is convergent. Truly,
when either v˜1 → 0, or u1 and v1 both go to the infinity, the singular part of the integrand
disappears since it is proportional to the vanishing integral of n1 = 1 function assigned to
the handle ”2”. When zj → z′0, the integral is again convergent due to the vanishing of the
P = 1 integrals. We fix u1 = u
(0)
1 (nearby u2) by a relevant L(2) transformation g(z) of the
integration variables. Then z′0 turns into z
′, and the integration over u1 is replaced by the
integration over z′. Once the L(2) transformation being performed, the (z′0 − u2)(z′0 − v2)
factor in the integral is replaced by (u
(0)
1 − u2)(u(0)1 − v2), and eq.(90) appears.
Except of the integral of the term with either P ′(t′0), or P (t
′
0) to be D(t
′
0)X (t′0), the
integrand for the right side integral in (90) is obtained by the P → P (t′0) replacement in the
integrand for the left side one. Taking the v˜2 → 0 limit, one can see that the right side integral
vanishes at v˜2 = 0 due to the nullification of the integrals of the n1 = 1 function associated
with (u2, v2) limiting points. The integral is invariant under SL(2) and G˜ transformations
as well the super-Schottky transformations of the interaction vertex coordinate. Hence it
vanishes identically in v˜2.
The integral of the term with P (t′0) = D(t
′
0)X (t′0) is non-invariant under the con-
sidered transformation g(z) = (az + b)/(cz + d). Truly, it receives the additional term
−D(t′)Xˆ(2)L1,L′1(t(∞), t(∞); t
′, t¯′; {q, q¯}1), which appears due to the corresponding addition to
the vacuum correlator, see Appendix E. In this case t′ = (z′|ϑ′) and t(∞) = (z(∞)|ϑ(∞))
with z(∞) = −d/c and ϑ(∞) = 0. The discussed g(z) transformation has u2 and v2 to
be the limiting points, and the multiplier k to be k = (z′0 − u2)(z′ − v2)/(z′0 − v2)(z′ − u2).
So z(∞) = z′ + (z′ − u2)(z′ − v2)/(z′0 − z′). The integration region is changed under the
g(z) transformation. To calculate the right side integral in (90) at v˜2 = 0 by taking the
v˜2 = 0 limit under the integral sign, the integration region needs to be is reduced to the
(12) and (43). In doing so t(∞) is changed. Nevertheless, since the addition term discussed
is invariant under the super-Schottky transformations of t(∞), one can replace it by its
super-Schottky group image laying interior to region (12). In this case the desired v˜2 = 0
limit under the integral sign can be performed. Moreover, the discussed additional term is
not singular at v˜2 → 0. Thus the integral is nullified at v˜2 → 0 due the nullification of
the n1 = 1 function, just as the integrals discussed above. Since considered integral is not
SL(2)-invariant, it does not vanish identically, unlike the integrals considered before. In any
case, from (90) the desired integrals of (78) and of (82) have no the singularity at v˜2 → 0.
So the contribution to the amplitude of the discussed n1 = 2 configuration is finite.
The nullification of the 2- and 3-point amplitudes is verified as for the 0- and 1-point ones
discussed above. Every amplitude is given by the corresponding integral (14) of the 2- or
3-point function. The integral is taken over µ1, ν1 and v1 and their complex conjugated, both
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µe, ν2, u1, u2 and v2 being fixed. The integral of the sum over the spin structures of either
of two handles is convergent for the given spin structure of the remaining handle. In this
case the integral of the spin structure sum of the 2-nd handle is convergent due properties
1-, 2- and 3- point genus-1 functions. The 3-point genus-1 function are examined just as
the n1 = 1 functions in the previous Section. Since the desired amplitude are independent
of the fixed parameters (the total sum over the spin structures is implied), they can be
calculated at µ2 = ν2 = 0. It allows to avoid a large number of the corrections ∼ |v˜2|2 in
each one of movers. The amplitude is nullified at v2 → u2 due to vanishing the integrals of
n1 = 1 functions associated with the handle ”2”. Being independent of the fixed variables,
the considered amplitude is zero for any v2.
For general n1, the cancellation of the divergences can be derived by the mathematical
induction. Assuming the n′1 integrals to be convergent for all n
′
1 < n1, one verifies the
cancellation of the singularity at v˜n1 = 0 or wn1 = 0 for the integrals over variables of the
remaining (n1 − 1) handles. In doing so the consideration like given for the n1 = 2 case, is
performed. In particular, it is verified that the integrals of the spin structures of the (n1−1)
handles are convergent for every spin structure of the n1-th handle. And the integrals of
the sum over the spin structures of the n1-th handle are convergent for every spin structure
of the remaining (n1 − 1) handles. As for n1 = 2, the integrals with P (t′0) instead of P
are considered. Like the n1 = 2 case, the total cancellation of the singularity is verified for
the whole sum over the spin structures. Step-by-step, the nullification of the 0-, 1, 2- and
3-point amplitudes is verified.
Due to L(2) symmetry, the cancellation of the divergences for the finite z0 forces the
same for z0 →∞. This case could also be considered like the finite z0 case. When the {N0}
set in (14) for the m > 3 point amplitude is formed by the limiting group points, further
singular configurations appear to be with either (m−1), or m vertices go to the same point.
In this case the leading approximated integrand is proportional either to the 1- function or,
respectively, to the 0-point one. By aforesaid, the above 0- and1-point integrals are nullified
along with the integrals due to the leading corrections. Hence the considered configurations
originate no divergences in the amplitude.
So, the divergences do not appear when one integrate, step-by-step, the sum over the
spin structures of the given handle. over its limiting points. For the considered handle, the
integration over the difference v˜ or over the super-difference w between the limiting points
is performed in the last turn. In this case the SL(2) symmetry is preserved along with
the {G˜} symmetry and with the symmetry under super-Schottky group changes of every
particular interaction vertex coordinate. These spin structure dependent transformations
can be performed due to the convergence of the integrals over n1 > 1 configurations of the
above discussed partial sums over the spin structures.
The total group of the local symmetries of the amplitude contains, in addition, the
modular group. Naively, the modular symmetry is provided due in this case to terms of the
sum over the spin structures in amplitude (14) are correctly transformed into each other [12].
So the invariance under the
√
ks → −
√
ks change (ks is the super-Schottky group multiplier)
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is evident since the integration variables are not touched. For non-zero Grassmann moduli,
all the other modular transformations (including the addition ±2π to each of the remaining
arguments in (15)) are, however, accompanied by the spin structure dependent change [12] of
the integration variables. The integral of the single spin structure over the n1 configurations
being divergent, both a possibility to perform the modular transformations and the modular
invariance need an argumentation. Like {G˜} and super-Schottky group transformations.
the modular transformations can be performed due to the convergence of the integrals of
the above discussed partial sums over the spin structures. And the modular symmetry is
preserved. The argumentation is outlined below.
The transition functions for modular transformations depend on the super-spin structure
by terms proportional to Grassmann super-Schottky group parameters [12]. The discussed
terms are calculated [12] from the set of integral equations, the kernels being given through
ghost Green functions for zero module parameters. The integration is performed along con-
tours where every contour rounds the Schottky circles of the given handle together with
the cut between the circles. For the n1 configuration the leading approximated transition
functions coincide with the transition functions of the relevant modular transformation of
the genus-n1. And the remaining n2 = n− n1 configuration is changed by the relevant tran-
sition functions of the modular genus-n2 transformation. The corrections for the transition
functions are due to corrections for the ghost Green functions, which are calculated either
using the expressions [12], or using representation of the Green functions in terms of the
genus-1 ones at zero Grassmann module parameters, see Appendix C of the present paper.
In the last case the method of Section 4 can be employed. For the n2 configuration, the
spin structure dependent corrections are no larger than ∼ ρ21 for the Grassmann transition
function and no larger than ∼ ρ31 for the boson transition one, ρ1 → 0 (for definitions, see
the previous Section). So, they are negligible.
For the n1 = 1 case (v˜ → 0) the leading approximated transition functions are inde-
pendent of the spin structure. The spin structure dependent corrections for the Grassmann
transition function are not larger than ∼ |v˜|3, and they are not more than ∼ |v˜|4 for the
boson transition one. Before the modular transformation to be performed, we can previ-
ously cut with below the integration region v˜ → 0 by some cut-off ρ˜ and then to perform
the required change of the variables. At ρ˜ → 0 the additional terms due to spin structure
dependent corrections are nullified since the integral of these terms is found to be convergent.
So the resulted integral coincides with the former one. For n1 = 2 we, as before, consider
the integral of the given spin structure of the first handle over its variables, U2 and V2 being
fixed. We transform the variables of the 1-st handle for the sum over the spin structures of
the second one. Then we transform the variables of the 2-nd handle for the integral of the
sum over the spin structures of the first one. Hence for the integral of the total sum over
the spin structures of the configuration the modular transformation can be performed, the
modular symmetry being preserved. For n1 > 2 the mathematical induction is employed So
all the local symmetries of the amplitude are preserved.
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A Integration region and the unitarity
As an example, we consider the genus-2 forward scattering amplitude. The vacuum ex-
pectation of the vertex product is proportional to expS where, being calculated for zero
Grassmann parameters, S is given through the field vacuum correlators (20) of the bo-
son string [30, 31]. The Schottky multipliers to go to zeros, the leading approximated
holomorphic Green function R(z, z′) is ln(z − z′) while the scalar function J (2)r (z; {q}) is
ln[(z − ur)/(z − vr)]. The period matrix is given by (39). Then for the tachyon-tachyon
forward scattering amplitude in the boson string theory
S = −s
4
[
ln
∣∣∣∣∣ (z1 − z2)(z3 − z)(z1 − z3)(z2 − z3)
∣∣∣∣∣− ln
∣∣∣∣∣(z1 − uj)(z3 − vj)(z1 − vj)(z3 − uj)
∣∣∣∣∣ ωˆjldet ωˆ ln
∣∣∣∣∣(z2 − ul)(z − vl)(z2 − vl)(z − ul)
∣∣∣∣∣
]
−2 ln
∣∣∣∣∣(z1 − uj)(z − uj)(z2 − vj)(z3 − vj)(z1 − vj)(z − vj)(z2 − uj)(z3 − uj)
∣∣∣∣∣ ωˆjldet ωˆ ln
∣∣∣∣∣(z1 − ul)(z − ul)(z2 − vl)(z3 − vl)(z1 − vl)(z − vl)(z2 − ul)(z3 − ul)
∣∣∣∣∣
−4 ln |(z1 − z2)(z3 − z)|(A.1)
where s = −(p1 + p2)2 = −(p3 + p4)2 and ωˆjl is given by
ωˆ11 = ln |k2| , ωˆ22 = ln |k1| , ωˆ12 = ωˆ21 = − ln
∣∣∣∣∣(u1 − u2)(v1 − v2)(u1 − v2)(v1 − u2)
∣∣∣∣∣ . (A.2)
For the massless boson scattering amplitude only the proportional to s term presents on the
right side of (A.1). First we discuss the case where both v1 and v2 does not go to z3. The
configurations |k1| ≥ |k2| and |k1| ≤ |k2| give the same contribution to the amplitude. So we
consider |k1| ≥ |k2|. We define new variables by
ln |k1| = x, ln |k2| = xα, |u2 − u1| = |k1|β|v1 − z3|,
u1 − z3 = y1(u2 − u1), z − u1 = y(u2 − u1) (A.3)
where α ≥ 1. From (40), it follows that 0 ≤ β ≤ 1/2. Generically, y ∼ y1 ∼ 1. In the
boson string theory [30, 31] at k1 → 0 the holomorphic partition function is ∼ |k1k2|−4 while
in the superstring theory (see Section 5 of the present paper) it is ∼ |k1k2|−2. Terms of
the expansion of the integrand (14) over the powers of the small variables corresponds to
different thresholds while the expansion over powers of 1/x corresponds to the expansion
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over powers of the center mass space momentum of the intermediate state. Near the given
threshold the leading approximated amplitude A
(2)
4 (s) discussed is found to be
A
(2)
4 (s) =
(4π)D
8
∞∫
1
dα
1/2∫
0
dβ
Aˆ1(α, β)Aˆ2(α, β)
[α− β2]D/2
−κ∫
−∞
exS˜
xD−2
dx (A.4)
where the variables are defined by (A.3). In this case D = 10 for the superstring and D = 26
for the boson string. The cutoff κ >> 1 bounds the region of small |k1|. Furthermore,
Aˆ1(α, β) is an integral over real and imaginary parts of both y and y1 while Aˆ2(α, β) is an
integral over real and imagery parts of v1 and of v2. By using (A.1) one find that
S˜ =
(
β − αβ
2 + β2 − 2β3
α− β2
)[
−s
4
+ p˜(α, β)
(
β − αβ
2 + β2 − 2β3
α− β2
)−1]
(A.5)
where p˜(α, β) is a linear function of its arguments with the coefficients depending on the
threshold discussed. In the superstring theory all the coefficients are non-negative. At S˜ ≥ 0
the integral (A.4) is divergent. Thus the cut begin with that s, which is the minimal value
of s where S˜ is nullified in the integration region. To calculate the discontinuity, we go to
x˜ = −xS˜ integrated from κS˜ till∞. When S˜ rounds the S˜ = 0 point, the initial point κS˜ of
the integration contour gets about the pole at x˜ = 0 to be either above the x˜ = 0 point, or
below it, depending on the sign of the Im S˜. Thus the discontinuity [A
(2)
4 (s)]disc of A˜
(2)
4 (s)
is given by the integral over x˜ along the closed contour surrounding the x˜ = 0 point to be
[A
(2)
4 (s)]disc =
(4π)D
8
∞∫
1
dα
1/2∫
0
dβ
Aˆ1(α, β)Aˆ2(α, β)
[α− β2]D/2 θ(−S˜)
2πS˜(D−3)
(D − 3)! (A.6)
Every threshold s = si determine the minimum of the second term in the square brackets
on the right side of (A.5) at corresponding α = alphai and β = βi, which, among other, can
be on the boundary of the region. At (s− si)→ 0 only small (α−αi) and β− βi contribute
to (A.6). Being smooth functions of α and β, in the leading approximation Aˆ1(α, β) and
Aˆ2(α, β) both are replaced by Aˆ1(αi, βi) and Aˆ2(αi, βi). It is naturally to expect that every
one from Aˆ1(αi, βi) and Aˆ2(αi, βi) present the threshold values of the corresponding 2 → 3
amplitude as this is for three tachyon cut of the tachyon-tachyon amplitude in the boson
string theory. In this case p˜(α, β) = m2th(1 + α − β)/4 where m2th = −8 is the square of
the tachyon mass. As far as m2th < 0, the calculation includes rather subtle matters, which
are not discussed here. Instead we calculate the discontinuity for a m2th > 0 continuing the
obtained result to m2th = −8. There is only one threshold to be at s = 9m2th. In this case
β ≈ 1/2 and α ≈ 1. So (A.5) is approximated by
S˜ ≈ 1
3
(
−s− 9m
2
th
6
+ 8m2th[(α− 1)2 − 2(α− 1)(
1
2
− β) + 2(1
2
− β)2]
)
(A.7)
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Other factors in (A.6) are taken at α = 1 and β = 1/2. One can check that Aˆ1(1, 1/2) =
Aˆ2(1, 1/2) = A
(0)
5 is really the 2→ 3 tree tachyon interaction amplitude [1] at s = 9m2th. In
this case Aˆ1(1, 1/2) given by the integral where three vertex coordinates are fixed to be 0,
1 and ∞. In Aˆ2(1, 1/2) the fixed coordinates are z1, z2 and z3. The integral is none other
than [A
(0)
5 ]
2 times the phase volume.
For the configuration v2 → z3, u1 → z3 and u2 → z3 we discuss, as an example, the case
k1 ≥ k2. We define new integration variables as it follows
ln |k1| = x, ln |k2| = xα, |u2 − u1| = |k1|β+δ|v1 − z3|, |v2 − u1| = |k1|δ|v1 − z3|,
|u1 − z3| = |k1|η|v1 − z3|, z − u1 = |k1|ηy(v1 − z3) (A.8)
where 1 ≤ α and 0 ≤ δ ≤ η. It follows from (40) that 0 ≤ β ≤ 1/2. In addition, 0 ≤ η ≤ 1/2,
as far as z3 lies out of the Cu1 circle. Then, by using eq.(A.1), for the tachyon-tachyon forward
scattering amplitude the expression of S˜ in (A.6) is found to be
S˜ =
(
η − αη
2 − (η − δ)2 − 2βη(η − δ)
α− β2
)[
−s
4
+
m2th
4
(1 + α− β)
×
(
η − αη
2 − (η − δ)2 − 2βη(η − δ)
α− β2
)−1]
(A.9)
In this case the false threshold appears at s = 6m2th, which corresponds to the minimum of
the last term on the right side of (A.9) to be at α = 1, β = η = 1/2 and δ = η(1− β) = 1/4.
The discussed configuration is removed from the integral as it is proposed in Section 4.
B Explicit Scalar superfield Green functions
Explicitly R
(n)
L (t, t
′; {q}) can be given through the genus-1 Green functions R(1)ls (t, t′; s) cal-
culated for the Schottky parameters mˆs = (ks, us, vs) along with the Grassmann ones µs and
νs, the spin structure being ls = (l1s, l2s). Due to (4), the above genus-1 function is written
through zs and ϑs in (5) using the boson Green function R
(1)
b (z, z
′; mˆs) and the fermion
Green one R
(1)
f (z, z
′; mˆs; l1s, l2s) as it follows [11]
R
(1)
ls (t, t
′; s) = R
(1)
b (zs, z
′
s; mˆs)− ϑsϑ′sR(1)f (zs, z′s; mˆs; l1s, l2s)
+ε˜′sϑ
′
sΥs(∞, z′s) + ε˜′sϑsΥs(zs,∞) ,
Υs(z, z
′) = (z − z′)R(1)f (z, z′; mˆs; l1s, l2s) (B.1)
The proportional to Υs terms are added to provide decreasing K
(1)
ls (t, t
′; s) at z → ∞ or
z′ →∞. The above K(1)ls (t, t′; s) is related with R(1)ls (t, t′; s) by (45). The Poincare´ series for
boson and fermion Green functions are given in the end of this Appendix. For the odd spin
structure lm = (1/2, 1/2) we use [11] the Green function with the property that
R
(1)
lm (t
b
m, t
′;m) = R
(1)
lm (t, t
′;m) + J (1)m (t
′)− ϕm(t)ϕm(t′) (B.2)
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where J (1)m (t) the genus-1 scalar function and ϕm(t) is the spinor zero mode given by
ϕm(t) =
ϑm(um − vm)1/2
[(zm − um)(zm − vm)]1/2 + ε
′
m(um − vm)1/2 (B.3)
Here (zm|θm) variables are determined by (5). The last term in (B.3) provides vanishing the
spinor zero mode at z →∞. The genus-1 scalar function J (1)s (t) is
J (1)s (t) = ln
zs − us
zs − vs (B.4)
where zr is given by (5).
For the genus-n superspin structure without the odd genus-1 spin structures, the desired
Green function is directly given by (49) R˜
(nr)
Lr (t, t
′; {q}r) are replaced by R˜(1)ls (t, t′; s). The
kernel of the operator Kˆ = Kˆsr for s 6= r is K˜(1)ls (t, t′; s)dt′, which is the non-singular part of
K
(1)
ls (t, t
′; s) related with R˜
(1)
ls (t, t
′; s) by (45). The non-singular part of the Green function
is defined by (19). The integration over t′ is performed along Cr-contour surrounding the
limiting points ur and vr and, for the Ramond handle, the cut between them.
Below we denote R
[n]
L (t, t
′; {q}) the Green function given it terms of the R(1)ls (t, t′; s) genus-
1 functions by (49). If odd spin structure handles present, the change of R
(1)
ls (t, t
′; s) under
t → t(b)s is different from (18) due to the last term in (B.2). We show that in this case the
Green function satisfying (18), is given by
R
(n)
L (t, t
′; {q}) = R[n]L (t, t′; {q})−
1
2
∑
m,m′
Φm(t;L; {q})Vˆ −1mm′Φm′(t′;L; {q}) (B.5)
where the last term appears, if genus-1 odd spin structures present. The Vˆmm′ matrix
elements are defined only for those (m,m′) that label the odd genus-1 spin structures. Both
Vˆmm′ and Φm(t;L; {q}) are calculated in terms of the genus-1 zero spinor modes ϕm(t) defined
by (B.3). In so doing
Φm(t;L; {q}) = ϕm(t) +
∑
p
∫
Cm
[(1− Kˆ)−1Kˆ]pm(t, t′)dt′ϕm(t′) (B.6)
where δmm′ is the Kronecker symbol while the Vˆmm′ matrix is found to be
8
Vˆmm′ = −1
2
∑
p 6=m
∫
Cp
D(t)ϕm(t)dt
∫
Cm′
[(1− Kˆ)−1Kˆ]pm′(t, t′)dt′ϕm′(t′)
−1
2
(1− δmm′)
∫
Cm′
D(t)ϕm(t)dtϕm′(t) , (B.7)
8This matrix is slightly different from the corresponding matrix in [11]. Eq.(B.5) can be also obtained
from eq.(59) of [11] using the second of eqs.(52) in [11].
44
To check that (B.5) satisfies eqs.(18), the first term on the right side of (B.5) is presented
by (49), and Φm(t;L; {q}) in (49) is presented in the like way as
Φm(t;L; {q}) =
∑
p 6=r
∫
Cp
K
(1)
lr (t, t1; r)dt1
∫
Cm
[(1− Kˆ)−1Kˆ]pm(t1, t2)dt2ϕm(t2)
+δmrϕm(t) + (1− δmr)
∫
Cm
K
(1)
lr (t, t1; r)dt1ϕm(t1) (B.8)
Indeed, calculating the contribution to (B.8) of the pole term in K
(1)
lr (t, t1; r), one obtains
(B.6) using (48). One can see from (B.8) the relations (18) to be true, the scalar function
J (n)r (t; {q};L) in (18) being
J (n)r (t; {q};L) = J˜ (n)r (t; {q};L)−
1
2
∑
m,m′
Φ(r)m (L; {q})Vˆ −1mm′Φm′(t;L; {q}) (B.9)
where J˜ (n)r (t; {q};L) is given by (50) through the genus-1 functions, and
Φ
(r)
m′ (L; {q}) = Φm′(tbr;L; {q})− Φm′(t;L; {q}) = (1− δmr)
∫
Cm
D(t1)J
(1)
r (t1)dt1ϕm(t1)
+
∑
p 6=r
∫
Cp
D(t1)J
(1)
r (t1)dt1
∫
Cm
[(1− Kˆ)−1Kˆ]pm(t1, t2)dt2ϕm(t2) .(B.10)
The genus-1 function J (1)r (t) is given by (B.4). To calculate the period matrix, one chooses
a fixed parameter t0, as it is discussed in Section 3. Then one can check that
J (n)r (t; {q};L)− J (n)r (t0; {q};L) = [J˜ (n)r (t; {q};L)− J˜ (n)r (t0; {q};L)]
−1
2
∑
m,m′
Φrm(L{q})Vˆ −1mm′{Φm′(t;L; {q})− Φm′(t0;L; {q})} (B.11)
where the term in square brackets is calculated by (51) for jr = r through the genus-1
functions. To prove (B.11), one calculates the contribution to (B.11) of the singular term in
the Green function by the method given in Section 3. In addition, eq.(B.6) for Φm′(t;L; {q})
is used. From (B.11), the period matrix elements are found to be
2πiω(n)rs ({q};L) = 2πiω˜(n)rs ({q};L)−
1
2
∑
m,m′
Φ(r)m (L; {q})Vˆ −1mm′Φ(s)m′ (L; {q})
+(1− δrs)
∫
Cs
D(t1)J
(1)
r (t)dtJ
(1)
s (t) . (B.12)
where ω˜(n)rs ({q};L) is presented by (54) at jr = r and js = s in terms of the genus-1 functions.
The boson Green function R
(1)
b (z, z
′; mˆ) in (B.1) is given by (the symbol ”s” is omitted)
∂z′R
(1)
b (z, z
′; mˆ) = −∑
n
1
(z − gn(z′))(cnz′ + dn)2 (B.13)
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where the sum is performed over the group products of the Schottky transformation g(z).
In so doing g0(z) = z, and that negative values of n are associated with the inverse trans-
formations. The fermion Green functions are given by
R
(1)
f (z, z
′; mˆ; l1 = 1/2, l2) =
∞∑
n=0
(−1)(2l2+1)n
 1
1− kn (z−v)(z′−u)
(z−u)(z′−v)
− 1
1− kn (z−u)(z′−v)
(z−v)(z′−u)

× (u− v)
2
√
(z − u)(z − v)(z′ − u)(z′ − v)
,
R
(1)
f (z, z
′; mˆ; l1 = 0, l2) =
∑
n
(−1)(2l2+1)n
(z − gn(z′))(cnz′ + dn) . (B.14)
where like (B.13), the summation is performed over the group products of g(z). At z′ →∞
R
(1)
f (z, z
′; mˆ; l1, l2)→ 1
z − z′ +
Wˆ1(z; mˆ; l1, l2)
z′ − u +
Wˆ2(z; mˆ; l1, l2)
(z′ − u)2 . (B.15)
with corresponding Wˆ1(z; mˆ; l1, l2) and Wˆ2(z; mˆ; l1, l2). At z →∞
Wˆ2(z
′; mˆ; l1, l2)→ −(z − u)Wˆ1(z′; mˆ; l1, l2) , Wˆ1(z; mˆ; l1, l2)→ aˆ(k; l1, l2)(u− v)
2
(z′ − u)2
(B.16)
where aˆ(k; l1, l2) depends on the multiplier and on the spin structure. Up to the unessential
constant term, the non-singular part (19) of the genus-1 Green function (B.1) is given at
z′ →∞ by (see eq.(5) for definitions)
R˜
(1)
ls (t, t
′; s)(z′ − u) = (ϑ− ε(z))(1 + εε′)[Wˆ1(z; mˆ; l1, l2)(ϑ′ − µ) + Wˆ2(z; mˆ; l1, l2)ε′]
+[Wˆb(z; mˆ)− ϑε(z)∂zWˆb(z; mˆ)](1− ε′ϑ′)(B.17)
where Wˆb(z; mˆ) determines the asymptotics of the boson Green function (B.13).
C Integration measures
In this Appendix we reduce to the convenient for application form eq.(127) from [11] ex-
pressing Z˜(n)({q}, L) through genus-1 functions. First, we transform the scalar superfield
contribution on the right side of eq.(112) of [11] as it follows (in notations of [11])
trace ln(I − Kˆ(1) + ϕˆfˆ) = trace ln(I − Kˆ(1))− trace ln[I + fˆ1(I − Kˆ(1))−1ϕ]
= trace ln(I − Kˆ(1))− ln det Vˆ . (C.1)
We have used that for any operators A1, A2 and for A with detA 6= 0,
trace ln[A+ A1A2] = trace lnA+ trace ln[1 + A
−1A1A2]
= trace lnA+ (−1)P trace ln[1 + A2A−1A1] (C.2)
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where P = 1 when both A1 and A2 are the Fermi operators, otherwise P = 0. In addition,
eq.(50) and eq.(52) of [11] are used. The K(1) operator in (C.1) is the same as Appendix
B. In addition the ghost contribution we express now in terms of function Gˆ(1) given below
instead of G(1)σ (z, z
′) in eq.(127) from [11]. The desired factor in (55) is given by
ln Z˜(n)({q}, L) = −5trace ln(I − Kˆ) + 5 ln det Vˆ + trace ln(I − Gˆ)− ln det Uˆ (C.3)
where the Kˆ operator is the same as in (47) and the Vˆ matrix is defined by (B.7). The
matrix operator Gˆ is defined in terms of a genus-1 ghost correlator G
(1)
ls (t, t
′; s) defined below
in the same manner as Kˆ is given in terms of K
(1)
ls (t, t
′; s). So Gˆ = {Gˆsr} where Gˆsr is an
integral operator vanishing at s = r. For s 6= r, the kernel of Gˆsr is G˜(1)ls (t, t′; s)dt′ defined
by (58) for the genus-1 case. Like Vˆ , the elements Uˆmn of Uˆ are defined only for (m,m
′)
assigned to the odd genus-1 spin structures. They are given it terms of 3/2 zero modes
χ(1)m (t) and in terms of -1/2 genus-1 zero modes φ
(1)
m (t) as it follows
Uˆmm′ = −1
2
∑
p 6=m
∫
Cp
χ(1)m (t)dt
∫
Cm′
[(1− Gˆ)−1Gˆ]pm′(t, t′)dt′φ(1)m′ (t′)
−1
2
(1− δmm′)
∫
Cm′
χ(1)m (t)dtφ
(1)
m′ (t) . (C.4)
The above genus-1 zero modes are given by
χ(1)m (t) = −
(um − vm)2
[(zm − um)(zm − vm)Q2m(t)]3/2
, φ(1)m (t) =
ϑmQ
2
m(t)
√
(zm − um)(zm − vm)]
(um − vm)
(C.5)
where Qm is defined in (8) and the (zm|θm) variables are defined by (5) at s = m. The
genus-1 function G
(1)
ls
(t, t′; s) is given through the boson Green function G
(1)
b (z, z
′; mˆs) and
the fermion Green one G
(1)
f (z, z
′; mˆs; l1s, l2s) as [11]
G
(1)
ls (t, t
′; s) = Q2s(t)[G
(1)
b (zs, z
′
s; mˆs)θ
′
s + θG
(1)
f (zs, z
′
s; mˆs; l1s, l2s)
−ε˜′sΥ(gh)s (∞, z′s)]Q−3s (t′) ,
Υ(gh)s (z, z
′) = (z − z′)G(1)f (z, z′; mˆs; l1s, l2s) (C.6)
where zs and ϑs are defined by (5) while mˆs = (ks, us, vs). The proportional to Υ
(gh)
s terms
provide decreasing G
(1)
ls (t, t
′; s) at z →∞ or at z′ →∞. The boson part of the ghost Green
function in (C.6) is (see eq.(68) in [11])
G
(1)
b (z, z
′; mˆ) = −∑
n
1
(z − gn(z′))(cnz′ + dn)4 (C.7)
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where the summation is performed over the group products of g(z). For even spin structures
the fermion part in (C.6) expressed in terms of (B.14) as
G
(1)
f (z, z
′; mˆ; l1, l2) =
(z − u)(z − v)
(z′ − u)(z′ − v)R
(1)
f (z, z
′; mˆ; l1, l2)
−(z − v)Σ1(z
′; mˆ; 0, l2) + Σ2(z
′; mˆ; 0, l2)
(z′ − u)(z′ − v) (C.8)
where the last term is calculated in terms of (B.15). In this case
Σ1(z; mˆ; l1, l2) = 1 + Σˆ1(z; mˆ; l1, l2) , Σ2(z; mˆ; l1, l2) = z − u+ Σˆ2(z; mˆ; l1, l2) . (C.9)
One can check that the function (C.8) goes to zero at z →∞. Furthermore, at z′ →∞
G
(1)
f (z, z
′; mˆ; l1, l2)→ 1
z − z′ +
Σgh(z; mˆ; l1, l2)
(z′ − u)3 (C.10)
where the numerator in the last term is a function os z. If both z →∞ and z′ →∞, then
G
(1)
f (z, z
′; mˆ; l1, l2)→ 1
z − z′ −
agh(k; l1, l2)(u− v)4
(z − u)(z′ − u)3
[
3
z′ − u −
1
z − u
]
(C.11)
where agh(k; l1, l2) depends on the multiplier and on the spin structure. Moreover,
(cz + d)G
(1)
f (g(z), z
′; mˆ; l1, l2)−G(1)f (z, z′; mˆ; l1, l2) +
1−√k√
k
pµ(z)χµ(z
′; mˆ; l1, l2)
−(1−
√
k)χν(z
′; mˆ; l1, l2) (C.12)
where pµ(z) and pν(z) are given by
pµ(z) =
2(z − v)
u− v , pν(z) = −
2(z − u)
u− v (C.13)
while the depending on z′ functions are defined to be
χµ(z; mˆ; l1, l2)) = −(u− v)Σ1(z; mˆ; l1, l2) + Σ2(z; mˆ; l1, l2)
2(z − u)(z − v) ,
χν(z; mˆ; l1, l2)) = − Σ2(z; mˆ; l1, l2)
2(z − u)(z − v) . (C.14)
Eq.(C.12) is non other than eq.(63) of [11] in the genus-1 case. For the odd spin structure,
due to the (−1/2) mode, there is no the Green function obeying (C.12). In this case we
define the ghost Green function by
G
(1)
f (z, z
′; mˆ; 1/2, 1/2) = G
(1)
(σ=1)(z, z
′)− 2
(√
z − u
z − v − 1
)
χν(z
′; mˆ; 1/2, 1/2) ,
χν(z; mˆ; 1/2, 1/2) = − 1
2
√
(z − u)(z − v)
∑
n
1
(cnz′ + dn)2
(C.15)
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where G
(1)
(σ=1)(z, z
′) is defined by eq.(69) in [11]. At z′ →∞
G
(1)
f (z, z
′; mˆ; 1/2, 1/2)→ 1
z − z′ +
Σgh(z; mˆ; 1/2, 1/2)
(z′ − u)2 . (C.16)
Moreover, at z →∞
Σgh(z; mˆ; 1/2, 1/2)→ (u− v)
2
8(z − u) (C.17)
Under the Schottky transformation g(z) the above function (C.15) is changed as
(cz + d)G
(1)
(f)(g(z), z
′; mˆ; 1/2, 1/2)−G(1)f (z, z′; mˆ; 1/2, 1/2) =[
1−√k√
k
pµ(z)− (1−
√
k)pν(z)
]
χν(z
′; mˆ; 1/2, 1/2)
−
√
(z − u)(z − v)(u− v)
[(z′ − v)(z′ − u)] 32 . (C.18)
Eq.(C.18) follows from (C.15) along with eq.(82) in [11]. We show that in this case the left
side of (C.18) is obtained in a form of series, which are given in terms of (C.18) as it follows
− (u− v)
2
[(z − v)(z − u)] 32 = c
√
z − v
z − u
∞∑
n=−∞
1
k(n+1)/2Qn(z)Q2n+1(z)
+
1
kn/2Q2n(z)Qn+1(z)
,
χν(z; mˆ; 1/2, 1/2) =
c
2
√
z − v
z − u
∞∑
n=−∞
1
k(n−1)/2Qn(z)Q2n+1(z)
+
1
kn/2Q2n(z)Qn+1(z)
. (C.19)
Here Qn(z) = cnz + dn for the group product g
n. Indeed, the right side in the first line of
(C.19) is ∼ 1/z3/2 at z →∞, and so it is proportional to 3/2-zero mode on the left side. To
verify the coefficient, the both parts are multiplied by
√
(z − u)(z − v). Then the equation
is integrated along the corresponding Schottky circle. In the second line, the leading at
z → ∞ term on the left side is equal to corresponding term on the right side. So the right
side of the discussed relation may differ from its left side only by the term proportional to
χµ(z; mˆ; 1/2, 1/2). To verify the equation, it is again multiplied by
√
(z − u)(z − v) and then
it is integrated along the Schottky circle. For even spin structures the ghost function (C.8)
is related to G
(1)
(σ=1)(z, z
′) in [11] by
G
(1)
(σ=1)(z, z
′) = G
(1)
f (z, z
′; mˆ; l1, l2)− [pµ(z)χµ(z′; mˆ; l1, l2) + pν(z)χν(z′; mˆ; l1, l2)]
+
1
2
√
z − u
z − v [pµ(z)(3χµ(z
′; mˆ; l1, l2)− χν(z′; mˆ; l1, l2))
+pν(z)(χµ(z
′; mˆ; l1, l2) + χν(z
′; l1, l2))] (C.20)
with pµ(z) and pν(z) being defined by (C.13).
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To derive the ghost terms in (C.3) one represents Sˆ(1)σ in eq.(127) of [11] through Gˆ
(1). For
this purpose one uses eq.(81) of [11] along with eqs. (C.15) and (C.20) of the present paper.
The result expression being arranged by (C.2), the desired terms in (C.3) are obtained.
To verify eq.(57), we represent G
(n)
L (t, t
′; {q}) in (57) as it follows
G
(n)
L (t, t
′; {q}) =
n∑
s=1
G˜
(1)
ls (t, t
′; s) +
∑
r,s
∫
Cs
[(1− Gˆ)−1Gˆ]rs(t, t1)dt1G˜(1)ls (t1, t′; s)
+
ϑ− ϑ′
z − z′ −
∑
m,m′
φ(n)m (t;L; {q})Uˆ−1mm′χ(n)m′ (t′;L; {q}) (C.21)
where the sum in the last term is performed over genus-1 odd spin handles. The Uˆmm′
matrix elements are defined by (C.4) and the functions in the last term on the right side are
calculated in terms of the genus-1 zero modes (C.5) by
χ(n)m (t;L; {q}) = χ(1)m (t) +
∑
p,p′
∫
Cp
χ(1)m (t
′)dt′
∫
C′p
[(1− Gˆ)−1]pp′(t′, t1)dt1G˜(t1, t) ,
φ(n)m (t;L; {q}) = φ˜(1)m (t) +
∑
p
∫
Cm
[(1− Gˆ)−1Gˆ]pm(t, t′)dt′φ(1)m (t′) (C.22)
where φ˜(1)m (t) is as it follows
φ˜(1)m (t) = φ
(1)
m (t)−
1
2
ϑmQ
2
m(t)[2zm − u− v]−
ε′
8
. (C.23)
Due to (5) and (C.5), φ˜(1)m (t) vanishes at z →∞. To prove (C.21) one uses the same trick as
in (B.5). Then one can verify that φ(n)m (t;L; {q}) is the superconformal 3/2 tensor under the
transformations of the super-Schottky group, and that (C.21) obeys the conditions (63) of
the paper [11]. Thus (C.21) is the correct expression for G
(n)
L (t, t
′; {q}). In (C.4) and (C.22)
the φ(1)m (t) zero mode can be replaced by φ˜
(1)
m (t). Indeed the difference of the above quantities
has not singularities inside the Cr contour, the integral of it along Cr being equal to zero.
So one substitutes in eq.(57) the Green functions given by (B.5) and by (C.21) through the
genus-1 functions. Further one uses (C.2) considering the (m,m′) sum in (B.5) and in (C.21)
as the separable operator A1A2. In so doing (C.3) appears. So (57) is proved.
Applying (C.2) to the non-holomorphic factor in (24), one can obtains that
5trace ln Vˆ − 5 ln det Ω(n)L,L′({q, q}) = −5 ln det Ω˜(n)L,L′({q, q}) + 5trace ln V˜ (C.24)
where V is the same as in (C.3) and the summation over (r, s) is implied. The Ω˜
[n]
L,L′({q, q})
matrix is calculated for the period one ω˜(n)rs ({q};L) in (B.12). The V˜mm′ of V˜ is defined by
V˜mm′ = Vˆmm′ + Φ
(r)
m (L; {q})[Ω˜(n)L,L′({q, q})]−1rs Φ(s)m′ (L; {q}) (C.25)
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where Φ(r)m (L; {q}) is defined by (B.10). From (B.7) one can see that Vˆ T = −Vˆ and therefore,
V˜ T = −V˜ . So Vˆmm = V˜mm = 0. Then for the degenerated configuration of Section 5 one
obtains using (B.7) (B.10), that detV˜ ∼ ρ1/ρ when both L1 and L2 are odd super-spin
structures. From (C.4) det Uˆ in (C.3) is not nullified when 1 < n1 < n − 1, all the rest
factors being finite. In this case the integration measure is ∼ (ρ1/ρ)5. When both L1 and L2
are odd and either n1 = 1, or n2 = n−n1 = 1, then det Uˆ is nullified due to a presence of the
ghost (-1/2) zero genus-1 mode. Then det Uˆ ∼ (ρ1/ρ)3 when n1 = 1, and det Uˆ ∼ (ρ1/ρ)2
for n2 = 1 and n > 2. In this case the integration measure is ∼ (ρ1/ρ)2 and, respectively,
∼ (ρ1/ρ)3. Hence the integration measure is nullified when L1 and L2 are odd. Due to
the second term on the right side of (B.5), the Green function is ∼ 1/√ρ1 when one of its
argument lies near z0 (see Section 5) another argument being at a finite distance from z0. So
the integrand decreases also for the configuration where one from the vertex coordinates goes
to z0. So L1 being odd, the degenerated configurations discussed are not able to originate
divergences, as it has already been noted in the end of Section 5. In the 1 < n1 < n− 1 case
the ∼ (ρ1/ρ)5 smallness in the integration measure is compensated when a number of the
vertices is ≥ 10 and 5 vertices lay near z0. This case is relevant for obtaining the contribution
to (14) of odd super-spin structures [13].
D Property of the function invariant under the super-
boosts
We consider the function ψ({(xr|ξr)}, {(ws|ιs)}) invariant under change (86) of its p argu-
ments (xr|ξr) where r = 1, . . . , p. Here ιs = νs − µs while ws = vs − us − νsµs. Due to
the invariance under the boosts, it depends on the differences {(xr − xs)}. We presents the
above function as it follows
ψ({(xr|ξr)}, {(ws|ιs)}) = ξi
 p∏
j=2
(ξj − ξ1)
ψ0({xr}, {(ws|ιs)})
+
p∑
i=2
 p∏
j=2,j 6=i
(ξj − ξ1)
ψi({x˜r}, {(ws|ιs)}) + . . . (D.1)
where x˜r = xr−x1 while the dots encode lower powers of {ξr}. Really {(xr|ξr)} are identified
with (ur|µr) and with the vertex coordinates of interest. Applying (86) to (D.1), one obtains
the desired relation
ψ0({(xr)}, {(ws|ιs)}) =
p∑
j=2
(−1)j∂x˜jψj({(x˜r)}), {(ws|ιs)} . (D.2)
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E SL(2) transformations
The general super-conformal transformation is given by
z = f (zˆ) + f ′(zˆ)ϑˆξ(zˆ) , ϑ =
√
f ′(zˆ)[(1 +
1
2
ξξ′)ϑˆ+ ξ(zˆ)] (E.1)
where f ′(z) = ∂zf (z) while f (z) is the transition function and ξ(z) is the Grassmann partner.
For the transformation, which preserving z1, z2 and z3, reduces ϑ1 and ϑ2 to zeros,
f (zˆ) = zˆ − (zˆ − z1)(zˆ − z2)
(z3 − z1)(z3 − z2) ϑˆ3ξ0(z3) , ξ(zˆ) =
ϑ1(zˆ − z2)
(z1 − z2)
√
f ′(z1)
− ϑ2(zˆ − z1)
(z1 − z2)
√
f ′(z2)
(E.2)
where ξ0(z) = [ϑ1(z− z2)−ϑ2(z− z1)]/(z1− z2). Evidently, f ′(z1)f ′(z2) = 1. If ϑ1 = ϑ3 = 0,
then f (zˆ) = zˆ and ξ(zˆ) = −ϑ2(zˆ − z1)/(z1 − z2).
Under the L(2) transformation given by (E.1) with f (zˆ) = g(zˆ) and ξ(zˆ) ≡ 0, the spinor
derivative of the vacuum correlator (20) is changed as
D(t′)XˆL,L′(t, t; t
′, t
′
; {q}) = [g′(zˆ)]−1/2D(tˆ′)
[
XˆL,L′(tˆ, tˆ; t
′, tˆ′; {q})
−XˆL,L′(tˆ(∞), tˆ(∞); t′, tˆ′; {q})
]
(E.3)
where tˆ(∞) = (zˆ = g(−1)(∞)|ϑˆ = 0) while g(−1) is the transformation inverse to g. The
addition is determined by the requirement that the right side of (E.3) vanishes at z → ∞,
just as its left part.
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