In this research, we propose ImmuNetNAS, a novel Neural Architecture Search (NAS) approach inspired by the immune network theory. The core of ImmuNetNAS is built on the original immune network algorithm, which iteratively updates the population through hypermutation and selection, and eliminates the self-generation individuals that do not meet the requirements through comparing antibody affinity and inter-specific similarity. In addition, in order to facilitate the mutation operation, we propose a novel two-component based neural structure coding strategy. Furthermore, an improved mutation strategy based on Standard Genetic Algorithm (SGA) was proposed according to this encoding method. Finally, based on the proposed two-component based coding method, a new antibody affinity calculation method was developed to screen suitable neural architectures. Systematic evaluations demonstrate that our system have achieved good performance on both the MNIST and CIFAR-10 datasets. We open source our code on GitHub 1 in order to share it with other deep learning researchers and practitioners.
Introduction
Thanks to manual design by human experts, neural networks have improved rapidly in image and speech recognition in recent years. Considering modern neural architectures tend to be very sophisticated and the limitations of human labour, it is often not sustainable to manually build specific neural networks for any new problems. Therefore, this necessitates Neural Architecture Search (NAS) [Elsken et al., 2019] , an emerging research area.
In this research, we propose a novel NAS strategy called ImmuNetNAS which implemented by Immune Network Algorithm [De Castro and Timmis, 2002] for searching the architecture of Convolutional Neural Networks (CNNs) [Le-Cun et al., 1998 ]. In addition, based on Xie's coding method [Xie and Yuille, 2017] , we further developed a new twocomponent based coding method. Finally, based on our cod-ing method, we designed and improved a mutation method and interspecific similarity calculation method. At present, to the best of our knowledge, very few researchers have used immune-inspired algorithms on NAS [Frachon et al., 2019; Barbosa et al., 2008; Pasti et al., 2010] , and even fewer researchers tried to search deep neural architectures with artificial immune systems. So another motivation of our work is to explore the potential of immune-inspired algorithms as applied to NAS and assess their effectiveness.
The rest of the paper is organised as follows: Section 2 presents related work; Section 3 introduces our proposed method ImmuNetNAS; Section 4 reports the experimental results; and Section 6 concludes the paper and explores possible future directions. 
Structure Representation Design
In evolutionary and immune-inspired algorithms, the mutation operation will significantly affect the performance. Thus, most current studies have developed specific coding strategies to encode the neural network structures for the mutation operations to work on. proposed a hierarchical encoding method which is useful and has a large enough search space, but relatively complex. On the other hand, Xie et al. [Xie and Yuille, 2017] proposed a binary encoding method, which is simple, but reduces the search space.
ImmuNetNAS
In this section we first present the Convolutional Neural Network cells design, and then we propose the encoding method, and finally present the details of ImmuNetNAS design and list the pseudo code.
Convolutional Neural Network cells design
ImmuNetNAS uses the hierarchical search strategy whose target is multiple cells to find better structures. At the same time, we use a chain structure mentioned in Section 2.2 to connect different cells and no skipping operation occurs outside the cells. All the skipping operations inside the cells are using the principle of ResNet . In the definition of this design, there are 8 layer types for a cell to choose, as shown in Table 1 .
Each convolutionl layer is followed by a batch normalisation layer and a ReLU layer. After each pooling layer, there is another batch normalisation layer. In order to facility design, all convolutionl layers and pooling layers must replace the image size with the original image size by padding operation. Thus, the stride of kernels are 1. Considering the complexity Figure 1 : The blue area in the figure represents the cell. The input and output layers outside the cell are created independently. The normal cell structure with multiple skipping connections is shown on the left subfigure. The subfigure on the right is an empty cell structure that no layer is connected with the final DePooling layer. We will introduce a method to prevent empty cells in next section.
of the code and the hardware resources, the algorithm only incrementally raises the dimensions of the image to 64, and keeps the dimension. The pooling layer only halves its dimension and finally outputs it to the next layer. This solution will help to ensure the dimension consistency between two cells and reduce the algorithm runtime.
In order to train and test each cell, we added the same input and output layers to each cell during the hierarchical search. The input layer includes a Convolution layer which has 1X1 kernel size, 1 stride and no padding, a Batch normalisation layer and a ReLU layer. The output layer is a single linear layer which a specific number of neurons used to obtain classification results. Figure 1 shows the general design of the CNN cell. Furthermore, each cell has a specific default pooling layer which contains a 1X1 convolution layer, a Batch normalisation layer and a ReLU layer before the output. And all the layers that need to be output will go through the default pooling layer (DePooling in Figure 1 ), so the default pooling layer controls the output of the entire cell. The motivation of this is to prevent the generation of empty cells, which we will introduce in Section 3.3.
Encoding Method
Our encoding method is an improvement and further extension of Xie's approach [Xie and Yuille, 2017] . Our new encoding structure has two components. The first component is used to store the type of each layer of the cell. The second component of the encoding is used to store the connections between the internal layers of the cell. The code and the number of bits B in the second component of a cell C which has k layers are represented in Equations 1 and 2. In Equation 2, T n represents the index of different layer types and A n represents the connection relations between two layers. Those layers that are not connected to the default pooling layer will be discarded during training. Figure 2 shows two examples.
With this design, it is possible that empty cells will appear when the system performs the structure search. Therefore, Figure 2 : The left subfigure shows a cell with 4 convolution layers, the right subfigure shows the real structure of the cell. And the second component of structural codes are showing in each sub figure below. Each digit represents whether the previous layers are connected to this layer or not. For the left subfigure, Because Layer 1 is connected to Layer 2, the first digit was 1. And Layer 1 is connected to Layer 3 but Layer 2 is not, so the second and third digits were 10. Only Layer 2 is connected to Layer 3, so the third part of the structural coding was 010. And Layer 1 and Layer 3 connected to DePooling layer, so the last 4 digits were 1010.
Figure 3:
The default connection operation. The left subfigure shows a special structure, Layer 1 is connected with Layer 3, and there is not any layer which is connected with the default pooling layer. The right subfigure shows the actual structure of this cell. The red dotted lines represent the default connections, and this cell is equivalent to a neural network with only one 1X1 convolution layer and one pooling layer. And the structural codes are showing below each subfigure.
we provide a special mechanism, that is, for the k-th layer in the cell, if all the previous layers are not connected to this layer, the input will be directly connected to this layer by default. This also applies to the last default pooling layer, which means each cell contains at least one default pool layer and no empty cells will be created. The specific method is shown in Fig. 3 .
ImmuNetNAS Algorithm Design
Compared with the original immune network algorithms [De Castro and Timmis, 2002] , our algorithm is different in the following three aspects:
• The target of mutation manipulation is no longer just cells with the highest affinity, but cells selected based on population percentage.
• Network affinity threshold and clone pool threshold were removed. Changing the deletion strategy to remove poorly performed cells based on population size instead for all clones c in C do 20:
Mutate c , the degree and number of mutations are inversely proportional to affinity.
21:
Determine the affinity of c with ag.
22:
Select the highest affinity B-cell clones c from h percentage of population in C and place them in N . tc ← tc + 1 32: until The stopping condition has been satisfied of thresholds. On the other hand, a new method for calculating interspecific affinity is proposed.
• The system has a independent termination conditions which will help avoid wasting resources and time.
The pseudo code of our algorithm is shown in Algorithm 1.
Mutation Method
We adopt an improved mutation method based on the Standard Genetic Algorithm (SGA) [Andre et al., 2001] . We added an adaptive mutation rate proposed by Srinvivas et al. [Srinivas and Patnaik, 1994] to the SGA to facilitate Im-muNetNAS jumping out of local optimal solutions. The calculation of mutation rate P m is as follows:
k 1 and k 2 are mutation parameters, A max is the highest affinity in this set of clones, A avg is the average affinity in this set of clones, and A is the affinity of the target clone. The requirement of this adaptive algorithm is k 1 < k 2 . The aim is to ensure that better adaptable individuals have more chance to survive, while poorly adapted individuals should undergo more drastic mutations. Based on the coding method, we divides mutations into three different kinds and Figure 4 shows three examples:
• Light mutations, which will be performed only on the models with the highest affinity. In this case, only the last few bits of the second-dimensional code are mutated. • Moderate mutations, which will be performed only on structural models with intermediate affinities. In this case, the entire second dimension code is mutated according to the number of mutation bits previously assigned. • Drastic mutations, which will be performed on the model with the lowest affinity. This will mutate the entire code based on the number of mutation bits calculated.
Interspecific similarity calculation
One of the commonly used methods for calculating the similarity between different sequences is the Hamming distance. The Hamming distance between two equal-length strings s1 and s2 is defined as the minimum number of substitutions needed to change from one to the other. The Jaccard similarity coefficient J(A, B) and the Tanimoto coefficient EJ(A, B) can be considered as the extensions of the Hamming Distance. These two functions are shown below:
However, these similarity calculation methods cannot effectively capture the degree of difference between our structural codes. Especially when it comes to binary coding, this situation is particularly prominent. Thus, according to the effect of different bits change on the whole model structure, we firstly compare the similarity of the last K bits of the two structural codes. If the bits of 1 are encountered, it will check the layer type corresponding to this bit, that is, whether the codes in the first dimension are equal. If equal, the corresponding counter increased by 1. Finally, if the quantity difference of the bits of 1 of last K bits between two codes is less than 2, the system will then compare the value of the counter with S which is the total number of 1 in the last K bits. If the value of the counter is greater than or equal to a certain proportion of S, the system determines that these two groups of structural codes meet similar conditions, and puts the one with low affinity into the deletion pool.
Termination conditions
In ImmuNetNAS, termination conditions are defined as when the accuracy of the best model searched in this generation is not better than previous two generations, the search will be terminated and the best model in the previous two generations will be regarded as the final best model. The reason for this is that the computing resources available to us are not sufficient to support us to do the endless searching.
Experiments
Like other NAS researches, our algorithm requires extensive computing resources. However, due to the fact that limited hardware resources are available, we only test our algorithm on the MNIST and CIFAR-10 datasets. We used a virtual machine with 8 Intel Xeon CPUs and one NVIDIA Tesla T4 GPU on Google Cloud Platform to perform our experiments.
Base frame and Configuration
The population is 50, the code ran 20 generations, the Batch size is 16 and using cross entropy as loss function. Because the MNIST dataset is relatively simple compared to the CIFAR-10 dataset, there are some differences on configurations. The total cell number of MNIST dara set is 4, which include 5 layers in each cell. The total cell number of CIFAR-10 dataset is 6, which include 7 layers in each cell. The value of k1 and k2 in the adaptive mutation rate are 0.1 and 0.2 respectively. The percentage in the interspecific similarity calculation was set to 2/3. The details of optimizer are shown in Tables 2.
Experiment details
Training methods Currently, the most advanced studies use various training methods. However, due to hardware limitations, we decided to adopt a simpler training method. For the MNIST, we decided to adopt a training strategy where each cell is trained with only part of the training set so that we can accelerate the training speed. For the CIFAR-10 dataset, we decided to use the complete dataset to train each searched model in each stage once during NAS search. This training strategy can make sure that the model can see the entire data set so that the prediction results are more realistic and valid. For the final training, we will train the whole dataset multiple times to have the model fully trained and get the best accuracy of the model as much as possible.
Experiments on the MNIST dataset
We conducted two experiments on the MNIST dataset with different learning rate. Our first experiment used a more conservative learning rate of 10 −3 and we ended up with a 92% accuracy rate. In the second experiment, we adjusted the learning rate to 10 −2 , and finally found the model structure with 97% accuracy. The reason to adjust the learning rate is to give the algorithm a stronger ability to jump out of the local optimal solutions under the current hardware constraints. The two experiments took 42 hours and 46 hours, respectively.
Experiments on the CIFAR-10 dataset
For CIFAR-10, we conducted three experiments. In the first experiment, we used a total of 4 cells and finally found a model with 65.02% accuracy. But we suspected that the neural network is too simple, resulting in low accuracy. Thus, we increased the total number of cells to 6, and the accuracy of the model become 81.48%. In the last experiment, we expanded the search space, increasing the total number of searched models to 3,060 by increasing populations and generations, and finally we found the model with an accuracy of 80.72%. The time cost and accuracy in the three experiments are shown in Fig. 5 .
Results Evaluation
Compared with the relatively simple MNIST dataset, we will focus on analyzing the structure found in the more complex CIFAR-10 dataset.
Experiment Analysis on the MINIST Dataset
The comparisons of our best-performing model and other models on MNIST dataset are showing in Table 3 .
Compared with other methods, the results of ImmuNet-NAS on this experiment are better than those of the linear classifier but far lower than those of other neural network methods. One possible reason might be that the training strategy of our method was that each cell was trained only with a quarter of the entire dataset. Therefore, each cell may not have enough chance to see the full dataset, which may affect the final performance of the model. 
Experiment Analysis on the CIFAR-10 Dataset
We analyze the model that we get the best results from 4 aspects: comprehensive situation, hierarchical search, search strategy, and accuracy.
Comprehensive evaluation
In our experiments, a satisfactory result was found in the CIFAR-10 dataset, with accuracy reaching 82%. The actual internal structure of each cell obtained by structural search is shown in Figure 6 . Table 4 shows the types of corresponding layers of each cell.
Hierarchical search evaluation
The top subfigure in Figure 8 shows the performances of models in each stages. The models produced in the first stage, however, were particularly fragmented. We speculate that this is happening because this is the first cell of NAS searching and it equivalent to a simple and shallow neural network. Their performance on CIFAR-10 dataset can be differ significantly. However, there was also an interesting phenomenon in stage 1: some cells which only have the pooling layers reach more than 60% test accuracy. We infer that the pooling layer might be stronger than the convolution layer in the extraction of deep features. We will explore this in the future works. However, in the last two stages, the accuracy of the entire model is not significantly improved even if more cells are spliced. We suspect there are two possible reasons for this. The first one is the design of image size and dimensions. The features of the image might be no longer obvious after processing by multiple cells, so it cannot be extracted and learned. We will focus on improving this design in the future researches. Futhermore, we cannot rule out the possibility that this model is only a locally optimal solution.
Search strategy evaluation Figure 9 shows the accuracy of all the models searched from the start of NAS to the end. This diagram shows the searched model in each stage, in the order from left to right.
In Stages 3, 4 and 5 of NAS search, a small number of models which were the population randomly initialized at the beginning of each stages were showing better performance than the models which were generated by our mutation method. Although we did not find any errors after reviewing the code, we cannot completely rule out this possibility, so we open sourced our code. There are also some other probabilities which might cause this phenomenon. Firstly, we suspect this situation was caused by the characteristics and mutation degree of the algorithm. Because we designed the mutation function of the algorithm according to the number of the best performed models of a certain population proportion. When the population is initialized, if the randomly generated model has already have the best performance of all the models that can be searched at the current stage, then, no matter how the system mutates new structures, it is impossible to get better performance models. In addition, we suppose that the design of mutation function is not reasonable enough. This makes it difficult to mutate a model that can jump out of the local optimal solutions. Table 5 shows the results of the state-of-art studies.
Accuracy evaluation
Clearly, the models discovered by our system are performing the worst in these studies. However, it cannot be denied that we cannot explore the search space and train the model as much as possible as other studies because of our time limit and insufficient computing resources. But compared to other works we found a relatively good result with less computing resource cost and less time.
Name
Error rate Highway Network [Srivastava et al., 2015] 7.72 ResNet-1001 + pre-activation [He et al., 2016 4.62 DenseNet (k=24) 3.74 NAS v3 [Zoph and Le, 2016] 3.65 NASNet-A (7 @ 2304) 2.97 Genetic CNN [Xie and Yuille, 2017] 7.10 Large-scale Evolution [Real et al., 2017] 5.4 Evolutionary search 3.63 CGP-CNN (ResSet) [Suganuma et al., 2017] 5.98 Immune-inspired NAS(not fully train) 19 Immune-inspired NAS(fully train) 18 However, the results of the full training which we used SGD optimizer and 0.9 momenta did not improve much. Although we tried to change the learning rate, the momentum parameters, and the optimizer, there was no significant improvement in this model. So we would speculate that this structure might be a locally optimal result. This issue would be investigate in the future.
Conclusions
This paper adopts the improved immune network algorithm on neural architecture search tasks. Our basic idea is using a two-component coding structure to encode the structures in each cell, and get neural structures which shows better performance based on our immune-inspired algorithm. In the experiment, we modified the immune network algorithm to make it more suitable for NAS problems, and adopted adaptive mutation parameters to make the algorithm obtain better global search performance. Finally, the neural structures with good performance were found on both MNIST and CIFAR-10 dataset.
Although we made many surprising discoveries during the experiments, our system still had room for improvements. For example, adding a selection probability, for example, and let the algorithm choose to mutate in the direction of better performance like Edvinas et al. [Byla and Pang, 2019] . Furthermore, we will reduce the selection pressure by adding potential parameters to population, which is similar to Real et al. [Real et al., 2018] . On the other hand, we will try to treat NAS tasks as a multi-objective optimize problems(MOP) and use immune-inspired algorithm to simultaneously solve multiple aspects of the NAS problem, such as resource consumption, efficiency, and portability.
