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ABSTRACT 
Modeling Curvilinear Flows in Hydraulic Structures 
Rahim Tadayon, Ph.D. 
Concordia University, 2009 
The Study investigates the use of Computational Fluid Dynamics (CFD) to analyze the 
mean characteristics of curvilinear flows in selected hydraulic structures. Three chosen 
turbulence models are associated with the Volume of Fluid (VOF) scheme to predict the 
characteristics of the mean flow. Many hydraulic structures in engineering practice 
involve highly curvilinear flows. Five typical hydraulic structures commonly used for 
flow regulation or flow measurement are considered in the present study; cut-throat 
flumes, lateral weirs, sharp-crested weirs, circular spillways, and siphon spillways. 
Velocity distributions, pressure distributions, water surface profiles, secondary flows, and 
discharge coefficients are the mean characteristics of flows that are studied. 
Presently, computing methods and high speed computers are strong tools for engineers. 
With the help of a properly validated numerical model, one can avoid the time consuming 
and expensive experimental tests based on the physical models to obtain the 
characteristics of highly curvilinear flows encountered in hydraulic practices. This is 
based on the fact that unlike physical models, it is far simpler to apply changing boundary 
conditions and flow parameters to a solved numerical model and obtain a flow 
characteristics for hydraulic structures associated with highly curvilinear flows. 
The flows in hydraulic structures are turbulent. Hence, one needs to solve numerically the 
continuity equation and momentum equations, including turbulent stresses, as the 
IV 
governing equations of turbulent flows. Because the above mentioned flows are generally 
complex and highly curvilinear, the transport equations are needed to model the turbulent 
stresses in the momentum equations. 
In the present study, three Reynolds-Averaged Navier-Stokes (RANS) schemes are used 
to simulate the turbulent flows. Specifically, the Reynolds stress model (RSM), the 
Standard k-s model, and the RNG k-s model were used in the present study. Further, the 
VOF scheme is adopted to find the shape of free surface profiles. 
V 
ACKNOWLEDGEMENTS 
I would like to thank my supervisors, Dr. A.S. Ramamurthy and Dr. Diep Vo, for 
suggesting the research topic. Also, I thank Mr. N. Lang for helping me in the Hydraulic 
Lab, Concordia University. 
I would like to express my appreciation to my parents who have sacrificed their lives to 
let me succeed. Last but not the least, my special thank to my wife and sons for their 
love, patience, and understanding. 
VI 
Table of Contents 
List of Figures and Tables vi 
Notations and Abbreviations xiv 
1 Introduction 1 
1. 1 General Remarks 1 
1. 2 Research Objectives 3 
2 Numerical Methods and Turbulent Flows 6 
2. 1 Introduction 6 
2.2 RANS Models 7 
2.2. 1 Reynolds Stress Model (RSM) 8 
2.2.2 k - e Models 9 
2. 3 Boundary Conditions 11 
2.3.1 Free Surface Boundary 11 
2.3.2 Solid Boundary 12 
2.3.3 Inlet and Outlet Boundaries 14 
2.4 Discretization Method and Solution Procedure 15 
2.4. 1 Finite Volume Method 15 
2. 4. 2 Solution Procedure and Pressure-Correction Methods 17 
2.4.3 Grid Generation; Solution Accuracy 20 
3 Turbulence Modeling of Flows through Cut-throat Flumes 23 
3. 1 Introduction 23 
3.2 Experimental Data 24 
3.3 Solution Procedure 25 
3.4 Results 26 
3.5 Conclusions 28 
Figures 29 
VII 
Numerical Simulation of Flows over Lateral Weirs 36 
4. 1 Introduction 36 
4.2 Experimental Data 38 
4.3 Solution Procedure 38 
4.4 Results 40 
4. 5 Conclusions 40 
Figures 42 
Numerical Simulation of Sharp-Crested Weir Flows 48 
5. 1 Introduction 48 
5.2 Experimental Data 49 
5.3 Solution Procedure 50 
5.4 Results 52 
5.5 Conclusions 53 
Figures 54 
Simulation of Flows through Siphon Spillways 59 
6. 1 Introduction 59 
6.2 Experimental Data 62 
6.3 Solution Procedure 63 
6.4 Results 64 
6.5 Conclusions 64 
Figures 66 
Turbulence Modeling of Flows over Circular Spillways 71 
7. 1 Introduction 71 
7.2 Experimental Data 73 
7.3 Solution Procedure 74 
7.4 Results 75 
7. 5 Conclusions 78 
via 
Figures 79 
8 Summary, Conclusions and Future Studies 89 
8. 1 Summary 89 
8.2 Conclusions 90 




List of Figures 
Computational domain for cut-throat flume, plan 29 
Water surface profiles 30 
Pressure distribution along the flume centerline 31 
Streamwise velocity distribution along the flume centerline 32 
Secondary flow at a cross section 0.175 B downstream of 
the flume exit 33 
Non-dimensional data 34 
Sketches of side weir 42 
Water surface profiles 42 
Channel discharge rates 43 
Plan view of side weir without a sill; grid points for velocity 
measurement 44 
Fig. 4.5 Streamwise velocity profiles 45 
Fig. 4.5 (contd.) Streamwise velocity profiles 46 
Fig. 5.1 Computational domain for flow past sharp-crested weirs 54 
Fig. 5.2 Flow characteristics at section c-c 55 
Fig. 5.3 Flow characteristics at section s-s 56 
Fig. 5.4 Water surface profiles near the nappe region 57 
Fig. 5.5 Variation of Weir Parameter w/(Hj+w) with Froude number Fra 58 
Fig. 6.1 Siphon spillway, longitudinal section 66 
Fig. 6.2 Typical stage-discharge relationship for a siphon spillway 67 





















Fig. 6.4 Siphonic discharge; variation of discharge coefficient with 
dimensionless head (Fig. 6.1) 69 
Fig. 6.5 Siphonic discharge; variation of discharge coefficient with 
dimensionless head (Fig. 6.3) 70 
Fig. 7.1 Circular spillway (computational domain) 79 
Fig. 7.2 Water surface profiles over the crest 80 
Fig. 7.3 Pressure head distributions at the crests of the spillways 80 
Fig. 7.3 (contd.) Pressure head distributions at the crests of the spillways 81 
Fig. 7.4 Pressure head distributions on the upstream wall face 82 
Fig. 7.5 Horizontal velocity distributions at the crests of the spillways 83 
Fig. 7.5 (contd.) Horizontal velocity distributions at the crests of the spillways 84 
Fig. 7.6 Horizontal dimensionless velocity distributions at the crest of 
the spillway 85 
Fig. 7.7 Horizontal velocity distributions at the crest of the spillway 
(RSM vs. k-e) 86 
Fig. 7.8 Pressure head distributions at the spillway crest (RSM vs. k-E) 87 
xi 
List of Tables 
Table 3.1 Values of 'L' and ' 5 ' in Fig. 3.1 for different flumes and depths 
of flow at xi = 0 for different tests 35 
Table 4.1 Experimental parameters 47 
Table 7.1 Selected experimental parameters 88 
Table A.l Numerical data related to Fig. 3.2, Flume II, Test 3 103 
Table A.2 Numerical data related to Fig. 3.3, Flume III, Test 3 104 
Table A.3 Numerical data related to Fig. 3.4-c 105 
Table A.4 Numerical data related to Fig. 4.2, Run E 106 
Table A.5 Numerical data related to Fig. 4.3, Run E 107 
Table A.6 Numerical data related to Fig. 4.5, B-c 108 
Table A.7 Numerical data related to Fig. 7.2, T2 109 
Table A.8 Numerical data related to Fig. 7.3-c 110 
Table A.9 Numerical data related to Fig. 7.5-c 111 
xii 
Notations and Abbreviations 
I. Common Notations 
C = Dimensionless constant = 5.45; 
c = Void fraction; 
Dh = Hydraulic diameter (= 4RH); 
g = Gravitational acceleration; 
k = Turbulent kinetic energy (= T;,/2); 
p - Pressure; 
p = Instantaneous pressure; 
Q = Discharge; 
Rh = Hydraulic radius; 
Sij = Strain-rate tensor; 
5^ . = Strain-rate tensor (for instantaneous velocity components); 
t = Time; 
U = Velocity vector; 
Uj = Average flow velocity (J = 1,2, 3); 
uT = Friction velocity; 
u = Instantaneous velocity; 
u'= Fluctuating part of velocity; 
u = Mean velocity component parallel to solid surface; 
v = Mean velocity component perpendicular to solid surface; 
x, y, z = Local coordinates; tangent and normal to the solid surface and normal to the x-y 
plane, respectively; 
Xj= Global Cartesian coordinate (J = 1,2, 3); 
r = Diffusion coefficient; 
y= Specific weight; 
Sy = Kronecker symbol ((% = 1 if i =j and S,j = 0 otherwise); 
£ = Dissipation rate of turbulent kinetic energy; 
K = von Karman's constant = 0.42; 
ju = Dynamic viscosity; 
v = Kinematic viscosity; 
Vj = Kinematic eddy viscosity; 
p = Density; 
ak, Oe = Dimensionless constants; 
Ty = Reynolds-stress tensor; 
rw= Surface shear stress; 
xiv 
<f> = General property of fluid; 
</>a = General property of air; 
(j)w = General property of water; 
II. Notations (Cut-throat Flumes) 
B = Width of channel; 
BT= Width of throat; 
ho = Pressure head at 2-2 (Fig. 3.1), xi = 0; 
hn hu = Non-dimensional ho (— —— ) \ 
B j, 
L = Length of cut-throat flume; 
Q 
QN = Non-dimensional Q (= —j= — ) ; 
^/gBThQ 
III. Notations (Side Weirs) 
B = Width of channel; 
Cm = Discharge coefficient of side weir; 
do = Depth of flow upstream of weir; 
Fri = Froude number of flow upstream of weir; 
L = Length of weir; 
Z,i-2 = Total length of channel; 
XV 
Qs = Discharge of side weir; 
qs - Discharge of side weir per unit length; 
s = Height of weir crest from the channel bed; 
IV. Notations (Sharp-Crested Weirs) 
Cd = Weir discharge coefficient; 
Fra = Froude number for the approach flow; 
Hi = Water head upstream of weir measured from the crest level; 
w = Weir height; 
q = Discharge of approach flow per unit width; 
Uo = Reference velocity = -j2gH\ ; 
Uc = Average horizontal velocity at the weir crest section; 
x = Axial distance from c (Fig. 5.1) along channel wall; 
Y= Normal distance from the wall; 
Ya = Water depth in the approach channel; 
Yc = Flow depth at section c-c (Fig. 5.1); 
Y0 = Flow depth at section s-s (Fig. 5.1); 
y = Vertical distance from c (Fig. 5.1) perpendicular to channel wall (floor); 
<p= Angle of the velocity vector with the horizontal (= tan'v/u); 
xvi 
V. Notations (Siphon Spillways) 
Cd = Discharge coefficient; 
d = Siphon throat depth; 
Hi = Total head of water, upstream reservoir, measured from d/s channel bottom; 
hi = Total head of water, upstream reservoir, measured from crest level; 
H2 = Total head of water, tailwater, measured from d/s channel bottom; 
q = Discharge per unit width; 
Ri = Radius of crest; 
R.2 = Radius of crown; 
TEL = Total Energy Line; 
LH=Hi-H2\ 
VI. Notations (Circular Spillways) 
Cd = Discharge coefficient; 
Hi = Total head reckoned above crest level; 
La = Length of approach channel; 
q = Discharge per unit width; 
R = Radius of circular spillway crest; 
TEL = Total Energy Line; 
w = Spillway height; 
a = Upstream slope angle; 




CDS Central Difference Scheme; 
CFD Computational Fluid Dynamics; 
CV Control Volume; 
DNS Direct Numerical Simulation; 
FVM Finite Volume Method; 
LDV Laser Doppler Velocimetry; 
LES Large Eddy Simulation; 
PISO Pressure Implicit with Splitting of Operations; 
UDS Upwind Difference Scheme; 
RANS Reynolds-Averaged Navier-Stokes; 
RSM Reynolds Stress Model; 
RNG Renormalization Group; 
SIMPLE Semi-Implicit Method for Pressure-Linked Equations; 
SIMPLEC SIMPLE-Consistent; 
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SIMPLER SIMPLE Revised; 




1.1 General Remarks 
Many hydraulic structures in engineering practice involve highly curvilinear flows. 
Among these hydraulic structures, those used for flow regulation and flow measurement 
are most commonly encountered units. Cut-throat flumes and sharp-crested weirs 
commonly serve as the simple flow-measuring devices in open channels in water and 
wastewater works. Side weirs can be announced to be the simplest flow regulation for 
open channels in irrigation systems. Circular spillways and weirs can be selected as 
uncomplicated devices to regulate the water level in storage systems and diversion works. 
When a high rate of water is needed to discharge with narrow limits of headwater rise in 
a reservoir, a siphon spillway could be a good choice. 
Computing methods and high speed computers are strong tools for engineers, nowadays. 
Therefore, one does not need to perform time consuming and expensive experimental test 
procedures to obtain the mean characteristics of flows in hydraulic practices. Numerical 
methods (Computational Fluid Dynamics, CFD) with their advantages of lower cost and 
greater flexibility can reasonably predict the mean characteristics of flows such as 
velocity distributions, pressure distributions, and water surface profiles of complex 
problems in hydraulic engineering. 
The flows in the above hydraulic structures are turbulent. Hence, one needs to solve 
numerically the continuity equation and the momentum equations, including turbulent 
stresses, as the governing equations of turbulent flows. Because these flows are generally 
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complex and highly curvilinear, transport equations are needed to model the turbulent 
stresses in the momentum equations, based on accurate turbulence models. 
Momentum equations and transport equations of turbulence are higher-order partial 
differential equations with nonlinear terms. Consequently, one cannot solve them 
analytically to find a general solution. Therefore, a numerical solution is a key. To use a 
numerical solution, a numerical discretization technique such as finite element method, 
finite difference method, or finite volume method is needed to convert the partial 
differential equations to the algebraic equations. Although the above three techniques or 
other methods have been used by investigators, finite volume method (FVM) is preferred 
in CFD field. To capture the shape of the free water surface, a technique such as the 
Volume Of Fluid (VOF) scheme is needed to be solved along with the governing 
equations and the turbulent transport equations. 
The most accurate approach to turbulence simulation is the direct numerical simulation 
(DNS) method in which the Navier-stokes equations (continuity and momentum 
equations) are solved for all spatial and time scales of motions in the three-dimensional 
domain. From the conceptual aspect, it is the simplest method. On the other hand, the 
number of grid points, which is needed to capture all scales of motions, is limited by the 
computing speed and the computer memory. Thus, this method is applicable only for 
flows in geometrically simple domains and at relatively low Reynolds number. Also, the 
results of the DNS contain very detailed information about the flow that has far more 
information than any engineer needs. Further, it is too expensive to be employed very 
often and cannot be used as a design tool (Ferziger and Peric, 2002). 
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The second most accurate method is the Large Eddy Simulation (LES) in which the small 
eddies are modeled and the large eddies (large-scale motions) that are generally much 
more energetic than the small ones are solved. The time and storage demands for LES are 
less than those for DNS. However, large eddy simulations are time dependent and still 
need high-speed computers that make them expensive even though less costly than DNS 
for the same problem. 
When one needs to obtain a few quantitative properties of a turbulent flow, the simpler 
models such as Reynolds-Averaged Navier-Stokes (RANS) models can be used. These 
are less expensive than DNS and LES. Instead of solving all motions by DNS or large-
scale motions by LES of a turbulent flow, a RANS model can provide the mean 
characteristics of the flow. The most accurate RANS model is the Reynolds stress model 
(RSM) in which the turbulent stresses and consequently anisotropic turbulent quantities 
are solved. The isotropic turbulence models are based on the Boussinesq approximation. 
Hence, the turbulent stresses are not solved but are modeled. Thus, they are less time 
consuming than RSM. Among the isotropic turbulence models, the two-equation models 
(such as the k-e and the k-co models) are the simplest complete RANS models. 
1.2 Research Objectives 
The main objective of this study is to numerically simulate the curvilinear flows in 
several common hydraulic structures using turbulence modeling. The RANS equations 
along with turbulence transport equations are modeled using three turbulence models 
(Standard k- e model, RNG k- 8 model, and RSM). The Volume Of Fluid (VOF) 
technique is adopted to find the free surface profiles in the structures. The finite volume 
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method (FVM) as a discretization technique is used to convert the partial differential 
equations to the algebraic equations. 
The mean flow characteristics including water surface profiles, pressure distributions, 
velocity distributions, secondary flows, and discharge coefficients are obtained. To 
validate the numerical predictions, experimental results are used. The experimental data 
include existing results and results based on the present studies. 
• Three-dimensional flows resulting in cut-throat flumes are simulated using RSM. 
Pressure distributions, velocity distributions, water surface profiles, and 
secondary flows are obtained. Two sets of the previous experimental data as well 
as the results of a new test are used to validate the numerical predictions. 
• Side weir flows are modeled using the three-dimensional RSM. Velocity 
distributions, water surface profiles, and flow rates over the side weir are 
predicted. Two sets of previous experimental results are used to validate 
numerical predictions. 
• Two-dimensional RNG k- £ model is used to calculate the velocity and pressure 
distributions as well as the water surface profiles of flows over the sharp-crested 
weirs. Two sets of the previous experimental data are used to validate the model 
predictions. 
• Flows through the siphon spillways are modeled using RSM to predict the 
coefficient of discharge. The data obtained from a test on a siphon model set up in 
the laboratory is used to evaluate the predicted results by the numerical 
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simulations. Also, an existing set of experimental data is used to validate the 
numerical results. 
• Flows over the circular spillways are simulated using three different turbulence 
models. The Standard k- e model, RNG model, and RSM are used to obtain the 
velocity and pressure distributions of the flows over the spillways. To validate the 
results, two sets of experimental data done previously are used. 
Chapter 2 
Numerical Methods and Turbulent Flows 
2.1 Introduction 
Almost all fluid flows countered in engineering practice are turbulent. Turbulent flows 
are naturally unsteady, rotational, and three dimensional. In some fields such as 
hydraulics and environmental hydraulics, one deals with Newtonian, incompressible 
flows in which the 3D, time-dependent, incompressible continuity and Navier-Stokes 
equations govern: 
f ^ - 0 (2-1) 
OX, 
8w, ~ dui _ _ 1 cfp_ d . ~ . . , 
dt J dxj p dxj dxj u 
In the above equations, compact tensor notation is used in the Cartesian coordinates. 
Here, uj are the components of the instantaneous velocity and p is the instantaneous 
pressure. Also, p, v, t, and xj denote the fluid density, kinematic viscosity, time, and global 
Cartesian coordinates (j=\, 2, 3), respectively. The strain-rate tensor,^, is defined as 
follows: 
? = 1 ( a u L + a s I ) (2_3) 
v
 2 dxj 3x, 
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The most accurate approach to solve (2-1) and (2-2), is the Direct Numerical Simulation 
(DNS) by which all spatial and time scales of motions in the turbulence are calculated. 
Solving all scale motions by computers needs numerous processing speed and memory 
requirement. This makes DNS impractical in industry nowadays. 
The second most accurate method is the Large Eddy Simulation (LES) in which the large 
eddies that carry the most turbulent energy are solved and small eddies are modeled. The 
small eddies are filtered out by filtering the velocity field and the accuracy of a LES 
depends on the size and type of filter. The time and storage demands for LES are less 
than those for DNS. However, large eddy simulations are time dependent and still need 
high-speed computers that make them expensive even though less costly than DNS to 
solve the same problem. Whenever it is feasible, DNS is the preferred method because it 
is more accurate than LES. 
2.2 RANS Models 
When a few quantitative properties of a turbulent flow are needed, the simpler models 
such as Reynolds-Averaged Navier-Stokes models can be used. When these models do 
not succeed or one needs a validity of results, DNS and LES should be used. 
In the RANS approaches, all the unsteadiness is regarded as a part of the turbulence and 
is averaged out. With averaging (2-1) and (2-2), the conservation mass and momentum 
can be written as follows: 
i r + "< = -p^ + &; ( 2 ^ + ^ (2"5) 
Here, w, are the components of the averaged velocity and p is the averaged pressure. Also, 
the Reynolds-stress tensor, Zy, and the strain-rate tensor, Sy, are defined as follows: 
Tjj = -upj (2-7) 
Here, w' = wj.-w(. (fluctuating part of velocity). To close the equations (2-4) and (2-5), 
one needs to model the Reynolds-stress tensor (2-7). Non-isotropic turbulence models 
such as the Reynolds Stress Model (RSM) compute all components of (2-7) by which 
flows over the curved surfaces, secondary motions, flows with boundary-layer separation, 
and flows with highly curvilinear streamlines can be predicted properly with compared to 
isotropic turbulence models. On the other hand, when anisotropy of the Reynolds-stresses 
is negligible, isotropic turbulence models (such as two-equation models) based on 
Bousssinesq eddy-viscosity approximation can be used. 
2.2.1 Reynolds Stress Model (RSM) 
As a non-isotropic turbulence model, a RSM that is modified by Launder-Reece-Rodi is 
used in the present study (Launder, 1992): 
Br, dru „ . 2 _P „ „ d ( k_ <h> dr^ 3 ^ 
£if dx Jt dx kf dx 
C \JJ\>g \JA-f \JA,p 
+ uklr
L
 = -Gv+-£su-nu-ci-dt Kdx, " 3 u ,J 'dx, (2-8) 
On the right-hand side of (2-8), the first term is the turbulent stress generation rate by the 
mean shear and is defined by (2-9). £ in the second term is the turbulence dissipation rate 
that is modeled by (2-10). The third term is the pressure-strain correlation that denotes the 
average product of the fluctuating pressure and strain fields and is modeled by (2-11). 
Turbulent diffusion transport is taken into account by the last term. 
C
'
= r < + T < ( 2 " 9 ) 
de de _ _ e 3w L _ r g2 r 3 
dt J dx: k ij dx. k dx, 
(2-10) 
n,; = C , % + ^ ^ } _ 8 ± Q ( G _lGS)_^_2 _2GS)_60C^_4 _ 2 ^ 
"
 lk J 3 u 11 J 3 ' 11 " 3 IJ 55 ,J 3 J 
(2-11) 
n ^ = ^ f 0 . 1 2 5 f ( r , + ^ ) - 0 . 0 1 5 ( G v - D , ) l (2-12) 
ey \ k 3 J 
0 ^
 + ^ (,B) 
Here, the turbulence kinetic energy k = r,,/2, dy is the Kronecker symbol (dy = 1 if i = j 
and dy = 0 otherwise), G = Gull, S = SUI2, and y = distance normal to the solid surface. 
Also, C,= 1.8, C2= 0.60, C3= 0.11, C4= 0.18, C5= 1.44, and C6= 1.92. 
2.2.2 k-c Models 
When anisotropy of the Reynolds-stresses is negligible, isotropic turbulence models 
based on Bousssinesq eddy-viscosity approximation that assumes the components of the 
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Reynolds stress tensor vary linearly with the mean rate of strain tensor can be used, as 
follows: 
T,=2vTS,--kSv (2-14) 
Here, vT is kinematic eddy viscosity. The most accurate isotropic turbulence models are 
two-equation models in which two transport equations are solved to determine the 
kinematic eddy viscosity, vj. The most popular two-equation models are k-£ models that 
model the kinematic eddy viscosity as follows: 
vT =Cuk2le (2-15) 
Turbulent kinetic energy, k, and dissipation rate of turbulent kinetic energy, s, are 
determined by the following transport equations: 
dk dk du, d 
— + u. = r.. — - - e + — 
dt dx, dx, dx: 
(v + vT/ak) dk dx. 
d£ d£ _ £ dut _ £2 d 
dt J dx. k 'J dx, k 3x, 
(v + vT/a£) d£ dx,. 
(2-16) 
(2-17) 
Here, C£, = 1.44, Ce2 = 1.92, C„ = 0.09, ok = 1.0, ae = 1.3 in the Standard k-e model 
(Ferziger and Peric, 2002). 
The RNG k-e model predicts the characteristics of near wall flows and flows in curved 
geometry boundaries with more accuracy than those of the Standard k-s model. To solve 
the Reynolds-stress tensor of (2-14), the RNG k-e model uses the same transport 
equations (2-16 and 2-17) with different coefficients that are appropriate to flows 
characterized by severe distortion encountered in highly curvilinear flows; CE\ = 1.42, CEi 
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= C\2 + [C^A3 (l-m0)V(l+^), C\2 = 1.68, X = (k/eXISijSjd1'2, fi = 0.012, X0 = 4.38, C„ = 
0.085, ak = 0.72, and aE = 0.72 (Yakhot and Smith, 1992). 
2.3 Boundary Conditions 
2.3.1 Free Surface Boundary 
Free surfaces in open channel flows are the boundaries of two phases (air and water) that 
are moving in time. The shape of the water surface is not usually known in advance. For 
the initial condition, the free surface location is known but the boundary at later times 
should be determined as part of the solution. 
Among many procedures, two major methods have been used to find the shapes of the 
free surfaces in open channel flows. In the first method, the free surface elevation is 
determined by allowing the computational mesh to deform during the iteration solution 
(Meselhe et al. 2000). This method treats the free surface as a sharp interface and the 
boundary-fitted grids are used. Therefore, the grids have to be justified in every time step 
when the boundary location is changed. The second method is the volume of fluid (VOF) 
that does not treat the free surface as a sharp boundary and does the computations on a 
fixed grid. 
In the present study, the volume of fluid (VOF) scheme, which is an efficient method for 
treating the complicated free-surface problem (Mohapatra et al., 2001; Maronnier et al., 
2003) was used to find the shape of the free surface. The shape of the free surface is 
determined by computing the fraction of each near-interface cell of a fixed grid that is 
partially filled (Ferziger and Peric, 2002). In addition to the governing equations of the 
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flow, a transport relation (2-18) for the filled fraction of every cell is solved to find the 
shape of the free surface. 
dc d(cu,) 
^ + - V - ^ = 0 (2-18) 
at dXj 
Here, c is the filled fraction that changes from one for a cell full of water to zero for an 
empty cell. The pressure of the cells near the free surface boundary is obtained using 
linear extrapolation from the interior cells of the water domain. 
Both fluids, water and air, can be treated as a single fluid. The properties such as density, 
molecular viscosity, and turbulence quantities of this single fluid {(/>) are variables in 
every cell and can be calculated according to the volume fraction of each fluid as follows: 
</> = c<l>w + (\-c)<Pa (2.19) 
0W and <pa are the general properties of water and air, respectively. 
2.3.2 Solid Boundary 
At the wall boundaries, the wall function approach which relies on the existence of a 
logarithmic region in the profile of the axial velocity component was used (Launder and 
Spalding, 1974). The universal logarithmic law of the wall, applicable for uTy/v > 30, is: 
JL=_L lniii21+c (2.20) 
UT K V 
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is Here, ux (= •yjrw / /? ) is the friction velocity, Tw is the surface shear stress, K = 0.42 i 
the von Karman constant, y is the normal distance to the solid surface, v is the kinematic 
viscosity, and C = 5.45 for smooth surfaces. 
The kinetic energy generation and the turbulent energy dissipation rate are approximately 
in equilibrium at the wall-adjacent cells (Wilcox 2007). Therefore, when k- e models are 
applied, k and e are obtained as follows: 
k = - ^ = , e = ^ - (2.21) 
# 7 K* 
Here, y denotes the local coordinate that is normal to the solid surface. These boundary 
conditions are applicable for uTy/v > 30. 
When the Launder-Reece-Rodi model is used, the Reynolds stresses T,y and the turbulent 
dissipation rate s at the wall-adjacent cells are computed from the following three 
dimensional boundary conditions applicable for uxy/v ~ 50 (Launder and Li, 1994): 
Txx=-5.\uT2,r)y=-L0uT\T2Z=-2.3uT2, Txy=\.0uT2, e = ^ - (2.22) 
Ky 
Here, a local coordinate system was used, x and y denote the coordinates that are 
tangential and normal to the solid surface, respectively, z denotes the coordinate that is 
binormal to x and y. 
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2.3.3 Inlet and Outlet Boundaries 
The velocity distribution is specified at the inlet boundaries. The turbulence quantities k 
and e at the inlet boundary are estimated by the following equations: 
k = - u ' l 2 and £ = C I" — (2.23) 
2 ag M 0.07 Dh 
Here, uavg is the average inlet velocity, / is the turbulence intensity that is typically 
between 1% to 5% and it depends on the upstream flow. Also, here, £>/, (= 4Rh) is the 
hydraulic diameter and Rp, is the hydraulic radius of the conduit inlet cross section. 
If the location of the outlet boundary is selected far away from geometrical disturbances, 
the flow reaches a fully developed state where no change occurs in the flow direction. In 
these situations that are normally possible, the gradients of all velocity components and 
turbulence quantities are zero. Also, these variables can be obtained using the linear 
extrapolation of computed values in the adjacent interior points that are just above the 
exit plane. If total mass flux are prescribed, the extrapolated velocity is then corrected to 
give the exactly the same total mass flux. 
At the inlet boundary for open channels, the water surface level can be specified. At the 
outlet boundary, the water surface level can be specified or obtained using the linear 
extrapolation method. 
To make the solution unique, one usually takes the pressure at a fixed point defined 
(reference pressure). Following this, the pressure correction calculated at that point is 
subtracted from all the corrected pressures. 
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2.4 Discretization Method and Solution Procedure 
2.4.1 Finite Volume Method 
The most common method to solve the governing and transport equations in 
computational fluid dynamics is the finite volume method (FVM). The computational 
domain is subdivided into a finite number of control volumes. The basic idea of FVM is 
to satisfy the integral forms of the governing and transport equations for every control 
volume in the domain as well as the whole domain. One of the most common schemes is 
the cell-centered scheme in which control volumes are identical with grid cells and the 
variables are associated with their centroids. The integration of the conservative form of 
all fluid flow equations can be written as follows: 
P ^ W + \V.(p<f>U)dV = ft.(TV<p)dV + $S,dV (2-24) 
cv cv cv cv 
Here, 0 is a general variable in the domain. <p= 1 for the continuity equation. For the 
three components of momentum equations </>= u\ (i = 1, 2, and 3). Also, (j)= k, £, and T/,-
in transport equations of turbulence models in 2.1.1 and 2.1.2. U is the velocity vector 
and S^ is the source term. T is diffusion coefficient that equals dynamics viscosity u for 
laminar flows, when (/)= u, and (2-24) becomes momentum equations. By applying 
divergence theorem, one can have (2-24) in the following form: 
dt 
\p<pdV + \{p</)U).hdA = \rV</).ndA + \S0dV (2-25) 
\cv J cs 
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The first term on the left hand side of (2-25) signifies the rate of change of the total 
amount of fluid property </> in the control volume. The second term on the left is the rate 
of change of <j> due to convection across the control volume. The rate of change of 0 due 
to diffusion is represented in the first term on the right hand side. Finally, the last term 
gives the rate of change of the property 0 as a result of sources. 
To apply (2-25) and obtain an algebraic equation for each control volume, one needs to 
approximate the surface and volume integrals over the control volume surfaces and 
domain. To approximate the volume and surface integral by any numerical integration 
technique, the values of variables at locations other than computational nodes (cell 
centers) need to be approximated by interpolation. If the value of a variable at the cell 
center is used to calculate the volume integration, no interpolation is necessary. This is the 
second-order approximation that gives the exact results when the property in the control 
volume is either constant or varying linearly. An approximation of higher order to 
calculate the volume integrals requires the values of the variable at more locations than 
that at the center of the cell. 
In this study, the collocated grid arrangement that is suitable for non-orthogonal body-
fitted mesh is used. In collocated grid arrangement (Rhie and Chow, 1983), the same 
control volumes are used for all equations and all variables are stored at the same grid 
points. Therefore, interpolation methods are needed to find the values of the variables at 
some locations of the control volumes surfaces. To calculate the surface integrals, one 
needs to interpolate the values of variables at least at the centers of the control volume 
surfaces. 
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First-order upwind interpolation (upwind difference scheme, UDS) is a simple and useful 
scheme to interpolate the surface center value of a variable. It unconditionally satisfies the 
boundedness criterion that never yields oscillatory solutions. If a suitable mesh is 
selected, the first-order upwind scheme can be used for the convective term in (2-25) and 
the results are accurate for flows with high Reynolds numbers. The linear interpolation 
scheme that approximates the value of the variable at the surface center of a cell by 
interpolation between two nearest nodes (central difference scheme, CDS) is second-order 
accurate. Although this scheme may produce oscillatory solutions, it is the simplest 
second-order method that is more accurate and is the one most widely used especially for 
the diffusion term in (2-25). In this study, UDS and CDS are used for the convective and 
diffusion terms, respectively. 
Other schemes such as quadratic upwind interpolation and higher-order interpolation may 
be used to calculate the values of a variable at the cell-face centers. For higher-order 
approximation of the surface integrals, the variables must be evaluated at corners of the 
cells too. This can be done after determining the values at the cell-face centers. More 
details of FVM are given in the relevant references (Ferziger and Peric, 2002; Versteeg 
and Malalasekera, 2007). 
2.4.2 Solution Procedure and Pressure-Correction Methods 
To calculate all variables including pressure, velocity components, and turbulent 
quantities, one needs to solve the system of non-linear equations (continuity, momentum, 
and turbulent transport equations). Direct solution of non-linear coupled equations is very 
complicated. Because of that, these equations have to be linearized and then solved by an 
iteration method. Another important problem is that if one wants to solve all coupled 
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equations simultaneously, it would make convergence very difficult to reach. Therefore, 
an outer iteration of RANS equations (2-4 and 2-5) in which the values of the turbulent 
properties are based on their values at the end of the preceding iteration is performed. And 
then, another outer iteration of the turbulent transport equations is made. To avoid 
numerical instability and guarantee the convergence, under-relaxation parameters are 
needed for all equations when each equation is solved separately by an iteration method 
(inner iteration). In an outer iteration, RANS equations (2-4 and 2-5) have to be solved to 
calculate the pressure and the velocity components. 
Solving these equations is complicated because there is not an independent equation for 
the pressure. In compressible flows the continuity equation can be used to determine the 
density and the pressure is calculated from an equation of state. This method can not be 
used for incompressible flows. For incompressible flows, one can solve the momentum 
equations one by one or simultaneously by using the values of pressure from the 
proceeding inner iteration. Then, the velocity components and pressure can be corrected 
by satisfying the continuity equation (pressure-correction equation). This approach is 
called the pressure-velocity coupling method. 
The first and most popular solution algorithm for pressure and velocity calculation is 
called SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) that was put 
forward by Patankar and Spalding (1972). 
For every outer iteration, the first step is to solve the linearized momentum equations in 
which the pressure field, the velocity values included in the coefficients as well as the 
turbulent quantities are assumed from the previous iteration. The new calculated velocity 
values do not satisfy the continuity equation. The pressure correction is defined as the 
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difference between correct pressure that is unknown and the guessed pressure that 
assumed from the previous iteration. Also, the velocity corrections are defined as the 
difference between correct velocities that are unknown and the guessed velocities that 
calculated from the first step. The correct, unknown pressure and velocities are substituted 
in the momentum equations. Then, by subtracting the two sets of the momentum 
equations and applying the continuity equation, an equation can be derived in which the 
only unknown is the pressure correction and a term including the velocity corrections (a 
Poisson equation). 
As the second step, one needs to solve the Poisson equation (the pressure-correction 
equation), compute the velocity corrections, and calculate the new values of velocities and 
pressure. In the derived Poisson equation, the term including the unknown velocity 
corrections is omitted. Due to neglecting this term, the SIMPLE algorithm does not 
converge rapidly and one needs to use under-relaxation for the Poisson equation. With the 
new values of pressure and velocities, the turbulent transport equations can be solved. 
Because the new values of the variables do not satisfy the momentum equations, the 
second iteration should be started from the first step and continued to reach the 
convergence. 
Patankar (1980) introduced an improved version of SIMPLE that is called SIMPLER 
(SIMPLE Revised) algorithm in which the continuity equation is used to derive an 
equation for the pressure, instead of a pressure correction equation as in SIMPLE. 
Although the number of calculations involved in SIMPLER is larger than that in 
SIMPLE, the fast convergence rate reduces the computer time (Versteeg and 
Malalasekera, 2007). 
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The SIMPLEC (SIMPLE-Consistent) algorithm follows the same steps as the SIMPLE 
algorithm, with the difference that the velocity corrections term in the pressure correction 
equation is approximated rather than being neglected (van Doormal and Raithby, 1984). 
Issa (1986) presented PISO (Pressure Implicit with Splitting of Operations) algorithm in 
which there are two corrector steps. The first step of PISO is the same as in SIMPLE. In 
the second step, at first, the pressure correction equation is solved (the velocity correction 
term is neglected here too), the velocity corrections are calculated, and the velocity and 
pressure values are computed as by SIMPLE. At this stage, a second pressure correction 
equation including the velocity corrections term is solved (the velocity corrections are 
approximated by solving the first pressure correction equation). Finally, the twice-
corrected velocity field along with the pressure field is obtained. The next outer iteration 
is started from the first step and will be continued to reach the convergence (Ferziger and 
Peric, 2002). PISO can maintain a stable calculation with a larger time step in transient 
flows. In the present study, PISO algorithm is adopted. 
2.4.3 Grid Generation; Solution Accuracy 
Grid Generation 
Solving the fluid flow equations are based on discretization procedures such as FVM in 
which one needs to divide the domain to a numerous cells and create a mesh system. For a 
regular geometry, an orthogonal (Cartesian, cylindrical, spherical, etc.) mesh whose lines 
follow the coordinate directions may be used. The extension of the discretization methods 
to orthogonal coordinates is relatively straightforward. However, many engineering 
problems in fluid mechanics involve complex geometries. 
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A complex geometry can not be fitted in one of the above coordinates. To avoid 
inaccuracy of the results because of approximating the geometry, non-orthogonal body-
fitted (structured or block-structured) grids are needed for the problems involving 
complex geometries (Versteeg and Malalasekera, 2007). The more flexible mesh that can 
be used for the domains with very complex geometries is unstructured grid arrangement 
in which every individual cell can be considered as a block and is not restricted to one 
particular cell type. In most cases, using a suitable unstructured mesh can give more 
accurate results than that of structured one. However, the solvers for the algebraic 
equation systems are usually slower than those for other grids. 
In this study, non-orthogonal, block-structured mesh systems along with the collocated 
arrangement are used. Also, each block is meshed using power law functions. Power law 
function allows user to make the mesh finer near the boundaries or in the regions where 
the gradients of the variables are high. It should be noted that the first grid point needs to 
be within the logarithmic region defined by wall functions in section 2.2.2. 
Solution Accuracy 
To enhance the accuracy of the results, a suitable discretization method such as finite 
volume method (that approximates the transport equations) is needed. The first key of 
achieving an accurate result is to approximate the integrations and perform the 
interpolations properly (Section 2.3.1). In this study, steady flows are modeled as 
transient flows and solved using iteration methods. The second key for obtaining an 
accurate result is to decrease the iteration errors (convergence errors). The difference 
between the exact solution and iterative solution of the discretized equations is defined as 
the iteration error. In practice, the available computing power and time dictate that one 
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truncates the iteration sequence when the solution is sufficiently close to the final 
solution. In this study, the relative global residual of each variable (difference between 
successive iterates) is monitored to control the convergence. The relative residuals are 
kept at 0.0001 to 0.00001 for all variables. Also, the inflow and outflow fluxes are 
controlled. Besides, the temporal rate of change of velocity values at some points are 
examined to be negligible for convergence. To achieve a fast convergence, one should 
divide the domain with a suitable mesh according to the gradients of the variables in 
different regions. 
Also, the grid sensitivity or grid independence needs to be checked. The results of each 
simulation were checked for grid independence using a coarser grid whose cells 
dimensions were twice as those of the final grid cells sizes. Also, the results were checked 
using a finer grid whose cells dimensions were half as those of the final grid cells sizes. 
The results of the coarser grid size were in less agreement than the results related to the 
final grid. Further, the results for the finer grid were essentially the same as the case of the 
final grid chosen. The deviations of velocities and pressures were generally much less 
than 1 % between the results obtained from the final grid and the finer grid. 
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Chapter 3 
Turbulence Modeling of Flows through Cut-throat Flumes 
3.1 Introduction 
The determination of the discharge rate in open channels is an essential aspect of 
water resources management. Among critical flumes which are used to measure 
discharge rates in irrigation systems and water treatment plants (Ackers et al. 1978; Bos 
1989), cut-throat flumes are simple devices that are easy to construct. These flumes have 
horizontal floors with the same upstream and downstream widths and without a throat 
length (Fig. 3.1). The flow in the throat region of the cut-throat flume is highly 
curvilinear, as the flow accelerates from the subcritical regime to the supercritical regime. 
Further, in this region, flow is highly three dimensional. 
The characteristics of flow in cut-throat flumes have been studied in the past by several 
investigators. The cut-throat flume was developed by Skogerboe and Hyatt (1967). Keller 
(1981) studied the non-similarity entrance features on the characteristics of the flow in 
cut-throat flumes. Keller (1984) also conducted systematic tests on cut-throat flumes and 
published results that have direct field applications. Ramamurthy et al. (1985) developed 
an equation to calculate the discharge rate of free flows in these flumes based on the 
depth of the approaching flow. Ramamurthy et al. (1988) developed a semi-empirical 
relationship between the non-dimensional discharge and the upstream flow depth for 
submerged cut-throat flumes by using the momentum equation. 
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In this chapter, the turbulence Reynolds Stress Model (RSM) is applied to analyze the 
characteristics of flow through cut-throat flumes in rectangular open channels. RSM 
provides physically realistic predictions especially for three dimensional flows with 
highly curved streamlines (Wilcox, 2007). The three-dimensional finite volume 
discretization was used for the numerical simulation. 
The existing experimental data of Aukle (1983) and Keller and Mabbett (1987) were used 
to validate most of the results. To verify the 3D nature of the flow predicted by the 
model, a few experimental results were also obtained based on a new test. 
3.2 Experimental Data 
Three sets of experimental data are used to validate the predictions of the turbulence 
model; the experimental data of Aukle (1983), the test data of Keller and Mabbett (1987), 
and a new test. 
Aukle (1983) used three geometrically similar rectangular cut-throat flumes were set in a 
channel with horizontal floors. The flumes had the same upstream and downstream 
widths and without a throat length (Fig. 3.1 and Table 3.1). The pressure heads at some 
points along the flumes centerlines were measured by static pressure probe. A standard 
pitot tube was used to obtain the streamwise velocity distributions at some vertical 
sections along the flumes centerlines. Also, surface profiles were measured by means of 
point gages at centerlines. Also, the discharges are obtained using a standard 60° V-notch 
weir. 
Keller and Mabbett (1987) constructed a horizontal flume and a total of 46 test runs were 
carried out. For every test run, the flow rate was measured using electro-magnetic 
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flowmeter. Very low flow rates are obtained by weighting the water discharged during 
the determined time interval. The corresponding upstream head pressures in the flume 
were collected by a submersible differential pressure transducer located in stilling well. 
A new cut-throat flume with L = 0.474, B = 0.285, and BT= 0.178 m (Fig. 3.1) was also 
setup in an existing glass flume that was modified specially to study briefly a few aspects 
of three dimensionality of the flow. In this new test, the upstream depth of flow was 
0.094 m. At a section 0.05 m (= 0.175 B) downstream of the flume exit, the spanwise and 
vertical velocity components were measured using a Laser Doppler Velocimetry (LDV). 
3.3 Solution Procedure 
The collocated finite volume method was used to approximate the governing equations to 
algebraic equations that can be solved numerically. The pressure-velocity coupling 
scheme was achieved using the PISO (Pressure-Implicit with Splitting of Operators) 
algorithm (Issa, 1986). 
The computational domain for the numerical simulation is shown in Fig. 1 for three 
geometrically similar flumes. In the simulation, for each flume, four to five different 
depths of flows were chosen. These were the same flow parameters as in the experiments 
(Ramamurthy et al., 1985, and Aukle, 1983). The lengths of the channel upstream and 
downstream of the cut-throat flume were 2.438 m and 0.305m, respectively. Values of L, 
B, Bj, upstream depths of flows, and discharges for all the three flumes are given in Table 
3.1. The entrance 3-3 of the cut-throat flume is atx/ = 0.305 (Fig. 3.1). Further, the flow 
depth in the flume I was set at 0.130 m for one test in which the streamwise velocity 
distributions at some vertical sections were measured. The flow domain was meshed with 
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a power law function that generates the finer mesh close to the channel boundaries. The 
first grid cell rows next to the walls were constructed well within the logarithmic region 
30 < liy/v < 100. The results were checked for grid independence using a coarser grid 
whose cells dimensions were twice as those of the final grid cells sizes. Also, the results 
were checked using a finer grid whose cells dimensions were half as those of the final 
grid cells sizes. The results of the coarser grid size were in less agreement than the results 
related to the final grid. Further, the results for the finer grid were essentially the same as 
the case of the final grid chosen. The deviations of velocities and pressures were 
generally much less than 1% between the results obtained from the final grid and the 
finer grid. Through the time-dependent simulation, water flows in the open channel and 
constitutes the free surface between air and water. 
The VOF scheme is used for the free surface boundary (Sec. 2.2.1). The standard wall 
functions are used for the solid boundaries, bottom and walls (Sec. 2.2.2). The depth of 
flow, average velocity and the quantities of the turbulence are known at the inlet 
boundary (Fig. 3.1; Sec. 2.2.3). At the outlet (Fig. 3.1) that is enough far away from the 
exit of the throat, water surface obtained using the linear extrapolation method and the 
gradients of all velocity components and turbulence quantities set to zero. 
3.4 Results 
Existing experimental results (Ramamurthy et al., 1985 and Aukle, 1983) related to water 
surface profiles, pressure distributions, and streamwise velocity distributions for flow in 
cut-throat flume were used to validate the numerical simulation predictions. For water 
surface profiles along the flume centerlines, Fig. 3.2 shows that there is a good agreement 
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between numerical predictions and experimental results. The agreement is equally good 
in both the subcritical and supercritical flow regions. Both experimental and predicted 
pressure head distributions along the centerlines of the flumes are shown in Fig 3.3. The 
simulation results agree well with the experimental data. Fig. 3.4 displays the few 
available vertical distributions of the streamwise velocity along the centerline of the 
flume /. There is a small disagreement between the numerical predictions and the 
experimental results near the free surface at the throat section (Fig. 3.4). The 
disagreement between test data and model predictions can be traced in part to the use of 
the Pitot tube for velocity measurements close to the free surface. 
Fig. 3.5 shows the resultant of the lateral and vertical mean velocities at a section 0.05 m 
(=0.175B) downstream of the flume exit. Because the maximum deviations of the lateral 
and vertical velocity components measured in the sections right and left of the channel 
centerline were relatively small (< 0.01 m/s), only data of one half of the cross section are 
used for model validation (Fig. 3.5). The numerical model predicts the cross water surface 
profile of the three dimensional flow well and the secondary flow reasonably well. 
Keller and Mabbett (1987) have provided dimensionless parameters characterizing the 
flow behavior in cut-throat flumes. According to them, the non-dimensional discharge 
and non-dimensional head parameters are defined as follows: 
a
'
mi£v •*•••£ (3J) 
Here, Q and ho are discharge of approach flow and pressure head at section 2-2 (Fig. 3.1), 
respectively. The present numerical results compare well with the experimental results of 
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Keller and Mabbett (1987) presented in terms of dimensionless parameters QN and hs 
(Fig 3.6). 
3.5 Conclusions 
The three dimensional RSM along with the VOF scheme can properly reproduce the 
mean characteristics of flow in cut-throat flumes. These characteristics include the water 
surface profile, pressure distributions, and streamwise velocity distributions. Also, the 
model faithfully predicts the secondary flow downstream of the throat. The predictions of 
the numerical model agree well with the existing experimental results. Due to lower time 
demand and lower cost of numerical methods compared to experimental methods in 
predicting the flow characteristics, simulation of the cut-throat flume flows based on a 
properly validated model provides the flow characteristics of these flumes for various 
flow configurations encountered in the field. 
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Fig. 3.3. Pressure distribution along the flume centerline, a) Flume I, 
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— Numerical Simulation 












- • n 
(a) 





























0.2 0.4 0.6 
Uu m/s 




0 0.4 0.8 1.2 
Uu m/s 
Fig. 3.4. Streamwise velocity distribution along the flume centerline 
a) xj = 0, b) Xj = 0.305 m (entrance of the flume), 
c) xf= 0.305 m + L/9, d) x2 = 0.305 m + L/3 (throat section) 
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Fig. 3.6. Non-dimensional data 
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Flume L, m B, m BT, m Test u/s Flow Flow 
number depth, m rate,L/s 
0.648 0.300 0.156 
1 0.050 3.23 
2 0.127 13.61 
3 0.175 23.06 
4 0.196 27.80 
/ / 0.486 0.225 0.117 
1 0.039 1.64 
2 0.100 7.63 
3 0.193 21.01 
4 0.289 41.34 
1 0.032 0.82 
2 0.123 7.29 
/ / / 0.324 0.150 0.078 3 0.183 14.16 
4 0.244 23.13 
5 0.298 32.25 
Table 3.1. Values of 'Z,' and 'ZT in Fig. 3.1 for different flumes 
and depths of flow at xj = 0 for different tests (Aukle, 1983) 
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Chapter 4 
Numerical Simulation of Flows over Lateral Weirs 
4.1 Introduction 
A lateral weir, also known as a side weir, is a simple structure often used in urban and 
land drainage works, irrigation systems, and flood protection practices. The flow in the 
region of the side weir is three dimensional and the streamlines are highly curved. 
Further, in this region, there is a stagnation line very close to the downstream edge of the 
weir and a small area of reverse flow is present there. The RANS models based on 
Boussinesq eddy viscosity hypothesis assumes linear variation of the components of the 
Reynolds stress tensor with the mean rate of strain tensor. These can not properly predict 
the characteristics of complex, three dimensional flows as in side weir flows (Bates et al, 
2005). As such, the three dimensional turbulence Reynolds Stress Model (RSM) was 
used in the present study. 
In the past, several investigators have studied the behavior of lateral weirs. De Marchi 
(1934) assumed that the total energy remains unchanged along the weir and obtained an 
empirical equation to find the side weir discharge in a rectangular channel as follow: 
ax, 3 
Here, Qs is the discharge of the weir, qs is the weir discharge per unit length, xi is the 
streamwise distance from the upstream edge of the weir, g is the gravitational 
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acceleration, 5 is the height of the weir crest from the channel bed, x? is the depth of flow 
at the section xj (Fig. 4.1), and Cm is De Marchi coefficient. Cm can be expressed as 
follow: 
c, = f 
V B dQ J 
(4-2) 
Here, Fri is the upstream Froude number, L and B are the length of the weir and the width 
of the rectangular channel, respectively, and do is the depth of flow upstream the weir. 
Based on the De Marchi equation, Subramanya and Awasthy (1972), Nadesamoorthy and 
Thomson (1972), Raga Raju et al. (1979), Hager (1982 and 1987), and Uyumaz and 
Smith (1991), considered Fr! as the main parameter influencing Cm. Ramamurthy and 
Carballada (1980) considered Frj, L/B, and s/do in the analysis of side weir flows. Singh 
et al. (1994) found the Froude number and s/do to be effective in determining Cm. They 
obtained a linear dependence of Cm on Fri and s/do. Borghei et al. (1999) presented an 
empirical equation that satisfied (4.2) covering all three non-dimensional parameters. 
Muslu (2001) and Muslu et al. (2003) considered the effect of lateral water surface 
profile on the side weir discharge. Generally, one has to start with De Marchi equation 
and go through complicated steps to find Cm and finally obtain the side weir discharge. 
Ramamurthy et al. (2006) used the nonlinear partial least square method and existing 
experimental data to obtain a forth-order polynomial equation to get the De Marchi 
coefficient. 
In the present study, the turbulence Reynolds Stress Model (RSM) was applied to analyze 
the characteristics of flow in a rectangular open channel in which a side weir is located. 
RSM provides physically realistic predictions especially for three-dimensional flows with 
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highly curved streamlines and stagnation lines (Wilcox, 2007). The three-dimensional 
finite volume discretization was used for the numerical simulation. The experimental data 
of Hager (1982) and Subramanya and Awasthy (1972) were used to validate the results. 
4.2 Experimental Data 
Two sets of experimental data are used to validate the predictions of the turbulence 
model; the experimental data of Hager (1982), the test data of Subramanya and Awasthy 
(1972). 
The models of Hager (1982) were set up in a rectangular channel of width = 30 cm and 
total length = 5.70 m, which includes the lateral weirs of different heights (Fig. 4.1). The 
length of the side weirs L = 1.00 m. The corresponding parameters of four test runs 
considered for validation of the numerical results are given in the Table 4.1. 
Subramanya and Awasthy (1972) used two horizontal rectangular flumes to investigate 
the flows in channels with side weirs. One of the flumes had a cement plaster bed and the 
second one an aluminum bed. The data of the later has used to validate the streamwise 
velocity predictions by numerical simulation. This flume was 3.00 m long and 24.8 cm 
wide. The length of the side weir was 15 cm with no sill. The depths of flow in the 
channels were measured by point gages. 
4.3 Solution Procedure 
The finite volume method (FVM) with a collocated grid arrangement was used to 
approximate the governing equations to algebraic equations that can be solved 
numerically. The pressure-velocity coupling scheme was achieved using the PISO 
(Pressure-Implicit with Splitting of Operators) algorithm (Issa, 1986). 
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The computational domain for the numerical simulation is shown in Fig. 4.1 (in 
accordance with the Hager's experiment, 1982). The length, L\.2, and the width, B, of the 
channel were 5.70 m and 0.30 m, respectively. The length of the side weir, L, is 1.000 m. 
Other corresponding parameters are given in Table 4.1. 
Fig. 4.4 shows the computational domain used for numerical simulation of experimental 
model done by Subramanya and Awasthy (1972). The length and width of the channel 
and the side weir length are 2.850, 0.248, and 0.150 m, respectively. The locations of the 
sections A-A, B-B, and C-C (Fig. 4.4) arex2 = 0.034, 0.124, and 0.186 m, respectively. 
The flow domain was meshed with a power law function that generates the finer mesh 
close to the channel boundaries. The first grid cell rows next to the walls were 
constructed well within the logarithmic region 30 < uxy/v < 100. The results were checked 
for grid independence using a coarser grid whose cells dimensions were twice as those of 
the final grid cells sizes. Also, the results were checked using a finer grid whose cells 
dimensions were half as those of the final grid cells sizes. The results of the coarser grid 
size were in less agreement than the results related to the final grid. Further, the results 
for the finer grid were essentially the same as the case of the final grid chosen. The 
deviations of parameters were generally much less than 1% between the results obtained 
from the final grid and the finer grid. Through the time-dependent simulation, water flow 
gets established in the open channel and forms the free surface between air and water. 
The standard wall functions are used for the solid boundaries, bottom and walls (Sec. 
2.2.2). The VOF scheme is used for the free surface boundary (Sec. 2.2.1). The average 
velocity and the quantities of the turbulence as well as water surface location are 
specified at the inlet boundary (Fig. 4.1; Sec. 2.2.3). At the downstream outlet (Fig. 4.1) 
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that is enough far away from the weir region, water surface are known according to the 
experiments. The gradients of all velocity components and turbulence quantities are zero 
at the downstream outlet. Also, at the weir outlet, all parameters are calculated by linear 
extrapolation method. 
4.4 Results 
Existing experimental results (Hager, 1982) related to water surface profiles and channel 
discharge rates were used to validate the numerical simulation predictions. For water 
surface profiles along the centerline of the channel, Fig. 4.2 shows that there is a good 
agreement between numerical predictions and experimental results. Both experimental 
and predicted channel discharge rates are shown in Fig 4.3. The simulation results agree 
well with the experimental data for all the four runs considered. 
Fig. 4.4 displays the side weir configuration with no sill used by Subramanya and 
Awasthy (1972). The vertical distributions of the streamwise velocities at a few locations 
are used for model validation. The agreement between the numerical and the 
experimental results are quite good (Fig. 4.5). 
4.5 Conclusions 
A three dimensional RSM together with the VOF tracking method faithfully determines 
the characteristics of side weir flows including flow rates, water surface profile, and 
velocity distributions. The predictions of the model are validated using the experimental 
results. Lower time demand and lower cost are associated with numerical methods. As 
such, simulation of the side weir flows based on a properly validated numerical model 
provides a simple procedure to determine the flow characteristics of these flows, for 
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various flow configurations that one encounters in engineering practice, without recourse 
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Table 4.1. Experimental parameters (Fig. 4.1; Hager, 1982) 
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Chapter 5 
Numerical Simulation of Sharp-Crested Weir Flows 
5.1 Introduction 
The sharp-crested weir in a rectangular open channel (Fig. 5.1) serves as a simple and 
accurate device for flow measurement in open channels. It also enables one to control and 
regulate open channel flows. Further, the lower nappe profile of the weir is often 
considered as the shape of spillway profile. A large number of theoretical and 
experimental studies have been carried out to know the weir characteristics. Rouse and 
Reid (1935) made an analytical investigation of the design of spillway crests based on the 
investigation of sharp-crested weir flow characteristics. Kandaswamy and Rouse (1957) 
experimentally investigated the weir discharge coefficient Q in (5-1) as a function of 
Hj/w, where Hi = the driving head and w = the height of sharp-crested weir. 
q = Cdj^gH?/2 (5-1) 
Here, q is the discharge per unit width of the weir, g is the acceleration due to gravity, 
and Hi is the total head of the approaching flow measured above the weir crest. 
Kindsvater and Carter (1957) presented a comprehensive solution for the weir discharge 
characteristics based on experimental results and dimensional analysis. Rajaratnam and 
Muralidhar (1971) experimentally determined the detailed distributions of velocity and 
pressure in the region of the weir crest. Han and Chow (1981) used ideal flow theory and 
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developed a hodograph model to get some gross characteristics of the flow. Based on 
experimental results and simplified theoretical considerations, a general relationship 
between the weir discharge coefficient d and the parameter H//w was determined by 
Ramamurthy et al. (1987). Recently, Khan and Steffler (1996) predicted the water surface 
profiles for sharp-crested weirs with sloping upstream faces, using two-dimensional finite 
element model involving vertically averaged continuity, longitudinal momentum and 
vertical momentum equations. For weir slopes up to 27° with the horizontal, their 
computed results for weir with sloping upstream faces agreed well with test data. For 
larger upstream weir slopes, numerical instability was encountered. Wu and Rajaratnam 
(1996) experimentally determined the reduction factor for flow over sharp-crested weirs 
due to submersion. Martinez et al. (2005) presented the characteristics of compound 
sharp-crested weirs. 
In this chapter, the Reynolds Averaged Navier-Stokes (RANS) equations are applied to 
solve the problem of flow past a sharp-crested weir in a rectangular open channel. The 
two-dimensional RNG k-E turbulence model is adopted for the numerical simulation. The 
fractional volume of fluid (VOF) method is used. The results of simulation are validated 
using the experimental (Rajaratnam and Muralidhar 1971, and Ramamurthy et al. 1987) 
data pertaining to surface profiles and the distributions of velocities and pressure heads. 
5.2 Experimental Data 
Two sets of experimental data are used to validate the predictions of the turbulence 
model; the experimental data of Rajaratnam and Muralidhar (1971) and the test data of 
Ramamurthy et al. (1987). 
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The experiments of Rajaratnam and Muralidhar (1971) were conducted in two different 
horizontal rectangular channels. The first channel whose results are used to validate the 
numerical predictions was 31.1 cm wide and 4.88 m long made by plexiglass plates. The 
corresponding sharp-crested weir was located at a distance of 0.9 m from the downstream 
end of the channel. It was made of aluminum and was 29.7 cm high (Fig 5.1). The 
pressure distribution in the curvilinear regions was measured using a screw-driver static 
probe (Rajaratnam and Muralidhar 1970). A calibrated pitch probe (Rajaratnam and 
Muralidhar 1967) was used to measure the velocity distribution in the highly curved 
regions. Also, the velocity distribution in the regions of negligible curvature was obtained 
using a Prandtl tube. The flow rate was measured by means of an orifice meter. 
Subramanya and Awasthy (1972) used a horizontal rectangular flume 60 cm wide and 6 
m long. The sharp-crested weir models (Fig 5.1) were made of plexiglass plates and fixed 
at the downstream end of the flume. To measure the total pressure head distribution over 
the weir, a five-hole Pitot sphere (Rae and Pope, 1984) was used. The static pressure 
distribution in the curvilinear nappe region was measured using a screw-driver static 
probe (Rajaratnam and Muralidhar 1970). The difference between the total and static 
pressure heads yielded the velocity head. Also, the flow depth was obtained using a point 
gage. The discharge was measured using a standard 90° V-notch. 
5.3 Solution Procedure 
The computational domain is shown in Fig. 5.1. The channel upstream of the weir Lu is 
4.88 m long. The channel downstream of the weir Lj is 1.00 m long. The weir is 0.297 m 
high. Body fitted coordinates are used in the Cartesian frame. The flow domain is meshed 
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with a power law function that generates a fine mesh in the vicinity of the channel 
boundary. The grid cells next to the boundary are constructed well within the turbulent 
region. The results were checked for grid independence using a coarser grid whose cells 
dimensions were twice as those of the final grid cells sizes. Also, the results were 
checked using a finer grid whose cells dimensions were half as those of the final grid 
cells sizes. The results of the coarser grid size were in less agreement than the results 
related to the final grid. Further, the results for the finer grid were essentially the same as 
the case of the final grid chosen. The deviations of parameters, velocities and pressures, 
were generally much less than 1% between the results obtained from the final grid and 
the finer grid. 
Through the time-dependent simulation (for the specified inlet and outlet conditions), the 
water flows in the open channel and constitutes the free surface between air and water. In 
the simulation, two different values of Hj/w (0.625 and 6.000) were chosen. These are the 
same flow parameters as in Experiment number Al of Rajaratnam and Muralidhar 
(1971). 
The VOF scheme and standard wall functions are used for the free surface boundary and 
the solid boundaries, respectively (Sees. 2.2.1 and 2.2.2). The depth of flow, average 
velocity and the quantities of the turbulence are given at the inlet boundary (Fig. 5.1; Sec. 
2.2.3). At the outlet (Fig. 5.1) that is enough far away from the weir, water surface 
obtained using the linear extrapolation method and the gradients of all velocity 
components and turbulence quantities are zero. 
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5.4 Results 
At the crest section c-c, the finite size of the static and dynamic pressure probes can be 
expected to cause some interference effects while measuring pressure and velocity. 
Further, the curvature of the flow near the crest 'c ' is high. This may prevent very 
accurate pressure and velocity measurements there. For flow past a two-dimensional 
sharp-crested weir at the location of the weir crest c-c (Fig. 5.1), Fig. 5.2 shows the 
distributions of pressure and velocity as well as the velocity angle <p (= Arc tan w/w/). 
Fig. 5.2a shows the variation of the distribution of the non-dimensional pressure head 
h/Yc with x/y c at the crest section. Here, Yc = nappe thickness at crest 'c ' (Fig.5.1) and X2 
= distance above the crest. In Fig 5.2a, the pressure distribution obtained by the present 
simulation is compared with the experimental data of Rajaratnam and Muralidhar (1971) 
and Ramamurthy et al. (1987). In Fig. 5.2b, the non-dimensional axial velocity ui/Uo is 
plotted against the non-dimensional flow depth above the sharp crest X2/Yc. Here, the 
velocity Uo = ->j2gH] . The results of the simulation are in generally good agreement with 
the existing test results. The predicted relation between the velocity angle </> and X2/Yc 
based on the test data also appears to follow the trend of the earlier test data (Fig. 5.2c). 
Fig. 5.3 shows the distributions of pressure and velocity as well as the velocity angle ^at 
section s-s (Fig. 5.1). As in the previous case, the predicted values of flow parameters are 
close to the test data. 
Fig. 5.4 shows the predicted non-dimensional flow profiles denoting X2/H1 as a function 
of the non-dimensional distance xj/Hi for subcritical approach flows. In Fig. 5.4, the 
surface profiles of the simulation are compared with the experimental profiles 
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(Rajaratnam and Muralidhar 1971). The two profiles agree well with the present 
simulated profiles. 
Fig. 5.5 shows the variation of the weir parameter w/(Hi+w) with the Froude number Fra 
in the approach channel. It includes a few points related to the present simulation and the 
previous experimental studies. The agreement between the test data, simulation results 
and theoretical predictions based on ideal flow theory (Han and Chow 1981) are 
reasonable (Fig. 5.5). 
5.5 Conclusions 
The two-dimensional two-equation RNG k-e turbulence model union with the VOF 
scheme reproduces faithfully the characteristics of flow past a sharp-crested weir in a 
rectangular open channel. The predictions of the numerical model agree well with the 
existing experimental and theoretical results related to water surface profiles and 
distributions of the pressure head and velocity distributions. Due to the lower time 
demand and lower cost of numerical methods compared to experimental methods in 
predicting the flow characteristics, simulation of the sharp-crested weir flows based on a 
properly validated model provides the weir flow characteristics for various flow 
configurations encountered in the field. 
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Chapter 6 
Simulation of Flows through Siphon Spillways 
6.1 Introduction 
A siphon spillway is a closed conduit system formed in the shape of an inverted U 
(USBR, 1987). The shape of the crest (Fig. 6.1) is usually a circular arc. The level of the 
air-regulated siphon spillway crest is usually the same as the normal water surface of the 
upstream reservoir. As the reservoir water surface rises above normal, the initial 
discharges of the spillway are similar to flow over a weir (free flow). Siphonic action 
(priming) takes place when the outlet is blocked either by tailwater submergence or by a 
jet deflector (Fig. 6.1) to stop downstream air accessing the conduit. During the priming, 
at first air enters the conduit along with water from the entrance (air-regulated or aerated 
flow). When the water level in the reservoir increases further, the conduit acts as a pipe 
with no air entrainment that is termed as blackwater flow. More details may be found in 
USBR (1987) and the studies of Vischer and Hager (1997). 
The initial overflow discharges (free flow) are approximately proportional to the 3/2 
power of the hydraulic head over the normal level of the reservoir and blackwater flow 
rate is nearly proportional to the square root of the difference in water heads of the 
upstream and downstream sections. Fig. 6.2 shows a typical stage-discharge curve for an 
air-regulated siphon. Once the siphon acts as a pipe, the flow discharge depends on the 
total head difference between the upstream and downstream reservoirs: 
60 
q = Cddy/2gAH (6-1) 
Here, q is the discharge per unit width of the spillway, g is the acceleration due to gravity, 
d is the siphon throat depth, and AH = H\-H2. H\ and Hj are the total heads of water in 
downstream and upstream of the structure, respectively. Also, Q is the discharge 
coefficient. 
In the past, several investigators have studied the characteristics of flow in the siphon 
spillways. Rousselier and Blanchet (1951) described several realizations of siphon 
spillways. Head (1971) experimentally studied an air-regulated river siphon model and 
described its design and operation. Charlton (1971) theoretically studied designing and 
modeling of the older type and air-regulated siphons. Ackers and Thomas (1975) 
investigated the operation of several full scale siphons according to the field observations 
(the siphons were designed with the aid of models). A low-head air-regulated siphon 
model was studied in detail by Head (1975) to guide the researchers who want to design 
air-regulated siphon models. Unser (1975) carried out several models to study these kinds 
of siphons experimentally and presented a relationship between the siphonic discharge 
and the flow rate of water for the case the siphons act as free overfall weirs. Ali and 
Pateman (1980) investigate the air-regulated spillways experimentally and theoretically. 
The full behavior of air-regulated siphon spillways was studied by Ervine and Oliver in 
1980. Bollrich (1994) presented the results of his study on a high-head siphon spillway 
based on the investigation of its rehabilitation. An experimental study was conducted by 
Houichi et al (2006) on a siphon spillway having the Creager-Ofitserov profile with one 
to four openings in order to determine their discharge capacities. 
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The discharge coefficient (Q) of a circular spillway can be approximately obtained from 
the empirical general formulas or graphs. Although the discharge coefficient of a circular 
spillway is affected by the upstream and downstream slopes, upstream depth of flow, and 
surfaces roughness, it is mainly a function of the ratio of upstream water head to the crest 
radius. In contrast, no universal graphs or empirical equations can be provided to obtain 
the discharge coefficients of the siphonic flows through the siphon spillways; because the 
siphon Cd is influenced by the dimensionless radii of the crest and crown, the form of the 
entrance, the geometry of the outlet, the depth of tailwater, and the size and position of 
the nappe deflector. The latter greatly affects the value of Q. Although the friction losses 
have an effect on the discharge coefficient of a siphon spillway, the form losses are 
dominant. 
In the present study, the discharge coefficients of the blackwater in the siphon spillways 
tested experimentally and modeled numerically. The flow in the siphon spillway is highly 
curvilinear and is also rapidly varied. Turbulence modeling permits one to simulate the 
flow in a siphon spillway. The isotropic turbulence models are based on the Boussinesq 
eddy viscosity hypothesis which assumes a linear variation of the components of the 
Reynolds stress tensor with the mean rate of strain tensor. As such, they cannot correctly 
predict the characteristics of flows where the streamlines are highly curved (Wilcox 
2007). In the present study, the Reynolds Stress Model (RSM) is used to obtain the 
discharge coefficient of the siphon spillway flow. The two-dimensional finite volume 
discretization is used for the numerical simulation. Also, the VOF scheme is adopted to 
model the water surface. 
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6.2 Experimental Data 
A plexiglass siphon spillway model is set in a rectangular channel to test the coefficient 
of flow discharge through the siphon. The flume and siphon sections are 25.1 cm wide 
(Fig. 6.1). The depth d of the conduit is 11.1 cm and the radii of the crest and crown are, 
respectively, 3.7 and 14.7 cm. The sidewalls are made of plexiglass plates for flow 
visualization. A deflector is set on the bottom face of the lower leg to guarantee that the 
siphon acts as an air-regulated one when the conduit exit is not completely submerged. 
Test is performed on the spillway model with different combinations of upstream and 
downstream water levels. Point gages are used to measure the flow depths upstream and 
downstream of the spillway. These gages can measure depths to the nearest 0.1 mm. The 
flow rates are measured using a standard 30° V-notch. The accuracy of the discharge 
measurement is 3%. 
In addition to the present test data, the experimental data of Head (1975) are also used to 
validate the predictions of the turbulence model. Head used a 150 mm wide model (Fig. 
6.3) constructed of timber and plastic. The depth c/at the conduit crest region is 12.0 cm. 
The radii of the crest and crown are, respectively, 9.0 and 21.0 cm. In this study, 
considerable details of the experimental procedure and results are provided to enable one 
to validate the corresponding numerical simulation. 
In Head's model, AH/d ranged from 1 to 2.5. The present model covers a higher range of 
AH/d from 2 to 6. 
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6.3 Solution Procedure 
The finite volume method with collocated cells arrangement was used to approximate the 
governing equations to algebraic equations that can be solved numerically. The pressure-
velocity coupling scheme was achieved using the PISO algorithm (Pressure-Implicit with 
Splitting of Operators; Issa, 1986). 
The flow domains related to two physical models (Head's model and the present 
experimental model) were meshed with a power law function that generates the finer 
mesh close to the solid boundaries. The first grid cell rows next to the solid boundaries 
were constructed well within the logarithmic region 30 < uTy/v < 100. The results were 
checked for grid independence using coarser grids whose cells dimensions were twice as 
those of the final grids cells sizes. Also, the results were checked using finer grids whose 
cells dimensions were half as those of the final grids cells sizes. The results of the coarser 
grids were in less agreement than the results related to the final grids. Further, the results 
for the finer grids were essentially the same as the case of the final grids chosen. For 
every model, through the time-dependent simulation, water flows in the siphon system 
and constitutes the free surface between air and water. 
The VOF scheme is used for the free surface boundaries (Sec. 2.2.1). The standard wall 
functions are used for the solid boundaries (Sec. 2.2.2). For every model, the discharge 
and the quantities of the turbulence are fixed at the upstream boundary far away from the 
structure. At the downstream end that is enough far away from the structure, water 
surface is given. The gradients of all velocity components and turbulence quantities are 
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zero at the downstream outlet. The total heads at two sections upstream and downstream 
of the siphon structure are calculated. 
6.4 Results 
Fig. 6.4 and 6.5 show the comparison of the predicted model results with test data of the 
present studies and the previous tests (Head, 1975). According to these graphs, there is a 
good agreement between the numerical predictions and the experimental results. No 
universal graphs or empirical equations can be provided to obtain the discharge 
coefficients of the siphonic flows through the siphon spillways. For the reason that the 
siphon Cd is influenced by the form losses which are determined by dimensionless radius 
of the crest {Ri/d), the form of the entrance, the geometry of the outlet, the depth of 
tailwater, and the size and position of the nappe deflector. The latter greatly affects the 
value of Cd. As such form losses can be reduced by varying the configuration of the 
entrance, the crest radius, the deflector shape and position, and the outlet geometry. For 
instance, Head (1975) improved the siphon discharge coefficient by adopting the diffuser 
shape for the outlet. Although the friction losses have some effect on the discharge 
coefficient of a siphon spillway, the form losses are dominant. 
6.5 Conclusions 
The two dimensional RSM along with the VOF scheme can properly predict the 
discharge coefficient of the blackwater flow through a siphon spillway. The predictions 
of the numerical model agree well with the experimental results. Simulation of the flows 
through the siphon spillways based on a properly validated model provides the flow 
characteristics of these structures for various flow configurations encountered in the field 
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since numerical modeling demand less time and expense compared to physical modeling 
needed to predict the flow characteristics. 
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Fig. 6.3. A siphon spillway model 








• • " 
m 
U.33 
2.0 3.0 4.0 5.0 6.0 
AH/d 
Fig. 6.4. Siphonic discharge; variation of discharge 
coefficient with dimensionless head (Fig. 6.1) 
— RSM 
• Experimental Data 
Fig. 6.5. Siphonic discharge; variation of discharge 
coefficient with dimensionless head (Fig. 6.3) 
— RSM 
• Experimental Data (Head, 1975) 
71 
Chapter 7 
Turbulence Modeling of Flows over Circular Spillways 
7.1 Introduction 
Circular spillways and circular weirs are used to regulate water levels in flood protection 
works and irrigation systems as well as flow measurement in hydraulic practice. A 
circular spillway consists of a circular crest of radius R set tangentially to two upstream 
and downstream faces (Fig. 7.1). The flow over the circular spillway is highly curvilinear 
and is also rapidly varied. 
Turbulence modeling permits one to simulate the flow over a circular spillway. The 
isotropic turbulence models are based on the Boussinesq eddy viscosity hypothesis which 
assumes a linear variation of the components of the Reynolds stress tensor with the mean 
rate of strain tensor. As such, they can not correctly predict the characteristics of flows 
where the streamlines are highly curved (Wilcox 2007). In the present study, a Reynolds 
Stress Model (RSM) and two k-s models are used to obtain the characteristics of the 
spillway flow. 
In the past, several investigators have studied the characteristics of overflow spillways. 
Most of them have tried to find the effects of different weir and flow parameters on the 
discharge coefficient Cj in (7.1), relating the discharge per unit width of the spillway q to 
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the total head of the approaching flow measured above the spillway crest Hi (Bos, 1989; 
Chow, 1959; and Chaudhry, 1993). 
q = CdJ-yjjgH^'2 (7_1) 
Here, q is the discharge per unit width of the spillway, g is the acceleration due to gravity, 
and Hi is the total head of the approaching flow measured above the spillway crest. 
Jaeger (1956) and Sananes (1957) related the minimum crest surface pressure head with 
the parameter H//R, the dimensionless crest flow depth, and the streamline curvature. R is 
the radius of the spillway crest. Escande and Sananes (1959) showed that suction of the 
crest boundary layer increases Q. Matthew (1963) described a theory that explains the 
influence of streamline geometry, viscosity, and surface tension on Cd. Cassidy (1965) 
presented ideal fluid flow models for these spillways. Further, Cassidy (1970) proposed a 
rational procedure to pass the maximum flow over the standard spillway with a specified 
minimum crest pressure. Sarginson (1972) showed that the discharge coefficient Q is 
slightly greater than unity. Sinniger and Hager (1985) introduced an equation for Q 
based on Matthew's theoretical approach (1963). Ramamurthy et al (1992) applied the 
momentum principle to derive an equation for Q. Ramamurthy and Vo (1993) adapted 
Dressier theory to formulate the model for curvilinear flow past circular spillways. An 
empirical model based on irrotational flow over the circular spillway was also presented 
in the past (Ramamurthy et al, 1994). Different upstream flow conditions were 
considered by Chanson and Montes (1998) to indicate that discharge measurements with 
circular weirs are affected by upstream flow conditions. More recently, Heidarpour and 
Chamani (2006) studied the characteristics of the flow past circular spillways based on 
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potential flow theory. They provided a simple method to determine the velocity 
distribution on the spillway crest. Also, they were able to relate the spillway discharge 
coefficient with the total head of the approach flow and the crest radius. 
In this chapter, a comparative study of three different turbulence models (RSM, RNG k-e, 
and Standard k-s models) was made to analyze the characteristics of the flow over 
circular spillways. The two-dimensional finite volume discretization was used for the 
numerical simulation. Also, the VOF scheme was adopted to model the water surface. 
The experimental data related to spillway flows of Vo (1992) and Heidarpour and 
Chamani (2006) were used to validate the results. 
7.2 Experimental Data 
Two sets of experimental data are used to validate the predictions of the turbulence 
models; the experimental data of Vo (1992) and the test data of Heidarpour and Chamani 
(2006). 
Vo (1992) used a few plexiglass weir models with different crest radii in a rectangular 
channel. The test section was 25.4 cm wide. The sidewalls were equipped with 
transparent windows for flow visualization. Test performed on spillway models with 
combinations of upstream slopes a and downstream slopes p (Fig. 7.1). Sufficient 
pressure taps of diameter 0.5 mm were installed for the models to record the pressure 
distributions along the centerline of the models on the spillway crests and the upstream 
wall faces. Point gages were used to measure the flow depths upstream of the spillways. 
The flow rates were measured using a standard 60° V-notch. Also, a Laser Doppler 
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Velocimeter (LDV) system was used to survey the horizontal velocity distribution above 
the spillway crests. In the present study, the experimental results of the model with R = 
15.2 cm are used. The corresponding values of La and w (Fig. 7.1) from the experiments 
of Vo (1992) were 1.80 and 1.16 m, respectively. Other parameters of the six tests that 
are used for validation are given in Table 7.1. 
Heidarpour and Chamani (2006) were set their circular spillways in a smoothed 
rectangular flume with a 32 cm wide section. The test that was considered for validation 
of numerical predictions had a = 90°, p = 90°, w/R = 3, and H,/R = 1.06 (Fig. 7.1). They 
measured the discharges by a volume-to-time method. The flow depths were obtained 
using point gages. Also, a Prandtl-Pitot tube was used to measure the horizontal velocity 
values over the crest. 
7.3 Solution Procedure 
The finite volume method with collocated cells arrangement was used to approximate the 
governing equations to algebraic equations that can be solved numerically. The pressure-
velocity coupling scheme was achieved using the PISO algorithm (Pressure-Implicit with 
Splitting of Operators; Issa, 1986). 
The computational domain for the numerical simulation is shown in Fig. 7.1. The earlier 
tests (Vo, 1992; Heidarpour and Chamani, 2006) were used to validate the numerical 
predictions. The corresponding values of La, R and w (Fig. 7.1) from the experiments of 
Vo (1992) were 1.80, 0.152 and 1.164 m, respectively. Other parameters of the six tests 
done by Vo (1992) are given in Table 7.1. To compare the numerical results with the 
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experimental data of Heidarpour and Chamani (2006), a test was considered with w/R = 
3, Hi/R = 1.06, a = 90°, and /? = 90°. The flow domain was meshed with a power law 
function that generates the finer mesh close to the solid boundaries. The first grid cell 
rows next to the walls were constructed well within the logarithmic region 30 < ity/v < 
100. The results were checked for grid independence using a coarser grid whose cells 
dimensions were twice as those of the final grid cells sizes. Also, the results were 
checked using a finer grid whose cells dimensions were half as those of the final grid 
cells sizes. The results of the coarser grid size were in less agreement than the results 
related to the final grid. Further, the results for the finer grid were essentially the same as 
the case of the final grid chosen. Through the time-dependent simulation, water flows in 
the spillway system and constitutes the free surface between air and water. 
The VOF scheme is used for the free surface boundary (Sec. 2.2.1). The standard wall 
functions are used for the solid boundaries (Sec. 2.2.2). According to the experimental 
models, the depth of flow, average velocity and the quantities of the turbulence are 
known at the inlet boundary (Fig. 7.1; Sec. 2.2.3). At the outlet (Fig. 7.1) water surface, 
velocity components and turbulence quantities obtained using the linear extrapolation 
method. 
7.4 Results 
Existing experimental results (Heidarpour and Chamani, 2006; Vo, 1992) related to water 
surface profiles, pressure distributions, and streamwise velocity distributions for flow 
over the circular spillways were used to validate the numerical simulation predictions. 
For water surface profiles over the crest, Fig. 7.2 shows that there is a good agreement 
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between RSM predictions and experimental results. The predictions of the k- s models 
for the water surface profiles were essentially within 2% of the predictions of RSM. For 
clarity, only RSM data are shown in Fig 7.2. 
Both experimental and predicted pressure head distributions along the vertical sections at 
the crests are shown in Fig 7.3. The experimental pressure head obtained very near to the 
spillway crest boundary by the flat static pressure probe is subject to slight errors due to 
the high curvature of the flow and the proximately of the solid boundary. This may in 
part be the reason for the deviation of the data from the model predictions. In general, 
RSM results agree well with the experimental data. 
Fig. 7.4 displays the agreement between RSM and experimental results of the pressure 
distribution on the upstream wall. The vertical distributions of the streamwise velocities 
at the crests are presented in Fig. 7.5. The maximum discrepancy of RSM prediction 
was about 4% where the streamlines have the maximum curvature close to the 
crest. Fig. 7.6 compares the predictions of the RMS with the recent experimental data of 
Heidarpour and Chamani (2006) related to the velocity distribution at the crest section of 
the circular spillway. The agreement appears to be very good between model predictions 
and the experimental data. 
To verify the fact that RSM is superior to Standard k- e and RNG k- e in predicting the 
spillway flow characteristics involving highly curvilinear flows, the test results of the 
velocity distribution at the spillway crest obtained by Vo (1992) are compared with the 
predictions of these three models. Fig 7.7 shows that the Standard k- 8 model fails to 
provide the velocity distribution at the spillway crest. However, the RNG k- e model 
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properly predicts the velocity except in the region very close to the crest boundary. The 
corresponding error is of the order of 7%. In equation (2.17) in section 2.1.2, the 
coefficient C£2 is constant ( = 1.92) for the Standard k-e model, while this coefficient is a 
function of the strain for the RNG k-e model. This is important for flows subjected to 
high distortion and therefore improves the predictions of the characteristics of flows in 
curved geometries modeled by the RNG k-£ model as compared to the Standard k-e 
model. The sketch (Fig. 7.7) indicates that the difference between the experimental data 
and the predictions of RSM is the order of 4% which is acceptable for engineering 
applications. This better agreement may be traced in part to the ability of RSM to 
accommodate curvilinear streamlines present near the spillway crest. As stated earlier, for 
the spillway flow which is highly curvilinear and rapidly varied, unlike the k-s models, 
RSM does not assume a linear variation of the components of the Reynolds stress tensor 
with the mean rate of strain tensor. As such, where the streamlines are highly curvilinear, 
they can more correctly predict the flow characteristics including velocity distribution. 
Fig. 7.8 shows the pressure head distributions at the spillway crest predicted by the three 
models and the corresponding experimental data (Vo, 1992). For the RNG k- e model and 
RSM, the agreement is reasonable between the predictions and test data. However, the 
predictions of the pressure head distribution at the spillway crest for the Standard k-e 
model is poor. This is understandable, since pressure head in curvilinear flows involves a 
correction term that is proportional to the square of the velocity vector. Since the 
Standard k-e model fails to yield a reasonable prediction of the velocity data, it should 
not be expected to provide accurate pressure head data. 
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7.5 Conclusions 
The Reynolds-Stress Model (RSM) of turbulence along with the VOF scheme enables 
one to obtain reasonably accurate characteristics of flow over circular spillways which 
involve highly curvilinear streamlines. The predictions of RSM agree well with the 
existing experimental results related to the water surface profiles and the velocity and 
pressure distributions at the crest. Lower time demand and lower cost are associated with 
numerical methods. As such, simulation of the flows over these spillways based on a 
properly validated numerical model provides a simple procedure to determine the flow 
characteristics of the spillways, for various flow configurations that one encounters in 
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Table 7.1. Selected experimental 
parameters (Fig. 7.1; Vo, 1992) 
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Chapter 8 
Summary, Conclusions and Future Studies 
8.1 Summary 
In the present study, highly curvilinear flows in several common hydraulic structures 
were simulated using turbulence modeling. The RANS equations along with turbulence 
transport equations were modeled using three turbulence models (Standard k- s model, 
RNG k- e model, and RSM). FVM as a discretization technique was used to convert the 
partial differential equations to the algebraic equations. VOF technique was adopted to 
find the free surface profiles in the structures. The mean flow characteristics including 
water surface profiles, pressure distributions, velocity distributions, secondary flows, and 
discharge coefficients were obtained. To validate the numerical predictions the existing 
results and results based on the present studies were used. Cut-throat flumes, sharp-
crested weirs, side weirs, siphon spillways, and circular spillways were selected for 
numerical modeling as they are typical flow measuring or regulating hydraulic structures 
which involve highly curvilinear flows. 
Numerical simulation was chosen as the means to study highly curvilinear flows in the 
hydraulic structures stated above because they are cost effective and yield reliable 
predictions of flow characteristics especially when a good model is developed and 
validated properly using the existing test data. This is based on the fact that unlike 
physical models, it is far simpler to apply changing boundary conditions and flow 
parameters to a solved numerical model and obtain a flow characteristics for hydraulic 
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structures associated with highly curvilinear flows. For instance, for a typical spillway, 
the upstream and downstream boundary conditions (inflow and outflow) may get altered 
due to modifications in the river system. 
8.2 Conclusions 
The following conclusions are drawn on the based on the present study. Reynolds Stress 
Model (RSM), as an accurate and efficient turbulence model, can be used to predict the 
mean characteristics of highly curvilinear flows in hydraulic structures. These flow 
characteristics include the water surface profiles, discharge coefficients, pressure 
distributions, streamwise velocity distributions, and secondary flows. Cut-throat flumes 
and sharp-crested weirs that are two common flow measurement structures are modeled 
in the present study. Lateral weirs, siphon spillways, and circular spillways that are 
typical flow regulation structures are also numerically simulated. The experimental data 
of existing tests as well as two presently tested models in the laboratory validated the 
numerical predictions. Due to lower time demand and lower costs associated with the 
numerical simulation compared to the experimental modeling, numerical simulation of a 
hydraulic structure involving highly curvilinear flow based on a properly validated model 
provides a simple procedure to determine the flow characteristics. Without recourse to 
expensive experimental procedures, the same model can be used to obtain the flow 
features in the hydraulic structures for various flow configurations encountered in 
engineering practice. 
8.3 Future Studies 
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1) Reynolds Stress Model (RSM) may be used to predict the wall shear stress in the 
hydraulic structures. If validated, RSM can help an engineer to improve the 
design to prevent the structure from severe erosion and sedimentation. 
2) In some hydraulic structures, the separation zones are considerable. RSM may be 
used to obtain the characteristics of separation including its starting and 
reattaching points and its variable width as well as the flow pattern in this region. 
Maybe, a Large Eddy Simulation (LES) is more suitable for this application. 
3) The approach suggested in this investigation can be extended to other hydraulic 
structures such as broad-crested weirs, transitions, and shaft spillways. 
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Appendix 
Tables of Data 













































































































Table A.l) Numerical data related to 







































































Table A.2) Numerical data related to 

































































































































































Table A.4) Numerical data related to 













































































































Table A.5) Numerical data related to 









































Table A.6) Numerical data related to 





























































































Table A.7) Numerical data related to 






























































































































































Table A.8) Numerical data related to 
Fig. 7.3-c 





























































































































































Table A.9) Numerical data related to 
Fig. 7.5-c 
