An additive eigenvalue problem of physics related to linear programming  by Chou, Weiren & Duffin, R.J
ADVANCES IN APPLIED MATHEMATICS 8,486-498 (1987) 
An Additive Eigenvalue Problem of Physics 
Related to Linear Programming* 
WEIREN CHOU 
Argonne National Loboratory, Argonne, Illinois 60439 
AND 
R. J. DUFFIN 
Curnegie Mellon University, Pittsburgh, Pennsylvania 15213 
A model of recent interest in theoretical physics concerns an infinite elastic chain 
of atoms placed in a periodic potential field with period 1. Let h be the energy per 
atom when the system attains a state of minimum energy. Robert B. Gritliths was 
led to the following novel equation for X: 
min[K(s, t) + x(t)] = h + x(s). (G) 
f 
Here K(s, I) is a given periodic function of period 1 in s and t. The problem is to 
find a periodic function x(s) and a constant h to satisfy equation (G). In this note a 
fixed point theorem is used to show that a solution of (G) exists. The same proof 
shows that the eigenvalue h is unique. To obtain an approximate solution Eq. (G) is 
discretized. Then the kernel function K(s, t) becomes a finite square matrix K,,. It 
is then shown that the resulting finite system can be solved by two linear programs. 
The first program has maximum value h. Then the second linear program furnishes 
a corresponding eigenvector x. Q 19X7 Academic Press. Inc. 
1. INTRODUCTION 
There has been a lot of recent work in solid state physics on what might 
be called a one-dimensional model of a crystal lattice. The goal is to obtain 
a precise mathematical analysis. The basic model involves only classical 
mechanics and can be described as follows. A long linear chain of atoms 
connected by springs, is placed in a periodic potential. Then it is important 
to obtain the potential energy per atom for a state of minimum energy. 
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The simplicity of this model is deceptive. The analysis given in recent 
literature shows that the behavior can be quite bizarre. For example, 
functions arise such as “the devil’s staircase” [4, 51. 
Recently Robert B. GritBths was led to the following functional equation 
for the ground-state energy X per atom. 
“” [ K(s, t) + x(t)] = x + x(s), 05srl. ((3 
Here K(s, t) is a given function of period 1 in s and t. The problem is to 
find a periodic function x(t) and a constant X to satisfy (G). A discussion 
of the physical derivation of Eq. (G) and numerical solution was given in 
references [l-3]. 
Equation (G) is analogous to the classical Fredholm equation with 
eigenvalue h : 
I lK(s, t)x(t)dt = Xx(s), O<srl. 0 m 
This suggests that Eq. (G) be termed an additive eigenvalue equation and X 
be termed an additive eigenvalue. By contrast, X in Eq. (F) would then be 
termed a multiplicative eigenvalue. 
The mathematical literature seems to give little insight on how to obtain 
solutions of the functional equation (G). The approach taken by Grifbths 
and Chou is to discretize (G). Then computer methods can be used to 
obtain numerical approximation. The discrete approximation of Eq. (G) is 
j=p tKij + xj) = x + xi, i=l ,. . ., n, > ..,n 
(1) 
Here K,, is taken to be an arbitrary real square matrix. X is also termed an 
additive eigenvalue and x = (xi,. . . , x,) is termed an additive eigenvector. 
It is somewhat surprising that the additive eigenvalue equation (1) had 
previously arisen in an entirely different area-management science. A 
motivating problem was cost efficient scheduling of industrial processes [6]. 
The ideas involved in such problems led R. A. Cuninghame-Green to 
develop an interesting new area of mathematics which he calls min-mux 
algebru [7]. 
The analysis of Eq. (1) in this note begins by establishing the existence of 
a solution by use of the Brouwer fixed point theorem. It is then shown that 
the additive eigenvalue X is unique, but possibly there is more than one 
associated eigenvector. 
The matrix elements of an n by n matrix K may be regarded as 
“weights” of a directed graph with n vertices. Let a cyclic mean of K be 
the mean of the weights on a cycle of the graph. Then X is shown to be 
equal to the minimum cyclic mean of K, by a method given in reference [6]. 
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The cyclic mean concept has received considerable study in the literature. 
For references see the papers [9, lo]. In [9] Richard Karp gave a more 
efficient algorithm for calculating the minimum cyclic mean. 
Next Eq. (1) is related to linear programming methods. A maximizing 
linear program, termed Program A, is formulated whose maximum value is 
the additive eigenvalue A. Then, of course, there is a dual minimizing 
program whose minimum value is also A. This is termed Program B. 
Programs A and B were studied in Reference [7]. 
To obtain an eigenvector it is first necessary to find X. Knowing X, 
another linear program termed Program C is formulated by changing the 
objective function of Program A. Then any optimum solution x of C also 
solves Eq. (1). 
Finally, in Section 6, the continuous version of the additive eigenvalue 
problem is treated. The Schauder fixed point theorem is used to show that 
Eq. (G) always has a solution, 
2. ADDITIVE EIGENVECTORS AS BROLJWER FIXED POINTS 
Equation (1) suggests that, as a generalization, the left side be thought of 
as a transformation on an arbitrary vector x. In particular, let us denote a 
transformation as z = TX and defined as 
zi = min(Kij + xi) - min min(Kij + xi). 
i i i 
Clearly the vector z is a continuous function of the vector x. It is desired to 
show that the transformation T has a fixed point. 
LEMMA 1. Suppose that 
0 I Kij I H 
for some constant H and for i = 1,2,. . . , n and j = 1,2,. . . , n. Then 
OszisH fori=1,2 ,..., n. 
Proof. It is obvious from the form of (2) that zi L 0. On the other hand, 
substituting (3) in relation (2) gives 
zismin(H+xj)-minmin(O+xj)=H 
i i i 
and this completes the proof. 
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THEOREM 1. A matrix K has an additive eigenvalue A. 
Proof. There is no loss of generality in assuming that the matrix K 
satisfies condition (3) of Lemma 1. This is so because if (1) holds for a 
matrix K it will also hold for a matrix K’ and a constant h’ given by 
KI’, = Kij + c and A’ = x + c, (5) 
where c is an arbitrary constant. 
Also let 0 I xi s H. Then the vector x is confined to an n-dimensional 
hypercube of edge H. Then Lemma 1 shows that 0 I zi I H. Then the 
continuous transformation T takes the hypercube into itself. By the Brouwer 
theorem some x* gives T a fixed point. Then letting 
X* = minmin(K,+x,*) (6) 
i J 
is seen to satisfy Eq. (1) and the proof of Theorem 1 is complete. 
3. THE CYCLIC MEAN OF A MATRIX 
Given an n by n matrix K a cyclic mean K of K is defined as 
K= (K,, + K,, + *a. +Kha)/m, (7) 
where (a, b, c, . . . , h) is a sequence of m distinct integers from the set 
(1,2 ,..., n). 
THEOREM 2. The additive eigenvalue X of a matrix K is equal to the 
minimum cyclic mean of K and so X is unique. 
Proof. An obvious consequence of Eq. (1) is 
X I Kij + xj - x; for all i, j. (8) 
In particular, 
X I K,, + xb - x0, 
X I K,, + x, - xb, 
(9) 
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Adding these inequalities gives 
X I (K,, + KbC + +. * +Kho)/m. (10) 
Thus X is less than or equal to any cyclic mean of K. 
Next the sequence (a, b, c, . . . , h) is chosen in a special way. Take a to 
be an arbitrary integer 1 I a s n. Then refer to Eq. (1) with i = a. Clearly 
there is at least one integer j, say j = 6, such that 
X = K,, + xb - x,. 
Next for i = b, Eq. (1) has at least one j, say j = c, such that 
X = K,, + x, - xg. 
Continuing this process some integer must finally reappear. Without loss of 
generality we can assume this to be a itself. For this sequence all the 
inequalities (9) are equations. Consequently (lo), the sum of these equali- 
ties, is then an equality. This is seen to complete the proof of Theorem 2. 
Alan Hoffman has asked us if there is a close analogy to Theorem 2 for 
the eigenvalue X of Eq. (G)? Related ideas in optimal control theory were 
used by Leizarowitz [lo]. 
4. A LINEAR PROGRAM GIVING THE EIGENVALUE 
The inequality (8) suggests that the following linear program be for- 
mulated: 
PROGRAM A. Seek max x0 subject to the constraints 
x0 + x, - xi I K,j fori, j= l,..., n. 01) 
The fact that the additive eigenvalue equation (1) has a solution implies 
that (11) has a feasible solution with x0 = A. Thus max x,, 2 h. However, 
the argument used to establish the inequality (10) shows that x0 I X. This 
proves 
THEOREM 3. The maximum x0 of Progrum A is the additive eigenvulue X. 
The linear Program A furnishes a direct way to evaluate the additive 
eigenvalue X. Any standard linear program software can be used to obtain 
A. This procedure would also print out values x1, x2,. . . , x,. However, this 
may not be an eigenvector. The trouble is that the linear Program A usually 
has many different solution vectors. 
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Every linear program has a dual. The dual of Program A may be stated 
as follows: 
PROGRAM B. Seek min Y-, subject to the constraints 
Y. = c zKijYij 
1 i 
l=ccYj 
Cqi= Cylj ’ ;ori=l.,...,n 
j i 





The duality theorem of linear programming states that if the primal 
program has a maximum value then the dual program has an equal 
minimum value. Hence 
X = maxx, = minY,. 06) 
Thus the additive eigenvalue may be determined by solving Program B 
rather than Program A. (Since the matrix for B has fewer rows than 
columns there is reason to believe that this method is numerically more 
efficient.) 
Suppose that the sequence (a, 6,. . . , h) gives a minimum cyclic mean of 
m terms. Consequently, 
Then let 
(K,, + K,, + . * - + K,,)/m = X. 07) 
Yah = Y,, = . . . = Yho = l/m, otherwise yij = 0. (18) 
Substituting these dual variables in Program B it is readily seen that the 
constraints (13), (14), and (15) are all satisfied. Thus (18) gives an optimum 
solution of Program B. We term a solution of this form an optimal cyclic 
solution. 
Another important property of the dual program is stated as a lemma: 
LEMMA 2. Suppose that Y is an optimal solution of Program B and that 
r,,’ 0 for some a and some b . 09) 
Then if x is any optimal solution of Program A 
K,, + xb = X + x,. (20) 
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Proof This is just a statement of the Complementary Slackness Theo- 
rem applied to the present dual programs. 
5. A LINEAR PROGRAM GIVING AN ADDITIVE EIGENVECTOR 
To obtain an additive eigenvector we first solve Program B for the 
eigenvalue X and at the same time select an index a and an index b such 
that 
r,b ’ o (as in Lemma 2) (19) 
for the optimal solution found. 
Next we introduce an associated program termed Program C. It is similar 
to Program A but we set x0 = X, where A is the eigenvalue determined by 
Program B. We also introduce n additional variables zi, z2,. . . , z,. They 
are introduced to take the slack out of all of the inequalities (11) of 
Program A for row i = a and j = 1,2,. . . , n. The index a is selected to 
satisfr condition (19) of Lemma 2. It will then result that Program C gives 
an eigenvector. 
PROGRAM C. Seek max (zl + z2 + * . . +z,) subject to the following 
inequalities holding for j = 1, . . . , n: 
X + x, - xj I KOj - z, (21) 
X + xi - xi I Kij fori = l,...,nbuti # a. (22) 
It is clear that any optimal solution of Program A is a feasible solution of 
Program C provided that zi I 0 for i = 1,. . . , n. The problem now to be 
addressed is to find the maximum value of Program C. 
The elements of the matrix K in the row a are 
&I, Ka2,. . . , Km,. (23) 
Some of these elements are to be decreased to obtain a new matrix K’. 
Other rows of K are to be unchanged. Thus let 
KLj + Kaj - Dj, (24) 
where Dj is given a value as large as possible such that no cyclic mean of K’ 
containing Kij is less than X. To see that this is possible note that a cyclic 
mean cannot involve more than one matrix element of a row. Thus the 
choice of Dj and D, for j # k are independent. 
The construction of K’ shows that there are no cyclic means of K’ of 
value less than X. Moreover, there are cyclic means of K’ having the form 
(K:,+K,‘,+...+K,‘,)/m=X, fors=1,2 ,..., n. (25) 
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Here a is fixed, but (m, c, h) are functions of s. This new matrix K’ gives 
rise to corresponding dual programs A’ and B’ having optimal value A, the 
same as before. 
LEMMA 3. An optimal solution of Program A’ is an eigenvector. 
Proof. Relation (25) implies that there are optimal cyclic solutions of 
Program B’ of the form 
Y,, = Y,, = . . . = Y,, = l/m fors = 1,2 ,..., n. (26) 
Again c and m denote functions of s. 
Let x’ be an optimal solution of Program A’. Then, of course, 
K;) + x; 2 x + x( fori,j=l,..., n. (27) 
Suppose that there is an optimal solution of Program B’ with 
yij > 0 for some i and some j. cw 
Then according to Lemma 2 the inequality (27) is an equality for that i and 
that j. Referring to Eq. (25) and letting s = i and c = j we see that (28) 
must hold for i = 1,2,. . . , n and j depending on c as given in relation (26). 
Thus (27) and (29) give 
min(K,li + x;) = X + XI for i = 1,2 ,..., n. (29) 
i 
Now we note that KI) = K,, if i # a so 
min ( Kij + x,) = X + XI ifi#a. (30) 
j 
Next we see that because K/j 5 Kij it follows that x’ is also a solution of 
Program A. The distinguished index a was selected so that Yab > 0 for the 
optimal solution Y found for Program B. It follows from relation (20) of 
Lemma 2 that (30) must also hold for i = a. This completes the proof of 
Lemma 3. 
THEOREM 4. An optimal solution (xi’, x;‘, . . . , xi) of Program C is an 
eigenvector . 
Proof. It is clear from the analysis given of Program A’ that for 
Program C to be feasible it is necessary that 
zj I Dj, j=l T.--Y n. (31) 
Consequently, the maximum value of Program C has the bound 
maxxzj I CD,. (32) 
i i 
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Let x’ be an optimal solution of Program A and set 
zj = D,, j=l ,**-, n. (33) 
Then it is evident that (x’, z) as defined, gives a feasible solution of 
Program C. Moreover, then (32) is an equality so, actually, it is an optimal 
solution of Program C. 
Now let (x”, z) be any other optimal solution of Program C. Then in 
order to make (32) an equality it is necessary that (33) hold. But this means 
that x” is also an optimal solution of Program A’. Then Lemma 3 
completes the proof of Theorem 4. 
6. EXISTENCE OF A SOLUTION IN THE CONTINUOUS CASE 
We now return to the additive eigenvalue equation phrased with continu- 
ous rather than discrete variables. An example is 
min [K(s, t) + x(t)] = h + x(s) forOIsI1. 
Or<1 
(34) 
Here the kernel K(s, t) is a given continuous function for s and t in the 
closed square 0 I s I 1, 0 I t I 1. 
THEOREM 5. The additive eigenvalue equation (34) has a solution for a 
constant X and a function x(s) continuous for 0 I s I 1. 
Prooj The proof follows the argument given in the discrete case except 
that Brouwer’s fixed point theorem is replaced by Schauder’s generalization. 
Schauder’s theorem is usually expressed in terms of a Banach space [8]. 
Let Q be the space of continuous functions q(s) defined on the interval 
0 I s I 3. The norm of q is defined as 
llqll = oyl IdsN. (35) 
Now let a transformation z(s) = TX(S) be defined as 
z(s) = nyK(s, t) + x(t)] - mine[K(s,t) +x(t)]. (36) s 
To check the continuity of T let x1(s) and x2(s) be two functions in the 
space Q and let r(s) = x2(s) - x1(s). Then z*(s) = min,[k(s, t) + xl(t) 
+ r(t)1 - min,min,[k(s, t) f xl(t) + r(t)]. Bounding the two terms on 
the right gives z2(s) - zt(s) I max,r(t) - min,r(t) and zZ(s) - zt(s) 2 
min,r(t) - max,r(t). Thus is seen to give Iz2(s) - zl(s)I I 11x2 - xl11 and 
II3 - ZJ -< II% - x111* 
Thus T is a continuous transformation of Q. 
(37) 
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A special property of T is 
z(s) = TX(S) 2 0. (38) 
This is evident from the definition of T. 
Without loss of generality we may assume that K is nonnegative. Thus 
0 I K(w) I H (39) 
for some constant H. Then substituting (39) into (36) yields 
z(s) s mjn[H+ x(t)] - minn$n[O +x(t)] = H. (40) s 
Then combining (38) and (40) gives 
0 I z(s) I H. 
Let C be the set of functions of Q such that 
0 I x(s) 5 H (a closed convex set). 
Let D be the set TC. Then it follows from (41) and (42) that 
(411 
(42) 
D c C. (43) 
This suggests that T has a fixed point in the hypercube C. According to 
Schauder (following the ideas of Birkhoff and Kellogg) there will actually 
be a fixed point in C if D is a relatively compact set. 
Since K(s, t) is continuous in the closed square it is uniformly continu- 
ous in this square. Hence given any E > 0 there is a 6 such that 
IKb,, 6 - K(s,, t)l I E if (s2 - sil I S. (44 
Then from (36) we see that 
z(s2) - z(sJ = m;m[K(s,,t) - x(t)] - rr+[K(s,,t) - x(t)] 
I $n[K(s,,t) + E - x(t)] - mfn[K(s,,t) - x(t)] = E. 
By symmetry this gives 
Jz(sz) - z(s,)l 2 E if Is1 - sll 5 6. (45) 
In particular, relation (45) holds for any function z(s) in the set D so 
consequently D is an equicontinuous set of functions. 
Since D is both uniformly bounded and equicontinuous it follows from 
Arzela’s theorem that D is a relatively compact set. This completes the 
proof of Theorem 5. 
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THEOREM 6. Any continuous kernel K(s, t) has a unique eigenvalue. 
Moreover, K(s, t) and K(t, s) have the same eigenvalue. 
Proof. Suppose that there are two eigenvalues X and A* with corre- 
sponding eigenvectors x(s) and x*(s). 
Then it follows from Eq. (34) that given an s there is a t’ such that 
K(s, t’) + x(t’) = X + x(s). (46) 
Also from Eq. (34) applied to A* and x* 
K(s, t’) + x*(f) 2 A* + x*(s). (47) 
Subtracting Eq. (46) from (47) gives 
w(f) - w(s) 2 A* - A, (48) 
where w(s) = x*(s) - x(s). So if s is chosen to maximize w  it follows that 
0 2 A* - X. By symmetry it follows that 0 2 X - X*. Thus X* = X and the 
first part of the theorem follows. 
For the kernel K(t, s) inequality (47) could be replaced by 
K(s, t’) + x*(s) 2 A* + x*(f). (49) 
Subtracting Eq. (46) gives 
v(s) - v(f) 2 A* - A, (50) 
where v(s) = x*(s) + x(s). So if s is chosen to minimize v it follows that 
0 2 X* - X. Again by symmetry it is seen that X* = X and the proof of 
Theorem 6 is complete. 
In the physical problem it is also required that the solution x(s) be a 
periodic function of period 1. Essentially the same proof holds in this case 
when K(s, t) is given to be of period 1 in s and in t. 
It is apparent that the proof method given for Theorems 5 and 6 would 
hold for various abstractions of Eq. (34). 
7. EXAMPLE SOLUTION FOR AN ADD-VALUE AND AN ADD-VECTOR 
As an example consider finding an add-value and an add-vector of the 
matrix K given as follows: 
8 7 9 13 
K 6 10 5 12 = 14 5 9 1 . 
9 84 7 
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Program A for this matrix is now to be written out with variables 
x0, Xl, x2, x3, x4. Maximize x0 subject to 
(1) x0 18 
(2) x0 + Xl - x2 I 7 
(3) x0 + Xl - x3 I 9 
(4) x0 + x1 - x4 5 13 
(5) x0 - x1 + x2 I 6 
(6) xo I 10 
(7) x0 + x2 -x,25 
(8) xn + x2 - x, I 12 
(9) x0 - Xl + x3 I 14 
(10) x0 - x2 + x3 I 15 
(11) x0 <9 
(12) x0 - x4 + x3 I 11 
(13) x0 - Xl + x4 I 9 
(14) x0 - x2 + x4 I 8 
(15) x0 + xq - x3 I 4 
(16) xn 17 
Computer software to solve linear programs is widely available. We used 
LINDO developed by Professor Linus S&rage. The above program was 
typed into the computer and the run command was given. The computer 
gave a printout of a complete solution of the program. This included the 
values of the objective function, the five primal variables x, the slack in the 
sixteen inequalities, and the sixteen dual variables Yij. 
The LINDO output for x was 
x0 = 6.5, Xl = 0.5, x2 = 0, x3 = 2.5, x4 = 0. (51) 
Thus the desired solution for the additive eigenvalue is X = 6.5. However, 
these values for (xi, x2, x3, x4) are not an eigenvector because the printout 
shows that there is positive slack for each of the inequalities (9), (lo), (ll), 
(12). These inequalities correspond to the third row of K. 
The solution printout showed that the dual variable corresponding to the 
second inequality are positive. That is, Y,, > 0. Thus to have Lemma 2 
hold, one can take a = 1 and b = 2. 
Program C can now be obtained by simple modification of Program A. 
Thus adjoin constraint (17) as x0 = 6.5. Add slack variables zi, z2, z3, zq to 
inequalities (l), (2), (3), (4), respectively. Finally put zi + z2 + z3 + z4 as 
the new objective function. 
Then again running the program so modified gives the solution 
Xl = 0.5, x2 = 0, x3 = 6, x4 = 1.5. (52) 
There was zero slack for the inequalities (2), (5), (12), (14). Thus there is 
equality at each row of K and so a complete solution of Eq. (1) has been 
found for this example. 
In this case it is not difficult to obtain X by inspection. The reader will 
see that K = (K,, + K2i)/2 = (7 + 6)/2 = 6.5 is the minimum cyclic 
mean of the matrix K. 
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