A sum of affine powers is an expression of the form
to place an upper bound k on the number of distinct shifts. This would provide a smooth interpolation between the sparsest shift model (where k = 1) and Model 1.1, where k = s.
Our results
We provide both structural and algorithmic results. Our structural results are presented in Section 3. We study the uniqueness of the optimal representation as a sum of affine powers. It turns out that our reconstruction algorithms only work in a regime where the uniqueness of optimal representations is guaranteed. We provide more structural results in [9] : we compare the expressive power of our three models, and study specifically the case where F is the field of real numbers (it turns out that we have sharper structural results for R than for other fields).
As already explained, we present algorithms that find the optimal representation of an input polynomial f . We achieve this goal in several cases, but we do not solve the problem in its full generality. One typical result is as follows (see Theorem 4.4 in Section 4 for a more detailed statement which includes a description of the algorithm). Theorem 1.4. Let f ∈ F[x] be a polynomial that can be written as
where the constants a i ∈ F are all distinct, α i ∈ F \ {0}, and e i ∈ N. Assume moreover that n i ≤ (3i/4) 1/3 − 1 for all i ≥ 2, where n i denotes the number of indices j such that e j ≤ i. Then, AffPow F (f ) = s. Moreover, there is a polynomial time algorithm that receives f = d i=0 f i x i ∈ F[x] as input and computes the s-tuples of coefficients C(f ) = (α 1 , . . . , α s ), of nodes N (f ) = (a 1 , . . . , a s ) and exponents E(f ) = (e 1 , . . . , e s ).
From the point of view of the optimality of representations, it is quite natural to assume an upper bound on the numbers n i . Indeed, if there is an index j such that n j > j+1 then the powers (x −a i ) e i are linearly dependent, and there would be a smaller expression of f as a linear combination of these polynomials. 3 We would therefore have AffPow F (f ) < s instead of AffPow F (f ) = s. It would nonetheless be interesting to relax the assumption n i ≤ (3i/4) 1/3 − 1 in this theorem. Another restriction is the assumption that the shifts a i are all distinct. We relax that assumption in [9] but we still need to assume that all the exponents e i corresponding to a given shift a i = a belong to a "small" interval (see [9, Theorem 5.3 ] for a precise statement). Alternatively, we can assume instead that there is a large gap between the exponents in two consecutive occurences of the same shift as in [9, Theorem 5.8] .
In [9, Section 6] we extend the model of sums of affine powers to several variables by considering expressions of the form
where e i ∈ N, α i ∈ F and ℓ i is a (non constant) linear form for all i.
We begin a study of reconstruction algorithms for this multivariate model. 3 It is hardly more difficult to show that one must have n j ≤ ⌈ j +1
2 ⌉ for any optimal expression, see [8, Proposition 18 ].
Main tools
Most of our results hinge on the study of certain differential equations satisfied by the input polynomial f . We consider differential equations of the form
where the P i 's are polynomials. If the degree of P i is bounded by i for every i, we say that (1) is a Shifted Differential Equation (SDE) of order k. The name SDE is a reference to the method of shifted partial derivatives [26] . Our algorithmic results can be viewed as an application of this lower bound method, and more precisely of its univariate version [20] . Section 2 recalls some (mostly standard) background on differential equations and the Wronskian determinant. When f is a polynomial with an expression of size s in Model 1.1 we prove in Proposition 2.6 that f satisfies a "small" SDE, of order 2s−1. The basic idea behind our algorithms is to look for one of these "small" SDEs satisfied by f , and hope that the powers (x − a i ) e i in an optimal decomposition of f satisfy the same SDE. This isn't just wishful thinking because the SDE from Proposition 2.6 is satisfied not only by f but also by the powers (x − a i ) e i .
Unfortunately, this basic idea by itself does not yield efficient algorithms. The main difficulty is that f could satisfy several SDE of order 2s − 1. We can efficiently find such a SDE by linear algebra (see Remark 2.7), but what if we don't find the "right" SDE, i.e., the SDE which (by Proposition 2.6) is guaranteed to be satisfied by f and by the powers (x − a i ) e i ? One way around this difficulty is to assume that the exponents e i are all sufficiently large compared to s. In this case we can show that every SDE of order 2s − 1 which is satisfied by f is also satisfied by (x − a i ) e i . This fact is established in Corollary 4.2, and yields the following result (see Theorem 4.3 in Section 4 for a more detailed statement which includes a description of the algorithm). Theorem 1.5 (Big exponents). Let f ∈ F[x] be a polynomial that can be written as
where the constants a i ∈ F are all distinct, α i ∈ F\{0} and e i > 5s 2 /2. Then, AffPow F (f ) = s. Moreover, there is a polynomial time algorithm
as input and computes the s-tuples of coefficients C(f ) = (α 1 , . . . , α s ), of nodes N (f ) = (a 1 , . . . , a s ) and exponents E(f ) = (e 1 , . . . , e s ).
The algorithm of Theorem 1.4 is more involved: contrary to Theorem 1.5, we cannot determine all the terms (x − a i ) e i in a single pass. Solving the SDE only allows the determination of some (high degree) terms. We must then subtract these terms from f , and iterate.
Models of computation
Our algorithms take as inputs polynomials with coefficients in an arbitrary field K of characteristic 0. At this level of generality, we need to be able to perform arithmetic operations (additions, multiplications) and equality tests between elements of K. When we Contributed Paper ISSAC'17, July [25] [26] [27] [28] 2017 , Kaiserslautern, Germany write that an algorithm runs in polynomial time, we mean that the number of such steps is polynomial in the input size. This is a fairly standard setup for algebraic algorithms (it is also interesting to analyze the bit complexity of our algorithms for some specific fields such as the field of rational numbers; more on this at the end of this subsection and in Section 1.4). An input polynomial of degree d is represented simply by the list of coefficients of its d + 1 monomials, and its size thus equals d + 1. In addition to arithmetic operations and equality tests, we need to be able to compute roots of polynomials with coefficients in K. This is in general unavoidable: for an optimal decomposition of f ∈ K[x] in Model 1.1, the coefficients α i , a i may lie in an extension field F of K (see Section 3 and more precisely [9, Example 3.3] for the case K = R, F = C). If the optimal decomposition has size s, we need to compute roots of polynomials of degree at most 2s − 1. As a rule, root finding is used only to output the nodes a i of the optimal decomposition, 4 but the "internal working" of our algorithms remains purely rational (i.e., requires only arithmetic operations and comparisons). This is similar to the symbolic algorithm for univariate sparsest shifts of Giesbrecht, Kaltofen and Lee ( [10] , p. 408 of the journal paper), which also needs access to a polynomial root finder. The one exception to this rule is the algorithm of Theorem 1.4. As mentioned at the end of Section 1.2, this is an iterative algorithm. At each step of the iteration we have to compute roots of polynomials (which may lie outside K), and we keep computing with these roots in the subsequent iterations. For more details see Theorem 4.4 and the discussion after that theorem.
We also take some steps toward the analysis of our algorithms in the bit model of computation. We focus on the algorithm of Theorem 1.4 since it is the most difficult to analyze due to its iterative nature. We show in Proposition 4.5 that for polynomials with integer coefficients, this algorithm can be implemented in the bit model to run in time polynomial in the bit size of the output. We do not have a polynomial running time bound as a function of the input size (more on this in Section 1.4).
Future work
One could try to extend the results of this paper in several directions. For instance, one could try to handle "supersparse" polynomials like in the Sparsest Shift algorithm of [12] . We begin a study of the multivariate case in the full version of this paper [9] , but these developments are completely omitted here due to space limits. In [9] we proceed by reduction to the univariate case, but one could try to design more "genuinely multivariate" algorithms. For Waring decomposition, such an algorithm is proposed in "case 2" of [19, Theorem 5] . Its analysis relies on a randomness assumption for the input f (our multivariate algorithm is randomized, but in this paper we never assume that the input polynomial is randomized).
One should also keep in mind, however, that the basic univariate problem studied in the present paper is far from completely solved: our algorithms all rely on some assumptions for the exponents e i in a decomposition of f , and some algorithms also rely on a distinctness assumption for the shifts a i . It would be very interesting to weaken these assumptions, or even to remove them entirely.
With a view toward this question, one could first try to improve the lower bounds from [20] . Indeed, the same tools (Wronskians, shifted differential equations) turn out to be useful for the two problems (lower bounds and reconstruction algorithms) but the lower bound problem appears to be easier. For real polynomials we have already obtained optimal Ω(d) lower bounds in [8] using Birkhoff interpolation, but it remains to give an algorithmic application of this lower bound method.
Another issue that we have only begun to address is the analysis of the bit complexity of our algorithms. It would be straightforward to give a polynomial bit size bound for, e.g., the algorithm of Theorem 4.3 but this issue seems to be more subtle for Theorem 1.4 due to the iterative nature of our algorithm. It is in fact not clear that there exists a solution of size polynomially bounded in the input size (i.e., in the bit size of f given as a sum of monomials). More precisely, we ask the following question. Question 1.6. We define the dense size of a polynomial
Assume that f can be written as
with a i ∈ Z, α i ∈ Z \ {0}, and that this decomposition satisfies the conditions of Theorem 1.4: the constants a i are all distinct, and n i ≤ (3i/4) 1/3 − 1 for all i ≥ 2, where n i denotes the number of indices j such that e j ≤ i.
Is it possible to bound the bit size of the constants α i , a i by a polynomial function of the dense size of f ?
As explained at the end of Section 1.3, under the same conditions we have a decomposition algorithm that runs in time polynomial in the bit size of the output. It follows that the above question has a positive answer if and only if there is a decomposition algorithm that runs in time polynomial in the bit size of the input (i.e., in time polynomial in the dense size of f ).
One could also ask similar questions in the case where the conditions of Theorem 1.4 do not hold. For instance, assuming that f has an optimal decomposition with integer coefficients, is there such a decomposition where the coefficients α i , a i are of size polynomial in the size of f ?
PRELIMINARIES
In this section we present some tools that are useful for their algorithmic applications in Sections 4. Section 3 can be read independently, except for the proof of Proposition 3.1 which uses the Wronskian.
The Wronskian
In mathematics the Wronskian is a tool mainly used in the study of differential equations, where it can be used to show that a set of solutions is linearly independent. Definition 2.1 (Wronskian). For n univariate functions f 1 , . . . , f n , which are n − 1 times differentiable, the Wronskian Wr(f 1 , . . . , f n ) is defined as
It is a classical result, going back at least to [3] , that the Wronskian captures the linear dependence of polynomials in
, the polynomials are linearly dependent if and only if the Wronskian Wr(f 1 , . . . , f n ) vanishes everywhere.
For every f ∈ F[x] and every a ∈ F we denote by M a (f ) the multiplicity of a as a root of f , i.e., M a (f ) is the maximum t ∈ N such that (x − a) t divides f . The following result from [28] gives a Wronskian-based bound on the multiplicity of a root in a sum of polynomials.
Lemma 2.3. Let f 1 , . . . , f n be some linearly independent polynomials and a ∈ F, and let f (x) = n j=1 f j (x). Then:
In [25] one can find several properties concerning the Wronskian (and which have been known since the 19 t h century). In this work we will use the following properties, which can be easily derived from those of [25] .
be linearly independent polynomials and let a 1 , . . . , a n ∈ F.
Hence, if we set f := n j=1 f j , then
Proof. Consider the n×n Wronskian matrixW whose (i+1, j)-th entry is f
Since (x − a j ) d j −n+1 divides every element in the j-th column of W , we can factor it out from the Wronskian. This proves that Q divides Wr(f 1 , . . . , f n ). Once we have factored out (x − a j ) d j −n+1 for all d j ≥ n, we observe that Wr(f 1 , . . . , f n ) = Q(x) h(x), where h(x) is the determinant of a matrix whose (i + 1, j)-th entry has degree at most deg(
2 . Finally, we observe that if Q(a) 0:
For f = n j=1 f j , the upper bound for M a (f ) follows directly from Lemma 2.3.
Shifted Differential Equations
where f is the unknown function and the P i are polynomials in
The quantity k is called the order of the equation. We will usually denote such a differential equation by SDE(k).
One of the key ingredients for our results is that if AffPow(f ) is small, then f satisfies a "small" SDE. More precisely:
where a i ∈ F, e i ∈ N for all i. Then, f satisfies a SDE(2t − 1) which is also satisfied by the t terms
Proof. If we can find a SDE(2t − 1) which is satisfied by all the f i , by linearity the same SDE is satisfied by f and the result follows. The existence of this common SDE is equivalent to the existence of a nonzero solution for the following linear system in the unknowns a j,k :
where 1 ≤ i ≤ t, 0 ≤ k ≤ 2t − 1 and 0 ≤ j ≤ k. There are 1 + 2 + · · · + 2t = (2t + 1)t unknowns, so we need to show that the matrix of this linear system has rank smaller than (2t + 1)t. It suffices to show that for each fixed value of i ∈ {1, . . . , t }, the subsystem:
has a matrix of rank < 2t + 1. In other words, we have to show that the subspace V i spanned by the polynomials x j f (k)
i (x) has dimension less than 2t + 1. But V i is included in the subspace spanned by the polynomials
This is due to the fact that the polynomials x j belongs to the span of the polynomials
Remark 2.7. A polynomial f satisfies a SDE(k) if and only if the polynomials (x j f (i) (x)) 0≤i ≤k,0≤j ≤i are linearly dependent over F.
The existence of such a SDE can therefore be decided efficiently by linear algebra, and when a SDE(k) exists it can be found explicitly by solving the corresponding linear system (see, e.g., [27, Corollary 3.3a] for an analysis of linear system solving in the bit model of computation). Moreover, given a polynomial f , one can find a SDE(k) satisfied by f with smallest k in time polynomial in the degree of f . We use this fact in the algorithms of Section 4.
Contributed
Notice that an SDE is a linear homogeneous differential equation, hence we can derive the following result from classic property about sets of solutions of linear differential equations. Lemma 2.8. The set of polynomial solutions of a SDE of order k is a vector space of dimension at most k.
STRUCTURAL RESULTS
In this section we study the uniqueness of optimal representations. It turns out that the algorithms of Section 4 only work in a regime where the uniqueness of optimal representations is guaranteed. Proposition 3.1. Consider a polynomial identity of the form:
where the a i ∈ F are distinct, the α i ∈ F are not all zero, β i , b i ∈ F are arbitrary, and e i < d for every i. Then we must have k +l > 2(d + 1).
One can find in [9, Theorem 3.1] a sharper version of this result for the field of real numbers.
Proof. We assume α 1 0 and we have the following equality:
Consider an independent subfamily on the right hand side of this equality. We obtain a new identity of the form:
We assume without loss of generality that ℓ 1 = x − a 2 and r 1 = d.
We take the derivatives of this equality to obtain the following system of equations for j = 0 . . . p − 1:
Using Cramer's rule, we obtain:
We define ∆ = {i : 2 ≤ i ≤ p, r i ≥ p} and, following Proposition 2.4, we factorise the Wronskians:
where W 1 ,W 2 are the remaining determinants. After some simplifications, we obtain the following identity:
Notice now that since we have factorised the large r i 's, the i t h row of W 1 and W 2 contains polynomials with degree bounded by p − i, thus degW 1 , degW 2 ≤ p(p − 1)/2. Moreover, since a 1 a 2 , we compute the multiplicity of a 1 on both sides of the identity and obtain that
The previous remark on the degree of W 2 therefore implies that
2 . Finally, we set s = l + k and we use the fact that p ≤ s − 1 to obtain the desired lower bound: 2(d + 1) < s 2 .
Remark 3.2. The order of this bound is tight when F = C, the field of complex numbers. Indeed, the following equality was exhibited in [8, Proposition 19] :
where k ∈ N and ξ ∈ C is a k-th primitive root of unity. In particular, choosing k = √ d leads to an equality which has 2 √ d terms.
As a consequence of Proposition 3.1 we obtain that if AffPow F (f ) is sufficiently small, the terms of highest degree in an optimal expression of f as f = s i=1 α i (x − a i ) e i are uniquely determined. Corollary 3.3. Let f ∈ F[x] be a polynomial of the form :
2 , then the highest degree terms are unique. In other words, for every expression of f as
Proof. Let us assume that we have another different decomposition for f :
Hence, we have the following equality:
, the result follows from Proposition 3.1.
Finally, as a direct consequence of Corollary 3.3, we obtain a a sufficient condition for a polynomial to have a unique optimal expression in the AffPow model:
be a polynomial of the form:
For every e ∈ N we denote by n e the number of exponents smaller than e, i.e., n e = #{i : e i ≤ e}. If n e ≤ e+1 2 for all e ∈ N, then AffPow F (f ) = s and the optimal representation of f is unique.
Another consequence of Proposition 3.1 is the following upper bound on the degree of the terms involved in an optimal expression of f in the model AffPow F . Corollary 3.5. Let f ∈ F[x] be a polynomial of degree d written as
with α i , a i ∈ F, e i ∈ N and s = AffPow F (f ). We set e := max{e i : 1 ≤ i ≤ s}, then e < d + s 2 2 and, if F = R, then e ≤ d + 2s − 2. In particular, we have that e < d + (d+2) 2 8 and, if F = R, then e ≤ 2d.
Proof. If e = d, then the result is trivial. Assume therefore that e > d. Now, we differentiate d + 1 times the expression for f to obtain the identity: 
Remark 3.6. On can find examples that are close to the bound of Corollary 3.5. Indeed, if we take k = √ d in Remark 3.2, we get an expression of the 0 polynomial with 2k terms. If we integrate this expression 7d times we get a polynomial f of degree < 7d with s := AffPow F (f ) = 2k (by Corollary 3.4) and whose maximum exponent in the optimal expression is 8d
Remark 3.7. As a byproduct of Corollary 3.5, we obtain a naive brute force algorithm to find one optimal expression for any polynomial f . Indeed, for a fixed integer s, there are only a finite number of sequences of exponents (e 1 , . . . , e s ) with e i ≤ d + s 2 /2. For one sequence, one can try to find an expression with these exponents by solving a system of polynomial equations in 2s variables. The smallest s with a solution gives the value of AffPow F (f ).
ALGORITHMS FOR DISTINCT NODES
The goal of this section is to provide algorithms that receive as input a polynomial f and computes s = AffPow F (f ) and the triplets (α i , a i , e i ) for i ∈ {1, . . . , s} such that f = s i=1 α i (x − a i ) e i . We will not able to solve the problem in all its generality but under certain hypotheses. This section concerns the case where the nodes a i in the optimal expression of f are all distinct (we study repeated nodes in [9, Section 5] ). In this setting, our main result is Theorem 4.4 where we solve the problem when the number n e of exponents in the optimal expression that are ≤ e is 'small'. A key point to obtain the algorithms is given by the following Proposition. Roughly speaking, this result says that if f satisfies a SDE, then every term in the optimal expression of f with exponent e i big enough also satisfies the same SDE.
with α i ∈ F nonzero, the a i ∈ F are all distinct, and e i ∈ N. Whenever f satisfies a SDE(k), then for all e i ≥ ks + s 2 we have that (x − a i ) e i satisfies the same SDE.
Proof. We assume that e 1 ≥ ks + s 2 and that f satisfies the following SDE(k) in the unknown д:
with deg(P i ) ≤ i. By contradiction, we assume that (x − a 1 ) e 1 does not satisfy this equation. For every j ∈ {1, . . . , s}, we denote by f j and R j the polynomials such that
where d j := max{e j − k, 0}. We observe that deg(f j ) ≤ e j , so deg(R j ) ≤ k, and that −f 1 = s j=2 f j 0. We consider a linearly independent subfamily of f 2 , . . . , f s , namely { f j | j ∈ J } with J = {j 1 , . . . , j p } ⊆ {2, . . . , s}. Then by Proposition 2.4 we have that
As a consequence of Proposition 4.1, we get Corollary 4.2 and Theorem 4.3. They provide an effective method to obtain the optimal expression of a polynomial f in the Affine Power model whenever the terms involved have big exponents and the nodes are different.
satisfies it for all i ∈ {1, . . . , s}, and e) f does not satisfy any SDE(k) with k < s.
Proof. Notice first that (b) implies (a). Assume now that (b) does not hold, we can write
Hence, by Proposition 3.1, we get that 2s ≥ t + s > 2(min({e 1 , . . . , e s }) + 1) ≥ 5s 2 , a contradiction. From Proposition 2.6 we get (c). If f satisfies a SDE(k) with k ≤ 2s − 1, then for all i ∈ {1, . . . , s} we have that
Hence, Proposition 4.1 yields that (x − a i ) e i is also a solution of this equation for all i, proving (d). Finally, f cannot satisfy a SDE(k) with k < s; otherwise by (a) and (d), the vector space of solutions to this equation has dimension ≥ s, which contradicts Lemma 2.8.
Theorem 4.3 (Big exponents)
. Let f ∈ F[x] be a polynomial that can be written as
where the constants a i ∈ F are all distinct, α i ∈ F \ {0} and e i > 5s 2 /2. Then, AffPow F (f ) = s. Moreover, there is a polynomial time Contributed Paper ISSAC'17, July 25-28, 2017, Kaiserslautern, Germany
as input and computes the s-tuples of coefficients C(f ) = (α 1 , . . . , α s ), of nodes N (f ) = (a 1 , . . . , a s ) and exponents E(f ) = (e 1 , . . . , e s ). The algorithm Build(f ) works as follows:
Step 1. Take r the minimum value such that f satisfies a SDE(r ) and compute explicitly one of these SDE. 
Proof. Corollary 4.2 proves the correctness of this algorithm. Indeed, by Corollary 4.2.(c) and (e), the value r computed in Step 1 satisfies that s ≤ r ≤ 2s − 1. We claim that the set B computed in
Step 2 satisfies that:
(1) it contains the set
it has at most r elements, and (3) all its elements are F-linearly independent.
The first claim follows from Corollary 4.2.(d), the fact that (r + 1) 2 /2 ≤ (2s) 2 /2 < 5s 2 /2, and from Corollary 3.5, since
To prove the second claim assume that B has more than r elements, then we take t 1 , . . . , t r +1 ∈ B. To reach a contradiction, by Lemma 2.8 it suffices to prove that t 1 , . . . , t r +1 are linearly independent. If this were not the case, by Proposition 3.1, we would have that r + 1 > (r + 1) 2 + 2, which is not possible. A similar argument and the fact that B has at most r elements proves the third claim. By (1) and (3), the expression of f as a combination of the elements of B is unique and is the desired one. Finally, the four steps can be perfomed in polynomial time. Only the first two steps require a justification. See Remark 2.7 in Section 2 regarding Step 1. In Step 2 we substitute for each value of e the polynomial (x −b) e in the SDE. This yields a polynomial д(x) whose coefficients are polynomials in b of degree at most r ≤ 2s − 1. We are looking for the values of b which make д identically 0, so we find b as a root of the gcd of the coefficients of д. Now, we can proceed with the main result of this section: Theorem 4.4 (Different nodes). Let f ∈ F[x] be a polynomial that can be written as
where the constants a i ∈ F are all distinct, α i ∈ F \ {0}, and e i ∈ N. Assume moreover that n i ≤ (3i/4) 1/3 − 1 for all i ≥ 2, where n i denotes the number of indices j such that e j ≤ i. Then, AffPow F (f ) = s. Moreover, there is a polynomial time al-
Step 1. Take t the minimum value such that f satisfies a SDE(t) and compute explicitly one of these SDE.
Step 2. and assume that
Step 3. Take r ∈ {1, . . . , l } such that d r −d r +1 > r 2 /2 and d r +1 < deg(f ).
Step 4. Set j := d r − (r 2 /2) and write
Proof. By Corollary 3.4 we have that AffPow F (f ) = s. Concerning the algorithm, first we observe that the value t computed in Step 1 is ≤ 2s − 1 by Proposition 2.6. Moreover, we claim that the set B computed in Step 2 has l ≤ t elements. Otherwise, by Lemma 2.8, there exists a set I ⊆ {1, . . . , l } of size ≤ t + 1 and
Now we set L := 5s 2 /2 and consider the set C := {(x −a i ) e i | e i ≥ L} where the a i 's are the nodes in the optimal expression of f . We have that C ∅; indeed, if we set e max := max{e i | 1 ≤ i ≤ s}, then s = n e max ≤ (3e max /4) 1/3 − 1 and L ≤ 4(s + 1) 3 /3 ≤ e max .
Since for all i ∈ {1, . . . , s}. Hence C ⊆ B. In particular, there exists a τ ∈ {1, . . . , l } such that d 1 ≥ d τ = e max ≥ 4 3 (s + 1) 3 . Now we take k := max{i | d i > L} (we have that 1 ≤ k ≤ l ≤ t ≤ 2s − 1) and we are going to prove that
• there exists r ∈ {τ , . .
Indeed, if this is not the case, we get the following contradiction: 3 3
≤ (2s−1)2s(4s−1) 12 < 4s 3 3 . We take r ∈ {1, . . . , k − 1} such that d r − d r +1 > r 2 /2, or r = k if such a value does not exist (and d k − L > k 2 /2). We claim that e max ≥ d r if and only if d r +1 < deg(f ) and, thus, the r described in
Step 3 always exists. If d r +1 < deg(f ), since deg(f ) ≤ e and C ⊆ B, then d r ≤ e max (since e max = d τ , it cannot be sandwiched between two consecutive elements d r , d r +1 of this sequence).
Conversely, assume that e max ≥ d r and let us prove that d r +1 < deg(f ). To prove this we first observe that setting j := d r − (r 2 /2), then f (j) can be uniquely expressed as a linear combination of 
, then f (j) = 0 and the only expression of f (j) as a linear combination of B ′ would be the one in which every coefficient is 0, a contradiction. Hence, the value r computed in Step 3 exists.
We have seen that f (j) can be uniquely expressed as a linear combination of B ′ as f (j) = e i ≥j α i e i ! (e i −j)! (x − a i ) e i −j . Hence, in
Step 4, one finds all the (α i , a i , e i ) such that e i ≥ j. In Step 5, either h = 0 and we have finished or h = e i <j α i (x − a i ) e i is written as a linear combination of strictly less than s terms and satisfies the hypotheses of the Theorem, so by induction we are done.
We define the size of the set of triplets {(α i , a i , e i ) | 1 ≤ i ≤ s} ⊂ Z×Z×N as s i=1 [1+log 2 (1+|a i |)+log 2 (1+|α i |)+e i ]. As mentioned in the introduction, it is not clear that the size of the output of the algorithm proposed in Theorem 4.4 is polynomially bounded in the input size (i.e., in the bit size of f given as a sum of monomials). However, since the exponents are encoded in unary, it is straightforward to check that the input size is polynomially bounded by the output size. Indeed, the degree of f is upper bounded by the maximum value of the e i and every coefficient of f can be seen as the evaluation of a small polynomial in the α i , a i 's. In the following result we prove that the algorithm works in polynomial time in the size of the output. Hence, a positive answer to Question 1.6 together with Corollary 3.5 would directly yield that the algorithm works in polynomial time (in the size of the input). with a i ∈ Z, α i ∈ Z \ {0}, e i ∈ N and assume that this decomposition satisfies the conditions of Theorem 4.4: the constants a i are all distinct, and n i ≤ (3i/4) 1/3 − 1 for all i ≥ 2, where n i denotes the number of indices j such that e j ≤ i.
Then, the algorithm in Theorem 4.4 works in polynomial time in the size of the output {(α i , a i , e i ) | 1 ≤ i ≤ s}.
Proof. We write f = d j=0 f j x j with f j ∈ Z and d = deg(f ) ≤ max{e 1 , . . . , e s }. Since f j = e i ≥j α i e i j a e i −j i for all j ∈ {0, . . . , d }, the size of f is polynomially bounded by the size of the output. To perform Step 1 we follow Remark 2.7. We note that the coefficients of the polynomials appearing in the SDE are polynomially bounded by the size of f . In Step 2 we have to compute the integral roots of polynomials of degree t ≤ s with integral coefficients, which can also be done in polynomial time (see, e.g., [24] ).
Step 4 can also be performed in polynomial time by solving a linear system of equations (see, e.g., [27, Corollary 3.3a] ) . The result follows from the fact that the polynomial h defined in Step 5 can be written as h = j ∈J α j (x − a j ) e j for some set J ⊂ {1, . . . , s} of at most s − 1 elements. After the first iteration, the algorithm is therefore called recursively on polynomials h with an output size bounded by the output size of the original f .
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