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Dictionary-free MR Fingerprinting reconstruction of
balanced-GRE sequences.
Alessandro Sbrizzi, Tom Bruijnen, Oscar van der Heide, Peter Luijten and Cornelis A.T. van den Berg
Abstract—Magnetic resonance fingerprinting (MRF) can suc-
cessfully recover quantitative multi-parametric maps of human
tissue in a very short acquisition time. Due to their pseudo-
random nature, the large spatial undersampling artifacts can
be filtered out by an exhaustive search over a pre-computed
dictionary of signal fingerprints. This reconstruction approach
is robust to large data-model discrepancies and is easy to
implement. The curse of dimensionality and the intrinsic rigidity
of such a precomputed dictionary approach can however limit
its practical applicability. In this work, a method is presented
to reconstruct balanced gradient-echo (GRE) acquisitions with
established iterative algorithms for nonlinear least-squares, thus
bypassing the dictionary computation and the exhaustive search.
The global convergence of the iterative approach is investigated
by studying the transient dynamic response of balanced GRE
sequences and its effect on the minimization landscape. Experi-
mental design criteria are derived which enforce sensitivity to the
parameters of interest and successful convergence. The method is
validated on simulated and experimentally acquired MRI data.
Keywords: MR Fingerprinting, quantitative MRI, Bloch
equation, nonlinear least squares, sequence design.
This manuscript was submitted to IEEE Transactions on
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I. INTRODUCTION
TRADITIONAL quantitative MRI techniques which aimat reconstructing the tissue relaxation times T1 and T2
rely on simple analytical signal models which can be fitted
to a series of images taken at different time points [1]. In
some special cases, the parameters of interest can be derived
from analytical solutions of the model equation or by solving
a linear least-squares problem [2], [3], [4]).
When these straightforward approaches are not possible, non-
linear fitting algorithms can be applied to infer the parameters
of interest [5], [6], [7]. A fundamental drawback of fitting
nonlinear models is that the objective function could be non-
convex. As a consequence, the algorithm might converge to a
local minimum, leading to erroneous parameter reconstruc-
tions. To circumvent this problem in the case when few
unknowns are present in the model, brute force approaches can
be applied; the measured signal is matched to a pre-computed
dictionary of signal responses and the parameters combination
with the highest correlation is retained [8], [9], [10].
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MR fingerprinting (MRF) [11] is a recent and innovative
quantitative method which is based on a dictionary-match ap-
proach. In MRF, the exhaustive search over the pre-computed
dictionary makes it possible to derive T1, T2 and proton density
values (ρ) from images obtained with highly undersampled k-
space. Initial work on MRF was based on gradient-balanced
sequences, which are notoriously sensitive to off-resonance (ω)
[12]. The discretization of ω has an impact on the accuracy
of the fitting [13], [14] and, due to the increased computa-
tional and memory demands, can preclude the inclusion of
other important parameters in the model such as the transmit
field sensitivity [15], [16], [17] and the slice profile effects
[17]. For these reasons, gradient balanced acquisitions have
to deal with fundamental practical issues and MRF-related
research currently prefers spoiled sequences, which are much
less dependent on off-resonance [14]. Balanced sequences do
have some important advantages, such as superior SNR and
robustness to motion and flow [18].
In this work, we consider balanced GRE sequence for MRF
and cast the parameter reconstruction step as a nonlinear least-
squares problem, which can be solved by established gradient-
based iterative algorithms. We study the global convergence
properties of such an iterative procedure and we derive rules
to design balanced GRE sequences which lead to accurate
parameter estimations. Recent work on sequence design for
MRF [19] has focused on enhancing the sensitivity of the
sequence to the parameters of interest within the dictionary-
match framework. Our approach also addresses issues such as
the presence of local minima and/or strongly irregular min-
imization landscapes which are crucial factors in dictionary-
free iterative methods. The particular transient-state response
of the obtained sequence makes it possible to separate the
true signal contribution from the undersampling artifacts.
The corresponding objective function exhibits a more regular
profile than the ones obtained by standard MRF balanced GRE
schemes and the convergence to the global minimum is thus
facilitated. The exhaustive search step can thus be avoided
and the construction of the pre-computed dictionary, which
could be affected by memory limitations and discretization
issues especially along the ω direction, is no longer needed.
Consequently, the signal model can be expanded and alongside
T1, T2, ρ and ω, we also include the spatially varying radio-
frequency (RF) field B+1 , transceive phase φ and the slice
profile variation throughout the transient-states sequence.
We first illustrate the theory and rationale which pave the way
to the design of so-called low-pass sequences. Afterwards, we
show that the dictionary-free MRF framework is feasible by
providing numerical simulations and experimental results from
2a clinical 1.5 T scanner.
II. THEORY
A. MR fingerprinting reconstruction as nonlinear least-
squares fitting
For balanced GRE sequences, the signal, s, emitted by a
given homogeneous voxel, at position r at the i-th read-out is
given by:
si(r) = α(r)m(β(r), ti)
where the variable α is the product of the proton density (ρ)
with the receive radiofrequency field amplitude (B−1 ) and with
a phase term given by the transceive phase of the RF system
(φ). In short: α = ρB−1 exp(ıφ). The remaining spatially
dependent parameters are included in the variable β, with
β ≡ (T1, T2, B
+
1 , ω). As shown in [17], the transmit RF
field amplitude B+1 must be included in the model to obtain
accurate estimations. Finally, m ≡ mx + ımy denotes the
transverse component of the nuclear magnetization in the
rotating frame and is thus modelled by the Bloch equation
[20]:
d
dt
m =

 −
1
T2
ω −γby(t)
−ω − 1
T2
γbx(t)
γby(t) −γbx(t) −
1
T1

m+

 00
1
T1

 ,
(1)
m(0) = (0, 0, 1)T
where m = (mx,my,mz)
T and (bx, by) are the transverse
components of the applied radiofrequency field.
In this work, we are interested in the simultaneous estimation
of α and β from a dataset d(t) by casting the reconstruction
as a nonlinear least squares problem:
(αrecon, βrecon) = argminα,β
∑N
i=1 |αm(β, ti)− d(ti)|
2
= argminα,β ‖M(β)α− d‖
2
= argminα,β f(α, β)
(2)
where N is the number of acquisitions, M is the response
of the Bloch equation in vector form and d the data vector.
Equation (2) must be solved for each voxel to recover the
spatially dependent parameters α and β.
The problem in Eq. (2) can be solved by a variable projection
approach [21]. Observing that, if β∗ is a solution of Eq. (2),
then
α∗ = argmin
α
f(α, β∗) =
M(β∗)Hd
‖M(β∗)‖2
. (3)
By substituting back into Eq. (2) we obtain the reduced
functional:
βrecon = argmin
β
(
I−
M(β)M(β)H
‖M(β)‖2
)
d (4)
which can be solved for β by standard gradient-based iterative
methods such as a trust-region algorithm. Note that the linearly
dependent variable α no longer plays a role in the minimiza-
tion problem and it can be recovered by solving Eq. (3) after
the solution of Eq. (4). The variable projection formulation
of Eq. (4) has in general a faster convergence than the full
problem, it is less susceptible to local minima if the function
is not convex and it does not require initial guesses on α.
The update step for the solution of Eq. (4) requires the
Jacobian matrix of f with respect to the nonlinear variables,
that is, the components of β. To calculate the derivatives, we
employ forward mode automatic differentiation schemes [22]
applied to the Bloch equation solver. In this way, the exact
Jacobian can be obtained.
B. Topology of the optimization landscape
Before we apply gradient-based methods for Eq. (2), we
investigate its global convergence behavior by considering
the topology of the optimization landscape. Since the recon-
struction of α is a linear problem, thus convex, we focus
on the topology of f in the space of nonlinear dependent
parameters, β. In particular, previous studies [23] reveal that
for balanced sequences, the most irregular and possibly non-
convex behavior is caused by the off-resonance response (ω).
For simplicity of exposition, we consider the simultaneous
dependence of f on ω and T2. Similar behavior can be
observed when T1 and B
+
1 are also taken into account.
Figure 1 shows four different balanced GRE sequences (left
column) and the corresponding objective function f (right col-
umn) plotted on a plane parallel to (T2, ω) and passing through
the global minimum. The global minimum corresponds to
(T1, T2, B1, ω) = (1.0 [s], 0.1 [s], 1.0 [a.u.], 35 [Hz]). For all
sequences, the number of excitations is N = 1000 and the
echo and repetition times are constant and set to (TE, TR) =
(2.4, 4.8) ms.
Sequence I is similar to the MRF acquisition used in [11]
and represents a typical randomized MRF acquisition: note
the small random component superimposed to the sinusoidal
lobes and the two inversion pulses. Sequence II is similar to the
first one but neither random perturbations nor inversion pulses
are employed. Sequence III is characterized by a piecewise
constant tip angle and the RF train of sequence IV is given
by 90o sin2(jπ/N) with j = 1, . . . , N .
The real and imaginary signal components, that is, mx and
my are shown in Fig. 2. From Figures 1 and 2 we observe
that:
• the randomized MRF sequence (I) exhibits a strongly
non-convex profile, including several local minima;
• the signals from the sequences I, II and III exhibit
high frequency oscillatory components, which appear in
concomitance with discontinuities (jumps) in the tip angle
train;
• the regularity of the minimization landscape is strongly
related to the smoothness of the signal. The smoother
the signal, the more regular the corresponding landscape;
in particular, sequence IV gives rise to a very regular,
basin-shaped landscape.
The application of derivative-based iterative algorithms for
solving Eq. (2) may lead to suboptimal solutions and thus
wrong parameter values when sequences I-III are employed.
This is one of the main reasons why MRF reconstructions
are carried out by an exhaustive search over the whole
(discretized) space of possible solutions (dictionary). Unfortu-
nately, the dictionary-based approach suffers from discretiza-
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Fig. 1. The optimization landscapes in the (T2, ω) plane for four different
balanced GRE sequences. Note the several local minima for the randomized
MRF sequence at the top (I) and the regularity of the landscape for the smooth
sequence at the bottom (IV).
tion and memory limitations and it may even become infea-
sible and/or inaccurate when increasing the dimensionality of
the model. Furthermore, adaptation of sequence parameters
requires re-computation of the dictionary; impairing the flex-
ibility of the exhaustive search approach. Since the smooth
response (sequence IV) gives rise to a well behaved objective
function, we expect these kind of excitation schemes to lead
to fast and global convergence when iterative minimization
methods are applied.
Reconstruction in the presence of noise requires special atten-
tion since the performance of iterative algorithms could worsen
due to the mismatch between model and data. MRF signals
typically exhibit large high-frequency components which orig-
inate from two sources: incoherent k-space undersampling
and inherently high-frequency response of the MRF sequence
itself. The latter is illustrated at the top of Fig. 2 where the
signal for the MRF sequence from [11] is plotted without un-
dersampling artifacts. Intuitively, the inherently high frequency
components in the response of sequences I-III make it difficult
to separate the aliasing artifacts from the true signal evolution,
since both model as well as residual are expected to incorpo-
rate a large noise-like term. On the other hand, if the true signal
evolution (Bloch equation response) were confined in a purely
low-frequency band, a correct signal/artifact separation should
be attainable; after all, the irregular k-space undersampling
0 200 400 600 800 1000
-1
-0.5
0
0.5
1
signal and oscillating component
400 450 500 550 600
-0.5
0
0.5
Zoom
m
x
m
y
|u|
0 200 400 600 800 1000
-0.2
0
0.2
0.4
0.6
400 450 500 550 600
-0.1
0
0.1
0.2
0.3
0 200 400 600 800 1000
-0.4
-0.2
0
0.2
0.4
400 450 500 550 600
-0.4
-0.2
0
0.2
0.4
0 200 400 600 800 1000
-0.2
0
0.2
0.4
400 450 500 550 600
-0.05
0
0.05
0.1
Read-out number Read-out number
Fig. 2. The signal (mx,my) and oscillatory components |u| for the four
sequences from Fig. 1. The central section of each sequence is magnified in
the right column of the figure. Note that |u| correctly quantifies the transient
oscillatory behavior of the signal.
scheme would still guarantee that the corresponding artifacts
consist of mainly high frequency behavior. In this case, the
Bloch-based least-squares fitting (Eq. 2) would automatically
act as a low-pass filter and we name these types of sequences
“low-pass balanced-GRE sequences”. Note the analogy of
this approach with the compressed sensing technique [24],
whose fundamental requirement is the incoherence between
the sampling and the sparsity representations; the incoherence
allows for the correct filtering of artifacts hence accurate
recovering of data also in the case of strongly undersampled
scenarios.
C. Low-pass balanced GRE sequences
In this paragraph, we investigate the transient response of
balanced GRE sequences and provide conditions to design RF
trains which are characterized by an inherently smooth signal
behavior. Our analysis is inspired by the work of Hargreaves
[12].
Consider the Bloch equation (1) where, without loss of
generality, the RF excitations are applied along the y-axis,
that is, bx = 0 and b(t) = by(t). The Bloch equation is
nonlinear in the RF pulse and, for typical MRF sequences
where the magnetization is kept in the transient states, non-
stationary. In general, the study of nonlinear, non-stationary
differential equations is a challenging subject of dynamical
4systems theory. To simplify the analysis, we neglect the effects
of relaxation between two consecutive read-out moments tj
and tj+1 = tj +TR. Furthermore, we apply an averaging step
to the RF excitation train by representing it as a piecewise
constant function such that b(tj) = bj for t ∈ [tj , tj+1) and
bj =
1
TR
∫ tj+1
tj
b(t)dt, j = 0, . . . , N − 1.
The effect of b(tj) and ω on mj ≡ m(tj) can thus be
approximated by a rotation, Rj :
mj+1 ≈ Rjmj
where the rotation axis, vj , and the rotation angle, φj , are
given by
vj =
1√
γ2b2j + ω
2

 0γbj
ω

 , φj = TR√γ2b2j + ω2.
If mj is parallel to vj there is no change in the magnetization,
thus mj+1 ≈ mj . The oscillatory behavior is determined
by the rotating component of mj , which lies on the plane
orthogonal to vj and is denoted by uj :
uj ≡ (I − vjv
T
j )mj.
Clearly, the projection of the rotating uj onto the transfer
plane will manifest itself as an oscillatory motion. The larger
|uj |, the larger the oscillations will be. To illustrate this fact,
Fig. 2 reports the signal (i.e. the transverse components of
mj) and the amplitude of the oscillatory component, |uj |,
for the four sequences already shown in Fig. 1. The right
column is a magnification of the central part of each sequence.
Note that uj correctly estimates the magnitude of the transient
oscillatory component of the signal. As already observed in
the previous paragraph, each jump of the RF train, including
the one at the beginning, causes a sudden increase in the
oscillation’s amplitude; the rotation axis undergoes an abrupt
change in inclination, causing the magnetization to acquire a
component in the oscillatory plane.
For the smooth sequence starting with b0 ≈ 0 (IV) the
response remains smooth throughout all read-outs. At t = 0,
m is in the static equilibrium, that is, m0 = (0, 0, 1)
T ;
the oscillatory component is minimized if the rotation axis,
v0 ∝ (0, γb0, ω) lies predominantly along the z direction.
This explains why the RF train which starts with b0 ≈ 0 does
not cause oscillations at the beginning. By slowly increasing
the tip angle, the rotation axis starts to precess around the
x-axis and the magnetization follows at a small angle with
v. The smooth behavior of b implies small variations in the
rotation axis and, by consequence, it ensures that m remains
locked on to v; the oscillatory components are thus minimized
throughout the whole sequence. Note the analogy with the
dynamics of adiabatic half passage pulses [25], although they
act on a much smaller time scale.
The case of ω ≈ 0 Hz deserves special attention. In this
situation, the rotation axis is always directed along y and
oscillations occur if m has a nonzero longitudinal component,
which is certainly the case at the beginning of the sequence.
Balanced sequences are usually implemented however with
a 180o RF phase cycling to avoid signal cancellation and
the signal response in this case is shifted by 1/2TR Hz in
the frequency band [12]. The oscillatory condition becomes
ω ≈ ±1/2TR Hz and, given the short repetition times of MRF
acquisitions, we can assume that these off-resonance frequency
bands are not present.
D. Experimental design
Having shown that a smooth RF train is characterized by
well-behaved objective function, we proceed by designing a
low-pass sequence whose response is also highly sensitive to
the parameters of interest, namely ρ, T1 and T2.
Inference based on (nonlinear) least-squares leads to the
quantification of a problem’s sensitivity with respect to the
parameters. In particular, the covariance matrix of the problem
carries important information since its diagonal entries can
be used to estimate the standard deviation of the reconstruc-
tions. Denoting the covariance matrix by C, we have that
C ≈ η2(JTJ)−1 where J is the Jacobian matrix of the model
and η is the noise variance. The (i, j)-th component of J is
given by
[J]i,j =
∂αm(β, ti)
∂ξj
(5)
where ξj is one of the six parameters of the model, namely
αR, αI , T1, T2, B
+
1 , ω, The complex variable α is split into its
real and imaginary parts, that is αR = ℜ(α) and αI = ℑ(α).
The standard deviation of the n-th parameter is finally given by
σn ≈
√
[C]n,n and it should be minimized for each parameter
of interest. This is a standard approach in experimental design
and it has recently been applied to MRI sequence optimization
[19], [26].
To obtain a balanced-GRE sequence which is simultaneously
low-pass and sensitive to the parameters of interest, we solve
the optimal experimental design problem:
minθ maxn
{
σ(Tn1 )
Tn
1
,
σ(Tn2 )
Tn
2
, σ(ρ
n)
ρn
}
such that: θ0 ≤ ǫ
‖Dθ‖∞ ≤ δ
‖θ‖∞ ≤ θmax
(6)
where θ denotes the tip angles train, D is a first order finite
difference operator and the standard deviation σ is calculated
for a test set of target parameters. For this purpose, we choose
25 different values of (T1, T2, B
+
1 , ω) which are randomly
drawn in the range:
T1 ∈ [250, 3000] ms
T2 ∈ [50, 250] ms
B+1 ∈ [0.9, 1.1] a.u.
ω ∈ [−150, 150] Hz.
As shown in the previous section, high-frequency oscillatory
response is averted by assigning a very small value to the first
tip angle θ0 (first constraint in Eq. (6)) and by forcing the tip
angles to slowly change (second constraint). For instance, we
set ǫ = 1o and δ equivalent to twice the value achieved by
sequence IV of Fig. 1. The third constraint limits the RF peak
power and we set θmax = 180
o. No inversion pre-pulses are
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sequence. Bottom: the optimization landscape for the case (T1, T2, B
+
1
, ω) =
(1.0 [s], 0.1 [s], 1.0 [a.u.], 35 [Hz]) reveals a regular, basin-like profile.
employed. In the optimization, θ is parametrized in terms of
10 cubic spline functions, which ensure that the tip angle train
is very smooth over the whole sequence. The design problem
is thus solved for the 10 spline coefficients.
Other sequence parameters are: (TE, TR) = (2.4, 4.8) ms,
1000 RF excitations. The RF pulse duration is 1 ms. Opti-
mization is carried out with a Matlab built-in interior-point
algorithm, called through the function fmincon and stopped
after 100 iterations. As a smooth initial guess, sequence IV
from Fig. 1 was selected. In all tests reported in this work, the
forward signal simulations are carried out with the C language
implementation of the Bloch simulator by Brian Hargreaves
[27].
The low-pass sequence obtained upon the solution of problem
0.5
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+ [a.u.]
Fig. 4. The radiofrequency field (B+
1
) and off-resonance (ω) maps for the
simulated reconstruction test.
(6) is shown in Fig. 3. The corresponding signal fingerprints
for all 25 test parameter values are reported in the middle plot
and confirm the smooth signal behavior throughout the whole
sequence. The optimization landscape for (T1, T2, B
+
1 , ω) =
(1.0 [s], 0.1 [s], 1.0 [a.u.], 35 [Hz]) is shown at the bottom. As
expected, the objective function is characterized by a regular,
basin-like profile.
III. MULTI-PARAMETRIC RECONSTRUCTIONS
A. Simulated acquisition
Once the optimal sequence is obtained, we simulate the
reconstruction of a 128×128 digital brain phantom [28] at 1.5
T, which is reported on the left of Fig. 5. The off-resonance
and RF transmit field variations are scaled to be in the range
of, respectively, ω ∈ [−150,+150] Hz and B+1 ∈ [0.9, 1.0]
a.u. and are shown in Fig. 4.
The k-space sampling schemes employed for MRF acquisi-
tions are usually based on spiral or golden-angle radial acqui-
sitions to enhance pseudo-randomness of the undersampling
artifacts in the temporal domain. In this test, the artifacts are
simulated as 0-mean, normally distributed random perturba-
tions pi (i = 0, . . . , N − 1) and are scaled to obtain an SNR
= 3 level, which is defined as
SNR =
‖signal‖2
‖perturbations‖2
=
√
N−1∑
i=0
|si|2√
N−1∑
i=0
|pi|2
= 3.
No slice profile variation is taken into account for the simu-
lation.
All voxels from the corrupted brain images are recon-
structed following the proposed dictionary-free nonlinear least-
squares approach, Eq. (2), by applying the variable projection
method [21] and a trust-region algorithm to the complex
signal of the low-pass sequence. We estimate the proton
density ρ = |α|, T1 and T2 while the remnant unknowns
(B+1 , ω, φ = ∠α) are treated as nuisance parameters, that is,
they are reconstructed but their estimation is not required to
be precise. As initial estimates we set (T1, T2, B
+
1 , ω)
start =
(0.75 [s], 0.1 [s], 1.0 [a.u.], 0 [Hz]). The algorithm is halted
when the relative change in the objective function between two
consecutive iterations is smaller than 10−6. As a comparison,
we perform a dictionary match reconstruction for the same
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Fig. 5. T1, T2 and protons density images reconstructed from data corresponding to sequence I [11] and the optimized low-pass sequence (Fig. 3). The error
maps are reported in the lower half of the figure. Reconstructions are performed with dictionary matching (second and third column) and with the nonlinear
least squares approach (fourth column). The matching reconstructions suffer from dictionary discretization problems, indicated by the arrows in the T2 map
of columns two and three. The dictionary-free reconstruction (fourth column) resolves the discretization problem.
7low-pass sequence data and for the typical MRF sequence
[11] (sequence I in Fig. 1) with the equivalent number of
excitations and (TE , TR) values. The dictionary entries for
these two exhaustive search reconstructions are evaluated in
the intervals T1 ∈ [0.263, 2.867] s, T2 ∈ [0.037, 0.401] s with
5% relative increase steps and ω ∈ [−150, 150] with 5 Hz
steps. Given the memory limitations, B+1 is not included in
the dictionary but is assumed to be everywhere equal to 1.
The parameter maps reconstructed with the dictionary match
approach and the proposed nonlinear least-squares method
are shown in, respectively, the third and fourth column of
Fig. 5. The second column of the same figure shows the
dictionary match reconstruction from sequence I [11]. Note
that the reconstructed values from the low-pass sequence are
more accurate. Furthermore, the maps reconstructed with the
proposed dictionary-free method show higher accuracy than
the exhaustive-search reconstructions. This can be appreciated
by looking at the error maps (Fig. 5-bottom). Clearly, the
inaccuracy of the dictionary-based reconstructions is caused
by the exclusion of the B+1 from the model and the relatively
coarse discretization of ω.
B. Experimental validation with a 1.5 Tesla MRI scanner
Experimental validations of the low-pass dictionary-free
reconstruction were performed with a 1.5T scanner (Philips-
Ingenia, Best, The Netherlands) using a 16 receive channels
head-coil and nine cylindrical gel phantoms with different
relaxometric (T1, T2) properties (TO5, Eurospin II test system,
Scotland). A 2D golden-angle radial k-space trajectory [29]
was employed where the RF train was repeated for the multiple
spokes per time-point as in [15]. Each RF train was separated
by a 5 second pause to allow for total relaxation. The aliased
magnetization images at each time-point (snapshots) were
reconstructed using iterative SENSE [30] with coil sensitivity
maps estimated as in [31] and the non-uniform fast Fourier
transform implementation from [32]. The dictionary-free re-
construction was subsequently performed on a voxel-by-voxel
basis as described in the previous section. To take the slice
profile variation throughout the RF train into account [17], the
response of the RF pulse was evaluated and integrated also in
the slice-selection direction. A Gaussian-shaped RF pulse of
2.0 ms duration was used in combination with a slice selective
gradient to obtain a 5 mm slice thickness, which is defined as
the full-width-half-maximum (FWHM) value. The RF pulse
was defined on a temporal grid with 0.1 ms steps while the
slice profile direction was discretized over a 20.0 mm range
and 1.0 mm steps.
The in-plane resolution was 1.2 × 1.2 mm2 and the size of
the reconstructed matrix was 128 × 128. Two undersampled
reconstructions were considered, one with 21 spokes (effective
reduction factor ≈ 9.5) and one with 3 spokes (effective
reduction factor ≈ 66).
For validation purposes, we also acquired (a) a standard
inversion-recovery spin-echo protocol (10 inversion times with
values in [0.1, 3.0] ms) and (b) a single echo spin-echo proto-
col (10 echo times with values in [0.2, 5.0] s) with TR = 10
s for T1 and T2 mapping, respectively.
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Fig. 6. Experimental validation of a low-pass sequence with nine gel phan-
toms with varying relaxometric properties. (a) T1 and T2 maps as obtained
from the reference inversion-recovery spin-echo protocol; (b) parameter maps
obtained from the optimized low-pass sequence with 21 spokes per time-point
using the dictionary-free approach; (c) same as in (b) with 3 spokes.
The T1 and T2 maps reconstructed from the scanner measure-
ments are shown in Fig. 6. The mean and standard deviation
values calculated over each tube are reported in Fig. 7. The
low-pass dictionary-free estimation of the relaxation rates
agrees well with the values from the spin-echo protocol. Even
with the high undersampling factor of 66 (3 spokes), the
quantitative value of T1 and T2 are close to the reference scan.
Finally, the number of iterations needed by the trust-region
algorithm to reconstruct the experimentally acquired data are
reported in Fig. 8. For both acquisitions, the number of
iterations is rather small; on average, the 21-spokes and the
3-spokes reconstructions required, respectively, 11.8 and 12.3
iterations. Overall, no more than 35 iterations were needed
and 95% of the voxels were reconstructed with less than
20 iterations (see the cumulative distribution diagram at the
bottom of Fig. 8). The regular-shape of the objective function
for the low-pass sequence leads to fast convergence of the
dictionary-free approach.
IV. DISCUSSION
In this work, we have shown that the reconstruction of
MR fingerprinting data can be implemented as a solution of
a nonlinear least squares problem using established iterative,
gradient-based algorithms. The advantage of this approach
is that the computation of a large-scale dictionary is no
longer needed, enabling straightforward extensions of the
signal model to incorporate multiple parameters. Although
novel strategies are being explored for the acceleration of the
dictionary computation and matching [33], such a brute-force
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Fig. 7. Histogram plots for the experimental validation test. Note that even
at extremely high undersampling rate of 66 (i.e. 3 spokes), the dictionary-free
low-pass reconstruction is rather accurate.
approach can only be successful and practical for a small
number of parameters in the model. The model used in this
work relies on six unknowns but this could be extended to
include effects such as partial volumes, magnetization transfer
and diffusion. Additionally, since each change in the sequence
requires a new dictionary construction, flexibility is enhanced
when a dictionary free method is applied.
A dictionary-free approach has recently been presented in [34]
by application of a Kalman filter but only shows results for
extremely simplified simulations, where important variables
such as the proton density, the transmit profileB+1 and the slice
profile variation throughout the sequence are not taken into
account. Furthermore, only a very small off-resonance range
is considered. Another limiting factor for that approach is
that the successful application of the Kalman filter is strongly
dependent upon the algorithmic parameters such as the choice
of the covariance matrix which models the process noise. In
our own experience, this is not a trivial step for data which
in general is not Gaussian distributed and whose statistical
properties are unknown. Our nonlinear least squares approach
does not require specific tuning and has also proved to be
robust and reliable for experimentally acquired data fitted with
a realistic signal model.
Balanced GRE sequences are sensitive to off-resonance vari-
ations, requiring not only an extension of the model to
include ω but also extra attention to the topology of the
minimization landscape. We have analyzed the effect of time-
varying RF excitations on the transient behavior of the signal
and we have made a connection between the smoothness
of the obtained response and the regularity of the objective
function. In particular, smooth response throughout the whole
sequence gives rise to a nicely shaped, basin-like optimization
landscape. Moreover, the inherently low-frequency temporal
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reconstruction applied to the experimentally recorded data. Top: histogram
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for both acquisitions. Relatively few iterations are needed by the trust-region
algorithm to converge.
response allows for an easier separation between the true
signal component and the large high-frequency artifacts caused
by the randomized k-space undersampling. This is analogous
to the reconstruction of strongly undersampled data in the
compressed sensing framework [24] where the separation
between data and artifacts is made possible by the incoherence
between the sampling and sparsifying operators.
The transient analysis of the low-pass sequences and tech-
niques borrowed from experimental design theory [35] lead
to an algorithm which simultaneously enforces smoothness of
response and high-sensitivity to the parameters of interest. As
a result, the iteratively solved nonlinear least squares fitting
is successful and returns accurate parameter maps also in the
case of highly undersampled experimentally acquired data.
The low-pass sequence obtained upon solution of Eq. (6)
exhibits a relatively high RF power level, which is caused
by the large tip angles required. In this work, the constraints
on the tip angle amplitude was set to 180o but it could be
adapted to a lower value if needed. For example, scanning
at higher-field strengths such as 3T and beyond, requires a
more conservative power management. As a supplementary
experiment, we designed a low-pass sequence by solving
problem (6) with θmax = 90
o. The sensitivity to T1 and T2
9was lower than the one obtained with large tip-angle sequence
but the dictionary-free reconstructions from the experimentally
acquired data are still satisfactory (see the Supplementary
Material).
With our current desktop PC Matlab implementation, the
computation time for the proposed method is, on average,
about one second per voxel. This could be accelerated by
more efficient software and hardware implementation, faster
nonlinear least squares algorithms and Bloch equation simula-
tors implemented on graphical processing units [36]. The aim
of this work is to show that our dictionary-free approach is
feasible. Acceleration strategies will be targeted in the future.
In this work we have considered balanced GRE sequences.
Due to their superior SNR and robustness to motion, these
sequences are used in a variety of applications. The signal
model we employed makes use of one isochromat per voxel
but it takes into account the effect of slice profile varia-
tion during the sequence. Our tests show that this model is
accurate. Other signal models could be used, for instance,
based on the extended phase graph formalism. This should
not be a conceptual limitation for applying our method and
could consequently also be targeted to design and reconstruct
unbalanced sequences [14].
V. CONCLUSION
We propose to reconstruct multi-parametric maps from
MR fingerprinting data by solving a nonlinear least-squares
problem with established gradient-based minimization algo-
rithms. By analyzing the relationship between the transient
behavior of balanced MRF sequences and the corresponding
optimization landscape of the reconstruction problem, we
derived an experimental design strategy which leads to a very-
well behaved objective function. Simulated and experimental
tests show that such a dictionary-free approach combined with
a specific experimental design strategy lead to correct MRF
reconstructions.
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Fig. 9. Supplementary Material: Dictionary-free reconstructions for a small tip angle (STA) low-pass sequence designed according to Eq. (6) with
θmax = 90o. (a): the RF train. (b-c) the T1 and T2 reconstructions from the 21 spokes radial acquisition of nine gel tubes with a 1.5 T MRI system. The
reference data refers to an inversion-recovery spin-echo experiment.
