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Abstract
Dimer models have been the focus of intense research efforts over the last years. This
paper grew out of an effort to develop new methods to study minimizers or the asymptotic
height functions of general dimer models and the geometry of their frozen boundaries.
We prove a complete classification of the regularity of minimizers and frozen boundaries
for all dimer models for a natural class of polygonal (simply or multiply connected) domains
much studied in numerical simulations and elsewhere. Our classification of the geometries of
frozen boundaries can be seen as geometric universality result for all dimer models. Indeed,
we prove a converse result, showing that any geometric situation for any dimer model is,
in the simply connected case, realised already by the lozenge model. To achieve this we
present a new boundary regularity study for a class of Monge-Ampère equations in non-
strictly convex domains, of independent interest, as well as a new approach to minimality
for a general dimer functional. In the context of polygonal domains, we give the first general
results for the existence of gas domains for minimizers.
Our results are related to the seminal paper “Limit shapes and the complex Burgers
equation” where R. Kenyon and A. Okounkov studied the asymptotic height function in the
special class of lozenge tilings and domains. Part of the motivation for development of the
new methods in this paper is that it seems difficult to extend those methods to cover more
general dimer models, in particular domino tilings, as we do in the present paper. Indeed,
our methods prove new and sharper results already for the lozenge model.
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31 Introduction
In this paper we study geometric properties associated to general (bipartite) dimer models and
their asymptotic limit configurations. Particular special cases, widely studied in literature, in-
clude for instance the random tilings by lozenges, and weighted or unweighted domino tilings. In
this work, our purpose is to present a new systematic and uniform approach to the geometry of
their arctic boundaries, such as those in Figure 1. This will show, for instance, that the geometry
of simply connected limit domains is universal and independent of the particular dimer model.
Dimer models are certain two dimensional random lattice models in statistical physics. More
precisely, consider perfect matchings on finite subgraphs G = (V,E) of an infinite bipartite and
doubly periodic planar graph. Here V denotes the vertex set of G and E denotes its edge set.
A perfect matching of a graph G is a choice of edges that covers of all the vertices of the graph
exactly once. On the set of all perfect matchings MG of a graph G one then associates a Gibbs
probability measure µ defined by
µ(M) =
1
Z
∏
e∈M
w(e), M ∈MG,
where w : E → R>0 is a weight function with suitable periodicity properties on the set of edges
E, and where
Z =
∑
M∈MG
∏
e∈M
w(e)
is a normalisation constant called the partition function, defining the probability distribution of
the matchings on G.
Thurston [69] associated to each perfect matching a Lipschitz function, called the discrete height
function, which completely describes the combinatorics of the matching, see e.g. [22], [21], [50],
or also Example 2.3. Therefore, one can also view random perfect matchings as random Lipschitz
functions. For more on the combinatorics of dimer models we refer the reader e.g. to [39], [48],
[50] and [69].
Figure 1: Left: A uniform domino tiling. Right: Weighted domino tiling with gas phases. Image
courtesy of S. Chhita and T. Berggren.
4Under a limiting boundary condition, Cohn, Kenyon and Propp [22] show, see also [54], that
when one rescales the size of the graph so that the edge lengths tend to zero while the macroscopic
size of the subgraph G = Gn remains fixed, then the discrete height function converges almost
surely to a deterministic asymptotic height function h. In these settings one observes [39], [46],
[48] fascinating phenomena for the limiting random surfaces: For suitable polygonal domains,
the surfaces present ordered and disordered - or frozen and liquid - parts, c.f. Figure 1. For a
precise definition of these notions see Definition 1.1.
The study of these asymptotic random surfaces, or limit shapes, started in the 90’s with the
Aztec diamond and the regular hexagonal lozenges tilings [23], [34], [35], [43], [69]. For the
particular case of the lozenges model, Kenyon and Okounkov [49] were first to describe the
limiting geometry in a large class of different polygons. Their approach is to construct a matching
limit shape to given boundary conditions. In this study we take a complementary approach and
directly prove from the associated variational problem structural and geometrical properties
of limit shapes. In particular, we classify the geometry of such limit surfaces, for all dimer
models and polygonal domains. For (oriented) polygonal boundary conditions, whether simply
or multiply connected, we prove that frozen boundaries are algebraic.
In a striking theorem in [50], it was shown that there is a one-to-one correspondence between
dimer models and a class of algebraic curves called Harnack curves. Moreover, [22] and [50] show
that the asymptotic height function is characterised as the solution to a variational problem
inf
u∈AN (Ω,h0)
ˆ
Ω
σ(∇h)dx, (1.1)
where Ω is a Lipschitz domain which is the “limit” of the sequence of graphs Gn, and AN (Ω, h0)
is the class of admissible Lipschitz functions with appropriate boundary value h0; for a definition
see below or Section 2. The energy σ in the integrand is called the surface tension.
The connection to Harnack curves gives in the case of dimer models explicit information on
their surface tension. Indeed, the surface tension σ is a function defined on the Newton polygon
∆(P ) of the Harnack curve or the spectral curve P (ζ, ω) = 0. Furthermore, Harnack curves can
be characterised by their surface tension solving a certain type of boundary value problem for a
Monge-Ampère equation, namely
det
(
D2σ
)
= pi2 in ∆(P )◦ \ Z2, σ is piecewise affine on the boundary ∂∆(P ). (1.2)
For the present work, our starting point is the variational principle (1.1), with surface tensions
slightly more general than in (1.2). The key condition is that the Hessian determinant is constant
– we derive from this property a detailed information of the frozen and liquid regions. Thus we do
not use spectral curves directly, their role appears rather only via the Monge-Ampère equation
(1.2). It is convenient to assume the surface tension to be defined in an arbitrary compact convex
polygon in N ⊂ R2. LetP = {p1, ..., pk} be the vertices of N and in addition, allow the existence
of (an arbitrary) finite subset G = {q1, ..., ql} ⊂ N◦ of gas points. For simplicity of presentation
we normalised by 1/pi2, in comparison to (1.2). Then the surface tension σ : N → R in this
generalised setting is the function bounded and convex in N solving the following Monge-Ampère
equation, {
det
(
D2σ
)
= 1 +
∑l
j=1 cjδ{qj} in N
◦,
σ = L on ∂N,
(1.3)
5where L is continuous and piecewise affine on ∂N . Moreover, cj > 0 are positive and δ{qj} are
Dirac masses at points qj , j = 1, 2, ..., l. Finally, we let Q = {pk+1, ..., pk+m} denote the possible
discontinuities of the derivative of the boundary map L, and call these the quasi-frozen points.
For an explanation of this terminology see Subsection 2.2.3.
For the lozenges model, N = NLo is the triangle with corners {0, 1, i} and in this case [22]
discovers an explicit expression for the surface tension σ = σLo , c.f. Subsection 2.1. In fact, the
surface tensions σ from (1.3) are very singular on the boundary of its domain N , see Theorem 1.7
below. Thus σ has no other convex extension but σ∣∣R2\N ≡ ∞. Accordingly, in the variational
problem (1.1) it is necessary to allow only the admissible functions, Lipschitz functions in Ω with
gradient ∇u(z) ∈ N a.e. and with boundary value u∣∣∂Ω = h0. It is this class of functions that
we denote by u ∈ AN (Ω, h0).
This gradient constraint is, of course, consistent with the fact that for N a Newton polygon, the
(discrete) gradient of the discrete height function take values in the corners and quasifrozen points
of N , and hence their weak limit, the asymptotic height function, satisfies almost everywhere
∇h(z) ∈ N .
A convenient and general notion, covering the liquid and frozen parts of the limiting random
surfaces of dimer models, comes as follows.
Definition 1.1. If h is the minimizer of (1.1) as above, then the liquid region of h is the open
subset
L := {z ∈ Ω : h is differentiable at z, with ∇h(z) ∈ N◦ \ G }. (1.4)
Further, we say a subset F ⊂ ∂L is frozen if
∇h(z)→ ∂N ∪ G as z → F, z ∈ L. (1.5)
Note that with Definition 1.1 we can have either a part or all of the boundary of L frozen, even
if it is the latter case that interests us most. There we also have the direct but surprisingly useful
characterisation,
∂L is frozen ⇔ ∇h : L → N◦ \ G is a proper map. (1.6)
For (1.4) - (1.6) to make sense, and for L to be indeed open, we apply the work [26] of De Silva
and Savin, who developed basic regularity theory for the variational problem (1.1), for a general
σ bounded and strictly convex in N◦ \ G . We will recall their fundamental work in more detail
in Section 2. Their Theorem 2.6 below implies that inside the liquid region L the minimiser h is
C∞-smooth, and thus satisfies the Euler-Lagrange equation
div
(∇σ(∇h)) = 0 in L. (1.7)
This gives also yet another view on the frozen boundary, as the subset of Ω where the Euler-
Lagrange equation (1.7) degenerates. Further, we show in Subsection 5.5 that for any minimizer
of (1.1), the liquid domain has finitely many components, with each component finitely con-
nected.
A glance at the computer simulations, such as Figures 1 or 3, shows it (at least intuitively)
that the liquid region corresponds to the part where fluctuations can occur, while the frozen
6region arises from the part of graph which becomes completely ordered in the limit. The latter
fact is perhaps not so obvious from the above definition, but will become clear by the analysis
below; see Theorem 1.8 b) and (1.23). Note also that for convenience we include the boundaries
of the gas phases to the frozen boundary. For more exact and detailed descriptions of these
correspondences see e.g. [46].
With these notions we can state our first general results, which are also interesting to compare
with simulations as e.g. in Figure 1.
Theorem 1.2. Suppose L ⊂ C is a bounded finitely connected domain, and h a solution to (1.7)
in L, where σ is as in (1.3). If ∂L is frozen for h, i.e. if ∇h : L → N◦ \ G is proper, then
a) ∂L is the real locus of an algebraic curve (minus the isolated points of the curve). If L is
simply connected, then ∂L = R(S1), the image of the unit circle under a rational map R(z).
b) There are at most finitely many singularities {ζj}mj=1 ⊂ ∂L on the boundary, and they are all
either first order (inward) cusps or tacnodes.
c) At every ζ ∈ ∂L, outside cusps and tacnodes, the boundary ∂L is locally strictly convex:
B(ζ, ε) ∩ L is strictly convex for all ε > 0 small enough.
In particular, the above holds whenever L is liquid for some dimer model, with boundary ∂L
frozen.
Moreover, in Theorem 1.10 and Theorem 7.3 we show that oriented polygonal boundary con-
ditions, natural for the given dimer model, produce liquid domains with frozen boundaries, thus
the conclusions of Theorem 1.2 hold in this setting.
In their work [49], inspired by the connections of dimer models to algebraic geometry mentioned
above, Kenyon and Okounkov composed the partial Legendre transform of the surface tension
σ from (1.2) with the gradient of the asymptotic height function, to express the Euler-Lagrange
equations (1.7) (with an added volume constraint term) as the system P
(
ζ(x, y), ω(x, y)
)
= 0,
ζx
ζ
+
ωy
ω
= c,
(1.8)
with P (ζ, ω) = 0 the spectral curve of the dimer model as above. For the lozenges model
and for simply connected polygonal domains, with cyclicly changing tangent directions [49],
they further showed that (1.8) implies the existence of a polynomial of two variables such that
Q(e−cxζ, e−cyω) = 0. The analysis of Q(ζ, ω) then gave properties of the liquid domains and the
frozen boundaries in this model.
For general dimer models a key point for the existence of such a representation, even with an
analytic function Q(ζ, ω), is that ζ(x, y) and ω(x, y) are continuous up to the boundary of the
liquid domain, see [49, Proposition 2], [39] or Remark 3.10 with [38]. However, the method of
[49] is constructive and gives the boundary continuity only for the lozenges and a special class
of polygonal domains.
7Therefore for the general dimer models, in this paper we have chosen a different approach with
emphasis on complex analytic PDE-methods and calculus of variations. With this approach, for
instance, the required boundary continuity is quickly obtained in any dimer model. Furthermore,
we also have e.g. a rigorous derivation of the famous Pokrovsky-Talapov law for general dimer
models, c.f Theorem 1.8 and (1.21) below. In lack of boundary continuity [49] gives this only for
the special case of lozenges described above.
In fact, we will reach a complete classification, in terms of their rational parametrisation, of all
simply connected domains L that have frozen boundary in the sense of (1.6) - (1.7), see Theorem
5.2. The above Theorem describes the “cloud curve” geometry of the frozen boundary. Cloud
curves have been introduced in [49] in connection with the lozenge model. Related works are
[15, 16] where the authors study fluctuations in domino tilings and in the dimer model on the
square-hexagon lattice, respectively. The boundary conditions considered fit into our framework
but are more restrictive – in both works the frozen boundaries are found to be cloud curves. This
general phenomenon is explained by Remark 5.14.
The PDE-approach allows us also to uncover results in different directions, such as universality
in the geometry of dimer models and their frozen boundaries. Quite unexpectedly, this goes
beyond the limit surfaces of discrete (dimer) lattice models, as indicated by the following result.
Theorem 1.3 (Universality of frozen boundaries). Let L ⊂ C be a bounded Jordan domain and
σ any surface tension as in (1.3), G = ∅. Suppose that the Euler-Lagrange equation (1.7) admits
a solution h in L, such that ∇h : L → N◦ is a continuous and proper map.
Then L is liquid with ∂L frozen for the Lozenges model. That is, there exists a polygonal domain
Ω ⊃ L and piecewise affine boundary value h0 on ∂Ω, such that if h? is the minimiser of Lozenges
model, ˆ
Ω
σLo(∇h?) = inf
{ˆ
Ω
σLo(∇u) : u|∂Ω = h0, ∇u(z) ∈ NLo for z ∈ Ω
}
,
then
L ≡ {z ∈ Ω : ∇h?(z) ∈ (NLo)◦}, and ∇h?(z)→ ∂NLo as z → ∂L in L. (1.9)
Once (1.9) holds, then [22] and [50] show that h? can be expressed as the asymptotic random
lozenges height function on a scaling limit of finite subgraphs, converging to L. In particular,
within Jordan domains, all possible geometries of frozen boundaries of all dimer models occur
already for the Lozenges model !
For multiply connected domains, in particular for dimer models with gas points, the universality
holds locally, i.e. locally any frozen boundary of any dimer model is locally frozen also for the
lozenges model. For details, see Remark 8.6.
Our approach allows also an analysis of the gas phases, where ∇h ≡ q ∈ N◦ and the asymptotic
tile correlations decay exponentially, as opposed to polynomial decay in liquid parts, see [50,
Section 4]. The existence of gas domains has been shown before for some special surface tensions
σ and domains Ω, see e.g. [12], [13]. Here we have the existence in a general setting.
Theorem 1.4. Suppose Ω ⊂ C is a bounded and simply connected Lipschitz domain and h0 an
admissible boundary value on ∂Ω. Assume that the minimizer h of (1.1), for a surface tension
σ as in (1.3), admits a liquid domain L ⊂ Ω with ∂L frozen.
8If σ has gas points q ∈ G , then for each q there is a non-empty gas domain Uq ⊂ Ω. More
precisely, Uq is open and simply connected, ∂Uq is one of the components of ∂L and
∇h(z) ≡ q in Uq, with ∇h(z)→ q as z → ∂Uq in L.
The geometry of the gas domains Uq is inherited from ∂L and Theorem 1.2, for more details
see Theorem 5.15. In particular, unless there are tacnodes, ∂Uq is concave outside the three or
more cusps, all directed outwards from Uq. Theorem 1.4 holds also in the multiply connected
setting, once we consider polygonal domains Ω that are appropriate for the given dimer model,
see Definition 2.8 and Theorem 1.10.
The above considerations, and Definition 1.1 in particular, show that the problem of under-
standing and finding liquid domains L with frozen boundary is exactly a free boundary problem
defined by the gradient constraint ∇u ∈ N◦\G . Also, by Theorems 2.5 and 2.6 the free boundary
inside Ω is precisely ∂L ∩ Ω.
The question of frozen boundary is in spirit similar to other variational problems with gradient
constraints, for example the elastic-plastic torsion problem, see [19], or the question of space-like
hypersurfaces in Minkowski space with prescribed boundary values and mean curvature, see [10].
In the case of the elastic-plastic torsion problem it is possible to reduce the gradient constraint
to a double obstacle problem, see [17], and use the highly developed methods for free boundary
problems coming from obstacle constraints [60]. However, due to the singularity of ∇σ at ∂N
as in Theorem 1.7, this reduction is not possible in our case. Similar problems occur in [10],
however with the difference that there |∇σ| blows up at every boundary point of the boundary
of the gradient constraint.
Therefore it appears that the only way to understand the geometry of the frozen boundaries
is to approach them, one way or another, from inside of the liquid domain. Indeed, this is also
the view of Kenyon and Okounkov in their seminal work [49]. They apply the complex Burgers
equation and its connections to algebraic geometry to understand the properties of the liquid
domains, and use this information towards determining the frozen boundaries.
However, as discussed earlier, to enable the analysis of the frozen boundary ∂L, the key issue is
the boundary continuity of the gradient ∇h : L → N◦ \G . Therefore in this work we apply other
PDE-tools and in particular the Beltrami operators and their hodograph transform. With these
one can cover much more general cases in detail, often also with weaker assumptions. To explain
our approach, recall that in two dimensions in particular, the classical Leray-Lions equations
divA(∇u) = 0 (1.10)
with, say, C1-smooth and monotone structure functions A, are closely related to a complex
system of PDE’s, the Beltrami equation
Fz¯ = H(Fz), (1.11)
see e.g. [14], [18], [42] and for recent new aspects also [9]. For instance, given a solution u to
(1.10) in a simply connected domain, there is a conjugate or stream function v so that F := u+iv
satisfies (1.11) with an operator H depending explicitly on A; see e.g. Section 3.
In a similar fashion, as will be discussed in Subsection 3.2, if one looks for a first order differential
equation for the gradient ∇u, then a derivation of (1.11) leads to the quasilinear Beltrami
9equation
fz¯ = µ(f)fz + ν(f)fz (1.12)
for the function f := Fz, again with explicit coefficient functions µ and ν, with |µ|+ |ν| < 1.
Of course, now with the structure function A = ∇σ and surface tension σ from the Monge-
Ampère equation (1.3), all of this holds also for the minimiser h satisfying the Euler-Lagrange
equation (1.7) in the liquid region. However, in this case we have the remarkable additional fact,
c.f. Theorem 3.9, that the coefficient µ is complex analytic while ν ≡ 0 ! As we will see, these
special properties will lead to strong conclusions.
Further, it is useful to note here that even if in general domains the stream function and F (z)
are only locally well defined, the complex gradient Fz, and thus the function f(z) in (1.12), is
indeed globally well defined also for the multiply connected domains.
The above approach is not the only way how Beltrami equations can be used to study limit
surfaces. For instance, it turns out [51] that any strictly convex surface tension carries an intrinsic
complex structure in which the Euler-Lagrange equation is expressed (for a different f) in the
form fz¯ = µ(f)fz. However, the coefficient µ is analytic - the key property for our approach
- only if the Hessian of σ is constant and we have the Dimer models. Hence the properties of
the solutions are different from those studied in this paper. The latter point of view is useful in
studying limit shapes when the condition (1.3) fails, as is the case for the five-vertex model, see
[52].
As a last point, naturally the analytic coefficient function µ = µσ depends on the specific surface
tension σ. However, for general questions on the structure and regularity of a frozen boundary,
it is often enough to study the single equation
∂z¯f(z) = f(z)∂zf(z), f : L → D. (1.13)
Indeed, for any f solving (1.12) with µ = µσ analytic and ν = 0, the function f̂ := µσ ◦ f is a
solution to (1.13). What is particularly useful here is that f̂ and the minimizer or the solution
h to (1.7) are directly connected. In terms of the complex derivative uz = (ux − iuy)/2 we have
the explicit relation
f̂ = H′(uz + σz(∇u)), (1.14)
where the structure function H = Hσ, a nonlinear Cayley transform, depends only on the surface
tension σ; for the complete details see Section 3. In addition, now the entire boundary ∂L is
frozen for h - the most interesting case suggested by simulations - if and only if f̂ : L → D is a
proper map, c.f. Corollary 3.15 in Section 3. Hence the proper solutions to (1.13) determine in
an explicit manner all properties of all frozen boundaries. This holds for every dimer model and
gives strong rigidity for their geometry.
In fact, see Corollaries 5.6 and 5.16, proper maps f : L → D solving (1.13) in a bounded domain
L are unique: given L there is at most one such f .
The Beltrami equation has appeared earlier in connection with some dimer models, see e.g. [47]
or [62], in describing the complex structure of the liquid domain. In our work, however, we take
the Beltrami equation as the fundamental tool to determine the various properties of the liquid
domains. This also allows one to approach general dimer models.
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Theorem 1.5. If L ⊂ C is a bounded domain and f : L → D is a continuous and proper
W 1,2loc -solution to (1.13), then
a) ∂L is the real locus of an algebraic curve, with properties a) - c) of Theorem 1.2.
b) The map f : L → D is real analytic inside L and extends continuously up to ∂L.
c) The tangent vectors τ(ζ) of ∂L and the boundary values f(ζ) ∈ ∂D are related via the identity
f(ζ) = −τ(ζ)2, ζ ∈ ∂L \ {cusps}. (1.15)
d) f ∈ Lip1/3(L ).
e) Moreover, f ∈ Lip1/2 in L \
⋃m
j=1B(ζj , ε), where {ζj} are the cusps of ∂L.
f) At each cusp singularity of ∂L, there is a line ` transversal to the cusp at ζj, such that
f ∈ Lip1/3(` ∩B(ζj , ε)).
However, in the direction τ of the cusp, f ∈ Lip1/2(τ ∩B(ζj , ε)). Globally, f ∈ Lip1/3(L).
It is with this result precisely, and the connections (1.13) - (1.14), that we are able to prove
Theorem 1.2 as a direct consequence. The interaction of the asymptotic height function h and
the solutions to the Beltrami equation (1.13) has several further consequences, discussed in this
and the subsequent sections.
In connection with Theorem 1.5 we observe the interesting fact that the proper solutions of the
Beltrami equation (1.13) of a fixed degree form a finite dimensional solution space. Moreover, in
Theorems 5.5 and 5.15 we show that the number of cusps is explicitly determined by the degree
of f on the respective boundary component.
For general domains Ω and general admissible boundary values h0, typically not all if any of
the boundary of the liquid region (1.4) is frozen. However, some part of the boundary may still
exhibit frozen phenomena in the sense of (1.5), and one then speaks of the frozen part ∂FL of
the boundary ∂L.
In complete analogy with Theorems 1.2 and 1.5, also the frozen parts can be approached with
this method, see Corollary 3.15. This gives them strong regularity properties.
Theorem 1.6 (Local regularity of frozen boundaries). Let L be a bounded domain and f : L → D
a continuous W 1,2loc -solution to the equation ∂z¯f(z) = f(z)∂zf(z).
Suppose Γ ⊂ ∂L is connected, γ is a smooth crosscut of L and that γ ∪ Γ forms the boundary a
simply connected domain contained in L. Assume further that |f(z)| → 1 as z → Γ in L.
Then Γ is an analytic curve. Moreover, the classification of singularities in Theorem 1.2 carries
over to this case.
According to Theorem 1.6, we have Γ = φ(−1, 1) for a function analytic and locally injective
on the interval. Note, however, that this does not exclude cusps or tacnodes.
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To analyse the interaction (1.14) of h and the solutions f to the Beltrami equations, as well as
to understand the minimisation problem (1.1), we need to develop in Section 3 quite detailed
and specific properties of the surface tensions σ defined in (1.3). The results are of independent
interest for the study Monge-Ampère equations, considering the specific properties that arise
when uniform convexity of solutions and domains is lost on the boundary.
That there is for any positive cj , any gas points qj and any piecewise affine L, admitting a convex
extension to N , a unique solution to (1.3) follows from Theorem 1.1 in [40]. However, neither
the domain N◦ nor the boundary values of σ are strictly convex, and in this case the detailed
boundary behaviour of σ, of basic importance in our approach, does not seem to have been
studied in the existing literature. The question is not easy, however comparison methods and,
in particular, developing an analysis with the Lewy transform, see (3.1), leads to the following
first step.
Theorem 1.7. Let σ be a surface tension solving (1.3) in a polygon N , and let P, G and Q be
the corresponding corners, gas points and quasifrozen points in N , c.f. (2.2) - (2.4).
a) Suppose J ⊂ ∂N is a closed interval not containing any of the points of P ∪Q. Then
|∇σ(p)| → ∞ as p→ J, p ∈ N◦. (1.16)
b) If p0 ∈P ∪Q ∪ G , then for every point p ∈ N◦ \ G , the limit
lim
τ→0+
∇σ(p0 + τ(p− p0)) =: ∇̂σ(p0, p− p0) (1.17)
exists and is finite. In addition, for each fixed p0 ∈P ∪Q∪G the limits parametrise an analytic
curve, the boundary of the subdifferential ∂σ(p0).
For the notion of a subdifferential of a convex function see [65], or Section 2.1 below. We have,
in fact, quite precise further information of the boundary behaviour of σ and its subdifferentials.
As an example, in (1.17) the vector p−p0 is always (an outer) normal to ∂σ(p0) at the boundary
point ∇̂σ(p0, p− p0), c.f. Figure 2 below. For details see Sections 2.1 and 3.1.
We will often consider the gradient map ∇σ : N◦ \ G → R2 of the surface tension. Since σ is
strictly convex in N◦ \ G , the gradient is a homeomorphism in its domain. Lemma 2.1 and the
above discussion show that complement of the image domain ∇σ(N◦ \ G ) in R2 is precisely the
disjoint union ⋃
p∈P∪Q∪G
∂σ(p),
a finite union of closed convex sets. In the terminology of [49], the amoeba associated to σ(z) is
the closure ∇σ(N◦ \ G ) ⊂ R2. Below, see e.g. [20] or the later Example 2.3, on the right we
have the gradient constraint N◦ \ G for weighted domino tilings, a square punctured at the gas
point at the origin, and on the left, the amoeba, the image domain ∇σ(N◦ \ {g}).
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Figure 2
This boundary singularity of the surface tension has strong implications on the study of the
variational problem (1.1). There does exist a unique minimiser, see Proposition 4.5 of [26], but to
study its properties one cannot use directly the usual first variations, nor can one have a pointwise
characterisation via an Euler-Lagrange variational inequality. The only characterisation of the
minimiser h is through the weak Gâteaux directional derivative inequality
dIσ[h;u− h] =
ˆ
Ω
dσ(∇h(z),∇u(z)−∇h(z))dz ≥ 0, (1.18)
valid only for the u ∈ AN (Ω, h0) contained in the space of admissible functions. Unfortunately,
the expression dIσ[h;u − h] is nonlinear in u − h. Therefore, this characterisation is of limited
value, and we are forced to consider alternative approaches. See, however, Theorem 8.3 for a
sufficient pointwise criterion for minimality.
On the other hand, the correspondence between the variational problem (1.1) and the proper
solutions to (1.13) described above is strong enough for many features of f to carry over to the
minimizers h. In detail the correspondence is explained in Section 3.4. Collecting the previous
descriptions on the domains L and maps f , one then obtains striking geometric properties for
the solutions of the Euler-Lagrange equation (1.7).
Theorem 1.8. Let h be a solution to the Euler-Lagrange equation (1.7) in a bounded domain L,
with σ as in (1.3). Suppose that ∂L is frozen, i.e. ∇h : L → N◦ \ G is a proper map. Then
a) There is a finite set {zj}nj=1 ⊂ ∂L, such that for every z0 ∈ ∂L \ {zj}nj=1 we have
lim
z→z0, z∈L
∇h(z) = p0, where p0 ∈P
⋃
Q
⋃
G . (1.19)
b) For each p0, z0 as in (1.19) there is p ∈ N◦ \G such that, first, the vector p− p0 is normal
to ∂L at z0, and second, that
lim
z→z0,z∈L
∇σ(∇h(z)) = lim
τ→0+
∇σ(p0 + τ(p− p0)). (1.20)
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c) Outside the finite set of singularities the minimizer h ∈ C1,1/2, with no better Hölder
exponent at any point of ∂L (The Pokrovsky-Talapov law) .
Note above that (1.20) describes the limiting direction of ∇h at z0, c.f. Figure 2 and (1.17).
The Pokrovsky-Talapov law is a general physical law describing transition between commensu-
rate and incommensurate phases in a large class of statistical mechanical models. In particular,
for crystal surfaces it predicts a generic exponent of 3/2 at the rough-facet transition. In our
case the relevant quantity is the tiling density which is controlled by the gradient of the height
function. Here in fact, if z0 ∈ ∂L is a regular boundary point, with ∇h(z)→ p0 as z → z0, then
for c) and the Pokrovsky-Talapov law we obtain the more precise formulation: if nz0 is the inner
normal to L at z0, then
h(z0 + δ nz0)− h(z0)− δ 〈p0, nz0〉 ' δ3/2, as δ → 0+, (1.21)
see Subsection 5.7.1.
As in Theorem 1.5, one has control of ∂L and∇h at the singularities, for instance, via an explicit
representation of ∇h described in Theorem 3.14. However, this time we have, in addition to the
cusps and tacnode singularities arising from the geometry of L, also the finitely many points of
∂L where ∇h oscillates between two corners of N , thus h failing to be C1.
The close interplay between solutions to the Beltrami equation (1.13) and those for the Euler-
Lagrange equation (1.7) is developed further in Theorems 3.14 and 3.16. The connection is
particularly transparent in the case where there are no quasifrozen or gas points, i.e. the gradient
constraint N is just the convex hull of its corners {pj}kj=1. In this setup, see Subsection 3.4, given
a Lipschitz solution, say, h∗ : L → R to (1.7) with σ as in (1.3), this gives rise a map f : L → D
satisfying the equation
fz¯ = µσ(f)fz, z ∈ L, (1.22)
with a specific analytic coefficient function µσ, a finite Blaschke product determined by σ. It
turns out, see Theorem 3.14, that the functions are related by the explicit identity
∇h∗(z) =
k∑
j=1
pj ωD
(
f(z); Ij
)
, z ∈ L. (1.23)
Here Ij ⊂ ∂D are open intervals with closures covering the unit circle, and ωD(ζ; Ij) is the
harmonic measure of Ij in the unit disc.
In addition, if ∂L is frozen for h∗ in the (rather weak) sense (1.5), then f : L → D is proper
and extends continuously to ∂L. It hence follows that ∇h(z) → pj as z approaches a point on
f−1Ij ⊂ ∂L. For j = 1, . . . , k this family of arcs covers ∂L up to a finite set.
Even further, the representation (1.23) leads to a very suggestive probabilistic interpretation.
Namely, in the Aztec diamond the well known work of Cohn, Elkies and Propp [21] describes the
asymptotic tile density of a domino, i.e. the limiting probability for it to occur at a given place
of the liquid domain. In that case L is the unit disc D and N is the convex hull of the points
{±1,±i}, see Example 2.3. We will show in Example 5.1 that in this setup and for p1 = i the
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north corner of N , the asymptotic tile density from [21] is exactly equal to the term ωD
(
f(z); I1
)
in (1.23), where f : L → D is a proper map solving (1.22).
This raises the natural conjecture that, at least in the absence of quasi-frozen and gas phases, for
all dimer models and liquid domains with frozen boundary the asymptotic tile or edge densities
are given by the pull back of the appropriate harmonic measure, under coordinates f satisfying
(1.22). In case of dominoes this is related to [22, Conjecture 13.1] of Cohn, Kenyon and Propp.
Our conjecture suggests, in particular, a canonical expression for the limiting tile or edge densi-
ties, valid for all dimer models. Note that given the dimer model or surface tension σ, the terms
ωD
(
f(z); Ij
)
are intrinsic to L: Corollary 5.17 shows that with L fixed, the proper maps solving
(1.22) are unique up automorphisms preserving µσ.
Representations analogous to (1.23) hold also for a general dimer model (or surface tension)
where σ has gas points or quasi-frozen points, see Theorem 3.14 and the identity (3.63) there.
All this gives a direct suggestion that there should be a proper probabilistic interpretation to all
terms in (3.63), in case the solution is a minimiser to (1.1) and the surface tension σ of a dimer
model has gas or quasi-frozen points.
Returning to (1.23), it is quite remarkable that the relation has a direct converse, as shown in
Theorem 3.16. That is, for suitable intervals Ij , see Subsection 3.4, given any solution to the
Beltrami equation (1.22), the identity (1.23) defines a Lipschitz function h∗ : L → R which solves
the Euler-Lagrange equation (1.7), with the given surface tension σ.
One can go even deeper into this picture. Namely, the above allows one to extend h∗ as a
piecewise affine function to a polygonal domain Ω ⊃ L, such that ∇h∗(Ω \ L) ⊂ {pj , 1 ≤ j ≤ k}.
One would then like to show that this extended function, with boundary values h0 of the extension
on ∂Ω, is the unique minimizer for the variational problem
inf{
ˆ
Ω
σ0(∇u(z))dz : u ∈ AN (Ω, h0)}. (1.24)
That, however, is far from trivial, and we can show this only under certain geometric restrictions.
For details and discussion see Section 8.
This takes us to the last basic question in the theme of frozen boundaries, that for which
polygonal domains Ω and which boundary values h0 on ∂Ω the minimizer in (1.24) determines
a liquid domain with frozen boundary. It is clear that if no assumption is made, this does not
happen. For example, one can have Ω = L and no part of ∂L frozen. Also, if one does not assume
special properties of the boundary values, even for C∞-smooth h0 the liquid domain can be only
partially frozen, with ∂L exhibiting extremely complicated behaviour. For explicit examples of
this latter phenomena see [31].
In this work we only consider piecewise affine boundary values. Indeed, in typical simulations
such as in Figure 1 and 3, the limiting minimiser h changes color along a side of the polygon
Ω, that is, along the side h is affine but its boundary gradient attains values at two neighbour
corners pj and pj+1 of N . In particular, this asks one to study polygonal domains Ω = ΩN for
which each side is orthogonal to a side of N . We call such a polygonal Ω a natural domain, see
Definition 2.8. Associated to this one has the notion of natural boundary values h0. On each side
of Ω, these are affine with the correct gradient, see Definition 2.9. The notions are for general
gradient constraints N as in (1.3), but even for triangle N our class of domains and boundary
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values is strictly larger than the class studied in [49].
On the other hand, already for lozenges tilings there are simple situations with no liquid domain
at all. For instance, Example 7.1 presents a piecewise affine (but non-affine) natural boundary
value h0, such that there is only one admissible function u ∈ AN (Ω, h0) and its gradient takes
values in the corners of N . However, for natural domains and boundary values, such phenomena
are the only obstruction for the existence liquid domains.
Theorem 1.9. Let Ω be a natural domain and h0 a natural boundary value. Suppose that h
is the minimizer of variational problem (1.1) among the class AN (Ω, h0) with (possibly empty)
liquid domain L. Then h is (countably) piecewise affine in Ω \ L, with gradient having values in
P
⋃
Q
⋃
G .
Thus either the liquid domain is non-empty or the minimizer is trivial, piecewise affine in Ω.
Therefore Theorem 1.9 reduces the existence of a liquid domain to a combinatorial problem.
In case the minimizer of (1.1) is not piecewise affine, the next question is then the structure of
the liquid domain L. Here we show for N a triangle, that ∂L is frozen whenever Ω is a natural
domain and h0 is natural. This is a more general model than the Lozenges one: we do allow
quasifrozen points Q and also gas points G for N . Note also, that we allow Ω to be multiply
connected.
Theorem 1.10. Let Ω be a natural domain, h0 a natural boundary value and N a triangle.
Suppose that h is the minimizer of variational problem (1.1) among the class AN (Ω, h0).
Then either h is piecewise affine in Ω with ∇h ∈ P⋃Q⋃G , or else there is a liquid domain
L ⊂ Ω and ∇h : L → N◦ \ G is a proper map, i.e. ∂L is frozen.
In particular, when L 6= ∅ all properties from Theorems 1.2 and 1.8 hold for the minimizer h
and the liquid domain L.
Similarly, if q ∈ G is a gas point for σ, then there is a non-empty gas domain Uq ⊂ Ω with
∇h ≡ q in Uq.
In the case where N is not a triangle, we will show in Section 7 that the conclusions of Theorem
1.10 hold under an extra condition on h0, that it should be oriented in the sense of Definition 6.2,
c.f. Theorem 7.3. We conjecture that Theorem 1.10 holds for all surface tensions σ and gradient
constraints N from (1.3), without assuming that the natural boundary value h0 is oriented, and
plan to return to these questions in a future work. Similarly, we expect that in the setting of
Theorem 1.9 the minimiser is always finitely piecewise affine outside L.
The issue with Theorem 1.10 is that due to the singular behaviour of the surface tension σ e.g.
as in (1.16), there are no general methods to analyse the boundary behaviour of the minimisers h.
To remedy this we introduce the notion of frozen extensions for the pairs (Ω, h0), see Definition
2.10. Using these with Theorem 2.6, due to De Silva and Savin [26], we prove Theorem 1.10 in
Section 7.
Combining now the previous themes leads us back to Theorem 1.3. To prove the Theorem and
the universal geometry of frozen boundaries, we first apply the relation (1.14) to construct a
solution to the Beltrami equation (1.13). Next, for the lozenges model µσ(z) ≡ z, so that one
can use the procedure described in (1.22) - (1.23), giving us a solution to the Euler-Lagrange
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equation div
(∇σLo(∇h?)) = 0 in L. These with Theorem 1.2 give detailed information on how
to attach on ∂L polygonal sides which make a natural domain Ω, and extend h? from (1.23) to
have natural boundary values on ∂Ω.
Thus for Theorem 1.3 it remains to show that the extended height function h? is indeed the
minimizer of the variational problem (1.1). This is a very delicate question and far from obvious,
due to the singular features of the surface tension σ. Our proof of the minimality of h? involves
a divergence free extension of ∇σ(∇h?) from L to Ω. To show that such an extension is possible
we apply Theorem 1.8 with further results from Subsection 3.1. Actually, via Theorem 8.3 we
give a general way to show that a given function is a minimizer. We believe that the approach is
of its own interests and will have applications in other problems in Calculus of Variations. Our
argument also gives a rigorous proof of the minimality of the constructed height function h?,
without volume constraint, in Theorem 2 of [49], though possibly in a different polygon.
In their work [49, Theorem 4], to show that the constructed function h? is the unique minimiser
and thus equals the asymptotic height function, the authors estimate the directional derivatives
of the energy functional in the direction of each admissible function g. To show the minimality,
that these Gâteaux derivatives are non-negative, it is assumed that either g ≥ h? in each frozen
facet or g ≤ h? there, i.e. in notation of Section 2 that F ⊂ Λ. However, this need not be true,
for a counterexample c.f. Figure 5 and the discussion before it, also [26, p. 491]. Thus now the
directional functional derivative expressions in [49] are negative for some admissible g.
The failure of F ⊂ Λ ultimately depends on the lack of smoothness of the surface tension σ.
Indeed, if σ ∈ C1(N), then a modification of the arguments in [17] proves F ⊂ Λ. For dimer
models, however, always σ /∈ C1(N).
A second issue is that [49] constructs functions hn approximating h?, which are, in turn, built
by patching together n volume constrained solutions fj ’s. To estimate the energy integrals of
the approximants hn one has to control the discontinuities of ∇σ(∇fj)’s along the patches, to
make the total contribution negligible. Here [49] uses the fact that ‖∇fj‖ = O(n−1/2) near the
patch. As far as we can see, c.f. (2.5), this information alone gives only an O(1/n) estimate for
the discontinuities of ∇σ(∇fj)’s and may well add up to a non-neglible error term. For these
reasons we have chosen in Section 8 a different route towards the minimisation questions.
As a final conclusion, our Theorems 1.2 - 1.10 give a complete classification of the geometry
of the frozen boundaries and of the boundary regularity of the height functions, for all dimer
models. In particular, this shows that only six different geometric behaviours can occur for ∇h,
see Subsection 9. This is a remarkable rigidity result which can be thought of as a macroscopic
universality for dimer models. The macroscopic universality suggests strong restrictions to possi-
ble local scaling limits occuring at the frozen boundary. If true, this would lead to a microscopic
universality at the frozen boundary for all dimer models, giving a complete classification of the
possible universal stochastic scaling limits. This conjecture is discussed in Section 9. Let us
also remark that in the literature there are further manifestations of universality, such as [50,
Theorem 4.5] on the variance of height fluctuations or [5], [46], just to mention a few.
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2 Terminology and Preliminary Results
2.1 Surface tensions
In the rest of the paper, N is a compact convex polygon in R2 and σ a solution to a Monge-
Ampère equation in N . Also, let L : N → R be a convex function which is piecewise affine on
∂N . Finally, let q1, ..., ql ∈ N◦ with c1, ..., cl positive numbers.
Then we call a surface tension any convex function σ : N → R such that{
det
(
D2σ
)
= 1 +
∑l
j=1 cjδ{qj} in N
◦;
σ = L on ∂N,
(2.1)
where δ{qj} is the Dirac mass at the point qj , j = 1, ..., l. This setting has three finite sets of
special points, which all will have a special role throughout this paper:
P = {p1, ..., pk} are the corners of N. (2.2)
Q = {pk+1, ..., pk+m} are the quasi frozen points, points on ∂N \P (2.3)
where L is not differentiable.
G = {q1, ..., ql} are the gas points, locations of the Dirac masses in (2.1). (2.4)
The terms “quasi frozen” points and “gas points” are explained by their role in the geometry of
the height functions, see subsection 2.2.3. Often we give for P ∪Q = {pj : 1 ≤ j ≤ k +m} the
numbering or order induced by ∂N , in the counterclockwise direction.
It follows from Theorem 1.1 in [40], that for every possible data as in (2.2) - (2.4), the equation
(2.1) admits a unique convex solution. Also, σ ∈ C∞(N◦ \ G), c.f. [66] or Section 3.1. As an
example, in the case where N = NLo is the triangle with corners {0, 1, i}, the boundary value
L = 0 and there are no gas or quasifrozen points, then one is studying the lozenge tiling model.
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By Theorem 8 in [48], the gradient ∇σ = ∇σLo of the lozenge surface tension is explicitly given
by
pi∇σLo(s, t) =
(
log
(
sin(pis)
sin(pi(t+ s))
)
, log
(
sin(pit)
sin(pi(t+ s))
))
, (s, t) ∈ intNLo . (2.5)
After an integration one can write the surface tension function σLo : NLo → R as
σLo(s, t) = −
1
pi2
(L (pis) +L (pit) +L (pi(1− s− t))), (2.6)
where
L (θ) = −
ˆ θ
0
log |2 sinx|dx (2.7)
is the Lobachevsky function.
The surface tension σ from (2.1) has special features, which are the key to the detailed analysis
in several themes studied in this work. We start by proving the first claim in Theorem 1.7.
Lemma 2.1. Let σ : N → R be the unique bounded convex function that solves equation (2.1),
and suppose J ⊂ ∂N is a closed interval not containing any of the points of P ∪Q. Then
|∇σ(p)| → ∞ as p→ J, p ∈ N◦. (2.8)
Proof. By rotation and translation we may assume that 0 ∈ J ⊂ R and that N◦ lies in the upper
half plane. For 0 < x1 ∈ J , let T be the isosceles triangle with corners {0, x1, ix1}, and assume
x1 is so small that T ⊂ N◦ \ G . Finally, adding a linear map and making an affine change of
coordinates keeps the form of the Monge-Ampère equation (but may change affinely its data in
(2.1)). With such a transform we can assume that x1 = 1.
If L is a linear map such that L = σ on [0, 1] and L(i) = σ(i), then by convexity σ ≤ L in all of
the triangle T . Furthermore, if σ0 is the surface tension from (2.5) - (2.7), then for σL := σ0 +L
the Hessian det
(
D2(σL)
)
= 1 in T . In particular, by the comparison principle for Monge-Ampère
equations, e.g. [25, Lemma 2.7], it follows that
σ(p) ≤ σL(p), p ∈ T. (2.9)
On the other, from (2.5) we see that ∂2σL(p)→ −∞ as p→ [δ, 1− δ] ⊂ J and 0 < δ < 1. Since
σ and σL have the same boundary value L on [0, 1], with (2.9) this forces also |∇σ(p)| → ∞ as
p→ [δ, 1− δ] ⊂ J . Finally, covering J with such subintervals proves the claim.
On the other hand, at the corners and gas points the surface tension σ is more regular. For
this, recall that a vector ξ ∈ R2 is said to be a subgradient of σ at p0 ∈ N if
σ(p) ≥ σ(p0) + 〈ξ, p− p0〉, ∀ p ∈ N.
The set of all subgradients of σ at p0 is denoted by ∂σ(p0), and called the subdifferential of σ
at p0. It follows that ∂σ(p0) is a closed and convex set at any p0 ∈ N . If σ satisfies (2.1), then
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for p0 ∈ N◦ \ G we have ∂σ(p0) = ∇σ(p0), while by the previous Lemma, ∂σ(p0) = ∅ whenever
p0 ∈ ∂N \ {P ∪Q}.
However, at corners, quasifrozen points and gas points, the subdifferential has a rich and smooth
structure. First, recall that as stated in Theorem 1.7 and as will be proven in Section 3, for each
such special point p0 ∈P ∪Q ∪ G , given any p ∈ N◦ \ G the following limit
lim
τ→0+
∇σ(p0 + τ(p− p0)) =: ∇̂σ(p0, p− p0) (2.10)
exists, is finite and lies on the boundary of the subdifferential ∂σ(p0). In addition, every boundary
point of ∂σ(p0) arises this way. That gives these subdifferentials also explicit geometric and
smoothness properties, as follows.
Theorem 2.2. Suppose σ is as (2.1). Then for gas points p0 ∈ G , the boundary of ∂σ(p0) is an
analytic, convex and bounded Jordan curve.
On the other hand, if p0 ∈ P
⋃
Q, the boundary of ∂σ(p0) is an unbounded Jordan arc γp0,
analytic except at ∞. At endpoints at ∞, the tangents of γp0 are parallel to i(p−1 − p0) and
to i(p0 − p1), respectively, where p−1, p1 ∈ P ∪Q are the points neighbouring p0, in the order
induced by ∂N .
Geometrically, the tangential directions i(p−1− p0) and i(p0− p1) above are the outer normals
of N on [p−1, p0] and [p0, p1], respectively.
Proving Theorem 2.2 and (2.10), the second part of Theorem 1.7, requires special properties of
solutions to the Monge-Ampère equation, developed in Subsection 3.1, and hence the proofs will
be given there.
With the above theorems, the subgradients ∇̂σ(p0, p− p0) parametrise the boundary arcs γp0 .
In fact, this interaction with the geometry of γp0 can be further sharpened.
Proposition 2.3. For any p, q ∈ N◦ \ G and any p0 ∈P ∪Q ∪ G we have
〈∇̂σ(p0, p− p0)− ∇̂σ(p0, q − p0), p− p0〉 ≥ 0. (2.11)
In particular, p− p0 is (an outer) normal to ∂σ(p0) at the boundary point ∇̂σ(p0, p− p0).
Proof. Once inequality (2.11) is established, Theorem 1.7 with convexity of ∂σ(p0) and smooth-
ness of γp0 implies that p − p0 is normal to the boundary of ∂σ(p0). For the inequality, by
definition of subdifferentiability we have, for all p∗ ∈ ∂σ(p0) and all p ∈ N◦ \ G ,
σ(p) ≥ σ(p0) + 〈p∗, p− p0〉.
Hence, for all t ∈ (0, 1],
σ(p0 + t(p− p0))− σ(p0)
t
≥ 〈p∗, p− p0〉.
On the other hand, using convexity and the existence of the limit (2.10), we have
lim
t→0+
σ(p0 + t(p− p0))− σ(p0)
t
= 〈∇̂σ(p0; p− p0), p− p0〉.
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Thus
〈∇̂σ(p0; p− p0), p− p0〉 ≥ 〈p∗, p− p0〉, p∗ ∈ ∂σ(p0). (2.12)
Since ∇̂σ(p0; q − p0) ∈ ∂σ(p0) whenever q ∈ N◦ \ G , one obtains
〈∇̂σ(p0; p− p0)− ∇̂σ(p0; q − p0), p− p0〉 ≥ 0,
which concludes the proof (2.11).
The minimisation (1.1) will require also other special properties of the subdifferentials of σ,
at the corners and quasifrozen points of N . As an example, the following result tells that
neighbouring curves γp0 and γp1 have the same asymptotic line orthogonal to [p0, p1].
For readers convenience we formulate the result already here, even if its proof can be provided
only later, at the end of Subsection 3.1 with completing the proof of Theorem 1.7.
Proposition 2.4. Let σ be as (2.1), and suppose p0, p1 ∈P ∪Q are neighbouring points, in the
order induced by ∂N .
Then for any given p̂ ∈ (p0, p1) ⊂ ∂N , there exists the limit
lim
N◦\G 3 p→ p̂
〈∇̂σ(p0, p− p0), p− p0〉 = σ( p̂ )− σ(p0). (2.13)
2.2 Variational problems
Let Ω ⊂ R2 be a bounded Lipschitz domain, and let h0 : ∂Ω → R be Lipschitz continuous. We
say that h0 is an admissible boundary function for N , if the class of the admissible functions
AN (Ω, h0) := {u ∈ C0,1(Ω) : ∇u(z) ∈ N for a.e. z ∈ Ω, u = h0 on ∂Ω} (2.14)
is not empty. For the dimer tiling problems, such a function is also known as a feasible boundary
height function [49].
As shown in [22] and [50], the limit height functions h of discrete dimer models are solutions to
the following variational problem: minimize the functional
Iσ[u] =
ˆ
Ω
σ(∇u(z))dz (2.15)
among all u ∈ AN (Ω, h0). From the convexity properties of σ it is not hard to prove that the
minimization problem has a unique minimizer, denoted by h, see Proposition 4.5 of [26].
Furthermore, for a σ as singular as in (2.1), the only practical characterisation for a minimizer
of (2.15) is given in terms of the Gâteaux directional derivative. That is, h is a minimizer in the
class AN (Ω, h0) if and only if
dI[h;u− h] =
ˆ
Ω
dσ
(∇h(z);∇u(z)−∇h(z)) dz ≥ 0. (2.16)
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for all u ∈ AN (Ω, h0). Here the Gâteaux derivative of σ at p0 ∈ N in the direction of p− p0 is,
by definition,
dσ(p0; p− p0) := lim
τ→0+
σ
(
(1− t)p0 + tp
)− σ(p0)
t
.
Since σ is convex in N , we know that the Gâteaux derivative dσ is bounded from above,
dσ(p0; p− p0) ≤ σ(p)− σ(p0) ≤ 2 max
N
|σ|, ∀ p0, p ∈ N, (2.17)
but in view of Lemma 2.1 it is not bounded from below. For lower bounds we have the inequalities
dσ(p0; p− p0) ≥ 〈p∗, p− p0〉, ∀ p∗ ∈ ∂σ(p0). (2.18)
In addition, Theorem 1.7 gives the explicit description
dσ(p0; p− p0) =

〈∇σ(p0), p− p0〉 if p0 ∈ N◦ \ G ;
〈∇̂σ(p0; p− p0), p− p0〉 if p0 ∈P ∪Q ∪ G ;
−∞ if p0 ∈ ∂N\(P ∪Q),
for p ∈ N◦.
2.2.1 Partial C1-regularity of the minimisers
The basic regularity theory for minimisers of (1.1), for a general σ bounded and strictly convex
in N◦ \ G , was developed by De Silva and Savin [26]. We need the following results from their
work as our starting point for our much more specific case of dimer models and surface tensions
σ from (2.1).
Theorem 2.5 (De Silva - Savin [26]). Suppose h is the minimizer of (1.1), with boundary values
h0 ∈ Lip(∂Ω) on a bounded Lipschitz domain Ω. Then h ∈ C1 away from the obstacles, i.e. on
the set {z ∈ Ω : m(z) < h(z) < M(z)}.
Here for an admissible boundary function h0 : ∂Ω→ R, the obstacles are simply the minimum
and, respectively, the maximum over all admissible functions in AN (Ω, h0),
m(z) = inf{u(z) : u ∈ AN (Ω, h0)}, M(z) = sup{u(z) : u ∈ AN (Ω, h0)}. (2.19)
The functionm is called the lower obstacle, andM the upper obstacle. Clearly,m,M ∈ AN (Ω, h0)
with m(z) ≤ u(z) ≤ M(z) for all functions u ∈ AN (Ω, h0), in particular, this is true for the
minimizer h of the variational problem (2.15).
A second result from [26] we need is their Theorem 4.1. For this, let Γ : N → S2 be a continuous
map such that Γ(∂N) = {ξ} ∈ S2, while Γ is a homeomorphism between N◦ and S2 \ {ξ}.
Theorem 2.6 (De Silva - Savin [26]). Suppose h is the minimizer of (1.1) as in the previous
theorem. Then Γ ◦ ∇h : Ω→ S2 is continuous.
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In (1.4) it was natural to define the liquid region L to consist of those points where the minimiser
h of (1.1) is differentiable and the gradient ∇h(z) ∈ N◦. A priori such a set L is only measurable,
however, by Theorem 2.6 the set becomes open and the minimizer there C1-smooth. Thus via
the classical regularity theory we have h ∈ C∞(L) as well as the Euler-Lagrange equation (1.7)
in L. As another aspect, with Theorem 2.6 and the notion of frozen extensions from Definition
2.10 we can analyse the boundary behaviour of ∇h, see Theorem 6.5.
It is an interesting open question if similar regularity results as in Theorems 2.5 or 2.6 hold in
higher dimensions.
2.2.2 Boundary height functions and obstacles
From another point of view, the obstacles M and m given in (2.19) are the McShane extensions
[63] of the boundary value h0. That is, they coincide on Ω with the following functions which
are defined in the whole space R2,
m(z) = max
w∈∂Ω
(− hN (w − z) + h0(w)), M(z) = min
w∈∂Ω
(
hN (z − w) + h0(w)
)
. (2.20)
Here hN : R2 → R is the support function [65] of the convex polygon N with corners {pj},
hN (z) = sup
p∈N
〈p, z〉 = sup
1≤j≤k
〈pj , z〉. (2.21)
Via a translation in the data we can (and will) often assume that 0 ∈ N◦. Then from (2.21) we
have the simple, but often useful, observation
hN (z) = 〈pn, z〉, whenever 〈pn+1 − pn, z〉 = 0 and 〈pn, z〉 > 0. (2.22)
The trivial set, for given Ω and boundary function h0, is the set of points where the lower and
upper obstacles coincide,
ΩT = {z ∈ Ω : m(z) = M(z)}. (2.23)
If Ω = ΩT there is only one admissible function in AN (Ω, h0), which is trivially the minimizer
of the variational problem (1.1). This is not a typical case, but can happen even for natural
non-trivial boundary values, see Example 7.1. Otherwise, the variational problem is reduced to
studying it in each connected component of the open set Ω \ ΩT . We denote by
Λm = {x ∈ Ω : h(x) = m(x)} and ΛM = {x ∈ Ω : h(x) = M(x)} (2.24)
the coincidence sets of h and by Λ := Λm ∪ ΛM the total coincidence set of h.
2.2.3 Free boundary: frozen, liquid and gas domains
De Silva’s and Savin’s Theorems 2.5 or 2.6 allow natural definitions for the liquid and frozen
regions of the minimizer h in Ω. In view of these theorems, it would have been equivalent to
require L to consist of those points of Ω where h is C1 in a neighbourhood of z and we have
∇h(z) ∈ N◦ \ G. That is actually the approach in [49].
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Similarly, Definition (1.5) of the frozen boundary allows the minimizer to have three different
boundary modes (or as you may consider, three different phases), determined by the correspond-
ing facets in Ω \ L, c.f. Theorem 1.8 and (1.19) in particular. In analogy of above, we ask these
sets of phases to be open, and call them the frozen, quasi-frozen and gas regions, respectively.
Definition 2.7. The frozen region of h is defined as
F := int{z ∈ Ω : h is C1 in a neighbourhood of z, ∇h(z) ∈P}. (2.25)
The gas region of h is defined as
G = int{z ∈ Ω : h is C1 in a neighbourhood of z, ∇h(z) ∈ G }. (2.26)
The quasi-frozen region of h is defined as
Q = int{z ∈ Ω : h is C1 in a neighbourhood of z, ∇h(z) ∈ Q}. (2.27)
Clearly, any of these sets can be empty. With the following two simulation examples we illustrate
the above concepts.
Figure 3: Quasifrozen domains with different surface tensions with but with the same boundary
height function h0. In the middle a ’quasi-particle’. Image courtesy of M. Duits.
Example 2.1 (Simulation Lozenge Tiling with Quasi-frozen domain). In Figure 3 we have two
simulations of lozenge tilings in a hexagonal domain. Both simulations have a liquid domain as
well as non-empty frozen and quasifrozen regions. The piecewise affine boundary height function
h0 is the same for both, but the surface tensions have different boundary values L on ∂N . The
change in L is induced in the limit from the change of periodic weights in the probability measure
for the microscopic perfect matching model.
In Figure 3 on the left, the liquid domain is simply connected with two cusps in the limit.
Moreover, if in the simulation we zoom in on the quasi-frozen phase, we see that it consists
entirely of the composite tile presented in the middle of the figure. This explains the name of
the quasi-frozen domain, where a composite tile can be thought of as a quasi-particle.
At a critical choice of weights, corresponding to a special choice of boundary value for the
surface tension σ, the two cusps of the liquid domain will merge to form a tacnode. Continuing
to change the weights will then separate the two components of the liquid domain, and we
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obtain the configuration on the right of Figure 3. Moreover, since the obstacles are fixed and
independent of the weights, i.e., of the surface tension, the minimiser h will not coincide with
either of the obstacles at the quasi-frozen domain, and we have there ∇h ∈ Q ⊂ ∂N .
Figure 4: Simulation of random tiling of the Aztec diamond with two gas domains. Graph of the
height function pictured from above (left) and from side (right). Courtesy of Tomas Berggren.
Example 2.2 (Simulation of Domino Tiling with Gas Domains). In Figure 4 above we have
a simulation of an Aztec diamond, with a weighting that gives rise to a gas region with two
different components. In both components the gradient of the height function is constant, but
different in the different components.
Note that even if in typical cases the frozen facets belong to the coincidence set Λ from (2.24),
already in the lozenges model there are situations where this is not the case, as the following
example in Figure 5 illustrates. Here the frozen boundary is a cardioid and Theorem 8.3 verifies
that the minimiser is indeed as is depicted in the left figure below.
Figure 5: On left: Cusp, where frozen facet F 6⊂ Λ. In middle: Λm. On right: ΛM .
One typically thinks of the frozen boundary as a phase boundary, i.e. as an interface between
the liquid domain and the frozen, quasi-frozen or gas region. However, if the liquid domain has
only partially frozen boundary, then many other different type of phenomena can occur, see e.g.
[26] or [31]. On the issue of partially frozen boundaries we will in this work only discuss their
regularity, see e.g. Theorem 4.12.
2.2.4 A distinguished class of domains and boundary values
For any given dimer model, we next look for natural candidates of polygonal domains Ω and
piecewise affine boundary values on ∂Ω to give rise to frozen phenomena.
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In the first basic simulations, see e.g. Figure 1, in frozen facets the limit height function has
gradient ∇h = pj lying in a corner of N . Typically two facets, say, with ∇h = pj and ∇h = pj+1,
meet along a side of the polygon Ω at a point tangential to the liquid domain. In addition, the
boundary value h0 is affine (thus C1) along each side of Ω. Hence if S0 ⊂ ∂Ω is the side where
the above facets meet, we must have S0 ⊥ (pj+1 − pj). This simple observation leads to the
following definition
Definition 2.8. Let N be a closed convex polygon in R2, with vertices P = {p1, ..., pk}. We say
that a (possibly non-convex) polygon Ω ⊂ R2, with vertices {z1, ..., zd}, is a natural domain for
N , if we can associate to each vertex zj a vertex pn ∈P, such that either
〈zj − zj−1, pn − pn−1〉 = 0 and 〈zj+1 − zj , pn+1 − pn〉 = 0, (2.28)
or
〈zj − zj−1, pn+1 − pn〉 = 0 and 〈zj+1 − zj , pn − pn−1〉 = 0. (2.29)
We assume above that both sets of vertices {p1, ..., pk} and {z1, ..., zd} are given then coun-
terclockwise order induced by the boundaries ∂N and, respectively, ∂Ω. We also set above
pk+1 = p1 with p0 = pk, and similarly, zd+1 = z1 and z0 = zd. Note that we do not ask for a
relation between the corner pn attached to zj and those attached to zj±1.
The attached corners pn are needed to construct appropriate boundary values on ∂Ω, see Defini-
tion 2.9 below. When N is a triangle, like for example in the lozenges model, it suffices to require
that each side [zj , zj+1] ⊂ ∂Ω is orthogonal to some side of N . This already determines unique
corners pn that satisfy (2.28) or (2.29). Similar property actually holds for a generic polygon
N , with geometry already determining the allowed boundary values. When N is a rectangle like
for the domino tilings, see the discussion in Example 2.3, again it is equivalent just to ask that
each side of Ω is orthogonal to a side of N . This time, however, the choices of pn are not unique,
rather any choice at each corner zj will do.
When we want to emphasise that a domain is a natural domain for N , we write ΩN . For the
natural domains, the above discussion asks them to be associated with a special class of boundary
values, which we call natural boundary values.
Definition 2.9. Let Ω = ΩN be a natural domain with d vertices {z1, ..., zd}. We say that an
admissible boundary function h0 : ∂Ω→ R is natural if for each j = 1, ..., d we have
h0(z) = 〈pn, z − zj〉+ h0(zj) (2.30)
for all z contained on the segments [zj , zj+1] and [zj−1, zj ], where pn, 1 ≤ n ≤ k, is the corner
attached to zj, such that (2.28) or (2.29) holds.
Note that an arbitrary natural domain need not admit a natural boundary value function; we
leave it to the reader to construct such examples.
For lozenge models and triangle gradient constraints N , in a simply connected natural domain
Ω the extremal boundary value h0 is uniquely determined by ∂Ω, up to an additive constant.
However, if Ω is multiply connected, this additive constant can be different for different compo-
nents of ∂Ω. Thus finding the actually minimal configuration leads to an additional problem of
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minimising over the relative height differences between the different boundary components. On
the other hand, which ever of these gives the minimal energy, it will have admissible boundary
values and thus our description of its properties and the corresponding liquid domains still apply.
Example 2.3 (Natural Domains and Boundary Values for Domino Tilings). It is interesting to
observe how the natural boundary values arise from the microscopic pictures, for instance in the
case of domino tilings.
There are, of course, many different boundary values on the microscopic level, allowing small
variations for them, that lead in the scaling limit to given affine macroscopic boundary val-
ues. However, here wish just to indicate by an example how the very simplest natural discrete
boundary values lead to the notion described in Definition 2.9.
We have now four (orientation taken into account) different tiles, say, yellow, red, green and
blue, as in the top part of Figure 6 below. The discrete height function, as defined by Thurston
[69], lives on the dual lattice, but an equivalent description [21], [22] is obtained by assigning the
gradient (0, 1) to yellow dominos, (−1, 0) to red dominos, (0,−1) to green dominos and (0, 1) to
blue dominos. In the limit when the size of the dominoes goes to 0, the gradient of the asymptotic
height function h will take values in the convex hullN of the points {(0, 1), (−1, 0), (0,−1), (1, 0)}.
See Figure 6.
Np3 p1
p3
p2
◦◦◦
◦◦◦
•••
•••
Figure 6
For the underlying bipartite graph (in this case Z2) all nodes are coloured either white or black.
Furthermore, in the most common simulations of domino tilings giving rise to frozen phenomena,
such as e.g. the Aztec diamond or the simulations in Figure 1, one considers domains covered by
domino tiles, with boundary consisting of stepped sides of the form depicted in the lower part of
Figure 6.
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In the first case, when the corners of the stepped side has only have white vertices, the boundary
tiles are either yellow or red dominos, see left picture in figure 6. Moreover, there is a switch
from yellow to red dominos only once along such stepped side. In the same way, if the stepped
side consists of black vertices, one tiles with green and blue dominos and similarly can switch
between the dominos only once, see Figure 6.
Finally, in the lower Figure 6 on left the affine height functions have gradients (0, 1) and (−1, 0)
(corresponding to yellow and red dominos, respectively). Note that the components of these
gradients in the “tangential” direction (−1, 1) are the same. Similar holds between the affine
functions corresponding to green and blue dominoes, with gradient (0,−1) and (1, 0), respectively.
In the scaling limit, the above settings lead precisely to the natural boundary values of Definition
2.9, along each edge. Of course, for the entire domain to be natural, one also needs a condition
allowing stepped sides to be glued together at corners.
As a last aspect on the natural boundary values, understanding the boundary behaviour of the
gradients ∇h of the minimizers of (1.1) is of course fundamental for the goals of this paper.
However, the problem here is that due to the singular behaviour of the surface tension σ, as
indicated e.g. in Theorem 1.7 and studied more thoroughly in the next section, there appears no
general or appropriate methods that guarantee the boundary continuity of ∇h. The only point
one can make use of is Theorem 2.6 due to De Silva and Savin.
In this situation, even to enable or start the analysis of the minimisation problem (1.1), we
introduce the simple but very useful concept of frozen extensions. The idea here is that given
z0 ∈ ∂Ω which, say, is not a corner of Ω, then the above natural boundary values turn out
to admit an extension to the boundary of a larger domain Ω̂ ⊃ Ω with z0 ∈ Ω̂, such that the
obstacles (2.20) agree on Ω̂ \ Ω. In particular, this means that minimiser for the new boundary
value is forced to agree with the old one in Ω, while at the same time z0 becomes an interior
point for Ω̂. That this is at all possible will be shown in Section 6, where we also discuss which
corners admit a frozen extension. Here we only present the following definition.
Definition 2.10. Let Ω be a bounded Lipschitz domain and h0 an admissible boundary value.
We say that Ω admits a frozen extension at a point z0 ∈ ∂Ω, if there exists a domain Ω̂ ⊃ Ω with
z0 ∈ Ω̂, and a boundary value ĥ0 on ∂Ω̂ for which the upper and lower obstacles M̂(z) and m̂(z)
satisfy
M̂(z) = m̂(z) for all z ∈ Ω̂ \ Ω, with M̂(z) = m̂(z) = h0(z) on ∂Ω.
3 Monge-Ampère Equation and the Complex Structure
In their work [49] Kenyon and Okounkov showed that the complex Burgers equation induces a
complex structure on the liquid domains, for further details see also [47]. In our present work
different aspects of complex structures provide, in a sense, a unifying theme for our study of the
geometry of the limits of random surfaces within the dimer models. We will see many variants of
this point of view in the surface tension, in the solutions to the Euler-Lagrange equations (1.1)
as well as in the liquid domains and the Beltrami equations they support.
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3.1 Surface tension in harmonic coordinates
The surface tension σ from (2.1) is smooth and well under control in the interior of the gradient
constraint N◦ \ G. However, since the strict convexity of σ(z) degenerates on the boundary
∂N the minimisation problem (1.1), identifying the limiting height functions, presents new and
non-standard phenomena for which appropriate tools will be developed in Section 8.
The key which altogether enables the analysis of minimisation problem (1.1) is the detailed
understanding of the boundary behaviour of the surface tensions of different dimer models. This,
on the other hand, can be approached via an analysis based on the complex structure associated
to the Monge-Ampère equation. That point of view turns out to be particularly useful. It
will, for instance, also give rise to the representation identities (1.23) and their extensions to
general dimer models, and leads to natural identities involving the different Beltrami equations
describing the geometry of the liquid domains.
Indeed, we will make use of the fact that in two dimensions one can express the solutions to
(2.1) in suitable harmonic coordinates. Different versions of this method go back at least to
Lewy, see [68, p. 389]. For more recent work see e.g. [37].
Briefly, given a surface tension σ(z) as in (2.1), its Lewy transform is defined simply by
Lσ(z) := z +∇σ(z), z ∈ No \ G . (3.1)
Since σ(z) is strictly convex on No\G , the transform defines a homeomorphism Lσ : No\G →W
onto a domain W ⊂ R2. The associated complex structure becomes evident via the non-linear
Cayley transform
Hσ(w) = (I −∇σ) ◦ (I +∇σ)−1(w), (3.2)
where the complex conjugate w is chosen to have H analytic, rather than antianalytic. This
choice becomes natural also when interpreting H as a structure function of the associated Euler-
Lagrange equation, c.f. Section 3.2 and the identity (3.35) there.
Lemma 3.1. If σ(z) is a convex solution to the Monge-Ampére equation (2.1), then the associated
transform H = Hσ from (3.2) is complex analytic in its domain
Dom(H) := {w : w = Lσ(z), z ∈ No \ G }, (3.3)
with derivative |H′(w)| < 1 for all w ∈ Dom(H).
Proof. For readers convenience we recall the argument. Indeed, via the chain rule the composition
a = h ◦ b of any C1-functions satisfies
azbz − az¯bz¯ = (hζ ◦ b)(|bz|2 − |bz¯|2) and az¯bz − azbz¯ = (hζ¯ ◦ b)(|bz|2 − |bz¯|2). (3.4)
Taking h(ζ) = (I − ∇σ) ◦ (I + ∇σ)−1(ζ) and choosing a(z) = z − 2σz¯ = z − ∇σ(z) with
b(z) = z + 2σz¯ = Lσ(z), the left identity in (3.4) gives
1− det(D2σ) = (hζ ◦ b) det(DLσ).
Here det(DLσ) = 2 + ∆σ ≥ 4 in No \ G . Thus H = Hσ is complex analytic.
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Similarly, the second identity in (3.4), with same choices for a and b, gives
|hζ¯ |2 =
|σxx − σyy + 2iσxy|2
(∆σ + 2)2
=
(∆σ)2 − 4
(∆σ + 2)2
≤ 1,
so that H = Hσ is a contraction. By maximum principle H′ takes values in the open unit
disc.
For other uses of the Cayley transform in PDE theory and geometry see e.g. [42] and [70].
Now, given a point w = z+∇σ(z) ∈ Lσ(No \G ), from (3.2) we thus have H(w ) = z−∇σ(z).
With Lemma 3.1 the function H(w) becomes analytic, and adding and arranging gives
z =
1
2
(
w +H(w¯) ) ⇒ ∇σ(z) = 1
2
(
w −H(w¯) ), for w ∈W, z ∈ No \ G . (3.5)
In other words, we can express ∇σ(z) in terms of the harmonic maps 12
(
w±H(w¯)). In particular,
in these coordinates ∇σ(z) takes the role of a Hilbert transform.
Moreover, one sees that the inverse of the Lewy transform,
L−1σ : w 7→
1
2
(
w +H(w¯) ), (3.6)
is a harmonic homeomorphism from W onto No \ G . Composing then with a Riemann map
reveals beautiful properties for the transform, for any σ as in (2.1). In the case where there are
no gas points (2.4), these are particularly transparent.
To see this let N ⊂ R2 be a convex polygon, and σ(z) as in (2.1). The set P ∪Q = {pj}m1 ,
consisting of the corners of N and of the points of discontinuity of ∇σ∣∣
∂N
, is given the cyclic
(counterclockwise) order induced by ∂N .
Theorem 3.2. Let N ⊂ R2 be a convex polygon and σ(z) a convex solution to det (D2σ) = 1
in N◦, with P ∪Q as above and G = ∅.
If ψ : D→ Lσ(No) is a Riemann map, then U(ζ) := L−1σ ◦ ψ(ζ) defines harmonic homeomor-
phism U : D→ N◦, and it has the representation
U(ζ) := L−1σ ◦ ψ(ζ) =
m∑
j=1
pj ω(ζ; Ij) ζ ∈ D, (3.7)
where Ij ⊂ ∂D with pairwise disjoint open arcs whose closure covers the unit circle, and where
ω(ζ; Ij) is the harmonic measure of Ij in D.
Corollary 3.3. Suppose N , σ(z) and U(ζ) = L−1σ ◦ ψ(ζ) with ψ : D → Lσ(No) are as in
Theorem 3.2. Then
∇σ ◦ U(ζ) = 1
pi
m∑
j=1
i(pj − pj+1) log 1|ζ − ηj | + c0, ζ ∈ D, (3.8)
where the arcs {Ij} are as in Theorem 3.2, the {ηj} are their endpoints and where c0 is a constant.
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Proof of Theorem 3.2. Composing (3.5) with the Riemann map ψ : D→ Lσ(No) gives
U(ζ) =
ψ(ζ) +H( ψ(ζ) )
2
, (3.9)
and
∇σ ◦ U(ζ) = ψ(ζ)−H( ψ(ζ) )
2
, ζ ∈ D. (3.10)
Here U(ζ) is a harmonic homeomorphism from the unit disc onto No. It is also sense preserving
as it has positive Jacobian. We may thus use a theorem of Hengartner and Schober [41, The-
orem 4.3], see also [28, p.35], which tells that outside a countable set E ⊂ ∂D there exist the
unrestricted limits
U(eix) := lim
D3 ζ→eix
U(ζ) ∈ ∂N, eix /∈ E,
while for the exceptional points eix ∈ E, the cluster set of U(ζ) at eix is a non-degenerate segment
J ⊂ ∂N . Moreover, in the complement of E the boundary function eix 7→ U(eix) is continuous
and sense preserving.
If now U(eix0) ∈ ∂N \ {pj}mj=1 for some point eix0 ∈ ∂D \ E outside the exceptional set, then
by continuity at eix0 and Lemma 2.1,
∇σ ◦ U(reix)→∞ as r → 1,
whenever |x − x0| is small with eix /∈ E. But this is not possible as U(ζ) is bounded and thus
with (3.9) - (3.10) we have ∇σ ◦ U ∈ BMO(∂D), in particular it has almost everywhere finite
radial boundary values.
In conclusion, the unrestricted limits of U(ζ) at points outside E are all contained in the finite
set P ∪Q. As a sense preserving map the boundary function is thus piecewise constant, and
has the representation
U(ζ) =
∑
pkj ω(ζ; Ij) (3.11)
where the intervals Ij ⊂ ∂D, covering the unit circle, have pairwise disjoint interiors.
On the other hand, the cluster set of U(ζ) at any point in E is a line segment of ∂N . Hence
each corner of N appears in the sum (3.11).
For the points pj ∈ Q we need a further argument. For this recall that the harmonic measure
of the (counterclockwise oriented) arc I ⊂ ∂D between the points η1, η2 ∈ ∂D is given by
ω(ζ; I) =
1
pi
=m log
(
ζ − η2
ζ − η1
)
+ c(I), ζ ∈ D. (3.12)
Thus comparing (3.9) - (3.10) with (3.11) we see that if arcs Ij have the endpoints ηj−1 and ηj ,
∇σ ◦ U(ζ) = 1
ipi
∑
pkj log
∣∣∣∣ ζ − ηjζ − ηj−1
∣∣∣∣+ c0 = 1pi∑ i(pkj − pkj+1) log 1|ζ − ηj | + c0, (3.13)
where c0 is a constant.
Next, for a fixed index j = j0, the term i(pkj0 − pkj0+1) is the outer normal to N on the side
[pkj0 , pkj0+1 ] ⊂ ∂N . Moreover, the cluster set of U(ζ) at ζ = ηj0 equals the interval [pkj0 , pkj0+1 ].
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Therefore the derivative of σ in the direction of the tangent on [pkj0 , pkj0+1] ⊂ ∂N is determined
from
(∂Tσ) ◦ U(ζ) = 〈pkj0 − pkj0+1 ,∇σ〉 ◦ U(ζ)
=
∑
j 6=j0
1
pi
〈pkj0 − pkj0+1 , i(pkj − pkj+1)〉 log
1
|ζ − ηj | + c1. (3.14)
In fact, the expression shows that along the side (pkj0 , pkj0+1) the tangential derivative of σ is
continuous. But that means that no quasifrozen point p ∈ Q can lie in such an open interval,
rather, they all must be among the image points pkj in the sum (3.11). Thus the representation
(3.7), as well as the identity (3.8) for the gradient ∇σ, follows. 2
In case of the general Monge-Ampère equation (2.1), the domain W = Lσ(No \ G ) is multiply
connected. We can still uniformise W but now with a conformal map from a circle domain,
ψ : D → W . Also here one has a representation similar to (3.7), see Proposition 3.13 for the
details.
The above arguments have a number of interesting further consequences. In particular, the rest
of this subsection will be devoted to proving Theorems 1.7 and 2.2 and Proposition 2.4.
Theorem 3.4. Let p0 be a point in the set P ∪Q ∪ G and σ a convex solution to (2.1). Then
for any point p ∈ N◦, p 6= p0, there exists the finite limit
lim
τ→0+
∇σ(p0 + τ(p− p0)) =: ∇̂σ(p0, p− p0). (3.15)
Proof. Let us first discuss the case p0 = pj ∈P ∪Q.
1◦. If there are no points q ∈ G , we can apply directly Theorem 3.2 and Corollary 3.3. In this
case, let U : D → N◦ be the harmonic homeomorphism in (3.7). We observe from (3.7) and
(3.12) that outside the singularities, the endpoints {ηj} of the intervals {Ij}, the map extends
smoothly across the unit circle with radial derivative
∂rU(η) =
1
pi
m∑
j=1
(pj − pj+1)=m
(
η
η − ηj
)
. (3.16)
In conclusion, U maps all of the arc η ∈ (ηj−1, ηj) = Ij to the point pj , with
U(rη) = pj + ∂rU(η)(r − 1) + oη(1− r), as r → 1.
On the other hand, by (3.16) the direction of ∂rU(η) approaches pj−pj−1 when we let η → ηj−1
on the arc (ηj−1, ηj) ⊂ ∂D. In fact, we have the quantitative estimate
∂rU(η)
|∂rU(η)| =
pj − pj−1
|pj − pj−1|
(
1 +O(|η − ηj−1|)
)
, η ∈ (ηj−1, ηj) ⊂ ∂D. (3.17)
Similarly ∂rU(η) gets the direction pj − pj+1 if η ∈ (ηj−1, ηj) approaches ηj . Finally, by (3.29)
∂rU(η) 6= 0 for η ∈ ∂D \ {ηj}.
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Thus given a direction p− pj with p ∈ N◦, we can find η ∈ (ηj−1, ηj) such that the tangent to
the curve r 7→ U(rη) at r = 1 has the direction p− pj . But then (3.8) shows that
lim
τ→0+
∇σ(pj + τ(p− pj)) = lim
r→1
∇σ ◦ U(rη) (3.18)
exists and is finite.
2◦. If σ has gas points q ∈ G and p0 = pj ∈ P ∪Q, the argument is similar but requires some
further technicalities. To prove (3.15) choose ρ1 ∈ (pj−1, pj) and ρ2 ∈ (pj , pj+1), and connect
them with a smooth strictly convex arc γ ⊂ N◦. Further, call M◦ the domain bounded by
[ρ1, pj ] ∪ [pj , ρ2] ∪ γ. For ρ1, ρ2 close to pj the domain can be chosen so that M◦ contains no
points g ∈ G .
The Lewy transform, restricted toM◦, has still a harmonic inverse, and if ψM : D→ Lσ(M◦) is
a Riemann map, we can again study the harmonic homeomorphism UM = L−1σ ◦ ψM : D→M◦.
The same analysis as in Theorem 3.2, using the Hengartner-Schober theorem, shows that
UM (z) =
1
2pi
ˆ
∂D\I
φ(eiθ)Pz(e
iθ)|dθ|+ pj ω(z; I) (3.19)
where Pz(ζ) is the Poisson kernel and I ⊂ ∂D a non-degenerate interval. Call its endpoints
ηj−1 = eiθj−1 and ηj = eiθj . The boundary map φ(ζ) = limr→1 UM (rζ) for ζ ∈ ∂D \ I, has
one-sided limits
lim
θ→θ−j−1
φ(eiθ) = ρ1 and lim
θ→θ+j
φ(eiθ) = ρ2. (3.20)
If u1(ζ) is the integral term in (3.19), then (3.20) gives
∂ru1(η) =
1
pi
ρ1=m
(
η
η − ηj−1
)
+ o
(
1
|η − ηj−1|
)
,
while
pj ∂rω(η; I) = − 1
pi
pj =m
(
η
η − ηj−1
)
+O(1)
as η → ηj−1 in I ⊂ ∂D. A similar estimate, with ρ2 replacing −ρ1 and with a sign change in the
latter expression, holds as η → ηj in I.
Therefore again the radial derivative ∂rUM (η) attains every direction between pj−ρ1 and pj−ρ2,
i.e. between pj − pj−1 and pj − pj+1, as η moves along the arc I = (ηj−1, ηj).
Thus the claim (3.15) now reduces to the existence of radial limits of ∇σ ◦ UM (rη), for η ∈ I.
Also here the argument is similar to the one above. Namely, the sum
UM +∇σ ◦ UM = ψM (3.21)
is analytic, meaning that ∇σ ◦UM gives the harmonic conjugate of UM . Comparing with (3.19)
we have
UM (z) +∇σ ◦ UM (z) = 1
2pii
ˆ
∂D\I
φ(ζ)dζ
ζ − z +
i
pi
pj log
(
z − ηj−1
z − ηj
)
+ c1 (3.22)
for a constant c1. As UM (rη)→ pj , this shows that limr→1∇σ ◦ UM (rη) exists and is finite for
every η ∈ I.
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3◦. It remains to prove (3.15) at gas points q0 ∈ G , where detD2σ(z) = 1 + c δ{q0} in a
neighbourhood of q0. For this choose a small disc D0 = D(q0, ε). Under the Lewy transform, the
area |Lσ({q0})| = |∇σ({q0})| > 0, since the Jacobian of ∇σ is a positive measure at q0. Hence
the image of the punctured disc D0 \ {q0} is a doubly connected domain, call it W0, having
non-degenerate boundary components.
In particular, W0 is conformally equivalent to an annulus A(1, R) = {z : 1 < |z| < R}, and one
can now compose the harmonic inverse L−1σ with a Riemann map ψ : A(1, R) → W0, giving us
the homeomorphism
U := L−1σ ◦ ψ : A(1, R)→ D0 \ {q0}; U(ζ)→ q0 as |ζ| → 1. (3.23)
In the annulus the harmonic map decomposes as U(ζ) = q0 + α(ζ) + β(ζ) + C log |ζ|, for
functions α(ζ), β(ζ) analytic and bounded and for a constant C. With the boundary condition
in (3.23) we have α(ζ) + β(ζ) → 0 on the unit circle. In particular, Lemma 4.8 below shows
that we can extend α(ζ) analytically across the unit circle by setting
α(ζ) = −β (1/ ζ ), 1
R
< |ζ| < 1.
In brief, with a proper choice for the additive constant in α(ζ),
U(ζ) = q0 + α(ζ)− α
(
1/ ζ
)
+ C log |ζ|, 1 ≤ |ζ| < R, (3.24)
and
∇σ ◦ U(ζ) = α(ζ) + α (1/ ζ )− C log |ζ|. (3.25)
Now U(ζ) with its derivatives extends analytically up to the unit circle and therefore as before,
the existence of limits (3.15) is reduced to showing that
lim
r→1+
∇σ ◦ U(rη), |η| = 1,
exist for each η ∈ ∂D. This, on the other hand, is a direct consequence of (3.25).
Corollary 3.5. Suppose pj , pj+1 ∈P ∪Q are neighbouring points, in the order induced by ∂N ,
and let p̂ ∈ (pj , pj+1) ⊂ ∂N . Then the following limits exist and are equal,
lim
N◦\G 3 p→ p̂
〈∇̂σ(pj , p− pj), p− pj〉 = lim
N◦\G 3 p→ p̂
〈∇̂σ(pj , p− pj), p̂− pj〉 = σ( p̂ )− σ(pj). (3.26)
Proof. When there no gas points q ∈ G we use Corollary 3.3 and the representation (3.8). In
that notation, let us write for brevity
(δjσ)(ζ) :=
1
pi
∑
k 6=j
i(pk − pk+1) log 1|ζ − ηk| + c0, ζ ∈ D.
Then (δjσ)(ζ) has a finite limit as ζ → ηj in D, while the remaining main term of (3.8) is
orthogonal to the side [pj , pj+1]. As σ is affine on the side and the accumulation set of U(ζ) at
ηj is [pj , pj+1], the limits
lim
ζ→ηj
〈(∇σ ◦ U)(ζ), p̂− pj〉 = lim
ζ→ηj
〈(δjσ)(ζ), p̂− pj〉, p̂ ∈ (pj , pj+1), (3.27)
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exist and are equal to σ( p̂ )−σ(pj). With (3.18) this gives the second identity in (3.26). For the
first, it is enough to notice that by (3.17), for any p ∈ No\G we have ∇̂σ(pj , p−pj) = (∇σ◦U)(η)
where
dist(p, [pj , pj+1]) ≤ O(|η − ηj |),
and that the singularity of (∇σ ◦ U)(η) at ηj is logarithmic.
Finally, if σ comes with gas points q ∈ G , then the claim follows via a localisation argument,
as in Step 2◦ of Proposition 3.4.
The above discussion leads to a detailed picture of the image domain ∇σ(No\G ) of the gradient
of the surface tension, c.f. Figure 2. As discussed at the end of Section 2.1, the complement of
the image is the disjoint union of the subdifferentials ∂σ(p), where p ∈P ∪Q ∪ G . For general
convex maps, the subdifferentials ∂σ(p) are convex and closed sets, while for solutions to (2.1)
the subdifferentials have a quite specific form.
Corollary 3.6. Suppose σ is a convex solution to (2.1). Then for each pj ∈P
⋃
Q, the boundary
of the subdifferential ∂σ(pj) is an unbounded convex Jordan arc γpj , analytic except at ∞.
Moreover, if we give P
⋃
Q = {pj} the order induced by ∂N , then at the endpoints at ∞ the
tangents of γpj are orthogonal, respectively, to [pj−1, pj ] and to [pj , pj+1].
Proof. Again it is best to start with the case G = ∅, so that we can use the harmonic homeo-
morphism from (3.7), the map U = L−1σ ◦ ψ(ζ) : D→ N◦.
Let Ij ⊂ ∂D be the interval which the boundary values of U map to pj . If ψ : D → Lσ(No) is
the above Riemann map, the identities (3.9) and (3.10) give
lim
r→1
ψ(rη) = (∇σ ◦ U)(η) + pj for η ∈ Ij . (3.28)
From Corollary 3.3 it then follows that ψ(ζ) extends analytically across Ij and, after subtracting
pj , thus gives an analytic parametrisation to the boundary of ∂σ(pj). The subdifferential is
convex, which implies that ψ′(η) 6= 0 on Ij .
In particular, as the pair (i∇σ ◦ U,U) satisfies the Cauchy-Riemann equations, c.f. (3.12) -
(3.13), this gives us the useful fact
∂rU(η) 6= 0 for η ∈ ∂D \ {ηj}. (3.29)
In brief, the above argument proves the first claim, while the asymptotic tangential directions
are a consequence of Corollary 3.3. Finally, the last claim follows from Corollary 3.5.
If there are points q ∈ G , a similar analysis, now with the harmonic homeomorphism (3.19),
shows that the boundary of ∂σ(p0) can be parametrised by (∇σ◦UM )(η) with η ∈ I as in the proof
of step 2◦ of Proposition 3.4. Further, this time (3.21) - (3.22) show that the parametrisation is
analytic, which completes the proof in the case of gas points.
Corollary 3.7. If σ is a convex solution to (2.1), then for each gas point q ∈ G , the boundary
of ∂σ(q) is a bounded, convex and analytic Jordan curve.
35
Proof. For each q0 ∈ G the boundary of the subdifferential ∂σ(q0) again consists of the limits
limτ→0+ ∇σ
(
q0 + τ(p − q0)
)
, where p ∈ N◦ \ G . Hence from the proof of Proposition 3.4 and
(3.25) we find an annulus A = {z : 1/R < |ζ| < R} and a harmonic homeomorphism defined in
A, such that the boundary of ∂σ(q0) has the parametrisation
(∇σ ◦ U)(η) = 2α(η), |η| = 1, (3.30)
where α(ζ) is analytic in A. Since ∂σ(q0) is convex with area |∂σ(q0)| = |∇σ({q0})| > 0, the
function α(ζ) is one-to-one on the unit circle.
3.1.1 Proof of Theorem 1.7.
The above results complete the proofs of Theorems 1.7 and 2.2, and also prove Proposition 2.4:
Lemma 2.1 proves the first part of Theorem 1.7. For the second, let p0 ∈ P ∪Q ∪ G . Since
σ is convex and by (2.1) strictly convex in N◦ \ G , as τ → 0+ any subsequential limit of
∇σ(p0 + τ(p − p0)) lies on the boundary of ∂σ(p0). Further, by Theorem 3.4 the actual limits
exist, and by Corollaries 3.6 and 3.7 these describe the entire boundary of ∂σ(p0). Corollaries
3.6 and 3.7 also imply that the boundary of ∂σ(p0) is analytic and prove Theorem 2.2. 2
Similarly, Proposition 2.4 follows directly from Corollary 3.5.
3.2 Complex structure and the Euler-Lagrange equation
Consider next a general autonomous differential equation
divA(∇u) = 0, in a domain Ω ⊂ R2. (3.31)
A main example is naturally A = ∇σ, for a real valued and convex σ, but for a moment let us
only assume A : No \ G → R2 to be C1-smooth and strictly monotone in its domain.
Given a solution u ∈ W 1,1loc (Ω) in a simply connected Ω, we then have the associated stream
function v, defined by
∇v = ∗A(∇u), i.e. vx = −A2(∇u), vy = A1(∇u). (3.32)
This allows one to define the function F = 2(u+ iv) in Ω so that, in particular,{
1
2Fx = ux + ivx = ux − iA2(∇u),
1
2Fy = uy + ivy = uy + iA1(∇u).
(3.33)
In terms of the complex derivatives Fz¯ = 12(Fx + iFy) and Fz =
1
2(Fx − iFy) these identities can
be written in the compact form
Fz¯ = (I −A)(∇u) and Fz = (I +A)(∇u). (3.34)
Combining the two gives us an autonomous Beltrami equation
Fz¯ = H(Fz); H(w) = (I −A) ◦ (I +A)−1(w), (3.35)
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where H is called the structure function of the equation.
In multiply connected domains the stream function and F (z) are only locally defined. Thus to
use global solutions in general domains it is advantageous to look for equations for the complex
gradient f := Fz which is well defined for every domain. Now, derivating (3.35) with respect to
∂z shows that
Fzz¯ = Hz(Fz)Fzz +Hz¯(Fz)Fzz¯. (3.36)
Solving for Fzz¯ we arrive at
Fzz¯ =
Hz(Fz)
1− |Hz¯(Fz)|2Fzz +
Hz¯(Fz)Hz(Fz)
1− |Hz¯(Fz)|2 Fzz. (3.37)
Proposition 3.8. For a general equation (3.31) of divergence type, the complex gradient f = Fz
satisfies a quasilinear Beltrami equation
fz¯ = µ(f)fz + ν(f)fz in Ω, (3.38)
where |µ(ζ)|+ |ν(ζ)| < 1 for ζ ∈ Dom(H).
Proof. The coefficient µ and ν are given by (3.37), where one sees similarly as in Lemma 3.1 that
|µ(ζ)| = |Hz(ζ)|
1− |Hz¯(ζ)|2 <
1− |Hz¯(ζ)|
1− |Hz¯(ζ)|2 =
1
1 + |Hz¯(ζ)|
and
|ν(ζ)| = |Hz¯(ζ)||Hz(ζ)|
1− |Hz¯(ζ)|2 <
|Hz¯(ζ)|
1 + |Hz¯(ζ)| . 2
3.2.1 Complex structure and the Beltrami equation
Suppose next that in (3.31) the functional A = ∇σ, where surface tension σ is given by the
Monge-Ampère equation (2.1). On comparing (3.2) and (3.35), from Lemma 3.1 we see that the
structure function H has now the very special property of being complex analytic. Also, with
Hz¯ ≡ 0 the identity (3.37) greatly simplifies. Finally, (3.34) relates the complex gradient Fz and
the Lewy transform (3.1). These observations prove the following key fact for our approach to
the frozen boundaries.
Theorem 3.9. For any solution u to the Euler-Lagrange equation (1.7), with σ as in (2.1), the
complex gradient
f := Fz = (Lσ ◦ ∇u) (3.39)
satisfies the Beltrami equation
fz¯ = H′(f)fz, (3.40)
where H′ = (Hσ)′ is holomorphic with values in the open unit disc. Moreover, the complex
gradient is continuous with f ∈W 1,2loc to start with.
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In fact, an argument along the lines of Lemma 3.1 shows that for a general equation (3.31),
analyticity of H = HA occurs if and only if A = ∇σ with detD2σ = 1.
There are actually several variations on this theme, enabled by the holomorphicity. These come
basically in three different pictures.
The first and most straightforward view is the one we learn directly from Theorem 3.9. There
the function f = Fz takes values in Dom(H) for H = Hσ, see (3.3). However, as we will see in
Subsection 3.4, it is often convenient to change coordinates by a uniformization ψ : D → Dom(H)
from a circle domain, and this leads us to the second picture,
fz¯ = µσ(f)fz, z ∈ L. (3.41)
Now µσ(ζ) = (H′ ◦ψ)(ζ) is analytic for ζ ∈ D and the solution f = ψ−1 ◦f0, with f0 from (3.40),
takes values in a circle domain. This setting gives the most precise information on properties
of a specific dimer model and the associated surface tension σ. It also allows a representation
via harmonic measures for any solution to the Euler-Lagrange equation (1.7); see Theorems 3.14
and 3.16.
The third view is related to aspects of universality in the geometry of liquid domains, within
all dimer models. On the level of the differential equations this means that given any solution
f0 to (3.41) the composition f = µσ ◦ f0 satisfies the universal Beltrami equation
∂z¯f(z) = f(z)∂zf(z), z ∈ L. (3.42)
This aspect is developed, in particular, at the end of Section 3.4. In (3.42) the ellipticity requires
f(z) to have values in the open unit disc D.
All of the above equations have their own uses and purposes, and each of them gives a complex
structure on the domain of the solution u. For details see e.g. the proof of Theorem 4.1 and
Corollary 4.2 where we will make use of this fact. In any case, often it is the last picture
that already reveals sufficiently detailed information. The more detailed study of properties of
solutions to (3.40) - (3.42) as well as the discussion of the consequences to the geometry of frozen
boundaries is done in Sections 4 and 5.
The functions solving (3.42) are C∞-smooth and locally quasiregular, but in general not much
more can be said of the solutions or the domains L supporting them. However, if the solution
happens to define a proper map f : L → D , so that the boundary ∂L is roughly the locus of
points with |f(z)| = 1, the situation changes quite dramatically. Then the equation in a sense
determines the geometry of the liquid domain L, see e.g. Section 4 and 5.
3.2.2 Complex Burgers equation and Beltrami equation
There are also other routes to arrive at the above Beltrami equations. For instance, Kenyon and
Okounkov [49] build their approach on the complex Burgers equation ux = uuy, but here too
the complex structure of the liquid domain L is convenient to describe with Beltrami equation.
For details see [47].
On the other hand, one can approach the complex Burgers equation also from the point of view
of (3.31) - (3.33). Indeed, note first that once one has the stream function (3.32), then in the
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notation (3.33) the Euler-Lagrange equation (1.7) is simply the relation
(Fx)y − (Fy)x = 0. (3.43)
In the special case where A = ∇σ and σ = σ0 is the surface tension (2.5) - (2.7) of the lozenges
model, then upon substituting the explicit form of σ0 to (3.33), we see that the partial derivatives
of F satisfy the special relation e−i
2
pi
Fy + ei
2
pi
Fx ≡ 1. This suggests one to introduce
log ζ = −i 2
pi
Fy = σ1(∇h)− ipihy and logω = i 2
pi
Fx = σ2(∇h) + ipihx (3.44)
with the function F as in (3.33). These functions ζ and ω are the ones used in [49] for the
lozenges model. The Euler-Lagrange equation (3.43) gets the form
ζx
ζ
+
ωy
ω
= 0, (3.45)
where for lozenges one has additionally the relation ζ +ω = 1. Combining this with (3.45) leads
to the complex Burgers equation for u = ζ/(1−ζ). Moreover, the map ζ takes the liquid domain
L to the lower half plane (as ∇h lies in the triangle with corners {0, 1, i}).
In fact, if one composes ζ with a Möbius transform and sets
f := M ◦ ζ, M(ζ) = (1− i)ζ + i
(1 + i)ζ − i , (3.46)
then a straightforward calculation shows that f(z) is a solution to (3.42) with values in the unit
disc D.
For a general dimer model, [49] uses the associated Harnack spectral curve P (ζ, ω) ≡ 0, a
certain Laurent polynomial. Also in this case there is a natural route arriving at the Beltrami
equation. Indeed, note that P (ζ, ω) determines a Riemann surface Σ ⊂ Cˆ2 and a decomposition
Σ = Σ+∪Σ−, with the zero locus ZR(P ) = (∂Σ+)∩ (∂Σ−) as the common boundary. Moreover,
an implicit differentiation gives ∂ζP (ζ, ω)ζy + ∂ωP (ζ, ω)ωy = 0, and combining this with (3.45)
leads to the complex Burgers equation
ζx − γ(ζ)ζy = 0, γ(ζ) := ζ∂ζP (ζ, ω)
ω∂ωP (ζ, ω)
∣∣∣∣
ω=ω(ζ)
. (3.47)
Here by a result of Mikhalkin, the logarithmic Gauss map γ : Σ+ → H− is a proper holomorphic
map, and because of the properties of Harnack curves, for any (ζ, ω) ∈ Σ+ we can uniquely solve
ω = ω(ζ) as a holomorphic function of ζ.
If now one expresses (3.47) in terms of the complex derivatives and chooses a Riemann map
ψ : Σ+ → D to a circle domain in C, then f(z) := ψ(ζ(z)) solves the Beltrami equation
∂f(z) = µ(f(z))∂f(z), µ :=
γ ◦ ψ−1 + i
γ ◦ ψ−1 − i .
As an example, for domino tilings the spectral curve is determined by
ζ + ω + ζω = 1.
39
This leads to γ(ζ) = −2ζ
1−ζ2 , where ζ takes values in the upper half-plane. Thus µ(ζ) =
(
i ζ−iζ+i
)2
,
c.f. also Remark 3.12 below. In particular, now f̂ = (M1 ◦ ζ)2 with M1(ζ) = i ζ−iζ+i defines a
solution f̂ : L → D to (3.42). Thus one can arrive at the Beltrami equation in the liquid domain
L also from this point of view, and conversely.
However, for the goals of this paper and the frozen boundaries, the key question is naturally if
the solutions and their gradients that are a priori defined in the liquid domain L, can be extended
continuously up to the boundary and thus be used to describe the structure of ∂L.
In this respect, for the lozenges model [49] uses a deformation argument and Euler-Lagrange
equations with volume constraint, to introduce an analytic polynomial with Q(e−cxζ, e−cyω) ≡ 0,
which with P (ζ, ω) ≡ 0 determines the domain L. In the lozenges model and for a large class of
special boundary values (with L simply connected) the relations also extend up to the boundary,
and e.g. show of the frozen boundary ∂L that it is algebraic. See [49, Theorem 2].
The argument above is specific to the lozenges, it crucially uses the fact that now the spectral
curve is a complex line. For other models, [49] shows that the Jacobian J(e−cxζ, e−cyω) ≡ 0 and
from here that the functions depend locally analytically on each other. This gives Q, but only
locally outside the critical points of the functions, c.f. Remark 3.10 or [39, Lecture 10]. Indeed,
the approach gives for instance a complex structure for L, but does not lead to the required
boundary continuity.
Remark 3.10. For every pair of functions analytic in a domain U ⊂ C, the Jacobian J(f, g) =
fxgy − gxfy ≡ 0. However, e.g. Forstneric and Winkelmann [38] show that there are analytic
functions f and g in the unit disc, such that the only analytic function Q(z, w) with Q(f, g) ≡ 0
in the disc is Q ≡ 0.
For the above reasons, in the case of general dimer models we approach the frozen boundaries
by developing the properties of the special Beltrami equation (3.42) and its relatives. This
allows boundary continuity rather quickly, for a general dimer model, and in this way opens up
a uniform way to understand the geometry of frozen boundaries for all dimer models.
3.3 The analytic structure function H
As discussed already in the introduction, the study of the solutions to the Beltrami equation
(1.13) is crucial for our approach to the geometry of liquid domains with frozen boundary. On the
other hand, connecting the behaviour of such solutions to the properties of the minimisers of (1.1)
requires controlling the structure function H. With the results from the previous Subsections
the necessary details for this are now easy to obtain.
According to the definition (3.35), in case of a surface tension σ from (2.1),
H(w) = Hσ(w) := (I −∇σ) ◦ (I +∇σ)−1(w), ∇σ(0) = 0, (3.48)
where the last condition is achieved by adding, if necessary, a suitable linear function to σ. Thus
Dom(H) = {w : w ∈ Lσ(N◦ \ G )}. (3.49)
40
The Lewy transform Lσ is the gradient of the convex function σ̂(z) = 12 |z|2 + σ(z). Hence the
boundary of Lσ(N◦\G ) consists of the boundaries of the subdifferentials ∂σ̂(p) with p ∈ ∂N ∪G .
Clearly,
∂σ̂(p0) = {p0}+ ∂σ(p0), p0 ∈P ∪Q ∪ G , (3.50)
while for all other p ∈ ∂N we have ∂σ̂(p) = ∅.
Thus (3.49) - (3.50) with Propositions 3.6 and 3.7 give a complete description of Dom(H) and
its boundary. In particular, all boundary components of Dom(H) are analytic arcs or curves.
Let us then fix some notation. First, let us choose a uniformisation ψ : D → Lσ(No \ G ) from
a circle domain D. It is no restriction to assume that the circle domain is of the form
D = D \
⋃`
k=1
D(zk, δk) (3.51)
for suitable pairwise disjoint subdiscs of radii 0 < δk < 1−|zk|. Further, we may assume that ψ is
unbounded on ∂D, so that the inner circles correspond to gas components, and the uniformization
extends to the circles Sk := ∂D(zk, δk) as a homeomorphism, taking Sk to the boundary of the
subdifferential {qk}+ ∂σ(qk) with qk ∈ G, k = 1, . . . , `.
Next, for each p0 ∈P∪Q∪G , let γp0 be the analytic arc or curve bounding ∂σ̂(p0), and finally,
let
Ip0 = ψ
−1(γp0) ⊂ ∂D, p0 ∈P
⋃
Q, (3.52)
be the preimages of the unbounded boundary arcs of Lσ(No \ G ), arising from the corners and
quasi frozen points of ∂N . Clearly the arcs Ip0 have disjoint interiors with closures covering the
whole circle ∂D.
Proposition 3.11. For a surface tension σ from (2.1), the structure function H in (3.48) extends
analytically across any bounded and connected part of the boundary of Dom(H). Furthermore,
i) The derivative H′ : Dom(H)→ D is an analytic and proper map.
ii) The degree deg(H′) = m− 2 + 2`, where m = #(P ∪Q) and ` = #G .
Proof. With the above notation, we again make use of the harmonic homeomorphism U =
L−1σ ◦ ψ and, in particular, the identity
H
(
ψ(ζ)
)
= 2U(ζ)− ψ(ζ), ζ ∈ D, (3.53)
which follows from (3.6).
If p0 ∈P ∪Q, the boundary arc γp0 is analytic, so that the uniformisation ψ : D → Lσ(No \G )
extends analytically across Ip0 = ψ−1(γp0) ⊂ ∂D. Thus letting ζ → Ip0 in (3.53) gives
H
(
ψ(η)
)
= 2p0 − ψ(η), η ∈ Ip0 ⊂ ∂D. (3.54)
The identity shows that H extends analytically across γp0 = ψ(Ip0). A similar reasoning shows
that
H
(
ψ(η)
)
= 2qk − ψ(η), for η ∈ Sk,
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allowing H to extend analytically also across the inner circles Sk. Thus the first claim follows.
For the properness of H′ : Dom(H) → D, let p0 ∈ P ∪Q. Derivating (3.54) along the arc Ip0
shows that
H′
(
ψ(η)
)
= − η
2 ψ′(η)2
|ψ′(η)|2 , η ∈ Ip0 ⊂ ∂D, (3.55)
where we note that iη ψ′(η) gives the tangent to γp0 . An identity analogous to (3.55) holds on
the circles Sk as well, with |H′| ≡ 1 on Sk.
Finally, the derivative H′ is analytic with values in D, by Lemma 3.1. It extends analytically
across the finite parts of the boundary of Dom(H), and has unit modulus there. At the (finitely
many) end points of the arcs Ip ⊂ ∂D, for p ∈ P ∪ Q, the uniformization ψ(ζ) → ∞, but
Proposition 3.6 with (3.28) shows that even then H′ has a limit of unit modulus. Therefore it
follows that H′ : Dom(H)→ D is proper.
To determine the degree of H′, note that by Proposition 3.6, the change of the tangential
argument along γp0 is α(p0), the angle of the polygon N at the corner p0; for p0 quasifrozen
α(p0) = pi. Thus by (3.55), along ∂D the total change in argument for H′ is 2(m−2)pi. Similarly,
the total change for H′ around each “gas circle” Sk is 4pi. These together prove the claim ii).
When convenient we change the domain of H′ by a uniformization. To avoid here confusion
with the above let us use the notation ψ+ : D → Dom(H) for this, c.f. also Subsection 3.4. In
case σ has no gas points the uniformization is by the unit disc, and the composition
µσ := H′ ◦ ψ+ : D→ D
is a proper analytic map, thus a finite Blaschke product.
Remark 3.12. For the basic lozenges model, N is a triangle without gas or quasifrozen points,
so deg(H′) = 1 and H′ is a conformal map; thus simply µσ(z) ≡ z.
On the other hand, for the uniform domino tilings, c.f. Example 2.3, the polygon N is square
with corners {±1,±i}, without gas points, and σ has zero boundary values. Thus σ(iz) = σ(z) so
that ∇σ(iz) = i∇σ(z), while (3.48) gives H(iz) = −iH(z). Also, H′ has degree 2 by Proposition
3.11. Hence, with a uniformisation fixing the origin, we can take µσ(z) = z2 for the dominoes.
Last, let us return to the theme of Theorem 3.2, now for σ a solution to the general Monge-
Ampère equation (2.1) with gas points.
Proposition 3.13. Suppose σ is a solution to (2.1) in a convex polygon N , with corners and
quasi frozen points P ∪Q = {pj}m1 and gas points G = {qk}`1.
Let also ψ : D → Lσ(No \ G ) be conformal with D as above. Then
U(ζ) := L−1σ ◦ ψ(ζ) =
m∑
j=1
pj ωD(ζ; Ipj ) +
∑`
k=1
qk ωD(ζ;Sk), ζ ∈ D, (3.56)
where ωD(ζ;X) stands for the harmonic measure of D, for a set X ⊂ ∂D.
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Proof. We know that U(ζ) = L−1σ ◦ ψ(ζ) is a harmonic homeomorphism from D to No \ G . For
(3.56) we need to identify its boundary behaviour.
As in (3.51) and the discussion after it, we observe that U(ζ) → qk as ζ → Sk in D. For the
outer boundary ∂D, we note that if ζ → η ∈ Ipj , then the uniformization ψ(ζ) approaches a
point on the boundary of the subdifferential ∂σ̂(pj), and therefore U(ζ) = L−1σ ◦ ψ(ζ)→ pj , for
j = 1, . . . ,m.
It hence follows that both U(ζ) = (L−1σ ◦ ψ)(ζ) and
ζ 7→
m∑
j=1
pj ωD(ζ; Ipj ) +
∑`
k=1
qk ωD(ζ;Sk), ζ ∈ D, (3.57)
are bounded harmonic mappings in a bounded domain, and they have the same boundary values,
a priori outside finitely many points on ∂D. Thus the functions must be equal.
3.4 Representing solutions to the Euler-Lagrange equation
We conclude this section by combining the themes we have discussed, the surface tension σ, the
associated Euler-Lagrange equation (1.7) and the quasilinear Beltrami equations (3.41) - (3.42).
Below Theorem 3.14 shows that these are intimately related, and makes also clear that to control
the boundary behaviour of the solutions to (1.7), and in particular those of the minimizers of
(1.1), one needs to understand the corresponding properties for the solutions to the appropriate
Beltrami equations.
To explain this, let H = Hσ be the structure function from (3.48), and consider first the
uniformizations of Dom(H). In the previous subsections we made use of uniformizations of
Lσ(N
◦ \ G), where the two domains are connected simply by complex conjugation, c.f. (3.49).
However, to avoid possible confusion, we introduce the notation
ψ+ : D → Dom(H), D = D \
⋃`
k=1
D(zk, δk), (3.58)
for the uniformization of the domain of H by a circle domain. Of course, ψ+(ζ) = ψ(ζ¯) for some
uniformization ψ of Lσ(N◦ \ G), where the domains of ψ+ and ψ, too, are related by complex
conjugation.
Now ψ−1+ ◦Lσ is a homeomorphism N◦ \ G → D. We can thus assume in (3.58) that the inner
circles Sk := ∂D(zk, δk) correspond to gas components, while ψ+ is unbounded on ∂D. Let also
µσ(ζ) := H′ ◦ ψ+(ζ), ζ ∈ D, (3.59)
be the analytic coefficient from (3.41); by Proposition 3.11 it defines a proper map µσ : D → D.
Finally, define a harmonic homeomorphism Uσ : D → N◦ \ G by
Uσ(ζ) :=
1
2
[
ψ+(ζ) +Hσ
(
ψ+(ζ)
)]
=
(
Lσ
)−1 ◦ ψ+(ζ), ζ ∈ D, (3.60)
where the second identity follows from (3.6). With this notation we have
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Theorem 3.14. Suppose σ is a solution to (2.1) in a polygon N , with corners and quasifrozen
points {pj}m1 and gas points {qk}`1, and that ψ+, D are as in (3.58).
If u is a Lipschitz solution to the equation div
(∇σ(∇u)) = 0 in a bounded domain L ⊂ R2, let
f := (ψ−1+ ◦ Lσ ◦ ∇u)(z), z ∈ L. (3.61)
Then f : L → D solves the quasilinear equation fz¯ = µσ(f)fz and, in addition,
∇u(z) = Uσ ◦ f(z), z ∈ L. (3.62)
In particular, there are arcs Ij ⊂ ∂D, with pairwise disjoint interiors and covering the unit circle,
such that
∇u(z) =
m∑
j=1
pj ωD
(
f(z); Ij
)
+
∑`
k=1
qk ωD
(
f(z);Sk
)
, z ∈ L, (3.63)
where ωD(ζ;X) stands for the harmonic measure of D, for a set X ⊂ ∂D.
Furthermore, f : L → D is a proper map in case ∇u : L → N◦\G is proper.
Proof. The function f = (ψ+)−1Fz, where the complex gradient Fz = Lσ ◦ ∇u is as in (3.34).
Thus (3.62) holds by definition, while as in (3.39) - (3.41) we see that f : L → D satisfies the
equation fz¯ = µσ(f)fz.
It remains to show that Uσ has the representation required by (3.63), that
Uσ(ζ) =
m∑
j=1
pj ωD(ζ; Ij) +
∑`
k=1
qk ωD(ζ;Sk), ζ ∈ D.
But ψ(ζ) = ψ+(ζ¯) defines a uniformisation for Lσ(N◦ \ G), so that Proposition 3.13 gives a
representation for the harmonic map Uσ
(
ζ
)
= L−1σ ◦ ψ(ζ). From here we then see that ∇u can
be written in the form (3.63).
Corollary 3.15. If u is a Lipschitz solution to div
(∇σ(∇u)) = 0 in a bounded domain L ⊂ R2,
and if µσ and f are as in Theorem 3.14, then the function f̂ := µσ ◦ f = (H′ ◦ Lσ ) ◦ ∇u solves
the universal Beltrami equation equation
∂z¯f(z) = f(z)∂zf(z), z ∈ L. (3.64)
Moreover, a subset Γ ⊂ ∂L is frozen for u, in the sense of (1.5), if and only if
|f̂(z)| → 1 whenever z → Γ, z ∈ L. (3.65)
In particular, the entire boundary ∂L is frozen for u if and only if f̂ : L → D is a proper map.
Proof. Since H′ is proper and Lσ is a homeomorphism, (3.65) follows from (1.5).
Remarkably, Theorem 3.14 has a direct converse.
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Theorem 3.16. Let σ and µσ : D → D be as in Theorem 3.14, and suppose in some bounded
domain L we have a solution f : L → D to the equation
fz¯(z) = µσ
(
f(z)
)
fz(z) z ∈ L. (3.66)
Then
curl [Uσ ◦ f ] = 0, with div [(∇σ ◦ Uσ)(f)] = 0.
In particular, if the vector field v(z) = Uσ ◦ f(z) has a potential, a Lipschitz function h on L
such that
∇h(z) = v(z), z ∈ L,
then
div
(∇σ(∇h)) = 0 in L. (3.67)
Thus in simply connected domains, and locally in every bounded domain L, f determines a
solution to (3.67). Finally, if f : L → D is a proper map and if h is defined in the whole domain,
then ∇h : L → N◦ \ G is proper.
Proof. Let Uσ : D → N◦ \ G be the harmonic homeomorphism defined in (3.60). What is
important here is that U = Uσ satisfies the differential equation
Uz(ζ) = (H′ ◦ ψ+)(ζ)Uz¯(ζ) = µσ(ζ)Uz¯(ζ), ζ ∈ D, (3.68)
which is obtained by a direct derivation from (3.60). Note that with |Uz| < |Uz¯| the map is, in
fact, sense reversing in D.
Combining (3.66) and (3.68), chain rule gives
curl [Uσ ◦ f ] ≡ =m (∂z [U ◦ f ]) = 0.
For the other claim note that (3.5) with (3.60) give
∇σ ◦ Uσ = 1
2
[
ψ+(ζ) −Hσ
(
ψ+(ζ)
)]
, ζ ∈ D. (3.69)
A similar derivation using chain rule, (3.66) and the identity µσ = H′ ◦ ψ+ shows that
div [(∇σ ◦ Uσ)(f)] = <e [∂z(∇σ ◦ Uσ ◦ f)] = 0. 2
Remark 3.17. The existence of a global potential for the above curl-free vector field is of course
equivalent to it having a vanishing monodromy.
What makes Theorem 3.16 particularly interesting is that by the result, if L is a simply con-
nected liquid domain with ∂L frozen for some dimer model, then actually the same domain L is
liquid with boundary frozen also for all uniform lozenge models. This shows a surprising univer-
sality for the geometry of simply connected liquid domains - all possible geometries are already
present within the lozenges model !
Indeed, in the case of lozenges, with a suitable uniformization we have µσ(z) = z in (3.66), c.f.
Remark 3.12. This asks us to use the universal equation (3.64) in Theorem 3.16. It is this simple
phenomenon that leads to the universality of frozen boundaries within all dimer models.
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In more detail, let N0 be a triangle with corners p1, p2, p3, and let U0 : D→ N0 be the (unique)
harmonic and sense reversing homeomorphism satisfying (3.68) with µσ(z) = z. Also, let σ0 be
the surface tension from (2.1), with σ0∣∣∂N0 = 0. In case we choose the corners to be 0, 1 and i,
then σ0 would be given by (2.5).
Suppose now L is a bounded simply connected domain and consider any dimer model, or
any surface tension σ as in (2.1). Assume also that we have a Lipschitz function h? with
div
(∇σ(∇h?)) = 0 in L, such that L is liquid and ∂L is frozen for h?, in the sense (1.4) -
(1.5). In this case Corollary 3.15 constructs from h? a proper map f : L → D solving
fz¯(z) = f(z) fz(z), z ∈ L. (3.70)
Next, use Theorem 3.16 to build from this f a Lipschitz function h on L, such that
∇h(z) = (U0 ◦ f)(z) with div
(∇σ0(∇h)) = 0 for all z ∈ L, (3.71)
and such that ∇h : L → (N0)◦ is a proper map. In other words, the original domain L we started
with is liquid with frozen boundary also for the lozenges model. But to complete the picture,
we must show that L and its frozen boundary arises from the minimisation problem (1.1), with
surface tension σ0, as the liquid domain for admissible boundary values h0 and in some polygonal
domain Ω ⊃ L.
For this note that the solution h has the representation
∇h(z) =
3∑
j=1
pj ωD
(
f(z); Ij
)
, z ∈ L,
and thus it does extend as a piecewise affine function, with ∇h(Ω\L) ⊂ {p1, p2, p3}, to a natural
domain Ω ⊃ L, having natural boundary values h0 on ∂Ω in the sense of Definition 2.9. One
would then like to show that this extended function, still denoted by h, is the unique minimizer
for the variational problem (1.1) for its boundary values. This, however, is a non-trivial issue.
The theme will be discussed in detail later in Section 8, see Theorem 8.4.
4 Non-linear Beltrami Equation and the Hodograph Transform
Theorems 1.2 and 1.8 with the discussion around them make it clear that the quasilinear Beltrami
equation
∂z¯f(z) = f(z)∂zf(z), z ∈ U , (4.1)
gives strong tools for understanding the basic variational problem (1.1). It is thus necessary to
discuss and establish the basics of the above equation. The main themes in our work make use of
(4.1) in cases where the solution f : U → D is a proper map, and for this to happen the domain
U is necessarily finitely connected, c.f. Proposition 5.11. Therefore, unless stated otherwise it
will always be assumed that
1o The domain U ⊂ C is bounded and finitely connected.
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2o The map f ∈W 1,2loc (U) is continuous and takes values in the open unit disc, f(U) ⊂ D.
To study equation (4.1), we apply the method of hodograph transformation, and write (4.1) in
the hodograph plane. Below recall that by Koebe’s theorem [53] every finitely connected planar
domain is conformally equivalent to a circle domain D ⊂ C, i.e. a domain with all boundary
components circles or isolated points.
Theorem 4.1. Every non-constant and continuous solution f : U → D to (4.1) is real analytic,
and admits a Stoilow factorization
f = φ ◦ g−1, (4.2)
where φ is analytic in D with ‖φ‖∞ ≤ 1, D is a circle domain and where g : D → U is a
homeomorphism of finite distortion solving the linear Beltrami equation
∂z¯g = −φ(z) ∂zg , z ∈ D. (4.3)
Moreover, if U is simply connected we can choose D = D, the unit disc.
Proof. Since f(z) is continuous with values in the open unit disc it is locally bounded away from
the unit circle, i.e. for each relatively compact subdomain V ⊂ U we have
|f(z)| ≤ kV < 1, z ∈ V. (4.4)
This gives a complex structure to the domain U , call it A, by requiring analytic charts to have
the form (ϕ, V ), where V is open with V ⊂ U and
∂z¯ϕ(z) = f(z) ∂zϕ(z), z ∈ V. (4.5)
Indeed, due to uniform ellipticity within V , when domains of two charts intersect the function
ϕ1 ◦ ϕ−12 is analytic, c.f. [8, p. 179].
As U is assumed to be finitely connected, by Koebe’s uniformisation theorem there is a conformal
homeomorphism G : (U ,A) → D to a circle domain, equipped with the standard complex
structure. Thus
∂z¯G(z) = f(z) ∂zG(z), z ∈ U . (4.6)
In particular, the composition φ := f ◦G−1 : G(U)→ D is analytic (in the standard sense). As
|f(z)| bounded away from 1 locally in U , the inverse g := G−1 : D → U satisfies the equation
(4.3), see [8, p.34]. By definition,
f(z) = φ ◦ g−1(z), φ ∈ H∞(D). (4.7)
Concerning the smoothness of f , our initial assumptions 1◦ − 2◦ make it locally quasiregular,
hence it is locally Hölder continuous and by a bootstrap argument, (4.1) makes the function C∞-
smooth. In fact, by (4.3) the homeomorphism g is real analytic with non-vanishing derivative,
as its inverse G is now C∞-smooth. Hence G, and by (4.7) also f , are real analytic.
Finally, if U is simply connected then (up to a Möbius transformation) either D = D or D =
C. As φ(z) is bounded and analytic in D, Liouville’s theorem shows the second case is not
possible.
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A similar factorization holds also for the Beltrami equation (3.66) associated to a specific surface
tension σ.
Corollary 4.2. Suppose U , U1 ⊂ C are finitely connected domains. Let µ : U1 → D be a proper
complex analytic map. Then every non-constant and continuous W 1,2loc -solution f : U → U1 to
∂z¯f(z) = µ(f(z))∂f(z) (4.8)
admits a factorization
f = η ◦ g−1, (4.9)
where η : D → U1 is analytic, D is a circle domain and where g : D → U is a homeomorphism
of finite distortion which solves the linear Beltrami equation
∂z¯g = −φ(z) ∂zg , φ := µ ◦ η ∈ H∞(D) with ‖φ‖∞ ≤ 1. (4.10)
Proof. We argue as in Theorem 4.1, but this time to find a homeomorphic solution G : U → D
to ∂z¯G(z) = (µ◦f)(z) ∂zG(z). The classical Stoilow factorisation [8, p. 179] then gives f = η ◦G
with η analytic, and we see that g = G−1 satisfies (4.10).
4.1 Teleomorphic maps
The factorization (4.2) linearizes the Beltrami equation (4.1) and leads one to a study of the
equation (4.3). Given a domain D ⊂ C let
BH∞(D) := {φ ∈ H∞(D) : sup
z∈D
‖φ(z)‖∞ ≤ 1}. (4.11)
Definition 4.3. A function g ∈W 1,2loc (D), not necessarily injective, which solves the equation
∂z¯g = −φ(z) ∂zg , z ∈ D, (4.12)
for some φ ∈ BH∞(D) is called a teleomorphic function on D. The set of such functions is
denoted by T (D).
Note that the set of teleomorphic maps on D contains the holomorphic maps O(D), correspond-
ing to the case when φ ≡ 0 on D.
Remark 4.4. The word teleomorphic is taken from mycology. More precisely, the different life
cycles of fungi are called teleomorph and anamorph respectively, where teleomorph is a sexually
reproductive life stage, and anamorph is an asexual reproductive life stage. In addition, the whole
life cycle is called holomorph. Since we will show in Proposition 4.5 below that teleomorphic
functions are generated by pairs of holomorphic functions, we think the term is appropriate.
Teleomorphic maps bear a certain resembles to sense preserving harmonic maps, as those solve
a Beltrami equation of the form
∂z¯u(z) = ω(z)∂zu(z),
where ω ∈ H∞(D). However, in many respects the properties of these two classes of functions
are quite different.
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Proposition 4.5. Assume that g ∈ T (D) with the coefficient φ ∈ BH∞(D). Then the function
γ := g + φ g , (4.13)
is analytic.
Conversely, if φ ∈ BH∞(D) and γ(z) is an analytic function in D, then via the identity
g(z) =
1
1− |φ(z)|2
(
γ(z)− φ(z)γ(z) ), z ∈ D, (4.14)
the pair (φ, γ) determines a solution to the equation
∂z¯g = −φ(z) ∂zg , (4.15)
and the relation (4.13) holds.
Proof. This is a direct computation; we get
∂z¯γ(z) = ∂z¯[g(z) + φ(z)g(z)] = ∂z¯g(z) + φ(z)∂zg(z) = 0.
Given γ ∈ O(D) as in (4.13), we may conversely solve for g. Taking the conjugate of (4.13) gives
γ = g + φg, and this with (4.13) leads to a linear system, with unique solution (4.14).
Indeed, by the latter identity any pair (φ, γ) of holomorphic functions with φ ∈ BH∞(D) defines
a function g(z). In particular, then γ = g + φg with γ holomorphic and thus ∂g = −φ∂g. On
the other hand, g need not be injective.
Remark 4.6. It is often convenient to apply the operation of affine and Möbius transformations
on the teleomorphic functions. Via (4.2), or directly, we see that affine and Möbius transfor-
mations operate similarly as well on the Beltrami equation (4.1) and the corresponding liquid
domains L.
As a first simple application of the hodograph transform we consider the removability of an
isolated singularity for solutions to (4.1). In general, mappings of finite distortion can have
isolated singularities, see e.g. [8, p. 540]. However, this does does not occur in the present case.
Corollary 4.7. Isolated singularities are removable for solutions to ∂z¯f(z) = f(z)∂zf(z). That
is, each continuous W 1,2loc -solution f : U \ {z0} → D extends to a solution in U .
Proof. We use the factorisation f = φ ◦ g−1 from Theorem 4.1. Here g : D → U \ {z0} is a
teleomorphic homeomorphism from a circle domain, with analytic coefficient |φ(z)| < 1 as in
(4.15).
If the homeomorphism g−1 maps (neighbourhoods of) z0 to (relative neighbourhoods of) a
non-degenerate boundary circle S(ζk, r) of D, then as in (4.13) we can consider an auxiliary
function
γ0(ζ) = (g(ζ)− z0) + φ(ζ)(g(ζ)− z0), ζ ∈ D.
The teleomorphic equation (4.15) shows that γ0 is analytic, while by our assumptions γ0(ζ)→ 0
as ζ → S(ζk, r). However, an analytic function cannot vanish on non-degenerate boundary
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arc, unless it vanishes identically. Accordingly, g−1 maps z0 to singleton, and thus extends
continuously across z0.
Now the bounded analytic function φ extends analytically across the isolated singularity ζ0 =
g−1(z0). Therefore also f = φ ◦ g−1 extends continuously to U , and solves there the Beltrami
equation ∂z¯f(z) = f(z)∂zf(z).
4.2 Real analytic extensions
Via the hodograph transform, the teleomorphic maps and their boundary values give us parametri-
sation of the frozen boundaries. The maps are real analytic and locally quasiregular, thus locally
well under control in their domain. However, their boundary behaviour is a more subtle issue.
Somewhat surprisingly, there we have the best control in the cases where the ellipticity of the
equation (4.15) degenerates as strongly as possible, see Proposition 4.9 and Theorem 4.12.
No doubt the most interesting cases are when the degeneration happens on the whole boundary.
However, we wish to use our analysis also for partially frozen boundaries, and therefore we
formulate accordingly (most of) the results in this and the following subsection. On the other
hand, this approach allows us to work with maps on the unit disc, which makes the descriptions
simpler.
Lemma 4.8. Suppose I ⊂ S1 is an open interval, let 0 < ρ < 1 and assume that α(z), β(z) are
bounded analytic functions in the strip
A =
{
z : ρ < |z| < 1, z|z| ∈ I
}
.
Assume further that
α(z)− β(z)→ 0 as z → I in A.
Then α(z) and β(z) extend analytically to the double strip A1 = {z : ρ < |z| < 1/ρ, z|z| ∈ I}.
Proof. Define an auxiliary function
H(z) =
{
β(1/z), 1 < |z| < 1/ρ, z|z| ∈ I,
α(z), ρ < |z| < 1, z|z| ∈ I.
(4.16)
Then H(z) is analytic and bounded in A1\I. Moreover, H(z)−H(1/z¯) = α(z)−β(z) for |z| < 1,
with a similar expression for |z| > 1.
To prove that H is analytic across the interval I ⊂ S1, we claim that ∂z¯H = 0 in A1 in the
sense of distributions. Once this is shown, analyticity follows by Weyl’s lemma. For the claim,
let Dr = D(ζ, r) with ζ ∈ I ⊂ S1 and r > 0 small. Then for each ϕ ∈ C∞0 (Dr),ˆ
Dr
∂z¯ϕ(z)H(z) dm(z) =
ˆ
D+r
∂z¯ϕ(z)H(z)dm(z) +
ˆ
Iε
∂z¯ϕ(z)H(z) dm(z) +
ˆ
D−r
∂z¯ϕ(z)H(z) dm(z),
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where Iε = {z : 1 − ε ≤ |z| ≤ 1/(1 − ε)} with D−r = {z ∈ Dr : |z| < 1 − ε} and similarly
D+r = {z ∈ Dr : |z| > 1/(1− ε)}. Now,∣∣∣∣ˆ
Iε
∂z¯ϕ(z)H(z) dm(z)
∣∣∣∣ ≤ Cε→ 0 as ε→ 0.
On the other hand, since H(z) is holomorphic in D+r ∪D−r , Stokes’ theorem givesˆ
D+r
∂z¯ϕ(z)H(z) dm(z) +
ˆ
D−r
∂z¯ϕ(z)H(z) dm(z) =
ˆ
∂Iε∩D+r
[
ϕ(z)H(z)− (1− ε)2ϕ(1/z¯)H(1/z¯)]dz
2i
→ 0 as ε→ 0,
since by our assumptions |H(eiθ(1− ε))−H(eiθ/(1− ε))| → 0 as ε→ 0, eiθ ∈ I.
Proposition 4.9. Let g be a bounded W 1,2loc -solution to
∂z¯g(z) = −φ(z)∂g(z), z ∈ D, (4.17)
where φ(z) is analytic with |φ(z)| < 1 in the unit disc D.
Suppose there is an open arc I ⊂ ∂D on the unit circle, such that for the coefficient function
lim
z→w |φ(z)| = 1 for every w ∈ I. (4.18)
Then both φ(z) and the auxiliary function γ(z) = g(z) + φ(z) g(z) are analytic on I and extend
meromorphically to the domain
ΩI := D ∪ I ∪ (C \ D).
In addition, φ(z) has no critical points on I ⊂ ∂D, and we have the identities
φ(1/z¯) = 1/φ(z), γ(z) = φ(z) γ(1/z¯), z ∈ ΩI . (4.19)
Proof. We may apply the Beurling factorization (cf. [56, ch. 7]) of decomposing φ into a product
of an inner and an outer function φ(z) = B(z)O(z)S(z). Here B(z) is a (possibly infinite)
Blaschke product. The outer factor
O(z) = c exp
(
1
2pi
ˆ pi
−pi
eiθ + z
eiθ − z log |φ(e
iθ)| dθ
)
,
where φ(eiθ) stands for the non-tangential boundary value which exists for a.e. θ, and c is
unimodular constant. Moreover, the singular function S(z) is defined by a measure µ on ∂D
which is singular with respect to the arc length. More precisely,
S(z) = exp
(
1
2pi
ˆ pi
−pi
eiθ + z
eiθ − z dµ(θ)
)
.
The factor S(z) has unimodular radial limits almost everywhere, but at points of the support
of µ the singular factor has radial limit 0. By (4.18) the measure is hence supported on ∂D \ I.
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Similarly, the Blaschke product B(z) has no zeroes accumulating at any point of I, and for the
outer factor the term log |φ(eiθ)| = 0 on I. It follows that each of the terms in the Beurling
factorisation, and hence φ(z) itself, extends analytically across the interval I ⊂ ∂D.
In fact, φ(z) extends to a meromorphic function of ΩI , with no poles or zeroes on I. Furthermore,
locally an analytic function is a composition of an integer power with a conformal mapping. Since
φ(D) ⊂ D with φ(I) ⊂ ∂D, we see that neither can φ(z) have critical points on I. Finally, since
for z ∈ I we have 1 = |φ(z)|2 = φ(1/z¯)φ(z), by unique continuation the first of the identities
(4.19) holds throughout ΩI .
For the auxiliary function γ(z) we can make use of the representation
g(z) =
1
1− |φ(z)|2 (γ(z)− φ(z)γ(z)), z ∈ D,
and apply Lemma 4.8 with the choice α(z) = γ(z)/φ(z) and β(z) = γ(z). Indeed, by (4.18) the
term |φ(z)|2 → 1 as z → w ∈ I in D. Since the solution g(z) is bounded by assumption, this
forces α(z)− β(z)→ 0 when z → w ∈ I.
With Lemma 4.8 the auxiliary factor γ(z) now extends analytically across the interval I and
with the symmetry (4.16), i.e. γ(1/z¯) = γ(z)/φ(z), it becomes meromorphic in ΩI .
When the interval I is the entire unit circle, the coefficient function φ(z) in (4.17) is just a finite
Blaschke product, see Theorem 5.1. With Proposition 4.9 one sees that a general coefficient φ(z)
has very similar properties on intervals where the ellipticity of (4.17) degenerates uniformly, as
in (4.18).
To make use of the above phenomena, the following meromorphic function of two complex
variables encodes perhaps most efficiently the properties of the teleomorphic function g(z) and
the other related relevant quantities.
Definition 4.10. If g(z) is a bounded solution to (4.17), for φ(z) holomorphic with |φ(z)| < 1
in D, we set
Φ(z, w) :=
γ(z)φ(w)− γ(w)φ(z)
φ(w)− φ(z) , w 6= z ∈ C. (4.20)
where γ(z) = γg(z) is the holomorphic factor from (4.13).
Remark 4.11. Under the assumptions of Proposition 4.9 the above function Φ(z, w) extends
meromorphically to ΩI × ΩI . In particular, note that if
I = ∂D
is the entire unit circle, then Φ(z, w) and γ(z) are, in fact, rational functions of C2 and C,
respectively.
The above approach implies that a teleomorphic function in D admits a real analytic extension
across any interval I ⊂ ∂D where the ellipticity of (4.17) degenerates, in the sense (4.18). It is
not difficult to see that as a consequence, analogous results hold on boundary arcs of a general
circle domain D, see Lemma 5.12.
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Theorem 4.12. Let g(z) be a bounded W 1,2loc -solution to (4.17) in the unit disc D, with the
coefficient function φ(z) satisfying the assumptions of Proposition 4.9 for an interval I ⊂ ∂D.
Then with the function Φ(z, w) from (4.20), we have the representation
g(z) = Φ(z, 1/z¯), z ∈ ΩI . (4.21)
Thus g(z) extends to a real analytic function on all of ΩI , satisfying g(1/z¯) = g(z) there. More-
over, on the interval
g|I (z) = R(z), z ∈ I, (4.22)
where R(z) is meromorphic in ΩI .
If I = ∂D is the entire unit circle, then the boundary value R(z) is a rational function of C.
Proof. The symmetries (4.19) give
Φ(z, 1/z¯) =
γ(z)/ φ(z)− φ(z)γ(z)/ φ(z)
1/ φ(z)− φ(z) =
γ(z)− φ(z)γ(z)
1− |φ(z)|2 = g(z),
where the last identity is (4.14). Moreover, (4.20) shows that on the diagonal w = z,
Φ(z, z) = lim
w→z Φ(z, w) = γ(z)−
φ(z)
φ′(z)
γ′(z) =: R(z), (4.23)
a meromorphic function of one variable. If I = ∂D, Remark 4.11 shows that Φ, and hence R, is
rational.
We will actually need several slight variants of the above argument. For instance, if (4.17) -
(4.18) hold in an annulus {z : 1 < |z| < ρ} with I = ∂D, the natural versions of (4.19) and
Theorem 4.12 hold in the double annulus {z : 1/ρ < |z| < ρ}.
4.3 Boundary regularity of teleomorphic homeomorphisms
Our next task is to understand, in as detail as possible, the geometry of the meromorphic bound-
ary function R(z) from Theorem 4.12. By precomposing with suitable analytic functions it is
not difficult to find teleomorphic maps and boundary values with critical points of arbitrarily
high order. However, the situation is different for the maps in (4.2) arising from the hodograph
transform, as these are homeomorphic. Therefore, to describe the geometry and boundary reg-
ularity of frozen boundaries, as in Theorem 1.2, in this section we consider only homeomorphic
solutions to (4.17). The following comes as part of the proof of the Pokrovsky-Talapov law.
Proposition 4.13. Suppose g(z) is a bounded and homeomorphic W 1,2loc -solution to (4.17) in D,
with coefficient φ(z) and the interval I ⊂ ∂D as in Proposition 4.9.
Let further R(z) = Rg(z) be the meromorphic boundary values of g(z) on I, as in (4.23). If
z0 ∈ I is not a critical point of R, then
|g(rz0)− g(z0)| ' C(1− r)2, 0 < r < 1.
In directions other than the normal, the derivatives ∂ζg(z0) are nonzero, tangent to g(D) at g(z0).
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Proof. g(z) is real analytic in a neighbourhood of I ⊂ ∂D, with radial derivative
∂rg(re
iθ) = eiθgz(re
iθ) + e−iθgz¯(reiθ).
We need to show that
∂rg(z0) = 0 with ∂
2
rg(z0) 6= 0, whenever R′(z0) 6= 0, z0 ∈ S1.
The first claim is clear since g(rz0) = g(z0/r) for 0 < r < ∞, by Theorem 4.12. For the other
claim, derivate the equation (4.17) to obtain
gz¯z¯(z) = −φ(z)gzz(z) and gzz¯(z) = −φ′(z)gz(z)− φ(z)gzz¯(z). (4.24)
Inserting these identities to the expression ∂2rg(z) = ei2θgzz(z)+2gzz¯(z)+e−i2θgz¯z¯(z) shows that
∂2rg(z) + φ(z) ∂
2
rg(z) = (1− |φ(z)|2)
z
z¯
gzz(z)− 2φ′(z)gz(z), z ∈ D. (4.25)
By real analyticity (4.25) extends to D ∪ I. Thus we only need to observe from (4.21) that
gz(z) = ∂1Φ(z, 1/z) = ∂1Φ(z, z) for z ∈ S1, while (4.23) implies
R′(z) = 2∂1Φ(z, z), z ∈ C.
Hence if z0 ∈ S1 with R′(z0) 6= 0, necessarily gz(z0) 6= 0. As the derivative φ′(z) does not vanish
on I, the identity (4.25) shows that ∂2rg(z0) 6= 0.
For the last claim note that iz0R′(z0) is tangent to g(D) at g(z0). Thus with (4.21) and
ζ0 = −z0eiα, derivating g(z0 + tζ0) gives ∂ζg(z0) = −i sin(α)z0R′(z0), which for 0 < |α| < pi is
non-zero and parallel to the tangent at g(z0) ∈ ∂L.
4.3.1 Critical points on the boundary
As the many simulations show, the frozen boundaries typically have cusps. In this subsection we
show that, however, even in the setting of locally frozen boundaries the possible cusps are always
simple. For that purpose we need some further analysis of homeomorphic solutions of (4.17) and
their meromorphic boundary parametrisations discovered in Theorem 4.12.
Note that in general for a rational map on the unit circle, having an extension to a solution of
some Beltrami equation - even a homeomorphic one - the critical points can easily be of higher
order. A simple example of this is R(z) = 1+3z
2
z3+3z
, which has a quasiconformal extension to D.
We thus need to use the special structure of the specific equation (4.17). For this it is again
useful to apply the function Φ(z, w) from Definition 4.10, with g(z0) = Φ(z0, z0) for points z0 ∈ S1
on the unit circle. Let us start with
Lemma 4.14. Consider a bidisc U = D(z0, δ) × D(z0, δ) ⊂ C2 and a function Ψ(z, w) holo-
morphic in U . Suppose there are analytic functions α, β : D(z0, δ) → C of one variable, such
that
[β(z)− β(w)] Ψ(z, w) = α(z)− α(w) with β′(z) 6= 0, ∀ (z, w) ∈ U. (4.26)
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If n ≥ 1 is the smallest integer with ∂k1∂n−k2 Ψ(z0, z0) 6= 0 for some 0 ≤ k ≤ n, then
Ψ(z, w)−Ψ(z0, z0) = c0
n∑
k=0
(z − z0)k(w − z0)n−k +
∞∑
s=n+1
Ps(z − z0, w − z0), z, w ∈ D(z0, δ),
(4.27)
where Ps(ζ, η) are s-homogeneous polynomials and c0 6= 0.
Proof. By subtracting a constant, we may assume that Ψ(z0, z0) = 0, this does not change the
β(z) term in (4.26). We may also take z0 = 0. Then
Ψ(z, w) =
n∑
k=0
ak z
kwn−k +
∞∑
s=n+1
Ps(z, w), |z|, |w| < δ,
where Ps(ζ, η) are s-homogeneous polynomials, and by assumption some ak 6= 0.
Take then z = tζ and w = tη, where t > 0 and ζ, η ∈ S1, and develop α(z) and β(z) as Taylor
series at z0 = 0. Letting now t → 0 one observes from (4.26) that α(k)(z0) = 0 for 1 ≤ k ≤ n.
Moreover, the lowest order terms in the same identity give
(ζ − η)
n∑
k=0
ak ζ
kηn−k = c0(ζn+1 − ηn+1), ∀ζ, η ∈ S1,
where c = α(n+1)(0)/β′(0). In particular, α(n+1)(z0) 6= 0. Since this holds for every ζ, η ∈ S1, we
must have ak = c0, for every 1 ≤ k ≤ n. The claim follows.
Since the coefficient function φ(z) in Equation (4.17) has no critical points on the unit circle,
see Proposition 4.9, our function Φ(z, w) from Definition 4.10 satisfies the requirements of the
previous Lemma at any given z0 ∈ I ⊂ S1, with β(z) = 1φ(z) and α(z) = γ(z)φ(z) .
We will then make use of the relation (4.21) between Φ(z, w) and g(z) in two ways. First, with
help of the homeomorphism g(z) we show that now only the cases n = 1 and n = 2 are possible
in (4.27). Second, if we have a critical point so that n = 2, then the relation allows us to describe
the exact boundary behaviour of the homeomorphism g(z), see Corollary 4.16.
Theorem 4.15. Let g(z) be a bounded and homeomorphic solution to (4.17) in D, and assume
that g admits a meromorphic extension R(z) across an interval I ⊂ ∂D, as in Theorem 4.12.
Then on the interval I, every critical point of R(z) is simple.
Proof. Suppose z0 ∈ ∂D is a critical point of R(z). To show that R′′(z0) 6= 0 we use the auxiliary
function Φ(z, w) from (4.21). Thus
R(z) = Φ(z, z) for z ∈ C, with R′(z0) = 2∂1Φ(z0, z0) = 0. (4.28)
Adding a constant, we can assume that g(z0) = Φ(z0, z0) = 0. Moreover, to simplify the
notation we change variables with the Möbius transform
ψ(z) = z0
1 + iz
1− iz , z ∈ H+ := {z ∈ C : =z > 0}, (4.29)
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where ψ(H+) = D, ψ(0) = z0. In the new coordinates Φ still satisfies the assumptions of Lemma
4.14. Thus it has the representation Φ(ψ(z), ψ(w)) = Φ0(z, w) + Φ1(z, w),
Φ0(z, w) = c0
n∑
k=0
zkwn−k, Φ1(z, w) =
∞∑
s=n+1
Qs(z, w), z, w ∈ D(0, ε), (4.30)
where c0 6= 0, the Qs(z, w) are s−homogeneous polynomials, and where by (4.21),
z 7→ gψ(z) := Φ(ψ(z), ψ(z)) is a homeomorphism in H+. (4.31)
Our claim is that (4.30) with (4.31) forces n = 2. Indeed, normalising c0 = 1 we have
Φ0(z, z¯) =
n∑
k=0
zkz¯n−k = |z|n sin
(
(n+ 1) arg(z)
)
sin
(
arg(z)
) ∈ R, z ∈ H+. (4.32)
In the upper half plane the function sin
(
(n+ 1) arg(z)
)
vanishes on the rays arg(z) = kpin+1 , k =
1, 2, . . . , n, and changes sign alternatively in between.
Let us then consider the following cones, Jordan domains
Γk(ε, δ) := {z ∈ C :
∣∣∣∣arg(z)− kpin+ 1
∣∣∣∣ < ε, |z| < δ} ⊂ H+, k = 1, 2, . . . , n.
The homeomorphsim gψ(z) maps the cones Γ(ε, δ) onto disjoint Jordan domains, each with 0 on
its boundary.
Moreover, since
Φ0(z, z¯) ' ± ε (−1)k(n+ 1) |z|n on the sides arg(z) = kpi
n+ 1
± ε of the cone,
and since |Φ1(ψ(z), ψ(z¯))| ≤ C|z|n+1, we see that for δ > 0 small, the images of cone sides are
Jordan arcs emanating from the origin, one in the left halfplane {z : <e z < 0} and the other in
the right half plane {z : <e z > 0}. In particular, each gγ (Γk(ε, δ)) is a Jordan domain containing
an interval (0, it], t ∈ R, of the imaginary axis. But since the images of cones are disjoint, there
can be at most two such cones in the upper half plane H+.
Thus n = 2, and a derivation with (4.28)-(4.30) gives finally R′′(z0) 6= 0.
Next, let us use the representation (4.27) to study the behaviour of the mapping g(z) at a cusp
point, i.e. at a critical point z0 of the boundary parametrisation R(z) from Theorem 4.12. For
an illustration see Figure 7 below. The boundary curve Γ := g(I) has unit tangent vector
τΓ(w) :=
iηR′(η)
|R′(η)| , w = R(η), η ∈ I \ {z0},
locally outside the cusp, the critical value w0 := R(z0). As z → z0 on I, the unit tangent has a
well defined limit τΓ(w0), the direction of the cusp.
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Corollary 4.16. Let g(z) be a bounded and homeomorphic solution to (4.17) in D, admitting a
meromorphic extension R(z) across an interval I ⊂ ∂D, as in Theorem 4.12. Let Γ = R(I) and
z0 ∈ I a critical point of R so that w0 := R(z0) ∈ Γ is a (simple) cusp.
Then, with −z0 being the direction of the inner normal of ∂D at z0, we have
i) For −pi/2 < θ < pi/2; θ 6= ±pi/6, the curves g(z0 − tz0e±iθ), 0 < t < ε, are asymptotic to
the line spanned by τΓ(w0), with
g(z0 − εz0eiθ)− g(z0) = O(ε2). (4.33)
ii) The curves g(z0− tz0e±ipi/6), 0 < t < ε, are both asymptotic to the line orthogonal to τΓ(w0).
In addition
g(z0 − εz0e±ipi/6)− g(z0) = O(ε3). (4.34)
Proof. We may take g(z0) = 0 and the direction of the cusp τΓ(w0) ∈ R+. It is again convenient
to change coordinates with the Möbius transform (4.29); note that gψ(z) satisfies (4.17) in the
upper halfplane, with coefficient φ ◦ ψ.
Now z0 = 0, and in the upper halfplane the boundary normal lies in the direction of the
imaginary axis. Thus in the notation (4.31) we arrive at
gψ(iεe
iθ) = c1|ε|2
sin
(
3(θ + pi/2)
)
sin
(
θ + pi/2
) +O(ε3), c1 < 0.
This proves the first claim (4.33).
Concerning the second claim, the asymptotic directions of the curves g(ite±ipi/6), as t→ 0, are
seen from the proof of Theorem 4.15. It remains to analyse the maximal compression in these
exceptional angles. For this we apply on the third order derivatives an analysis similar to (4.25).
Derivating first (4.24) gives for g = gψ,
gz¯z¯z¯(z) = −φ(z)gzzz(z), gzz¯z¯(z) = −φ′(z)gzz(z)− φ(z)gzzz¯(z) and
gzzz¯(z) = −φ′′(z)gz(z)− 2φ′(z)gzz¯(z)− φ(z)gzz¯z¯(z). (4.35)
Inserting these identities one has for the directional derivatives ∂α = eiα∂z + e−iα∂z¯,
∂3αg(z) + φ(z) ∂
3
αg(z)
= ei3α(1− |φ(z)|2)gzzz(z)− 3eiα
(
φ′′(z)gz(z) + 2φ′(z)gzz¯(z)
)
− 3e−iα φ′(z)gzz(z).
At the critical point z0 = 0 the first derivatives of g vanish, while (4.30) - (4.32) imply for the
second derivatives gz¯z¯(0) = 2 gzz¯(0) = gzz(0) = 2c1 6= 0. Combining all these identities gives
∂3αg(z) + φ(z) ∂
3
αg(z) → −6eiαφ′(0)gzz¯(0)− 3e−iαφ′(0)gzz(0) = c2 sin(α),
with c2 6= 0. Thus, outside the tangential directions, ∂3αg(z0) 6= 0 which completes the proof.
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5 Proper Maps f(z) and the Geometry of the Liquid Domains
Once the basic features of general solutions to the Beltrami equation (4.1) are established, a next
step is to apply these to the study of frozen boundaries. In view of Section 3.4 this asks us to
understand solutions to the Beltrami equation that are proper as maps f : L → D. Indeed, it
is this last property that allows a detailed analysis and classification, and gives rise to a finite
dimensional space of solutions.
For simply connected domains L, Theorems 4.12 and 4.1 apply directly. Indeed, when f : L → D
is a proper map, then also the analytic factor φ : D → D in (4.2) is proper. Hence by Fatou’s
theorem φ = B, a finite Blaschke product B(z). Thus (4.3) gets the form
∂z¯g(z) = −B(z)∂zg(z), z ∈ D. (5.1)
Further, the auxiliary analytic function γ := g + B g from (4.13) is now a rational map, by
Proposition 4.9, and we have the invariance properties
γ(z) = B(z) γ(1/z¯) and g(z) = g(1/z¯), z ∈ C, (5.2)
from (4.19) and (4.21).
This case already presents all essential ideas, even if now gas points g ∈ G are not allowed.
Hence we first discuss simply connected domains with some length, and turn to the general
multiply connected situation in Subsection 5.5.
Theorem 5.1. Let L ⊂ C be a bounded simply connected domain, supporting a continuous
W 1,2loc -solution f(z) to
∂z¯f(z) = f(z)∂zf(z). (5.3)
If the solution is a proper map f : L → D, then
i) The map admits the factorization
f = B ◦ g−1, (5.4)
where B(z) is a finite Blaschke product and g : D→ L is a homeomorphic solution to (5.1)
ii) Moreover, g extends real analytically to C, with rational boundary values g∣∣∂D = R on the
unit circle.
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Proof. Take the unit disc D to be the uniformization domain in Theorem 4.1, and apply the
decomposition (4.2) for the first claim. The second claim follows directly from Theorem 4.12,
and gives g(z) = Φ(z, 1/z¯), where Φ(z, w) is rational in C2. On the unit circle, in particular,
g∣∣∂D(z) = Φ(z, z) =: R(z).
The above result implies that the solution f : L → D has a continuous extension to L in the
sense of prime-ends. Little later, see Theorem 5.5, we show that in fact f is globally continuous
in L, i.e. that at the possible double points of ∂L the one-sided limits of f agree. In addition,
Theorem 5.18 and Corollary 5.21 will later establish a quite precise picture of the boundary
regularity of the solutions f . On the other hand, already the mere boundary continuity is very
useful, see for instance Proposition 2 in [49].
As a first quick application of the factorization in Theorem 5.1 we have an interpretation of the
asymptotic particle densities in the Aztec diamond [21].
Example 5.1. Random domino tilings of the Aztec diamond was one of the first dimer model
where in simulations the frozen phenomena were observed. The existence of the frozen boundary,
the arctic circle, was then proven for this model by Jockusch, Propp and Shor [43].
In their work [21] on the Aztec diamond, Cohn, Elkies and Propp identified the asymptotic
probability for a given domino to occur at a given place. . In the notation of Example 2.3, if we
normalise the liquid domain L of the Aztec diamond to be the unit disc, then [21] shows that
the asymptotic probability for the northbound domino to occur at (x, y) is equal to
P (x, y) =
1
2
+
1
pi
arctan
( √
2y − 1√
1− x2 − y2
)
, z = x+ iy ∈ D. (5.5)
Naturally for |z| ≥ 1, P (x, y) = 1 if y > 1/√2 and P (x, y) = 0 otherwise.
On the other hand, in view of Theorem 3.14 and Remark 3.12, the limiting height function h
for the Aztec diamond is given by
∇h(z) =
4∑
k=1
pk ωD
(
f(z); Ik
)
, z ∈ L = D, pk = ik, (5.6)
where f : D→ D is a proper map solving fz¯(z) = f(z)2 fz(z), and intervals Ik all have the same
length, pi/2. The terms in (5.6) are intrinsic, in fact from Corollary 5.6 it follows that the map
f is unique up to a choice of sign. We claim that actually the asymptotic tile density from (5.5),
P (x, y) = ωD
(
f(z); I1
)
, z = x+ iy ∈ D. (5.7)
Indeed, using Theorem 5.5 below for f̂ := f2, we see that deg(f) = 1 with f(η) = ±η on ∂D.
A choice of sign only permutes the Ik, so we assume f to be the identity on ∂D. Further, via
Theorem 5.1 we have f̂ = B ◦ g−1 for a homeomorphism g : D → D, solving (5.1) in D. One
can thus take B(z) = z2, while this with (4.14) and Proposition 5.3 gives g(z) = 2z(1 + |z|2)−1.
Clearly the choices made above leave (5.7) invariant. In particular,
f(z) = g−1(z) =
z
|z|2
(
1−
√
1− |z|2
)
, z ∈ D.
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A simple way to obtain (5.7) is now to note that P ◦ g(z) = ωD
(
z; I1
)
. Namely the functions
have the same boundary values on D, and an elementary derivation shows that P ◦g is harmonic.
In [23] Cohn, Larsen and Propp worked out the analogous probabilities for the hexagonal
lozenges tilings. Again, with an argument similar but more tedious than above, one can show
the asymptotic tile probabilities agree with the corresponding expressions ωD
(
f(z); Ij
)
, now for a
solution f : L → D to (4.1). These examples make it very suggestive that, at least in the absence
of quasi-frozen and gas phases, for all dimer models the asymptotic edge or particle densities
can be obtained as a pull back of the harmonic measure in the correct coordinates, i.e. as a pull
back by a proper map solving (3.66).
5.1 A characterisation of simply connected domains with frozen boundary
It turns out that for every liquid domain L with boundary completely frozen, ∂L is the real locus
of an algebraic curve. We will show this later in connection with multiply connected domains,
see Theorem 5.13. In the simply connected case we have even a complete classification, in terms
of rational parametrizations of their boundary, of domains L with frozen boundary, i.e. domains
supporting proper maps f : L → D which are solutions to (5.3). In view of Theorems 1.3 and
3.16, this is equivalent to asking which domains are liquid with frozen boundary in the Lozenges
model.
For this, we say that a rational map R(z) is univalent near ∂D, if for some ε > 0, R is univalent
in the annulus {z : 1− ε < |z| < 1}.
Theorem 5.2. Let L ⊂ C be a simply connected and bounded domain. Then there exists a
continuous W 1,2loc -solution f(z) to (5.3) which is proper as a map f : L → D, if and only if
∂L = R(∂D), (5.8)
where the rational function R(z) satisfies the following three conditions.
i) (univalence) R is bounded and univalent near ∂D.
ii) (R′ is self-reflective) For some finite Blaschke product B(z),
R′(z) =
B(z)
z2
R′(1/z¯) , z ∈ C. (5.9)
iii) (bound on poles) B′(z)R(1/z¯) is analytic on D.
Under these conditions, ∂L is the real locus of an algebraic curve.
Furthermore, on the unit circle R(z) = g(z), where g is a homeomorphic solution to (5.1). The
required solution to (5.3) is then given by f = B ◦ g−1 with B(z) as above.
The properties of Theorem 5.2 are intrinsic and do not depend on the choice of the rational
map R(z). That is, if i) - iii) hold and φ(z) is a Möbius transform preserving the unit disc, then
R ◦ φ satisfies the conditions i) - iii) with respect to the Blaschke product B ◦ φ.
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Proof. Suppose first that we have a simply connected domain L and a proper map f : L →
D which is a solution to (5.3). Apply then Theorem 5.1 and factorisation (5.4) to find the
homeomorphism g : D→ L for which
∂z¯g(z) = −B(z)∂zg(z), z ∈ D.
The corresponding analytic factor γ := g+B g from (4.13) is rational with the symmetry (5.2).
We know that g extends to ∂D with rational boundary values, implying (5.8). Indeed, by
(4.23), on the unit circle g equals
R(z) := γ −B(z) γ
′(z)
B′(z)
, (5.10)
where one notes that the derivative of a finite Blaschke product does not vanish on the unit circle.
The curve ∂L = R(∂D) encircles a simply connected domain. As will be shown in Theorem 5.5,
the singularities of ∂L are either first order interior cusps or tacnodes, with the argument of the
tangent dR(e
it)
dt increasing in t. Taking the orientation into account, R thus maps each interior
normal of ∂D to an interior normal of ∂L, c.f. also Figure 7. This gives Condition i).
In addition, the rational functions γ(z) and R(z) become tied by the relation
γ(z) = R(z) +B(z)R(1/z¯) , z ∈ C, (5.11)
since the identity holds on the unit circle. Finally, combine the identities (5.10) and (5.11). That
shows first R(1/z¯) = γ
′(z)
B′(z) and then, via a derivation,
R′(z) = −B(z)
(
γ′(z)
B′(z)
)′
=
B(z)
z2
R′(1/z¯) .
This is Condition ii). We also notice that γ(z) = g(z) + B(z) g(z) is bounded in D, so that
γ′(z) = B′(z)R(1/z¯) is analytic in D which gives the remaining Condition iii).
We then need to prove the converse direction, that (5.8) with Conditions i) - iii) provide us
a solution to (5.3) which is proper in L. For this, given the rational function R(z) from the
Conditions, define γ(z) via the identity (5.11). This makes γ a rational function which clearly
satisfies the first of the symmetries (5.2). Derivating (5.11) and using Condition ii) gives us
γ′(z) = B′(z)R(1/z¯) , which is analytic and bounded in D by Condition iii). Thus also γ(z) is
analytic and bounded in the unit disc.
In this setup let us apply the procedure of Proposition 4.5, i.e. (4.14), and use the pair (γ,B)
to build a solution to
∂z¯g(z) = −B(z)∂zg(z), z ∈ D, (5.12)
smooth and locally quasiregular inside the unit disc. For points approaching the boundary, (4.23)
shows that
g(z)→ γ(z)− B(z)
B′(z)
γ′(z) = γ(z)−B(z)R(1/z¯) = R(z).
On the other hand, Stoilow factorisation represents g = ψ ◦G, where G is a homeomorphism of
D and ψ is analytic in D. We can thus use Condition i) and the argument principle to see that
ψ is univalent. Therefore g is a homeomorphism in D, with L = g(D).
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The required map f can now be constructed by simply taking f = B ◦ g−1. This is a proper
map from L to D. Moreover, by (5.12) and [8, p.34] the inverse G = g−1 satisfies the Beltrami
equation
∂z¯G = (B ◦ g−1)∂zG.
Since f and G have the same complex dilatation, we obtain (5.3). As discussed above, the last
remaining claim, that ∂L = R(∂D) is the real locus of an algebraic curve, will be shown in
Theorem 5.13.
5.2 The holomorphic factor γ(z)
Proposition 4.5 and the auxiliary function γ(z) = g(z) +B(z) g(z) give a good starting point for
the study of general teleomorphic functions. It is useful to analyse the factor γ(z) in more detail
in the case when g is a homeomorphic solution to (5.1), with B(z) a finite Blaschke product.
Via (5.10) and Theorem 5.5 this also gives an explicit finite dimensional parametrisation of all
simply connected liquid domains with frozen boundary, having deg(B)− 2 cusps on ∂L.
The Blaschke product B(z) may have zeroes at the origin, and therefore it is convenient to
write the product in the form
B(z) = η zm
d−m∏
k=1
(
z − zk
1− zkz
)
= η zm
N(z)
D(z)
, |η| = 1,
where the polynomials
N(z) = η
d−m∏
k=1
(z − zk) and D(z) =
d−m∏
k=1
(1− zkz), with zk 6= 0. (5.13)
Also zk = 0 for d−m < k ≤ d, {zk}dk=1 ⊂ D and d = deg(B) is the degree of the rational map.
Proposition 5.3. Assume that g : D → U is a bounded and homeomorphic solution to (5.1).
Then the holomorphic factor γ(z) = g(z) +B(z)g(z) has the form
γ(z) =
P (z)
D(z)
,
where D(z) is as in (5.13) and where
P (z) =

α
∏d
j=1(z − eiθj ), if g(z) 6= 0 in D
α(z − z0)(1− z0z)
∏d−2
j=1(z − eiθj ), if g(z0) = 0, z0 ∈ D,
(5.14)
for some α ∈ C, z0 ∈ D and eiθ1 , ..., eiθd ∈ S1.
Proof. Suppose first that g(z) has no zeroes in D. Then from its definition we see that neither
can γ(z) have any zeroes in the unit disc. Combined with the symmetry γ(z) = B(z) γ(1/z¯)
this implies that γ(z) is non-vanishing also in C\D. Hence, in this case all the zeros of γ(z) are
located on the unit circle S1.
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Furthermore, the symmetry also shows that γ(z) has the same poles of the same order as B(z)
has in Cˆ\D. In particular, at ∞ the function γ(z) has a pole of order m. Therefore, γ(z) must
have d zeros on S1, say at eiθ1 , ..., eiθd , and admits the representation
γ(z) = α
∏d
j=1(z − eiθj )∏d−m
j=1 (1− zjz)
(5.15)
for some constant α ∈ C. Further, if 0 /∈ ∂L then γ′(z) = B′(z)R(1/z¯) 6= 0 on ∂D.
In the case where g(z) vanishes at some point z0 ∈ D, also γ(z0) = g(z0) +B(z0)g(z0) = 0 and
by (4.14) this is the only zero of γ(z) in D. On the other hand, z0 must be a simple zero: We
know that besides g also the inverse g−1 : U → D is C∞-smooth, as a solution to (4.6). Therefore
from chain rule, see e.g. [8, p.34], it follows that gz 6= 0 in D. Derivating the defining identity of
γ(z) gives
γ′(z0) = gz(z0) +B′(z0)g(z0) +B(z0)gz¯(z0) = gz(z0)(1− |B(z0)|2) 6= 0.
Finally using the symmetry of γ(z), we see that if B(z0) 6= 0 then γ(1/z0) = 0 while if B(z) has
a zero of order k at z0, 1 ≤ k ≤ d, then γ(z) has a pole of order k− 1 at 1/z0. Elsewhere in Cˆ\D
the function γ(z) is non-vanishing and has the same poles of the same order as B, including ∞.
It follows that
γ(z) = α2(z − z0)(1− z0z)
∏d−2
j=1(z − eiθj )∏d−m
j=1 (1− zjz)
. 2
5.3 Univalent polynomials
As a particular example, let us explore the case when the Blaschke product in Theorem 5.1 is
B(z) = zd for some positive integer d > 2. (We will see from the arguments below that there
are no solutions for d = 1). From Proposition 5.3 it follows that the holomorphic factor γ(z) is
a polynomial. With a translation of the liquid region, we may normalise the homeomorphism in
Theorem 5.1 by g(0) = 0. In this case, see Proposition 5.3, γ is a polynomial of degree d− 1 of
the form
γ(z) = αz
d−2∏
i=1
(z − eiθi) α 6= 0. (5.16)
The rational parametrization of ∂L from Theorem 5.1 is given this time by a polynomial of
degree d− 1, p(z) = a0 + a1z + · · · ad−1zd−1. Indeed, (5.10) shows that
p = γ − 1
d
zγ′, p(0) = g(0). (5.17)
The symmetry (5.2) takes now the form γ(z) = zd γ(1/z¯) . Such polynomials are called self-
inversive, see [67, Chapter 7]. From the symmetry and (5.17), or from (5.9), we find that
a¯1 = (d− 1)ad−1. (5.18)
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All roots of such self-inverse polynomials occur on ∂D or as conjugate pairs relative to ∂D.
Let us then denote by S∗d−1 the class of polynomials of degree d − 1 that are univalent, i.e.
injective, in D and satisfy (5.18). Note that imposing the condition g(0) = 0 was for mere
convenience, it only affects the value a0 = g(0) (but might change the degree of γ). In this
setting Theorem 5.2 reads as follows.
Corollary 5.4. The polynomial parametrization p from (5.17) is univalent in D, that is p ∈ S∗d−1.
Vice versa, every p ∈ S∗d−1 arises in this fashion. That is, for every p ∈ S∗d−1, there exists a
d-to-1 proper mapping f from L = p(D) onto D, such that ∂z¯f = f∂zf . Moreover, the Blaschke
term in the decomposition (5.4) is B(z) = zd.
Proof. Since g is homeomorphism, p(S1) is a non-selfcrossing curve bounding the region L =
g(D). It follows from the argument principle that p takes each value of L exactly once and thus
p maps D univalently onto L.
In order to prove converse direction we need to show that every p ∈ S∗d−1 satisfies the Conditions
i) - iii) from Theorem 5.2 with respect to B(z) = zd. Here the first and third conditions are
clear, while for the second, it follows from univalence and condition (5.18), see [55, Lemma 2.6]
that p′ is self-inversive with respect to degree d− 2,
p′(z) = zd−2p′(1/z¯). (5.19)
This is Condition ii). Thus Theorem 5.2 gives the required solution f = (g−1)d.
When considering the special case B(z) = zd, we are thus led to univalent polynomials in the
unit disk. For an overview of the subject, see [67, 7.4]. Since p is univalent in D, p′ does not
vanish in D and neither in C \ D because of (5.19). Thus all the d − 2 critical points of p are
forced to be on the unit circle S1. Furthermore, these all have to be simple from univalence of p
and thus geometrically correspond to an (inward pointing) cusps.
Example 5.2. The simplest examples come from placing the critical points at the roots of unity.
The choice of γ(z) = dd−1(z + z
d−1) leads to p = z + 1d−1z
d−1, with p′ = 1 + zd−2. When d = 2
the liquid region L is the unit disk, for d = 3 it is a cardioid, and in general it is an epicycloid
with d− 2 cusps.
By placing two critical points sufficiently close to each other the boundary curve might develop a
double point (a tacnode). Extremal examples of this phenomenon are known as Suffridge curves
[55, 67] – these curves have d− 3 tacnodes in addition to the d− 2 cusps.
5.4 Geometry of the boundary
We saw in the previous section that with B(z) = zd, the frozen boundary ∂L of a liquid domain is
parametrized by a univalent polynomial and is locally convex except at d−2 cusps. In the general
case with B a degree d Blaschke product, Theorem 5.1 gives the boundary a parametrization by
a rational function R. This rational map need not be injective in all of the unit disk, however,
the geometry of ∂L remains much the same, as we will next see.
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For a simply connected domain L ⊂ C with piecewise smooth boundary we let τ(ζ), ζ ∈ ∂L,
denote the unit tangent vector of ∂L, with direction induced by the counter-clockwise orientation
of the boundary.
Theorem 5.5. Suppose L is simply connected with ∂L frozen and f : L → D as in Theorem 5.1.
Let d = deg(f). Then
i) The tangent vectors τ(ζ) and the boundary values f(ζ) ∈ ∂D are related via the identity
f(ζ) = −τ(ζ)2, ζ ∈ ∂L \ {cusps}. (5.20)
ii) ∂L is locally strictly convex and smooth, except at precisely d− 2 cusps.
Thus for every ζ ∈ ∂L outside the cusps and tacnodes, B(ζ, ε)∩L is strictly convex for ε > 0
small
enough. At the tacnodes ζ ∈ ∂L the set B(ζ, ε) ∩ L has two components, both convex.
iii) The map f : L → D extends continuously to the closure L.
Proof. Let us first record how the tangent vector changes along the boundary. We follow here [55,
Lemma 2.7], where the polynomial case was covered. For the rational boundary parametrisation
of ∂L, we use the symmetry (5.9) to find that
z2R′(z)2 = |R′(z)|2B(z), z ∈ ∂D. (5.21)
Thus on the unit circle, zR′(z) = A(z)
√
B(z) for some continuous function A : ∂D → R, where
by Theorem 4.15 all critical points of R on ∂D are simple. Thus the function changes sign exactly
at each critical point of R.
On the other hand, for z = eit ∈ ∂D, we can identify the tangent to ∂L via dR(eit)dt = izR′(z).
Hence the unit tangent field of ∂L takes the form
τ(ζ) = i sgn(A(z))
√
B(z), ζ = R(z), z ∈ S1 \ {critical points of R}. (5.22)
But from Theorem 5.1, f ◦R(z) = B(z) on S1. This proves the claim i).
Since the map g : D→ L from Theorem 5.1 is a homeomorphism, the boundary curve g(S1) =
R(S1) is a non-selfcrossing. Further, the identity (5.20) shows that as one moves along ∂L in
the counter-clockwise direction, the argument of the tangent τ(ζ) is strictly increasing on each
smooth arc of the boundary. That gives the convexity properties in claim ii), and shows that the
singularities of ∂L are all simple cusps or tacnodes (double points).
Similarly, at each cusp the unit tangent vector on ∂L makes a half-turn backwards, correspond-
ing to the sign changes of A in (5.22). Since ∂L is non-selfcrossing, the unit tangent vector τ(ζ)
turns around once as we go along the boundary, while the term
√
B(z) from (5.22) turns around
d/2 times. Thus (5.22) forces us to have exactly d− 2 cusps, (simple) critical points of R on S1.
Finally, the mapping g−1 : L → D develops a discontinuity on the boundary ∂L at its double
points. However, such points share the same tangent line, meaning that τ ◦ g(z) = −τ ◦ g(z′),
for the two pre-images g(z) = ζ = g(z′). From (5.22) we thus have B(z) = B(z′) so that the
function f = B ◦ g−1 is continuous even at double points of ∂L.
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Theorem 5.5 has a curious consequence on the uniqueness of solutions to the Beltrami equation
(5.3): There exists at most one proper map f : L → D solving the equation. Thus the map f
and its properties are intrinsic to L !
Corollary 5.6. Let L ⊂ C be a bounded simply connected domain and assume f1, f2 : L → D
are continuous proper maps, both solutions to fz¯(z) = f(z) fz(z) in L. Then f1 = f2.
Proof. Given a triangle N = co{p1, p2, p3}, Theorem 3.16 gives us a harmonic homeomorphism
U : D→ N◦ and two Lipschitz functions h1 and h2 on L, such that
∇hk(z) = U ◦ fk(z) with div
(∇σ(∇hk)) = 0, z ∈ L, k = 1, 2.
But Theorem 5.5 i) tells that f1 and f2 agree on ∂L, thus ∇h1 and ∇h2 have the same boundary
values, in particular same tangential derivatives. Hence with an additive constant, the functions
hk agree on ∂L. As these are both minimizers for
´
L σ(∇h)dx we have h1 = h2.
The result holds for multiply connected domains, too, but requires little more work, see Corollary
5.16.
5.5 Finite connectivity
Let us then turn to the geometry of general liquid regions L, as described in Definition 1.1. To
start with, the definition itself does not require any connectivity properties of L, c.f. Figure 3,
but when the boundary is frozen, it is easy to see that L cannot have infinitely many components.
Lemma 5.7. Suppose N and σ are as in (1.3), and that in a bounded domain L there is a
solution h to (1.7), such that ∇h : L → N◦ \ G is a continuous and proper map. Then L has at
most finitely many connected components.
Proof. Let {Lk} be the components of L. Then for each component ∇h : Lk → N◦ \ G is
continuous and proper, thus surjective. Choose w ∈ N◦ \ G. Then for each k we have a
point zk ∈ Lk with ∇h(zk) = w. If L has infinitely many components, then the {zk} have a
accumulation point z0 ∈ ∂L. But then ∇h(zk) 6→ ∂N and ∇h cannot be proper on L.
Next show that each connected component of the liquid region is finitely connected, when ∂L
is frozen. For that we need a few auxiliary results.
Lemma 5.8. Suppose L ⊂ C is a bounded domain and f : L → D a proper holomorphic map.
If 0 < r < 1, let Wr be a component of f−1({w ∈ D : r < |w| < 1}). Then
f : Wr → {w ∈ D : r < |w| < 1}
is a proper holomorphic map and hence surjective. In addition, for every 0 < r < 1, every
boundary component of L is contained in the closure of f−1({w ∈ D : r < |w| < 1}).
Proof. Let {zk}k ⊂ Wr be a sequence such that limk→∞ zk = z∗ ∈ ∂Wr. In case z∗ ∈ L, we
have |f(z∗)| = r, while |f(z∗)| = 1 if z∗ ∈ ∂L. The first claim follows from this; similarly for the
second claim, it follows from properness of f(z), that |f(z)| → 1 when z → ∂L.
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Lemma 5.9. Suppose L ⊂ C is a bounded multiply connected domain. Assume that f : L → D
is a proper holomorphic map and let B1, B2 be two different components of ∂L.
Then for 0 < r < 1 large enough, B1 and B2 cannot lie in the closure of the same component
Wr, where Wr defined as in Lemma 5.8.
Proof. Assume the contrary. Then for all 0 < r < 1 the exists a path γr : (0, 1) → Wr which
connects B1 and B2. On the other hand, we can separate B1 and B2 by a curve γ˜ in L going
through the point w0, where f(w0) = 0.
Consider next the hyperbolic metric of dL of L. That is, by the uniformization theorem for
arbitrary planar domains [36] we may choose the unit disc as the universal covering of L, and
then equip L with the push-forward of the Poincare metric of D by the covering map. In the
hyperbolic metric the length of γ˜ is bounded, say less than M <∞. Moreover, since γ˜ separates
B1 and B2 in L, the paths γr and γ˜ must intersect, so that dL(γr(t), w0) ≤M for some parameter
t ∈ (0, 1).
On the other hand by the Ahlfors-Schwarz-Pick Lemma [6], analytic mappings are contractions
in the hyperbolic metric, which gives
dD(f ◦ γr(t), 0) ≤ dL(γr(t), w0) ≤M.
Thus if we take r < 1 so close to 1 that the hyperbolic distance dD(r, 0) > M , necessarily
|f ◦ γr(t)| < r at this special parameter point, and therefore the path γr cannot be contained in
the component Wr.
Proposition 5.10. Assume that L ⊂ C is a bounded domain and that f : L → D is a proper
holomorphic map. Then L is finitely connected.
Proof. By Rado’s theorem, [61, Rado’s theorem, p. 219], a holomorphic map f : L → V is proper
if and only if degwf is constant and finite. But Lemmas 5.8 - 5.9 show for a proper holomorphic
map f : L → D that degw f gives an upper bound for the number of connected components of
the boundary ∂L. This proves the claim.
Proposition 5.11. Let L ⊂ C be a bounded domain and assume that f : L → D is a proper map
solving the Beltrami equation ∂z¯f(z) = f(z)∂f(z) for z ∈ L. Then L is finitely connected.
Proof. As in the proof of Theorem 4.1, we give L a complex structure A by requiring the analytic
charts to satisfy (4.5). Then (L,A) is a planar Riemann surface, admitting a uniformization
G : L → L′ to some planar domain L′. This solves the Beltrami equation ∂z¯G(z) = f(z)∂G(z)
and by classical Stoilow’s factorization theorem, f = φ ◦ G where φ : L′ → D is a proper
holomorphic map. By Proposition 5.10 the domain L′, and hence L, is finitely connected.
5.6 Multiply connected liquid domains
We then sum up the properties of the nonlinear Beltrami equation
∂z¯f(z) = f(z)∂zf(z), z ∈ L, (5.23)
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in general (bounded) planar domains which are not necessarily simply connected. This situation
arises as soon as one has gas components but it appears naturally as well in many other settings,
see e.g. Figure 1.
We already know from the previous section that proper solutions f : L → D to (5.23) exist only
in finitely connected domains. To describe then the boundaries ∂L in detail we first need to
understand their parametrisations. For this, recall from Theorem 4.1 the representation
f = φ ◦ g−1, (5.24)
where φ : D → D is analytic, D is a circle domain and g : D → L is a homeomorphicW 1,2loc -solution
to the linear Beltrami equation
∂z¯g(z) = −φ(z)∂zg(z), z ∈ D. (5.25)
Assuming f : L → D to be proper, this makes φ : D → D a proper map.
The boundary values of the homeomorphism g(z) in (5.24) - (5.25) give now a parametrisation
of L. To analyse its properties, consider again the holomorphic factor γ(z) := g(z) + φ(z) g(z).
As in the proof of Theorem 4.9 we see from (4.14), since g is bounded and φ : D → D is proper,
that
γ(z)− φ(z)γ(z)→ 0 as z → ∂D. (5.26)
In view of Lemma 4.8, this means that γ extends meromorphically beyond the boundary circles
of ∂D, in particular it is continuous up to ∂D.
In fact, the best way to describe the analytic extension of γ(z) (and of the other relevant
functions here) is in terms of the Schottky double D̂ of D, for details see e.g. [64, Section 2.2]. In
our case D̂ is a compact Riemann surface containing D, equipped with an anti-analytic reflection
j(z) that fixes ∂D pointwise. In this terminology, the argument of Lemma 4.8 shows that γ(z)
and φ(z) extend meromorphically to D̂ with transformation rules
γ
(
j(z)
)
=
γ(z)
φ(z)
and φ
(
j(z)
)
=
1
φ(z)
, z ∈ D̂. (5.27)
Since φ : D → D is proper, Schwarz reflection principle shows that φ(z) extends analytically
across the boundary circles of ∂D. For the extension and ζ ∈ ∂D one has |φ(ζ)| = 1, and
φ
(D ∩B(ζ, ε)) ⊂ D. These mapping properties show that φ(z) has no critical points on ∂D.
Lemma 5.12. The function
Φ(z, w) =
φ(w)γ(z)− γ(w)φ(z)
φ(w)− φ(z) (5.28)
is meromorphic in D̂ × D̂. Moreover,
g(z) = Φ(z, j(z)), z ∈ D. (5.29)
Thus g(z) has meromorphic boundary values, g(z) = Φ(z, z) for z ∈ ∂D, and it extends real
analytically to D̂.
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Proof. It is clear that Φ(z, w) is meromorphic outside the diagonal of D̂ × D̂, and from Taylor
series of the local representatives we see that
lim
w→z Φ(z, w) = γ(z)− φ(z)
γ′(z)
φ′(z)
=
(γ/φ)′
(1/φ)′
, z ∈ D̂. (5.30)
Here R(z) := Φ(z, z) is meromorphic on D̂, in fact the ratio of differentials of two meromorphic
functions on the surface. From the transformation rules (5.27) we then have
Φ(z, j(z)) =
φ(j(z))γ(z)− γ(j(z))φ(z)
φ(j(z))− φ(z) =
γ(z)− φ(z)γ(z)
1− |φ(z)|2 = g(z), z ∈ D, (5.31)
which proves the second claim.
In a similar fashion the symmetries (5.27) show that
Φ
(
j(w), j(z)
)
=
γ(w)− γ(z)
φ(w)− φ(z) , z 6= w ∈ D̂, (5.32)
so that R∗(z) := limw→z Φ
(
j(w), j(z)
)
= γ′(z)/φ′(z) defines a meromorphic function on D̂.
In the case of lozenges model, Kenyon and Okounkov [49, Theorem 2] showed for a large
class of special boundary values (with the liquid domain L simply connected) that the frozen
boundary ∂L is algebraic. The following result, in combination with Corollary 3.15 and Theorem
6.5, generalizes algebraicity to all dimer models, all natural polygonal domains with oriented
boundary values. In particular, here we allow multiply connected domains.
Theorem 5.13. Suppose L ⊂ C is a bounded domain, supporting a continuous and proper map
f : L → D, which is a W 1,2loc -solution to
∂z¯f(z) = f(z)∂zf(z). (5.33)
Then the boundary ∂L is the real locus of an algebraic curve (minus the finite set of possible
isolated points of the curve).
In addition, ∂L does not have degenerate boundary components. It has finitely many singulari-
ties, and these are either simple cusps or tacnodes.
Proof. To start with, by Corollary 4.7 the boundary ∂L does not have any isolated points. With
Lemma 5.12 we represent ∂L = g(∂D) as the image of the boundary of a finitely connected
circle domain, under the function R(z) = Φ(z, z) meromorphic on D̂. Thus by Theorem 4.15 the
singularities of ∂L are all either simple cusps or tacnodes.
In addition, (5.30) - (5.32) give R∗(z) = (R ◦ j)(z), so that R(z) = R∗(z) = Φ(z, z) = g(z) for
points z ∈ ∂D. Combining this with the identity γ(z) := g(z) + φ(z) g(z) implies
R(z) = γ(z)− φ(z)R∗(z), z ∈ D̂. (5.34)
As R∗(z) = γ′(z)/φ′(z), for the differentials we then have
R′(z) = −φ(z)(R∗)′(z), z ∈ D̂, (5.35)
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an analogue of (5.9).
Next, any two meromorphic functions on a compact Riemann surface are polynomially related.
Thus we can find a non-trivial and irreducible polynomial P (ζ, ω) of two complex variables, such
that P (R,R∗) = 0 on D̂. In particular,
R(∂D) ⊂ {ζ ∈ C : P (ζ, ζ) = 0}, (5.36)
and our task is to show here the equality, up to the set of isolated points of the real locus of the
variety. For this, let
C := {(ζ, ω) ∈ C× C : P (ζ, ω) = 0}, (5.37)
let α : C → C stand for the embedding to its projective closure in P2(C) and let S ⊂ C with
S ⊂ C be the set of singularities of C and C , respectively. The curve allows a resolution of
singularities, a map pi : D̂ → C which is biholomorphic away from S .
Mimicking [11], consider the finite set
E = {z ∈ D̂ : either R(z) =∞, R∗(z) =∞ or (R×R∗)(z) ∈ S}.
In the complement, for z ∈ D̂ \ E, one can define H(z) := pi−1 ◦ α ◦ (R × R∗)(z). This is a
meromorphic function, and since R×R∗ takes D̂ \ E to C ⊂ C× C, we can write
(R×R∗)(z) = (β1 × β2) ◦H(z), z ∈ D̂ \ E. (5.38)
According to [11, Lemma 8] both β1, β2 extend to meromorphic functions of D̂, and similarly,
H extends meromorphically to H : D̂ → D̂. Moreover, β1 × β2 is injective outside H(E).
A main step in our argument is now to show that H is injective outside a finite set. Here the
key is to use the special symmetries of R and R∗. Namely, upon derivating (5.38) the symmetry
(5.35) gives for the differentials,
(β′1 ◦H)(z) = −φ(z) (β′2 ◦H)(z), z ∈ D̂.
Thus if H(z) = H(w) for z, w ∈ D̂ \E then φ(z) = φ(w), outside the common critical points of
R and R∗. But φ(D) = D with |φ(j(z))| = 1/|φ(z)|. Therefore we have only three possibilities,
either both z, w ∈ D, they both lie on the boundary ∂D or as a third case, both j(z), j(w) ∈ D.
If we consider the first case z, w ∈ D, combining (5.34) and (5.38) gives γ(z) = γ(w). Inserting
this information with φ(z) = φ(w) to (5.31) shows that g(z) = g(w). But g is a homeomorphism
on D, so that z = w. The same argument shows that H is injective in j(D), outside the union
of E and the common critical points of R and R∗. Last, on ∂D the boundary values of g (i.e.
R) is injective outside the possible tacnodes. With (5.38) the same holds for H.
All in all, we have shown that H : D̂ → D̂ is meromorphic and injective outside a finite set,
which implies that H is biholomorphic.
To conclude the theorem, suppose ζ ∈ C lies on the real locus of P , i.e. P (ζ, ζ) = 0. Then
ζ = R(z0) and ζ = R∗(z0) for some z0 ∈ C, with
R(z0) = R∗(z0) = R
(
j(z0)
)
and R∗(z0) = R(z0) = R∗
(
j(z0)
)
.
We know that outside a finite set, R × R∗ is injective. Thus outside this finite set we obtain
z0 = j(z0), meaning that z0 ∈ ∂D and ζ = R(z0) ∈ R(∂D).
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Remark 5.14. The identities (5.34) - (5.35) imply that the dual curve of (5.37) is parametrised
by
(
1/γ(z), 1/γ∗(z)
)
, where γ(z) = g(z) + φ(z) g(z) is the associated analytic factor. In case the
curve has genus zero, i.e. L is simply connected and R(z) is rational, the representation (5.15)
indicates that the real locus of the dual curve is a winding curve, in the sense of [49].
The geometric properties of liquid boundaries we found earlier generalise quickly to the multiply
connected case. In a bounded and multiply connected domain L with piecewise smooth boundary
we let τ denote the tangent field on ∂L, with direction induced from the orientation of L. Thus
τ(ζ) has counter-clockwise direction on the outer component of ∂L and clockwise direction on
the interior components.
Theorem 5.15. Suppose L ⊂ C is a bounded domain supporting a solution f to (5.33), such
that f : L → D is a proper map. Then a) f(z) is real analytic in L and extends continuously up
to the boundary ∂L.
b) If τ is the tangent field on ∂L, then f(ζ) = −τ(ζ)2, ζ ∈ ∂L \ {cusps}.
c) In the complement of the cusps, ∂L is locally strictly convex in the sense of Theorem 5.5 ii).
d) If ∂Lk , k = 1, . . . ,m are the components of ∂L, then each ∂Lk has |dk − 2| cusps, where
dk is the degree of f : ∂Lk → ∂D.
Proof. From Theorem 4.1 we have f = φ ◦ g−1, where φ : D → D is analytic and proper,
D = D \ ∪`k=1D(zk, δk) is a circle domain and the homeomorphism g : D → L solves (5.25). The
argument is now basically the same as in Theorem 5.5. If Sk = ∂D(zk, δk) and we are given a
component ∂Lk = g(Sk) of ∂L, instead of D̂ it is here convenient to use the reflection across Sk,
jk(z) = zk +
r2k
z − zk ,
and defineR∗(z) = (R ◦ jk)(z) with φ
(
jk(z)
)
= 1/φ(z). This again leads toR′(z) = −φ(z)(R∗)′(z)
near Sk. Arguing then as in Theorem 5.5 proves the claims. We leave the details to the reader.
In particular, Theorem 5.15 tells that the bounded components of the complement C \ L each
have three or more outward cusps.
As for simply connected domains in the earlier subsection, Theorem 5.15 (with Theorem 5.13)
leads to the uniqueness of proper maps f : L → D solving the Beltrami equation (5.33).
Corollary 5.16. Let L ⊂ C be a bounded domain and assume f1, f2 : L → D are continuous
proper maps, both solving the Beltrami equation fz¯(z) = f(z) fz(z) in L. Then f1 = f2.
Proof. First by Theorem 5.15 b), the maps f1 and f2 agree on the boundary ∂L. Second,
Theorem 4.1 gives us the factorisations fj = φj ◦ g−1j , where gj : Dj → L is a homeomorphic
solution to ∂z¯g = −φj(z) ∂zg and the φj are analytic with |φj(z)| < 1 in Dj . And third, the
homeomorphisms have meromorphic boundary values,
gj∣∣
∂Dj
= Rj∣∣
∂Dj
, Rj meromorphic on Dj , j = 1, 2.
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As in (5.36) we have polynomials Pj(z, w) with Pj(Rj , R∗j ) = 0, such that ∂L = Rj(∂Dj) is the
real locus of Pj . Since on the boundary, for z ∈ ∂Dj , we have Pk(Rj(z), R∗j (z)) = 0, the identity
holds in all of C and we can take P1 = P2 =: P .
The curve C in (5.37) has now two parametrizations, by R1×R∗1 and by R2×R∗2. In addition, we
see from the proof of Theorem 5.13 that both are proper, i.e. injective outside a finite set on the
respective Schottky doubles D̂j . As proper parametrizations are unique up to an automorphism,
we see that R1 = R2 ◦ ψ for some conformal automorphism ψ : D1 → D2.
On the other hand, the analytic coefficients φj (= fj ◦ gj) have now the same boundary values
up to the automorphism ψ, thus φ1 = φ2 ◦ ψ. Similarly, the analytic factors γj(z) = Rj(z) +
φj(z)R
∗
j (z) in (5.34) are equal up to ψ, i.e. γ1 = γ2 ◦ ψ. Finally, inserting these to the last
identity in (5.31) we see that g1 = g2 ◦ ψ, and finally from the factorization that f1 = f2.
Combining now Corollaries 4.2 and 5.16 gives
Corollary 5.17. The proper maps f : L → D solving fz¯ = µσ(f) fz are (if they exist) unique
up to an automorphism η : D → D preserving µσ.
5.6.1 Proof Theorem 1.2.
If h is a C1-solution to div
(∇σ(∇h)) = 0 in a bounded domain L, and ∇h : L → N◦ \ G is a
proper map, then Theorem 3.14 and Corollary 3.15 construct from ∇h a solution to the Beltrami
equation (5.33), such that f : L → D is proper. Thus the first two claims, a) and b) of Theorem
1.2, follow Theorems 5.1 and 5.13. The claim c) follows from Theorem 5.15 and Theorem 5.5. 2
5.7 Boundary regularity of solutions and the Pokrovsky - Talapov Law
We conclude this section with the boundary regularity properties for solutions to the Beltrami
equations (4.8) and (5.33), as well as the for the minimizers of (1.1), under the appropriate
properness assumptions. Since now the question is about local properties, it is most convenient
to discuss the results in the setting of partially frozen boundaries.
Thus let L be a bounded domain, and f : L → D a continuous W 1,2loc -solution either to (5.33)
(so that D = D is the unit disc) or to (4.8), with D a general circle domain. Furthermore, we
assume that there is a connected part Γ ⊂ ∂L with a smooth crosscut γ of L, such that γ ∪ Γ is
the boundary a simply connected domain contained in L. That is, γ is a simple arc of L, with
end points on ∂L. In addition, of the map we assume that
f(z)→ ∂D as z → Γ in L. (5.39)
In particular, recall from Corollary 3.15 that, for instance, if we have a solution to the equation
div
(∇σ(∇h)) = 0 with
∇h(z)→ ∂N ∪ G as z → Γ, z ∈ L,
then (5.39) holds for f = (H′σ ◦ Lσ ) ◦ ∇h .
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A prototype of (5.39) is, naturally, the situation of Theorems 5.13 and 5.15, where f : L → D
is a proper map and Γ ⊂ ∂Lk is an arc of a component of ∂L. The general situation does not
differ much from this.
Theorem 5.18. Let f : L → D be a solution the equation fz¯ = f fz, with the domain L and
Γ ⊂ ∂L be as above, and assume that (5.39) holds.
Then Γ is an analytic curve with at most finitely many singularities {ζj}. The (possible) sin-
gularities are all either first order cusps or tacnodes.
Furthermore, for z0 ∈ Γ \ {ζj} outside the cusps, f ∈ Lip1/2
(
Bε(z0) ∩ L
)
where the Hölder
exponent is optimal.
Proof. Call L˜ the domain bounded by γ ∪ Γ. Assume first f solves ∂z¯f(z) = f(z)∂f(z) in L˜.
Then from Theorem 4.1 we obtain a homeomorphism g : D → L˜ and a holomorphic function
φ : D→ D such that f = φ ◦ g−1 in L˜. In particular, g is teleomorphic solving
∂z¯g(z) = −φ(z)∂g(z), z ∈ D. (5.40)
The function f is real analytic and bounded away from ∂D locally in L, in particular this holds
on the arc γ ∩ L ⊂ ∂L˜. Since ∂z¯g−1(z) = f(z)∂g−1(z), we see that the inverse g−1 extends
locally quasiconformally across γ, and thus g defines a continuous injective map on an open arc
IL := g
−1(γ) ⊂ ∂D. We also observe that φ extends smoothly to IL and satisfies |φ(w)| < 1 for
all w ∈ IL.
On the complementary arc IF = ∂D \ IL, the condition (5.39) implies the unrestricted limit
lim
z→w |φ(z)| = 1 for every w ∈ IF . (5.41)
Hence Theorem 4.12 and (4.22) show that Γ = R(−1, 1) for a function R analytic and locally
injective on the interval. The cusps of Γ are simple by Theorem 4.15. Moreover, the symmetries
(4.19) can be used, as in the proof of Theorem 5.5, to prove the local convexity of Γ, i.e. that
for ζ ∈ Γ outside the cusps and tacnodes, B(ζ, ε) ∩ L is convex for ε > 0 small. This proves the
claims on the geometry of Γ.
For the regularity of the map, by Theorem 4.9 the coefficient φ extends analytically across IF ,
without any critical points on the interval. Thus outside the critical points of R, for z0 ∈ Γ\{ζj},
the factorisation f = φ ◦ g−1 in L˜ combined with Proposition 4.13 shows that for r > 0 small
enough
|f(z)− f(w)| ≤ C|z − w|1/2, z, w ∈ Br(z0) ∩ L,
where the Hölder exponent 1/2 optimal. Finally, the continuity at possible tacnodes follows as
in Theorem 5.5.
Corollary 5.19. Let f : L → D be a solution to the equation (4.8), fz¯ = µσ(f) fz, and let the
domain L and Γ ⊂ ∂L be as in Theorem 5.18, so that (5.39) holds.
Then all conclusion of Theorem 5.18 remain true, except that at the possible tacnodes f has
one-sided limits, Hölder continuous with exponent 1/2.
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Proof. For solutions f to (4.8), Theorem 5.18 holds for f̂ := µσ ◦ f , which solves (5.33). Since
as an analytic and proper map µσ : D → D does not have critical points on ∂D, we have
f ∈ Lip1/2
(
Bε(z0) ∩ L
)
outside the cusps and tacnodes. However, at possible tacnodes the
argument gives only one-sided limits.
Remark 5.20. With the assumptions of Theorem 5.18 we avoid a possible accumulation of gas
components (or other components of C \ L) on Γ. Whether such an accumulation can really
happen we leave as an open question.
On the other hand, if Γ is not connected, it is possible to have accumulation points of cusps in
the reference polygon Ω, even such that for any ball Br(z0) centered at an accumulation point z0,
H1(Br(z0)∩ ∂LF ) = +∞. That such situations do occur can be seen from constructions in [31].
It could also happen that instead of (5.41) one has IF = {z0} ∈ ∂D a singleton. We hope to
analyse this situation in a future work. A special case has already been considered in [31], giving
a partially frozen boundary containing line segments that do not separate phases. In fact, [31]
allows the boundary components of this form to have infinite one-dimensional Hausdorff measure
as well as accumulation points, even for smooth boundary values h0.
At the singularities the boundary behaviour is a little more complicated. Applying the argument
above together with Corollary 4.16 one obtains the following explicit description.
Corollary 5.21. Suppose the mapping f : L → D, domain L and the connected part Γ ⊂ ∂L are
as in Theorem 5.18, with (5.39) holding. If ζj ∈ Γ is a cusp of Γ, then f ∈ Lip1/3
(
Bε(ζj) ∩ L
)
,
where the Hölder exponent is optimal. Moreover,
a) There is a line ` transversal to the cusp at ζj, such that
f ∈ Lip1/3(` ∩B(ζj , ε)).
b) However, in the direction τ of the cusp, f ∈ Lip1/2(τ ∩B(ζj , ε)).
In particular, if f : L → D is a proper map solving Equation (5.33), then f ∈ Lip1/3(L ).
In view of the factorisation f = φ ◦ g−1 as in proof of Theorem 5.18, one sees from Figure 7
how f behaves at ζj in other than the cusp direction.
5.7.1 Proofs of Theorems 1.4 - 1.6 and 1.8.
Proof of Theorem 1.5. On collecting the previous results, claims a) - c) follow from Theorems
5.13 and 5.15. Claims d) and f) are given by Corollary 5.21. The last remaining claim e) is a
consequence of Theorem 5.18. 2
Theorem 1.6 is a part of Theorem 5.18. However, Theorems 1.4 and 1.8 require their details.
Proof of Theorem 1.4. Assume that the surface tension σ has gas components in (2.1). As in
Section 3.4, let ψ+ be a uniformizing map of Dom(Hσ). Then ψ−1+ ◦ Lσ is a homeomorphism
from N◦ \ G to a circle domain D. Further, Theorem 3.14 gives us the map f = ψ−1+
(
Lσ ◦ ∇h
)
,
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which is proper by our assumption of ∂L being frozen. Hence, by properness, given any of the
inner circles Sk of D, the map f takes one of the components of ∂L, say ∂Ls, to Sk. Then (5.39)
shows that ∇h(z)→ qk when z → ∂Ls.
On the other hand, given a bounded domain W ⊂ Ω, if the minimiser of (1.1) is affine on ∂W ,
then it is easy to see that the minimiser is affine in all of W . Here, for instance, one can argue
as in Proposition 8.1, with Φ constant. In particular, above ∂Ls must be the boundary of a
bounded component Uq of C \ L. Since Ω is bounded and simply connected we see that Uq ⊂ Ω
and moreover, that Uq has the properties of a gas domain required by Theorem 1.4. 2
Proof of Theorem 1.8. Assume in a bounded domain L ⊂ C the Euler-Lagrange equation (1.7)
admits a solution h,
div
(∇σ(∇h)) = 0 in L, such that ∇h(z)→ ∂N ∪ G as z → ∂L.
Here σ is any surface tension as in (2.1).
As above, we apply Theorem 3.14. This gives us the circle domain D = D \ ∪`k=1D(zk, δk) and
a proper map f : L → D solving fz¯ = µσ(f)fz, tied together with h by the relation
∇h(z) =
m∑
j=1
pj ωD
(
f(z); Ij
)
+
∑`
k=1
qk ωD
(
f(z);Sk
)
, z ∈ L. (5.42)
Here Sk = ∂D(zk, δk), and the Ij ⊂ ∂D are disjoint open arcs with union of their closures
covering ∂D. We also have the representation f = ψ−1+
(
Lσ ◦ ∇h
)
, where ψ+ : D → Dom(H) is
the uniformising map and H = Hσ the structure function from (3.48).
From this representation, and much of the previous results, Theorem 1.8 readily follows. Indeed,
for the first claim, if Ij,` ⊂ ∂L is a component of f−1(Ij), we see from (5.42) that
∇h(z)→ pj as z → z0 ∈ Ij,`,
while at an endpoint of the arc Ij,` the gradient ∇h(z) fails to be continuous.
Similarly, for any component Jk,r ⊂ ∂L of f−1(Sk), we see that ∇h(z)→ qk as z → z0 ∈ Jk,r.
The union of the Ij,` and Jk,r covers ∂L up to a finite set, which gives claim a) in Theorem 1.8.
Concerning claim b), we give the proof only for corners and quasifrozen points p0 = pj ∈P
⋃
Q;
the case of gas points p0 = qk ∈ G is completely analogous, with Corollary 3.7 replacing the role
of Corollary 3.6.
For corners and quasifrozen points, first use Corollary 3.6 to see that ψ+ : D → Dom(H) extends
analytically across each arc Ij . Next, since Lσ ◦ ∇h = ψ+ ◦ f , Corollary 5.19 then shows that
(∇σ ◦∇h)(z) has a definite limit, contained on the boundary of the subdifferential ∂σ(pj), when
z → z0 ∈ Ij,`. Finally, according to Theorem 1.7,
lim
z→z0,z∈L
∇σ(∇h(z)) = lim
τ→0+
∇σ(pj + τ(pˆ− pj)), (5.43)
for some pˆ ∈ N◦ \ G.
For b) it hence remains to identify the limiting direction pˆ− pj of the gradient ∇h(z) in (5.43).
Here use Corollary 3.6 to choose a smooth arc-length parametrisation ζ(t), −∞ < t <∞, of the
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boundary of ∂σ(pj). In particular, if ∇̂σ(pj ; pˆ − pj) = ζ(t0), then according to Proposition 2.3
the tangent ζ ′(t0) is orthogonal to pˆ− pj .
Write now the identities (3.5) in the form H
(
p+∇σ(p)
)
= p − ∇σ(p). Using this at p =
pj + τ(pˆ− pj) and taking the limit with Theorem 1.7, we arrive at H
(
pj + ζ(t)
)
= pj − ζ(t) for
t ∈ R. Derivating this leads to
H′
(
pj + ζ(t)
)
ζ ′(t) = −ζ ′(t) ⇒ H′
(
pj + ζ(t)
)
= −ζ ′(t)2.
The last step is to connect the above identity to the map f̂ = µσ(f), a solution to (5.33). Namely,
from Theorem 3.14 and (3.59), f̂(z) = H′ ◦ (Lσ ◦ ∇h )(z). Therefore, if now z → z0 ∈ ∂L,
∇h(z)→ pj and ∇σ ◦ ∇h(z)→ ζ(t0) ∈ ∂σ(pj), we see that
f̂(z0) = H′
(
pj + ζ(t0)
)
= −ζ ′(t0)2.
But from Theorem 1.5 we also know that f̂(z0) = −τ(z0)2, where τ(z0) is the tangent to the
boundary of the liquid domain ∂L at z0. Thus the two tangents are parallel, so that pˆ − pj ,
the asymptotic direction of ∇h(z) as z → z0 in L, is orthogonal to both. With this claim b) in
Theorem 1.8 follows.
For c), the boundary regularity of h and the Pokrovsky-Talapov law, suppose z0 ∈ Ij,` ⊂ ∂L
and nz0 the inner normal to L at z0. Then
h(z0 + δ nz0)− h(z0)− δ 〈nz0 , pj〉 =
ˆ δ
0
〈nz0 ,∇h(z0 + tnz0)− pj〉dt.
To estimate the term under the integral sign, recall from Theorem 3.14 and (3.62) the decom-
position ∇h = Uσ ◦ f . Here U = Uσ is a harmonic homeomorphism with ∂Ur(f(z0)) 6= 0 by
(3.29). On the other hand, Corollary 4.2 tells that f = η ◦ g−1 where η is a proper analytic map
between two circle domains, thus with non-vanishing derivative on the boundary. Last, with the
symmetry (5.29) the teleomorphic homeomorphism g : D → L has vanishing normal derivatives
on ∂L. As in Proposition 4.13, the derivates ∂ζg(z0) in other directions are non-zero, however,
they all become tangential on the boundary. Therefore g−1 preserves the normal direction, it
even takes a cone of directions around nz0 asymptotically to the normal direction at w0 ∈ ∂D,
g(w0) = z0. Thus as in Proposition 4.13 one has |g−1(z0 + tnz0) − g−1(z0)| ' t1/2. Combining
the estimates completes the proof of Theorem 1.8. 2
Combining with Corollary 5.21 one can describe the behaviour of ∇h(z) also at a cusp of ∂L
(unless that happens to be an endpoints of some Ij,`).
6 Frozen Extensions
We then turn to the polygonal domains and the boundary values on them, that are the natural
candidates for frozen phenomena, for the minimizers of (1.1). As discussed in Subsection 2.2.4,
the simulation images suggest that one should consider the natural domains Ω ⊂ R2, as in
Definition 2.8, and the natural boundary values h0 on them, from Definition 2.9.
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The problem in the study of (1.1) is that with singular surface tensions σ such as ours, there are
no general boundary extension methods available for the corresponding minimisers, and thus new
approaches are needed. For this purpose, the goal of this section is to cover the basic properties
of the frozen extensions as given in Definition 2.10. With these tools, Theorem 6.5 gives then
frozen boundaries for the corresponding liquid domains.
Let us start with the simplest case.
Lemma 6.1. Let Ω ⊂ R2 be a natural domain for a closed convex polygon N , as in Definition
2.10, and assume in addition that Ω is convex. If h0 a natural boundary value, then (Ω, h0)
admits a frozen extension at any point z0 ∈ ∂Ω.
Proof. Let Ω be a convex natural domain with d vertices {z1, ..., zd}, set zd+1 = z1 and let h0 a
natural boundary value.
Suppose either z0 ∈ ∂Ω is a corner, z0 = zj , or it lies on the open interval (zj , zj+1). Choose
then a parallelogram P such that z0 ∈ P◦ and that one pair of the sides of P is parallel to
zj − zj−1 and the other is parallel to zj+1− zj , c.f. Figure 8 below. We choose P so small that it
intersects only one side of ∂Ω if z0 ∈ (zj , zj+1) and two sides if z0 = zj . This allows us to define
a new domain Ω̂ = P ∪ Ω.
Since Ω is natural and also h0 is natural, condition (2.30) tells that
h0(z) = 〈pn, z − zj〉+ h0(zj)
for all z in the line segments [zj−1, zj ] and [zj , zj+1]. Here pn, n = 1, 2, 3, is the vertex such
that (2.28) or (2.29) holds. Now we define a boundary height function ĥ0 on ∂Ω̂ as follows: Set
ĥ0(z) = h0(z) when z ∈ ∂Ω̂ ∩ ∂Ω, and
ĥ0(z) = 〈pn, z − zj〉+ h0(zj) (6.1)
when z ∈ ∂Ω̂ \ ∂Ω. Our task is then to show that the upper and lower obstacles in the enlarged
domain Ω̂ satisfy
M̂(z) = m̂(z) = 〈pn, z − zj〉+ h0(zj), ∀ z ∈ Ω̂ \ Ω. (6.2)
The proof of (6.2) is easy. Indeed, consider a point z ∈ Ω̂ \ Ω. Then z intersects a line `1
parallel to zj+1 − zj (or `2 parallel to zj−1 − zj) that intersects ∂Ω̂ \ ∂Ω at two points w1 and
w2, respectively. See Figure 8.
••
•zj−1
zj+1zj
•z0
Ω
•z
`1
`2
P
Figure 8: Frozen extension
77
Now either (2.28) or (2.29) holds. In each case we see from (2.22), that either
hN (z − w1) = 〈pn, z − w1〉, hN (w2 − z) = 〈pn, w2 − z〉, (6.3)
or
hN (z − w2) = 〈pn, z − w2〉, hN (w1 − z) = 〈pn, w1 − z〉, (6.4)
If (6.3) holds, we have that
M̂(z) = min
w∈∂Ω̂
(
hN (z − w) + ĥ0(w)
) ≤ hN (z − w1) + ĥ0(w1) = 〈pn, z − zj〉+ h0(zj),
and
m̂(z) = max
w∈∂Ω̂
(− hN (w − z) + ĥ0(w)) ≥ −hN (w2 − z) + ĥ0(w2) = 〈pn, z − zj〉+ h0(zj).
This proves the equalities (6.2), and the proof in case (6.4) is analogous.
If the natural domain Ω has concave corners, establishing frozen extensions becomes more
complicated. Namely, assume that z0 = zj is a concave corner with respect to Ω for an index
j = 1, 2, ..., d, and assume (2.28) holds for the corner pn of N . The other possibility (2.29) can
be analysed similarly.
Under these assumptions we have four different possible geometric configurations for the sides
of N and Ω at pn and zj , respectively, as illustrated in the following Figures.
zj−1
zj zj+1
Ω
pn+1
pn
pn−1
(i)
zj+1 zj
zj−1
Ω
pn+1
pn
pn−1
(ii)
zj zj+1
zj−1
Ω
pn+1
pn
pn−1
(iii)
zj+1 zj
zj−1
Ω
pn+1
pn
pn−1
(iv)
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A version of the argument of Lemma 6.1 works in concave corners only if the gradient constraint
and the sides of Ω have the same “orientation”, meaning that only the cases (i) and (ii) in the
above Figure can occur. A formal definition is as follows.
Definition 6.2. Let Ω be a natural domain with d vertices {z1, ..., zd}. We say that a natural
boundary value h0 : ∂Ω→ R is oriented if for any non-convex corner zj of ∂Ω either we have
(pn−1 − pn) ∧ (zj−1 − zj)
|(pn−1 − pn) ∧ (zj−1 − zj)| =
(pn+1 − pn) ∧ (zj+1 − zj)
|(pn+1 − pn) ∧ (zj+1 − zj)| , (6.5)
where pn is the vertex such that (2.28) and (2.30) hold, or we have that
(pn−1 − pn) ∧ (zj+1 − zj)
|(pn−1 − pn) ∧ (zj+1 − zj)| =
(pn+1 − pn) ∧ (zj−1 − zj)
|(pn+1 − pn) ∧ (zj−1 − zj)| . (6.6)
when (2.29) and (2.30) hold. Here ∧ denotes the exterior product in the exterior algebra ΛR2.
We posed the above restrictions on the natural boundary values for technical reasons, for our
argument to work, but it is curious to notice that also in the simulations oriented and non-
oriented boundary values have qualitatively different behaviours, in the neighbourhood of the
concave corners. For this see below in Figure 9 two simulations of random domino tilings on
polygonal domains, where the left simulation has two concave corners which are not oriented,
while in the right figure concave corners are oriented, in the sense of Definition 6.2. In particular
one notices that the topology of the respective liquid domains appears different.
Figure 9: Simulation of random domino tilings on polygonal domains; on left two non-oriented
concave corners, on right all corners are oriented. Simulation image courtesy of Sunil Chhita.
One observes already on the microscopic level the different behaviours of the oriented and non-
oriented boundary values at concave corners, in constructing them as in Example 2.3 from tilings
with the simplest discrete boundary values. For an illustration see Figure 10 below.
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Figure 10: Left: Gives oriented boundary values; Middle and Right: Unoriented ones
For a general convex gradient constraint N and a natural domain Ω, once we have oriented and
natural boundary values h0 it is not difficult to construct the frozen extensions.
Theorem 6.3. Let Ω ⊂ R2 be a natural domain for a closed convex polygon N , and h0 an oriented
natural boundary value on ∂Ω. Then (Ω, h0) admits a frozen extension at every z0 ∈ ∂Ω.
Proof. If z0 ∈ ∂Ω is not a corner point, or z0 is a convex corner of Ω, the argument of Lemma
6.1 applies. Thus we only need to consider concave corners of ∂Ω.
Of the four different possible corner configurations, as discussed with the figures before Defini-
tion 6.2, at the corners of Ω oriented boundary values allow only the cases i) and ii). Assuming
this, we add a polygon P with corner point zj in its interior and sides parallel to zj+1 − zj and
zj − zj−1 as shown in Figure 11.
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Figure 11: Frozen extension
Consider then the new domain Ω̂ = P ∪ Ω, and a new boundary value on ∂Ω̂ as in (6.1). We
claim that (6.2) holds for all z ∈ Ω̂ \ Ω. Indeed, given a point z ∈ Ω̂ \ Ω, there are two lines `1
and `2 passing through z, where `1 is parallel to zj+1 − zj and `2 is parallel to zj − zj−1. Here
`1 intersects ∂Ω̂ \ ∂Ω at a unique point w1 and `2 at another one w2. In the configuration i),
hN (z − w2) = 〈pn, z − w2〉, hN (w1 − z) = 〈pn, w1 − z〉,
while in case ii) the roles of w1 and w2 are interchanged in the above identity. Arguing then as
in the proof of Lemma 6.1 gives (6.2). Thus Ω admits a frozen extension also at the corners.
The above argument fails for general natural boundary values. However, in case the convex
gradient constraintN is a triangle, it is possible to modify the approach and find frozen extensions
for any natural boundary value h0, at any boundary point z0, even if N would have gas points
or quasi-frozen points.
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Theorem 6.4. Assume that N is a triangle. If Ω ⊂ R2 is a natural domain for N and h0 is a
natural boundary value, then Ω admits a frozen extension with respect to h0.
Proof. It suffices to find a frozen extension at those concave corners zj of Ω where, among the
four different possible corner configurations discussed before Definition 6.2, either of the cases
iii) or iv) occurs. Further, Ω is a natural domain, thus at zj satisfies either (2.28) or (2.29), for
a vertex pn ∈ N . It is enough to consider the situation where we have iii) with (2.28), all other
cases work in an analogous way.
Rather than using the previous extensions, we apply a different one, which works only when N
is a triangle. Namely, the two sides of Ω at zj are orthogonal to pn − pn−1 and to pn − pn+1,
respectively. Let ν be the direction orthogonal to the remaining side of N , to pn+1 − pn−1, and
define two closed parallelograms P1 and P2 outside of Ω as in Figure 12, such that zj is the
corner point of both parallelograms. They are chosen so small that they do not intersect with Ω.
••
•zj−1
zj+1zj
Ω P1
P2 ν
Figure 12: Concave corner
The sides of P1 are parallel to zj − zj−1 and ν, and those of P2 parallel to zj+1 − zj and ν,
respectively. Set then Ω̂ = (Ω ∪ P1 ∪ P2)◦ and define a boundary value ĥ0 : ∂Ω̂→ R by
ĥ0(z) = 〈pn−1, z − zj〉+ h0(zj)
when z ∈ ∂P1 \ Ω̂, by
hˆ0(z) = 〈pn+1, z − zj〉+ h0(zj)
when z ∈ ∂P2 \ Ω̂, and by ĥ0(z) = h0(z) when z ∈ ∂Ω ∩ ∂Ω̂. It suffices to show that
M̂(z) = m̂(z) = 〈pn−1, z − zj〉+ h0(zj) (6.7)
for all z ∈ P1, and that
M̂(z) = m̂(z) = 〈pn+1, z − zj〉+ h0(zj) (6.8)
for all z ∈ P2. We only prove (6.7); the proof of (6.8) is similar. For (6.7), fix a point z ∈ P1
and draw two lines `1 and `2 passing through z such that `1 is parallel to ν and `2 is parallel
to zj − zj−1. Let w1 be the intersection point of `1 and ∂Ω̂ ∩ ∂P1, and w2 be that of `2 and
∂Ω̂ ∩ ∂P1. Under these conditions,
hN (w2 − z) = 〈pn, w2 − z〉 = 〈pn−1, w2 − z〉 (6.9)
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and
hN (z − w1) = 〈pn−1, z − w1〉. (6.10)
Note here that (6.9) holds for a general convex polygon N while for (6.10) one needs N to be a
triangle. Now, as in the proof of Lemma 6.1, the claims (6.7) - (6.8) follow from (6.9) and (6.10).
In addition, M̂ = h0 on ∂Ω. This completes the proof of theorem.
Once a minimizer h admits a frozen extension, the properness of ∇h follows readily.
Theorem 6.5. Let Ω ⊂ R2 be a natural domain and h0 a natural boundary height function.
Assume that either the gradient constraint N is a triangle or, for a general gradient constraint
N , that the boundary value h0 is oriented.
If the minimizer h to the variational problem (1.1) has a non-empty liquid domain L 6= ∅, then
∇h : L → N◦ \ G is proper,
that is, the boundary ∂L is frozen.
Proof. Let {zj}∞j=1 ⊂ L be a sequence of points converging to a point z0 ∈ ∂L. We are then to
show that
lim
j→∞
dist
(∇h(zj), ∂(N◦ \ G )) = 0. (6.11)
There are two cases: z0 ∈ Ω or z0 ∈ ∂Ω. In the first case z0 ∈ Ω, suppose that (6.11) is not true.
Hence there is a subsequence, still denoted by {zj}∞j=1, such that ∇h(zj)→ p ∈ N◦ \ G .
Here recall Theorem 2.6, which states that Γ ◦ ∇h : Ω → S2 is continuous, for a mapping
Γ : N → S2 continuous in N , homeomorphic between N◦ and S2 \ {ξ}, and taking ∂N to the
point {ξ} ⊂ S2. In particular,
Γ
(∇h(z0)) = Γ(p) 6= ξ, (6.12)
so that ∇h is continuous at z0 and ∇h(z0) = p ∈ N◦ \ G . This means that z0 ∈ L by the
definition of the liquid region, and contradicts the fact that z0 ∈ ∂L.
In the second case, we have z0 ∈ ∂Ω. Now we apply the frozen extension theorems, Theorem
6.3 in case h0 is oriented and Theorem 6.4 in case N is a triangle. With these (Ω, h0) admits a
frozen extension at any boundary point. Therefore, there is a domain Ω̂ ⊃ Ω such that z0 ∈ Ω̂
is an interior point, and a there is a boundary value ĥ0 on ∂Ω̂ such that the upper and lower
obstacles M̂(z) = m̂(z) on Ω̂ \ Ω and such that on ∂Ω these obstacles agree with h0(z).
Let us then consider the variational problem (1.1) in Ω̂, among the admissible class AN (Ω̂, ĥ0).
We know that the minimizer ĥ coincides with h in Ω and necessarily they have the same liquid
region. But now z0 ∈ Ω̂ is an interior point. Thus we are in the first case, and (6.11) follows.
7 Global Structure of the Limit Shape
Natural domains Ω and natural oriented boundary values h0 are the natural candidates for
situations where one should expect frozen phenomena. Indeed, as we saw in Theorem 6.5, if
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there at all is a non-empty liquid domain L for such a pair (Ω, h0), then all of the boundary
∂L is necessarily frozen. On the other hand, even within this class there are simple examples -
such as the one below - where the minimiser h is piecewise affine with ∇h taking values only in
the corners of the constraint N , and thus trivially there is no liquid domain. But Theorem 7.1
and Proposition 7.2 below show that such examples are, in fact, the only obstructions. Thus the
question of the existence of a liquid domain is a combinatorial one.
Example 7.1. Let us present an example in the uniform lozenge model, of a natural domain Ω
and a natural boundary value h0, such that h0 is piecewise affine but not affine and yet there is
no liquid domain.
For this, let N be an even sided triangle shown on left in Figure 13 and let Ω be the regular
hexagon, natural with respect to N with natural boundary values. The corresponding upper
McShane extension M is shown in middle of Figure 13.
N
p1
p3 p2
Ω
p1
p2 p3
Ω′
Figure 13: Natural boundary value allowing no liquid domain
Consider the new domain Ω′ as shown on right in Figure 13, with boundary value h′0 = M |∂Ω′ .
Then Ω′ is a natural domain and h′0 is a natural boundary value. By similar reasoning as in the
previous section, we see that the upper and lower McShane extensions for ∂Ω′ and h′0 satisfy
M ′(x) = m′(x) for all x ∈ Ω′. Moreover, the boundary value h′0 is only piece-wise affine. 2
Let us then turn to the question of the structure of the minimisers outside the liquid regions,
for general domains and boundary values. Recall here the coincidence set Λ = {x ∈ Ω : h(x) =
m(x) or h(x) = M(x)}, where M(x) and m(x) are the upper and lower obstacles, respectively,
as in (2.19).
Theorem 7.1. Let Ω ⊂ R2 be a bounded Lipschitz domain, h0 an admissible boundary value and
h the minimizer of variational problem (1.1). Then h is countably piecewise affine in Ω \ (Λ∪L)
with gradient having values in P ∪Q ∪ G .
Proof. By Theorem 2.5 of De Silva and Savin [26], we know that h ∈ C1(Ω \ Λ). Moreover,
outside Λ ∪ L the gradient ∇h takes values in ∂N ∪ G , so that the set
E =
{
z ∈ Ω \ (Λ ∪ L) : ∇h(z) ∈ ∂N \ (P ∪Q)}
is open. We claim that
E = ∅. (7.1)
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This means that the image of the open set Ω\ (Λ∪L) under the continuous map ∇h is contained
in the finite set P ∪Q ∪ G , which implies that h is countably piecewise affine.
Thus it suffices to show (7.1). We may assume that 0 ∈ N◦, and argue by contraction. Suppose
that E is not empty. Since it is open, there is a ball Br(z0) ⊂ E. Let us then construct a function
u ∈ AN (Ω, h0) such that ∇h(z) = 0 for all z ∈ Br′(z0), where 0 < r′ < r. For this, note that by
definition m(z) < M(z) for all z ∈ Ω \Λ. Hence for some 0 < r′ < r small enough we find c ∈ R
such that m(z) < c < M(z) whenever |z − z0| < r′.
In the following we denote Br′(z0) by B. Consider next the constant function on B with value
c, and let Mc(z) be its upper McShane extension from B to R2,
Mc(z) = min
w∈B
(
hN (z − w) + c
)
, z ∈ R2.
Then we define a function u : Ω→ R by
u(z) = min
(
M(z),Mc(z)
)
.
Since c < M in B, we have u = Mc = c in B, and hence that ∇u = 0 ∈ N◦ in B. Since both of
the functions M and Mc belong to AN (R2), so does u, that is, ∇u(z) ∈ N for a.e. z ∈ Ω. And
since m(z) < c for z ∈ B, we haveMc(z) ≥ m(z) for z ∈ Ω. In particular,Mc(z) ≥ m(z) = h0(z)
for z ∈ ∂Ω. This shows that u = M = h0 on ∂Ω. Thus u ∈ AN (Ω, h0), as required.
Continuing with the proof of the Theorem, let us start from the Gâteaux derivative inequality
dIσ[h;u − h] ≥ 0 in (1.18), valid since h is the minimizer of the variational problem (1.1). In
concrete terms,
ˆ
Ω\B
dσ(∇h(z);∇u(z)−∇h(z))dz +
ˆ
B
dσ(∇h(z),∇u(z)−∇h(z))dz ≥ 0. (7.2)
Since the Gâteaux derivative of σ is bounded from above, see (2.17), we have
ˆ
Ω\B
dσ(∇h(x),∇u(x)−∇h(x))dx ≤ 2|Ω \B|max
N
|σ| <∞.
We know that dσ(p, q − p) = −∞ for p ∈ ∂N\(P ∪ Q) and q ∈ N◦. Since for all z ∈ B,
∇u(z) = 0 ∈ N◦ and ∇h(z) ∈ ∂N\(P ∪Q), thus
ˆ
B
dσ(∇h(z),∇u(z)−∇h(z))dz = −∞.
But that is in a contradiction with (7.2). This proves the claim (7.1), and hence the Theorem.
Since Theorem 2.5 requires the minimizer h of the variational problem (1.1) to coincide with
one of the obstacles M(x) or m(x) whenever it is not C1-smooth, and since it also obeys the
maximum principle, Theorem 7.1 gives strong global rigidity for the structure of the minimizer.
For instance, let F be a component of the frozen region F of the minimizer h defined in (2.25),
so that ∇h|F ≡ p for some p ∈P. With [26, Theorem 4.2] one can show that F meets ∂Ω, i.e.
F ∩ ∂Ω 6= ∅.
For natural boundary values, one can control the minimisers also on the coincidence set.
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Proposition 7.2. Let Ω ⊂ R2 be a natural domain and h0 a natural boundary value. Then
the upper obstacle M and the lower obstacle m are both piecewise affine functions with gradient
having values in P.
Proof. We give the proof only for the upper obstacle M . Let Ω ba a natural domain with d
vertices {z1, ..., zd} (setting zd+1 = z1). Let h0 be a natural boundary value and M the upper
obstacle defined as in (2.19). For each j = 1, .., d, we consider the McShane extension from the
line segment [zj , zj+1] to R2
Mj(z) = min
w∈[zj ,zj+1]
(
hN (z − w) + h0(w)
)
.
Then it is easy to prove that
M(z) = min
1≤j≤d
Mj(z), z ∈ R2.
For the Proposition it is thus enough to show that each Mj is piecewise affine in R2, with
gradient having values in P. To prove this, we note that since Ω is natural there is a vertex
pn ∈ N with
〈zj+1 − zj , pn+1 − pn〉 = 0,
and since h0 is natural,
h0(w) = 〈w − zj , pn〉+ h0(zj), w ∈ [zj , zj+1]. (7.3)
Moreover, we have either
hN (zj+1 − zj) = 〈zj+1 − zj , pn〉, or hN (zj − zj+1) = 〈zj − zj+1, pn〉. (7.4)
It is enough to only consider the first option in (7.4). In this case, consider the McShane
extension of h0 from point zj to R2,
M j(z) = hN (z − zj) + h0(zj), z ∈ R2.
From (2.21) we see that M j(z) is piecewise affine and its gradient has values in P. Thus it
suffices to prove that for all z ∈ R2,
Mj(z) = M j(z). (7.5)
Clearly, we have Mj(z) ≤ M j(z) for z ∈ R2. To prove Mj(z) ≥ M j(z), we let w be a point in
the line segment [zj , zj+1]. First, with the triangle inequality for the support function hN ,
hN (z − w) + hN (w − zj) ≥ hN (z − zj)
for any z ∈ R2. Second, because of the first option in (7.4), we have for any w ∈ [zj , zj+1] that
hN (w − zj) = 〈w − zj , pn〉.
It then follows from the above two inequalities and (7.3) that
hN (z − w) + h0(w) ≥ hN (z − zj) + 〈zj − w, pn〉+ h0(w) = hN (z − zj) + h0(zj)
for any z ∈ R2. This shows that Mj(z) ≥M j(z) for z ∈ R2, and completes the proof.
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Finally, let Ω ⊂ R2 be a natural domain, h0 a natural boundary value and let the minimizer
h have a non-empty liquid domain L with ∂L frozen, e.g. as in Theorem 1.10 or Theorem 7.3
below. Moreover, let F = Fp ⊂ Ω \ L be a component of the frozen, quasi-frozen or the gas
region as in Definition 2.7, so that ∇h|Fp ≡ p for some p ∈P ∪Q ∪ G .
We know from Theorem 1.8 that in L the gradient ∇h admits a piecewise constant extension
to ∂L. Thus suppose for an open arc Γ ⊂ ∂L we have
lim
z→z0
z∈L
∇h(z) = p′, ∀ z0 ∈ Γ.
If also Γ ⊂ ∂Fp ∩ ∂L, then p = p′. That is, the minimizer h is C1 across Γ. Indeed, if p 6= p′,
Γ ⊂ {z ∈ Ω : 〈p, z〉+ c = 〈p′, z〉+ c′}
for some c, c′ ∈ R. Hence Γ is a line segment parallel to p − p′. However by Theorem 5.15 this
contradicts that fact that ∂L is locally strictly convex.
7.0.1 Proofs of Theorems 1.9 and 1.10.
Theorem 1.9 is an immediate consequence of Theorem 7.1 and Proposition 7.2. 2
For Theorem 1.10, in Ω\L the minimizer is piecewise affine by Theorem 1.9, and if L 6= ∅, with
gradient constraint N a triangle the boundary ∂L is frozen by Theorem 6.5. Similarly, for gas
domains the argument of Theorem 1.4 applies. Indeed, since h0 is a natural boundary value and
∂Ω is polygonal, we have a gas component Uq ⊂ Ω with ∇h ≡ q ∈ G on ∂L ∩ ∂Uq, even if Ω is
not simply connected. This completes the proof of Theorem 1.10. 2
In addition to the above Theorems, in the case of a general gradient constraint N and surface
tension σ, we can use Theorem 6.5 to show that ∇h : L → N◦ \ G is a proper map, if h0 is
oriented and the liquid domain L 6= ∅. Thus combining with Theorem 1.9 this gives
Theorem 7.3. Let Ω be a natural domain, and h0 a natural and oriented boundary value.
Suppose that h is the minimizer of variational problem (1.1) among the class AN (Ω, h0).
Then, as in Theorem 1.10, either h is piecewise affine in Ω, or else h has a liquid domain with
frozen boundary. If q ∈ G is a gas point for σ, then there is a non-empty gas domain Uq ⊂ Ω
with ∇h ≡ q in Uq.
We conjecture that Theorem 7.3 remains true even without assuming h0 being oriented.
8 Minimality
8.1 Minimality of a function
In this subsection we present a method to show that a given function h from the admissible class
AN (Ω, h0) is actually the minimizer of the variational problem (1.1). We start with a general
proposition which gives a necessary condition for h to be the minimizer.
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Proposition 8.1. Function h is a minimizer of (1.1) among the class AN (Ω, h0), provided there
is a vector field Φ ∈ L1(Ω;R2) such that Φ(z) ∈ ∂σ(∇h(z)) for almost all z ∈ Ω and
div Φ = 0 in Ω
in the sense of distributions.
Proof. Let u ∈ AN (Ω, h0). With (2.18) we have
dσ
(∇h(z);∇u(z)−∇h(z)) ≥ 〈Φ(z),∇u(z)−∇h(z)〉
for almost all z ∈ Ω, since Φ(z) ∈ ∂σ(∇h(z)). Thus,
ˆ
Ω
dσ
(∇h(z);∇u(z)−∇h(z)) dz ≥ ˆ
Ω
〈Φ(z),∇u(z)−∇h(z)〉 dz = 0.
The last equality follows by a simple approximation argument from the facts that Φ is divergence
free, that Φ ∈ L1(Ω;R2) and that both u and h are Lipschitz continuous in Ω with the same
boundary value. This proves the claim, since the above inequality holds for all u ∈ AN (Ω, h0).
Assume then the surface tension σ is as in (2.1). Let h ∈ AN (Ω, h0), and assume the function
has a liquid domain L ⊂ Ω with ∂L frozen, so that (1.4) - (1.5) hold. Thus
div
(∇σ(∇h)) = 0 in L. (8.1)
Our task is now to find explicit conditions that guarantee that h is the actual minimizer of the
variational problem (1.1) in the original domain Ω. For this we use Proposition 8.1 and assume
that σ has no gas points. In this case our construction gives a vector field Φ which is continuous,
except on a finite set of line segments where |Φ| is not bounded. In the gas regions the vector
field Φ will, in general, be discontinuous. We plan to discuss this issue in a future work.
By our assumptions ∇h : L → N◦ \ G is a proper map. Then thanks to Theorem 1.8, we know
that there is a finite set of singular points {zj}nj=1 ⊂ ∂L such that for any 1 ≤ j ≤ n and for any
point z0 in the arc of ∂L joining zj and zj+1, one has
∇h(z0) = lim
z→z0,z∈L
∇h(z) = p0, (8.2)
where p0 ∈P ∪Q is the same for all points on the given boundary arc. Moreover,
(∇σ ◦ ∇h)(z0) = lim
z→z0,z∈L
∇σ(∇h(z)) = ∇̂σ(p0; p− p0), (8.3)
where p ∈ N◦ \ G such that the unit normal ν(z0) to L at z0 is parallel to the vector p− p0.
We further assume that the candidate minimizer h is a (finitely) piecewise affine function in
Ω \ L with ∇h ∈P ∪Q. In addition, in each component of Ω \ L we assume that h enjoys the
frozen star ray property, defined as follows.
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Definition 8.2. Suppose h ∈ AN (Ω, h0), and (8.1) - (8.3) hold in a subdomain L ⊂ Ω. We
say that h has the frozen star ray property, if it is finitely piecewise affine in Ω \ L and in each
component of Ω \ L there is a family of rays such that the following holds:
i) Each ray starts from a point z0 ∈ ∂L and is tangent to L at z0;
ii) For each z0 ∈ ∂L \ {z1, z2, ..., zn}, if ∇h(z0) = p0 ∈P ∪Q in (8.2), then the intersection
of this component of Ω \ L and the ray starting from z0 lies in
Fp0 = {z ∈ Ω \ L : ∇h(z) = p0}. (8.4)
iii) The the rays in the family do not intersect each other inside this component of Ω \ L ;
iv) The union of the rays in the family covers this component of Ω \ L .
For an illustration see Figure 14.
Suppose that all of the above assumptions hold. Then we claim that h is a minimizer of
variational problem (1.1), with its boundary value h0. Indeed, we define Φ : Ω→ R2 as follows
Φ(z) =
{
(∇σ ◦ ∇h)(z), if z ∈ L;
(∇σ ◦ ∇h)(z0), if z lies on the ray starting at z0, tangent to L,
where (∇σ ◦ ∇h)(z0) is defined as in (8.3). By Proposition 8.1, we only need to prove that the
vector fields Φ defined as above satisfy that Φ ∈ L1(Ω;R2), Φ(z) ∈ ∂σ(∇h(z)) for almost all
z ∈ Ω and that it is divergence free.
First, from Theorem 3.14 and (3.62), ∇h = Uσ ◦ f where f : L → D is proper and solves
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fz¯ = µσ(f)fz. Thus ∇σ(∇h) = (∇σ ◦ Uσ)(f). This leads, c.f. Corollary 3.3, to
|Φ(z)| = |(∇σ ◦ ∇h)(z)| ≤ C
n∑
j=1
∣∣log |f(z)− f(zj)|∣∣, z ∈ L.
From Theorem 5.1, Proposition 4.13 and Corollary 4.16 we thus see that Φ ∈ L1(Ω;R2). Actually,
Φ is continuous in Ω, except on the rays starting at the singular points z1, z2, ..., zn, where |Φ| is
not bounded. Second, due to (8.2), (8.3), iii) in Definition 8.2 and Theorem 1.7, we know that
Φ(z) ∈ ∂σ(∇h(z)) for all z ∈ Ω, except on a finite number of rays.
Therefore the main point of the argument is to show that Φ is divergence free in Ω. Clearly, in L
this is true by Equation (8.1). Since Φ is continuous on ∂L\{z1, z2, ..., zn}, we only need to show
that it is divergence free in each component W of Ω \ L . We first show this in W0 = W ∩ Fp0
for any p0 ∈P ∪Q such that W0 6= ∅. Notice that for z ∈W0 lying on the ray starting at z0,
Φ(z) = (∇σ ◦ ∇h)(z0) = ∇̂σ(p0; p− p0),
where p ∈ N◦ \ G with p − p0 parallel to the unit normal ν(z0) to L at z0. To simplify the
notation, let us write Ψ(s, t) = (Ψ1(s, t),Ψ2(s, t)) = ∇̂σ(p0; p − p0) where (s, t) = p − p0. By
(2.10), Ψ is homogeneous of degree zero, that is, for 0 < λ < 1
Ψ(λs, λt) = Ψ(s, t). (8.5)
Since Ψ is homogeneous, we may extend the domain of Ψ so that the above equality holds for
all λ ∈ R+. Also, by rotating N when necessary, and transforming σ and h accordingly, we may
assume that the s−axis intersects the domain of Ψ only at the origin. This gives us
Ψ(s, t) = Ψ(s/t, 1).
By Theorem 1.7 and Corollary 3.6 we know that Ψ is smooth outside the origin. Further, the
differential matrix DΨ is symmetric. That, with a differentitation of (8.5) with respect to λ,
shows
s∂sΨ1(s, t) + t∂sΨ2(s, t) = s∂sΨ1(s, t) + t∂tΨ1(s, t) = 0. (8.6)
With these notations, we rewrite Φ(z) = Ψ(ϕ(z), 1), where ϕ : Fp0 ∩ W → R is given by
ϕ(z) = ϕ(z0) = s/t, for (s, t) = p − p0 such that (8.3) holds and for z on the ray of Definition
8.2, starting at z0 and tangent there to L. Note that
ϕ(z0) = ν1(z0)/ν2(z0), (8.7)
where ν(z0) = (ν1(z0), ν2(z0)) is the inward normal unit of L at z0.
In this notation
divΦ(z) = ∂sΨ1(ϕ(z), 1)∂xϕ(z) + ∂sΨ2(ϕ(z), 1)∂yϕ(z), z = (x, y).
Thus by (8.6), Φ being divergence free in Fp0 is equivalent to the real Burgers equation
∂xϕ(z)− ϕ(z)∂yϕ(z) = 0, z = (x, y) ∈ Fp0 . (8.8)
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Now it is easy to show that the function ϕ defined in above is actually a solution to equation
(8.8), due to (8.7) and the fact that ϕ(z) = ϕ(z0) for all z that lie in the ray tangent to L at z0.
Indeed, if ϕ is a continuous solution to equation (8.8), it follows by the method of characteristic
curves that ϕ(z) = ϕ(z0) on each characteristic line
y − y0 = −ϕ(z0)(x− x0), z = (x, y), z0 = (x0, y0).
From (8.7) one sees that the above characteristic line is tangent to L at z0. Also, the rays in
Definition 8.2 do not intersect in Ω\L . Thus ϕ is a solution to equation (8.8), and Φ is divergence
free in W0 = W ∩ Fp0 .
Next, we show that Φ is of divergence free in the component W of Ω \ L. The proof is now
easy and follows from Proposition 2.4. We only need to consider the case that W has two parts:
W0 = W ∩Fp0 and W1 = W ∩Fp1 , which are separated by the ray starting from a singular point
zj on ∂L. Here p0, p1 ∈P ∪Q are two neighbouring points, c.f (1.23).
Let us here consider two points zε0, zε1 ∈ ∂L such that they both approach zj as ε → 0. We
assume Lε0 ⊂ Fp0 and L1 ⊂ Fp1 for the corresponding rays starting from zε0 and zε1, respectively.
Denote by Wε ⊂W the the small region between Lε0 and Lε1, see Figure 15 below.
Now let ϕ ∈ C∞0 (W ) be a cut-off function. We haveˆ
W
〈Φ(z),∇ϕ(z)〉 dz = lim
→0
ˆ
W\W
〈Φ(z),∇ϕ(z)〉 dz, (8.9)
since Φ ∈ L1(Ω;R2). Integration by parts, with the fact that Φ is divergence free in W ∩ Fp0
and W ∩ Fp1 , gives usˆ
W\W
〈Φ(z),∇ϕ(z)〉 dz =
ˆ
Lε0
〈Φ(z), ν(z)〉ϕ(z) dS(z) +
ˆ
Lε0
〈Φ(z), ν(z)〉ϕ(z) dS(z), (8.10)
where ν(z) is the inward normal unit vector of wε at z.
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Next, let us use (8.3) at the point zε0, that
Φ(z) = (∇σ ◦ ∇h)(zε0) = lim
z→zε0,z∈L
∇σ(∇h(z)) = ∇̂σ(p0; pε − p0), z ∈ Lε0.
Since Lε0 is tangent to ∂L, we know from Theorem 1.8 that pε − p0 is parallel to ν(z) for all
z ∈ Lε0. As ε vanishes, we may assume that pε approaches to a point p that lies in the line
segment (p0, p1) on ∂N . We may also assume that ν(z) = (pε− p0)/|pε− p0| for all z ∈ Lε0. The
other possibility ν(z) = −(pε−p0)/|pε−p0| can be proved similarly. Then we have for all z ∈ Lε0
〈Φ(z), v(z)〉 = 〈∇̂σ(p0; pε − p0), (pε − p0)〉/|pε − p0|.
Thus by Corollary 3.5 we have
lim
ε→0
ˆ
Lε0
〈Φ(z), ν(z)〉ϕ(z) dS(z) =
ˆ
L
ϕ(z)(σ(p)− σ(p0))/|p− p0| dS(z), (8.11)
where L is the ray starting from zj . Similarly, we have
lim
ε→0
ˆ
Lε1
〈Φ(z), ν(z)〉ϕ(z) dS(z) =
ˆ
L
ϕ(z)(σ(p)− σ(p1))/|p− p1| dS(z). (8.12)
Since σ is an affine function in the line segment (p0, p1) and p ∈ (p0, p1), we know that
(σ(p)− σ(p0))/|p− p0|+ (σ(p)− σ(p1))/|p− p1| = 0. (8.13)
Thus (8.9) and (8.10) give
ˆ
W
〈Φ(z),∇ϕ(z)〉 dz = lim
ε→0
(ˆ
Lε0
〈Φ(z), ν(z)〉ϕ(z) dS(z) +
ˆ
Lε1
〈Φ(z), ν(z)〉ϕ(z) dS(z)
)
= 0.
(8.14)
Thus Φ is divergence free in W . In conclusion, we have now proven that under the above criteria
h is the minimizer.
Theorem 8.3. Suppose Ω ⊂ R2 a bounded Lipschitz domain, σ a convex function satisfying
(2.1) and h ∈ AN (Ω, h0).
Assume h has a liquid region L with frozen boundary, i.e. (1.4) - (1.5) hold for h and a
subdomain L ⊂ Ω. Assume also that h enjoys the frozen star ray property in each component of
Ω \ L. Then h is the minimizer of variational problem (1.1) among the class AN (Ω, h0).
The above argument and proof of Theorem 8.3 makes it very suggestive that there is a strong
connection between our approach to Theorem 8.3, and the so called tangent method, see e.g. in
[24] and [27].
8.1.1 Proof of Theorem 1.3.
Given a polygonal natural domain Ω and natural boundary values h0 on ∂Ω, one approach to
understand the corresponding minimiser of (1.1) and the liquid domain L it possibly creates, is
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to find a good “candidate minimiser” h ∈ AN (Ω, h0). The difficult task is then to show that this
candidate does indeed minimise the integral in (1.1), among the admissible functions in Ω. In
many concrete situations our Theorem 8.3 appears here a flexible tool. Note in particular that
we do not require Ω or L to be simply connected.
On the other hand, one can use Theorem 8.3 to a converse direction. Indeed, as discussed at
the end of Subsection 3.4, Theorem 3.16 and the following Theorem 8.4 together give the proof
of Theorem 1.3.
Theorem 8.4. Suppose N ⊂ R2 is a convex polygon and σ a surface tension as in (2.1), without
gas or quasifrozen points in N◦. Assume also that h? is a Lipschitz solution of the Euler-Lagrange
equation (8.1) in a bounded domain U ⊂ C.
If ∂U is frozen for h?, i.e. if ∇h? : U → N◦ is a proper map, then there are a natural polygonal
domain Ω ⊃ U and a natural boundary value h0 on ∂Ω such that U = L, the liquid domain of
the minimizer h for the variational problem (1.1) among AN (Ω, h0). Also, h|U = h?.
Proof. We use the representation of Theorem 3.14,
∇h∗(z) =
k∑
j=1
pj ωD
(
f(z); Ij
)
, z ∈ U, (8.15)
where f : U → D is a proper map solving fz¯ = µσ(f)fz. Here µσ : D → D is a proper analytic
map, thus in fact a finite Blaschke product. The {pj} are the corners of N , and as usual, Ij ⊂ ∂D
are open intervals with closures covering the unit circle, and ωD(ζ; Ij) is the harmonic measure
of Ij in the unit disc. In particular, Theorem 5.13 applied to f̂ = µσ(f) tells that ∂U is the real
locus of an algebraic curve, thus real analytic outside its cusps and tacnodes.
By Theorem 1.2, we have f ∈ C(U). The inverse image under f of each interval Ij ⊂ ∂D has
finitely many connected components, pairwise disjoint open arcs Γj,` ⊂ ∂L,
f−1(Ij) =
⋃
`
Γj,`, with ∇h(z)→ pj as z → Γj,`. (8.16)
If z0 ∈ ∂L is a common endpoint of arcs Γj,n and Γj+1,`, then the tangent of L at z0 is orthogonal
to pj+1 − pj .
If, say, Γ = Γj,k is one of the connected components, consider a subdivision of the arc into
a finite number of points {z1, z2, ..., zm} ⊂ Γ. Let us then connect outside of U the point zn
to zn+1, n = 1, 2, ...,m − 1, by a line segment orthogonal to pj − pj−1 followed by a segment
orthogonal to pj+1 − pj . In this way, we have a zig-zag curve joining the endpoints of Γ, which
will define part of the boundary of natural domain Ω, as in Figure 16 below, for N the convex
hull of {0, 1, i}.
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Figure 16: Construction of natural domain Ω
In the extended area, we define h? to be the affine function with ∇h? = pj , so that it coincides
with h? on Γ. In the above procedure, we are allowed to choose the subdivision. We will
avoid cusps and make sure that there is at most one cusp in each part of Γ joining zn and
zn+1, n = 1, 2, ...,m− 1. We do the above construction for all connected components of f−1(Ij),
j = 1, . . . , k, with the obvious modification. We also define h? in the extended areas by continuity
and ∇h? = pj . By choosing the sudivision {z1, z2, ..., zm} fine enough, we can make sure that
∂Ω has no self-intersection. Thus h? is well-defined in Ω and it, restricted to ∂Ω, is natural.
After this extension operation we see that h? enjoys the properties i), ii) and iii) in Definition
8.2 in each component of Ω \ U . The condition iv) is not satisfied but in the areas, disjoint
triangles, which the rays do not cover we extend Φ continuously, to be a constant vector in each.
This gives us a decomposition Ω = Ω0 ∪ T1 ∪ · · · ∪ T`, a disjoint union where Ω0 has the star
ray property, with conditions i)-iv), and Φ is constant in each triangle Tn. Also, Φ is continuous
across the common boundary points of Tn and Ω0.
Clearly, the vector field Φ thus defined satisfies the assumptions in Proposition 8.1. Thus h? is
the minimizer of variational problem (1.1) among the class AN (Ω, h0) with h0 = h? on ∂Ω. By
the construction, the liquid region of h? is U . This proves the theorem.
Remark 8.5. In case of tacnodes, the argument of Theorem 8.4 gives a polygonal domain Ω ⊃ L
(with boundary not necessarily natural) and an extension h? with piecewise affine boundary values
h0, minimising (1.1) within AN (Ω, h0).
Remark 8.6. Suppose we have a solution h to (1.7) in a domain L, such that a part Γ ⊂ ∂L is
frozen for h, i.e. ∇h(z)→ ∂N ∪ G as z → Γ. Then the argument above extends h locally across
Γ to a partially polygonal domain Ω ⊃ L. The extension h? is piece-wise affine in Ω \ L and
again minimises the integral
´
Ω σ(∇h)dx among AN (Ω, h0).
In this way, arguing as in Theorem 1.3 but applying Theorem 3.16 in the case where properness
holds only for a part of the boundary, we have the universality in the geometry of locally frozen
boundaries: Locally any frozen boundary in any dimer model, with or without gas or quasifrozen
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points, is the locally frozen boundary in the lozenges model. In particular, here there are no
connectivity restrictions for the the liquid domain in question.
9 Universal Edge Fluctuation Conjecture
Dimer models are so called free fermionic or determinantal models. Unfortunately, to give the
definition here would require a lengthy detour, and the reader is instead referred to the papers
[39, 46, 48] for an introduction to this topic. It has been shown in many one and two dimensional
statistical models that determinantal point process, once suitably rescaled, converges to so called
universal statistical processes. Again, to give a precise meaning of this would be rather technical
and the readers are again referred to the papers [39, 46]. In view of the classification of the local
regularity of the minimisers at the frozen boundary of dimer models in Theorem 1.8 one expects
that this imposes a strong rigidity of which local universal random scaling limits that can occur
at the frozen boundary. Indeed, we have the six different cases:
(1) z0 is a smooth point of ∂L and ∇h is Hölder continuous with exponent 1/2 up to the
boundary from inside the liquid domain.
(2) z0 is a first order cusp and ∇h is Hölder continuous with exponent 1/3 up to the boundary
from inside the liquid domain.
(3) z0 is a first order tacnode and ∇h is Hölder continuous with exponent 1/2 up to the
boundary from inside the liquid domain.
(4) z0 is a smooth point of ∂L and ∇h is not continuous up to the boundary from inside the
liquid domain.
(5) z0 is a first order cusp and ∇h is not continuous up to the boundary from inside the
liquid domain.
(6) z0 is a first order tacnode and ∇h is not continuous up to the boundary from inside the
liquid domain.
It has been shown for special natural domains with suitable assumptions that scaling limits in
the respective cases are
(i) The extended Airy process. See for example the papers [44, 32, 59].
(ii) The Pearcey process. See for example the papers [58, 1].
(iii) The Tacnode process. See for example the paper [2].
(iv) The GUE corner process. See for example the papers [45, 57].
(v) The Cusp-Airy process. See for example the paper [33].
(vi) The discrete Tacnode process. See for example the papers [3, 4].
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The cases (1) − (3) corresponds to so called continuous-continuous point processes, whereas
cases (4) − (6) corresponds to so called continuous-discrete point processes, see the discussion
in [46]. More importantly, the cases (1)-(3) are stable in the sense one expects that they do not
depend on the convergence rate of the underlying discrete hexagon graph to the natural domain.
On the other hand, the cases (4)− (6) require much stronger convergence assumptions.
We now state our conjecture.
Conjecture 9.1 (Universal Edge Fluctuation Conjecture). Let Ω be a natural domain with
natural boundary values for a dimer model, without gas and quasifrozen points. Then under
suitable assumptions of the convergence of the underlying bipartite graph Gn, converging to Ω
in a suitable sense, all scaling limits of the determinantal point processes at the frozen boundary
are given by the list 9 corresponding to the local regularity cases (1)− (6) in 9 and interpolation
processes of these.
To state this conjecture in full detail, with all assumptions is somewhat technical. We hope to
explain this in more detail in a future survey paper [29].
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