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LOCALLY FINITE TREES AND THE TOPOLOGICAL
MINOR RELATION
JORGE BRUNO AND PAUL J. SZEPTYCKI
Abstract. A well-known theorem of Nash-Williams shows that
the collection of locally finite trees under the topological minor
relation results in a BQO. Set theoretically, two very natural ques-
tions arise:
(1) What is the number λ of topological types of locally finite
trees?
(2) What are the possible sizes of an equivalence class of locally
finite trees?
For (1), clearly, ω ≤ λ ≤ c and Matthiesen refined it to ω1 ≤ λ ≤ c.
Thus, this question becomes non-trivial when the Continuum Hy-
pothesis is not assumed. In this paper we address both questions
by showing that - entirely within ZFC - for a large collection of lo-
cally finite trees that includes those with countably many rays: the
answer for (1) is λ = ω1, and that for (2) the size of an equivalence
class can only be either 1 or c.
1. Introduction.
We consider the family of locally finite trees with respect to the
topological minor relation where T ≤♯ S if some subdivision of the tree
T embeds as a subgraph of S. If two trees are mutually embedded in
this way then they are topologically equivalent. The topological minor
relation is a quasi-order which partially orders the induced equivalence
classes. In particular, we recall the result of Nash-Williams that the
topological minor relation defines a better-quasi ordering of all trees.
Hence, chains in (T ,≤♯) are well-ordered. Matthiesen answered in [3] a
question of van der Holst by showing that there are uncountably many
topological types of locally finite trees. The first author answered a
question from [3] by giving an explicit construction of ω1 topological
types of locally finite trees [1]. This paper addresses some natural
related questions concerning the size of equivalence classes and the
number of equivalence classes.
Let T denote the set of all countable locally finite rooted trees. Let
G denote the family of all finite rooted trees. For a rooted tree T , the
natural order on T that s ≤ t if the unique minimal path from the root
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to t passes through s will be denoted by ≤ or ≤T . We refer the reader
to [2] for all necessary graph-theoretic background. There are two basic
questions addressed here. The first question concerns the number of
equivalence classes:
Question 1. What is the supremum of the lengths of chains in (T ,≤♯)?
In particular, can there be any strictly increasing well-ordered subsets
of (T ,≤♯) of length ω2 or longer (of course consistent with the negation
of CH)?
We are interested in the set of equivalence classes of locally finite
trees with respect to the equivalence relation induced by the topological
minor relation. So if all chains are of length strictly less than ω2,
then by a result of Kurepa we have a positive answer to the following
question:
Question 2. Are there are exactly ω1 equivalence classes of locally
finite trees wrt topological equivalence
REMARKS.
The first author gave an explicit construction of a well-ordered strictly
increasing chain of length ω1. This construction produces a sequence of
binary trees Tα with countably many branches naturally lexicographi-
cally ordered in type α. It is not difficult to extend this chain of trees
to obtain chain of length ω1 + ω + 1 by adding the full n-ary trees on
topped off by the maximal locally finite tree (with nth level n-splitting).
The first part of this paper is devoted to showing that if we restrict
to locally finite trees with countably many branches, then indeed ω1 is
the supremum of lengths of such trees.
In addition, we consider chains involving trees with uncountably
many branches and conjecture that for every α < ω2 there is a chain
of length α
The second half of the paper is devoted to the question about the
sizes of the equivalence classes. The Tree Alternative Conjecture con-
cerns the sizes of equivalence classes with respect to the mutual em-
beddability relation. Indeed, it conjectures that the number of trees
mutually embeddable with a given tree T is either 1 or infinite. We
consider a similar question for the relation of the mutual topological
minor relation. For a locally finite tree T , let [T ] denote the equivalence
class of topological equivalence and we ask
Question 3. For a locally finite tree, T , is |[T ]| either 1 or c?
Note that for the relation of mutually embeddability, there are even
countable trees where the number of equivalent trees may by countable
or uncountable.
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2. Lengths of chains
Let R be the graph on ω determined by adding one edge between
successive natural numbers (i.e., n is connected to n− 1 and n + 1 by
an edge). We will refer to this tree as the ray or the single infinite
branch.
Consider Gω the set of all functions f : ω → G. For each such
function, let Tf be the tree obtained by attaching a copy of f(n) to R
by connecting the root of f(n) to n via an edge.
Lemma 1. Given f, g ∈ Gω the following are equivalent:
(1) Tf ≤
♯ Tg
(2) There is a strictly increasing sequence (kn : n ∈ ω) such that
for all n f(n) ≤♯ g(kn).
Item (2) in the above lemma suggests the following ordering on Gω:
f ≤∗ g if there is (kn : n ∈ ω) strictly increasing, such that for all
n, f(n) ≤♯ g(kn).
This ordering is transitive and reflexive but not antisymmetric. If
we declare f ≡ g if both f ≤∗ g and g ≤∗ f then obtain an equivalence
relation. Then ≤∗ induces a partial ordering of the set {[g] : g ∈ Gω}
of equivalence classes . We will be sloppy and refer to the ordering of
≤∗ as a partial ordering of Gω. Note that since the topological minor
relation is a wqo, by the equivalence given by the above lemma we have
that this partial order is well founded and all antichains are finite. Our
first goal is to prove
Theorem 2. The set {[g] : g ∈ Gω} of equivalence classes is countable.
By a theorem of Kurepa - which states that for a wqo P , |P | ≥ κ
if and only if there is a κ well-ordered chain in P - it suffices to prove
that this partial order has no uncountable well-ordered subsets. We
make a couple of observations about this particular partial order but
then we will formulate an prove something more general.
We consider three types of functions, those with range that is domi-
nating, those with bounded range, and those with unbounded but not
dominating range. First note:
Lemma 3. Given f : ω → G, if the range of f is dominating in G in
the ordering ≤♯, then [f ] is the maximum in Gω.
Indeed for any two functions, f and g, if both have range that is
dominating then f is equivalent to g.
Lemma 4. If the range of f is bounded by a single T wrt the topological
minor relation, then {[g] : g ≤∗ f} is countable.
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Proof. Suppose that f has range that is bounded by a single finite
rooted tree T . Then the range of f must be finite. f may be finite to
one on some elements of the range, so we may fix N ∈ ω such that for
S in the range of f , f−1(S) is either infinite or contained in N .
Enumerate those elements S of the range of f for which f−1(S) is
infinite as {Ti : i < k} and let Ai = f
−1(Ti) \N . So
f = f ↾ N ∪
⋃
i<k
Ai × {Ti}
Now, if g ≤∗ f then it follows that there is an m = m(g) ≤ N such
that
(1) For all j < m there is l < N such that g(j) ≤♯ f(l), and
(2) For all S in the range of g ↾ (ω \ m) there is i < k such that
S ≤♯ Ti
Therefore, if g1 and g2 are both below f wrt ≤
∗, and if m = m(g1) =
m(g2), and moreover g1 ↾ m = g2 ↾ m and finally the range of g1 ↾ ω\m
is the same as the range of g2 ↾ ω \m then by the above observation
we have that g1 ≤
∗ g2 and g2 ≤
∗ g1 so they are equivalent. Now it is
clear that there are only countably many equivalence classes [g] with
g ≤∗ f as required.

Corollary 5. The set {[f ] : ran(f) is bounded } is countable.
Proof. The set of constant functions in Gω is countable and any bounded
function is dominated by a constant function. It follows that there are
only countably many equivalence classes of bounded functions. 
We now consider or more general setting and obtain Theorem 2 as a
special case.
Let (P,≤P ) be an arbitrary wqo. And define a relation ≤
∗ on P ω
as above: f ≤∗ g if there is a strictly increasing sequence (kn) such
that f(n) ≤P g(kn). As above, define ≡ on P
ω by f ≡ g if f ≤∗ g
and g ≤∗ f . Then ≤∗ induces a partial ordering of the equivalence
classes {[f ] : f ∈ P ω}. We will abuse notation and denote the partial
ordering of equivalence classes by P ω as well. First let P/ ≡ be the
set of equivalence classes of P with respect to the equivalence relation
S ≡ T in P if S ≤P T and T ≤P S.
Theorem 6. Assume that the set of equivalence classes P/ ≡ is count-
able. Then any increasing chain of length ω1 in P
ω is eventually con-
stant. Hence there are no uncountable well-ordered chains in P ω.
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Proof. Suppose that F = {fα : α < ω1} ⊆ P
ω is such that fα <
∗ fβ for
all α < β. Let us say that T ∈ P is cofinally in the range of F if for
any n there are α and m > n such that T ≤ fα(m), and let
cfrange(F) = {T : T is cofinally in the range of F}.
Lemma 7. There is an α such that cfrange(F) = cfrange(F ↾ α).
Proof. Basic closing off argument 
Fix α as in the above lemma. Then we have the following:
Lemma 8. For all β ≥ α there is n such that for all m > n fβ(m) ∈
cfrange(F).
Proof. Suppose not. Then there is an infinite increasing sequence (nk)k
such that for all k fβ(nk) = Tk 6∈ cfrange(F). Now, since ≤P is a
well-quasi ordering, we have a subsequence (Tki)i which is increasing
with respect to ≤P . But then by definition Tk0 is in the cfrange(F).
Contradiction. 
Lemma 9. For any f ∈ (cfrange(F))ω, and for any β ≥ α, f ≤∗ fβ.
Proof. Fix f ∈ (cfrange(F))ω and fix β ≥ α. Let us build an in-
creasing sequence (nk)k∈ω recursively. Consider f(0) ∈ cfrange(F) =
cfrange(F ↾ α). Since f(0) is cofinally in the range of F ↾ α, there is a
β0 < α and an m0 such that f(0) ≤P fβ0(m0). And since fβ0 ≤
∗ fβ we
may fix n0 so that fβ0(m0) ≤P fβ(n0). By transitivity of ≤P we have
that f(0) ≤P fβ(n0).
Now, having constructed n0 < n1 < ... < nk−1 so that for all i < k we
have f(i) ≤P fβ(ni), consider f(k). Since f(k) is cofinally in the range
of F ↾ α we may fix βk and mk > nk−1 such that f(k) ≤P fβk(mk).
Now, fβk ≤P fβ and by definition of ≤P we know that there is an
increasing sequence (ri) such that fβk(i) ≤P fβ(ri). Since the sequence
of ri’s is increasing, we have that rmk ≥ mk which was chosen to be
larger than nk−1. Let nk = rmk and note that
f(k) ≤P fβk(mk) ≤P fβ(rmk) = fβ(nk)
as required. This completes the construction of the sequence (nk) which
witnesses that f ≤∗ fβ . 
Now, to complete the proof of the Theorem, first note that in the
construction above, m0 could have been chosen arbitrarily large and
consequentially, since n0 ≥ m0 n0 could also be taken arbitrarily large.
Thus, if f ∈ (cfrange(F))ω the sequence (nk)k∈ω witnessing f ≤
∗ fα
can be chosen with n0 as large as we like. To see that there are no ω1
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chains, it suffices to show that there are only countable many distinct
equivalence classes among all the {[fβ] : β < ω1} and to see this we
claim that for all β > α, fβ is equivalent to some finite modification of
fα. Since P/ ≡ is countable, this suffices. Toward this end, fix β > α
and choose N large enough so that for all m ≥ N fβ(m) is cofinally in
the range of F . We can do this by Lemma 7 above. Consider
fˆα = fβ ↾ N ∪ fα ↾ (ω \N).
Then notice that fˆα ↾ N = fβ ↾ N , and also, fˆα ↾ ω \ N can be
viewed as a function in (cfrange(F))ω. Therefore, by Lemma 9 there
is a sequence (km)m≥N witnessing ≤
∗ which can be chosen so that the
initial element kN ≥ N . Thus, it follows by extending the sequence so
that ki = i for all i < n that fˆα ≤
∗ fβ.
In the same way we have that fβ ≤
∗ fˆα and so there are only count-
ably many distinct equivalence classes among the {[fβ ] : β ≥ α} com-
pleting the proof of the theorem. 
In fact, the reader can quickly verify that Theorem 6 is true for
regular cardinals.
Corollary 10. Let κ be a regular cardinal, P denote a wqo and assume
that |P/ ≡ | = κ. Then there are no well-ordered chains in P ω of
cardinality > κ; any increasing chain of length > κ in P ω is eventually
constant.
2.1. Trees with countably many rays. In the following sections
it becomes necessary to forge trees from smaller ones. We do this by
joining, from their root, trees to rays or other types of trees. Therefore,
for convenience, from now on when joining a tree T , by its root, to a
node s of a tree S we write glue when the root of T and the node s
are fused together, while attach refers to the use of an edge for joining
them.
Given a tree T and a ray B in T , we use the notation Bn to denote
a subtree of T that is attached to the nth node of B (incompatible
with the nodes of B above the nth node of B). Of course, Bn depends
on the node corresponding to the root of Bn that is attached to the
nth node of B, but this will usually not important and clear from the
context. Let S0 denote the single vertex tree, S1 be the ray, S2 be the
tree composed of the ray with a copy of S1 attached at every node, and
in general:
• For α+1 = β: Sβ is the ray with a copy of Sα attached at every
node.
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• Whenever β is limit: select a cofinal ψβ : ω → β and let Sβ be
comprised of the ray with a copy of Sψ(n) to its n
th node.
Sα
s(Sβ) Sα
Sα
Sα
...
Figure 1. The tree Sβ for β = α + 1 with its spine
highlighted.
Denote S = {Sα | α < ω1}. By design, α < β implies Sα embeds into
Sβ. Notice also that the choice of cofinal function ψβ is irrelevant in the
sense of topological embedability. That is, any two such functions yield
topologically equivalent trees. For a fixed successor α + 1 = β < ω1
(resp. limit β < ω1) we define the spine s(Sβ) of Sβ to be the ray
where the copies of Sα (resp. Sγ with ψβ(n) = γ for some n ∈ ω) are
attached to, as illustrated above. It is helpful to note that for every t
in the spine of Sα, {s ∈ Sα : t ≤Sα s} is topological equivalent to Sα.
Lemma 11. The collection S = {Sα | α < ω1} contains ω1 topological
types of locally finite trees. Moreover for any tree T the following are
equivalent:
(1) Sα ≤
♯ T for all α ∈ ω1,
(2) If T2 is the full binary tree, then T2 ≤
♯ T
(3) T has uncountably many branches
Proof. The proof of this fact can be found in [1]. 
Definition 12. Define Tω1 ⊂ T to contain all trees with countably
many rays and declare o : Tω1 → ω1 by
o(T ) = sup{α : Sα ≤
♯ T}
Call this function the order of a tree.
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Clearly, finite trees have order 0 while any infinite tree has order at
least 1. Considering ω1 and Tω1 as categories, the order assignment is
functorial where the assignment α 7→ Sα defines a left adjoint to it.
Lemma 13. For any T ∈ Tω1 and α ∈ ω1, TFAE:
(1) o(T ) = α.
(2) Sα ≤
♯ T and Sγ 6≤
♯ T for all other γ > α.
(3) Sα ≤
♯ T and from all the possible embeddings of Sα in T there
can be only finitely many rays of T containing copies of s(Sα).
Proof. [(1)⇔ (2)] Here we must only show that o(T ) = α⇒ Sα ≤
♯ T ,
the rest follows by the definition of order. The claim follows easily for
a successor α, therefore we focus on the limit. For every γ < α, let
S ′γ be the subtree of T spanned by one morphism witnessing Sγ ≤
♯ T .
Define Fγ to be the subtree of T that results from adding to S
′
γ the
finite ray in T that joins the root of T with the root of S ′γ. And let
Spγ be the image of the spine of Sγ in S
′
γ along with the finite ray
joining the root of T with the root of S ′γ. Start from the root of T
and choose an edge e1 so that for a cofinal in α set A1, all the spines
Spα from the subtrees in the collection {Fγ : γ ∈ A1} contains that
edge. This is possible since T is locally finite and contains infinitely
many rays. Next, choose an edge e2 adjacent to the vertex of e1 that
is not connected to the root of T for which there exists a cofinal, in
α, A2 ⊆ A1 so that all spines Spα from the subtrees in {Fβ : β ∈ A2}
contain said edge. The same reasons that allowed us to choose e1 also
apply to e2. Continue this way and construct the ray B = e1e2 . . .. We
claim that there exists an embedding of Sα into T where the spine of
Sα is mapped to B. First note that if
⋂
nAn is cofinal in α then we
are done. Otherwise, construct {γn : n ∈ ω} increasing and cofinal in
α and t ∈ ωω recursively so that γn ∈ At(n) r At(n+1) for each n ∈ ω.
Therefore, if S is the copy of an Sα obtained by attaching a copy of
Sγn to the n
th node of a fixed ray, then a subdivision of S embeds into
T with its spine mapped onto the constructed ray e1e2...... And so
Sα ≤
♯ T .
[(1)⇔ (3)] A similar argument shows that if there is an infinite number
of copies of Sα in T so that the copies of their respective spines encom-
pass more than a finite number of rays in T , then one can construct a
copy of Sα+1 in T . This a clear contradiction of o(T ) = α. 
In view of the above, for a ray B of a tree T and an ordinal α write
B ⊳ α if for all β < α there exists s ∈ ωω so that o(Bs(i)) ≥ β for
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all i ∈ N. We thus obtain the following equivalent characterization of
o(T ):
Lemma 14. For any T ∈ Tω1, o(T ) = 0 if, and only if, T is finite and
o(T ) = sup{α | ∃ a ray B of T with B ⊳ α},
otherwise. Moreover, the set of rays
B(T ) = {B | sup{α | B ⊳ α} = o(T )}
is non-empty and finite.
Proof. This results follows directly from the previous lemma. 
For 1 ≤ n ∈ ω and 1 ≤ α ∈ ω1 we denote T
n
α denote the collection
of all locally finite trees T of order at most α such that |B(T )| ≤ n.
Theorem 15. Any chain of trees with at most countably many rays is
composed of at most ω1 topological types.
Proof. We prove by induction on α that for each n, any chain composed
of trees from T nα contains at most countably many topological types.
Since the locally finite trees are a wqo this also implies that there are
only countably many equivalence classes in each T nα .
The case for n = 1 and α = 1 was dealt with in Theorem 6. Notice
that if for a fixed α the claim is true of all T nα then it also holds for
T 1α+1. Indeed, any tree in T ∈ T
1
α+1 can be identified with a function
f ∈
(⋃
i∈ω
T iα
)ω
as a direct consequence of Lemma 14 as follows. If B ∈ B(T ) is the
unique ray such that B⊳α+1 and if {tn : n ∈ ω} are all the nodes of B
to which are glued trees of order α, and we let fT (n) ∈
⋃
i∈ω T
i
α denote
the tree glued to tn. Then for any S ∈ T
1
α+1 we have that S ≤
♯ T if
and only if fS ≤
∗ fT . Thus, using our inductive hypothesis that there
are only countably many topological types in
⋃
i∈ω T
i
α and applying
Theorem 6 we see chains in T ∈ T 1α+1 consist of at most countably
many topological types.
A similar argument also establishes that if the claim holds true for
T nβ for all n and all β < α, then it also holds for T
1
α .
Next, fix an α ∈ ω1 and N > 1 assume that the result holds for T
m
α
for all m < N and for T nβ for all β < α and all n ∈ ω.
We next show it holds true for T Nα . Let C = {Tβ | β ∈ ω1} be a chain
of trees from T Nα .We can cohesively select, for each β ∈ ω1, a ray Bβ⊳α
in B(Tβ) as follows. Begin by choosing any ray B0 from B(T0) such that
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each B0 ⊳ α. And for all n < ω use the embeddings a subdivision of
Tn into Tn+1 witnessing Tn ≤
♯ Tn+1 to select Bn+1 recursively as the
image of Bn under that embedding. Similarly, at successor stages,
choose Bβ+1 as the image of Bβ under the appropriate embedding.
At a limit stages γ, consider the embedding of the subdivision of Tβ
to Tγ for β < γ witnessing Tβ ≤
♯ Tγ . Bβ is mapped to some ray of
order α in Tγ so we may choose one (of the N such rays), call it Bγ so
that for cofinal in γ number of embeddings Tβ → Tγ we have that Bβ
is mapped to Bγ .
Lemma 16. For all β < γ < ω1 there is an embedding of a subdivision
of Tβ to Tγ witnessing Tβ ≤
♯ Tγ such that Bβ is mapped onto Bγ
Proof. By induction on γ. For γ a successor γ = η + 1, by our induc-
tive hypothesis, we have an embedding from a subdivision of Tβ to Tη
mapping Bβ to Bη. And by definition of Bη+1 there is another such
embedding from Tη to Tη+1 mapping Bη to Bη+1. Taking common sub-
divisions and composing the embeddings gives an embedding mapping
Tβ to Tη+1 as required.
For limit γ by definition of Bγ we may similarly find β
′ with β < β ′ <
γ and an embedding of a subdivision of Tβ′ to Tγ mapping Bβ′ to Bγ.
And as above, using the induction hypothesis on β ′ and by composing
embeddings we have the required embedding from Tβ to Tγ . 
Now we proceed as in the previous cases. Let
P =
⋃
{T nβ : β < α, n ∈ ω} ∪
⋃
m<≤N
T mα
Note first that by our inductive assumption, there are only countably
many topological types among the trees in P .
And for each β < ω1 there is an fβ ∈ P
ω So that each Tβ = Tfβ where
Tfβ is the tree obtained by gluing copies of fβ(n) to the n
th node of
Bβ. And Tβ ≤
♯ Tγ implies that fβ ≤
∗ fγ . In addition, if also fγ ≤
∗ fβ
then Tβ is topologically equivalent to Tγ. And so, by Theorem 6 we
can deduce that the chain {Tβ : β < ω1} is eventually constant. This
complete the proof. 
The following corollary is a direct consequence of the previous result
and Lemma 11.
Corollary 17. Any chain of trees where each node on every tree has
splitting number ≤ 2 is composed of at most ω1 topological types.
LOCALLY FINITE TREES AND THE TOPOLOGICAL MINOR RELATION 11
2.2. Trees with uncountably many rays. The answer to Question
1 for chains of trees with uncountably many branches remains open,
however, in this section we provide several partial answers. Note, that
the previous corollary establishes that chains of binary trees have order
type at most ω1+1 and we begin this section by investigating the length
of chains of trees with finitely many nodes of splitting number ≥ 3. Let
us denote by T2 the full binary tree and T3 the full ternary tree, i.e.,
the infinite tree with all nodes of splitting number 3.
Lemma 18. Let C be a chain of topological types of trees. If there
exists a tree T ≤♯ T3 with at most finitely many nodes of splitting
number 3 so that S ≤♯ T for all S ∈ C, then |C| ≤ ω1.
Proof. Let T be the tree that results from attaching an extra copy of
T2 to the root of T2 itself; all vertices of T have splitting number 2
with the exception of its root, which has a splitting number of 3. Let
C be a chain whose top element is T . We want from C the upper
part composed of trees whose root splitting number is 3 since, as we
have shown in Corollary 17, the bottom part composed of trees with
all nodes of order 2 must have a length of ω1. Denote this new chain
by D and let (Sα : α ∈ κ) be its increasing enumeration. Since the
root of T and all other trees in the chain D have their root as a special
vertex, we will denote the full trees that stem off their roots (i.e., the
trees whose root is their ambient trees’ root, but only one edge stems
from said root) as leaves. That is, each one of these trees has three
leaves stemming from their roots, and each such leaf embeds into T2.
Next, start with the bottom element in D, S1, and let f1 : S1 → S2
be any one that witnesses S1 ≤
♯ S2. Choose and fix a leaf from S1, call
it L1, and let L2 be the leaf in T2 containing f1(L1). Do the same for all
α ∈ ω. For each i ∈ ω, fix an fωi : Si → Sω witnessing Si ≤
♯ Sω. Choose
a leaf from Sω for which there exists an infinite set X ⊆ {Ln | n ∈ ω}
so that all leaves in X map into it by the fωi ’s. It is clear how to
proceed for each α ∈ |C| = κ: let fα : Sα → Sα+1 be any embedding
witnessing Sα ≤
♯ Sα+1, etc. For the limit case, we use the omega case
as a guide. Choose a leaf from T that embeds the chain of leaves we’ve
just constructed. This chain plateaus at stage ω1. Using the same fi’s
and f γi ’s as with L1, repeat the process for the two remaining leaves of
S1. We now have three chains of trees that embed into T2 and, thus,
they must plateau at stage ω1. Hence, the leaves of the chain D itself
must plateau after ω1 trees and the chain itself also.
The special node with degree three can be moved around (i.e., it
need not be the root of T ) and yield the same result for the case of T
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having only one node of branching number 3. Simple induction does
the rest. 
From the proof of Lemma 18 the following is evident.
Corollary 19. Let C be a chain of locally finite trees. If there exists a
tree T with at most finitely many nodes of splitting number ≥ 3 so that
S ≤♯ T for all S ∈ C, then C is be composed of at most ω1 topological
types.
When there is no finite bound to the number of nodes with splitting
number ≥ 3 in a chain of locally finite trees the scenario becomes more
complex. Consider, for example, the case of a chain C for which there
exists a tree T so that S ≤♯ T for all S ∈ C, and where T has infinitely
many nodes of branching number ≥ 3 and all such nodes belong to
the same ray of T . For simplicity, let us assume that each tree S also
has an infinite number of nodes of splitting number greater than 2. A
moment’s thought verifies that each S ∈ C must have a special ray to
which all nodes of degree ≥ 3 must belong. This creates a scenario
much like the one encountered in Theorem 15; indeed, each S ∈ C can
be identified with a function
ω → {T | T ≤ T2}.
Consequently, we can employ the ideas in the proof of said theorem in
conjunction with Corollary 17 to conclude that C is composed of at
most ω1 topological types of trees. That said, an infinite number of
nodes need not span a ray.
Lemma 20. Any locally finite tree with infinitely many nodes contains
a ray. Moreover, if there exists an infinite antichain then the tree
contains a copy of the 1-comb (see Figure 2).
For every n ∈ N, we let Vn be the tree depicted in Figure 2. Denote
the tree that result from gluing copies of V2 to every vertex of the ray,
the 2-comb and the trees that result from attaching a copy of V3 to
every node of the ray the hairy 3-comb (see Figure 3). Given a tree
T let T ⋆3 be the subtree of T composed of only the rays of T with the
property that for every such ray B there exists an embedding of either
the hairy 3-comb or the 2-comb into T , mapping the only ray from
either comb entirely within B. Loosely speaking, the rays of T ⋆3 trace
out all copies of either comb within T .
Lemma 21. Any chain C of locally finite trees with the property that
for every T ∈ C, T ≤♯ T3 and o(T
⋆
3 ) < ω1 is composed of at most ω1
topological types.
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...
. . .
n nodes︷︸︸︷
Figure 2. The 1-comb and Vn.
...
...
Figure 3. The hairy 3-comb and the 2-comb.
Proof. One can readily verify that S ≤♯ T implies S⋆3 ≤
♯ T ⋆3 . Next,
apply the techniques developed in Section 2.1 to the trees T ⋆3 . That is,
as a direct consequence of Corollary 10, any chain of trees C for which
every tree T has o(T ⋆3 ) = 1 must plateau at height ω1. Therefore,
applying the techniques from Theorem 15 for the case where o(T ⋆3 ) > 1
proves the theorem. 
In much the same spirit as with the definitions of the hairy 3-comb
and 2-comb, for every n ∈ N we define hairy n-comb (resp. n-comb)
to be the tree that results from attaching a copy of Vn (resp. gluing
a copy of Vn−1) to every node of the ray as illustrated in Figure 4.
Similarly, we define hairy ω-comb (resp. ω-comb) to be the tree
that results from attaching (resp. gluing) a copy of Vn to the n
th node
of the ray as illustrated in Figure 5.
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Continuing along this vein, and in line with the definition of T ⋆3 , for
a tree T and a fixed α ∈ ω + 1 we define T ⋆α to be the subtree of T
composed of only the rays of T with the property that for every such
ray B there exists an embedding of either the hairy α-comb or the β-
comb into T , mapping the only ray from either comb entirely within
B where if α < ω then α = β + 1 and α = β, otherwise.
Lemma 22. For any tree T and any n ∈ N, o(T ⋆n) ≤ o(T
⋆
n−1) and
o(T ⋆ω) ≤ o(T
⋆
n). Moreover, if for all n ∈ N, o(T
⋆
n) ≥ 1 then T
⋆
ω ≥ 1.
Proof. For m > n, the hairy n-comb and n-comb embed into the hairy
m-comb and m-comb, respectively. As direct consequence of this em-
beddability for any tree T , any ray in T ⋆m must also be a ray in T
⋆
n . The
last statement follows from a standard compactness argument. 
Vn
Vn
Vn
Vn
Vn
...
Vn
Vn
Vn
Vn
Vn
...
Figure 4. The hairy n-comb and the n-comb.
V1
V2
V3
V4
V5
...
V1
V2
V3
V4
V5
...
Figure 5. The hairy ω-comb and the ω-comb.
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Corollary 23. Let C be a chain of trees so that for all T ∈ C and
α ∈ ω + 1, o(T ⋆α) < ω1. Then C is composed of at most ω1 topological
types of locally finite trees.
The above result is the strongest we are able to prove. Scenarios with
chains where for some tree T and n ∈ N, o(T ⋆α) ≥ ω1 are unknown to
the present authors. Even some of the simplest of cases remain elusive.
For example, let C denote the collection of trees forged as follows: take
T2 and subdivide each edge in two by adding a new node. To every
new node (i.e., every node of splitting number 1) attach a finite tree.
Question 4. What is the size of [C]?
We finish this section by remarking that while we are able to con-
struct chains longer than ω1, e.g., it is actually possible to construct
a chain of inequivalent topological types of locally finite trees of order
type
∑
n∈ω+1 ω
n
1 by employing trees T with o(T
⋆
α) < ω1, for all i ∈ ω+1,
we do not know the answer to the following questions:
Question 5. Is there, for each α < ω2 a chain of inequivalent topolog-
ical types of locally finite trees of order type α?
Question 6. Is it consistent that there is a chain of inequivalent topo-
logical types of locally finite trees of order type ω2 or longer (of course
in the presence of the negation of the Continuum Hypothesis)?
3. Size of equivalence classes
The Tree Alternative Conjecture concerns the sizes of equivalence
classes with respect to mutual embeddable relation. Indeed, it conjec-
tures that the number of isomorphism classes of trees mutually embed-
dable with a given tree T is either 1 or infinite. We consider a similar
question for the relation of the mutual topological minor relation and
denote T ≡♯ S if both T ≤♯ S and S ≤♯ T . While in the previous part
of this paper we were analyzing rooted trees, some of that analysis is
helpful in proving the topological minor variant of the tree alternative
conjecture:
Conjecture 24. For a given locally finite tree T , the number of iso-
morphism classes of trees that are mutually topological minor with T is
either 1 or c.
We prove the conjecture for locally finite trees with at most countably
many infinite rays.
Theorem 25. Suppose that T is a locally finite tree with at most count-
ably many infinite rays, then the number of isomorphism classes of trees
that are mutually topological minor with T is either 1 or c.
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To cobble together a proof we need some observations. In all the
discussions below “tree” means “unrooted locally finite tree.”
In the earlier section where the order of a tree was defined, it was
implicit that this was a property of rooted trees. However, the order
of a tree is independent of which node is taken as the root:
Lemma 26. Suppose T is a tree with r0 and r1 are two nodes of T .
Then the order of the rooted tree (T, r0) is the same as the order of
(T, r1). Moreover, if B is an infinite ray of T with initial node r0 and
if B′ is a ray of T with initial node r1 and if either r0 ∈ B
′ or r1 ∈ B
then the order of B in (T, r0) is the same as the order of B
′ in (T, r1),
Hence, the order of an unrooted tree and the order of an infinite ray
in an unrooted tree are well defined by fixing any node in the tree (or
in the ray) and calculating the order in the associated rooted tree.
Lemma 27. Suppose that T and S are trees, G a subdivision of T and
f : G→ S an embedding witnessing that T ≤♯ S. Suppose further that
B is an infinite ray of T and that f(B) is the infinite ray of S induced
by the image of B in S. Then the order of B is less than or equal the
order of f(B). Hence the order of T is less than or equal the order of
S.
If T ≤♯ S, and if G is the subdivision and f is the embedding of G
into S witnessing this, we will suppress explicit reference to G and refer
only to the embedding f as restricted to T and call it the embedding
of T into S witnessing T ≤♯ S.
Corollary 28. Suppose that T ≡♯ S. Then o(T ) = o(S) and both
have the same number of rays of maximal order. Moreover if f is an
embedding witnessing T ≤♯ S or S ≤♯ T , then f maps a ray of maximal
order of one to a ray of maximal order of the other.
Before proceeding, let us first describe those trees T with exactly
one isomorphism class that is mutually topologically minor to T . First
note that forfinite trees T and S T ≡♯ S if and only if T is isomorphic
to S. Indeed, one can first note that if T ≡♯ S then T and S have the
same number of nodes, and then proceed by induction on the number
of nodes. But there are infinite trees with exactly one isomorphism
class. Recall, T has order 1 if and only if T is infinite and consists of a
finite initial tree G with finitely many infinite paths connected to some
nodes of G.
Theorem 29. Suppose T is a tree and o(T ) ≤ 1, then T ≡♯ S if and
only if T is isomorphic to S.
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And the next theorem completes the proof of Theorem 25.
Theorem 30. Suppose T is a such that o(T ) = α > 1. Then there
are continuum many trees all topologically equivalent to T but pairwise
non-isomorphic.
Proof. Given a graph G, let us say that a sequence of nodes x0, x1, ...xn
is a simple path if each xi is connected to xi+1 by an edge and for every
0 < i < n the degree of the vertex xi is the minimal possible, i.e.,
d(xi) = 2.
Given a graph G, by a collapse of G, we mean a graph formed by
fixing a collection of simple paths in G and replacing each simple path
(x0, x1, ....xn) in that collection by a single edge connecting x0 to x1 (so
deleting all the nodes x1, ...xn−1 from G in the process). Clearly G is a
subdivision of any of its collapses so any collapse of G is a topological
minor of G.
Now fix T of order α > 0 and let {Bk : k < n} enumerate all
infinite rays of order α in T . Let us enumerate the nodes of each Bk as
{bk(i) : i < ω} as described above. For each k and each i > 0 let T
k(i)
denote the induced subgraph of T that contains bk(i) and all nodes
that can be connected to bk(i) by a path disjoint from the the ray Bk.
I.e., T k(i) is the subtree attached to the node bk(i) off of the ray Bk.
By truncating the rays’ initial segments we may assure a few things:
(1) Bk is disjoint from Bj for all k 6= j < n
(2) For all k and for all i, there is m > i such that T k(i) ≤♯ T k(m).
We now form a collapse of T by taking all maximal simple paths con-
tained in the rays Bk. I.e., we delete all nodes of the rays Bk for
which Tk(i) is empty. We denote this collapse of T by S. Since T is a
subdivision of S we have S ≤♯ T .
Lemma 31. T ≤♯ S
Proof. We need to embed a subdivision of T into S. First fix a maximal
subtree of T that contains the set of initial nodes I = {bk(0) : k < n}.
from all the rays Bk for k < n. Let this be the subtree induced by the
set of all nodes that can be connected to some node in the set I via
a path disjoint from
⋃
k Bk. On this subtree let we let the embedding
be the identity. For the rest of the tree, we work with each ray Bk
separately. Fix k < n and fix an sequence {sk(i) : i < ω} so that for
all i we have T k(i) ≤♯ T k(sk(i)) 6= ∅ (note that since T
k(sk(i)) 6= ∅ it
follows that this subtree and the node bk(sk(i)) is in S). We may not
fix an embedding of a subdivision of T k(i) into T k(sk(i)) and by adding
sufficiently many nodes between bk(i) and bk(i + 1) for each i, extend
this to an embedding of a subdivision of the entire subtree living on Bk
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into the subtree of S living on the same ray. Since the rays are pairwise
disjoint, we can join all these together into a single subdivision of tree
and embedding of it into S, witnessing T ≤♯ S.

For a function f : ω → ω let us define Sf to be the subdivision of
S obtained by replacing the edge connecting each successive elements
bk(i) and bk(i+1) by a path of length f(i). Since the rays are disjoint,
this subdivision is well defined.
Lemma 32. Suppose that f, g ∈ ωω and suppose that Sf is isomorphic
to Sg. Then the range of f is, modulo a finite set, equal to the range
of g. I.e. ran(f) \ ran(g) and ran(g) \ ran(f) are both finite.
Proof. If two trees are isomorphic, they must be of the same order
and they must map infinite rays to infinite rays preserving the order
of the rays. Therefore, there are two rays Bi and Bj with i and j
less than n such that modulo some finite initial segment of each ray,
the f -subdivision of Bi must be mapped isomorphically onto the g-
subdivision of Bj . Nodes of degree 2 must be preserved in this map so
the lengths of the subdivisions between the successive nodes of Bi must
coincide with the lengths of the subdivisions between successive nodes
of Bj except for at most a finite initial segment of each ray. Therefore
the range of f is almost equal the range of g.

Now to complete the proof of the Theorem, it suffices to fix con-
tinuum many functions which pairwise have distinct ranges modulo
=∗. 
Just as with Section 2.2, trees with uncountably many rays pose a
largely more complicated problem. However, it is not difficult to show
that employing the methods developed above, the following partial
result hold.
Theorem 33. Let T be any locally finite tree for which o(T ⋆α) < ω1 for
all α ∈ ω + 1. Then |[T ]| is either 1 or c.
Proof. The idea here it to replace, in the above results, the branches of
a tree T with the branches of T ⋆α where α = sup{n ∈ ω + 1 | o(T
⋆
n) >
0}. 
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