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Abstract
Boundaries in gauge theories are a delicate issue. Arbitrary boundary choices enter
the calculation of charges via Noether’s second theorem, obstructing the assign-
ment of unambiguous physical charges to local gauge symmetries. Replacing the
arbitrary boundary choice with new degrees of freedom suggests itself. But, con-
cretely, such boundary degrees of freedom are spurious—i.e. they are not part of
the original field content of the theory—and have to disappear upon gluing. How
should we fit them into what we know about field-theory? We resolve these is-
sues in a unified and geometric manner, by introducing a connection 1-form, $,
in the field-space of Yang–Mills theory. Using this geometric tool, a modified ver-
sion of symplectic geometry—here called ‘horizontal’—is possible. Independently
of boundary conditions, this formalism bestows to each region a physical notion
of charge: the horizontal Noether charge. The horizontal gauge charges always
vanish, while global charges still arise for reducible configurations characterized by
global symmetries. The field-content itself is used as a reference frame to distin-
guish ‘gauge’ and ‘physical’; no new degrees of freedom, such as group-valued edge
modes, are required. Different choices of reference fields give different $’s, which
are cousins of gauge-fixings like the Higgs-unitary and Coulomb gauges. But the
formalism extends well beyond gauge-fixings, for instance by avoiding the Gribov
problem. For one choice of$, would-be Goldstone modes arising from the condensa-
tion of matter degrees of freedom play precisely the role of the known group-valued
edge modes, but here they arise as preferred coordinates in field space, rather than
new fields. For another choice, in the Abelian case, $ recovers the Dirac dressing
of the electron.
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1 Introduction
In the covariant symplectic formalism for field theories, it is standard to require
the symplectic flow of the symmetry to be generated by functionally differentiable
charges. For gauge theories, in the presence of boundaries, if no supplementary
conditions are introduced a somewhat surprising (and well-documented) feature
arises: the constructed symplectic charges may differ from the constraints by a
boundary term, and hence will not vanish on the constraint surface.
In some discussions, this is taken to mean that these boundary charges carry
information about physical, rather than ‘pure gauge’, symmetries; in other discus-
sions more stringent boundary conditions are imposed, eliminating the ‘pure gauge’
charges.
In view of these ambiguities, the presence of (spatial) boundaries often seems to
beg for the introduction of edge modes; they can be used both to cancel unwanted
charges—which may arise due to overly weak boundary conditions on the gauge
degrees of freedom,—or to reinstate gauge symmetries—which may have been lost
due to overly strong ones.
Here, we keep track of gauge degrees of freedom in a purely relational way,
without requiring extra degrees of freedom or boundary conditions, nor adding new
boundary terms to the action. Different regions, with their Noether charges and
unrestricted gauge-invariance, can be treated independently and composed, with a
treatment applicable to all boundary conditions. We accomplish this by working
directly on the space of fields, which already contains each and every boundary
condition. Barring some (important) obstructions—posed by the existence of field
configurations with global symmetries—field-space can generically be understood
as a principal fiber bundle, wherein we introduce a connection-form, $ (read Var-
Pie). In this paper we have focused on the field-space of Yang-Mills theory with
scalar or fermionic matter, although the formalism could well turn out to encompass
more general theories, such as general relativity and BF theory.
Using a gauge-covariant notion of functional variation in this field-space, charges
associated to pure gauge-transformations are appropriately screened, without addi-
tional assumptions on the boundary conditions. This screening happens generically
in field-space. However, backgrounds which have global symmetries obstruct the
principal bundle description, which leads the gauge-covariant derivative to fail in
the directions of global symmetry—$ is blind to such directions. In those circum-
stances, global symmetries are not screened; instead, they give non-trivial Noether
charges.
The key to our results is the possibility of describing important relations within
and between subsystems through the use of connection-forms. Connection-forms
encode field-variations in terms of the fields themselves—they split variations into
physical and gauge with respect to the field content itself. They can be non-local but
are always regional, meaning they can be consistently defined intrinsically in sub-
regions of space. Such a relational description in terms of how fields and regions
couple to each other has been heuristically deemed by many to be the defining
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feature of gauge theories (see e.g. [1,2]). As far as we know, any relational splitting
of field variations which is to be fully compatible with gauge symmetry can be
encoded in some connection-form.
Connection-forms, in turn, call for Wilson lines. In some circumstances, Wilson
lines allow for the construction of classical dressings for charged fields; i.e. they
attach certain Lie-group valued functions to the charged fields, rendering them
gauge-invariant. These relations—which do not always exist—provide a direct link
between boundary charges, dressings, and gauge invariance, unified through the
concept of field-space covariance.
1.1 Summary of results and roadmap
Throughout the paper, we have included the ‘take-home’ message of each section in
the ‘Remarks on Section X’ paragraphs. In this subsection, we provide a concise
summary of the main points, jointly with a guide to the paper.
The first part of the paper, sections 2-5, is focused mostly on the mathematical
aspects of our work. That being said, section 5 has more physical content, and
makes the transition to Part II (sections 6-9), wherein we discuss all the physical
applications we have investigated so far.
Part I – Mathematical theory
The fields we will be concretely working with are: the gauge potential, scalar
and spinorial matter fields. These are introduced in section 2, where we also review
the principal fiber bundle (PFB) structure of the field-space of Yang-Mills theory,
and spell out the aforementioned obstructions to such a structure presented by
backgrounds with global symmetries [3–10]. A PFB structure does not imply a
global product space structure. Indeed, the lack of such product structure is caused
by another famous obstruction: the Gribov problem [8,9, 11,12].
The most important mathematical object in PFB’s, and in this work, is the con-
nection 1-form $. In section 3 we introduce a general notion of $ for the field-space
of Yang–Mills theory (YM), and discuss properties of field-space gauge-covariance
and its relation to the geometrical notion of horizontality [13]. This is another
fundamental concept in our constructions: a connection-form defines an infinitesi-
mal transverse plane to the gauge-orbits—termed horizontal—in a gauge-covariant
manner (therefore its relation to ‘geometric’ BRST [14–16]). Horizontality is such
an important concept because it will provide a notion of physical. Namely, hori-
zontal will mean physical with respect to a given ‘observer’, or field.
In principle, one could add new degrees of freedom—extra fields—to play the
role of such observers, or frames of reference. But the addition of extra-fields is not
necessary for the construction of $; indeed it goes against the relational foundation
of this work—which only relies on the pre-existing physical fields. Nonetheless, we
present a simple example in which a $ with the correct properties is constructed
with the aid of extra fields. This construction recovers previously studied edge-
modes, introduced to deal with gauge-invariance in the presence of boundaries [17–
22] and sometimes identified precisely with observer (or frame) degrees of freedom
[23].
Apart from this brief excursion, in all cases studied here we have induced
connection-forms from supermetrics on field-space, that is, directly from the geome-
try of field-space itself. Interestingly, the geometry of field-space can be severely re-
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stricted by the assumption that the field-space supermetric is ultralocal [7–9,24–28].
This is discussed in section 4.
One main difference between the simple connection-forms induced from extra
fields and the more physically motivated ones—relationally defined via the intrinsic
geometry of field-space—is that the latter may have associated curvature. Cur-
vature may arise either from field-space dependence of the supermetric itself (as
in general relativity) or from field-space dependence of the gauge-group action on
field-space (as in non-Abelian gauge theories and general relativity).
Interestingly, curvature also plays a role in the relation between our formalism
and gauge fixings [8, 9]. Namely, one can always relate, at a perturbative level,
a choice of a connection-form to a gauge-fixing. The main idea of this relation is
that an infinitesimal horizontal plane can be locally extended in field-space in an
affine manner. In the Abelian Yang-Mills case for example, this analogy holds also
globally. In more general cases, a connection-form will have associated curvature;
then, it can still be global, but will not be integrable, and therefore not equivalent
to any choice of gauge-fixing.
By this account, a $ constructed from the geometry of the space of YM gauge-
potentials will have broadly different properties depending on whether the field is
Abelian or not. In the Abelian case, there is no Gribov problem and the PFB is
trivial; in the non-Abelian case, there is a Gribov obstruction and the bundle does
not admit a global section. In the Abelian case, there is no curvature, while in the
non-Abelian there is. In either case, our connection-form requires neither a gauge-
fixing section nor an explicit parametrization of the base manifold— representing
the physical degrees of freedom—and therefore the Gribov obstruction plays no
role in the use of $. The corresponding topological information of field-space is
taken up by the field-space curvature of $, which may therefore start playing an
important role in non-perturbative aspects of the path integral (which we plan to
investigate in the near future). The specific connection-forms and their curvatures
for the ultralocal geometry in the space of YM vector potentials are calculated in
section 5. This choice of $ is termed the Singer-DeWitt (SdW) connection.
Due to the nature of the gauge-potentials and of the gauge action on them, SdW
connections are nonlocal functionals. Already shifting to the physical applications,
section 5 then discusses the relation between horizontality in field-space and the
compatibility of this non-locality with the restriction to regions. If we associate a
field-space to each physical region, it will be equipped with its own regional notion
of horizontality, which is nonlocal for the $ based on the YM potential. The
most important remark on this issue is that—as a consequence of nonlocality—
regional restrictions do not commute with horizontal projections. Nonetheless, the
composition of regions and their physical charges is well-defined and consistent; we
therefore say such connections are nonlocal but regional.
Part II – Physical applications
In this paper, we also explore the roles which simple geometric connection-forms
have for physical theories. We start this exploration with the $ based on the space
of YM vector potentials, in section 6, where we apply it to the covariant symplectic
treatment of Yang–Mills theory proposed by two of us in [14, 29]. The difference
between the standard symplectic potential and our modified (horizontal) one is
given by a boundary term.
Again we find that in the absence of boundaries our formalism reduces to stan-
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dard treatments. But this almost-everywhere coincidence should not distract from
the importance of their difference; charge currents require boundaries, and we find
that for generic backgrounds all the appropriately modified, so-called horizontal
Noether currents are screened in the non-Abelian case. For backgrounds which
possess global symmetries, on the other hand, the SdW connection picks out the
global charges as the only physical ones. For the Abelian case (electrodynam-
ics), the horizontal Noether current is always precisely the total current density of
electrons. Importantly, while standard Noether currents can be associated to any
gauge-parameter [30], our horizontal ones are non-trivial only for (at most) a fi-
nite number of parameters. Horizontal charges are related to objectively conserved
physical quantities in the sense of the first Noether theorem. Nonetheless, in spite
of these differences, the derived symplectic 2-form of our formalism is still closed,
and therefore equips the field-space of the theory with a well-defined symplectic
structure.
Each field-space sector—be it of matter or of gauge potentials—carries its own
geometry. Nonetheless, as long as we have the same gauge group acting on each,
covariantization of one sector implies covariantization of all. Some of the most
interesting outcomes of our work come from the study of the natural (i.e. ultralocal)
field-space geometry for the matter sector of the theory, pursued in section 7.
Since gauge transformations of matter-fields do not involve derivatives, their
associated connections are not only regional, but indeed completely local in space-
time, and are moreover locally flat in field-space. However, as we will see shortly,
they fail to be defined everywhere in field-space. The connection $ emerging from
this procedure—termed Higgs connection—is flat and can therefore be put in corre-
spondence to a gauge-fixing. This is indeed the celebrated ‘Higgs unitary (partial)
gauge’ [31,32]; more connections to the Higgs are coming. This type of locality is one
of the main differences between matter-induced relationalism and vector-potential
relationalism, but there are others.
It turns out no smooth Higgs connection will exist for background-fields which
vanish at any given point in space. In other words, the Higgs connection only
exists for symmetry-broken configurations, where the vacuum expectation value of
the field does not vanish anywhere. Such configurations are known as condensates.
This example provides an intuitive physical meaning to the screening of charges by
the Higgs connection, as due to a proliferation of charged particles formed by the
condensate.
To realize the depth of the analogy, we first note that, in the same way as
for the Yang–Mills vector potential, the Higgs connection will be ‘blind’ to the
directions of global symmetry, at backgrounds for which those exist. This merely
states that if the reference matter field is insensitive to some transformations, they
cannot be measured in relation to it. In this case, as a consequence of the locality
of the gauge action on matter, and therefore in contrast to what happens in the
case of the YM potentials and the SdW connection, the ‘global’ symmetries—if they
exist—factorize at every point of spacetime, thereby forming an infinite-dimensional
group.
In the Higgs-condensate analogy, this infinite-dimensional group is associated
to the Goldstone modes of the symmetry-breaking, i.e. to the ‘residual’ massless
gauge vector bosons. These directions cannot be dressed by the corresponding Higgs
connection. Therefore they will still have associated non-trivial Noether charges
and correspond to long-range interactions; these components are not screened by
the Higgs connection. The other directions—those which act nontrivially on the
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reference field—acquire a non-vanishing mass. As a consequence, the interaction
such field components mediate is not long-ranged, which of course affects the Gauss
law in this broken phase. In other words, these components are screened by the $-
condensate. All of these facts are automatically taken into account by our horizontal
Noether charge. These points are discussed in greater detail in section 7, as well as
the relation of the Higgs connection to physical reference frames.
A last example of connection-form is presented in section 8. There, we study
the Higgs connection associated to the Lorentz symmetry in the vielbein (Einstein–
Cartan) formulation of general relativity. The reference field for this Higgs connec-
tion is the vielbein field, whose expectation value cannot vanish in a nondegenerate
spacetime. The interest of this construction lies in the interplay of Lorentz and
diffeomorphism symmetry in vielbein general relativity, which has raised puzzles
on the status of the Hamiltonian derivation of the first law of black hole thermody-
namics in vielbein general relativity a` la Wald [34]. To resolve this puzzle, in [33]
a Lorentz-adjusted notion of diffeomorphism symmetry was introduced through a
modification of the Lie derivative. Alternatively, in [35] a Lorentz invariant sym-
plectic potential for vielbein gravity was derived by the addition of appropriate
boundary terms, also resolving the puzzle. In this case, the potential turns out to
be identical on-shell to the metric Einstein–Hilbert symplectic potential.
Both of these proposals are encompassed by our framework: the modified Lie
derivative is the horizontal projection of the standard Lie derivative (understood
as a vector on field-space), and the modified symplectic potential is the horizontal
projection of the standard symplectic potential (a 1-form on field space).
Connections-forms call for Wilson lines. But what is the physical meaning, if
any, of a Wilson line in field-space? A moment of reflection shows that this Wilson
lines provide field-dependent elements of the group of gauge transformations. Most
importantly, these are elements which transform covariantly. Such an object is pre-
cisely what is required for a notion of ‘dressing’ [36–45]: these are field-dependent
gauge transformations that can be combined to charged fields so as to build gauge-
invariant ‘dressed fields’. Thus far in our work, different notions of dressing seem
to correspond to different connections. We will mostly focus on the dressing built
out of the SdW connection, and will relate it to important constructions of gauge-
invariant fields by different authors, such as Lavelle and McMullan’s constructions
for QCD [37]—which are also related to the dressings of the Gribov–Zwanziger
framework [12,41,46]—and also to those of Vilkovisky [47,48], whose constructions
occur in a different, more general context. However, due to the non-vanishing of
the curvature of the SdW connection, it turns out that dressings can only be de-
fined perturbatively in the non-Abelian theory. The only notion of nonperturbative
dressing that survives in this case is therefore an infinitesimal one, which we argue
corresponds to the horizontal differential introduced in the first part of the paper.
Lastly we note that in the absence of boundaries, our horizontal covariant sym-
plectic formalism reduces to the standard one of e.g. [30,34,49,50], thus recovering
known results in the literature. However, apart from the fact that physical ob-
servers are always contained in bounded regions, where total charges and currents
are measured, $ remains a novel, useful tool also in the absence of boundaries. This
is exemplified by e.g. the significant efforts towards a geometrical, gauge-invariant,
understanding of the path integral [28, 47, 48, 51–54], and the replacement of Gri-
bov ambiguities by field-space curvature effects. Moreover, new applications of $
in the absence of boundaries are not restricted to quantum mechanics; they include
the study of a (spacetime local) $ based on charged matter fields and the study of
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non-Abelian analogues of the Dirac dressing. These and other physical applications
are the subject of the second part of the paper.
(In appendix C, a small dictionary is presented to ease comparison with De-
Witt’s notation.)
Part I
Mathematical theory
2 Field-space geometry
In the next two sections, we will introduce the technical and notational scaffolding
for the remainder of the paper. It consists of two pillars: the geometry of field-
space—so that we can talk about local gauge transformations in the appropriate
framework—and the geometry of principal fiber bundles—so that we can talk about
a general concept of covariant derivatives.1
2.1 Field-space geometrical tools
Let us ignore some mathematical subtleties and consider the space of field config-
urations Φ = {ϕI(x)} to be a manifold.2 Here, x ∈ M is a point in a space(time)
region and I is a super-index labeling both the field’s (finite) types and their com-
ponents. At this level, we are still off-shell, meaning that the field configurations
ϕ ∈ Φ do not have to satisfy any equations of motion. In the following, a ‘double-
struck’ typeface—like in d, F, L, X, etc.—will be consistently used for field-space
entities.
On Φ, we introduce the deRham differential d [58–60]; it should be thought of
as the analogue, on Φ, of the spacetime differential d. A basis of the one-forms on
field-space, Λ1(Φ), is hence given by
(
dϕI(x)
)
. On a functional f : Φ→ R (reals),
d acts as:
df =
∑
I
∫
M
dnx
(
δf
δϕI(x)
dϕI(x)
)
=:
∫
df
dϕI
dϕI , (2.1)
where δ/δϕ denotes as usual a functional derivative, and the last identity introduces
a more homogeneous short-handed notation. Higher dimensional (functional) forms
are defined by the above formula and antisymmetrization. In particular d2 = 0
(wedge products are left understood).
Functional spacetime-local vector fields on Φ are denoted X ∈ X1(Φ). In com-
ponents, they read
X =
∑
I
∫
M
dnx
(
XI(ϕ(x))
δ
δϕI(x)
)
=:
∫
XI
d
dϕI
, (2.2)
1 Some of the material discussed in this section was already present in [14].
2A manifold locally modeled on a Banach space is easy to define (see [55] for details on the infinite-
dimensional aspects). But here there are intricacies corresponding to the fact that we have sections of infinite-
differentiability. To properly define such manifolds, one needs to be more careful, but the end result is what is
called an Inverse Limit Hilbert manifold, and it possesses all of the structure we require (see e.g.: [3–7, 56, 57]
for the different contexts in which these subtleties arise and how they are resolved, and for the validity of the
required mathematical theorems in this infinite-dimensional context).
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where the introduced notation follows that of (2.1). When extra emphasis is needed,
we will denote by Xϕ ∈ TϕΦ the value of X at ϕ. In the following, in specific
circumstances we will introduce certain spacetime non-local vector fields; we will
make clear how locality is relaxed in these occurrences.
Contraction of a vector field with a differential form in Φ is denoted with i, and
defined by
iXdϕ
I = XI (2.3)
and the usual rules of linearity and antisymmetrization.
We also introduce the functional Lie derivative along X of a generic functional
form through the Cartan formula
LX = iXd + diX, (2.4)
and denote the Lie bracket between two vector fields with a double-struck notation
LJX,YK = LXLY − LYLX. (2.5)
Finally, on a slightly different note, we conclude by observing that in this for-
malism the field-space and spacetime differential commute, i.e.
dd− dd = 0. (2.6)
2.2 Field-space of Yang–Mills theory as a principal fiber bundle
Although a large part of the construction presented here in this context can be
generalized to other theories, in this paper we will restrict our attention to Yang-
Mills theory with matter (YM).
Consider YM theory with charge group G. Although most of our discussions
goes through for any G compact and semi-simple, in the interest of definiteness,
we fix G to SU(N) or U(1). Gauge transformations themselves form a group, the
gauge group
g(·) ∈ G ∼= C∞(M,G), (2.7)
with point-wise composition over M . To be clear, these are the smooth functions
from M to G, so each element roughly consists of one choice of group element per
point, g(·) : M → G, x 7→ g(x). If there is no risk of confusion with elements of
G, we will denote the elements of G simply as g. Similarly, the Lie algebra of the
gauge group is given by
ξ(·) ∈ Lie(G) = C∞(M, g) (2.8)
where g = Lie(G).
At this point, we consider G as the unconstrained group of gauge transfor-
mations. That is, the group is unconstrained by fall-off or any other boundary
conditions. It is the aim of the framework we introduce in this article to adapt the
relevant quantities—charges, symplectic potential, etc.—to abide by these transfor-
mations, in all scenarios. Note that this demand becomes particularly relevant when
full gauge covariance is not automatically guaranteed by the standard treatments,
i.e. precisely in the presence of boundaries.
Another relevant question is whether all elements of G are indeed to be consid-
ered ‘pure gauge’ or whether some of them are singled out as ‘physical’ symmetry
transformations. E.g. one might expect this to happen for global U(1) transforma-
tions in electromagnetism. This is a central point of our discussion; we will touch
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upon this shortly, although what is precisely meant by ‘physical’ and ‘gauge’ will
have to wait until section 6.3.
Back to the general discussion. The field-space of YM, ΦYM, is given by gauge
connections A and matter fields Ψ,
ΦYM = {ϕ = (A,Ψ)}. (2.9)
Gauge connections are g-valued 1-forms over the spacetime manifold3 M ,
A = Aaµ(x)τadx
µ ∈ Λ1(M, g), (2.10)
where g = Lie(G) and {τa}a is an orthogonal basis of the latter. We take it nor-
malized with respect to the trace in the fundamental representation as4 tr(τaτb) =
−1
2
δab.
We will consider in the following two types of matter fields: scalar matter fields,
φ, which are smooth functions on M valued in W , with W the fundamental repre-
sentation of G:
φ = φm(x)|m〉 ∈ C∞(M,W ); (2.11)
and Dirac spinorial matter fields, ψ, which are smooth anticommuting functions on
M , valued in C4 ⊗W :
ψ = ψαm(x)|α〉|m〉 ∈ C∞a (M,C4 ⊗W ), (2.12)
where α and m are spinorial and color indices respectively (W is as above)—in this
case, the field-space of matter is a supermanifold [62,63].
When the spacetime or commutation properties of the fields are not relevant,
we will simply denote the matter fields, be they scalar or spinorial, by Ψ.
The connection and matter fields transform under the action of the gauge group
and thus gauge transformations induce a natural right action of G on ΦYM:
R : G × ΦYM → ΦYM(
g(·), ϕ
)
7→ Rg(·)ϕ = ϕg (2.13)
where
Ag = g−1Ag + g−1dg and Ψg = g−1Ψ. (2.14)
This action ‘morally’ turns ΦYM into an infinite-dimensional principal fiber bundle
(PFB) with base manifold given by the ‘physical’ configurations of the fields, i.e. the
space of connections modulo gauge transformations ΦYM/G, and fibers isomorphic
to the gauge group G. The conditions for a bona-fide PFB, depicted in figure 1, are
not perfectly satisfied by G’s action on ΦYM. There are in fact several complications,
due in particular to the nature of the quotient of ΦYM by G. Although most of
the obstructions arising from infinite-dimensionality can be overcome [3–7], the
foremost technical obstruction to a PFB structure of ΦYM, the fact that the gauge
orbits provide a foliation of ΦYM rather than a fibration, remains. That is because
3One could also take the (less popular) parametrization of degrees of freedom for YM as ω, a connection
on a principal fiber bundle, with base space being spacetime and fiber isomorphic to G—the relation between
A and ω requires a section σ : M → P , and is then A = σ∗ω. This distinction is important for non-trivial
bundles, where ω exists globally but A only locally. Although we will stick to the ‘physicists’ parametrization,
A, our formalism can be readily extended with minimal modifications to the case where ω is considered as the
fundamental variable.
4For G = SU(2), τa = − i2σa, with σa the Pauli matrices.
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Figure 1: A pictorial representation of the field-space Φ seen as a principal fiber bundle.
We have highlighted a configuration ϕ, its (gauge-transformed) image under the action of
Rg : ϕ 7→ ϕg, and its orbit Oϕ ∼= G. We have also represented the quotient space of ‘gauge-
invariant configurations’ Φ/G. On the left hand side of the picture, we have ‘zoomed into’ a
representation of ϕ and ϕg as sections of a vector bundle over the spacetime region M (here,
we are assuming ϕ to be the scalar field φ valued in W ).
the fibers are only generically, and not always, isomorphic to G. In the following,
we will find important physical consequences of this fact, an it therefore requires
further comments.
The orbits of the field configurations ϕ, Oϕ = {Rg(·)ϕ, g(·) ∈ G}, constitute the
fibers of the would-be PFB. These orbits are generically isomorphic to G; unless
the configuration ϕ is invariant under (conjugacy classes of) subgroups of G. A
configuration ϕ with this invariance is called reducible, the subgroups of G under
which it is invariant is referred to as its stabilizer group,5 Sϕ ⊂ G. Since certain
configurations do have nontrivial stabilizer groups, the symmetry group in question
may give rise to qualitatively different orbits—figure 2. This is the obstruction to
the bona-fide PFB structure of ΦYM, since then the quotient space is no longer a
manifold, but a patchwork of manifolds of different dimensions called a stratified
manifold. Indeed, the defining feature of a PFB, that is, its local product structure,
can be amended to include these types of group action, because they still have
‘slices’. Slices6 have been shown to exist for the spaces of: Yang-Mills potentials,
Euclidean metrics, and a certain subset of Lorentzian Einstein metrics [3–7, 10].
The existence of lower strata will be explicitly related to the existence of ‘physical’
charges in section 6.3.
5In order to obtain an actual PFB structure on Φ, one can slightly modify the gauge group G to its ‘pointed’
version Go ⊂ G, where o ∈ M is fixed (e.g. [8, 9]). Go contains all and only those elements of G that are the
identity at a fixed x = o. That is, go ∈ Go if an only if go(x = o) = id. This property makes the stabilizer
subgroups of Go necessarily trivial, while allowing the (dense) subset Φo ⊂ Φ, constituted by those elements
with trivial stabilizer, to have a principal fiber bundle structure. Nevertheless, we discard this option since
the stabilizer groups will play a central role in our discussion, and since they contribute in crucial ways to the
topological properties of the quotient Φ/G.
6 Roughly speaking, a slice for the action of a group G on a manifold Φ at a point ϕ ∈ Φ is a manifold Sϕ,
transversal to the orbit of ϕ, Oϕ. If the stabilizer group Gϕ of ϕ is trivial, then Sϕ can give a local chart for
the space Φ/G near ϕ. In this case, one can use the slice to parametrize the physically distinct configurations.
When the stabilizer groups of ϕ ∈ Φ become non-trivial, the symmetry group in question may act qualitatively
differently on different orbits. In that case, let Nϕo = {ϕ ∈ Φ | Sϕ is conjugate to Sϕo}. Then one can
show that Nϕ/G is a manifold (since Sϕ does not change dimension). Each such manifold defines a ‘stratum’,
containing the orbit Oϕ. The larger the stabilizer group—i.e. the more symmetric the configuration—the
smaller the dimension of the stratum; their union forms a concatenation of manifolds of decreasing dimension.
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Figure 2: In this representation Φ is the page’s plane and the orbits are given by concentric
circles around ϕ1; S is a section. The field ϕ2 is a generic field in Φ. The field ϕ1 has a
nontrivial stabilizer group: its orbit is reduced to a lower dimensional manifold (in this case
just a point). The projection of ϕ1 on Φ/G sits at a qualitatively different point than that of
ϕ2: ϕ1 is part of a lower dimensional stratum (in this case a 0-dimensional one).
In effect, all of our constructions will appear in the gauge-variant Φ, not Φ/G.
This is one of the assets of our formalism, since Φ has simple topology and local
parametrizations, unlike Φ/G. Hence, most of the subtleties distinguishing between
an actual PFB and Φ are for us immaterial—apart from its generalization to allow
for reducible configurations. To summarize: we use Φ and require at most the
validity of slice theorems.
From the infinitesimal version of the group action on field-space, we can readily
define a map from the Lie algebra of the gauge group, Lie(G), into the vector fields
on field-space X1(ΦYM),
] : Lie(G) → X1(ΦYM)
ξ 7→ ξ] (2.15)
which associates to an infinitesimal gauge transformation ξ(·) ∈ Lie(G) the as-
sociated flow ξ] ∈ X1(ΦYM) on field-space. We will denote ξ], ξ ∈ Lie(G), the
fundamental vector fields.
More explicitly, the action of the flow on functions is defined through
ξ]f := Lξ]f :=
d
dt |t=0
R∗exp(tξ)f(A,Ψ). (2.16)
From this definition and equations (2.13) and (2.14), it is then immediate to verify
that
ξ] =
∫
δξA
d
dA
+
∫
δξΨ
d
dΨ
(2.17)
where we adopted the notation of section 2.1 for the field-space vectors, and intro-
duced the standard notation for infinitesimal gauge-transformations (along ξ),
δξA = Dξ := dξ + [A, ξ] and δξΨ = −ξΨ, (2.18)
See [6, 10] for reviews.
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with [·, ·] the Lie bracket on g = Lie(G), extended pointwise on M to Lie(G).
The purpose of the notation δξ is not only to relate to the usual one for gauge
transformations, but also to have a separate notation for the components of the
vector field in field-space.
The meaning of ξ]f is ‘the variation of f under the infinitesimal gauge trans-
formation ξ(x)’. In general, the choice of ξ(·) ∈ Lie(G) can depend on the field
configuration,7 i.e. we will generalize our notation to
ξ : ΦYM → Lie(G). (2.19)
In this case we speak about field-dependent gauge transformations.8 The name
‘fundamental vector fields’ is reserved for ξ’s which are field independent.
The transformation taking a given field configuration to a gauge-fixing section
is a typical example of field-dependent gauge transformations. Henceforth, we will
assume field-dependence to be always non-trivial, unless otherwise stated (look for
the (dξ = 0) specifier). For example, if ξ is chosen to depend on the matter field Ψ
configuration, but not on that of the gauge connection A, then dξ =
∫
dξ
dΨdΨ 6= 0.
For field-independent ξ, it is easy to show thatJξ]1, ξ]2K = [ξ1, ξ2]] (dξ = 0), (2.20)
while for field-dependent Lie algebra elements, the identity becomes9
Jξ]1, ξ]2K = [ξ1, ξ2]] + (ξ]1(ξ2))] − (ξ]2(ξ1))]. (2.21)
Recall that the double-struck bracket on the left hand side is the canonical Lie
bracket between vector fields on ΦYM, while the Lie bracket on the right hand side
is the Lie bracket between elements of g.
In the next sections, we will discuss the natural transposition of standard gauge
theoretic structures from the spacetime perspective to the field-space one. The
easiest way to do this is to rely on the geometric PFB picture presented here,
for which such structures are unambiguous and intuitively clear. Exploiting this
picture, we will explain the existence and meaning of connection-forms in the field-
space context.
3 Connection-form on ΦYM
3.1 Basic definitions
Vector fields X which are tangent to gauge orbits in ΦYM will be called ‘vertical’
and their span at a ϕ ∈ ΦYM defines a vertical subspace of the tangent space. In
symbols,
TϕΦYM ⊃ Vϕ = Span{ξ], ξ ∈ Lie(G)}. (3.1)
7Second order of differentiability will be required.
8Strictly speaking, field-dependent gauge transformations are not elements of the group of gauge transfor-
mation. They are nonetheless natural entities, which technically are the morphisms of the ‘action groupoid’
associated to the action of G on Φ (see e.g. [64] for a pedestrian account). However, to maintain our pre-
sentation simple—but hopefully not confusing!—we will continue to use the loose term ‘field-dependent gauge
transformations’. In the physics literature, the importance of field-dependent extensions of the gauge group
has also been stressed by Barnich and collaborators, e.g. [65].
9This can be seen by writing ξ =
∫
ξaτa with a field- and position-independent basis τa of g, and field- and
position-dependent coefficients ξa.
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Figure 3: A pictorial representation of the split of TϕΦ into a vertical subspace Vϕ spanned by
{ξ]ϕ, ξ ∈ Lie(G)} and its horizontal complement Hϕ defined as the kernel at ϕ of a functional
connection $. With dotted lines, we represent a different choice of horizontal complement
associated to a different choice of $.
Vertical fields represent infinitesimal gauge transformations. By (2.20) they span
integrable distributions of TΦ, and by the Frobenius theorem10 they span the tan-
gent spaces to the orbits Oϕ = {Rg(·)ϕ, g(·) ∈ G}. The disjoint union of the vertical
tangent spaces is denoted V ⊂ TΦYM.
The vertical subspace of the tangent bundle, V , can be complemented with
another transversal subspace, H = ∪ϕHϕ, which we call horizontal:11
TΦYM ' V ⊕H. (3.2)
Crucially, as in the finite-dimensional case, there is no canonical transversal com-
plement to the vertical subspaces. At each ϕ, a choice of Hϕ corresponds to a choice
of a vertical projector, V̂ϕ : TϕΦYM → Vϕ, through
Hϕ = ker(V̂ϕ). (3.3)
By defining a horizontal subspace, one obtains a (path-dependent) identification
between gauge degrees of freedom at different orbits.
From this perspective, it is natural to introduce on ΦYM a functional connection-
form $ (var-pie) which implements a notion of vertical projection. This works
in the following way. Mimicking the finite-dimensional case [13], we define $ as a
(bosonic) functional 1-form over field-space, valued in the Lie algebra of the gauge
group Lie(G),
$ ∈ Λ1(ΦYM,Lie(G)). (3.4)
The idea is to use the fact that a one-form naturally contracts with vector fields to
define horizontal complements as $’s kernel:
H := ker($) = {X ∈ TΦYM | iX$ = 0}. (3.5)
10More precisely, by its generalization for infinite-dimensional manifolds, see [3, 55].
11The conditions for the existence of such direct sums in the case of infinite-dimensions are given in e.g.:
[3, 55,56].
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In full, gory, detailed components, we have e.g.
$ = $a(x)τa =
∫
M
dy
(
A
$ aµb (x, y)dA
b
µ(y)+
ψ
$ aαm(x, y)dψ
αm(y)
)
τa, (3.6)
where in the first equality we have made explicit the fact that $ is valued in Lie(G),
while in the second we made explicit the differential-form structure on ΦYM as well.
From (3.6), it is clear why in the following we will work as much as possible in an
abstract DeWitt-like notation to keep formulas compact. However, it is important
to keep the ‘multi-layered’ structure of $ well in mind: once again, $ is a field-
space 1-form which takes values in Lie(G). Moreover, it is crucial to remember that
$ need not be spacetime local. How locality is violated will be clarified later on,
when we provide explicit examples of $’s. The geometric situation is depicted in
figure 3.
The gauge character of the vertical subspaces in ΦYM requires compatibility
of $ with gauge transformations. In other words, in order for $ to define an
actual connection, it must satisfy the following two fundamental equations, which
reflect the facts that (i ) $ defines a vertical projector—and hence a horizontal
complement to the fibers via its kernel12—and that (ii ) $ is equivariant, i.e. it
transforms ‘nicely’ along the gauge directions. In formulas, for field-independent
gauge transformations,
iξ]$ = ξ (3.7a)
R∗g$ = Adg−1$ (dξ = 0) (3.7b)
where on the right-hand side of (3.7b) g(x) acts on the τα of formula (3.6). There-
fore, the equivariance condition intertwines the action of G on ΦYM, the manifold
on which $ lives, and the action of G on the ‘internal’ indices of $. These are the
fundamental equations of $, from which all its properties descend.
The infinitesimal version of (3.7b) for field-independent ξ is Lξ]$ = [$, ξ]. An
equivalent equation can be obtained through Cartan’s formula (2.4) and equation
(3.7a) with dξ = 0:
iξ]d$ = [$, ξ] (dξ = 0). (3.8)
The advantage of this equation is that it is pointwise (in field-space) linear in ξ,
and therefore it must hold for field-dependent ξ’s as well. Therefore, using again
Cartan’s formula and the first connection property [14], we get
iξ]$ = ξ
Lξ]$ = [$, ξ] + dξ
(3.9a)
(3.9b)
The finite version of the latter equation generalizes equation (3.7b) to field-
dependent gauge transformations:
R∗g$ = Adg−1$ + g
−1dg (3.10)
12In finite dimensions, it is easy to see that property (3.7a) implies that ker $ gives a direct-sum complement
to V within TP (here P is a finite dimensional PFB and p ∈ P are its points). That is, as a linear operator
$p : TpP → g, $p takes an m + n dimensional space to an n-dimensional one, where n = dim(g) = dim(Vp).
Therefore dim(ker $) = m and (ker $) ∩ V = 0. In infinite-dimensions the story is more complicated (one
must use the Fredholm alternative), but can similarly be resolved under certain conditions, see e.g. [3,4,55,57].
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Note that equation (3.8) can also be written directly as
iξ]
(
d$ + 1
2
[$,$]
)
= 0 (3.11)
which is equivalent to saying that the combination
F := d$ + 1
2
[$,$] (3.12)
is purely horizontal. Indeed, as in the finite-dimensional PFB framework, this
expression defines the curvature of $, which, in more invariant terms, would be
otherwise defined as the ‘horizontal derivative’ of $, F = dH$ (see [13]), which we
will introduce shortly.
As a last remark of this section, we note that equation (3.8) can be written in
the alternative form
dV$ = −12 [$,$], (3.13)
where dV indicates that the expression is pulled to the fiber, and is the ‘vertical’
complement of the horizontal derivative, which we now introduce. This equation
was interpreted by two of us in [14] as a generalization of the geometric BRST
framework [16,63,66] (in analogy with dH , dV is called the ‘vertical derivative’).
3.2 Horizontal differentials in ΦYM
Summarizing the previous section, what it means for a vector field in field-space
to be vertical is defined intrinsically once the gauge transformation properties of
the fields are given. They are by definition tangent to the gauge orbits. The
decomposition of an arbitrary vector into its vertical (or gauge) and horizontal parts
however is not canonical; it requires an extra ingredient—the connection-form $.
Dually, purely horizontal forms—forms whose contraction with any vertical vec-
tor field vanishes—are intrinsically defined. Splits of a generic form into a horizontal
and a vertical part however is not intrinsic, but requires the introduction of $. In
formulas, given a field-space 1-form α ∈ Λ1(Φ), its vertical projection is V̂ α = i$]α.
Similarly, the horizontal projection of an exterior derivative (in field-space) is
called a horizontal differential, and it is denoted13 dH . Its complement, the ver-
tical differential, is denoted dV , and hence d = dH + dV . Since horizontal planes
identify points on neighboring orbits, they define a notion of a parallel transport
and the horizontal derivative is nothing but the PFB generalization of the covariant
derivative.
On field-space scalars, the horizontal differential associated to $ is14
dHϕ := dϕ− δ$ϕ, (3.14)
where δξ for ξ ∈ Lie(G) is the standard notation for infinitesimal gauge-transforma-
tions introduced in eq. (2.18). The derivative is ‘horizontal’ in the sense that for
13The reader should not confuse this horizontal differential—which is associated to the gauge structure of
the theory and is in step with the standard finite-dimensional nomenclature—with the notion of horizontal
differential appearing in the ‘variational bi-complex’ formalism [61]—which is associated to spacetime rather
than field-space. Although, in principle, we could have adopted the variational bi-complex formalism to deal
with spacetime locality from a field-space perspective, in order to avoid an extra layer of formalism, that route
was avoided.
14Note again the similarity with a BRST transformation, where δ$ϕ is a formal gauge transformation in-
volving an anticommuting gauge parameter.
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every vertical (i.e. pure gauge) vector field ξ] on ΦYM
iξ]dHϕ = δξϕ− δiξ]$ϕ ≡ 0, (3.15)
thanks to the fundamental property in equation (3.7a). More explicitly,
dHA = dA−D$, dHΨ = dΨ +$Ψ for which iξ]dHA = 0 = iξ]dHΨ.
(3.16)
From this, we now verify (via the fundamental equations for $, Cartan’s formula,
and the identity d2 = 0) that the following covariance properties hold:15
Lξ]dHA = −[ξ, dHA] and Lξ]dHΨ = −ξdHΨ. (3.17)
This can be summarized by saying that dHϕ are equivariant 1-forms transforming
in the adjoint and fundamental representation respectively. Let us first prove this
formula for the matter field Ψ:
Lξ]dHΨ = iξ]d(dΨ+$Ψ) = iξ](d$Ψ−$dΨ) = [$, ξ]Ψ−ξdΨ+$(−ξΨ) = −ξdHΨ,
(3.18)
where in the first step we have used d2 = 0, Cartan’s formula (2.4) and equation
(3.16), in the second we have distributed d, paying attention to the anticommuting
properties of the field-space forms, in the third we have used equations (3.8) and
(2.18), again paying attention to the anticommuting properties of forms and interior
products, and finally in the fourth we have simply recollected the terms. The
calculation for A is similar, and requires also the use of Jacobi identities in g as
well as the commutation property between d and d (equation (2.6)):
Lξ]dHA = iξ]d(dA−D$) = −iξ]d(d$ + [A,$]) (3.19)
= −d[$, ξ]− iξ] [dA,$]− iξ] [A, d$]
= d[ξ,$]− [dξ,$]− [[A, ξ], $] + [dA, ξ]− [A, [$, ξ]]
= [ξ,−dA+ d$ + [A,$]] = −[ξ, dHA].
The horizontal exterior derivative can be extended from field-space scalars to
forms as follows: For horizontal equivariant forms λ ∈ Λ•(Φ,Wρ) transforming in
the representation ρ of G, i.e. for field-space forms such that16
iξ]λ = 0 and Lξ]λ = ρ(ξ)λ, (3.20)
for all ξ ∈ Lie(G), a simple formula analogous to (3.14) holds:
dHλ = dλ− ρ($)λ. (3.21)
In this formula, as an argument of ρ, $ is seen as a (field-space-)form-valued element
of Lie(G)—we left implicit the non-commutative differential-form characters of $
and λ. It is then easily checked that dHλ is again horizontal and equivariant.
Note that, in particular, Ψ and dHΨ are horizontal and equivariant 0 and 1-forms,
15This is analogous to the following property of the gauge-covariant derivative on spacetime: δξ(DΨ) = −ξDΨ
(in contrast to δξ(∂Ψ) 6= −ξ(∂Ψ)).
16We denote ρ also the infinitesimal version of the representation.
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respectively. As usual, the case of the horizontal differential of the connection-
form, $, which defines F, has to be analyzed separately, e.g. along the lines of the
previous section. For further details see [13,14].
Finally, let us notice the general formula
d2Hϕ = −δFϕ, (3.22)
that is
d2HΨ = FΨ and d
2
HA = −DF. (3.23)
This standard identity is most simply proven on a case by case basis:
d2HΨ = d(dHΨ) +$(dHΨ) = d($Ψ) +$dΨ +$$Ψ = FΨ (3.24a)
d2HA = d(dHA) + [$, dHA] = d(−d$ − [A,$]) + [$, (dA− d$ − [A,$])] = −DF,
(3.24b)
In the first line we used d2 = 0, and equations (3.20) and (3.21) together with the
fact that for all ξ, Lξ]dHψ = ρ(ξ)dHψ = −ξdHψ. Further, we used also that $$ ≡
1
2
[$,$] and the fact that, when ‘going through’ $, d takes a minus sign. In the
second line, we used Lξ]dHA = [dHA, ξ] (again a rewriting of (3.17)), and then the
identities [$, d$] = 1
2
d[$,$], and [dA,$] = [$, dA] where two anticommutation
rules intervene to give a global plus sign, as well as the (graded) Jacobi identity17
[A, [$,$]] + 2[$, [$,A]] = 0. (3.25)
In section 6, we will see how the horizontal differential dH can be used to intro-
duce a completely gauge-invariant (pre)symplectic geometry on ΦYM [14].
3.3 Remarks on section 3
(i) $ vs. new degrees of freedom — First of all, as remarked in the introduc-
tion, $ is not required to involve new fields. It is a one-form living on field-space
Φ. As such its ‘value’ depends on the underlying fields (possibly in a non-local
manner), which is why we may call it ‘relational’; it provides a notion of gauge
vs. horizontal splittings relative to the underlying fields. This point will become
clearer in the next sections.
One might ask whether it is possible at all to build such a $ satisfying the
fundamental equations (3.9) without extending the field-space, and whether this
can be done explicitly. We shall answer both these questions affirmatively in the
next part of this paper, where we provide various examples of $’s built solely out
of fields in ΦYM.
However, it is certainly true that by extending the field-space via the inclusion
of new group-valued degrees of freedom H ∈ C∞(M,G) transforming as H 7→ Hg,
a viable $ is readily defined by $ = H−1dH (see the discussion of the ‘co-rotation
principle’ in the introduction to section 5). This was indeed the solution implicitly
17To prove it, write $ = $IdϕI , and use the ordinary Jacobi identity for the Lie-algebra valued field-space
scalars $I :
0 =
(
[A, [$I , $J ]] + [$I , [$J , A]] + [$J , [A,$I ]]
)
dϕIdϕJ = [A, [$,$]] + [$, [$,A]− [$, [A,$],
where for the last term we used dϕIdϕJ = −dϕJdϕI . The last expression is precisely equation (3.25).
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e.g. adopted in [23] (cf. earlier examples [19,22]). However, this not only does not
abide to the general philosophical principle of relationalism on which the present
approach is based, but it is also unnecessary: the same formal result will be obtained
in section 7 by picking a specific $ built out of the matter fields Ψ.
(ii) Is $ unique? — It is important to note that, although the principal fiber
bundle structure invites the introduction of a connection-form, it does not deter-
mine it uniquely. Therefore, the choice of a specific $ does require extra input, ul-
timately equivalent to the choice of a specific horizontal complement to the vertical
spaces. In the next section we will argue that a mathematically quite natural—
albeit noncanonical—way to determine the horizontal complements exists, and will
introduce our $’s accordingly. In sections 7 and 9, we will also discuss how the
main connections obtained in this way can be interpreted in a physical manner, in
terms of dressings and choices of specific material reference frames.
4 Connection-forms and their curvatures from supermetrics
In this section, we introduce metrics on the field-space Φ, or supermetrics, as a
means of selecting connection-forms. In short, field-space metrics which are appro-
priately gauge-compatible can be used to derive a field-space connection $ by a
demand of orthogonality: as we saw in section 3, the role of $ is to determine a
projector onto the vertical subspace Vϕ = TϕOϕ ⊂ TϕΦ, and in the presence of a
field-space metric this can be done by orthogonal projection. If the field-space met-
ric is appropriately gauge compatible, the vertical projector indeed transforms as
a connection. In the following we will give a formal proof of the above statements,
and provide an explicit link between the properties of the metric and the curvature
of the associated connection.
For the decomposition of TϕOϕ ⊂ TϕΦ into horizontal and vertical subspaces
to be well-defined, i.e. Vϕ ∩ Hϕ = ∅, the supermetric must be positive definite.
In section 4.1, we will assume that this is the case. However, it will soon be clear
that natural choices of supermetrics do not satisfy this hypothesis if spacetime is
equipped with a Lorentzian metric (cf. footnote 6). To circumvent this issue, we
will work in spacetime regions M of Euclidean signature or, alternatively, we can
work in a “3+1” setting where field-space is the space of field configuration on a
Cauchy hypersurface Σ. See also point (iii) of Remarks to Section 5 and section
6. From the results of section 5, it will also be clear that the restriction to spaces
of Euclidean signature is necessary to obtain a well-posed boundary-value problem
for the PDE defining the field-space connection form $ from a supermetric.
Finally, in the following sections, we ignore the possibility of configurations with
global symmetries, i.e. with non-trivial stabilizers. This is a simplifying assumption
for the time being. All the remaining configurations—those with trivial stabilizers—
form a dense subset of the full field-space. Nonetheless, the reducible configurations
carry important physical baggage. We will come back to this point soon.
4.1 Supermetrics and the functional connection-form
A metric G on field-space Φ, or supermetric, contracts two field-space tangent vec-
tors at the same field configuration ϕ, e.g. X,Y ∈ TϕΦ, to return a number. We
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will consider field-space metrics of the form
G(X,Y) =
∫
M
ddxGIJ
(
ϕ(x), x
)
XI
(
ϕ(x), x
)
YJ
(
ϕ(x), x
)
, (4.1)
where, as before, X =
∫
M
ddxXI(ϕ;x) ddϕI(x) indicates a vector.
18 The domain of
integration M is our region of interest, and at this stage can be a Cauchy surface
or a region of space(time), and may or may not have boundaries.
The expression above assumes that GIJ is not only local in field-space, as any
supermetric must be, but also local in spacetime. In fact, we will require more
and demand GIJ to be ultralocal in spacetime, that is we demand that G(X,Y)
does not involve any spacetime derivatives of the components XI(x) (nor of ϕ). In
the cases relevant for this article a further simplification is possible: the GIJ can
be taken constant throughout Φ. In such cases, we would deal with an ultralo-
cal field-independent supermetric. These types of metrics, if required to be also
non-degenerate in field-space, are essentially unique [28]. We will provide explicit
examples of such metrics in the following sections.
We note that a crucial example of field-dependence is given in background-
independent theories, such as general relativity, where G depends on the space(time)
metric. In general relativity, G is (one of) the DeWitt supermetrics.19
Now, from a purely geometrical perspective, demanding field-independence of
the components of G is not a well-defined requirement, since it is a coordinate
dependent statement (in field space). A better demand is that the field-space
metric be compatible with the gauge symmetry structure of the theory—which can
encompass diffeomorphisms and hence background independence,—i.e. that G be
constant along the gauge orbits. More precisely, demand that the fundamental
vector fields ξ] be Killing, that is
Lξ]G = 0 for all ξ ∈ Lie(G) and dξ = 0 (4.2)
(in fact, a slightly weaker version of this is sufficient for our purposes, see below).
In the following, we will prove that the above requirement allows the construc-
tion of a connection via the orthogonality condition sketched in the introduction to
this section. Before delving into the proof, let us observe that while a field-space
metric determines a connection, the converse is not true: the field-space metric also
contains information about the inner product of two vertical vectors and of two
horizontal vectors, which is not contained in the connection.
In equations, for a field-space metric G, we define the associated connection $
through the demand that20 for all ξ ∈ Lie(G) and all X ∈ X1(Φ),
G(ξ], Ĥ(X)) ≡ G(ξ],X− iX$]) = 0, (4.3)
where as before Ĥ stands for the horizontal projection induced by G itself. Formally,
this can be solved for $ as follows. Let Qab be the pullback to Lie(G) under ·] of
the metric induced from G on the fibers, as expressed in the {τa}a basis:
Qab = G(τ
]
a, τ
]
b ), (4.4)
18We commit a slight abuse of notation: the same notation is used for vectors and vector fields. The
distinction should be clear from the context.
19It is only in general relativity (i.e. for spin-2 fields), that there is 1-parameter family of such supermetrics.
For a subset of these choices, the emerging field-space supermetric is not positive-definite. See the discussion
in the introduction to this section.
20The following equation holds pointwise on Φ, where the vector field X identifies a tangent vector Xϕ ∈ TϕΦ.
In the main text we have omitted the subscripts.
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and Qab its inverse. Note that we are here committing a slight abuse of notation
with respect to the previous sections, since we are assuming that the index a runs
not only over a basis of g, but also over (Euclidean) spacetime points.21 In other
words, we are assuming here that {τa} is the basis of Lie(G) obtained by a point-wise
extension of a basis of g.
A couple of comments are in order. First, Qab does not in general coincide with
the (point-wise extensions of the) Killing form in g. And second, Qab need not be
ultralocal, since the lift τa 7→ τ ]a may contain spacetime derivatives, e.g. when ϕ
is the gauge potential. In these cases, Qab is rather (the spacetime integral of) a
bilinear differential operator. If Qab fails to be ultralocal, the inversion procedure
defining Qab has to be understood in the sense of Green’s functions and might be
subtle. Lastly, as explained in the introduction to this section and in footnote
19, Qab could have null directions, which would enlarge the kernel of $ and have
implications for conserved charges. We will have more to say about these items in
the study of specific cases performed in the following sections. For the moment, we
will keep working formally.
Now, expanding $ = $aτa, equation 4.3 can be written as G(τ ]a,X) = QabiX$
b,
which is readily inverted as22
$ = QabG(τ ]b , ·)τa. (4.5)
Note that G(ξ], ·) accepts field-space vectors and hence defines a one-form in field-
space. From the last equation, we immediately obtain the first fundamental prop-
erty, iξ]$ = ξ, equation (3.7a).
As defined here above, $ satisfies the projection property—equation (3.9a)—by
construction. Let us now see what is required of the field-space metric G to ensure
that $ also correctly transforms under gauge transformations—equation (3.9b)—
and can therefore be called a connection. We claim that $ is a connection if and
only if
(Lξ]G)
(
η], Ĥ(X)
)
= 0 (dξ = 0) (4.6)
for all ξ ∈ Lie(G) with dξ = 0, all η ∈ Lie(G) and all vector fields X. The no-
tation means that the Lie derivative acts only on the metric components; or, in
other words, that one first takes the Lie derivative of the metric, hence obtaining
a bilinear operator which is then used to contract η] and Ĥ(X). In particular, η]
is a generic vertical vector, and Ĥ(X) a generic horizontal vector, and therefore
G(η], Ĥ(X)) ≡ 0. The condition (4.6) can thus be read as the requirement that
the notion of orthogonality to the fibers provided by the metric be preserved un-
der vertical transport of the metric. Note that this requirement is less stringent
than requiring vertical invariance of the full field-space metric, Lξ]G = 0. This is
21Hence, the generator τa really stands for τa,y(x) = δ(x, y)τa ∈ Lie(G), and has to be contracted with ξa
which really stands for ξa,y = ξa(y). E.g. in pure YM without matter, τ ]a stands for τ
]
a,y =
∫
dx
(
δ′µ(x, y)δ
b
a +
δ(x, y)fca
bA(x)cµ
)
d
dA(x)bµ
, where δ′µ(x, y) is the distribution
∂
∂xµ δ(x, y). In this way, ξ
] = τ ]aξ
a is obtained as
ξ] = τ ]a,yξ
a,y =
∑
a
∫
dy τ ]a,yξ
a(y) =
∫
dx (Dµξ)
a(x) ddAbµ(x)
.
22 A more precise version of this formula is the following. First introduce the notation α(·) := ·], and denote
(in this footnote) the adjoint of α with respect to the ultralocal inner product G by α† : TΦ → Lie(G). Then,
equation (4.5) reads $ = (α†◦α)−1◦α†. In the appropriate cases (see the next section), this formula emphasizes
the fact that α† ◦ α is an elliptic differential operator provided the supermetric satisfies a positivity property.
This abstract expression is more difficult to manipulate than (4.5). See [8,9], and also [67] for the same formula
in a different context.
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consistent with the fact that the connection knows only about the metric notion of
orthogonality to the gauge orbits.
To prove our claim, let us Lie derive equation (4.5) along a fundamental vector
field ξ] (dξ = 0). Distributing the Lie derivative and using Jξ], τ ]aK = [ξ, τa]] yields
Lξ]$ = Lξ]
(
QabG(τ ]b , ·)τa
)
(4.7)
= −QacLξ]
(
G(τ ]c , τ
]
d)
)
QdbG(τ ]b , ·)τa + Qab(Lξ]G)(τ ]b , ·)τa + QabG(Jξ], τ ]b K, ·)τa
=
(
− Qac(Lξ]G)(τ ]c , τ ]d)QdbG(τ ]b , ·)− QacG([ξ, τc]], τ ]d)QdbG(τ ]b , ·)
− QacG(τ ]c , [ξ, τd]])QdbG(τ ]b , ·) + Qab(Lξ]G)(τ ]b , ·) + QabG([ξ, τb]], ·)
)
τa.
In the first and second term we recognize $] = τ ]dQ
dbG(τ ]b , ·). For the third term,
we use that QacG(τ ]c , η
]) = ηa by construction. Hence,
Lξ]$ =
(
− Qac(Lξ]G)(τ ]c , $])− QacG([ξ, τc]], $])− [ξ, τd]aQdbG(τ ]b , ·)
+ Qab(Lξ]G)(τ
]
b , ·) + QabG([ξ, τb]], ·)
)
τa
=
(
Qab(Lξ]G)(τ
]
b , Ĥ) + Q
abG([ξ, τb]
], Ĥ)− [ξ,$]a
)
τa. (4.8)
For the second line, we have used (id−$]) = Ĥ. Moreover, the second term in the
second line vanishes by construction, and thus we are left with
Lξ]$ = Q
ab(Lξ]G)(τ
]
b , Ĥ)τa + [$, ξ] (dξ = 0). (4.9)
In order for $ to be a connection, as we saw in section 3, it is sufficient for it to
satisfy the projection property (3.9a), i.e. iξ]$ = ξ, together with the equivariance
equation (3.7b), i.e. Lξ]$ = [$, ξ] for dξ = 0. Since the first projection property
(3.9a) has already been established, we have thus shown our claim of equation
(4.6): if (Lξ]G)(V̂ , Ĥ) = 0 for all field-independent ξ, then $ = QabG(τ
]
b , ·)τa is a
connection.
To summarize, a field-space metric determines a vertical projector by providing
a notion of orthogonality. If gauge transformations preserve orthogonality to the
fibers, then the vertical projector gives a connection.
4.2 Supermetrics and the curvature of the functional connection-form
A natural question to ask is how the properties of a field-space connection are linked
to the properties of the field-space metric that determines it. In particular, one may
ask if the curvature of the field-space connection can be calculated directly from
the field-space metric in a useful way. The answer is affirmative, as we will now
show.
The intuition is the following: $ contains information about the horizontal
planes, which are the planes orthogonal to the gauge orbits. If those planes can be
integrated in the sense of Frobenius theorem to (infinite-dimensional) hypersurfaces,
then $ is flat. The curvature F of $ corresponds to the anholonomicity, or non-
integrability, of the planes orthogonal to the gauge orbits. We want to obtain that
curvature directly from the metric.23
23This problem has a finite dimensional analogue in general relativity: the computation of the gravitational
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The resulting relationship between a field-space-metric G and the curvature F
of the associated $ is:
G
(
(iYiXF)
], ξ]
)
= iĤ(Y)iĤ(X)
(
dG(ξ])
)
for all ξ ∈ Lie(G), dξ = 0, (4.10)
and any X,Y ∈ X1(Φ). On the right hand side, G(ξ]) ≡ G(ξ], ·) is a one-form on
field-space, so dG(ξ]) is a two-form. By horizontally projecting the dummy vector
fields X,Y on the right hand side, we are taking the horizontal-horizontal part of
that two-form. Formally solving for F, we get
F = Qab
(
dG(τ ]b )
)
HH
τa. (4.11)
Note that in these formulas d acts on the one-form G(ξ]), and—even if ξ is here
taken to be field-independent, dξ = 0,—the operator ·] generically introduces field-
dependence.
To prove the relation (4.10), we start from its right hand side. We have
iĤ(X)G(ξ
]) = G(Ĥ(X), ξ]) = 0 by construction, and, using the fundamental rela-
tions of Cartan’s calculus—LX = d iX + iX d and LXiY = iYLX + iJX,YK,—we get
iĤ(Y)iĤ(X)(dG(ξ
])) = iĤ(Y)
(
LĤ(X)G(ξ
])− diĤ(X)G(ξ])
)
(4.12)
= LĤ(X)
(
iĤ(Y)G(ξ
])
)− iJĤ(X),Ĥ(Y)KG(ξ])
= −G(JĤ(X), Ĥ(Y)K, ξ]) = −G(V̂ (JĤ(X), Ĥ(Y)K), ξ]).
For the last equality, we used that any vector field may be decomposed as Z =
V̂ (Z) + Ĥ(Z), and that G(Ĥ(Z), ξ]) = 0. We thus have to show the standard result
that the vertical part of the commutator of two horizontal vector fields is minus the
field strength. We have(
iYiXF
)]
=
(
iĤ(Y)iĤ(X)F
)]
=
(
iĤ(Y)iĤ(X)d$
)]
, (4.13)
where we used that F = dH$. Using the latter again, and the commutation between
L and i, we obtain through a computation analogous to (4.12) that(
iYiXF
)]
= −(iJĤ(X),Ĥ(Y)K$)] = −V̂ (JĤ(X), Ĥ(Y)K). (4.14)
This and equation (4.12) prove the sought result, equation (4.10).
4.3 Remarks on section 4
(i) Supermetrics and connection forms — Virtually all the connection forms that
we are aware of descend from a natural choice of field-space metric (supermetric) in
the way described here. This way of introducing a connection in ΦYM is to the best
of our knowledge due to Singer [8] and to Narasimhan and Ramadas [24] (see also
the early paper by Babelon and Viallet [25, 26]), although it was used implicitly
by DeWitt more than a decade earlier [51] There is another type of field-space
connection which appeared in the literature, by the hand of Vilkovisky. We will
have more to say about it in relation to dressings, in section 9.
Komar charge associated to an infinitesimal diffeomorphism η on a codimension two submanifold S of spacetime.
If a vector field η is tangential to that submanifold, the Komar charge contains precisely the anholonomicity
f of the planes orthogonal to that submanifold, schematically QK =
∫
S
g(f, η) (for details, see e.g. [23]). The
Komar charge can be written directly in terms of the spacetime metric g as QK =
∫
S
∗dg(η). The hodge dual
picks out the components orthogonal to S. This is analogous to equation (4.10).
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(ii) Origin of $’s curvature, F — There are two ways in which the right hand
side of equation (4.10), and hence F, can be non-zero. Firstly, the field-space metric
can be explicitly field-dependent. This is not the case for the Yang-Mills metric
we will consider in the next section, but it is the case for general relativity, see
section 8. Secondly, the Lie algebra can act in a field-space dependent way. This
is not the case in Abelian gauge theories, but it is the case for non-Abelian ones:
in Yang–Mills, δξA = dξ + [A, ξ] involves the gauge potential A, while in general
relativity, δξg = £ξg involves the metric g, where now ξ ∈ X1(M) and £ξ is the
Lie derivative along ξ. Moreover, we note that in both these cases, ξ] involves
spacetime derivatives of ξ, and hence Qab will turn into a differential operator. In
the next section we will introduce some explicit examples of metric and connection
forms which are of particular relevance.
5 Singer–DeWitt connection
In this section, we explore specific connection-forms derived from the natural super-
metric for Yang-Mills theories, both with and without spatial boundaries. We use
the term gauge supermetric for ultralocal field-space metrics contracting fields whose
gauge transformation involves a first derivative, such as the gauge vector potential,
and the term matter supermetric for ultralocal field-space metrics contracting fields
which transform in the fundamental representation of an internal gauge group,
involving no derivatives. Although this distinction is symmetry-group dependent—
e.g. under diffeomorphisms all field transformations involve derivatives—here we
make it primarily for gauge theories. The reasons for the distinction will become
clear later.
In a theory which contains both gauge vectors and matter fields, such as Yang–
Mills ΦYM = {(A,Ψ)}, we require that the metric G splits these sectors, i.e. that G
has no gauge/matter mixed component. This means that we can find connection-
forms for each sector separately. Since a gauge-transformation acts equally on all
the sectors—they ‘co-rotate’ under gauge transformations—a connection-form can
be fully determined by the action of the gauge group on a single field-sector. We
will refer to this idea as the co-rotation principle.
Because of this principle, it is justified to study the gauge and matter sectors
independently.24 We will call the connection-form derived from the gauge super-
metric a Singer–DeWitt connection (SdW), and the one derived from the matter
supermetric a Higgs connection, a nomenclature which will be duly justified.
Having said this, there will be a subtle caveat to this corotation principle— there
are points in ΦYM where only some of the fields may have a non-trivial stabilizer—
with interesting physical consequences.
5.1 SdW connection without boundaries
The prime example for an ultralocal field-space metric is the gauge supermetric for
Yang-Mills theories. In the following, to emphasize the neglect of matter fields, we
introduce the notation ΦpYM to indicate the field-space of ‘pure’ Yang–Mills theory.
In this field-space, our constructions used a positive-definite supermetric. In the
Lorentzian case, such an assumption is hard to substantiate. Therefore, we restrict
our attention to two cases: (i) M is spacetime, but with Euclidean signature, or (ii)
24 An analogous idea was put forward in the context of the Vilkovisky–DeWitt effective action in [68].
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M = Σ represents a (portion) of a spacelike Cauchy hypersurface, in which case:
spacetime admits a Lorentzian signature, field-space is understood to be the space
of field configurations on Σ, and d is the dimension of Σ rather than spacetime.
For now, our discussion encompasses both cases, although for definiteness we focus
on the latter case. We explain and discuss these options, and their differences, in
items (i-iii) in the Remarks to Section 5.
As a starting point before considering more complex situations, consider the
case where Σ is a spacelike compact Cauchy surface assumed for now to have no
boundary and trivial de Rham cohomology. Here gij is a fixed positive-definite
metric on Σ (it is a background structure, not part of field-space). Notice that Gg
is independent of A.
The gauge supermetric contracts variations of the gauge field, X =
∫
X ddA ∈
TAΦpYM, as in
25
Gg(X,Y) =
∫
Σ
ddx
√
ggijδabX
a
iY
b
j, X,Y ∈ TAΦpYM. (5.1)
To illustrate the general features of the SdW connections, let us solve for the
connection arising for the spatial gauge supermetric introduced above. We have
0 = Gg(ξ],X− iX$ ]) =
∫
ddx
√
ggijδabDiξ
a
(
Xbj −Dj(iX$b)
)
= −
∫
ddx
√
gδabξ
a
(
DiXbi −DiDiiX$b
)
, (5.2)
and, using the arbitrariness of ξa(x) and Xai (x), we read off
D2$ = DidAi, (5.3)
where D2 := (DiDi) is the gauge-covariant Laplacian. The horizontal vector fields
are the kernel of $. Contraction with (5.3) shows that, in this simple case, the
horizontal vector fields are those which are (covariant-)divergence free: DiXi = 0,
since by definition iXdAi = Xi for any vector X. We see that SdW connections are
generically of the form ‘inverse Laplacian of divergence’.
In an Abelian pure Yang-Mills theory, D = d, and the above becomes a Poisson
equation on a compact manifold with trivial de Rham cohomology. It therefore
has a unique solution (up to a constant). For non-Abelian theories the relevant
Laplace operator is field-dependent and the defining equation for $ becomes more
involved.26
To compute the curvature of $, it is most convenient to use equation (4.10),
rather than trying to compute it directly from F = d$ + 1
2
[$,$]. Consider a
field-space constant ξ, i.e. dξ = 0. We have Diξa = ∂iξa + fabcAbiξ
c with fabc the
structure constants of g. Then
dGg(ξ]) = d
∫
ddx
√
ggijδabDiξ
adAbj = −
∫
ddx
√
ggijξcfabcdA
a
i dA
b
j (dξ = 0).
(5.4)
25For Gg to be dimensionless (in units of ~), it has to be multiplied by e−2, where e is the Yang–Mills coupling
constant.
26 In [24], it is shown that for a space topology of S3, gauge group SU(2), and appropriate analytic conditions
on the Yang-Mills connection, the kernel of the Laplacian is the stabilizer of A, i.e., Lie algebra elements ξ with
Dξ = 0. Most Yang-Mills connection have a trivial stabilizer, and the Laplacian is invertible on those. We will
come back to the reducible configurations later.
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The horizontal projectors on the right hand side of equation (4.10) have the effect
of replacing d with dH in the last line. On its left hand side, after an integration
by parts, we have
Gg(F], ξ]) = −
∫
ddx
√
gξaδabD
iDiF
b. (5.5)
Hence, by equating the two and using the cyclicity of the structure constants (i.e.
for a compact semisimple Lie algebra), as well as the arbitrariness of ξ, we obtain
D2F = gij[dHAi, dHAj], (5.6)
or more explicitly, D2Fa = fabcgijdHAbidHA
c
j. This result for the curvature of the
Yang-Mills DeWitt connection was reported by Singer [8], in a context where Σ is
an Euclidean spacetime without boundary (rather than a time slice).
5.2 SdW connection in presence of boundaries
Consider now the gauge supermetric of equation (5.1) when the region of interest
Σ has boundaries, ∂Σ 6= ∅. Then, instead of (5.2), we obtain
0 = Gg(ξ],X− iX$])
= −
∫
Σ
ddx
√
gδabξ
a
(
DiXbi −DiDiiX$b
)
+
∫
∂Σ
dd−1x δab
√
g nj ξa
(
Xbj −Dj(iX$b)
)
,
(5.7)
where nj is the outgoing unit normal to the boundary. Thus, from the arbitrariness
of ξa(x), in the bulk and at the boundary, we find that the appropriate equations
defining $ are now (omitting Lie-algebra indices):
D2$ = DidAi and n
iDi$|∂Σ = nidAi|∂Σ. (5.8)
In other words, the gauge-covariant Poisson equation for $ comes automatically
equipped with nonzero gauge-covariant Neumann boundary conditions. Of course,
gauge-covariant Neumann boundary conditions are in reality Robin boundary con-
ditions, (ni∂i$ + [n
iAi, $] − nidAi)|∂Σ = 0 (recall that A is fixed in this equa-
tion). In Abelian theories, this condition automatically guarantees the existence
and uniqueness of $ within a spacelike Σ, even when ∂Σ 6= ∅. Moreover, at Aai = 0,
the equations are the same as in the Abelian case, modulo the fact that there are
dim(g) of them.
Being in the kernel of $ as determined by equation (5.8), the horizontal vectors
X in TΦpYM (where all fields are understood to be restricted to live in Σ) satisfy
X ∈ H = ker $ if and only if DiXai = 0 and niXai |∂Σ = 0, (5.9)
for all Lie algebra components a. This result could have been deduced directly from
demanding Gg(Xh,Dξ) = 0 for all ξ ∈ Lie(G), which is precisely the horizontality
requirement.
In principle, we could add to Gg a boundary contribution, Gg∂ represented by an
integral over ∂Σ. Although, for the sake of simplicity, we will not follow this route,
we discuss nevertheless what kind of boundary contributions to the supermetric one
is allowed to add. We start by demanding that they are ultralocal and that they
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satisfy the following gluing principle. Let GgΣ be the sum of the bulk contribution
(5.1) and of the associated Gg∂, then we demand
GgΣ1 + G
g
Σ2
= GgΣ1∪Σ2 . (5.10)
In particular this means that boundary contributions associated to a common
boundary must cancel. The natural way to achieve this is through the mismatch
in the orientations of the relative boundary integrals. Hence, these must depend
linearly on ni, the normal to ∂Σ. The only possible covariant way to contract the
indices of X, Y and ni is through the introduction of a derivative, i.e.
GgΣ(X,Y) =
∫
Σ
ddx
√
ggijδabX
a
iY
b
j + κ
∫
∂Σ
dd−1x
√
hgii
′
gjj
′∇(inj)δabXai′Ybj′ (5.11)
where h is the determinant of the induced metric on ∂Σ, and κ is a constant. A
brief analysis shows that κ needs to be a dimensionful constant.27
To avoid introducing a new dimensionful constant in the theory, the only avail-
able option in pure YM (d 6= 4) is that κ ∝ e4/(d−4). In any case, as we said,
we avoid the introduction of these boundary terms in order to keep the boundary
conditions on horizontal vector as simple as possible.
5.3 SdW connection and the composition of regions
With the SdW connection, we have constructed a relational notion of horizontal
change—i.e. physical change—with respect to the Yang–Mills gauge potential A.
In this section, we will make the point that this relational notion depends on the
choice of region under consideration, and its geometry.
Let us explain how this comes about. Consider a region Σ = ΣI ∪ ΣII , with
ΣI,II embedded manifolds sharing a portion of their boundary, S = ∂ΣI∩∂ΣII 6= ∅.
To each of these regions one can assign its own field-space, Lie-algebra of gauge
symmetries, supermetric, and SdW connections. We will denote a restriction to
one of the regions by the same subscripts, i.e. we have a map ·I : Φ → ΦI and so
on.
From this, one can define the vertical and horizontal projectors V̂ = $] and
Ĥ = (id − $]), and similarly for V̂I,II and ĤI,II . Each of these operators acts
on field-space vectors intrinsic to either region (i.e. with support restricted to the
relevant region, Σ or ΣI,II). More concretely, given a vector X supported on Σ,
it can be decomposed into X = XI + XII , where XI,II live respectively on ΣI,II
understood as intrinsic manifolds with boundary. Then, say ĤI , acts only on XI .
Note that here X is considered at a fixed configuration ϕ and as such we are only
interested in its overall spacetime dependence.
Crucially, although X = XI + XII , the restriction of the horizontal projection is
not horizontal:
(Ĥ(X))I /∈ HI , (5.12)
The reason for this discrepancy is that each relation above violates one of the two
horizontality conditions. Consider first equation (5.12). Although the restriction
(Ĥ(X))I of the horizontal vector Ĥ(X) to ΣI is indeed divergence free in ΣI , it will
27Coordinates are dimensionless, and [gij ] = 2, [g
ij ] = −2, and [√g] = d. Since gij = ninj + hij , [ni] = 1.
From the dimensionless-ness of coordinates it follows that [∇i] = 0 and [Xai ] = [Aai ] = 0 (this is because Aai dxiτa
is an infinitesimal element of g, which does not carry any dimensional factor). Thus, d − 2 = [GDWbulk(X,Y)] =
[GDW∂ (X,Y)] = [κ] + (d− 1)− 4 + 1, from which [κ] = 2.
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generally fail to satisfy the boundary condition n12 · (Ĥ(X))I |S = 0 at the interface
S = ΣI∩ΣII . We can summarize this fact as follows: upon the splitting of a region,
a global horizontal vector does not always decompose into two purely horizontal
vectors with respect to their regional SdW connections. A key word in the previous
statements is ‘purely’: although (Ĥ(X))I fails to be purely horizontal, generically
it still has a non-trivial horizontal component.
Let us show 5.12 in more detail. For conciseness, let us denote in the rest of
this subsection
ξ := iX$, ξI := iXI$I , ξII := iXII$II . (5.13)
The vertical projection ξ]I within ΣI of X˜I := (Ĥ(X))I , i.e. ξ
]
I = V̂I(X˜I), is found by
solving the following equations for ξI ∈ (Lie(G)I), from (5.8):
D2ξI = DiX˜
i
I ≡ 0 and niDiξI |∂ΣI = niX˜Ii|∂ΣI , (5.14)
the first equation vanishes because the restriction of a horizontal vector is still
divergence-free, and it is again a gauge-covariant generalization of a Poisson equa-
tion with Neumann boundary conditions. For niX˜Ii|∂ΣI 6= 0, the equation will
have a non-trivial solution ξI 6= 0. This shows that V̂I(X˜I) 6= 0, i.e.
X˜I := (Ĥ(X))I 6= ĤI(XI) 6= 0. (5.15)
In addition to the restriction of a horizontal vector not being horizontal, the
sum of two horizontal vectors associated to ΣI and ΣII is not necessarily horizontal
within the whole Σ: There exist YI ,ZII such that
ĤI(YI) + ĤII(ZII) /∈ H. (5.16)
The reason is that in order to ensure the correct boundary conditions at S = ∂ΣI ∩
∂ΣII from within each of ΣI and ΣII , the total vector field X = ĤI(YI) + ĤII(ZII)
might fail to be divergence free at the surface.
We have seen that in general, restriction and projection do not commute. Let us
look for a criterion for commutativity. For non-reducible configurations, assuming
appropriate analyticity of the vector field X, a sufficient and necessary such criterion
for X is as follows:
ξ = ξI + ξII iff (ξI)|S = (ξII)|S. (5.17)
In words, the field-space connection for a given vector field coincides with the
regional connections for the restricted vector fields if and only if those regional
connections match at the shared boundary. The LHS implies V̂ (X) = V̂I(XI) +
V̂II(XII) and hence by completeness also Ĥ(X) = ĤI(XI) + ĤII(XII), and thus
expresses the commutation of restriction and projection. The RHS is a strong
condition on the vector field X, and will not be satisfied by generic X (see appendix
A).
Let us show the implication. By continuity of solutions, the LHS trivially im-
plies the RHS. That the RHS implies the LHS can be seen as follows: The RHS
means that ξI + ξII =: ξ˜ is continuous at S. Because ξI and ξII satisfy the same
Neumann boundary conditions niDiξI |S = niXi|S = niDiξII |S, we get that ξ˜ is also
once continuously differentiable. Using also the Laplace equations for ξI,II , we get
that D2ξI |S = D2ξII |S, which implies together with the previous points that ξ˜ is
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twice continuously differentiable. From the uniqueness of solutions of the equations
determining $(X) and $I,II(XI,II), it then follows that ξ = ξ˜ = ξI +ξII as claimed.
In appendix A, we present two explicit examples illustrating the interplay be-
tween horizontality of field-space vectors in the SdW connection and the decompo-
sition of space into regions.28 In particular, an explicit example will be provided
where a projection of a horizontal field fails to be horizontal, and explain why
charges will have the correct composition properties. For simplicity, we will use
the case of electrodynamics. The treatment would go through almost unaltered for
Yang–Mills around the trivial configuration A = 0. For now, to summarize, we can
state: horizontal projections do not commute with restrictions.
We conclude this section by reiterating the observation that $ provides a rela-
tional distinction of what is gauge (i.e. vertical) and what is ‘physical’ (i.e. hori-
zontal), with respect to both a region and its field content.
5.4 Remarks on section 5
(i) On the choice of the super metric Gg — A rationale for the choice of the gauge
supermetric Gg is the following (see e.g. [25]). In a second-order Lagrangian formal-
ism for the pure Yang–Mills action, field-space is given by the configuration space
of the gauge potential {Aai (x)}, and the kinetic term of the Yang–Mills action is
obtained by contracting a tangent vector of this space—the velocity V =
∫
A˙ai
d
dAai
—
with itself: the metric involved in this contraction is precisely Gg. Therefore this
metric also plays a role in defining the Legendre transform to the Hamiltonian
framework, and hence in the definition of the symplectic structure of the theory.
(ii) A0 and time-dependent gauge transformations — Given that the above con-
struction involves a 3+1 splitting, a question remains to be addressed: what is the
role of the time component A0 of the Yang-Mills gauge field? Of course, it is a La-
grange multiplier whose dynamical role is to control the vertical (i.e. gauge) motion
of Ai during the time evolution. However, the issue is that by excluding A0 from
field-space one is suddenly not allowed to perform time-dependent gauge transfor-
mations, since they do affect A0. A way out of this problem is to appropriately
covariantize A0. In the Abelian case, this is done by setting
A0(t, x) = λ(t, x) + iV(t,x)$ (Abelian) (5.18)
where $ is the Abelian SdW connection, λ(t, x) is a free function (the Lagrange
multiplier), and V is the velocity introduced in the previous paragraph. It is easy
to see how the second term ensures A0 is gauge transformed appropriately when-
ever ξ is time dependent. In the general non-Abelian case—and where $ is also
arbitrary—the relevant correction is
A0(t, x) = hλ(t, x)h
−1 − ∂0hh−1, (5.19)
where λ is now valued in Lie(G) and h is a Ai-dependent element of G with appro-
priate transformation properties (‘gauge-compatible dressings’, in the nomenclature
of section 9—cf. this section for technical details on this remark, and formula (9.24)
28It is important to reiterate that all of our examples are in the case where the cohomology of all the regions
are trivial. For non-trivial cohomology, new ‘topological’ horizontal fields may arise. This is in line with work
on the cohomological origin of certain types of charges. For an introduction, see [69].
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for its Abelian limit). By ‘appropriate transformation property’ we mean that un-
der field-dependent gauge transformations of Ai, h must transform according to
h 7→ g−1h, so that its derivative transforms as ∂0hh−1 7→ g−1(∂0hh−1)g − g−1∂0g.
From this, it follows that A0 7→ g−1A0g + g−1∂0g, as desired. In appendix A.2, we
analyze a simple example in which time-dependent gauge transformations play a
central role, while in point (ix) of the Remarks on section 9 we discuss a purely
infinitesimal version of this ‘dressing’ of A0 which is sufficient to gauge-invariantly
deal with field strengths.
(iii) Difficulties with a fully spacetime-covariant approach — So far, we have
focused on field spaces associated to regions equipped with a Euclidean spacetime
metric. That can be applied to Euclidean field theories, to the configuration space
of a Lagrangian field-theory, or to the phase space of the Hamiltonian theory as
parametrized by initial data given on a Cauchy surface. We will mostly work with
the latter framework in mind—see section 6.
Yet, another option is to work directly in a spacetime covariant fashion. In this
case the field-space is the space of histories (with points corresponding to spacetime
configurations of the field), and the region Σ would be a spacetime region equipped
with a Lorentzian metric. This comes, however, with additional complications,
both mathematical and physical. First of all, to the best of our knowledge, in
this field-space no local product structure—no ‘slice theorem’—was ever proven
to exist in the Lorentzian case (cf. footnote 6). Indeed, no proof exists that we
could use the supermetric to define a splitting TΦ ' H ⊕ V by orthogonality
(without an elliptic operator, the Fredholm alternative cannot be used to prove
the decomposition [3, 4, 67]).29 In the cases studied in this paper, definition of H
involved only elliptic operators, and, when non-trivial, the finite-dimensionality of
H ∩ V coincides with the existence of strata.
Furthermore, if gauge transformations are completely free throughout the bound-
ary of a spacetime region Σ, given that the corresponding equations for $ are
hyperbolic in this case (covariant Laplace operators are replaced by covariant d’A-
lembertians), even if we tried to mimic the Euclidean definition of $, the boundary-
value problem associated to the PDE defining $ would generally be ill-posed. A
last difficulty is related to the time-nonlocality of these dressings, as discussed
in [37]. To avoid confronting all these problems, we ignore the potentially interest-
ing Lorentzian spacetime-covariant case in the rest of this paper.
(iv) Gauge transformations in finite regions and the uniqueness of $ — A crucial
point that needs to be emphasized concerns the interplay between boundaries and
gauge transformations. To this purpose, one should notice that had we restricted
the gauge transformations ξ at the boundary—as is customarily done [19,70,71]—we
would see that $ would become less constrained. However, naively, this strategy
defeats the purpose of the present treatment, which wants to allow gauge to be
treated geometrically in field-space independently of the spacetime points. Allowing
non-trivial gauge transformations at the boundary, we obtain a (covariant) Poisson
equation and its field-dependent, covariant boundary conditions, and no further
specification is necessary.
29Elliptic equations on closed manifolds have at most a finite-dimensional kernel, and therefore, up to this
ambiguity, can be inverted. Hyperbolic equations, on the other hand, can have an infinite-dimensional set of
solutions; their inversion is therefore more ambiguous.
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An alternative, which we will pursue in a forthcoming publication, is the re-
striction of field-space itself. This is useful if we would to model certain types of
subsystems—e.g. isolated subsystems. This topic is picked up in the second remark
of Remarks on section 6.
(v) Choice of $ and horizontality — Horizontal with respect to $ describes
relational physics with respect to a field, and moreover this notion can be attributed
to any bounded region within a manifold. Although different choices of $ may
describe physical processes differently, two given choices will always agree that the
process was indeed ‘physical’, and not ‘pure gauge’. In other words, a field-space
vector that has a nonzero horizontal part with respect to one choice of $ has a
non-zero horizontal part with respect to any choice of30 $.
(vi) Gluing of regions, horizontality, and ‘edge modes’ — We showed that given
a region Σ subdivided into subregions, ΣI and ΣII divided by the surface S, the
notions of horizontality and verticality with respect to the SdW connection are
generally not preserved by restrictions or gluings. For the notions to be preserved,
a necessary and sufficient condition is that the regional vertical projections of X
match at the boundary. This turned out to be the same as requiring (ξI)|S = (ξII)|S,
where e.g. ξI = iXI$I is the regional projection.
In the next section, we will see that the role of $ is to ‘covariantize’ the presym-
plectic potential of gauge theories in the presence of boundaries. This is precisely
the same role which ‘edge modes’ had in [23]. Therefore, given a field variation X
in a general bounded region Σ, the (Lie-algebra-valued) vertical projection of X at
the boundary, ξ|∂Σ, can be understood as the (infinitesimal) edge mode associated
to X with respect to the SdW connection of the region Σ (note that ξ will depend
non-locally on A and X throughout Σ). One of the main points of [23] was to
provide a notion of gluing between regions which they called ‘entangling product’.
Roughly speaking, the entangling product consists in ‘averaging’31 over matching
values of the edge modes across the common boundary.
To the extent to which the ξ|∂Σ’s correspond within our framework to the edge
modes of [23], we see that the matching condition required by the entangling prod-
uct is restrictive but possesses a precise geometrical meaning.
These last two remarks, being of much physical interest, transition us into the
next part of this article.
30This remark applies only on regions of Φ away from nontrivial stabilizers, or if the stabilizers are identical
for the different fields.
31More precisely, the entangling product features a projection on a gauge-invariant subsector. Formally, one
can obtain the quotient through a ‘group averaging’ procedure.
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Part II
Physical applications
6 Noether charges and field-space horizontality
In this section we will explain how the horizontal differential introduced above fits
into the standard (spacetime-)covariant symplectic formalism, and we will exemplify
by explicitly using the SdW connection. We first recall the (spacetime-)covariant
symplectic formalism. The treatment provided here, although formal and seemingly
general, contains many features particular to Yang–Mills theories—the focus of this
paper. We clarify these features below.
6.1 Gauge-covariant symplectic geometry and Noether charges
Let L = L (ϕ)ddx be a Lagrangian (spacetime-)density. We then define the presym-
plectic potential32 θ implicitly through the field-space derivative of this density:
dL = ELI(ϕ)dϕ
I + dθ(ϕ), (6.1)
where d is the spacetime exterior derivative, and ELI(ϕ) are the (densitized) Euler-
Lagrange equations for ϕI . The (pre)symplectic potential,
θ = ΠIdϕ
I ∈ Λ1(Φ)⊗ Λd−1(M), (6.2)
is a field-space one-form and spacetime d− 1 form. Notice that we used densitized
momenta, which are in the covariant Hamiltonian formalism viewed as functions
of the fields and their derivatives, ΠI = ΠI(ϕ) ∈ Λd−1(M). Note also that (6.1)
determines θ only up to a corner ambiguity, θ 7→ θ + dα.
In the following we will make the two central hypotheses
Lξ]L = 0, and Lξ]θ = 0 (dξ = 0). (6.3)
The first states that the Lagrangian density is strictly invariant under (infinitesimal)
gauge transformations, and not only up to boundary terms. The second one states
the same for the symplectic potential, at least for ξ’s which are field-independent.
These demands are quite restrictive, but do apply to the standard Lagrangian and
symplectic potential of Yang–Mills theory.
In the following, we will see that our gauge-covariant symplectic geometry—
reinterpreted from a spacetime perspective—will make use of the corner ambiguity
of θ in a very specific way. This result will not follow from the definition of a new
modified Lagrangian, but from dealing covariantly with gauge symmetries within
ΦYM itself.
Now, if the two conditions above hold, then
0 = Lξ]L = ELIδξϕ
I + diξ]θ, (6.4)
32Presymplectic means that the symplectic form Ω = dθ, once integrated on a Cauchy hypersurface, can
contain degenerate directions, related to gauge.
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and one is led to define the Noether current density33 jξ as (e.g. [50])
jξ := iξ]θ ≡ θ(ϕ, δξϕ). (6.5)
The on-shell formulas for the presymplectic potential and form are relevant at
the level of the so-called ‘covariant phase space’ construction, where the canonical
phase space is identified with the space of histories which satisfy the equations of
motions, i.e. the subspace of ΦYM defined by ELI = 0—a condition we signal with
≈. Then, one has
djξ ≈ 0. (6.6)
Using the arbitrariness of ξ ∈ Lie(G), one concludes that the Noether current must
be of the form
jξ = Caξ
a + dQξ where Ca ≈ 0. (6.7)
This equation defines the charge density Qξ. It also shows the association between
gauge symmetries and canonical constraints34 (see [30] for the first derivation of
these results in the covariant symplectic formalism), the latter being the canonical
generator of the relevant gauge symmetries. To see this relationship, define the
presymplectic two-form
Ω = dθ ∈ Λ2(ΦYM)⊗ Λd−1(M). (6.8)
Then, making use of Lξ]θ = 0 (with dξ = 0), Cartan’s formula (2.4), and the
definitions of jξ and Ω above, one readily finds the Hamiltonian flow equation
iξ]Ω = −djξ (dξ = 0). (6.9)
This formula indicates that the Noether charge jξ is the symplectic generator of
the (field-independent) symmetry ξ] on field-space (notice also that no equation of
motion is required at this level).
Furthermore, the two conditions of equation (6.3) directly imply the current
algebra equation iχ] iξ]Ω = −j[χ,ξ] (dξ = 0 = dχ), or equivalently
Lξ]jχ = j[ξ,χ] (dξ = 0 = dχ), (6.10)
which follows from
j[ξ,χ] = i[ξ,χ]]θ = (Lξ] iχ] − iχ]Lξ])θ = Lξ]jχ (dξ = 0 = dχ). (6.11)
So far, we have dealt with field-independent gauge transformations. Let us now
turn to generic field-dependent gauge transformations. In this case, many of the
equations above fail, and have to be modified. Their failure stems from the second
condition of (6.3), which can be seen by observing that d never acts on ξ] on the
first equation, whereas it does on the second one. From this, it follows that the flow
equation (6.9) cannot hold true. The obstruction can be shown to consist, on-shell,
of a pure corner term:
Lξ]θ = iξ]dθ + diξ]θ
(6.3)
= i(dξ)]θ = jdξ ≈ dQdξ. (6.12)
33The physicist’s vectorial Noether current Jµ is rather associated to the Hodge dual of j: Jµdx
µ = ∗j, or in
components Jµ = µν1...νd−1jν1...νd−1 , and dj = ∇µJµddx. Abstractly, it is easier to manipulate currents which
are d− 1 forms.
34 The canonical constraints are the pullback of Ca ≈ 0 on a Cauchy surface.
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This observation led us to introduce the horizontal symplectic current in [14],
θH := ΠIdHϕ
I = θ − ΠIδ$ϕI . (6.13)
Now, this can be written as θH = θ−i$]θ = θ−j$, and if θ satisfies the conditions of
equation (6.3), then—even for a field-dependent ξ (dξ 6= 0)—one has automatically
Lξ]θH = 0, (6.14)
since
Lξ]θH = jdξ − Lξ]j$ = jdξ − (Lξ]j)$ − j[$,ξ]+dξ = −(Lξ]j)$ − j[$,ξ] = 0 (6.15)
Recall from (3.20) that the last equation means θH is equivariant (for the trivial
representation, since θH has no ‘open’ Lie-algebra indices). Using equation (3.21)
and the fact that θH is in the trivial representation it follows that the horizontal
presymplectic two-form is automatically d-exact:
ΩH := dHθH = dθH , (6.16)
This proves a fortiori that ΩH is d-closed and therefore a viable presymplectic form.
From the above definitions,
jHξ := iξ]θH = 0 and iξ]ΩH = 0. (6.17)
These formulas are valid locally on M , at the density level, and hold for field-
dependent gauge transformations as well. The message they convey is that such
gauge transformations carry no physical charge, as we will explain in more detail
in the remarks on this section.
In the next subsection, we make the above formulas explicit in the case of
Yang–Mills theory, while in section 6.3, we will show that in spite of the general
results above, the formalism can still allow for conserved global charges in some
specific circumstances: in the construction of physically relevant choices of $, such
as the SdW connection, certain hypothesis we have here taken for granted will be
subtly violated, providing the loopholes which allow for the appearance of non-
trivial global charges.
6.2 Yang-Mills theory
The Yang-Mills Lagrangian is given (in flat spacetime) by35
LYM(A,ψ, ψ) = − 14e2FaµνF aµν + iψγµDµψ (6.18)
where F aµν = 2∂[µA
a
ν] + fbc
aAbµA
c
ν , fbc
a are the structure constants of g in the τa
basis, γµ are Dirac’s gamma-matrices, Dµψ = ∂µψ + A
a
µτaψ, and e is the Yang–
Mills coupling constant. Also, ψ = ψ†γ0, with the understanding that ψ and ψ†
have to be considered as two independent (complex) variables. The Lie algebra
index a is lowered with the Kronecker delta.
35 Since this Lagrangian is real only up to boundary terms, strictly speaking one should replace in the
remainder any term T which involves ψ with 12 (T + T ). The arguments go through unchanged.
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In form language, LYM = LYMddx can be written as36
LYM = − 12e2 (F a ∧ ∗Fa) + (iψγµDψ) ∧ ∗dxµ (6.19)
where F = dA+ 1
2
[A,A] and ∗ is the Hodge dual. It is clear that Lξ]LYM = 0.
Now, we compute the field-space differential of the Lagrangian,37
dLYM =
(
dAa ∧ (−e−2D ∗ Fa − Ja)
)
+ dψ
(
iγµDψ ∧ ∗dxµ
)
+
(− iDψγµ ∧ ∗dxµ)dψ
+ d
(− e−2dAa ∧ ∗Fa + iψγµdψ(∗dxµ)) (6.20)
and introduce the matter current density,38
Ja = −iψγµτaψ(∗dxµ) (6.21)
which is valued in the dual of the Lie algebra.
From this one finds (using the usual properties of the γ matrices)
ELA = −e−2D ∗ F − J, ELψ = iγµDµψddx, ELψ = (ELψ)†γ0, (6.22)
and
θYM = −e−2dAa ∧ ∗Fa + iψγµdψ ∗ dxµ. (6.23)
From which ΠA = ∗e−2F , Πψ = i ∗ψγµdxµ, and Πψ = 0. Notice that θYM is invari-
ant under field-independent gauge transformations (as demanded in the previous
section), but not under field-dependent ones:
Lξ]θYM = −e−2d(∗Fadξa). (6.24)
The Noether current jξ is given by
jξ = iξ]θYM = −e−2Dξa ∧ ∗Fa − iψγµξψ ∗ dxµ
= (e−2D ∗ F + J)aξa − d(∗Faξa)
≈ −e−2d(∗Faξa). (6.25)
Thus we recognize its pure-boundary character on-shell. The conservation equation
djξ ≈ 0 trivially follows.
Finally, the presymplectic two-form reads
ΩYM = e
−2dAa ∧ ∗DdAa + idψγµdψ ∗ dxµ (6.26)
where DdA = ddA+[A, dA]. The Hamiltonian flow equation (6.9) can be explicitly
checked with a simple computation.
36 Formulas in form language are given with the correct signs in even-dimensional spacetimes. We prioritized
uncluttered formulas over complete generality.
37In coordinate notation,
dLYM =
(
e−2DµFµνa − Jνa
)
dAaν + dψ
(
iγµDµψ
)
+
(
− iDµψγµ
)
dψ + ∂µ
(
− e−2Fµνa dAaν + iψγµdψ
)
.
38In detail,
Ja = − i
3!
ψαm(γ
µ)αβ(τa)
m
nψ
βnµνρσdx
ν ∧ dxρ ∧ dxσ.
The unusual appearance of e2 in the Gauss law is due to the fact that the physicist’s gauge potential is not A
but A = e−1A.
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Now, introducing a functional connection-form $, we can define the horizontal
presymplectic potential
θYM,H = −e−2dHA ∧ ∗F + iψγµdHψ ∗ dxµ. (6.27)
Using equation (3.16), i.e. dHA = dA−D$ and dHψ = dψ + $ψ, and the Euler-
Lagrange equations39 one can verify that
θYM,H = θYM + e
−2D$a ∧ ∗Fa −$aJa
= θYM − (e−2D ∗ F + J)a$a + d(∗Fa$a)
≈ θYM + e−2d(∗Fa$a).
(6.28)
Thus, we see that the horizontal presymplectic potential is equal, on-shell, to the
standard one plus a boundary term involving $. This follows from the formulas
θH = θ − j$ (see text below equation (6.13)) and jξ ≈ dQξ.
The above expressions allow us to explicitly prove that Lξ]θYM,H = 0 (of course,
this already follows from the general remarks of the previous section, since Lξ]θ = 0
if dξ = 0): using equation (3.17), and ξ† = −ξ from the unitarity of G,
Lξ]θYM,H = −e−2[dHA, ξ]a ∧ ∗Fa − e−2dHAa ∧ [∗Fa, ξ]a
+i
(
(ψξ)γµdHψ + ψγµ(−ξdHψ)
)
∗ dxµ = 0, (6.29)
where the last equality follows from the proportionality of the Kronecker delta to
the Killing form and the ad-invariance of the latter, i.e.
〈ξ1, [η, ξ2]〉K = −〈[η, ξ1], ξ2〉K, (6.30)
In turn, according to the general arguments of the previous section, the fact that
Lξ]θYM,H = 0 guarantees that the horizontal presymplectic potential ΩH := dHθH
is d-exact, equation (6.16). Nonetheless, we proceed once again to the explicit
verification of these claims. The horizontal presymplectic two-form is given by
ΩYM,H = e
−2dHAa ∧ ∗dHFa + i(dHψ)γµ(dHψ) ∗ dxµ + e−2DF ∧ ∗F − FaJa, (6.31)
where we used equation (3.23) to obtain the last two terms. On-shell this can be
readily recast in the form
ΩYM,H ≈ e−2dHAa ∧ ∗dHFa + i(dHψ)γµ(dHψ) ∗ dxµ + e−2d(∗FaFa), (6.32)
which emphasizes that it is not enough to replace d with dH in Ω to obtain ΩH .
This is a consequence of d2H ∝ F (equation (3.23)).
A tedious but straightforward calculation40 [14, App. B2] leads to the following
alternative form for ΩYM,H :
ΩYM,H = ΩYM − d
(
$a(e−2D ∗ F + J)a − e−2d(∗Fa$a)
)
. (6.33)
which, together with equation (6.28), explicitly shows what we had already proven
abstractly, i.e. that ΩYM,H = dθYM,H . Finally, the above formula shows that
ΩYM,H ≈ ΩYM + e−2dd(∗Fa$a), that is
ΩYM,H |bulk ≈ ΩYM|bulk. (6.34)
39By pulling back on a (portion of a) Cauchy hypersurface, the constraint equations turn out to be sufficient.
40In [14], gauge transformations are the inverse of those considered here, hence the difference in sign.
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6.3 SdW connection and symplectic charges
In this subsection, we investigate the horizontal Noether currents obtained from
the horizontal symplectic potential of the previous subsection. There, we gave
very general arguments for why the horizontal Noether currents associated to a
generic gauge transformation must be trivial—equation (6.17). Here, revisiting
that argument for the SdW connection, we discover that it has to be refined, with
physically interesting consequences. It turns out that if the configuration of the
Yang-Mills gauge field possesses global internal symmetries, these are automatically
singled out, and their horizontal currents and charges do not vanish.
The starting point is therefore the horizontal symplectic potential (6.28), for the
SdW connection with boundaries of equation (5.8). Recall from section 6.1 that
the horizontal Noether current jHξ is given in terms of the horizontal symplectic
potential θH by
41
jHξ = iξ]θH = iξ]θ − i($(ξ]))]θ. (6.35)
Since $(ξ]) := iξ]$ = ξ by construction, at first glance, one would expect all
horizontal Noether currents to vanish, as in equation (6.17).
However, a subtlety we have so far glossed over now becomes important. Namely,
we have always implicitly assumed that for Yang-Mills without matter, the map
·] from the Lie algebra of gauge transformations to the vertical vector fields on
field-space is an isomorphism. The fact is, this is not always the case, for the map
·] can have a non-trivial kernel.
In electromagnetism, this is easy to see: global gauge transformations ξ(x) =
const. leave the gauge field invariant, since in this case ξ]A ≡ (dξ) ddA = 0; global
gauge transformations are the only gauge transformations with this property. In
pure non-Abelian Yang-Mills theories, whether or not transformations ξ’s such that
ξ]A ≡ (dξ+[A, ξ]) ddA = 0 exist depends on the point in configuration spaceA ∈ ΦpYM.
Configurations for which such ξ’s exist are called reducible. Reducible configurations
correspond to the lower dimensional strata of the stratified manifold ΦpYM/G (see
discussion after equation (2.14)). In gravity, the analogue consists of metrics with
Killing vector fields. For this reason, we will refer generically to infinitesimal gauge
transformations ξ’s such that Dξ = 0 as ‘Killing’, and we will denote them with the
letter χ. The total number of Killing transformations that a given configuration A
admits is always finite and varies from 0 to dim(g) depending on A itself.42
Let us now go back to the horizontal Noether charges. We do this in presence of
fermions, rather than in the pure Yang–Mills theory. The crucial technical point for
this section is that, by the co-rotation principle (see the beginning of section 5), a
$ constructed from the gauge field alone—e.g. the SdW connection—is also a valid
connection on the full field-space of Yang Mills theory with matter. Therefore, one
can have Killing transformations for A which are not Killing for the matter field,
and the connection $ will still be transparent to them. This is true even if the
matter is on-shell, although in this case χ must be Killing for the matter current
J (a weaker condition than being Killing for ψ). This feature is the source of the
results of this section.
41We remind the reader that this formula is not completely general, but it is correct for Yang–Mills. See the
discussion of section 6.1.
42 Note however that if A has the maximal number of symmetries, F must vanish, because it transforms in
the adjoint representation and its stabilizer cannot be (dim g)-dimensional unless F = 0. For a discussion of
global Yang-Mills charges, see [72].
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Suppose A is a configuration that admits Killing transformations {ξn}. To
not carry too many indices around, let us focus on one particular transformation,
denoted simply by χ. Then, the Killing property for A reads δχA ≡ Dχ = 0. This
implies iχ]$ = 0 for the SdW connection, even when δχψ = −χψ 6= 0.
The horizontal symplectic potential for Yang-Mills theory with fermions is, see
equation (6.27)),
θYM,H = −e−2dHAa ∧ ∗Fa + iψγµdHψ ∗ dxµ. (6.36)
From this, and the above remarks, for a Killing transformation χ we obtain
jHχ = −χaiψγµτa ∗ dxµ = χaJa (Dχ = 0). (6.37)
Thus, the horizontal current for a global transformation is precisely given by the
matter current density Ja contracted with χ
a. For a linear combination of such
Killing directions, we would replace χa → αnχan. In electrodynamics, there is a
single such direction, χ = const. and jHχ is precisely the total current density of
electrons. We thus see that the SdW connection with boundary picks out the global
charges—when they exist—as the only physical ones.
Of course, using the Gauss law, D ∗ Fa + Ja ≈ 0 and the Killing condition
Dχn = 0, the horizontal charge can be written as
QHχn =
∫
Σ
χanJa ≈ −e−2
∫
∂Σ
∗Faχan (Dχ = 0). (6.38)
6.4 Remarks on Section 6
(i) Horizontal symplectic geometry — Using the covariant field-space deriva-
tive in the case of Yang–Mills theory, the symplectic potential becomes completely
gauge-invariant, even with respect to field-dependent gauge transformations. The
difference between the standard symplectic potential and the horizontal one is given
by a boundary term. Despite this modification, it turns out that one is still able
to do symplectic geometry, since the symplectic form associated to the horizontal
potential is automatically horizontal. In sum, although our formalism does not
explicitly refer to boundaries or its degrees of freedom, it turns out that in the
Yang-Mills case it only has an effect on the symplectic structure at the bound-
ary, as promised. Notice that although the new contributions to the symplectic
structure are boundary contributions, their dependence on the field values—in the
Singer–DeWitt case—is nonlocal and involves the whole region. Crucially, no in-
formation from outside the region of interest is required at any point; i.e. they are
still regional.
(ii) New gauge charges? — The message conveyed by equations (6.17) is that
pure gauge transformations carry no physical charge with respect to this particular
decomposition of vertical/horizontal, or gauge/physical, degrees of freedom even
when their support reaches the boundary. Nevertheless, there is still room for
conserved global charges, as we saw in section 6.3 and will discuss at point (iv)
below. In [14], it was argued that choices of $ represented exactly this: particular
decompositions of fields into ‘physical with respect to $’—purely horizontal—and
‘gauge with respect to $’— purely vertical. Such charges are relational in the sense
that they refer back to a given field, and are written solely in terms of the existing
fields. In appendix A.1 we will look at explicit examples.
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As remarked on item (iv) of Remarks on section 5, here we have made no
restrictions on field-space. However, trying to model specific sorts of subsystems,
e.g. isolated subsystems, could change the picture. Preliminary investigations show
that such restrictions would allow for a larger kernel of $. Regarding charges, the
qualitative difference between the present approach and other approaches (e.g.:
[23]) is insensitive to field-space restrictions: either way, the charges associated
to the construction presented here depend solely on the original field-content of
the theory, i.e. on the type of field configurations we allow inside the region. In
other approaches, the abstract boundary brings charge contributions that depend
on more than the original field-content, e.g. it depends on new boundary fields
(edge modes).
(iii) Horizontal vs. standard Noether charges — The standard—i.e. non-hori-
zontal—Noether charge, given by
Qξ =
∫
Σ
jξ =
∫
Σ
(−e−2Dξa ∧ ∗Fa + ξaJa) ≈
∫
∂Σ
−e−2 ∗ Faξa, (6.39)
can coincide, for very particular values of ξ, with our expression for the horizontal
charge QHχ in terms of the weighted flux of ∗F , given in equation (6.38). But it
is important to realize that the two charges above are conceptually very different
and should not be confused. First of all, as we have already discussed, Killing
transformations, χ such that Dχ = 0, exist only for certain symmetric gauge-field
configurations —associated to lower dimensional strata of ΦYM (see discussion after
equation (2.14))—even there will only appear in finite number. This is in contrast to
the standard Noether current of equation (6.5), which can be written for any gauge
parameter (e.g. [23, 50]). Second, while both charges can be expressed in the same
way as boundary fluxes, the two correspond to very different bulk currents: while
the horizontal current ‘knows’ only about the (charged) matter content of the theory
and generates transformations on the fermionic fields through iχ]ΩH = −djHχ , the
standard Noether current is determined by the demand that it is a differentiable
symplectic generator of any gauge transformation, off-shell and with respect to Ω,
not ΩH (differentiability is understood in the sense of Regge and Teitelboim [19,70]).
Ultimately, the horizontal charges appear related to objectively conserved physical
quantities, like the total charge in electromagnetism, since Dχ = 0 implies that the
quantity Jχ := ∗χaJa satisfies the on-shell flux balance formula ∇µJµχ ≈ 0. More
on global charges on point (iv) below.
(iv) Reducible configurations and the uniqueness of $ — In general, for reducible
configurations A (i.e. for those which admit Killing symmetries, see figure 2 for the
geometric meaning), the defining equation for $ (5.8) a priori admits multiple solu-
tions. These differ from each other by field-space one-forms whose Lie-algebra value
is given by some linear combination of the χn (with spacetime constant factors).
In other words, $ is agnostic about the Killing components of a generic ξ. This
ambiguity can in principle be settled by appealing to the first Noether theorem for
global symmetries—which gives automatically jχ = J
aχa,—but a unified treatment
would of course be preferable. We leave a more detailed study of these issues to
future work.
(v) Horizontal Noether charges vs. the Barnich–Brandt–Henneaux formalism —
Our treatment appears to agree in its general conclusions with the results of Bar-
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nich, Brandt and Henneaux (see [73–75]), who claim that physically meaningful
charges can only be assigned in the linearized theory around reducible background
configurations.43 However, important differences have to be kept in mind. First
of all, our treatment is essentially kinematical—although one might argue that the
dynamics is just hiding in the choice of the supermetric and the requirement of min-
imal coupling,—while the one by Barnich and Brandt takes heavily into account the
dynamics, and their currents are defined as non-trivially conserved objects. Second,
in our treatment both the gauge field A and the fermion field ψ can be ‘large’, while
in their treatment a split between background and linear fluctuations is necessary
to define conserved quantities within the linear theory (in absence of a background,
it is not possible to find a generic and non-trivially conserved charge). It would be
interesting to push the two formalisms closer together. The remarks made in [14]
about the relationship of $ with the so-called ’geometric’ BRST formalism might
constitute a valid starting point.
(vi) Non-trivial cohomology of Σ — As we have repeatedly emphasized, our
entire paper implicitly assumes a trivial cohomology for the gauge bundles over Σ.
Deviating from this assumption, several new aspects would have to be considered,
many relating to the possibility of closed but not exact forms. For example, there
might be elements for which iX$ = 0, for which X is locally of the form ξ] (and thus
would be usually identified with being “pure gauge”), but it is not globally of that
form, due to topological obstructions. This case could produce new, ‘topological’
physical charges (see e.g. [69]). Moreover, our parametrization of field-space through
A—which requires a choice of a section for the standard (finite-dimensional) G-
bundle over Σ—is insufficient; one would require the parametrization with ω, the
PFB connection. The two issues are, of course, related. See footnote 3 for more on
this last point.
7 The Higgs connection
In the previous two sections, we have focused on the Singer–DeWitt connection.
Derived from a supermetric, it is built solely from the gauge field A. In this section,
we explore which field-space connection one obtains if one focuses on the matter
sector of the theory. We call the resulting connection the Higgs connection. The
reason for this name will be clarified in due time. As we have reiterated a few
times, even connections which are based on only a subset of the fields turn out to
be valid connections on the whole field-space of the theory; this is a consequence of
the co-rotation principle (see the very beginning of section 5).
Let us start by denoting by ΦmYM the field-space given only by the matter sec-
tor of Yang–Mills. For definiteness, we assume that the matter fields Ψ ∈ ΦmYM
transform in the fundamental representation, i.e. Ψ 7→ g−1Ψ, or infinitesimally
δξΨ = −ξΨ, and that the charge group is G = SU(N) (or U(1), when speci-
fied). Generalizations to (non-special) unitary groups and other representations
are straightforward in principle. Since the charge group G is unitary, ξ is antiher-
mitian
ξ† = −ξ. (7.1)
43 A similar conclusion was also reached via non-symplectic methods by DeWitt [28].
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Introducing the basis τa of g, we see that
ξ = ξa(x)τa with ξ
a(x) ∈ R and τ †a = −τa. (7.2)
Consideration of special unitary groups corresponds to adding a tracelessness con-
dition, tr(τa) = 0.
We will consider matter fields Ψ which under Lorentz transformations transform
either as scalars, or Dirac spinors. Other cases can in principle be treated with
similar methods. In the following this distinction will be often unimportant, and
we will generically omit the Lorentz indices (always assumed to be appropriately
contracted). Similarly the distinction between bosons and fermions fields will often
be unimportant, provided the right conventions are introduced. We will get to this
point briefly.
As usual, we introduce the vector fields X =
∫
XI ddΨI ∈ TΦmYM where I is a
multi-index covering the indices m in the G representation vector space W ∼= CN as
well as the spatial point x and possibly spinorial indices α. Using similar notation
as the previous sections, consider the following supermetric on ΦmYM:
Gm(X,Y) =
1
2
∫
Σ
XY + YX for X,Y ∈ TΨΦmYM. (7.3)
Here, we have introduced the following unified notation for Ψ and the components
of X alike44
Ψ =
{
φ† if Ψ = φ (scalar)
ψ†γ0 if Ψ = ψ (Dirac spinor)
(7.4)
with γµ the Dirac matrices and ·† denoting hermitian conjugation. The matter
supermetric can also be written as
Gm(X,Y) =
∫
Σ
<(XY), (7.5)
with < the real part; more explicitly Gm(X,Y) is 1
2
∫
(X∗mY
m + Y∗mX
m) and has
dimensions of inverse mass squared in the scalar case, or it is 1
2
∫
(X∗αmγ
0Yαm +
Y∗αmγ
0Xαm) with dimensions of inverse mass in the spinorial one. In both cases, the
asterisk stands for complex conjugation of the components.
The supermetric Gm is invariant under the gauge flow and can therefore be used
to deduce a field-space connection $ by orthogonality to the gauge orbits. Thus,
at Ψ, the connection $ is defined by the following relation that has to hold for any
ξ and X:
0 = Gm
(
ξ], Ĥ(X)
)
= Gm
(
ξ],X− (iX$)]
)
=
∫
<
[(− ξΨ)(X + (iX$)Ψ)]. (7.6)
Breaking the previous equation into components, and recalling that τ †a = −τa,
we obtain
0 =
1
2
∫ [
ΨτaX− XτaΨ +
(
ΨτaτbΨ + ΨτbτaΨ
)
(iX$)
b
]
ξa. (7.7)
From the arbitrariness of ξa(x), we deduce a local equation that must hold for any
X:
ΨτaX− XτaΨ + Ψ[τa, τb]+Ψ(iX$)b = 0 for any X ∈ TΨΦmYM. (7.8)
44In our conventions, (γ0)† = −γ0. This is compatible with [γµ, γν ]+ = 2ηµν = 2(−+ ++).
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Here, [τa, τb]+ := τaτb + τbτa is the anticommutator.
Now, since the τa forms a basis of antihermitian matrices, and since [τa, τb]+ is
hermitian, we obtain
[τa, τb]+ = iDab
cτc − 1N dab1, (7.9)
where 1 is the identity operator on W ∼= CN , while Dabc and dab are matrices of real
coefficients,45 symmetric in the indices (ab). Moreover, if {τa} forms an orthogonal
basis such that tr(τaτb) = −12δab, as in the previous sections, then dab = δab.
Hence, introducing the matrix
D(Ψ)ab := Ψ[τa, τb]+Ψ, (7.10)
the defining equation for $, equation (7.8), can be written as
XτaΨ−ΨτaX = D(Ψ)ab(iX$)b. (7.11)
Suppose for now that D(Ψ)ab is invertible—we will come back to this hypothesis
shortly—and denote its inverse by
E(Ψ)ab = (D(Ψ)ab)−1. (7.12)
Thus, inverting equation (7.11) and eliminating X (recall that by definition iXdΨI =
XI), we obtain
$ = E(Ψ)ab
(
(dΨ)τaΨ−Ψτa(dΨ)
)
τb. (7.13)
A particularly simple example of this situation is provided by (scalar)G = SU(2)
Yang–Mills theory. In this case, τa = − i2σa, dab = δab and Dabc = 0, thus
$SU(2) =
i
ΨΨ
(
(dΨ)σaΨ−Ψσa(dΨ)
)
τa. (7.14)
Allowing for non-special unitary groups, another simple example is that of
(scalar) quantum electrodynamics (QED). In this case, G = U(1), dab = 0 and
Dab
c is equal to 1—the only antihermitian generator of U(1) is τ = i, which is
‘proportional to the identity’. Hence,
$QED =
1
2ΨΨ
(
(dΨ)Ψ−Ψ(dΨ)
)
. (7.15)
Let us now consider the matter of the invertibility of D(Ψ)ab. We focus on Ψ
as a scalar field,46 φ. Putting aside the obvious case in which φ = 0, it is clear
that D(φ)ab defines a negative semidefinite metric on Lie(G), which is degenerate
precisely in the directions which annihilate φ. In other words, ξaD(φ)abξb = 0 if and
only if ξφ = 0, i.e. if and only if ξ ∈ Lie(Sφ) where Sφ ⊂ G is the stabilizer of φ ∈ W .
Indeed, it is clear that in these directions equation (7.11) reads 0 = 0. Generically,
the stabilizer of a vector in W is non trivial. For example, for G = SU(N ≥ 3),
45Tangentially, we note that Dab
c is the tensor entering the expression of the chiral anomaly, e.g. [31].
46If Ψ is a Dirac spinor ψ, matters are actually more subtle. Indeed, (γ0)αβ , which defines ψ, has null
directions. Therefore, if ψαm is along one such null direction for all m, D(ψ)ab vanishes, and so does ψψ. Thus
one has to require (at least) that ψψ 6= 0, for $ to be well defined at ψ. Notice that ψψ is a bosonic quantity
for which one can define a meaningful vacuum expectation value (vev). Notice also that, since γ5γ0γ5 = −γ0
and since the null space of γ0 is 2-dimensional, ψψ identically vanishes precisely when the Dirac spinor is chiral,
i.e. purely right- or left-handed. However, putting aside the points in field-space where ψψ = 0, one reaches
the same conclusions as for the scalar field. The relevance of this remark will become clear later.
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we have Sφ ∼= C∞(M,So), with So ∼= SU(N − 1) ⊂ G the stabilizer of some non-
vanishing reference vector vo ∈ W ∼= CN . Note also that unlike the action on the
gauge field, the action on the matter field is pointwise. Consequently, the stabilizer
for a field configuration ϕ is an infinite dimensional group. We will come back on
this point later.
From this discussion—assuming matter in the fundamental representation and
G (special) unitary—we conclude that D(φ)ab is invertible if and only if φ does
not vanish and the fundamental representation of G is free, i.e. if and only if
G = SU(N = 2) or G = U(1).
The fact that $ is left undetermined in the directions belonging to the stabilizer
should have been expected from the simple fact that a field insensitive to some
transformations cannot be used as a reference to measure those very changes. This
is made explicit when one tries to write $ in an adapted choice of field-space
coordinates.
Let us start by coordinatizing the field φ as
φ = φ(h, ρ) = ρhvo where h ∈ C∞(Σ, G) and ρ ∈ C∞(Σ,R), (7.16)
and vo ∈ V is some non-vanishing reference vector in W ∼= CN , the fundamental
representation of G = SU(N). Note that the reference vector vo is chosen once and
for all, i.e. it is not a field-space coordinate, hence
dφ = (d ln ρ)φ+ (dhh−1)φ. (7.17)
Using h−1 = h†, as well as the definition of D and E above—assuming for now
the invertibility of D—we readily obtain through equation (7.13) the following
coordinate expression for the Higgs connection:47
$ = −dhh−1. (7.18)
This proves that for free representations, for which D is guaranteed to be invertible,
$ is flat wherever defined, i.e. for those configurations in which φ does not vanish
anywhere. Note that although $ can be expressed in coordinates that rely on an
arbitrary reference vector v0, $ itself is independent of v0.
Now, let us go back to the problem of understanding what happens when the
representation is not free, e.g. for G = SU(N ≥ 3). In this case equation (7.16)
fixes h only up to an element of So, the stabilizer of vo, i.e.
h ∼ hs s ∈ So ∼= C∞(M, SU(N − 1)). (7.19)
And therefore, also $—if defined through equation (7.18)—is defined only up to
the following transformations:
$ ∼ $ − Adhdss−1. (7.20)
47Proof: from equation (7.13) and the expression for dφ,
$ = E(φ)ab
[(
(d ln ρ)φ+ (dhh−1)φ
)†
τaφ− φ†τa
(
(d ln ρ)φ+ (dhh−1)φ
)]
τb
= −E(φ)ab
(
φ†[τc, τa]+φ
)
(dhh−1)cτb = −E(φ)abD(φ)ca(dhh−1)cτb = −dhh−1.
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Clearly, Adhdss−1 ∈ Lie(Sφ) and thus the present ambiguity is consistent with the
difficulties in inverting equation (7.11).
If we tried to formalize this state of affairs, we would say that φ is coordinatized
by h ∼ hs is in the right coset So \ G. But since these cosets are generically not
groups themselves, the corresponding expression for $ cannot be directly made
sense of. In other words the Lie bracket of g does not close among elements of
g/Lie(So), where the quotient is taken in the sense of vector spaces.
Physically, this state of affairs simply means that a connection made out of a
field which is stabilized by a subgroup of the gauge transformations can only ‘detect’
and ‘compensate for’ that part of the transformation that modifies it, while being
totally transparent to the part of transformation which stabilizes it.
We will discuss these matters and their physical interpretation in further detail
in the remarks below.
7.1 Remarks on section 7
(i) On the choice of the supermetric Gm and chirality — In the case of scalar fields
the choice of the supermetric Gm can be justified in precise analogy to the gauge
supermetric: it is the same supermetric that contracts the quadratic kinetic term
appearing in the Lagrangian (there the vectors to be contracted are the velocities
V =
∫
φ˙ ddφ). This idea fails in the case of the fermionic action, which is first
order. In this case to single out the supermetric Gm one has to appeal to the linear
nature of the space of the fermion fields, which allows one to identify vectors and
configurations. The supermetric is then analogous to the mass term in the Dirac
Lagrangian. Interestingly, this term is not available for chiral fermions (see footnote
46), which therefore need to be addressed with different methods and might hold
interesting surprises. An idea in this direction is to use as a supermetric the gradient
term of the chiral fermionic Lagrangian, G ∼ ∫ <(X†γi∂iY); clearly, this supermetric
fails to be ultralocal. Is there any viable ultralocal choice for chiral fermions? If
not, with what consequences (see e.g. the next point)? We leave these questions to
future investigations.
(ii) Boundaries — Crucially, the matter-field connections are solved for locally
in spacetime, and contain no derivatives. This is of course due to the fact that
matter fields live in a representation of G and their gauge transformations do not
involve derivatives of the group elements. It also means that the expression for $
is completely unaltered in the presence of boundaries. The horizontal modification
of the symplectic structure advocated for in section 6, if based upon the Higgs
connection, would then involve boundary-local terms only—this is in contrast to
what happens if the Singer–DeWitt connection is used (cf. point (i) of the Remarks
on section 6). See also point (viii) below.
(iii) Non-existence of $ at vanishing matter field configurations — The above
formulas show that at any xo where φ(xo) = 0 the connection $ is not defined.
Moreover, at these points it cannot be uniquely defined by continuity either. As
explained in footnote 46, for Dirac spinors one requires the stronger condition
(ψψ) 6= 0 everywhere. Therefore, there are areas of field-space where the Higgs
connection is not defined, implying that it is not the best tool to explore the global
features of field-space. Nevertheless, its flatness is a property that makes this con-
nection an appealing tool whenever it is available. In particular, this is appealing
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at a perturbative level around points in field-space where φ 6= 0, or (ψψ) 6= 0 ev-
erywhere on Σ. In a quantum parlance one would speak of backgrounds in which
the vacuum expectation value (vev) of φ or (ψψ) does not vanish anywhere. These
are symmetry-broken configurations.
(iv) Higgs connection, broken phases, and unitary gauge — Perturbatively around
a field-space point in which φ 6= 0, physics is described by a spontaneously broken
Higgs phase. Whether this phase can be reached dynamically or not depends on
the details of the Hamiltonian, e.g. the shape of the scalar field potential V (φ), and
of the renormalization flow. Independently of this fact, by perturbing the kinetic
term of the (minimally coupled) gauge-invariant Lagrangian around one of these
configurations, one readily sees that µab = −12D(φ)ab is the matrix of masses of
the gauge vector bosons in the broken phase. Thus, as well known, the presence of
stabilizing directions for φ in G corresponds to the presence of ‘residual’ massless
gauge vector bosons, associated to the unbroken gauge symmetries. In particular,
the variable h introduced above corresponds to the Goldstone mode of the broken
symmetry, and the gauge-fixing to which the (flat!) $ = −dhh−1 corresponds to is
the celebrated ‘unitary gauge’ [31,32].
In the next three remarks, we will build up on this interpretation of the Higgs
connection in terms of broken Higgs phases, to provide a physical counterpart to
the charge ‘screening’ mechanism mathematically described by the vanishing of
the horizontal boundary charges—equation (6.17). There, we will also provide a
physical explanation for the case in which some charges fail to be screened when
the stabilizer Sφ is nontrivial.
(v) Higgs phases: condensate, screening, and charges — First, consider the case
in which φ is in a free representation and all boundary charges vanish—equation
(6.17). We have emphasized that $ is not defined at configurations in which φ
vanishes at some points. On the other hand, configurations in which φ takes a
non-vanishing vev are known as ‘condensates’. These are configurations that arise
in particular physical conditions (phases) which induce the proliferation of a certain
type of particles—these phases are described by states which contain an indefinite
number of φ-particles. Since these particles are charged, they can provide a physical
picture for the screening mechanism manifest in the vanishing of the horizontal
Noether charges.
This is in agreement with the fact that the vector bosons associated to the
broken gauge symmetry acquire a non-vanishing mass µ (see point (iv)) and as
a consequence the interaction they mediate is not long-range in the broken phase
(Yukawa potential). This affects the physical significance of the Gauss law in the
broken phase, a fact that turns out to be automatically taken into account if one
appeals to the ‘horizontal symplectic charges’ (equation (6.17)) defined via the Higgs
connection: in a completely broken phase all gauge bosons are massive (invertibility
of D) and all horizontal charges vanish.
(vi) Two examples of broken phases — A prototypical example of a condensation
in high energy physics is that of the Higgs field. This is an SU(2) charged field with
non-vanishing vev (in the portion of configuration space relevant to our universe).
Using the Higgs field as a reference for the SU(2) gauge symmetry leads to a flat
connection of the form (7.14) wherever it is defined. Being flat, this connection can
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be locally associated to a gauge fixing in those regions of Φ. Once again, this is
indeed the famous unitary gauge.
Another beautiful example of this situation is given by the experimental setup
suggested by Susskind to detect the electromagnetic memory effect proposed by
Strominger and collaborators [76,77]. There, the phase of the electromagnetic field
is measured with respect to the phase of a superconductor’s wave-function. In our
language, this would imply the construction of the G = U(1) Higgs connection out
of this wave-function, as in equation (7.15). Note that superconductivity has an
effective description in terms of a symmetry breaking mechanism [31]. This example
emphasizes the relation of $ and the choice of a measurement device, or reference
frame. We comment further on this perspective at points (viii) and (ix).
(vii) Non trivial stabilizer, Sφ 6= {id} — If the stabilizer of φ is non-trivial, we
have seen that the Higgs connection is mathematically not defined. Nonetheless, we
have seen that it is morally valued in the (coset) vector space Lie(G)/Lie(Sφ) defined
by the equivalence relation ξ ∼ ξ + σ, σ ∈ Lie(Sφ)—this does not generally define
a Lie sub-algebra of Lie(G). In the Higgs-phase interpretation of this situation,
this means that the symmetry Sφ is still unbroken. In turn, this means that the
vector bosons associated to this unbroken subgroup of symmetry are still massless:
therefore they mediate long-range interactions whose corresponding charges are
not screened by the condensate. It is then natural to deal with these unbroken
symmetries as we did for the standard gauge symmetries in the previous section:
we can compensate for them through a Singer–DeWitt connection valued in Lie(Sφ).
This would leave open the prospect of global non-vanishing charges associated to
the unbroken gauge symmetries while eliminating local, ‘pure gauge’, charges. We
postpone the study of combinations of ‘partial’ $’s to future work.
(viii) Higgs connection vs. new boundary degrees of freedom — Taking the hor-
izontal symplectic potential θH with respect to the Higgs connection gives a result
formally equivalent to that commonly used when ‘covariantization’ of θ is obtained
through the introduction of new group-valued degrees of freedom, sometimes called
‘edge modes’, as in [22,23,71,78,79]—see point (i) of Remarks on section 3. How-
ever, it is important to notice that we get at this result from a very different starting
point, since h is here not a new field, but a coordinate on the matter field sector.
In other words, we have shown that our construction bypasses the introduction of
group-valued edge modes as new compensating degrees of freedom as in [23], by
obtaining a formally equivalent result in presence of a condensate of more standard
matter fields—provided they live in a free representation of the charge group. From
this view point, the group-valued edge modes precisely arise as the Goldstone modes
of a spontaneously broken gauge symmetry.48
(ix) Higgs connection vs. quantum reference frames — The Higgs connection
uses the matter fields already present in the theory as a ‘phase’ reference frame.
Prototypical examples are given at point (vi), where we discussed e.g. how the
phase of a superconductor’s wave function can be used as a reference frame in
the electromagnetic case [76]. As we have already stated, this translates into the
construction of a (matter) connection out of the superconductor’s wave-function
48See also [42] for another mathematically formal way to relate spontaneous symmetry breaking, gauge-fixings,
and dressings.
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(equation (7.15)). This suggests an interpretation of $ as a choice of (quantum)
reference frame [80–83]. This interpretation could also explain the inherent ambi-
guity in the choice of a certain $ over another, e.g. of the Higgs connection over
the SdW connection, in terms of a choice of experimental setup: given the phase the
system finds itself in, the observables of interest, and the measurement apparatus
of choice, one specific connection-form is singled out.
Suggestively, the first—to the best of our knowledge—discussion of quantum
reference frames arose from challenging the notion of superselection rules (SSR)
introduced in [84, 85], and in particular, that of the charge SSR. In turn, using
the algebraic approach to quantum field-theory, the charge SSR can be deduced
from the Gauss constraint and the Gauss law at asymptotic boundaries [86, 87]. If
made rigorous, this string of speculative relations would close the circle of ideas
presented in this paper: gauge invariance, Gauss law, non-localities and boundaries
are all encompassed in our notion of field-space connection-forms. Connection-
forms are naturally associated to material (quantum) reference frames, and then,
from the work of Aharonov and Susskind, these are related to superselection rules,
and finally, from the results of Strocchi and Wightman, we get back to the Gauss
law again.
8 A $ for the Lorentz gauge symmetry of vielbein gravity
A case similar to those considered in the previous section is that of Lorentz symme-
try in vielbein, or Einstein–Cartan, gravity. This is a first-order theory in which the
spacetime metric field is replaced by a vielbein e and a spin connection ω. These
fields are independent and, roughly speaking, canonically conjugate to each other.
In particular, the vielbein e represents a local inertial frame and its relation to the
metric is given by
gµν = ηIJe
I
µe
J
ν , (8.1)
where ηIJ is the flat Minkowski metric, while ω is the spin connection which on-
shell (and in absence of sources of torsion) essentially reduces to the Levi-Civita
connection.
As the contraction to the Minkowski metric above suggests, the indices I, J, . . .
carry a representation of the Lorentz group. Under these transformations, the viel-
bein transforms homogeneously, and the spin-connection transforms—of course—as
a connection:
(e, ω) 7→ (Λ−1e,Λ−1ωΛ + Λ−1dΛ), (8.2)
where ΛIJ ∈ SO(1, d) is a matrix element of the Lorentz group.
The Einstein–Cartan Lagrangian is
LEC = IJKLe
I ∧ eJ ∧ FKL[ω], (8.3)
and the associated presymplectic potential
θEC = IJKLe
I ∧ eJ ∧ dωKL. (8.4)
With respect to the Lorentz transformations, LEC satisfies all the properties re-
quired in the analysis of section 6.1. Hence, θEC admits a horizontal version with
the usual properties. The similarities with Yang–Mills theory are evident.
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The goal of this section is to build a Higgs connection for these Lorentz trans-
formations based on the vielbein field. For this, we choose the obvious metric on
the space of vielbeins,
Ge(X,Y) =
∫
Σ
√
gΣg
µνηIJX
I
µY
J
ν . (8.5)
where, as customary by now, Xe =
∫
XIµ(x)
d
deIµ(x)
, and where we have introduced
gΣ to be the determinant of the pull-back of the spacetime metric to the region Σ
(in this case, Σ can actually be chosen to be a spacetime region without further
difficulties).
Proceeding as in the previous section, one deduces the following vielbein field-
space connection for the Lorentz symmetry49
$IJ = eµ[IdeJ ]µ . (8.6)
Here, we have slightly departed from the notation used in the previous sections by
denoting directly the matrix elements of $ as elements of so(1, d). The horizontal
field-space derivative of the vielbein becomes essentially the field-space derivative
of the metric:
dHe
I
µ =
1
2
dgµνe
νI . (8.7)
In this equation, gµν is just a placeholder for ηIJe
I
µe
J
ν and its differential appears
simply because dHe must be horizontal, i.e. (very) roughly speaking ‘the d of
something gauge-invariant.’
Interestingly, the curvature of $IJdoes not vanish. It can be obtained from the
field-space metric via equation (4.10), or by using dHdHeIµ = −δFeIµ = FIJeµJ . The
result is
FIJ = −1
4
eµIeρJgνσdgµνdgρσ. (8.8)
We conclude by providing the horizontal potential for Einstein–Cartan gravity
for the vielbein connection (cf. the section 6.2 on Yang Mills theory):
θEC,H = IJKLe
I ∧ eJ ∧ dHωKL
≈ θ − d(IJKLeI ∧ eJeµK ∧ deLµ). (8.9)
where ≈ means on-shell of the ‘Gauss’ constraint deI +ωIJ ∧ eJ ≈ 0—this is in fact
the torsionless constraint that, in absence of fermions, reduces the spin connection
ω to the Levi-Civita connection.
8.1 Remarks on section 8
(i) Well-definedness of the vielbein connection — As for the Higgs connections
defined in the previous sections, also the vielbein connection is only defined when
the reference field does not ‘vanish’, or better, when the reference field (here a
interpreted as a map e : TxM → Rd) is non-degenerate and thus invertible. The
invertibility of the vielbein field is a necessary and sufficient condition (in absence
of actual matter degrees of freedom) for Einstein–Cartan gravity to be equivalent
to Einstein’s metric General Relativity. If the vielbein e is not invertible, the metric
g is degenerate, and no spacetime interpretation is available. In a quantum theory
of gravity based on these variables, classical spacetimes arise in a broken phase,
where the vev of e is nonvanishing.
49Recall the standard notation eµI := ηIJ(e−1)µJ .
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(ii) The vielbein connection in the literature — The vielbein connection con-
structed here has already been implicitly used in various publications concerned
with removing the ‘redundant’ Lorentz degrees of freedom from a vielbein formula-
tion of certain gravitational problems. In [33], the authors constructed a modified
Lorentz-invariant Lie derivative on spacetime, with the goal of recovering the ‘usual’
first law of black-hole mechanics in the first order formalism, through a construc-
tion a` la Wald [34, 50]. This required eliminating polluting contributions coming
from the interplay between diffeomorphisms and Lorentz transformations. In our
language, their Lorentz-Lie derivative KX , for X ∈ X1(M) an infinitesimal diffeo-
morphism, implements precisely the action of the horizontal component of the lift
of the action of X. In formulas,
KXϕ ≡ Ĥ(X])ϕ =
(
X] − (iX]$)]
)
ϕ = £Xϕ−
(
eµ[I£Xe
J ]
µ
)]
ϕ, (8.10)
where the last term denotes the appropriate action on ϕ of the infinitesimal Lorentz
transformation λIJ = iX]$IJ = eµ[I£XeµJ ]—this follows from iX]de = £Xe.
Motivated by the more basic question of the equivalence between the vielbein
and Einstein–Hilbert formulations of gravity, the authors of [35] constructed a
Lorentz-invariant presymplectic potential for the Einstein–Cartan action. Their
modification of the symplectic potential is precisely θH , where horizontality is taken
with respect to the vielbein connection of equation (8.6). This allowed them to
solve the problem raised in [33] without having to introduce the modified Lorentz-
Lie derivative KX . As far as the Noether charges are concerned, the equivalence of
the two constructions follows simply from iĤ(X])θ ≡ iX]θH .
Finally, the authors of [35] also considered the Holst modification of the Einstein–
Cartan action. This is obtained by replacing in all the expressions above IJKL 7→
PIJKL :=
(
IJKL + γ
−1ηII′ηKK′δI
′
J δ
K′
L
)
, with γ ∈ R the Barbero–Immirzi parame-
ter. This extra term ends up producing an extra boundary contribution to θH , i.e.
γ−1d(eI ∧ deI) whose consequence for the ensuing boundary theory where studied
by [88, 89], albeit in a context where the Lorentz SL(2,C) symmetry is partially
gauge fixed to give an SU(2) symmetry. Here, we showed why the constructions
of [33, 35] work, and embedded them in a much wider context. In particular, it
would be of interest to understand in this context which consequences ensue from
the non-vanishing of the vielbein connection’s curvature, F.
9 The relation between $ and dressings
The aim of this section is threefold: first, we use $ to construct gauge-invariant
combinations of fields, that we will call ‘dressed’; second, we discuss the relation
between these fields an the horizontal symplectic geometry of section 6; and finally,
we explain the relationship of the ensuing dressed fields to other constructions
of gauge-invariant field combinations already present in the literature (Lavelle and
McMullan [37], Gribov–Zwanziger [12,41,90], and Vilkovisky [47,48]). We conclude
by sketching a proposal which is natural in our framework and new to the best of
our knowledge. We name it ‘historical dressing’.
Our starting point is Dirac’s idea that a ‘bare’ (or ‘Lagrangian’ [37]) electron
field ψ—which is gauge-variant—has to be dressed in order to be promoted to a
physical field [36]. Dressing means attaching to ψ an electromagnetic cloud whose
gauge transformation compensates that of ψ. This means building composite fields
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ψ̂ := ψh, where ψ is the bare electron and h = h(A) a field-dependent equivariant
gauge transformation, i.e. an element of G such that
R∗gh(A) = h(A
g) = g−1h(A) for all g ∈ G. (9.1)
If this equation is satisfied, the dressed electron is gauge-invariant: ψ̂ = ψ̂g.
We call the field-dependent gauge transformations h, the dressing factors. The
Dirac dressing factor is
hDirac(x) := exp
(
−i
∫
d3y
4pi
(∂iAi)(y)
|x− y|
)
. (9.2)
Once a dressing factor is found, it can be used to dress any gauge-variant field,
including the gauge potential itself. An important feature of Dirac’s construction
is that h(A) does not transform under global (‘Killing’) gauge transformations, so
that ψ̂ is indeed a charged object. Generalizations to the non-Abelian case are
nontrivial. They are the main subject of this section.
Recognizing the similarity of log hDirac and the Abelian SdW connection,
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complement Dirac’s idea with the observation that $ is precisely an infinitesimal,
field-dependent, covariant gauge transformation: it is valued in Lie(G), depends on
the field-space point and linearized fields, and transforms covariantly as expressed
by equation (3.9b). Of course, $ is a field-space 1-form, and can be turned into an
element of G only once exponentiated and integrated over a line. This leads to our
proposal of dressings as field-space Wilson lines.
The Wilson line proposal involves an extended object in field-space—the line γ.
This starts at a reference configuration, ϕ? ≡ ?, and ends at the configuration of
interest, ϕ. The reader familiar with background-field methods, or with Vilkovisky
and DeWitt’s geometric improvements thereof, will not find the dependence on a
base point too surprising [28, 52–54, 91]. The possibility of an actual, full fledged,
field-space path dependence might seem more troubling. We will discuss this in
detail.
Before moving to the technical discussion, we spend a word on the ‘inevitabil-
ity’ of the Wilson-line scenario for dressings. Consider the fundamental formula
ψ̂ = ψ̂g: it refers to two field configurations, ψ and ψg, which correspond to two
different points in the field-space Φ. If Φ is generic and hence does not admit a
flat supermetric, these two points are a priori incomparable—unless they are trans-
ported to the same point along some path in field-space. This is the meaning of the
dressing operation, ·̂ : a transport operation along a path in field-space.
9.1 Dressings as Wilson lines
The Wilson-line dressing requires a path in field-space that ends at the configuration
to be dressed, ϕ, and starts at a reference configuration configuration fixed once
50In Dirac’s construction it is also important that the electric field created by h(A), see below, is the Coulomb
field of the electron. In classical terms, this means that the Poisson bracket of E with ψ̂ is {E(x), ψ̂(y)} =
−1
4pi(x−y)2 ψ̂(y). Notice that this is a Poisson bracket between gauge-invariant quantities. It is most easily
computed in temporal gauge; in Coulomb gauge, in which hDirac ≡ id, one needs to first introduce non-local
Dirac brackets. The supermetric appearing in the kinetic term of the Lagrangian governs both the definition
of canonical momenta and, by Lorentz covariance, also the structure of the Gauss constraint. It is not difficult
to convince oneself that the relationship between the SdW connection and the supermetric is what guarantees
that the Poisson bracket {E, ψ̂} gives the expected result.
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Figure 4: The dressing path γ from ? to ϕ.
and for all. We label this configuration by a star,
reference: ϕ? ≡ ?. (9.3)
Often, ϕ? is implicitly chosen to be the configuration of vanishing fields.
Now, define the field- and path-dependent gauge transformation h ∈ G by
h(γ;ϕ) = P exp
(∫∫
ϕ
γ←?
−$
)
. (9.4)
Let us call h(γ;ϕ) as the dressing factor of ϕ along γ, where γ is a path in field-
space that starts at ? and ends at ϕ—i.e. γ : [0, 1]→ Φ, such that γ(τ = 0) = ? and
γ(τ = 1) = ϕ. The dressing h is a non-local function on field-space that depends
on the chosen path γ connecting ? to ϕ, figure 4.
The notation P exp
∫
ϕ
γ←? explores our ‘double-struck’ theme for field-space ob-
jects; and stands for a path-ordered integral along γ ⊂ Φ. As the arrow indicates,
composition is from the right.51
Before studying the gauge properties of the so-defined dressing factors, we pause
for a moment and consider a couple of simple examples that help elucidate the
formalism.
Example 1: Dirac dressing
We illustrate the general idea by writing the Dirac dressing of the electron as a
Wilson line [29]. Now, in Maxwell theory on flat space, the SdW connection takes
the simple form (equation (5.8))
$Abelian = −i∂−2∂idAi, (9.5)
where the only generator τa = −i of the U(1) Lie algebra has been made explicit.
In the Abelian case, the dressing factor is easily computed. Firstly, since
FAbelian = 0—equation (5.6)—the path dependence of h(γ;A) is trivial. Therefore
51The double struck notation does not stand for a multiple integral, but for an integral along a 1-dimensional
line embedded in field-space—rather than spacetime. Equivalently, the dressing factor is the solution, evaluated
at time τ = 1, of the following ODE (V = γ˙ is the tangent vector to γ):
d
dτ h(γ(τ))h(γ(τ))
−1 = −(iV$)|γ(τ) and h(γ(τ =)) = id.
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we can simply choose γ to be the affine path connecting the reference configuration
A? = 0 to the target configuration A,
γaffine(τ) = (1− τ)A? + τA = τA, τ ∈ [0, 1]. (9.6)
Secondly, thanks to the Abelian nature of g, the path ordering can be dispensed of.
Therefore, using the affine structure of field-space to define ∆A as a tangent vector
at A? = 0 with components equal to A− A? = A, we immediately find
hAbelian = exp
(− i∆A$Abelian) = exp (i∂−2∂iAi). (9.7)
Now, if Σ = R3 and fast decaying boundary conditions are fixed at infinity, substi-
tuting the Green’s function for ∂−2 we readily recognize the Dirac dressing
hAbelian(x) = exp
(
− i
∫
d3y
4pi
(∂iAi)(y)
|x− y|
)
= hDirac(x). (9.8)
Example 2: Affine dressing
In the non-Abelian case, F 6= 0, and the choice of path becomes relevant. For
now, we choose affine paths simply as an illustrative example of the formalism: cru-
cial limitations—to be discussed shortly—make it physically nonviable. Nonethe-
less, affine paths allows us to demonstrate that there is a relationship between the
Dyson series for the path ordered exponential and a more standard perturbative
expansion in powers of the YM coupling constant. This will allow us to bridge
between our dressing formalism with the one of Lavelle and McMullan [37].
Let us proceed to the computation. Consider the affine path
A(τ) ≡ γaffine,A(τ) = τA+ (1− τ)A? = τA τ ∈ [0, 1]. (9.9)
More geometrically, affine paths can be understood as geodesics of the gauge su-
permetric of equation (5.1). From the definition of the dressing factor,
haffine(A) = P exp
(∫∫
affine
−$
)
= P exp
(
−
∫ 1
0
dτ (iVaffine$)|τA
)
: (9.10)
where Vaffine = γ˙affine is the ‘velocity’ along the affine path:
Vaffine =
∫
dAai (τ)
dτ
d
dAai
=
∫
Aai
d
dAai
(9.11)
(we have omitted the spacetime label x and used A? = 0). Introducing Dτ :=
d + A(τ) and taking $ to be the SdW connection (equation (5.8)), we obtain
haffine(A) = P exp
(
−
∫ 1
0
dτ D−2τ D
i
τAi
)
. (9.12)
This formula requires some clarification on how Dτ is supposed to act on Ai. By
backtracking the formula’s origin, one sees that, here, Ai needs be understood
as the component of the ‘velocity’ vector Vai which—being a tangent vector in
TA(τ)ΦpYM—transforms in the adjoint representation under gauge transformations
performed at A(τ) ∈ ΦpYM. Hence, the gauge-covariant divergence becomes an
ordinary divergence:
DiτAi = δ
ij(∂iA
a
j + f
a
bcA(τ)
b
iA
c
j)τa = δ
ij(∂iA
a
j + τf
a
bcA
b
iA
c
j)τa = ∂
iAai τa, (9.13)
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where we assumed gij = δij, and again A
? = 0. This simplification to a standard
divergence is entirely due to the choice of an affine path and A? = 0 as a reference
configuration.
To deduce a systematic expansion of the non-Abelian dressing factor around the
Abelian Dirac dressing in powers of the Yang–Mills coupling constant e, we first
notice that the ‘physicist’s’ Yang–Mills connection with self-coupling constant e is
not A, but rather A such that
A = eA. (9.14)
Once expressed in terms of A, the Yang–Mills Lagrangian ‘Abelianizes’ in the para-
metric limit e→ 0. Now, defining  := eτ ∈ [0, e], the affine dressing factor is readily
written in terms of A as
haffine = P exp
∫ e
0
d (−D−2 ∂iAi), (9.15)
where D := d + A is the covariant derivative at coupling .
Solving the path order exponential in terms of the Dyson series—a sum of an
increasing number of nested integrals,—
haffine = id−
∫ e
0
d(D−2 ∂
iAi) +
∫ e
0
d2
∫ 2
0
d1(D
−2
2
∂iAi)(D−21 ∂iAi) + · · · , (9.16)
and replacing D−2 by its Taylor expansion in powers of ,
(D−2 )
a
c = ∂
−2δac − ∂−2
(
fabc(∂
iAbi) + 2fabcAbi∂i
)
∂−2 +O(2), (9.17)
we finally obtain a perturbative expansion of haffine in powers of the coupling con-
stant e:
haffine = id− eη + e
2
2
(
η2 − ∂−2∂i[Ai, η]− ∂−2[Ai, ∂iη]
)
+O(e3) (9.18)
where, for conciseness, η := ∂−2∂iAai τa ∈ Lie(G).
This expansion is structurally similar to that found by Lavelle and McMullan
[37] or in the Gribov–Zwanziger framework [12,41,46]. It also appears related to the
Coulomb gauge, since the dressing at a field configuration in that gauge is trivial.
We will come back to all these points at the end of the section. Now, we explain
the difficulties inherent to the choice of affine dressings.
As we stated at the very beginning, a crucial property that dressing factors
should satisfy is that h(Ag) = g−1h. This is the case for the Dirac dressing above,
but not for the affine dressing factors in the non-Abelian theory.
As a simple counter-example—represented in figure 5,—start by considering the
following two affine paths, γ and γ′, from ? ≡ 0 to two gauge-related configurations
A and A′ = Ag. Choose A = ? = 0, such that γ is the trivial path γaff(τ) ≡ ? = 0,
and choose A′ = Ag = g−1dg such that γ′ is the affine path from ? to A′. From
the general discussions of the next section it will be evident that we cannot expect
h(γ′) to be equal to g−1h(γ) = g−1 · id, unless γ′ is vertical to the trivial path.
Thus, γ′(τ) = τA′ = τg−1dg would have to be pure gauge for every value of
τ ∈ [0, 1]. But in the non-Abelian case it is not, as it can be seen from the fact that
A(τ) = τg−1dg has non-zero Yang–Mills curvature. At the perturbative level, the
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Figure 5: The affine path from A? = 0 to A′ = g−1dg is not vertical to the trivial path γ from
A? to A = 0: it passes through configurations with nonvanishing curvature.
obstruction will not manifest itself before52 O(e3). We will discuss these facts later
on purely geometrical grounds.
In the next section we clarify how and why a manifestly gauge-covariant con-
struction—the Wilson line—can fail to provide an appropriately covariant notion of
dressing. The problem lies in what it is meant by ‘action of a gauge transformation’.
9.2 Path dependence, gauge dependence, and gauge fixings
In order to unambiguously dress a certain field configuration, we need to fix a choice
of path. This choice is relevant whenever $ carries curvature, and is encoded in a
map
Γ : Φ→ {γ : [0; 1]→ Φ, γ(0) = ?}
ϕ 7→ γϕ such that γϕ(1) = ϕ (9.19)
from field-space to the set of paths on field-space, which associates to ϕ a path
starting at ? and ending at ϕ itself. A map Γ defines a notion of Γ-dressing,
hΓ(ϕ) := h(γϕ, ϕ). Affine paths Γaffine from A
? = 0 to A are an example.
To identify the gauge properties of the Γ-dressing factors, let us first consider
what happens to a generic Wilson line h(γ;ϕ) if the path is displaced vertically by
the action of Rg on Φ:
h(γ;ϕ) 7→ R∗gh(γ;ϕ) = h(Rgγ;ϕg(ϕ)) = g(ϕ)−1h(γ;ϕ)g(?), (9.20)
where
(
Rgγ
)
(τ) := Rg(γ(τ))γ(τ) is the gauge-transformed path starting at Rg(?)ϕ
?
and ending at ϕg(ϕ). Unless otherwise stated, ? is henceforth a fully fixed refer-
ence configuration. This means that we will consider only field-dependent gauge
transformations such that g(?) = id.
Equation (9.20) is a standard identity for the gauge transformation of a Wilson
line. It follows from the covariance of $—equation (3.10)—and the definition of
h—equation (9.4).
52This follows from an application of the non-Abelian Stokes theorem and the fact that F
e→0−−−→ FAb = 0.
Moreover, the above perturbative formula can be checked to coincide with the Lavelle–McMullan dressing at
least to O(e2) [37], whereas the Lavelle–McMullan dressing abides to the covariance property by construction.
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Figure 6: A graphical representation of the failure of gauge-compatibility for Γaffine.
The issue with dressings is that in equation (9.20), the gauge transformation g
acts as a vertical diffeomorphism Rg of Φ,
53 which generally fails to be compatible
with the map Γ: although Rgγϕ does start at ? and ends at ϕ
g(ϕ), it will generically
fail to be in the image of Γ, i.e. Rgγϕ 6= γϕg(ϕ) .
This leads us to the following definition: a choice of paths Γ is said to be gauge
compatible if the path ending at ϕg is always vertical to the path ending at ϕ. More
formally, Γ is gauge compatible if54
for any ϕ ∈ Φ and g ∈ G, there exists a g′ : Φ→ G such that γϕg = Rg′γϕ. (9.21)
For Γ a gauge compatible choice of paths, it follows that
hΓ(ϕ
g) = R∗gh(γϕ;ϕ) = g
−1hΓ(ϕ) (Γ gauge compatible) (9.22)
and thus also that the Γ-dressed field ϕ̂Γ := ϕ
hΓ(ϕ) is gauge-invariant:
ϕ̂gΓ = ϕ̂Γ (Γ gauge compatible). (9.23)
To summarize, gauge compatibility of the choice of paths is sufficient to give the
dressing factor the right gauge transformation properties, and thus to construct a
dressing. Affine paths for non-Abelian YM are not gauge compatible—see figure 6.
9.3 Remarks on section 9
(i) Dressing of fields vs. dressing of particles — In our approach, based on
the instantaneous configuration space, it is natural to dress matter fields locally in
space and instantaneously in time, possibly with spatially non-local dressing factors.
The spatial nature of the dressing is particularly evident when we deal with $’s
associated to finite and bounded regions. This is in contrast to the more standard
notion of particle dressing, which deals with the matter fields locally in momentum
space, and the relevant dressing factors are taken to depend on the state of motion of
53On standard spacetime Wilson lines, gauge transformations act only ‘internally’. In contrast, field-space
Wilson lines get displaced by the action of a gauge transformation. The difference is that spacetime is the base
space of the relevant PFB, while field-space is the total space, on which a field-dependent gauge transformation
acts as a generic vertical diffeomorphism Rg.
54We are here identifying paths that differ by a reparameterization. A change in the parameterization of a
path does not affect the dressing factor.
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the particle itself, e.g. in [39,40,92–95] (it is important to notice that the Faddeev-
Kulish dressing actually has a dynamical origin). The difference between the two
approaches is deep, and rooted in the different ‘philosophical’ stances on the nature
of quantum matter: either in terms of particles (S-matrix) or in terms of histories
of instantaneous configurations of fields (Schro¨dinger path integral).
(ii) Field-dependent vs. field-independent dressings — The mathematical prop-
erties inherent to the notion of ‘dressing’ have been extensively studied even in
a context where the dressing factor is not field-dependent, but just a new, extra,
‘dressing field’ [42,43]. We have already mentioned this possibility in the context of
‘edge modes’ at points (i) of Remarks on section 3 and (viii) of Remarks on section
7.
(iii) Dressings vs. gauge fixings vs. Gribov problem — A gauge-fixing corre-
sponds to a smooth section through field-space which intersects every fiber in ex-
actly one point. Such a section defines a smooth dressing, simply by associating to
each point of field-space the gauge transformation that transports it to the section.
The gauge-invariant dressed field ϕ̂ is then the gauge-fixed field at the intersection
of the fiber of ϕ with the section. (We will below describe a dressing-from-gauge-
fixing as a Wilson line.) Conversely, a smooth gauge-compatible dressing factor
h : Φ→ G defined throughout Φ also defines a preferred smooth section, as its level
surface h = id. That the section intersects each orbit in one point follows from the
covariance of the dressing factor and the fact that the group acts freely on each
fiber.
However, due to well-known topological obstructions, global gauge-sections do
not always exist [8, 11, 12]; this is the Gribov problem. It follows that if there
is a Gribov problem, there is no globally well-defined smooth covariant dressing
factor, and gauge-invariant fields cannot be constructed globally in field-space in
this manner. To circumvent the Gribov problem, one can either be content to work
in a small enough neighborhood of the reference configuration ?, or attempt to
‘piece together’ dressing factors for different regions of field-space in a non-smooth
way, a difficult task.
One particularly ambitious attempt for circumventing this topological obstruc-
tion defines this neighborhood as the ‘Gribov fundamental domain’; a region for
which gauge copies do not occur (see [12] for a review and point (vi) below). Topo-
logical obstructions referring to the non-triviality of the bundle are then transferred
to the boundary of this region, which is very difficult to describe in a manner useful
for computations [90].55
This modification of the topology of the region under scrutiny elicits an analogy
to the different descriptions of the Aharonov–Bohm effect: one description uses
non-trivial topology and zero curvature, the other uses trivial topology and non-
zero curvature. This latter description corresponds to our use of the unrestricted
Φ and of a curvature-full $ within it. Φ itself has trivial topology, but admits
a product form over Φ/G if and only if it admits a global section and therefore
a connection with zero curvature. Thus the effects of curvature incorporate this
aspect of the non-triviality of the principal fiber bundle over Φ/G. They provide
a manner to deal with the effects of this non-triviality which is distinct from that
proposed by the ‘fundamental domain’ proposal.
55 Moreover, one should not underplay the important physical role of such a boundary in the infinite-
dimensional context: it concentrates field-space volume and may be responsible for confinement [12,96].
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Nonetheless, for many purposes, working in a small enough neighborhood of the
reference configuration ? suffices: one is often interested in the variations of field
functionals around a given background, rather than in the functionals themselves—
see section 6. As we saw, no globally well-defined dressing is required to set up
an infinitesimal gauge-invariant formalism: replacing generic variations with the
horizontal ones constructed from $ itself is enough.
Let us make some of these ideas more precise.
(iv) Dressings vs. horizontal symplectic geometry — If F = 0, as in electrody-
namics, the dressing factor turns out to depend only on the ‘arrival’ configuration
A. We therefore write h = h(A), where A? = 0 is considered fixed once and for all.
h(A) is now a smooth G-valued function on Φ which defines a gauge-fixing section
through the condition h = id. From these considerations, it is clear that
dhh−1 = −$ (F = 0). (9.24)
On the LHS, the differential acts solely on the ‘arrival’ configuration ϕ, at which
the whole equation is evaluated.56
Using this equation, the horizontal derivative can be recovered from the dressing:
dÂ = Adh−1(dHA) and dΨ̂ = h
−1(dHΨ) (F = 0). (9.25)
Therefore we conclude that, if F = 0, the horizontal symplectic geometry of section
6 is nothing but the symplectic geometry of the dressed fields. This equality would
also hold at the level of the symplectic potential (and for other Abelian fields, ϕ)
i.e. θH(ϕ, dϕ) = θ(ϕ̂, dϕ̂) [29].
In this sense, the horizontal derivative can be understood as an infinitesimal
dressing. According to the previous discussion, we conclude that only this infinites-
imal version of the dressing survives at the nonperturbative level in non-Abelian
YM.
(v) Choice of paths and dressing /1 Affine paths — Although the notion of
dressing is not available at the fully nonperturbative level, it can still be useful
in wide portions of field-space. In the following remarks, we review how different
notions of dressings and paths proposed in the literature fit in our framework and
with each other, and finally propose a genuinely different possibility—the historical
paths.
Affine paths arguably constitute the simplest choice of a set of paths in the
space of YM potentials. They provide for easily computable dressings—see equation
(9.18). Unfortunately, as we saw, affine paths are not gauge-compatible beyond the
first orders of perturbation theory, and therefore have to be discarded.
(vi) Choice of paths and dressing /2 Lavelle–McMullan–Gribov–Zwanziger dressing
— Locally in Φ, a gauge-fixing surface Sf := {ϕ : f(ϕ) = 0} can always be chosen.
Then, field configurations lying on this surface locally parametrize the reduced field-
space Φ/G ‘in a gauge-invariant way’, i.e. they are valid representatives of the gauge
orbit crossing Sf . These will correspond to the values of the dressed fields ϕ̂ (at
least in some neighborhood of the reference configuration).
56Despite the similarities, in footnote 51, h is derived only along the direction of the path γ, whereas equation
(9.24) has a general d.
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To obtain this, we proceed as in section 9.2: define the dressing factor hf : Φ→
G so that it is the identity on Sf , hf |Sf = id, and satisfies (ξ]hf )h−1f = −ξ along
the vertical directions. This fixes h in the portion of Φ over Sf and guarantees
its gauge-compatibility, hf (ϕ
g) = g−1hf (ϕ). Now, one can define a flat field-space
connection $f starting from this gauge-fixing adapted choice of dressing factor,
simply through equation (9.24): $f := −dhfh−1f . If ? ∈ Sf , holonomies of $f from
? to ϕ, along any path, will of course give back hf (ϕ).
The construction of a dressing factor from a gauge-fixing was used by Lavelle
and McMullan to construct their notion of dressing [37]. The gauge-fixing condition
of their choice was the Coulomb gauge, f(A) = ∂iAi (like us, they also worked in
a non-manifestly covariant 3+1 framework—see points (ii) and (iii) of Remarks on
section 5).
The Gribov–Zwanziger framework [41, 46, 90] is related as follows. In one in-
carnation of the framework, one chooses those orbit representatives that corre-
spond to (global) minima along the orbits of the functional IA(g). In our notation,
IA(h) = ||∆(Ah)||2G is the G-length of the vector ∆(Ah) ∈ T?ΦpYM defined, using
the natural affine structure of ΦpYM, by ∆(A) := A − A? ≡ A . Since the DeWitt
supermetric G is just an identity matrix in the A coordinates over ΦpYM, it follows
that straight lines through ΦpYM are geodesics and ||∆A||G is the length of the
geodesic between ? and A. Minimizing it along the orbit OA means selecting the
point of OA which is the closest to ?. These points, the Gribov–Zwanziger repre-
sentatives, can be shown to lie on the Coulomb-gauge surface S∂A. Equivalently, at
fixed A, the minimization in h of IA(h) selects a dressing factor that must coincide
with the one by Lavelle and McMullan. We call it the Coulomb dressing factor
h∂A(A).
In all these cases, the dependence of the dressing factor on the reference config-
uration ? is obscured by the construction. In contrast, the construction we review
next makes this dependence absolutely manifest.
(vii) Choice of paths and dressing /3 Horizontal Vilkovisky coordinates — In his
geometrical approach to the effective action of gauge theories, Vilkovisky introduced
a parameterization of field-space in terms of certain Gaussian normal coordinates
which we call σ [47, 48] (see also [28, 52, 91]). These coordinates are elements of
the tangent space at the reference (or background) configuration ϕ?, i.e. σ ∈
T?Φ. The coordinates σ(ϕ, ?) of ϕ are defined to be the tangent at ϕ
∗ of a certain
affinely parametrized geodesic γ which has γ(τ = 1) = ϕ. The hardest part of the
construction is concocting a notion of field-space parallel transport which is gauge-
compatible. Gauge compatibility of the parallel transport is understood in the same
way as above: a notion of parallel transport is termed gauge compatible if geodetic
paths to gauge related configurations are vertical to one another.57
In [47, 48], Vilkovisky defined a gauge-compatible affine connection on Φ—the
Vilkovisky connection ΓVilk—out of the Levi-Civita connection of G and combina-
tions of the SdW connection, the fundamental vector fields τ ]a, and their field-space
derivatives.
57Note that although the gauge supermetric is gauge compatible, the geodesics of its Levi–Civita connection
are the affine paths, and not gauge compatible.
57It reads
ΓVilk = ΓLC −$a ⊗S ∇τ ]a +
1
2
$a ⊗S ∇$]τ ]a ∈
(
X1 ⊗ (Ω1 ⊗S Ω1)
)
(Φ), (9.26)
where ∇ is the covariant derivative of the Levi-Civita connection ΓLC, and ⊗S means that the form-indices are
symmetrized, α1 ⊗S α2 = α1 ⊗ α2 + α2 ⊗ α1, αi ∈ Ω1(Φ).
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Figure 7: A graphical representation of the Vilkovisky connection and of its properties: (i)
a Vilkovisky geodesic which has initial horizontal velocity will stay horizontal with respect to
the SdW connection, (ii) a Vilkovisky geodesic with arbitrary initial velocity σ will be vertical
to the horizontal Vilkovisky geodesic with initial velocity σH , and (iii) horizontal Vilkovisky
geodesics are also geodesics with respect to Levi-Civita connection of Gg, and therefore straight
lines in the affine coordinates.
At the reference configuration ?, where the Vilkovisky coordinates σ live, we can
use the SdW connection, $?, to decompose them into their horizontal and vertical
components, that is σV := iσ$]? and σH := σ− σV . We are now ready to formulate
three crucial properties of the Vilkovisky connection—figure 7: (i) a Vilkovisky
geodesic which has initial horizontal velocity will stay horizontal with respect to
the SdW connection, (ii) a Vilkovisky geodesic with arbitrary initial velocity σ will
be vertical to the horizontal Vilkovisky geodesic with initial velocity σH , and (iii)
horizontal Vilkovisky geodesics are also geodesics with respect to ΓLC. Notice that
ΓLC—for G the DeWitt supermetric—vanishes in the standard coordinates.
Therefore, properties (i) and (ii) express the ‘gauge compatibility’ of the Vilko-
visky connection, while (iii) provides a relationship to the constructions of the
previous paragraph. In particular, when expressed in the flat affine coordinates
centered at A? = 0, the σH are equal to ∆A = A for A on the Coulomb sec-
tion, ∂A = 0. Hence σH , provides the same kind of notion of dressed fields as
the Lavelle–McMullan–Gribov–Zwanziger (LmMGZ) construction. The way Vilko-
visky coordinates parameterize points outside the Coulomb section is however more
involved.
The bridge between the constructions of Vilkovisky and LmMGZ is provided
precisely by our notion of Wilson line dressing. Indeed, we claim that
h(γVilk;A) = h∂A(A). (9.27)
We prove—and qualify—this statement in appendix B.
Before discussing the next point, we note that the Abelianization phenomenon
observed by Vilkovisky [47] when using Gaussian normal coordinates, was later
independently observed in the Lavelle–McMullan framework [97]—where it was
also applied to study problems in QCD.
(viii) Dependence of dressings on the reference configuration ? — The Vilkovisky
formulation of the LmMGZ construction highlights the relevance of the reference
point ?, and so does ours. In particular, these two formulations make clear that
all the burden of gauge covariance is packed into the dependence of all physical
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Figure 8: Two different histories connecting the same initial configuration to the same final
physical configuration may lead to different historical dressing factors. The dressed final states
may thus differ by a gauge transformation. In this way, field-space curvature will enter the
historical path-integral.
quantities on the choice of A?. The importance and inevitability of this dependence
have been to our knowledge first emphasized by Branchina, Meissner and Veneziano,
and then studied in greater detail by Pawlowski, in the context of the Vilkovisky–
DeWitt effective action [53, 54] (see also [98]). Therefore, what at first might have
seemed an unpleasant quirk of our proposal, is in fact a very robust feature of
manifestly gauge-invariant objects analyzed from field-space, and it is consistent
with the idea that gauge theories are intrinsically relational [1, 2].
We conclude this remark by noting the interesting possibility of understanding
the ‘Gribov copies’ problem [12] in terms of global geometrical properties of the
Vilkovisky geodesics—such as the appearance of caustics.
(ix) Choice of paths and dressing /4 Historical paths — A new type of dressing
can be constructed from the field history. The SdW connection, as we have defined
it, depends on the values of the fields on a Cauchy surface t = const. Any one-
parameter family of such data is a path, and a physically motivated choice of path
is thus the actual history of the system. We call that choice of paths historical
paths, and the corresponding dressing historical dressing.
For the framework to be fully gauge-invariant, all paths must share the same
starting point (otherwise they would not be directly ‘comparable’ to one another).
For the purpose of constructing a dressing, we may thus think of different configu-
rations as arising from the same initial state, but different preparation procedures.
Historical dressings behave well under gauge transformations because of the com-
patibility of gauge and dynamics.
We believe that these dressings will be of interest in the quantum mechanical
implementation of our framework: the historical paths are what is integrated over in
the path integral. Using horizontal lifts of those paths, which amounts to using fields
dressed with the historical dressings, in the path integral was suggested in [24,99].
Historical dressings depend on the field history, but dress only the final instanta-
neous state. Since different preparation procedures may yield the same final state,
historical dressings do not associate a unique group element to every instantaneous
state. This is in contrast to the other notions of dressing presented here, but also
allows historical dressings to sidestep global problems. The situation is illustrated
in figure 8.
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Infinitesimally, historical dressings could be seen as defining dynamics with re-
spect to the gauge-covariant time derivative Ĥ( d
dt
). We point out that this gives a
gauge-invariant notion of time evolution on phase space, but without gauge-fixing.
This time derivative, with $ the SdW connection, has already appeared in the con-
structions of [26]. In a sense, it mimics the gauge compensation properties of the
A0 component of the Yang-Mills gauge field: denoting as before by V the field-space
vector field with components Vi = ddtAi, the electric field is Ei = Vi − DiA0, while,
as we know, the gauge-covariant time derivative of Ai reads Ĥ(V)i = Vi−Di(iV$)—
that is the standard horizontal projection. See item (ii) in the Remarks on section
5 on the ‘exponentiated’ version of this relation.
It would be interesting to further explore the historical dressings in the context of
symplectic geometry and charges. If one interprets the dressing factor (or its value
on the boundary of the region under consideration) as ‘edge modes’, the historical
dressing can be seen to provide non-local (in space), field-dependent dynamics for
these edge modes. The variation of the dressing factor, and hence the symplectic
geometry, will have a contribution which is non-local in time and involves the
curvature of the field-space connection. We leave this direction for future work.
(x) Higgs dressing — We conclude by a brief remark. In this section we have
focused on SdW dressings. Nonetheless, in the broken phase one should make use
of a Higgs dressing [44,45]. For simplicity, we restrict to the case in which the Higgs
connection is well-defined. Then, we have already noticed that the Higgs connection
is flat, and comparing equations (7.18) and (9.24), it becomes obvious that in this
case the Goldstone mode h becomes the dressing factor itself. The only subtlety is
that ? cannot be the vanishing-field configuration—there the Higgs connection is
not even defined!—but has to be taken at φ?(x) = vo.
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Appendix
A Examples of a regional $ and of the role of A0
A.1 Horizontal projections do not commute with regional restrictions
We present here an example illustrating the interplay between horizontality of field-
space vectors in the SdW connection, and the decomposition of space into regions.
We will use for simplicity the case of electrodynamics. The treatment would go
through almost unaltered for Yang–Mills around the trivial configuration A = 0.
Let us focus on electrodynamics on 4-dimensional Minkowski space, with the
field-space restricted by the condition Ai → 0 fast enough at infinity.58 Let Σ = R3,
and let ΣI,II be the lower and upper half spaces x3 ≤ 0, x3 ≥ 0 respectively. All
three regions have associated field-spaces, and there are no boundary conditions at
the plane x3 = 0. Let us equip the field-spaces with the gauge supermetric (5.1).
As before, let us define the horizontal spaces as the orthogonal complement of the
fibers under the gauge supermetric. Let H, HI,II be the horizontal subspaces of
the tangent bundles of the field spaces, and $ and $I,II the field-space connections
whose kernels are those horizontal spaces. To be horizontal, a vector field on the
field-space of the three regions must satisfy
X ∈ H ⇔ ∂iXi(x) = 0 ∀x ∈ Σ
XI ∈ HI ⇔ ∂i(XI)i(x) = 0 ∀x ∈ ΣI and (XI)3(x)|x3=0 = 0
XII ∈ HII ⇔ ∂i(XII)i(x) = 0 ∀x ∈ ΣII and (XII)3(x)|x3=0 = 0,
(A.1)
where as before we have used the notation X =
∫
d3xXi(x) ddAi(x) . This can be seen
from (5.8) together with the fact that the horizontal vector fields are the kernel of
$. Notice that on the regions with boundaries ΣI,II , in addition to the divergence-
free condition the vector fields must satisfy a boundary condition to be horizontal
(in the whole R3 extra boundary conditions are not necessary thanks to the fall-off
conditions restricting directly the field-space.).
Let us write $ and $I,II by explicitly solving (5.8). As in section 9, for $ we
obtain simply
$(x) = ∂−2∂idAi = −
∫
Σ
d3y
4pi
∂idAi
|x− y| . (A.2)
For the regions I and II, while the analogous expression satisfies the bulk equa-
tion, it does not satisfy the boundary condition. Hence we must add a solution of
the homogeneous Laplace equation implementing the correct Neumann boundary
conditions. Such a solution is mathematically analogous to the electrostatic po-
tential of an image charge density and boundary charges. We obtain, for x ∈ ΣI ,
58 Although our formalism does not require explicit boundary conditions, it can also accommodate them. In
the case of explicit solutions, it is an assumption which greatly simplifies computations.
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$I = $I,0 +$I,img +$I,s (A.3a)
$I,0(x) = −
∫
ΣI
d3y
4pi
∂idAi(y)
|x− y| (A.3b)
$I,img(x) = −
∫
ΣI
d3y
4pi
∂idAi(y)
|x− y| (A.3c)
$I,s(x) = −
∫
y3=0
d2y
2pi
dA3(y)
|x− y| (A.3d)
where, inside the integrals, ∂i = ∂/∂y
i, and the image charges are located at
(y1, y2, y3) = (y1, y2,−y3) (A.4)
The role of $I,0 is to solve the bulk equation for $I , i.e. ∂
2$ = ∂idAi within ΣI .
On the other hand $I,img and $I,s are solutions for the homogeneous (Laplace)
equation. The role of $I,img is to implement zero Neumann boundary conditions
for $I,0 +$I,img via the method of image charges; whereas the role of $I,s is to add
the appropriate surface charges for $ = $I,0 +$I,img +$I,s to satisfy the nonzero
Neumann boundary conditions.
The SdW connection-form $II associated to the region ΣII is formally analo-
gous, but the surface charge contribution comes with the opposite sign:
$II = $II,0 +$II,img +$II,s (A.5a)
$II,0(x) = −
∫
ΣII
d3y
4pi
∂idAi(y)
|x− y| (A.5b)
$II,img(x) = −
∫
ΣII
d3y
4pi
∂idAi(y)
|x− y| , (A.5c)
$II,s(x) =
∫
y3=0
d2y
dA3(y)
2pi|x− y| . (A.5d)
The sign change can be seen from the fact that ∂3 is the outgoing normal for
ΣI , but the ingoing normal for ΣII . More physically, using again the electrostatic
potential analogy, note that a given surface charge density on a plane surface creates
opposite normal electric fields on either side: however, the boundary conditions for
$, which are here analogous to the normal electric fields, come with the same
sign on either region, so the surface charge densities which implement them must
have opposite signs. If to study a region some auxiliary charges at the boundaries
are needed, these compensate each other and disappear when the two regions are
combined.
Let X be a field-space vector field on the field-space of Σ, with components
Xi(x) = ijk∂
jbk(x), (A.6)
where bk(x) are unspecified, generic functions that fall off sufficiently rapidly as
x → ∞. We immediately see that X cannot be purely vertical everywhere, since
its components are not exact: Xi 6= ∂iξ. Alternatively, note that X has a non-zero
action on a gauge-invariant observable, the magnetic field:
X(Fij(x)) = 2∂[ij]kl∂
kbl(x) 6= 0. (A.7)
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Since ∂iXi = 0, the vector field X is purely horizontal on region Σ.
Let XI,II be the restrictions of the vector field X to the field-spaces of regions
ΣI,II , explicitly
XI =
∫
ΣI
d3x(ijk∂jbk(x))
d
dAi(x)
(A.8)
and similarly for XII . Now, notice that XI is not necessarily horizontal on ΣI ,
since it does not need to satisfy the right boundary conditions. In fact, generally
(XI)3|x3=0 = (∂1b2 − ∂2b1)|x3=0 6= 0. This illustrates the point that the restriction
of a horizontal vector field need not be purely horizontal, because what ‘horizontal’
means depends on the shape of the region. Nonetheless, the restriction will have a
non-trivial horizontal projection, as per equation (5.15).
We now compute the contraction of X with $ on the three regions, which we
will need to form the horizontal projections. We have
$(X) = 0 (A.9a)
$I(XI)(x) = −
∫
x3=0
d2y
∂1b2(y)− ∂2b1(y)
2pi|x− y| (A.9b)
$II(XII)(x) = +
∫
x3=0
d2y
∂1b2(y)− ∂2b1(y)
2pi|x− y| (A.9c)
and thus the horizontal projections are
Ĥ(X) = X (A.10a)
ĤI(XI) = XI − ∂i$I(XI) (A.10b)
ĤII(XII) = XII − ∂i$II(XII). (A.10c)
To summarize, we see explicitly that the restriction of a horizontal vector field need
not be the horizontal projection of the restriction XI , and moreover that the hori-
zontal projections of the restrictions XI ,XII do not match at the shared boundary.
A.2 Time dependent gauge transformations and the role of A0
Let us now turn to an example illustrating how time dependent gauge transfor-
mations enter our formalism. The example is inspired from [100]. Consider a
field-space vector field
X =
∫
Σ
d3x ∂if(t, x)
d
dAi(x)
, (A.11)
where f(t, x) has a nontrivial time dependence. Is this vector field vertical? On the
one hand, it is a pure gradient, and thus looks like a gauge transformation, but on
the other hand, adding a time dependent gradient to Ai changes the electric field.
To resolve the tension, recall that here we are using the instantaneous configu-
rations {Ai(x, t)}t as field-space coordinates, with the prescription A0 = λ(t, x) +
$(∂tAi), with λ(t, x) a given function fixed once and for all (see the point (ii) of
Remarks on section 5). Plugging in the SdW connection, we get
$(X) = ∂−2∂i
(
∂if(t, x)
)
= f(t, x). (A.12)
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and therefore the horizontal projection of X vanishes:
Ĥ(X)i(t, x) = Xi − ∂i$ = 0. (A.13)
Now, if Ai undergoes an infinitesimal variation Xi = ∂if , then A0 changes by
$(∂tX) = ∂tf , i.e. as if it underwent itself the correct gauge transformation. Hence,
the gauge-invariant field strength Fµν does not change under the action of Ĥ(X).
We conclude that X is purely vertical and, consistently with the interpretation of
vertical directions as gauge, does not induce changes in the electromagnetic field.
Notice that if f(t, x) = f(t) is constant in space, the transformation does not
affect Ai in the first place, and therefore neither A0 nor Fµν . It is not important that
A0, which is in this framework an auxiliary object, does not transform under such
‘gauge transformations’ (see also section 6.3 for the role of ‘gauge transformations’
which are constant in space).
To conclude, let us notice that there are two natural alternatives to this treat-
ment. The first uses a covariant phase space approach, in which field-space is
coordinatized by {Aµ(t, x)} (for the difficulties this choice runs into see the point
(iii) of Remarks on section 5). In this case, X would not be vertical as written
since it is missing the appropriate
∫
∂tf
d
dA0
component (in this case the integral are
spacetime integrals). The second alternative consists in taking the field-space to be
the canonical phase space where the variables {Ai, Ei} are taken to be independent.
In this case case X would be vertical too.
B Proof of equation (9.27)
To prove equation (9.27)—and clarify the hypotheses that go into this statement—
we consider the family of Vilkovisky geodesics γV,s parameterized by the initial
velocities σs = sσ(A)− (1− s)σH(A), s ∈ [0, 1].
We make the hypothesis that the family is smooth. In other words, we suppose
that the paths γV,s=1 and γvert◦γV,s=0 are homotopically equivalent through a family
of paths that projects down to γV,0—here, γvert is a vertical path connecting the
arrival points of γV,0 and γV,1 (see figure 9). There might be global obstructions for
configurations far from A? = 0 and from S∂A.
Under the hypothesis, the statement above follows from the non-Abelian Stokes
theorem applied to γclosed = γ
−1
V,1 ◦ γvert ◦ γV,s=0. A sketch of proof, in a quite loose
notation, is the following. Denoting by S exp a ‘surface ordered integral’, we see
that h(γclosed, ?) = S exp
∫
C
FIJ = id, where the last result follows from the fact that
the tangent plan to the surface C = ∪sγV,s has one vertical direction, while F is
purely horizontal. The conclusion is now reached by observing that h(γV,0 = id) is
a consequence of property (ii) and that the SdW holonomy P exp
(∫
vert
−$) along
γvert is equal to the Coulomb dressing factor h∂A(A) by property (iii).
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Figure 9: A graphical representation of the Vilkovisky geodesics and some of the properties
used in the proof. S is the (affine) surface of connections satisfying the Coulomb condition
∂A = 0.
C A short guide to DeWitt’s notation
Name Our notation DeWitt’s Coordinate expression
supermetric∗ G(·, ·) γij eq. (4.1)
vector field X V i equation (2.2)
fundamental vect. f. ξ] = τ ]aξ
a Qiαξ
α eq. (2.17) & fn. 21
– τ ]a Q
i
α fn. 21
– Qab = G(τ ]a, τ
]
b ) Fαβ = −QiαγijQjβ eq. (4.4)
– Qab Gαβ eq. (4.4)
connection-form† $ – eq. (3.6)
SdW connection-form $ = QabG(τ ]a, ·)τb ωαi = γijQjβGβα eq. (4.5)
vertical projector V̂ = $] Qiα$
α
j –
horizontal projector Ĥ Πij –
∗ DeWitt’s Qiα is often denoted R
i
α in the literature.
† In DeWitt’s case the symbol is most often used in relation to the SdW connec-
tion. When only the projection property is of interest (and not its covariance), it
is denoted Pαi .
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