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Abstract
Using the Helmholtz decomposition of the vector field of folding fluxes in a two-dimensional
space of collective variables, a potential of the driving force for protein folding is introduced. The
potential has two components. One component is responsible for the source and sink of the folding
flows, which represent, respectively, the unfolded states and the native state of the protein, and
the other, which accounts for the flow vorticity inherently generated at the periphery of the flow
field, is responsible for the canalization of the flow between the source and sink. The theoretical
consideration is illustrated by calculations for a model β-hairpin protein.
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1. INTRODUCTION
Protein folding is a reaction in which a protein attains its functional (native) state; the
unfolded state of the protein plays a role of the reactant, and the native state plays a role of
the product. In contrast to simple chemical reactions, where the reactant, transition state
and product are well defined species, the folding reaction is characterized by ensembles of
unfolded and transition states. Accordingly, folding pathways are numerous and diverse. The
understanding of this difference between the protein folding and chemical reactions has led
to a statistical view of protein folding1–14 (for review, see Refs. 7–10 and 15–17). According
to this view, the folding process is governed by the interplay of the protein potential energy
and conformation entropy, forming a ”funnel-like” energy surface. The energy and entropy
both decrease from the unfolded states of the protein to its native state but in different
manner, so that a free energy barrier is formed that separates the native-like states from the
unfolded states.
A tempting and widely used approach to study the folding reaction is to construct a
free energy profile as a function of a single reaction coordinate18–24. However, although
the diversity of folding pathways is taken into account (as the entropy part of the free
energy), this approach is generally limited to the case of a single reaction channel, when
the folding pathways can be organized in a ”transition tube”25. A more powerful method
to characterize the diversity of the pathways is the construction of the free energy surface
(FES) of the folding reaction as a function of two collective variables10,26–28. One variable is
usually chosen to describe the protein compaction during folding (e.g., the radius of gyration,
rg), and the other its proximity to the native conformation (e.g., the fraction of the native
contacts, fnat). To construct the FES, the probability for the system to be at a current
point of the conformation space P (fnat, rg) is calculated and then, using the Boltzmann
hypothesis, is converted into the free energy
F (fnat, rg) = −kBT lnP (fnat, rg) (1)
where T is the temperature, and kB is the Boltzmann constant. A shortcoming of the FES
thus determined is that it does not show the direction of the motion, i.e., the protein can
have the same probability to be at some point of the conformation space when it goes to-
wards the native state or requires partial unfolding to reach the native state. To gain a
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closer insight into folding dynamics, we have recently introduced a ”hydrodynamic” descrip-
tion of the folding process29. In this approach, similar to the FESs, the folding process is
considered in a reduced space of collective variables, and, similar to Markov state models
(MSMs)30–32, disconnectivity graphs (DGs)33–35 and protein folding networks (PFNs)36–38,
the calculated folding trajectories are used to determine probabilities of transitions between
the protein states. On the one hand, in comparison to the MSMs, this allows consideration
of more complex (non-Markovian) kinetics, and on the other, in comparison to the DGs
and PFNs, to arrange the protein states according to their distribution in the conformation
space39. The probabilities of transitions are organized as local flows between the points of
the (reduced) conformation space. Given the flows, it is possible to construct the vector
field and streamlines of the folding flows, similar to how it is done in hydrodynamics40.
Then, the process of protein folding can be viewed as a motion of a folding ”fluid”, with the
density of the fluid being proportional to the probability for the system to be at the current
point of the conformation space. In equilibrium conditions, the local flows of transitions
become small, or vanish, due to detailed balance39. Therefore, the hydrodynamic descrip-
tion is most efficient for nonequilibrium conditions, particularly if detailed balance is absent
on the overall scale. Such is the case when the native state is essentially stable; then the
unfolding events are rare, and the process of folding is reduced to the first-passage folding.
Correspondingly, the folding reaction is represented by a steady flow of the folding fluid
from the unfolded states of the protein to its native state. For the equilibrium conditions,
when the protein repeatedly folds and unfolds, the segments of the equilibrium trajectory
between these states can be selected for the first-passage paths from the unfolded to native
state, as, for example, in the transition-path theory (TPT)25,43.
The hydrodynamic approach has been successfully applied to the study of folding dy-
namics of several model proteins - an α-helical hairpin (a lattice model)29, a SH3 domain
(a Cα model)
41,42, and beta3s-miniprotein (all-atom simulations)39. It has been found that
although the general behavior of the folding flow is consistent with the FES landscape, i.e.,
the flow is directed from the unfolded states to the native state and mostly concentrated at
the bottom of the valley that connects these states, the distribution of the local flows is very
different from what the FES suggests29,41. Moreover, local flow vortices can be formed that
do not necessarily leave fingerprints on the FES29,39,41,42, and such vortical flows can have
many properties of turbulent flows of a fluid42. In other words, the FES does not present a
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true potential for folding flows.
The knowledge of the local flows offers a possibility to determine such a potential on the
basis of the Helmholtz decomposition44 of the vector field of the flows. In the present paper,
considering the first-passage folding of a model β-hairpin protein taken as an example, we
show that this potential intrinsically has two components. One component is responsible for
the source and sink of the folding flow and the other for the canalization of the flow between
the source and sink.
The paper is organized as follows. Section 2 describes the protein model, the simulation
method, the hydrodynamic approach, and the choice of collective variables. Also, it presents
some results of the simulations to show that the present protein model leads to a represen-
tative picture of protein folding (the FES as a function of fnat and rg, the mean first-passage
time as a function of temperature, and the distribution of the first-passage times). Section
3 presents the main results of the work and their discussion: the FES and the vector flow
field in the collective variables (3.1), the potential functions for folding fluxes (3.2), and the
interpretation of these functions (3.3). Section 4 summarizes the results of the work.
2. PROTEINMODEL, SIMULATIONMETHOD AND PRELIMINARY RESULTS
Determining the potential with the Helmholtz decomposition requires a smooth vector
field of folding flows and, accordingly, a large number of folding trajectories to be simulated.
To perform simulations at a reasonable cost, we considered a short fast-folding protein in
the framework of a minimalist model. The goal was to have a representative picture of
the folding dynamics rather than to describe folding of a particular protein. Specifically,
a twelve-residue β-hairpin protein 2evq45 (Fig. 1) was chosen as a model system, and the
interactions between the residues were characterized using a Cα-based Go¯-like model, i.e.,
the residues were represented by monomers (beads) centered at the Cα atoms, with the
interaction between the monomers determined by the structure of the native state of the
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protein46. Specifically, the interaction potential of Ref. 47 was used
U =
N−1∑
1
[k1(ri,i+1 − d0)2 + k2(ri,i+1 − d0)4]
+
NAT∑
i+1<j
4ε
[(
σij
rij
)12
−
(
σij
rij
)6]
+
NON∑
i+1<j
4ε
[(
σ0
rij
)12
−
(
σ0
rij
)6
+
1
4
]
∆(rij − dnat)
where N is the number of monomers (residues), rij is the current distance between two
monomers i and j, and ε is the characteristic attractive energy. The first term represents
rigidity of the backbone; here d0 = 3.8A˚, k1 = ε/A˚
2
, and k2 = 100ε/A˚
4
. The second and
third terms describe contributions of the native and non-native contacts, respectively. The
contact between two monomers i and j was considered as a native contact if |j − i| > 1 and
the distance between these monomers in the native state was less than 7.5A˚. In the second
term σij = 2
1/6dij, where dij is the distance between monomers i and j in the native state,
and in the third term dnat = 〈dij〉, σ0 = 21/6dnat, and ∆(rij − dnat) is the cutoff function
which is equal to 1 for rij < dnat and 0 otherwise. The number of native contacts is equal
to 27.
The simulations were performed using a constant-temperature molecular dynamics based
on the Langevin equation
m
d2ri
dt2
+ γ
dri
dt
= −∂U
∂ri
+ Φi(t) (2)
where ri is the radius-vector of i monomer representing a residue, m is the monomer mass,
U is the potential energy of the system, Φi is a random force from the surroundings (a
solvent that is not considered explicitly), and γ is the friction coefficient that introduces
viscosity of the surroundings to balance the random force and dissipation. The random
forces have the Gaussian distribution with zero mean and variance 〈Φji (t)Φj
′
i′ (t + τ)〉 =
2γkBTδii′δjj′δ(τ), where the angular brackets denote an ensemble average, the upper index
at Φ stands for the vector component, and δkk′ and δ(τ) are the Kronecker and Dirac delta
functions, respectively. The equation was numerically integrated using the algorithm of Ref.
48 with the time step ∆t = 0.005τ and γ = 3m/τ . With the length scale l = 7.5A˚ and
the attractive energy ε ∼ 1kcal/mol, the characteristic time scale τ = (ml2/ε)1/2 is ∼ 1ps,
where m=110 Da.
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To characterize protein conformations, we employed a set of the bond distances between
the monomers which are not immediate neighbors along the protein chain; they formed a
55-dimensional conformation space. Using the principal component analysis (PCA)49, this
space was reduced to a two-dimensional space of collective variables g = (g1, g2). The
variable g1 was directed along the eigenvector for the largest eigenvalue, and the variable
g2 along the vector calculated as the linear combination of the rest of the eigenvectors,
which contributed with the weights corresponding to their eigenvalues. Although the second
principal component could also be chosen as g2, because the first two eigenvalues are well
separated from the others (Fig. 2), the present choice makes it possible to take into account
the effects missed by the first component.
The hydrodynamic description of protein folding29 is based on the calculation of the tran-
sitions in a space of collective variables (the space g in the present case). These transitions
are organized into transition probability local flows (fluxes) j(g). In the case of two variables,
g = (g1, g2), the g1-component of the flux at a point g is determined as
jg1(g) = [
g1′′−g1′>0∑
g′,g′′(g⊂g∗)
n(g′′,g′)
−
g1′′−g1′<0∑
g′,g′′(g⊂g∗)
n(g′′,g′)]/(Mt¯f) (3)
where M is the total number of simulated trajectories, t¯f is the mean first-passage time
(MFPT), n(g′′,g′) is the number of transitions from state g′ to g′′, and g ⊂ g∗ is a symbolic
designation of the condition that the transitions included in the sum have the straight line
connecting points g′ to g′′, which crosses the line g1 = const within the segment of the length
of ∆g2 centered at the point g. The g2-component of j(g) is determined in a similar way,
except that one selects the transitions crossing the line g2 = const. The calculations were
performed on a grid with discretization ∆g1 = ∆g2 = 0.12.
There were simulated 1× 104 folding trajectories at a temperature equal to T = 0.17 (in
units ε/kB, where kB is the Boltzmann constant). Each trajectory started at an unfolded
state of the protein and was terminated upon reaching the native state. The unfolded states
were prepared by thermalization of the native conformation at T = 0.5 for 1 × 104 time
steps; if the number of native contacts did not exceed 4, the conformation was accepted, if
exceeded, the thermalization was continued. The native state was considered to be reached
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when the root-mean square deviation (RMSD) of the protein conformation from the native
conformation was less than 1A˚.
The simulations have shown that the given protein model provides a sufficiently repre-
sentative picture of protein folding, both from the ”thermodynamic” and kinetic viewpoints.
The FES calculated as a function of the fraction of native contacts and the radius of gy-
ration is ”L-shaped”, which is characteristic of a wide family of proteins in which an early
collapse is observed10, including beta-proteins50,51 (Fig. 3), the dependence of the MFPT
on the temperature exhibits the well-known U-shape behavior found in experiments and
simulations28,52,53 (Fig. 4), and the folding kinetics are essentially single-exponential at the
”optimal” folding temperature at which the MFPT has the minimum value28 (Fig. 5).
3. RESULTS AND DISCUSSION
3.1. Free Energy Surface and Folding Flow Field in the PCA Variables
The FES as a function of the collective PCA variables g1 and g2 is shown in Fig. 6. It
was calculated similar to the above shown FES in ”physical” variables (Fig. 3), i.e., using
the equation similar to Eq. (1). The FES has a characteristic ”bean-like” shape typically
observed if one employs the PCA coordinates as the collective variables, e.g., Refs. 34 and
54. At the same time, the present FES retains two essential properties of the FES of Fig. 3,
in that the global landscape of the surface has the form of a valley connecting the unfolded
states and the native state, and there exists a free energy barrier separating these states.
Figure 7a depicts the distribution of j(g) in the form of vector field (for illustrative
purpose, the lengths of the vectors are equally increased by factor 3.5 × 102). As is seen
from the comparison of Fig. 7a with Fig. 6, the flow field lies within the free energy
valley that connects the unfolded states to the native state, and the flow is concentrated
at the bottom of the valley. Integration of the g1-component of j(g) over g2 in each cross-
section g1 = const shows that the total flow from the unfolded states to the native state,
G(g1) =
∫
jg1(g1, g2)dg2, is essentially constant in the region between the source and sink of
the flow (Fig. 8).
Figure 9 shows how the divergence of the folding flow (q = ∂jg1/∂g1 + ∂jg2/∂g2, panel a)
and its vorticity (ω = ∂jg2/∂g1−∂jg1/∂g2, panel b) are distributed in the (g1, g2) space. Ex-
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cept for two localized regions at the unfolded and native states, which represent, respectively,
the source and sink of the folding flow, the flow is divergence-free. The vorticity, in contrast,
spans the entire flow field. It arises because the intensity of the flow decreases towards both
sides of the free energy valley (Fig. 7a); correspondingly, the vorticity has different signs
on the different sides of the valley (see the above equation for vorticity). This decrease of
the flow intensity towards the valley sides is a natural phenomenon, because the lower the
probability to visit some region of the conformation space (in the present case, a side of the
valley), the smaller the flows in this region; similar nonuniform distributions of the flows
have been previously observed for an α-helical hairpin29 and SH3 domain41. Therefore, the
vorticity generated on the periphery of the folding flow field presents an intrinsic property
of the folding dynamics.
Comparison of Fig. 7a to Fig. 6 shows that the folding flux distribution is consistent
with the FES landscape in that the overall folding flow follows the valley of the FES that
connects the unfolded states to the native state. At the same time, the corresponding free
energy F (g) does not present a true potential of folding fluxes, i.e., determining the fluxes
as jg1 = −∂F (g)/∂g1 and jg2 = −∂F (g)/∂g2 leads to a vector flow field drastically different
from that of Fig. 7a (Fig. 10). Calculation of the corresponding total flow shows that the
flow is not constant but fluctuates around zero value (Fig. 8).
3.2. Potentials for Folding Fluxes
To determine an actual potential for the folding fluxes, we use the Helmholtz decomposi-
tion theorem44, according to which any smooth vector field can be uniquely represented as
a sum of two terms: a curl-free field and a divergence-free field. Then
j = jcf + jdf (4)
where jcf is the curl-free component, and jdf is the divergence-free component, i.e., ∇×jcf = 0
and ∇· jdf = 0, respectively. These conditions allow introducing the potentials of the vector
fields. In the case of two dimensions, vectors jcf and jdf can be written as
jcf = − ∂Φ
∂g1
k1 − ∂Φ
∂g2
k2 (5)
jdf =
∂Ψ
∂g2
k1 − ∂Ψ
∂g1
k2
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where Φ = Φ(g) is the potential for the curl-free component, Ψ = Ψ(g) is the potential
for the divergence-free component, and k1 and k2 are the unit vectors for the variables g1
and g2, respectively. The sets of the equipotential lines Φ(g) = const and Ψ(g) = const
are not mutually orthogonal because ∇Ψ · ∇Φ = ∂Ψ/∂g1 · ∂Φ/∂g1 + ∂Ψ/∂g2 · ∂Φ/∂g2 is
generally nonzero. This is the effect of the flow vorticity: if the flow were both divergence-
and curl-free, the flow flux j could be written in either form of Eq. (5). Then, the potential
functions Φ(g) and Ψ(g) would satisfy the relations ∂Ψ/∂g2 = −∂Φ/∂g1 and ∂Ψ/∂g1 =
∂Φ/∂g2 characteristic of the potential flows (the Cauchy-Riemann conditions)
40, in which
case ∇Ψ · ∇Φ = 0.
Substituting the given expressions for jcf and jdf into Eq. (4) and regrouping the terms,
one obtains
j = jg1k1 + jg2k2
where
jg1 = −
∂Φ
∂g1
+
∂Ψ
∂g2
, jg2 = −
∂Φ
∂g2
− ∂Ψ
∂g1
(6)
To find functions Φ(g) and Ψ(g), the functional
Q =
∫
[
(
jg1 +
∂Φ
∂g1
− ∂Ψ
∂g2
)2
+
(
jg2 +
∂Φ
∂g2
+
∂Ψ
∂g1
)2
]dg1dg2 (7)
was minimized with respect to Φ(g) and Ψ(g); here jg1 and jg2 are the folding fluxes obtained
with the molecular dynamics simulations. Integration in Eq. (7) was performed numerically
on a grid with the same discretization as for Eq. (3). To avoid boundary effects, the region
of integration was extended to −21.8 ≤ g1 ≤ 7.0 and −13.7 ≤ g2 ≤ 12.7 (cf. Fig. 6).
At the boundaries of the region, no-flux conditions were imposed, i.e., at the left and right
boundaries (g1 = const) it was assumed jg1 = 0, and at the lower and upper boundaries
(g2 = const) jg2 = 0. The minimization was performed using the steepest-descent method
with a variable step-size. Starting with Φ(g) = Ψ(g) = 0 as an initial guess for these
functions, in which case Q ≈ 1 × 10−3, the process was continued until Q was as small as
≈ 1 × 10−11, i.e., even in the worst case, when the deviation of the fluxes determined by
Eqs. (6) from the fluxes obtained in the simulations was concentrated at a single point, it
would not exceed ∼ 0.01%.
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The results of the calculations are shown in Fig. 11. In agreement with the Helmholtz
decomposition44, the functions Φ(g) and Ψ(g) are characteristically different in that the
former accounts for the source and sink of the flows, and the latter for the vorticity effects.
More specifically, as can be seen from comparison of Eq. (6) with Fig. 11, the function Φ(g)
determines the intensity of the flow in the vicinity of the source and sink, and the function
Ψ(g) determines it in the region between the source and sink, providing the canalization of
the flow within the free energy valley that connects the unfolded states to the native state.
Thus, both functions, Φ(g) and Ψ(g), are equally important for a correct description of
the folding dynamics and should be considered as the intrinsic components of the complex
potential that determines the driving force.
3.3. Interpretation of the Potentials
In hydrodynamic terms40, the functions Φ(g) and Ψ(g) can be associated, respectively,
with the scalar potential of the flow and the vector potential, or more specifically, with the
component of the vector potential that is orthogonal to the two-dimensional plane under
consideration. The latter plays a role of the stream function, for which the equation Ψ(g) =
const determines the streamline of the flow, i.e., the line that is tangent to the local directions
of the j(g) vectors (Fig. 7b). The difference between the stream functions for two streamlines
determines the fraction of the total flow in the stream tube between the streamlines (see
also Refs. 29 and 41). Similar to a steady potential flow of an inviscid fluid in a two-
dimensional space40, the functions Φ(g) and Ψ(g) can also be written as a complex function
Θ(g) = Φ(g) + iΨ(g), where i is the imaginary unit; then j(g) = jg1 + ijg2 = −∇cΘ(g),
where ∇c = ∂/∂g1 + i∂/∂g2 is the gradient operator in the complex number space (g1, ig2).
However, in contrast to the potential flow of inviscid fluid, the function Θ(g) is not analytic
function, i.e., is not a function of complex variable g1 + ig2, because the Cauchy-Riemann
conditions, which represent the necessary and sufficient condition for a function to be analytic
and require the flow to be divergence- and curl-free44, are not satisfied (Fig. 9). Therefore,
the methods of the theory of analytic functions of complex variable, which are successfully
used in hydrodynamics40, are not applicable here.
Another interpretation of the potentials Φ(g) and Ψ(g) stems from the kinetic theory55.
According to Eq. (6), the velocity of motion is proportional to the forces produced by
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these potentials, i.e., the local flows are assumed to be drift flows. In other words, al-
though the inertia of the monomers was present in the Langevin equation we used for the
simulations, the potentials Φ(g) and Ψ(g) determined from the resulted fluxes jg1 and jg2
account for an overdamped motion. The approximation of the overdamped motion, which
neglects the inertia term in the Langevin equation (2), is rather common to characterize
the protein folding dynamics56. The corresponding kinetic equation is the Smoluchowski
equation ∂p/∂t +∇ · J = 0, where p(g, t) is the probability density, ∇ is the gradient op-
erator in the coordinate space g, and J is the probability current, which can be written as
J = −D(g)∇p+D(g)/(kBT )F(g)p, where −D(g)∇p is the diffusion flux, D(g)/(kBT )F(g)p
is the drift flux, D(g) is the diffusion tensor, and F(g) is the driving force. If the probability
current were zero, i.e., detailed balance existed, the equality J = 0 would give the equilibrium
(Boltzmann) distribution p(g) ∼ exp[−G(g)]/kBT , where G(g) is the free energy that exerts
the driving force F(g) = −∇G(g). This case would correspond to a curl-free drift flow, with
the potential of the driving force being determined by a single function in the form of the
free energy G(g). However, if the probability current is nonzero, as in the present case, i.e.,
when the steady flow from the unfolded state to the native state exists, the stationary solu-
tion is determined by the condition ∇ · J = 0, so that J can have a curl component55. Such
flow is non-equilibrium and is characterized by ”irreversible circulation” or ”cyclic balance”,
which can be considered as a measure of deviation from detailed balance57–59. In our case the
circulating flow is represented by the flux vector jdf and, according to Eq. (5), is generated
by the potential Ψ(g), with the factor D(g)/(kBT ) being included into the potential. In
general case, the driving force can be written as F = −∇Φ +∇×A, where Φ and A are the
scalar and vector potentials, respectively (in the case of two dimensions, only the component
of A that is orthogonal to the plane is involved). The potentials of this type have recently
been used to study the dynamics of Brownian particles in corrugated channels60,61.
As an anonymous reviewer of the manuscript remarked, the resulting picture of the
folding process in terms of the Ψ and Φ potentials is very similar to the picture obtained
for the reaction dynamics in the TPT43, although the approaches are apparently different.
In the latter, the committor probability functions are calculated for the transition paths
from the reactant to the product, and the spatial distribution of the probability currents of
the reaction paths (fluxes) between these states is determined25. The currents are normal
to the isocommittor surfaces and organized in the form of the reaction tubes that connect
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the reactant and product wells, so that the boundaries of the tubes represent the flow lines
(streamlines) of the currents. Then the equipotential lines Ψ(g) = const and Φ(g) = const
(Fig. 12) can be associated with the flow lines and the isocommittor surfaces, respectively.
In particular, the line Φ(g) = 0, shown by the dashed curve, which separates the source
and sink regions of the flow, can play a role of the isocommittor surface of probability of
1/2. Very interesting from physical and methodological viewpoints, this analogy, however,
does not probably extend beyond qualitative resemblance because, in contrast to the flow
lines and the isocommittor surfaces, the sets of the equipotential lines Φ(g) = const and
Ψ(g) = const are not mutually orthogonal (as has been previously indicated). As is seen
from Fig. 12, they possess the orthogonality property only approximately.
4. CONCLUSIONS
In summary, we have shown that the potential of the driving force for protein folding in a
two-dimensional space of collective variables has two components. One component accounts
for the source and sink of the folding flow, representing, respectively, the unfolded and native
states of the protein, and the other accounts for the vorticity generated at the periphery
of the flow field and provides the canalization of the flow within the free energy valley
that connects the unfolded and native states. Since the Helmholtz decomposition theorem44
guarantees that any vector field can be uniquely represented by a sum of divergence-free and
curl-free fields, the present approach is equally applicable to more complex folding dynamics
that are characterized by multiple reaction channels and formation local vortices of the
folding flows, as, for example, for folding of SH3 domain41,42. In this case, the functions
Φ(g) and Ψ(g) will be not as regular as in Fig. 11 because they should take into account
this additional complexity of the folding flow, but the general pattern of these functions is
expected to be preserved because of the presence of the source and sink of the folding flow
and its vorticity inherently generated at the periphery of the flow field. The requirement
of smoothness of the vector field, which is necessary for the Helmholtz decomposition44,
currently restricts the possibilities of analysis of folding of proteins of practical interest on
atomic level of resolution, however, for small proteins, such, e.g., as the beta3s miniprotein,
the calculation of smooth vector fields is quite feasible39. Also note that the application
of the present approach is not limited to the case of the folding reaction. Similar complex
12
potentials can be expected for other systems that involve multiple reaction pathways, e.g.,
for nanoclusters, in which the transition between the structures of alternative morphology
is characterized by a multi-funnel energy landscape35.
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FIG. 1: The ”bead” model of the native conformation of the 2evq de novo protein45.
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FIG. 2: Spectrum of eigenvalues.
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FIG. 3: The free energy surface as a function of the fraction of native contacts and radius of
gyration, T = 0.17.
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FIG. 4: The mean first-passage time as a function of temperature. The arrow indicates the
temperature (T = 0.17) at which the study was performed.
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FIG. 5: The distribution of the first-passage times, T = 0.17.
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FIG. 6: Free energy surface as a function of collective variables g1 and g2.
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FIG. 7: Vector field of folding fluxes: (a) the vector field, and (b) the streamlines Ψ(g) = const
(blue lines) superimposed on the vector field. The fraction of the total flow in a stream tube
between two neighboring streamlines is equal to 0.1.
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FIG. 8: The total flow from the unfolded states to the native state as a function of the longitudinal
variable g1. The blue curve depicts the total flow as it was obtained in the simulations. The
product of the maximum value of the flow (G ≈ 1.4338 × 10−2) by the MFPT (tf ≈ 69.7368) is
close to 1 with very good accuracy. The red curve shows the total flow calculated from the fluxes
of Fig. 10; the value of the flow is reduced by 1× 104 times.
20
-14 -12 -10 -8 -6 -4 -2
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
g1
g 2
-0.001
-6E-4
-3E-4
-1E-4
0
2E-5
3E-5
7E-5
1E-4
1E-4
(a)
-14 -12 -10 -8 -6 -4 -2
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
(b)
g1
g 2
-1E-3
-3E-4
-3E-5
-1E-5
0
1E-5
3E-5
3E-4
1E-3
FIG. 9: The distributions of the (a) divergence and (b) vorticity of the folding fluxes.
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FIG. 10: Vector flow field calculated from the FES of Fig. 3 with the fluxes determined as
jg1 = −∂F (g)/∂g1 and jg2 = −∂F (g)/∂g2, where F (g) is the free energy function of Fig. 3.
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FIG. 11: The functions Φ(g1, g2) (panel a) and Ψ(g1, g2) (panel b).
23
-14 -12 -10 -8 -6 -4 -2
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
g 2
-13 -11 -9 -7 -5 -3 -1
g1
g 2
FIG. 12: The sets of the equipotential lines Φ(g1, g2) = const (blue color) and Ψ(g1, g2) = const
(red color) corresponding to Fig. 11. The dashed line is for Φ(g1, g2) = 0.
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