could be negatives Therefore we temporarily consider the system (L, Bn*) my stemd of (L, Ba). We shall show in 4, by using properties of Vn(s, yF t, x), that Un( s y; tx} is not only a fundamental solution of (L*, Bn.) but also that of PROOF. By virtue of (4.3), (4.4) and Lemma 5.2, the function U(s, y; t, s) in (5.G) is defined for dtx--a.e. x E TJ for any fixed <s, t, y>, and satisfies (5e7). On the other hand, each factor of the integrand in the right-hand side of (5.4) is non-negative and, for any fixed n, Using these facts, we prove Theorem 7 as follows Proof of i). Let f(x) be any function of class C2 with a compact support and satisfying (B0 Then (9.1') is proved as follows. For any x E D w P~ and y E -Bo, there exist such that U(z1) y, U(zx and U(z,) n U(z) is not empty for each v (2<v<u).
Proof of iii
Hence, by (406) for all here n may be chosen arbitrarily. Therefore, remembering (7.2)-(7.6), we may see that G1(y, x) has properties (10.12) and (10.14): AxG1(y, x)=G1(y, x)=U 1, y, x). Thus part i) is proved.
Similarly we may prove part i*).
LEMMA 10.2. The differentiability of u(x) may be seen from the proof of part i)a Hence, by Theorem 5, the above equality implies part ii) of Theorem 8.
Similarly we may prove part ii*). 12) The rlght4hand side of (15.2) ((15.4), (15.5) and (15.6)) should be understood in the sense of meannconverence in L2 (V) (L2(X), L2(K) and L2(G) respectively). 
