The numerical method for estimating soil moisture transport coefficients in land surface models (LSMs) is evaluated through comparison to a weighted-average method based on successive steady states [Warrick, 1991] and a proposed new scheme [Dong and Wang, 1997] . The focus is on situations with large gradients of soil moisture. The reference cases used to evaluate the performance of the various methods are based on numerical integrations with fine spatial resolution and small time steps. A series of tests were performed to detect sources of discrepancies and to assess the impact of various numerical methods on the simulation of evaporation, transpiration and drainage. Offline LSM simulations driven by observed atmospheric forcings were analyzed to understand the propagation of errors between the various hydrologic processes. We suggest a simple modification to LSM that can improve the precision of simulated hydrologic fluxes without increasing vertical resolution. 
Introduction
Several numerical models have been developed in order to simulate the exchange of energy, mass and momentum between the land surface and the atmosphere. Models such as SiB , BATS [Dickinson, et al., 1986] , NCAR-LSM [Bonan, 1996] , IBIS [Foley, et al., 1996] , and BIOME3 describe land surface processes in terms of biophysical fluxes (latent heat, sensible heat, momentum, reflected solar radiation, and emitted longwave radiation) and biogeochemical fluxes (CO 2 ) that depend on the ecological and hydrological state of the land. An important component of such models is the simulation of soil water movement, which is typically accomplished with a one-dimensional, coarsely discretized numerical solution to the Richards equation. Such numerical solutions, however, can display large errors in comparison to analytical solutions of the corresponding differential equation [e.g., Haverkamp et al., 1977] . The errors can be especially large under coarse spatial resolution (e.g., 6 layers in NCAR-LSM and IBIS) at which such models typically operate in GCMs. Therefore, it is important to develop suitable schemes for estimating transport coefficients (soil hydraulic conductivity and diffusivity) to precisely model the distribution of soil moisture and associated fluxes.
The key to successful numerical schemes is the proper parameterization of coefficients at the interfaces between adjacent layers in the soil discretization. Previous studies have used various weighted averages. Choices for averaging the conductivity and diffusivity include arithmetic, geometric, and harmonic averages (Table 1) . Results are particularly sensitive to averaging methods under conditions of large moisture gradients between adjacent layers, as occur during rainfall into dry soils. Most of the schemes result in large errors in the simulation of moisture flux because the hydraulic conductivity and diffusivity are highly nonlinear functions of soil moisture. For example, Warrick [1991] evaluated errors from geometrically averaged conductivity and diffusivity (case 3 of Table 1 ) as large as 100%, and arithmetically averaged conductivity and diffusivity (case 1 of Table   1 ) up to 13321% (relative to analytical solutions under the condition of largest moisture gradient).
The land surface model in the National Center for Atmospheric Research (NCAR-LSM, version 1.0) Community Climate Model (CCM3) evaluates transport coefficients using an approximation, equal water flux across an interface (EWFAI), similar to the weighted harmonic average [Bonan, 1996] . The Simple Biosphere Model (SiB) uses the arithmetic weighted average of hydraulic conductivity , while the Integrated BIosphere Simulator (IBIS) utilizes a weighted moisture average (designated as WMA, as in case 6 in Table 1 ) [Foley, et al., 1996] . These numerical schemes can be evaluated by comparison to a benchmark calculation using a very fine spatial grid and small time step. In this paper, numerical methods used in NCAR-LSM (1.0) and IBIS were evaluated through comparison to a method developed by Warrick [1991] and another by Dong and Wang [1997] , all at the same coarse resolution. Warrick′s method is based on exact agreement with flow at steady state for given gradients. Dong and Wang [1997] developed a scheme that displayed, through comparison with field measurements, better performance than some of the weighted average methods listed in Table 1. A series of offline LSM experiments driven by atmospheric forcings measured at the HAPEX experiment [Goutobe and Tarrieu, 1991] were performed to evaluate the performance, under realistic forcing, of the three numerical schemes on the simulation of moisture flux, evaporation, transpiration and drainage.
Review of numerical methods
In most land surface models, flow of water through a soil column is modeled using the DarcyBuckingham law [see, for example, Kutilek and Nielsen, 1994] :
In (1), q is water flux (mm/sec), θ is volumetric soil moisture content (mm 3 /mm 3 ), Z is soil depth (mm), t is time (second), K( θ ) is hydraulic conductivity (mm/s), ) (θ ψ is matrix potential (mm), and D( θ ) is diffusivity (mm 2 /s). The hydraulic conductivity, K( θ ), the soil matrix potential, ) (θ ψ and the hydraulic diffusivity, D( θ ), vary with soil moisture ( θ ). One common model [Clapp and Hornberger 1978] used to describe this dependence is:
In equations (2-4), s K , s ψ and s θ are the hydraulic conductivity, matrix potential and soil moisture at saturation respectively, and b is a parameter of soil texture. All of these parameters can be related to soil texture [Cosby et al., 1984] .
Soil moisture movement is assumed to obey classical Richards equation in studying the unsaturated zone [Hillel, 1980] . Although the θ-based Richards equation degenerates in fully saturated media, and material heterogeneity produces discontinuous θ profiles in solving groundwater hydrology problems [Celia et al., 1990] , most land surface models also use it to capture the diurnal, seasonal, and annual variations in soil moisture because of their practical applications and various updatings. The updatings, such as in NCAR-LSM (1.0), can prevent soil layers from becoming too wet, and also most land surface models consider only well-distributed soils and water movement under isothermal conditions. Vertical water flow in an unsaturated medium is then described by the Richards equation modified to incorporate a root sink term (S), which results from combining the Dacy-Buckingham law (1) with the continuity equation:
The method of equal water flux across an interface (EWFAI)
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In NCAR-LSM (1.0) numerical solution (see Figure 1) , it is assumed that the water flux from layer i (depth z i ) to the interface between layer i and layer i+1 (depth z i +0.5∆z i ) equals the water flux from the interface to layer i+1 (depth z i+1 ) [Bonan, 1996] . This flux of water ( I q ) between layers i and i+1 is approximated from equation (1) as
Equation (6) can be rewritten as
where
This expression for K resembles a weighted harmonic average (reference to term 4 in Table 1 ). The performance of this method will be investigated in the following section.
Using a finite difference approximation with an explicit scheme in time and adding a sink term for root moisture extraction, equation (5) at layer i ( Figure 1 ) can be written as:
In (9), the symbol n denotes time increment, q I is the water flux at the interface between adjacent layers i-1 and i, and s i is the sink of moisture due to transpiration (and soil evaporation in surface layer). NCAR-LSM (1.0) further assumes that the water flux I q can be expressed as: 
The method of Warrick
A weighted-average of conductivity can be defined by approximating the flux as spatially constant in one layer during one time interval, such that the steady-state method of Warrick [1991] can be applied. Thus, flux at the interface, I q , can be approximated as
where the weighted conductivity and diffusivity are
In (13) and (14), the weight w is obtained from the Look-Up- Table ( LUT) for given gradients.
Equation (12) is integrated over the layer, with the thickness of soil layer selected as the dependent variable
In (15), the moisture flux q can be written as
The conductivity, K(θ), and diffusivity, D(θ), are non-linear functions of soil moisture, and therefore no analytical solution of equation (15) (12), (13) and (14) into a tridiagonal system of equations (11) for specific boundary and initial conditions.
The method of Dong and Wang
In this method, the hydraulic conductivity and diffusivity are determined at two different interpolated moisture contents ( respectively) at the interface between model layers as power-weighted averages of moisture in the two surrounding layers [Dong and Wang, 1997] . The water flux I q is thus given as: 
Equation (11), together with equations (18) and (19), form the basis of this method.
Numerical simulation with the EWFAI method
The EWFAI, numerical scheme for soil water flux simulation in NCAR-LSM (1.0), was used to perform a series of simulations with different initial and boundary conditions. The soil hydraulic properties are those reported in NCAR-LSM (1.0) and Cosby et al. [1984] , and they vary based on soil texture. The soil column is divided into six layers of thickness 100, 200, 400, 800, 1600, and After applying equation (11), NCAR-LSM (1.0) updates the soil moisture profile at each time step according to the following rules [Bonan, 1996] : (1) Any soil water in excess of saturation is added back to the soil, starting at the top, to bring each successive soil layer to saturation. (2) Any remaining excess water is added to the sub-surface drainage, requiring the condition θ ≥ 0.01
(mm 3 /mm 3 ) by removing water from immediately lower layers to bring soil water to 0.01 mm 3 /mm 3 .
The following tests show that this updating plays an important role in simulating the saturation flow in a dry soil.
The first series of experiments were designed to test the performance of the EWFAI assuming no evapotranspiration loss from the soil column during the simulation periods. Figure 2 shows the soil water profiles at the start and at 6-hour intervals. The corresponding initial and boundary conditions are given in Table 2 .
Infiltration experiments were performed first with uniform soil moisture of 0.122 mm 3 /mm 3 .
The boundary condition was defined by controlling the infiltration at a rate of s K at the surface for the entire period. The results are shown in Figure 2a (designated as case 1). The EWFAI can simulate infiltration with a classic wetting front during the rainfall period [see also the loam infiltration panel of Figure 24 (Bonan, 1996) ]. Case 2 is similar to case 1, except that the updating scheme is not used here. The results show that nearly all the infiltrated water stays at the top, and very little water enters the second layer. In case 3, the updating scheme is used again and infiltration is still controlled at the rate K s but only during the first 30 hours. The moisture profiles do not change after the 36 th hour of simulation. Although soil moisture in the 4 th layer is at saturation and the 5 th layer is dry, no water infiltrates. Compared to case 1, cases 2 and 3 include the situation of a large moisture gradient between adjacent layers. In general, the drainage of soil moisture should continue after infiltration at the surface ceases but this does not happen in the EWFAI simulations.
Cases 4, 5 and 6 in Figure 2 depict drainage under the assumptions of no water loss due to evaporation and no water infiltration from the top. In case 4, the soil moisture is initiated at saturation for the whole column. Drainage occurs throughout the whole column because the soil moisture gradients remain small [see also the loam drainage panel of Figure 24 (Bonan, 1996) ]. The other two tests contain large gradients of soil moisture. In case 5, only the soil in the upper three layers is initiated at saturation and the other layers are initiated dry with soil moisture of 0.122 mm 3 /mm 3 . The profiles remain the same throughout the entire simulation period of 48 hours, indicating no water movement. In case 6, which does not apply the updating rules, the soil in the bottom layer is kept at saturation and the other layers are initiated dry. Again, the presence of a sharp gradient causes soil moisture profile to stay fixed throughout the total 128-day simulation.
In simulations from cases 2, 3, 5 and 6, large soil moisture gradients occur. As stated earlier, soil moisture in the NCAR-LSM (1.0) is modeled under the assumption of equal water flux on both sides of an interface. This approximation leads to the derivation of the transport coefficients at the interfaces. NCAR-LSM (1.0) uses equations (7) and (8) to describe moisture flux between two layers. Equation (8) indicates that the coefficient K will be smaller or approximated as zero when the soil is very dry in one layer and wet in another. Thus, there may be no water flux between the two layers (Equation 8) as was found in Figures 2b, 2c, 2e and 2f. For example, the soils are at saturation in the fourth layer and dry in the fifth with a moisture value of 0.122 (mm 3 /mm 3 ) in Figure   2c , and NCAR-LSM (1.0) fails to simulate drainage under these conditions. The reasonable results obtained in simulating saturation flow in a dry soil used the NCAR-LSM updating scheme ( Figure   2a ).
An error on soil moisture transport implies that climate will be modified because of sensitivity to soil moisture. For example, in NCAR-LSM (1.0) evapotranspiration (ET) is influenced by the soil moisture profile [Bonan, 1996] and may significantly contribute to land/atmosphere water exchanges [e.g. Kelliher et al., 1993] . Therefore, an accurate simulation of soil moisture is critical for modelling near surface climate and land surface processes.
Soil moisture and latent heat comparisons
Benchmark calculations
The Project for Intercomparison of Land-surface Parameterization Schemes (PILPS) designed several numerical experiments to evaluate land surface schemes by first running models to equilibrium using observed atmospheric forcings, and then assessing their performance through comparison with field measurements [Henderson-Sellers, et al. 1993, Shao and Henderson-Sellers 1996] . Here, we develop a criterion for evaluating the precision of hydrological modeling of NCAR-LSM (1.0) under existing and proposed transport coefficients.
All numerical schemes of soil hydrology in land surface models are designed to function at coarse spatial resolution and large time steps. NCAR-LSM uses six layers for the entire soil column of depth of 6.3 meters. The solution of the differential equation (5), however, is best approximated by integration over a fine spatial grid and small time step (e.g., Celia et al., 1990) . Therefore, a set of experiments with very fine space and time steps were designed. The soil was divided into 630 1-cm layers and a 1-second time step was used. Initial soil moisture and boundary conditions were taken as case 3 discussed previously. The relative differences of the EWFAI [e.g., Bonan, 1996] , the WMA method [e.g., Foley 1996] and Dong and Wang's [1997] method as compared to the Warrick′s method were calculated as:
In ( 
Rainfall and drainage simulations
Two controlled experiments were designed to test four different numerical methods [EWFAI, WMA, Warrick (1991) and Dong and Wang (1997) ] at coarse resolution. In one experiment the boundary condition was set with rainfall at rate s K during the initial 30 hours and in the other experiment another rainfall period from the 70th hour to the 80th hour was included. Both experiments assume no water loss due to evaporation and the initial soil moisture is 0.122 (mm 3 /mm 3 ) for the whole column. Results from the Warrick method at fine resolution were used as a benchmark to evaluate the other simulations. The relative difference in simulated soil moisture for the entire soil column between coarse resolution and fine resolution was defined as
In (21) there are large differences in the simulated soil water movement. The Warrick's, Dong and Wang's (W_DW's) methods result in small relative differences, typically less than 5%. The WMA and EWFAI methods result in 18% and 23% relative differences, respectively. Experiment (b) indicates that rainfall can reduce the difference caused by drainage. However, after the rainfall, the differences from the EWFAI and WMA methods increase quickly (16% and 14% at the 100 th hour, respectively).
Evaporative flux
Evaporation and transpiration combine to form the water vapor flux and thus the associated 
In (22) e atm is the vapor pressure (Pa) at height z atm , e*(Tg) is the saturation vapor pressure (Pa) at ground temperature, r aw is the aerodynamic resistance (second/meter) related to surface roughness, ρ atm is air density (kg/m 3 ), and γ is the psychronmetric constant. The surface resistance, r srf , is an important variable linking evaporation with surface soil moisture and is expressed [Bonan, 1996] as 
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In (23), β e ranges from 1 when soil is wet to 0 when soil is dry through the linear equation Table 3 . ET is defined [Bonan, 1996] 
In (24), the conductance C and is defined in Bonan [1996] . In this simulation, we take photosynthesis A=0.5V max for C 3 grass. The maximum rate of carboxylation, V max , varies with temperature, foliage nitrogen, and soil water. The variable β t , used to calculate V max , is related to soil water through vegetation and is defined as β t =ΣW i R i , where R i is the relative root abundance and W i is the available water in soil layer i. Similar to the variable β e for the soil evaporation case, soil available water for transpiration in layer i can be expressed as The evaporation can be divided into at least two distinct stages for bare soil and in some cases vegetated surfaces. The first-stage evaporation rate is governed mainly by atmospheric conditions, and the second-stage is limited by soil moisture. During soil-limited evaporation the rate of evaporation is relatively independent of the soil surface layer humidity and may be estimated from equations based on soil moisture transport [Philip 1957 , see also Salvucci 1997 . This experiment is designed to evaluate the response of the second-stage evaporation and transpiration to differences in the soil moisture profile caused by different numerical methods. For this purpose, soil moisture is initiated at a dry value of 0.122 ( For the W_DW's methods, the relative difference in cumulative evaporation is less than 10% when compared with the simulated results from the fine resolution. However, the relative difference remains 100% for the EWFAI case during the entire simulation, and is about 50% for the simulation using the WMA method (Figures 5b).
Similar to the evaporation, transpiration over a vegetated surface can also be divided into two stages, limited by one of two factors: the potential transpiration rate or the soil moisture supply [Denmeade and Shaw, 1962] . Recent analytical and numerical modeling of water extraction by roots suggests that the duration of stage-one transpiration depends on the storage capacity of the root zone, the potential transpiration rate, and the soil drainage and desorptive properties, while the stagetwo transpiration rate is controlled by the upward flux through the bottom of the root zone [Levine and Salvucci, 1999] . In order to test the impact of the above four numerical methods on the simulated transpiration during two stages, a long dry down period (42 days) is simulated with no water loss from evaporation at the surface. The resulting transpiration rate is the same for all four numerical methods under fine and coarse resolutions during approximately the first 18 days ( Figure   5c ). This result indicates that the soil is supplying enough water for transpiration during this period (first-stage). There is no impact from the numerical methods during this stage. During the second stage, moisture storage for transpiration is transported from the soil layers below the root zone by capillary rise. The W_DW's methods simulate 0.03% errors in cumulative transpiration at the end of integration. The relative errors using the WMA and EWFAI methods are 2% and 4%, respectively (Figure 5d ). The EWFAI method underestimates transpiration amount again because of its inability to simulate the capillary rise under large moisture gradient, as analyzed in the evaporation section.
Compared to the simulated evaporation, the impacts of numerical methods on transpiration are small.
Simulations with LSM using forcings from HAPEX
Atmospheric forcings from the HAPEX experiment at 30-minute intervals [Goutobe and Tarrieu, 1991] were used to drive the LSM at a single spatial point. Measurements from June 1 to July 31 were used in this simulation. The atmospheric forcings are precipitation, temperature, solar radiation, long wave radiation, specific humidity and wind speed. Precipitation and air temperature are shown in Figure 6 . Solar radiation is partitioned into four components: (1) . During the period of simulation, infiltration calculated by the different methods was set equal to precipitation (Figure 7a ). Therefore, all precipitation infiltrates into the soil and no water joins surface runoff. The cumulative evaporation totals calculated by the Dong and Wang (1997) and Warrick (1991) methods under low (6 layers) resolution are nearly the same as calculated from the fine resolution simulations. The EWFAI simulates 30 mm less evaporation than that calculated from fine resolution (Figure 7c ). This underestimation begins at about the 200 th hour and lasts from day 8 to day 26 (Figure 7d ). During the rainfall period, there were small differences in soil evaporation rates because sufficient water was available near the soil surface. However, as the surface soil dries quickly, the EWFAI method cannot simulate the flux of water from the second layer to the first layer because of the large moisture gradients present. This causes an underestimation of evaporation. Figure 8 shows the simulated results for a warm grass landcover. The EWFAI method again underestimates the flux to the atmosphere, this time by 20 mm compared to the other methods. This flux mostly comes from surface soil evaporation rather than transpiration (Figures 8a, 8c and 8d ).
This underestimation of evaporation during days 16-28 is also caused by the dry first layer and lack of water supply from the lower layers (Figure 8b ). The relative difference in soil moisture simulated by the EWFAI method reaches 6% for the bare soil and the warm grass, while the W_DW methods simulate soil moisture with less than 2% relative difference (Figures 7b and 8f ). As discussed above, the discrepancy is due partly to evaporation and partly to drainage. Compared to drainage, the differences from evaporation in simulating soil moisture movement are small. Evaporation, however, is an irreversible process in the soil water budget, while a fraction of drained water may latter be lifted back into the root zone by capillary rise [see, for example, Levine and Salvucci 1999] . In June, all three methods simulate nearly the same upward flux at coarse resolution, and higher upward flux at the bottom of the root zone leads to more soil water in the root zone. However, soil water content is underestimated as shown in the W_DW′s simulations (Figures 7e and 7b for a bare soil case, and 8e and 8f for a vegetated case).
In this case, evaporation is the source of the discrepancy in the W_DW simulations, and higher upward flux is simulated to reduce some of the differences caused by evaporation. In the case of the EWFAI, the relative difference in soil moisture is partly due to the underestimation of evaporation and partly due to higher upward flux (Figures 7b and 7d ).
Conclusions and Discussions
On the basis of the above numerical experiments, it appears that the following conclusions can be made:
(1) As has been demonstrated by others, the simulation of water movement through soil depends on the performance of numerical methods, especially at coarse resolution and in the presence of sharp moisture gradients. The unsaturation flux simulations with the assumption of equal water flux across an interface [e.g., NCAR-LSM (1.0)] and the method of weighted moisture average [e.g., IBIS of Foley (1996) ] lead to large discrepancies compared to fine resolution simulations. For example, the difference in simulated soil moisture from the EWFAI and WMA methods increases quickly during a drainage period after a heavy rain of short duration over a dry soil.
(2) The simulated stage-two soil evaporation, but not transpiration, is sensitive to the choice of numerical schemes for the simulation of moisture transport. The discrepancies are especially evident in evaporation during long dry seasons. Such differences are again caused by a sharp gradient of soil moisture. The W_DW's methods for estimating effective transport coefficients can handle such gradients and thus simulate similar evaporation totals under fine and coarse resolutions.
(3) Because the evaporated water cannot reenter the soil root zone to offset the simulated effects from former time steps during dry season, the discrepancy in soil moisture in the case of W_DW′s methods is due to evaporation simulation. In the case of the EWFAI method, the bias is partly due to evaporation with the same magnitude comparing to the W_DW's methods and partly due to simulated soil moisture transport. The simulation of soil water transport in the W_DW's methods can reduce some of the differences caused by evaporation simulations. The EWFAI method has this capability only during rainfall events. Without rainfall, the simulated soil moisture transport cannot reduce and may actually increase the errors in soil moisture. Finally, the W_DW's methods display smaller differences in hydrologic flux simulations between fine and coarse resolutions than the EWFAI method.
Soil moisture movement in the unsaturated zone provides a critical coupling between the atmospheric and subsurface braches of the hydrologic cycle, and the response of the unsaturated zone to varying atmospheric forcings strongly affects the energy budget at the soil-atmosphere interface and thus soil hydrological simulation plays an important role in climate models. Various numerical experiments suggest that soil moisture anomalies can persist long enough to change the atmospheric circulation over seasonal to interannual time scales [e.g. Yeh, et al. 1984; Serafini 1990 ]. Since numerical schemes can result in large differences in the simulation of water flux under coarse spatial resolution, then can also affect the simulated near surface climate.
For example, the coupled atmosphere (CCM3) and land (LSM) models driven by observed sea surface temperature (SST) for the period December 1978 − September 1993 simulated pronounced cold biases in the Northern Hemisphere [Bonan, 1998 ]. The biases were attributed to overly wet soil simulated from the land model. As seen above, the EWFAI method for the simulation of soil moisture transport in NCAR-LSM (1.0) cannot simulate continued drainage after a short heavy rainfall event. It is possible that a simple modification of the simulation of soil water transport using Dong and Wang′s [1997] method for estimating transport coefficients could correct such biases in simulated climate. This could be very simply accomplished by replacing the equations (7) and (8) in LSM with equations (17), (18) These data, combining with solar wave radiation, long wave radiation, specific humidity and wind speed, will be as atmospheric forcings to drive offline LSM simulations. 
