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I sistemi per data warehouse commerciali più diffusi sono basati sulla tec-
nologia relazionale con la memorizzazione dei dati per righe. Questa imple-
mentazione si dimostra inadatta alle esigenze delle applicazioni di analisi
multidimensionale di grandi quantità di dati in modo interattivo.
Si presenta una rassegna di alcune recenti proposte di sistemi per data
warehouse che prevedono la memorizzazione dei dati per colonne, un ap-
proccio che migliora le prestazioni di questi sistemi rendendoli più efficienti
e scalabili. Questa soluzione comporta una revisione di diversi aspetti del-
la gestione dei dati e dell’elaborazione delle interrogazioni con l’ausilio di
specializzate strutture dati e tecniche di ottimizzazione.
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I principali sistemi di supporto alle decisioni disponibili sul mercato sono
dotati del modulo di gestione del data warehouse (DW ) basato sulla tecnolo-
gia dei DBMS relazionali orientati per righe (row oriented), ottimizzata per
applicazioni con elaborazione transazionale in linea (On Line Transaction
Processing, OLTP).
Il sistema di gestione del DW (Data Warehouse Management System,
DWMS ) subisce una revisione dell’organizzazione fisica dei dati e viene esteso
con nuove strutture dati e valide tecniche per agevolare l’analisi multidimen-
sionale dei dati richiesta da applicazioni basate su procedure di elaborazione
analitica in linea (On Line Analytical Processing, OLAP). Di particolare ri-
lievo è il trattamento di grandi quantità di dati storici con un’efficiente esecu-
zione delle complesse interrogazioni interattive, mirate a estrarre sottoinsiemi
di dati raggruppati e aggregati con modalità differenti.
1.1 Presentazione del problema
Oggetto di numerosi studi è il passaggio dai sistemi informativi gestionali
basati su procedure di tipo OLTP verso ambienti di supporto alle decisioni
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con tecnologia OLAP, dove sorgono problemi a vari livelli di difficoltà, che
riguardano la riorganizzazione dei dati e la riprogettazione del sistema.
I sistemi tradizionali basati su OLTP sono incentrati sul ruolo della tran-
sazione nel rispetto delle proprietà ACID [AGO05], con particolare attenzione
agli aspetti dell’affidabilità e consistenza. Mentre negli ambienti di supporto
alle decisioni basati su tecnologie OLAP, tali prospettive sono poco rilevanti
per la diversa tipologia delle operazioni, tipicamente di solo lettura in quan-
to vengono considerati dati prettamente statici. Altra notevole differenza che
sussiste tra una BD operativa e un DW risiede proprio nella natura stessa
dei dati, essendo rivolti ad applicazioni diverse, rispettivamente gestionali e
decisionali. Applicazioni che comporterebbero un inevitabile conflitto se la
relativa esecuzione fosse effettuata nello stesso ambiente, in quanto la con-
correnza tra le procedure di elaborazione transazionali e quelle analitiche
produrrebbe alti costi computazionali, degradando le prestazioni dell’intero
sistema.
Quindi risulta fondamentale in ambienti di supporto alle decisioni risolve-
re l’inadeguatezza dell’impiego dei sistemi informativi tradizionali prevalen-
temente rivolti a problematiche operazionali OLTP. L’impatto determinato
da OLAP sulle capacità computazionali e sulle unità I/O di questi sistemi è
spesso disastroso rispetto agli obiettivi desiderati. Le prestazioni degli stru-
menti OLAP non sono solamente legate alla potenza di calcolo dei sistemi
di elaborazione utilizzati, ma anche a una revisione della macchina fisica
(in particolare le strutture di memorizzazione) e della macchina logica (in
particolare l’esecutore e l’ottimizzatore delle interrogazioni) del sistema con
nuove strutture dati introdotte con l’obiettivo di aumentare l’efficienza di
esecuzione dei processi invocati.
Molte soluzioni sono state studiate per risolvere questa tipologia di pro-
blemi, suggerendo un approccio alternativo alla modalità di memorizzazione
dei dati per righe usata nei DBMS relazionali. Matura in questa direzio-
ne l’idea della memorizzazione dei dati con un’organizzazione orientata per
attributo invece che per record. Questa proposta nasce in seguito all’ana-
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lisi delle caratteristiche di utilizzo dei dati negli ambienti di supporto alle
decisioni: interrogazioni esclusivamente di ricerca ma complesse, interattive,
non prevedibili, che riguardano pochi attributi spesso raggruppati e aggrega-
ti, coinvolgendo una grande mole di dati. Nasce quindi un nuovo approccio
denominato per colonne (column oriented), noto in letteratura con diverse
definizioni.1 Nonostante sia una proposta nota da tempo, recentemente molti
autori hanno approfondito questa alternativa con nuovi progetti di ricerca,
stimolati dai risultati raggiunti nell’applicare questa organizzazione fisica dei
dati nei DWMS.
1.2 Rassegna della letteratura
La tecnica della memorizzazione per colonne è nota dalla fine degli anni set-
tanta [Bat79], con [THC79] la prima interessante proposta che motiva e pre-
senta un DBMS basato sulla memorizzazione per colonne. Il primo documen-
to considerato come soluzione storica è [CK85]. Un DWMS con una completa
applicazione dell’approccio per colonne è Curio [DMR+98, DRH99]. Un pro-
getto italiano, in parte finanziato dal MIUR con la partecipazione del Dipar-
timento di Informatica dell’Università di Pisa e la società Advanced Systems
di Napoli, ha prodotto il prototipo SADAS [ARG+06b]. Altri progetti in cor-
so sono C-Store [SAB+05, AMDM07, Fer05] e Monet [BK94, BK99, Bon02],
che hanno portato un grande contribuito alla comunità scientifica. Mentre gli
autori di PAX (Partition Attributes Across) [ADHS01] propongono una so-
luzione ibrida, mantenendo le tabelle memorizzate per righe, ma al momento
dell’accesso ai dati si creano pagine con i dati organizzati per attributo. In
aggiunta a questi sistemi per colonne, esistono alcuni prodotti commerciali
che adottano un primo supporto alla memorizzazione per colonne come Sen-
sage [Com], Compaq-Infocharger [Com98], Sybase IQ [Syb], Overmillion di
Advanced System di Napoli e Vertica [Ver05] basato sul progetto C-Store.
1In letteratura esistono diverse definizioni per la memorizzazione dei dati per colonne:
file trasposti, project index, dataindex, decomposed storage model ecc.
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Chiaramente l’idea di cambiare la modalità di memorizzazione dei dati
non è sufficiente per raggiungere quegli obiettivi prefissati per ottenere alte
prestazioni nell’esecuzione delle interrogazioni. Altre specializzate strutture
dati di supporto devono essere introdotte e nuovi algoritmi devono essere pro-
gettati per generare adeguati piani di accesso, con particolare attenzione alle
operazioni di raggruppamento e di aggregazione, che hanno ricevuto meno at-
tenzioni rispetto all’operazione di giunzione su cui è stata fatta ampia ricerca
e sperimentazione. Inoltre l’utilizzo della ridondanza e dell’ordinamento dei
dati con l’ausilio di tecniche di indicizzazione fornisce gli strumenti decisivi
per incrementare la velocità del sistema nell’espletare le operazioni richieste,
per un recupero più efficiente dei dati necessari e per migliorare il rapporto
tra l’informazione recuperata dagli archivi di massa e quella effettivamente
utilizzata per la computazione.
Con l’introduzione della nuova organizzazione fisica dei dati per colonne
sono emerse nuove opportunità nel settore della compressione, che non si
limitano alla semplice ottimizzazione della memorizzazione dei dati su disco
tipica dei tradizionali DBMS [IW94].
La memorizzazione dei dati per colonne rende gli schemi di compressione
più efficienti rispetto all’approccio per righe. I valori memorizzati per colonne
appartengono tutti allo stesso dominio e sono fisicamente contigui, consen-
tendo alte possibilità di compressione per le caratteristiche degli algoritmi
che si basano principalmente sulle differenze tra valori [GRDT99, AMF06].
Per ridurre l’impatto della decompressione sulle prestazioni computazio-
nali del processore, si limita l’uso della decompressione dei dati in base al
tipo di operazioni richieste per eseguire una data interrogazione, evitando di
decomprimere tutti i dati indipendentemente dall’utilizzo che ne viene fatto
[GS91, GRS98]. Inoltre la memorizzazione dei dati per colonne agevola le
interrogazioni nell’operare direttamente sulla struttura dei dati compressi,
attraverso la conoscenza delle caratteristiche e le proprietà dei vari schemi di
compressione [GS91, AMF06, Fer05].
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1.3 Contenuto della tesi
Si presenta una rassegna delle caratteristiche di vari sistemi per colonne, con
la descrizione delle strutture dati e delle tecniche utilizzate per eseguire le
complesse interrogazioni per l’analisi multidimensionale dei dati. Si descrive
l’approccio della memorizzazione per colonne nel Capitolo 2 e l’utilizzo della
compressione su questo tipo di organizzazione fisica dei dati nel Capitolo 3.
Nel Capitolo 4 si riporta il primo modello storico denominato DSM per la
memorizzazione dei dati per colonne. Nel Capitolo 5 si presenta il sistema
Curio, mentre il prototipo SADAS, sviluppato con la collaborazione del Di-
partimento di Informatica dell’Università di Pisa, è mostrato nel Capitolo 6.
Nel Capitolo 7 si descrive il sistema C-Store, che rispetto agli altri sistemi,
dispone di caratteristiche differenti. Infine nel Capitolo 8 si mostra il sistema
Monet, progettato non appositamente per data warehouse ma per la gestione
di BD orientate ad applicazioni generiche. Nelle conclusioni finali del Capi-
tolo 9, si confrontano le caratteristiche dei vari sistemi per colonne su vari
aspetti esaminati in questo documento: strutture di memorizzazione dei da-
ti, strutture dati ausiliarie, compressione, strategie e tecniche adottate per




Per garantire il necessario livello di prestazioni richiesto dalle complesse in-
terrogazioni OLAP in ambienti di supporto alle decisioni, sono stati proposti
diversi cambiamenti alla tecnologia dei tradizionali sistemi relazionali, che ri-
guardano in particolare le strutture di memorizzazione dei dati, le strutture
dati ausiliarie e tecniche ottimizzate per eseguire le interrogazioni di analisi
multidimensionale dei dati.
2.1 Ipotesi e terminologia
Per semplificare la presentazione si fanno le seguenti ipotesi:
• lunghezza costante dei valori degli attributi ;1
• dati di sola lettura: sono ammesse solo operazioni di ricerca senza pos-
sibilità di modifica dei dati. In questo modo si ignorano le questioni
relative alla gestione delle transazioni e della concorrenza.
Si specifica il significato di alcuni termini usati nel documento:
1Se ci sono attributi con valori di lunghezza diversa, si assume che i valori siano codifi-
cati in lunghezza costante. In caso di compressione questa ipotesi non sempre è valida, in
quanto generalmente gli schemi di compressione alterano la lunghezza dei valori.
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• record si usa sia per riferirsi alle righe di una tabella sia per indicare
gli elementi di una colonna;
• la cardinalità di una colonna è il numero dei suoi elementi;
• ogni record è individuato dal suo RID (Record Identifier), che coincide
con la sua posizione nel caso di valori di lunghezza costante.
Ci si riferisce al modello relazionale (schema relazionale) e modello multidi-
mensionale relazionale (schema a stella), con l’uso del linguaggio SQL per le
interrogazioni sui dati.2
Per gli esempi si utilizza lo schema a stella mostrato in Figura 2.1, che
corrisponde ad una versione ridotta dello schema proposto dal benchmark
TPC-H [TPC99] ideato specificatamente per ambienti di supporto alle deci-
sioni. La tabella dei fatti corrisponde a Lineitem, mentre Orders e Partsupp sono
tabelle dimensionali.
Lineitem(L_Orderkey integer, L_Partkey integer, L_Suppkey integer,
L_Linenumber integer, L_Quantity integer, L_Extendedprice integer,
L_Returnflag char(1), L_Shipdate date)
Partsupp(PS_Partkey integer, PS_Suppkey integer, PS_Availqty integer,
PS_Supplycost real)
Orders(O_Orderkey integer, O_Custkey integer, O_Orderdate date)
La tabella Lineitem ha la chiave primaria <L_Orderkey, L_Linenumber> con chia-
vi esterne L_Orderkey e <L_Partkey, L_Suppkey> riferite rispettivamente alle
tabelle dimensionali Orders e Partsupp. La tabella Partsupp ha la chiave primaria
<PS_Partkey, PS_Suppkey> e la tabella Orders ha la chiave primaria O_Orderkey.
Inoltre per rendere più chiaro il confronto tra le soluzioni adottate dai vari
sistemi per colonne, si adotterà possibilmente una terminologia unica indipen-
dentemente dalla terminologia scelta dai vari autori che hanno implementato
tali sistemi. Saranno comunque riportati in nota o tra parentesi i termini
originali più significativi.
2Si usa il termine tabella come sinonimo di schema di relazione.
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Figura 2.1: Schema relazionale a stella di riferimento
2.2 Strutture di memorizzazione dei dati
Nei tradizionali DBMS le tabelle vengono memorizzate nei file per record,
dove per ciascun record i valori degli attributi sono memorizzati consecuti-
vamente. Questa soluzione per righe (row oriented o record oriented o row
store) è tipica dell’approccio OLTP, con cui vengono implementati i classici
sistemi relazionali.
Questa tecnica si dimostra poco efficiente nei DWMS, dove interrogazio-
ni di analisi multidimensionale coinvolgono molti valori di pochi attributi.
Si rende quindi necessaria una lettura completa di tutte le pagine, utilizzan-
done poi una frazione minima di tale quantità per l’effettiva elaborazione.
Per questa ragione viene ritenuta più idonea la memorizzazione delle tabelle
per attributi, detta per colonne (column oriented o column store). I valori
di ciascun attributo sono memorizzati consecutivamente in un file distinto
senza eliminazione dei duplicati. La tabella da cui deriva uno specifico
insieme di colonne è definita tabella originaria. I sistemi che utilizzano que-
sto approccio di memorizzazione vengono denominati sistemi per colonne,
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per contraddistinguerli dai sistemi per righe che utilizzano la tradizionale
soluzione di memorizzazione dei dati.
In Figura 2.2 si mostra la memorizzazione della tabella Orders con l’ap-
proccio per righe e per colonne.
O_Orderkey 1 O_Custkey 1 O_Orderdate 1
O_Orderkey 2 O_Custkey 2 O_Orderdate 2
O_Orderkey 3 O_Custkey 3 O_Orderdate 3




































(b) Tabella memorizzata per colonne
Figura 2.2: Tipologia memorizzazione tabella
2.3 Strutture dati ausiliarie
Per agevolare l’esecuzione delle interrogazioni, i DWMS adottano alcune
strutture dati e tecniche di ordinamento dei dati. Nei tradizionali DBMS
queste soluzioni risultano meno idonee per la natura dinamica dei dati, dove
i frequenti aggiornamenti dei dati comportano una continua modifica delle
strutture dati e un elevato costo di mantenimento dei dati ordinati.
Inoltre per il recupero dei dati si fa un uso moderato dei tradizionali
indici e delle organizzazioni ad albero, in quanto queste strutture dati sono
ottimizzate per ricerche con selettività alta (per il motivo legato al costo di
accesso all’indice) spesso utilizzate da interrogazioni eseguite nei tradizionali
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DBMS, a differenza dei DWMS dove le interrogazioni hanno generalmente
una selettività bassa [DMR+98].
2.3.1 Ordinamento
Ogni colonna ha lo stesso numero di record della tabella originaria con i valori
memorizzati nello stesso ordine. Perciò l’i-esimo elemento di una colonna è il
valore dell’attributo dell’i-esimo record della tabella originaria.
In alcuni casi risulta utile memorizzare delle colonne con gli elementi ordi-
nati per favorire le operazioni ricerca (ad esempio per agevolare l’applicazione
dei predicati di restrizione) o per rendere più efficienti le tecniche di com-
pressione dei dati. Con l’ordinamento però si perde la corrispondenza logica
fra gli elementi di colonne diverse che appartengono allo stesso record logico
della tabella originaria. Tale problema può essere risolto memorizzando ogni
colonna ordinata come un insieme di coppie <posizione, valore>, dove la po-
sizione è quella occupata dal valore nella tabella originaria. Come soluzione
alternativa alla posizione, alcuni autori propongono la memorizzazione di un
identificatore o della chiave primaria.
2.3.2 Indici su attributi non chiave
Nei tradizionali DBMS si usano prevalentemente indici a liste invertite e si
dimostrano utili per attributi molto selettivi. Nei DWMS si utilizzano anche
gli indici a bitmap, che si dimostrano una valida alternativa per indici su
attributi poco selettivi, permettendo di rappresentare un grande insieme di
elementi con una struttura dati di dimensioni ridotte.
Supponiamo che gli N record di una tabella siano identificati dalla po-
sizione j ∈ [0, . . . , N − 1], un indice a bitmap su un attributo A che può
assumere v possibili valori a1, . . . , av, associa ad ogni valore ai, invece che
una lista invertita, un vettore di N bit Bi[0, . . . , N − 1] con il bit Bi[j] = 1
se il record j-esimo ha A = ai, altrimenti Bi[j] = 0. Si mostra in Figura 2.3
un indice a bitmap sull’attributo L_Returnflag.
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Figura 2.3: Indice a bitmap sull’attributo L_Returnflag
Nei DWMS i bitmap risultano adatti per effettuare operazioni logiche e
aritmetiche spesso frequenti nelle operazioni di analisi dei dati. Inoltre sono
altamente comprimibili, spesso preferendoli in termini di spazio occupato alle
liste invertite.3
2.3.3 Indice di giunzione
L’operazione di giunzione fra la tabella dei fatti e una tabella dimensionale
merita un’attenzione particolare per il decisivo peso che assume sul costo
computazionale di un’interrogazione. Per agevolare questo tipo di operazione
si utilizza una struttura dati chiamata indice di giunzione (Join Index, JI )
che astrae la giunzione tra i record delle tabelle [Val87].
Un indice di giunzione tra due tabelle F e D con attributi di giunzione
F.A e D.A (F ⊲⊳F.A=D.A D) è un insieme ordinato di coppie <p, q>, dove p è il
3Oracle sostiene che con avanzate tecniche di compressione, conviene usare i bitmap
quando N key <
N reg
2
, dove N key è il numero dei valori distinti dell’attributo e N reg è la
cardinalità dell’attributo, quindi risultano preferibili nella maggior parte dei casi.
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RID di un record f in F e q è il RID di un record d in D , tale che f.A = d.A,
ossia i RID dei due record che soddisfano la condizione di giunzione.
Nello schema a stella è sufficiente associare alla tabella dei fatti un in-
dice di giunzione per ogni colonna delle chiavi esterne, che contiene solo i
RID dei record della corrispondente tabella dimensionale. La corrisponden-
za logica tra gli elementi dell’indice di giunzione con i soli RID della ta-
bella dimensionale e gli elementi della tabella dei fatti è determinata dalla
posizione.
Si riporta un esempio in Figura 2.4, che mostra gli indici di giunzione tra
la tabella dei fatti Lineitem e le due tabelle dimensionali Orders e Partsupp, dove
le chiavi esterne della tabella dei fatti per le due tabelle dimensionali sono
rispettivamente L_Orderkey e <L_Partkey, L_Suppkey>.
2.4 Compressione
L’aspetto della compressione nei sistemi per colonne viene esaminato nel
prossimo Capitolo 3.
2.5 Strategie di esecuzione delle interrogazioni
a stella
Una tipica interrogazione a stella (star query) consiste in un’equi-giunzione
(condizione di giunzione di uguaglianza) tra la tabella dei fatti e un sot-
toinsieme delle tabelle dimensionali che costituiscono lo schema a stella, ge-
neralmente soggetta a predicati di restrizione con i risultati raggruppati e
aggregati.
Le giunzioni tra tabelle richieste per eseguire un’interrogazione a stella
(giunzione a stella) sono tipicamente molto costose per le grandi dimensioni
delle tabelle che vi partecipano e occorre considerare anche l’aspetto cri-
tico dei tempi di risposta dell’interrogazione, fondamentale in applicazioni
interattive per l’analisi analitica dei dati. Dunque diventa imperativo impo-
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L_Orderkey L_Partkey L_Suppkey L_Linenumber
L_Ok 1 L_Pk 1 L_Sk 1 L_Ln 1
L_Ok 1 L_Pk 2 L_Sk 1 L_Ln 2
L_Ok 2 L_Pk 2 L_Sk 2 L_Ln 1
L_Ok 3 L_Pk 1 L_Sk 2 L_Ln 1
























































(b) Indici di giunzione
Figura 2.4: Indici di giunzione nello schema a stella
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stare strategie che possano eseguire l’interrogazione a stella più velocemente
possibile usando appropriati algoritmi e strutture dati.
Per semplicità assumiamo che l’interrogazione a stella riguardi una singola
selezione (SELECT), con predicati di restrizione e di giunzione (WHERE), con
raggruppamento (GROUP BY), con condizione su raggruppamento (HAVING) e
con funzioni di aggregazione (COUNT, SUM ecc.) calcolate sugli attributi di
aggregazione, ma senza la clausola per l’esclusione dei duplicati (DISTINCT),
senza ulteriori selezioni (SUBSELECT) e senza ordinamento (ORDER BY). Inoltre
ogni tabella dimensionale è in giunzione con la tabella dei fatti usando solo
le condizioni di uguaglianza tra chiave esterna e chiave primaria. Le tabelle
dimensionali non vengono messe in giunzione tra loro (schema a stella).
Un’interrogazione a stella può essere eseguita utilizzando uno dei seguenti
due tipi di piano di accesso [KCJ+87, DMR+98, ARG+06a].
Un primo tipo di piano di accesso, denominato piano di accesso ordinario,
viene prodotto con le tipiche tecniche di ottimizzazione utilizzate dai DBMS
relazionali e calcola il risultato con le seguenti fasi (Figura 2.5):
1. Restrizione: i predicati di restrizione locali sono applicati alla tabella
dei fatti e a ciascuna tabella dimensionale che partecipa alla giunzione.
2. Giunzione: usando i migliori operatori fisici di giunzione disponibili
(che utilizzano ad esempio gli algoritmi nested loop, merge join, hash
join ecc), i record la tabella dei fatti sono messi in giunzione con quelli
delle tabelle dimensionali.
3. Risultato finale: il risultato delle giunzioni è raggruppato e aggregato
secondo gli attributi della clausola GROUP BY, i gruppi sono ulteriormen-
te filtrati dalla eventuale condizione della clausola HAVING e infine ne
viene eseguita la proiezione per produrre la risposta dell’interrogazione.
L’altro tipo di piano di accesso, denominato piano di accesso a stella, viene
prodotto con specializzate tecniche di ottimizzazione, con l’utilizzo di indici di
giunzione e con bitmap. Questo piano di accesso calcola il risultato attraverso
le seguenti fasi (Figura 2.6):
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 fatti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 dimensionali
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(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(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 clausola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Proiezione





Figura 2.5: Piano di accesso ordinario
1. Restrizione: i predicati di restrizione locali sono applicati alla tabella
dei fatti e a ciascuna tabella dimensionale che partecipa alla giunzione
per ottenere i rispettivi bitmap locali, che rappresentano i record sele-
zionati di una specifica tabella. Il risultato di questa prima fase è quindi
un insieme di bitmap che rappresenta quali record di ciascuna tabella
sono candidati per partecipare alla fase successiva di giunzione.
2. Semi-giunzione: usando gli indici di giunzione e i bitmap locali, si
calcola il bitmap globale, che rappresenta i record della tabella dei fatti
che appartengono alla giunzione a stella. L’algoritmo che esegue questa
fase dipende dal tipo di indice di giunzione disponibile.
Si mostra in Figura 2.7 un esempio di questa fase, dove BML-F è il
bitmap locale della tabella dei fatti, BML-D1 e BML-D2 sono i bitmap
locali di due tabelle dimensionali, JIF-D1 e JIF-D2 sono gli indici di giun-
zione tra la tabella dei fatti con le due tabelle dimensionali e infine il
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Semi-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Figura 2.6: Piano di accesso a stella
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Figura 2.7: Fase Semi-giunzione
3. Recupero: si calcolano i RID della tabella dei fatti attraverso il bitmap
globale e i corrispondenti record sono estratti.
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4. Ri-giunzione: i record estratti dalla tabella dei fatti vengono messi
in giunzione con i record delle tabelle dimensionali mediante l’utiliz-
zo degli indici di giunzione per ottenere gli attributi dimensionali che
partecipano al risultato finale.
5. Risultato finale: il risultato ottenuto dalla ri-giunzione è raggruppa-
to e aggregato secondo gli attributi della clausola GROUP BY, i gruppi
sono ulteriormente filtrati dalla eventuale condizione della clausola HA-
VING e infine ne viene eseguita la proiezione per produrre la risposta
dell’interrogazione.
Per eseguire le interrogazioni a stella, Monet (Capitolo 8) utilizza un piano
di accesso ordinario, mentre il piano di accesso a stella viene utilizzato dai
sistemi DSM, Curio e SADAS (Capitoli 4, 5, 6).4 Il piano di accesso migliore
per eseguire un’interrogazione a stella risulta essere quello prodotto adottan-
do le prime tre fasi del piano di accesso a stella, con una strategia differente
per le ultime due fasi a seconda delle caratteristiche del sistema, in partico-
lare dell’ottimizzatore delle interrogazioni (ad esempio nel sistema SADAS
è prevista l’ottimizzazione dell’operazione di raggruppamento con il calcolo
della funzione di aggregazione, Sezione 6.6).
Occorre precisare che nei sistemi per colonne, le fasi di questo piano di
accesso sono eseguite con l’accesso a singole colonne, con il problema (de-
scritto nella prossima sezione) di dover in un certo punto del piano di accesso
ricostruire i record concatenando gli elementi delle colonne per produrre il
risultato finale.
2.5.1 Concatenazione
La principale differenza tra i sistemi per colonne e quelli per righe riguarda
la diversa modalità di memorizzazione dei dati. Lo schema logico e il modello
dei dati relazionale rimangono invariati, pertanto le interrogazioni eseguite
4Non tutti i sistemi utilizzano la struttura bitmap per la rappresentazione degli elementi.
Al posto del bitmap si può utilizzare la lista o l’intervallo di posizioni.
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nei sistemi per colonne presentano agli utenti la stessa interfaccia dei sistemi
per righe [DMR+98, AMDM07].
Le colonne vengono convertite in righe in qualche punto del piano di ac-
cesso dell’interrogazione, ma la scelta del punto ottimale non risulta semplice.
Il problema può essere considerato opposto rispetto alla proiezione: mentre
nei sistemi per righe bisogna determinare dove nel piano di accesso occorre
inserire gli operatori di proiezione per ridurre l’insieme dei dati (la proiezio-
ne è quasi sempre eseguita prima possibile quando un attributo non è più
necessario), nei sistemi per colonne è necessario decidere quando concatenare
gli elementi delle varie colonne che sono in corrispondenza logica in record
più ampi.
Se occorre ricostruire i record logici della tabella originaria (o una loro
proiezione), a partire dalle colonne che hanno i valori con la stessa sequenza
della tabella originaria, l’operazione di concatenazione risulta banale. Inve-
ce per ricostruire i record logici a partire da un sottoinsieme di elementi
delle colonne, prodotti ad esempio da un’operazione di restrizione o di rag-
gruppamento, occorre determinare quali elementi del sottoinsieme sono in
corrispondenza logica.
Una prima soluzione è stata utilizzata nella precedente sezione, attraverso
l’utilizzo della struttura bitmap: per produrre il risultato dell’interrogazione,
solo gli elementi delle colonne che sono in corrispondenza logica con il valore
1 del bitmap vengono recuperati e concatenati.
Se non è prevista la struttura bitmap, l’operazione di concatenazione di
fatto consiste in un’operazione di equi-giunzione con la condizione di giunzio-
ne sulla posizione degli elementi delle colonne (o su altro identificatore degli
elementi che determina la corrispondenza logica) che deve essere mantenuta
e memorizzata. Ma la giunzione è di costo contenuto, in quanto gli elementi
di differenti colonne sono in associazione con cardinalità di tipo 1:1 e soprat-
tutto gli elementi spesso si trovano ordinati per l’elemento che determina la
corrispondenza logica, consentendo l’utilizzo dell’efficiente algoritmo merge
join (l’algoritmo richiede la condizione che gli elementi siano ordinati sulla
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condizione di giunzione) [CK85, DMR+98, BK99].
2.6 Conclusioni
L’approccio dei tradizionali DBMS di memorizzare per righe le tabelle di una
base di dati si dimostra poco efficiente nei DWMS, dove complesse interroga-
zioni di analisi multidimensionale coinvolgono solitamente grandi dimensioni
di dati di pochi attributi.
In questo capitolo sono state descritte le caratteristiche di una soluzione
più idonea basata sulla memorizzazione per colonne, dove i valori di ciascun
attributo vengono memorizzati consecutivamente in un file distinto senza
eliminazione dei duplicati.
Per agevolare le complesse interrogazioni nei DWMS vengono implemen-
tate alcune strutture dati, che risultano poco valide nei DBMS per la natura
dinamica dei dati. Si creano indici di giunzione, strutture dati che dimi-
nuiscono la costosa operazione di giunzione, astraendo la giunzione con la
memorizzazione dei riferimenti ai record delle tabelle in giunzione. Mentre
per rappresentare un insieme di elementi spesso si utilizzano i bitmap, strut-
ture dati che facilitano le operazioni logiche e aritmetiche frequenti nelle
operazioni di analisi dei dati.
Le tipiche interrogazione eseguite su DW sono a stella, che consistono
in un’equi-giunzione tra la tabella dei fatti e un sottoinsieme delle tabelle
dimensionali, generalmente soggetta a predicati di restrizione con i risultati
raggruppati e aggregati. Tali operazioni risultano costose, quindi si attuano
diverse strategie e vari livelli di ottimizzazione utilizzando le strutture indici




Si analizzano le tecniche di compressione applicate nei DWMS orientati
per colonne per aumentare le prestazioni del sistema nell’esecuzione delle
complesse interrogazioni di analisi multidimensionale di grandi quantità di
dati.
In questo capitolo non si vuole riportare un descrizione completa delle
tecniche di compressione né proporre nuovi schemi di compressione, ma illu-
strare l’efficiente impiego della compressione nella memorizzazione dei dati
per colonne.
3.1 Introduzione alla compressione nei sistemi
informativi automatizzati
Le prime ricerche sull’applicazione di tecniche di compressione nelle BD ri-
salgono ai primi anni ottanta [LB81, Sev83, Cor85]. I risultati di questo pe-
riodo furono poco soddisfacenti, in quanto il tempo del processore impiegato
per comprimere e decomprimere i dati era eccessivo e quindi non risultava
conveniente in confronto al risparmio generato dalla minore occupazione di
memoria e dal minore tempo di accesso alle periferiche di memorizzazione.
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Questo divario negli anni è diminuito velocemente, con le prime applica-
zioni nei DBMS commerciali all’inizio degli anni novanta, utilizzando sche-
mi con un’alta velocità di decompressione per contenere le ripercussioni sul
processore a scapito di un basso fattore di compressione.
Negli ultimi anni la velocità di esecuzione dei processori è incrementata
notevolmente, risulta perciò profittevole l’adozione massiccia della compres-
sione con efficienti schemi per ridurre gli accessi alle periferiche di archivia-
zione a scapito di una maggiore richiesta di calcolo da parte del processore
dovuta alla decompressione.
3.2 Compressione nei DBMS e nei DWMS
Nei tradizionali DBMS le tecniche di compressione sono conosciute per mi-
gliorare la gestione della memoria di massa [GS91, IW94, GRS98]: riduzione
della dimensione dei dati, aumento del tasso di successo nel reperire pagi-
ne nel buffer (hit rate) dove possono essere contenuti più dati, incremento
del rendimento delle periferiche di memorizzazione riducendo il tempo di
posizionamento della testina (seek time, i dati sono memorizzati più vicini)
e riducendo il tempo di trasferimento dei dati (c’è meno informazione da
trasferire). Quindi il tempo impiegato dal processore per comprimere e de-
comprimere i dati è in buona parte ricompensato dai miglioramenti di accesso
alle periferiche, soprattutto nel caso di schemi di compressione che non richie-
dono alti costi computazionali a scapito di un minore fattore di compressione
[GRS98, WKHM00, CGK01].
Comunque l’aspetto della compressione rimane tuttora scarsamente rile-
vante negli attuali DBMS, con la constatazione che gli schemi idonei sono
pochi. Inoltre la dinamicità dei dati per le operazioni di inserimento, modifi-
ca ed eliminazione dei record comporta frequenti operazioni di compressione
che sono notoriamente più lente delle operazioni di decompressione. L’ap-
proccio per righe della memorizzazione dei dati ha ridotto i vantaggi della
compressione, in quanto l’eterogeneità dei dati costituiti da un insieme di
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tipi di dato differenti memorizzati contiguamente, non ha consentito risultati
significativi.
Di effetto opposto sono invece i risultati della compressione nei DWMS.
Innanzitutto la natura statica dei dati evita l’inconveniente modifica delle
strutture compresse, privilegiando schemi di compressione che hanno un’al-
ta velocità nella decompressione.1 L’approccio per colonne implementato in
questi sistemi assicura una maggiore efficienza nella compressione, dato che la
disponibilità di dati dello stesso tipo fisicamente attigui garantisce un’ottima
condizione per alti fattori di compressione. La correlazione tra valori dello
stesso attributo presente nella memorizzazione per colonne è più forte rispet-
to alla correlazione tra valori di differenti attributi della memorizzazione per
righe.
Inoltre i valori di ogni colonna costituiscono frequentemente un dominio
discreto molto più piccolo dell’insieme continuo sul quale sono definiti, of-
frendo la possibilità di altri margini di compressione. Da non sottovalutare
che alcuni schemi di compressione non usati nei tradizionali sistemi per righe
possono essere applicati nei sistemi per colonne, dove ogni attributo può esse-
re compresso con uno schema differente e in modo indipendente dagli schemi
utilizzati per gli altri attributi appartenenti alla stessa tabella originaria.
Occorre considerare che alcuni schemi di compressione possono alterare
l’ordine fisico con cui gli elementi di una colonna vengono memorizzati su
disco [Fer05, AMF06].
3.3 L’aspetto della compressione nei piani di
accesso
Nelle prime applicazioni e in alcuni attuali sistemi [DRH99, Syb], la com-
pressione è semplicemente un’ottimizzazione della memorizzazione su disco
[GRS98, RH93, WKHM00]. I dati compressi vengono letti da disco e caricati
1L’aggiornamento nei DWMS è periodica e quindi l’eventuale utilizzo della
compressione viene effettuata solo in caso di aggiornamento dei dati del sistema.
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in memoria in versione decompressa senza ripercussioni sulla progettazione
dell’esecutore dell’interrogazione (eager decompression).
Altro approccio [GS91, GRS98, WKHM00] consiste nel decomprimere
i dati strettamente necessari all’esecuzione delle interrogazioni (lazy decom-
pression), in modo che il processore non impieghi tempo a decomprimere i da-
ti non utilizzati e quindi anche a salvaguardare l’uso della memoria centrale.
Il resto dei dati viene mantenuto in formato compresso.
Altre soluzioni ibride [CGK01] permettono ad alcuni semplici operatori
(soprattutto quelli per applicare restrizioni sui dati) di operare transitoria-
mente sui dati compressi, decomprimendo in ingresso i dati e ritornando il
risultato in versione compressa.
Ultimamente alcuni autori hanno introdotto la possibilità di operare di-
rettamente sui dati compressi, per rendere minimo l’impatto della decom-
pressione sul processore. L’idea nacque da [GS91], dove solo alcune elemen-
tari operazioni venivano applicate sui dati compressi (predicati di restrizione,
eliminazione duplicati, confronto di valori come equi-giunzioni ecc).
Con [SAB+05, Fer05, AMF06] la tendenza è quella di operare comple-
tamente sui dati compressi. Innanzitutto si evita di decomprimere i dati
per eseguire le operazioni necessarie all’esecuzione dell’interrogazione. Inoltre
vengono sfruttate le caratteristiche e le proprietà intrinseche delle strutture
compresse prodotte dai vari schemi di compressione, consentendo la realiz-
zabilità di vari livelli di ottimizzazione nell’esecuzione delle interrogazioni.
Con questa introduzione la complessità della progettazione sia dell’esecutore
che dell’ottimizzatore delle interrogazioni tende ad aumentare. Risulta fon-
damentale disegnare adeguatamente l’esecutore delle interrogazioni in modo
che possa essere estendibile, affinché l’aggiunta di nuovi schemi di compres-
sione non impattano sul sistema, in particolare sulla riprogettazione degli
operatori fisici.
Come si vedrà nel Capitolo 7, la soluzione introdotta da C-Store [AMF06,
Fer05], basata sull’offrire agli operatori fisici un’interfaccia comune per ope-
rare sui dati compressi, risulta idonea ad abbassare il grado di complessità di
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progettazione del sistema. Si tende a mantenere il più possibile una rappresen-
tazione dei dati in forma compressa per evitare i costi della decompressione
fino alla produzione del risultato finale, contando sulla riduzione dell’insieme
dei dati da decomprimere per effetto dell’esecuzione dell’interrogazione.
Dalle analisi effettuate sull’utilizzo della compressione emerge che la scelta
della migliore tecnica di compressione non dipende soltanto dalle proprietà
dei dati, ma anche dalla natura dell’insieme delle interrogazioni da eseguire
[AMF06, Fer05]. Questa osservazione apre nuove possibilità di esplorazione
nell’interazione tra la progettazione dell’ottimizzatore delle interrogazioni e la
compressione. L’uso della ridondanza dei dati compressi con tecniche diverse
influisce nell’abbassare il tempo di esecuzione dell’interrogazione, implicando
maggiore complessità nella ricerca del piano di accesso migliore per la scelta
delle diverse rappresentazioni compresse dei dati.
3.4 Classificazione schemi di compressione
Si descrivono le principali classificazioni degli schemi di compressione utiliz-
zati in questo documento [WMB99].
• Integrità informazioni:
– con perdita di informazioni (lossy), i dati vengono compressi at-
traverso un processo con perdita d’informazione, quindi decom-
primendo i dati non è possibile ottenere la versione originale (non
impiegati nei sistemi informativi);
– senza perdita di informazione (lossless), i dati vengono compressi
attraverso un processo senza perdita d’informazione.
• Fattore di compressione:
– ottimizzazione memorizzazione, strategie generiche per risparmia-
re spazio su disco;
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– schemi leggeri, compressione su valori, spesso con correlazione tra
valori adiacenti;
– schemi pesanti, compressione su sequenze di byte ignorando i con-
fini tra valori e trattando i dati con un insieme di byte.
• Caratteristiche dati:
– distribuzione valore, si sfrutta la proprietà che alcuni valori sono
più utilizzati rispetto ad altri;
– ripetizione valore, le occorrenza di valori possono essere rappre-
sentate in forma compatta attraverso il numero di ripetizioni;
– predizione, alcuni valori possono essere predetti (ad esempio ana-
lizzando le proprietà di una certa lingua).
• Tipo di codificazione:
– dizionario, i valori distinti sono mantenuti in una struttura dati
denominata dizionario, sostituendo le occorrenze con dei codici
riferiti al dizionario;
– statistico, si assegnano dei codici alle occorrenze dei valori in base
alle relative frequenze.
• Assunzioni sui dati:
– adattivo, non si fanno assunzioni sui dati e non sussiste la necessità
di predisporre a priori di informazioni sui dati da comprimere;
– non adattivo, si sfruttano certe proprietà dei dati.
3.5 Schemi di compressione
Si riportano i principali schemi di compressione impiegati nei vari sistemi
descritti in questo documento con alcuni esempi di applicazione [WMB99].2
2Si procede con la descrizione dei soli algoritmi di compressione, rimandando ai
riferimento bibliografico [WMB99] la descrizione degli algoritmi di decompressione.
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Huffman Questo schema sfrutta la differente frequenza dei valori. Si codifi-
ca ogni valore con un numero di bit inversamente proporzionale alla frequenza
con cui compare. Quindi valori che occorrono frequentemente sono codificati
con pochi bit, mentre valori meno frequenti sono codificati con più bit (si
ottengono codici di lunghezza variabile).
Esiste sia la versione adattiva che quella non adattiva. Nel primo ca-
so si esegue una solo passo di codifica, assumendo che tutti i valori siano
equiprobabili e aggiornando le frequenze durante la scansione dei valori. Nel
secondo caso si effettua un primo passo di codifica durante il quale si calco-
lano le frequenze dei valori, utilizzate durante un secondo passo di codifica
per codificare i valori con i bit.
L’algoritmo di base dello schema di Huffman consiste nel generare un
albero binario per determinare le codifiche, dove i valori vengono riportati nei
nodi foglia e viene assegnata la frequenza con cui compaiono nella sequenza,
che determina il peso del nodo. L’algoritmo è basato sulle seguenti fasi:
• vengono localizzati due nodi liberi con i pesi più bassi;
• viene creato un nodo padre per questi due nodi con il peso pari alla
somma dei pesi dei due nodi figli;
• il nodo padre è aggiunto alla lista dei nodi liberi e i due nodi figli sono
rimossi;
• ciascuno dei nodi figli è designato come percorso dal nodo padre, uno
con la codifica 0 e l’altro con codifica 1;
• le precedenti fasi sono ripetute fino a che rimane un unico nodo libero
che costituisce la radice dell’albero.
Esempio
Si consideri una colonna con la sequenza di valori R, A, R, N, A, T, A,
P, N, R, P, A, A, T, N, A, R, A, N, P, T, A, P, A, A, R. Applicando
lo schema di Huffman, si genera l’albero con le codifiche mostrato in
Figura 3.1, con cui ogni valore della sequenza viene codificato con i
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A R N P T










Figura 3.1: Albero dello schema di compressione Huffman
seguenti bit:
• A = 0;
• R = 100;
• N = 101;
• P = 110;
• T = 111.
Aritmetico Questo schema migliora quello di Huffman rimuovendo la re-
strizione sul numero di bit da utilizzare. Ad ogni valore è assegnato un inter-
vallo tra due reali e l’ampiezza dell’intervallo è proporzionale alla probabilità
dell’occorrenza del valore. Tutti i dati compressi sono rappresentati all’in-
terno dell’intervallo [0, 1). All’aumentare della lunghezza di una sequenza
di valori, l’intervallo progressivamente decresce e il numero di bit necessari a
specificare gli estremi dell’intervallo aumenta. Alla fine si codifica la sequenza
con il valore all’interno dell’intervallo che richiede il minor numero di bit. E’
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uno schema lento sia nella compressione che decompressione in quanto sono
richiesti molti calcoli di moltiplicazione e divisione.
Anche in questo caso esistono le versioni adattiva e non adattiva con
differenze simili allo schema di Huffman.
L’algoritmo di base procede attraverso le seguenti fasi:
• si inizia con l’intervallo corrente [L, H) inizializzato a [0, 1);
• per ogni valore della sequenza si eseguono i seguenti due passi:
– si suddivide l’intervallo corrente in sottointervalli, uno per ogni
valore distinto della sequenza;
– si seleziona il sottointervallo corrispondente al prossimo valore del-
la sequenza e si crea un nuovo intervallo corrente, ottenuto con
[L + Pi × (H − L), L + Pj × (H − L)) con [Pi, Pj) le probabilità
cumulative.
• l’algoritmo termina quando sono stati esaminati tutti i valori della
sequenza.
Esempio
Si consideri la colonna L_Returnflag con la sequenza di valori R, A, N,
N, A, dove le probabilità di occorrenza e le probabilità cumulative sono
rispettivamente 0.4 e [0, 0.4) per A, 0.4 e [0.4, 0.8) per N, 0.2 e [0.8, 1)
per R. Le fasi dell’algoritmo dello schema aritmetico sono mostrate in
Figura 3.2, ottenendo come risultato finale l’intervallo [0.1097, 0.1148).
Figura 3.2: Fasi dell’algoritmo dello schema di compressione
Aritmetico
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Il valore all’interno dell’intervallo finale che richiede il minor numero di
bit è 0.11232000000000003, corrispondente al valore binario 000111001.
LZ77 Questo schema segue il modello dizionario (il nome deriva dall’anno
in cui gli autori A. Lempel e J. Ziv hanno implementato l’algoritmo), codifi-
cando sequenze di byte. L’algoritmo di compressione è basato sull’utilizzo di
una finestra mobile di dimensione prefissata come dizionario per analizzare i
byte letti precedentemente. La finestra è divisa in due parti:
• la prima rappresenta il dizionario e consiste in un grande blocco di dati
recentemente codificati;
• la seconda parte, generalmente più ridotta, riguarda i prossimi dati che
devono essere codificati.
Si tenta di codificare i dati inclusi nella seconda parte della finestra con il
più lungo prefisso contenuto nel dizionario, codificando con la distanza e la
lunghezza della corrispondenza trovata (come se fosse un puntatore). Se non
c’è corrispondenza, si mantengono i dati originali.
Quindi si rappresentano sequenze di byte variabili con codici di lunghezza
fissa (a differenza dello schema di Huffman che produce codici di lunghezza
variabile in base alla frequenza dei valori). Lo schema è molto efficiente nel
caso di ripetizioni di byte non necessariamente in sequenza, ma relativamente
vicini secondo l’ampiezza della finestra usata.
Questo schema è di tipo adattivo in quanto non richiede anticipatamente
la conoscenza sulla frequenza delle sequenze di valori, costruendo il dizionario
dinamicamente mentre i dati vengono codificati. Non esiste una versione non
adattiva di questo schema.
Nell’esempio seguente si mostra una semplice applicazione dello schema
LZ77 utilizzando come codifica la rappresentazione <X, Y, C>, dove X rap-
presenta la distanza dell’occorrenza trovata con il prefisso contenuto nella
finestra, Y la lunghezza della corrispondenza trovata e C il valore successivo
non codificato che non appartiene all’occorrenza trovata.
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Esempio
Si consideri la colonna L_Returnflag con la sequenza di valori R, A, N,
N, A, R, N, A, R, R, R, N, A. Utilizzando lo schema LZ77 con una
finestra di dimensione 3, si ottiene la sequenza con le codifche <0, 0,
R>, <0, 0, A>, <0, 0, N>, <1, 1, A>, <0, 0, R>, <3, 3, R>, <2, 1,
N>, <0, 0, A>.
LZW Anche questo schema è basato sul modello dizionario e deriva da
LZ77 con il contributo dell’autore T. A. Welch. Il dizionario contiene codifi-
che di lunghezza fissa ed è inizializzato con tutti i possibili valori. Nella fase di
compressione, in ciascun passo si cerca nel dizionario la più lunga corrispon-
denza della sequenza corrente da analizzare, si aggiunge al dizionario se non
presente e successivamente si codifica. Si ottiene così la proprietà che ogni
sequenza del dizionario ha tutti prefissi contenuti nel dizionario. Il dizionario
è costruito in modo adattivo.
Esiste una versione non adattiva poco usata in quanto meno efficiente. In
un primo passo di scansione si costruisce il dizionario completo e nel secondo
passo si codifica.
Ovviamente sia durante la compressione che la decompressione occorre
mantenere il dizionario, rappresentato tramite un albero. La compressio-
ne usa una funzione hash per localizzare il nodo figlio dell’albero. Sia la
compressione che decompressione risultano veloci.3
LZO Questo schema deriva da LZ77 [Obe96], con una decompressione più
veloce a scapito di una leggera perdita nel fattore di compressione. I partico-
lari dell’algoritmo di LZO non sono documentati nonostante sia una libreria
GPL, ma il codice è altamente ottimizzato e difficile da decifrare.4
3Di questo schema di compressione non viene riportato l’esempio in quanto deriva dallo
schema LZ77.
4Di questo schema di compressione non viene riportato l’esempio in quanto deriva dallo
schema LZ77.
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LZ77, LZW e LZO (e altre versioni derivate) sono considerati gli schemi
con il più alto fattore di compressione.
Delta Utilizzato prevalentemente per dati numerici, dove ogni valore si rap-
presenta tramite la differenza con quello precedente. Lo schema Delta risulta
efficiente in caso di grandi quantità di dati come nei DW, dove il numero di
byte necessario per rappresentare la differenza tra valori è inferiore rispetto
a quanto richiesto per la rappresentazione dei valori stessi. Per ricostruire la
sequenza di valori occorre mantenere il valore iniziale.
Lo schema Delta è considerato lento nella ricostruzione degli elementi, in
particolare se vogliamo conoscere l’i-esimo elemento occorre sommare tutte
le differenze a partire dall valore di base fino al valore i-esimo. Se i valori non
sono ordinati, occorre anche inserire il segno per rappresentare la somma o
la sottrazione al valore di base.
Esempio
Si consideri la colonna ordinata L_Extendedprice con la sequenza (im-
porti in euro) 1100,00, 1101,00, 1106,00, 1108,00, 1109,00, 1111,00,
1111,00, 1117,00, 1118,00, 1118,00, 1119,00, 1120,00.
Applicando lo schema Delta si ottiene la sequenza di valori 1.100,00,
1, 5, 2, 1, 2, 0, 6, 1, 0, 1, 1.
Lo schema Delta è idoneo per la tabella dimensionale tempo, dove la diffe-
renza tra date in sequenza si esprime con molti meno byte rispetto ai byte
necessari per rappresentare la data stessa.
Run Length Encoding (RLE) Questo schema comprime sequenze di
valori identici tramite la coppia <valore, numero occorrenze> oppure con
la tripla <valore, posizione iniziale, numero occorrenze> per avvantaggiare
calcoli sulle posizioni. Risulta adatto per colonne ordinate soprattutto con
pochi valori distinti.
Esempio
Si consideri la colonna ordinataL_Linenumber con la sequenza 2, 2, 2, 2,
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2, 2, 3, 3, 3, 3, 5, 5, 5. Applicando la versione coppia di RLE si ottiene
(2, 6), (3,4), (5, 3), mentre con la versione tripla si ottiene (2, 1, 6),
(3, 7, 4), (5, 11, 3).
Dizionario semplice Sono gli schemi prevalentemente usati dai tradizio-
nali DBMS [CGK01, RH93, GS91], che sostituiscono frequenti valori con
codici di dimensione più ridotta. L’insieme delle corrispondenze tra i codici e
i valori è mantenuto nel dizionario, che oltre a contenere i valori distinti con
la relativa codifica, può contenere anche il numero delle occorrenze dei valori.
Spesso i codici corrispondono alle posizioni degli elementi nel dizionario e se
la sequenza originale dei valori è ordinata, anche la sequenza codificata sarà
ordinata (per come è costruito il dizionario).
Esempio
Si consideri la colonna L_Returnflag con la sequenza di valori A, N, N,
R, A, R, N, R. Attraverso il dizionario di Figura 3.3, che utilizza come






Figura 3.3: Dizionario semplice costruito sull’attributo L_Returnflag.
sequenza codificata 1, 2, 2, 3, 1, 3, 2, 3.
Rimozione null Esistono molte variazioni di questo schema, ma l’idea di
base è di sostituire zeri o spazi vuoti (blank) presenti tra i dati con una
descrizione delle occorrenze (numero e riferimenti) con il minor numero di
byte, originando valori di dimensione variabile [RH93, WKHM00].
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Esempio
Applicando la soluzione riportata in [WKHM00], si codifica in un pre-
fisso il numero di byte necessari per memorizzare ciascun valore in un
prefisso.
Ad esempio per tipi interi, piuttosto che usare tutti i 4 byte, si codifica
il numero esatto di byte necessari usando 2 bit, inserendoli prima del-
l’intero. Per mantenere l’allineamento tra byte, si combinano questi bit
con i bit di altri 3 interi creando un byte completo, da anteporre prima
dei 4 interi. Questo schema è idoneo per sequenze casuali di interi con
valori bassi.
3.6 Schemi di compressione utilizzati nei siste-
mi per righe e per colonne
I sistemi per righe spesso utilizzano schemi della classe dizionari, codificando
valori di grande dimensione con codici più piccoli (ad esempio le qualifiche
del personale possono essere codificati con un numero). Qualche volta questi
sistemi impiegano schemi che usano codici basati sulle frequenze dei valori,
come lo schema Huffman, o rappresentano i valori tramite differenze da un
valore di riferimento, come lo schema Delta. Anche i valori nulli sono spesso
rimossi per rappresentare i dati con meno byte.
In aggiunta a questi tradizionali schemi di compressione, nei sistemi per
colonne sono efficienti gli schemi che riescono a rappresentare un ampio insie-
me di valori con un formato conciso, in modo da avvantaggiare le operazione
delle complesse interrogazioni. Si raggiungono così alte prestazioni come nel
caso dello schema RLE, dove in presenza di valori ordinati, si rappresentano
ripetizioni di valori con il numero delle occorrenze. Da questa considerazione




La compressione nei tradizionali DBMS è impiegata per migliorare la gestione
della memoria, ma la dinamicità dei dati comportano frequenti operazioni
di compressione e decompressione. L’eterogeneità dei dati dell’approccio di
memorizzazione dei dati per righe non consente di raggiungere alti fattori di
compressione.
Nei DWMS l’utilizzo della compressione risulta più efficace per la natura
statica dei dati, che evita la modifica delle strutture compresse. Inoltre l’ap-
proccio della memorizzazione per colonne garantisce una forte correlazione
tra dati dello stesso tipo fisicamente attigui, offrendo un’ottima condizione
per alti fattori di compressione.
Durante l’esecuzione delle interrogazioni, i dati compressi vengono letti da
disco e decompressi in memoria. Alcune soluzioni [GS91, AMF06] propongo
la possibilità di operare direttamente sui dati compressi per evitare al pro-
cessore l’onere della decompressione. Gli operatori fisici sono implementati
in modo da sfruttare le caratteristiche e le proprietà dei dati compressi dai
vari schemi, offrendo anche vari livelli di ottimizzazione nell’esecuzione delle
interrogazioni, ma al costo di una maggiore complessità di progettazione del
gestore delle interrogazioni. Questa tecnica è utilizzata dal sistema C-Store
presentato nel Capitolo 7.
La scelta del migliore schema di compressione per un insieme di dati non
dipende soltanto dalla natura dei dati, ma anche dall’insieme delle interroga-
zioni da eseguire, aprendo nuove possibilità di interazione tra la progettazione




Si descrive la proposta storica del modello di memorizzazione decomposta
(Decomposed Storage Model, DSM ), presentata nel 1985 da George P. Cope-
land e Setrag N. Khoshafian, e basato sulla memorizzazione delle tabelle per
colonne [CK85, KCJ+87].
4.1 Strutture di memorizzazione dei dati
Si assume che ogni tabella dello schema a stella abbia un attributo di tipo
surrogato, che assume valori unici all’interno della BD e permette l’identi-
ficazione dei record.1 Ogni attributo di una tabella, che non sia surrogato,
viene inserito insieme al surrogato in una tabella binaria (binary relation),
formando coppie di tipo <surrogato, attributo> memorizzate per righe. I
valori di ciascun attributo sono identificati dal surrogato, che ne permette
la corrispondenza logica e consente di ricostruire i record di ciascuna tabella
originaria tramite l’operazione di concatenazione [CK85] (Sezione 4.4.1).
Una tabella binaria con attributo A derivata dalla tabella originaria T
viene rappresentata con lo schema di relazione di nome T -A. Consideran-
1Surrogato può essere definito come un RID e allo stesso tempo come una chiave
primaria.
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O_Surrogato O_Orderkey O_Custkey O_Orderdate
O_S1 O_Ok 1 O_Ck 1 O_Od 1
O_S2 O_Ok 2 O_Ck 2 O_Od 2



































Figura 4.1: Tabella Orders memorizzata per tabelle binarie
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4.2 Strutture dati ausiliarie
DSM non fa uso di particolari strutture dati ausiliarie oltre agli indici di
giunzione, ma applica due criteri di ordinamento dei dati.
4.2.1 Ordinamento e indici
Ogni tabella binaria viene memorizzata in duplice copia con organizzazione
sequenziale con indice: una ordinata sul surrogato, ossia con i valori dell’attri-
buto memorizzati nella stessa sequenza della tabella originaria, mentre l’altra
ordinata sull’attributo.
In caso di problemi di spazio di memorizzazione, come eccezione gli autori
propongono di mantenere solo la copia ordinata sull’attributo con un indice
a liste invertite sul surrogato [CK85].
4.2.2 Indice di giunzione
In DSM l’indice di giunzione tra due tabelle F e D è rappresentato dalla
tabella binaria con attributo chiave esterna F.E (ipotizzando che la chia-
ve esterna sia formata da un solo attributo), dove al posto dei valori della
chiave esterna vengono memorizzati i surrogati corrispondenti ai valori del-
la chiave primaria D.P della tabella in associazione D, con F.E = D.P
[CK85, KCJ+87].2 Anche questa tabella binaria viene mantenuta in dupli-
ce copia con organizzazione sequenziale con indice su ciascun surrogato.
Ad esempio, l’indice di giunzione tra la tabella dei fatti Lineitem e quella
dimensionale Orders è rappresentato dalla tabella binaria:
Lineitem–L_Orderkey(L_Surrogato, O_Surrogato)
dove L_Surrogato è il surrogato della tabella Lineitem.
2Non memorizzando i valori della chiave esterna, l’indice di giunzione risulta essere
l’unico mezzo per effettuare l’operazione di giunzione.
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Come alternativa all’esecuzione dell’operazione di giunzione tramite l’in-
dice di giunzione, viene proposto l’uso dell’algoritmo merge join. In que-
sto caso invece di implementare il JI, si memorizza la tabella binaria con-
tenente le coppie del tipo <surrogato, chiave esterna>. La giunzione vie-
ne eseguita utilizzando le tabelle binarie T–Tfk(<surrogatot, chiave ester-
na>) e R–Rpk(<surrogator, chiave primaria>), scegliendo le copie ordinate
rispettivamente sull’attributo chiave esterna e chiave primaria [CK85].
4.3 Compressione
Questo modello richiede un spazio ben maggiore rispetto ai sistemi per righe:
l’attributo surrogato di una tabella originaria viene memorizzato in ciascuna
tabella binaria, creata per ogni altro attributo diverso dal surrogato. Inoltre
il surrogato compare nell’indice di giunzione. Infine ogni tabella binaria e
ogni indice di giunzione vengono memorizzati in duplice copia.
Quindi ogni attributo surrogato (ipotizzando chiave esterna formata da
un solo attributo) è memorizzato per un totale n × 2 volte, dove n nume-
ro degli attributi della tabella originaria, mentre ogni altro attributo viene
memorizzato per 2 volte [CK85].
Viene proposto lo schema di compressione RLE. Comprimere con questo
schema la copia della tabella binaria ordinata per surrogato non produce
risultati apprezzabili, mentre utilizzandolo sulla copia ordinata sull’attributo
si ottengono dei risultati apprezzabili. Sarebbe possibile rappresentare questa
copia ordinata memorizzando per ciascun valore distinto dell’attributo, la
lista dei corrispondenti surrogati [CK85].
Bisogna considerare che le analisi fatte dagli autori di questo modello ri-
salgono alla metà degli anni ottanta. Oggi il fattore della capacità di memoriz-
zazione dei supporti è un problema assai meno critico rispetto alle prestazioni
del sistema.
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4.4 Strategia di esecuzione delle interrogazioni
a stella
DSM esegue le interrogazioni a stella utilizzando le fasi del piano di accesso
a stella descritte nella Sezione 2.5 (gli autori chiamano questa strategia Pivot
Query Processing). Durante l’esecuzione del piano di accesso a stella si creano
indici di giunzione temporanei e si utilizzano liste di surrogati al posto dei
bitmap per rappresentare un insieme di elementi [KCJ+87].3
Si procede con la descrizione delle fasi del piano di accesso a stella imple-
mentate da DSM, utilizzando come esempio l’interrogazione seguente esegui-
ta sullo schema a stella di Figura 2.1, senza l’ausilio degli operatori fisici in
quanto non risultano pubblicati:
SELECT L_Linenumber, O_Custkey, SUM(L_Quantity) AS Q
FROM Lineitem, Orders
WHERE L_Orderkey = O_Orderkey AND L_Returnflag = ‘N’
AND O_Orderdate = ‘11/01/07’
GROUP BY L_Linenumber, O_Custkey
HAVING Q > 50;
1. Restrizione : ogni predicato di restrizione locale viene applicato sul-
la copia della tabella binaria ordinata sull’attributo della condizione
del predicato. I record selezionati sono rappresentati da liste locali di
surrogati (non ordinate).
L’esempio di questa fase è illustrato in Figura 4.2, dove i predicati
di restrizione sono applicati alle tabelle binarie Lineitem-L_Returnflag e
Orders-O_Orderdate ottenendo le liste locali di surrogati L_SLocale per la
tabella Lineitem e O_SLocale per la tabella Orders.
2. Semi-giunzione : usando gli indici di giunzione (vengono scelte le co-
pie ordinate sul surrogato della tabella dei fatti) e le liste locali di
3Un indice di giunzione temporaneo è una struttura dati temporanea che contiene un
sottoinsieme delle coppie di surrogati dell’indice di giunzione e viene eliminata alla fine di
una fase di elaborazione.
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Figura 4.2: Fase Restrizione
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surrogati, si calcola la lista globale di surrogati, che rappresenta i re-
cord della tabella dei fatti che appartengono alla giunzione a stella. Se
non ci sono attributi della tabella dei fatti che partecipano al risultato
finale dell’interrogazione, la lista globale di surrogati non viene creata.
Inoltre viene creato un indice di giunzione temporaneo per ogni tabella
dimensionale che partecipa alla giunzione, formato da coppie di surro-
gati che rappresentano i record della tabella dei fatti in giunzione con
i record della tabella dimensionale che appartengono alla giunzione.
Per la lista globale dei surrogati e per gli indici di giunzione temporanei
non è specificato nessun ordinamento. 4
Nell’esempio in Figura 4.3, dalle liste locali di surrogati e dall’indice
di giunzione Lineitem-L_Orderkey si produce la lista globale di surrogati
L_SGlobale e l’indice di giunzione temporaneo Lineitem-L_OrderkeyTemp che
contengono i surrogati che soddisfano la condizione di giunzione.
3. Recupero: se alcuni attributi della tabella dei fatti partecipano al risul-
tato dell’interrogazione (attributi di raggruppamento, di aggregazione
e di proiezione), attraverso la lista globale di surrogati si recuperano i
valori dalle sole tabelle binarie derivate dalla tabella dei fatti che hanno
gli attributi di interesse, scegliendo le copie ordinate sul surrogato.
I valori vengono inseriti in tabelle binarie temporanee non ordinate
formate da coppie del tipo <surrogato, attributo>.
Nell’esempio in Figura 4.4 attraverso la lista globale di surrogati L_SGlobale
si recuperano dalle tabelle binarie Lineitem-L_Linenumber e Lineitem-L_Quantity
i record che partecipano al risultato dell’interrogazione, inserendoli in
tabelle binarie temporanee.
4. Ri-giunzione : attraverso gli indici di giunzione temporanei, si accede
alle tabelle binarie derivate dalle tabelle dimensionali per recuperare
4Questa fase viene chiamata dagli autori Pivot.
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Figura 4.3: Fase Semi-giunzione
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Figura 4.4: Fase Recupero
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i valori degli attributi che partecipano al risultato dell’interrogazione,
scegliendo le copie ordinate sul surrogato.
Si producono tabelle binarie temporanee non ordinate con i valori re-
cuperati formate da coppie <surrogato della tabella dei fatti, attributo
della tabella dimensionale>.
Nell’esempio in Figura 4.5 si accede tramite l’indice di giunzione tempo-
raneo Lineitem-L_OrderkeyTemp alla tabella binaria Orders-O_Custkey ordina-
ta per surrogato per recuperare i soli valori che partecipano al risultato
dell’interrogazione. La tabella binaria temporanea Orders-O_CustkeyTemp





















Figura 4.5: Fase Ri-giunzione
5. Concatenazione : si concatenano le tabelle binarie temporanee utiliz-
zando la corrispondenza logica sul surrogato. Si ricorda che il surrogato
contenuto in ciascuna tabella binaria temporanea è quella derivato dalla
tabella dei fatti. Per l’algoritmo di concatenazione vedere Sezione 4.4.1.
Nell’esempio in Figura 4.6, a partire dalle varie tabelle binarie tempo-
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ranee contenenti i valori recuperati, si costruiscono i record che parte-
cipano al risultato dell’interrogazione.
L_Surrogato L_Linenumber O_Custkey L_Quantity
L_S10 7 140 30
L_S4 2 154 45

















Figura 4.6: Fase di Concatenazione
6. Risultato finale : i record concatenati con gli attributi di interesse ven-
gono raggruppati e aggregati secondo gli attributi della clausola GROUP
BY, i gruppi sono ulteriormente filtrati dalla eventuale condizione della
clausola HAVING e infine ne viene eseguita la proiezione per produrre la
risposta dell’interrogazione.
Nell’esempio Figura 4.7, il risultato finale è costituito da un solo record.
4.4.1 Concatenazione
L’operazione di concatenazione tra i valori degli attributi delle tabelle binarie
derivate dalla stessa tabella originaria viene considerata come un’operazione
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L_Surrogato L_Linenumber O_Custkey L_Quantity
L_S10 7 140 30
L_S4 2 154 45












Figura 4.7: Fase Risultato finale
di equi-giunzione sul surrogato. Tale operazione può avvenire tramite l’uso
dell’algoritmo merge join sul surrogato [CK85, KCJ+87].
L’uso dell’algoritmo merge join richiede che i surrogati siano ordinati. Nel
caso non siano disponibili i surrogati ordinati, in seguito ad esempio all’ap-
plicazione di un predicato di restrizione sulla copia ordinata sull’attributo,
occorrerebbe ordinare. Quindi eventualmente in questo caso si preferiscono
usare altri algoritmi di giunzione per evitare l’ordinamento.
4.5 Esperimenti e analisi prestazioni
Gli autori confrontano le prestazioni del DSM con un altro modello basato
sulla memorizzazione per righe, chiamato N-ary Storage Model (NSM ). Il
sistema utilizzato per il confronto è Wisconsin Storage System [CDKK85],
mentre il benchmark di riferimento è Wisconsin Benchmarks [BDT83]. Le
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interrogazioni sono scritte in linguaggio Prolog. Per i dettagli e caratteristiche
dei dati dell’esperimento si rimanda a [KCJ+87].5
Dall’esperimento condotto dagli autori, DSM ritorna buone prestazioni
quando nell’interrogazioni il numero degli attributi da recuperare è basso o
il numero di record da recuperare è medio/alto (bassa selettività). Viceversa
NSM garantisce migliori prestazioni quando il numero di attributi da recu-
perare è alto e il numero di record da recuperare è basso (alta selettività).
Ovviamente nell’inserimento, eliminazione e modifica di record, NSM risulta
sempre migliore, in quanto occorre accedere a un unico file mentre in DSM
occorre accedere a tanti file quanti sono gli attributi coinvolti nell’aggior-
namento dei dati (escluso il caso di un solo attributo, dove conviene DSM)
[KCJ+87].
Dai risultati dell’esperimento risulta che con una selettività del 10%, DSM
risulta migliore rispetto a NSM se gli attributi per la proiezione sono circa
≤ 70% dei totali. Con una selettività del 1%, DSM risulta migliore se gli



















10% ≤ 70% > 70%
1% ≤ 30% > 30%
Se l’interrogazione prevede l’operazione di giunzione e la selettività è del
1%, la percentuale degli attributi per cui DSM risulta avere risultati migliori
sale fino ad un massimo del 50% del totale degli attributi delle tabelle in
5Le tabelle utilizzate per il confronto, nel modello di memorizzazione NSM sono or-
dinate per il surrogato in singola copia e sono implementati indici a liste invertite su-
gli attributi che partecipazione alle condizioni di restrizione e di giunzione. Il Wisconsin
Benchmarks include prevalentemente operazioni dell’algebra relazionale di proiezione, re-
strizione e giunzione. Solo un’interrogazione prevede l’operazione di raggruppamento e
aggregazione. Gli autori modificano alcune interrogazione del benchmarck per aumentare
il numero di operazioni di proiezione e restrizione.
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giunzione, a seconda del tipo di cardinalità dell’associazione (in particolare
con 1:N e N:M rispetto a 1:1 e N:1).
Nelle interrogazioni con l’operazioni di raggruppamento e di aggregazione,
DSM garantisce tempi di risposta nettamente inferiori rispetto a NSM, anche
dell’ordine di 4-5 volte.
4.6 Conclusioni
DSM si basa sulla memorizzazione per colonne, dove ogni attributo viene
memorizzato in una tabella binaria insieme ad un identificatore di tipo sur-
rogato, che permette la corrispondenza logica tra gli elementi. Ogni tabella
binaria viene mantenuta in duplice copia, una ordinata sul surrogato mentre
l’altra sull’attributo per agevolare alcune operazioni dell’algebra relazionale
richieste per l’esecuzione delle interrogazioni.
Si utilizza un piano di accesso ottimizzato per eseguire le interrogazioni
a stella, riducendo l’ammontare degli elementi che partecipano alla costo-





Curio è un DWMS con approccio per colonne sviluppato da Muninn Techno-
logies LLC nel 1999, società fondata dal prof. Anindya Datta, uno degli autori
del sistema. A differenza dell’approccio comune, Curio non utilizza particola-
ri strutture dati ausiliare per migliorare le prestazioni delle interrogazioni di
analisi multidimensionale dei dati. La scelta si limita al solo utilizzo della po-
sizione come unico mezzo per velocizzare l’accesso ai dati, risparmiando costi
aggiuntivi dovuti alla memorizzazione richiesta da strutture dati addizionali
[DMR+98, DRH99].1
5.1 Strutture di memorizzazione dei dati
Il sistema Curio memorizza gli attributi di ciascuna tabella per colonne (chia-
mata dagli autori Basic DataIndex, BDI ) e la corrispondenza logica tra ele-
menti di differenti colonne derivate dalla stessa tabella originaria avviene
tramite la posizione (non memorizzata) degli elementi [DMR+98]. Viene con-
sentita la possibilità di memorizzare più attributi in uno stessa struttura co-
1Si vedrà nel capitolo che Curio implementa solo gli indici di giunzione, che non vengono
considerati dagli autori come strutture dati ausiliarie in quanto sono costruiti utilizzando
la colonna chiave esterna, dove i valori sono sostituiti con i RID dei record in giunzione.
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lonna se risultasse conveniente a un certo insieme di interrogazioni accedere
contemporaneamente a più attributi. In questo caso la colonna multiattri-
buto corrisponde a una tabella relazionale memorizzata per righe (chiamata
ugualmente dagli autori BDI).2
5.2 Strutture dati ausiliarie
Gli autori sostengono che l’approccio della memorizzazione per colonne evita
l’implementazione di indici per agevolare la ricerca dei dati, in quanto la
colonna rappresenta sia un una struttura per la memorizzazione dei dati sia
una struttura di indicizzazione attraverso le posizioni degli elementi.3 Così
rispetto ai tradizionali sistemi per righe che fanno largo uso di indici, si evita
la memorizzazione di addizionali strutture che possono essere in termini di
spazio molto costose [DMR+98].
5.2.1 Ordinamento
I valori delle colonne vengono memorizzati con la stessa sequenza della tabella
originaria. Eventuali ordinamenti vengono eseguiti per avvantaggiare alcuni
schemi di compressione [DMR+98](Sezione 5.3).
5.2.2 Indice di giunzione
In Curio l’indice di giunzione è rappresentato dalla colonna chiave esterna,
dove i valori vengono sostituiti con i RID corrispondenti ai record della tabel-
la dimensionale che sono in giunzione (questa colonna viene chiamata dagli
autori Join DataIndex, JDI ). La corrispondenza logica tra gli elementi del-
l’indice di giunzione e gli elementi delle colonne che derivano dalla tabella
2Gli autori comunque consigliano di memorizzare un singolo attributo per colonna.
3Questa soluzione viene definita dagli autori “indicizzazione gratuita”, in quanto so-
stengono che la colonna rappresenta un indice su posizione per lo stesso costo di
memorizzazione dei soli dati.
51
5.3 Compressione CURIO
originaria sui cui è stato costruito l’indice di giunzione è determinata dalla
posizione (non memorizzata) dei vari elementi [DMR+98].
Se si esegue un’interrogazione che coinvolge i valori della chiave esterna
della tabella dei fatti, occorre accedere all’indice di giunzione per effettuare la
giunzione e recuperare i valori della chiave primaria della tabella dimensionale
che sono in giunzione. Per questo motivo a volte conviene tenere memorizzato
sia l’indice di giunzione con i RID che la colonna con i valori dell’attributo
chiave esterna [DMR+98].
Viene valutata anche la possibilità di mantenere solo la colonna con i
valori della chiave esterna senza memorizzare i RID dei record della tabella
in giunzione: si confronta il numero di byte del tipo di dato dell’attributo con
il numero di byte richiesto per rappresentare il RID [DMR+98].4
Gli autori non considerano l’indice di giunzione come una struttura as-
similabile a un vero e proprio indice, in quanto derivano dalle colonne con
gli attributi delle chiavi esterne, sostituendo i valori con RID dei record in
giunzione.
5.3 Compressione
In questo sistema la scelta degli schemi di compressione dipende dalla natura
dei dati della colonna, che oltre a garantire un buon fattore di compressio-
ne deve anche assicurare una certa velocità nella decompressione dei dati
[GRDT99]. Si definisce l’indice di compressione IC con
IC = 1−
dimensione dati compressi
dimensione dati non compressi
Inoltre con VC e VD si indica rispettivamente la velocità di compressione e
decompressione di una data quantità di dati per unità di tempo.5
4Tuttavia gli autori propongono l’implementazione dell’indice di giunzione memoriz-
zando nella colonna chiave esterna i RID.
5IC rappresenta quanto spazio viene risparmiato con la compressione.
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Il sistema Curio decomprime la colonna subito dopo averla letta da disco
e caricata in memoria, perciò le operazioni per eseguire le interrogazioni sono
effettuate sui dati decompressi. Mentre l’utilizzo della compressione è ridotto
per la staticità dei dati, la decompressione viene eseguita tutte le volte che
si carica in memoria una colonna compressa che partecipa a una data inter-
rogazione (a meno che non si trovi già in memoria in forma decompressa),
perciò VD assume priorità maggiore rispetto a IC.
Risulta rilevante la granularità della compressione, ossia se comprimere
a livello colonna o livello blocco. Il livello blocco ci assicura che ogni blocco
venga decompresso indipendentemente dall’altro, ma a scapito di un abbassa-
mento di IC in quanto gli schemi di compressione risultano efficaci su grandi
moli di dati, dove aumenta la frequenza di correlazione tra dati sfruttata
dagli schemi di compressione.
5.3.1 Compressione delle colonne di stringhe di carat-
teri
Gli autori applicano alcuni schemi di compressione a colonne contenenti come
valori stringhe di caratteri, derivate soprattutto dalle tabelle dimensionali,
ottenendo i risultati riportati in tabella 5.1 [GRDT99].
Lo schema Aritmetico ritorna un IC quasi identico allo schema Huffman,
ma è troppo lento sia nella compressione che soprattutto nella decompressio-
ne dei dati. Gli schemi LZ77 e LZW hanno entrambi IC elevati, ma tra i due
è preferibile LZ77 che ha VD maggiore. A livello blocco sia LZ77 che LZW
hanno entrambi un’uguale perdita in IC. A livello colonna LZ77 perde di
efficienza in quanto questo schema ha buone prestazioni per lunghe sequen-
ze di valori, mentre una colonna di tipo testo contiene valori costituiti da
corte sequenze di caratteri. Quindi per colonne di tipo stringhe di caratteri




Schema di compressione IC VC VD
Huffman 40 14 12
Aritmetico 41 4.5 2
LZ77 60 3.5 17
LZW 56 13 13
Tabella 5.1: Confronto schemi compressione
5.3.2 Compressione delle colonne numeriche
Si considerano adesso le colonne numeriche con compressione a livello bloc-
co (a livello colonna i risultati sono poco soddisfacenti), derivate soprattut-
to nella tabella dei fatti, sulle quali generalmente vengono eseguite costose
operazioni di aggregazione [GRDT99].
Se i valori sono casuali, uniformemente distribuiti nel dominio della co-
lonna e soprattutto con tanti valori distinti, gli schemi di compressione sono
inutili e conviene lasciare i dati nella loro forma originale. Gli autori analizza-
no la natura dei DW, ricavando che le maggior parte delle colonne numeriche
hanno valori compresi nella parte medio-bassa del dominio di appartenenza,
spesso con valori multipli di 5, 10 o 100 (ad esempio i prezzi e le quanti-
tà). Tecniche statistiche come lo schema di compressione Aritmetico sembra
appropriato per questo genere di dati. Lo schema di Huffman ha IC di po-
co inferiore, ma è più veloce nella decompressione. Risulta efficiente anche
lo schema Delta, in particolare per colonne con valori ordinati. Per colonne
ordinate con lunghe sequenze di valori identici conviene applicare lo schema
RLE.
Sempre per questo genere di colonne, si possono applicare contempora-
neamente più schemi di compressione (in genere due) in base alla natura dei
valori per aumentare IC. Colonne numeriche con valori elevati e ordinati o
gruppi di valori ordinati, si applica come primo schema il Delta. Se i valori
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delle differenze sono bassi conviene poi applicarvi ulteriormente lo schema
LZW altrimenti lo schema Huffman. Se invece la colonna numerica ha valo-
ri prevalentemente bassi, si può applicare direttamente uno solo schema di
compressione come Huffman.
Con queste tecniche e schemi si raggiungono elevati IC, con una media
del 0,70 (questo significa un risparmio di memoria del 70%).
5.3.3 Compressione degli indici di giunzione
Per gli indici di giunzione si applica generalmente lo schema di Huffman.
Un’altra soluzione più articolata consiste nell’ordinare tutte le colonne della
tabella dei fatti per l’insieme degli indici di giunzione [GRDT99].6 Ordinando
con questo criterio, la prima colonna dell’insieme degli indici di giunzione
risulta avere tutti i RID ordinati, la seconda colonna dell’insieme risulta
avere i RID ordinati a gruppi, la terza colonna dell’insieme risulta avere i
RID ordinati a gruppi più piccoli rispetto la seconda, e così per le successive
colonne dell’insieme fino all’ultima che tende ad avere i RID senza logica di
ordinamento.
In Figura 5.1 è mostrato un esempio relativo a quattro indici di giun-
zione riferiti alle tabelle dimensionali A, B, C e D. Per le prime colonne
dell’insieme degli indici di giunzione risulta idoneo applicare lo schema di
compressione RLE e se i valori unici sono pochi si può rappresentare le oc-
correnze tramite bitmap per avvantaggiare operazioni aritmetiche e logiche
(ad esempio durante l’esecuzione dell’interrogazione a stella, Sezione 5.4).
Per le altre colonne dell’insieme degli indici di giunzione si può applica-
re lo schema di compressione Delta, con le differenze modulo la cardinalità
della relativa tabella dimensionale. Queste differenze possono essere ulterior-
mente compresse tramite lo schema Huffman. L’ultima colonna dell’insieme
6Quindi si ordinano anche gli indici di giunzione in quanto derivano dagli attributi
delle chiavi esterne della tabella dei fatti (Sezione 5.2.2). Ordinando tutte le colonne della
























































Figura 5.1: Ordinamento dell’insieme degli indici di giunzione
degli indici di giunzione, dove la sequenza dei RID non ha ordine, può essere
mantenuta non compressa.
5.3.4 Compressione delle colonne delle tabelle dimen-
sionali
Le colonne delle tabelle dimensionali sono prevalentemente di tipo stringhe
di caratteri e possono far parte di gerarchie, dove attributi più generali han-
no valori che si ripetono molte volte [GRDT99]. Uno schema della classe
dizionario come LZ77 risulta efficiente per questi tipi di colonne.
Si potrebbero ordinare le colonne di ciascuna tabella dimensionale secon-
do la gerarchia, da quella più generale a quella più specifica, modificando i
valori dei RID memorizzati negli indici di giunzione, altrimenti si riferimenti
ai record non risultano corretti.
Ad esempio la tabella dimensionale relativa all’ubicazione dei negozi, si
può ordinare per le colonne Nazione, Regione, Provincia, Città ecc. Si ottengono
gruppi con valori ordinati come nel caso dell’ordinamento dell’insieme degli
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indici di giunzione, sui quali si può applicare lo schema RLE. Per i gruppi
con corte sequenze di valori ordinati si può applicare LZ77.
5.4 Strategia di esecuzione delle interrogazioni
a stella
Curio esegue le interrogazioni a stella utilizzando le fasi del piano di acces-
so a stella descritte nella Sezione 2.5 (il piano è chiamato chiamato dagli
autori Star Join Small Memory per l’uso efficiente della memoria centrale)
[DMR+98]. Durante l’esecuzione del piano di accesso a stella si creano indi-
ci di giunzione temporanei e si posticipa la fase di recupero dei dati dalla
tabella dei fatti.
Si procede con la descrizione delle fasi del piano di accesso a stella imple-
mentate da Curio, utilizzando come esempio l’interrogazione seguente ese-
guita sullo schema a stella di Figura 2.1, senza l’ausilio degli operatori fisici
in quanto non risultano pubblicati:
SELECT L_Linenumber, O_Custkey, SUM(L_Quantity) AS Q
FROM Lineitem, Orders
WHERE L_Orderkey = O_Orderkey AND L_Returnflag = ‘N’
AND O_Orderdate = ‘11/01/07’
GROUP BY L_Linenumber, O_Custkey
HAVING Q > 50;
1. Restrizione : ogni predicato di restrizione locale viene applicato ad
ogni tabella che partecipa alla giunzione, accedendo alle sole colonne
con l’attributo interessato per valutare la condizione del predicato. I
record selezionati sono rappresentati da bitmap locali.
L’esempio di questa fase è illustrato in Figura 5.2, dove i predicati
di restrizione vengono applicati alle colonne L_Returnflag e O_Orderdate,
producendo i vari bitmap locali sulle tabelle.
2. Semi-giunzione : usando gli indici di giunzione e i bitmap locali, si
calcola il bitmap globale, che rappresenta i record della tabella dei fatti
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Figura 5.2: Fase Restrizione
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che appartengono alla giunzione a stella. Se non ci sono attributi della
tabella dei fatti che partecipano alla proiezione, il bitmap globale non
viene creato.
Nell’esempio in Figura 5.3, prima si calcola il bitmap globale utilizzando





















































Figura 5.3: Fase Semi-giunzione
3. Indice di giunzione temporaneo: per ogni tabella dimensionale che
partecipa alla giunzione, si selezionano i RID in giunzione con la tabella
dei fatti attraverso il bitmap globale e gli indici di giunzione, inseren-
doli in una nuova struttura dati, indice di giunzione temporaneo. Gli
indici di giunzione temporanei hanno la stessa cardinalità dei record
selezionati della tabella dei fatti rappresentati dal bitmap globale.
Nell’esempio in Figura 5.4, con il bitmap globale BMGlobale e l’indice
di giunzione JILineitem-Orders si crea l’indice di giunzione temporaneo che
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Figura 5.4: Fase Indice di giunzione temporaneo
4. Ri-giunzione : attraverso gli indici di giunzione temporanei, si accede
alle sole colonne con gli attributi delle tabelle dimensionali che parte-
cipano al risultato dell’interrogazione (attributi di raggruppamento, di
aggregazione e di proiezione), inserendo i valori recuperati in colonne
temporanee.
Nell’esempio in Figura 5.5 si accede tramite l’indice di giunzione tempo-
raneo alla colonna O_Custkey derivata dalla tabella dimensionale Orders
per inserire i valori in una nuova colonna temporanea.
5. Recupero e Concatenazione : attraverso il bitmap globale si accede
alle colonne della tabella dei fatti e alle colonne temporanee prodot-
te nella fase precedente per recuperare gli attributi che partecipano
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Figura 5.5: Fase Ri-giunzione
al risultato dell’interrogazione, concatenando le colonne attraverso la
corrispondenza logica posizionale.
Nell’esempio in Figura 5.6, attraverso il bitmap globale si accede alle
colonne L_Lineitem e L_Quantity, per concatenare gli elementi insieme a
quelli della colonna temporanea derivata da O_Custkey.
6. Risultato finale : i record ricostruiti con gli attributi di interesse ven-
gono raggruppati e aggregati secondo gli attributi della clausola GROUP
BY, i gruppi sono ulteriormente filtrati dalla eventuale condizione della
clausola HAVING e infine ne viene eseguita la proiezione per produrre la
risposta dell’interrogazione.
Nell’esempio Figura 5.7, il raggruppamento non altera il numero di
record, mentre la condizione della clausola HAVING riduce a un solo
record il risultato finale.
Gli autori propongono un altro tipo di piano di accesso per interrogazioni a
stella che non ha vincoli nell’uso della memoria centrale (chiamato Star Join
Large Memory), che carica in memoria tutte le strutture dati necessarie per
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Figura 5.6: Fase di Recupero e Concatenazione
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GroupBy













Figura 5.7: Fase Risultato finale
eseguire l’interrogazione (bitmap e indici di giunzione), senza implementare il
bitmap globale e senza creare strutture dati temporanee per contenere i soli
dati necessari per produrre il risultato dell’interrogazione. Si rimanda ogni
approfondimento alla documentazione [DMR+98].
5.4.1 Concatenazione
L’operazione di concatenazione tra gli elementi delle colonne, che appar-
tengono allo stesso record logico, avviene tramite l’utilizzo del bitmap, che
determina gli elementi che sono in corrispondenza logica.
5.5 Esperimenti e analisi prestazioni
Gli autori confrontano Curio con tre commerciali DWMS relazionali di tipo
ROLAP: Oracle 8.0.5, Red Brick Warehouse 5.1.5 (Informix) e DB2 Univer-
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sal Database 5.0 (IBM). Per l’esperimento viene preso in considerazione un
benchmark derivato da TPC-D [TPC95] con dieci interrogazioni che includo-
no operazioni di proiezione, di restrizione, di giunzione e di raggruppamento
con calcolo di funzioni di aggregazione su uno schema a stella con 3 tabelle
dimensionali [DRH99].7
Curio utilizza nessuna struttura dati ausiliare oltre all’indice di giunzione
(gli autori non considerano i JI un vero e proprio indice per come è stato
implementato), mentre gli altri sistemi utilizzano vari indici, come ad esempio
indici a bitmap in Oracle e indici di giunzione in Red Brick (sezioni 2.3.3 e
2.3.2).
Oltre alla velocità di esecuzione delle interrogazioni, si valuta anche la
dimensione dello spazio occupato dai dati e dagli indici, il tempo di carica-
mento dei dati e di creazione degli indici. In tutti gli esperimenti Curio ha
prestazioni nettamente superiori di ordine di qualche decina di volte soprat-
tutto nell’esecuzione delle interrogazioni con operazioni di raggruppamento
e di aggregazione, spesso richieste per le complesse analisi multidimensionale
dei dati su DW. Inoltre risulta evidente che i sistemi commerciali che fanno
largo uso di indici per velocizzare la ricerca dei dati, incombono nella neces-
sità di dover predisporre di uno spazio di memorizzazione ben maggiore fino
ad arrivare anche al doppio e perfino al triplo rispetto alla memorizzazione
richiesta dai soli dati.
5.6 Conclusioni
In questo capitolo è stato presentato il sistema Curio, che memorizza gli attri-
buti delle tabelle per colonne e non utilizza strutture dati ausiliarie per age-
volare l’esecuzione delle complesse interrogazioni. La corrispondenza logica
tra gli elementi delle varie colonne è determinata tramite la posizione.
Si utilizzano efficientemente varie tecniche di compressione per una mi-
7Per le caratteristiche della piattaforma hardware e software sui cui sono stati fatti gli
esperimenti e per gli altri dettagli si faccia riferimento al riferimento bibliografico [DRH99].
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gliore gestione della memoria di massa, analizzando i vari tipi di colonne di
uno schema a stella.
Si utilizza un piano di accesso ottimizzato per eseguire le interrogazioni
a stella, riducendo l’ammontare degli elementi che partecipano alla costo-
sa operazione di giunzione tramite l’utilizzo di strutture bitmap e indici di
giunzione.
Gli esperimenti degli autori confermano che la soluzione della memoriz-
zazione delle tabelle per colonne piuttosto che per righe, aumenta la velocità
di esecuzione delle complesse interrogazioni di analisi multidimensionale dei




SADAS è un prototipo di DWMS con approccio di memorizzazione per co-
lonne frutto di un progetto di ricerca industriale iniziato nel marzo 2003,
finanziato parzialmente dal MIUR e sviluppato dalla società Advanced Sy-
stem di Napoli, dal Dipartimento di Informatica dell’Università di Pisa e dal
Centro di Ricerca su Tecnologie Software dell’Università di Sannio[ARG+06b,
ARG+06a, Ros04].1
6.1 Strutture di memorizzazione dei dati
La modalità di memorizzazione delle tabelle è per colonne. Ogni colonna
contiene un singolo attributo e viene memorizzata in un file distinto con
estensione CLN (colonna dei valori). La corrispondenza logica tra i valori
delle varie colonne viene mantenuta attraverso la posizione.
6.2 Strutture dati ausiliarie
Nel sistema SADAS sono previsti vari tipi di indici a liste invertite, codifiche
di valori e indici di giunzione.
1MIUR: Ministero Italiano dell’Università e Ricerca, progetto numero 11384.
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6.2.1 Ordinamento
I valori delle colonne vengono memorizzati con la stessa sequenza della tabella
originaria.
6.2.2 Indici a liste invertite e codifiche
Per ogni colonna dei valori si crea un indice a liste invertite organizzato
a B+–albero con le liste di RID ordinate. Ogni valore della colonna viene
codificato con la relativa posizione nel corrispondente indice a liste invertite.
I valori codificati della colonna vengono memorizzati per colonna in un file
separato con estensione CLI (colonna codificata) [ARG+06b, Ros04].
Ad esempio si riporta in Figura 6.1 l’indice a liste invertite e la colonna
































Figura 6.1: La colonna dei valori, l’indice a liste invertite e la colonna codificata
dell’attributo L_Returnflag.
Inoltre si costruisce un indice parziale (senza lista dei riferimenti RID) mul-
tiattributo a liste invertite su una combinazione delle colonne con i valori
codificati, che viene memorizzato in un unico file con estensione GDO. La
combinazione delle colonne con i valori codificati viene ulteriormente codifi-
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cata con la relativa posizione nell’indice parziale e memorizzata a colonna in
un file con estensione GDI.
L’indice parziale e la colonna con le codifiche della combinazione delle
colonne con valori codificati vengono implementati per ogni sottoinsieme di
attributi delle chiavi esterne della tabella dei fatti con almeno due attributi
[ARG+06b, Ros04].2















































Figura 6.2: Colonne codificate, l’indice parziale multiattributo a liste invertite e la
colonna con le codifiche della combinazione delle colonne codificate degli attributi
L_Partkey e L_Suppkey
Queste strutture dati vengono utilizzate per eseguire la clausola GROUP BY
e la creazione avviene al momento del primo utilizzo durante l’esecuzione
dell’interrogazione che ne richiede l’uso (sono veloci da implementare).
2Se viene costruito su un insieme con un solo attributo, riottengo l’indice a liste invertite
su un attributo (senza lista riferimenti ai RID) e la relativa colonna con i valori codificati.
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6.2.3 Indice di giunzione
In SADAS l’indice di giunzione è rappresentato dalla creazione di una colonna
per ogni chiave esterna della tabella dei fatti, con i RID degli elementi della
tabella dimensionale che sono in giunzione con gli elementi della tabella dei
fatti. La corrispondenza logica tra gli elementi dell’indice di giunzione e gli
elementi della tabella dei fatti è determinata dalla posizione.
L’insieme delle colonne create per ogni chiave esterna che contengono i
RID delle tabelle dimensionali in giunzione con la tabella dei fatti costituisce
l’indice di giunzione a stella.3
6.3 Compressione
La lista ordinata dei RID dell’indice a liste invertite viene compressa con uno
schema personalizzato basato sulla differenza tra i valori dei RID adiacenti
(simile all’approccio dello schema Delta). Tale differenza viene memorizzata
con il minor numero di byte possibile e dagli esperimenti degli autori si ottiene
una compressione efficiente [Ros04]. Il rendimento massimo si ottiene nel
caso di RID contigui RID[i+1] = RID[i] + 1: in questo caso si memorizza il
primo RID della progressione e il numero dei RID della progressione (simile
all’approccio dello schema RLE).
Questo schema di compressione risulta efficiente indipendentemente dal
numero di valori distinti dell’attributo dato che si basa sulla differenza tra
i valori dei RID. Il passaggio dai dati compressi tramite questo schema ad
una eventuale rappresentazione bitmap per agevolare certi operatori fisici non
comporta costi computazionali eccessivi.
La decompressione avviene con semplici operazioni di shift e di ma-
scheratura. Il sistema non opera direttamente su questa rappresentazione
compressa, ma occorre decomprimere.
3Gli autori chiamano questo indice Join Data Index (JDI) secondo la terminologia usata
dal sistema Curio [DRH99].
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Per la visione dei dettagli sullo schema di compressione e relativa decom-
pressione si rimanda alla documentazione [Ros04].
La colonna con i valori codificati (CLI) e la colonna con le codifiche della
combinazione delle colonne con valori codificati (GDI) non vengono conside-
rate dagli autori una forma di rappresentazione compressa dei dati, in quanto
non sostituiscono le colonne con i valori, ma sono strutture di supporto per
agevolare l’esecuzione delle interrogazioni.
6.4 Operatori fisici
Gli operatori fisici di SADAS hanno la tradizionale interfaccia a iteratore, ma
per ridurre il numero di chiamate del metodo getNext() tra i nodi del piano,
gli operatori ritornano blocchi di dati invece che record.
Si riportano i principali operatori fisici [ARG+06b], indicando con O un
operatore figlio, A attributo, ψ un predicato di restrizione della forma A θ c
con θ ∈{=, <, > . . . } e g una funzione di aggregazione:
• Filter(O, ψ): ritorna i record di O che soddisfano il predicato ψ.
• BMIndexFilter(ψ): ritorna una rappresentazione bitmap dei record
di una tabella che soddisfa il predicato ψ applicato a una colonna uti-
lizzando l’indice a liste invertite (i record selezionati sono candidati per
l’inclusione nel risultato di giunzione).
• BMAndIndexFilter({ψ}): ritorna una rappresentazione bitmap dei
record di una tabella che soddisfa un prodotto logico di predicati {ψ}
applicato a diverse colonne utilizzando indici a liste invertite (i record
selezionati sono candidati per l’inclusione nel risultato di giunzione).
• BMOrIndexFilter({ψ}): ritorna una rappresentazione bitmap dei re-
cord di una tabella che soddisfa una somma logica di predicati {ψ}
applicata a diverse colonne utilizzando indici a liste invertite (i record
selezionati sono candidati per l’inclusione nel risultato di giunzione).
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• BMJoinIndex(OF , OD, JI): ritorna la rappresentazione bitmap dei
record della tabella dei fatti F che partecipano alla giunzione a stella
con la tabella dimensionale D. Il risultato è calcolato usando il bitmap
locale OF della tabella dei fatti, il bitmap locale OD della tabella di-
mensionale e l’indice di giunzione JI.4 Assumendo che i bitmap OF e
OD si trovino già in memoria, l’operatore calcola il risultato come se-
gue: per ciascun elemento n di OF con OF (n) = 1, il RID JI(n) è letto
e mappato alla posizione RIDToN, infine se OD(RIDToN) = 0 allora
OF (n) assume valore 0.
In Figura 6.3 si riporta un esempio di esecuzione dell’operatore, dove
OF = BM-Lineitem è il bitmap ottenuto dall’applicazione di un predica-
to di restrizione su una colonna derivata dalla tabella dei fatti Lineitem,
OD = BM-Orders è il bitmap ottenuto dall’applicazione di un predicato
di restrizione su una colonna derivata dalla tabella dimensionale Orders
e JI =JILineitem-Orders è l’indice di giunzione contenente i RID dei record
di Orders in giunzione con i record di Lineitem.
• BMJoinIndexAll(OD, JI): ritorna la rappresentazione bitmap dei re-
cord della tabella dei fatti F che partecipano alla giunzione a stella con
la tabella dimensionale D come BMJoinIndex, ma si assume che nessun
predicato sia stato applicato alla tabella dei fatti e così il corrispondente
bitmap OF contiene solo 1.
• ProjectJoinFromBM(O, {Ai}): è un operatore che combina una pro-
iezione e giunzioni usando indici di giunzione. Ritorna un insieme di
record con gli attributi in {Ai} appartenenti alla tabella dei fatti e
alle tabelle dimensionali. I valori degli attributi della tabella dei fatti
sono recuperati utilizzando il bitmap globale O della tabella dei fatti,
4Il risultato dell’operatore non corrisponde al bitmap globale, in quanto nella giunzione
partecipa solo il bitmap di una tabella dimensionale D. Se l’interrogazione coinvolgesse
solo una tabella dimensionale, allora in questo caso il risultato corrisponderebbe al bitmap
globale.
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Figura 6.3: Esempio di esecuzione dell’operatore BMJoinIndex(JILineitem-Orders)
mentre i valori degli attributi delle tabelle dimensionali sono recuperati
utilizzando O e gli indici di giunzione.
In Figura 6.4 si riporta un esempio di esecuzione dell’operatore, dove
O = BM-Globale è il bitmap derivato dall’esempio in Figura 6.3 e gli
attributi per la proiezione sono L_Returnflag e O_Orderdate.
• GroupBy(O, {Ai}, {gk}): raggruppa i record di O per l’insieme degli
attributi {Ai} e calcola le funzione di aggregazione {gk}. L’operatore
ritorna un insieme di record con gli attributi di {Ai} e di {gk}, ordinato
su {Ai}.
• IndexGByJoinFromBM(O, {Ai}, {Dj}, {Rh}, {gk}): raggruppa i
record della tabella dei fatti che partecipano alla giunzione a stella,
rappresentati dal bitmap globale O, per l’insieme delle chiavi esterne
{Ai}. Ritrova i valori degli attributi dimensionali {Dj} e calcola le
funzioni di aggregazione {gk}. L’operatore ritorna un insieme di record
con gli attributi in {Rh} ordinato per {Rh}.
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Figura 6.4: Esempio di esecuzione dell’operatore ProjectJoinFromBM
({L_Returnflag, O_Orderdate})
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Per il raggruppamento, l’operatore utilizza l’indice a liste invertite, l’in-
dice parziale multiattributo a liste invertite sulla combinazione degli at-
tributi delle chiavi esterne con valori codificati (GDO), la colonna con
le codifiche (CLI) e la colonna con le codifiche della combinazione degli
attributi delle chiavi esterne con valori codificati (GDI) (Sezione 6.2.2).
Assumendo ad esempio di raggruppare per un insieme di due attributi
dell’insieme delle chiavi esterne, si utilizza GDO e GDI: con il bitmap
globale O si accede alle codifiche in GDI per recuperare i valori con
l’indice GDO, per poi procedere al calcolo dei gruppi e delle funzioni di
aggregazione. Il bitmap globale si utilizza anche per accedere all’indice
di giunzione per recuperare i valori degli attributi dimensionali.
In Figura 6.5 si riporta un esempio dell’uso delle strutture GDI e
GDO da parte dell’operatore, dove O = BM-Globale è il bitmap de-
rivato dall’esempio in Figura 6.3, {Ai} = {L_Partkey, L_Suppkey}, {Dj}
= {PS_Partkey, PS_Suppkey}, {Rh} = {PS_Partkey, PS_Suppkey, Q} e g =
SUM(L_Quantity) AS Q.
• IndexGByFromBM(O, {Ai}, {Rh}, {gk}): l’operatore è simile a In-
dexGByJoinFromBM, ma si assume che non ci siano valori degli attributi
dimensionali da recuperare attraverso l’uso degli indici di giunzione.
In generale, per valutare la clausola GROUP BY, l’ottimizzatore determina
quale soluzione è la più appropriata confrontando il coste dell’operatore fisico
IndexGByJoinFromBM e il costo della combinazione degli operatori GroupBy e
ProjectJoinFromBM. Un altro importante compito dell’ottimizzatore di SADAS
è determinare se un GROUP BY può essere eseguito prima delle giunzioni
sulla tabella dei fatti, così gli operatori IndexGByJoinFromBM o IndexGByFromBM
possono essere usati sfruttando i benefici delle strutture dati ausiliarie per
accelerare l’operazione. Questa ottimizzazione è discussa nella Sezione 6.6.
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Figura 6.5: Esempio di esecuzione dell’operatore IndexGByJoinFromBM
({L_Partkey, L_Suppkey}, {PS_Partkey, PS_Suppkey}, {PS_Partkey,
PS_Suppkey, Q}, SUM(L_Quantity) AS Q)
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6.5 Strategia di esecuzione delle interrogazioni
a stella
L’interrogazione a stella viene eseguita da SADAS secondo le fasi del piano
di accesso a stella descritte nella Sezione 2.5.
Si mostra come esempio l’esecuzione dell’interrogazione seguente sullo
schema a stella di Figura 6.6, utilizzando gli operatori fisici del sistema per



















Figura 6.6: Schema relazionale a stella di riferimento
SELECT L_Linenumber, O_Custkey, SUM(L_Quantity) AS Q
FROM Lineitem, Orders
WHERE L_Orderkey = O_Orderkey AND L_Returnflag = ‘N’
AND O_Orderdate = ‘11/01/07’
GROUP BY L_Linenumber, O_Custkey
HAVING Q > 50;
Si riportano le descrizioni delle fasi del piano di accesso a stella eseguite dagli
operatori del sistema:
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Figura 6.7: Piano di accesso a stella
1. Restrizione: questa fase è eseguita dagli operatori BMIndexFilter, otte-
nendo due bitmap locali, uno per la tabella dei fatti Lineitem e l’altro per
la tabella dimensionale Orders. I due bitmap locali sono prodotti utiliz-
zando gli indici a liste invertite sugli attributi L_Returnflag e O_Orderdate
per rappresentare gli elementi che soddisfano i predicati di restrizione.
2. Semi-giunzione: questa fase è eseguita tramite l’operatore BMJoinIndex,
che ritorna il bitmap globale che rappresenta i record della tabella dei
fatti che appartengono alla giunzione a stella, utilizzando i bitmap locali
e l’indice di giunzione.
3. Recupero e Ri-giunzione: queste due fasi sono eseguite dall’opera-
tore ProjectJoinFromBM:
• attraverso il bitmap globale l’operatore recupera i valori dalle
colonne della tabella dei fatti L_Linenumber e L_Quantity (Recupero);
• attraverso il bitmap globale e l’indice di giunzione l’operatore re-
cupera i valori della colonna della tabella dimensionale O_Custkey
(Ri-giunzione).
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I valori recuperati dalle colonne sono quelli che partecipano al risul-
tato dell’interrogazione (valori degli attributi di raggruppamento, di
aggregazione e di proiezione).
4. Risultato finale: si esegue tramite l’operatore GroupBy l’operazione
di raggruppamento sugli attributi di raggruppamento L_Linenumber e
O_Custkey, con il calcolo della funzione di aggregazione SUM sull’attri-
buto di aggregazione L_Quantity. I record sono ulteriormente ristretti
dall’operatore Filter secondo il predicato di restrizione della clausola
HAVING per produrre il risultato dell’interrogazione.
L’ottimizzatore delle interrogazioni di SADAS è progettato per valutare la
possibilità di anticipare l’esecuzione della clausola GROUP BY rispetto all’ope-
razione di giunzione, con una revisione delle ultime due fasi di “Ri-giunzione”
e “Risultato finale” del piano di accesso a stella. Si procede nella Sezione 6.6
con la descrizione di questa ottimizzazione, che riesce a ridurre notevolmente
il costo di esecuzione delle interrogazioni a stella che richiedono l’operazione
di raggruppamento con calcolo di funzioni di aggregazione [ARG+06b].
6.5.1 Concatenazione
L’operazione di concatenazione tra gli elementi delle colonne, che appar-
tengono allo stesso record logico, avviene tramite l’utilizzo del bitmap, che
determina gli elementi che sono in corrispondenza logica.
6.6 Ottimizzazione operazione di raggruppamen-
to
Per generare il piano di accesso, i tradizionali ottimizzatori delle interroga-
zioni analizzano la possibilità di anticipare le proiezioni e le restrizioni per
diminuire la dimensione dei risultati intermedi, per poi stabilire l’ordine più
opportuno per eseguire le giunzioni. Per le operazioni di raggruppamento con
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applicazione di funzioni di aggregazione, spesso presenti nelle interrogazioni
eseguite sui DWMS, l’algoritmo di ottimizzazione si limita a eseguire la clau-
sola GROUP BY dopo le giunzioni, presentandole eventualmente i dati ordinati
sugli attributi di raggruppamento [Alb07, ARG+06b].
Diversi autori hanno dimostrato che in alcuni casi l’ottimizzatore potreb-
be anticipare l’operazione di raggruppamento rispetto a quella di giunzio-
ne. Si riduce così l’ammontare dei dati su cui deve essere eseguita la giun-
zione, producendo piani di accesso con costo inferiore [CS94, YL94, YL95,
CKKW00, GLJ01, TS03].
Nel sistema SADAS, l’ottimizzatore delle esecuzioni è progettato per pren-
dere in considerazione i tre casi di studio di [CS94, GLJ01], per i quali
gli autori hanno dato condizioni sufficienti per l’anticipazione del GROUP
BY. Si riformulano e si rivedono le condizioni per poi mostrare come può
essere ottimizzata un’interrogazione a stella usando l’operatore fisico Inde-
xGByJoinFromBM, che descrive l’anticipazione del GROUP BY sulla tabella dei
fatti.5
Di seguito si descrivono i tre possibili casi di studio, illustrando le proprie-
tà in cui è possibile eseguire un’interrogazione a stella con anticipazione del
GROUP BY a seconda delle caratteristiche degli attributi di raggruppamento,
degli attributi di aggregazione e delle condizioni di giunzione presenti nel-
l’interrogazione. Per semplicità, si mostrano le regole solamente per il caso
di un’equi-giunzione tra la tabella dei fatti R e una tabella dimensionale S,
utilizzando anche l’algebra relazionale.
6.6.1 Primo caso: raggruppamento invariante
Il primo caso per l’anticipazione del GROUP BY è chiamato raggruppamento
invariante dato che la clausola può essere eseguita prima della giunzione sen-
5Per brevità, nel seguito con “anticipazione del GROUP BY” si intende eseguire questa
clausola del comando SELECT prima di una giunzione, anticipando il raggruppamento e
il calcolo delle funzioni di aggregazione.
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za apportare modifiche, ma la trasformazione può richiedere una proiezione
aggiuntiva per produrre il risultato finale.
Proposizione 1 Definiamo con α(X) l’insieme degli attributi in X e R ⊲⊳Cj S
un’equi-giunzione (Cj = (fk = pk)), con fk la chiave esterna di R e pk la
chiave primaria di S.








se valgono le seguenti condizioni:
1. la chiave esterna fk di R è determinata funzionalmente dagli attributi
di raggruppamento A della relazione R ⊲⊳Cj S;
2. le funzioni di aggregazione F utilizzano solo gli attributi di R.
Esempio
Si riconsideri lo schema a stella in Figura 6.6 e l’interrogazione
SELECT O_Orderkey, SUM(L_Quantity) AS Q
FROM Lineitem, Orders
WHERE L_Orderkey = O_Orderkey AND L_Returnflag = ‘R’
AND O_Custkey = 17
GROUP BY O_Orderkey;
Si mostra in Figura 6.8 il piano di esecuzione dell’interrogazione in
forma algebrica (albero logico, usando gli operatori dell’algebra rela-
zionale) che produce un tradizionale ottimizzatore.
Poiché la tabella dei fatti Lineitem ha la proprietà del raggruppamen-
to invariante (O_Orderkey è chiave primaria nella tabella dimensionale
Orders e entrambe le condizioni 1 e 2 sono soddisfatte), l’ottimizzatore
può anticipare il raggruppamento su Lineitem ottenendo l’albero logi-
co mostrato in Figura 6.9. Il relativo piano di accesso fisico con gli
operatori fisici di SADAS è mostrato in Figura 6.10.
6pib è l’operatore dell’algebra relazionale per la proiezione senza eliminazione dei
duplicati.
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Figura 6.9: Albero logico con raggruppamento invariante
IndexGByJoinFromBM







Figura 6.10: Piano accesso con raggruppamento invariante
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6.6.2 Secondo caso: doppio raggruppamento
Il primo caso con la proprietà del raggruppamento invariante è interessan-
te in quanto consente l’anticipazione del GROUP BY con riscritture minime,
ma la condizione di applicabilità ne limita le possibilità d’uso. Per esem-
pio, la seguente interrogazione a causa del raggruppamento sull’attributo
O_Custkey della tabella dimensionale Orders non soddisfa la prima condizione
della Proposizione 1 sul raggruppamento invariante:
SELECT O_Custkey, SUM(L_Quantity) AS Q
FROM Lineitem, Orders
WHERE L_Orderkey = O_Orderkey AND L_Returnflag = ‘R’
AND O_Orderdate = ‘17/01/2007’
GROUP BY O_Custkey;
Si illustra la procedura per l’anticipazione del GROUP BY anche di questo caso.
La seguente proposizione da una condizione sufficiente per l’anticipazione
del GROUP BY sulla tabella dei fatti per questo tipo di interrogazioni, ma è
richiesto un ulteriore raggruppamento e un ulteriore calcolo delle funzioni di
aggregazione [CS94, YL95, GLJ01]. L’operazione perciò si è effettuata in due
fasi:
• si creano piccoli raggruppamenti e si effettua una parte del calcolo delle
funzioni di aggregazione sugli attributi di aggregazione;
• si combinano i vari raggruppamenti e si completa il calcolo delle fun-
zione di aggregazione sugli attributi di aggregazione.
La separazione dell’operazione in due fasi richiede che le funzioni di aggre-
gazione soddisfino la seguente proprietà:
Definizione 1 In AγF (R
⊲⊳
Cj
S), R ha la proprietà del raggruppamento par-
ziale se tutte le funzioni di aggregazione:
• sono decomponibili;
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• usano gli attributi di R.
Una funzione di aggregazione f è detta decomponibile se esistono una funzio-
ne locale di aggregazione fl e una funzione globale di aggregazione fg, tale
che per ogni multinsieme V e per ogni sua partizione {V1, V2} si ha:
f(V1 ∪
all V2) = fg({fl(V1), fl(V2)})
dove ∪all è l’unione senza eliminazione dei duplicati.7
Proposizione 2 Se R non ha la proprietà del raggruppamento invariante
in quanto non è soddisfatta la condizione 1 della Proposizione 1, ma R ha la









Si riconsideri lo schema a stella in Figura 6.6 e l’interrogazione
SELECT O_Custkey, SUM(L_Quantity) AS Q
FROM Lineitem, Orders
WHERE L_Orderkey = O_Orderkey AND L_Returnflag = ‘R’
AND O_Orderdate = ‘17/01/2007’
GROUP BY O_Custkey;
Si mostra in Figura 6.11 l’albero logico che produce un tradizionale
ottimizzatore.
Poiché la tabella dei fatti Lineitem non ha la proprietà del raggrup-
pamento invariante, ma ha la proprietà del raggruppamento parziale,
7Le funzioni di aggregazione f = (SUM, MAX, MIN) sono decomponibili con fg = fl =
f . Mentre f =COUNT è decomponibile con fg=SUM e fl=COUNT. La funzione AVG non
è decomponibile secondo la definizione data, ma potrebbe essere calcolata con una regola
diversa a partire da due funzioni locali SUM e COUNT.
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Figura 6.11: Albero logico senza doppio raggruppamento
l’ottimizzatore può anticipare il raggruppamento su Lineitem con at-
tributo di raggruppamento L_Orderkey per eseguire una parte del rag-
gruppamento e una parte del calcolo della funzione di aggregazione
SUM sull’attributo L_Quantity.
Nella parte finale dell’interrogazione si completa sia il raggruppamento
sull’attributo di raggruppamento O_Custkey, sia il calcolo della funzio-
ne di aggregazione SUM sull’attributo L_Quantity. Si ottiene così l’al-
bero logico mostrato in Figura 6.12. Il relativo piano di accesso fisico









Figura 6.12: Albero logico con doppio raggruppamento
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Figura 6.13: Piano accesso con doppio raggruppamento
6.6.3 Terzo Caso: aggregazione su attributi dimensio-
nali
La prossima proposizione considera il caso denominato foreign relation aggre-
gate in [CS94] e eager count in [YL95], quando R non soddisfa né la proprietà
del raggruppamento invariante (seconda condizione della Proposizione 1) né
la proprietà del raggruppamento parziale (seconda condizione della Defini-
zione 1), in quanto le funzioni di aggregazione utilizzano attributi non in R,
come nella seguente interrogazione:
SELECT PS_Partkey, PS_Suppkey, SUM(PS_Supplycost) AS C
FROM Lineitem, Partsupp
WHERE L_Partkey = PS_Partkey AND L_Suppkey = PS_Suppkey
AND L_Returnflag = ‘R’ AND PS_Supplycost = 100
GROUP BY PS_Partkey, PS_Suppkey;
dove l’attributo di aggregazione PS_Supplycost non è attributo della tabella dei
fatti Lineitem, ma della tabella dimensionale Pastsupp. La chiave primaria della
tabelle dimensionale Partsupp è formata dagli attributi PS_Partkey e PS_Suppkey.
Per effettuare l’anticipazione del GROUP BY sulla tabella dei fatti in questo
tipo di interrogazioni, l’idea consiste nel rivedere il calcolo delle funzioni di
aggregazione, derivando i valori del risultato delle funzioni di aggregazione
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dal numero di elementi delle partizioni generate dall’anticipazione del GROUP
BY.
Proposizione 3 Se R non ha la proprietà del raggruppamento invariante
perché ci sono funzioni di aggregazioni decomponibili in G ⊆ F che usano








dove X è un insieme di espressioni tale che (si assume che una funzione di
aggregazione f è rinominata con f AS Ide):
• ai × GBCount AS Idej ∈ X, se f(ai) ∈ G è SUM(ai) AS Idej;
• Idej ∈ X, se f(ai) ∈ G è MIN(ai) AS Idej, MAX (ai) AS Idej, AVG
(ai) AS Idej;
• GBCount AS Idej ∈ X, se f(ai) ∈ G è COUNT(ai) AS Idej.
Esempio
Si consideri lo schema a stella in Figura 6.6 e l’interrogazione
SELECT PS_Partkey, PS_Suppkey, SUM(PS_Supplycost) AS C
FROM Lineitem, Partsupp
WHERE L_Partkey = PS_Partkey AND L_Suppkey = PS_Suppkey
AND L_Returnflag = ‘R’ AND PS_Supplycost = 100
GROUP BY PS_Partkey, PS_Suppkey;
Si mostra in Figura 6.14 l’albero logico che produce un tradizionale
ottimizzatore.
L’ottimizzatore può effettuare l’anticipazione del GROUP BY dato che
l’interrogazione rientra nel caso dell’aggregazione relazione esterna, ot-
tenendo l’albero logico mostrato in Figura 6.15. Il relativo piano di ac-
cesso fisico con gli operatori fisici di SADAS è mostrato in Figura 6.16.
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PS_Partkey,PS_SuppkeyγSUM(PS_Supplycost) AS C
⊲⊳
L_Partkey = PS_Partkey, L_Suppkey = PS_Suppkey
σL_Returnflag=‘R′ σPS_Supplycost=100
Lineitem Partsupp
Figura 6.14: Albero logico senza l’utilizzo dell’aggregazione su attributi
dimensionali
πbPS_Partkey, PS_Suppkey, PS_Supplycost × GBCount AS C
⊲⊳






Figura 6.15: Albero logico con l’utilizzo dell’aggregazione su attributi
dimensionali
IndexGByJoinFromBM
({L_Partkey, L_Suppkey}, {PS_Partkey, PS_Suppkey, PS_Supplycost},







Figura 6.16: Piano accesso con l’utilizzo dell’aggregazione relazione esterna
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6.7 Esperimenti e analisi prestazioni
Gli autori confrontano le prestazioni del sistema SADAS con un commercia-
le DBMS relazionale con memorizzazione per righe, che implementa indici
a bitmap, indici di giunzione e alcune tecniche di ottimizzazione per l’esecu-
zione delle interrogazioni a stella. La base di dati per l’esperimento è stata
creata utilizzando le specifiche del benchmark TPC-H con fattore di scala
10 e con dati creati dal generatore fornito da TPC, che genera valori casua-
li con distribuzione uniforme. Mentre l’insieme delle interrogazioni eseguite
per la valutazione delle prestazioni risulta essere una versione semplificata
dell’insieme delle interrogazioni proposte dal benchmark [TPC99].8
I risultati riportati in [ARG+06b] dimostrano che SADAS, rispetto al
DBMS relazionale per righe di riferimento, ha prestazioni nettamente supe-
riori, dove le interrogazioni vengono eseguite con una velocità di media 40
volte superiore rispetto al DBMS relazionale per righe, oltre a occupare uno
spazio di memorizzazione nettamente inferiore.
L’ottimizzazione delle interrogazioni tramite l’anticipazione del GROUP BY
mostrato nella Sezione 6.6 in generale risulta efficace nell’aumentare la ve-
locità di esecuzione delle interrogazioni con raggruppamento e calcolo delle
funzioni di aggregazione, anche se ci sono casi in cui questo tipo di ottimiz-
zazione non consente di determinare la migliore soluzione, soprattutto nel
caso del doppio raggruppamento descritto in Sezione 6.6.2. Comunque le dif-
ferenze in questo caso non sono state molto significative e dato che la stima
dei costi di alternativi piani di accesso non è molto precisa, è stato deciso di
utilizzare sempre la tecnica di ottimizzazione con l’anticipazione del GROUP
BY.
8Per le caratteristiche sulla piattaforma hardware e software sui cui sono stati fatti gli




In questo capitolo sono state descritte le caratteristiche del sistema SADAS,
un DWMS basato sulla memorizzazione per colonne con piano di accesso
ottimizzato per eseguire le interrogazioni a stella attraverso l’utilizzo di indici
a liste invertite, indici multiattributo a liste invertite, colonne con le codifiche,
bitmap e indici di giunzione, senza tecniche di ordinamento.
In particolare è stato presentato un approccio per generare piani di accesso
ottimizzati per interrogazioni con raggruppamento e con calcolo di funzioni di
aggregazioni, cercando di anticipare queste operazioni prima delle operazioni
di giunzione per diminuire la dimensione degli elementi che partecipano alla
giunzione, in quanto la giunzione viene considerata l’operazione più costosa
per eseguire un’interrogazione.
Gli esperimenti degli autori confermano che l’approccio della memorizza-
zione delle tabelle per colonne piuttosto che per righe, aumenta la velocità di
esecuzione delle complesse interrogazioni di analisi di dati presenti in ambienti




Si presentano le caratteristiche del modulo RS (Read optimized Store) de-
dicato alla gestione di dati statici memorizzati con l’approccio per colonne
[SAB+05, AMDM07, Fer05, AMF06, HBND06].1 C-Store è un progetto di
ricerca, di varie università, in fase di sviluppo e prevede altri moduli e fun-
zionalità non ancora supportate. L’attuale implementazione utilizza Berke-
leyDB di Sleepycat per la memorizzazione dei dati [Ora], acquisito da Oracle
nel febbraio 2006, con largo uso della compressione.
7.1 Strutture di memorizzazione dei dati
C-Store non memorizza per colonne gli attributi delle tabelle di uno schema
a stella, ma gli attributi di un insieme di proiezioni della tabella dei fatti,
delle tabelle dimensionali o di giunzioni della tabella dei fatti con tabelle
dimensionali. Le proiezioni sono particolari tipi di viste materializzate dello
schema a stella. Ogni proiezione contiene generalmente più di un attributo
della schema e uno stesso attributo può appartenere a più di una proiezione
[SAB+05].
1Il modulo WS per la modifica dei dati (Writable Store) non viene trattato e inoltre
non risulta ancora implementato.
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La i-esima proiezione di una tabella T viene rappresentata con uno sche-
ma di relazione con nome T i. Nella proiezione vengono inseriti gli attributi di
interesse di T e di un insieme di tabelle {D} in associazione con T , preceduti
in questo caso eventualmente dal nome di D per distinguere gli attributi.
Ad esempio un possibile insieme completo di proiezioni derivato dallo



















Figura 7.1: Schema relazionale di riferimento
Lineitem1(L_Orderkey, L_Partkey, L_Suppkey)
Lineitem2(L_Linenumber, L_Quantity, L_Extendedprice, O_Orderdate)
Lineitem3(L_Orderkey, L_Linenumber, L_Returnflag, L_Shipdate)





7.2 Strutture dati ausiliarie C-STORE
Per poter eseguire le interrogazioni sullo schema a stella, ogni attributo di
una tabella dello schema deve far parte di almeno una proiezione. La scelta di
duplicare un attributo in proiezioni diverse produce una ridondanza dei dati,
ma consente all’ottimizzatore delle interrogazioni di scegliere la proiezione
più adatta tra quelle disponibili per produrre un piano di accesso migliore.
Gli elementi di ciascuna colonna di una proiezione sono identificati per
posizione, che ne permette la corrispondenza logica. Risulta quindi immediato
ricostruire la proiezione partendo dai singoli attributi memorizzati in colonne
distinte.2
7.2 Strutture dati ausiliarie
C-Store fa largo uso dell’ordinamento dei dati e implementa vari tipi di indici
in base all’ordinamento della colonna.
7.2.1 Ordinamento
Le proiezioni sono ordinate su alcuni attributi che definiscono la chiave di
ordinamento (sort key), specificata nella proiezione dopo una barra verticale
[SAB+05]. Ad esempio, considerando l’insieme delle proiezioni definite nella
precedente sezione otteniamo:
Lineitem1(L_Orderkey, L_Partkey, L_Suppkey | L_Orderkey)
Lineitem2(L_Linenumber, L_Quantity, L_Extendedprice, O_Orderdate | L_Quantity,
O_Orderdate)
Lineitem3(L_Orderkey, L_Linenumber, L_Returnflag, L_Shipdate | L_Linenumber)
Partsupp1(L_Orderkey, PS_Partkey, PS_Suppkey, PS_Availqty | L_Orderkey, PS_Availqty)
2Gli autori utilizzano il termine storage key per riferirsi alla posizione. Inoltre l’ar-
chitettura di C-Store prevede un partizionamento orizzontale in segmenti e quindi ogni
elemento è identificato dalla coppia <segmento, posizione nel segmento>. Per brevità
questa possibilità non viene considerata.
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Partsupp2(PS_Partkey, PS_Suppkey, PS_Supplycost | PS_Partkey, PS_Suppkey)
Orders1(O_Orderkey, O_Custkey | O_Custkey)
Orders2(O_Orderkey, O_Orderdate | O_Orderdate)
Ovviamente una colonna della proiezione è ordinata solo se coincide con il
primo attributo della chiave di ordinamento. Se invece la colonna coincide con
uno degli altri attributi della chiave di ordinamento, risulta essere ordinata
a gruppi di valori (run).
7.2.2 Indici per il recupero dei dati
Su ogni colonna ordinata della proiezione viene creato un indice sul valore
organizzato a B+–albero del tipo <valore, posizione relativa>, dove con
posizione relativa si indica l’i-esimo elemento della colonna.
Nel caso di colonne compresse, i valori non sono più di lunghezza costante
e vengono creati indici con caratteristiche che dipendono dall’ordinamento dei
dati [Fer05]:
• colonna ordinata e compressa: si crea indice sul valore dell’attributo
del tipo <valore, posizione assoluta> e un indice sulla posizione del tipo
<posizione relativa, posizione assoluta>, entrambi organizzati a B+–
albero, dove con posizione assoluta si indica l’indirizzo fisico dove è
allocato il valore della colonna compressa;
• colonna non ordinata e compressa: si crea un indice sulla posizione
del tipo <posizione relativa, posizione assoluta>.
Questi indici permettono di selezionare le pagine per una data chiave di
ricerca, ma la modalità con cui i dati sono strutturati dentro le pagine dipende
dalle caratteristiche dell’eventuale schema di compressione utilizzato per la
colonna.
7.2 Strutture dati ausiliarie C-STORE
Osservazione Gli indici sulla posizione sembrerebbero superflui, ma in
presenza di valori di lunghezza non costante per effetto della compressio-
ne, la sola posizione dell’i-esimo elemento non è più idonea a determinare il
corrispondente valore della colonna.
7.2.3 Indice di giunzione
Memorizzando per colonne le proiezioni ordinate su attributi diversi, per
ricostruire i record delle tabelle originarie a partire dall’insieme di proiezioni
si usano opportuni indici di giunzione contenenti posizioni, che consentono
di mantenere la corrispondenza logica tra colonne appartenenti a differenti
proiezioni [SAB+05].
Se T1 e T2 sono due proiezioni che consentono di ricostruire la tabella
originaria T , un JI dagli m elementi di T1 agli m elementi di T2 è una
sequenza di m posizioni degli elementi di T2 che sono in corrispondenza
logica con gli elementi di T1. Poiché tutti i JI sono costruiti tra proiezioni
che formano un insieme di copertura per la stessa tabella originaria, esiste
sempre una corrispondenza 1 : 1 tra gli elementi delle varie proiezioni sui cui
è costruito il JI.3
Ovviamente un JI costruito da T1 a T2 è differente da un JI costruito
da T2 a T1, in quanto si produce una lista di posizioni con ordine diverso.
In particolare dalla giunzione eseguita tramite l’indice di giunzione si otten-
gono gli elementi delle proiezioni ordinati in base alla chiave di ordinamento
relativa alla proiezione da cui si costruisce il JI.
Secondo questo concetto è possibile recuperare gli elementi di T2 secondo
l’ordine stabilito dalla chiave di ordinamento di T1. Questo è un aspetto
interessante in quanto consente di determinare la scelta della sequenza di
un sottoinsieme dei JI per ricostruire i record logici della tabella originaria
(anche parziali) secondo uno specifico ordinamento [SAB+05].
Esempio
3La tabella originaria è denominata dagli autori tabella ancora.
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Per ricostruire la tabella originaria Lineitem a partire dal seguente
insieme di proiezioni ordinate,
Lineitem1(L_Orderkey, L_Partkey, L_Suppkey | L_Orderkey)
Lineitem2(L_Linenumber, L_Quantity, L_Extendedprice, O_Orderdate | L_Quantity,
O_Orderdate)
Lineitem3(L_Orderkey, L_Linenumber, L_Returnflag, L_Shipdate | L_Linenumber)
si supponga di disporre dell’insieme degli indici di giunzione Lineitem1–
Lineitem2, Lineitem2–Lineitem3, Lineitem2–Lineitem1 e Lineitem3–Lineitem2
(Figura 7.2).
Utilizzando nella sequenza gli indici di giunzione Lineitem2–Lineitem3 e
Lineitem1–Lineitem2, si ottengono tutti gli attributi della tabella origina-
ria Lineitem ordinati per la chiave di ordinamento L_Orderkey della pro-
iezione Lineitem1, come mostrato in Figura 7.3 (inoltre si determinano
anche gli elementi dell’attributo O_Orderdate della tabella dimensiona-
le Orders in giunzione con gli elementi della tabella dei fatti Lineitem).
Attraverso l’esempio si nota la scelta della sequenza degli indici di giunzione
da utilizzare, altrimenti si perde la correttezza nella corrispondenza logica
tra gli elementi delle varie proiezioni. Quindi in generale la sequenza di scelta
termina con l’indice di giunzione costruito dalla proiezione con la chiave di
ordinamento su cui vogliamo ottenere l’ordinamento degli elementi.
Il problema della decisione della quantità e qualità dei JI da implementare
non è banale, che oltre a determinare la strategia di scelta degli JI, deve
stabilire anche in quante proiezioni dividere le tabelle, quali attributi inserire
nelle varie proiezioni e quali attributi per ciascuna proiezione costituiscono
la chiave di ordinamento.
L’impiego non moderato dei JI è molto costoso in termini di memoriz-
zazione, ma in C-Store questo problema è parzialmente risolto cercando di
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L_Linenumber L_Quantity L_Extendedprice O_Orderdate
5 10 130 10/01/2007
7 10 150 15/01/2007
4 30 100 18/01/2007
8 35 80 12/01/2007
2 35 120 15/01/2007
Lineitem2
L_Orderkey L_Linenumber L_Returnflag L_Shipdate
10 2 A 20/01/2007
12 4 R 22/01/2007
11 5 N 15/01/2007
14 7 A 20/01/2007






























Figura 7.2: Proiezioni Lineitem1, Lineitem2, Lineitem3 e un insieme di
indici di giunzione
96
7.2 Strutture dati ausiliarie C-STORE
L_Linenumber L_Quantity L_Extendedprice O_Orderdate L_Orderkey L_Returnflag L_Shipdate
5 10 130 10/01/2007 11 N 15/01/2007
7 10 150 15/01/2007 14 A 20/01/2007
4 30 100 18/01/2007 12 R 22/01/2007
8 35 80 12/01/2007 13 R 18/01/2007
2 35 120 15/01/2007 10 A 20/01/2007
Lineitem2-Lineitem3
L_Partkey L_Suppkey L_Linenumber L_Quantity L_Extendedprice O_Orderdate L_Orderkey L_Returnflag L_Shipdate
1 2 2 35 120 15/01/2007 10 A 20/01/2007
1 4 5 10 130 10/01/2007 11 N 15/01/2007
4 3 4 30 100 18/01/2007 12 R 22/01/2007
3 3 8 35 80 12/01/2007 13 R 18/01/2007
1 1 7 10 150 15/01/2007 14 A 20/01/2007
Lineitem1-Lineitem2-Lineitem3
Figura 7.3: Attributi della tabella tabella originaria Lineitem
utilizzando la sequenza di JI Lineitem2–Lineitem3 e Lineitem1–Lineitem2
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includere ciascuno attributo in diverse proiezioni diminuendo così il nume-
ro di implementazioni dei JI. Il JI viene memorizzato in file distinto senza
l’ausilio della compressione [SAB+05].4
7.3 Compressione
Si riportano le versioni degli schemi di compressione implementati in C-
Store con riferimento alle descrizioni degli schemi di Sezione 3.5 [SAB+05,
Fer05, AMF06]. Gli operatori fisici del sistema sono progettati per operare
direttamente sui dati compressi, quindi si preferisce utilizzare gli schemi che
avvantaggiano questa possibilità (Sezione 7.6).
Rimozione null In C-Store viene scelta l’implementazione di questo sche-
ma secondo la proposta riportata in [WKHM00]. Vengono permessi campi con
dimensione variabile e si codifica il numero di byte necessari per memorizzare
ciascun valore in un prefisso.
Quando i dati compressi con questo schema vengono letti, vengono imme-
diatamente decompressi ritornando blocchi di dati originali in quanto non è
possibile operare direttamente sulla struttura dei dati compressi con questo
schema.
Dizionario semplice In questo sistema lo schema del dizionario semplice
è personalizzato con le seguenti fasi:
• si calcola prima il numero di bit necessari per codificare ciascun ele-
mento della colonna, che può essere determinato dal numero di valori
distinti della colonna;
• successivamente si determina quanti di questi bit possono essere rag-
gruppati in byte e si costruisce il dizionario su queste sequenza di
bit.
4L’attuale versione di C-Store non implementa gli indici di giunzione e le interrogazioni
sono eseguite su una sola proiezione.
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Risulta possibile operare direttamente sui valori codificati attraverso ope-
razioni di mascheramento e shifting. Per ogni approfondimento di questo
schema si veda l’esempio proposto in Appendice A nella Sezione A.1.1.
Run Length Encoding (RLE) In C-Store sono presenti molte opportu-
nità per la codifica con lo schema RLE dovuto all’alta frequenza di colonne
ordinate o colonne con sequenze di valori ordinati (Sezione 7.2.1). Risul-
ta implementata sia la versione coppia <valore, numero occorrenze> che la
versione tripla <valore, posizione iniziale, numero occorrenze>. Quest’ulti-
ma versione avvantaggia certe operazioni sulle posizioni utilizzate da vari
operatori fisici.
Delta Oltre a utilizzare lo schema Delta per rappresentare sequenze di
valori, in C-Store lo si utilizza anche per sequenze di posizioni. Delta su
posizioni è considerata un’alternativa valida ai bitmap. Si applica Delta su
ogni pagina di dati, quindi se una colonna ha 10 pagine, applicando lo schema
otteniamo 10 strutture dati. Si rimanda ogni approfondimento dello schema
con relativo esempio in Appendice A nella Sezione A.1.2.
Indice a bitmap Gli autori di C-Store considerano l’indice a bitmap alla
pari di uno schema di compressione, utilizzato soprattutto per colonne che
hanno pochi valori distinti. Quindi in questo caso l’indice a bitmap sostituisce
la colonna dei valori sul quale viene costruito. Come eccezione, si utilizza in
questo capitolo questa struttura dati per confrontare questa rappresentazione
dei dati con gli altri schemi di compressione.
I bitmap dell’indice possono essere ulteriormente compressi con impli-
cazioni sulle prestazioni nell’esecuzione delle interrogazioni [AYJ00, Joh99,
WOS01, WOS02, WOSN01].
LZO Il sistema utilizza questo schema con una finestra pari a dimensione
del blocco (compressione livello blocco), quindi la posizione e la lunghezza
della corrispondenza è riferita alla prima occorrenza comparsa nel blocco.
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Quando i dati compressi con questo schema vengono letti, vengono imme-
diatamente decompressi ritornando blocchi di dati originali in quanto non è
possibile operare direttamente sulla struttura dei dati compressi con questo
schema.
Huffman e Aritmetico Questi schemi non sono stati inclusi in C-Store
in quanto gli autori affermano, in base agli esperimenti condotti, che hanno
un costo di decompressione proibitivo.
7.3.1 Analisi e conclusioni sulla scelta dello schema com-
pressione
Secondo le considerazioni degli autori, la scelta dello schema di compressione
dipende innanzitutto dalla tipologia dei dati [AMF06, Fer05]. La scelta di
ordinare le colonne (non solo per un attributo, Sezione 7.2.1) avvantaggia
gli schemi di compressione, in particolare lo schema RLE. Se il numero dei
valori distinti si mantiene basso in proporzione alla cardinalità della colonna
ordinata o alla cardinalità dei gruppi di valori ordinati (run), l’efficienza
dello schema RLE migliora ulteriormente. Altrimenti conviene utilizzare il
Dizionario, soprattutto quando i valori non sono ordinati e il numero dei
valori distinti sono alti.
La strategia di permettere agli operatori fisici di operare direttamente
sui dati compressi si dimostra rilevante ai fini delle prestazioni dell’esecuzio-
ne delle interrogazioni. Lo schema RLE, anche se non garantisce alti fattori
di compressione, risulta essere il più idoneo per questa strategia, in par-
ticolare per le operazioni di giunzione, raggruppamento e aggregazione. Si
preferisce evitare schemi con alto fattore di compressione come LZO che non
permettono di operare direttamente sui dati compressi.
La scelta degli schemi di compressione non dipende solo dalle caratteri-
stiche dei dati, ma anche dall’insieme delle interrogazioni previste. Memo-
rizzando ridondanti colonne compresse con differenti schemi, si offre all’otti-
mizzatore la possibilità di scegliere la colonna compressa più idonea per una
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data interrogazione, basandosi sulle caratteristiche degli schemi che possono
essere sfruttate dagli operatori fisici.
Questo vantaggio migliora le prestazioni dell’esecuzione delle interrogazio-
ni, a scapito di una maggiore complessità di progettazione dell’ottimizzatore,
che deve conoscere i vari modelli di costo. La complessità di progettazione
degli operatori fisici per operare direttamente sulle colonne compresse è stata
ridotta, classificando gli schemi di compressione per le proprietà intrinseche.
La scelta ottimale della colonna compressa con un dato schema per una certa
interrogazione si presenta come un problema complesso e non risulta facile
produrre una strategia completa.
In Figura 7.4 si riporta un albero di decisione che sommariamente guida
alla scelta del migliore schema di compressione da utilizzare in base alle sole
caratteristiche dei dati, determinato in base agli esperimenti effettuati dagli
autori [AMF06]. Il termine run è stato introdotto nella Sezione 7.2.1 col signi-
ficato di gruppo di valori ordinati per effetto dell’ordinamento della proiezioni
su più attributi. Il termine “località” esprime il grado di ordinamento di una
colonna, ossia quantità e qualità delle sequenze di valori ordinati [AMF06].
Si osserva che si tende a comprimere ogni colonna tramite RLE, men-
tre per le altre poche colonne con molti valori distinti (che memorizzano ad
esempio attributi di tipo chiave o che rappresentano quantità dove si effet-
tuano operazioni di aggregazione) si applicano altri schemi di compressione.
Mantenere la proprietà delle posizioni contigue aiuta certe operazioni, come
quella di giunzione oppure per recuperare gli elementi di una colonna per
posizione.
L’indice a bitmap risulta poco efficiente per comprimere i dati e per ope-
rarvi direttamente, con peggioramento delle prestazioni in caso di diversi
valori distinti. L’alto costo è dovuto all’iterazione sulla struttura bitmap per
la ricerca dei bit uguali a uno e per la decodifica richiesta per la produzione
del risultato finale dell’interrogazione. Mentre i bitmap invece risultano utili
per operazioni logiche e operazioni di restrizione sugli elementi delle colonne.































Figura 7.4: Albero decisione sulla dello schema di compressione in base alle
caratteristiche dei dati
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pressi, ma di decomprimerli prima di eseguire gli operatori fisici, utilizzando
in questo caso schemi con alto fattore di compressione come LZO, a scapito
di un abbassamento delle prestazioni di esecuzione delle interrogazioni.
7.4 Operatori fisici
Si descrivono i principali operatori fisici di C-Store, che hanno l’interfaccia
a iteratore che restituisce blocchi di dati invece che record. Si indica con O
un operatore figlio che ritorna un insieme di elementi, OBM un operatore
figlio che ritorna un bitmap, OP un operatore figlio che ritorna un insieme
di posizioni, OV un operatore figlio che ritorna un insieme di valori, OPV un
operatore figlio che ritorna coppie <posizione, valore>, Pro una proiezione,
Col una colonna, Pos e V al rispettivamente posizione e valore di un elemen-
to della colonna, A attributo di un generico record, PosList un insieme di
posizioni e ψ un predicato di restrizione della forma A θ c con θ ∈{=, <, >
. . . } [SAB+05, Fer05]:
• Decompress(Col): decomprime i dati della colonna Col.5
• Select(OPV , ψ): applica il predicato ψ sugli elementi di OPV e ritorna
il bitmap degli elementi selezionati.
• Mask(OPV , OBM): ritorna gli elementi di OPV selezionati con il bitmap
OBM .
• Project(O, {A}): ritorna la proiezione degli attributi {A} sugli elementi
di O.
• Sort(Pro, {A}): ordina i record della proiezione Pro sull’insieme degli
attributi {A}, un sottoinsieme degli attributi della chiave di ordina-
mento della proiezione Pro.
5Di fatto questo operatore fisico risulta inutilizzato in quanto ogni altro operatore può
decomprimere autonomamente i dati quando necessario.
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• GroupBy(OE, OI , {F}): raggruppa sugli attributi degli elementi di OE
e applica le funzioni di aggregazione {F} sugli attributi degli elementi
di OI . La corrispondenza logica tra gli elementi di OE con quelli di OI
avviene tramite posizione. In caso di valori non ordinati si considera
la possibilità di effettuare l’operazione di raggruppamento tramite al-
goritmi di tipo hash. L’operatore ritorna i record con gli attributi di
raggruppamento e i valori delle funzioni di aggregazione.6
• Concat({Pro}): esegue l’operazione di concatenazione tra l’insieme del-
le proiezioni {Pro} con stesso ordinamento. Per ogni record k della
proiezione, la concatenazione prende un insieme di record di lunghezza
indefinita con posizione k e ne costruisce uno che include tutti gli attri-
buti dell’insieme di record. Ad esempio Concat({[ak,1, . . . , ak,n], [bk,1,
. . . , bk,m]}) = {[ak,1, . . . , ak,n, bk,1, . . . , bk,m]}.
• Permute(Pro, JI): ordina gli elementi di Pro secondo l’ordine delle
posizioni contenute nell’indice di giunzione JI.
• Join(OVE , OVI , ψ): ritorna la giunzione tra gli elementi di OVE e gli
elementi di OVI con predicato di giunzione ψ.
• NLJoin(OPVE , OPVI , ψ): ritorna le posizioni delle coppie <posizione,
valore> di OPVE e delle coppie <posizione, valore> di OPVI in giunzione
con predicato di giunzione ψ, calcolate attraverso l’algoritmo Nested
Loop. L’operatore esegue le seguenti fasi:
– accetta in ingresso due flussi di blocchi, uno esterno e uno interno,
contenenti le coppie <posizione, valore>. Per ogni ciclo esterno e
interno si opera su un blocco alla volta;
– si confrontano i valori dei due blocchi per valutare il predicato di
giunzione;
6Le funzioni di aggregazione consentite dall’attuale versione del sistema sono Sum,
Average, Count, Max e Min.
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– se il predicato è soddisfato si produce una coppia di posizioni
corrispondenti alle coppie in giunzione;
– il risultato finale dell’operatore consiste in due flussi di blocchi
con sole posizioni, un flusso relativo alle posizioni delle coppie dei
blocchi esterni e l’altro flusso relativo alle posizioni delle coppie
dei blocchi interni (le posizioni possono essere compresse).
• BAnd(OBME , OBMI ): ritorna l’AND dei bitmap OBME e OBMI .
• BOr(OBME , OBMI ): ritorna l’OR dei bitmap OBME e OBMI .
• BNot(OBM): ritorna il NOT del bitmap OBM .
• PosFilter(OPV , ψ): ritorna le posizioni dei valori di OPV che soddisfano
il predicato ψ.
• Datasource(Col): ritorna le coppie <posizione, valore> della colonna
Col.
• PosFilterDatasource(Col, ψ): ritorna le posizioni dei valori della colonna
Col che soddisfano il predicato ψ.
• PosValFilterDatasource(Col, ψ): ritorna le coppie <posizione, valore>
della colonna Col che soddisfano il predicato ψ.
• ValFromPosDatasource(Col, OP ): ritorna le coppie <posizione, valore>
della colonna Col corrispondenti alle posizioni di OP (solo gli elementi
corrispondenti alle posizioni di OP vengono letti dalla colonna Col).
• PosValFilterConcatDatasource(O, Col, ψ): applica il predicato ψ agli ele-
menti della colonna Col che hanno la stessa posizione degli elementi di
O (solo gli elementi corrispondenti alle posizioni di O vengono letti dal-
la colonna Col). Se il predicato è soddisfatto, ogni valore della colonna
Col è concatenato con l’elemento di O che si trova in corrisponden-
za logica (stessa posizione), ritornando record della forma [posizione,
A1, . . . , An, ACol].
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• PosAnd({OP}): ritorna l’intersezione tra gli insiemi di posizioni {OP}.
• ValConcat({OPV }): ritorna la concatenazione dei valori dell’insieme {OPV }
con stessa cardinalità.
• ValFilterConcat({OPV }, {ψ}): ritorna la concatenazione delle <posizio-
ne, valore> dell’insieme {OPV } con stessa posizione se sono soddisfatti
tutti i predicati dell’insieme {ψ}. L’operatore calcola il risultato con-
trollando i vari predicati e se sono verificati viene eseguita la concate-
nazione dei valori dell’insieme {OPV } (gli elementi dell’insieme {OPV }
vengono letti tutti).
Nell’attuale versione del sistema non sono implementati gli indici di giunzio-
ne tra proiezioni e gli operatori Concat, Permute e Sort. Inoltre per motivi di
chiarezza sono stati cambiati i nomi di alcuni operatori fisici rispetto a quelli
riportati dagli autori del sistema [SAB+05, CS05].7
Gli operatori fisici che accedono a una colonna con restrizione per valore o
per posizione (PosFilerDatasource, PosValFilterDatasource, ValFromPosDatasource, Po-
sValFilterConcatDatasource) sono operatori che derivano dall’operatore Datasource,
che svolge il compito dell’accesso ai dati.
Si vedrà nelle prossime sezioni l’uso di questi operatori fisici nei piani
di accesso in base alle varie strategie adoperate dal sistema per l’esecuzione
dell’interrogazione a stella.
Esempio
Si mostra in Figura 7.5 un esempio di piano di accesso per la se-
guente interrogazione eseguita sulla proiezione Lineitem5, utilizzando
gli operatori fisici del sistema, senza l’ausilio di particolari tecniche di
ottimizzazione:
7Si è utilizzato il termine PosFilter e PosFilerDatasource per rinominare DS1, PosValFil-
terDatasource per DS2, ValFromPosDatasource per DS3, PosValFilterConcatDatasource per
DS4, PosAnd per And, ValConcat per Merge, ValFilterConcat per SPC. DS è l’acronimo di
DataSource mentre SPC è l’acronimo di Scan Predicate Construct.
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SELECT O_Custkey, SUM(L_Extendedprice)
FROM Lineitem, Orders
WHERE L_Orderkey = O_Orderkey AND L_Returnflag = ‘R’
GROUP BY O_Custkey;
Lineitem5(L_Returnflag, L_Extendedprice, O_Custkey, | L_Returnflag)
Si recuperano i valori della colonna L_Returnflag con l’operatore Data-
source e si applica il predicato di restrizione con Select, con rappresenta-
zione degli elementi selezionati tramite bitmap. Attraverso l’operatore
Mask si selezionano gli elementi delle colonne recuperati dall’operato-
re Datasource, che partecipano all’operazione di raggruppamento con












Figura 7.5: Piano utilizzando gli operatori di C-Store
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7.5 Strategie di esecuzione delle interrogazioni
a stella
C-Store esegue un’interrogazione a stella utilizzando esclusivamente la pro-
iezione che contiene gli attributi della giunzione tra la tabella dei fatti e le
tabelle dimensionali che partecipano all’interrogazione [SAB+05, Fer05].
Questa soluzione necessita che l’insieme delle interrogazioni sia noto a
priori, in modo tale da permettere all’amministratore del sistema di defini-
re le opportune proiezioni. Comunque nel caso di nuove interrogazioni non
previste, gli autori sostengono che il numero di giunzioni tra proiezioni risul-
terebbe ridotto al minimo, in quanto spesso ciascun attributo è presente in
diverse proiezioni.
Perciò l’esecuzione di un’interrogazione a stella si riduce all’esecuzione
dell’interrogazione su una sola proiezione. Nel seguito si illustrano le strategie
proposte dagli autori per eseguire questo tipo di interrogazione.
7.5.1 Strategie di esecuzione delle interrogazioni su pro-
iezione
Un piano di accesso in C-Store si rappresenta tramite un grafo diretto aciclico,
dove ogni nodo rappresenta un operatore fisico e gli archi rappresentano un
flusso di dati tra i nodi. La scelta della rappresentazione tramite grafo è
dovuta alla struttura degli operatori fisici, che possono produrre un flusso di
dati indirizzato a più di un nodo (i dati sono mantenuti in memoria in una
sola copia).
Il processo con cui i valori delle colonne vengono aggiunti al risultato
intermedio prodotto durante l’esecuzione del piano di accesso viene definito
dagli autori del sistema materializzazione [AMDM07].
Il sistema, per eseguire un’interrogazione che coinvolge tabelle dello sche-
ma a stella, non utilizza le fasi del piano di accesso a stella mostrato in
Sezione 2.5, in quanto l’obiettivo è quello di eseguire l’interrogazione su
108
7.5 Strategie di esecuzione delle interrogazioni a stella C-STORE
una sola proiezione per interrogazione per limitare l’uso della giunzione.
Gli autori descrivono due principali strategie per eseguire un’interrogazione:
materializzazione anticipata e materializzazione posticipata.
Nel seguito descriveremo queste due strategie e le applicheremo per pro-
durre dei piani di accesso utilizzando la seguente interrogazione eseguita sulla
proiezione Lineitem6 e adoperando gli operatori fisici disponibile nel sistema:
SELECT L_Linenumber, L_Shipdate
FROM Lineitem
WHERE L_Linenumber = :ConstL AND L_Shipdate = :ConstS;
Lineitem6(L_Linenumber, L_Returnflag, L_Shipdate | L_Shipdate)
Strategia materializzazione anticipata Questa strategia tende ad ac-
cedere immediatamente alle colonne con gli attributi che partecipano all’in-
terrogazione, per poi concatenare gli elementi recuperati e successivamente
applicare i predicati di restrizione. Si aggiungono gli elementi al risultato in-
termedio del piano di accesso prima possibile al momento del primo accesso
alla colonna, se ovviamente l’attributo della colonna è utilizzato da qualche
successivo operatore o se partecipa al risultato finale.
Si consideri il piano di accesso di Figura 7.6. L’operatore fisico PosValFil-
terDatasource ritorna coppie <posizione, valore> relative agli elementi della
colonna L_Shipdate che soddisfano il predicato di restrizione. Con l’operato-
re PosValFilterConcatDatasource, attraverso le posizioni delle coppie precedenti si
leggono i soli corrispondenti elementi della colonna L_Linenumber, che vengono
concatenati alle coppie se soddisfano il predicato di restrizione. La strategia
per eseguire un’interrogazione con un piano di accesso di questo tipo viene
chiamata dagli autori early materialization in pipelined.
Un altro possibile piano di accesso è mostrato in Figura 7.7, dove l’operatore
ValFilterConcat ritorna i valori concatenati delle due colonne solo se i predicati di
restrizione vengono soddisfatti. Tutti gli elementi delle due colonne vengono
letti. Quest’altra soluzione viene chiamata parallel early materialization.
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Figura 7.7: Piano di accesso prodotto con la strategia parallel early materialization
Strategia materializzazione posticipata Con questa strategia, al pri-
mo accesso a ciascuna colonna si applica il relativo predicato di restrizione
per ottenere l’insieme locale di posizioni per rappresentare gli elementi che
partecipano all’interrogazione (le posizioni possono essere rappresentate da
bitmap, liste o intervalli). In seguito si applica la restrizione su posizione su
altre colonne e si intersecano i vari insiemi locali di posizioni per ottenere
l’insieme globale delle posizioni che rappresenta gli elementi che partecipano
al risultato dell’interrogazione (attributi di raggruppamento, di aggregazio-
ne e di proiezione). Infine si riaccede tramite l’insieme globale di posizioni
alle colonne per recuperare i valori degli attributi e concatenarli. L’obiettivo
in questa soluzione è ritardare il più possibile la concatenazione tra colonne
(quindi è una strategia opposta alla precedente), supponendo che il numero
degli elementi da concatenare si riduca all’avanzare dell’esecuzione del piano
di accesso. Questa strategia usa la rappresentazione degli elementi con strut-
ture analoghe mostrate in Sezione 2.5 per eseguire le fasi del piano di accesso
a stella (liste di posizioni invece che bitmap).
Si consideri il piano di accesso in Figura 7.8. L’operatore fisico PosFil-
terDatasource ritorna posizioni relative agli elementi della colonna L_Shipdate
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che soddisfano il predicato di restrizione. Le posizioni vengono utilizzate
dall’operatore ValFromPosDatasource per leggere i corrispondenti elementi da
L_Linenumber, che sono successivamente ristretti dall’operatore PosFilter attra-
verso il predicato per ottenere le posizioni che rappresentano gli elementi
delle due colonne che partecipano al risultato dell’interrogazione. Quindi si
riaccede alle colonne con gli operatori ValFromPosDatasource per recuperare con
le posizioni gli elementi e concatenarli tramite l’operatore ValConcat. La stra-
tegia per eseguire un interrogazione con un piano di accesso di questo tipo












Figura 7.8: Piano di accesso prodotto con la strategia pipelined late
materialization
Un altro possibile piano di accesso è mostrato in Figura 7.9. Si distingue
dal piano precedente per la creazione di due separati insiemi di posizioni per
ogni rispettiva colonna in base al proprio predicato di restrizione tramite gli
operatori PosFilterDatasource. I due insiemi vengono intersecati con l’operatore
PosAnd e il recupero degli elementi con successiva concatenazione procede
come nel caso precedente. Questa soluzione prende il nome di parallel late
materialization.
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Figura 7.9: Piano di accesso prodotto con la strategia parallel late materialization
L’operatore ValFromPosDatasource, utilizzato in questi esempi di piano di ac-
cesso relativi alla strategia della materializzazione posticipata per recuperare
i valori tramite le posizioni, comporta un costo tendenzialmente nullo se gli
elementi dell’attributo della colonna sono rimasti in memoria dopo il relativo
caricamento effettuato dall’operatore PosFilterDatasource (le colonne L_Shipdate
e L_Linenumber sono lette due volte).
Si riportano le seguenti considerazioni sulle caratteristiche delle due prin-
cipali strategie [AMDM07]:
• Materializzazione anticipata:
– un solo accesso alle colonne e tendenza alla concatenazione di tutti
gli elementi appena letti;
– la scelta di concatenare gli elementi delle colonne prima possibile
comporta l’eventuale decompressione dei dati, perdendo il van-
taggio di operare direttamente su strutture compresse. Inoltre la
decompressione aumenta la quantità di memoria necessaria per i
mantenere i dati.
• Materializzazione posticipata:
– la rappresentazione degli elementi dei risultati intermedi del piano
di accesso tramite posizioni occupa meno spazio rispetto ai valori,
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considerando inoltre che l’insieme delle posizioni può essere com-
presso con la possibilità di operare direttamente sulla struttura
dati delle posizioni compresse;
– operare su posizioni permette di ritardare il recupero dei valori
delle colonne, con la possibilità di ridurre l’ammontare dei va-
lori da recuperare per effetto dell’esecuzione degli operatori (in
particolare operatori per la restrizione). Per produrre il risultato
dell’interrogazione si dovrà concatenare solo un sottoinsieme degli
elementi;
– rimandando la concatenazione tra colonne, si mantengono i van-
taggi di operare sui dati compressi, considerando inoltre che i dati
compressi riducono l’occupazione della memoria;
– si presenta lo svantaggio del doppio accesso alle colonne che par-
tecipano all’interrogazione: il primo accesso avviene per estrar-
re le posizioni e il successivo accesso per il recupero dei valori
corrispondenti.
Questo ulteriore costo di acceso può essere contenuto attraverso
un apposita struttura dati per mantenere nello spazio di memo-
ria centrale dopo il primo accesso, i blocchi delle colonne da cui
dovranno successivamente essere estratti i valori [AMDM07]. Il co-
sto si ridurrebbe alla sola scansione delle colonne in memoria per
estrarre i valori corrispondenti alle posizioni (il costo aumenta se
le posizioni non sono ordinate). Questa struttura dati viene chia-
mata dagli autori multicolonna e viene riportata una descrizione
approfondita in Appendice A nella Sezione A.3.
7.5.2 Strategie di materializzazione nell’esecuzione del-
la giunzione
In questa sezione si applicano le strategie di materializzazione precedente-
mente illustrate all’operazione di giunzione tra proiezioni, anche se l’attuale
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versione dell’ottimizzatore delle esecuzioni del sistema è progettato per coin-
volgere una sola proiezione [AMDM07], ma in futuro gli autori estenderan-
no l’ottimizzatore delle interrogazioni per eseguire le giunzioni con queste
strategie. Consideriamo l’interrogazione seguente
SELECT L_Shipdate, O_Orderdate
FROM Lineitem, Orders
WHERE L_Orderkey = O_Orderkey AND L_Shipdate > ‘01/01/2007’
AND O_Orderdate > ‘01/01/2007’;
eseguita sulle seguenti proiezioni senza l’ausilio di indici di giunzione.
Lineitem3(L_Orderkey, L_Linenumber, L_Returnflag, L_Shipdate | L_Linenumber)
Orders2(O_Orderkey, O_Orderdate | O_Orderdate)
Nella strategia della materializzazione anticipata, gli elementi delle colonne
sono sempre acceduti e concatenati prima della giunzione. Un piano di accesso















Figura 7.10: Piano di accesso prodotto con la strategia materializzazione
anticipata
Diverse alternative invece vengono proposte per il caso della strategia della
materializzazione posticipata, dove solo le colonne coinvolte dal predicato
di giunzione partecipano all’operazione di giunzione, che ritorna coppie di
posizioni.
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Un piano di accesso per questa strategia è mostrato in Figura 7.11, do-
ve l’operatore NLJoin produce coppie di posizioni relative agli elementi delle
proiezioni Lineitem3 e Orders2 in giunzione. Le posizioni relative alla proiezio-
ne Lineitem3 sono indirizzate all’operatore ValFromPosDatasource di sinistra per
recuperare gli elementi di L_Shipdate, mentre le posizioni relative alla proie-
zione Orders2 sono indirizzate all’operatore ValFromPosDatasource di destra per
















Figura 7.11: Piano di accesso prodotto con la strategia materializzazione
posticipata
Di solito gli algoritmi di giunzione producono le posizioni degli elemen-
ti della colonna esterna con ordinamento, mentre per la colonna interna le
posizioni degli elementi non risultano ordinate (esempio in Figura 7.12). Il
motivo è dovuto dal fatto che gli elementi della colonna esterna sono iterati
in sequenza e quindi si rispetta l’ordine, mentre per la colonna interna si cer-
cano gli elementi in corrispondenza che soddisfano il predicato di giunzione.
La restrizione di altre colonne tramite le posizioni del risultato di giunzione
relative alla colonna esterna risulta relativamente poco costoso per il vantag-
gio apportato dall’ordinamento (ad esempio ValFromPosDatasource(L_Shipdate)
nel piano di accesso in Figura 7.11, mentre nel caso della colonna interna
con posizioni non ordinate la restrizione delle colonne risulta più costoso,
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Figura 7.12: Risultato dell’operazione di giunzione prodotto dall’operatore fisico
NLJoin formato dalle coppie di posizioni relative alle proiezioni Lineitem3 e Orders2
considerando anche la possibilità che alcune posizioni possono ripetersi (ad
esempio ValFromPosDatasource(O_Orderdate) nel piano di accesso in Figura 7.11.
Per ridurre il costo della restrizione tramite le posizioni del risultato di
giunzione relative alla colonna interna si possono introdurre due semplici
soluzioni:
• soluzione ibrida, dove per la proiezione esterna si fa partecipare alla
giunzione solo la colonna o le colonne che fanno parte della condizione
di giunzione, mentre per quanto riguarda la proiezione interna si fanno
partecipare alla giunzione tutte le colonne, oltre a quelle che fanno parte
della condizione di giunzione, che partecipano al risultato dell’interro-
gazione, anticipando di fatto la concatenazione prima della giunzione
per evitare il successivo costo di recupero degli elementi;
• soluzione multicolonna, dove per la proiezione esterna si fa partecipa-
re alla giunzione solo la colonna o le colonne che fanno parte della
condizione di giunzione, mentre per la proiezione interna, le colonne
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che fanno parte della condizione di giunzione e quelle che partecipa-
no al risultato dell’interrogazione sono mantenute in memoria tramite
l’apposita struttura dati multicolonna. Se ad ogni passo di iterazio-
ne dell’algoritmo di giunzione la verifica del predicato di giunzione è
soddisfatta, si recuperano tramite la posizione gli elementi delle altre
colonne derivanti dalla proiezione interna che partecipano al risulta-
to per un’immediata concatenazione. È evidente che questa tecnica è
utilizzabile se il predicato di giunzione è molto selettivo per recupera-
re pochi elementi che devono essere concatenati, considerando anche
il fatto che per la proiezione interna gli stessi elementi possono essere
concatenati più volte.
Utilizzando l’interrogazione e le proiezioni proposte all’inizio di questa sot-
tosezione, un possibile piano di accesso che utilizza la soluzione ibrida o

















Figura 7.13: Piano di accesso ottimizzato prodotto con la strategia
materializzazione posticipata
Fino ad adesso abbiamo trascurato le posizioni del risultato di giunzione re-
lative alla proiezione esterna, in quanto il costo per il recupero degli elementi
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ha un impatto minore rispetto alla proiezione interna per il vantaggio of-
ferto dell’ordinamento delle posizioni. Per migliorare le prestazioni anche di
questo caso, se il predicato di giunzione è molto selettivo o il risultato della
giunzione deve essere raggruppato e aggregato, si preferisce la strategia della
materializzazione posticipata, altrimenti quella della materializzazione anti-
cipata con il piano dia accesso di tipo parallel early materialization potrebbe
risultare più conveniente.
7.5.3 Esperimenti e analisi prestazioni dei piani di ac-
cesso prodotti con le strategie di materializzazione
Dagli esperimenti condotti dagli autori si deuce che in generale per le inter-
rogazioni con predicati di restrizione altamente selettivi (40%−60%), i piani
di accesso prodotti con le strategie di tipo pipelined risultano avere un costo
di esecuzione minore rispetto ai piani di accesso prodotti con le strategie di
materializzazione di tipo parallel, in quanto tramite le posizioni prodotte al-
l’inizio del piano di accesso attraverso l’applicazione di un primo predicato
di restrizione, si accede solo a un sottoinsieme ristretto degli elementi delle
colonne durante l’esecuzione del piano di accesso [AMDM07].
Per predicati poco selettivi, non conviene restringere la colonna tramite
posizioni e poi applicarvi il predicato, in quanto il costo della ricerca dei
vari elementi in corrispondenza delle posizioni risulta maggiore della diretta
applicazione del predicato su tutta la colonna. Se i dati risultano compressi,
la valutazione cambia a seconda dello schema compresso.
Gli autori del sistema hanno reso pubblici i risultati delle loro sperimen-
tazioni per valutare in dettaglio sotto quali condizioni è preferibile usare una
certa strategia per eseguire una data interrogazione. Si riconsideri lo schema
a stella proposto ad inizio capitolo in Figura 7.1 con i dati generati dal gene-
ratore di TPC-H [TPC99] con scala 10, dove la dimensione del DW è circa
10 Gbyte con la tabella dei fatti Lineitem contenente 60 milioni di record. Si
consideri la seguente interrogazione:
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SELECT L_Linenumber, L_Shipdate
FROM Lineitem
WHERE L_Linenumber < :ConstL AND L_Shipdate < Y;
eseguita sulla proiezione Lineitem7
Lineitem7(L_Linenumber, L_Quantity, L_Returnflag, L_Shipdate | L_Returnflag,
L_Shipdate, L_Linenumber)
dove ConstL è una costante che rappresenta una selettività del 96%, mentre
Y varia. Le colonne L_Returnflag e L_Shipdate sono compresse con lo schema
RLE. Si utilizza la struttura dati multicolonna descritta in Appendice A nella
Sezione A.3 per mantenere in memoria un sottoinsieme degli elementi della
colonna.
A seconda della variazione del predicato di restrizione Y , dell’eventua-
le compressione o rappresentazione con bitmap della colonna L_Linenumber,
otteniamo le valutazioni riportate in Tabella 7.1 per la scelta della miglio-
re strategia di esecuzione dell’interrogazione (nei piani di accesso di tipo
pipelined si applica prima il predicato di restrizione sulla colonna L_Shipdate).
Se i dati della colonna L_Linenumber non sono compressi, conviene ridurre
il numero di accessi alle colonne tramite i piani di accesso di tipo pipelined,
dato che il primo predicato applicato alla prima colonna del piano di accesso è
altamente selettivo e gli elementi della seconda colonna del piano di accesso
da recuperare sono pochi. Con bassa selettività, i piani di accesso di tipo
pipelined risultano meno efficienti in quando accedere per posizione risulta più
costoso che iterare su tutta la colonna, quindi i piani di accesso di tipo early
materialization in parallel risultano più efficienti. Si può affermare che nel
caso di dati non compressi la scelta è basata sul costo di concatenazione per
singolo record, dove ogni record è formato dagli elementi delle varie colonne
che sono in corrispondenza logica.
Nel caso con compressione RLE, conviene lasciare i dati compressi fino
a che sui dati non siano state applicate le restrizioni. Con la strategia della
materializzazione anticipata dobbiamo invece decomprimere i dati per poter
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(a) Risultati
Compressione L_Linenumber Selettività Y Strategie migliore
No compressione ≤ 50% EM-Pip
(alta selettività) e LM-Pip








EM-Pip pipelined early materialization
EM-Par parallel early materialization
LM-Pip pipelined late materialization
LM-Par parallel late materialization
Tabella 7.1: Risultati della valutazione sulla scelta della strategia di esecuzione
dell’interrogazione
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eseguire la concatenazione tra le colonne. Si ricorda che la struttura dei dati
compressi permette di agevolare l’applicazione dei predicati di restrizione.
Infatti il costo dell’interrogazione in questo caso si riduce alla concatenazione
degli elementi che partecipano al risultato dell’interrogazione.
Con i dati rappresentati tramite bitmap conviene ridurre al massimo la
rappresentazione degli elementi che partecipano al risultato dell’interroga-
zione, dato che accedere alle colonne tramite le posizioni rappresentate dal
bitmap risulta avere un certo costo.
Adesso si consideri la seguente interrogazione con raggruppamento e ag-
gregazione eseguita sulla proiezione Lineitem7:
SELECT L_Shipdate, SUM(L_Linenumber)
FROM Lineitem
WHERE L_Linenumber < :ConstL AND L_Shipdate < Y
GROUP BY L_Shipdate;
Lineitem7(L_Linenumber, L_Quantity, L_Returnflag, L_Shipdate | L_Returnflag,
L_Shipdate, L_Linenumber)
con stesse considerazioni fatte nella precedente interrogazione su ConstL, Y
e compressione. L’operazione di raggruppamento e aggregazione è effettuata
alla fine del piano di accesso. Si utilizza anche in questo caso la struttura
dati multicolonna per mantenere in memoria un sottoinsieme degli elementi
della colonna.
Le valutazioni sulla strategia sono riportate in Tabella 7.2. Nel caso senza
compressione, si ritarda il recupero dei dati da raggruppare e aggregare con
la strategia della materializzazione posticipata per ridurre l’ammontare degli
elementi.
Nel caso particolare con compressione RLE, utilizzando la strategia della
materializzazione posticipata si riduce molto il costo di esecuzione dell’e-
secuzione dell’interrogazione, in quanto le operazioni di raggruppamento e
aggregazione vengono effettuate sui dati compressi (la struttura RLE offre
un vantaggio massimo per questi tipi di operazioni).
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Compressione L_Linenumber Selettività Y Scelta strategia migliore
No compressione ≤ 60% LM-Pip e LM-Par
No compressione > 60% EA-Par
RLE indifferente LM-Pip e LM-Par
Bitmap indifferente LM-Par
Tabella 7.2: Risultati della valutazione sulla scelta della strategia di esecuzione
dell’interrogazione di raggruppamento e aggregazione
Nella rappresentazione bitmap anche in questo caso conviene ridurre l’am-
montare degli elementi da recuperare dalle colonne tramite le posizioni rap-
presentate da bitmap.
7.5.4 Conclusioni strategie di materializzazione per ese-
guire le interrogazioni
La scelta del punto ottimale del piano di accesso di un’interrogazione dove
eseguire la concatenazione tra gli elementi delle colonne non è immediata
[AMDM07].
La strategia della materializzazione posticipata ha il vantaggio di concate-
nare un sottoinsieme degli elementi delle colonne per effetto dell’applicazione
di predicati di restrizione, ma comporta costi addizionali per il duplice acces-
so alla stessa colonna per recuperare tramite le posizioni gli elementi, anche
se il costo del successivo accesso è ridotto per l’uso della struttura dati mul-
ticolonna. Perciò la strategia della materializzazione anticipata può risultare
a volte preferibile.
Come buona euristica da seguire, se l’interrogazione prevede raggruppa-
mento e aggregazione oppure i predicati di restrizione sono altamente selettivi
oppure le colonne sono compresse, si consiglia la strategia della materializ-
zazione posticipata. Altrimenti se i dati non devono essere raggruppati e
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aggregati, i predicati sono poco selettivi e le colonne sono non compresse, si
consiglia la strategia della materializzazione anticipata.
Per l’operazione di giunzione conviene materializzare la proiezione inter-
na prima della giunzione o durante se è prevista la struttura dati multi-
colonna per mantenere in memoria le colonne che partecipano al risultato
dell’interrogazione.
7.5.5 Concatenazione
L’operazione di concatenazione tra gli elementi delle colonne, che apparten-
gono allo stesso record logico, avviene tramite l’utilizzo di liste di posizioni.
7.6 Esecutore delle interrogazioni con compres-
sione
Gli operatori fisici di C-Store sono stati progettati per operare direttamen-
te sui dati compressi, limitando a pochi casi la necessità di decomprimerli
in base allo schema di compressione utilizzato e al tipo di operazione da
eseguire. In C-Store questa tecnica incide sul miglioramento delle prestazio-
ni di esecuzione delle interrogazioni, al costo di una maggiore complessità
di progettazione dei singoli operatori fisici e del gestore delle interrogazioni
(ottimizzatore ed esecutore delle interrogazioni) [AMF06, Fer05].
Per operare sui dati compressi, un primo approccio consiste nel progettare
ogni operatore fisico in modo da poter operare su qualsiasi schema di com-
pressione. Questa soluzione risulta poco plausibile per l’elevata complessità
nell’implementazione di ciascun operatore e riduce l’estendibilità nel caso di
nuovi schemi in quanto occorrerebbe modificare ciascun operatore. Si riporta
in Appendice A nella Sezione A.2.1 un esempio che mostra la complessità di
implementazione dell’operatore fisico NLJoin nel caso venisse progettato per
operare su qualsiasi rappresentazione compressa.
Un approccio opposto si basa nell’implementare l’operatore fisico in un
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numero di versioni pari al numero di schemi di compressione utilizzati dal
sistema, ma anche questa soluzione risulta improponibile. Ad esempio, con-
siderando n schemi di compressione previsti nel sistema, un operatore di
giunzione tra due colonne dovrebbe essere implementato in n2 versioni, in
quanto ogni colonna potrebbe essere compressa con n schemi differenti.
L’approccio di C-Store si basa sul nascondere i dettagli degli schemi di
compressione, provvedendo agli operatori fisici un insieme di strumenti per
il trattamento dei dati compressi. Con questa soluzione si riesce a ridurre la
complessità di progettazione degli operatori fisici e la complessità di gestione
dei vari schemi di compressione.
La tradizionale interfaccia dei DBMS con iteratore su record utilizzata
per operare sugli elementi di una colonna non può essere adoperata in un
contesto dove si opera direttamente su dati compressi, perché questo signifi-
cherebbe decomprimere almeno una parte dei dati per restituirli in formato
record. Perciò in C-Store si utilizza un iteratore su blocchi di dati (block
oriented).8 Ogni blocco è di dimensione variabile con dimensione massima
pari a quella di una pagina e contiene dati compressi generalmente di una
parte di colonna, senza alcuna restrizione su come sono organizzati gli ele-
menti della colonna all’interno del blocco. A livello logico, i dati all’interno
del blocco sono generalmente una sequenza di coppie <posizione, valore>
(in alcuni casi sequenza di valori o sequenza di posizioni).
Il blocco fornisce agli operatori fisici un’interfaccia comune per una sem-
plice gestione dei dati compressi e per nasconderne i dettagli sull’organizza-
zione fisica. Si classificano i vari schemi di compressione in base alle proprietà
della struttura dei dati compressi contenuta nel blocco, offrendo agli opera-
tori fisici un insieme di metodi che sfruttano queste proprietà per ottimizzare
le loro operazioni sui dati compressi. I principali metodi dell’interfaccia sono
mostrati in Appendice A nella Sezione A.2.2.
Gli schemi di compressione spesso creano strutture dati che rappresenta-
no un sottoinsieme dei dati della colonna che si adattano al modello blocco
8Il metodo getNext() ritorna blocchi di dati e non record.
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(ad esempio ciascuna coppia o tripla RLE viene inserita in un blocco distin-
to). Inoltre la scelta della granularità in blocchi permette anche un’adeguata
gestione della colonna in memoria, caricando solo un sottoinsieme di valori
necessari, senza caricare interamente la colonna.
Si mostra in Appendice A nella Sezione A.2.3 un esempio di implementa-
zione in pseudocodice dell’operatore fisico NLJoin per operare su qualsiasi rap-
presentazione compressa dei dati, sfruttando tramite l’interfaccia del blocco
le proprietà dei blocchi contenenti dati compressi.
La memorizzazione all’interno del blocco della posizione dei valori può
risultate a una prima analisi superflua. Ma gli schemi di compressione in-
fluiscono sull’organizzazione fisica dei dati, quindi possono alterare l’ordine
originale dei dati di una colonna. Il blocco a sua volta non garantisce l’ordine
con cui consegna i dati agli operatori fisici. Inoltre nel caso di valori identici,
questi devono essere identificati univocamente. Perciò per specificare un’i-
stanza di un valore occorre indicare anche la relativa posizione, ottenendo
così coppie <posizione, valore>.
Quindi gli operatori fisici a livello logico ricevono coppie, che rappre-
sentano la sequenza originale degli elementi della colonna. Le coppie sono
consegnate in blocchi in formato compresso, dove ogni blocco astrae un sot-
toinsieme delle coppie di una colonna. L’indice sulla posizione creato sulla co-
lonna permette una veloce ricerca del valore corrispondente a una particolare
posizione (Sezione 7.2.2).
Si riportano in Appendice A nella Sezione A.2.4 alcuni esempi di utilizzo
dell’interfaccia del blocco su alcuni blocchi compressi con vari schemi.
La tipologia dello schema di compressione utilizzato per le varie colonne,
influisce sul tempo di esecuzione delle interrogazioni, in particolare può ri-
durre il costo di esecuzione di certi operatori fisici. Quindi anche la possibilità
di permettere a ciascun operatore fisico di scegliere lo schema di compres-
sione più idoneo con cui produrre il proprio risultato, anche differente dallo
schema di compressione con cui si presentano i dati d’ingresso, può avvan-
taggiare l’esecuzione degli altri operatori padri che si trovano nel resto del
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piano di accesso (ad esempio NLJoin ritorna posizioni non compresse oppure
in formato compresso Delta o bitmap). Ciò conferma che la scelta dello sche-
ma di compressione dipende anche dall’insieme delle interrogazioni previste
[Fer05].
Gli operatori fisici possono convertire i blocchi compressi da uno schema
all’altro per agevolare l’esecuzione delle proprie operazioni, sfruttando certe
proprietà di un blocco compresso ottenute con uno specifico schema. Questa
operazione è costosa e quindi occorre valutare la convenienza di questa pro-
cedura per il rischio di perdere l’eventualmente beneficio acquisito. Infatti a
seconda degli schemi implicati, in alcune conversioni occorre prima decompri-
mere interamente il blocco e poi ricomprimerlo con il nuovo schema. Inoltre
i risultati intermedi prodotti durante la conversione potrebbero non essere
contenuti interamente in memoria centrale.
Si completa in Appendice A nella Sezione A.2.5 la descrizione dei prin-
cipali operatori fisici del sistema con le ottimizzazioni previste per operare
direttamente sui dati compressi.
7.7 Ottimizzatore delle interrogazioni
C-Store non dispone di un completo ottimizzatore delle interrogazioni per
la scelta di un buon piano di accesso. Le strutture e gli strumenti richiesti
dall’ottimizzatore sono a questa fase del progetto indefiniti. Gli autori hanno
intenzione di progettare l’ottimizzatore con il modello della stima dei costi.
Sorgono vari livelli di complessità nella progettazione [SAB+05, Fer05]:
1. accesso ai dati tramite gli indici oppure procedere con la scansione
sequenziale (in entrambi i casi si utilizzano gli operatori fisici della
classe Datasource);
2. quando applicare le eventuali restrizioni sul valore o sulla posizione;
3. la memorizzazione di ciascuna colonna con differenti schemi di com-
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pressione costringe l’ottimizzatore nella scelta della colonna compressa
da utilizzare per una particolare interrogazione;
4. quale schema di compressione utilizzare per i risultati intermedi;
5. se e quando rappresentare gli elementi tramite le posizioni (eventual-
mente compresse);
6. quali proiezioni utilizzare per un data interrogazione (l’attuale versione
utilizza solo una proiezione per interrogazione e gli indici di giunzione
non sono implementati);
7. dagli esperimenti emergono problematiche relative al cache missing: un
blocco prodotto da una pagina è passato a tutti gli operatori prima
di produrre un nuovo blocco. Quando si va a recuperare il prossimo
blocco, la pagina nel frattempo è stata tolta dalla cache.
Il terzo e quarto livello sono quelli più delicati da valutare, in quanto un certo
schema di compressione può incidere molto sulle prestazioni di un operatore
fisico. Sarà necessario limitare lo spazio di ricerca dei piani (pruning) per non
aumentare esponenzialmente la complessità.
7.8 Esperimenti e analisi prestazioni finali
Gli autori confrontano le prestazioni del sistema C-Store relativamente al mo-
dulo RS dedicato alla gestione di dati statici con altri due commerciali DBMS
relazionali, uno con approccio di memorizzazione per righe mentre l’altro per
colonne. Per l’esperimento viene utilizzato una versione semplificata del ben-
chmark TPC-H (uno schema a fiocco di neve con due tabelle dimensionali)
con fattore di scala 10, con un insieme di interrogazioni derivate da quelle
proposte dal benchmark [TPC99].9
9Per le caratteristiche sulla piattaforma hardware e software sui cui sono stati fatti gli
esperimenti e su altri dettagli si faccia riferimento alla documentazione [SAB+05, Fer05].
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Per eseguire le interrogazioni proposte, sono state implementate un in-
sieme di proiezioni. Le stesse proiezioni, sotto forma di viste materializzate,
sono state implementate anche per gli altri due sistemi commerciali per non
avvantaggiare il sistema C-Store.
I risultati riportati in [SAB+05] dimostrano che C-Store risulta avere pre-
stazioni superiori, dove le interrogazioni vengono eseguite con una velocità
di media di circa 6.5 volte superiore rispetto al DBMS per righe e circa 4.5
volte rispetto al DBMS per colonne, oltre a occupare uno spazio di memoriz-
zazione nettamente inferiore, sia rispetto al sistema per righe che quello per
colonne. Inoltre permettendo agli operatori fisici di operare direttamente sui
dati compressi, si aumenta la velocità di esecuzione delle interrogazioni fino
al doppio rispetto all’esecuzione su dati decompressi [Fer05].
7.9 Conclusioni
In questo capitolo è stato descritto il sistema C-Store, che memorizza per
colonne le proiezioni, che corrispondono a tipi di viste materializzate forma-
te da un insieme di attributi di una o più tabelle dello schema relazionale.
Ogni proiezione è ordinata per un sottoinsieme degli attributi e la corrispon-
denza logica tra gli elementi di colonne appartenenti alla stessa proiezione è
determinata dalla posizione non memorizzata. Mentre la corrispondenza logi-
ca tra elementi di colonne appartenenti a differenti proiezioni è determinata
attraverso indici di giunzione.
La scelta di organizzare gli attributi in proiezioni risulta efficiente se la
maggior parte delle interrogazioni sono conosciute a priori affinché si possa
determinare in modo idoneo l’insieme delle proiezioni [SAB+05], ma questa
condizione risulta spesso inapplicabile in quanto negli ambienti di supporto
alle decisioni le interrogazioni sono di natura estemporanea.
Le interrogazioni a stella vengono eseguite generalmente su singola pro-
iezione, che contiene attributi di giunzione tra la tabella dei fatti e le tabelle
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dimensionali. Con questa soluzione si evitano le operazioni di giunzione, ma
occorre definire con maggiore attenzione l’insieme delle proiezioni del sistema.
Vengono individuate due principali strategie, in base al processo con cui i
valori delle colonne vengono aggiunti al risultato intermedio prodotto durante
l’esecuzione del piano di accesso (materializzazione). Nella materializzazio-
ne anticipata si recuperano prima possibile dalle colonne gli elementi per
aggiungerli ai risultati intermedi del piano di accesso. Mentre nella materia-
lizzazione posticipata, al momento dell’accesso alle colonne, si rappresentano
gli elementi che partecipano al risultato dell’interrogazione tramite insiemi
di posizioni, attraverso i quali si recuperano successivamente gli elementi
per produrre la risposta dell’interrogazione. La scelta della strategia più ido-
nea è basata soprattutto sul fattore di selettività dell’interrogazione, sulla
presenza di operazioni di raggruppamento e aggregazione, e sull’eventuale
rappresentazione compressa delle colonne.
Si fa uso massiccio della compressione, dove la determinazione del miglior
schema dipende dalla natura dei dati e dall’eventuale ordinamento, ma anche
dall’insieme delle interrogazioni previste nel sistema. Gli operatori fisici sono
progettati per operare direttamente sui dati compressi, sfruttando le caratte-
ristiche e le proprietà delle strutture dati create dagli schemi di compressione.
Questa soluzione incide sulle prestazioni di esecuzione delle interrogazioni,





Monet, sviluppato a partire dal 1992 al CWI dell’Università di Amsterdam,
è un sistema che utilizza l’approccio di memorizzazione per colonne non spe-
cificatamente per la gestione di data warehouse, ma per la gestione di basi di
dati orientate ad applicazioni generiche. Il sistema è progettato per ottenere
massime prestazioni in sistemi paralleli e multiprocessore, con largo uso del-
la memoria centrale e con la possibilità di modificare ed estendere le proprie
funzionalità [BK94, BK99, Bon02].
8.1 Strutture di memorizzazione dei dati
Ogni attributo delle tabelle dello schema a stella viene memorizzato, insieme
a un identificatore di tipo intero generato dal sistema chiamato OID (Ob-
ject IDentifier), in una tabella binaria (Binary Association Table, BAT ),
formando coppie della forma <OID, attributo>. Il campo di sinistra del
BAT è chiamato testa, mentre quello di destra coda. Ogni record del BAT,
denominato dagli unità binaria (Binary UNit, BUN ), è di lunghezza fissa.
Ogni BAT è implementato in una struttura distinta e memorizzato per righe
[BK99, Bon02].
La corrispondenza logica tra i valori di attributi differenti contenuti nel
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campo coda del BAT avviene tramite gli OID contenuti nel campo testa,
consentendo di ricostruire i record di ciascuna tabella originaria.1 Quindi i
record di differenti BAT derivati da una specifica tabella originaria e che
appartengono allo stesso record logico hanno identico OID.
Il BAT con attributo A derivato dalla tabella originaria T viene rappre-
sentato con lo schema di relazione di nome T -A. Considerando per esempio la





L’identificativo OID può essere paragonato alla memorizzazione della posi-
zione relativo al valore dell’attributo contenuto nel BAT, ma non necessaria-
mente la sequenza degli OID inizia dal valore uno.
Quando si accede a un BAT, tutto il contenuto viene caricato interamente
in memoria centrale. Se la memoria centrale non è sufficiente a contenere il
BAT (per motivi legati alla dimensione del BAT o per l’esaurimento della
memoria), si utilizza la memoria virtuale gestita dal sistema operativo.
La struttura BAT è rappresentata da un descrittore, che contiene tre
puntatori (Figura 8.2):
• al descrittore della testa, per informazioni sulla sequenza di OID;
• al descrittore della coda, per informazioni sui dati contenuti (tipo di
dato ecc);
• al descrittore dei record, che contiene informazioni sull’insieme dei re-
cord del BAT (BUN Heap), come ad esempio il riferimento al primo e
ultimo record, cardinalità del BAT ecc.
1La struttura BAT di Monet è analoga alla tabella binaria implementata in DSM, dove
i valori degli attributi sono identificati attraverso il surrogato anziché da OID.
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O_Orderkey O_Custkey O_Orderdate
O_Ok 1 O_Ck 1 O_Od 1
O_Ok 2 O_Ck 2 O_Od 2
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 2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Figura 8.1: Tabella Orders memorizzata per BAT
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Descrittore BAT














Figura 8.2: Caratteristiche principali della struttura BAT
8.2 Strutture dati ausiliarie
Il sistema fornisce due categorie di strutture dati ausiliarie per velocizzare
l’accesso ai dati [BK99, Bon02].
8.2.1 Descrittori
Alla prima categoria appartengono i descrittori dei dati, che vengono ag-
giunti al BAT oltre a quelli già presenti per fornire diverse rappresentazioni
dei dati. Il descrittore più interessante risulta essere quello per agevolare le
operazioni di restrizione sui dati. Nel caso in cui i valori dell’attributo del
BAT siano ordinati, l’operatore di restrizione (che sarà descritto più avanti)
crea un descrittore dei record aggiuntivo, contenente i riferimenti agli estremi
dell’intervallo dell’insieme dei record che soddisfano il predicato di restrizio-
ne. Si rimanda alla documentazione la descrizione dei descrittori più banali,
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come ad esempio quello per invertire il puntatore al descrittore testa con il
puntatore al descrittore coda.
8.2.2 Search accelerator
La seconda categoria consiste in strutture dati implementate per agevolare
certe operazioni di ricerca, denominate dagli autori search accelerator. Il siste-
ma mette a disposizioni due strutture di base, tabella hash con bucket-chain
e T-tree, tipicamente implementate sul campo testa del BAT. Si possono
implementare altre nuove strutture dati definite dall’utente.
8.2.3 Ordinamento
I valori degli attributi vengano memorizzati nei BAT nella stessa sequenza
della tabella originaria, perciò i BAT risultano ordinati su OID.
Gli autori propongono la possibilità di effettuare una copia dei BAT di
interesse per ordinarli sull’attributo, al fine di agevolare alcune operazioni
come la restrizione o il raggruppamento dei dati. In questo caso si valuta la
convenienza di creare un indice a liste invertite sull’attributo come tipo di
struttura dati ausiliarie [Bon02].
8.2.4 Indice di giunzione
L’indice di giunzione è rappresentato da un BAT che contiene le coppie di
OID degli elementi che sono in giunzione [Bon02].
Gli autori del sistema prevedono l’implementazione dell’indice di giun-
zione solo per alcune tabelle, nei casi in cui l’operazione di giunzione risulta
particolarmente costosa.
8.3 Compressione
Gli OID di ciascun BAT derivato da una tabella originaria sono valori conti-
gui di tipo intero a partire da un valore base. Perciò nella struttura del BAT
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si memorizza solo il valore di base nel descrittore del campo testa, determi-
nando l’i-esimo OID del record attraverso la somma tra i e il valore di base
(VOID, Virtual OID) [BK99, Bon02].
Come si vedrà in seguito, la struttura BAT viene utilizzata anche per con-
tenere i risultati intermedi prodotti durante l’esecuzione dell’interrogazione.
In questo caso i valori degli OID del BAT non sono generalmente contigui e
quindi non si applica questa tecnica di rappresentazione.
I valori dell’attributo del BAT, nel caso di pochi valori distinti, posso-
no essere codificati con lo schema dizionario semplice (Sezione 3.5). I dati
del dizionario sono accessibili tramite il descrittore del campo coda relati-
vo all’attributo e i valori dell’attributo sono codificati con la posizione degli
elementi del dizionario.2
8.4 Operatori MIL
I piani di accesso per eseguire le interrogazioni vengono prodotti attraver-
so un linguaggio interprete estendibile denominato MIL (Monet Interpreter
Language) [BK99, Bon02].3
MIL è un linguaggio procedurale strutturato a blocchi, che provvede un
algebra chiusa formata da un insieme di operatori per eseguire operazioni
sui BAT, con un iteratore su record.4 Gli operatori MIL accettano come
parametri BAT e ritornano BAT (gli autori parlano di iteratore su BAT),
quindi durante l’esecuzione di un’interrogazione tradotta in linguaggio MIL,
i risultati intermedi vengono tutti materializzati. Gli operatori possono esse-
re invocati tramite notazione prefissa op(espr1, espr2), con notazione infissa
2Gli autori chiamano questo schema enumeration type.
3Monet include il modulo per tradurre il linguaggio SQL in MIL. Oltre al modello rela-
zionale con linguaggio di interrogazione SQL, Monet supporta anche il modello a oggetti
con linguaggio di interrogazione OQL. Altri moduli possono essere aggiunti.
4Ci si riferisce con il termine “operatori MIL” a quelli previsti dal linguaggio MIL.
Non possono essere definiti operatori fisici come quelli utilizzati dai tradizionali sistemi in
quanto sono implementati differentemente (Sezione 8.6).
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(espr1 op espr2) oppure con notazione a oggetti espr1.op(espr2). Gli opera-
tori MIL utilizzano le strutture dati ausiliarie per aumentare l’efficienza di
esecuzione delle operazioni (Sezione 8.2).
Il linguaggio MIL permette una elevato grado di estendibilità, permetten-
do l’aggiunta di nuovi operatori definiti dall’utente.5
Si riportano i principali operatori MIL dell’algebra BAT in notazione
prefissa, indicando con H e T rispettivamente il campo testa e coda di un
BAT, h un elemento di H e t un elemento di T , con OID i valori del campo
sono tutti di tipo OID, ψ un predicato di restrizione della forma T θ c con
θ ∈{=, <, > . . . }:
• Reverse(BAT [H, T ]): ritorna la rappresentazione del BAT in forma
BAT[T, H], ossia inverte la testa con la coda. Questo risultato non
viene materializzato ma si utilizza un descrittore (Sezione 8.2).
• Mark(BAT [H, T ], oidbase): ritorna la rappresentazione del BAT in for-
ma BAT[T, OID], dove in coda sono inseriti valori di tipo OID con
valori sequenziali a partire da una base oidbase. Questo risultato non
viene materializzato ma si crea un descrittore che contiene il valore di
base oidbase per determinare il resto dei valori OID non memorizzati
attraverso la posizione dei record del BAT (Sezione 8.2).
• Mirror(BAT [H, T ]): ritorna la rappresentazione del BAT in forma
BAT[H, H], ossia i valori del campo testa vengono duplicati nel campo
coda. Anche in questo caso il risultato non viene materializzato, ma
al descrittore coda viene assegnato lo stesso puntatore del descrittore
testa.
• Unique(BAT [H, T ]): ritorna un BAT contenente i record distinti.
• Order(BAT [H, T ]): ritorna un BAT contenente i record ordinati per
il campo coda T .
5Per l’estensione si utilizza il modulo MEL (Monet Extension Language).
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• Select(BAT [H, T ], ψ): ritorna un BAT[H, null], che contiene solo i
valori di tipo OID nella testa corrispondenti agli elementi della coda
che soddisfano il predicato ψ, con valori nulli nella coda.
• Join(BAT1[H1, T1], BAT2[H2, T2]): ritorna un BAT[H1, T2] con i re-
cord in giunzione con la condizione di giunzione T1 = H2. Questo
operatore viene utilizzato anche per determinare, attraverso gli OID,
gli elementi di BAT derivati dalla stessa tabella originariache sono in
corrispondenza logica.
• Semijoin(BAT1[H1, T1], BAT2[H2, T2]): ritorna il BAT1 con solo i re-
cord che sono in giunzione con BAT2 con la condizione di giunzione
H1 = H2. Come l’operatore precedente, anche questo operatore vie-
ne utilizzato per determinare gli elementi che sono in corrispondenza
logica.
• Multijoin(f , {BAT1[H1, T1], . . ., BAT2[Hn, Tn]}): effettua una multi-
giunzione con la condizione di giunzione sui campi testa H1 = . . . = Hn,
applicando la funzione f ai corrispondenti valori delle code in giunzione.
I valori della testa in giunzione e il risultato di f vengono inseriti come
risultato in un BAT.
• Group(BAT [OIDH , T ]): ritorna un BAT[OIDH , OIDT ], eseguendo il
raggruppamento sul campo coda T del BAT , identificando i gruppi
tramite i valori di OIDH. Si assegna ad ogni elemento ti del campo
coda T , il valore della testa OIDH corrispondente al primo elemento
della coda t che ha lo stesso valore di ti. Il campo coda OIDT con i
valori di tipo OID che identificano i gruppi non viene ordinato.
In Figura 8.3 è mostrato un esempio di applicazione dell’operatore sul
BAT con attributo L_Returnflag.
• Group2(BAT1[OIDH1, OIDT1], BAT2[OIDH2, T2]): ritorna un BAT
[OIDH1 , OIDT ], che contiene la suddivisione in sottogruppi di BAT2
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Figura 8.3: Esempio di applicazione dell’operatore Group.
secondo i gruppi determinati nel BAT1. BAT1 è stato prodotto dal-
l’operatore precedente Group. Quindi si esegue il raggruppamento sui
campi coda di BAT1 e BAT2, identificando i gruppi tramite i valori di
tipo OID della testa OIDH2 di BAT2. Si assegna al campo coda del
risultato BAT il valore di tipo OID della testa di BAT2 del primo cor-
rispondente gruppo della sequenza formato dai campi coda di BAT1 e
BAT2.
In Figura 8.4 è mostrato un esempio di applicazione dell’operatore,
dove BAT1 è il risultato di Group(Lineitem-L_Returnflag) e BAT2 è Lineitem-
L_Shipdate.6
• Aggregate(g, BAT1[H1, OID1], BAT2[OID2, T2],): applica la funzio-
ne di aggregazione g ∈ (SUM, MAX, MIN, COUNT ecc) ai valori della
coda T2 (attributo di aggregazione) secondo i raggruppamenti determi-
6L’operatore originale riportato dagli autori è denominato Group ed è di tipo polimorfo,
ma per chiarezza è stato rinominato per distinguere questa versione con due parametri da
quella precedente con un parametro.
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Figura 8.4: Esempio di applicazione dell’operatore Group2
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nati da BAT1, che è il risultato derivato dell’operatore Group o Group2.
La corrispondenza logica tra i record di BAT1 e di BAT2 è determinata
dai valori di tipo OID contenuti in OID1 e OID2.7
• Table(orderby, {BAT1[H1, T1], . . ., BAT2[Hn, Tn]}): ritorna in formato
record i valori delle code dei BAT passati come parametri che sono in
corrispondenza logica, calcolata tramite una multi-giunzione con algo-
ritmo nested loop con la condizione di giunzione sui campi testa di tipo
OID H1 = . . . = Hn. Il risultato è ordinato per la sequenza orderby e
non viene materializzato.
Per determinare la corrispondenza logica tra gli elementi degli attributi in-
clusi nei vari BAT si utilizzano gli operatori Join e Semijoin.
Nel caso di BAT con valori codificati (Sezione 8.3), gli operatori MIL
cercano di non decodificare i valori nell’eseguire le operazioni sui BAT, ma
codificano con lo stesso dizionario gli eventuali parametri. Ad esempio l’o-
peratore MIL Select, che seleziona gli elementi del BAT che soddisfano la
condizione di restrizione passata come parametro, non decodifica i valori del-
l’attributo, ma codifica il valore della condizione per eseguire il confronto con
i valori codificati del BAT.
Alcuni operatori MIL inseriscono nei campi del BAT valori di tipo nullo
per diminuire la dimensione del risultato intermedio quando questi campi
non vengono utilizzati, come ad esempio l’operatore Select.
8.5 Strategia di esecuzione delle interrogazioni
a stella
L’interrogazione a stella viene eseguita utilizzando il piano di accesso ordina-
rio descritto in Sezione 2.5, senza l’ausilio di tecniche o particolari strategie
[BK99, Bon02]:
7Gli autori denominano questo operatore “Pump”.
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1. Restrizione: si applicano i predicati di restrizione alle tabelle che par-
tecipano alla giunzione, accedendo ai BAT che contengono gli attributi
della condizione dei predicati. Si produce per ogni tabella un BAT con
gli OID degli elementi selezionati.
2. Giunzione: attraverso i BAT con gli OID degli elementi selezionati, si
accede ai BAT che contengono gli attributi della condizione di giunzione
per eseguire la giunzione. Gli elementi in giunzione sono rappresentati
da un BAT per ogni tabella della giunzione con gli OID.
3. Risultato finale: attraverso i BAT con gli OID degli elementi in giun-
zione si accede ai BAT che contengono gli attributi che partecipano
al risultato dell’interrogazione, per recuperare i valori per eseguire le
operazioni di raggruppamento, aggregazione e di proiezione.
La rappresentazione dei risultati intermedi del piano di accesso avviene at-
traverso l’utilizzo della struttura BAT, anche nel caso siano necessari solo gli
identificatori OID contenuti nel campo testa, dove in questo caso nel campo
coda i valori sono insignificanti e perciò la coda può contenere valori di tipo
nullo.
Si riporta come esempio un piano di accesso in Figura 8.5 prodotto utiliz-
zando gli operatori MIL per la seguente interrogazione a stella eseguita sullo
schema a stella di Figura 2.1. Il piano di accesso è rappresentato attraverso
la struttura ad albero per motivi di chiarezza, mentre la rappresentazione in
linguaggio MIL è riportata in Appendice B in Sezione B.1.
SELECT L_Partkey, SUM(L_Quantity)
FROM Lineitem, Orders
WHERE L_Orderkey = O_Orderkey AND O_Orderdate = ‘01/01/2007’
AND O_Custkey = 7
GROUP BY L_Partkey;
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Figura 8.5: Piano di accesso ad albero
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8.5.1 Concatenazione
Durante l’esecuzione dell’interrogazione, non vengono effettuate operazioni
di concatenazione, sia durante la creazione di risultati intermedi che nella
creazione del risultato finale. La rappresentazione dei dati è sempre lasciata
in formato BAT [BK99, Bon02]. La corrispondenza logica tra i record dei
vari BAT è calcolata tramite l’operazione di equi-giunzione sul campo di
tipo OID, spesso tramite l’utilizzo dell’algoritmo merge join in quanto i BAT
solitamente sono ordinati per il campo OID.
Per mostrare il risultato finale in stile per righe come nel modello relazio-
nale, si utilizza l’operatore MIL Table (Sezione 8.4).
8.6 Ottimizzatore delle interrogazioni
L’interrogazione viene convertita in un programma MIL, dove le istruzioni so-
no formate da una sequenza di istanze degli operatori MIL. Vengono introdot-
te due fasi del processo di ottimizzazione delle interrogazioni chiamate otti-
mizzazione strategica e tattica, rispetto alle tradizionali fasi di ottimizzazione
logica e fisica [BK99, Bon02]:
• ottimizzazione strategica, viene deciso l’ordine di esecuzione delle ope-
razioni logiche dell’algebra relazionale (restrizione, giunzione ecc) at-
traverso la sequenza degli operatori MIL utilizzati per tradurre l’inter-
rogazione (ad ogni operazione dell’algebra relazionale corrisponde uno
o più operatori MIL);
• ottimizzazione tattica, a tempo di esecuzione ciascun operatore MIL
decide con quale algoritmo viene eseguito.
L’ottimizzazione strategica e tattica non devono essere confuse rispettiva-
mente con quelle logica e fisica dei tradizionali DBMS.
L’ottimizzazione logica permette di scegliere la sequenza di esecuzione
delle operazioni logiche dell’algebra relazionale. Mentre l’ottimizzazione fisi-
ca dipende dal modello dei costi e si sceglie uno o più operatori fisici, tra
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quelli disponibili nel sistema, per determinare l’algoritmo con cui eseguire
la relativa operazione logica dell’algebra relazionale (accesso con indice o se-
quenziale, la giunzione eseguita con algoritmo merge join o nested loop ecc).
MIL è indipendente dal linguaggio di interrogazione, quindi non si può segui-
re i criteri di ottimizzazione logica e fisica utilizzati dai tradizionali DBMS
relazionali.
Gli operatori del linguaggio MIL, confrontandoli con i sistemi tradizionali,
rappresentano sia gli operatori logici dell’algebra relazionale sia gli operatori
fisici. L’ottimizzazione strategica di Monet corrisponde all’ottimizzazione lo-
gica e a una parte dell’ottimizzazione fisica dei tradizionali DBMS, in quanto
si determina l’ordine di esecuzione degli operatori dell’algebra relazionale e
con quali operatori MIL eseguire tali operazioni. Ma la determinazione del-
l’algoritmo con cui si esegue ciascun operatore MIL viene deciso a tempo di
esecuzione durante la fase tattica, che corrisponde all’altra parte dell’ottimiz-
zazione fisica dei tradizionali sistemi. Questo semplifica il processo di ottimiz-
zazione, in quanto si riduce lo spazio di ricerca del piano di accesso migliore,
distribuendo tale onere tra i vari operatori MIL a tempo di esecuzione.
La scelta dell’algoritmo da parte dell’operatore MIL è basata sulle infor-
mazioni generali del sistema (carico processore, memoria centrale disponibile
ecc.) e soprattutto sulle proprietà dei BAT passati come parametri all’opera-
tore. Tali proprietà sono ricavate attraverso l’accesso al descrittore del BAT.
Si rimanda all’Appendice B in Sezione B.2 ogni approfondimento sulla scelta
degli algoritmi da parte degli operatori MIL.
L’ottimizzatore delle interrogazioni in Monet è stato progettato con que-
sta soluzione in quanto gli autori affermano che l’ottimizzatore delle inter-
rogazioni dei tradizionali sistemi è limitato dai seguenti problemi [BK99,
Bon02]:
• non si conosce la reale situazione del sistema al momento dell’esecuzione
dell’interrogazione. Non è possibile intervenire a tempo di esecuzione;
• si stimano i risultati intermedi degli operatori con il rischio di propa-
gazione degli errori di valutazione sul resto degli operatori, dato che
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la stima di un’operazione dipende generalmente da stime di operazioni
precedenti (il risultato di un operatore è in ingresso come parametro di
un altro operatore);
• la complessa ricerca di un buon piano di accesso richiede molte risorse
del sistema.
Questi problemi in Monet vengono risolti attraverso l’ottimizzazione tattica.
Come descritto precedentemente, gli operatori MIL materializzano tutti i
risultati intermedi, perciò quando un operatore MIL inizia l’esecuzione, tutta
l’informazione su suoi parametri è conosciuta in quanto prodotta da operatori
precedenti e le decisioni su come l’operatore deve eseguire l’operazione sono
basate su dati reali e non su stime. Inoltre si possono ricavare informazioni
sullo stato del sistema a tempo di esecuzione, dove si possono attuare in
tempo reale strategie più idonee per eseguire certe operazioni tramite la scelta
dell’algoritmo di esecuzione più appropriato.
Lo spazio di ricerca del piano migliore presente nei tradizionali sistemi, si
riduce in Monet alla scelta dell’algoritmo più appropriato da parte di ciascun
operatore MIL durante l’ottimizzazione della fase tattica.
Mentre nei tradizionali sistemi il miglior piano di accesso risulta essere
quello che esegue l’interrogazione nel minor tempo possibile, in Monet è quello
corrispondente al programma MIL che produce la dimensione dell’insieme dei
risultati intermedi più ridotta, dato che non è possibile sapere a priori quali
algoritmi specifici vengono scelti per eseguire gli operatori MIL.
8.7 Esecutore delle interrogazioni per proces-
sori superscalari
I tradizionali DBMS relazionali tendono ad avere un basso numero IPC (istru-
zioni per secondo) sui moderni processori superscalari, soprattutto in presen-
za di applicazioni intensive come quelle di analisi multidimensionali dei dati
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previste in ambienti di supporto alle decisioni.8 Questa scarsa efficienza è do-
vuta per il mancato sfruttamento delle caratteristiche dei processori di ultima
generazione, ottimizzati per eseguire operazioni in pipelined [BZN05].
Gli autori di Monet hanno progettato a partire dal 2005 un nuovo esecu-
tore delle interrogazioni chiamato X100, che sfrutta la tecnologia pipelined.
Il linguaggio di interrogazione è una generica algebra relazionale al posto del
tradizionale SQL. L’interrogazione non è tradotta in comandi MIL, ma sono
stati implementati degli operatori fisici progettati per eseguire operazioni in
pipelined su dati organizzati in piccoli vettori indipendenti, ottimizzati per
essere contenuti in memoria cache.9
Ogni vettore contiene un sottoinsieme di dati di un attributo estratto dal
relativo BAT tramite l’operatore fisico di accesso ai dati. In X100 si utiliz-
za un iteratore su vettori, a differenza della versione MIL dove si trattano
interi BAT alla volta. I vettori di dati oggetto di restrizioni non vengono mo-
dificati ma si utilizza un vettore di posizioni per rappresentare gli elementi
selezionati. La dimensione di base del vettore è di 1024 valori, ma può essere
modificata secondo le caratteristiche del sistema. Si preferisce che i vettori
siano di dimensione idonea a essere contenuti interamente in memoria ca-
che, perciò non possono essere troppo grandi, ma neanche troppo piccoli, in
quanto aumenta il costo per la chiamata di funzione dell’iteratore per otte-
nere il successivo vettore e soprattutto si riduce la possibilità di effettuare
parallelismo nel processore.
Si rimanda ogni approfondimento del nuovo esecutore X100 progettato
per sistemi superscalari, tuttora in corso di implementazione, alla documen-
tazione [BZN05].
8Spesso IPC risulta in questi ambienti inferiore a uno.
9Gli autori per le loro ricerche hanno eseguito gli esperimenti sui processori superscalari
commerciali più diffusi come Itanium2 di Intel e AthlonMP di AMD.
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8.8 Esperimenti e analisi prestazioni
Gli autori non riportano significativi confronti tra le prestazioni di Monet e
quelle di altri sistemi commerciali, limitandosi a eseguire un’interrogazione
(senza giunzioni) del benchmark TPC-H [TPC99]. Quindi non è possibile
valutare in modo completo le prestazioni di questo sistema [BK99, BZN05].
8.9 Conclusioni
In questo capitolo è stato presentato Monet, un flessibile ed estendibile si-
stema con memorizzazione dei dati per colonne, non ottimizzato specificata-
mente per interrogazioni di analisi multidimensionale su data warehouse, ma
per la gestione di BD orientate ad applicazioni generiche (GIS, multimediali
ecc) [BK94, BK99, Bon02].
Gli attributi delle tabelle della base di dati vengono memorizzati se-
paratamente in tabelle binarie, che contengono un identificatore OID per
determinare la corrispondenza logica tra i valori degli attributi.
Vengono implementate diverse tipologie di strutture dati ausiliarie, sia
per fornire diverse rappresentazioni dei dati delle tabelle binarie, sia per
agevolare le operazioni sulle tabelle binarie.
Non sono attuate particolari strategie specifiche per eseguire interroga-





Le tecnologie dei tradizionali DBMS relazionali orientati ad applicazioni
OLTP con memorizzazione dei dati per righe si sono dimostrate inadeguate
nei DWMS. Sono state presentate le caratteristiche di sistemi che adottano
la memorizzazione dei dati per colonne, un approccio basato sull’organiz-
zazione fisica dei dati per attributo, che negli ultimi anni ha suscitato un
rinnovato interesse per le operazioni di solo lettura come quelle eseguite su
data warehouse in ambienti di supporto alle decisioni.
Ovviamente la sola soluzione di memorizzare i dati per colonne non è
sufficiente a migliorare le prestazioni delle complesse interrogazioni di analisi
multidimensionali dei dati richieste da applicazioni OLAP. Quindi il DWMS
viene esteso con nuove strutture dati e valide tecniche ottimizzate per il
trattamento di grandi quantità di dati con estrazione di sottoinsiemi di dati
raggruppati e aggregati attraverso differenti modalità, con la revisione di
alcuni moduli dello schema fisico e logico del sistema.
Si confrontano le caratteristiche dei vari sistemi per colonne su vari aspet-
ti esaminati in questo documento: strutture di memorizzazione dei dati, de-
terminazione della corrispondenza logica tra elementi, strutture dati ausi-
liarie, ordinamento dei dati, indici di giunzione, compressione e tecniche di
esecuzione delle interrogazioni a stella.
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9.1 Confronti e analisi delle caratteristiche dei
vari sistemi per colonne
Strutture di memorizzazione dei dati Si considera la modalità di me-
morizzazione dei dati per colonne utilizzata dai vari sistemi (Tabella 9.1).
Escluso C-Store, i sistemi memorizzano i valori degli attributi nella stessa
sequenza della tabella originaria. Inoltre i sistemi DSM e Monet aggiungono
nella struttura di memorizzazione un identificatore, formando tabelle binarie.
Sistemi Strutture di memorizzazione dei dati
DSM tabella binaria con coppie del tipo <surrogato, attributo>
Curio colonna del tipo <attributo>
SADAS colonna del tipo <attributo>
C-Store proiezione del tipo <{attributi}>
Monet tabella binaria del tipo <OID, attributo>
Tabella 9.1: Sistemi confrontati sulle strutture di memorizzazione dei dati
Corrispondenza logica Si considera l’elemento che determina la corri-
spondenza logica tra gli elementi di diverse strutture di memorizzazione dei
dati implementate dai vari sistemi, per permette di specificare gli elemen-
ti che appartengono allo stesso record logico della tabella tabella originaria
(Tabella 9.2). La corrispondenza logica viene utilizzata per eseguire l’opera-
zione di concatenazione tra elementi di colonne derivate dalla stessa tabella
originaria (Sezione 2.5.1).
Strutture dati ausiliarie Si considerano le principali strutture dati au-
siliare presenti nei vari sistemi per velocizzare le operazioni richieste per
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Sistemi Elemento che determina la corrispondenza logica
DSM surrogato
Curio posizione non memorizzata
SADAS posizione non memorizzata
C-Store posizione non memorizzata
Monet OID
Tabella 9.2: Sistemi confrontati sull’elemento che determina la corrispondenza
logica
eseguire le complesse interrogazioni di analisi multidimensionale dei dati
(Tabella 9.3).1
Sistemi Strutture dati ausiliarie
DSM 2 copie per ogni tabella binaria: 1 ordinata per attributo e 1 ordinata per surrogato
Curio nessuna
SADAS indici a liste invertite anche multiattributo e colonne con le codifiche
C-Store indici sul valore o posizione a seconda dell’ordinamento della colonna
Monet descrittori ausiliari e acceleratori di ricerca
Tabella 9.3: Sistemi confrontati sulle strutture dati ausiliarie utilizzate
Ordinamento Si considera l’ordinamento delle strutture di memorizzazio-
ne dei dati presenti nei vari sistemi per agevolare l’esecuzione delle interroga-
zioni, in particolare le operazioni di restrizione, giunzione e raggruppamento
(Tabella 9.4). Nel caso in cui l’ordinamento non è previsto, i sistemi memo-
1Gli indici di giunzione e le strutture dati utilizzate per ottimizzare le interrogazioni a
stella non sono riportate in questo paragrafo.
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Sistemi Ordinamento Descrizione
DSM SI tabella binaria ordinata sia per surrogato che per attributo
Curio NO
SADAS NO
C-Store SI proiezioni ordinate per un sottoinsieme degli attributi
Monet NO
Tabella 9.4: Sistemi confrontati sull’aspetto dell’ordinamento dei dati
rizzano i valori degli attributi secondo la sequenza della tabella originaria,
valutando la possibilità di ordinare qualche struttura di memorizzazione solo
in casi particolari.
Indici di giunzione Si considerano gli indici di giunzione (JI) implemen-
tati dai vari sistemi per ogni chiave esterna della tabella dei fatti, per agevo-
lare le costose operazioni di giunzione (Tabella 9.5). Risulta che gli indici di
Sistemi JI Descrizione
DSM SI tabella binaria con coppie di surrogati
Curio SI colonna con RID
SADAS SI colonna con RID
C-Store SI JI tra proiezioni, colonna con posizioni della proiezione
Monet SI tabella binaria con coppie di OID
Tabella 9.5: Sistemi confrontati sulla struttura indice di giunzione
giunzione sono implementati da tutti i sistemi, ma con alcune differenze:
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• DSM: il JI è una tabella binaria che contiene le coppie di surrogati degli
elementi della tabella dei fatti e della tabella dimensionale in giunzione;
• Curio: il JI è una colonna che contiene i RID degli elementi della tabella
dimensionale in giunzione con la tabella dei fatti. La corrispondenza
logica tra i RID dell’indice di giunzione e gli elementi della tabella dei
fatti è determinata dalla posizione;
• SADAS: il JI è una colonna che contiene i RID degli elementi della
tabella dimensionale in giunzione con la tabella dei fatti. La corrispon-
denza logica tra i RID dell’indice di giunzione e gli elementi della tabella
dei fatti è determinata dalla posizione;
• C-Store: il JI è tra proiezioni per determinare la corrispondenza logica
tra colonne derivate dalla stessa tabella originaria ordinate differente-
mente. L’indice di giunzione è una colonna contenente le posizioni degli
elementi della proiezione Pj che sono in giunzione con gli elementi della
proiezione Pi. La corrispondenza logica tra gli elementi dell’indice di
giunzione e gli elementi di Pi è determinata dalla posizione. Nell’attuale
versione del sistema non sono implementati gli indici di giunzione;
• Monet: il JI è una tabella binaria che contiene le coppie di OID degli
elementi della tabella dei fatti e quelli della tabella dimensionale che
sono in giunzione. L’indice di giunzione è implementato in casi rari
e quindi le giunzioni solitamente vengono eseguite senza l’ausilio di
questa struttura dati.
Compressione Si considerano i principali schemi di compressione utilizzati
dai vari sistemi (Tabella 9.6). C-Store è risultato l’unico sistema con tutti gli
operatori fisici progettati per operare direttamente sui dati compressi. In
generale gli altri sistemi eseguono le operazioni sui dati decompressi.
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Sistemi Compressione Principali schemi di compressione
DSM SI RLE con moderazione
Curio SI vari schemi, si comprimono anche i JI
SADAS SI compressione lista RID degli indici
C-Store SI vari schemi, si privilegia RLE; si opera su dati compressi
Monet SI dizionario semplice e rappresentazione di OID contigui
Tabella 9.6: Sistemi confrontati sull’utilizzo degli schemi di compressione
Strategie di esecuzione delle interrogazioni a stella Si considera il
tipo di piano di accesso utilizzato dai vari sistemi per eseguire le interrogazioni
a stella (Tabella 9.7, Sezione 2.5):
Sistemi Piano di accesso
DSM a stella
Curio a stella
SADAS a stella e anticipazione GROUP BY
C-Store su singola proiezione
Monet ordinario
Tabella 9.7: Sistemi confrontati sul tipo di piano di accesso utilizzato per eseguire
le interrogazioni a stella
• DSM: utilizza il piano di accesso a stella con l’utilizzo di indici di giun-
zione, con supporto di liste di surrogati e indici di giunzione temporanei
per rappresentare gli elementi che partecipano al risultato dell’interro-
gazione;
• Curio: utilizza il piano di accesso a stella con l’utilizzo di indici di
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giunzione, con supporto di bitmap e indici di giunzione temporanei per
rappresentare gli elementi che partecipano al risultato dell’interroga-
zione;
• SADAS: utilizza il piano di accesso a stella con l’utilizzo di indici di
giunzione, con supporto di bitmap per rappresentare gli elementi che
partecipano al risultato dell’interrogazione. Si ottimizza l’operazione di
raggruppamento con calcolo di funzioni di aggregazione, anticipandola
prima della giunzione per diminuire l’entità degli elementi sui cui effet-
tuare la giunzione (Sezione 6.6). In particolare per questa ottimizzazio-
ne si utilizza l’indice a liste invertite, l’indice parziale multiattributo a
liste invertite sulla combinazione degli attributi delle chiavi esterne con
valori codificati (GDO), la colonna con le codifiche (CLI) e la colonna
con le codifiche della combinazione degli attributi delle chiavi esterne
con valori codificati (GDI) (Sezione 6.2.2).
• C-Store: l’attuale versione del sistema esegue l’interrogazione a stella
su singola proiezione utilizzando le strategie di materializzazione (Se-
zione 7.5.1), con supporto di insiemi di posizioni per rappresentare gli
elementi che partecipano al risultato dell’interrogazione;
• Monet: utilizza il piano di accesso ordinario prodotto con le tipiche
tecniche di ottimizzazione dei tradizionali DBMS, in quanto non è stato
progettato esclusivamente per data warehouse.
Riepilogo degli aspetti esaminati per i vari sistemi Si riporta il rie-
pilogo degli aspetti esaminati in questo capitolo per i vari sistemi per colonne
(Tabella 9.8).
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Aspetti DSM Curio SADAS C-Store Monet
Memorizzazione tab. binaria colonna colonna proiezione tab. binaria
Cor. logica surrogato posizione posizione posizione OID
Str. ausiliarie copie tab. binarie NO indici e codifiche indici varie
Ordinamento SI NO NO SI NO
JI SI SI SI SI SI
Compressione SI SI SI SI SI
Piano di accesso a stella a stella a stella su singola ordinario
+ GROUP BY proiezione




A.1 Approfondimento schemi di compressione
A.1.1 Dizionario semplice
Si procede con un esempio di compressione tramite la versione dello schema
Dizionario semplice implementato da C-Store.
Esempio
Una colonna C ha 32 valori distinti che vengono codificati con 5 bit
(25 = 32). Un byte può contenere uno di questi valori con 3 bit di
scarto, 2 byte possono contenere 3 valori con 1 bit di scarto, 3 by-
te possono contenere 4 valori con 4 bit di scarto ecc. Supponiamo di
scegliere il formato 2 byte, in quanto è la rappresentazione che ci per-
mette di avere meno scarto di bit: in questo caso il dizionario contiene
le corrispondenze tra ogni possibile combinazione dei tre valori a 5 bit
e i valori originali (dizionario con 215 = 32768 entrate). Quindi se il
valore 1 è codificato con i bit 00000, il valore 25 con 00001 e il valore 31
con 00010, la sequenza di questi tre valori nel dizionario corrisponde a
X000000000100010 = 31 25 1 (lettura da destra a sinistra, carattere X
per specificare il bit di scarto). Quindi leggendo 2 byte si decodificano
ben tre valori. La scelta del numero di byte per codificare i valori non
156
A.1 Approfondimento schemi di compressione APPENDICE C-STORE
dipende soltanto dalla decisione di scegliere il formato con il minor nu-
mero di bit di scarto, ma anche dalla dimensione della memoria cache
dove viene allocato il dizionario. Inoltre il dizionario può essere ridotto
con un numero di entrate pari al numero dei valori distinti della relati-
va colonna codificata, senza la necessità di rappresentare ogni possibile
insieme dei tre valori a 5 bit. Utilizzando operazioni di mascheramento
e shifting (»), si passa facilmente dalla rappresentazione codificata a
quella originale:
(X000000000100010 & 0000000000011111) » 0 = 00010 = 31)
(X000000000100010 & 0000001111100000) » 5 = 00001 = 25)
(X000000000100010 & 0111110000000000) » 10 = 00000 = 1)
Quando si applica un predicato di restrizione su una colonna compressa con
questo schema, si codifica il valore del predicato con lo stesso dizionario e poi
si applica la restrizione sulla colonna per la ricerca dei valori codificati che
soddisfano il predicato.
La colonna codificata e il dizionario vengono memorizzati in file distinti.
Se i dati della colonna sono ordinati, sia il dizionario costruito con questo
schema che la colonna con i valori codificati con il dizionario risultano or-
dinati. Su entrambi viene creato un indice primario sul valore e un indice
secondario sulla posizione, entrambi organizzati a B+–albero. Se i dati della
colonna non sono ordinati, sul dizionario e sulla colonna codificata si crea
solo un indice sulla posizione.
A.1.2 Delta
Si procede con un esempio di compressione tramite la versione dello schema
Delta su posizioni implementato da C-Store.
Esempio
Si consideri la colonna L_Linenumber con la sequenza di valori 1, 2, 3,
4, 5, 1, 2, 3, 4, 5, 5, 4, 3, 2, 1, 1, 2, 3, 4, 5. Raggruppando per ciascun
valore distinto le posizioni, si ottengo le liste:
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• valore 1 con le posizioni 1, 6 ,15, 16;
• valore 2 con le posizioni 2, 7 ,14, 17;
• valore 3 con le posizioni 3, 8 ,13, 18;
• valore 4 con le posizioni 4, 9 ,12, 19;
• valore 5 con le posizioni 5, 10 ,11, 20;
Applicando adesso lo schema Delta su queste liste di posizioni si ottie-
ne:
• valore 1 con (1, 5, 9, 1);
• valore 2 con (2, 5, 7, 3);
• valore 3 con (3, 5, 5, 5);
• valore 4 con (4, 5, 3, 7);
• valore 5 con (5, 5, 1, 9);
dove la prima posizione è la base su cui si inizia a calcolare le diffe-
renze e viene utilizzata per ricostruire le posizioni. Questa soluzione è
conveniente quando i valori distinti, sui cui vengono applicati gli sche-
mi Delta su posizioni, sono pochi. Lo schema Delta viene considerato
idoneo sulle colonne non ordinate con buoni risultati (se i valori sono
ordinati si preferisce non applicare Delta su valori ma lo schema RLE).
Dall’esempio è evidente che lo schema Delta su posizioni altera l’organizzazio-
ne fisica dei dati di una colonna, in quanto le posizione delle liste prodotte con
Delta per ciascun valore vengono memorizzate in modo contiguo. Per questo
motivo si utilizzano indici su posizioni per agevolare la ricerca (Sezione 7.2.2).
I dati di una colonna compressi con Delta su posizioni vengono memoriz-
zati in diverse strutture dati: ogni lista di posizioni, riferita a ciascun valore,
viene memorizzata in un file distinto su cui viene implementato un indice
sulla posizione organizzata a B+–albero; tutti i valori distinti della colonna
per cui esistono le liste di posizioni vengono memorizzati in un altro file, sul
quale viene creato un indice sul valore e un indice sulla posizione, entram-
bi organizzati a B+–albero. L’ultima struttura rappresenta un catalogo dei
valori appartenenti a un certa colonna per l’insieme delle liste di posizioni.
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A.2 Approfondimento esecutore delle interro-
gazioni con compressione
A.2.1 Esempio di complessità dell’operatore fisico pro-
gettato per operare su qualsiasi rappresentazione
compressa dei dati
Si riporta in Tabella A.1 un esempio della complessa implementazione in
pseudocodice dell’operatore fisico NLJoin nel caso venisse progettato per trat-
tare qualsiasi schema di compressione.
A.2.2 Interfaccia del blocco
Si mostrano in Tabella A.2 i principali metodi dell’interfaccia del blocco per
operare direttamente sui dati compressi.1
A.2.3 Esempio dell’operatore fisico progettato per uti-
lizzare l’interfaccia del blocco
Si mostra in Tabella A.3 un esempio di implementazione in pseudocodice del-
l’operatore fisico NLJoin per operare su qualsiasi rappresentazione compressa
dei dati, sfruttando tramite l’interfaccia del blocco le proprietà dei blocchi
con dati compressi. Risulta evidente il minore ordine di complessità rispetto
a quanto mostrato in Tabella A.1.
A.2.4 Esempi di utilizzo dell’interfaccia del blocco
Esempio
Si riportano alcuni esempi di utilizzo dell’interfaccia del blocco ripor-
tata in Tabella A.2 su alcuni blocchi compressi con i vari schemi.
1Data una sequenza di elementi, posizioni contigue significa che per ogni coppia di
elementi (ai, ai+1), Pos(ai) + 1 = Pos(ai+1). Una modalità per decomprimere non
completamente i dati è basata sull’invocazione del metodo getNext().
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NLJOIN(OE, OI, predicato)
if OE is not compressed and OI is not compressed then
for i := 0 to (OE.size - 1) do
for j := 0 to (OI.size - 1) do
if predicato(OE[i].val, OI[j].val) = true then
output(OE[i].pos, OI[j].pos);
if OE is not compressed and OI is RLE then
for i := 0 to (OE.size - 1) do
for each RLE(valore, posizione_iniziale, numero_occorrenze) in
OI do
if predicato(OE[i].val, RLE.valore) = true then
for j := 0 to (RLE.numero_occorrenze - 1) do
output(OE[i].pos, RLE.posizione_iniziale + j);
if OE is not compressed and OI is DeltaPos then
for i := 0 to (OE.size - 1) do
for each DeltaPos(valore, posizione_base, differenze.vector) in
OI do




for j := 0 to (DeltaPos.differenze.vector.size - 1) do
begin




. . . .
\\Per tutte le possibili combinazioni tra gli schemi
\\di compressione con cui OE e OI sono compressi.
Tabella A.1: Operatore fisico NLJoin progettato per trattare qualsiasi schema di
compressione
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Metodi Descrizione
Pair* getNext() l’iteratore avanza e restituisce la prossima coppia
Pair* getStartPair() restituisce la prima coppia del blocco
Pair* getEndPair() restituisce l’ultima coppia del blocco
Pair* getStartPos() restituisce la prima posizione del blocco
Pair* getEndPos() restituisce l’ultima posizione del blocco
int getSize() restituisce il numero di coppie del blocco
void resetBlock() rinizializza l’iteratore alla prima coppia del blocco
bool isValueSorted() restituisce vero se nel flusso di blocchi i valori sono ordinati
bool isPosSorted() restituisce vero se nel flusso di blocchi le posizioni sono ordinate
bool isOneValue() restituisce vero se il blocco contiene un solo valore
bool isPosContiguous() restituisce vero se nel blocco le posizioni sono contigue
bool isBlockValueSorted() restituisce vero se nel blocco i valori sono ordinati
bool isBlockPosSorted() restituisce vero se nel blocco le posizioni sono ordinate
vector* asArray() decomprime tutti di dati in un vettore di coppie
Tabella A.2: Interfaccia del blocco con i principali metodi
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NLJOIN(OE, OI, predicato)
if OE.isOneValue() and OI.isOneValue() then
if predicato(OE.val, OI.val) = true then
if OE.isPosContiguous() and OI.isPosContiguous() then
for i := OE.getStartPos() to OE.getEndPos() do
for j := OI.getStartPos() to OI.getEndPos() do
output(i, j);
....




while ((blockE <> NULL) and (blockI <> NULL)) do
begin






if blockE.val > blockI.val then
blockI := OI.getNext();




\\Per tutte le combinazioni delle proprietà del blocco.
Tabella A.3: Operatore fisico NLJoin progettato per operare sulle proprietà blocchi
con dati compressi
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Invocando i metodi su un blocco contenente una singola tripla RLE
(RLEBlocks) con formato <valore, posizione iniziale, numero occor-
renze>, si ottiene:
• getSize() ritorna il numero delle occorrenze;
• getStartPair() ritorna il la coppia <posizione iniziale, valore>;
• getEndPair() ritorna la coppia <posizione iniziale + numero oc-
correnze −1, valore>;
• isOneValue() ritorna vero (ogni tripla RLE viene inserita in un
blocco distinto);
• isPosContiguous() ritorna vero;
• isBlockValueSorted() ritorna vero;
• isBlockPosSorted() ritorna vero.
Invece invocando i metodi su un blocco contenente i dati compressi
con lo schema Delta su posizione (DeltaPosBlocks) relativo a uno spe-
cifico valore con formato <valore, posizione base, {diff1, . . ., diffn}>,
si ottiene:
• getSize() ritorna il numero delle differenze tra posizioni + la
posizione di base;
• getStartPair() ritorna la coppia <posizione base + diff1, valore>;
• getEndPair() ritorna la coppia <posizione base + diff1 + . . .+
diffn, valore>;
• isOneValue() ritorna vero;
• isPosContiguous() ritorna falso;
• isBlockValueSorted() ritorna vero;
• isBlockPosSorted() ritorna vero.
Invocando invece i metodi su un blocco con dati rappresentati da bit-
map (BitBlocks) relativo a uno specifico valore con formato <valore,
sequenza bit>, si ottiene:
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• getSize() ritorna la lunghezza della sequenza di bit del bitmap;
• getStartPair() ritorna la coppia <posizione del primo bit = 1,
valore>;
• getEndPair() ritorna la coppia <posizione dell’ultimo bit = 1,
valore>;
• isOneValue() ritorna vero;
• isPosContiguous() ritorna falso;
• isBlockValueSorted() ritorna vero;
• isBlockPosSorted() ritorna vero.
Per conoscere le proprietà degli altri tipi di blocco si faccia riferimento a
[Fer05] (BasicBlocks (blocco con una sola coppia <posizione, valore>),
ValueBlocks (blocco con solo valori), PositionBlocks (blocchi con solo
posizioni), DeltaValueBlocks (blocco di dati compressi con lo schema
Delta su valore) ecc.).
Il blocco diventa quindi il componente centrale per lo scambio di dati tra
i vari operatori fisici. Inoltre provvede a una rappresentazione decompressa
dei dati nei casi strettamente necessari attraverso un’interfaccia stile iteratore
per l’accesso alle singole coppie <posizione, valore> (getNext()). L’obiettivo
rimane comunque quello permettere agli operatori fisici di usare la conoscenza
della struttura del blocco per trattare interi blocchi alla volta senza iterare
sulle singole coppie ed evitando di decomprimere i dati.
Si propone adesso un esempio riepilogativo che descrive le modalità con
cui gli operatori fisici possono, dove risulta possibile, operare direttamente
sui dati compressi. L’eventuale necessità di decomprimere i dati non dipende
solo dallo schema applicato su un certa colonna, ma anche dall’operatore
fisico.
Esempio
Consideriamo un flusso di blocchi FB1, un flusso con valori ordinati
e posizioni ordinate, relativo a una colonna ordinata C1. I dati so-
no compressi tramite lo schema RLE e ogni blocco contiene la tripla
164
A.2 Esecutore interrogazioni con compressione APPENDICE C-STORE
<valore, posizione iniziale, posizione finale>, che rappresenta l’insieme
delle coppie <posizione, valore> compresse relative a uno dei valori
distinti della colonna con posizioni contigue.
Consideriamo adesso un secondo flusso di blocchi FB2, anch’esso con
valori ordinati e posizioni ordinate, relativo ad una colonna ordinata
C2.
2 Ogni blocco contiene i dati compressi tramite Delta su valore <va-
lore base, diff1, . . ., diffn>, quindi ogni blocco rappresenta un insieme
di coppie <posizione, valore> relative a più valori della colonna.
Si supponga adesso di applicare un predicato di restrizione valore = k.
Nel caso FB1, ci limitiamo a verificare per ogni blocco l’unico valore
che contiene per controllare se corrisponde a quello del predicato. In
caso negativo si scarta l’intero blocco e si prosegue il controllo con i
successivi blocchi del flusso.
Nel caso FB2 invece occorre decomprimere il blocco tramite la somma
delle differenze per verificare il predicato per ogni valore contenuto,
dato che, rispetto al caso precedente dove ogni blocco conteneva i dati
compressi relativi a un unico valore, il blocco contiene i dati compressi
di più valori della colonna.
Se si dovesse applicare la funzione di aggregazione COUNT, sia per FB1
che FB2 è sufficiente estrapolare da ogni blocco compresso il numero
di coppie contenute, senza decomprimere i dati (getSize()).
Le informazioni sui blocchi relative ai valori ordinati, posizione ordina-
te, dati relativi a uno o più valori, numero coppie contenute nel blocco
sono accessibili tramite l’interfaccia fornita dal blocco (Figura A.2).
Un particolare blocco potrebbe essere non unico in un flusso di bloc-
chi. Ad esempio ci potrebbero essere istanze multiple di un insieme di
valori e posizioni dopo una giunzione. In questo caso non si duplica-
no i blocchi, ma si incrementa il campo del numero delle occorrenze
nell’intestazione del blocco interessato.
2Ogni flusso di blocchi ha un’intestazione creata dagli operatori fisici della classe Data-
source al momento dell’accesso alla colonna, che descrive le proprietà del flusso di blocchi,
da non confondere con le proprietà di ciascun blocco.
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A.2.5 Descrizione principali operatori fisici ottimizzati
per compressione
Si completano le descrizioni dei principali operatori fisici del sistema con le
ottimizzazioni previste per operare direttamente sui dati compressi [Fer05].
Datasource Il principale operatore fisico del sistema è Datasource, che legge
pagine da 64 Kbyte con l’intestazione contenente informazioni sui dati com-
pressi delle colonne memorizzate su disco e ritorna blocchi di dati. Datasource
è l’unica classe di operatori che è implementato in tante versioni quanti sono
gli schemi di compressione presenti nel sistema (in particolare le sottocom-
ponenti Encoder e Decoder, utilizzate anche dai blocchi), così ogni nuovo
schema può essere supportato aggiungendo il corrispettivo Datasource e tipo
di blocco che ne fornisce le proprietà.3
Ad esempio IntDatasource è l’operatore sottotipo di Datasource per accedere
alla colonna non compressa e ritorna blocchi non compressi, RLEDatasouce è
l’operatore sottotipo per accedere alla colonna compressa con schema RLE e
ritorna blocchi con dati compressi con RLE (RLEBlocks) ecc.
Dall’operatore Datasource derivano i vari operatori fisici che accedono alla
colonna con restrizione sul valore o sulla posizione (PosFilerDatasource, PosVal-
FilterDatasource, ValFromPosDatasource, PosValFilterConcatDatasource), con ottimizza-
zioni derivate dalle caratteristiche degli schemi di compressione. L’accesso
ai dati da parte di Datasource avviene tramite i metodi di accesso disponibili
(scansione sequenziale o indici).
L’operatore Datasource permette tre differenti restrizioni sugli elementi da re-
cuperare dalla colonna, utilizzate dagli operatori fisici che vi derivano PosFiler-
Datasource, PosValFilterDatasource, ValFromPosDatasource, PosValFilterConcatDatasource
[Fer05]:
3A livello di implementazione, Datasource e blocco sono due classi di oggetti da cui
derivano le sottoclassi specializzate per ogni tipo di compressione. Per un descrizione delle
primitive di basso livello per codificare, decodificare e trattare i dati compresi (Encoder,
Decoder, BitWriter, BitReader ecc.) si rimanda a [Fer05].
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{(metodi accesso), (schemi compressione), (restrizione dati)}
Blocchi
Operatori Fisici
Figura A.1: Diagramma degli operatori fisici della classe Datasource
167
A.2 Esecutore interrogazioni con compressione APPENDICE C-STORE
• Predicato: recupera gli elementi da una colonna compressa che sod-
disfano il predicato di restrizione su valore (sez. 7.2.2):
– se la colonna compressa non è ordinata, non esiste indice sul valore
della colonna, quindi si procede tramite la scansione sequenziale
sulle pagine lette da disco, ritornando blocchi che soddisfano la
condizione del predicato;
– se la colonna compressa è ordinata, risulta presente un indice
sul valore. Vengono recuperate le sole pagine che contengono gli
elementi della colonna che soddisfano il predicato.
La struttura dei dati nella pagina dipende dal particolare schema di
compressione utilizzato per la colonna, quindi eventuali ottimizzazioni
nelle restrizione dei dati dipendono dalle proprietà dei dati contenuti
nelle pagine accedute. Gli operatori fisici che derivano dall’operatore
Datasource che utilizzano questo tipo di restrizione sono PosFilterDatasource
e PosValFilterDatasource.
Esempio
Se si accede tramite indice sul valore alle pagine di una colonna
ordinata, contenenti i dati compressi con schema RLE che soddi-
sfano il predicato di restrizione, ritornano i blocchi che contengono
una tripla RLE con il valore che soddisfa il predicato.
• Filtro valori: ritorna blocchi di coppie <posizione, valore> lette da
una colonna compressa, che contengono i valori che appartengono a un
flusso di blocchi. Il procedimento è simile a quello del caso precedente
con stesse considerazioni, dove ad ogni iterazione si cambia la condi-
zione del predicato con un nuovo valore del flusso di blocchi. Questa
restrizione è poco usata e viene utilizzata per ricavare le posizioni a
partire dai valori selezionati.
• Filtro posizioni: ritorna blocchi di coppie <posizione, valore> lette
da una colonna compressa, che contengono le posizioni che appartengo-
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no a un flusso di blocchi di sole posizioni. Le prestazioni anche in questo
caso dipendono dall’indice di posizione per recuperare dalle pagine i da-
ti della colonna con le coppie ristrette su posizione, e dagli schemi di
compressione adoperati, in particolare dagli schemi che strutturano i
blocchi con la proprietà delle posizioni ordinate. L’operatore fisico che
deriva dall’operatore Datasource che utilizza questo tipo di restrizione è
ValFromPosDatasource.
Esempio
Si supponga di accedere tramite indice su posizione alle pagine
di una colonna che contiene i dati compressi con schema RLE
relativi alle posizioni da filtrare. Si producono blocchi ciascuno
contenente una tripla RLE, dai quali vengono rimosse le posizioni
che non soddisfano le restrizioni su posizioni.
NLJoin Le prestazioni dell’operatore migliorano se i blocchi d’ingresso so-
no compressi con la proprietà di un solo valore per blocco, affinché il predicato
di giunzione abbia il solo onere di valutare il valore di ciascun blocco.
Inoltre se il blocco ha anche la proprietà delle posizioni contigue, le presta-
zioni aumentano ulteriormente in quanto è sufficiente leggere, per ogni blocco
con valore unico, la prima e l’ultima posizione per creare tutte le coppie di
posizioni nell’intervallo che soddisfano il predicato di giunzione (si ricorda
che l’operatore ritorna coppie di posizioni degli elementi in giunzione).
Le prestazioni si mantengono soddisfacenti se i blocchi sono solo compressi
con la proprietà di valori ordinati.
Analoghe valutazioni si fanno per la scelta dello schema di compressione
con cui ritornare il risultato della giunzione, per avvantaggiare gli operatori
fisici che si trovano nel resto del piano di accesso.
GroupBy Anche in questo caso l’operatore risulta ottimizzato se i blocchi
d’ingresso sono compressi con la proprietà di un solo valore per ogni blocco.
Ad esempio per la funzione di aggregazione SUM occorre moltiplicare il nu-
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mero degli elementi del blocco per il valore del blocco, per le funzioni MAX e
MIN basta confrontare il valore di ciascun blocco.
A.3 Struttura dati multicolonna
Per ridurre il costo di un piano di accesso eseguito attraverso la strategia con
materializzazione posticipata, risulta idoneo mantenere in memoria parti di
colonne utilizzate da più operatori fisici del piano di accesso. Gli autori di C-
Store hanno progettato una struttura dati denominata multicolonna formata
dalle seguenti sottostrutture [AMDM07]:
• posizioni di copertura, intervallo di posizioni per rappresentare gli ele-
menti delle colonne (riferite ad esempio a un blocco di dati);
• vettore di minicolonne, contenenti elementi di parti di colonne corri-
spondenti alle posizioni di copertura. I valori di ciascuna minicolon-
na rimangono nella stessa forma con cui sono presenti su memoria
permanente (se è prevista la compressione delle colonne, gli elementi
rimangono in versione compressa);
• descrittore di posizioni, per indicare quali posizioni degli elementi delle
minicolonne devono rimanere in memoria, per partecipare al risulta-
to dell’interrogazione. Il descrittore può essere rappresentato tramite
bitmap, intervalli o liste di posizioni.
Si mostra l’utilizzo della struttura dati multicolonna nell’esecuzione della
seguente interrogazione sulla proiezione Lineitem6
SELECT L_Linenumber, L_Shipdate
FROM Lineitem
WHERE L_Linenumber = :ConstL AND L_Shipdate = :ConstS;
Lineitem6(L_Linenumber, L_Returnflag, L_Shipdate | L_Shipdate)
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Figura A.3: Piano di accesso prodotto con la strategia parallel late materialization
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con il piano di accesso proposto in Figura A.3. Quando attraverso l’operatore
fisico PosFilterDatasource si effettua il primo accesso alla colonna, si creano la
minicolonna, le rispettive posizioni di copertura e il descrittore di posizio-
ni con tutte le posizioni valide. Al momento dell’applicazione del predica-
to di restrizione sui valori della minicolonna, si modifica il descrittore delle
posizioni valide (la minicolonna rimane inalterata). Un’esempio della strut-
tura multicolonna relativo a questa fase del piano di accesso è mostrato in
Figura A.2.
L’operatore PosAnd opera su due multicolonne, creando una nuova multi-
colonna con le posizioni di copertura e con il descrittore uguali all’intersezione
delle posizioni di copertura e descrittori delle due multicolonne in ingresso.
Mentre il vettore di minicolonne è costituito dalla minicolonne in ingresso.
L’operatore ValFromPosDatasource non accede alla colonna e opera sulla strut-
tura dati multicolonna creata dall’operatore PosAnd, iterando sull’appropriata
minicolonna per ritornare solo i valori relativi alle posizioni valide contenute
nel descrittore.
Con questa ottimizzazione, si evita il doppio accesso alle colonne, con




B.1 Piano di accesso in linguaggio MIL
Si mostra il piano di accesso descritto in linguaggio MIL dell’interrogazione
seguente, di cui la rappresentazione ad albero è stata mostrata in Sezione 8.5:
SELECT L_Partkey, SUM(L_Quantity)
FROM Lineitem, Orders
WHERE L_Orderkey = O_Orderkey AND O_Orderdate = ‘01/01/2007’
AND O_Custkey = 7
GROUP BY L_Partkey;
\\le variabili temporanee sono di tipo BAT
temp-O_Orderdate := Select(Orders-O_Orderdate, =, ‘01/01/2007’);
\\ritorna un BAT [OID-Orders, null] con gli OID dei record
\\selezionati
temp-O_Custkey := Select(Order-O_Custkey, =, 7);
\\ritorna un BAT [OID-Orders, null] con gli OID dei record
\\selezionati
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temp-Orders := Semijoin(temp-O_Orderdate, temp-O_Custkey);
\\ritorna un BAT [OID-Orders, null] relativo agli elementi della
\\tabella Orders che soddisfano i due predicati di restrizione
temp-Orders := Reverse(temp-Oders);
\\inverte il campo testa e coda, con una nuova
\\rappresentazione [null, OID-Orders]
temp-Orders := Join(temp-Orders, Orders-O_Orderkey);
\\ritorna un BAT[null, O_Orderkey] con i valori
\\dell’attributo O_Orderkey
temp-Orders := Reverse(temp-Orders);
\\inverte il campo testa e coda, con una nuova
\\rappresentazione [O_orderkey, null]
temp-Lineitem := Join(Lineitem-L_Orkerkey, temp-Orders);
\\effettua la giunzione tra la tabella Lineitem e Orders,
\\ritornando un BAT[OID-Lineitem, null] con gli OID di
\\Lineitem in giunzione
\\(nota: non si utilizza l’eventuale indice di giunzione)
temp-L_Partkey := Semijoin(Lineitem-L_Partkey, temp-Lineitem);
\\ritorna un BAT[OID-Lineitem, L_Partkey] con i valori
\\di L_Partkey in giunzione con gli elementi selezionati
\\della tabella Orders
temp-GB-L_Partkey := Group(temp-L_Partkey);
\\ritorna un BAT[OID, OID-group] con in coda gli OID
\\raggruppati per valore di L_Partkey
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temp-GB-L_Partkey-Reverse := Reverse(temp-GB-L_Partkey);
\\ritorna un rappresentazione con i campi testa e coda
\\invertiti [OID-group, OID]
temp-GB-Mirror := Mirror(temp-GB-L_Partkey-reverse );
\\ritorna una rappresentazione del BAT con i valori
\\della coda sostituiti con i corrispondenti valori
\\della testa [OID_group, OID_group]
temp-GB-Unique := Unique(temp-GB-Mirror);
\\ritorna un BAT con i record distinti
\\[OID-group-unici, OID_group-unici]
temp-GB-L_Partkey-Unique := Join(temp-GB-Unique, Lineitem-L_Partkey);
\\ritorna un BAT con i valori distinti di L_Partkey corrispondenti
\\agli OID di raggruppamento [OID-group-unici, L_Partkey]
temp-GB-L_Quantity := Join(temp-GB-L_Partkey-Reverse, Lineitem-L_Quantity);
\\ritorna i valori dell’attiributo L_Quantity corrispondenti agli
OID di raggruppamento [OID_group, L_Quantity]
temp-aggregate := Aggregate(SUM, temp-GB-Unique, temp-GB-L_Quantity);
\\applica la funzione di aggregazione SUM sull’attributo di
\\aggregazione L_Quantity secondo i raggruppamenti definiti,
\\ritornando un BAT con i gruppi distinti e i relativi risultati
\\dell’applicazione della funzione di aggregazione
\\[OID-group-unici, SUM(L_Quantity)}
Table(1, temp-GB-L_Partkey-Unique, temp-aggregate);
\\stampa il risultato dell’interrogazione con i record ordinati
\\per l’attributo L_Partley
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B.2 Algoritmi scelti nella fase tattica dagli ope-
ratori MIL
A tempo di esecuzione durante la fase dell’ottimizzazione tattica, ogni ope-
ratore MIL sceglie l’algoritmo con cui eseguire l’operazione [BK99, Bon02]. I
principali algoritmi messi a disposizione dal sistema sono scan, merge scan,
hash scan e positional lookup, hash lookup, T-tree search, binary search, mer-
ge join, hash join, merge group, hash group, T-tree group. Alcuni di questi
algoritmi utilizzano gli le strutture dati ausiliarie hash e T-tree (Sezione 8.2).
La scelta dell’algoritmo è basata sulle informazioni generali del sistema
(carico processore, memoria centrale disponibile ecc.) e soprattutto sulle pro-
prietà dei BAT su cui viene eseguito l’operatore MIL. Tali proprietà sono
ricavate attraverso l’accesso al descrittore del BAT. Si mostra in tabella B.1
le principali proprietà della struttura BAT. Tali proprietà vengono propagate
Proprietà campo BAT Descrizione
int type tipo dato
bit enum ritorna vero (1) se i valori sono codificati, altrimenti falso (0)
bit dense ritorna vero se i valori sono contigui
bit sorted ritorna vero se i valori sono ordinati
bit constant ritorna vero se tutti i valori sono uguali
bit key ritorna vero i valori sono tutti distinti
bit hash ritorna vero se è stata implementata una struttura ausiliare hash
bit tree ritorna vero se è stata implementata una struttura ausiliare T-tree
int count ritorna il numero di elementi
Tabella B.1: Proprietà dei campi testa e coda del BAT
dall’operatore MIL al risultato BAT.
A seconda dell’operatore MIL e dello stato del sistema, si possono “for-
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zare” alcune proprietà del BAT: ad esempio in alcuni casi conviene ordinare
i valori dell’attributo che fa parte di una condizione di giunzione oppure si
crea una struttura dati ausiliare hash, se ancora non risulta esistente, per
fare la giunzione con l’algoritmo hash join.
Si descrive adesso la fase di ottimizzazione tattica eseguita da alcuni ope-
ratori MIL riportati in Sezione 8.4 per la scelta dei principali algoritmi di ese-
cuzione in base esclusivamente alle proprietà dei campi del BAT, tralasciando
l’analisi delle informazioni sullo stato del sistema:
Unique In base alla proprietà dei campi testa e coda del BAT, la scelta del-
l’algoritmo più appropriato per eseguire l’operazione da parte dell’operatore
è mostrata in Tabella B.2.
Proprietà dei campi BAT Algoritmo
sorted merge scan
altrimenti hash scan
Tabella B.2: Ottimizzazione tattica dell’operatore MIL Unique
Order Questo operatore utilizzza l’algoritmo del quick sort.
Select In base alla proprietà del campo coda del BAT sui cui viene ap-
plicato il predicato di restrizione, la scelta dell’algoritmo più appropriato da
parte dell’operatore è mostrata in Tabella B.3.
Join e Semijoin In base alla proprietà del campo coda T1 del primo pa-
rametro BAT1 e del campo testa H2 del secondo parametro BAT2 (fanno
parte della condizione di giunzione), la scelta dell’algoritmo più appropriato
da parte dell’operatore è mostrata in Tabella B.4. Il simbolo “–” significa che
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Tabella B.3: Ottimizzazione tattica dell’operatore MIL Select
Proprietà T1 Proprietà H2 Algoritmo
dense – positional lookup
hash – hash join
sorted sorted merge join
sortet – binary search
tree – T-tree serch
Tabella B.4: Ottimizzazione tattica degli operatori MIL join e semijoin
178
B.2 Algoritmi nella fase di ottimizzazione tattica APPENDICE MONET
è indipendente dalla proprietà. Se i campi non hanno le proprietà riportate
in Tabella, l’operatore “forza” una delle proprietà.
Group In base alla proprietà del campo coda di raggruppamento del BAT,
la scelta dell’algoritmo più appropriato da parte dell’operatore è mostrata in
Tabella B.5.
Proprietà coda del BAT Algoritmo
sorted merge scan
altrimenti hash scan
Tabella B.5: Ottimizzazione tattica dell’operatore MIL Group
Group2 In base alla proprietà dei campi coda dei due BAT passati come
parametri, le caratteristiche principali della scelta dell’algoritmo più appro-
priato da parte dell’operatore è mostrata in Tabella B.6. Se i campi coda non
Proprietà campi coda dei due BAT Algoritmo
dense positional lookup
hash hash lookup
Tabella B.6: Ottimizzazione tattica dell’operatore MIL Group2
hanno le proprietà riportate in Tabella, l’operatore implementa la struttura
dati ausiliare hash e applica l’algoritmo hash lookup.
Aggregate In base al tipo di valore dell’attributo di aggregazione T1 del
primo parametro BAT1, la scelta dell’algoritmo più appropriato da parte
dell’operatore è mostrata in Tabella B.7.
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Tipo valore T1 Algoritmo
char hash group
short int merge group
int T-tree group
Tabella B.7: Ottimizzazione tattica dell’operatore MIL Aggregate
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