In this paper, we derive an explicit sample size formula for estimating the proportion of a finite population. The sample size obtained from the formula ensures a mixed criterion of absolute and relative errors.
Estimation of Population Proportion
The estimation of the proportion of a finite population is a basic and very important problem in probability and statistics [3, 5] . The problem is formulated as follows.
Consider a finite population of N units, among which there are M units having a certain attribute. It is a frequent problem to estimate the proportion p = M N by sampling without replacement. Let n be the sample size and k be the number of units that found to carry the attribute. Clearly, the random variable k possesses a hypergeometric distribution. The estimate of the proportion is taken as p = k n . We are interested in a crucial question of estimation as follows:
For prescribed margin of absolute error ε a ∈ (0, 1), margin of relative error ε r ∈ (0, 1), and confidence parameter δ ∈ (0, 1), how large the sample size n should be to guarantee
For this purpose, we have Theorem 1 Let ε a ∈ (0, 1) and ε r ∈ (0, 1) be real numbers such that
It should be noted that conventional methods for determining sample sizes are based on normal approximation, see [3] and the references therein. In contrast, Theorem 1 offers a rigorous method for determining sample sizes. To reduce conservativeness, a numerical approach has been developed by Chen [2] which permits exact computation of the minimum sample size.
Proof of Theorem 1
To prove the theorem, we shall introduce function
where 0 < ε < 1 − p. We need some preliminary results.
The following lemma is due to Hoeffding [4] .
The following Lemmas 2-4 have been established in [1] .
is monotonically increasing with respective to p ∈ (0, 1 2 − ε) and monotonically decreasing with respective to p ∈ ( 1 2 , 1 − ε). Similarly, g(−ε, p) is monotonically increasing with respective to p ∈ (ε, 1 2 ) and monotonically decreasing with respective to p ∈ ( 1 2 + ε, 1).
Lemma 4 Let 0 < ε < 1. Then, g (εp, p) is monotonically decreasing with respect to p ∈ 0, 1 1+ε . Similarly, g (−εp, p) is monotonically decreasing with respect to p ∈ (0, 1).
Lemma 5 Suppose 0 < ε r < 1 and 0 < εa εr + ε a ≤ 1 2 . Then,
Proof. We shall show (3) by investigating three cases as follows. In the case of p < ε a , it is clear that Pr{
In the case of p = ε a , we have
where the last inequality follows from Lemma 2 and the fact that ε a < εa εr ≤ 1 2 − ε a . In the case of ε a < p ≤ εa εr , we have
where the first inequality follows from Lemma 1 and the second inequality follows from Lemma 2 and the fact that ε a <
Lemma 6 Suppose 0 < ε r < 1 and 0 < εa εr + ε a ≤ 1 2 . Then,
Proof. We shall show (4) by investigating three cases as follows. In the case of p > 1 1+εr , it is clear that Pr{ p ≥ (1 + ε r )p} = 0 < exp n g ε a , ε a ε r .
In the case of p = 1 1+εr , we have
where the last inequality follows from Lemma 4 and the fact that 
where the first inequality follows from Lemma 1 and the second inequality follows from Lemma 4. So, (4) is established. 2
We are now in a position to prove the theorem. We shall assume (2) is satisfied and show that (1) is true. It suffices to show that
where the first inequality follows from Lemma 1 and the second inequality follows from Lemma 2. It can be checked that (2) is equivalent to exp n g ε a , ε a ε r < δ 2 .
Therefore,
On the other hand, since ε a < εa εr < 1 2 , by Lemma 5 and Lemma 3, we have
This proves (1) for 0 < p ≤ εa εr .
For εa εr < p < 1, we have
Invoking Lemma 6, we have Pr{ p ≥ p + ε r p} ≤ exp n g ε a , ε a ε r .
On the other hand, Pr{ p ≤ p − ε r p} ≤ exp(n g(−ε r p, p)) ≤ exp n g −ε a , ε a ε r ≤ exp n g ε a , ε a ε r where the first inequality follows from Lemma 1, the second inequality follows from Lemma 4, and the last inequality follows from Lemma 3. Hence, Pr{| p − p| ≥ ε a , | p − p| ≥ ε r p} ≤ 2 exp n g ε a , ε a ε r < δ.
This proves (1) for εa εr < p < 1. The proof of Theorem 1 is thus completed.
