Abstract: A monocular vision pose estimation and identification algorithm used on a small 1 spacecraft for future orbital servicing is studied in this paper. A tracker spacecraft equipped with 2 a short-range vision system is proposed to recover the 3D structural model of a space target in 3 orbit and automatically identify its solar panels and main body using only visual information from 4 an onboard camera. The proposed reconstruction and identification framework is tested using 
Feature-based vision methods reduce complete images to a set of distinct, reproduceable "features"
98
that are represented by small numerical sequences. We apply ORB (Oriented FAST and Rotated
99
BRIEF) point descriptors for 2-D feature matching with high rotation invariance [27] . We then use 100 structure-from-motion methods to triangulate these points in space. between the scene and model, the model and its pose can be found within the scene. 
Keypoint Detection and Matching

113
A method of keypoint detection must be used to obtain keypoints from a sequence of images.
114
The FAST keypoint detector (Features from Accelerated Segment Test) is frequently used for keypoint 115 detection due to its speed, and is used for quickly eliminating unsuitable matches in ORB. Starting
116
with an image patch p of size 31x31, each pixel is compared with a Bresenham circle built 45 degrees at 117 a time by x 2 n+1 = x 2 n − 2y(n) − 1. The radius of the surrounding circle of points is nominally 3 points, 118 but is 9 for the ORB descriptor, which expands the patch size and number of points in the descriptor.
119
If at least 75% of the pixels in the circle are contiguous and more than some threshold value above 
The patch orientation can then be found by θ = atan2(m 01 , m 10 ) and is Gaussian smoothed. ORB 123 then applies the BRIEF feature descriptor f n (p) = ∑ 1≤i≤n 2 i−1 τ(p; a i , b i ), a bit string result of binary 124 intensity tests τ, each of which is defined from the intensity p(a) of a point at a relative to the intensity
The descriptor is also steered according to the orientations computed for the FAST keypoints by 127 rotating the feature set of points (a i , b i ) in 2xn matrix form by the patch orientation θ to obtain the 128 rotated set F[27].
129
The steered BRIEF operator used in ORB then becomes 
A camera matrix is defined as C = K[R|t] with the rotation matrix R and the translation vector 159 t defining the pose of the camera in space, and for two images, we define two camera matrices 160 C1 and C2. To localize a point in un-distorted space, we formulate the so-called essential matrix 
The matrix W does not directly depend on E, but provides a means of factorization for E. Detailed causing a feature to change significantly. However, the disadvantage of using closely-spaced 186 images for pose estimation is that a very small angular difference between two images will prevent 187 triangulation solutions, like very distant points. Therefore, we track, match, and store keypoints 188 between closely-spaced images, but only triangulate with images that are well-separated that contain 189 tracked keypoints between the two.
190
If two few features are matched between image P t at time step t and P t−1 , the next image to 191 be obtained P t+1 is used with P t−1 , if it fails then P t+2 is used, and so on until a predefined "reset" considering that the projection involves scalar projective parameters w i , leading to the following.
The expansion of this equation has 12 unknown control points and n projective parameters. Two [39] for practical solution.
212
Let the translation and rotation in world coordinates of the previous pose be t w (t − 1) and
213
R w (t − 1), and that of the current pose be t w (t) and R w (t), for which we need to find the current camera 214 matrix in world coordinates C w (t). The relative transformation between the camera positions t(t) and 215 R(t) is used to incrementally advance the current pose (assumed to be attached rigidly to the camera) as C w (t) = [R w (t − 1)R(t)|R(t) (t(t) + t w (t − 1))] ., and feature points are incrementally projected 217 into world coordinates with
stored as a quaternion from the elements r ij of R w . proposed system of using 3D keypoint descriptors by using images of a real satellite model.
229
The PnP solution across a sequence of images allows us to track the pose of the tracker spacecraft 
Results
298
3D Reconstruction and Identification
299
To test the identification of small satellite components, we use an engineering model of a small speed. Rather than rotating the target, the camera was robotically moved at low speed in an arc around Using the same process, point clouds were obtained of a solar panel and the satellite body itself.
314 Figure 7 shows the point clouds generated for these components. 
Dimensional Analysis
332
For each component identified on the spacecraft, we in addition estimate its size for purposes 333 of planning and grasping for the chaser spacecraft. Table 3 shows the dimensions of the components The descriptor radius and cluster size for these estimates, with the resulting number of 355 correspondences and rounded cumulative errors in translation and rotation are shown in Table   356 4. In the space environment, it is common that components are partially or fully occluded by 376 shadows, which can be cast by either the chaser spacecraft or other components of the target spacecraft.
357
377
These shadows are total in an airless environment and prevent any features from being detected 378 in a shadowed scene. To evaluate the effects of partial shadowing on the small spacecraft model,
379
features were removed from the scene point cloud used in previous tests so that along the length of the 380 spacecraft, the first 25%, 50%, and then 75% of features are in shadow, as shown in Figure 14 , Figure   381 15, and Figure 16 respectively. All tests use a descriptor radius r d = 0.5m and a cluster Size r c = 0.25m. To profile the processing requirements of the described algorithms on a system that could 391 potentially be embedded into a satellite, the algorithm was run on a 667MHz ARM Cortex-A9 processor Table 6 and Table 7 show the timing information obtained in seconds for each of the described 398 algorithms in these cases. While accurate matching of large models and scenes can take on the order of 399 minutes, this does not prevent a chaser spacecraft from building a motion model over long periods of 400 time from stored images before acting to rendezvous, and both software and hardware acceleration 401 methods may be used to further improve this performance. 
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