A mathematical theory was recently developed on the relationship between the dominant and gravity wave components of the slowly varying in time solutions (solutions varying on the advective timescale) corresponding to midlatitude mesoscale motions forced by cooling and heating. Here it will be shown that slowly varying in time equatorial motions of any length scale satisfy the same balance between the vertical velocity and heating as in the midlatitude mesoscale case. Thus any equatorial gravity waves that are generated will have the same time-and depth scales and the same size of pressure perturbations as the corresponding dominant component, a horizontal length scale an order of magnitude larger than that of the heat source, and an order of magnitude smaller velocity than the corresponding dominant component. In particular, in the large-scale equatorial case, when the heating has a timescale O(1 day), horizontally propagating gravity waves with a timescale O(1 day) and a length scale O(10 000 km) can be generated. But in the large-scale equatorial case when the heating has a timescale O(10 days), balanced pressure oscillations with a timescale O(10 days) are generated. It is also shown that if a solution of the diabatic system describing equatorial flows (and hence equatorial observational data in the presence of heating) is written in terms of a series of the modes of the linear adiabatic system for those flows, then a major portion of the dominant solution is projected onto gravity wave modes, and this result can explain the confusion over the relative importance of equatorial gravity waves.
Introduction
The system of equations used to describe fluid motions in the lower atmosphere is a time-dependent hyperbolic system with multiple timescales (Kreiss 1979 (Kreiss , 1980 . Thus there exist solutions in the lower atmosphere that essentially only vary on the advective timescale. These solutions can be obtained either by using the reduced system that is devoid of any fast waves or by the appropriate choice of initial conditions (a process called initialization) for the full system of equations. In the early days of meteorology, the quasigeostrophic system was used to describe large-scale midlatitude motions (Charney 1948; Phillips 1956 ) and contained only a single timescale. However, later the meteorological community began to use the primitive equations (Smagorinsky 1963) , which have multiple timescales. When observational data are used as initial values for a model based on the primitive equations, large-amplitude, highfrequency gravity waves can be excited, and those waves can have a detrimental effect on the physical parameterizations in the model. In the large-scale case, it is well known that the removal of the gravity waves from the solution has little impact on the accuracy of the forecast. Thus to overcome the adverse impact of the gravity waves on the physical parameterizations in the large-scale case, a number of initialization schemes were developed, beginning with the geostrophic approximation and balance equation (e.g., Hinkelmann 1951; Charney 1955 ) and proceeding to increasingly more sophisticated methods such as the nonlinear nor-B R O W N I N G E T A L . mal mode initialization method (Machenhauer 1977; Baer 1977; Baer and Tribbia 1977) and the bounded derivative method (Kreiss 1979 (Kreiss , 1980 . Although the nonlinear normal mode initialization method has been applied successfully to the large-scale adiabatic case, there has been considerable confusion about the role of gravity waves in the initialization process in the presence of diabatic heating. The nonlinear normal mode initialization method is implemented in spectral space, and when heating is present, it is difficult to determine exactly which modes should be retained and what the corresponding balances in physical space should be (e.g., see discussion of this topic in Wergen 1988) . Salby and Garcia (1987) and Garcia and Salby (1987) have used normal mode methods on the linearized primitive equations to study the transient response to localized episodic heating. Their solution procedure involves the separation of the problem into horizontal and vertical structure equations. The vertical structure problem involves the solution of an inhomogeneous second-order ordinary differential equation, with the inhomogeneous term originating from diabatic heating. Because of this form of the vertical structure equation, Salby and Garcia conclude that the dispersion relation can be usefully applied only above the heating. This situation arises because above the heating the behavior of the motion is determined by the homogeneous solution of the vertical structure equation, that is, there the vertical scale is related to frequency and wavenumber through the dispersion relation, but within the heating the vertical structure equation is inhomogeneous (there the solution includes a particular part that obeys no dispersion relationship). Thus, Salby and Garcia conclude that a discussion of dispersion characteristics, for example, energy in various normal modes, is problematic at the levels where diabatic heating is present. As a result, they restrict their discussion of the energy in different modes to the lower stratosphere, that is, above the diabatic heating. Because of the above problem, diabatic nonlinear normal mode balancing near the equator has been done in an ad hoc manner with no explanation of the relevant constraints in physical space (Wergen 1988) . [Because of the complexities that arose in the diabatic implementation, diabatic nonlinear normal mode initialization has been mostly abandoned, and initialization has been incorporated through the use of penalty parameters in four-dimensional variational data assimilation (C. Temperton 1999, personal communication).] Also, there has been considerable controversy about the importance of gravity waves in smaller scales of motion (e.g., see discussion of this topic in the introduction of Browning and Kreiss 1997) and near the equator (e.g., see review article discussing 30-60-day equatorial gravity waves by Madden and Julian 1994) .
Recently Browning and Kreiss (1997) have developed a mathematical theory that shows that a midlatitude mesoscale storm driven by cooling and heating consists of two parts that do not interact significantly with each other. The dominant component contains most of the energy of the solution in the neighborhood of the storm and is therefore the meteorologically significant part of the solution. The other part of the solution, the gravity wave component, consists of large-scale gravity waves that have the same time-and depth scales and the same amplitude of pressure perturbations as the dominant component. The gravity waves propagate horizontally away from the storm and can last for a considerable period of time after the storm has dissipated. This theory does not rely on the normal modes of the homogeneous system, but rather is based on a scaling of the equations in physical space, that is, on the standard bounded derivative theory (BDT) approach. Thus, unlike the normal mode approach, the new theory is applicable in the troposphere both inside and outside the region of diabatic heating. In this paper, it is shown that all slowly varying in time tropospheric motions near the equator satisfy the same balance between the vertical velocity and heating as in the midlatitude mesoscale case. Thus the midlatitude reduced system for mesoscale flows can be used to accurately describe all slowly varying in time tropospheric motions near the equator.
The outline of this paper is as follows. Section 2 contains the scaling of the three-dimensional dynamical equations for the set of slowly evolving tropospheric motions near the equator. Section 3 contains the parameters and corresponding scaled system for slowly evolving mesoscale flows and a discussion of the applicability of the new theory to the equatorial mesoscale case. Section 4 contains the scaled system for large-scale equatorial flows with a period O(1 day) and explains how the new gravity wave theory can be used to prove that the gravity waves that are generated can have a horizontal length scale O(10 000 km). Then it is shown that when the period of the heating is O(10 days), balanced pressure waves with a period O(10 days) can be generated (cf. Madden and Julian 1994) . In section 5 a simple example shows that an expansion of the diabatic solution into a series of normal modes of the adiabatic system can be misleading as to the amount of energy in gravity waves and how the simple version of nonlinear normal mode initialization (Machenhauer 1977) leads to an initialization constraint that has a O(1) error when used to describe the dominant component of the solution. Several numerical examples that illustrate the theory are presented in section 6, and section 7 contains the conclusions.
Scaling for slowly evolving flows near the equator
The first step in the use of the BDT to understand slowly evolving flows in the atmosphere is to scale the differential equations that describe their evolution in time according to their properties in physical space (Browning et al. 1980) . Here a scaling that describes the complete set of slowly evolving tropospheric flows VOLUME 57
near the equator will be derived in a manner similar to the midlatitude case (Browning and Kreiss 1986) . The inviscid adiabatic Eulerian equations used to describe motions in the lower atmosphere are (e.g., Browning and Kreiss 1986) 
where t is time, s ϭ p Ϫ1/␥ is proportional to the reciprocal of the potential temperature, V ϭ (u, , w)
T is velocity, is density, and p is pressure. Also k ϭ (0, 0, 1)
T is the unit vector in the vertical direction, g ϭ 9.8 m s Ϫ1 is the constant gravity acceleration, ␥ ϭ 1.4 is the adiabatic exponent, and d/dt ϭ ‫‪t‬ץ/ץ‬ ϩ u(‫ץ/ץ‬x) ϩ ‫)‪y‬ץ/ץ(‬ ϩ w(‫ץ/ץ‬z). We assume that the Coriolis parameter f is given by the tangent plane approximation f ϭ 2⍀[sin 0 ϩ (y/r)cos 0 ], where 2⍀ ഠ 10 Ϫ4 s Ϫ1 is the earth's angular speed, 0 ϭ 0 is the latitude of the coordinate origin, and r ഠ 10 7 m is the radius of the earth.
Now dimensionless variables will be introduced to identify the relative magnitudes of all terms in the equations. For the independent variables consider the change of variables
where L, D, and T are the representative scales along the x (or y), z, and t axes, respectively. (To simplify the presentation, only the equal horizontal length-scale case is considered here.) The dependent variables are scaled according to the relations where U and W are the representative velocity scales along the x (or y) and z axes, respectively; P 0 ϭ 10 5 kg m Ϫ1 s Ϫ2 and R 0 ϭ 1 kg m Ϫ3 are typical mean surface values of the pressure and density; and the variation of the mean with height is taken into account through the functions p 0 (z) and 0 (z). The parameter S 1 (0 Ͻ 10S 1 Ͻ 1) represents an assumption that the deviation of the pressure from its horizontal mean is small. Solutions that vary on the advective timescale are called slowly varying in time solutions. For these solutions it is assumed that the timescale is T ϭ L/U and that after the scaling all primed variables and a few of their time derivatives are O(1).
Substituting (2.2) and (2.3) into (2.1) (see Browning and Kreiss 1986 for details), the scaled system describing the complete set of slowly evolving flows near the equator is
and for simplicity the prime notation and a number of terms that are not essential to understanding have been dropped.
Slowly evolving mesoscale motions near the equator
In a typical mesoscale convective system (MCS), there are two distinct regions: convective towers in front of stratiform rain (Houze 1989) . Because the scaling in either region leads to similar conclusions, only the stratiform rain region will be considered. For this region consider the parameters
where the advective timescale T is on the order of a few hours. Houze (1989) states that the maximum vertical velocity in this part of an MCS is approximately 0.5 m s Ϫ1 . While nonintegral values for the vertical velocity may be used, the value above leads to a simpler scaled system and the same conclusions. Substituting the above scaling parameters into (2.4), the dimensionless system that describes slowly varying mesoscale motions near the equator is
where d/dt ϭ ‫‪t‬ץ/ץ‬ ϩ u‫ץ/ץ‬x ϩ ‫‪y‬ץ/ץ‬ ϩ w‫ץ/ץ‬z and ϭ 10 Ϫ1 . (In the BDT, once a standard nondimensionalization is performed and appropriate scaling parameters chosen for the flow of interest, dimensionless quantities such as the Froude or Rossby number are replaced by the appropriate power of for application of mathematical tools.) Here the heating term H must necessarily be added in order for a slowly evolving solution to exist (Browning and Kreiss 1997) . Note that the only difference between the equatorial and midlatitude cases (Browning and Kreiss 1997 ) is the small size of the Coriolis term (the small size is due to the fact that at the equator the Coriolis term is zero).
Under the assumption that there is a slowly evolving component of a midlatitude mesoscale storm forced by cooling and heating that is essentially independent of gravity waves, Browning and Kreiss (1994, 1997) proved that the corresponding component of the solution is accurately described by a reduced system. The reduced system for the equatorial case (3.2) is
and R is a projection operator (discussed below). This system is derived by making use of the fact that the vertical velocity w in (3.2e) can be replaced by H because of the balance that must exist between w and H for these flows [see (3.2a)]. In this system the vertical component of vorticity ϭ Ϫu y ϩ x is generated only by the terms (u x ϩ y ), ϪH y u z , and H x z in the time-dependent equation for . This conclusion should be contrasted with the midlatitude reduced system, where the Coriolis term plays a major role in the production of the vorticity. In the case that the lateral dimensions of the domain are the same as the heating, the projection operator R just removes the mean of F p . This is a natural restriction on F p given that the left-hand side of (3.3c) is the divergence of the horizontal velocity. However, in the more realistic case when the lateral dimensions of the domain are much larger than the heating, R is a projection operator that removes the long horizontal waves of F p (Browning and Kreiss 1997) . To better understand why the projection operator R in the latter case has this form, consider the linear version of (3.2):
where ϭ p/ 0 and for simplicity the mean state is assumed to be an isothermal atmosphere at rest. Because the mean state is isothermal, the stratification parameter s and the speed of sound C 2 ϭ ␥p 0 / 0 are constants, that is, system (3.4) is a constant coefficient system of partial differential equations.
System (3.4) has a component of the solution that is slowly evolving in time and can be obtained by using the BDT (Kreiss 1979 (Kreiss , 1980 . Starting from rest, consider (3.4) on the domain Ϫϱ Յ x, y Ͻ ϱ and 0 Յ z Յ with solid wall boundary conditions at the bottom and top of the atmosphere [w(x, y, 0, t) ϭ w(x, y, , t) ϭ 0]. Here the domain has been chosen to have infinite extent in the horizontal directions so that the gravity waves will behave more as they do in reality (Browning and Kreiss 1997) . For horizontal wavenumbers that are O(1) in this domain, that is, for motions with the same length scale as the heating, the scaling above is valid. As in the original theory, differentiate (3.4e) with respect to t and replace u xt and yt by differentiating (3.4b) with respect to x and (3.4c) with respect to y to obtain
Now use the hydrostatic relation [assuming there is very little energy in the sound waves, the term w t in (3.4d) can be neglected] to replace s in (3.4a), solve the resulting expression for w, and replace the term w zt in Eq. (3.5) using the expression for w to derive the equation for :
zt Equation (3.6) in conjunction with (3.4b)-(3.4c) becomes the system where the small term tt in (3.6) has been neglected.
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[The reason that it is permissible to drop the small terms is that it can be proved that if the initial data for (3.4) are chosen so that a number of initial space and time derivatives are O(1), then the ensuing space and time derivatives will be O(1). Thus for solutions of this type, terms multiplied by a factor of will remain small.] The equation for can be solved independently of the other two, and then the solution becomes a forcing term in the first two equations.
First consider Eqs. (3.7c) for wavenumbers O(1). The solution of the homogeneous equation varies on the fast timescale O( Ϫ1 ), but there is a slowly evolving solution that can be obtained as accurately as desired by bounding higher-and higher-order time derivatives. For example, the first-order time derivative of (3.7c) for these waves is O(1) if xx ϩ yy ϭ H zt . (3.8) Note that this part of the solution is accurately described by the linear version of the reduced system. Now consider motions that have a much larger lateral scale than the heating, that is, those whose wavenumbers are O(). To obtain the appropriate scaling for these waves the substitution x ϭ x in (3.7c) is appropriate. The correct scaling for these waves is zztt ϩ gs( xx ϩ ỹỹ ) ϭ gsG, (3.9) where the fact that the energy in the heating for wavenumbers O() is proportional to the area of the wavenumber plane containing those wavenumbers, that is, H zt ϭ 2 G, has been used (Browning and Kreiss 1997) . From (3.9), it can be seen that for the waves with a much longer length scale than the heating, the system does not have multiple timescales and the expansion of this part of the solution in terms of the reduced system is inappropriate. Thus these waves cannot be included in the reduced system and this explains the need for the projection operator R in (3.3). Note that this part of the solution consists of gravity waves with the same timescale (even after heating is shut off ) and the same size pressure perturbations (until they spread out sufficiently far from the heating) as the dominant solution.
If one applies the analysis used in the midlatitude case to the equatorial mesoscale system (3.2) using (3.3) as the reduced system, similar conclusions concerning the solution will be obtained. In particular, the gravity waves generated by an equatorial mesoscale storm will have a timescale on the order of a few hours, [See Lin and Johnson (1996) for a discussion of heating rates O(10Њ day Ϫ1 ) that could lead to this size of heating.] For this largescale case, very large-scale [L ϭ O(10 000 km)] gravity waves with a 1-day timescale and velocity components an order of magnitude smaller than in the dominant component can be expected to originate in these storms.
It is interesting to note that according to a number of studies (for a review of these studies, see Madden and Julian 1994) , equatorial surface pressure waves with a 30-60-day period have been observed at stations near the equator. For slowly moving large-scale [L ϭ O(1000 km)] equatorial storms with a heating timescale longer than a day [e.g., see the discussion of heating with such periods in Cadet (1986) or Knutson and Weickmann (1987) ], the balanced solution that can be generated can have a period much longer than a day. To see how this is possible, it is necessary to change the timescale T of the flow. Clearly the timescale can be increased either by increasing L or decreasing U. Here the length scale is already appropriate for a monsoon, so the scale of the horizontal velocity will be reduced by an order of magnitude [e.g., see Knutson and Weickmann (1987) Note that the small velocities associated with this type of motion would be very difficult to observe. However, also note that the pressure perturbations and vertical velocity can be up to an order of magnitude larger than indicated in (4.3) if the flow is skewed, that is, if the velocity in the x direction is much larger than the velocity in the y direction. An example of elongated heating can be seen in plots of the OLR (Wheeler and Kiladis 1999, their Fig. 7) . Also there are indications of vertical velocity of this larger size in numerical models (e.g. Hoskins et al. 1999, their Fig. 2 ). Substituting the scaling parameters (4.3) into (2.4), the nondimensional system that describes large-scale equatorial flows with a timescale O(10 days) is
where d/dt ϭ ‫‪t‬ץ/ץ‬ ϩ u‫ץ/ץ‬x ϩ ‫‪y‬ץ/ץ‬ ϩ w‫ץ/ץ‬z and again a heating term [equivalent to a heating rate O(0.1Њ day Ϫ1 )] has been added to (4.4a) to ensure the existence of a slowly evolving solution. For slowly evolving in time solutions, the vertical velocity will be in balance with the heating and the pressure will satisfy the nonlinear balance equation with the horizontal divergence ␦ replaced by ϪH z . There has been independent confirmation (J. Whitaker 1999, personal communication) that the use of large-scale heating with an O(10 days) timescale behaves very differently than the same heating with an O(1 day) timescale; that is, in the former case the flow is in geostrophic balance and in the latter it is not.
Normal mode expansion and initialization of equatorial solutions
A number of studies have expanded the solution of the diabatically forced system for the equator or equatorial observational data in the presence of heating into a series of normal modes of the linear adiabatic system (e.g., Silva Dias et al. 1983; Milliff and Madden 1996) . Now it is possible to understand a number of problems with the normal mode series expansion approach that has been used previously using the linear system (3.4). In the same domain as discussed in section 3, Eq. (3.7c) can be transformed in the z direction to spectral space using a Fourier cosine series in z. Denoting the wavenumber corresponding to z by m, the transformed equation is Dias et al. 1983; Milliff and Madden 1996) have used only the first internal mode in their analyses. Of course if we used different values for m, different results would be obtained. In particular, if we assume m ϭ Ϫ1/2 , then (5.1) becomes
where small terms have been neglected. Equation (5.2) is essentially the gravity wave equation for the internal mode shallow-water equations at the equator driven by forcing. There are two possible problems here. The first is that as m increases, the heating becomes the dominant term in (5.1) with nothing else to balance it; that is, there is no balanced state for higher wavenumbers unless the heating coefficient for those waves is smaller than that for the lower wavenumbers. But even if the heating has a discontinuity in z, it will fall off as 1/m, which is sufficiently fast to preclude this problem. The second is that the magnitude of the frequency of the fast waves [O( Ϫ1/2 )] is only about three times larger than the magnitude of the frequency of the slow solution. [Note that if the size of the horizontal velocities given in (2.1) were decreased, this ratio would increase.] As shown by Browning and Kreiss (1987) , when the frequencies of the waves are all the same size (in this case, all slow), the system no longer has multiple timescales. And when the system is close to this limit case, higher-order derivatives must be bounded to provide an adequate initialization.
A major problem with the normal mode series expansion concept is that one tends to think in terms of the modes of the linearized adiabatic system. However, when one adds forcing (heating) to a system, it has been shown that the nature of the balanced diabatic solution is determined by the forcing and has only a very remote relationship to the behavior of the individual normal modes of the adiabatic system. To see this problem more clearly, write system (3.4) in the block form
where it should be noted that this is equivalent to separating the slow and fast variables of the adiabatic problem as is done in nonlinear normal mode initialization (e.g., Machenhauer 1977) . Here it is clear that the forcing only appears in the ''fast variable'' equations and that when a normal mode expansion of the solution is performed, the fast variable modes will have large coefficients even when the solution is slowly evolving in time. Stated in another manner, this means that just because the coefficients of modes associated with the fast variables of the adiabatic problem are large, it is not necessarily the case that there is large energy in the component of the diabatic solution evolving on the fast timescale. It should also be pointed out that as a result of the thinking discussed above, the simple form of nonlinear normal mode initialization (Machenhauer 1977) does not work when heating is dominant. In that case setting the first-order time derivatives of the fast modes to zero yields the initial values 
Numerical examples
A number of the theoretical results in the previous sections can be demonstrated by specifying a heating function H (x, y, z, t) that has spatial and temporal distributions similar to those observed in the atmosphere. For the equatorial mesoscale case, choose H ϭ L ϭ 1000 ϫ 10 3 m is the length and width of the domain (the lateral dimensions of the domain are intentionally chosen to be considerably larger than that of the heating to allow the gravity waves to behave more as they would in the real atmosphere), and D ϭ 12 ϫ 10 3 m is the depth. The spatial component of the heating H 0 H 1 H 2 (m s Ϫ1 ) at z ϭ 6 km is shown in Fig. 1 . Houze states that the magnitude of the vertical velocity in a wide range of MCSs is on the order of 0.1-0.5 m s Ϫ1 . From (2.2a), the maximum vertical velocity is determined by the maximum value of H and from (6.1a) that will be 0.5 m s Ϫ1 . The time dependence of the heating (6.1d) is a Gaussian distribution centered at 6 h with an e-folding parameter of 2 h.
In earlier work (Browning and Kreiss 1997 ) the accuracy of the reduced system was shown by computing the norm of the difference of the solutions of the full and reduced systems divided by the norm of the solution of the full system and showing that this quantity is small as predicted by the theory. Here it will suffice to show that in the full system model (see above reference for description of this model) at the time of maximum heating the vertical velocity has the same shape and size of the heating (Fig. 2) and that shortly after the heating is turned off (t ϭ 18 h) the vertical velocity of the gravity waves is small and is of much larger scale than the heating (Fig. 3) .
For the large-scale equatorial case the heating is chosen as where L ϭ 20 000 ϫ 10 3 m is the length and width of the domain, and D ϭ 12 ϫ 10 3 m is the depth. The spatial component of the heating H 0 H 1 H 2 (m s Ϫ1 ) at z ϭ 6 km is shown in Fig. 4 . Note that the spatial portion of the large-scale heating is chosen to match that for the Amazon basin used in Silva Dias et al. (1983) and that the maximum vertical velocity for this case will be 0.05 m s Ϫ1 . The time dependence of the heating (6.2d) is a Gaussian distribution centered at 12 h with an e-folding parameter of 6 h similar to the time dependence in Silva Dias et al. (1983) . As in the first example, the vertical velocity at the time of maximum heating has the same shape and size of the heating (Fig. 5) , and shortly after the heating is turned off (t ϭ 36 h) the vertical velocity of the gravity waves is small and is of much larger scale than the heating (Fig. 6) . Also note that a case with double the heating period produced gravity waves with a period on the order of a few days.
The results from the latter numerical example should be compared with earlier work on low-frequency equatorial waves (Gill 1980; Heckley and Gill 1984) . The differences can be explained in the following manner. The length of a side of the square domain is 20 000 km and the contour interval is 0.001 m s
Ϫ1
.
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In the earlier work the scaling parameter for the horizontal direction was chosen to be the equatorial Rossby radius R ϭ (c/2␤) 1/2 , where c ϭ (gD ) 1/2 is the phase speed, g ϭ 9.8 m s Ϫ2 is the gravitation, D ϭ 400 m is the equivalent depth, and ␤ ϭ 2 ϫ 10 Ϫ11 is the Coriolis variation factor, so R ഠ 1250 km. Heckley and Gill used an e-folding radius for the heating of two dimensionless units, that is, the heating had a radius O(3500 km), which is rather large (e.g., see Silva Dias et al. 1983) and near the limit of the accuracy of the beta-plane approximation. In addition, the heating was turned on instantaneously and left on (Heckley and Gill 1984) . The time-invariant heat source would have caused the solution to become infinite without the addition of dissipation terms to the equations. Also, because the heating was left on, the Heckley and Gill solution contains both the dominant and gravity wave components of the solution. Even with the addition of viscosity, the large vertical velocity that is shown in the Heckley and Gill solution follows the heating as in the dominant component for the inviscid case. As a more realistic test, we used the heat source (6.2) with r e ϭ 2000 km. The equations (3.2) were Fourier cosine transformed in z (they then essentially become the linear shallow-water equations) and solved numerically using standard centered second-order finite difference approximations in space and time. The maximum magnitude of the geopotential perturbation was 0.8 ϫ 10 3 m 2 s Ϫ2 , that is, as large as midlatitude geopotential perturbations. Given that geopotential perturbations of this size are not observed at the equator (also the horizontal divergence in this case did not follow the heating as closely as it did in the 3D large-scale case, which is to be expected for motions with larger geopotential perturbations because the balance between the horizontal divergence and the heating is less well satisfied), we also ran a test with r e ϭ 750 km as in the 3D large-scale case. Then the maximum magnitude of the geopotential perturbations was 2 ϫ 10 2 m 2 s Ϫ2 and the divergence more closely followed the heating as expected. Slightly larger geopotential perturbations are observed at the equator, and the use of slightly larger heating rates as observed at the equator (Lin and Johnson 1996) with the more reasonable radius for heating produced more realistic geopotential perturbations.
Conclusions
It has been shown that slowly varying in time equatorial flows of any length scale satisfy the same balance between the vertical velocity and heating as in a midlatitude mesoscale storm forced by cooling and heating. Thus the gravity waves generated by equatorial storms will have the same time-and depth scales and the same size of pressure perturbations as the dominant component, a horizontal length scale an order of magnitude larger than that of the heating, and velocity components an order of magnitude smaller than the corresponding ones for the dominant component. In particular, for the large-scale case with a timescale O(1 day), the gravity waves will have a length scale O(10 000 km), and a timescale O(1 day). For slowly moving large-scale equatorial storms, for example, those with a heating time scale O(10 days), balanced pressure oscillations with a timescale O(10 days) can be produced.
Although a number of studies have shown large amounts of energy in gravity waves at the equator, this has been shown to be caused by the inappropriate projection of the dominant component of equatorial solutions onto the gravity modes of the linear adiabatic system. Because in reality there is little energy in the gravity wave portion of equatorial flows in the neighborhood of the storm, bounded derivative initialization can be applied without much effect on the solution. The details of the bounded derivative initialization for a limited area model that can be used anywhere on the globe and for any scale of motion will be discussed in a forthcoming paper.
