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1 Introduction
1.1 Introduction to Communities
Since the beginning of time, mankind has been structured in groups of people
called communities. This society structure has allowed humanity to progress
increasingly faster each generation until it has become what it is today. Com-
munities are something that has been tweaked and optimized throughout the
centuries, and the way they are structured has become an increasingly important
matter of discussion.
Communities are a key part of how society works, and therefore they are an
important subject to study. Historically, communities have always transformed
naturally, suffering small changes through time. Because of this, even though
we are very used to them, we don’t fully understand their foundations and
intrinsic properties. It is therefore very important to study them and discover
their properties, in order to find ways to optimize them even further, as that
could mean that society would function more efficiently by understanding how
communities work.
Although the concept hasn’t always been the same, communities are essentially
an efficient way to transfer information and knowledge between people. In recent
times, due to globalization, the amount of information available to everyone has
increased dramatically, and therefore new, more efficient types of communities
have appeared to keep up with the quantity of information generated. Most
of these innovations have taken advantage of the Internet, and have become
what we now call online Social Networks: virtual communities where users can
interact with each other much quicker than in the real world.
Since online Social Networks are quite recent, compared to the traditional com-
munities, a question naturally arises: how did the world adapt to online Social
Networks so quickly? Since the moment they were created, their users have
been quick to learn how to use them. A very reasonable explanation for the
success of online Social Networks is that they have things in common with real
life communities, which people already know how they work. Humans find the
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functioning of online Social Networks very natural because of their common
properties with the communities they are already familiar with.
This suggests that, by studying an online Social Network and its properties,
we can extrapolate and obtain properties of real life communities. The main
reason why it’s interesting to study online Social Networks instead of real life
communities is because in the former there is a huge quantity of data generated,
and it can be analyzed in a reasonable amount of time thanks to the high speed
of modern computers. On the other hand, trying to analyze real life communities
at such scale would be an impossibly time-consuming task. Therefore, now it’s
the first time in history that we are able to study communities thoroughly and
at this scale.
Once we’re convinced that it’s possible to create a model for communities, an-
other interesting question is why should a local algorithm that can find com-
munities exist. A priori we don’t know what kind of relationship the people in
a community have, and for medium and large-sized communities, there are too
many users for someone to know and interact with all of them.
However, we can use our personal experience to see that such algorithm is
possible. Two people are more likely to interact with each other if they share
an interest, or live in similar situations, or just happen to see each other more
frequently, for example. Thus, most of the interactions of a person will be with
people that have something in common of them, which is equivalent to saying
that they belong to the same community. So, if we follow all these interactions,
it’s likely that we will be able to find the whole community.
1.2 Definition of the problem
Communities play a central role in how society works today. They help orga-
nizing and distributing information to people who are interested in it, in an
efficient way. Given their importance, it’s a little surprising that communities
haven’t been thoroughly studied, especially in the microscopic scale (that is, the
analysis of interactions at a user level). Therefore we think it’s very important
to make progress towards obtaining a reliable model that can be used for the
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majority of communities.
If we can obtain that model, it will be much more straightforward to find the
flaws of the current real life communities and how can they be solved. This can
have a huge impact in society, because it would allow it to be more efficient,
and it would help increase the speed of our progress as species.
More specifically, our focus will be on local properties of communities. By
local, we are referring to how users interact with each other, and studying the
connections that are formed between them: what users interact more frequently?
Can we detect patterns? If so, how can we use them to extract properties from
communities?
Even though we will focus in a particular Social Network to carry out our
experiments, we want to be able to draw conclusions for any kind of community,
because otherwise the results that we obtain would not be as useful, and would
not fulfill our intention of analyzing communities in general.
The main objective of this thesis is to create an algorithm to find a specific
community, either a real life community or a community of an online Social
Network. By ”finding a community”, we mean not only identifying its users,
but also the relationship between them, and the structure of the community.
The algorithm is local, that is, it only uses properties of users, not of groups of
users. It starts from a random member of the community and it locally searches
for more members until it finds the complete community.
Because working with online Social Networks has multiple advantages over real-
life communities, we used Twitter to perform our experiments. Therefore, an-
other important objective is to be able to adapt our results on Twitter to any
other community, either real life communities or virtual communities like fo-
rums or other Social Networks. Ideally, the results we obtain will be easily
transitioned to these other communities. Therefore, we will have to think of
experiments that are not Twitter-specific, so we can apply them in other com-
munities.
To achieve these objectives, we formulated several hypotheses about how do
communities work and how they are structured. In order to verify them and
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obtain results, we will need to process large amounts of Twitter data. Therefore,
a secondary objective of the thesis is to design algorithms that efficiently retrieve
and process that data in order to prove or disprove our hypotheses.
1.3 Why can the problem be solved?
Before starting to study communities, it’s sensible to ask ourselves if it’s possible
to understand and model them. Even though they have existed for a long time,
they haven’t been formally defined, but rather they have followed a natural
evolution process. Therefore they have become increasingly more complex as
time went on, and small modifications were added.
On the other hand, all societies that have existed have contained communities,
and the people have been a part of them and have used them to exchange
information without effort. We take advantage of the existence of communities
to exchange information more efficiently without even realizing we’re doing so.
One may argue that, because communities are formed by people, and people can
be very different and unpredictable, that communities would become something
too complex to study. However, it has been widely observed that, while different,
many people share some common traits, and therefore communities will have
some common properties between each other. A clear example of that is to
look at the political ideologies of different countries. Every country has its
particularities, but in all of them we can find the same kinds of ideologies.
This happens because, when you look at a large enough number of people, most
of them will be close to an average. Therefore, the majority of communities
will be formed by these people that are similar to each other. Of course, there
might also be some outliers as part of the community, and they will have some
impact in how the community exactly is, but they are not numerous enough to
radically change the model of a community.
Another reason to believe that modeling communities is possible is that, as
we have mentioned before, communities have been optimized for a long time.
Therefore, the structure of communities is very close to the optimum, as the
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communities that are structured in a poor way exchange information in a more
inefficient way and they are more likely to die out, similar to how natural se-
lection works with living organisms. Because of that, many communities will
have many shared properties with the optimal model, and thus also between
themselves.
For these reasons, it’s safe to assume that it’s possible to come up with a model
that’s useful for the great majority of communities, that explains how they are
structured in a precise way.
1.4 Outline of the algorithm
As we have explained, the algorithm has certain restrictions. Its objective is
to find a community, starting with just one random user of it. The reason this
can be useful is because in real life, if one wants to find the community of a
topic they’re interested in, it’s likely they know someone that knows something
about it. In case they don’t, they can ask their friends if they know someone
from that community. So, once a person from the community has been found,
they can follow our algorithm to find the entire community. We hope that the
algorithm we developed can be useful in situations like that.
One restriction of the algorithm is that it has to be local. This means that, for
example, we can’t evaluate users based on a global property. To determine if
a user is from the community or not, we focused mainly on their connections
with another users that we know are in the community, and how relevant these
users find the content produced by the user we’re analyzing.
Another characteristic of our algorithm is that it will be iterative. As we men-
tioned, it starts with only one user, and from that point it analyzes users close
to it, and determines which ones are in the community. After this process, the
users found will serve as a starting point for the next iteration. The algorithm
keeps iterating until it considers it has found the entire community.
These two properties make sense, because they reflect how community-finding
works in real life. If we want to find a community, we start by asking someone
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that knows something about it. That person will probably name a few other
people that are even more involved in the community, so we can then go to
ask them about more people of the community, and so on. It’s a local process,
because progress is entirely made on a user level, and it’s also an iterative
process, because we make our progress by ”steps”: on every step, we know
about more people in the community.
An optimal algorithm would probably have a structure like this:
• Start with the initial user (or users).
• Look at its connections and add them to a list of users.
• Pick all the users from the list and rank them by how relevant they are to
the community, based on the content they produce and their connections
with the users we already have.
• Pick the top ranked users from that list, and create the new set of users
which will be used in the next iteration. If the set is the same as the
current set, we consider we have reached the optimal set, and stop the
algorithm.
• Use that new, improved set to adjust the ranking function.
• Go back to step one.
In order to implement this algorithm, we need a way to rank the users based on
how relevant they are in the community. It’s clear that in real life communities,
not all users are equally relevant. The algorithm uses keywords to determine
how relevant a user is, which on turn are selected based on the contents produced
by the users in the previous iteration. This way, as the users in our set are more
and more relevant to the community, the ranking function becomes more and
more accurate. At the end of the algorithm, we obtain the best ranked users of
the community.
This implementation makes sense because we’re always using the best informa-
tion we have in order to obtain better information. Therefore, we make sure
that progress is as quick as possible.
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Once we have identified the most relevant users of the community, the only
thing remaining to obtain the entire community is to look at what people are
interested in their content: clearly, virtually everyone in the community will be
interested in at least one of the top users.
Even though this method will give us an approximation of the community,
and not an exact representation, we are confident that it’s good enough to be
considered as such. Another reason to try to get an approximation instead of the
full community is that the latter would be too time consuming to be a realistic
task. Communities can be really large, and in some cases it’s just not possible
to analyze all its users.
For example, the Football community is huge, and it’s definitely not possible to
know exactly everyone that is part of it. Instead, what our algorithm would start
with someone who, for example, likes football and watches it every weekend on
TV. That person likely knows someone who is more relevant in the community,
like for example someone that is part of a football team’s fan club. This person
probably knows the president of the fan club, who may know someone in the
club’s high ranks, who may know some of the players, who may know a star
player of another team, who is one of the highest ranked users. Once it has
found the highest ranked users, the algorithm considers part of the community
as everyone who follows the highest ranked users, which in this case it would
probably be the star players, and the most important football teams and sports
media. Pretty much anyone who likes football is interested in at least one of
them, so the approximation given by our algorithm would be pretty exact.
1.5 Previous work
This project is based upon the findings of a previous project (4). That project
obtained some interesting results that we are also interested in double checking,
so we will repeat some of the experiments done in that project in order to verify
that they still hold true with the communities that we choose to experiment
with. We will then compare the results obtained and see if they have the same
implications, and try to explain any possible differences.
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1.6 Structure of the project
This project is structured in three main blocks:
• The first block contains all the hypotheses about communities that we
formulate. All of them will be rigorously explained, and will have solid
arguments behind them explaining why they are reasonable, why it makes
sense to try to verify them, and how can they be useful to achieve our
objectives. In this block, we will also comment the differences and new
additions with respect to the hypotheses of the previous project (4), the
depth they add and why we think it is important to include them.
• The second block contains all the experiments made to validate the hy-
potheses. At the beginning, there is a short introduction explaining how
to obtain data from Twitter, since we used that platform for all our ex-
periments. After that, for each experiment we explained the reasons why
we chose to do it, what the experiment consists of, the results obtained
after carrying it out and our interpretation of them. To end this section,
we evaluated whether the experiments confirm or reject the hypotheses
made in the first block.
• The third block explains the relationship between the results and a math-
ematical model that tries to formally define and theorize results about
communities. The model, explained in detail in (3), contains a few sim-
plifications with respect to real life communities. In this block, we will
analyze the results and their implications, and compare them to the state-
ments made in the model. This should help us shed some light and see
whether the model is accurate enough to be useful for future research.
Finally, this block will also contain some experiments that were already
made in the previous project (4), but now tested over our own communi-
ties. Our intention is also to validate the results obtained and see if they
are similar to those obtained in the previous project.
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2 List of hypotheses
In this section we provide hypotheses about properties and characteristics about
information communities. These hypotheses come from the observation of com-
munities, both in real life and online Social Networks. Even though these hy-
potheses are not a definitive proof that the statements are true, we believe they
are strong enough to be worth studying.
Some of the hypotheses that we list are also in the previous project (4), however
we decided to include them anyway because it made sense to have them in this
project. Some of the hypotheses are not in that project; we believe they are
true and on top of trying to argue that, we will later try to prove they are true
in real communities with an experiment.
2.1 Hypotheses about communities
In order to have a solid base to conduct our research, we need to start asking
the most elemental questions. The first hypothesis is a statement that we often
take for granted, but we cannot assume anything that we don’t know for certain.
Before making any claims, though, we need to define what is a community.
Definition (Community): A community is a group of agents that have some-
thing in common. That can be an interest, regional proximity, ideology...
Hypothesis 1: Communities exist.
Proof: We know this is true by observing the real world, and how people have
organized in society since ancient times. We can observe everywhere that people
with similar interests group together, ranging from an ancient tribe in the desert
from the fans of a sports team. A person will have closer relations with a group
that shares their interest than with a group that doesn’t. This way, communities
are naturally formed.
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Once we have proven that communities exist, let’s look at what people want
from a topic of their interest.
Hypothesis 2: A person is interested in two aspects about a topic:
1. Consuming interesting content about the topic, using a limited amount of
time.
2. Reaching as many other people as possible with the content they produce.
Proof:
1. People like to consume content that they find interesting, by nature. If the
topic of the content is of their interest, then it is more likely that they will
find it more interesting. However, there is a maximum amount of content
that a person can consume, based on the amount of time that they are
willing to spend consuming content.
2. It is also human nature that people like others to read the content they
produce. As opposed to the first point, though, in this case there is no
limitation.
These two points make sense and they will be used throughout the whole sec-
tion. Now, before starting to question why do users want to become part of a
community, let’s define one more concept:
Definition (Utility): The utility that a person gets from a community is
how much the community helps them to achieve the two aspects mentioned in
Hypothesis 2.
In order to make the subsequent hypotheses more clear, we are going to illus-
trate them with two very different examples: the research community and the
military.
In the research community, content is mostly articles and scientific papers. In
the military, content are the orders and commands that the officials give to their
troops.
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Hypothesis 3: People join communities because they get a benefit out of it.
In other words, communities provide utility to their members.
Proof: A person is not equally interested in all topics. This means that they
will find more interesting the content produced about a topic they like than
about a topic they don’t like.
Communities help concentrate all the content generated about a topic, making
it easier to access it, and easier to spread new content. Therefore, a member
of the community has an easy way of consuming content about a topic they
are interested in (i.e content they will mostly find interesting), and at the same
time, the content they produce or about that topic will reach other members
that are interested on it, which means they will re-share it more often with other
members, and so the content will have a higher reach.
This concept of utility does not appear in the previous project (4), but we
believe it is necessary to introduce it to fully understand how communities are
structured. Utility explains the reason why users join one community or another,
so understanding what utility is and how can users get utility from communities
is very important.
In our examples, a person inside the research community has an easy way to
access content. There are databases, like arxiv.org, which provide a centralized
way to keep up to date with the most recent discoveries. To have a high reach, it
is enough for that person to publish their article in that same database, because
many other members will read it from there.
A person in the military consumes the content (i.e the orders) given by their
superiors. In a similar way, the reach of an official in the military is all the
troops in their command, which receive the orders.
Corollary: Communities help improve society: If a person is part of a commu-
nity, they will waste less time looking for content about their topic of interest,
and trying to have a high reach, thus leaving them with more free time to be
productive in other areas.
We follow now with an observation about human behavior that is key to under-
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stand why communities are structured the way they are.
Observation: People behave in a rational way. They act in a way that makes
sense and they always try to maximize their own benefit. In other words, people
are self-interested.
Hypothesis 4: Communities are structured in a way such that no user can get
more utility from it (that is, they are in a Nash equilibrium).
Proof: As we have said, people are self-interested. They only do a certain
action if they can obtain a benefit from it. When talking about communities,
this benefit means getting a higher utility from the community. Communities
have existed long enough to reach an optimal point where it is not possible for
any of their members to increase the utility they get from them.
Moreover, if there were more than one Nash equilibria for communities, all of
them except the one that provides the most overall utility to their members
would be left unused, since they would not be as efficient as the best equilib-
rium, and therefore those communities would eventually be replaced by other
communities about a similar topic but structured in a different way.
The idea that communities are in an equilibrium because every user tries to
maximize its own utility is a new one as well, that does not appear in the
previous project (4) (even though it does appear in the mathematical model
(3)). We believe it’s one of the most important characteristics about utility in
a community, and it makes sense from an intuitive point of view, so this is why
we have included it here and want to make sure it is true.
2.2 Value inside a community
In this section we introduce the concept of value of a member, and we study
its nature and how members behave depending on their (and other members’)
value.
Definition (Value): The value of a member inside a community measures how
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much this user helps other users to get utility from the community.
In the previous project (4), the concept of value is called the ”rank” of a user,
and is treated similarly to how value will be treated in this project. However,
that project does not formulate any formal hypotheses about the rank of users.
In this project we aim to expand the concept and make it less volatile by for-
mulating some hypotheses about value that we believe to be true.
Hypothesis 5: The value of a member can be computed, and it captures the
total reach of a user (that is, how many people found interesting the content
from this member).
Proof: Recall that the utility a member gets from the community is how easy
is for them to either consume content of their interest, or to reach a lot of people
in the community.
Because of this, in order to increase the utility for other members, a person can
either produce or share content that is interesting for others. This gives place
to a relatively easy but time-consuming way to compute the value of someone:
look at all the content they have produced or shared, and count how many
people have found that content interesting.
In our examples, the value of someone in the research community is how many
people have read their articles and scientific papers. The value of someone in the
military is their rank (higher rank means having more people at one’s command,
which increases the reach they have).
Hypothesis 6: Having a high value is difficult, and only a few users can achieve
it.
Proof: In order to have a high value, a member has to produce a lot of content,
reach many people with it, and have that people find it interesting. Producing
a lot of content takes time, that not all members can afford to spend. Reaching
many people requires either producing very interesting content that many people
share, or already having a high value and be known for it. Both possibilities
are difficult for a large part of the community. Finally, producing interesting
content requires skill, that again only few members have. Combining all three
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requirements leaves us with only a handful of members that will have a high
value, while the majority of the community will have a low value.
Hypothesis 7: A high value is a desirable thing, because a high value member
gets more utility out from the community.
Proof: As we proved in the previous hypothesis, having a high value is not
something that everyone can achieve, and it acts as a ’proof of quality’: if a
user has a high value, it means that their content is interesting, and therefore
other members will be more open to consuming and/or sharing the content that
the high value user produces in the future. This leads to the user reaching more
people with their content, which by definition increases their utility. Therefore,
we can conclude that the members of the community want to have a high value.
Hypothesis 8: There is an easy way for a high value user to prove that they
indeed have a high value.
Proof: As we have mentioned in Hypothesis 5, computing the value of a user
is very time-consuming. In consequence, it would be unfeasible for a high value
member to prove their high value to all other members by computing it every
time. This is why all communities have a ’shortcut’ that allows high value mem-
bers to easily prove their value to others. This shortcut can vary from commu-
nity to community, but it always is something that is difficult to obtain but easy
to show. Some examples are: past achievements, money, possessions/luxuries,
official documentation...
In our examples, a proof of high value in the research community would probably
be the list of papers published by that person throughout their career, or just
the ones that have had greater impact. In the military, just looking at someone’s
badge is enough to know their rank and therefore their value.
Definition (Connection): A person is connected to another if they consume
the content that they produce. Note that this relationship is one-directional
(i.e, A connected to B does not mean that B is connected to A).
Hypothesis 9: People want to be connected to high value members of the
community.
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Proof: Having a high value is both difficult and acts as a proof of quality, as
seen in Hypotheses 6 and 7. Therefore, the members of a community know that
a high value user produces highly relevant content that they will probably find
interesting. In order to get the most utility they can, they probably want to be
connected to that user since that will ensure they will get all their content.
In our examples, this hypothesis is very clear. In the research community,
researchers want to be connected to the most prolific publishers, because they
write some of the most interesting and important articles. In the military,
soldiers have to be connected to the highest ranked officials to know their orders.
As a corollary, everyone in a community is connected to a member with higher
value than themselves (except if they are the highest).
Hypothesis 10: A member gets the most utility from consuming content by
being connected to the few highest valued members of the community.
Proof: Recall the definition of utility that is related to consuming content: a
member wants to consume as much interesting content as possible, but they only
have a certain amount of time to do so, and therefore the amount of interesting
content they can consume is also limited.
We know from previous hypotheses that high value members generate the most
interesting content for the community. Therefore, consuming their content is
the quickest and most efficient way to get interesting content, so that is what
the members of the community do, because as stated in the hypothesis 4, they
behave rationally.
As a final observation, the amount of high value users that members are con-
nected to is not very important and will vary from member to member, depend-
ing on the time they have available to consume content.
Hypothesis 11: Knowing only the few highest valued users is equivalent to
knowing the whole community.
Proof: Even if a member knows every single user of the community, they cannot
consume all the content produced, because they don’t have enough time. Thus,
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they are forced to pick only a few members to consume from. As we have said
in the previous hypothesis, the strategy that provides the most utility is to
consume the content from the highest valued users. Therefore, a member will
consume the same content if they know the entire community than if they only
know the highest valued users.
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3 Experiments
In this section we will propose experiments that aim to verify some of the
hypotheses we formulated previously. The experiments will be done with real
communities on the online platform Twitter.
In the first sections, we will explain how we obtained the data needed to conduct
the experiments. Twitter has severe restrictions on the obtention rate of the
data so we had to think of ways to store all the data we needed locally. In
addition, some data (namely the content of the tweets) needed to be treated
before it was usable. We will explain how we did that as well.
3.1 Obtaining the data
We used Python to obtain, treat, process the data and to conduct the experi-
ments. Python is a particularly simple language to use, and it has useful libraries
that simplified things even more. Specifically, we used the package ”tweepy” (2)
that acts as a wrapper of the Twitter API (5). To use it, we needed to authen-
ticate with a user and obtain its secret key, which is free and can be done by
anyone that has a Twitter account.
Once authenticated, tweepy allowed us to query all the data that we needed.
We were interested in mainly three kinds of data. For each one we will explain
what they are used for, and the rate limitations that the Twitter API has.
3.1.1 Followers and friends
On Twitter, the users that follow a particular user are called ”followers”, and
the users that are followed by a user are their ”friends”. We were interested
in obtaining this information for the users of our community and we used it in
many different experiments.
To obtain this data, the Twitter API provides a method to obtain 5000 followers
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or friends from a single user. However, due to Twitter’s rate limitations, it is
only possible to do 15 queries every 15 minutes. This means that, if a user has
10000 followers, we will need two queries to obtain them all. However, if they
have 11000 followers, we will instead need three queries.
Because we needed to access the followers and friends of many different users,
and we could only obtain them at a rate of 15 queries every 15 minutes, we
decided to store the followers in a database every time we queried a different
user. That way, if we ever need to know the followers of a user that we have
already queried on the past, we can just query our local database instead of
querying Twitter and using one query.
3.1.2 Timelines
The timeline of a user is the set of all the tweets and retweets of that user,
ordered by date. The Twitter API offers a method to obtain the timeline of
any user (as long as they don’t have their account protected). This method has
some particularities:
• Each query can retrieve up to 20 tweets, and by default will prove the
20 most recent tweets on the user’s timeline. It is possible to query older
tweets by indicating the ID of the most recent tweet that we’re interested
in. Since tweet’s IDs are ordered by date, a convenient way to obtain the
tweets of a user is to iterate, and for each iteration, indicate that we only
want tweets older than the previous iteration oldest tweet.
• Due to Twitter’s rate limitation, we can only do 900 queries every 15
minutes. Because we obtain up to 20 tweets for every query, this means
that we can only obtain 18000 tweets every 15 minutes. Following the
example in the previous section, we can retrieve 40 tweets using just two
queries, but if we want to retrieve 45 tweets, we will need three.
• Another limitation is that Twitter can only provide the 3200 most recent
tweets of every user, counting their retweets. We considered that that
number was large enough for the results to be accurate, and representative
of all the user’s tweets.
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Because of the rate limitations, we also stored the tweets that we obtained in a
database, to avoid doing repeated queries.
3.1.3 Streaming API
Twitter also provides access to the Streaming API. This API provides tweets in
real time as they are being posted, from any user. This was useful to provide a
random sample of the tweets that were being posted in all of Twitter. We used
that sample in order to calculate how similar are two users in the content they
post.
In order to have a truly random sample, that’s not influenced by recent events,
we stored the tweets in a period of two weeks, in batches of one hour. We
did this until we noticed that the ratios between the different words started to
be proportional and were not changing. In the end, we stored about 2 million
words from random tweets.
3.2 Storing the data
In order to store all the Twitter data we needed for the experiments, we used
the database MongoDB. Python has a library called ”pymongo” that acts as an
interface and allows python scripts to access and modify the elements stored.
We had a separate database for each community, and an additional one to store
the random tweets that we obtained via the Streaming API. The database was
local so no internet connection was needed to process the data once obtained
from Twitter.
3.3 Processing the data
To do some experiments, we had to use text data. This kind of data is often
more cumbersome to work with than numbers, and we had to treat it before it
was ready to be usable.
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First of all, to treat a tweet text we separated all the words, and turned all
the letters lowercase. Then, we removed the words that we weren’t interested
in, using regular expressions. We used the Python library ”re” to work with
regular expressions.
The words that we were not interested in were the following:
• Emoticons: Expressions such as ”:-)” that are not words.
• HTML tags: All the words that are surrounded by <and >.
• Twitter mentions: Words that start with ”@”. We want to use Twitter
to show that the hypotheses can work in any kind of platform. Because
of that, we cannot rely on Twitter specific mechanisms to make our job
easier.
• Hashtags: Words that start with ”#”, for the same reason.
• URLs: Links to websites, because they are not words.
• Numbers.
• Stopwords: A stopword is a word that is only used for grammatical pur-
poses and does not add any additional meaning to the tweet. The majority
of the most common English words are stopwords, such as I, is, to, do,
for... We are interested in the topic of the tweet, so we only want to keep
the words that have some meaning. We used the list provided in (1),
which contains the most common stopwords to detect and remove them.
We did this process for all the tweets that we obtained, both from members
of one of our communities, and random tweets obtained from sampling. Then,
for every user, we stored how many times they used every different word. In
the case of the random sampling, we stored how many times the word was said
among all the tweets that we streamed.
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3.4 Comparing users
One of the most important characteristics of users is what kind of content they
post. It is possible to define a metric that evaluates how similar is the content
that two different users produce.
Our intention was to use one of the most common statistics to compare text data,
called TF-IDF. This acronym stands for Term Frequency - Inverse Document
Frequency and is used to determine the frequency of a word in a document,
with respect to a collection of documents. The value given to a word is higher
the more frequently it appears in the chosen document, but lower the more
frequently it appears in any of the collection documents. In our case, a document
is a Twitter user.
More formally, given a word w, a document d, and a number of documents D,
we define it as
TF − IDF (w, d) = TFd(w) · IDF (d,w), where
TFd(w) is the frequency of the word w in the document d,
IDF (d,w) = log(
D
df(w)
), with
df(w) = number of documents that contain the word w
In order to compare two users, we create a vector for each of them that contains
the TF-IDF they have with every word. Then, we define the similarity between
the two users as the cosine of these two vectors:
Sim(d1, d2) =
vd1 · vd2
||vd1 || · ||vd2 ||
This gives us a value between 0 and 1 that represents how similar in content
are the tweets from the two users.
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This measure works best if the number of documents is really huge. However,
this was not possible for us to do due to Twitter API’s tweet rate limitations.
Therefore, we had to adapt the formula for the TF-IDF and instead use some-
thing that we called TF-IGF (which stands for Term Frequency - Inverse Gen-
eral Frequency), which is calculated in a similar way:
TF − IGF (w, d) = TF (w, d)
GF (w)
, where
TF (w, d) is the number of appearances of the word w in the document d, and
GF (w) is the number of appearances of the word w in the whole data
As we explained in the previous section, the number of appearances of every
word were calculated at the same time that we inserted the tweets into our
database, so in order to calculate the TF-IGF of a word and a user, we already
had all the information stored. The similarity between two users is calculated
in the same way as the TF-IDF: create a vector with all the word frequencies,
and do the cosine similarity.
3.5 Showing data
Finally, once we had carried out the experiments, we used the Python library
”pyplot” to create the graphs for this report. This library is very complete and
has many options to customize the graphs that we want to create. It is also
relatively easy to use and well documented, and the graphs are useful to make
the results easier to visualize.
3.6 Communities chosen
We chose three communities over which to conduct all our experiments:
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1. The Arctic community
2. The space and astronomy community
3. The poker community
We chose to analyze three different communities to have a better understanding
of how communities are structured in general, and to see the differences that
might exist between communities of different topics.
3.7 First experiment: Finding communities
Before we can do anything else, we need to find what users belong to each
community. In this experiment we propose a local and iterative algorithm that
starts from one user in the community and finds the remaining ones. All the
other experiments will try to verify that the community found through this
algorithm indeed follow the hypotheses that we formulated earlier.
In the hypotheses we determined that the most important part of a community
is its ”core”, its most important users. Therefore, the algorithm has two steps:
first, find the core, second, find the entire community. Both steps are local and
iterative.
The algorithm to find the core is the following:
1. Manually choose a small set of keywords related to the community.
2. Start with any user in the community.
3. Obtain all the followers from that user.
4. Among the followers, discard the ones that are not talking about the topic
of the community. More precisely, discard the users that don’t say the
keywords often enough. This step is needed to make sure that we avoid
picking popular users that are not part of our community.
5. Pick the follower that was retweeted the most by our current user.
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6. Repeat the process, with the user picked as the new user. In case we had
already analyzed that user, we have created a cycle of users that point to
each other; in this case, we determine that the core is formed by the users
in the cycle.
Once we have the core, it becomes easier to find the rest of the community. The
second algorithm is the following:
1. Obtain all the people that follow the core.
2. Discard the users that are not talking about the topic of the community.
More precisely, discard the users that have an average TF-IGF with the
core lower than 0.05.
3. Add the rest of the users to the community.
4. Repeat the process with the people that follow the new users added. If
we did not add any user in the last step, the algorithm ends.
This method is effective because each of the two phases are designed specifically
for their purpose.
The first algorithm finds the most important users as quickly as possible, but
because it only finds one user in every iteration, it would take a long time to
find the entire community. This is why it is perfect for finding the core, because
it is usually formed by only a few users.
The second algorithm may not always find the most important users all the time,
but it can find a large number of users in every iteration, and all of them are
similar enough to the core content-wise to be considered part of the community.
Moreover, we know from the hypotheses that people want to be connected to
the core, and so the users in the core will be the most connected ones; therefore
a majority of the community should be connected to them, and the algorithm
should finish in a small number of iterations.
In order to choose the starting user for the first part, the algorithm looks at
random tweets generated in real time, and it picks the first user that tweets
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about one of the keywords. Then, it analyzes their profile and if they tweet
about the topic often enough, they are chosen as the first user. The threshold
is not very strict as we only need for the user to be part of the community, it
does not have to be an important member.
Here are the results obtained with the Arctic community:
Community Initial user Core size Community size
Arctic @steveroberts60 3 (5 iterations) 44 (3 iterations)
Space @arianespaceceo 2 (4 iterations) 42 (4 iterations)
Poker @MCOP 4 (7 iterations) 36 (8 iterations)
As we can see, both steps of the algorithm are able to finish in a small number
of iterations. In all three cases the communities are of similar sizes, which is
a good indicator and will make it easier to compare future results. Moreover,
in all three cases the core is very small. This goes along the line that the core
users are very interconnected between themselves, which is derived from the
hypotheses.
3.8 Second experiment: Ranking the users
The aim of this experiment is to analyze different methods to rank the users
by their value, that is, how much they contribute to the community. As we
stated in the hypotheses, we believe that not everyone in the community is
equally important, and there should be an easy way to determine who really
contributes to the community. We will also highlight the ranks of the core users
using the different methods.
First off, we went into the profiles of every user, and manually inspected their
profiles. Then, based only on their tweets and retweets, we determined how
important we believed they were in the community. We divided the tweets in
three categories:
• Very relevant: The tweet talks about the main topic of the community,
and is something that we considered important.
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• Relevant: The tweet talks about the main topic of the community, but
it’s something not very important, or the tweet talks about a topic that’s
closely related to the community.
• Not relevant: The tweet talks about a topic that’s not related to the
community.
Once that was done, we ordered the users considering how many very relevant
tweets they had, using the amount of relevant tweets as a tie breaker. As
a disclaimer, we are aware that this method is probably not perfect and has
some inaccuracies, however, we believe it’s precise enough for the ranking to be
considered the real ranking of the community.
Using this method, here are the ranks that the core users obtained in every
community:
1. Arctic community (3 core users): 1st, 2nd, 6th
2. Space community (2 core users): 2nd, 3rd
3. Poker community (4 core users): 1st, 2nd, 4th, 7th
As we can see, the core users all obtained very high rankings inside the commu-
nity. The fact that these two completely different methods give similar results
is a good indicator that we are on the right track.
We are now ready to introduce the metrics that we want to analyze. As we said,
we have three of them.
3.8.1 First metric: Retweets received
This metric counts how many retweets the user has received from other users in
the community, among all their tweets. We believe it makes sense as a metric,
because if a user is more important, they will produce content of higher value,
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and therefore other users will want to share that content because they found it
interesting.
Once we had calculated how many retweets every user had received, we plotted
the results, ordering the users according to our manual ranking. Here are the
results we obtained for the Arctic community:
Here are the results obtained for the Space community:
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Here are the results obtained for the Poker community:
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As we can see, in all cases the highest ranked users are the ones that received
the most retweets, and the general trend is that the amount of retweets that a
user received goes down very quickly with its ranking. If a user gets retweeted
a lot by other people from the community, it’s very likely that they are one
of the most important users. This supports our hypothesis that the few most
important users receive a large amount of retweets.
3.8.2 Second metric: Number of followers
This metric counts how many people in the community follow a particular user.
This is also a good candidate to decide how important a user is, because people
in the community will want to read the contents of the most valued users, and
will therefore follow them.
Just like with the first metric, when we had obtained the results, we plotted
them, ordering the users by our manual ranking. Here are the results for the
Arctic community:
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Here are the results obtained for the Space community:
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Here are the results obtained for the Poker community:
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In all cases we can see a very clear downward trend, which indicates that the
number of followers is also closely tied to the importance of a user in a commu-
nity. Here too, we can conclude that having a high number of followers in the
community is a very good indicator that the user is among the most important
ones. These results confirm our hypothesis that people want to be connected to
the most important users.
To further investigate this metric, we also made a matrix with every friendship
in the community. We represent a follow in green and a not follow in red. The
matrices for the two communities are the following:
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In both cases, we can divide the graph into two areas, one that’s mostly green
and one that’s mostly red:
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The fact that these two regions exist shows us a few characteristics of the com-
munities:
• The most important users are followed by almost everyone in the commu-
nity, which means that they actually produce content that’s interesting to
most members.
• The least important users are followed by very few people in the commu-
nity. That’s probably because they often tweet about topics that are not
related to the community and so, other users don’t find them interesting
enough.
• The most important users also tend to follow many users in the community.
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This indicates that they are probably only interested in the topic of the
community, and they only follow people in it.
• The least important users follow just the top users. This is probably
because they have other interests other than this community, and so they
read enough content just by following the few users that produce the most
interesting content.
3.8.3 Third metric: Word similarity with the core
This metric evaluates how similar are the user’s tweets with the core of the
community. We should also be able to see a trend, because if a user is more
important, they should talk more and more often about the topic of the com-
munity, and therefore say words more similar to the core.
Because the core consists of multiple members, we evaluated the TF-IGF be-
tween the user and each member of the core, and then averaged the results. If
the user itself is part of the core, we don’t calculate its TF-IGF with itself, as
it would skew the results because it would always return 1 (the highest possible
value).
We decided to represent the graphs with a logarithmic scale on the Y axis,
because otherwise it becomes difficult to distinguish the word similarity of the
bottom users, as they are all very close to zero.
Here are the results we obtained for the Arctic community:
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Here are the results we obtained for the Space community:
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Here are the results we obtained for the Poker community:
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In this case we can also see a clear trend: the top users are the ones that talk
the most about the topic of the community. This makes sense and confirms
the hypotheses: the top users talk almost exclusively about the topic of the
community, while the bottom users might talk about different topics and thus
have a lower similarity with the core.
3.9 Third experiment: Following the core
The aim of this experiment is to verify the hypothesis that stated that a majority
of the community followed someone in the core. To do this, for every user in
the community we will check who is the most important user that they are
following. Ideally, we should see that almost everyone follows one of the top
users.
To show the results, we will show a table. For every user it shows who is the
best ranked user that they are following. We also include how many users of the
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core (found by our algorithm) they are following. Our intention is to also check
if the core that the algorithm found is actually followed by most users or not.
If the results showed that many users follow the best ranked users, but don’t
follow many core users, that would indicate that we should rethink how we are
finding the core.
Here is the table of the Arctic community:
User ranking Best user followed Core users followed
1 2 2 (of 3)
2 1 2 (of 3)
3 2 2 (of 3)
4 1 3 (of 3)
5 1 3 (of 3)
6 1 2 (of 3)
7 2 2 (of 3)
8 1 3 (of 3)
9 1 3 (of 3)
10 1 3 (of 3)
11 1 3 (of 3)
12 1 3 (of 3)
13 1 3 (of 3)
14 1 3 (of 3)
15 2 2 (of 3)
16 1 1 (of 3)
17 2 2 (of 3)
18 1 2 (of 3)
19 1 3 (of 3)
20 1 3 (of 3)
21 1 2 (of 3)
22 1 3 (of 3)
23 1 2 (of 3)
24 1 3 (of 3)
25 7 0 (of 3)
26 1 3 (of 3)
27 1 2 (of 3)
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28 2 2 (of 3)
29 2 1 (of 3)
30 1 3 (of 3)
31 1 1 (of 3)
32 1 3 (of 3)
33 2 2 (of 3)
34 1 3 (of 3)
35 2 1 (of 3)
36 18 0 (of 3)
37 2 2 (of 3)
38 1 1 (of 3)
39 1 2 (of 3)
40 1 1 (of 3)
41 1 2 (of 3)
42 1 3 (of 3)
43 1 3 (of 3)
44 1 3 (of 3)
Here is the table of the Space community:
User ranking Best user followed Core users followed
1 2 2 (of 2)
2 1 1 (of 2)
3 1 1 (of 2)
4 1 2 (of 2)
5 1 2 (of 2)
6 1 2 (of 2)
7 1 2 (of 2)
8 1 1 (of 2)
9 1 2 (of 2)
10 1 2 (of 2)
11 1 1 (of 2)
12 1 1 (of 2)
13 1 1 (of 2)
14 1 2 (of 2)
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15 1 2 (of 2)
16 1 2 (of 2)
17 1 2 (of 2)
18 1 2 (of 2)
19 1 2 (of 2)
20 1 2 (of 2)
21 1 1 (of 2)
22 1 2 (of 2)
23 1 2 (of 2)
24 1 2 (of 2)
25 1 2 (of 2)
26 1 0 (of 2)
27 1 2 (of 2)
28 1 2 (of 2)
29 1 0 (of 2)
30 1 1 (of 2)
31 1 2 (of 2)
32 1 2 (of 2)
33 1 1 (of 2)
34 1 2 (of 2)
35 1 2 (of 2)
36 1 2 (of 2)
37 2 1 (of 2)
38 1 1 (of 2)
39 1 2 (of 2)
40 1 1 (of 2)
41 1 2 (of 2)
42 1 0 (of 2)
Here is the table of the Poker community:
User ranking Best user followed Core users followed
1 2 3 (of 4)
2 1 3 (of 4)
3 1 4 (of 4)
48
4 1 3 (of 4)
5 1 4 (of 4)
6 1 4 (of 4)
7 1 3 (of 4)
8 1 4 (of 4)
9 1 4 (of 4)
10 1 1 (of 4)
11 2 2 (of 4)
12 1 4 (of 4)
13 3 0 (of 4)
14 1 2 (of 4)
15 8 0 (of 4)
16 3 1 (of 4)
17 1 3 (of 4)
18 1 4 (of 4)
19 1 4 (of 4)
20 3 1 (of 4)
21 1 3 (of 4)
22 1 4 (of 4)
23 1 4 (of 4)
24 1 4 (of 4)
25 1 2 (of 4)
26 1 2 (of 4)
27 1 2 (of 4)
28 1 4 (of 4)
29 1 3 (of 4)
30 1 4 (of 4)
31 1 3 (of 4)
32 1 2 (of 4)
33 1 3 (of 4)
34 1 4 (of 4)
35 13 0 (of 4)
36 1 3 (of 4)
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As we can see, virtually all the users follow either the first or the second user, in
all three communities. This confirms our hypothesis that the relevance of a user
is easy to find out for most members of the community, and that the members
are interested in following the most important users.
The results for the Space community are particularly remarkable. Absolutely
all of their members follow the top user, which is @NASA, arguably one of the
most well-known Space authorities. It makes sense that everyone interested in
space and astronomy considers NASA a valuable source of information.
Also, we can see that in most cases, users follow everyone in the core, or everyone
except one member. This indicates that our algorithm does a pretty good job
in finding users that are popular in the community. However, we must take into
account that, because of how the algorithm is designed, the results might be a
bit skewed: since the step two chooses new members using the people that are
following the core, the users chosen in the first iteration of the algorithm will
follow at least one core user by default. In any case, it is worth pointing out
that the majority of users follows more than one member of the core.
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3.10 Fourth experiment: Relationships in the core
This experiment served as a check for the communities found in the previous
project (4). In that project, they based their results on the same mathematical
model than this one (3), and on similar hypotheses as the ones that have been
used here. Therefore, the communities that they obtained should have similar
properties and behave in the same way as the communities that we obtained in
the first experiment. In order to see if that is true, we will repeat the experiments
they did over the communities they had, and see if we obtain similar results with
our own communities.
The objective of this experiment is to check whether the users in the core of the
community are more connected between themselves than if we choose random
users in the community. According to our hypotheses, we should see a clear
difference between how connected the core members are with respect to how
connected regular members are. Indeed, the results in the previous project are
aligned with the hypothesis.
For this experiment, we made two small groups of users: one with the members
of the core, and one with other random members. Then, we compared their
shared followers (what percentage of the community follows everyone in the
small group), their shared friends (analogously with the people they follow),
and how often they retweet each other. Finally, we normalized those values so
that they did not depend on how many user the community has (a value of 0
means that the users don’t have any shared friends/followers, and a value of 1
means that they follow/are followed by the same users).
The results for the Arctic community are:
Number of users Normalized shared friends Normalized shared followers
3 (core users) 0.103 0.052
3 (random users) 0.011 0.004
2 (core users) 0.312 0.137
2 (random users) 0.046 0.028
The results for the Space community are:
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Number of users Normalized shared friends Normalized shared followers
2 (core users) 0.298 0.126
2 (random users) 0.039 0.030
The results for the Poker community are:
Number of users Normalized shared friends Normalized shared followers
4 (core users) 0.037 0.026
4 (random users) 0.009 0.003
3 (core users) 0.110 0.057
3 (random users) 0.013 0.005
2 (core users) 0.328 0.144
2 (random users) 0.048 0.031
These tables can be interpreted as follows: The amount of users in the core
is different for each community (3 for the Arctic community, 2 for the Space
community and 4 for the Poker community). We analyzed the maximum number
of shared followers and friends for subgroups of two, three and four users (if
possible; for example, because the core in the Arctic community only contains
three users, we can only analyze the subgroups of two and three users). That
maximum number is the value that appears on the tables.
These tables show us a few things:
First, we see that in every case, the subsets of core users share a lot more
followers and friends than the random users. This confirms that they are the
core users in the community, and also indicates that the core users are related
to each other.
Another interesting result is that in all cases, the normalized friends is higher
than the normalized followers. This means that users tend to have more friends
(i.e people they follow) in common, that followers in common. A possible ex-
planation for this is that people in the community choose who they follow, but
cannot choose who follows them, so it makes sense that they have more friends in
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common rather than followers, as they don’t have control over the latter group.
This does not either confirm nor deny any hypothesis but we think is worth
mentioning because it is something that happens across all three communities.
Finally, the last relevant result is that smaller groups have more friends and
followers in common. This makes sense, since it is easier for smaller groups
to follow the same people, and also because we chose to include the maximum
value among all the possible combinations of users (that is, if the core has four
users, then we have six possible ways of picking two users, and among all of
them we pick the one with the highest values).
All in all, these results are similar to those obtained in the previous project,
which is a positive result, since it means that even though our algorithm to find
the communities is different than the one they used, the communities found
have properties in common. This supports the hypothesis that communities are
easy to find.
4 Connection with the model
In this section we will discuss the relation between the results of the experiments
and the mathematical model (3) that we used to describe communities.
According to the model, every user has a certain ability to produce quality
content of a given topic; that quality decreases the further that topic is from
the user’s main topic. This leads to different users having different abilities to
produce interesting content for the community they are in. Therefore, the users
that have the most ability to produce content of the topic of the community will
be the ones ranked the highest by our manual ranking (which was based solely
on the content the users produce).
The model also states that members want to have a high consumption utility;
they want to consume the most interesting content without having to read the
least important. It makes sense then, that users in the community actively
seek to follow the content produced by the top users, that produce the most
53
interesting content.
In the second experiment we aimed to check if this happened in real commu-
nities. We found out that, indeed, the top users tend to be followed by more
members of the community. We also checked if those top users actually pro-
duced the most interesting content. That turned out to also be true; we saw
that the top users were the ones that got the most retweets in the community.
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5 Conclusions
In this project, we studied the microscopic properties of information communi-
ties and Social Networks. The main objective was to come up with an algorithm
able to find communities; know their members and its internal structure. How-
ever, in order to do so, we first needed to understand how communities are
structured, and know their properties.
In Chapter 2, we formulated hypotheses about these properties that we, through
intuition and logical thinking, believed were true. We provided strong reasons
as for why that was the case. These hypotheses may help to understand the
natural structure that communities have. It would be interesting in the future
to further extend the list of hypotheses to deepen our understanding of commu-
nities, as well as revisioning the hypotheses formulated in this work to confirm
their veracity.
In Chapter 3, we designed an algorithm to find communities, and we used it
to obtain three communities about three different topics, on Twitter. To find
out whether this algorithm is useful to find actual communities, we then came
up with a series of experiments to test on the communities obtained. We found
out that the results are coherent with what the hypotheses state, so this is a
step forward towards confirming those properties about communities. Moreover,
the results also are aligned with the statements made in the model we studied
(3). Both things together give us hope that the algorithm is effective to find
communities, and that it might be of use in the future. As for future research, a
possibility is to try and make small modifications to the algorithm to improve it
even further so that it’s even more accurate. Another option would be to come
up with a different algorithm and compare the two, see which one performs the
best and proceed from there.
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