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Resumen
Un tema de mucho intere´s en numerosas ramas de la F´ısica es el estudio del mecanismo
por el cual ocurre la transicio´n cua´ntico-cla´sica. Este es un tema largamente debatido en
la historia de la meca´nica cla´sica.
Actualmente, una explicacio´n razonable es que los sistemas macrosco´picos se comportan
cla´sicamente debido a su interaccio´n con el entorno. Son sistemas cua´nticos abiertos que
interactu´an con otros sistemas (o partes de ellos). Esa interaccio´n produce en el sistema en
estudio o relevante, efectos disipativos y/o ma´s sofisticados como ser la aparicio´n de una
base privilegiada (entre los numerosos estados en su espacio de Hilbert) en la que el sistema
presentara´ aspectos cla´sicos (base de punteros).
En esta Tesis estudiaremos el proceso de pe´rdida de coherencia, entrelazamiento y ex-
citacio´n energe´tica inducida en los sistemas originalmente cua´nticos debido a la presencia
de un entorno.
En primer lugar, nos dedicaremos a analizar las fuctuaciones de vac´ıo del entorno como
fuente del proceso de pe´rdida de coherencia (o bien, decoherencia). El acoplamiento de
un sistema cua´ntico a un entorno generalmente produce fluctuaciones de la energ´ıa de la
part´ıcula de prueba au´n a temperatura cero. Luego, extenderemos este ana´lisis ana´litico y
nume´rico a entornos ma´s generales a temperatura extrictamente cero y en el l´ımite de alta
temperatura. Finalmente, mostraremos que una vez que el subsistema en cuestio´n perdio´
coherencia y se “hizo cla´sico”, tiene chances de excitarse energe´ticamente, au´n en presencia
de un entorno cua´ntico a temperatura cero.
Por otro lado, estudiaremos el proceso de decoherencia en sistemas compuestos y en
el caso de part´ıculas cargadas en campos electromagne´ticos. En ese contexto, aplicaremos
nuestras estimaciones anal´ıticas a experimentos de interferencia y pondremos condiciones
para la medicio´n de la fase geome´trica en el caso de estados mixtos que evolucionan de
manera no unitaria.
Finalmente, estudiaremos la pe´rdida de coherencia en teor´ıa de campos durante transi-
ciones de fase. En ese contexto, utilizaremos el me´todo de la funcional de decoherencia, sin
la necesidad de pasar por la ecuacio´n maestra. Estudiamos configuraciones de campo que
difieren entre s´ı en su amplitud, pero tienen igual distribucio´n espacial, as´ı como tambie´n
historias de campo con diferente localizacio´n en el espacio.
Palabras claves: Movimiento Browniano Cu´antico-Teor´ıa de la Decoherencia-Fluctuaciones
Cua´nticas- Efecto Tu´nel-Fases Geome´tricas
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Abstract
Macroscopic quantum states are never isolated from their environments. They are not closed
quantum systems, and therefore they cannot behave according to the unitary quantum-
mechanical rules. Consequently, these so often called classical systems suffer a loss of quan-
tum coherence that is absorbed by the environment. This decoherence destroys quantum
interferences. For our everyday world, the time scale at which the quantum interferences
are destroyed is so small that, in the end, the observer is able to perceive only one outcome.
As far as we see, decoherence is the main process behind the quantum to classical transition.
Formally, it is the dynamic suppression of the interference terms induced on subsystems
due to the interaction with an environment.
Therefore, in this Thesis, we shall analyze the effects that general environments, namely
ohmic and non-ohmic, at zero and high temperature induce over a quantum Brownian
particle. We state that the evolution of the system can be summarized in terms of two
main environmental induced physical phenomena: decoherence and energy activation. In
this Thesis, we shall show that the latter is a post-decoherence phenomenon. As the energy
is an observable, the excitation process can be consider a direct indicator of the system-
environment entanglement particularly useful at zero temperature.
From other point of view, we shall study different attempts to show the decoherence
process in double-slit-like experiments both for charged particles (electrons) and for neutral
particles with permanent dipole moments. Interference will be studied when electrons or
atomic systems are coupled to classical or quantum electromagnetic fields. In this context,
we shall show that the interaction between the particles and time-dependent fields induces
a time-varying Aharonov phase. In this context, we shall apply our results to a real matter
wave interferometry experiment. We shall also show under which general conditions the
geometry phase of a quantum open system can be observed.
Finally, we shall study the decoherence process during a quantum phase transition. In
this framework, we shall show that it can be phrased easily in terms of the decoherence func-
tional, without having to use the master equation. To demonstrate this, we shall consider
the decohering effects due to the displacement of domain boundaries, with implications for
the displacement of defects, in general. We shall see that decoherence arises so quickly in
this event, that it is negligible in comparison to decoherence due to field fluctuations in the
way defined in previous papers.
Keywords: Quantum Brownian Motion- Decoherence Theory- Quantum Fluctuations-Tunel
Effect-Geometric Phases
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Introduccio´n
A comienzos de los an˜os 1900, se formulo´ una teor´ıa para explicar que´ era la materia,
asumiendo que hab´ıa pequen˜as part´ıculas cargadas dentro de los a´tomos. Esta teor´ıa
evoluciono´ gradualmente hasta incluir un nu´cleo pesado y electrones movie´ndose alrede-
dor del mismo. Primero se intento´ explicar el movimiento de estos electrones usando las
leyes meca´nicas de movimiento de manera ana´loga a lo que hab´ıa realizado Newton para
explicar el movimiento de los planetas alrededor del Sol. Pero e´sto resulto´ un verdadero
fracaso: todas las predicciones eran erro´neas. Incluso la teor´ıa del electromagnetismo pre-
dec´ıa una vida media para el a´tomo de Hidro´geno 40 o´rdenes de magnitud menor a la que
en efecto “viv´ıa”. Llevo´ mucho tiempo encontrar la manera de explicar lo que ocurr´ıa a
nivel ato´mico, ya que no resultaba para nada intuitivo y hab´ıa que perder, en cierta forma,
el sentido comu´n para entender ese escenario. Finalmente, en 1926, una teor´ıa denominada
Meca´nica Cua´ntica, explico´ el comportamiento de los electrones en la materia. La palabra
“cua´ntica” hac´ıa referencia a este aspecto peculiar de la Naturaleza que iba en contra del
sentido comu´n. Esta teor´ıa explicaba todo tipo de detalles, como por ejemplo, por que´
un a´tomo de Ox´ıgeno se combinaba con dos a´tomos de Hidro´geno para formar agua. La
teor´ıa Cua´ntica fue un verdadero e´xito. A partir de entonces, surgieron muchos aportes al
desarrollo de esta teor´ıa, la cual, hoy d´ıa, es una de las teor´ıas ma´s exitosas de la historia
de la f´ısica: todas sus predicciones concuerdan con los experimentos con gran precisio´n y su
aplicacio´n ha transformado el mundo tecnolo´gico en diferentes a´reas. Se puede aplicar para
describir el comportamiento de los so´lidos, la estructura y funcionamiento del ADN y las
propiedades de los superflu´ıdos, entre otras tantas aplicaciones. Sin embargo, y a pesar de
todas sus virtudes, la Teor´ıa Cua´ntica es au´n hoy una teor´ıa controversial. Su descripcio´n
de los feno´menos f´ısicos es, a menudo, enfrentada con nuestra percepcio´n de la realidad.
Peor au´n, a veces, nos conduce a pensar en predicciones que son consideradas parado´jicas.
La ra´ız de este sentimiento de desazo´n se encuentra en la diferencia que notamos en el
principio de superposicio´n que gobierna el mundo cua´ntico y el mundo cla´sico de todos los
d´ıas, el cual pareciera violar dicho principio. Si bien la Meca´nica Cua´ntica es imprescindible
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para una descripcio´n macrosco´pica de la Naturaleza, con la Meca´nica Cla´sica bastar´ıa, en
principio, para describir el comportamiento de sistemas a escalas macrosco´picas. Esta afir-
macio´n esta´ basada en nuestro sentido comu´n: las cosas “suceden” o “no suceden” y los
objetos materiales siempre tienen propiedades bien definidas. Sin embargo, no es posible
identificar los sistemas macrosco´picos como sistemas cla´sicos ya que hay muchos ejemplos,
como las estrellas de neutrones o las junturas Josephson, donde la Meca´nica Cua´ntica es
absolutamente necesaria au´n a escala macrosco´pica. La pregunta que nos surge luego, es
si la “clasicalidad” de un sistema podr´ıa ser considerada una propiedad emergente de este
u´ltimo.
El conflicto aparente entre la Meca´nica Cua´ntica y nuestro sentido comu´n se basa en
el hecho que nosotros no observamos efectos de interferencia entre estados macrosco´picos
distinguibles. Nosotros observamos una realidad con distintas alternativas bien definidas
en lugar de una superposicio´n coherente de ellas como predecir´ıa la Meca´nica Cua´ntica. En
todos los casos, la interferencia cua´ntica esta´ ausente y las probabilidades pueden sumarse
como en la Meca´nica Cla´sica.
En general, la ausencia de interferencia cua´ntica entre estados macrosco´picamente dis-
tinguibles se puede explicar como consecuencia de un proceso de “pe´rdida de coheren-
cia” o “decoherencia”. Este proceso considera como aspecto fundamental que los sistemas
cua´nticos macrosco´picos no esta´n aislados. Es decir, siempre interactu´an con un entorno
formado de infinitos grados de libertad. Por lo mismo, estos sistemas, no son sistemas
cua´nticos cerrados y no se comportan de acuerdo a las leyes de la Meca´nica Cua´ntica. Con-
secuentemente, estos sistemas, generalmente conocidos como “cla´sicos”, sufren una pe´rdida
de coherencia cua´ntica que es absorbida por el entorno. La interaccio´n del sistema cua´ntico
en cuestio´n con el entorno es la que destruye las interferencias cua´nticas del sistema, y
hace posible una descripcio´n en te´rmino de variables cla´sicas [1, 2, 3]. Para nuestro mundo
cotidiano, la escala temporal en la cual se lleva a cabo este proceso es muy chica y es esa la
razo´n por la cual nosotros precibimos una so´la realizacio´n de los eventos. La decoherencia
es el principal proceso detra´s de la transicio´n cua´ntico-cla´sica.
En este contexto, la motivacio´n fundamental de la presente Tesis es avanzar en la com-
presio´n del origen y de los mecanismos por los cuales la transicio´n cua´ntico-cla´sica tiene
lugar. En particular, utilizando tanto el enfoque del formalismo de la funcional de influencia
de Feynman y Vernon [4] como el modelo de “dephasing” de Stern, Aharonov e Imry [5],
estudiamos este proceso en distintos sistemas cua´nticos abiertos.
El ejemplo paradigma´tico de un sistema cua´ntico abierto es el llamado Movimiento
Browniano Cua´ntico (MBC), en el cual una part´ıcula cua´ntica (por ejemplo sujeta a un
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potencial de oscilador armo´nico) interactu´a con un nu´mero (en principio infinito) de os-
ciladores armo´nicos que representan al entorno (o a los posibles entornos) con el cual la
part´ıcula de intere´s se encuentra acoplada. Te´cnicamente, el problema ha sido tratado a
partir de la funcional de influencia de Feynman y Vernon [6, 7]. Integrando los grados
de libertad asociados al entorno, uno obtiene una descripcio´n efectiva de la dina´mica del
sistema donde la “influencia” debida al entorno aparace en te´rminos de la renormalizacio´n
de los para´metros del sistema, efectos de disipacio´n y de difusio´n. Se ha demostrado que
la difusio´n (o el ruido) esta´ directamente relacionada con los efectos de decoherencia y, a
partir de ella, con la transicio´n cua´ntico-cla´sica. Este ejemplo sera´ resumido brevemente en
el Cap´ıtulo 1 de esta Tesis.
Usualmente, el problema de la pe´rdida de coherencia en el MBC ha sido tratado para
sistemas acoplados a entornos con una dada densidad espectral (o´hmicos) y en estados
te´rmicos a temperatura alta. Ejemplos ma´s generales de entornos no o´hmicos a toda tem-
peratura son ma´s escasos en la Literatura y, en general, esta´n circunscriptos a estudios
nume´ricos solamente. La motivacio´n original del Cap´ıtulo 2 de esta Tesis, consiste en
entender el rol de las fluctuaciones puramente cua´nticas (de vac´ıo) en el proceso de de-
coherencia. El acoplamiento de un sistema cua´ntico a un entorno generalmente produce
fluctuaciones de la energ´ıa de la part´ıcula de prueba au´n a temperatura cero [8]. Como las
fases adquiridas por las componentes del sistema son integrales de la energ´ıa en el tiempo,
las fluctuaciones cua´nticas del vac´ıo permiten que se produzca pe´rdida de coherencia au´n a
temperatura cero. Estas fluctuaciones son una consecuencia del acoplamiento finito entre
la part´ıcula de prueba (o sistema) y el ban˜o te´rmico (o entorno), y del hecho que el Hamil-
toniano del sistema aislado no conmuta con el Hamiltoniano de Interaccio´n. Por lo tanto,
en este contexto, en el Cap´ıtulo 2 de esta Tesis, consideraremos el efecto que producen las
fluctuaciones de vac´ıo como u´nica fuente de decoherencia en un sistema cua´ntico (o sea,
no hay fluctuaciones te´rmicas que induzcan la transicio´n cua´ntico-cla´sico). Estudiaremos
los efectos difusivos en una part´ıcula Browniana cua´ntica acoplada a un entorno a temper-
atura cero, realizando un estudio detallado del problema. Mostraremos el ca´lculo anal´ıtico
de los coeficientes difusivos y del tiempo de decoherencia. Una cantidad particularmente
instructiva es la energ´ıa. Las fluctuaciones de la energ´ıa a temperatura cero, son un buen
indicador del entrelazamiento existente entre el sistema y el entorno [9]. Por el contrario, si
el sistema y el ban˜o no esta´n entrelazados, el sistema se halla simplemente en su estado de
menor energ´ıa. Por todo e´sto, en el Cap´ıtulo 2 de esta Tesis, tambie´n analizaremos el pro-
ceso de activacio´n energe´tica cuando la temperatura del entorno es cero. En ese contexto,
extenderemos el ana´lisis a entornos ma´s generales, es decir suprao´hmicos y subo´hmicos,
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para analizar la pe´rdida de coherencia y la activacio´n energe´tica en estos entornos ma´s
generales. Este cap´ıtulo esta´ principalmente basado en las Refs.[10, 11].
Una vez demostrada la existencia de estos feno´menos inducidos en el caso sencillo de
la part´ıcula Browniana, en el Cap´ıtulo 3, nos dedicaremos a aplicar estos conceptos a un
caso ma´s complicado. Resolveremos nume´ricamente la dina´mica completa de una part´ıcula
en un potencial pozo doble acoplada a un ban˜o te´rmico. El potencial pozo doble resulta
interesante, principalmente, por dos motivos. Por un lado, es un modelo de ruptura de la
simetr´ıa discreta, y por tanto, nos permite estudiar el rol de las fluctuaciones de vac´ıo en
una transicio´n de fase (efectos cua´nticos en el punto cr´ıtico). Por otro lado, permite estu-
diar el rol de las fluctuaciones de vac´ıo en la dina´mica de superposiciones macrosco´picas
de estados cua´nticos, como por ejemplo BECs [12], los cuales ya han sido experimental-
mente creados en un pozo doble [13]. En este contexto, en el Cap´ıtulo 3, veremos que la
dina´mica de este modelo esta´ dominada por tres procesos de naturaleza y escalas tempo-
rales distintas: pe´rdida de coherencia, efecto tu´nel y activacio´n energe´tica. Este cap´ıtulo
esta´ principalmente basado en los trabajos publicados en [14, 15].
Siguiendo nuestra motivacio´n de estudiar el proceso de pe´rdida de coherencia en distintas
situaciones f´ısicas, en el Cap´ıtulo 4 nos concentraremos en el caso de un sistema acoplado
a un entorno compuesto. Es decir, en el modelo a estudiar hay un subsistema A acoplado
a otro subsistema B, el cual a su vez esta´ acoplado a un entorno compuesto por infinitos
osciladores armo´nicos. En este caso, analizaremos la pe´rdida de coherencia en el subsistema
A debido a un entorno compuesto formado por B y el entorno de infinitos osciladores
armo´nicos. Veremos que, en todos los casos, ya sean A y B osciladores, u osciladores
invertidos, hay pe´rdida de coherencia en el subsistema A. Sin embargo, lo ma´s notable es
que la eficiencia de la difusio´n depende de los grados de libertad inestables de los subsistemas
A y B. Por lo tanto, hacia el final del cap´ıtulo, haremos un estudio minucioso de los grados
de libertad inestables presentes en el entorno “efectivo”. Este modelo ha tenido un gran
impulso en el u´ltimo tiempo con la aparicio´n de trabajos como [16], en donde utilizan este
modelo, ligeramente modificado, para estudiar la transferencia de informacio´n entre los
subsistemas con el entorno como mediador. Este cap´ıtulo esta´ basado en las Refs.[17, 18].
En muchos casos, la interaccio´n con el entorno no puede ser eliminada. Por ejemplo,
para part´ıculas cargadas o a´tomos neutros con momento dipolar, la interaccio´n con el
campo electromagne´tico resulta crucial. Esta interaccio´n induce una reduccio´n en las franjas
que se observan en los experimentos de interferencia. Por lo tanto, las fluctuaciones de
vac´ıo del campo electromagne´tico han sido consideradas como factores “decoherentes” en
la Literatura. Los experimentos de dos rendijas tambie´n fueron estudiados en presencia
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de conductores, los cuales cambian la estructura de vac´ıo y modifican as´ı las predicciones
acerca de la decoherencia. En el Cap´ıtulo 5, basado en las Refs. [19, 20, 21, 22, 23], veremos
que en muchos casos, la presencia del entorno se traduce en fases adicionales en el sistema,
que traen como consecuencia la clasicalizacio´n del mismo.
Por u´ltimo, el estudio del proceso de pe´rdida de coherencia en Teor´ıa Cua´ntica de
Campos ha sido desarrollado recientemente y merece atencio´n debido a su incumbencia en
diferentes a´reas de la F´ısica actual. En particular, y gracias a resultados conocidos para
la part´ıcula Browniana cua´ntica, se extendio´ el formalismo de la funcional de influencia de
Feynman y Vernon para teor´ıa de campos [24]. El proceso de “decoherencia” ha sido estu-
diado para campos escalares en el espacio de Minkowski y para campos escalares acoplados
a geometr´ıas arbitrarias con el objeto de entender la transicio´n “a lo cla´sico” de modelos de
gravedad cua´ntica [25, 26, 27, 28]. En estos casos, el estudio del mecanismo de pe´rdida de
coherencia es visto como un primer paso hacia un entendimiento global del proceso de tran-
sicio´n cua´ntico-cla´sica en teor´ıa de campos. El formalismo antes mencionado en teor´ıa de
campos fue aplicado al estudio del efecto de la decoherencia del para´metro de orden durante
transiciones de fase continuas [29, 30, 31]. Este ana´lisis implico´ un estudio de la dina´mica
del proceso de formacio´n y evolucio´n de los defectos topolo´gicos que se generan durante la
transicio´n de fase, ejemplo que se discutira´ en el cap´ıtulo 6, basado principalmente en la
referencia [32].
Finalmente, en el u´ltimo cap´ıtulo, desarrollamos nuestras conclusiones.

Cap´ıtulo 1
Sistemas cua´nticos abiertos
Los efectos de interferencia son la caracter´ıstica ma´s notable de la Meca´nica Cua´ntica.
El experimento de dos rendijas (o de Young) es generalmente usado como el punto de
partida para hacer una descripcio´n cua´ntica de la Naturaleza. Por tanto, aqu´ı motivaremos
este cap´ıtulo con un paradigma de la transicio´n cua´ntico-cla´sica. Supongamos el siguiente
experimento de interferencia: una fuente de luz F, de un so´lo color y tenue (un foto´n a la
vez), que ilumina un detector D. En el camino, es decir, entre la fuente y el detector, se
coloca una pantalla con dos pequen˜os orificios, A y B, separados apenas unos mil´ımetros
de distancia. Si la fuente y el detector esta´n separados 100 cm, los orificios deben ser
menores que 1 de´cimo de mil´ımetro. Si cerramos el orificio B, obtenemos un cierto nu´mero
de clicks en el detector D, que representa el nu´mero de fotones que llegan pasando por A
(supongamos que el detector detecta 1 de cada 100 fotones que salen de F, es decir 1%).
Si, por el contrario, tapamos el orificio A, y destapamos B, obtendremos aproximadamente
el mismo nu´mero de clicks. Si destapamos ambos orificios, la respuesta es ma´s complicada.
Si e´stos esta´n separados cierta distancia, obtenemos ma´s clicks que lo esperado: 4% en
vez de 2% (este u´ltimo valor corresponde a la suma de las probabilidades cla´sicas). Esto
se debe a la contribucio´n de las interferencias cua´nticas. Si, en cambio, esta´n separados
alguna otra distancia, no obtenemos ningu´n foto´n en el detector. Guiados por nuestra
intuicio´n, hubie´semos esperado que la cantidad de luz que llega al detector aumentara si
ambos orificios esta´n destapados. Pero no sucede as´ı; es decir, resulta incorrecto pensar
que la luz “va por un camino o el otro”.
Ahora, supongamos una pequen˜a variacio´n a este sencillo experimento de interferencia.
Le agregamos un detector a cada orificio, capaz de indicar cua´ndo un foto´n pasa por e´l. De
esta manera, podemos saber por cua´l orificio (A o B) pasa cada foto´n cuando ambos orificios
esta´n destapados. Ya que la probabilidad de que un foto´n viaje de F a D depende de la
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distancia entre orificios, quiza´s existe alguna forma extran˜a, para que ambos detectores, en
A y B, suenen juntos de modo de indicar la contribucio´n de las interferencias. Sin embargo,
lo que sucede es lo siguiente: los detectores en A y B no suenan nunca juntos; es decir,
suena A o´ suena B. El foto´n no se divide en dos; es decir, elige un so´lo camino. Ahora s´ı
corresponde asumir que “va por un camino o el otro”. El experimento ha sido modificado
de manera no trivial y la cantidad de luz que llega a D es simplemente la suma de las
cantidades por separado, es decir 2%. Las interferencias cua´nticas desaparecen cuando
colocamos los detectores en A y B, y obtenemos un resultado cla´sico. As´ı es como funciona
la Naturaleza: si colocamos instrumentos para determinar el camino que recorre la luz,
conocemos el orificio por el cual e´sta paso´, pero las interferencias cua´nticas son destru´ıdas
y el resultado obtenido es de naturaleza cla´sica. Sin embargo, si no los colocamos, no
podemos saber cua´l fue el camino recorrido, pero el resultado es de naturaleza puramente
cua´ntica, con las interferencias jugando un rol importante en la cantidad de luz que alcanza
al detector D.
Este experimento sencillo pone de manifiesto las diferentes evoluciones de los sistemas
cua´nticos cerrados y abiertos. Cuando no colocamos detectores en los orificios, nuestro
sistema cua´ntico evoluciona libremente y de manera unitaria, aislado de cualquier influencia
del mundo exterior. El resultado es puramente cua´ntico y el principio de superposicio´n tiene
validez. Sin embargo, cuando colocamos los detectores, nuestro sistema cua´ntico original
esta´ en interaccio´n con los detectores, y la evolucio´n del sistema deja de ser unitaria, ya
que el entorno (los detectores en este caso) modifica dicha evolucio´n. Las interferencias
cua´nticas son simplemente destru´ıdas por la presencia del entorno.
El tipo de experimentos de interferometr´ıa mencionado al comienzo, tambie´n se ha re-
alizado con objetos materiales con el fin de comprobar la dualidad luz-materia que predice
la Meca´nica Cua´ntica. Esta propiedad ya ha sido demostrada para electrones, neutrones y
a´tomos. El avance de la tecnolog´ıa ha permitido incluso llegar ma´s lejos: se han realizado
experimentos de interferometr´ıa con sistemas mesosco´picos [33, 34]. Estos objetos no son
macrosco´picos ni microsco´picos. Generalmente, son sistemas formados por un nu´mero bas-
tante grande de a´tomos, por lo cual se esperar´ıa que su comportamiento fuera cla´sico. Sin
embargo, pueden ser descriptos por una funcio´n de onda e incluso, se han observado inter-
ferencias cua´nticas en experimentos con estas mole´culas [35]. Los fulerenos C60 y C70 son
ejemplos conocidos de estos sistemas. En general, el problema que surge en interferometr´ıa
con estas mole´culas es que, a pesar que las franjas de interferencias esta´n y se observan en
la pantalla, muchas veces e´stas se ven atenuadas. Es decir, existe una pe´rdida de coheren-
cia espacial que se ve reflejada en una falta de contraste entre los ma´ximos y mı´nimos de
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interferencia del experimento. De manera ilustrativa, una simulacio´n de tal experimento se
presenta en la Fig.1.1.
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Fig. 1.1: Distintos patrones de interferencia para un experimento con part´ıculas. Las
curvas demuestran el patro´n para distintos tiempos. La Figura de la izquierda, es el sistema
cerrado. A la derecha, el sistema esta´ abierto y las interferencias cua´nticas se atenu´an a los
mismos tiempos de la evolucio´n.
En el gra´fico de la izquierda, mostramos la evolucio´n temporal del patro´n de interferencia
para un experimento con part´ıculas cuando el sistema esta´ aislado. Inicialmente, tenemos
dos gaussianas que empiezan a evolucionar y dan lugar a las interferencias cua´nticas. Del
lado derecho, el mismo sistema cua´ntico esta´ en interaccio´n con un entorno, y, es esta
interaccio´n la responsable de la atenuacio´n o destruccio´n de las franjas de interferencia. Es
fa´cil ver que las franjas de interferencias se observan en la pantalla, pero la diferencia entre
los ma´ximos y mı´nimos no es tan grande como en el caso aislado. A medida que transcurre
el tiempo (o, equivalentemente, la pantalla esta´ ma´s lejos), el contraste entre las franjas es
cada vez menor (en la Fig.1.1, la distancia es proporcional al tiempo). Resulta bastante
intuitivo que el patro´n final dependera´ de la relacio´n entre la intensidad del acoplamiento
sistema-entorno, la separacio´n de las rendijas y la distancia que las part´ıculas viajan hasta
llegar a la pantalla [22, 23].
En general, esta ausencia de interferencia cua´ntica entre estados macrosco´picamente
distinguibles se puede explicar como consecuencia de un proceso de “pe´rdida de coheren-
cia” o “decoherencia”. Este proceso considera como aspecto fundamental que los sistemas
cua´nticos macrosco´picos no esta´n aislados. Es decir, la “clasicalidad” de un sistema resulta
una propiedad emergente del mismo, debido a la interaccio´n con un entorno. Este proceso
de pe´rdida de coherencia es el factor principal en la transicio´n cua´ntico-cla´sica.
En general, para que un sistema cua´ntico pueda ser considerado cla´sico, deben satis-
facerse al menos dos condiciones. Por un lado, la funcio´n de onda debe predecir que las
12 Sistemas cua´nticos abiertos
variables cano´nicas este´n fuertemente correlacionadas de acuerdo a las leyes cla´sicas, o al-
guna distribucio´n constru´ıda a partir de ellas (como por ejemplo, la funcio´n de Wigner),
debe presentar un “pico” alrededor de una o un conjunto de configuraciones cla´sicas. Por
otro lado, la interferencia entre las distintas configuraciones cla´sicas debe ser despreciable,
de forma tal que sea posible predecir que un sistema esta´ en cierto estado definido, entre los
muchos estados posibles. Esto implica una “pe´rdida de coherencia”, o bien la destruccio´n
de los te´rminos no diagonales de la matriz densidad, que representan las coherencias de
dicha matriz.
Por tanto, existe una necesidad de explicar teo´ricamente el efecto de la pe´rdida de
coherencia en la Naturaleza, tanto en estos ejemplos de interferometr´ıa como en muchos
otros sistemas f´ısicos relevantes donde se observa este proceso. Con nuestros ejemplos hemos
mostrado los distintos comportamientos entre sistemas cerrados y abiertos. En lo que sigue,
nos concentraremos en describir y cuantificar el proceso de pe´rdida de coherencia en sistemas
cua´nticos abiertos. En particular, nos concentraremos en un caso ampliamente utilizado
para modelar distintos sistemas f´ısicos. Con las herramientas teo´ricas que presentaremos
a continucio´n, en un cap´ıtulo posterior podremos tratar de darle una razo´n cuantitativa al
ejemplo de la Fig.1.1.
1.1 Sistemas cua´nticos cerrados y abiertos
A diferencia de lo que ocurre con los sistemas cua´nticos cerrados, la dina´mica de un sistema
cua´ntico abierto no puede, en general, ser descripta por una evolucio´n unitaria (regida por
la ecuacio´n de Schro¨dinger). Frecuentemente, resulta mucho ma´s u´til plantear la ecuacio´n
de movimiento del sistema cua´ntico abierto en te´rminos de su matriz densidad, es decir,
escribir la ecuacio´n maestra cua´ntica del sistema.
Comenzaremos por resumir brevemente las caracter´ısticas de la evolucio´n dina´mica de
sistemas cerrados y abiertos. Los procesos Markovianos cua´nticos son fundamentales (al
menos a fines pra´cticos) ya que representan el caso ma´s sencillo para describir la dina´mica
de estos sistemas no aislados. Este tipo de proceso puede ser considerado una generalizacio´n
directa del concepto de probabilidad cla´sica de un semigrupo dina´mico de Meca´nica Cla´sica.
Es decir, ana´logamente a la ecuacio´n diferencial de Chapman-Kolmogorov para la proba-
bilidad cla´sica, un semigrupo dina´mico cua´ntico da lugar, a primer orden, a una ecuacio´n
diferencial para la matriz densidad reducida, la cual resulta conocida con el nombre de
ecuacio´n maestra markoviana en la forma de Lindblad.
De acuerdo con la Meca´nica Cua´ntica, el vector estado |ψ(t)〉 evoluciona en el tiempo
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de acuerdo a la ecuacio´n de Schro¨dinger,
i
d
dt
|ψ(t)〉 = H(t)|ψ(t)〉, (1.1)
donde H(t) es el Hamiltoniano del sistema y la constante de Planck ~ ha sido fijada a
uno. La solucio´n de la ecuacio´n de Schro¨dinger puede ser representada en te´rmino de un
operador de evolucio´n unitario U(t, t0), el cual transforma el estado |ψ(t0)〉 a un tiempo
inicial t0 en otro estado |ψ(t)〉 a un tiempo t,
|ψ(t)〉 = U(t, t0)|ψ(t0)〉. (1.2)
Si reemplazamos la expresio´n (1.2) en la ecuacio´n (1.1), obtenemos una ecuacio´n para el
operador evolucio´n U(t, t0),
i
∂
∂t
U(t, t0) = H(t)U(t, t0), (1.3)
con la condicio´n inicial U(t0, t0) = I. Es fa´cil demostrar, con la ayuda de las ecuaciones
anteriores, que U †(t, t0)U(t0, t) = U(t0, t)U
†(t, t0) ≡ I y, por lo tanto, U(t0, t) es un operador
unitario.
Para un sistema cua´ntico cerrado, el HamiltonianoH del sistema aislado es independiente
del tiempo y la ecuacio´n (1.3) es fa´cilmente integrable en el tiempo obtenie´ndose
U(t, t0) = exp(−iH(t− t0)). (1.4)
Sin embargo, en distintas aplicaciones f´ısicas, uno se encuentra con que el sistema en
cuestio´n, generalmente, es afectado por fuerzas externas; por ejemplo, un campo electro-
magne´tico externo. Si, en dicha situacio´n, la dina´mica del sistema puede ser formulada
en te´rmino de un Hamiltoniano “generador” dependiente del tiempo H(t), el sistema sera´
au´n considerado cerrado. Para un Hamiltoniano dependiente del tiempo, la ecuacio´n (1.3),
considerando la condicio´n inicial mencionada, puede ser representada por una exponencial
ordenada temporalmente,
U(t, t0) = T← exp
[− i ∫ t
t0
dsH(s)
]
, (1.5)
donde T← denota el ordenamiento temporal, tal que el argumento de los operadores aumenta
temporalmente de derecha a izquierda como indica la flecha.
Si, en cambio, el sistema en cuestio´n se describe en funcio´n de un estado mixto, el
correspondiente ensemble cua´ntico puede ser descripto con la ayuda del operador estad´ıstico
ρ. Entonces, es fa´cil deducir una ecuacio´n de movimiento para la matriz densidad a partir
de la ecuacio´n de Schro¨dinger (1.1). Si, inicialmente, el estado del sistema es
ρ(t0) =
∑
α
ωα|ψα(t0)〉〈ψα(t0)|, (1.6)
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donde ωα son los pesos estad´ısticos y |ψα(t0)〉 los estados vector normalizados que evolu-
cionan de acuerdo a la ecuacio´n (1.2). El estado del sistema a un tiempo posterior es,
ρ(t) =
∑
α
ωαU(t, t0)|ψα(t0)〉〈ψα(t0)|U †(t, t0), (1.7)
el cual puede ser escrito de manera ma´s sencilla como
ρ(t) = U(t, t0)ρ(t0)U
†(t, t0). (1.8)
Si diferenciamos esta ecuacio´n con respecto al tiempo, obtenemos una ecuacio´n de
movimiento para la matriz densidad del sistema,
d
dt
ρ(t) = −i[H(t), ρ(t)], (1.9)
la cual es conocida como ecuacio´n de von Neumann o Liouville- von Neumann.
Para hacer la analog´ıa de la ecuacio´n (1.9) con la correspondiente ecuacio´n para la
probabilidad cla´sica de Meca´nica Estad´ıstica, la ecuacio´n (1.9) es generalmente escrita
d
dt
ρ(t) = L(t)ρ(t), (1.10)
donde L(t) es el superoperador de Liouville que se define como L(t)ρ = −i[H(t), ρ].
1.2 Dina´mica de los sistemas cua´nticos abiertos
Un sistema cua´ntico abierto es un sistema cua´ntico S que esta´ acoplado a otro sistema E
llamado “entorno”. Es por eso, que el sistema S en realidad representa un subsistema del
sistema total combinado S + E , generalmente considerado cerrado. Por consiguiente, un
estado del sistema S cambiara´ como consecuencia de su dina´mica interna y de la interaccio´n
con su entorno. Esta interaccio´n genera ciertas correlaciones entre el sistema y el entorno
que hara´n que el estado de S permanezca constante a partir de cierto momento, y por lo
tanto, S responda a una evolucio´n unitaria a partir de entonces. La dina´mica del subsistema
S inducida por el Hamiltoniano del sistema total es generalmente conocida como la dina´mica
del sistema reducido, y S es llamado el sistema reducido.
Llamemos HS al espacio de Hilbert del sistema S y HE al espacio de Hilbert del entorno
E . El espacio de Hilbert del sistema total S + E esta´ generado por el producto tensorial
H = HS ⊗HE . El Hamiltoniano total del sistema se puede escribir segu´n
H(t) = HS ⊗ IE + IS ⊗HE + HˆI(t), (1.11)
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Fig. 1.2: Esquema ilustrativo de un sistema cua´ntico abierto.
donde HS es el Hamiltoniano del sistema S, HE es el Hamiltoniano libre del entorno E
y HˆI(t) describe la interaccio´n entre el sistema y el entorno. Un diagrama esquema´tico de
una situacio´n t´ıpica se muestra en la Fig.1.2.
La motivacio´n principal para estudiar los sistemas abiertos es que en muchas situaciones
f´ısicas importantes un modelo matema´tico completo de la dina´mica del sistema (combinado
con el entorno) es muy complicado. El entorno puede estar representado por muchos grados
de libertad, con lo cual un tratamiento exacto del problema requiere resolver un sistema de
infinitas ecuaciones de movimiento acopladas. Au´n en el caso en que la solucio´n exista, uno
se encuentra con la tediosa tarea de aislar y determinar las cantidades f´ısicas importantes
del sistema a trave´s de un promedio sobre todas las dema´s cantidades y grados de libertad
irrelevantes. Por lo tanto, de aqu´ı en adelante, utilizaremos una descripcio´n ma´s sencilla en
te´rmino de un espacio de estados reducido, formado u´nicamente por un conjunto de variables
f´ısicas relevantes obtenido a partir del uso de me´todos anal´ıticos y de aproximacio´n. La
matriz densidad reducida del subsistema S a un tiempo t se obtiene a partir de la matriz
densidad del sistema total ρ(t) haciendo la traza parcial sobre los grados de libertad del
entorno. La matriz densidad total implica un comportamiento unitario, por lo cual podemos
escribir:
ρS(t) = trEρ(t) = trE{U(t, t0)ρ(t0)U †(t, t0)}. (1.12)
De forma ana´loga a lo anterior, se puede deducir una ecuacio´n de movimiento para la matriz
densidad reducida a partir de la ecuacio´n de Liouville-Von Neumann para el sistema total,
d
dt
ρS(t) = −itrE [H(t), ρ(t)]. (1.13)
En lo que resta de esta Tesis, veremos que la matriz densidad reducida del sistema, ρS,
sera´ de fundamental intere´s en el estudio de ls dina´mica de los sistemas cua´nticos abiertos.
16 Sistemas cua´nticos abiertos
Estudiaremos distintos modelos f´ısicos y, en todos ellos, escribiremos la ecuacio´n maes-
tra cua´ntica para la matriz densidad reducida del sistema en consideracio´n. La ecuacio´n
maestra se obtendra´ bajo distintas aproximaciones, segu´n corresponda.
Por ejemplo, para un proceso de Markov, uno puede asumir que las correlaciones tem-
porales en las variables dina´micas del entorno son cortas. Eso permite suponer que los
efectos de memoria son despreciables y formular la dina´mica del sistema en funcio´n de un
semigrupo dina´mico cua´ntico. Dado este semigrupo y bajo ciertas condiciones matema´ticas
estrictas, existe un mapa lineal L que resultara´ ser el generador del semigrupo y permite
representar al mismo de forma exponencial [36],
V (t) = exp(Lt). (1.14)
Esta representacio´n da lugar inmediatamente a una ecuacio´n diferencial de primer orden
para la matriz densidad reducida,
d
dt
ρS(t) = LρS(t), (1.15)
la cual es conocida por ser la ecuacio´n maestra Markoviana cua´ntica. El generador L del
semigrupo representa a un super operador y puede ser considerado una generalizacio´n del
super operador de Liouville que mencionamos en la ecuacio´n (1.10), relacionado con el
Hamiltoniano del sistema. En un caso as´ı, para conocer la dina´mica del sistema reducido,
es necesario encontrar la forma expl´ıcita de dicho generador L.
1.3 Movimiento Browniano Cua´ntico
La relajacio´n te´rmica de sistemas en interaccio´n con entornos ha sido un tema de gran
intere´s en Meca´nica Estad´ıstica por mucho tiempo. En particular, es importante notar
que la propia descripcio´n de esta relajacio´n debe ser analizada por medio de la Meca´nica
Cua´ntica [37]. La situacio´n ma´s simple que podemos considerar en este contexto es aquella
del movimiento Browniano de un oscilador armo´nico cua´ntico en un entorno de la misma
naturaleza. Los modelos de Movimiento Browniano Cua´ntico (MBC) proveen un ejemplo
t´ıpico de sistemas cua´nticos abiertos, y han sido muy utilizados para el entendimiento de la
teor´ıa de medicio´n en Meca´nica Cua´ntica [1], O´ptica Cua´ntica [38] y pe´rdida de coherencia
[39], por citar so´lo algunos de los intereses que presentan estos modelos. El objeto central de
estudio es la ecuacio´n maestra para la matriz densidad reducida de la part´ıcula Browniana,
que se obtiene luego de integrar los grados de libertad correspondientes al entorno. Una gran
cantidad de trabajos en esta esta direccio´n han sido realizados en el pasado [6, 37, 40, 41, 42].
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La derivacio´n ma´s general de esta ecuacio´n maestra es la efectuada por B.L. Hu, J.P. Paz y
Y. Zhang [7], donde utilizaron la funcional de influencia de Feynman y Vernon [4] provista
por te´cnicas de integrales de camino.
En el caso del MBC la dina´mica del sistema S es mucho ma´s lenta que los tiempos de
correlacio´n del sistema. Bajo estas circunstancias, otro tipo de ecuacio´n maestra rige la
evolucio´n de la ρS y su obtencio´n es distinta a la mencionada anteriormente. Para obtener
la ecuacio´n maestra del MBC, se presentara´ y discutira´ el modelo de Caldeira-Legget [40],
el cual es el prototipo del MBC y permite analizar los feno´menos de disipacio´n inducidos
por el entorno. Para el caso del l´ımite de temperatura alta del entorno, este modelo da una
ecuacio´n maestra markoviana (aunque no es de la forma de Lindblad). Sin embargo, para
temperatura estrictamente cero, o en el caso de acoplamientos fuertes, la matriz densidad
reducida del sistema exhibe un comportamiento no markoviano y, entonces, se debe recurrir
a distintas te´cnicas para describir la dina´mica del sistema reducido.
En esta seccio´n presentaremos el modelo, discutiremos el Teorema de Fluctuacio´n Disi-
pacio´n y el me´todo de la funcional de influencia de Feynman-Vernon. En particular, nuestro
objetivo fundamental es introducir el formalismo que, luego, aplicaremos a distintos en-
tornos y situaciones f´ısicas. La ventaja de este modelo es que la ecuacio´n maestra puede
ser obtenida en forma exacta para todo tipo de entornos a considerarse [7, 43]. Incluso
acoplamientos ma´s generales (xknqn) han sido tambie´n considerados en la Literatura, donde
la ecuacio´n maestra correspondiente a dichos acoplamientos ha sido obtenida perturbativa-
mente en [44].
El modelo describe a una part´ıcula Browniana de masa m y coordenadas x que se mueve
bajo la accio´n de un potencial V (x). El Hamiltoniano libre de la part´ıcula es
HS =
1
2m
p2 + V (x), (1.16)
donde p es el momento de la part´ıcula. La part´ıcula, adema´s, esta´ acoplada a un entorno,
el cual consiste en un gran nu´mero de osciladores armo´nicos de masas mn y frecuencias ωn,
descripto por el Hamiltoniano
HE =
∑
n
~ωn
(
b†nbn +
1
2
)
=
∑
n
(
1
2mn
p2n +
1
2
mnω
2
nq
2
n
)
. (1.17)
En esta expresio´n bn y b
†
n denotan los operadores de creacio´n y aniquilacio´n de los modos
del entorno, respectivamente, mientras que qn y pn son las correspondientes coordenadas y
momentos cano´nicos conjugados. En el modelo considerado, la coordenada x de la part´ıcula
Browniana esta´ acoplada linealmente con la coordenada qn de los osciladores del ban˜o. El
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Hamiltoniano de Interaccio´n HI esta´ definido por
HI = −x
∑
n
κnqn ≡ −xB, (1.18)
donde el operador del entorno es B =
∑
n κnqn =
∑
n κn
√
~
2mnωn
(bn+b
†
n), una suma pesada
sobre las coordenadas qn de los modos del ban˜o y las constantes de acoplamiento κn.
En el modelo MBC, la evolucio´n del sistema combinado (sistema-entorno), puede carac-
terizarse por cuatro escalas de tiempo diferentes: la primera esta´ asociada a la frecuencia
natural de la part´ıcula aislada; la segunda esta´ representada por el tiempo de relajacio´n
(caracterizado por el acoplamiento entre la part´ıcula y el entorno); la tercera corresponde
al “tiempo de memoria” del entorno (en general asociado a la frecuencia ma´s alta presente
en el entorno) y, finalmente, la escala de tiempo asociada con la temperatura del entorno,
que mide la importancia relativa entre los efectos cua´nticos y te´rmicos.
El efecto del entorno sobre la dina´mica del sistema esta´ caracterizado por los feno´menos
de fluctuacio´n y disipacio´n. Estos efectos pueden determinarse por una propiedad total-
mente espec´ıfica del entorno: la densidad espectral I(ω). Esta densidad representa el
nu´mero de osciladores presentes en el entorno con una frecuencia dada y que se acoplan al
sistema con una intensidad espec´ıfica. En el caso discreto de N osciladores, esta funcio´n es
I(ω) =
∑
n
δ(ω − ωn) κ
2
n
2mnωn
. (1.19)
De este modo, indicando la densidad I(ω) y el estado inicial del entorno, tanto la disi-
pacio´n como las fluctuaciones quedan un´ıvocamente determinadas, como podremos ver a
continuacio´n. Diferentes densidades espectrales I(ω) clasifican a los distintos tipos de en-
tornos; mientras que la constante de acoplamiento se ajusta a la frecuencia del entorno
como, por ejemplo, κn = mnω
α
n para cada modelo de entorno [6]. Por razones f´ısicas, uno
no espera que un entorno real contenga un nu´mero infinito de frecuencias, y en general, se
introduce una escala arbitraria, que llamaremos frecuencia de corte, que anule la densidad
espectral para aquellas frecuencias mayores que esta frecuencia de corte Λ; es decir I(ω)→ 0
cuando ω > Λ. Por tanto, la escala temporal asociada a la memoria del entorno, queda
determinada por la inversa de esta frecuecia de corte. El entorno se conoce usualmente
como o´hmico [40] si la densidad espectral es tal que I(ω) ≈ ω (ω < Λ); suprao´hmico si
I(ω) ≈ ωα (α > 1) o subo´hmico si α < 1. Es sencillo ver que el caso o´hmico (en general el
ma´s estudiado) corresponde a la situacio´n f´ısica en la que el entorno induce sobre el sistema
una fuerza lineal con la velocidad. En lo que sigue, utilizaremos la siguiente expresio´n para
la densidad espectral [7]
I(ω) =
2
π
Mγ0ω
(
ω
Λ
)α−1
e−
ω2
Λ2 (1.20)
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donde con γ0 representamos la constante de relajacio´n del entorno que corresponde a la
frecuencia asociada al acoplamiento entre este u´ltimo y el sistema [40].
1.3.1 Funcional de influencia de Feynman y Vernon
El objetivo central de esta seccio´n es desarrollar un formalismo general que nos permita
encontrar todos los efectos cua´nticos inducidos por un entorno sobre nuestro sistema de
intere´s. En este contexto, nos limitaremos a reproducir la derivacio´n de la ecuacio´n maestra
exacta para un entorno general en funcio´n de una representacio´n funcional del operador de
evolucio´n de la matriz densidad reducida, definida segu´n
ρS(x, x
′) =
∫ ∞
−∞
dqn
∫ ∞
−∞
dq′n ρ(x, qn|x′, q′n)δ(qn − q′n). (1.21)
Para construir la representacio´n de la integral de camino, utilizamos la representacio´n
de Schro¨dinger e introducimos el propagador J definido por la siguiente relacio´n
ρS(xf , x
′
f , tf) =
∫
dxi
∫
dx′iJ(xf , x
′
f , tf ; xi, x
′
i, ti)ρS(xi, x
′
i, ti). (1.22)
Es fa´cil notar que el propagador es simplemente la funcio´n de Green para la matriz densidad
reducida en la representacio´n de posicio´n. Adema´s, se puede ver que, en el caso en que no
hay acoplamiento entre el sistema y el entorno, el propagador se reduce al producto de la
funcio´n de Green para la ecuacio´n de Schro¨dinger con Hamiltoniano HS,
J(xf , x
′
f , tf ; xi, x
′
i, ti) = 〈xf tf |xiti〉〈x′iti|x′f tf〉
= GS(xf , tf ; xi, ti)G
∗
S(x
′
f , tf ; x
′
i, ti). (1.23)
La funcional de influencia se obtiene escribiendo la funcio´n GS en te´rmino de las inte-
grales de camino
GS(xf , tf ; xi, ti) = 〈xf | exp(−iHS(tf − ti)/~)|xi〉 =
∫
Dx exp
(
i
~
S0[x]
)
, (1.24)
donde
S0[x] =
∫ tf
ti
dt
(
1
2
mx˙2 − V (x)
)
(1.25)
es la accio´n funcional cla´sica de la part´ıcula Browniana libre. La integral de camino es
una integral sobre todos los posibles caminos x(t) que cumplen las condiciones de contorno
x(ti) = xi, y x(tf ) = xf .
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Considerando como condicio´n inicial que el sistema y el entorno no esta´n correlacionados
[7], es decir ρˆ(t0) = ρˆS(t0)⊗ ρˆE(t0), el operador de evolucio´n toma la forma
Jr(xf , x
′
f , t; xi, x
′
i, t0) =
∫ xf
xi
Dx
∫ x′f
x′i
Dx′ exp
(
i
~
(S[x]− S[x′])
)
F [x, x′]
=
∫ xf
xi
Dx
∫ x′f
x′i
Dx′ exp
(
i
~
A[x, x′]
)
. (1.26)
A[x, x′] es la llamada “accio´n efectiva” para el sistema cua´ntico abierto y F [x, x′] es la
funcional de influencia de Feynman y Vernon, definida explic´ıtamente como [4]
F [x, x′] =
∫ ∞
−∞
dqf
∫ ∞
−∞
dqi
∫ ∞
−∞
dq′i
∫ qf
qi
Dq
∫ qf
q′i
Dq′ exp
(
i
~
(SE [q] + Sint[x, q])
)
× exp
(
i
~
(SE [q
′] + Sint[x
′, q′])
)
ρB(qi, q
′
i, t0)
= exp
(
i
~
A[x, x′]
)
, (1.27)
donde llamamos δA[x, x′] a la accio´n de influencia. En consecuencia, la accio´n efectiva para
el sistema cua´ntico abierto es A[x, x′] = S[x]− S[x′] + δA[x, x′].
Gracias a la condicio´n inicial en la que no existen correlaciones, la funcional de influencia
so´lo depende del estado inicial del entorno. En este ejemplo mostramos la funcional
F [x, x′] para un entorno que inicialmente esta´ en equilibrio termodina´mico a temperatura
T = (β−1)1. Para las presentes condiciones iniciales, la funcional de influencia se calcula
exactamente [4, 7, 40].
El resultado es
F [x, x′] = exp
[
− i
~
∫ t
0
ds1
∫ s1
0
ds2[x(s1)− x′(s1)]η(s1 − s2)[x(s2) + x′(s2)]
−
∫ t
0
ds1
∫ s1
0
ds2[x(s1)− x′(s1)]ν(s1 − s2)[x(s2)− x′(s2)]
]
. (1.28)
Los nu´cleos ν y η, llamados de ruido y disipacio´n, respectivamente, son en general
no-locales en el tiempo y esta´n definidos como
ν(s) =
∫ ∞
0
dωI(ω) coth(
β~ω
2
) cos(ωs), (1.29)
η(s) =
d
ds
γ(s), (1.30)
1 Otras condiciones ma´s generales acerca de la condicio´n de equilibrio entre el sistema y el entorno
pueden encontrarse en la Ref.[41]; acerca de condiciones iniciales con correlaciones se pueden consultar las
Refs.[6, 45].
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donde γ(s) =
∫∞
0
dω I(ω)
ω
cos(ωs). Dada la expresio´n de la funcional de influencia en te´rminos
de los nu´cleos ν y η, podemos escribir la accio´n de influencia como
δA[x, x′] = −2
∫ t
0
ds1
∫ s1
0
ds2∆(s1)η(s1 − s2)Σ(s1)
+ i
∫ t
0
ds1
∫ s1
0
ds2∆(s2)ν(s1 − s2)Σ(s2), (1.31)
donde se ha introducido un cambio de variables ∆ = x− x′ y Σ = 1/2(x+ x′).
Las partes real e imaginaria de la accio´n efectiva A[x, x′] pueden interpretarse como
responsables de la disipacio´n y el ruido. Los nu´cleos de ruido y disipacio´n esta´n siempre
relacionados por una ecuacio´n integral conocida como la relacio´n de fluctuacio´n-disipacio´n
2. Para el caso del MBC, esta relacio´n puede escribirse como
υ(s) =
∫ ∞
−∞
ds′K(s− s′)γ(s′), (1.33)
donde K(s) esta´ definido por
K(s) =
∫ ∞
0
dω
ω
π
coth(
β~ω
2
) cos(ωs). (1.34)
En el l´ımite de temperatura alta, el nu´cleo K es proporcional a una funcio´n delta de
Dirac K(s) = 2kBTδ(s) y la relacio´n de fluctuacio´n-disipacio´n no es ma´s que la relacio´n de
Einstein usual.
La ecuacio´n de movimiento para la part´ıcula Browniana puede deducirse a partir de la
accio´n efectiva A[x, x′] mediante el ca´lculo ∂A[x,x′]
∂x
|x=x′ = 0. Si efectuamos esta variacio´n,
el nu´cleo de disipacio´n η aparecera´ en la ecuacio´n de movimiento de manera expl´ıcita;
mientras que dicha ecuacio´n no contendra´ contribuciones provenientes del nu´cleo de ruido
ν, debido a la forma funcional de la parte imaginaria de la accio´n efectiva A[x, x′]. Por otro
lado, podemos notar en la Ec.(1.28), por ejemplo, que dicha contribucio´n imaginaria actu´a
“pesando” las distintas trayectorias que contribuyen a la integral funcional. De este modo,
la accio´n efectiva A[x, x′] puede identificarse como la resultante de un promedio efectuado
sobre las distintas realizaciones de una “fuerza estoca´stica” [40].
2El teorema de fluctuacio´n-disipacio´n vale para un sistema general en equilibrio te´rmico y un observable
z(t) en la representacio´n de Heisenberg. La funcio´n χ es la respuesta del sistema ante una fuerza externa
F (t) que se aplica para t > 0 y se representa por la perturbacio´n temporal de la forma V (t) = −zF (t) en
el Hamiltoniano del sistema total. La transformada de Fourier de la funcio´n de respuesta del sistema es
χ˜(ω) =
∫
∞
−∞
dτeiωτχ(τ) =
∫
∞
0
dτeiωτχ(τ) ≡ ˜χ′(ω) + i ˜χ′′(ω), (1.32)
El teorema de fluctuacio´n-disipacio´n relaciona la respuesta lineal del sistema a una fuerza externa y las
fluctuaciones de equilibrio [36].
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Para hacer evidente esto u´ltimo, utilizamos la siguiente identidad matema´tica:
F [y(t)] ≡ exp
{
− i
~
∫ t
0
dt
∫ s
0
ds1y(s)ν(s− s1)y(s1)
}
=
∫
Dξ(t)P [ξ(t)] exp
{
− i
~
∫ s
0
dsy(s)ξ(s)
}
(1.35)
con
P [ξ(t)] = Nξ exp
{
− 1
2
∫ t
0
ds1
∫ s1
0
ds2ξ(s1)ν(s1 − s2)−1ξ(s2)
}
, (1.36)
donde Nξ es una constante de normalizacio´n. Con todo esto, la parte imaginaria de la
accio´n efectiva puede escribirse en funcio´n de la fuente de ruido estoca´stico como
exp
{
i
~
A[x, x′]
}
=
∫
Dξ(t)P [ξ(t)] exp
{
i
~
Sef [x, x
′, ξ]
}
, (1.37)
con
Sef [x, x
′, ξ] = S[x]− S[x′] + Re{δA[x, x′]} −
∫ t
0
ds y(s)ξ(s), (1.38)
donde ξ(s) puede interpretarse como una fuerza estoca´stica de ruido y definida por la
probabilidad gaussiana P [ξ(t)].
Las propiedades del ruido pueden ser obtenidas directamente a partir de la funcional
F [y(t)],
〈ξ(t)〉P = −~
i
δF [y]
δy(t)
|y=0 = 0,
〈ξ(t1)ξ(t2)〉P =
(
− ~
i
)
δF [y]
δy(t1)δy(y2)
|y=0 = ~ν(t1 − t2), (1.39)
donde 〈ξ(t1)ξ(t2)〉P es la funcio´n de correlacio´n del entorno. Con todo esto, podemos
obtener una ecuacio´n de movimiento expl´ıcitando la presencia de un te´rmino de ruido.
Esta es la ecuacio´n para la part´ıcula browniana asociada de Langevin, donde la dina´mica
de la part´ıcula cla´sica esta´ afectada por la presencia de una fuente de ruido [4, 6, 39, 40]:
x¨(t) + Ω2x(t) + 2
∫ t
0
dsη(s− t)x(s) = ξ(t). (1.40)
En esta ecuacio´n se pone de manifiesto que las trayectorias cla´sicas de la part´ıcula browniana
adquieren, debido al entorno, un comportamiento estoca´stico, conocido como efecto de
ruido. Adema´s, si uno considera la contribucio´n del nu´cleo η, aparecen efectos disipativos
y de renormalizacio´n.
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1.3.2 Ecuacio´n maestra
En general, por consideraciones f´ısicas, el conocimiento de la ecuacio´n maestra para la
evolucio´n de la matriz densidad reducida es ma´s u´til que la evolucio´n exacta de la matriz
densidad total misma. En realidad, a partir de la ecuacio´n maestra podemos extraer muchos
aspectos cualitativos acerca del comportamiento del sistema, los cuales son independientes
de las condiciones iniciales.
El modelo presentado en este cap´ıtulo tiene un acoplamiento lineal y puede resolverse
exactamente. Las integrales de camino de la Ec.(1.26) pueden evaluarse debido a que
son integrales gaussianas [7, 43]. Por este motivo, la deduccio´n de la ecuacio´n maestra
esta´ basada en la representacio´n integral funcional para el operador de evolucio´n de la
matriz densidad reducida (Ec.(1.26)) [46]. La no-localidad de los nu´cleos presentes en la
funcional de influencia es la u´nica complicacio´n; por tanto, obtener formalmente la ecuacio´n
maestra es conceptualmente equivalente a derivar la ecuacio´n de Schro¨dinger a partir de la
representacio´n funcional del propagador en Meca´nica Cua´ntica.
Los resultados basados en el procedimiento funcional seguido por B.L. Hu, J.P. Paz y
Y. Zhang en la Ref.[7] pueden obtenerse de manera extremadamente sencilla, a segundo
orden en la constante de acoplamiento, mediante un me´todo perturbativo.
Para hallar la ecuacio´n maestra debemos evaluar la derivada temporal del operador de
evolucio´n reducido. Como la funcional de influencia es no local, no podemos calcular esta
derivada simplemente expandiendo en dt al propagador Jr(t+ dt, t) y resta´ndole Jr(t, t); ya
que el propagador Jr(t+ dt, t) depende del estado del sistema a tiempo t. Esto u´nicamente
podr´ıa hacerse en el caso de temperatura muy alta porque en ese l´ımite la funcional de
influencia se vuelve local en el tiempo [40].
En la representacio´n de interaccio´n, la matriz densidad total evoluciona segu´n la ecuacio´n
i~ρ˙ = [V (t), ρ], (1.41)
donde el potencial de interaccio´n V (t), en la representacio´n de interaccio´n es, simplemente,
V (t) = exp
[
i
~
(HS +HE)t
]
V exp
[
− i
~
(HS +HE)t
]
, (1.42)
y la matriz densidad ρ,
ρ(t) = exp
[
i
~
(HS +HE)t
]
ρ exp
[
− i
~
(HS +HE)t
]
. (1.43)
La solucio´n a la Ec.(1.41) puede ser obtenida de manera perturbativa utilizando la serie
de Dyson:
ρ(t) =
∑
n≥0
∫ t
0
dt1
∫ t1
0
dt2...
∫ tn
0
(
1
i~
)n
[V (t1), [V (t2), [..., [V (tn), ρ(0)]...]]. (1.44)
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A partir de esta serie, podemos obtener una ecuacio´n perturbativa, a segundo orden en la
constante de acoplamiento con el entorno, para la matriz densidad reducida ρr = TrEρ, en
la representacio´n de interaccio´n
ρr(t) ≈ ρr(0) + 1
i~
∫ t
0
dt1TrE([V (t1), ρ(0)])
− 1
~2
∫ t
0
dt1
∫ t1
0
dt2TrE([V (t1), [V (t), ρ(0)]]). (1.45)
Para obtener la ecuacio´n maestra, debemos hacer la derivada temporal de esta ecuacio´n,
de modo de obtener
ρ˙r =
1
i~
TrE [V(t), ρ(0)]− 1
~2
∫ t
0
dt1TrE [V(t), [V(t1), ρ(0)]]. (1.46)
Si asumimos que en el instante inicial, el sistema y el entorno no esta´n correlacionados, es
decir ρ(0) = ρr(0)⊗ ρE(0), la ecuacio´n para la matriz densidad reducida queda
ρ˙r =
1
i~
TrE [V (t), ρr(0)⊗ ρE(0)]− 1
~2
∫ t
0
∫
dt1TrE [V (t), [V (t1), ρr(0)⊗ ρE(0)]]. (1.47)
Al observar el lado derecho de esta ecuacio´n, vemos que podr´ıamos reemplazar el estado
inicial del sistema ρr(0) en funcio´n de ρr(t), despejando el primero de la Ec.(1.45). De esta
manera, nos independizamos de la matriz densidad reducida a tiempo t = 0, y u´nicamente
obtenemos una dependencia del tiempo t. Bajo estas suposiciones, la ecuacio´n maestra que
se obtiene es:
ρ˙r =
1
i~
TrE [V (t), ρr(t)⊗ ρE(0)]− 1
~2
∫ t
0
dt1TrE [V (t), [V (t1), ρr(t)⊗ ρE(0)]]
+
1
~2
∫ t
0
dt1TrE([V (t),TrE([V (t1), ρr(t)⊗ ρE(0)])⊗ ρE(0)]). (1.48)
En el caso que nos interesa, V =
∑
n λnqnx. Si el entorno esta´ en equilibrio te´rmico a
temperatura T = 1/kBβ, la ecuacio´n maestra se reduce a
ρ˙r = − 1
~2
∫ t
0
dt1TrE [V (t), [V (t1), ρr(t)⊗ ρE(0)]], (1.49)
y el te´rmino dentro de la integral temporal se puede escribir como
TrE [V (t), [V (t1), ρr(t)⊗ ρE(0)]] = 1
2
∑
n
λ2n(〈{qn(t), qn(t1)}〉[x(t), [x(t1), ρr]]
+ 〈[qn(t), qn(t1)]〉[x(t), {x(t1), ρr}]), (1.50)
donde 〈...〉 significa el promedio sobre el estado inicial del entorno. Si volvemos a la repre-
sentacio´n de Schro¨dinger, la ecuacio´n maestra se escribe
ρ˙r =
1
i~
[HS, ρr]−
∫ t
0
dt1
(
ν(t− t1)[x, [x(t1 − t), ρ]]− iη(t− t1)[x, {x(t1 − t), ρ}]
)
, (1.51)
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en funcio´n de los nu´cleos de ruido y disipacio´n, definidos respectivamente como:
ν(t) =
1
2~2
∑
n
λ2n〈{qn(t), qn(0)}〉 =
∑
n
λ2n
2mn~ωn
cos(ωnt)(1 + 2Nn)
η(t) =
i
2~2
∑
n
λ2n〈[qn(t), qn(0)]〉 =
∑
n
λ2n
2mn~ωn
sin(ωnt) (1.52)
Usando que 1 + 2Nn = coth(
β~ω
2
), la expresio´n para la densidad espectral y la relacio´n
N∑
n=1
λ2n
2mnωn
f(ωn) =
∫ ∞
0
dωI(ω)f(ω), (1.53)
obtenemos
ν(t) =
∫ ∞
0
dωI(ω) cos(ωt)(1 + 2N(ω)),
η(t) =
∫ ∞
0
dωI(ω) sin(ωt). (1.54)
Si resolvemos las ecuaciones de Heisenberg para el sistema reducido, el operador de
posicio´n esta´ dado por
x(t) = x cos(Ωt) +
1
MΩ
p sin(Ωt). (1.55)
De esta forma, podemos escribir la expresio´n final de la ecuacio´n maestra, para un entorno
general y a cualquier temperatura:
ρ˙r =
i
~
[HS +
1
2
MδΩ2(t)x2, ρr] + 2iγ(t)[x, {p, ρr}]−D(t)[x, [x, ρr]]− f(t)[x, [p, ρr]], (1.56)
donde los coeficientes se definen
δΩ2(t) = −2~
M
∫ t
0
dt′ cos(Ωt′)η(t′),
γ(t) = − 1
2MΩ
∫ t
0
dt′ sin(Ωt′)η(t′),
D(t) =
∫ t
0
dt′ cos(Ωt′)ν(t′), (1.57)
f(t) = − 1
MΩ
∫ t
0
dt′ sin(Ωt′)ν(t′).
Estos coeficientes, expl´ıcitamente dependientes del tiempo, esta´n definidos a segundo orden
en la constante de acoplamiento. Ω˜2 = Ω2 + δΩ2(t) es la frecuencia natural renormalizada
del entorno; γ(t) es la tasa de relajacio´n; D(t) y f(t) son los coeficientes de difusio´n (respon-
sables de los efectos de pe´rdida de coherencia en el sistema). En el l´ımite de temperatura
alta estos coeficientes toman formas ma´s sencillas y se vuelven constantes en el tiempo:
γ(t) = γ0, D(t) = 2γ0kBT y f(t) ∼ 1/kBT , por lo cual, este coeficiente es despreciable.
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La ecuacio´n maestra Ec.(1.56), obtenida a partir de un desarrollo perturbativo, es la
misma que se deduce de manera exacta para el MBC con acoplamiento lineal [7, 43]. Sin em-
bargo, en este u´ltimo caso, los coeficientes son formalmente distintos, ya que su formulacio´n
es exacta.
1.4 El proceso de pe´rdida de coherencia
La interaccio´n entre un subsistema cua´ntico abierto y su entorno crea correlaciones entre
los estados del subsistema y aquellos del entorno. El entorno se “lleva” informacio´n del
subsistema a trave´s de estas correlaciones. Despue´s de trazar sobre los grados de libertad
del entorno, un determinado conjunto de estados exhiben una fuerte estabilidad frente a
la interaccio´n con el entorno, mientras que superposiciones lineales de estos estados son
destru´ıdas en la evolucio´n dina´mica del sistema, a veces de forma muy ra´pida o, incluso,
de manera instanta´nea. Esta destruccio´n dina´mica de las coherencias cua´nticas, inducida
puramente por la presencia de un entorno, se llama decoherencia. Este proceso implica
una seleccio´n dina´mica de un conjunto privilegiado de estados del subsistema denominados
estados punteros o “pointer states”, los cuales resultan invariantes a la accio´n del Hamilto-
niano de Interaccio´n que describe la dina´mica entre el subsistema y el entorno. En general,
el punto central en el estudio de decoherencia es estimar el tiempo en el cual se lleva a
cabo la destruccio´n de las coherencias. Este tiempo define una nueva escala en el problema
(tD), llamada tiempo de decoherencia, y resulta extremadamente u´til si uno quiere medir
efectos cua´nticos en un experimento, pues, una vez destru´ıdas estas coherencias, el sistema
exhibira´ un comportamiento “cla´sico”.
Para poder hacer una estimacio´n de este tiempo, uno debe identificar el coeficiente de
difusio´n de la ecuacio´n maestra para la matriz densidad reducida. Siguiendo con el ejemplo
de una part´ıcula Browniana cua´ntica, en el l´ımite de temperatura alta, el coeficiente de
difusio´n es D = 2γ0kBT . Como esta´ ampliamente mostrado en la Literatura [7], la tasa de
pe´rdida de coherencia ΓD = 1/tD, esta´ definida por:
ΓD = 4L
2
0D ≈ 8L20γ0kBT. (1.58)
L0 implica alguna longitud caracter´ıstica del problema en consideracio´n (por ejemplo, una
superposicio´n lineal inicial de estados separados una distancia L0). Por lo tanto, los te´rminos
fuera de la diagonal decaen como ΓD, y las coherencias cua´nticas desaparecen exponencial-
mente en una escala que podemos identificar como
tD = γ
−1
0
(
λT
L0
)2
, (1.59)
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donde λT = ~/
√
2mkBT es la longitud de onda de de Broglie. As´ı, para un objeto
macrosco´pico, el tiempo de pe´rdida de coherencia tD es, tip´ıcamente, varios o´rdenes de
magnitud menor que el tiempo de relajacio´n tR = γ
−1
0 . Por ejemplo, para un sistema
en una habitacio´n a una temperatura T = 300K, con una masa de m = 1g y con una
separacio´n L0 = 1cm, el cociente tD/tR = 10
−40. En consecuencia, aunque el tiempo de
relajacio´n sea del orden de la edad del Universo, tR ∼ 1017 segs, la coherencia cua´ntica
sera´ destru´ıda en tD ∼ 10−23 segs [3]. Una diferencia tan grande puede obtenerse so´lo para
objetos macrosco´picos, y puede aceptarse cuando las condiciones por las cuales se derivo´
la ecuacio´n maestra se satisfacen. No obstante, es simple de entender, en este contexto,
por que´ la pe´rdida de coherencia entre trayectorias macrosco´picamente distinguibles es casi
instanta´nea, au´n para sistemas casi aislados.
En este contexto, a lo largo de esta Tesis, nos centraremos en el estudio del proceso de
pe´rdida de coherencia que ocurre en distintos sistemas f´ısicos relevantes, y en los casos en
que nos sea posible, estimaremos el tiempo de pe´rdida de coherencia para dichos sistemas.

Cap´ıtulo 2
Efectos difusivos inducidos por
fluctuaciones cua´nticas
En este cap´ıtulo, analizaremos el efecto de las fluctuaciones de vac´ıo de un entorno a tem-
peratura cero como fuente del proceso de pe´rdida de coherencia. Las fluctuaciones de
vac´ıo tienen muchos efectos visibles. El corrimiento de la frecuencia de Lamb o el efecto
Casimir son claras manifestaciones de su existencia. En estos ejemplos, el efecto del vac´ıo
simplemente se traduce en la renormalizacio´n de los para´metros originales del sistema.
Sin embargo, las fluctuaciones que trataremos en adelante, no inducen u´nicamente una
renormalizacio´n de los para´metros de la part´ıcula de prueba. Por el contrario, representan
una fuente de ruido y disipacio´n para el sistema acoplado al entorno a temperatura cero.
En primer lugar, estudiaremos anal´ıticamente el proceso de decoherencia y estimaremos
la escala temporal en la cual este proceso se lleva a cabo en el caso de entornos o´hmicos.
Luego, extenderemos este estudio al caso de entornos ma´s generales, es decir suprao´hmicos y
subo´hmicos, tambie´n a temperatura estrictamente cero. En todos los casos, completaremos
el desarrollo anal´ıtico con simulaciones nume´ricas. En la segunda parte de este cap´ıtulo, nos
concentraremos en estudiar otro tipo de efecto difusivo, inducido tambie´n por las fluctua-
ciones de vac´ıo del entorno, cuando e´ste esta´ a temperatura cero: la excitacio´n energe´tica.
En particular, a trave´s de un ana´lisis nume´rico, estudiaremos su existencia para entornos
generales a temperatura cero y, mostraremos que este feno´meno es posterior al proceso de
decoherencia que se lleva a cabo en el sistema cua´ntico original.
La presencia de un entorno cua´ntico a temperatura cero y su injerencia en el feno´meno de
interferencia ha sido estudiado en los u´ltimos an˜os por varios autores [47, 48, 49]. En muchos
trabajos, particularmente donde se estudia el feno´meno de pe´rdida de coherencia en el
Movimiento Browniano Cua´ntico (MBC), la mayor´ıa de las conclusiones acerca del proceso
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difusivo a temperatura cero han sido en base a resultados nume´ricos. Por el contrario,
el l´ımite de temperatura alta del MBC [50] ha sido ampliamente estudiado. Este mismo
proceso, pero en el caso de baja temperatura (aunque no estrictamente cero), tambie´n ha
sido discutido nume´ricamente (a trave´s de los coeficientes de difusio´n normal y ano´malo)
para entornos generales [7, 45, 46]. Sin embargo, poco se ha estudiado el caso de un entorno
a temperatura cero. En lo que sigue, nos ocuparemos del proceso de pe´rdida de coherencia
en entornos generales a temperatura cero.
2.1 El modelo
El modelo que consideraremos consiste en una part´ıcula de prueba (de masaM y frecuencia
caracter´ıstica Ω) acoplada a un entorno representado por un conjunto de infinitos osciladores
armo´nicos. La accio´n total, correspondiente al sistema ma´s su entorno, resulta (fijando
~ = 1)
S[x, qn] = S[x] + S[qn] + Sint[x, qn]
=
∫ t
0
ds
[
1
2
M(x˙2 − Ω2x2) +
∑
n
1
2
mn(q˙
2
n − ω2nq2n)
]
−
∑
n
λnxqn, (2.1)
donde x y qn son las coordenadas de la part´ıcula y de los osciladores, respectivamente.
La part´ıcula esta´ acoplada a cada oscilador de manera lineal a trave´s de una constante de
acoplamiento λn. Los objetos que resultan relevantes para analizar la transicio´n cua´ntico-
cla´sica en este modelo son la matriz densidad reducida y la funcio´n de Wigner asociada
definidas, respectivamente, como
ρr(x, x
′, t) =
∫
dq¯ ρ(x, q¯, x′, q¯, t)
Wr(x, p, t) =
1
2π
∫ +∞
−∞
dy eipy ρr(x+
y
2
, x− y
2
, t). (2.2)
La matriz densidad reducida satisface una ecuacio´n maestra (Ec.(1.56)) mencionada en el
Cap´ıtulo 1, la cual fue derivada de manera exacta por Hu, Paz y Zhang para el MBC [7].
La ecuacio´n maestra, se puede escribir alternativamente como
i
∂
∂t
ρr(x, x
′, t) =
[
− 1
2M2
(
∂2
∂x2
− ∂
2
∂x′2
)]
ρr(x, x
′, t) +
1
2
MΩ2(x2 − x′2)ρr(x, x′, t)
+
1
2
MδΩ2(t)(x2 − x′2)ρr(x, x′, t)− iγ(t)(x− x′)
(
∂
∂x
− ∂
∂x′
)
ρr(x, x
′, t)
− iMD(t)(x− x′)2ρr(x, x′, t)− f(t)(x− x′)
(
∂
∂x
+
∂
∂x′
)
ρr(x, x
′, t), (2.3)
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donde resulta evidente que el coeficiente de difusio´n D(t) esta´ relacionado con el decaimiento
de los te´rminos no diagonales de la matriz, ya que es proporcional a (x−x′)2. Los coeficientes
de esta ecuacio´n son aquellos definidos en la Ec.(1.57) del Cap´ıtulo 1. Estos coeficientes,
expl´ıcitamente dependientes del tiempo (salvo en situaciones particulares), esta´n definidos a
segundo orden en la constante de acoplamiento. Inicialmente, es decir a tiempo t = 0, todos
los coeficientes son cero si suponemos que el sistema y el entorno no esta´n correlacionados.
Los coeficientes de renormalizacio´n de la frecuencia y de disipacio´n se deducen a partir
del nu´cleo homo´nimo a este u´ltimo coeficiente; mientras que los coeficientes difusivos, lo
hacen a partir del nu´cleo de ruido, ambos definidos en la Ec.(1.54). En lo que sigue, nos
dedicaremos a escribir expl´ıcitamente estos coeficientes para los distintos tipos de entorno,
es decir o´hmico, subo´hmico y suprao´hmico, segu´n corresponda.
2.2 Entornos o´hmicos
Para analizar co´mo es el proceso de pe´rdida de coherencia cuando la part´ıcula Browniana
esta´ acoplada a un entorno o´hmico a temperatura cero, debemos definir la densidad espec-
tral de dicho entorno. En este caso particular, usaremos I(ω) = (2/π)Mγ0Λ
2ω/(ω2 + Λ2)
donde Λ es una frecuencia f´ısica de corte, que representa la frecuencia ma´s alta presente en
el entorno. En el l´ımite de temperatura alta (~Λ ≪ kBT ), los coeficientes de la Ec.(1.57)
resultan constantes. En particular, el coeficiente de disipacio´n es γ0 y, el coeficiente de
difusio´n D = 2Mγ0kBT . El coeficiente de difusio´n ano´malo puede ser despreciado ya que
resulta ser inversamente proporcional a la temperatura del ban˜o, la cual es muy alta en
este caso (f ∝ 1/T ). Por lo tanto, el te´rmino relevante de la ecuacio´n maestra a la hora de
evaluar la pe´rdida de coherencia del sistema, es u´nicamente aquel proporcional a D.
Nuestro objetivo primario es analizar este feno´meno cuando el ban˜o carece de temper-
atura, es decir, el entorno tiene temperatura estrictamente cero. Esta condicio´n se traduce
en fijar coth(β~ω/2) = 1 en la definicio´n del nu´cleo de ruido Ec.(1.54), y por lo tanto, en
los coeficientes Ec.(1.57). De esta manera, podemos evaluar cada uno de los coeficientes de
la ecuacio´n maestra. En particular, estamos interesados en escalas temporales mayores que
el tiempo de memoria del entorno, es decir t > 1/Λ. Encontraremos, tambie´n, el compor-
tamiento para tiempos largos (Λt ≫ 1) de cada coeficiente. En la Figura 2.1, mostramos
el comportamiento de los coeficientes calculados para distintos casos.
Empezaremos calculando el corrimiento de la frecuencia (Fig.2.1(a)),
δΩ2(t) =
4Mγ0
π
Λ2
∫ ∞
0
dω
∫ t
0
ds
ω
ω2 + Λ2
sinωs cosΩs, (2.4)
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el cual, tras realizar las integrales, es
δΩ2(t) = 2Mγ0
Λ3
Λ2 + Ω2
[
1− e−Λt
(
cosΩt− Ω
Λ
sin Ωt
)]
. (2.5)
Si, en particular, queremos conocer el comportamiento a tiempos largos, tales que Λt≫ 1,
entonces el cambio en la frecuencia natural del sistema se cuantifica segu´n
δΩ2 = 2Mγ0
Λ3
Λ2 + Ω2
. (2.6)
Por su parte, el coeficiente de disipacio´n esta´ graficado en la Fig.2.1(b) y se calcula a
partir de
γ(t) = −2Mγ0
πΩ
Λ2
∫ ∞
0
dω
∫ t
0
ds
ω
ω2 + Λ2
sinωs sinΩs. (2.7)
Luego de realizar estas integrales, se obtiene
γ(t) = −Mγ0 Λ
2
Λ2 + Ω2
[
1− e−Λt
(
cosΩt +
Λ
Ω
sin Ωt
)]
, (2.8)
que tiene el siguiente comportamiento para tiempos largos
γ = −Mγ0 Λ
2
Λ2 + Ω2
. (2.9)
El coeficiente de difusio´n normal se define segu´n la expresio´n
D(t) =
2Mγ0
π
Λ2
∫ ∞
0
dω
∫ t
0
ds
ω
ω2 + Λ2
cosωs cosΩs, (2.10)
la cual, al ser expl´ıcitamente calculada, resulta
D(t) =
2Mγ0
π
Λ2Ω
Ω2 + Λ2
[
Shi(Λt)
(
Λ
Ω
cosΩt cosh Λt+ sinΩt sinh Λt
)
− Chi(Λt)
(
Λ
Ω
cosΩt sinh Λt+ sin Ωt coshΛt
)
+ Si(Ωt)] , (2.11)
donde Shi(x) y Chi(x) son el SinIntegral y CosIntegral hiperbo´lico, respectivamente; y Si(x)
es el SinIntegral. Esta expresio´n puede ser simplificada, en el caso que Λt≫ 1, de manera
de hacer evidente el comportamiento de la forma
D(t) =
2Mγ0
π
Λ2Ω
Ω2 + Λ2
Si(Ωt). (2.12)
Este coeficiente vale para cualquier valor de la frecuencia natural del sistema (Ω). Su com-
portamiento resulta oscilatorio en el tiempo. De hecho, tiene un comportamiento constante
so´lo en el caso en que Ωt ≫ 1, ya que Si(x) → π/2, D∞ ∼ Mγ0Λ2Ω/(Λ2 + Ω2), como se
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Fig. 2.1: Evolucio´n temporal de los coeficientes de la ecuacio´n maestra para un entorno a
temperatura cero. En los gra´ficos superiores mostramos la renormalizacio´n de la frecuencia
en (a) y la disipacio´n en (b). Los gra´ficos en la fila del medio corresponden a la difusio´n
normal D(t) (c) y ano´malo f(t) (d) para tiempos cortos con la intencio´n de mostrar el
transitorio inicial. Los valores para tiempos ma´s largos de los coeficientes difusivos se
muestran en los gra´ficos inferiores (e) y (f). En todos los casos, los para´metros usados son:
γ0 = 0.05, Λ = 100, Ω = 1.
puede observar en la Fig 2.1 (e). En cualquier otro caso, el coeficiente tiene un tran-
sitorio inicial y se aproxima al valor asinto´tico D∞, como muestra la Fig.2.1(c). Por
el contrario, cuando Ω ≪ 1, la difusio´n normal crece linealmente con el tiempo, segu´n
D ∼ 2M(γ0/π)Λ2Ω2t/(Λ2 + Ω2), de forma similar a lo obtenido en la Ref.[49].
Finalmente, el coeficiente de difusio´n ano´malo se puede calcular segu´n
f(t) = −2γ0
πΩ
Λ2
∫ ∞
0
dω
∫ t
0
ds
ω
ω2 + Λ2
cosωs sinΩs, (2.13)
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que, al hacer las integrales, resulta
f(t) = −2γ0 Λ
2
Ω2 + Λ2
[
Shi(Λt)
(
Λ
Ω
sinΩt cosh Λt− cos Ωt sinhΛt
)
+ Chi(Λt)
(
−Λ
Ω
sinΩt sinh Λt+ cosΩt cosh Λt
)
− Ci(Ωt)− log Λ
Ω
]
. (2.14)
Nuevamente, si queremos conocer el comportamiento a tiempos largos, Λt≫ 1, el coeficiente
es
f(t) = 2γ0
Λ2
Ω2 + Λ2
(
Ci(Ωt) + log
Λ
Ω
)
. (2.15)
Este coeficiente tambie´n toma un valor constante cuando Ωt≫ 1 siendo f∞ ∼ 2γ0(Λ2/(Λ2+
Ω2)) log Λ/Ω (Fig.2.1(f)); y si, por el contrario, Ωt≪ 1, entonces, f(t) ∼ 2γ0(log Λt+ΓEuler),
con ΓEuler el nu´mero de Euler Gamma. Vale destacar que el comportamiento asinto´tico
de estos coeficientes fue recientemente estudiado en la Ref.[51]. Esto fue desarrollado de
manera exacta y coincide con nuestros resultados en el caso de γ0 ≪ 1 y frecuencias
naturales y de corte chicas.
2.2.1 Pe´rdida de coherencia a temperatura cero
Analizaremos el proceso de pe´rdida de coherencia en un caso sencillo. Nuestro estado inicial
esta´ formado por una superposicio´n lineal de dos estados deslocalizados, tanto en posicio´n
como en momento. Para ello, asumiremos que tenemos dos paquetes gaussianos localizados
sime´tricamente en el espacio de fases, es decir x0 = ±L0, de la misma forma a lo realizado
por los autores en [50]: Ψ(x, t = 0) = Ψ1(x) + Ψ2(x), tal que
Ψ1,2 = N exp
(
−(x∓ L0)
2
2δ2
)
exp(±iP0x), (2.16)
N2 =
N˜2
πδ2
=
1
2πδ2
[
1 + exp
(
−L
2
0
δ2
− δ2P 20
)]−1
, (2.17)
donde N es la normalizacio´n y δ es el ancho inicial del paquete de ondas. En te´rmino de la
funcio´n de Wigner, el estado a un tiempo dado t es W (x, p, t) =W1(x, p, t) +W2(x, p, t) +
Wint(x, p, t), donde
W1,2 =
N˜2
π
δ1
δ2
exp
(
−(x∓ xc)
2
δ21
)
exp
(−δ22(p∓ pc − β(x∓ xc))2) , (2.18)
y
Wint =
2N˜2
π
δ1
δ2
δ22(p− βx)2 cos(2kpp+ 2(kx − βkp)x). (2.19)
Todos los para´metros que aparecen en estas ecuaciones son funciones del tiempo, deter-
minados por la evolucio´n del propagador de la matriz densidad reducida y de la condicio´n
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a tiempo cero [50]. El estado inicial sera´ tal que δ21 = δ
2
2 = δ
2, kx = P0 = pc, kp = L0 = xc.
Los para´metros kp y kx, indican la evolucio´n de las franjas de interferencia en las coorde-
nadas de momento y posicio´n del espacio de fases, respectivamente.
Como ha sido definido en la Literatura, por ejemplo en [46], el efecto de la pe´rdida de
coherencia se cuantifica a trave´s de un factor exponencial Γ(t) o factor de “decoherencia”,
definido segu´n
Γ(t) = exp(−Aint) = 1
2
Wint(x, p)|peak
[W1(x, p)|peakW2(x, p)|peak]
1
2
. (2.20)
Inicialmente el “factor de visibilidad” de las franjas de interferencia Aint es nulo y siempre
esta´ acotado por el valor ma´ximo Aint ≤ L20/δ2+ δ2P 20 = Aint|max. Este factor de visibilidad
evoluciona en el tiempo segu´n A˙int = 4D(t)k2p − 4f(t)kp(kx − βkp). En el caso en que
el entorno esta´ a temperatura muy alta, y vale ~ω ≪ kBT , el coeficiente de difusio´n
ano´malo es despreciable y se obtiene una tasa de pe´rdida de coherencia proporcional a la
temperatura del entorno, derivada u´nicamente del te´rmino de difusio´n normal. En nuestro
caso particular, en donde el entorno esta´ a temperatura cero, ambos coeficientes D(t) y
f(t) contribuyen al factor de visibilidad Aint. La estimacio´n de este factor es, entonces,
ma´s complicada. Una simplificacio´n posible es asumir que las franjas de interferencia se
mantienen aproximadamente en las posiciones iniciales y, as´ı, fijar kp = L0 y kx = 1/(2L0).
Si miramos tiempos tales que Λt≫ 1 de manera de ignorar el transitorio inicial, se pueden
usar las expresiones para tiempos largos de los coeficientes difusivos (Ecs.(2.12) y (2.15))
para evaluar el coeficiente Aint. De modo de obtener la forma ma´s sencilla para la ecuacio´n
de evolucio´n de Aint, tomaremos β ∼ 0, equivalente a quedarnos con β a tiempos cortos
[50]. De este modo, estamos haciendo una eleccio´n conservativa de este para´metro, la cual
nos permitira´ obtener una cota superior para el tiempo de decoherencia tD. La ecuacio´n de
evolucio´n para el coeficiente de visibilidad resulta
A˙int ≈ 4L20D(t)− 2f(t). (2.21)
Para conocer el tiempo de pe´rdida de coherencia tD, debemos resolver 1 ≈ Aint(t = tD).
Si pedimos esta condicio´n, se puede observar en la Ec.(2.21) que no es posible despejar
anal´ıticamente una escala global de pe´rdida de coherencia para el caso de un entorno a
temperatura cero. De todas maneras, podemos encontrar las correspondientes escalas para
situaciones particulares. Por ejemplo, en el caso de un sistema con frecuencia natural Ω,
tal que Ω ∼ Λ (Ωt≫ 1), se puede obtener fa´cilmente
Aint ∼ 2L20Mγ0Λt+ 4γ0
(
t Ci(Λt)− sin Λt
Λ
)
, (2.22)
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que implica un escala de pe´rdida de coherencia corta
tD ∼ 1
2ML20γ0Λ
. (2.23)
Este resultado es va´lido mientras sea cierto que el producto ML20γ0 ≤ 1, de manera de
poder despreciar el transitorio inicial. Esta escala coincide con el tiempo de pe´rdida de
coherencia evaluado directamente a partir de D∞, como por ejemplo, hacen los autores en
la Ref.[46]. En este l´ımite particular, el coeficiente ano´malo no juega un papel importante
como se puede verificar usando f∞ en la Ec.(2.21).
En el caso contrario, cuando Ωt≪ 1 (para tiempos 1
Λ
< t < 1
Ω
< 1
γ0
), podemos evaluar
el coeficiente Aint usando el l´ımite asinto´tico de Si(x) y Ci(x). De esa forma, obtenemos
Aint ≈ 8Λ
2
Λ2 + Ω2
γ0
[
ML20
2π
(Ωt)2 + t (log Λt+ Γ− 1)
]
, (2.24)
que resulta una cota para el tiempo de pe´rdida de coherencia tD ≤ 18γ0 , el cual puede ser muy
grande para sistemas subamortiguados. En este caso particular, la correccio´n logar´ıtmica
se debe al te´rmino de difusio´n ano´malo f(t), a diferencia de lo que hicieran los autores en
la Ref.[49] despreciando este efecto au´n a temperatura cero. Esta escala es ma´s larga que
la escala temporal tD correspondiente al caso de temperatura alta, incluso en el caso que el
sistema de prueba tiene una frecuencia natural alta y el entorno una temperatura “baja”
(pero sigue valiendo que ~ω ≪ kBT ). Resulta necesario remarcar que, nuestra estimacio´n
es menor que el tiempo de saturacio´n del sistema tsat = γ
−1
0 , tiempo en el cual Aint alcanza
su ma´ximo valor. Finalmente, podemos ver que, en el caso que sea posible despreciar el
segundo te´rmino de la Ec.(2.24), por ejemplo cuando las trayectorias son macrosco´picas
(ML0 ≫ 1), obtenemos
tD ≈ 1
2L0Ω
√
π
Mγ0
. (2.25)
Con el fin de complementar nuestras estimaciones anal´ıticas sobre los tiempos en los
cuales el proceso de pe´rdida de coherencia se lleva a cabo para los distintos casos, hemos re-
suelto nume´ricamente la ecuacio´n maestra. Para ello, utilizamos un estado inicial formado
por dos estados deslocalizados como se explica en detalle en el Ape´ndice A. En la Fig.2.2
mostramos la evolucio´n temporal del factor de pe´rdida de coherencia Γ(t) (definido en la
Ec.(2.20)) para distintos valores de la frecuencia de corte Λ y la constante de acoplamiento
γ0. Podemos afirmar que el sistema pierde coherencia para tiempos Λt > 1. Esto ocurre pro-
porcionalmente con la frecuencia de corte y la constante de acoplamiento, es decir, cuando
ma´s grandes son estos para´metros, ma´s ra´pido desaparecen las interferencias. Adema´s,
en el recuadro inferior de la figura, resulta evidente que el sistema alcanza un punto de
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“saturacio´n” de su Entrop´ıa Lineal (definida en la Seccio´n A.2 del Ape´ndice A) para tiem-
pos t ≤ tsat. Esta situacio´n se alcanza ma´s ra´pido para valores ma´s grandes de γ0 pero
valores ma´s chicos de Λ. La razo´n es, por un lado, el acoplamiento al entorno es ma´s
grande y, por el otro, el espacio de Hilbert del entorno es menor, y por tanto, es ma´s fa´cil
alcanzar el valor de saturacio´n.
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Fig. 2.2: El factor de pe´rdida de coherencia Γ(t) = exp(−4L0(A(t)−C(t))), calculado con
el me´todo nume´rico detallado en el Ape´ndice A, para un entorno o´hmico a temperatura
cero, para distintos valores de la frecuencia de corte Λ y la constante de acoplamiento
γ0. Los para´metros esta´n medidos en unidades de la frecuencia natural Ω. Consideramos
los casos Ω = 15, L0 = 0.5, Λ = 10
3 ( y Λ = 104 cuando es indicado en el gra´fico)
para distintos valores de γ0 en el gra´fico principal. En el recuadro inferior, presentamos
la evolucio´n temporal de la Entrop´ıa Lineal para dos casos (γ0 = 0.005 y γ0 = 0.0005) y
Λ = 103. Ambos gra´ficos muestran que el entorno a temperatura cero efectivamente induce
pe´rdida de coherencia (Γ(t)→ 0) en el sistema.
La u´nica diferencia que hemos notado hasta el momento, entre el entorno o´hmico a
temperatura cero y el mismo a temperatura alta, es la escala temporal en la cual el sistema
pierde coherencia tD. En el u´ltimo caso, se espera que este proceso se lleve a cabo en un
tiempo aproximado del orden O(1/2Mγ0kBT ) mientras que, en el primero, se estima que
lo hace en tiempos ma´s largos, menores que tiempos del orden O(1/γ0) [10].
En s´ıntesis, en esta seccio´n, hemos deducido expresiones anal´ıticas para la tasa de
pe´rdida de coherencia en un sistema acoplado a un entorno o´hmico a temperatura cero
para distintos casos y l´ımites particulares. Reobtuvimos los resultados conocidos de las Refs.
[46, 49] y presentamos resultados nume´ricos que coinciden con lo estimado anal´ıticamente.
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2.3 Entornos no o´hmicos
En esta seccio´n, continuaremos analizando los efectos que induce la presencia de un entorno
a temperatura cero en una part´ıcula Browniana, extendiendo el desarrollo de la Seccio´n 2.2
al caso de entornos generales. Los entornos que estudiaremos en adelante sera´n llamados
suprao´hmicos o subo´hmicos dependiendo de la forma de su densidad espectral, la cual
definiremos oportunamente. La importancia de estos entornos a temperatura cero radica
en su utilidad para modelar varias situaciones f´ısicas. El entorno o´hmico es el ma´s estudiado
en la Literatura y produce una fuerza disipativa que, en el l´ımite que la frecuencia de corte
Λ tiende a cero, es proporcional a la velocidad. Por su parte, el entorno suprao´hmico, es
usado generalmente para modelar la interaccio´n entre defectos y fonones en metales [52],
o tambie´n, la interaccio´n entre una carga y su propio campo electromagne´tico [53]. En
particular, en el caso del entorno suprao´hmico nos permitira´ encontrar una relacio´n directa
con el proceso de pe´rdida de coherencia en la Teor´ıa Cua´ntica de Campos [24]. El caso
subo´hmico, generalmente usado en el contexto del modelo spin-boso´n de Legget et. al
[52], es utilizado, por ejemplo, para estudiar las transiciones de fase cua´nticas en un anillo
meta´lico mesosco´pico [54].
En este contexto, calcularemos los coeficientes dependientes del tiempo Ec.(1.57) en
cada caso y haremos estimaciones anal´ıticas del coeficiente de visibilidad Aint. Cuando
sea posible, deduciremos las escalas temporales asociadas a este feno´meno. En todos los
casos, completaremos el estudio anal´ıtico, resolviendo nume´ricamente la ecuacio´n maestra
Ec.(2.3) con el me´todo nume´rico detallado en el Ape´ndice A.
Cuando tratemos con los entornos generales, usaremos la siguiente densidad espectral
I(ω) =
2
π
Mγ0ω(
ω
Λ
)n−1e−ω
2/Λ2 , (2.26)
la cual nos facilitara´ la resolucio´n de algunas integrales relacionadas con los coeficientes de
la ecuacio´n maestra. En la Ec.(2.26), el para´metro Λ representa nuevamente la frecuencia
ma´xima presente en el entorno.
Para el caso de una part´ıcula Browniana acoplada a un entorno suprao´hmico, por ejem-
2.3. Entornos no o´hmicos 39
plo n = 3 en la Ec.(2.26), los coeficientes de la ecuacio´n maestra a temperatura cero, son:
δΩ2(t)n=3 =
2Mγ0
π
{
2Λ +
Ω2
Λ
− 1
Λ(1 + Λ2t2)3
[
(2Λ2 − 6t2Λ4 + (Ω + Λ2t2Ω)2) cos(Ωt)
+ 2Λ2t(1 + Λ2t2)Ω sin(Ωt)
]
+
Ω3
2Λ2
[
sinh(
Ω
Λ
)
(
Ci(
−iΩ
Λ
) + Ci(
iΩ
Λ
)
− Ci(Ω(t− iΩ
Λ
))− Ci(Ω(t + iΩ
Λ
))
)
+
Ω3
2Λ2
cosh(
Ω
Λ
)
(
Si(Ω(t− iΩ
Λ
))− Si(Ω(t + iΩ
Λ
))− Shi(Ω
Λ
)
)]}
,
γ(t)n=3 = − 2Mγ0
π(1 + Λ2t2)3
{
2ΩΛt(1 + Λ2t2) cos(Ωt)− 1
Λ
[2Λ2 − 6Λ4t2 + (Ω
+ ΩΛ2t2)2] sin(Ωt)− Ω
3
2Λ2
(1 + Λ2t2)3
[
cosh(
Ω
Λ
)
(
i Ci(
−iΩ
Λ
)
− i Ci(iΩ
Λ
)− i Ci(Ω(t− i
Λ
)) + i Ci(Ω(t +
i
Λ
))
)
+ sinh(
Ω
Λ
)
(
Si(Ω(t +
i
Λ
))
− Si(Ω(t− i
Λ
))
)]}
,
D(t)n=3 = Mγ0
πΛ2(1 + Λ2t2)3
{
2Λ2
[
(6tΛ2 − 2t3Λ4 + t(Ω + t2Λ2Ω)2) cos(Ωt) + (−1
+ Λ4t4)Ω sin(Ωt)
]
+ (Ω + Λ2t2Ω)3
[
2 cosh(
Ω
Λ
)
(
Si(Ω(t− i
Λ
)) + Si(Ω(t +
i
Λ
))
)
+ i sinh(
Ω
Λ
)
(
Ci(Ω(t− i
Λ
))− Ci(Ω(t + i
Λ
))− log(−iΩ
Λ
) + log(
iΩ
Λ
)
)]}
(2.27)
y
f(t)n=3 =
2Mγ0
π(1 + Λ2t2)3
{
Ω3
2Λ2
(1 + Λ2t2)3 cosh(
Ω
Λ
)
[
Chi(
−iΩ
Λ
) + Chi(
iΩ
Λ
)
]
− Ω(1 + Λ2t2)3
+ (Ω− Λ4t4Ω) cos(Ωt) + t(6Λ2 − 2t2Λ4 + (Ω + t2Λ2Ω)2) sin(Ωt)
+
Ω3
Λ2
sinh(
Ω
Λ
)(1 + Λ2t2)3
[
Shi(
Ω
Λ
) + i Si(Ω(t− i
Λ
))− i Si(Ω(t + i
Λ
))
]}
. (2.28)
Es importante destacar que, a pesar de su apariencia abrumadora, estos coeficientes son
todos reales. En la Figura 2.3 presentamos la evolucio´n temporal de cada uno de ellos.
Para el caso subo´hmico, es decir n = 1/2 en la Ec.(2.26), los coeficientes de la ecuacio´n
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Fig. 2.3: Evolucio´n temporal de los coeficientes de la ecuacio´n maestra para un entorno
suprao´hmico a temperatura cero. En los gra´ficos superiores mostramos el coeficiente de
renormalizacio´n δΩ2(t) y el de disipacio´n γ(t). Los gra´ficos en la parte inferior muestran
la evolucio´n temporal de los coeficientes de difusio´n normal D(t) y ano´malo f(t). Los
para´metros usados en todos los casos son: γ0 = 0.001, Λ = 2000, y Ω = 0.1; y esta´n
medidos en unidades de Ω.
maestra pueden ser estimados, si se verifica que Λ/Ω≫ 1,
δΩ2n=1/2(t) ≈
4Mγ0Λ
2π
{
2Ci(Ωt)− Ci[(Λ− Ω)t]− Ci[(Λ + Ω)t] + log(Λ− Ω)
+ log(Λ + Ω)− 2 log(Ω)
}
,
γ(t)n=1/2 ≈ −2Mγ0Λ
π
Si(Ωt),
D(t)n=1/2 ≈ 2Mγ0Λ
3π
{
Si[(Λ− Ω)t] + Si[(Λ + Ω)t]
}
y (2.29)
f(t)n=1/2 ≈ −2Mγ0Λ
3π
{
ΓEuler − Ci(2Λt) + log(2Λt)
}
.
Podemos ver que, en el caso suprao´hmico, el coeficiente disipativo tiende a cero para
tiempos largos a pesar de su importante crecimiento inicial, producto de la interaccio´n entre
el sistema y el entorno (que a tiempo t = 0 es cero), que se registra en la escala temporal
de la frecuencia de corte tΛ ∼ 1/Λ. Este coeficiente tiene un comportamiento bastante
diferente en el caso subo´hmico, ya que tambie´n presenta un crecimiento considerable en la
en la escala temporal tΛ pero, luego, continu´a creciendo hasta que logra un valor constante
en tiempos Λt > 1. El coeficiente correspondiente al caso o´hmico, tiene un comportamiento
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Fig. 2.4: Evolucio´n temporal de los coeficientes de la ecuacio´n maestra para un entorno
subo´hmico a temperatura cero. En los gra´ficos superiores mostramos el coeficiente de
renormalizacio´n δΩ2(t) y el de disipacio´n γ(t). Los gra´ficos en la parte inferior muestran
la evolucio´n temporal de los coeficientes de difusio´n normal D(t) y ano´malo f(t). Los
para´metros usados en todos los casos son: γ0 = 0.001, Λ = 2000, y Ω = 0.1; y esta´n
medidos en unidades de Ω.
similar a e´ste u´ltimo, pero logra un valor constante en una escala temporal ma´s corta.
En la Fig.2.5 esta´n graficados todos los coeficientes de disipacio´n para poder apreciar sus
semejanzas y diferencias de forma ma´s sencilla, de manera similar a lo realizado por Hu,
Paz y Zhang en [7] para otras temperaturas diferentes a cero.
El comportamiento del coeficiente δΩ2(t) no difiere mucho entre los tres entornos, sin
embargo, resulta considerablemente mayor en el caso subo´hmico (Fig.2.6). La importancia
de este coeficiente, radica en que su valor asinto´tico es aquel que fija el valor de la frecuencia
normalizada del sistema en cada caso.
En cuanto a los efectos difusivos inducidos por el entorno, las cantidades relevantes para
analizar son los coeficientes D(t) y f(t) [14]. En la Fig.2.7 se puede observar que todos los
coeficientes de difusio´n normal tienen un abrupto crecimiento inicial en la escala temporal
tΛ, similar al que se reportara en la Ref.[24] para un escenario de Teor´ıa de Campos. Sin
embargo, luego del crecimiento inicial, todos ellos alcanzan valores asinto´ticos distintos. Por
ejemplo, para el caso suprao´hmico, este valor es cero, mientras que en el caso subo´hmico,
el valor asinto´tico es significativamente mayor que cero y se obtiene en una escala temporal
mas tard´ıa (la misma en la cual desarrolla un comportamiento muy similar a aquel del
coeficiente disipativo [7]). Es evidente que, para tiempos t > tΛ, el entorno suprao´hmico
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Fig. 2.5: El coeficiente de disipacio´n para el entorno o´hmico (n = 1), subo´hmico (n =
1/2) y suprao´hmico (n = 3). Los para´metros esta´n medidos en unidades de la frecuencia
natural del sistema Ω. Consideramos los casos γ0 = 0.001, Λ = 2000, y Ω = 0.1. El caso
suprao´hmico no resulta disipativo despue´s del crecimiento inicial (cuando se enciende la
interaccio´n).
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Fig. 2.6: El coeficiente de renormalizacio´n de la frecuencia para el entorno o´hmico (n = 1),
subo´hmico (n = 1/2) y suprao´hmico (n = 3). Los para´metros esta´n medidos en unidades
de la frecuencia natural del sistema Ω. Consideramos los casos γ0 = 0.001, Λ = 2000, y
Ω = 0.1.
no resulta difusivo. Este hecho puede ser asociado con la baja intensidad de la densidad
espectral suprao´hmica en el sector infrarrojo del espectro de frecuencias. Para el caso
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Fig. 2.7: El coeficiente de difusio´n normal para el entorno o´hmico (n = 1), subo´hmico
(n = 1/2) y suprao´hmico (n = 3). Los para´metros esta´n medidos en unidades de la
frecuencia natural del sistema Ω. Consideramos los casos γ0 = 0.001, Λ = 2000, y Ω = 0.1.
De nuevo vemos que el coeficiente tiende a cero en el entorno suprao´hmico.
o´hmico, el valor asinto´tico es D∞ =Mγ0Λ2Ω/(Ω2+Λ2) como fue mencionado en la Seccio´n
2.2 y en la Ref.[10]; mientras que, en el caso subo´hmico, es D∞ = 2/3Mγ0Λ. Ambos casos
l´ımites coinciden con el gra´fico de la Fig.2.7.
Finalmente, los coeficientes de difusio´n ano´malo f(t) de los tres entornos esta´n grafi-
cados en la Fig.2.8. All´ı se observa que dicho coeficiente resulta mucho ma´s grande en el
caso subo´hmico. Este hecho puede resultar importante cuando analicemos el proceso de
excitacio´n energe´tica en este tipo de entornos en la Seccio´n 2.4.
2.3.1 Pe´rdida de coherencia a temperatura cero
En esta seccio´n, extenderemos lo realizado en la Seccio´n 2.2.1 para un entorno o´hmico,
es decir, analizaremos la pe´rdida de coherencia de una superposicio´n inicial de dos paque-
tes gaussianos deslocalizados (separados una distancia 2L0 en posicio´n), en el caso que
la part´ıcula esta´ acoplada a un entorno no o´hmico a temperatura cero. Como dijimos
anteriormente, el coeficiente de visibilidad Aint resulta un buen indicador de este proceso.
Este coeficiente cumple con la ecuacio´n de evolucio´n temporal (2.21), donde D(t) y f(t)
son, en este caso, los coeficientes difusivos no o´hmicos correspondientes.
Comenzaremos por el entorno suprao´hmico. La dina´mica de este tipo de entorno es
bastante peculiar, ya que todo lo que ocurre en el sistema browniano se debe al impulso
inicial en tiempos del orden t ≤ tΛ [7]. El coeficiente de visibilidad Aint puede ser estimado
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Fig. 2.8: El coeficiente de difusio´n ano´malo para el entorno o´hmico (n = 1), subo´hmico
(n = 1/2) y suprao´hmico (n = 3). Los para´metros esta´n medidos en unidades de la
frecuencia natural del sistema Ω. Consideramos los casos γ0 = 0.001, Λ = 2000, y Ω = 0.1.
El entorno subo´hmico tiene un valor asinto´tico bastante mayor que en los otros dos casos.
anal´ıticamente para distintas situaciones f´ısicas. Por ejemplo, si calculamos los coeficientes
de difusio´n a partir de las Ecs.(2.27) y (2.28) para tiempos cortos Ωt≪ 1 (pero t > tΛ) se
verifica fa´cilmente que,
D(t)n=3 ∼ (2Mγ0)/(πΛ2)Ω4t y f(t)n=3 ∼ −(2γ0)/(π)Ωt. (2.30)
Reemplazando estos coeficientes en la Ec.(2.21), obtenemos la evolucio´n temporal de Aint
A˙int ∼ 4γ0Ωt(1 + 2L20MΩ3/Λ2). (2.31)
De esta forma, podemos estimar el factor de visibilidad de las franjas como
Aint ∼ 2γ0
Ω
(
1 + 2L20M
Ω3
Λ2
)
Ω2t2, (2.32)
el cual es menor que uno, en particular si se verifica que Λ≫ Ω. Esto implica que el factor
de pe´rdida de coherencia Γ(t) = exp(−Aint) no es una funcio´n exponencial decreciente y la
pe´rdida de coherencia no sera´ efectiva en este caso. Por otro lado, si pedimos tanto Λt≫ 1
como Ωt ≥ 1, ambos coeficientes difusivos se anulan ra´pidamente, ya que
D(t)n=3 ∼ 2Mγ0Λ cos(Λt)/Λt, y f(t)n=3 ∼ γ0, (2.33)
con γ0 ≪ 1 porque estamos en el re´gimen subamortiguado. De esta forma, A˙int → 0
y el coeficiente de visibilidad permanece constante en el tiempo. Podr´ıamos estimar su
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valor aproxima´ndolo por el valor que alcanza a tiempos largos de forma de asegurar la
continuidad de este coeficiente, es decir Aint ≈ 2ML20γ0. Resulta evidente, entonces, que
no hay pe´rdida de coherencia en este caso, salvo para valores de γ0 no va´lidos en este
modelo (valores que no cumplen con la condicio´n del re´gimen subamortiguado). Para
soluciones ma´s generales se puede mirar una referencia muy reciente [51]. Por lo dicho
anteriormente, el factor de pe´rdida de coherencia resulta constante (Γ ∼ e−2ML20γ0) para
todo tiempo. En el re´gimen subamortiguado el exponente nunca sera´ de orden uno y Γ
no se hara´ cero. Los efectos de pe´rdida de coherencia sera´n u´nicamente relevantes cuando
se trate de trayectorias macrosco´picamente distinguibles, es decir ML20 ≥ 1/γ0. Estos
resultados son llamativamente diferentes al caso suprao´hmico a temperatura alta, donde la
pe´rdida de coherencia ocurre en una escala temporal corta tn=3,HTD ∼ (ΛMkBTL20γ0)−1/2,
de manera muy similar a un entorno o´hmico a la misma temperatura (para ma´s detalles
del entorno suprao´hmico a temperatura alta ver el Ape´ndice B).
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Fig. 2.9: Factor de pe´rdida de coherencia Γ(t) para un entorno suprao´hmico (n = 3) a
temperatura cero. Los para´metros esta´n medidos en unidades de la frecuencia natural del
sistema Ω. Consideramos los casos Λ = 2000 (Λ = 200 si es indicado en la Figura), Ω = 0.1,
L0 = 2 para distintos valores de γ0. En el recuadro, mostramos la evolucio´n temporal de
la Entrop´ıa Lineal Sl(t) para distintos valores de la frecuencia de corte Λ cuando γ0 = 0.5.
No hay pe´rdida de coherencia en el re´gimen subamortiguado para el entorno suprao´hmico
a temperatura cero.
En la Fig.2.9, mostramos el comportamiento del factor de pe´rdida de coherencia Γ(t)
para valores distintos de la constante de acoplamiento en el caso de un entorno suprao´hmico
a temperatura cero. Como es esperable, a mayor acoplamiento, mayor decaimiento de la
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funcio´n Γ(t). Sin embargo, este factor nunca se hace estrictamente cero. Por ejemplo,
para γ0 = 0.01, se observa que Γ(t) ≈ 0.9, valor que alcanza durante el transitorio inicial
y mantiene despue´s durante su evolucio´n posterior. Este comportamiento se explica con-
siderando que, cuanto mayor es el acoplamiento con el entorno, ma´s grande es la ca´ıda inicial
que sufre el factor de decoherencia del sistema y, ma´s importante resulta la atenuacio´n ini-
cial de las franjas de interferencia. Sin embargo, nunca llegan a suprimirse completamente
como en el caso o´hmico que ya estudiamos. Del mismo modo, podemos observar en el
recuadro superior, que la Entrop´ıa Lineal nunca llega a saturar (ni se aproxima al valor
ma´ximo posible para un estado mixto) como en el caso o´hmico.
El ca´racter no disipativo del entorno suprao´hmico se debe a una combinacio´n de dos
factores; por un lado, de la forma de la densidad espectral en el sector infrarrojo, y por
el otro, de la dependencia con Λ, ya que es ma´s sensible al sector ultravioleta del mismo.
El entorno suprao´hmico puede ser visto como un modelo de juguete de un escenario t´ıpico
de la Teor´ıa Cua´ntica de Campos (TCC). En la Ref.[24], se demostro´ las condiciones que
deb´ıan cumplirse para que, efectivamente, hubiera pe´rdida de coherencia a T = 0 en el caso
de un campo con interacciones no lineales. El caso suprao´hmico es de´bilmente difusivo ya
que su coeficiente homo´nimo tiende a cero despue´s del transitorio inicial. En este caso, la
pe´rdida de coherencia depende fuertemente del valor de la constante de acoplamiento con
el entorno. En TCC, los efectos difusivos se deben a la creacio´n de part´ıculas en el entorno,
debido a la interaccio´n con el sistema. Cuando hay una frecuencia de corte en el entorno,
so´lo los modos del sistema que tienen una frecuencia parecida o del orden de e´sta, tienen
posibilidades de crear part´ıculas y por lo tanto, perder coherencia. Esta es la razo´n por la
cual, en TCC, el coeficiente de difusio´n es no nulo so´lo para algunos valores particulares de
los para´metros. Este resultado es bastante similar a los resultados que hemos obtenido a lo
largo de esta seccio´n para un entorno suprao´hmico. En el modelo que estamos estudiando
aqu´ı, la relacio´n entre los para´metros Ω, Λ y γ0 es crucial para obtener efectos difusivos
en el sistema. En particular, si el entorno esta´ a temperatura cero, y adema´s Ω ≪ Λ, el
sistema es incapaz de excitarlo para “crear part´ıculas” [24].
Como conclusio´n, podemos decir que mientras el entorno suprao´hmico a temperatura
alta resulta muy efectivo induciendo pe´rdida de coherencia en el sistema bajo ciertas condi-
ciones [7, 10], a temperatura cero e´sto no es as´ı, ya que, para que realmente haya efectos
difusivos en el sistema, se debe cumplir una condicio´n muy fuerte sobre γ0 [11]. Final-
mente, en la Fig.2.10, mostramos los coeficientes de pe´rdida de coherencia para un entorno
o´hmico y otro suprao´hmico, tanto en el caso que e´stos se hallen a temperatura alta como
cero. La pe´rdida de coherencia resulta tan ra´pida en el caso suprao´hmico a temperatura
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alta como en el o´hmico a la misma temperatura. Sin embargo, cuando el entorno esta´ a
temperatura cero, no hay pe´rdida de coherencia en el caso suprao´hmico. El entorno o´hmico
a temperatura cero logra finalmente supramir las franjas de interferencia en una escala
temporal ma´s larga, como se puede corroborar en el recuadro de la Fig.2.10.
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Fig. 2.10: Comparacio´n entre las tasas de pe´rdida de coherencia para el entorno o´hmico y
suprao´hmico en los casos de temperatura alta y cero. La pe´rdida de coherencia ocurre en
el entorno suprao´hmico tan ra´pido como en el caso o´hmico en el l´ımite de temperatura alta
(~Λ≪ kBT ); mientras que para esa escala temporal, au´n no hay evidencia de este proceso
cuando la temperatura del entorno es cero. En el recuadro, mostramos el comportamiento
del coeficiente Γ(t) para una escala temporal ma´s larga. En el caso suprao´hmico no hay
pe´rdida de coherencia mientras que en el o´hmico el entorno finalmente logra destruir las
franjas de interferencia del sistema de prueba. Los para´metros usados: Λ = 2000, γ0 = 0.1,
L0 = 1 y esta´n medidos en unidades de Ω.
En cuanto al caso de un entorno subo´hmico, podr´ıamos repetir el mismo procedimiento
que realizamos para los otros dos casos, y calcular el coeficiente de visibilidad Aint. Por un
lado, si se verifica que Λt≫ 1 y Ω ≥ 1, de la Ec.(2.21) se obtiene la siguiente ecuacio´n para
la variacio´n temporal de Aint:
A˙int ∼ γ0Λ
(
2ML20 +
ΓEuler
Ω
+
log(2Λt)
Ω
)
. (2.34)
Integrando esta ecuacio´n, podemos estimar el valor del coeficiente de visibilidad Aint como
Aint ∼ γ0Λt/Ω log(2Λt). A partir de esta expresio´n, es fa´cil obtener una cota para el
tiempo de pe´rdida de coherencia tD ≤ Ω/(γ0Λ). Del mismo modo, si se cumple Ωt ≪ 1,
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obtenemos la misma escala temporal, ya que los coeficientes que hemos podido estimar en
el caso subo´hmico, dependen de´bilmente del cociente Ω/Λ. Es importante remarcar que,
para poder despreciar el transitorio inicial, uno debe verificar que se cumpla la relacio´n
Ω/γ0 > 1.
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Fig. 2.11: Coeficiente Γ(t) para el caso de una part´ıcula de prueba acoplada a un entorno
subo´hmico (n = 1/2) a temperatura cero. Los para´metros esta´n medidos en unidades de
la frecuencia natural Ω. Consideramos los casos Ω = 0.1, L0 = 2 para distintos valores de
γ0 y de la frecuencia de corte Λ. Adema´s se muestra la evolucio´n temporal de la Entrop´ıa
Lineal Sl(t) para un caso.
Podemos verificar nuestras estimaciones nume´ricas con la ayuda de la Fig.2.11, donde
presentamos la evolucio´n del coeficiente Γ(t) para un sistema Browniano acoplado a un
entorno subo´hmico a temperatura cero. Este coeficiente tiene un rasgo peculiar en este
caso, ya que inicialmente crece (a diferencia de los otros casos), pero luego, inmediata-
mente comienza a decrecer hasta que se hace cero [7]. Podemos notar en dicha figura, que
su dependencia con la frecuencia de corte y la constante de acoplamiento es similar a la
observada en los otros dos entornos (cuanto ma´s grandes Λ y γ0, ma´s ra´pido Γ(t) tiende
a cero). En la figura, adema´s, presentamos una curva para la evolucio´n de la Entrop´ıa
Lineal, donde se observa claramente que esta cantidad alcanza su valor de saturacio´n. Este
hecho coincide, pra´cticamente, con el tiempo en el cual la curva de Γ(t) correspondiente,
disminuye considerablente, para luego hacerse cero.
Finalmente, en la Fig.2.12, mostramos una comparacio´n entre los coeficientes Γ(t) para
un entorno o´hmico y uno subo´hmico, en el caso de temperatura alta y cero. All´ı, se puede
observar que el entorno subo´hmico es muy efectivo induciendo pe´rdida de coherencia en el
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sistema, tanto a temperatura alta como en el caso que su temperatura sea cero.
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Fig. 2.12: Comparacio´n de los coeficientes de pe´rdida de coherencia entre un entorno
o´hmico y uno subo´hmico, tanto a temperatura alta como cero. La pe´rdida de coherencia es
tan ra´pida en el entorno subo´hmico como en el o´hmico a temperatura alta. En el recuadro,
mostramos el comportamiento de los coeficientes para ambos entornos a temperatura cero
en una escala temporal donde es posible observar que se anulan. Los para´metros usados:
Λ = 200, γ0 = 0.01, L0 = 0.1 y esta´n medidos en unidades de Ω.
2.4 Excitacio´n energe´tica debido a los efectos de ruido
del entorno
El oscilador armo´nico aislado, en su estado fundamental, obedece dos principios muy
importantes: por un lado, el de mı´nima incerteza y, por el otro, el de equiparticio´n de
la energ´ıa. Cuando estudiamos la dina´mica de sistemas cua´nticos abiertos, los efectos del
entorno sobre el sistema se manifiestan, justamente, a trave´s de la violacio´n de dichos prin-
cipios. Como la energ´ıa del sistema es un observable, e´sta cantidad ejemplifica la diferencia
entre estados separables y estados entrelazados.
En esta seccio´n, estudiaremos la existencia del feno´meno de “excitacio´n energe´tica”
inducido por el ruido, como otra manifestacio´n de los efectos difusivos inducidos en el
sistema debido a la interaccio´n con una ban˜o te´rmico. Mostraremos que es un feno´meno
posterior a la pe´rdida de coherencia en el sistema y, que aparece au´n cuando el entorno
esta´ a temperatura cero. En el caso de un entorno a temperatura alta, este feno´meno esta´
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asociado a la “activacio´n te´rmica”, pero aqu´ı hemos decidido llamarlo de otra forma, para
hacer evidente que se induce en el sistema debido al ruido o fluctuaciones en el entorno y
no depende, exclusivamente, de la temperatura del mismo.
El feno´meno de “activacio´n te´rmica” es un feno´meno conocido y ampliamente estudiado.
Sin embargo, no ha sido estudiado en el caso de entornos no o´hmicos, ni tampoco se ha
relacionado la escala en la cual el feno´meno se lleva a cabo tact con la escala de pe´rdida de
coherencia tD. Por lo tanto, en esta seccio´n, analizaremos los dos re´gimenes te´rmicos que
resultan interesantes: el l´ımite de temperatura alta y el caso de temperatura estrictamente
cero. En cada uno de ellos, estudiaremos si el sistema, una vez que perdio´ sus franjas
de interferencias y se volvio´ “cla´sico”, puede aumentar su energ´ıa media a costa de la
interaccio´n con el ban˜o de osciladores armo´nicos.
Para todos los casos, evaluaremos nume´ricamente la cantidad
〈E(t)〉 = 1
2M
〈p2〉(t) + MΩ˜
2(t)
2
〈x2〉(t),
donde 〈x2〉 = Tr[ρr(t)x2] y 〈p2〉 = Tr[ρr(t)p2] se calculan usando la solucio´n ρr(x, x′, t) (que
representa una superposicio´n lineal de dos paquetes gaussianos localizados inicialmente en
x0 = ±L0) de la ecuacio´n maestra Ec.(2.3) (ver Ape´ndice A).
2.4.1 L´ımite de temperatura alta
Empezaremos estudiando el proceso de “activacio´n energe´tica” en entornos generales, ya
sean o´hmicos o no o´hmicos, en el caso del l´ımite de temperatura alta (~Λ ≪ kBT ). Para
cada caso, daremos argumentos anal´ıticos y mostraremos evidencia nume´rica de la existen-
cia de este feno´meno. Sera´ evidente, adema´s, que en todos los sistemas donde es observable
este feno´meno, las interferencias fueron efectivamente suprimidas en una escala temporal
anterior.
Entornos o´hmicos
La tasa de activacio´n para un sistema cla´sico puede ser deducida a partir de la ecuacio´n de
Fokker-Planck para la funcio´n de Wigner,
W˙ = {Hsys,W}PB + 2γ0∂p(pW ) +D∂2ppW, (2.35)
la cual es el ana´logo cla´sico de la ecuacio´n maestra cua´ntica. La evolucio´n cla´sica media
para cualquier observable f´ısico A(x, p), en este re´gimen, se calcula segu´n
∂t〈A〉 = −〈{Hsys, A}PB〉+D〈∂2pA〉 − 2γ0〈p∂pA〉. (2.36)
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Si consideramos que A(x, p) puede ser, por ejemplo, el Hamiltoniano de la part´ıcula de
prueba, obtenemos ∂t〈H〉 = 2γ0(kBT − 〈p2〉) (con D = 2Mγ0kBT en este caso). Esta
expresio´n puede ser simplificada au´n un poco ma´s, asumiendo que la temperatura kBT
es mucho ma´s importante que las escalas relevantes de la energ´ıa, es decir kBT ≫ 〈p2〉,
al menos durante los primeros tiempos de la evolucio´n. Como resultado, obtenemos la
dependencia temporal de la energ´ıa media del sistema segu´n,
∂t〈H〉 = 2γ0kBT → E = 2γ0kBT t+ E0 , (2.37)
donde E0 es la energ´ıa inicial del mismo. De esta forma, podemos estimar el tiempo de
activacio´n tact, para este caso sencillo, como
tact =
E −E0
2γ0kBT
. (2.38)
En la Fig.2.13 graficamos la evolucio´n temporal de la energ´ıa media del sistema (part´ıcula
Browniana) para un entorno o´hmico. En dicha figura, se observa que el comportamiento es
proporcional a la temperatura del ban˜o como indica la Ec.(2.37). Inicialmente, el sistema
sufre un impulso inicial (al igual que hab´ıamos notado en las Secciones 2.2.1 y 2.3.1 para
el factor pe´rdida de coherencia) debido a que la interaccio´n con el entorno a tiempo cero
es nula. El crecimiento inicial es apenas un transitorio de escala temporal corta (∼ 1/Λ).
La energ´ıa crece proporcionalmente a γ0 y kBT y no depende de la frecuencia de corte Λ.
Es importante recordar que nosotros estamos estudiando la evolucio´n dina´mica del sistema
para tiempos comprendidos entre 1/Λ≪ t≪ tsat ∼ 1/γ0. Como ya se menciono´, la escala
temporal de pe´rdida de coherencia en este caso es tD ∼ 1/(2Mγ0kBTL20) [7], la cual resulta
una escala muy chica para los tiempos de la figura 2.13(a). En el recuadro, podemos obser-
var el tiempo en el cual la Entrop´ıa Lineal del sistema alcanza su valor ma´ximo. Para este
tiempo, las interferencias ya han sido suprimidas. Adema´s, all´ı mismo se indica la energ´ıa
media del sistema aislado, la cual siempre es menor que en el resto de los casos donde el
sistema es abierto. En la Fig.2.13(b) resulta evidente la dependencia de la energ´ıa media
del sistema con la constante de acoplamiento γ0 para una temperatura y frecuencia de corte
fijas. La evolucio´n a tiempos largos se encuentra en [14, 15], donde se puede observar que
el sistema alcanza un estado de equilibrio (el costo nume´rico para ir a tiempos t ∼ 1/γ0 es
muy grande).
Entornos no o´hmicos
El ana´lisis previo, correspondiente a entornos o´hmicos, tambie´n puede ser realizado para
aquellos entornos que no lo son. Sin embargo, las expresiones anal´ıticas no son tan sencillas
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Fig. 2.13: (a) Evolucio´n temporal de la energ´ıa media del sistema acoplado a un entorno
o´hmico (n = 1) en el l´ımite de temperatura alta. Consideramos los casos γ0 = 0.001,
Λ = 2000, Ω = 0.1, L0 = 2 para distintas temperaturas del entorno. En el recuadro,
mostramos la evolucio´n temporal de la Entrop´ıa Lineal Sl(t) para dos casos distintos:
kBT = 10
5 y kBT = 10
6 (los mismos colores que en el gra´fico principal). (b) Evolucio´n
temporal de la energ´ıa media del sistema acoplado a un entorno o´hmico (n = 1) en el l´ımite
de alta temperatura. Consideramos los casos kBT = 10
5, Λ = 2000, Ω = 0.1, L0 = 2 para
distintos valores de la constante de acoplamiento γ0 y la frecuencia de corte Λ. El sistema
se “activa” antes cuanto ma´s grande es el valor de γ0. Los para´metros son medidos en
unidades de la frecuencia natural del sistema Ω en todos los casos.
ya que, en los entornos ma´s generales, no se cumple que D(t) sea constante ni que f(t) sea
despreciable. Por lo tanto, nos restringiremos a un ana´lisis nume´rico, u´nicamente basado
en los estudios del proceso de pe´rdida de coherencia que existen en la Literatura (en el caso
de temperatura alta) [6, 7] y las estimaciones anal´ıticas que nosotros hemos realizado y se
presentan en el Ape´ndice B de esta Tesis.
Comenzaremos por el entorno suprao´hmico. En las Fig.2.14(a) and Fig.2.14(b), pre-
sentamos la evolucio´n temporal para la energ´ıa media del sistema para diferentes valores
de la constante de acoplamiento y la temperatura del entorno, respectivamente. En ambas
figuras podemos ver que el sistema aumenta ma´s su energ´ıa media a medida que γ0 es ma´s
grande y el entorno ma´s caliente.
La “intensidad” de un entorno esta´ dada por la relacio´n entre los tres para´metros del
mismo: γ0, kBT y Λ. Para un entorno suprao´hmico “fuerte” (2MkBTL
2
0γ0 ≫ Λ), la pe´rdida
de coherencia sucede en escalas temporales tD ∼ (ΛMγ0kBTL20)−1/2 (como se muestra en
el Ape´ndice B). En esos casos, se puede observar que la energ´ıa media del sistema crece
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Fig. 2.14: (a) Evolucio´n temporal de la energ´ıa media del sistema acoplado a un entorno
suprao´hmico (n = 3) en el l´ımite de tenperatura alta. Consideramos los casos kBT = 10
5,
Λ = 2000, Ω = 0.1, L0 = 2 para diferentes valores de γ0. En el recuadro, graficamos
la energ´ıa media para tiempos ma´s largos. (b) Evolucio´n temporal de la energ´ıa media
del sistema acoplado a un entorno suprao´hmico (n = 3) en el l´ımite de tenperatura alta.
Consideramos los casos γ0 = 0.001, Λ = 2000, L0 = 2 para distintas temperaturas del
entorno y valores de γ0.
considerablemente. Para entornos suprao´hmicos “de´biles”, es decir MkBTL
2
0γ0 < Λ, como
por ejemplo, γ0 = 0.001 en la Fig.2.14(a), la energ´ıa media del sistema no presenta un
crecimiento considerable. Esto se debe a que las interferencias del sistema no han sido
efectivamente suprimidas (Fig.2.1 del Ape´ndice B), ya que los efectos difusivos inducidos
en el sistema no resultan importantes. Por esa misma razo´n, el intercambio de energ´ıa
entre el sistema y el entorno no esta´ completamente destinado a la excitacio´n energe´tica del
sistema (el entorno au´n intenta suprimir las franjas de interferencia del sistema). Este caso
difiere cualitativamente del caso o´hmico. En particular, alcanza un re´gimen asinto´tico que,
el u´ltimo, so´lo logra a escalas del tiempo de saturacio´n del entorno. En el recuadro superior
de la Fig.2.14(a), mostramos la evolucio´n de la energ´ıa media del sistema a tiempos ma´s
largos, donde se puede observar claramente que el sistema entra en un re´gimen asinto´tico
y su energ´ıa media se mantiene constante.
Finalmente, la activacio´n te´rmica o energe´tica es muy clara en el entorno subo´hmico. En
la Fig.2.15 graficamos la energ´ıa media del sistema para diferentes valores de la constante de
acoplamiento (γ0 = 0.001 y γ0 = 0.005), diferentes temperaturas (kBT = 10
5 y kBT = 10
4)
y diferentes frecuencias de corte en el l´ımite de temperatura alta. En este caso, es fa´cil ver
que la energ´ıa crece ma´s ra´pido a medida que γ0, Λ y kBT aumentan. Si recordamos el
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Fig. 2.15: Evolucio´n temporal de la energ´ıa media del sistema acoplado a un entorno
subo´hmico (n = 1/2) en el l´ımite de tenperatura alta. Consideramos los casos Ω = 0.1,
L0 = 2, γ0 = 0.001 (y γ0 = 0.005 cuando es indicado) and kBT = 10
5 (kBT = 10
4 cuando es
indicado) para distintos valores de la frecuencia de corte Λ. Los para´metros esta´n medidos
en unidades de la frecuencia natural del sistema Ω en todos los casos..
comportamiento del factor de pe´rdida de coherencia Γ(t) (Fig.2.2 del Ape´ndice B), podemos
verificar, nuevamente, que la activacio´n energe´tica se lleva a cabo a tiempos posteriores al
tiempo de pe´rdida de coherencia tD ∼ (Mγ0L20kBT )−1.
2.4.2 Temperatura cero
Como ya hemos mencionado, au´n hoy en d´ıa, en algunas ramas de la f´ısica, existe la idea
erro´nea de que la pe´rdida de coherencia tiende a cero como funcio´n de la temperatura, y por
lo tanto, no existe tal feno´meno en el caso de un entorno a temperatura extrictamente cero.
Si esto fuera cierto, la f´ısica deber´ıa ser cualitativamente diferente en el caso de ausencia
de temperatura en el entorno. Muchas preguntas surgir´ıan en ese caso. ¿Que´ esperamos
encontrar si un sistema cua´ntico esta´ acoplado a un entorno con temperatura cero? ¿Es
posible que un sistema se “active”, como en el caso de temperatura alta, si el entorno carece
de temperatura? ¿Co´mo se justificar´ıa semejante feno´meno?
En la Seccio´n 2.2, ya hemos demostrado que efectivamente hay pe´rdida de coherencia
au´n en el caso en que la temperatura del entorno es estrictamente cero. Incluso, hemos
estimado las escalas temporales a las cuales ocurre dicho proceso y hemos mostrado dicho
efecto tambie´n en forma nume´rica. Nuestra pro´xima afirmacio´n es que, efectivamente,
tambie´n hay activacio´n energe´tica en este caso. El sistema se “activa” energe´ticamente,
ya no inducido por la temperatura del entorno sino por sus fluctuaciones cua´nticas. Ma´s
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au´n, mostraremos que existe una relacio´n muy estrecha entre la pe´rdida de coherencia y
la activacio´n de la energ´ıa, ambos procesos inducidos por la interaccio´n entre el sistema y
el entorno. Los sistemas que sufren una mayor o total pe´rdida de coherencia, son aquellos
cuya energ´ıa tiene un crecimiento ma´s evidente.
Cuando se intenta interpretar el comportamiento posterior a la pe´rdida de coherencia del
sistema, varios factores de la dina´mica deben ser tenidos en cuenta. En primer lugar, hay
que destacar que el estado fundamental del sistema no corresponde al estado fundamental
del sistema total formado por la part´ıcula y su entorno. Tan pronto como la interaccio´n
entre el sistema y el entorno se enciende a tiempo t = 0, el sistema se encontrara´ en un
estado excitado del mismo. El entorno tendra´, entonces, una cantidad no nula de energ´ıa
en relacio´n al nuevo estado inicial. Desde el punto de vista netamente cla´sico, esta energ´ıa
no puede ser responsable de la excitacio´n de la part´ıcula de prueba a niveles energe´ticos
ma´s altos. Este argumento puede ser explicado de forma ma´s cuantitativa de la siguiente
forma. El potencial total, es decir de la part´ıcula ma´s el entorno, es
V (x, qn) = Vsys(x) + Venv(qn) + Vint(x, qn), (2.39)
con Vsys(x) = −12Ω2x2, Venv(qn) =
∑
n
1
2
ω2m2nq
2
n y Vint(x, qn) =
∑
n Cnxqn. Cla´sicamente,
la condicio´n inicial es x = 0, y, como adema´s el entorno esta´ a temperatura T = 0, resulta
qn = 0. Luego, para la accio´n total, los te´rminos de energ´ıa de la condicio´n inicial son:
Vsys = 0 (valor mı´nimo de Vsys), Venv = 0, y Vint = 0. Por lo tanto, la condicio´n inicial
de la energ´ıa potencial del sistema total es V = 0. Resulta importante que, desde el
punto de vista cla´sico, la energ´ıa total del sistema total es igual al valor de la energ´ıa del
sistema aislado, au´n cuando la interaccio´n se “enciende” a t = 0. Esta es una consecuencia
importante de que la temperatura del entorno es cero.
Las fluctuaciones cua´nticas del entorno, presentes en el estado inicial del mismo, clara-
mente deben jugar algu´n papel relevante en la activacio´n. Estas fluctuaciones ya no son
fluctuaciones de vac´ıo del sistema total. Igualmente, resulta sorprendente que tengan tanta
injerencia en la evolucio´n del sistema. La naturaleza puramente cua´ntica del entorno, la
cual puede ser correctamente despreciada en el caso de temperatura alta, da lugar a efectos
importantes en el caso del entorno a temperatura cero.
En te´rminos de la ecuacio´n maestra, las fluctuaciones cua´nticas del entorno generan
te´rminos difusivos no nulos, tanto normales D(t) como ano´malos f(t). Esto es particular-
mente cierto, en el caso del coeficiente f(t). En el caso o´hmico, hemos demostrado en la
Seccio´n 2.2 que dicho coeficiente depende logar´ıtmicamente de la frecuencia de corte Λ, con
lo cual puede ser de gran magnitud [10]. Los efectos difusivos, inducidos por las fluctua-
ciones cua´nticas del entorno, son la mayor diferencia con el caso de alta temperatura, y
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resultan responsables, a T = 0 de la excitacio´n energe´tica de la part´ıcula. A pesar que este
proceso es muy diferente a la “activacio´n te´rmica”, creemos que au´n as´ı puede ser interpre-
tado en funcio´n de un escenario cla´sico modificado. La mayor dificultad para encontrarlo, es
lograr que un ban˜o te´rmico cla´sico simule las propiedades cua´nticas de un entorno a T = 0.
Considerando las versiones cua´nticas y cla´sicas del nu´cleo de ruido ν(s), es posible mostrar
que un conjunto de osciladores cla´sicos con una temperatura dependiente de la frecuencia,
es decir T (ω) = ~ω/2, reproduce los efectos del estado inicial cua´ntico. En particular, para
esta eleccio´n de ban˜o cla´sico, se obtienen los mismos te´rminos difusivos D(t) y f(t) que en
el caso de T = 0. Es decir, una vez que se lleva a cabo el proceso de pe´rdida de coherencia
en el sistema, un entorno puramente cua´ntico a T = 0 deber´ıa influenciar a la part´ıcula
(ahora cla´sica) de la misma forma que un ban˜o cla´sico cuyos osciladores esta´n excitados de
forma particular (tal que simulan las fluctuaciones del correspondiente entorno cua´ntico).
En lo que sigue, mostraremos ejemplos del feno´meno de activacio´n energe´tica en difer-
entes entornos a temperatura estrictamente cero.
Entornos o´hmicos
En la Fig.2.16 mostramos la evolucio´n temporal de la energ´ıa media del sistema para dis-
tintos valores de Λ y γ0 en el caso que la part´ıcula esta´ acoplada a un entorno o´hmico.
All´ı se observa que, cuanto ma´s grande es el valor de γ0, ma´s ra´pido se inicia el proceso
de activacio´n de la energ´ıa. Inicialmente, la energ´ıa media del sistema es menor que la
energ´ıa media del sistema aislado. Sin embargo, a un tiempo t ≥ tD, la energ´ıa media del
sistema comienza a crecer considerablemente debido a la interaccio´n con el entorno. El
sistema gana energ´ıa a expensas del entorno, el cual le sirve como fuente de energ´ıa. En la
Fig.2.16(b), graficamos la evolucio´n temporal de la energ´ıa media del sistema para distintos
valores de la separacio´n inicial de los paquetes gaussianos (L0). Como era de esperar, la
energ´ıa no depende considerablemnte de este para´metro: cuanto ma´s alejados esta´n los
paquetes de ondas (L0 ma´s grande), la pe´rdida de coherencia se hace efectiva antes, y, por
lo tanto, la activacio´n comienza ma´s temprano (el tiempo tD es proporcional a L
−2
0 ). En
el recuadro de la Fig.2.16(b), podemos observar el comportamiento del factor de pe´rdida
de coherencia, el cual da una medida de la escala temporal en la cual las interferencias del
sistema son efectivamente suprimidas. Notablemente, esta escala coincide con el comienzo
del proceso de activacio´n de la energ´ıa.
En la Fig.2.17(a), presentamos la evolucio´n temporal de la energ´ıa media de un sistema
cerrado y uno abierto, junto con la dispersio´n media de la energ´ıa de un sistema abierto
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Fig. 2.16: (a) Evolucio´n temporal de la energ´ıa media para un sistema cua´ntico acoplado
a un entorno o´hmico a temperatura cero. Se ve claramente la dependencia de la energ´ıa
con la constante de acoplamiento γ0 pero no con la frecuencia de corte Λ. (b) Evolucio´n
temporal de la energ´ıa media para un sistema cua´ntico acoplado a un entorno o´hmico a
temperatura cero. Consideramos los casos γ0 = 0.001, Ω = 15, Λ = 1000 para distintos
valores de L0. En el recuadro superior, mostramos la evolucio´n temporal del factor de
pe´rdida de coherencia Γ(t) para distintos valores de γ0. La excitacio´n energe´tica empieza
una vez que la pe´rdida de coherencia se hizo efectiva. Los para´metros esta´n medidos en
unidades de la frecuencia natural Ω y fueron elegidos en base a una conveniencia nume´rica.
cuando la temperatura del entorno es cero. Por supuesto, la energ´ıa media del sistema cer-
rado permanece constante. En el caso de un sistema abierto, observamos que, inicialmente,
la energ´ıa media es menor que la correspondiente al caso cerrado, pero inmediatamente
despue´s, comienza a crecer. La dispersio´n media de la energ´ıa muestra que las fluctua-
ciones resultan ser una funcio´n uniformemente creciente del tiempo. Esto es un indicador
de que las mismas son muy importantes y responsables del aumento de la energ´ıa media del
sistema. Finalmente, en la Fig.2.17(b), mostramos el comportamiento de la energ´ıa media
del sistema a tiempos largos del orden del tiempo de saturacio´n tsat ∼ 1/γ0. Para ello,
resolvimos nume´ricamente la ecuacio´n maestra para tiempos de este orden. Como nosotros
trabajamos en el re´gimen subamortiguado, estas corridas de tiempos muy largos resultan
nume´ricamente muy costosas y pueden acarrar errores nume´ricos importantes en algunos
casos. Sin embargo, presentamos aqu´ı dicho comportamiento para un conjunto apropiado
de los para´metros f´ısicos del modelo.
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Fig. 2.17: (a) Evolucio´n temporal de la energ´ıa media del sistema y de la dispersio´n media
de la energ´ıa para un entorno o´hmico a temperatura cero. Adema´s, presentamos la evolucio´n
temporal de la energ´ıa media del sistema aislado. Los para´metros usados son: Λ = 103,
Ω = 15, L0 = 0.5 y γ0 = 0.001. Las fluctuaciones de la energ´ıa resultan fundamentales
en el proceso de activacio´n de la energ´ıa. Los para´metros esta´n medidos en unidades de la
frecuencia natural del sistema Ω. (b) Comportamiento de la energ´ıa media del sistema a
tiempos largos para el caso de un entorno o´hmico a temperatura cero. En todos los casos, la
energ´ıa media del sistema es mayor que la energ´ıa media del sistema aislado (l´ınea so´lida).
Los para´metros esta´n medidos en unidades de γ0 para poder incluir varias corridas en el
mismo gra´fico. Consideramos los casos: Ω = 1 y γ0 = 0.1 y para distintos valores de L0:
L0 = 0, que representa una u´nica gaussiana (cuadrados y tria´ngulos) y L0 = 0.5 (c´ırculos).
E0 es la energ´ıa del sistema aislado. Los para´metros fueron deliberadamente seleccionados
en funcio´n del costo nume´rico de las corridas a escalas temporales muy grandes.
Entornos no o´hmicos
Extenderemos el ana´lisis anterior al caso ma´s general de entornos no o´hmicos. Empezare-
mos con el suprao´hmico, cuya evolucio´n temporal de la energ´ıa media se observa en la
Fig.2.18(a).
En dicha figura, podemos observar que la energ´ıa media presenta un crecimiento im-
portante a tiempos muy cortos, y, luego, se mantiene constante como indica el recuadro
inferior derecho. En la Seccio´n 2.3.1 hemos mencionado que, este tipo de entorno, no resulta
muy efectivo induciendo efectos difusivos en el sistema y, por lo mismo, ahora notamos que
no hay activacio´n energe´tica. Es decir, sin pe´rdida de coherencia no hay excitacio´n de la
energ´ıa. En la Fig.2.18(a), podemos observar un valor de γ0 para el cual la activacio´n es
evidente. Sin embargo, y como ya mencionamos, este valor de la constante de acoplamiento
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Fig. 2.18: (a) Evolucio´n temporal de la energ´ıa media para un sistema cua´ntico acoplado
a un entorno suprao´hmico a temperatura cero. Los para´metros usados son: Λ = 2000, Ω =
0.1, L0 = 2 para diferentes valores de la frecuencia de corte Λ y la constante de acoplamiento
γ0. En el recuadro superior, mostramos la energ´ıa media en una escala temporal ma´s corta
para ver claramente la dependencia con Λ. En el recuadro inferior, se muestra la energ´ıa
media para tiempos muy largos de la evolucio´n para algunos valores del gra´fico principal.
(b) Evolucio´n temporal de la energ´ıa media para un sistema cua´ntico acoplado a un entorno
subo´hmico a temperatura cero. Los para´metros usados son: Ω = 0.1, L0 = 2, γ0 = 0.001
para diferentes valores Λ. Adema´s graficamos el caso γ0 = 0.005 y Λ = 20 para comparar.
Los para´metros esta´n medidos en unidades de la frecuencia natural del sistema Ω en todos
los casos.
(γ0 = 0.5) no resulta un valor apropiado en el caso del re´gimen subamortiguado. Todos los
otros valores de γ0 de esa figura corresponden a entornos “de´biles” que no son capaces de
suprimir las interferencias (Fig.2.9) ni activar energe´ticamente el sistema. En cuanto al en-
torno subo´hmico, podemos notar en la Fig.2.18(b) un comportamiento similar al observado
en el caso de temperatura alta, pero ocurriendo en escalas temporales ma´s largas. En este
caso, tambie´n es posible verificar que la escala de activacio´n energe´tica tact es posterior a
la de pe´rdida de coherencia tD ∼ Ω/(Λγ0).
Finalmente, en la Fig.2.19 presentamos la evolucio´n temporal de la energ´ıa media del
sistema acoplado a entornos no o´hmicos a temperatura cero para diferentes valores de
los para´metros del modelo. En todos los casos, podemos observar, un comportamiento
asinto´tico correcto y esperado.
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Fig. 2.19: Evolucio´n de la energ´ıa media del sistema a tiempos largos, cuando la part´ıcula
esta´ acoplada a distintos entornos no o´hmicos, todos a temperatura cero. Consideramos el
caso suprao´hmico n = 3 y el subo´hmico n = 1/2, y los casos Ω = 1 y L0 = 2 para distintos
valores de γ0 para poder distinguir entre entornos suprao´hmicos “fuertes” y “de´biles”. E0
es la energ´ıa media del sistema aislado. Los para´metros usados esta´n medidos en unidades
de γ0, para poder incluir distintas corridas (y escalas temporales) en el mismo gra´fico.
Cap´ıtulo 3
Efecto tu´nel, pe´rdida de coherencia y
activacio´n energe´tica
La observacio´n del efecto tu´nel, un proceso de caracter´ısticas puramenta cua´nticas, en
escalas macrosco´picas resulta un aspecto muy intrigante de la Meca´nica Cua´ntica [55, 56].
Los sistemas macrosco´picos, por lo general, son sistemas abiertos que interactu´an con un
entorno externo. En este contexto, el efecto tu´nel resulta cualitativamente diferente a su
ana´logo microsco´pico experimentalmente verificado [57].
Un sistema cua´ntico cerrado, descripto por ejemplo por un estado localizado en uno
de los mı´nimos de un potencial de pozo doble, podr´ıa ser encontrado del otro lado de
la barrera de potencial, es decir, localizado en el otro mı´nimo, en una escala temporal
definida. Este tiempo, llamado tiempo de “tuneleo” (τ), puede ser estimado a trave´s del
uso de te´cnicas conocidas como, por ejemplo, el me´todo del instanto´n [58]. Sin embargo,
cuando el sistema es abierto, la posibilidad de observar dicho efecto, depende de factores
adicionales relacionados con el entorno. Como hemos visto a lo largo del cap´ıtulo anterior, la
dina´mica de los sistemas cua´nticos abiertos, presenta rasgos y escalas temporales intr´ınsicas,
originadas en la interaccio´n entre el sistema y el entorno. Los efectos difusivos inducidos por
el entorno en el sistema, generan pe´rdida de coherencia en este u´ltimo. El sistema presenta
un comportamiento cla´sico tan pronto como sus interferencias cua´nticas son destru´ıdas
por el ruido externo [50]. Esta transicio´n cua´ntico-cla´sica se lleva a cabo en una escala
temporal caracter´ıstica, la cual hemos denominado tiempo de pe´rdida de coherencia (tD).
Esta cantidad depende de las propiedades del sistema cua´ntico, del entorno y de la constante
de acoplamiento entre ellos. Si el tiempo de pe´rdida de coherencia es significativamente
menor que el tiempo de “tuneleo”, uno esperar´ıa, siguiendo con el ejemplo del pozo doble,
que el estado del sistema se mantuviera confinado al mı´nimo inicial. Es decir, si tD ≪ τ ,
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entonces, la supresio´n de las interferencias y la clasicalizacio´n del sistema cua´ntico se llevan
a cabo antes, por lo cual, cualquier posibilidad de encontrar al estado final del otro lado de
la barrera de potencial, es nula.
Sin embargo, hemos estudiado que los efectos difusivos tambie´n generan una excitacio´n
energe´tica en el sistema, una vez que e´ste ya se ha vuelto cla´sico. Por lo tanto, el sistema,
au´n luego de perder sus interferencias cua´nticas, podr´ıa ser encontrado en el otro mı´nimo
de potencial, si ganase la suficiente energ´ıa como para “saltar” dicha barrera. La naturaleza
de este proceso es completamente distinta al efecto tu´nel cua´ntico, ya que es de naturaleza
puramente cla´sica. Como hemos visto en el cap´ıtulo anterior, este proceso de activacio´n es
efectivo tanto en el caso de un entorno a temperatura alta como a temperatura cero.
La influencia de un entorno en el efecto tu´nel fue estudiada por Caldeira y Legget en
[55, 52] para un modelo esp´ın-boso´n. Los autores mostraron que la disipacio´n inhibe el
efecto tu´nel. Desde ese entonces, numerosos trabajos se han realizado estudiando varios
aspectos distintos del mismo feno´meno, y por lo general, arrivaron a conclusiones similares
[59]. Lo que resulta ma´s llamativo de estos trabajos, es que la mayor´ıa de ellos basan sus
conclusiones en te´cnicas anal´ıticas, ya sea usando me´todos funcionales o generalizaciones
del me´todo del instanto´n. Estos estudios esta´n principalmente fundamentados en conceptos
de equilibrio y, en algunos casos, e´sto podr´ıa omitir aspectos importantes de la evolucio´n
dina´mica del sistema. En particular, resulta muy d´ıficil estudiar simulta´neamente el efecto
tu´nel y la activacio´n energe´tica, y discernir entre ambas contribuciones individuales al final
de la evolucio´n. Llevando esta afirmacio´n al plano de nuestro ejemplo del pozo doble, si
dada la evolucio´n dina´mica de nuestro sistema cua´ntico abierto, observamos que el estado
final del sistema se halla del otro lado de la barrera de potencial, ¿co´mo podr´ıamos explicar
dicha observacio´n? En funcio´n de la dina´mica de los sistemas cua´nticos abiertos, el estado
podr´ıa tanto haber pasado por debajo de la barrera (efecto tu´nel) como haber saltado la
misma (activacio´n). Resulta evidente entonces, que el proceso de pe´rdida de coherencia
tiene un rol fundamental para determinar la respuesta.
Desde aquellos primeros trabajos sobre sistemas abiertos, la maquinaria computacional
y las te´cnicas asociadas a ella, han evolucionado de manera asombrosa, al punto que resulta
posible, hoy d´ıa, corroborar y extender resultados anal´ıticos conocidos. En el contexto de
simulaciones nume´ricas en sistemas cua´nticos abiertos, el principal objeto de estudio han
sido los sistemas “forzados”, donde el efecto tu´nel se observa entre islas regulares y no
regulares [60, 61]. En estos modelos resulta interesante el juego entre la disipacio´n inducida
por el entorno y el caos cla´sico intr´ınsico al sistema, ya que, por ejemplo, el comportamiento
cao´tico del sistema elimina las interferencias cua´nticas, las cuales, a su vez, son restitu´ıdas
3.1. El modelo 63
por la disipacio´n inducida en el sistema.
En este cap´ıtulo, nos concentraremos en estudiar la dina´mica completa de una part´ıcula,
localizada inicialmente en un mı´nimo de un potencial de pozo doble, acoplada a un en-
torno externo. Estudiaremos tanto el caso de temperatura alta como el de ausencia de
temperatura en el entorno. En funcio´n del estudio detallado acerca del proceso de pe´rdida
de coherencia y activacio´n energe´tica, ambos feno´menos inducidos por el ruido del entorno,
que hemos desarrollado en Cap´ıtulo 2 de esta Tesis, estimaremos las escalas temporales aso-
ciadas a los tres procesos f´ısicos que gobiernan la dina´mica del sistema. Estos son: pe´rdida
de coherencia, efecto tu´nel y activacio´n energe´tica. Usando simulaciones nume´ricas de gran
escala, obtendremos una descripcio´n completa de la dina´mica del sistema y verificaremos
las estimaciones anal´ıticas realizadas. Pero lo que resulta fundamental, es que tendremos
acceso al estado del sistema a cualquier tiempo, y eso nos permitira´ distinguir entre los
efectos de los distintos procesos mencionados anteriormente para poder, as´ı, encontrar la
respuesta a la pregunta anteriormente formulada.
3.1 El modelo
En lo que sigue, consideraremos un oscilador cua´ntico, en un potencial no lineal V (x) =
−1
4
Ω2x2 + λx4, acoplado a un entorno formado por infinitos osciladores armo´nicos. El
potencial V (x) tiene dos mı´nimos absolutos x0 = ±Ω/
√
8λ separados por una barrera de
potencial de altura V0 = Ω
4/(64λ). La accio´n total del sistema esta´ dada por
S[x, qn] = Ssistema[x] + Sentorno[qn] + Sinteraccion[x, qn] (3.1)
=
∫ t
0
ds
[
1
2
x˙2 +
1
4
Ω2x2 − λx4 +
∑
n
1
2
mn(q˙
2
n − ω2nq2n)
]
−
∑
n
λnxqn,
donde qn, mn y ωn son las coordenadas, masas y frecuencias de los osciladores del entorno,
respectivamente. La masa del oscilador principal (sistema) fue fijada a uno. El sistema esta´
acoplado linealmente a cada uno de los osciladores del entorno, a trave´s de la constante de
acoplamiento λn.
La dina´mica del oscilador no lineal puede ser estudiada a trave´s de la traza sobre los
grados de libertad del entorno y, la ecuacio´n maestra que resulta para la matriz densidad
reducida ρr(t). Asumiremos, nuevamente, que el sistema y el entorno esta´n inicialmente no
correlacionados, y que, este u´ltimo, esta´ en un estado de equilibrio te´rmino a temperatura T
(la cual puede ser cero inclusive). El estado inicial es, entonces, el producto del estado inicial
del sistema (un estado localizado en el mı´nimo izquierdo del potencial) y del estado inicial
te´rmico del entorno. So´lo cuando la interaccio´n entre ambos es “encendida”, el sistema
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comienza a evolucionar bajo la influencia del ban˜o te´rmico. Es importante recordar que la
condicio´n inicial no es una condicio´n de equilibrio del sistema total. Bajo estas suposiciones
y, considerando que el acoplamiento entre el sistema y el entorno es muy pequen˜o (re´gimen
subamortiguado), la matriz densidad reducida satisface la ecuacio´n maestra de la Ec.(2.3).
Como ya mencionamos, la ecuacio´n maestra que resulta es perturbativa. Por tanto,
nosotros trabajaremos con la matriz densidad reducida obtenida a segundo orden en la
constante de acoplamiento entre el sistema y el entorno. Al considerar el re´gimen subamor-
tiguado, aseguramos la validez de este tratamiento perturbativo para las escalas tempo-
rales que queremos estudiar [7, 61]. Por esta razo´n, trabajaremos con un estorno o´hmico y
asumiremos que γ0 ≪ ~ = 1, lo cual fija el dominio temporal de las soluciones perturbativas
que encontraremos.
El estado del sistema esta´ inicialmente localizado en un mı´nimo del potencial. Lo
describiremos con una funcio´n de onda gaussiana centrada en el mı´nimo izquierdo del
mismo, es decir en x0 = −Ω/
√
8λ,
Ψ0(x) =
1
(2πσ2x)
1/4
exp
[
−(x− x0)
2
4σ2x
]
. (3.2)
El ancho de esta gaussiana es σx = 1/
√
2Ω, que corresponde al estado de vac´ıo de un
oscilador armo´nico de frecuencia Ω. Debido a la presencia del entorno, el oscilador sufre un
cambio en su frecuencia natural Ω˜2 = Ω2+δΩ2(t); de modo que eligiremos los para´metros de
forma tal que el coeficiente de renormalizacio´n δΩ2(t) pueda ser despreciado a todo tiempo.
La frecuencia natural del sistema se puede obtener expandiendo el potencial V (x) alrededor
del mı´nimo de potencial x0 con la ayuda de Ψ0(x); de manera de describir la part´ıcula que
esta´ localmente en el vac´ıo.
Para el sistema cerrado, esperamos que la part´ıcula pase al otro mı´nimo en un tiempo de
“tuneleo” τ . La funcio´n de onda, a ese tiempo, deber´ıa corresponder a una gaussiana similar
al estado inicial, pero localizada en el mı´nimo derecho del potencial. El estado inicial puede
ser bien aproximado por una combinacio´n lineal de los dos primeros autoestados de energ´ıa
del potencial V (x). Si llamamos E0 y E1 a las autoenerg´ıas sime´tricas y antisime´tricas,
respectivamente, esperamos que el tiempo en que el efecto tu´nel se lleva a cabo, sea del
orden τ ≃ 1/(E1 − E0). Sin embargo, como la condicio´n inicial no es exactamente la
combinacio´n lineal de dos autoestados, sino de una cantidad mayor de los mismos, este
nu´mero se vera´ apenas corregido en nuestras simulaciones nume´ricas (τ = 3./(E1 − E0)).
Usando el me´todo del instanto´n, hemos calculado el tiempo de “tuneleo” anal´ıticamente
[58],
τ =
3.
E1 − E0 =
3
8
√
π
2
Ω
V0
1
Ω
exp
[
16
3
V0
Ω
]
, (3.3)
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donde la expresio´n dentro de la exponencial es la accio´n cla´sica para el instanto´n, S0 =
(16/3)V0/Ω.
3.2 Efecto tu´nel y pe´rdida de coherencia en el l´ımite
de temperatura alta
Cuando el ban˜o te´rmico esta´ a temperatura muy alta, la ecuacio´n maestra (Ec.(2.3)), se
puede expresar de manera mucho ma´s sencilla por medio de la distribucio´n de Wigner
reducida en el espacio de fase, W =W (x, p; t) [46, 50]:
W˙ = {Hsys,W}PB − λ
4
x∂3pppW + 2γ(t)∂p(pW ) +D(t)∂
2
ppW − f(t)∂2pxW, (3.4)
donde γ(t), D(t) y f(t) son los coeficientes de disipacio´n, difusio´n normal y ano´malo,
respectivamente, definidos en las Ecs.(1.57). El primer te´rmino del lado derecho de esta
expresio´n, corresponde a la evolucio´n cla´sica del sistema, mientras que el segundo incluye las
correcciones cua´nticas a la dina´mica del mismo. Los u´ltimos tres te´rminos de esta expresio´n,
describen los efectos de disipacio´n y ruido debido al acoplamiento del sistema con entorno.
Para simplificar el problema, asumiremos, en adelante, que el entorno es o´hmico.
Como hemos discutido anteriormente, el ban˜o te´rmico genera dos efectos distintos sobre
la evolucio´n de la part´ıcula de prueba. En el re´gimen donde el acoplamiento (de´bil) con
el entorno es suficientemente intenso, la difusio´n es la responsable de la supresio´n de las
interferencias cua´nticas del sistema, y por ende, de su pe´rdida de coherencia. El resultado
de este proceso es la “clasicalizacio´n” del sistema, ya que, luego de un tiempo tD, el com-
portamiento cua´ntico es inhibido, anulando tambie´n la posibilidad de observar el efecto
tu´nel del estado inicial. Dado que la energ´ıa inicial del sistema es menor que la barrera
de potencial (de altura V0), se espera que la part´ıcula permanezca confinada en la posicio´n
del mı´nimo inicial. Sin embargo, la part´ıcula sigue en contacto con el ban˜o te´rmico, el
cual en este caso en particular, esta´ a una temperatura muy alta. Por esto, la part´ıcula
se “calentara´”, y en algu´n tiempo, tact, su energ´ıa aumentara´. En ese momento, existira´
cierta posibilidad de que la part´ıcula salte la barrera de potencial, via activacio´n energe´tica
inducida por el ruido del entorno, y sea encontrada del otro lado de la misma. A tiempos
muy largos de la evolucio´n, el sistema deber´ıa alcanzar un estado de equilibrio te´rmico, en
donde encontrar a la part´ıcula en cada uno de los mı´nimos sea equiprobable.
En esta seccio´n, estimaremos las escalas temporales que juegan un rol importante en
este modelo. En particular, nos interesa conocer la relacio´n entre tD y tact, ya que es e´sta la
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responsable que la part´ıcula pueda o no pasar la barrera de potencial durante las distintas
etapas de su evolucio´n.
Por un lado, el tiempo de pe´rdida de coherencia, en el l´ımite de temperatura muy alta,
es inversamente proporcional al coeficiente de difusio´n D(t) y el cuadrado del taman˜o t´ıpico
inicial de la funcio´n de onda L0. En este caso, elegiremos por conveniencia, que a tiempos
cortos de la evolucio´n, L0 sea el ancho inicial de la funcio´n de onda gaussiana, es decir
L0 = 2σx = 2/
√
2Ω. Usando que D = 2γ0T , obtenemos el tiempo estimado de pe´rdida de
coherencia,
tD =
Ω
4γ0T
(3.5)
en unidades de ~ = 1 = kB [50]. Esta estimacio´n no resulta un tiempo exacto, sino una
sobreestimacio´n (debido a la eleccio´n de L0) de la escala temporal en la cual los efectos de
pe´rdida de coherencia en el sistema resultan visibles.
Por otro lado, la tasa de activacio´n te´rmica para un sistema cla´sico puede ser obtenida
trabajando con el ana´logo cla´sico de la Ec.(3.4), es decir la ecuacio´n de Fokker-Planck:
W˙ = {Hsys,W}PB + 2γ0∂p(pW ) +D∂2ppW . (3.6)
Se puede notar que, posteriormente a la pe´rdida de coherencia en el sistema en cuestio´n,
los te´rminos cua´nticos se vuelven irrelevantes y la Ec.(3.4) se reduce a esta u´ltima ecuacio´n
(Ec.(3.6)). En el cap´ıtulo anterior, hemos demostrado que que el tiempo de activacio´n
puede ser estimado a partir de las Ecs.(2.36) y (2.37). Por completitud, volvemos a escribir
el tiempo de activacio´n te´rmica,
tact =
V0 − E0
2γ0T
.
Esta estimacio´n nos demuestra que existe una regio´n muy grande de posibles valores de
los para´metros f´ısicos (V0,Ω, T, γ0) para los cuales es posible obtener primero pe´rdida de
coherencia en el sistema (antes que se observe el efecto tu´nel) y retrasar, considerablemente,
la activacio´n energe´tica en el mismo. Si este es el caso, mientras t < tact, la part´ıcula debe
permanecer confinada a la regio´n del lado de la barrera donde el estado del sistema estaba
ubicado inicialmente. La situacio´n ideal ser´ıa lograr que las tres escalas temporales en
juego estuvieran lo ma´s separadas posible para poder, as´ı, distinguir entre los procesos
mencionados. A fines pra´cticos, esto equivale a tD ≪ τ ≪ tact, por lo cual pedimos,
a tD = τ = b tact . (3.7)
De la primera y segunda condicio´n, obtenemos la siguiente restriccio´n en los para´metros
del potencial:
V0
Ω
=
1
2
(a
b
+ 1
)
. (3.8)
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Esta expresio´n, junto a la eleccio´n del tiempo de “tuneleo” τ , fijan el valor del potencial
del sistema. Los para´metros del entorno, pueden ser fijados utilizando la primer parte de
la Ec.(3.7),
γ0T =
aΩ
4τ
. (3.9)
Finalmente, eligiendo a >> 1 y b << 1, nos permitira´ obtener la evolucio´n deseada en el
sistema, manteniendo la part´ıcula confinada de un lado de la barrera de potencial para un
tiempo arbitrariamente largo.
3.2.1 La pe´rdida de coherencia inhibe el efecto tu´nel
Con ayuda de las simulaciones nume´ricas, intentaremos ilustrar el mecanismo de inhibicio´n
del efecto tu´nel detallado arriba. Para ello, resolvimos la ecuacio´n maestra (a trave´s de
la evolucio´n de los autoestados de energ´ıa) para valores de los para´metros elegidos conve-
nientemente V0 = 100 y Ω = 5. De la ecuacio´n (3.8), se ve que esta situacio´n corresponde
a un valor n = V0/Ω = 20, nu´mero que representa la estimacio´n semicla´sica de la can-
tidad de estados atrapados en el pozo de potencial. Para este conjunto de para´metros,
τ = 4.63155403 1010. Hemos elegido, adema´s, a = 24.5 y b = 0.6282 de modo que
γ0T = 3.9 10
−11, y se verifique la condicio´n de re´gimen subamortiguado. Con esta eleccio´n,
buscamos lograr que el sistema se caliente de a poco, retrasando la activacio´n energe´tica
hasta bastante despue´s del tiempo de “tuneleo”. De esta forma, obtenemos la relacio´n entre
las tres escalas temporales, siendo tD ∼ 0.0408 τ y tact ∼ 1.6326 τ , en unidades del tiempo
τ .
Como el estado inicial resulta bien representado por la superposicio´n lineal de 10 au-
toestados de Hsis, hemos elegido un espacio de Hilbert de dimensio´n N = 40, el cual es el
valor ma´s grande de dicho espacio que podemos manejar nume´ricamente. La frecuencia ma´s
grande presente en el entorno es Λ = 10 × ∆40,0 = 10 × 102.237307 (∆40,0 es la diferencia
de energ´ıa entre la autofrecuencia 40 y la fundamental).
Tambie´n resolvimos la evolucio´n del sistema para el caso aislado, verificando que el
tiempo de “tuneleo” de nuestro estado inicial Ec.(3.2) es, efectivamente, muy cercano al
estimado anal´ıticamente en la Ec.(3.3). Esto esta´ ilustrado en la Fig.3.1, donde mostramos
la evolucio´n temporal de la probabilidad de encontrar a la part´ıcula en el pozo inicial, tanto
en el caso aislado como en el abierto (sistema en interaccio´n con el ban˜o). Esta probabilidad
comienza en uno a t = 0 y decrece a medida que la part´ıcula va pasando por debajo de la
barrera de potencial, llegando a cero cuando t ∼ τ . Para tiempos ma´s largos, aunque no
se muestra en esa figura, se puede ver que la part´ıcula pasa de un lado a otro de la barrera
con un per´ıodo de oscilacio´n de 2τ .
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Fig. 3.1: Evolucio´n temporal de la probabilidad de encontrar a la part´ıcula en el pozo
inicial del sistema abierto (l´ınea de traza entero) y del sistema cerrado (l´ınea punteada).
El tiempo esta´ medido en unidades del tiempo de “tuneleo” τ . En el recuadro inferior, se
muestra la evolucio´n temporal de ls Entrop´ıa lineal del sistema abierto, SL/ lnN , donde
N = 40 es el taman˜o del espacio de Hilbert elegido. Para t ∼ τ , la Entrop´ıa lineal alcanza
un valor cercano al de saturacio´n, es decir SL/ lnN = 1.
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El comportamiento del sistema abierto es claramente diferente al correspondiente del
sistema cerrado. La probabilidad de encontrar a la part´ıcula en el pozo de potencial original
tambie´n decrece inicialmente, pero lo hace con una tasa ma´s lenta. Como demostraremos
ma´s adelante, y, en parte debido a nuestra eleccio´n de los para´metros, esta disminucio´n se
debe a la activacio´n te´rmica ma´s que al efecto tu´nel (es suprimido a tiempos muy cortos).
La probabilidad nunca se hace cero y tampoco se observan oscilaciones; sino que decrece
mono´tonamente, y a tiempos muy largos, esperamos que alcance el valor 0.5. Es decir, el
estado final deber´ıa ser un estado de equilibrio te´rmico con el entorno, con igual probabilidad
de encontrar a la part´ıcula en cada uno de los mı´nimos de potencial. En la Fig. 3.1, tambie´n
mostramos la evolucio´n temporal de la Entrop´ıa Lineal SL del sistema abierto, definida
como SL/ lnN = − ln [Trρ2] / lnN (donde lnN es el valor ma´ximo que puede alcanzar para
el espacio de Hilbert elegido). Despue´s de un tiempo, esta cantidad alcanza su valor de
saturacio´n. Esto indica que la dimensio´n del espacio de Hilbert (N = 40) resulta chica
para la simulacio´n nume´rica y los estados de energ´ıa ma´s altos ya se esta´n poblando. Como
consecuencia, los resultados nume´ricos son menos confiables para tiempos mayores que el
tiempo τ . De todas formas, resulta evidente que la pe´rdida de coherencia en el sistema
inhibe el efecto tu´nel para tiempos bastante anteriores a dicha cota temporal nume´rica.
Las caracter´ısticas particulares de la evolucio´n, tanto del sistema aislado como del
abierto, se pueden observar en las Figs. 3.2 y 3.3, en las cuales graficamos la distribucio´n
de probabilidad σ(x, x) = 〈x|ρr|x〉 y la funcio´n de Wigner W (x, p), respectivamente, para
ciertos tiempos. De nuevo, los diferentes comportamientos entre el caso aislado y el abierto
resultan evidentes. Para tiempos cortos (t ∼ 0.2τ), en el caso aislado, la probabilidad de
encontrar a la part´ıcula del lado original disminuye, mientras que del otro lado de la barrera
aumenta, sugiriendo que el estado comienza a pasar por debajo de ella. El mismo efecto
puede ser observado para el correspondiente tiempo de la funcio´n de Wigner de la Fig. 3.3.
All´ı, los efectos cua´nticos se notan en los valores negativos (interferencias) que aparecen en
el centro del espacio de fases. Para esos mismos tiempos, en el sistema abierto, no obser-
vamos evidencia alguna de que el sistema este´ pasando a trave´s de la barrera de potencial.
Por el contrario, vemos que la part´ıcula esta´ estrictamente confinada al pozo de potencial
inicial. En este caso, observamos que tanto σ(x, x) como W (x, p) aumentan como conse-
cuencia de la difusio´n inducida por la presencia del entorno. Como el tiempo de pe´rdida
de coherencia es muy corto para nuestra eleccio´n de los para´metros f´ısicos del modelo, la
destruccio´n de las interferencias cua´nticas ya se hizo efectiva a este tiempo (t = 0.2τ) y,
consecuentemente, la funcio´n de Wigner es positiva en todas las regiones del espacio de
fases. A un tiempo posterior, por ejemplo t = 0.5τ , tanto la distribucio´n de probabilidad
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Fig. 3.2: Distribucio´n de probabilidad σ(x, x) para el sistema aislado (izquierda) y abierto
(derecha) para t = 0; t = 0.1τ y t = 0.2τ (superior); t = 0; t = 0.5τ y t = τ (inferior). Esta
graficado, adema´s, el potencial rescalado V (x) para usarlo de referencia.
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Fig. 3.3: Funcio´n de Wigner para el caso del sistema aislado (izquierda) y abierto (derecha),
para los tiempos indicados. El eje horizontal corresponde a x, mientras que el vertical a
p. El fondo blanco corresponde a valores nulos de W (x, p). Colores del amarillo al rojo,
representan valores positivos de esta funcio´n, mientras que los colores en la gama azul,
corresponden a valores negativos.
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como la funcio´n de Wigner, son sime´tricas para el sistema aislado. Sin embargo, en el
sistema abierto, la funcio´n de onda se sigue propagando en el espacio de fases. Adema´s,
podemos notar los primeros signos de la activacio´n te´rmica; es decir, comienza a haber
distribucio´n de probabilidad no nula del lado derecho de la barrera de potencial. Cuando
se alcanza el tiempo de “tuneleo”, a pesar que el sistema esta´ mayormente localizado del
lado izquierdo (inicial) de la barrera de potencial, el sistema comienza a calentarse y su
funcio´n de Wigner explora regiones ma´s grandes del espacio de fases motivada por la ac-
tivacio´n te´rmica. Podemos notar pequen˜as franjas de interferencia de valor negativo en la
funcio´n de Wigner ya que e´sta, ahora, ocupa a´reas de mayor no linealidad del potencial.
Este comportamiento transitorio es una consecuencia conocida de la aparicio´n de efectos
no lineales en el sistema y no tiene relacio´n con el efecto tu´nel [69]. Mientras, a tiempo
t = τ , el sistema aislado se encuentra completamente localizado del otro lado de la barrera
de potencial, tras haber “atravesado” dicha barrera por efecto tu´nel.
3.2.2 Activacio´n te´rmica en el l´ımite cla´sico
En esta seccio´n, presentaremos un ejemplo nume´rico sencillo de activacio´n te´rmica en el
l´ımite cla´sico de temperatura muy alta. Nuestra intencio´n es mostrar la evolucio´n del sis-
tema en presencia de un entorno cla´sico a temperatura alta. Un sistema cla´sico estad´ıstico
se puede describir por la Ec.(3.6). Aqu´ı, en lugar de resolver dicha ecuacio´n para obtener
W (x, p), nos limitaremos a hacer evolucionar un conjunto muy grande de trayectorias de
part´ıculas cla´sicas que interactu´an con un ban˜o te´rmico v´ıa te´rminos de difusio´n y disi-
pacio´n. La ecuacio´n de movimiento para cada una esta´ dada por
x¨(t) = −2γ0x˙(t)− V ′(x(t)) + ξ(t), (3.10)
donde ξ un ruido gaussiano no correlacionado temporalmente con una varianza definida
segu´n 〈ξ(t)ξ(t′)〉 = γ0Tδ(t − t′) (ruido blanco). Resulta fa´cil demostrar que un conjunto
de part´ıculas que evolucionan de acuerdo a la ecuacio´n de Langevin Ec.(3.10), tambie´n
satisfacen la ecuacio´n maestra Ec.(3.6). Sin embargo, resulta menos costoso nume´ricamente
encontrar la solucio´n para un nu´mero muy grande de part´ıculas que cumplen con la primer
ecuacio´n. De este modo, las condiciones iniciales son elegidas de forma, que tanto x como
p, sean variables gaussianas aleatorias distribu´ıdas segu´n el ana´logo cla´sico de la funcio´n de
onda de la Ec.(3.2),
W0(x, p) =
1
π
exp
[
−(x− x0)
2
2σ2x
− 2σ2xp2
]
. (3.11)
Luego, a un tiempo dado t, podemos obtener valores de expectacio´n de las magnitudes
f´ısicas promediando sobre el conjunto de part´ıculas. De este modo, podemos determinar la
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Fig. 3.4: Evolucio´n temporal de la probabilidad de permanecer en el pozo de potencial
original (superior) y de la energ´ıa media del sistema (inferior). El tiempo esta´ expresado
en unidades de la escala temporal de Eq. (2.38).
funcio´n de Wigner, evaluando la cantidad de part´ıculas dentro del conjunto que tienen un
valor de posicio´n y momento en el intervalo (x, x + dx) × (p, p + dp). En las Figs. 3.4 y
3.5, mostramos los resultados de la simulacio´n para los valores de los para´metros Ω2 = 12,
V0 = 23, T = 10
7, y γ0 = 2.5× 10−9 1.
El tiempo de activacio´n te´rmica estimado, para estos valores de los para´metros, es
tact = 390. En la Fig. 3.4, mostramos la probabilidad de encontrar a la part´ıcula del lado
izquierdo de la barrera de potencial P (t) (gra´fico superior) y la energ´ıa media del sistema
(gra´fico inferior). Como espera´bamos, cuando t ≃ tact, la energ´ıa media de la part´ıcula
es del mismo orden que la altura de la barrera de potencial V0. La probabilidad P (t) en
ese tiempo es P ∼ 0.7. Es importante destacar que hemos realizado distintas simulaciones
nume´ricas para un amplio rango de para´metros y encontramos que la Ec.(2.38) se cumple
bien en todos los casos. En particular, notamos que la probabilidad de “permanencia” del
lado original de la barrera, a un tiempo t = tact, siempre estuvo alrededor de P ≃ 0.65−0.75,
rango en el cual podemos ubicar el valor de la simulacio´n cua´ntica de la seccio´n anterior.
Igualmente, ese valor deber´ıa ser considerado so´lo de modo cualitativo, ya que fue obtenido
1 Si hubie´ramos usado los valores de la seccio´n anterior, hubie´semos obtenido soluciones temporales
poco pra´cticas. Sin embargo, a pesar de las distintas escalas temporales, los aspectos cualitativos de estas
simulaciones deber´ıan coincidir con aquellos de dicha seccio´n, ya que la intencio´n de nuestra simulacio´n
cla´sica es ilustrar las propiedades gene´ricas del proceso de activacio´n te´rmica.
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Fig. 3.5: Funcio´n de distribucio´n cla´sica para el sistema en los tiempos indicados. El
eje horizontal corresponde a x y el vertical a p. El color blanco de fondo, corresponde a
valores nulos de la funcio´n de Wigner, mientras que el colores del amarillo al rojo, a valores
positivos de W (x, p) y, colores en la gama del azul a valores negativos de la misma.
despue´s que la Entrop´ıa Lineal alcanzara su valor de saturacio´n, lo cual, como ya indicamos,
hace que los resultados nume´ricos sean menos confiables. La evolucio´n de P (t) en el caso
cla´sico, en general, es muy similar a la correspondiente al caso cua´ntico para tiempos
posteriores a tD, ya que es una probabilidad que decrece mono´tonamente y se acerca 0.5
para valores temporales largos. En la Fig. 3.5, presentamos la funcio´n de Wigner cla´sica,
es decir, la distribucio´n de probabilidad en el espacio de fases, para ciertos tiempos. Para
toda la evolucio´n, y como espera´bamos, W (x, p) > 0, ya que la ecuacio´n de Fokker-Planck
conserva la positividad de la distribucio´n. A medida que el tiempo transcurre, el paquete
inicial gaussiano se ensancha. Esto genera que su energ´ıa decrezca y permite, a una mayor
cantidad de part´ıculas, explorar el espacio de fases. Para t = tact, cuando la energ´ıa media
de la part´ıcula iguala la altura de la barrera de potencial, la activacio´n te´rmica empieza
a jugar un rol ma´s significativo en la evolucio´n del sistema. Resulta interesante destacar
que, para este tiempo de la evolucio´n, la separatriz del espacio de fases muestra una gran
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densidad de part´ıculas del lado derecho de la barrera de potencial. Esto confirma que las
part´ıculas cruzan dicha barrera cuando su energ´ıa media es del orden de la altura de esta
u´ltima (correspondiente a la energ´ıa de la separatriz). Esta caracter´ıstica de la activacio´n
te´rmica tambie´n puede observarse en la Fig. 3.3 del sistema cua´ntico abierto. En el caso
del sistema cua´ntico cerrado, por el contrario, observamos que la funcio´n de Wigner tiene
valores nulos en la regio´n de la separatriz a lo largo de toda la evolucio´n. En este caso,
el efecto tu´nel es fa´cilmente reconocible debido a la presencia de grandes interferencias
cua´nticas negativas en el origen del espacio de fases. Si volvemos al caso cla´sico que nos
concierne en esta seccio´n, podemos observar que para tiempos largos, los efectos difusivos y
disipativos se combinan para poblar las regiones centrales del mı´nimo derecho de potencial.
Finalmente, el aspecto general de la funcio´n de Wigner se vuelve sumamente sime´trico,
indicando que el sistema converge asinto´ticamente a un estado de equilibrio te´rmico con el
entorno.
3.3 Efecto tu´nel y pe´rdida de coherencia a temperatura
estrictamente cero
En esta seccio´n, repetiremos todo el ana´lisis anterior para el caso en que el entorno tiene
temperatura cero. Asumiremos, de nuevo, un entorno o´hmico y usaremos los tiempos de
pe´rdida de coherencia estimados en la Seccio´n 2.2.1. Es necesario mencionar que las es-
calas temporales obtenidas en dicha seccio´n fueron derivadas para un oscilador armo´nico.
Por tanto, so´lo nos resultara´n u´tiles cuando empecemos con un estado inicial muy angosto
localizado en uno de los mı´nimos de potencial. Para tiempos cortos, el sistema evolu-
cionara´ como si estuviera bajo la influencia de un potencial armo´nico. Luego de un tiempo
corto, las no linealidades del potencial se volvera´n importantes generando interferencias
dina´micamente [69]. De esta manera, esperamos que los tiempos all´ı estimados nos resulten
u´tiles si, efectivamente, se cumple que la pe´rdida de coherencia ocurre muy temprano para
el sistema.
Para resolver la ecuacio´n maestra utilizamos una rutina de paso variable para distintos
para´metros del sistema y del entorno. Todos los resultados obtenidos son estables ante
cambios en los para´metros del me´todo de integracio´n Runge Kutta utilizado. Como ejem-
plo, mostraremos los resultados obtenidos cuando Ω = 100 y V0 = 200, para los cuales el
tiempo de “tuneleo” resulta τ ≈ 158.27. De nuevo, queremos que la pe´rdida de coherencia
en el sistema sea anterior al efecto tu´nel, por tanto debemos fijar los para´metros del entorno
consecuentemente a atD = τ . Eligiremos a = 10. Usando la expresio´n del tiempo de pe´rdida
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Fig. 3.6: Evolucio´n temporal de la probabilidad de permanencia del lado original de la
barrera de potencial. El eje horizontal es el tiempo medido en unidades del tiempo de
“tuneleo” τ , mientra que el vertical es la probabilidad P (t).
de coherencia cuando Ωt ≪ 1, es decir tD ≤ 1/(8γ0), obtenemos γ0 = a/(8τ) ≈ 0.007897.
Fijando la frecuencia de corte en Λ = 10V0 = 2000, y considerando la Ec.(2.4), vemos que la
renormalizacio´n de la frecuencia δΩ2(t) puede ser despreciada a todo tiempo. De hecho, es
fa´cil verificar que, para estos valores, Ω˜2 es 0.32% del valor de Ω2. De esta forma, podemos
asumir tranquilamente que el estado inicial esta´ dado por el vac´ıo de un oscilador armo´nico
de frecuencia Ω2, en lugar de Ω˜2. En la Fig.3.6, mostramos la probabilidad de encontrar
a la part´ıcula del lado original de la barrera en funcio´n del tiempo (medido en unidades
del tiempo de “tuneleo” estimado τ), mientras que en las Figs. 3.7 y 3.8, se grafica la dis-
tribucio´n de probabilidad σ(x, x) y la funcio´n de Wigner del sistema, respectivamente. La
evolucio´n temporal del sistema abierto cuando el entorno esta´ a temperatura cero, presenta
tanto similitudes como diferencias significativas con su ana´logo a temperatura alta. Para
tiempos muy cortos, la probabilidad de permanencia decrece ra´pidamente, acerca´ndose a
0.5 cuando t ∼ 2τ . Como espera´bamos, no hay signos de oscilacio´n en el sistema ya que
tD < τ . Incluso, el comportamiento asinto´tico tampoco presenta oscilaciones que impliquen
que el efecto tu´nel tiene un rol importante en la dina´mica a tiempos largos. Por el con-
trario, observamos que el sistema evoluciona hacia un estado de “equilibrio”, donde existe
igual probabilidad de encontrar a la part´ıcula en cada mı´nimo del potencial. Tanto la
distribucio´n de probabilidad como la funcio´n de Wigner corroboran este resultado. Para
tiempos muy cortos, las regiones negativas de la funcio´n de Wigner son considerablemente
suprimidas si comparamos con el escenario del sistema cerrado al mismo tiempo. Para
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Fig. 3.7: Distribucio´n de probabilidad σ(x, x) (eje y) para el sistema aislado (izquierda) y
el sistema abierto (derecha) para los tiempos t = 0; t = 0.1 τ y t = 0.2 τ (en los gra´ficos
superiores); t = 0.5 τ y t = τ (en los inferiores). El potencial V (x) rescalado aparece como
referencia.
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Fig. 3.8: La distribucio´n de Wigner para el sistema aislado (izquierda) y el sistema abierto
(derecha) para los tiempos indicados. Los colores son similares a aquellos definidos en la
Fig.3.3.
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Fig. 3.9: Probabilidad de permanecer en el pozo original para diferentes valores de Λ (los
otros para´metros son iguales a los gra´ficos anteriores). Las cruces corresponden a un grupo
de los valores de la simulacio´n nume´rica (no esta´n todos los puntos de la simulacio´n para
que la curva sea visible). La l´ınea de trazo so´lido corresponde a un ajuste no lineal de χ2
de los valores nume´ricos a la expresio´n de la Ec.(3.12). El tiempo esta´ medido en unidades
del tiempo τ del sistema cerrado.
t > τ/2, W (x, p) se vuelve positiva y el efecto tu´nel es definitivamente suprimido. Como
ocurr´ıa en el caso de temperatura alta, la separatriz se puebla considerablemente cuando
la activacio´n te´rmica se vuelve relevante. Tanto σ(x, x) como W (x, p) se vuelven sime´tricas
alrededor de x = 0, lo cual sugiere que la dina´mica del sistema abierto deber´ıa ser posible
de describirse en te´rminos de un proceso semejante a la activacio´n te´rmica. Esto fue pre-
cisamente lo que estudiamos en la Seccio´n 2.4.2 para entornos generales y denominamos
excitacio´n energe´tica inducida por el ruido del entorno. En este caso, adema´s del ana´lisis del
rol de las fluctuaciones de vac´ıo y el rol importante que juega la difusio´n ano´mala, podemos
mencionar la relacio´n particular que existe entre la pe´rdida de coherencia y la excitacio´n de
energ´ıa a T = 0. En ambos procesos, la frecuencia de corte Λ es de gran importancia, ya
que los afecta en la misma direccio´n. En las Figs. 3.9 y 3.10 se muestran la probabilidad
de permanecer en el mı´nimo original y la energ´ıa media del sistema, respectivamente, para
distintos valores de la frecuencia de corte. Λ var´ıa desde la frecuencia ma´s chica presente en
el entorno a la ma´xima Λ = 10V0. Adema´s, mostramos los valores intermedios Λ = V0/10
y Λ = V0.
Vemos que, si disminuimos el valor de Λ, el tiempo de activacio´n se ve retrasado, pero
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Fig. 3.10: Evolucio´n temporal de la energ´ıa media del sistema principal para el mismo
conjunto de para´metros que en la Fig.3.9. El tiempo esta´ medido en unidades del tiempo
τ . La l´ınea de trazo so´lido corresponde al valor ma´s chico de Λ; la l´ınea de trazo cortado
al valor Λ = V0/10. La l´ınea punteada es para los valores ma´s grandes de la frecuencia de
corte: Λ = 10V0 arriba y Λ = V0 abajo.
el de pe´rdida de coherencia tambie´n. En esta situacio´n, la part´ıcula puede oscilar entre los
mı´nimos de potencial, atravesando la barrera por efecto tu´nel, por un per´ıodo ma´s largo.
Valores ma´s grandes de la frecuencia, conducen a que ambos procesos tengan lugar ma´s
temprano en la evolucio´n del sistema. Por tanto, no es posible localizar la part´ıcula en uno
de los mı´nimos de potencial, suprimiendo simulta´neamente el efecto tu´nel y la activacio´n
en el sistema, para esos valores de Λ.
La dependencia de la activacio´n energe´tica con la frecuencia de corte puede ser obtenida
de manera ma´s cuantitativa realizando un ajuste nume´rico de la probabilidad de perma-
nencia de la part´ıcula con una simple expresio´n evolutiva. En la Fig.3.9, una seleccio´n de
puntos de la simulacio´n nume´rica (cruces) son mostrados junto al resultado del ajuste (l´ınea
de traza so´lido) de la forma,
P (t) =
1
2
+
1
2
cos(πt/τ) exp(−t/tact). (3.12)
La expresio´n anal´ıtica se ajusta extremadamente bien a los datos de la simulacio´n nume´rica,
lo cual nos permite determinar las dos escalas relevantes τ y tact para cada eleccio´n de Λ.
En la Fig.3.11, mostramos el tiempo de activacio´n calculado de esta forma, en funcio´n de la
frecuencia de corte. La curva incluye un nu´mero mayor de curvas, de modo de cubrir una
regio´n ma´s amplia de posibles valores de Λ. Podemos observar que, el tiempo de activacio´n
inicialmente decrece a medida que Λ aumenta. Sin embargo, cuando Λ es del orden de la
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Fig. 3.11: Gra´fico logar´ıtmico del tiempo de activacio´n tact como funcio´n de Λ/V0.
altura de la barrera de potencial V0, se nota un cambio de re´gimen. Para valores Λ < V0,
el efecto tu´nel es au´n observable en el sistema. Incluso, el valor deducido del ajuste de la
Ec.(3.12) coincide con un error menor al 5% de aquel estimado para el sistema aislado. Por
el contrario, para valores de V0 ma´s grandes que Λ, este efecto esta´ completamente inhibido.
Esto implica que el te´rmino oscilatorio de la Ec.(3.12) se vuelve completamente irrelevante
para el ajuste realizado. Con todo esto, podemos considerar que Λ ≃ V0 es una suerte de
umbral, a partir del cual las fluctuaciones de vac´ıo tienen un rol principal en la evolucio´n
dina´mica del sistema.
En todos los casos, el comportamiento asinto´tico para la probabilidad P (t) fue 0.5
con gran precisio´n. A modo de revisio´n, realizamos nuevos ajustes, pero dejando el valor
asinto´tico de P (t) como otro para´metro libre del modelo. En todo el rango de valores
de Λ considerado, siempre obtuvimos resultados que se diferenciaban de 0.5 en menos de
un 0.8%. Finalmente, podemos estudiar co´mo afecta el patro´n de la evolucio´n el valor de
γ0. En el caso particular de Λ = 10V0, encontramos que, cuando γ0 disminuye, el efecto
tu´nel reaparece y el tiempo de activacio´n aumenta. Estos resultados se presentan en la
Fig 3.12. Notablemente, el valor del tiempo estimado de “tuneleo” τ var´ıa con γ0. Para
valores muy chicos del acoplamiento, obtenemos τ ∼ 1 (en unidades de τ). Este valor
aumenta a medida que aumenta γ0 hasta un 50% respecto del valor original de este tiempo;
en ese caso, el efecto tu´nel se ve suprimido. Esto indica que, cuando la interaccio´n con el
entorno se hace ma´s grande, probablemente los efectos de renormalizacio´n de la frecuencia
del sistema ya no sean despreciables. Adema´s, debemos notar que, dentro de la regio´n de
los para´metros considerados, el tiempo de activacio´n var´ıa inversamente proporcional a γ0.
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Fig. 3.12: Gra´fico logar´ıtmico del tiempo de activacio´n tact como funcio´n de γ0 para el
valor Λ = 10V0.
Esto guarda semejanza con los tiempos de pe´rdida de coherencia estimados en las Ecs.(3.5)
y Ec.(2.23); es decir, que ambos procesos dependen de igual forma de γ0, y por lo tanto,
esta´n estrechamente relacionados.
En s´ıntesis, hemos descripto la dina´mica del sistema abierto en funcio´n de tres feno´menos
principales: pe´rdida de coherencia, efecto tu´nel y excitacio´n energe´tica. Tanto el primero
como el u´ltimo proceso son inducidos por la presencia del entorno, mientras que el segundo
es de naturaleza puramente cua´ntica. Hemos demostrado que el entorno puede ser modelado
de modo de que tD ≪ τ , o de hecho, cualquier permutacio´n posible de los tres procesos
que describen la dina´mica del sistema. Esto se motiva en la comparacio´n de las escalas
temporales estimadas en cada caso. Para el caso del sistema cerrado, las simulaciones
nume´ricas reprodujeron todas las propiedades conocidas del efecto tu´nel. El ana´lisis entre
el caso abierto y el cerrado nos resulto´ fundamental; por un lado, para entender que, cuando
el entorno esta´ a temperatura cero, las fluctuaciones cua´nticas del entorno tienen un rol
importante en la evolucio´n y, por el otro, confirmar nuestro estudio de la Seccio´n 2.4.2: que
au´n en contacto con un entorno a T = 0, el sistema se excita energe´ticamente para tiempos
posteriores al tiempo de pe´rdida de coherencia.
El efecto tu´nel macrosco´pico cua´ntico puede ser relacionado con el efecto tu´nel de una
funcio´n de onda de muchos cuerpos a trave´s de una barrera de potencial. De esta forma,
provee una prueba fehaciente de la va´lidez de la Meca´nica Cua´ntica, mucho ma´s concluyente
que el caso de este mismo efecto para una u´nica part´ıcula. Un ejemplo concreto donde el
efecto tu´nel macrosco´pico resulta experimentalmente accesible es en el caso de un conden-
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sado de Bose-Einstein (BEC) en una trampa o´ptica. Estos sistemas tienen un nu´mero
finito de a´tomos (manejable) y, por tanto, se extienden a lo largo de la frontera entre lo
microsco´pico y macrosco´pico, y por que no, entre los sistemas cua´nticos y cla´sicos.
Las propuestas experimentales apuntan al uso de a´tomos confinados [62]. En general,
consisten en la separacio´n y fusio´n de dos barreras de potencial, de modo que los paquetes
de onda ato´micos se separen y recombinen, correspondientemente [63]. Por lo pronto, BECs
en un pozo doble de potencial han sido creados en un experimento [13]. Las interacciones
a´tomos-a´tomos a distancias finitas tienden a localizar las part´ıculas en uno de los mı´nimos
de potencial y reducen la coherencia en los procesos de separacio´n y recombinacio´n [64],
mientras que el efecto tu´nel entre los mı´nimos de potencial, sirve para “delocalizar” los
paquetes de onda ato´micos y asegurarse una fase relativa bien definida entre los pozos de
potencial. La interaccio´n entre los a´tomos condensados y aquellos que no lo esta´n favorecen
la decoherencia en el sistema [65].
En este contexto, resulta muy interesente la extensio´n del estudio de la dina´mica del
sistema al caso de superposiciones macrosco´picas de estados cua´nticos, como por ejemplo
BECs en un pozo doble de potencial [12]. En [15], hemos extendido nuestras considera-
ciones acerca del efecto tu´nel, la decoherencia y la activacio´n al caso en el que la condicio´n
inicial en el sistema es una superposicio´n coherente de dos paquetes gaussianos. En los ex-
perimentos de BECs de gases ato´micos dilu´ıdos alkalinos-meta´licos, los a´tomos atrapados
son enfr´ıados por evaporacio´n e intercambian part´ıculas con el entorno. La coherencia de
BECs macrosco´picos cua´nticos resulta en el efecto tu´nel de a´tomos entre modos, de manera
ana´loga al efecto tu´nel en pares de Cooper de una juntura Josephson. Por lo tanto, nuestra
motivacio´n en [15], fue estudiar cua´n robusta es la coherencia de los BECs en presencia de
un entorno a temperatura cero, y de que´ manera, el efecto tu´nel se ve afectado.

Cap´ıtulo 4
Pe´rdida de coherencia inducida por
entornos compuestos
Generalmente, un sistema “extenso”, es decir compuesto por dos o ma´s subsistemas, se
encuentra en interaccio´n con un entorno externo, posiblemente modelado por un ban˜o
te´rmico con un nu´mero muy grande de grados de libertad. Este tipo de sistemas es usual-
mente conocido como sistema compuesto. La transferencia de electrones en soluciones [66],
una mole´cula biolo´gica grande, la relajacio´n vibracional de las mole´culas en soluciones, los
excitones en semiconductores acoplados a modos acu´sticos u o´pticos de los fonones, pueden
ser ejemplos va´lidos de este tipo de sistemas en la Naturaleza.
En este cap´ıtulo analizaremos el efecto inducido en un sistema cua´ntico debido a la
presencia del entorno. El modelo considera al sistema cua´ntico compuesto formado por
un subsistema A acoplado a un subsistema B, el cual, a su vez, esta´ en interaccio´n con
el entorno E . El acoplamiento de A al entorno es so´lo a trave´s del subsistema B, por
lo cual, consideramos el subsistema A en interaccio´n con un entorno compuesto formado
por B + E . Para estudiar este problema, consideraremos un modelo sencillo en el cual
el subsistema A esta´ representado por un oscilador armo´nico y el subsistema B por un
oscilador invertido. La principal motivacio´n para estudiar este modelo es doble. Por un lado,
buscamos ahondar en el estudio de la pe´rdida de coherencia en sistemas cua´nticos debido a
la presencia de entornos cao´ticos. El oscilador invertido ha sido usado recientemente para
modelar esta situacio´n [67]. A pesar que esa consideracio´n es una simplificacio´n muy grande
para modelar un entorno cao´tico, el modelo permite mostrar la sensibilidad exponencial
del sistema en cuestio´n a las perturbaciones, lo cual resulta fundamental para analizar
las evoluciones cao´ticas. Por otro lado, se busca enfatizar la idea que aislar un sistema
cua´ntico de un entorno cao´tico resulta muy d´ıficil, como ya ha sido notado en [67]. Ma´s
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au´n, resulta mucho ma´s complicado aislar el sistema cua´ntico de un entorno cao´tico que
de los muchos osciladores armo´nicos que modelan el entorno en el Movimiento Browniano
Cua´ntico (MBC). En este contexto, consideraremos dos situaciones diferentes. Primero, el
caso en el cual el grado de libertad cao´tico esta´ en el entorno, es decir, B esta´ representado
por un oscilador invertido y directamente acoplado, por un lado, al entorno externo E , y
por el otro, al subsistema A. Segundo, el caso en el cual, el grado de libertad inestable
esta´ en el sistema, es decir A es un oscilador armo´nico acoplado a un oscilador invertido
B, a su vez en interaccio´n con el entorno E . Estas son las extensiones naturales de los
estudios realizados en [67] y [68, 69, 70] para el primer y segundo caso, respectivamente.
En ambas situaciones, estimaremos el tiempo de pe´rdida de coherencia, el cual resulta
distinto para cada caso. Finalmente, el ana´lisis del modelo se completara´ con la inclusio´n
de las otras dos posibilidades para el sistema, es decir, el subsistema A y el subsistema B,
ambos representados por osciladores armo´nicos en un caso, y ambos osciladores invertidos
en el otro. Por supuesto, y como en los otros dos casos mencionados con anterioridad, el
susbsistema B esta´ a la vez acoplado al entorno E , formando un entorno compuesto en todos
los casos. Resumiendo, este cap´ıtulo contara´ con cuatro casos para analizar. En todos ellos,
estudiaremos la dina´mica del subsistema A, inducida por la presencia del entorno cmpuesto
o “efectivo”. Veremos que, todos los casos estudiados tienen distintas escalas de pe´rdida de
coherencia asociadas, las cuales dependen no so´lo de los para´metros del entorno E (como
su temperatura por ejemplo), sino adema´s, de los para´metros del subsistema B. En todos
los casos, la pe´rdida de coherencia es mayor cuando A es un grado de libertad inestable.
En trabajos previos, un sistema compuesto diferente ha sido analizado. Por ejemplo, en
[71], el subsistema A esta´ representado por un sistema de dos niveles, el cual esta´ acoplado
bilinealmente a un oscilador armo´nico (subsistema B), el cual a su vez esta´ acoplado a un
entorno o´hmico modelado por infinitos osciladores armo´nicos. Los autores han mostrado
que B pierde coherencia ma´s ra´pidamente que A. Este sistema de dos niveles tambie´n
fue estudiado en [72], un trabajo en el cual buscaban encontrar la solucio´n exacta para
la matriz densidad reducida del sistema compuesto AB. Sin embargo, a pesar de que el
sistema compuesto presentado en este cap´ıtulo pueda resultar muy similar a aquel de los
trabajos citados [71] y [72], nuestro modelo tiene una dina´mica completamente diferente y
merece ser estudiado de forma completa y separada.
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4.1 El modelo
4.1.1 Formulacio´n general
En adelante, consideraremos el sistema cua´ntico ABE formado de tres subsistemas inter-
actuantes: un subsistema A acoplado a un subsistema B, el cual a la vez esta´ en directa
interaccio´n con un entorno E . La accio´n cla´sica total de ABE es:
S[x, q, Q] = SA[x] + SB[q] + SE [Q] + S
int
AB[x, q] + S
int
BE [q, Q]. (4.1)
Siguiendo el ejemplo del MBC, el entorno se modela con un conjunto de N osciladores in-
dependientes de frecuencias ω˜n, masas mn y coordenadas y momentos conjugados (Qˆ, Pˆ ) =
(Qˆ1, ..., QˆN , Pˆ1, ..., PˆN), de forma tal que la accio´n cla´sica del mismo es
SE [Q] =
∫ t
0
ds
∑
n
mm
2
(Q˙2n − ω˜2nQ2n). (4.2)
El subsistema B consiste de un u´nico oscilador (ya sea a´rmonico o invertido, dependiendo
del caso en cuestio´n) con masa MB, frecuencia Ω y operador de posicio´n qˆ,
SB(x) =
∫ t
0
ds
MB
2
(q˙2 ± Ω2q2). (4.3)
La interaccio´n entre el subsistema B y el entorno es considerada como bilineal y se modela
segu´n:
S intBE =
∫ t
0
ds
∑
n
cnq(s)Qn(s), (4.4)
donde cn es la constante de acoplamiento con el oscilador ene´simo. El entorno esta´ carac-
terizado por la densidad espectral IE ≡ π
∑
n
c2n
2mnω˜n
δ(ω˜ − ω˜n). Asumiremos que el entorno
es o´hmico, aunque las generalizaciones son directas. De esta manera, la densidad espectral
se simplifica IE(ω) = 2Mγ0ω˜e
− ω˜
2
Λ2 , donde Λ es una frecuencia f´ısica de corte, relacionada a
la ma´xima frecuencia presente en el entorno. Por u´ltimo, consideraremos al subsistema A
formado por un oscilador (ya sea, armo´nico o invertido), con operador de posicio´n xˆ, cuya
accio´n cla´sica es
SA[x] =
∫ t
0
ds
MA
2
(x˙2 ± ω2x2). (4.5)
Supondremos, adema´s, que el subsistema A esta´ acoplado bilinealmente al subsistema
B a trave´s del siguiente te´rmino
S intAB = −λ
∫ t
0
dsx(s)q(s). (4.6)
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Las propiedades dina´micas de intere´s pueden ser le´ıdas de la matriz densidad reducida
del sistema A a un tiempo dado t. La matriz densidad total se escribe de forma integral en
funcio´n del propagador (tomando t0 = 0)
Kˆ(x, q, Q; t|x0, q0, Q0; 0) ≡ Kˆ(t|0) =< xqQ| exp(−iHˆt/~)|x0q0Q0 > .
De esta forma,
ρˆ(x, q, Q, x′, q′, Q′) =
∫
dx0dx0′dq0dq0′dQ0dQ0′Kˆ(t|0)ρˆ(0)Kˆ∗(t|0). (4.7)
En primer lugar, nos ocuparemos de la dina´mica del sistema compuesto AB bajo la
influencia del entorno E , para, ma´s tarde, estudiar u´nicamente la dina´mica de A debida al
entorno efectivo. Por lo tanto, el objeto de estudio primero es la matriz densidad reducida ρˆr,
que se obtiene integrando los grados de libertad irrelevantes del entorno E . Esta reduccio´n
de grados de libertad es correcta si el tiempo caracter´ıstico del entorno (esencialmente
del orden de ∼ 1/Λ) es mucho menor que aquellos correspondientes al subsistema A y al
subsistema B. Como es usual en estos problemas, supondremos que la condicio´n inicial del
sistema compuesto AB y del entorno E es factorizable, es decir,
ρˆ(x0, x0′, q0, q0′, Q0, Q0′; 0) = ρˆAB(x0, x0′, q0, q0′; 0)ρˆE(Q0, Q0′; 0), (4.8)
y, adema´s, que el ban˜o esta´ inicialmente en equilibrio te´rmico a temperatura T .
De esta forma, escribimos la forma integral de la matriz densidad reducida a un tiempo
dado t como
ρˆr(x, x′, q, q′, t) =
∫
dx0dx0′dq0dq0′Jˆr(x, x′, q, q′; t|x0, x0′, q0, q0′; 0)ρˆAB(x0, x0′, q0, q0′; 0),
(4.9)
donde el operador de evolucio´n reducido Jˆr es
Jˆr(x, x′, q, q′; t|x0, x0′, q0, q0′; 0) =
∫
dQ0dQ0′Kˆ(x, q, Q; t|x0, q0, Q0; 0)ρE(Q0, Q0′, 0)
× Kˆ∗(x′, q′, Q′; t|x0′, q0′, Q0′; 0). (4.10)
4.1.2 Me´todo de la funcional de influencia
La formulacio´n de la matriz densidad reducida en te´rminos de la funcional de influencia ha
sido largamente discutida en la Literatura [4, 6, 7]. En la Seccio´n 1.3.1, hemos utilizado
el me´todo de la funcional de Feynman y Vernon en el marco del movimiento Browniano
cua´ntico. En esta seccio´n, aplicaremos el mismo me´todo funcional al sistema cua´ntico
compuesto AB, formado por dos osciladores, ya sean armo´nicos o invertidos. En el caso
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ma´s general, el operador de evolucio´n Jˆ para la matriz densidad ρˆ es ρˆ(t) = Jˆ(t, 0)ρˆ(0),
donde
Jˆ(xf , qf , Qf , xf ′, qf ′, Q′f |x0, q0, Q0, x′0, q′0, Q′0) =
∫ xf
x0
Dx
∫ qf
q0
Dq
∫ Qf
Q0
DQe i~S(x,q,Q)
×
∫ x′f
x′0
Dx′
∫ q′f
q′0
Dq′
∫ Q′f
Q′0
DQ′e− i~S(x′,q′,Q′).
Las integrales de camino son sobre todas las posibles historias compatibles con las condi-
ciones de contorno. Como ya se menciono´, nuestro intere´s primario es el efecto del ban˜o
te´rmico en el sistema compuesto AB, definido por
ρr(x, x
′, q, q′) =
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ′ρ(x, q, Q|x′, q′, Q′)δ(Q−Q′), (4.11)
y el operador de evolucio´n en el tiempo esta´ dado por el operador de evolucio´n reducido Jˆr
ρr(x, x
′, q, q′; t) =
∫ +∞
−∞
∫ +∞
−∞
dx0dx
′
0dq0dq
′
0 Jr(t|0)ρAB(x0, x′0, q0, q′0; 0), (4.12)
donde escribimos Jr(t|0) = Jr(xf , x′f , qf , q′f ; t|x0, x′0, q0, q′0; 0) para simplificar la notacio´n.
Suponiendo condiciones iniciales separables, el propagador reducido queda
Jr(xf , x
′
f , qf , q
′
f ; t|x0, x′0, q0, q′0; 0) =
∫ xf
x0
Dx
∫ x′f
x′0
Dx′
∫ qf
q0
Dq
∫ q′f
q′0
Dq′e i~ (SA(x)−SA(x′))
× e i~ (SB(q)−SB(q′))e i~ (SAB(x,q)−SAB(x′,q′)) F (AB)(x, x′, q, q′),
donde F (AB)(x, x′, q, q′) es la funcional de influencia de Feynman-Vernon [4] (para el sistema
compuesto) definida por
F (AB)(x, x′, q, q′) =
∫ +∞
−∞
dQf
∫ +∞
−∞
dQ0
∫ +∞
−∞
dQ′0
∫ Qf
Q0
DQ
∫ Q′f
Q′0
DQ′
× e i~ (SE (Q)+SBE (q,Q)−SE(Q′)−SBE (q′,Q′)) ρE(Q0, Q′0)
≡ e i~ δA(AB)(x,x′,q,q′), (4.13)
donde δA(AB)(x, x′, q, q′) es la accio´n de influencia del sistema compuesto AB. Por lo tanto,
se puede definir A(AB)(x, x′, q, q′) como la accio´n efectiva de granulado grueso: A(AB) =
SA(x)−SA(x′)+SB(q)−SB(q′)+SAB(x, q)−SAB(x′, q′)+δA(AB)(x, x′, q, q′). Es importante
destacar que en nuestro modelo, el subsistema A no esta´ acoplado directamente al entorno
E . Consecuentemente, la funcional de influencia es la misma que para un ban˜o de osciladores
armo´nicos [7] (y es u´nicamente funcio´n de q y q′)
δA(AB)(q, q′) = −2
∫ t
0
ds
∫ s
0
ds′∆q(s) η(s−s′) Σq(s′)+ i
∫ t
0
ds
∫ s
0
ds′∆q(s) ν(s−s′) ∆q(s′)
(4.14)
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con
∆q(s) = q(s)− q′(s) ; Σq(s) = 1
2
(q(s) + q′(s)). (4.15)
Los nu´cleos η and ν, son los correspondientes a la disipacio´n y el ruido, respectiva-
mente y, fueron definidos en las Ecs.(1.29) y (1.30) del Cap´ıtulo 1. Como hemos visto,
en el l´ımite de temperatura alta, estos nu´cleos adoptan una forma ma´s sencilla, siendo
ν ∼ 2Mγ0kBTδ(s)/~ y η ∼ Mγ0δ˙(s) [7, 50]. Como nosotros trabajaremos en el l´ımite
subamortiguado y de temperatura alta1, podemos usar estas expresiones para los nu´cleos.
Por lo tanto, si evaluamos la expresio´n de δA(AB)(q, q′), obtenemos
δA(AB)(q, q′) ≃ −2MBγ0
∫ t
0
ds∆q(s)Σ˙q(s) + i
2MBγ0kBT
~
∫ t
0
(∆q(s))2ds. (4.16)
Despue´s de integrar los grados de libertad del ban˜o te´rmico, podemos escribir la fun-
cional de influencia F (AB)(q, q′) en el l´ımite de temperatura alta como
F (AB)(q, q′) = e− i2MBγ0~
R t
0
ds∆q(s)Σ˙q(s)e
−2MBγ0kBT
~2
R t
0
(∆q(s))2ds, (4.17)
y obtener, luego, la matriz densidad reducida,
ρr(x, x
′, q, q′) =
∫ ∞
−∞
dx0dx0′
∫ ∞
−∞
dq0dq0′
∫ ∞
−∞
dqfdqf ′
∫ qf
q0
Dq
∫ qf ′
q0′
Dq′ e i~ (SB(q)−SB(q′))
×
∫ xf
x0
Dx
∫ xf ′
x0′
Dx′ e i~ (SA(x)−SA(x′))e i~
(
SAB(x,q)−SAB(x′,q′)+δA
(AB)(q,q′)
)
. (4.18)
A esta altura, ya tenemos toda la informacio´n necesaria para estimar el efecto inducido
por la presencia del ban˜o en el sistema compuesto AB. Sin embargo, si buscamos conocer
co´mo es la pe´rdida de coherencia en el subsistema A, debemos trazar sobre los grados
libertad del nuevo entorno. Si miramos las expresiones obtenidas hasta el momento, veremos
que podemos pensar al problema como un subsistema A acoplado a un subsistema B a trave´s
de alguna interaccio´n “efectiva” S inteff (x, q, x
′, q′) definida como
S inteff (x, q, x
′, q′) = SAB(x, q)− SAB(x′, q′)− 2MBγ0
∫ t
0
ds∆q(s)Σ˙q(s)
+ i
2MBγ0kBT
~
∫ t
0
ds(∆q(s))2. (4.19)
4.1.3 La funcional de influencia aplicada al subsistema A
Si queremos analizar el efecto producido en el subsistema A debido a la interaccio´n con el
subsistema B y el entorno E (a trave´s de B), debemos buscar la matriz densidad reducida
1Es decir, γ0 << Ω y ~ω ≪ kBT , pero sin restricciones en γ0kBT .
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para el subsistema A u´nicamente. Esto es, debemos calcular
ρ(A)r (x, x′) =
∫ ∞
−∞
dq
∫ ∞
−∞
dq′ρ(x, q|x′, q′)δ(q − q′),
la cual es propagada en el tiempo por el operador evolucio´n reducido Jˆ (A)r (x, x′)
ρ(A)r (x, x′; t) =
∫ ∞
−∞
dx0
∫ ∞
−∞
dx0′J (A)r (x, x′; t|x0, x0′; 0) ρr(x0, x0′; 0). (4.20)
Por simplicidad, asumiremos que a tiempo t = 0, el subsistema A y el nuevo entorno
“efectivo” no esta´n correlacionados, esto es ρˆAB(t = 0) = ρˆA(t = 0)⊗ρˆB(t = 0). Asumiremos
tambie´n que inicialmente el subsistema B es un paquete gaussiano de la forma e−((q0−q0′)
2)/2σ.
Esta eleccio´n resulta conveniente ya que este tipo de estados forma un set cerrado al evolu-
cionar linealmente [68, 67]. De esta forma, el operador evolucio´n no depende del estado
inicial y puede ser escrito, como en [7],
Jr(xf , xf ′; t|x0, x0′; 0)(A) =
∫ xf
x0
Dx
∫ xf ′
x0′
Dx′e i~ (SA(x)−SA(x′))F (A)(x, x′)
≡
∫ xf
x0
Dx
∫ xf ′
x0′
Dx′ exp
{
i
~
A(A)(x, x′)
}
, (4.21)
donde hemos definido F (A)(x, x′) = e i~ δA(A)(x,x′) y A(A)(x, x′) = SA(x) − SA(x′) +
δA(A)(x, x′) como la funcional de influencia y la accio´n de influencia para el subsistema
A, respectivamente. Para evaluar δA(A)(x, x′), debemos realizar las siguientes integrales,
δA(A)(x, x′) =
∫ ∞
−∞
dq0
∫ ∞
−∞
dq0′
∫ ∞
−∞
dqf
∫ qf
q0
Dq
∫ q′f
q′0
Dq′e i~ (SB(q)−SB(q′))e i~Sinteff (x,q,x′,q′).
(4.22)
Las integrales funcionales pueden ser calculadas despue´s de resolver la ecuacio´n cla´sica
de movimiento para el subsistema B, dada por
q¨(s)± Ω2q(s) = λ
MB
x(s). (4.23)
En esta u´ltima expresio´n, hemos despreciado el te´rmino relacionado con la disipacio´n que
surge a ra´ız de la presencia del entorno E . Esta suposicio´n es va´lida ya que estamos
trabajando en el re´gimen subamortiguado (γ0 ≪ 1).
A esta altura, debemos remarcar nuevamente que nuestro objetivo es estudiar todas
las posibles combinaciones de subsistema A y B. En algunos casos, el subsistema B sera´
un oscilador armo´nico (signo positivo en Ec.(4.23)) y en otros casos, sera´ un oscilador
invertido (signo menos en la Ec.(4.23)). Por lo pronto, nosotros escribiremos expl´ıcitamente
la solucio´n para un so´lo caso, ya que es posible obtener las dema´s soluciones realizando la
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correspondiente modificacio´n (Ω por iΩ) en la solucio´n que obtendremos. De todos modos,
los detalles del resto de los casos se inducira´n brevemente.
En adelante, entonces, supondremos que el subsistema B es un oscilador invertido que
obedece la siguiente ecuacio´n de movimiento q¨(s)−Ω2q(s) = λ
MB
x(s). El subsistema A sera´
un oscilador armo´nico y este caso sera´ denominado el caso (a). Para encontrar la solucio´n
a dicha ecuacio´n, debemos imponer condiciones iniciales y finales, como por ejemplo, q(s =
0) = q0 y q(s = t) = qf . En ese caso, la solucio´n es
qcl(s) = q0
sinh(Ω(t− s))
sinh(Ωt)
+ qf
sinh(Ωs)
sinh(Ωt)
−
(
λ
MBΩ
)
sinh(Ωs)
sinh(Ωt)
∫ t
0
x(u)sinh(Ω(s− u))du
+
(
λ
MBΩ
)∫ s
0
x(u)sinh(Ω(s− u))du. (4.24)
Una vez conocida la solucio´n cla´sica para el oscilador invertido, se puede escribir, de manera
expl´ıcita, la accio´n de influencia a partir de la integracio´n de los grados de libertad del en-
torno E (Ec.(4.16)) y, por ende, el te´rmino de la accio´n de interaccio´n efectiva Ec.(4.19). En
particular, podemos despreciar nuevamente el te´rmino de disipacio´n2, pero, esta vez, aquel
correspondiente a la accio´n de influencia del sistema compuesto AB, δA(AB)(q, q′), ya que
el coeficiente de disipacio´n γ0 es ba´sicamente el cuadrado de la constante de acoplamiento
con el entorno γ0 ∼ c2n, obteniendo la siguiente expresio´n para la accio´n de influencia
δA(AB)(q, q′) = i2MBγ0KT
∫ t
0
ds(∆q(s))2. (4.25)
En esta u´ltima expresio´n, haciendo un poco de algebra a partir de la solucio´n cla´sica
qcl(s), ∆q(s) esta´ definido segu´n
∆qcl(s) = (q0− q0′)2
(
sinh(Ω(t− s))
sinh(Ωt)
)2
+2(q0− q0′)sinh(Ω(t− s))
sinh(Ωt)
g(s, t) + g(s, t)2, (4.26)
con
g(s, t) =
λ
MBΩ
(
−
∫ s
0
du∆x(u) sinh(Ω(s− u)) + sinh(Ωs)
sinh(Ωt)
∫ t
0
du∆x(u) sinh(Ω(t− u))
)
y ∆x(u) = x(u) − x′(u). Como el u´ltimo te´rmino en la expresio´n de ∆qcl(s) no depende
de las condiciones iniciales, sera´ transparente a las integrales de la accio´n de influencia
del subsistema A, δA(A)(x, x′) de la Ec.(4.22). Juntando estas expresiones y la condicio´n
inicial para el subsistema B, podemos escribir la expresio´n para la funcional de influencia
2Es decir, nos quedamos a orden γ0.
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del subsistema A como
F (A)(x, x′) = exp
{
i
~
δA(A)(x, x′)
}
=
∫ +∞
−∞
dqf
∫ +∞
−∞
dq0
∫ +∞
−∞
dq′f
∫ qf
q0
Dq
∫ q′f
q′0
Dq′e i~ δA(AB)(qcl,qcl′) ρBr (q0, q′0)
× e i~ (SB(qcl)+SAB(x,qcl)−SB(q′cl)−SAB(x′,q′cl)). (4.27)
Estas integrales pueden ser fa´cilmente realizadas (en el l´ımite que el sistema compuesto AB
esta´ debilmente acoplado) y dan como resultado
δA(A)(x, x′) = 2
∫ t
0
ds1
∫ s1
0
ds2 y(s1)η˜(s1− s2)r(s2) + i
∫ t
0
ds1
∫ s1
0
ds2 y(s1)ν˜(s1− s2)y(s2),
(4.28)
con y(s) = x(s) − x′(s) y r(s) = (x(s) + x′(s))/2. Las cantidades η˜ y ν˜ son los nuevos
nu´cleos de disipacio´n y ruido, respectivamente, dados por
η˜(s1 − s2) =
(
λ2
2MBΩ
)
sinh(Ω(s1 − s2)),
ν˜(s1 − s2) =
(
λ2σ
32~
)
cosh(Ω(s1 − s2)). (4.29)
Para evaluar esta nueva funcional de influencia, usaremos el me´todo de “fase esta-
cionaria”. Las integrales esta´n dominadas por la solucio´n cla´sica de la ecuacio´n de movimiento
del oscilador libre (subsistema A) [71]: x¨(s)+ω2x(s) = 0. Imponiendo, nuevamente, condi-
ciones iniciales y finales x(s = 0) = x0 y x(s = t) = xf , es posible obtener la siguiente
solucio´n cla´sica
xcl(s) = x0
sin(ω(t− s))
sin(ωt)
+ xf
sin(ωs)
sin(ωt)
. (4.30)
En este caso, el operador de evolucio´n reducido para el subsistema A resulta
J (A)r (xf , xf ′; t|x0, x0′; 0) = e
i
~
(SA(xcl)−SA(x′cl))e−g
2(s,t)e
i
~
δA(A)(x,x′) ≡ e i~U(t)e−D(t). (4.31)
con U y D, relacionados con la evolucio´n unitaria y el proceso de pe´rdida de coherencia,
respectivamente, definidos segu´n
U = (x0 − x0′)sin(ω(t− s))
sin(ωt)
+ (xf − xf ′)sin(ωs)
sin(ωt)
− 2γ0
∫ t
0
ds1
∫ s1
0
ds2 y(s1)η˜(s1 − s2)r(s2),
(4.32)
y
D =
2γ0kBT
~Ω2
λ2
∫ t
0
ds(∆qcl(s))
2 +
λ2σ
32~
∫ t
0
ds1
∫ s1
0
ds2y(s1)ν˜(s1 − s2)y(s2). (4.33)
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A partir de esta u´ltima ecuacio´n, podemos notar dos contribuciones diferentes al co-
eficiente de difusio´n. La primera, proporcional a la temperatura del entorno E , derivada
del acoplamiento del subsistema B al ban˜o te´rmico. La segunda, proporcional a λ2, es la
accio´n del subsistema B sobre el subsistema A. A pesar de que estamos trabajando en el
re´gimen subamortiguado, es va´lido recalcar que ambas contribuciones pueden ser del mismo
orden. Por lo tanto, tendremos en cuenta ambos te´rminos a la hora de estudiar los efectos
de pe´rdida de coherencia en el subsistema A.
4.2 Coeficiente de difusio´n de la ecuacio´n maestra
En esta seccio´n, nos dedicaremos a obtener el coeficiente de difusio´n de la ecuacio´n maestra,
el cual nos dara´ una medida cuantitativa de la pe´rdida de coherencia que sufre el subsistema
A en todos los casos analizados. Una forma muy comu´n de analizar la pe´rdida de coherencia
es examinando co´mo evolucionan los elementos fuera de la diagonal de la matriz densidad
reducida de acuerdo con la ecuacio´n maestra. Utilizando las mismas te´cnicas que se usan
en el MBC [7] para obtener la ecuacio´n maestra, podemos calcular la derivada temporal del
propagador Jr, y eliminar la dependencia de las condiciones iniciales x0, x0′ que aparecen
tras utilizar la solucio´n cla´sica xcl(s). Este procedimiento es relativamente fa´cil si se usa la
propiedad de la solucio´n [44]:
∆0J
(A)
r (t, 0) =
[
cos(ω(t− s))∆f + sin(ω(t− s))
ω
i~
∂
∂Σf
]
J (A)r (t, 0), (4.34)
donde ∆0 = (x0 − x0′), ∆f = (xf − xf ′) y Σf = (xf + xf ′).
La ecuacio´n maestra es muy complicada en este caso y, como en el MBC, depende del
acoplamiento del subsistema y el entorno. En este caso particular, adema´s depende del
acoplamiento entre los subsistemas A y B, es decir λ. Como nosotros estamos interesados
en estudiar so´lo el proceso de pe´rdida de coherencia en A, so´lo nos concentraremos en
calcular la correccio´n a la evolucio´n unitaria que se induce del nu´cleo de ruido u´nicamente
(es decir, de la parte imaginaria de la accio´n de influencia). El resultado obtenido sera´
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proporcional a
ρ˙r(xf , x
′
f ; t) ∼ −i[Hren, ρr]−
∂
∂t
(
2γ0kBT
~
λ2
Ω2
∫ t
0
ds g(s)2
−
∫ t
0
∫ s
0
dsds′∆xcl(s)ν˜(s, s
′)∆xcl(s
′)
)
ρr + ...
= −i[Hren, ρr]−
(
2γ0KT
~
λ2
Ω2
∫ t
0
2g˙(s)g(s)ds
+
λ2σ
32~
(xf − x′f)
∫ t
0
ds cosh(Ω(t− s))∆xcl(s)
)
ρr
+ ...,
donde los puntos suspensivos indican te´rminos que no contribuyen a la difusio´n. Esta
expresio´n resulta equivalente a escribir
ρ˙r ≈ −i[Hren, ρr]− (xf − x′f)2D(t)ρr, (4.35)
con D(t) el coeficiente de difusio´n que aparece en la ecuacio´n maestra Ec.(2.3). De esta
forma, el efecto de la difusio´n puede ser estudiado a partir de la solucio´n aproximada para
la matriz densidad reducida (solucio´n de la ecuacio´n maestra)
ρr(xf , x
′
f ; t) ≈ ρur (xf , x′f ; t) e−(xf−x
′
f)
2
R t
0 D(s)ds, (4.36)
donde ρur es la solucio´n de la parte unitaria de la ecuacio´n maestra, es decir, la evolucio´n
sin tener en cuenta el entorno (sistema cerrado).
En el resto de la seccio´n, mostraremos el resultado exacto del coeficiente de difusio´n
para cada uno de los casos estudiados, a saber:
• Caso (a): Oscilador armo´nico + Oscilador invertido + E . Este es el ejemplo
que hemos desarrollado hasta ahora, donde el subsistema A esta´ representado por un
oscilador armo´nico y el B por un oscilador invertido. El coeficiente de difusio´n para
este caso es Da, obtenido a partir del desarrollo anterior
Da = Ω
2
(ω2 + Ω2)2
{2γ0kBT
~Ω2
λ2
∫ t
0
ds
[sinh(Ωs)
sinh(Ωt)
(cosh(Ωt) cos(ωt)− 1)
− cosh(Ωs) cos(ωt) + cos(ω(t− s))
]
×
[
Ω
( sinh(Ωs)
sinh(Ωt)2
cosh(Ωt)(1 − cosh(Ωt) cos(ωt)) + sinh(Ωs) cosh(ωt)
)
+ ω
(
− sinh(Ωs)
sinh(Ωt)
sin(ωt) cosh(Ωt)− sin(ω(t− s)) + sin(ωt) cosh(Ωs)
)]
+
λ2σ
32~
∫ t
0
ds cosh(Ω(t− s)) cos(ω(t− s))
}
. (4.37)
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Este caso es una generalizacio´n del modelo de juguete utilizado en la Ref.[67], donde
los autores no consideran la interaccio´n entre el subsistema B y el ban˜o te´rmico. Es
fa´cil obtener los resultados de la Ref.[67] a partir de los nuestros al poner γ0 = 0. En los
resultados nume´ricos a continuacio´n, representaremos a una part´ıcula Browniana que
pierde coherencia debido a un entorno compuesto con un grado de libertad inestable.
• Caso (b): Oscilador invertido + Oscilador armo´nico + E . En este caso, el
subsistema A esta´ representado por un oscilador invertido que obedece la ecuacio´n de
movimiento cla´sica x¨(s)− ω2x(s) = 0 y el subsistema B, por un oscilador armo´nico
que cumple con q¨(s)+Ω2q(s) = λ
MB
x(s). En particular, este modelo sencillo sirve para
estudiar el proceso de pe´rdida de coherencia en sistemas cao´ticos debido a entornos
completamente armo´nicos [10, 68, 73]. Resulta muy directo obtener el coeficiente
de difusio´n en este caso, realizando las sustituciones ω → iω y Ω → iΩ en el caso
anterior. El coeficiente de difusio´n es
Db = Ω
2
(ω2 + Ω2)2
{2γ0kBT
~Ω2
λ2
∫ t
0
ds
[sin(Ωs)
sin(Ωt)
(cos(Ωt) cosh(ωt)− 1)
− cos(Ωs) cosh(ωt) + cosh(ω(t− s))
]
×
[
Ω
( sin(Ωs)
sin(Ωt)2
cos(Ωt)(1 − cos(Ωt) cosh(ωt)) + sin(Ωs) cos(ωt)
)
+ ω
(
− sin(Ωs)
sin(Ωt)
sinh(ωt) cos(Ωt)− sinh(ω(t− s)) + sinh(ωt) cos(Ωs)
)]
+
λ2σ
32~
∫ t
0
ds cos(Ω(t− s)) cosh(ω(t− s))
}
. (4.38)
• Caso (c): Oscilador armo´nico + Oscilador armo´nico + E . Por completitud,
tambie´n consideraremos el caso de dos osciladores armo´nicos acoplados a trave´s del
te´rmino de interaccio´n de la Ec.(4.6). El procedimiento para obtener el coeficiente de
difusio´n en este caso, es similar al realizado para el caso (a). Para obtener Dc, hay
que reemplazar Ω→ iΩ en Da.
• Caso (d): Oscilador invertido + Oscilador invertido + E . Finalmente, con-
sideraremos dos osciladores invertidos acoplados y uno de ellos acoplado tambie´n a
un ban˜o te´rmico a alta temperatura. Este coeficiente de difusio´n sera´ denominado
Dd y es fa´cil obtenerlo, reemplazando Ω → iΩ en el coeficiente Db. Veremos en
nuestros resultados nume´ricos, que este caso es el ma´s sensible a las perturbaciones
(ya que ambos subsistemas son inestables) cuando no hay un entorno externo a ambos
subsistemas (γ0 = 0).
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Una vez conocidos los coeficientes de difusio´n, podemos estudiar nume´ricamente sus
comportamientos para distintos valores de los para´metros del modelo. Con el fin de ele-
gir situaciones representativas, en la columna izquierda de la Fig.4.1, mostramos el coefi-
ciente de difusio´n normal cuando las frecuencias naturales de ambos subsistemas, A y B,
son iguales (ω ≈ Ω) mientras que, en la columna derecha, cuando la frecuencia de A es
considerablemente mayor que la de B (ω > Ω). Cada situacio´n sera´ considerada, adema´s,
en el caso en que los subsistemas esta´n aislados (γ0 = 0), y para distintos valores del
para´metro libre γ0kBT . No esta´ dema´s aclarar que los tiempos analizados esta´n limitados
a aquellos donde la aproximacio´n perturbativa es va´lida.
En la Fig.4.1, podemos notar la diferencia de comportamiento entre los distintos coefi-
cientes de difusio´n, particularmente, entre el caso en que el subsistema A es estable y
cuando no lo es. En particular, el comportamiento exponencial en los casos (b) y (d) se debe,
justamente, a que el subsistema A es inestable [10, 68] (es decir, un oscilador invertido). Por
el contrario, en los casos (a) y (c), los coeficientes muestran un comportamiento oscilatorio
ya que el subsistema A es un oscilador armo´nico. La diferencia entre el comportamiento
oscilatorio y el exponencial de los coeficientes es evidente a tiempos tales que ωt ≥ 1. Para
tiempos ma´s cortos, todos los coeficientes son, pra´cticamente, equivalentes. La dina´mica
del oscilador invertido se hace ma´s evidente cuando Ωt ≥ 1 y, los casos (b) y (d), se
empiezan a diferenciar entre ellos. Los gra´ficos en el extremo superior de la Fig.4.1 son una
generalizacio´n de los resultados obtenidos en la Ref.[67], donde los autores consideran un
oscilador acoplado a otro invertido sin entorno adicional (es decir, en nuestro caso γ0 = 0).
Los gra´ficos de la fila del medio de dicha figura son para un valor chico de γ0kBT (pensandolo
como una temperatura “efectiva”) mientras que, los del extremo inferior, son para un valor
ma´s grande de dicho para´metro.
En el caso particular de γ0 = 0, es fa´cil ver que Dd crece ma´s ra´pido, y de forma ex-
ponencial, mientras que los otros coeficientes se mantienen con una amplitud ma´s chica y
con una tasa de crecimiento menor. Esto resultara´ importante para evaluar los tiempos de
pe´rdida de coherencia en la siguiente seccio´n. Las inestabilidades inherentes al subsistema
A aumentan exponencialmente la difusio´n originada debido a la interaccio´n con el ban˜o.
Cuando el subsistema B tambie´n es inestable, entonces se ve una mayor sensibilidad (ex-
ponencial) a las perturbaciones que en cualquier otro caso. Sin embargo, es importante
remarcar que es un modelo muy simplificado, ya que ambos osciladores no esta´n acotados
por debajo y por lo tanto, para tiempos largos desarrollara´n divergencias no f´ısicas [67]
(y por eso resulta importante estudiar el modelo so´lo dentro de los l´ımites del desarrollo
perturbativo). De esta forma, concluimos que para tener una idea ma´s precisa de las conse-
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Fig. 4.1: Mostramos la comparacio´n entre los distintos coeficientes de difusio´n correspon-
dientes a cada caso. Los gra´ficos que se encuentran en el extremo superior de la figura,
corresponden al caso γ0 = 0, es decir, los subsistemas A y B esta´n aislados. Los gra´ficos en
la fila del medio corresponden al valor γ0kBT = 1 y, los del extremo inferior, a γ0kBT = 100.
Los valores de los para´metros utilizados fueron elegidos por conveniencia y son: ω = Ω = 1
y σ = 0.01 (en la columna izquierda); y ω = 5Ω, σ = 0.01 (en la columna derecha).
Los casos (b) y (d) muestran una tasa de crecimiento mayor a tiempos cortos para ambos
conjuntos de para´metros.
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cuencias f´ısicas de la existencia de grados de libertad inestables en el entorno, no podemos
prescindir de la interaccio´n con el resto del Universo, modelado en nuestro trabajo como
un nu´mero muy grande de osciladores armo´nicos.
La difusio´n que sufre el subsistema A es el resultado directo de la interaccio´n de A
con B, y de B con el ban˜o te´rmico E . El entorno reacciona a la interaccio´n generando
disipacio´n y difusio´n en el subsistema B y A. Tomemos como ejemplos los casos (b) y
(d): en ambos casos, el subsistema A es inestable. Por un lado, en el caso (b), como
B es un oscilador armo´nico, el proceso de difusio´n es ma´s efectivo, ya que gracias a su
comportamiento oscilatorio, genera ruido en A perio´dicamente. Mientras, en el caso (d),
B es un oscilador invertido que no esta´ acotado por debajo. Luego, la propagacio´n de sus
estados es ilimitada (en la siguiente seccio´n se volvera´ sobre esto). Parte de la informacio´n
es entregada al entorno; pero a tiempos largos, la dina´mica intr´ınsica de este subsistema
implicara´ una escasa provisio´n de difusio´n al subsistema A y, consecuentemente, menos
efectiva. En la pro´xima seccio´n se estimara´n los tiempos de pe´rdida de coherencia y se dara´
una explicacio´n ma´s cuantitativa del proceso. Los casos (a) y (c) son substancialmente
diferentes ya que el subsistema en cuestio´n (A) es un oscilador armo´nico. En estos casos,
se puede ver en la Fig.4.1, que la respuesta del entorno efectivo (B + E) es menos efectiva
que en los dos casos mencionados antes. Esto se debe fundamentalmente a la estabilidad
del subsistema A. En los graficos que esta´n en las filas del medio de la Fig.4.1, mostramos
el comportamiento de estos coeficientes cuando la temperatura es “baja”. En este caso,
cuando γ0kBT = 1, podemos ver que Db crece apenas ma´s ra´pido que Dd, y ambos, mucho
ma´s ra´pido que Da y Dc. Esto puede ser explicado teniendo en cuenta las propiedades
dina´micas del entorno compuesto acoplado al sistema como hicimos con anterioridad. El
susbistema B no es un buen proveedor de difusio´n si es inestable. A tiempos largos, es decir
Ωt > 1, los estados del oscilador invertido se propagan mucho en el espacio de fases. La
informacio´n debe ir desde E hasta A a trave´s de B, lo cual no resulta un proceso efectivo.
El comportamiento dina´mico del caso (a) deber´ıa ser similar al del caso (b). Sin embargo,
la diferencia entre ambos coeficientes que se observa en la Fig.4.1, muestra que no lo es.
La diferencia entre tener un oscilador invertido en el subsistema A o en el subsistema B
resulta crucial para distinguir los comportamientos; la cual se manifiesta claramente en un
crecimiento exponencial (o no) del coeficiente de difusio´n y en los tiempos de pe´rdida de
coherencia que estimaremos en la pro´xima seccio´n.
Como ya dijimos, en los casos (b) y (d), la propagacio´n del estado inicial en A es
exponencialmente sensible a las fluctuaciones que vienen del entorno compuesto (B + E),
y e´ste reacciona inmediatamente ante dicha interaccio´n perdiendo informacio´n de manera
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ma´s ra´pida que en cualquier otro caso. La pregunta que podr´ıa surgir, ante la evidencia
de los gra´ficos presentados, es por que´ Db crece ma´s ra´pido que Dd, si en este u´ltimo caso
hay grados inestables tanto en el subsistema como en el entorno. La respuesta es que,
en el caso (b) la difusio´n es ma´s efectiva y el sistema tiene mayor pe´rdida de coherencia
porque el subsistema A inestable pierde informacio´n debido a un entorno uniforme (no
o´hmico) compuesto por osciladores armo´nicos (B ma´s los infinitos del entorno E). En el
caso de temperatura “baja”, la mayor contribucio´n al comportamiento difusivo proviene de
la dina´mica del sistema A+B u´nicamente. A tiempos cortos, ωt < 1, los grados de libertad
inestables de A dominan el comportamiento temporal, y los casos (b) y (d) se comportan de
manera similar. Sin embargo, cuando ωt ≥ 1, existe una notable diferencia entre Db y Dd
si las frecuencias de ambos subsistemas son del mismo orden (columna izquierda de la Fig.
4.1). Cuando A tiene una frecuencia mayor, entonces es este subsistema el que domina la
dina´mica y ambos coeficientes, Db y Dd, son pra´cticamente iguales en una escala temporal
ma´s larga (columna derecha de la Fig. 4.1). Cuando la temperatura del ban˜o aumenta,
no hay diferencia entre los casos (b) y (d), ya que el te´rmino que se deriva del entorno E
(proporcional a la temperatura), domina en el coeficiente de difusio´n. Para valores altos
de γ0kBT obtenemos una clara jerarqu´ıa entre los comportamientos de los distintos casos
(extremo inferior de la Fig. 4.1). De nuevo, se puede observar que los coeficientes de difusio´n
son mayores cuando los grados inestables esta´n en el subsistema A. De esta forma, podemos
concluir que la presencia de inestabilidades aumenta la pe´rdida de coherencia. Este efecto
es au´n ma´s importante cuando el subsistema inestable A esta´ acoplado a un u´nico grado
de libertad cao´tico (caso (d) en ausencia de ban˜o te´rmico), o bien, cuando esta´ acoplado
a un entorno compuesto, formado por B+ E , a muy alta temperatura del ban˜o, como los
casos (b) y (d) de la fila inferior de la figura. En la Fig.4.2, mostramos el coeficiente de
difusio´n para un valor alto de γ0kBT para los casos (a) y (c), en los cuales el subsistema A
es un oscilador armo´nico. Esta figura resulta u´til para comparar los coeficientes que tienen
un comportamiento oscilatorio (que se desarrolla a tiempos ma´s grandes y de amplitudes
ma´s chicas) con los otros dos que tienen un comportamiento exponencial en el tiempo.
4.3 Pe´rdida de coherencia en A
Despue´s de haber integrado los grados de libertad del entorno E , y, posteriormente, las
coordenadas q, q′ correspondientes al subsistema B, obtuvimos el coeficiente de difusio´n
responsable del proceso de pe´rdida de coherencia en el subsistema A. Definiremos nue-
vamente el factor de pe´rdida de coherencia, como hemos hecho en otros cap´ıtulos de esta
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Fig. 4.2: Coeficientes de difusio´n para los casos (a) y (c) con ω = 5Ω, σ = 0.01 y
γ0kBT = 100. Podemos ver la evolucio´n de estos coeficientes en una escala distinta a la de
la Figura 4.1.
Tesis,
Γ(t) = exp
{
−
∫ t
0
D(s) ds
}
. (4.39)
Como se deduce de su definicio´n, Γ(t) es inicialmente uno ya que no hay interaccio´n entre
el subsistema y el entorno. A medida que evoluciona, esta cantidad va disminuyendo hasta
hacerse cero en el caso que la pe´rdida de coherencia sea total (o tiempo infinito). Para
analizar este factor, presentaremos los resultados nume´ricos obtenidos en los mismos casos
de la seccio´n anterior y, para los mismos conjuntos de valores de los para´metros del modelo.
En la Fig.4.3, mostramos los gra´ficos para los factores de pe´rdida de coherencia, en los
distintos casos: en la columna izquierda ω ≈ Ω y en la columna derecha ω > Ω, en ambos
casos para γ0 = 0, γ0kBT = 1 y γ0kBT = 100. En los gra´ficos del extremo superior, cuando
el sistema A + B esta´ aislado, podemos notar que el tiempo de pe´rdida de coherencia es
ma´s chico para el caso (d) que para el caso (b), y en ambos casos, bastante ma´s ra´pido
que para los casos (a) y (c). Esto se debe fundamentalmente al hecho que el subsistema A,
que esta´ u´nicamente acoplado al subsistema B genera ruido y disipacio´n a grandes escalas.
Estos feno´menos son ma´s intensos cuando B es tambie´n inestable, es decir, el caso (d) es
“dos veces exponencial”. En el caso (a), notamos que el entorno, formado so´lo por B,
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Fig. 4.3: Factores de pe´rdida de coherencia para los mismos conjuntos de para´metros que
en la Figura 4.1. Cuando el sistema compuesto esta´ aislado, la pe´rdida de coherencia es
ma´s importante en el caso (d). Sin embargo, cuando γ0 6= 0, el caso (b) resulta con mayor
pe´rdida de coherencia .
induce cambios menores en el comportamiento oscilatorio de A. El estiramiento de los
estados del entorno a lo largo de sus direcciones inestables se refleja en el sistema como
difusio´n. Lo mismo ocurre en el caso (b), con la diferencia u´nica y esencial que el subsistema
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que evoluciona a lo largo de su direccio´n inestable es el A, mientras que el entorno (so´lo
B) oscila. Como este proceso de estiramiento genera difusio´n, a mayor extensio´n mayor
difusio´n en el sistema. Por lo tanto, resulta lo´gico que el caso (d) sea el mejor ejemplo
de este proceso, ya que sus dos grados de libertad son inestables y este modelo resulta,
entonces, doblemente difusivo. El caso (c) se muestra por completitud pero la pe´rdida de
coherencia ocurre a escalas temporales ma´s largas ya que, en este caso, no hay grados de
libertad inestables.
Tan ra´pido como la interaccio´n es prendida y el sistema A + B deja de estar aislado,
el oscilador B disipa tanto en el ban˜o te´rmico como en el subsistema A. Esto se puede
observar en los gra´ficos del medio y extremo inferior de la Figura 4.3. A temperaturas muy
altas, no hay diferencia entre los casos (d) y (b), ya que ambos pierden coherencia en la
misma escala temporal. El ban˜o te´rmico domina el proceso de difusio´n. Sin embargo, s´ı se
observan diferencias entre estos dos casos y aquellos donde el subsistema A es un oscilador
armo´nico, o sea casos (a) y (c). En la Figura 4.4 mostramos el comportamiento del factor
de pe´rdida de coherencia para estos dos u´ltimos casos, en una escala temporal ma´s larga
donde la pe´rdida de coherencia se hace importante aunque no total (caso (a)), au´n cuando
la temperatura del entorno es muy alta.
4.3.1 Estimacio´n del tiempo de pe´rdida de coherencia
En esta seccio´n, nos dedicaremos a estimar anal´ıticamente los tiempos de pe´rdida de co-
herencia. Como ya hemos dicho, estos tiempos indican una escala temporal donde se pueden
encontrar rasgos cla´sicos en la evolucio´n del sistema, como por ejemplo, una funcio´n de
Wigner definida positiva en el espacio de fases.
Cuando el subsistema A es un oscilador invertido, un punto inestable se forma en el
centro del espacio de fases, el cual tiene asociadas direcciones estables e inestables [73].
Estas direcciones esta´n caracterizadas con los coeficientes de Lyapunov Λ con parte negativa
real e imaginaria positiva. Para tener una medida cuantitativa de estos tiempos, debemos
considerar que la dina´mica del sistema tambie´n da lugar a la posibilidad de que los estados
se contraigan a lo largo de la direccio´n estable. Es decir, la expansio´n exponencial del
paquete gaussiano a lo largo de una de las direcciones, debido al punto hiperbo´lico en el
origen, es compensada con la contraccio´n exponencial en la otra direccio´n. El ancho del
paquete gaussiano en la direccio´n del momento depende del tiempo de la forma σp(t) =
σp(t0) exp [Λt], donde σp(t0) es el ancho del paquete al tiempo inicial. El coeficiente de
Lyapunov esta´ definido por Λ = 2ω2. Los efectos difusivos limitan el proceso de contraccio´n
de la funcio´n de Wigner. La cota sobre el ancho del paquete esta´ dada por σc =
√
2Di/Λ
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Fig. 4.4: Factor de pe´rdida de coherencia para los casos (a) y (c) para γ0kBT = 100,
ω = 5Ω = 5. Se puede observar que, a pesar que los comportamientos son muy parecidos,
la pe´rdida de coherencia en el caso (c) es ma´s importante que el en caso (a), donde el
subsistema B es un oscilador invertido.
[46, 50] donde i es b o d). Existe otra escala ma´s, tmax relacionada al tiempo en que la
pe´rdida de coherencia empieza a ser efectiva, que es posterior al tiempo en que la contraccio´n
llego´ a su valor l´ımite. Usaremos esta escala para estimar el tiempo de pe´rdida de coherencia
tD.
La evolucio´n del paquete gaussiano se lleva a cabo en dos etapas diferenciadas. Durante
la primera, la evolucio´n esta´ dominada por la parte unitaria de la ecuacio´n maestra y
se mantiene dentro de un a´rea pra´cticamente constante. Este proceso dura hasta que el
estiramiento del estado inicial es mayor que el ancho cr´ıtico del estado. Durante esta etapa,
la difusio´n no altera mucho la apariencia de la funcio´n de Wigner, la cual se vera´ expandida
o contra´ıda. Cuando σ ∼ σc, la difusio´n empieza a cobrar importancia y comienza la
segunda etapa de la evolucio´n. El estado ya no se contrae ma´s, pero s´ı es posible que siga
expandie´ndose a una velocidad fijada por el coeficiente de Lyapunov Λ. Como resultado,
el a´rea (o bien, el volumen) en el espacio de fases aumenta. Uno puede estimar el tiempo
correspondiente a la transicio´n de una evolucio´n reversible a una irreversible, como
tc =
1
Λ
ln
σp(0)
σc
. (4.40)
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En nuestro modelo de juguete, podemos usar esta escala como la escala t´ıpica de pe´rdida
de coherencia, poniendo tD ≈ 1Λ ln σp(tmax)σc . De esta forma obtenemos
tD = tmax +
1
Λ
ln
σp(0)
σc
. (4.41)
Si usamos los mismos valores de los para´metros que en la Figura 4.3, podemos esti-
mar nume´ricamente esta escala como tDb ∼ 7.7 y tDd ∼ 6.4, para el primer conjunto de
para´metros (columna izquierda) (ω = Ω = 1) si γ0 = 0; tDb ∼ 2.4 y tDd ∼ 2.7 para
γ0kBT = 1; y tDb ∼ 1.6 y tDd ∼ 1.7, en el caso γ0kBT = 100. Para el conjunto de
para´metros de la derecha de la Figura 4.3 (ω = 5Ω = 5), los valores temporales estimados
son : tDb ∼ 3.0 y tDd ∼ 2.7 si γ0 = 0; tDb,d ∼ 0.1, cuando γ0kBT = 1; y tDb,d ∼ 0.6 en
el caso que γ0kBT = 100. Todos estos resultados coinciden con los tiempos de pe´rdida de
coherencia que pueden leerse de los gra´ficos, es decir, aquellos tiempos donde el factor Γ(t)
se hace muy chico.
Podemos ver que el proceso de pe´rdida de coherencia es ma´s lento en el caso (d) que en
el (b) cuando el sistema A + B no esta´ aislado, ya que se verifica, a partir de la ecuacio´n
(4.40) para cada caso,
tDb − tDd =
1
Λ
ln
σdc
σbc
=
1
2Λ
ln
Dd
Db . (4.42)
Esto concuerda con los resultados nume´ricos presentados para los coeficientes de difusio´n en
la Figura 4.1, ya que Dd < Db, lo cual implica que tDb < tDd . En el caso en que el sistema
A+B esta´ aislado del ban˜o te´rmico (γ0 = 0), de los gra´ficos es fa´cil ver que Dd ≥ Db, que
implica tDb ≥ tDd , de nuevo concordando con nuestros ca´lculos nume´ricos.
Los tiempo de pe´rdida de coherencia para los casos (a) y (c) ocurren como en los sistemas
armo´nicos usuales. Podemos tener una estimacio´n de estas escalas usando el resultado del
MBC a alta temperatura, es decir, el tiempo de pe´rdida de coherencia estimado como aquel
tiempo tD tal que 1 ≈ L2
∫ tD
0
D(s)ds (hay que tomar la distancia t´ıpica del MBC, o sea, por
ejemplo, L como 2σ, como medida de la dispersio´n en posicio´n del paquete gaussiano inicial).
De esta forma, hemos analizado el proceso de pe´rdida de coherencia inducido en un subis-
tema debido a la presencia de un entorno compuesto. El entorno compuesto fue modelado
por un oscilador (o antioscilador) acoplado a un conjunto de osciladores armo´nicos a tem-
peratura alta. El subsistema principal, pod´ıa ser un oscilador o antioscilador, segu´n el caso
analizado. En este contexto, hemos mostrado que los osciladores armo´nicos son capaces
de retener la informacio´n por un per´ıodo de tiempo ma´s largo y, de esta forma, generar
difusio´n en el subsistema A ma´s eficientemente que un oscilador invertido. Esta es la razo´n
principal por la cual, en general, el caso (b) pierde ma´s coherencia que el caso (d); y (c) que
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(a). Es importante remarcar que, para tener un modelo ma´s realista del entorno compuesto,
uno deber´ıa considerar un potencial de pozo doble para el subsistema B en los casos (a) y
(d). Este tipo de potencial tiene las mismas caracter´ısticas que el oscilador invertido, pero
la ventaja que su espacio de fases esta´ acotado, lo cual dar´ıa una mejor medida del efecto
global inducido en el subsistema A. En esa situacio´n, el caso (d) resultar´ıa el ma´s “deco-
herente” para cualquier valor de γ0kBT [14]. De todos modos, si mantenemos el ana´lisis a
tiempos cortos de la evolucio´n, los potenciales son equivalentes.
Cap´ıtulo 5
Fases geome´tricas y pe´rdida de
coherencia
En este cap´ıtulo, nos ocuparemos de las fases que adquieren los sistemas cua´nticos abiertos.
Trataremos con fases de naturaleza geome´trica y nuestro principal intere´s sera´ cuantificar
el efecto del entorno sobre las fases en s´ı mismas, y, en particular, en los experimentos
posibles para medirlas.
Un enfoque alternativo para estudiar la decoherencia, es analizar este problema con-
siderando las fases de las part´ıculas como un proceso estad´ıstico; es decir, estudiar co´mo
el entorno modifica la funcio´n de onda de las part´ıculas. Este proceso se lo conoce como
dephasing. Ambos enfoques son similares y dicha equivalencia fue demostrada en [5].
Para introducir el concepto de fase geome´trica, lo primero que buscamos son ejemplos
de ellas en la vida diaria; es decir “cla´sica”. La pregunta que nos surge es si podemos
encontrar alguna relacio´n entre un astronauta, un gato y el pe´ndulo de Foucault. Resulta
raro, pero todos ellos utilizan el concepto de fase geome´trica como principio fundamental de
su movimiento ba´sico. Supongamos que un astronauta esta´ en el espacio libre, inicialmente
de espaldas a su nave espacial. Si e´l quiere darse la vuelta para volver a su nave, ¿co´mo lo
logra si no hay nada con que´ empujarse ni apoyarse para dar la vuelta? Su momento angular
es inicialmente cero, y para dar la vuelta, pareciera que necesita generar cierto momento
angular. Pero en ausencia de fuerzas, esto resulta imposible. Sin embargo, cualquiera que
ha visto un gato caer, sabe que este razonamiento es falso. Los gatos se enfrentan con este
problema casi todos los d´ıas, y, de alguna forma, logran darse vuelta y caer sobre sus patas.
La explicacio´n es que no usan las leyes de la dina´mica para darse vuelta, sino la topolog´ıa
del espacio. En la Fig.5.1 mostramos co´mo hace un astronauta para dar la vuelta.
El pe´ndulo de Foucault puede ser explicado de la misma forma [74]. Imaginemos que el
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Fig. 5.1: Una persona parada en una silla giratoria, puede hacerla girar usando simple-
mente un efecto geome´trico y manteniendo el momento angular cero. En la posicio´n tres, la
persona rota los brazos para un lado mientras el cuerpo lo rota para el otro. Repitiendo el
ciclo varias veces, la persona puede rotar el a´ngulo deseado. Con este efecto, el gato logra
caer sobre sus patas si inicialmente estaba de espalda al piso..
pe´ndulo esta´ suspendido a cierta latitud θ, y observamos su movimiento a medida que la
Tierra rota sobre su propio eje. Se sabe que, despue´s de una rotacio´n de la Tierra, el pe´ndulo
adquirira´ una fase respecto al plano original de movimiento. Para ver e´sto, escribamos las
ecuaciones de movimiento del pe´ndulo. El Lagrangiano del problema es
L =
m
2
(
dx2
dt
+
dy2
dt
)− mω
2
2
(x2 + y2)−mΩcos θ(xdy
dt
− ydx
dt
),
donde Ω es la frecuencia de oscilacio´n de la Tierra (2π por d´ıa), m es la masa del pe´ndulo
y ω la frecuencia natural de balanceo del pe´ndulo. La solucio´n a las ecuaciones de Euler-
Lagrange, en la coordenada z = x+ iy es, en el l´ımite adiaba´tico es:
z(t) ∼ x0e−iΩcos θte−iωt.
Esta solucio´n nos resulta conveniente para visualizar las contribuciones que conforman la
fase del movimiento del pe´ndulo: una fase dina´mica ωt y otra geome´trica Ω cos θt. Despue´s
de una rotacio´n completa de la Tierra, la fase geome´trica cla´sica es 2π(1− cos θ).
5.1 Fases geome´tricas cua´nticas
Supongamos que tenemos un conjunto de estados, y en particular, un estado en el punto A
y otro en el punto B, como indica la Fig.5.2. ¿Cua´l es el a´ngulo entre estos dos vectores1?
1 Como en Meca´nica Cua´ntica es posible pensar las fases como vectores, esta pregunta resulta ana´loga
a saber cua´l es la fase relativa a ambos estados cua´nticos.
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Pero, ¿co´mo podemos medir la fase entre dos estados que esta´n en posiciones diferentes?
Una alternativa, es transportar uno de los estados hacia la posicio´n del otro y, cuando esta´n
pro´ximos, medir el a´ngulo entre ambos. El u´nico inconveniente que podemos encontrar en
este procedimiento es asegurarnos que no estamos introduciendo ninguna fase adicional
al transportar el estado. El camino ma´s directo es una geode´sica y la correspondiente
A
B
Fig. 5.2: ¿Co´mo comparamos las fases de dos estados distintos cuando la probabilidad
entre estados es la u´nica cantidad bien definida en Meca´nica Cua´ntica?
evolucio´n en este camino es conocida como transporte paralelo. Para definirlo, debemos
mirar una evolucio´n infinitesimal, es decir de |ψ(s)〉 a |ψ(s + ds)〉. Si no queremos fases
adicionales, debemos pedir
Arg{〈ψ(s)|ψ(s + ds)〉} = 0. (5.1)
Esto equivale a pedir que 〈ψ(s)|ψ(s+ ds)〉 sea una cantidad real,
Im{〈ψ(s)|ψ(s + ds)〉} = Im{〈ψ(s)|d|ψ(s)〉} = 0 (5.2)
a segundo orden. Pero, como 〈ψ(s)|d|ψ(s)〉 es imaginario puro, la condicio´n equivale a
〈ψ(s)|d|ψ(s)〉 = 0. (5.3)
Si la evolucio´n satisface esta ecuacio´n, entonces la fase es transportada paralelamente. Esta
definicio´n, sin embargo, no es invariante de gauge (o de fase). Es decir, si en lugar de |ψ(s)〉
usamos otro estado equivalente, |ψ˜(s)〉 = eiα(s)|ψ(s)〉, la condicio´n de transporte paralelo
cambia segu´n,
〈ψ˜(s)|d|ψ˜(s)〉 = 〈ψ(s)|d|ψ(s)〉+ idα
ds
ds. (5.4)
Por tanto, debemos integrar la expresio´n 〈ψ(s)|d|ψ(s)〉 en un lazo cerrado, de modo de
obtener una cantidad invariante de gauge. Esto nos da una expresio´n para la fase geome´trica
la cual hay que exponenciar (la integral de dα/ds en una curva cerrada da 2π, y ei2π es
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uno). De esta forma, la fase geome´trica que se deduce del transporte paralelo es
γ =
∫ f
i
〈ψ(s)| d
ds
|ψ(s)〉ds. (5.5)
Ahora, ¿co´mo es posible que, si estamos pidiendo que en cada paso infinitesimal la diferencia
de fase sea cero, en un lazo cerrado, la fase total es distinta de cero? La respuesta esta´
en la curvatura del espacio en cuestio´n. Cuando una cantidad se anula infinitesimalmente,
pero en una regio´n finita no, se la conoce como no integrable. De este modo, podr´ıamos
afirmar brevemente que las fases geome´tricas son una manifestacio´n de factores de fase no
integrables en Meca´nica Cua´ntica.
5.1.1 Esfera de Bloch
Los estados de dos niveles son ubicuos en la Naturaleza. Estos estados pueden ser conve-
nientemente representados en una esfera, de forma tal que todos los estados puros esta´n
ubicados en la superficie, mientras que los estados mixtos se encuentran dentro de ella.
Existe una correspondencia uno a uno entre los puntos de la esfera y los estados de un
sistema de dos niveles, como por ejemplo, el esp´ın 1/2 de SU(2). Tratemos de aplicar el
concepto de fase geome´trica a un estado en la esfera de Bloch, como muestra la Fig.5.3.
Fig. 5.3: Ejemplo de transporte paralelo en la esfera de Bloch. La evolucio´n puede ser
implementada de diferentes maneras. El estado vector esta´ inicialmente en el Polo Norte
de la esfera, en el plano de la hoja. Luego, es transportado hacia el Ecuador, rotado 90◦
y llevado de vuelta al Polo Norte. El estado vector final esta´ rotado respecto del inicial en
90◦; es decir, apunta fuera de la hoja.
Supongamos que hacemos evolucionar el estado |0〉 al estado |+〉 = |0〉+ |1〉 y luego, al
estado |x〉 = |0〉 + i|1〉. Finalmente, llevamos el estado a |0〉 nuevamente. En la esfera de
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Bloch, esto equivale a llevarlo del Polo Norte al Ecuador, rotarlo 90◦ y moverlo de vuelta
hacia el Polo Norte. ¿Cua´l es la fase geome´trica correspondiente a esta situacio´n? Para
poder calcularla, comenzamos con un estado paralelo al Ecuador, en el plano de la hoja.
Si lo transportamos paralelamente a lo largo del recorrido cerrado indicado, obtenemos
un estado rotado respecto del inicial, apuntando hacia afuera del plano de la hoja. Esto
sucede a pesar de que a cada paso infinitesimal, el vector de estado permanece parelelo
a s´ı mismo. El a´ngulo entre el estado inicial y el final es π/2, que es equivalente al a´rea
recorrida por el vector de estado durante el transporte (o bien, el correspondiente a´ngulo
so´lido del transporte). De esta forma, los estados ortogonales |0〉 y |1〉 evolucionan de la
siguiente manera:
|0〉 = eiΩ/2|0〉
|1〉 = e−iΩ/2|1〉,
donde Ω es el a´ngulo so´lido (el factor 1/2 es porque los estados ortonormales esta´n separados
una distancia π en la esfera de Bloch). Esto demuestra que los estados ortogonales adquieren
fases opuestas de igual magnitud durante la evolucio´n. La fase puede ser calculada segu´n
la definicio´n de la Ec.(5.5), o de manera “discreta”:
Arg{〈0|+〉〈+|x〉〈x|0〉}. (5.6)
Esta u´ltima formulacio´n fue originalmente realizada por Pancharatnam [75]. Este formalismo
es muy poderoso e importante en varias teor´ıas f´ısicas [76]. Pero antes de ver un ejemplo
concreto, deber´ıamos analizar co´mo se implementa f´ısicamente el transporte paralelo.
5.1.2 Implementacio´n adiaba´tica del transporte paralelo
La implementacio´n del transporte paralelo fue realizada por Berry [77], quien descubrio´ la
fase geome´trica en Meca´nica Cua´ntica en 1984.
La funcio´n de onda del sistema es una funcio´n de los para´metros del mismo y del tiempo,
|ψ(s(t), t)〉. Supongamos que el Hamiltoniano del sistema es una funcio´n solamente de s,
H = H(s(t)). Adema´s, supongamos que estos para´metros var´ıan muy lentamente, de
modo que el sistema, que inicialmente se encuentra en un autoestado del Hamiltoniano, se
mantiene en un autoestado del Hamiltoniano instante a instante, es decir
H(s(t))|Ψn(s(t), t)〉 = En(s(t))|Ψn(s(t), t)〉. (5.7)
La ecuacio´n de Schro¨dinger para este sistema es
i
d
dt
|Ψn(s(t), t)〉 = H(s(t), t)|Ψn(s(t), t)〉, (5.8)
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donde hemos asumido ~ = 1. Nuestra intencio´n es mostrar que la evolucio´n adiaba´tica im-
plementa naturalmente el transporte paralelo de la fase del estado cua´ntico. Multiplicando
la ecuacio´n de Schro¨dinger por 〈Ψn| y considerando la ecuacio´n de autovalores, obtenemos
i〈Ψn| d
dt
|Ψn〉 = En. (5.9)
Cada estado gana un fase dina´mica adema´s de la geome´trica a medida que evoluciona.
Cuando se quiere medir la fase geome´trica, lo ideal es librarse de la fase dina´mica. Para
eso, definimos una nueva funcio´n de onda considerando la fase dina´mica
|Φ(s(t), t)〉 := eiEn(s(t))|Ψn(s(t), t), 〉 (5.10)
la cual verifica una ecuacio´n equivalente a la de transporte paralelo
〈Φ(s(t), t)| d
dt
|Φ(s(t), t)〉 = 0. (5.11)
De esta forma se ve que la parte geome´trica de la fase cua´ntica es transportada paralela-
mente cuando el estado evoluciona segu´n la ecuacio´n de Schro¨dinger en la aproximacio´n
adiaba´tica.
La forma de derivar una expresio´n cerrada para la fase geome´trica es la siguiente. Para
eso, definimos
|Φ(s(t), t)〉 = eiγ(t)|Ψn(s(t))〉, (5.12)
con
d
dt
γ(t) = −i〈Φ(s(t))| d
ds
|Φ(s(t))〉ds
dt
. (5.13)
De esta forma,
d
ds
γ = β, con β = −i〈Φ(s(t))| d
ds
|Φ(s(t))〉. (5.14)
Integrando sobre una curva cerrada δS, obtenemos la fase geome´trica deseada
γ =
∮
δS
β. (5.15)
Resumiendo, la fase cua´ntica que adquiere un estado durante su evolucio´n unitaria consiste
de dos contribuciones, φ = δ + γ:
Dina´mica: definida por δ =
∫
E(t)dt y,
Geome´trica: definida por γ =
∫ 〈Ψ(s)| d
ds
|Ψ(s)〉ds
dt
dt.
En este contexto, estudiaremos diferentes modelos de sistemas cua´nticos donde es posible
encontrar fases geome´tricas. Sin embargo, veremos que, cuando estos sistemas interactu´an
con entornos, las fases originalmente geome´tricas, pierden esta caracter´ıstica, y dependen de
los para´metros del entorno. Adema´s, estudiaremos co´mo, en los distintos casos, acoplar es-
tos sistemas cua´nticos a entornos extensos cla´sicos o cua´nticos, induce pe´rdida de coherencia
en el sistema original.
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5.1.3 Efecto Aharonov-Bohm y Aharonov-Casher
El efecto Aharonov-Bohm [78] puede ser explicado en funcio´n del concepto de fase geome´trica,
ya que resulta la manisfestacio´n del campo electromagne´tico en la fase relativa de dos
part´ıculas que interfieren. El experimento comienza con la preparacio´n de dos paquetes de
ondas, uno correspondiente a cada electro´n. La interferencia se analiza en presencia de un
solenoide, por lo cual cada part´ıcula recorrera´ un camino a trave´s de dos lados opuestos
de este solenoide. El campo magne´tico en la regio´n exterior al solenoide es cero pero el
potencial no. Cuando las part´ıculas alcanzan el punto final de la evolucio´n, se observa que
el haz de electrones gana una fase exp(−ieΦ
~c
), donde Φ es el flujo del campo. Esta fase ha
sido experimentalmente observada, y depende del camino, lo cual equivale a decir que es
no integrable. A pesar de e´sto, si damos una vuelta alrededor del flujo, siempre adquirimos
la misma fase, sin importar el camino que tomemos. La fase depende del nu´mero de veces
que el flujo ha sido rodeado. Esta es una caracter´ıstica topolo´gica que resulta muy u´til en
computacio´n cua´ntica. Este mismo efecto, pero con part´ıculas neutras de momento dipolar
constante, se denomina Aharonov-Casher [79].
La pregunta que nos surge es ¿co´mo se modifica este resultado si el experimento no se
realiza en presencia de un campo esta´tico sino en un campo electromagne´tico dependiente
del tiempo? Adema´s, queremos saber cua´nta injerencia tiene esta fase en la reduccio´n de
la visibilidad del patro´n de interferencia generado por las part´ıculas neutras, a veces muy
masivas.
5.2 Pe´rdida de coherencia inducida por una fase de
Aharonov-Casher fluctuante
En muchos casos, la interaccio´n con el entorno no puede ser eliminada; por ejemplo, en el
caso de part´ıculas cargadas y a´tomos neutros con momento dipolar permanente, la inter-
accio´n con el campo magne´tico es crucial. Es esta interaccio´n, justamente, la que induce
una reduccio´n en la visibilidad del patro´n de interferencia. En este contexto, las interac-
ciones de las fluctuaciones de vac´ıo del campo electromagne´tico han sido consideradas un
agente “decoherente” en [80]. All´ı, los autores estudiaron el experimento de dos rendijas
para electrones en presencia de contornos conductores, los cuales modifican la estructura
del vac´ıo y, por tanto, las predicciones de los efectos de pe´rdida de coherencia (respecto
al caso donde no hay contornos). En [81] se analizo´ el efecto del ruido cua´ntico en ex-
perimentos de interferencia con electrones para distintos tipos de campos de microondas.
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A pesar de la naturaleza cua´ntica del ruido, por ejemplo fluctuaciones de vac´ıo, el ruido
cla´sico esta´ siempre presente, ya sea en un campo externo dependiente del tiempo, o bien,
en variables aleatorias que parametrizan el entorno. Por esto, en [82], los autores estudiaron
la destruccio´n del patro´n de interferencia de electrones debido tanto al ruido cua´ntico como
al cla´sico.
El experimento de Aharonov-Bohm (AB) puede ser un buen ejemplo para poner a prueba
las predicciones de la decoherencia. Este experimento comienza con la preparacio´n de los
dos paquetes de onda de los electrones, ϕ1(~x) y ϕ2(~x), en una superposicio´n coherente. Se
asume que cada part´ıcula sigue un camino cla´sico bien definido, C1 y C2, respectivamente.
La funcio´n de onda total contempla la presencia del entorno,
ψ(t = 0) = [ϕ1(~x) + ϕ2(~x)]⊗ χ0(~y), (5.16)
donde χ0(~y) representa el estado cua´ntico inicial del entorno, cuyo conjunto de coordenadas
es denotado por ~y. A medida que el tiempo transcurre, los estados del electro´n se entrelazan
con el entorno, y la funcio´n total a un tiempo dado t es
ψ(t) = ϕ1(~x, t)⊗ χ1(~y, t) + ϕ2(~x, t)⊗ χ2(~y, t). (5.17)
De esta forma, los dos estados ϕ1 and ϕ2 del electro´n se correlacionan con dos estados
diferentes del entorno. La probabilidad de encontrar a la part´ıcula en una posicio´n dada a
un tiempo t (por ejemplo, cuando se observa el patro´n de interferencia) es
Prob(~x, t) = |ϕ1(~x, t)|2+ |ϕ2(~x, t)|2+2Re
(
ϕ1(~x, t)ϕ
∗
2(~x, t)
∫
d3y χ∗1(~y, t)χ2(~y, t)
)
. (5.18)
El factor de solapamiento F =
∫
d3y χ∗1(~y, t)χ2(~y, t) es responsable de dos efectos. Por
un lado, origina un corrimiento en las franjas de interferencia del patro´n; y por el otro,
su valor absoluto da lugar a una disminucio´n del contraste en dichas franjas. En ausencia
de entorno, F = 1. Cuando los dos estados del entorno se vuelven ortogonales, el estado
final del mismo identifica el camino que siguio´ el electro´n. La pe´rdida de coherencia se
manifiesta tan pronto como las ondas parciales del electro´n logran ubicar al entorno en
estados ortogonales de modo que F = 0.
La pe´rdida de coherencia cua´ntica tambie´n puede ser explicada, alternativamente, como
el efecto del entorno sobre las ondas parciales del electro´n. Cuando un potencial esta´tico
actu´a sobre una de estas ondas parciales, e´sta adquiere una fase,
φ = −
∫
V [x(t)]dt, (5.19)
y de esta forma, el te´rmino de interferencia esta´ multiplicado por un factor eiφ. Este factor
resulta un posible agente “decoherente”. El efecto que origina esta´ ı´ntimamente relacionado
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al ca´racter estad´ıstico de φ, particularmente, cuando el potencial no es esta´tico. De esta
manera, cualquier fuente de ruido estoca´stico dara´ lugar a un te´rmino decreciente. Para un
caso general, φ no esta´ definida; es decir, se debe describir mediante una funcio´n distribucio´n
P (φ). Desde este punto de vista estad´ıstico, la fase se escribe como
〈eiφ〉 =
∫
eiφP (φ)dφ. (5.20)
De esta manera, la incerteza en la fase produce un te´rmino decreciente que tiende a
eliminar el patro´n de interferencia. Este dephasing se debe a la presencia de un entorno
ruidoso acoplado al sistema y puede ser tambie´n representado por la funcional de influencia
de Feynman y Vernon [4] (me´todo que hemos usado en cap´ıtulos anteriores y da lugar a la
ecuacio´n maestra para el caso del MBC (Ec.(2.3))). En la Ref.[5], los autores demostraron
la equivalencia formal entre ambos enfoques de modo que
〈eiφ〉 = F =
∫
d3y χ∗1(~y, t)χ2(~y, t). (5.21)
El factor F contiene informacio´n acerca de la naturaleza estad´ıstica del ruido. De esta
forma, el ruido, ya sea cla´sico o cua´ntico, hace que F sea menor que 1. Nuestra intencio´n
es cuantificar co´mo destruye el patro´n de interferencia para un experimento con part´ıculas.
En [83], el factor de solapamiento F fue evaluado de un punto de vista alternativo a los
trabajos existentes del tema. Los autores estudiaron el efecto de un campo electromagne´tico
dependiente del tiempo en la coherencia de los electrones. Para e´sto, incluyeron el origen
estad´ıstico de la fase φ de AB. Sin embargo, no consideraron que la fase se originaba en las
fluctuaciones de vac´ıo ni debido al campo electromagne´tico dependiente del tiempo. Ellos
consideraron la existencia de una variable aleatoria t0, definida como el tiempo de emisio´n
del electro´n. Esta variable produc´ıa una fase φ fluctuante, por tanto, era necesario calcular
un promedio temporal para obtener un resultado concreto acerca de su influencia en el
patro´n de interferencia. En este ejemplo sencillo, el rol del entorno cua´ntico es reemplazado
por un campo externo cla´sico dependiente del tiempo. Sin embargo, el efecto es similar.
Los autores consideraron una onda monocroma´tica linealmente polarizada, que se propaga
en la direccio´n perpendicular al plano que contiene a los electrones (o haz de electrones).
La reduccio´n del contraste de las franjas resulto´ ser suficientemente grande como para ser
observada.
En esta seccio´n seguiremos dicha idea. Evaluaremos el factor de solapamiento F para
part´ıculas coherentes neutras con momento dipolar permanente (ele´ctrico y magne´tico) en
presencia de un campo electromagne´tico cla´sico dependiente del tiempo. Consideraremos
dos casos diferentes que podr´ıan ser interesantes a nivel experimental. En primer lugar, los
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dipolos interactu´an con una onda electromagne´tica plana linealmente polarizada. Este caso
es la generalizacio´n de los resultados obtenidos en [83] para la fase de Aharonov-Casher.
En segundo lugar, estudiaremos el caso de dipolos coherentes que interfieren dentro de una
gu´ıa de ondas de seccio´n rectangular. Veremos que, el efecto de pe´rdida de coherencia no
afecta visiblemente el patro´n de interferencia en todos los casos.
5.2.1 Dipolos coherentes y una onda plana
La interaccio´n cla´sica y cua´ntica de un dipolo con un campo electromagne´tico arbitrario
fue estudiada en detalle por J.Anandan en [84]. El Lagrangiano cla´sico de interaccio´n
es 1
2
PµνF
µν donde Pµν es el tensor antisime´trico del dipolo [80, 84]. En el sistema de
coordenadas de la part´ıcula, el dipolo ele´ctrico (d) y magne´tico (m) pueden ser obtenidos
a partir de P0i = di y Pij = ǫijkmk, respectivamente.
En el caso cua´ntico, la fase que adquieren dos part´ıculas neutras con momento dipolar
ele´ctrico y magne´tico debido a la presencia del campo electromagne´tico dependiente del
tiempo se llama fase Aharonov-Casher (AC) [79] y se define
φ = −
∮
δΩ
aν(x)dx
ν , (5.22)
donde aν(x) = (−m·B−d·E,d×B−m×E) juega el mismo rol que el potencial cuadrivector
Aν en la fase de Aharonov-Bohm (AB) [83], δΩ = C1 − C2 es un camino espacio temporal
cerrado, y C1, C2 son los caminos recorridos por los dipolos que interfieren.
Para evaluar la fase AC de la Ec.(5.22), consideraremos una onda monocroma´tica
linealmente polarizada, de frecuencia ω, que se propaga en la direccio´n yˆ. Los momen-
tos dipolar ele´ctrico y magne´tico esta´n en las direcciones zˆ y xˆ, respectivamente. Adema´s,
asumiremos que el recorrido de las part´ıculas neutras esta´ acotado u´nicamente al plano
xˆ − zˆ , como muestra la Fig.5.4. Podemos escribir la onda como E(x) = E0 sin(wt− ky) zˆ,
B(x) = E0 sin(wt− ky) xˆ y calcular aν ,
aν(x) = (−dzEz −mxBx, myEz, dzBx −mxEz,−dyBx)
= E0(−dz −mx, my, dz −mx,−dy) sin(ωt− ky)
≡ a˜ν sin(ωt− ky). (5.23)
Asumiremos que la fase AC depende de una variable aleatoria ξ = ωt0 determinada por
el tiempo de emisio´n t0 de las part´ıculas. Este tiempo se define en el momento que el centro
del paquete de ondas es emitido. Cuando el tiempo de medicio´n del experimento es mayor
que el tiempo de vuelo de las part´ıculas, el resultado obtenido es el promedio temporal
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sobre t0. De esta forma podemos escribir la fase AC como
φ(t0) = −
∮
δΩ
a˜ν sin(ωt− ky + ωt0) dxν , (5.24)
la cual, antes de promediar en t0, puede ser re-escrita como
φ(t0) = A cos(ωt0) +B sin(ωt0), (5.25)
donde
A = −
∮
δΩ
a˜ν(x) sin(ωt− ky) dxν ,
B = −
∮
δΩ
a˜ν cos(ωt− ky) dxν . (5.26)
El promedio sobre la fase fluctuante φ, la cual genera ruido cla´sico, da lugar a un factor de
solapamiento o de “decoherencia”
F = 〈eiφ〉 = lim
T→∞
1
2T
∫ T
−T
dt0 exp {i [A cos(ωt0) +B sin(ωt0)]} = J0(|C|), (5.27)
donde J0 es la funcio´n de Bessel de orden 0. El mo´dulo del nu´mero complejo C = A + iB
mide el grado de pe´rdida de coherencia en el sistema. El factor de decoherencia F decrece
de uno a cero a medida que |C| var´ıa de cero al primer cero de la funcio´n de Bessel J0.
Para valores ma´s grandes de |C|, el factor F oscila con una amplitud cada vez ma´s chica.
Para una distribucio´n gaussiana P (φ) con 〈φ2〉 ≪ 1, obtenemos, en el l´ımite |C| ≪ 1,
〈eiφ〉 ≈ 1− 〈φ2〉 = 1− |C|2/2.
Una caracter´ıstica de las fases geome´tricas usuales AB y AC es que no dependen de
la velocidad de las part´ıculas [77], y adema´s, no hay fuerzas aplicadas sobre ellas [85].
Es decir, las fases mencionadas so´lo dependen de la topolog´ıa del camino cerrado δΩ.
Resulta evidente que estas propiedades ya no son va´lidas cuando el campo externo depende
expl´ıcitamente del tiempo. En nuestro caso, la part´ıcula tiene una fuerza neta sobre ella.
Luego, para analizar la dependencia de la fase AC con la trayectoria, evaluaremos dicha
fase para distintos recorridos. Veremos que la dependencia de la fase con la velocidad esta´
fuertemente relacionada con el camino elegido.
Trayectorias sime´tricas
En esta seccio´n, estudiaremos la fase AC que adquieren dos part´ıculas neutras con momento
dipolar ele´ctrico y magne´tico permanente cuando siguen trayectorias sime´tricas como las
mostradas en la Fig.5.4. En primer lugar, utilizaremos la misma trayectoria propuesta
en [83] para hacer ma´s fa´cil la comparacio´n de los efectos de pe´rdida de coherencia entre
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Fig. 5.4: Recorridos C1 y C2 para la trayectoria: (a) usada en [47] y (b) el´ıptica.
part´ıculas cargadas y neutras con momento dipolar permanente. Para evaluar la Ec.(5.22)
en el caso de la Fig.5.4(a), debemos calcular
φ =
∮
δΩ
aν(x)dx
ν =
6∑
i=1
∫ 1
0
aν(σ
ν
i (u)) ·
dσνi
du
du, (5.28)
donde σi, con i = 1...6, parametriza los distintos segmentos de la trayectoria. El camino C1
es:
σ1(u) = (−T/2− θ + θu,−d− l + ul, 0, uα)
σ2(u) = (−T/2 + Tu,−d+ 2du, 0, α)
σ3(u) = (T/2 + uθ, d+ ul, 0, α− uα), for 0 ≤ u ≤ 1; (5.29)
mientras que el camino C2 se parametriza:
σ4(u) = (−T/2− θ + θu,−d− l + ul, 0,−uα)
σ5(u) = (−T/2 + Tu,−d+ 2du, 0,−α)
σ6(u) = (T/2 + uθ, d+ ul, 0,−α+ uα), for 0 ≤ u ≤ 1. (5.30)
Realizando la integral en la Ec.(5.28) y usando las definiciones de la Ec.(5.26), obtenemos
Bd = 0 y
|Cd| ≡ |Ad| = 4E0dy
(2α
ωθ
)
sin
(ωθ
2
)
sin
(ω(T + θ)
2
)
, (5.31)
donde 2α es la ma´xima separacio´n entre las part´ıculas, dy es el momento dipolar ele´ctrico
en la direccio´n yˆ, y T, θ son tiempos caracter´ısticos de la trayectoria. El sub´ındice d indica
que los valores encontrados para A,B y C corresponden al caso de dipolos.
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Para part´ıculas no relativistas, esperamos que ωθ, ωT ≫ 1. Por tanto, para tener una
estimacio´n de Cd, podemos reemplazar las funciones armo´nicas por el valor t´ıpico 1/
√
2.
De manera de hacer expl´ıcita la dependencia con la velocidad, podemos escribir θ = s/v,
donde s es la longitud del primer y tercer segmento del camino, definido por s =
√
α2 + l2.
As´ı, la Ec.(5.31) queda
|Cd| ≈ 2
π
E0dy
(α
s
)
λv ≈ 2
π
eE0
(α
s
)
λLv. (5.32)
Aca´ L es el largo caracter´ıstico de un a´tomo con momento dipolar ele´ctrico d = eL (L ≈
10−9m), y λ la longitud de onda del campo electromagne´tico. El resultado ana´logo para
electrones calculado fue |Ce| ≈ 1π2 eE0λ2(αs )v [83]. Suponiendo, de manera ingenua, que las
part´ıculas cargadas y las neutras tuvieran la misma velocidad durante el recorrido de la
trayectoria, la relacio´n entre ambos efectos ser´ıa
|Cd| ≈ |Ce|
(
L
λ
)
. (5.33)
A pesar que el resultado de la Ec.(5.33) es bastante desalentador (si uno buscaba obtener
un efecto observable o, al menos, del mismo orden que en el caso de part´ıculas cargadas),
hay que tener en cuenta que la seccio´n eficaz de scattering de una part´ıcula neutra es
mucho menor que la de los electrones [86] 2. Este hecho da lugar a que, aumentando
la intensidad del campo electromagne´tico externo, aumente el valor del factor F algunos
o´rdenes de magnitud. De esta manera, aumentan las posibilidades concretas de que el
efecto sea observable en part´ıculas neutras con momento dipolar permanente.
Por otro lado, si las part´ıculas neutras siguen una trayectoria el´ıptica, como la mostrada
en la Fig.5.4(b), los ca´lculos para estimar C son similares. La trayectoria en este caso se
parametriza segu´n
σ1(u) = (τ sin(u), (d+ l) sin(u), 0, α cos(u)) for− π/2 ≤ u ≤ π/2
σ2(u) = (τ sin(u), (d+ l) sin(u), 0,−α cos(u)) for− π/2 ≤ u ≤ π/2, (5.34)
donde τ es el tiempo de vuelo de los dipolos y (d+ l) es la longitud total del recorrido. En
este caso,
|Cdellip| = 2παE0dyJ1[ωτ ], (5.35)
con J1 la funcio´n de Bessel de orden 1. Usando la aproximacio´n asinto´tica de esta funcio´n
para ωτ ≫ 1, obtenemos
|Cdellip| ≈
√
2παE0dy
(ωτ)1/2
=
√
παeE0L
(
vλ
s′
)1/2
(5.36)
2Para conocer en detalle la cuenta ver Ref.[19].
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donde s′ es la distancia recorrida por cada una de las part´ıculas neutras a una velocidad
v, en un tiempo τ . Es importante destacar que, mientras |Cd| en la Ec.(5.32) depende
linealmente con la velocidad, para la trayectoria el´ıptica |Cdellip| lo hace como
√
v.
Resulta interesante comparar este resultado con a´quel obtenido para electrones siguiendo
la trayectoria el´ıptica, el cual no fue estimado en [83]. Por tanto, luego de estimarlo usando
la definicio´n de la fase AB, obtenemos
|Ceellip| = 2παeE0λJ1[ωτ ]. (5.37)
Comparando esta expresio´n con la Ec.(5.35), resulta evidente que la dependencia con la
velocidad es similar en ambos casos.
Finalmente, podemos resaltar que las trayectorias estudiadas hasta ahora son sime´tricas
respecto del eje xˆ (o bien, el eje tˆ). En estos casos, so´lo contribuye el te´rmino A de la
Ec.(5.26) a la fase AC. Esto se debe a la paridad de los integrandos en los ejes mencionados.
Trayectorias asime´tricas
En esta seccio´n, nos ocuparemos del efecto de pe´rdida de coherencia en el patro´n de in-
terferencia de dos part´ıculas neutras cuando recorren una trayectoria asime´trica, como la
mostrada en la Fig.5.5. La parametrizacio´n de la trayectoria, en este caso, puede ser le´ıda
C2
(0,0)
z
tx
2α
x=-d-l
x=d+l
C1
t= T/2+θ
t=-T/2-θ
x=d
x=-d
σ4
σ5
σ6
Fig. 5.5: Recorridos C1 y C2 de una trayectoria asime´trica.
de las Ecs.(5.29) y (5.34). Luego de realizar las correspondientes integrales, obtenemos los
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coeficientes Cdasym = A
d
asym + iB
d
asym,
Adasym = πdyE0αJ1[ωτ ] +
4E0dyα
ωθ
sin[
ωθ
2
] sin[
ω
2
(T + θ)],
Bdasym = (dz +mx)
2E0
ω
[
sin[
ωθ
2
] cos[
ω
2
(T + θ)] + sin[
ωT
2
]
]
+
2myE0l
ωθ
sin[
ωθ
2
] cos[
ω
2
(T + θ)] +
4dE0my
ωT
sin[
ωT
2
]. (5.38)
El primer te´rmino en el coeficiente B es el ma´s importante en el re´gimen de bajas veloci-
dades, ya que los otros te´rminos son de o´rden O(1/√ωτ), o bien, O(1/ωθ), ambos mucho
menor que uno. Por tanto, la cantidad |Cdasym|, esta´ dominada por dicho te´rmino y puede
ser aproximada por,
|Cdasym| ≈
e
π
E0Lλ , (5.39)
independiente de la velocidad.
Para part´ıculas cargadas, la situacio´n es bastante diferente. El factor de decoherencia
F , usando la trayectoria asime´trica, al ser estimado da Ceasym = A
e
asym + iB
e
asym, con
Aeasym = 2πeE0
α
ω
J1[ωτ ] +
4eE0α
ω2θ
sin[
ωθ
2
] sin[
ω
2
(T + θ)],
Beasym = 0. (5.40)
Por tanto, podemos aproximar esta cantidad por
|Ceasym| ≈
e√
2π
E0α
(
vλ3
s′
)1/2
, (5.41)
que depende de la velocidad, de la misma manera que para el caso de la trayectoria el´ıptica.
5.2.2 Dipolos coherentes en una gu´ıa de ondas
En esta seccio´n, consideraremos el campo generado dentro de una gu´ıa de ondas (en la
direccio´n del eje yˆ), de seccio´n rectangular, como aquel campo que interactu´a con nuestros
dipolos. Para el modo TE, los campos en la gu´ıa, tomando parte real, son
By = B0 cos(kxx) cos(kzz) exp(i(kyy − ωt)),
Bx =
−ikykx
γ2
B0 sin(kxx) cos(kzz) exp(i(kyy − ωt)),
Bz =
−ikykz
γ2
B0 cos(kxx) sin(kzz) exp(i(kyy − ωt)),
Ex =
iωkz
γ2
B0 cos(kxx) sin(kzz) exp(i(kyy − ωt)),
Ez =
iωkx
γ2
B0 sin(kxx) cos(kzz) exp(i(kyy − ωt)), (5.42)
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donde kx =
mπ
b
, kz =
lπ
a
(con m, l enteros y a, b las dimensiones de la gu´ıa), γ =√
( lπ
a
)2 + (mπ
b
)2, ω ≡ k = √γ2 + k2y y B0 un nu´mero complejo. Por tanto, escribiremos
B0 = |B0| exp(iωt0), donde t0 es el tiempo de emisio´n de la part´ıcula, como fue definido en
la Seccio´n 5.2.1.
Consideremos ahora la trayectoria de la Fig.5.6. Las part´ıculas son dispuestas de un
lado (xi) de la gu´ıa, a un tiempo dado t0. Se deja evolucionar el sistema y se observa el
patro´n de interferencia en algu´n punto xf . Como los campos son nulos fuera de la gu´ıa de
onda, las part´ıculas so´lo interactu´an con el campo durante los trayectos rectos del recorrido.
Considerando Cdguia = A
d
guia + iB
d
guia, obtenemos para este caso
x
2 d=b
C 2
xi
xf
C 1
z
E,B
2α
a
Fig. 5.6: Las part´ıculas neutras con momento dipolar permanente interfieren en presencia
de un campo electromagne´tico dependiente del tiempo. Las part´ıculas recorren los caminos
C1 y C2 en el plano x − z dentro de una gu´ıa de ondas.
Adguia = 0
Bdguia = −
4
(ωT )2 − (mπ)2 |B0|
kz
γ2
sin(
lπα
a
)
[
ωT cos(
mπ
2
) sin(
ωT
2
)
− mπ cos(ωT
2
) sin(
mπ
2
)
](
dxωT −mzkzT − 2dyky
)
, (5.43)
donde 2d = b es la distancia total del experimento dentro de la gu´ıa, 2α es, nuevamente, la
separacio´n ma´xima de las part´ıculas, m, l son los modos de la gu´ıa y T el tiempo de vuelo
dentro de la misma.
Para el primer modo de la gu´ıa, es decir l = 1, m = 0, esta expresio´n tiene un aspecto
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ma´s simple
CdTE10 = −
4
ωT
|B0|a
π
sin(
πα
a
) sin(
ωT
2
)(dxωT −mzkyT − bdyky). (5.44)
Podemos estimar la cantidad |CdTE1,0| de la misma manera que lo hicimos en la seccio´n
precedente. As´ı,
|CdTE10 | ≈
2
√
2
π
B0 a sin(
πα
a
)dx, (5.45)
donde asumimos que |d| >> |m|. Este resultado es independiente de la velocidad de los
dipolos nuevamente. Si realizamos la misma estimacio´n pero para part´ıculas cargadas,
obtenemos
|CeTE10| ≈
1
(2π3)1/2
eB0aλv sin
(απ
a
)
. (5.46)
Comparando ambos resultados, notamos que en el caso de las part´ıculas cargadas, la fase
s´ı depende de la velocidad de las mismas. Este hecho reduce la posibilidad de observar el
efecto experimentalmente ya que la velocidad de las part´ıculas es no relativista, por tanto
el efecto resulta de muy poca magnitud.
Volviendo al caso de los dipolos y la gu´ıa de onda, podemos estimar el factor CdTE para
un modo arbitrario de la cavidad, es decir m 6= 0 and l 6= 0. El resultado que obtenemos es
CdTE ≈ −
4B0
(ωT )2 − (mπ)2
kz
γ2
sin(
lπα
a
)
[
ωT cos(
mπ
2
) sin(
ωT
2
)−mπ cos(ωT
2
) sin(
mπ
2
)
]
(
dxωT −mzkzT − bdyky
)
sin(ωt0). (5.47)
Es fa´cil ver que el resultado es despreciable en el caso dem impar ymπ ≪ ωT . En cualquier
otro caso, obtenemos
|CdTE| ≈ B0a| sin(
πα
a
)|
[
d2x + (
b
ωT
dykz)
2 − 2b
ωT
dxdyky
]1/2
, (5.48)
que tiene la misma magnitud que el modo ma´s bajo de la cavidad TE10 de la Ec.(5.45).
Por otro lado, para el modo TM, los campos son
Bx =
iωkz
γ2
E0 cos(kxx) cos(kzz) exp(i(kyy − ωt)),
Bz =
−iωkx
γ2
E0 sin(kzz) cos(kxx) exp(i(kyy − ωt)),
Ex =
ikykx
γ2
E0 cos(kxx) sin(kzz) exp(i(kyy − ωt)),
Ey = E0 sin(kxx) sin(kzz) exp(i(kyy − ωt)),
Ez =
ikykz
γ2
E0 sin(kxx) cos(kzz) exp(i(kyy − ωt)). (5.49)
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donde E0 = |E0| exp(iωt0). Despue´s de un poco de algebra, es posible mostrar que
CdTM =
−4
(ωT )2 − (mπ)2 |E0| sin(
lπα
a
)
[
kx
(
ωT cos(
mπ
2
) sin(
ωT
2
)−mπ cos(ωT
2
) sin(
mπ
2
)
)
×
(
− dx ky
γ2
T +mz
ω
γ2
T + bdy
ω
γ2
)
+
(
ωT cos(
ωT
2
) sin(
mπ
2
)−mπ cos(mπ
2
) sin(
ωT
2
)
)
×
(
− dyT − bmz
)]
sin(ωt0). (5.50)
Usando un razonamiento ana´logo al modo TE, obtenemos una contribucio´n de la fase,
nuevamente independiente de la velocidad, pero proporcional a mz. Como hemos estado
asumiendo que |m| << |d|, esta contribucio´n resulta |CdTM| ≪ |CdTE|. Finalmente, podemos
mencionar que en el modo TM, no hay componente del campo magne´tico a lo largo del eje
de la gu´ıa, y consecuentemente, la fase AB es nula. Por tanto, la fase AC es la u´nica que
esperamos encontrar.
5.2.3 Estimaciones nume´ricas
Cuando comparamos los factores de pe´rdida de coherencia para part´ıculas cargadas y neu-
tras, por ejemplo en la Ec.(5.33), asumimos que los para´metros relevantes del experimento
(velocidad, separacio´n ma´xima) se manten´ıan iguales en ambos casos. Aunque teo´ricamente
es una l´ınea de pensamiento va´lida, resulta poco realista. Por tanto, en esta seccio´n, con-
sideraremos los valores reales utilizados en experimentos de interferometr´ıa con part´ıculas
cargadas y neutras. En todos los casos, asumiremos las dimensiones de la gu´ıa aproximada-
mente a ∼ cm.
Por un lado, en experimentos de interferometr´ıa con haces de electrones, los paquetes
de onda pueden ser separados hasta una distancia de 100µm [87]. Una velocidad t´ıpica, no
relativista es ve ∼ 0.1, lo cual implica una relacio´n ωT ∼ 10 para un campo de longitud de
onda λ ∼ 100µm.
Por otro lado, en interferometr´ıa con a´tomos neutros, la ma´xima distancia de separacio´n
posible es 1 mm [88, 89]. Las velocidades de los a´tomos son aproximadamente vd ∼ 10−5
[90].
La densidad de energ´ıa del campo electromagne´tico se calcula segu´n ρonda = E
2
0/2,
para una onda plana. La densidad de energ´ıa para el campo dentro de la gu´ıa de onda es
ρguia = (aB0)
2/λ2. Considerando los valores t´ıpicos de λ y a mencionados, podemos ver que
a/λ ∼ 1 para dipolos, mientras que para electrones se verifica a/λ ∼ 10. Como estamos
usando las unidades de Lorentz Heaviside ~ = c = 1, ρ tambie´n es el flujo de energ´ıa del
campo electromagne´tico. Por tanto, asumiremos un flujo aproximado de Watts/cm2.
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Con todos estos valores experimentales, podemos estimar el factor F = J0(|C|), con los
correspondientes C calculados en la seccio´n precedente. Los resultados los presentamos en
la Tabla 5.1. Como se puede observar, los resultados para los electrones son de orden uno o
Trayectorias Electrones Dipolos
|C| 1 10−6
|Cellip| 10 10−3
|Casym| 10 10−1
|CTE1,0 | 1 10−1
Tabla 5.1: O´rden de magnitud del valor absoluto del factor C para todas las trayectorias
estudiadas, tanto para electrones como dipolos.
mayor, lo cual significa que el efecto es experimentalmente observable. Por el contrario, los
resultados para los dipolos son mucho ma´s chicos en algunos casos, mientras que en otros
son so´lo un orden menor. En el caso de electrones, hemos demostrado que es posible obtener
una destruccio´n completa del patro´n de interferencia, fijando el valor de C en un cero de la
funcio´n de Bessel. Por otro lado, en un experimento de interferencia con a´tomos neutros, el
mejor montaje experimental resulta la trayectoria asime´trica, ya que el factor C no depende
de la velocidad de la part´ıcula y podr´ıa ser no despreciable. Sin embargo, podr´ıamos
considerar otro tipo de part´ıculas neutras. Las mole´culas C60 y C70 (fulerenos) han sido
utilizadas para experimentos de interferometr´ıa. Estos sistemas mesosco´picos [33, 34] esta´n
compuestos de un nu´mero grande de a´tomos, pero au´n as´ı, pueden ser descriptos por una
funcio´n de onda. En este contexto, podemos estimar el factor de decoherencia F utilizando
los valores experimentales de dichos sistemas. A pesar de que puede ser considerado un
modelo muy sencillo para estas mole´culas, nos puede dar una estimacio´n cuantitativa de
la magnitud de este efecto en sistemas neutros muy masivos. Estas mole´culas tienen una
velocidad similar a los a´tomos neutros que hemos considerado, pero viajan distancias ma´s
grandes. Por tanto, debemos considerar una longitud de onda ma´s grande, por lo menos
del mismo orden de la distancia total que recorren los fulerenos. Adema´s, debemos resaltar
que en el experimento de Hornberger et al. [35], el laser que se utilizo´ era de potencia
26Watts/cm2 (del orden de nuestra estimacio´n). Con estos valores, y considerando la
trayectoria asime´trica, el factor C para los fulerenos es |C fulerenosasim | ≈ 1, indicando que la
atenuacio´n o destruccio´n del patro´n de interferencia puede ser observable. De hecho, la
atenuacio´n de dicho patro´n fue observada en [35].
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5.2.4 Aplicacio´n: pe´rdida de visibilidad en un experimento de
dos rendijas
En esta seccio´n estudiaremos la disminucio´n de la visibilidad de las franjas de interferencia
en experimentos homo´nimos con part´ıculas, ya sea a´tomos neutros fr´ıos y fulerenos. La
pregunta que nos gustar´ıa responder es ¿co´mo afecta la decoherencia o el dephasing al
patro´n de interferencia en estos experimentos ? Es decir, ¿co´mo se reduce la visibilidad en
estos experimentos y en que´ escala caracter´ıstica?
Por lo general, el principal problema que tienen los experimentos de interferencia con
part´ıculas es determinar las verdaderas razones por las cuales hay pe´rdida de coherencia
espacial. Este hecho se manifiesta en una reduccio´n de la visibilidad de las franjas de inter-
ferencia; es decir, una disminucio´n del contraste entre ma´ximos y mı´nimos. En principio,
estos efectos podr´ıan explicarse debido a la interaccio´n de las part´ıculas con las rendijas,
generando vibraciones o interacciones de Van der Waals [91]; o bien, en la diferencia de
taman˜o de las rendijas [92]. En este trabajo no consideraremos dichos efectos porque, en
general, y bajo condiciones experimentales apropiadas, resultan despreciables. Por tanto,
asumiremos que los haces de part´ıculas son coherentes y su dia´metro mucho menor que el
ancho de las rendijas. Es posible encontrar factores que afectan la coherencia espacial de
las part´ıculas durante su trayecto hacia la pantalla. Estos efectos dina´micos decoherentes
se los puede atribuir a las colisiones con las mole´culas de aire y fotones te´rmicos. La no
monocromacidad del haz y la aleatoridad en su emisio´n (debido a la dificultad experimen-
tal de producir el mismo estado inicial para todos los haces de part´ıculas) tambie´n pueden
originar una pe´rdida de coherencia espacial a trave´s del ca´racter fluctuante de la fase, es
decir el dephasing estuadiado anteriormente en este cap´ıtulo.
En lo que sigue estudiaremos nume´ricamente el patro´n de intererencia entre part´ıculas
de masa M, que pasan por dos rendijas separadas una distancia 2L0 en la direccio´n xˆ. El
patro´n es observado en una pantalla distante, ubicada en la direccio´n yˆ. La part´ıculas pasan
a trave´s de las rendijas y viajan una distancia L hasta alcanzar la pantalla en un tiempo
de vuelo tL = ML/p0, donde p0 es el momento inicial en la direccio´n yˆ. Asumiremos que
las part´ıculas son coherentes en la direccio´n xˆ; mientras que la dina´mica en la direccio´n yˆ
sera´ la de una part´ıcula libre viajando una distancia L en un tiempo de vuelo tL.
El experimento comienza con la preparacio´n de un estado inicial, el cual corresponde a
una superposicio´n coherente de dos paquetes de ondas, cada uno centrado en cada una de las
rendijas, factorizado de la siguiente manera [93, 94] ψS(~x, 0) = (φ1(x, 0)+φ2(x, 0))⊗χ(y, 0),
donde |φ1|2 y |φ2|2 corresponden a la amplitud de probabilidad de la part´ıcula de pasar por
la rendija 1 y por la rendija 2, respectivamente; mientras que χ(y, t) es una funcio´n de onda
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gaussiana en la direccio´n yˆ. Estamos suponiendo, adema´s, invariancia traslacional en zˆ.
Cuando el sistema es abierto, la evolucio´n esta´ plagada de caracter´ısticas no unitarias,
como fluctuacio´n y disipacio´n; independientemente de cua´n chico sea el acoplamiento de
e´ste a su entorno. Asumiremos que, inicialmente, el estado total del sistema, part´ıcula +
entorno, se factoriza de la siguiente manera
Ψ(~x, ~X, 0) = [φ1(x, 0) + φ2(x, 0)]⊗ χ(y, 0)⊗ ζ( ~X, 0), (5.51)
donde hemos introducido la funcio´n ζ( ~X, t) para describir el estado del entorno.
El patro´n de interferencia observado en la pantalla a un tiempo dado t, corresponde a
la distribucio´n de probabilidad asociada a la funcio´n de onda a dicho tiempo, definida por
P (~x, t) = ρr(x, x, t)|χ(y, t)|2 =
(
|φ1(x, t)|2+ |φ2(x, t)|2+2Γ(t)Re(φ∗1(x, t)φ2(x, t))
)
|χ(y, t)|2
(5.52)
donde hemos escrito expl´ıcitamente la relacio´n entre el patro´n de interferencia y la matriz
densidad reducida del sistema. En esta expresio´n podemos notar la aparicio´n del factor de
solapamiento o de decoherencia, mencionado en varias secciones de esta Tesis. Γ(t) contiene
la informacio´n del entorno, independientemente de la forma que se haya obtenido.
Para especificar el efecto del entorno debemos decidir que´ camino seguir. Podr´ıamos
suponer que el entorno esta´ modelado por un nu´mero grande de osciladores armo´nicos y
resolver la ecuacio´n maestra Ec.(2.3) con los coeficientes correspondientes a la temperatura
del entorno. De esta forma, obtendr´ıamos la ρr(~x, t) y de ah´ı podr´ıamos conocer el patro´n
de interferencia a cualquier tiempo (Ec.(5.52)). As´ı estar´ıamos estudiando, el efecto deco-
herente dina´mico que produce la interaccio´n de las part´ıculas con las paredes de las rendijas
al pasar a trave´s de ellas; Γ(t) ser´ıa simplemente Γ(t) = exp(−Dt) con D = 2Mγ0kBT 3.
Otra alternativa, ser´ıa pensar que la reduccio´n de la visibilidad del patro´n de interferencia
se debe a las colisiones de las part´ıculas con las mole´culas de aire durante su tiempo de
vuelo. En ese caso, la ecuacio´n dina´mica que habr´ıa que resolver ser´ıa una ecuacio´n maestra
markoviana [95, 96] del tipo
i
∂ρr
∂t
= [H, ρr]− iΛ[x, [x, ρr]]. (5.53)
El efecto del entorno esta´ resumido en el factor Λ adicionado a la evolucio´n libre del sistema.
Este modelo considera los efectos difusivos generados por Λ pero desprecia la disipacio´n
[97, 98]. Por ejemplo, en [94], los autores consideraron Λ = Λaire + Λfotones. De esta
3Los experimentos realizados a temperatura ambiente con fulerenos y a´tomos fr´ıos satisfacen la condicio´n
de temperatura alta.
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forma, el efecto del entorno esta´ contenido en Γ(t) = exp(−Λt) y, por lo general, Λ es
estimada fenomenolo´gicamente a partir de la longitud de onda de las part´ıculas y la seccio´n
eficaz de las mismas. En este contexto, otros modelos de decoherencia, como por ejemplo
el de Hornberger, Sipe y Arndt [99], se pueden aplicar. Finalmente, otra alternativa es
considerar un modelo de dephasing como el desarrollado en este cap´ıtulo. La interaccio´n
entre las part´ıculas y el campo electromagne´tico cla´sico dependiente del tiempo induce una
fase de Aharonov fluctuante [19, 20]. En este caso, Γ = F = 〈eiφ〉 con F y φ definidas en
la Ec.(5.27).
En lo que sigue, so´lo nos limitaremos a desarrollar el modelo de dephasing y analizar
nume´ricamente la visibilidad de su patro´n de interferencia en funcio´n del tiempo. Los otros
casos pueden ser le´ıdos en detalle en [22]. Por u´ltimo, compararemos nuestros resultados
nume´ricos con los datos de un experimento de interferencia con a´tomos fr´ıos y fulerenos.
Ana´lisis nume´rico del patro´n de interferencia
Para reproducir el patro´n de interferencia de un experimento verdadero, deberemos ser un
poco ma´s precisos al escribir la funcio´n de onda del sistema. En particular, a un tiempo
inicial, tendremos, para el sistema cua´ntico
ψ(~x, 0) = N
(
exp(−(x− L0)
2
4σ2x0
) + exp(−(x+ L0)
2
4σ2x0
)
)
exp(− y
2
4σ2y0
− ikyy) (5.54)
donde 2L0 es la separacio´n inicial de los centros de los paquetes gaussianos, σx0, σy0 y ky
son para´metros libres del modelo que deben ser ajustados segu´n los datos experimentales.
Adema´s, asumiremos que ∆py << py, de modo que el momento en esa direccio´n esta´ bien
definido y el paquete de onda tiene una longitud de onda asociada λdB tal que λdB ∼
~/py << ∆y.
La matriz densidad correspondiente a la funcio´n de onda de la Ec.(5.54). es
ρr(~x, ~x
′, 0) = ρr(x, x
′, 0)⊗ ρr(y, y′, 0)
= 2N2
(
cosh(2L0(x+ x
′)) + cosh(2L0(x− x′))
)
χ(y, 0)∗χ(y′, 0).
La evolucio´n dina´mica de esta matriz puede ser reproducida utilizando una matriz densidad
gaussiana en la aproximacio´n de Born [94, 100] (que no implica que estemos mirando la
interferencia de campo lejano o Fraunhofer). De esta forma, la intensidad que se registra
en la pantalla a un tiempo posterior t, es
P (x, t) = e−N˜(t)e−4C(t)(x
2−L20)
(
cosh(8C(t)L0x) + Γ(t) cos(4B(t)L0x)
)
, (5.55)
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donde hemos absorbido el te´rmino gaussiano |χ(y, t)|2 de la direccio´n yˆ en la normalizacio´n
e−N˜(t).
Simularemos el experimento de interferometr´ıa de la siguiente manera. Haremos evolu-
cionar la matriz densidad inicial segu´n el me´todo nume´rico detallado en el Ape´ndice A. La
u´nica diferencia es que fijaremos γ0 = 0, de modo de eliminar la contribucio´n del entorno,
ya que e´sta esta´ contenida en el factor F que calculamos con anterioridad para neutrones
(en la Tabla 5.1) y fulerenos. De esta forma, tendremos acceso a la matriz densidad del sis-
tema, o mejor dicho, a los para´metros A(t), B(t), C(t), a todo tiempo. Cuantificaremos la
pe´rdida de contraste del patro´n de interferencia definiendo una funcio´n llamada visibilidad
ν, de particular importancia a nuestros fines,
ν =
Imax − Imin
Imax + Imin
,
donde Imax y Imin representan los ma´ximos y mı´nimos vecinos de interferencia, respectiva-
mente. Es fa´cil ver que, en funcio´n de la matriz densidad, podemos escribir esta cantidad
aproximando
ν(t) ∼ |ρint(x, x, t)|
ρ11(x, x, t) + ρ22(x, x, t)
,
donde ρii = |φi(x, t)|2, con i = 1, 2 y ρint contiene los te´rminos de interferencia. El valor
de esta funcio´n var´ıa desde 0 (no hay franjas) hasta 1 (visibilidad total de las franjas). En
nuestro modelo de dephasing, la funcio´n visibilidad obtenida nume´ricamente es:
νC(t) ≈ J0(|C|)
cosh(8L0C(t)x)
.
Recordemos que el factor Γ = F es constante en el tiempo a diferencia del factor de deco-
herencia que se hubiera obtenido al considerar otro modelo, por ejemplo Γ(t) = exp(−Dt)
o Γ(t) = exp(−Λt). En la Fig.5.7 mostramos nuestros resultados. En el modelo que aqu´ı
estamos estudiando, la interaccio´n entre las part´ıculas neutras con momento dipolar per-
manente y el campo electromagne´tico cla´sico esta´ siempre presente y no se puede “apagar”.
Sin embargo, como hemos demostrado con anterioridad en el caso de los neutrones, el efecto
es muy pequen˜o, totalmente despreciable de realizar un experimento. Pero, resulta ines-
peradamente relevante a la hora para experimentos part´ıculas masivas como, por ejemplo,
los fulerenos C60 o C70, ya que CF ∼ O(1).
Por u´ltimo, aplicaremos nuestro modelo de dephasing a los datos experimentales reporta-
dos en [35] durante la observacio´n del patro´n de interferencia de fulerenos C70. El resultado
se presenta en la Fig.5.8. Para estas part´ıculas masivas, podemos observar que el patro´n
de interferencia se atenu´a cuando el sistema es abierto. Los efectos incoherentes contenidos
en el factor de solapamiento ΓC son suficientes para reproducir los efectos del entorno en el
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Fig. 5.7: Izquierda: Evolucio´n temporal de la funcio´n visibilidad νC(t) para neutrones
(Cneutrons = 0.1) y fulerenos (Cfullerenes = 1 y Cfullerenes = 2) en presencia de un campo
electromagne´tico cla´sico dependiente del tiempo. Las curvas son para el primer ma´ximo y
primer mı´nimo del patro´n. Vemos que todas las curvas alcanzan un valor asinto´tico distinto
de cero. Derecha: La funcio´n visibilidad νC(t) como funcio´n de la separacio´n de las rendijas
L0 para un tiempo fijo tL = 0.2 s con σx0 = 0.5 s
−1. Las curvas son para el primer ma´ximo
de interferencia en el caso de neutrones y fulerenos. L0 esta´ medido en unidades de s
−1.
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Fig. 5.8: El patro´n de interferencia, con una visibilidad νC ∼ 0.62, que se observar´ıa en una
pantalla, tras considerar el modelo de dephasing para un experimento de interferencia entre
mole´culas masivas. Las curvas graficadas representan el caso aislado, la prediccio´n teo´rica
utilizando los datos experimentales reportados en [35] y los resultados nuestros utilizando
el modelo de dephasing con C = 1.
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patro´n de interferencia de un experimento verdadero con fulerenos. La atenuacio´n de dicho
patro´n fue observada en [35], en un experimento donde el campo cla´sico de nuestro modelo
puede representar el laser utlizado en dicho experimento.
5.3 Fases geome´tricas en el modelo esp´ın-boso´n
Como hemos mencionado antes, los sistemas cua´nticos tienen la capacidad de retener la
informacio´n de sus movimientos en el espacio de Hilbert a trave´s de la adquisicio´n de una
fase geome´trica. Estos factores de fase dependen so´lo de la geometr´ıa del camino elegido por
el sistema durante la evolucio´n y no del camino mismo. La fase de Berry es un feno´meno
cua´ntico relacionado a la evolucio´n adiaba´tica de un sistema como hemos mencionado al
principio de este cap´ıtulo. Recientemente, se ha sugerido que debiera ser posible observar
la fase de Berry (FB) en una estructura superconductora [101], y posiblemente, usarla para
controlar la evolucio´n de un estado cua´ntico [102]. Sin embargo, esta afirmacio´n no tiene
en cuenta el acoplamiento del sistema cua´ntico al entorno, el cual, en dichas estructuras,
no resultan despreciables [103]. La presencia del entorno y su injerencia en la FB tambie´n
resulta de gran importancia en experimentos que intentan manipular sistemas de dos niveles,
o qubits [102].
En este contexto, estudiaremos la fase de Berry de un sistema que no esta´ completa-
mente aislado. Los sistemas reales, esta´n acoplados a un entorno y esta interaccio´n se hace
evidente cuando se estudia el espectro de energ´ıas del sistema, ya que se vuelve un espectro
cont´ınuo. Originalmente, la FB se definio´ para sistemas cuyos estados estaban separados
por un intervalo finito de energ´ıa. Al pasar de un espectro discreto a uno cont´ınuo, uno
esperar´ıa que los para´metros del Hamiltoniano no pudieran ser variados de forma suficien-
temente lenta como para ser considerada una evolucio´n adiaba´tica. Esto significa que no
ser´ıa posible observar una FB en ese sistema, o de forma ma´s general, en ningu´n sistema
de la Naturaleza. Este argumento resulta demasiado simplista ya que se han realizado
experimentos que observaron la FB, ya sea de forma directa o indirecta [104, 105]. Con-
sideraremos un sistema cua´ntico sencillo, de dos niveles, que exhibe FB y lo acoplaremos
a un entorno, de manera bilineal, el cual esta´ compuesto por un nu´mero muy grande de
osciladores armo´nicos. Intentaremos responder dos preguntas. En primer lugar, ¿bajo que´
condiciones la FB puede ser observada? Y en segundo lugar, ¿si la fase que se observa es
igual a la FB del sistema aislado? Si no lo es, ¿es e´sta de naturaleza geome´trica?
Consideraremos sistema a aquellos grados de libertad de los cuales podemos tener
control. De esta manera, podemos preparar el sistema en el estado que deseamos y elegir los
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para´metros del Hamiltoniano bajo los cuales queremos que evolucione. El entorno consiste
de todos los grados de libertad a los cuales no tenemos acceso experimental. Generalmente,
lo ma´s eficiente que se puede lograr es asegurar que el universo, sistema + entorno, este´
en equilibrio te´rmico a temperatura T. Si, adema´s, se logra bajar la temperatura T a cero,
entonces podr´ıamos preparar al universo en su estado fundamental.
La idea original de Berry, que consideraba una evolucio´n adiaba´tica y c´ıclica, fue
generalizada en varios aspectos. Mientras que la mayor´ıa de ellas han sido para estados
puros, algunas pocas se han concentrado en analizar esta fase para el caso de estados mixtos,
probablemente motivadas en la implementacio´n de qubits. En este contexto, en [107] los au-
tores presentaron una definicio´n alternativa de las fases geome´tricas (FG) para operadores
densidad no degenerados, basados en interferometr´ıa cua´ntica. Por otro lado, en [108] se
definio´ la FG para un estado mixto, pero desde un punto de vista cinema´tico. Adema´s,
se extendio´ el estudio al caso de operadores densidad degenerados. Ambos enfoques, el
cinema´tico y el interferome´trico, son equivalentes, lo cual fue demostrado recientemente
en [106]. Finalmente, una buena generalizacio´n de las FGs al caso de una evolucio´n no
unitaria para estados mixtos fue realizada en [109], lo cual puede ser fundamental para la
evaluar la solidez de la llamada Computacio´n Cua´ntica Geome´trica. All´ı, se propuso una
representacio´n funcional de la fase geome´trica, la cual obtuvieron tras la sustraccio´n de la
fase dina´mica de la fase total adquirida por el sistema a trave´s de una transformacio´n de
gauge.
En este contexto, la FG de un estado mixto que evoluciona de manera no unitaria fue
definida como [109] :
Φ = arg{
∑
k
√
εk(0)εk(τ)〈Ψk(0)|Ψk(τ)〉e−
R τ
0 dt〈Ψk |
∂
∂t
|Ψk〉}, (5.56)
donde εk(t) son los autovalores y |Ψk〉 los autovectores de la matriz densidad reducida
del sistema ρr. En la expresio´n Ec.(5.56), τ denota el tiempo en el cual el sistema aislado
completa un ciclo de la evolucio´n. Cuando se considera el efecto del entorno sobre el sistema
cua´ntico, e´ste ya no sigue una evolucio´n c´ıclica. No obstante, en adelante consideraremos
una evolucio´n cuasi-c´ıclica, es decir P : t ǫ [0, τ ] con τ = 2π/Ω (Ω es la frecuencia del
sistema) [109]. Hay que destacar que la fase de la Ec.(5.56) es invariante de gauge y que
corresponde a la fase geome´trica unitaria en el caso que el estado es puro y el sistema
cerrado [107, 108].
El conocimiento de las FGs nos hace pensar que e´stas pueden ser observadas en ex-
perimentos que se llevan a cabo en una escala caracter´ıstica suficientemente “lenta” donde
las correcciones no adiaba´ticas de la evolucio´n pueden ser ignoradas, pero, a su vez, lo
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suficientemente “ra´pida” para evitar que el entorno destruya completamente el patro´n de
interferencia [110]. Hasta ahora, no ha habido evidencia experimental de la existencia de
FGs para estados mixtos durante evoluciones no unitarias. Lo que haremos en esta seccio´n
es analizar co´mo se ven afectadas las FGs debido al proceso de pe´rdida de coherencia.
Veremos cua´n robustas resultan frente a los efectos difusivos y tambie´n, bajo que´ condi-
ciones pueden ser observadas. En este contexto, presentaremos un modelo esp´ın-boso´n
sencillo y calcularemos las correcciones a la fase geome´trica unitaria debido a diferentes
tipos de entornos. Finalmente, estimaremos los tiempos de pe´rdida de coherencia a partir
de los cuales las FGs ya no resultan observables porque, literalmente, desaparecen.
En lo que sigue, estudiaremos un sistema de dos niveles, o qubit, acoplado a un ban˜o
te´rmico. La principal caracter´ıstica de este modelo, es que resulta resoluble de manera
exacta y la pe´rdida de coherencia es el u´nico efecto difusivo inducido en el sistema, es decir,
no hay disipacio´n. Este caso, es una situacio´n particular del esp´ın-boso´n de Legget [52]
(donde el te´rmino relacionado al efecto tu´nel cua´ntico es ∆ = 0) y ha sido ampliamente
usado para estudiar la pe´rdida de coherencia en Computacio´n Cua´ntica [111]. Particular-
mente, este modelo resulta relevante en las propuestas de observacio´n FGs en nanocircuitos
superconductores [112]. Nos concentraremos en entornos o´hmicos y suprao´hmicos, a tem-
peratura alta, baja y cero.
El Hamiltoniano que describe la accio´n completa del sistema de dos niveles con el entorno
es
HSB =
1
2
~Ωσz +
1
2
σz
∑
k
λk(gka
†
k + g
∗
kak) +
∑
k
~ωka
†
kak, (5.57)
donde el entorno esta´ descripto en funcio´n de un conjunto de osciladores armo´nicos acopla-
dos linealmente al sistema de dos niveles, a trave´s de la coordenada de posicio´n de estos
u´ltimos. El Hamiltoniano de interaccio´n, proporcional a σz, indica que el estado del entorno
es sensible so´lo a los valores de σz ; es decir, observa u´nicamente si el sistema esta´ en | ↑>
o | ↓>. La razo´n para considerar este acoplamiento es que los efectos de un acoplamiento
proporcional a σx y/o σy resultan importantes para determinar la renormalizacio´n de la
frecuencia natural del sistema. Sin embargo, en este caso [σz , Hint] = 0 y por tanto, la
ecuacio´n maestra correspondiente se simplifica bastante, ya que no hay efectos ni de renor-
malizacio´n ni disipacio´n. Adema´s, si [σz, Hint] = 0, las poblaciones de los te´rminos de la
diagonal se mantienen constante, es decir
ρ11 = TrE |1〉〈1|ρ(t) = 〈1|ρr(t)|1〉;
ρ00 = TrE |0〉〈0|ρ(t) = 〈0|ρr(t)|0〉,
donde ρ(t) es la matriz densidad del sistema total. Antes de determinar la ecuacio´n maes-
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tra de este sistema, podemos notar que el Hamiltoniano de interaccio´n en la homo´nima
representacio´n es
HI(t) = e
iH0tHIe
−iH0t =
∑
k
σz
(
gka
†
ke
iωkt + g∗kake
−iωkt
)
, (5.58)
y el operador de evolucio´n temporal unitario en la misma representacio´n
U(t) = T← exp
(
− i
∫ t
0
dsHI(t)
)
. (5.59)
Como el conmutador del Hamiltoniano de interaccio´n a dos tiempos distintos es una funcio´n
del tipo,
[HI(t), HI(t
′)] = −2i
∑
k
|gk|2 sin(ωk(t− t′)) ≡ −2iϕ(t− t′), (5.60)
obtenemos
U(t) = exp
(
− 1
2
∫ t
0
ds
∫ t
0
ds′[HI(s), HI(s
′)]θ(s− s′)
)
exp
(
− i
∫ t
0
dsHI(s)
)
exp
(
i
∫ t
0
ds
∫ t
0
ds′ϕ(s− s′)θ(s− s′)
)
V (t), (5.61)
donde hemos definido al operador unitario V (t) como
V (t) = exp
(
1
2
σz
∑
k
(αka
†
k + α
∗
kak)
)
, (5.62)
cuyas amplitudes αk = 2gk
1−eiωkt
ωk
. Con e´sto, podemos conocer el comportamiento en el
tiempo de las coherencias de la matriz densidad del sistema asumiendo que a tiempo cero el
sistema y el entorno no esta´n correlacionados, es decir ρ(0) = ρr(0)⊗ ρB, con ρB un estado
te´rmico de equilibrio,
ρrij (t) = 〈i|ρr(t)|j〉 = 〈i|TrEV(t)ρ(0)V−1(t)|j〉, (5.63)
es decir,
ρr10(t) = ρ
∗
r01
(t) = ρr10(0)e
A(t), (5.64)
donde hemos elegido el nombre A en analog´ıa al coeficiente de visibilidad Aint del Cap´ıtulo
2. El coeficiente A(t) lo podemos conocer con la ayuda de las Ecs.(5.62) y (5.63),
A(t) = lnTrB
{
exp
(∑
k
(αka
†
k + α
∗
kak)ρB
)}
=
∑
k
ln
〈
exp(αka
†
k + α
∗
kak)
〉
. (5.65)
Los corchetes angulares denotan el valor de expectacio´n con respecto al estado inicial del
entorno. Esta expresio´n puede ser fa´cilmente escrita como
χ(αk, α
∗
k) ≡
〈
exp(αka
†
k + α
∗
kak)
〉
≡ exp
{
− 1
2
|αk|2
〈
{ak, a†k}
〉}
(5.66)
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Si, ahora, hacemos el pasaje a una densidad espectral cont´ınua I(ω), obtenemos la funcio´n
de decoherencia, definida segu´n:
A(t) = −
∫ ∞
0
dωI(ω) coth
(
ω
2kBT
)
(1− cos(ωt))
ω2
. (5.67)
De esta manera, hemos obtenido la expresio´n expl´ıcita de la funcio´n de decoherencia en este
modelo. Resulta evidente que A(t), depende tanto de la temperatura del entorno, como
de la forma de la densidad espectral I(ω). Este procedimiento, nos da el mismo resultado
que si hubieramos realizado el me´todo perturbativo de la serie de Dyson, mencionado en el
Cap´ıtulo 1, para obtener la ecuacio´n maestra del sistema reducido. En ese caso, asumiendo
que (i) el sistema y el entorno no esta´n inicialmente correlacionados y (ii) el entorno esta´
inicialmente en equilibrio, la ecuacio´n maestra exacta para la matriz densidad reducida es,
ρ˙r = −iΩ[σz , ρr]−D(t)[σz, [σz, ρr]], (5.68)
donde
D(s) =
∫ s
0
ds′
∫ ∞
0
dωI(ω) coth
(
ω
2kBT
)
cos(ω(s− s′)).
El modelo describe un mecanismo puramente “decoherente”, conteniendo u´nicamente el
te´rmino de difusio´n D(t). Los me´todos se relacionan a partir de A(t) = ∫ t
0
dsD(t).
5.3.1 Ca´lculo de la fase geome´trica
En esta seccio´n, calcularemos la fase geome´trica para el modelo esp´ın-boso´n. Como ya
mencionamos, las poblaciones de los te´rminos diagonales de la matriz densidad se mantienen
constante; es decir, ρrii(t) = ρrii(0), para i = 0, 1. Luego, la solucio´n para los te´rminos fuera
de la diagonal sera´
ρr01(t) = e
−iΩt−A(t)ρr01(0) (5.69)
donde ρr01(0) es una constante determinada a partir de las condiciones iniciales. De esta
forma, definimos el coeficiente de decoherencia como Γ(t) = exp(−A(t)), de manera ana´loga
a los otros modelos estudiados en esta Tesis. Como A(t) es una cantidad real, la matriz
densidad reducida se completa pidiendo que ρr01(0) = ρr10(0) ya que ρr10 = ρr01
∗. Para un
sistema de dos niveles, el espacio de Hilbert puede ser representado por los estados sobre y
dentro de la esfera de Bloch (Fig.5.3). Luego, podemos asumir que, inicialmente, nuestro
estado esta´ en la superficie de dicha esfera (estado puro)
|Ψ(0)〉 = cos(θ0/2)|e〉+ sin(θ0/2)|g〉.
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As´ı, la constante ρr01(0) se determina a partir de ρr(0) = |Ψ(0)〉〈Ψ(0)|. Para tiempos t > 0,
la matriz densidad reducida es
ρr(t) =
(
cos(θ0/2)
2 1/2 sin(θ0)e
iΩt−A(t)
1/2 sin(θ0)e
−iΩt−A(t) sin(θ0/2)
2
)
.
Para calcular la fase geome´trica definida en la Ec.(5.56), so´lo necesitamos los autovalores
y autovectores de la matriz densidad reducida. Los autovalores de esta matriz se calculan
fa´cilmente, obteniendo
ε±(t) =
1
2
± 1
2
√
cos(θ0)2 + exp(−2A(t)) sin(θ0)2. (5.70)
En el caso de los autovectores, so´lo necesitaremos |Ψ+(t)〉 ya que ε−(0) = 0, y por tanto, la
u´nica contribucio´n a la fase geome´trica saldra´ del autovector |Ψ+(t)〉 y su correspondiente
autovalor. El autovector buscado se escribe
|Ψ+(t)〉 = e−iΩt sin(θt/2)|e〉+ cos(θt/2)|g〉, (5.71)
con tan(θt/2) = exp(−A(t)) cot(θ0/2). Es fa´cil ver que, cuando A = 0, obtenemos los
resultados de la evolucio´n unitaria. En particular, lo que resulta importante calcular es el
factor 〈Ψk|Ψ˙k〉 de la Ec.(5.56). Haciendo la derivada temporal del autovector, obtenemos
〈Ψk|Ψ˙k〉 = −iΩ sin(θt/2)2. De esta forma, la fase geome´trica de este sistema abierto es
Φ = arg
{√
ε+(τ)ε+(0)〈Ψ+(τ)|Ψ+(0)〉eiΩ
R τ
0 dt sin(
θt
2
)2
}
.
Este resultado es va´lido para cualquier matriz densidad que tenga estos autovalores y au-
tovectores, independientemente de la expresio´n exacta de A(t). Reemplazando las Ecs.
(5.70) y (5.71) en la expresio´n de la fase, la fase geome´trica asociada a una evolucio´n
semic´ıclica P : t ǫ [0, τ ] (con τ = 2π/Ω [109]), asumiendo adema´s cos(θ0/2) ≥ 0, es
Φ = Ω
∫ τ
0
dt sin
(
θt
2
)2
. (5.72)
Para evaluar esta integral, haremos una expansio´n en potencias de la constante disipativa
(γ0). De esta forma, a orden cero en dicha constante, obtendremos la fase geome´trica
unitaria ΦU y, a primer order, la correccio´n no unitaria a dicha fase. As´ı,
Φ = ΦU + δΦ ≈ π(1− cos(θ0)) + γ0Ω
2
sin(θ0)
2 cos(θ0)
∫ τ
0
dt
[
∂A(t)
∂γ0
]∣∣∣∣
γ0=0
,
donde ΦU = π(1−cos(θ0)) es el resultado de la fase para un sistema de dos niveles cua´ntico
cerrado. Para evaluar la correccio´n a la fase unitaria, debemos especificar que´ tipo de en-
torno tenemos; es decir, su densidad espectral y su temperatura. En lo que sigue analizare-
mos diferentes casos:
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Entorno o´hmico a temperatura alta. En este caso, la densidad espectral es de la
forma I(ω) = γ0/4 ωe
−ω/Λ y, adema´s vale ~Λ ≪ kBT . As´ı, podemos aproximar
coth(β~ω/2) en la Ec.(5.67) por 2kBT/(~ω) y el coeficiente de decoherencia que se
obtiene es An=1,HT(t) = (γ0πkBT )t/~. De esta forma, podemos estimar la correccio´n
a la fase unitaria como
δΦn=1,HT = π
2γ0
(
πkBT
~Ω
)
sin(θ0)
2 cos(θ0). (5.73)
Esta correccio´n es proporcional a γ0kBT/~Ω, por lo cual resulta grande para entornos
calientes y no deber´ıa ser despreciada (aunque γ0 ≪ 1). Nuestro resultado es formal-
mente similar a aquel encontrado en la Ref. [113]. Sin embargo, en ese trabajo, no
existe un modelo espec´ıfico sobre el entorno considerado ni una formulacio´n sobre la
dina´mica de los sistemas abiertos.
Entorno o´hmico a temperatura cero. En este caso, hay una escala temporal menos en
comparacio´n al caso de temperatura alta; por lo cual es esperable que la fase se corrija
de una manera significativamente distinta. El factor coth(β~ω/2), en la definicio´n de
A(t) de la Ec. (5.67) puede ser reemplazado por 1 y An=1,T=0(t) = γ0/2 log(1+Λ2t2).
As´ı, la correccio´n a la fase es
δΦn=1,T=0 = πγ0
(
− 1 + log(2πΛ
Ω
)
)
sin(θ0)
2 cos(θ0). (5.74)
Lo importante de este caso, es que la correccio´n a la fase unitaria puede asociarse a
las fluctuaciones cua´nticas de vac´ıo del entorno.
Podemos adema´s considerar entornos no o´hmicos. En el caso de entornos suprao´hmicos,
se manifiestan efectos no lineales en la dina´mica de tiempos cortos, debido a las correlaciones
del ban˜o generadas por ωn con n > 1. Lo interesante de esta situacio´n es que el campo
electromagne´tico puede ser modelado como un entorno suprao´hmico, lo cual puede ser
muy importante en o´ptica cua´ntica y en el ca´lculo de las fases geome´tricas. Por tanto,
evaluaremos la correcio´n a la fase geome´trica unitaria en presencia de dicho tipo de entorno.
Entorno suprao´hmico a temperatura alta. Haciendo la misma aproximacio´n para
la coth(β~ω/2) de la Ec.(5.67) que en el caso o´hmico, obtenemos el coeficiente de
decoherencia en este caso An=3,HT = 2kBT~ γ0Λ( Λ
2t2
1+Λ2t2
). De esta forma, es fa´cil estimar
la correccio´n a la fase unitaria como
δΦn=3,HT = πγ0
(
2kBT
~Λ
)
sin(θ0)
2 cos(θ0). (5.75)
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Entorno suprao´hmico a temperatura cero. De la misma forma que en los otros casos,
podemos estimar la correccio´n a primer orden en γ0 de la fase del sistema abierto como
δΦn=3,T=0 = πγ0 sin(θ0)
2 cos(θ0). (5.76)
Como Λ es la ma´xima frecuencia presente en el entorno, resulta va´lido asumir que Ω ≤ Λ. Si
el pare´ntesis de la Ec.(5.74) es de orden uno y, por tanto, las correcciones a temperatura cero
(Ecs.(5.74) y (5.76)), tanto del entorno o´hmico como del suprao´hmico, resultan similares
en valor absoluto. Lo mismo ocurre en el caso de temperatura alta con las correcciones a
la fase de las Ecs.(5.73) y Ec.(5.75).
Estos resultados son llamativamente interesantes y hacen evidente la solidez del modelo,
y de la fase en s´ı misma. Si bien la fase unitaria del sistema no depende del camino elegido,
la correccio´n no unitaria depende de los para´metros del entorno. Au´n as´ı, estas fases
podr´ıan ser observables bajo condiciones apropiadas. A continuacio´n analizaremos dichas
condiciones.
5.3.2 Tiempos de pe´rdida de coherencia
En adelante, estimaremos los tiempos de pe´rdida de coherencia en los diferentes casos men-
cionados anteriormente. Esta escala temporal corresponde al tiempo en el cual desaparecen
los te´rminos no diagonales de la matriz densidad, y resulta importante a la hora de planificar
un experimento para medir las fases geome´tricas. Cuando A(t) es grande, las coherencias
de la matriz desaparecen en una escala temporal tD asociada a A(t), o bien, al factor de
decoherencia Γ(t). De esta forma, las interferencias cua´nticas son eliminadas y desaparece
el patro´n de interferencia. Por tanto, estimaremos esta escala temporal tD pidiendo la
condicio´n A(tD) ≈ 1 en cada caso.
Para el entorno o´hmico a temperatura alta el coeficiente de decoherencia calculado es
An=1,HT(t) = (kBTπγ0/~)t. En este caso, el tiempo de pe´rdida de coherencia es extremada-
mente corto, ya que tn=1,HTD = ~/(kBTπγ0), como se puede observar en la Fig.5.9. Este es
el u´nico caso que no depende expl´ıcitamente de la frecuencia de corte del entorno Λ. Por
otro lado, cuando el entorno o´hmico esta´ a temperatura cero, el tiempo de decoherencia
que se obtiene es tn=1,T0D = e
1/γ0/Λ para Λt ≥ 1. El proceso de pe´rdida de coherencia se
hace presente en este entorno, pero en una escala temporal ma´s larga que la del caso de
temperatura alta. Esto concuerda con las estimaciones encontradas en el Cap´ıtulo 2 de esta
Tesis para estos entornos. Como se puede observar en el gra´fico inferior de la Fig.5.9, la
pe´rdida de coherencia se ve retrasada cuanto ma´s chico es el valor de γ0.
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Fig. 5.9: Comparacio´n entre los coeficientes Γ(t) para el entorno o´hmico (n = 1) y el
suprao´hmico (n = 3) para distintas temperaturas del entorno: alta (T = 1000), baja
(T = 1.55) y cero (~ = 1 = kB). Los valores de los para´metros usados son Λ = 100Ω y
γ0 = 0.3 en el gra´fico superior mientras que Λ = 100Ω y γ0 = 0.03 en el inferior. El tiempo
esta´ medido en unidades de Ω. Se puede notar que el l´ımite de baja temperatura no es
igual al caso de temperatura estrictamente cero.
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En cuanto al entorno suprao´hmico, veremos que el proceso de decoherencia tiene carac-
ter´ısticas bastante diferentes. En el caso de temperatura alta, el coeficiente de decoherencia
estimado es An=3,HT(t) = (2kBTγ0)Λt2/~ si Λt ≪ 1. As´ı, la estimacio´n del tiempo de de-
coherencia es directa y se obtiene tn=3,HTD = 1/Λ
√
~Λ/(2kBTγ0). Sin embargo, si Λt ≥ 1,
el coeficiente de decoherencia es cualitativamente diferente: An=3,HT = 2kBTγ0/(~Λ), ya
que es constante en el tiempo. En este caso, la pe´rdida de coherencia en el sistema so´lo se
llevara´ a cabo si 2kBTγ0 ≫ ~Λ y eso debe ocurrir en un tiempo t < 1/Λ, como se puede
observar en el gra´fico superior de la Fig.5.9. Por el contrario, en el gra´fico inferior de dicha
figura, el valor de γ0 es bastante ma´s chico y kBTγ0 < ~Λ, lo cual implica que An=3,HT
nunca sera´ de orden uno y la decoherencia no sera´ efectiva en dicho entorno. Finalmente,
si el entorno suprao´hmico esta´ a temperatura cero, el coeficiente de decoherencia estimado
es An=3,T0 = γ0Λ4t4/(1 + Λ2t2)2. En la Fig.5.9, podemos notar que no hay pe´rdida de
coherencia en el sistema para este caso. Esto se debe a que An=3,T0 = γ0 para Λt ≥ 1. El
factor de decoherencia entonces sera´ constante e−γ0 . Como γ0 < 1, este factor nunca sera´
cero.
En s´ıntesis podemos notar que, a pesar de ser un modelo muy sencillo de decoheren-
cia, reobtenemos las estimaciones de los tiempos de decoherencia realizados en entornos
o´hmicos y no o´hmicos del Cap´ıtulo 2. Para medir la fase geome´trica del sistema, la fase
dina´mica debe ser eliminada, ya sea utilizando la te´cnica de spin echo para espines en cam-
pos magne´ticos [114], o bien, utilizando el transporte paralelo y asegurarse, as´ı, que la fase
dina´mica es cero a todo tiempo. A pesar que el estado no adquiere una fase localmente,
s´ı la adquiere globalmente, la cual es igual a la fase geome´trica en el caso del sistema
cua´ntico aislado. En el caso de sistemas abiertos hemos demostrado co´mo se modifican
estas fases en funcio´n de los para´metros que caracterizan al entorno. Consideramos que
estas estimaciones resultan importantes a la hora de planificar un experimento de medicio´n
de fases geome´tricas para estados mixtos en evoluciones no unitarias [115], particularmente
interesante en el marco de la Computacio´n Cua´ntica. Segu´n nuestro ana´lisis, podemos afir-
mar que el mejor montaje experimental para lograr la medicio´n de esta fase es el entorno
suprao´hmico en el caso de temperatura cero y re´gimen subamortiguado. Es decir, podr´ıa
implementarse en una cavidad electromagne´tica superconductora.
Cap´ıtulo 6
Decoherencia de dominios y defectos
durante una transicio´n de fase
En este cap´ıtulo final, presentaremos un ana´lisis completo acerca del proceso de pe´rdida de
coherencia para un campo escalar que sufre una transicio´n de fase. Las transiciones de fase
con ruptura de simetr´ıa traen como consecuencia la formacio´n de configuraciones de campo
macrosco´picas estables, llamadas dominios y defectos topolo´gicos. El estudio del proceso de
decoherencia en este contexto es crucial para entender la aparicio´n de estas configuraciones
cla´sicas a partir de un campo cua´ntico con ruptura de la simetr´ıa. Este cap´ıtulo resulta una
continuacio´n a una serie de trabajos realizados por Lombardo y colaboradores [24, 29, 31].
Por un lado, el ordenamiento que sufre el campo luego de una transicio´n de fase de
este tipo, se debe al crecimiento de la amplitud de las longitudes de onda inestables del
mismo, las cuales surgen automa´ticamente a partir de los ma´ximos inestables del potencial.
A partir de los trabajos de Guth y Pi [116], resulta conocido el hecho que los modos
inestables generan correlaciones a trave´s del proceso de “squeezing” (igual que lo que ocurre
en O´ptica Cua´ntica). Por otro lado, la diagonalizacio´n de la funcional de decoherencia
resulta inevitable al considerar el granulado grueso del campo.
Existen varias escalas temporales relevantes para ser tenidas en cuenta en la descripcio´n
de una transicio´n de fase. Si e´sta es ra´pida, la condicio´n inicial del campo escalar puede
ser descripta por un campo libre con un potencial invertido, es decir (masa)2 < 0. E´sto
es va´lido hasta que la funcio´n de onda del campo explora los mı´nimos del potencial en un
tiempo, conocido como el tiempo espinodal tesp. En particular, el ordenamiento del campo
luego de una transicio´n de fase se debe al crecimiento de la amplitud de los modos inestables
(longitudes de onda largas). Por tanto, los modos de longitudes de onda cortas del campo,
junto con los otros campos externos con los cuales el campo sistema interactu´a, forman un
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entorno efectivo que, al efectuarle un proceso de granulado grueso, induce decoherencia en
el campo sistema [24]. Es por esto, que existe otra escala temporal asociada al entorno,
llamada tiempo de decoherencia tD. Cuando t > tD, el para´metro de orden se vuelve una
entidad cla´sica [68].
Como es sabido las escalas temporales involucradas en el proceso de decoherencia son
dif´ıciles de obtener en teor´ıa de campos y para estimarlas es necesario realizar aproxima-
ciones. En el marco de la teor´ıa cua´ntica de campos, F.C. Lombardo y F.D. Mazzitelli [24]
desarrollaron un me´todo para estudiar en forma cuantitativa y de manera aproximada los
efectos difusivos que producen decoherencia. Para ello consideraron un campo escalar ϕ
con autointeraccio´n λϕ4 y usaron una longitud de onda cr´ıtica para separar a los modos del
campo en dos sectores: aquellos con longitudes de onda mayores a la cr´ıtica y los modos
restantes. En este modelo estudiaron la decoherencia para los modos de longitud de onda
“larga” como funcio´n de la longitud cr´ıtica. En particular, realizaron dicho estudio para
un campo ϕ acoplado conformemente a la curvatura de un espacio-tiempo de de Sitter y
mostraron que la pe´rdida de coherencia es efectiva si la longitud cr´ıtica es mayor al radio
de Hubble en el contexto de modelos Inflacionarios de Cosmolog´ıa.
Continuando con el desarrollo del me´todo, estos autores junto con R.J. Rivers [29, 31],
consideraron el problema de la validez de la aproximacio´n cla´sica para el para´metro de
orden de una transicio´n de fase de segundo orden, producida por la ruptura de una simetr´ıa.
Trabajando en el espacio-tiempo de Minkowski, estudiaron la pe´rdida de coherencia para
este para´metro de orden, el cual estaba constitu´ıdo ba´sicamente por el modo homoge´neo
del campo ϕ. En este contexto, adema´s de la autointeraccio´n λϕ4, los autores propusieron
un conjunto de campos con temperatura, a los cuales el campo ϕ pod´ıa estar acoplado
de distintas maneras. Luego estimaron un tiempo de decoherencia asociado a cada uno
de los distintos te´rminos de la accio´n de interaccio´n del para´metro de orden. Finalmente,
mostraron que dichos tiempos, para acoplamientos de´biles, son t´ıpicamente ma´s cortos
que el tiempo para el cual las no linealidades del problema comienzan a ser relevantes,
concluyendo que es posible realizar un ana´lisis cla´sico en tal re´gimen.
En el contexto de la Teor´ıa Cua´ntica de Campos (TCC), podemos analizar la decoheren-
cia de dos maneras, en algunos casos equivalentes. En trabajos realizados por Lombardo,
Mazzitelli y Rivers [29, 31, 117], se estudio´ la diagonalizacio´n de ρ a partir de una ecuacio´n
maestra. Otra posibilidad, es que la diagonalizacio´n se analice a partir de la funcional de
influencia directamente. En cualquier enfoque que tomemos, lo importante es definir en que´
base del campo se intenta lograr dicha diagonalizacio´n, la cual, de todas formas, se obtiene
de manera aproximada. Si consideramos un campo sistema de infinitos grados de libertad,
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el camino ma´s aconsejable es el funcional.
Este cap´ıtulo resulta una “secuela” a los trabajos mencionados, ya que aqu´ı explo-
raremos de que´ forma dichas transiciones, naturalmente, convierten la descripcio´n cua´ntica
del Universo en cla´sica. En adelante, como en los trabajos previos, usaremos la formacio´n
de dominios luego de una transicio´n de fase para caracterizar la aparicio´n del compor-
tamiento cla´sico. En particular, recrearemos este resultado pero utilizando un formalismo
ma´s sencillo.
6.1 El modelo
Consideraremos el caso de un campo real cua´ntico φ con un potencial de pozo doble.
Como ya hemos mencionado, el ordenamiento del campo luego de una transicio´n de fase,
se debe al crecimiento de los modos de longitud de onda larga. Para estos modos, el
entorno esta´ compuesto de los modos de longitud de onda corta ma´s los campos externos
con los cuales el campo sistema interactu´a en ausencia de reglas de seleccio´n [118, 119]. La
inclusio´n de campos externos se debe, por un lado, al hecho que un campo escalar aislado es
f´ısicamente poco realista; y por el otro, al hecho que nos provee de un marco para realizar
aproximaciones que simplifican algunos ca´lculos [31]. Para ser espec´ıficos, la accio´n ma´s
sencilla de un campo escalar y varios campos entorno χa es
S[φ, χ] = Ssistema[φ] + Sentorno[χ] + Sinteraccion[φ, χ], (6.1)
donde (con µ2, m2 > 0 )
Ssistema[φ] =
∫
d4x
{
1
2
∂µφ∂
µφ+
1
2
µ2φ2 − λ
4
φ4
}
,
Sentorno[χ] =
N∑
a=1
∫
d4x
{
1
2
∂µχa∂
µχa − 1
2
m2aχ
2
a
}
,
y las acciones ma´s relevantes entre sistema y entorno son de la forma bicuadra´tica:
Sinteraccion[φ, χ] = −
N∑
a=1
ga
8
∫
d4x φ2(x)χ2a(x). (6.2)
Es va´lido resaltar que, au´n si no se consideraran los campos externos con una interaccio´n
cuadra´tica con el campo sistema del tipo de la Ec.(6.2), la interaccio´n entre los modos de
e´ste de longitud de onda larga y corta se podr´ıa escribir en funcio´n de te´rminos de esta
forma (adema´s de varios otros), y, as´ı, mostrar que un te´rmino de esta forma es obligatorio.
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A pesar que el campo sistema φ sufre una pe´rdida de coherencia debido a la presencia
de sus propios modos de longitud de onda corta [24], primero consideraremos el caso en
que el entorno esta´ compuesto u´nicamente por los campos externos χa. Como los entornos
poseen un efecto acumulativo sobre la aparicio´n del comportamiento cla´sico, la inclusio´n de
un componente adicional en el entorno reduce el tiempo que le lleva al sistema comportarse
de manera cla´sica. Por e´sto, resulta lo´gico incluir de a una las partes del entorno, ya que de
esa forma estamos obteniendo una cota superior del tiempo de decoherencia en cada paso
[31].
En [29, 31, 117], se ha demostrado que para que el ana´lisis sea ma´s robusto es necesario
que el entorno tenga un fuerte impacto en el campo sistema (y no al reve´s). La forma ma´s
sencilla de implementar eso es pedir que N ≫ 1, o sea el nu´mero de campos externos χa
presentes en el entorno con masas comparables ma ⋍ µ, de´bilmente acoplados al campo
escalar φ, con λ, ga ≪ 1 (para ma´s detallas ver [24]). De esta forma, existen N campos
externos interactuando con el campo sistema, pero so´lo un potencial propio del sistema
incapaz de reaccionar contra ese entorno expl´ıcito.
Para la consistencia de los ca´lculos a un lazo, alcanza pedir que ga = g/
√
N . Con nuestra
eleccio´n de sistema y entornos, no hay interacciones directas del tipo χ4. Y aquellas que son
indirectas, mediadas por lazos en φ, son despreciables en un factor g/
√
N . Consideraremos
que tanto el estado inicial del sistema como el del entorno, es un estado te´rmico de equilibrio,
a una temperatura alta T0, mayor que la temperatura cr´ıtica Tc. Supondremos, luego, un
cambio global en el entorno (por ejemplo, la expansio´n del Universo Temprano), que se
puede caracterizar por el cambio en la temperatura, de modo que Tf < Tc. Es decir, la
transicio´n de fase no se debe a los efectos inducidos por los campos entorno.
La condicio´n inicial asumida no corresponde al caso en que la matriz densidad total esta´
no correlacionada en los campos φ y χ, ya que es la interaccio´n entre e´stos la que conduce
a la restitucio´n de la simetr´ıa perdida en el caso de temperatura alta. As´ı, la condicio´n
inicial conduce a una accio´n efectiva para las cuasiparticulas φ,
Seffsistema[φ] =
∫
d4x
{
1
2
∂µφ∂
µφ− 1
2
m2φ(T0)φ
2 − λ
4
φ4
}
(6.3)
donde, segu´n la aproximacio´n de campo medio, m2φ(T0) = −µ2(1 − T 20 /T 2c ) para T ≈ Tc.
Como resultado, podemos tomar una matriz densidad a temperatura T0, factorizada de la
forma ρˆ[T0] = ρˆφ[T0] × ρˆχ[T0], donde ρˆφ[T0] esta´ determinado por Seffsistema[φ] y ρˆχ[T0] por
Sentorno[χa]. Esto significa los campos χa tienen un gran efecto en el campo φ, mientras que
e´ste tiene un efecto despreciable en los campos entorno.
Si asumimos que el cambio en la temperatura no es muy lento, las inestabilidades
exponenciales del campo sistema φ crecen tan ra´pido que el sistema logra poblar los mı´nimos
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de potencial mucho antes que la temperatura sea bastante ma´s chica que la temperatura
cr´ıtica [120]. Como la temperatura Tc no tiene una importancia particular para los campos
entorno, para tiempos chicos en la evolucio´n podemos considerar la temperatura del entorno
es fija Tχ ≈ Tc. Adema´s, por simplicidad, las masas de los campos χa sera´n consideradas
ma ≃ µ.
En este contexto, nos alcanza con pedir que la transicio´n sea instanta´nea. Transiciones
ma´s lentas hacen que los ca´lculos anal´ıticos sean demasiado complicados, sin cambiar la
naturaleza cualitativa de los resultados [24].
6.2 Me´todo de la funcional de Decoherencia
La idea de historias consistentes nos provee un marco alternativo para estudiar la clasi-
calidad en sistemas cua´nticos abiertos. La evolucio´n cua´ntica de un sistema puede ser
considerada como una superposicio´n lineal de un granulado fino de historias consistentes.
Nosotros intentaremos distinguir entre soluciones cla´sicas emergentes luego de una tran-
sicio´n de fase cua´ntica. Por e´sto, trabajaremos en la base de configuraciones del campo. Si
consideramos que el campo φ(x) representa un historia, entonces la amplitud cua´ntica de
e´sta es Ψ[φ] ∼ eiS[φ] en unidades de ~ = 1. En la aproximacio´n que estudiaremos aqu´ı, la
cantidad que nos interesara´ es un granulado grueso de historias, es decir
Ψ[α] =
∫
Dφ eiS[φ]α[φ], (6.4)
donde α[φ] es una funcio´n filtro que define el granulado grueso, o traza sobre los grados de
libertad de los campos χa. As´ı, la funcional de decoherencia para dos historias del campo
es:
D[α+, α−] =
∫
Dφ+Dφ− ei(S[φ+]−S[φ−])α+[φ+]α−[φ−]. (6.5)
D[α+, α−] no se factoriza porque las historias φ± no son independientes. En este contexto,
decoherencia significa f´ısicamente que dos historias del granulado grueso adquieren reali-
dades individuales y por tanto, se les debe asignar probabilidades definidas en el sentido
cla´sico.
Una condicio´n necesaria y suficiente para la validez de las reglas de suma de probabili-
dades (es decir, sin interferencias cua´nticas) [121] es que se cumpla
ReD [α+, α−] ≈ 0, (6.6)
cuando α+ 6= α−, aunque en muchas situaciones, la condicio´n au´n ma´s restrictivaD[α+, α−] ≈
0 se cumple [122]. En ese caso, las historias son consistentes.
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Para nuestra aplicacio´n particular, obtendremos como historia de grano grueso a aquella
obtenida a partir de un granulado grueso sobre todas las configuraciones de grano fino donde
el campo φ permanece cercano a su configuracio´n cla´sica φcl. La funcio´n filtro la definimos
como
αcl[φ] =
∫
DJ ei
R
J(φ−φcl)αcl[J ]. (6.7)
En un caso general, α[φ] es una funcio´n suave (excluyendo el caso donde α[φ] = const,
donde no hay granulado grueso). Usando, entonces,
Jφ ≡
∫
d4xJ(x)φ(x), (6.8)
podemos escribir la funcional de decoherencia entre dos historias cla´sicas como
D[α+, α−] =
∫
DJ+DJ− eiW [J+,J−]−(J+φ+cl−J−φ−cl)α+[J+]α−∗[J−], (6.9)
donde
eiW [J
+,J−] =
∫
Dφ+Dφ− ei(S[φ+]−S[φ−]+J+φ+−J−φ−), (6.10)
es la funcional generatriz de camino temporal cerrado (CPT) [123]. En principio, podr´ıamos
examinar soluciones cla´sicas generales para ver la consistencia del modelo, pero, en la
pra´ctica, es conveniente limitarse a soluciones particulares φ±, teniendo en cuenta la nat-
uraleza del proceso de pe´rdida de coherencia que estamos estudiando. Inicialmente, como
ya hemos mencionado, realizamos la separacio´n del para´metro de orden del campo φ y los
campos expl´ıcitos del entorno χa, donde, segu´n la aproximacio´n de fase estacionaria sobre
J ,
D[φ+cl, φ−cl] ∼ F [φ+cl , φ−cl]. (6.11)
F [φ+, φ−] es la funcional de influencia de Feynman y Vernon [4]. La funcional de influencia
se escribe en funcio´n de la accio´n de influencia A[φ+cl , φ
−
cl] como
F [φ+cl, φ
−
cl ] = exp{iA[φ+cl , φ−cl ]}. (6.12)
De esta forma, la funcional de decoherencia que resulta es
|D[φ+cl, φ−cl]| ∼ exp{−ImδA[φ+cl , φ−cl]}, (6.13)
donde δA es la contribucio´n a la accio´n debido a la presencia del entorno.
En este contexto, una vez que hemos elegido las soluciones de intere´s, las historias
adyacentes se vuelven consistentes a un tiempo de decoherencia tD, para el cual
1 ≈ Im δA|t=tD . (6.14)
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Como estamos considerando un acoplamiento de´bil con los campos externos, podemos ex-
pandir la funcional de influencia F [φ+, φ−] a segundo orden no trivial en la constante de
acoplamiento para N grande. Los te´rminos de orden superior son despreciados ya que de-
caen ra´pidamente con las potencias de N . La forma general de la accio´n de influencia es
[24, 124]
δA[φ+, φ−] = {〈Sint[φ+, χ+a ]〉0 − 〈Sint[φ−, χ−a ]〉0}+
i
2
{〈S2int[φ+, χ+a ]〉0 −
[〈Sint[φ+, χ+a ]〉0]2}
− i{〈Sint[φ+, χ+a ]Sint[φ−, χ−a ]〉0 − 〈Sint[φ+, χ+a ]〉0〈Sint[φ−, χ−a ]〉0}
+
i
2
{〈S2int[φ−, χ−a ]〉0 −
[〈Sint[φ−, χ−a ]〉0]2}.
Un paso adicional que se deber´ıa realizar a esta altura, es la separacio´n del campo φ entre
sus modos de longitud de onda corta y larga, es decir φ = φ<Λ+φ>Λ, con Λ una frecuencia
de corte. En el caso de una transicio´n de fase, podemos tomar Λ ∼ µ. Los modos de
longitud de onda larga, |k| < µ, determinan los dominios, mientras que los de longitud de
onda corta |k| > µ actu´an como un entorno impl´ıcito de los primeros. Sin embargo, ese
paso no sera´ inclu´ıdo en esta Tesis, ya que u´nicamente sirve para acortar los tiempos de
decoherencia, los cuales como se vera´, ya son suficientemente cortos.
Cabe destacar que, au´n si ignoramos este paso, ya que lo u´nico que buscamos es acotar
el tiempo de decoherencia tD, e´ste no resulta u´nico pues depende de la solucio´n cla´sica
que se considere para el campo sistema. Sin embargo, en la pra´ctica, todas las soluciones
razonables que se eligen, dan lugar a una cota superior para tD, cualitativamente similar
en todos los casos. Esto se debe, en primer lugar, a que para los modos de longitud de
onda largas del campo sistema, el perfil espacial de la solucio´n cla´sica del mismo no resulta
relevante, ya que es su crecimiento exponencial en el tiempo el que fija la escala para la
aparicio´n del comportamiento cla´sico. Por e´sto mismo, es que tD es insensible a estos
modos, y adema´s, depende de manera logar´ıtmica, u´nicamente, de los para´metros de la
teor´ıa. Asimismo, con la escala de masa que estamos asumiendo en este trabajo, la escala
de la inversa de la longitud de Compton, ya queda determinada la tasa del crecimiento
exponencial y la distancia natural sobre la cual no vamos a discrimar entre soluciones
cla´sicas. Distintas elecciones de estas u´ltimas, entonces, implican diferencias en µtD del
order de la unidad, valores much´ısimos ma´s pequen˜os que µtD, que, por tanto, ignoraremos.
Para acoplamientos de´biles como el que nos concierne en este caso, el tiempo de decoherencia
es relativamente sencillo de calcular, principalmente debido a la forma de la interaccio´n
Sint[φ, χ] de la Ec.(6.2). En lo que sigue veremos que, en nuestro modelo en particular,
este tiempo resulta menor que el tiempo u´nico t∗, tiempo al cual la transicio´n se completa,
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definido en funcio´n del campo sistema segu´n la siguiente relacio´n:
〈φ2〉t∗ ∼ η2 = 6µ2/λ , (6.15)
donde el promedio es sobre el campo sistema y η es el valor final del campo. En la Ec.(6.15),
se desprecian 1 los modos de longitud de onda corta (|k| > µ) de φ. Esto da 〈φ2〉t∗ (de
manera ma´s expl´ıcita, y en sinton´ıa con los otros cap´ıtulos de esta Tesis, 〈φ2〉t∗ = Tr{ρrφ2}
donde ρr es la matriz densidad reducida del campo sistema). De nuevo, cualquier am-
bigu¨edad que se presente en µtD, es del orden de la unidad, equivalente a la escala temporal
en la cual los efectos no lineales son importantes, en comparacio´n al comportamiento expo-
nencial del campo libre [125]. Es sabido que el efecto del entorno es inducir el proceso de
pe´rdida de coherencia en el sistema, y la posterior clasicalizacio´n del mismo. Por tanto, el
comportamiento cla´sico del campo sistema se puede describir mediante las ecuaciones es-
toca´sticas cla´sicas de Langevin que e´ste satisface [126, 127]. A la vez, es necesario remarcar,
que estamos asumiendo un acoplamiento tal que el sistema no vuelva a tener coherencia (o
“recohera”) hasta despue´s del tiempo t∗ [128].
As´ı, para el acoplamiento bicuadra´tico de la Ec.(6.2), la funcional de influencia esta´
dada por:
ReδA =
g2
8
∫
d4x
∫
d4y ∆(x)K(x− y)Σ(y),
ImδA = −g
2
16
∫
d4x
∫
d4y ∆(x)N(x, y)∆(y),
dondeK(x−y) = ImG2++(x, y)θ(y0−x0) es el nu´cleo de disipacio´n yN(x−y) = ReG2++(x, y)
el de ruido (difusio´n). G++ es la funcio´n de Green de camino temporal cerrado del campo χ
a temperatura T0 [31]. Hemos definido ∆ =
1
2
(φ+2−φ−2) and Σ = 1
2
(φ+2+φ−2). Buscamos
soluciones cla´sicas de la forma
φcl(~x, s) = f(s, t)Φ(~x),
donde, en principio, f(s, t) verifique f(0, t) = φi y f(t, t) = φf , mientras que Φ(~x) indica la
configuracio´n espacio del campo.
Comenzaremos mostrando que, a partir del uso de la Ec.(6.14), podemos obtener los
resultados previamente obtenidos por los autores en la Refs.[29, 31], pero de manera ma´s
sencilla (evitando la ecuacio´n maestra que es bastante complicada en Teor´ıa de Campos).
Ya que consideramos que tD < t
∗, nos resulta suficiente restringirnos a una condicio´n inicial
definida por un campo gaussiano libre de (masa)2 negativa. De hecho, para ecuaciones
1Estamos suponiendo que la dina´mica del sistema esta´ dominada por el modo homoge´neo, es decir
φ(~x, t) ∼ φ(t) = eµt
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de Langevin ideales, esta suposicio´n resulta una buena aproximacio´n para la formacio´n de
dominios en el re´gimen no lineal [120]. Buscamos campos cla´sicos que, luego de un cambio
su´bito de la temperatura global, tengan la forma [29]
φ±cl(s, ~x) = e
µsφ±f cos(k0 x) cos(k0 y) cos(k0 z), (6.16)
donde φ±f es la configuracio´n final del campo. Esta es una aproximacio´n de un modo
solo para un estructura regular de dominio tipo chequer-board. Las longitudes de ondas
cortas pueden ser introducidas sin modificar significativamente los resultados (para ma´s
detalles ver [31]). Para un cambio brusco como el mencionado anteriormente, usaremos
el comportamiento a tiempos largos del modo homoge´neo presente en el campo sistema
(k0 = 0), φ
±
cl(s, ~x) ∼ eµsφ±f . El factor exponencial, como es usual, se deriva del crecimiento
de los modos inestables de longitudes de ondas largas.
Por todo esto, ImδA[φ+cl , φ
−
cl] toma la siguiente forma:
Im δA =
g2V T 2c π
64
∆2f
∫ ∞
0
dk
(k2 + µ2)2
× 1 + e
4µt − e2µt cos (2
√
k2 + µ2)
(k2 + 2µ2)
, (6.17)
donde ∆f = 1/2(φ
+2
f − φ−2f ), y Tc es la temperatura cr´ıtica del entorno. La presencia del
volumen V , se debe a que estamos considerando configuraciones de campo distrubu´ıdas
en un volumen V (ondas planas en cada direccio´n). Este volumen se interpreta como
el volumen mı´nimo necesario en el cual no hay superposiciones coherentes de estados
macrosco´picamente distinguibles del campo sistema. Ma´s adelante, consideraremos con-
figuraciones donde este factor no esta´ presente.
Luego de pedir que µt ≫ 1, la integral en momento puede ser resuelta anal´ıticamente,
de manera de obtener
Im δA ∼ g
2V T 2c π
2
256
(3− 2√2)
µ3
∆2f e
4µt. (6.18)
Una vez obtenida esta expresio´n, estamos en condiciones de evaluar el tiempo de decoheren-
cia tD para una variacio´n en la amplitud del campo, como
µtD ∼ 1
2
ln

 16µ
3
2
gTc∆fV
1
2π
√
(3− 2√2)

 . (6.19)
Usando un valor conservativo para el volumen, V = O(µ−3), obtenemos
µtD ∼ 1
2
ln
{
16µ3
gTc∆f
}
. (6.20)
Podemos re-escribir esta expresio´n en te´rmino de ∆f = φ¯∆¯/2, con φ¯ = φ
+
f + φ
−
f y, ∆¯ =
φ+f − φ−f . Cuando la transicio´n se termina, φ¯2 ≃ η2 ∼ λ−1. A un tiempo tD, tomaremos el
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valor φ¯2 ∼ O(µ2α/λ). El valor de α debe ser determinado, considerando que λ < α < 1
y que a tiempo tD, 〈φ2〉t ∼ αη2. En un trabajo previo [29], los autores mostraron que
el valor de α se determina segu´n α ≈ √µ/Tc. Asimismo, fijamos ∆¯ ∼ 2µ, es decir, no
discriminamos entre amplitudes de campo que difieren en O(µ). µ−1 indica el grosor de las
paredes de los contornos de los dominios a medida que el campo se establece en sus valores
fundamentales. Finalmente, por simplicidad, fijamos los acoplamientos g ∼ λ. Con esto,
obtenemos la cota superior para el tiempo tD,
µtD ∼ 1
2
ln
{
η
Tc
√
α
}
, (6.21)
valor que coincide exactamente con a´quel obtenido en la Ref.[29], a partir del uso de la
ecuacio´n maestra.
Si ahora, adema´s, trazamos sobre los modos de longitud de onda corta, como en [24],
obtendr´ıamos un te´rmino adicional en ImδA, cualitativamente similar a Ec.(6.18), que
servira´ para preservar la condicio´n tD < t
∗, haciendo que el tiempo tD sea au´n ma´s chico.
En lo que sigue, no consideraremos este entorno impl´ıcito.
A modo comparativo, buscamos t∗ para el cual 〈φ2〉t ∼ η2, definido en las Refs.[29, 31]
µt∗ ∼ 1
2
ln
{
η√
µTc
}
, (6.22)
donde µ−1 < tD < t
∗, con
µt∗ − µtD ≃ 1
4
ln
{
Tc
µ
}
> 1, (6.23)
para un acoplamiento de´bil, o´ temperaturas iniciales suficientemente elevadas.
A esta altura, hemos demostrado que el me´todo de la funcional de decoherencia nos
da las mismas conclusiones que si hubie´semos resuelto la ecuacio´n maestra. Por esto, nos
dedicaremos a resolver configuraciones de campo que resultar´ıan de un alto costo anal´ıtico
al ser encaradas desde el punto de vista de la ecuacio´n maestra. En este contexto, nos
ocuparemos de un dominio localizado en vez de configuraciones de campo distribu´ıdas en
todo el volumen V .
La orientacio´n de esos dominios es irrelevante. De manera ma´s sencilla, consideramos
las soluciones de un dominio cla´sico, para el modo k0 = 0, de la forma:
φ±(s, ~x) = φ±f e
µs tanh(µx), (6.24)
que relaciona dominios adyacentes. Nuestro intere´s primario es determinar el tiempo de
decoherencia inducido por un pequen˜o apartamiento en las paredes del dominio, a trave´s
de la evaluacio´n de la accio´n de influencia para las configuraciones cla´sicas del campo
φ±(x, s) = ηf(s, t)Φ±(x), donde Φ±(x) = Φ(x± δ/2) (6.25)
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As´ı, tomamos δ como un pequen˜o apartamiento en la posicio´n de la pared, y consecuente-
mente, expandimos la solucio´n cla´sica (o, equivalentemen ∆(x)) en potencias de µδ, a
primer orden:
∆(s, ~x) ≈ µ δ η2 e2µs tanh(µx) sech2(µx). (6.26)
De esta forma, la parte imaginaria de la accio´n de influencia, despue´s de haber integrado
en el tiempo y asumido que µt≫ 1, se puede escribir como:
ImδA ≈ g
2T 2c η
4δ2µ2
64(2π)6
e4µt
∫
d3x
∫
d3y
∫
d3k
∫
d3p
e−i(~p+
~k)(~x−~y)
(k2 + µ2)(p2 + µ2)
× tanh(µx) sech
2(µx) tanh(µy) sech2(µy)[
(
√
k2 + µ2 +
√
p2 + µ2)2 + 4µ2
] .
Estas integrales pueden ser calculadas de manera exacta, aunque en parte de manera
anal´ıtica y nume´rica, para obtener como resultado
ImδA ≈ 0.2g
2T 2c η
4L2δ2
1024
e4µt
µ2
, (6.27)
donde L2 es un te´rmino de superficie, ana´logo al volumen de la configuracio´n anterior. Este
factor se debe a que estamos considerando una solucio´n de un kink en una dimensio´n, pero
encuadrada en un espacio de tres dimensiones. El factor L2 representa el espacio libre de
dos dimensiones del correspondiente kink en tres dimensiones. De manera conservativa,
podemos fijar L = O(µ−1), como la mı´nima escala espacial necesaria en donde no hay
superposiciones coherentes de estados macrosco´picos del campo.
Para conocer el tiempo de decoherencia debido al apartamiento δ, el cual llamaremos
t¯D, asumimos µt¯D > 1. As´ı, t¯D puede ser estimado de la u´ltima ecuacio´n, y por tanto, su
magnitud se define segu´n,
µt¯D ∼ 1
2
ln
{
74µ
gTcη2Lδ
}
. (6.28)
A simple vista, e´ste resulta parece muy similar a todos aquellos encontrados por los autores
en la serie de trabajos mencionados. La diferencia entre las amplitudes de campo esta´
reemplazada por la distancia δ del desplazamiento del contorno del dominio. Sin embargo,
la diferencia principal esta´ en la potencia de η dentro del logaritmo. Si tomamos δ = γµ−1,
podemos acotar t¯D de la siguiente manera
µt¯D ∼ 1
2
ln
{
12µ
γTc
}
. (6.29)
Como Tc ≫ µ 2, este resultado restringe los posibles valores de γ, de modo que se
verifique µt¯D > 1, es decir, γ ≤ µ/Tc ≪ 1, y, por tanto, δ ≪ µ−1. Si γ es mayor, a
2De hecho, esta´ demostrado que T 2c /µ
2 ∼ 24/λ en [31].
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tiempos muy cortos de nuestro modelo (t ∼ µ−1), obtenemos ra´pidamente que Im δA > 1,
de la Ec.(6.27). De esta manera, el sistema se comporta cla´sicamente desde un tiempo muy
temprano de la evolucio´n, ya que µt¯D = O(1).
Como el taman˜o estimado del “nu´cleo” (core) del dominio es del orden de O(µ−1),
asumimos que δ ∼ O(µ−1) (es decir, γ = O(1)) como la longitud mı´nima donde no hay
superposiciones coherentes de estados macrosco´picos del campo. As´ı, la decoherencia ocurre
a partir del tiempo que satisface
µt∗ − µt¯D > 0. (6.30)
Au´n, si pedimos que la decoherencia ocurra en escala de una fraccio´n del ancho de la
pared del dominio (es decir, γ ≪ 1), podemos asegurar que
µt∗ − µt¯D ∼ 1
4
ln
{
γ2Tc
λµ
}
> 0. (6.31)
Este resultado implica que la decoherencia que ocurre en un sistema debido al desplaza-
miento de los contornos es muy anterior a las otras estudiadas (t¯D < tD). Esto sugiere que,
para el estudio de la decoherencia, resultan de menor importancia las configuraciones de
campo desplazadas una pequen˜a distancia que aquellas configuraciones extendidas, en las
cuales el campo fluctu´a y se observan configuraciones de distinta amplitud.
Lo que resulta ma´s interesante, es el hecho que si uno realiza los ca´lculos en dimensio´n
1 + 1, el coeficiente L aparece so´lo en el primer ejemplo (es decir, una onda plana). Por
lo tanto, en lugar de considerar un dominio tipo tablero de ajedrez como en los trabajos
[29, 31], podemos restringirnos u´nicamente a dos dominios adyacentes con contornos dados
por la Ec.(6.24). Si consideramos el caso sencillo de dos paredes separadas una distancia,
tal que φ+f = φ
−
f −ǫ, donde ǫ representa una fluctuacio´n pequen˜a alrededor del valor final de
la configuracio´n de campo. Suponiendo que el valor final de la configuracio´n es φ+f =
√
αη,
con α el coeficiente autoconsistente mencionado con anterioridad y ǫ = O(µ), podemos
reobtener el resultado de la Ec.(6.23) de manera exacta. Nuevamente, observamos que
hay decoherencia antes que la transicio´n de fase se complete. Adema´s, el campo tiene
correlaciones cla´sicas a tiempos tempranos de la evolucio´n (debido a la naturaleza casi
gaussiana del re´gimen [29, 129]) que completan el escenario cla´sico a tiempo t∗.
Por u´ltimo, la pregunta que surge es: ¿que´ informacio´n nos aporta este ana´lisis acerca
del comportamiento cla´sico de defectos topolo´gicos, como por ejemplo vo´rtices, cuyas
separaciones son una medida del taman˜o de los dominios en circunstancias normales [130]?
Si consideramos que los vo´rtices tienen sus nu´cleos en l´ıneas de ceros (de manera ana´loga
que los nu´cleos de las paredes de los dominios), se ha demostrado en la Ref.[30] que el
mecanismo de produccio´n de vo´rtices cla´sicos tiene varias partes. El entorno elige los mo-
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dos de longitud de onda largos del campo sistema a tiempos cortos, anteriores o del orden
del tiempo en el cual la transicio´n de fase se completa. En particular, aquellos modos que
son del orden de la separacio´n de la l´ınea de ceros (que caracterizan los dominios cla´sicos),
perdera´n coherencia antes que la transicio´n finalice, mientras que aquellos modos que son
del orden del grosor del vo´rtice cla´sico no pierden coherencia nunca. Para que la l´ınea de
ceros se desarrolle en nu´cleos de vo´rtices, el campo debe tener una energ´ıa proporcional a
las soluciones de los vo´rtices de las ecuaciones cla´sicas de Euler-Lagrange. Esto implica que
las fluctuaciones del campo sean funciones “picudas” alrededor de los modos de longitud
de onda largas, para evitar as´ı fluctuaciones que originen movimientos en los nu´cleos y la
creacio´n de pequen˜os bucles de vo´rtices. La densidad resultante de la l´ınea de ceros puede
ser deducida en el re´gimen lineal. El ana´lisis realizado en este cap´ıtulo nos induce a pensar
que la decoherencia debida a desplazamiento de los vo´rtices es irrelevante en comparacio´n
a la decoherencia debido a fluctuaciones del campo.
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Conclusiones
Esta Tesis tuvo como objetivo principal estudiar el proceso de decoherencia en distintos
sistemas f´ısicos, con el propo´sito de contribuir al estudio del rol de las fluctuaciones de
vac´ıo en los procesos difusivos en sistemas cua´nticos abiertos.
Inicialmente, hemos estudiado el Movimiento Browniano Cua´ntico (MBC) a temper-
atura estrictamente cero. En particular, estudiamos los efectos de las fluctuaciones pura-
mente cua´nticas del entorno sobre el sistema, siendo e´stas la u´nica fuente de ruido presente.
Hemos calculado los coeficientes difusivos de la ecuacio´n maestra de manera perturbativa
y estimado los tiempos de decoherencia, de manera anal´ıtica y nume´rica. En este contexto,
hemos mostrado que el proceso de decoherencia a temperatura cero depende fundamental-
mente de los coeficientes de difusio´n normal D(t) y ano´malo f(t) [10]. Tambie´n, hemos
extendido dicho ana´lisis al caso de entornos generales, es decir suprao´hmicos y subo´hmicos.
Hemos comparado los distintos factores de “decoherencia” para los casos de temperatura
alta y cero. En ese caso, hemos mostrado que, mientras el entorno suprao´hmico a temper-
atura alta resulta muy efectivo induciendo pe´rdida de coherencia, a temperatura cero no
resulta un entorno difusivo, y por tanto, no hay pe´rdida de coherencia (al menos significa-
tiva) [11]. Por el contrario, el entorno subo´hmico es muy efectivo induciendo pe´rdida de
coherencia en el sistema, tanto a temperatura alta como en el caso que su temperatura sea
cero.
Como paso siguiente, nos ocupamos del estudio de la activacio´n energe´tica en entornos
generales a temperatura arbitraria. En el caso de temperatura alta, relacionamos dicho
feno´meno a la activacio´n te´rmica. Sin embargo, hemos demostrado que este proceso ocurre
au´n en ausencia de temperatura del entorno. El sistema se “activa” energe´ticamente, ya
no inducido por la temperatura del entorno sino por sus fluctuaciones cua´nticas. Mas au´n,
hemos mostrado que existe una relacio´n muy estrecha entre la pe´rdida de coherencia y la
activacio´n de la energ´ıa, ambos procesos inducidos por la interaccio´n entre el sistema y el
entorno. Los sistemas que sufren una mayor o total pe´rdida de coherencia, son aquellos
cuya energ´ıa tiene un crecimiento ma´s evidente.
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Las fluctuaciones cua´nticas del entorno, presentes en el estado inicial del mismo, clara-
mente deben jugar algu´n papel relevante en la activacio´n. Estas fluctuaciones ya no son
fluctuaciones de vac´ıo del sistema total. Igualmente, resulta sorprendente que tengan tanta
injerencia en la evolucio´n del sistema. La naturaleza puramente cua´ntica del entorno, la
cual puede ser correctamente despreciada en el caso de temperatura alta, da lugar a efec-
tos importantes en el caso del entorno a temperatura cero. En te´rminos de la ecuacio´n
maestra, las fluctuaciones cua´nticas del entorno generan te´rminos difusivos no nulos, tanto
normales D(t) como ano´malos f(t). Esto es particularmente cierto, en el caso del coefi-
ciente f(t). En el caso o´hmico, hemos demostrado en la Seccio´n 2.2 que dicho coeficiente
depende logar´ıtmicamente de la frecuencia de corte Λ, con lo cual puede ser de gran mag-
nitud. Los efectos difusivos, inducidos por las fluctuaciones cua´nticas del entorno, son la
mayor diferencia con el caso de alta temperatura, y resultan responsables, a T = 0 de la
excitacio´n energe´tica de la part´ıcula. A pesar que este proceso es muy diferente a la “ac-
tivacio´n te´rmica”, creemos que au´n as´ı puede ser interpretado en funcio´n de un escenario
cla´sico modificado. La mayor dificultad para encontrarlo, es lograr que un ban˜o te´rmico
cla´sico simule las propiedades cua´nticas de un entorno a T = 0.
Posteriormente, aplicamos nuestros resultados acerca del proceso de decoherencia y ex-
citacio´n energe´tica en el MBC, a un caso de mayor complejidad. Por tanto, hemos consider-
ado un oscilador armo´nico en un pozo de potencial doble acoplado a un entorno de infinitos
osciladores armo´nicos. Adema´s de las escalas temporales conocidas, como el tiempo de
decoherencia tD y el tiempo de excitacio´n tact, aparece una nueva escala temporal rele-
vante: el tiempo de tuneleo τ . En s´ıntesis, hemos descripto la dina´mica del sistema abierto
en funcio´n de tres feno´menos principales: pe´rdida de coherencia, efecto tu´nel y excitacio´n
energe´tica. Tanto el primero como el u´ltimo proceso son inducidos por la presencia del
entorno, mientras que el segundo es de naturaleza puramente cua´ntica. Hemos demostrado
que el entorno puede ser modelado de modo de que la decoherencia inhiba el efecto tu´nel
( tD ≪ τ ≪ tact), aunque, de hecho, cualquier otra permutacio´n es en principio posible
entre los tres procesos que describen la dina´mica del sistema [14]. En este Cap´ıtulo nos
hemos concentrado en la jerarqu´ıa que se menciono´ antes. Para el caso del sistema cerrado,
las simulaciones nume´ricas reprodujeron todas las propiedades conocidas del efecto tu´nel.
El ana´lisis entre el caso abierto y el cerrado nos resulto´ fundamental; por un lado, para
entender que, cuando el entorno esta´ a temperatura cero, las fluctuaciones cua´nticas del
entorno tienen un rol importante en la evolucio´n y, por el otro, confirmar nuestro estudio
de la Seccio´n 2.4.2: el sistema se excita energe´ticamente para tiempos posteriores al tiempo
de pe´rdida de coherencia, au´n en contacto con un entorno a T = 0.
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Por otra parte, resulta muy interesente la extensio´n del estudio de la dina´mica del
sistema al caso de superposiciones macrosco´picas de estados cua´nticos, como por ejemplo
condensados de Bose-Einstein en un pozo doble de potencial. Hemos extendido nuestras
consideraciones acerca del efecto tu´nel, la decoherencia y la activacio´n al caso en el que la
condicio´n inicial en el sistema es una superposicio´n coherente de dos paquetes gaussianos
[15]. En los experimentos de BECs de gases ato´micos dilu´ıdos alkalinos-meta´licos, los
a´tomos atrapados son enfr´ıados por evaporacio´n e intercambian part´ıculas con el entorno
(parte no condensada del sistema). La coherencia de BECs macrosco´picos cua´nticos resulta
en el efecto tu´nel de a´tomos entre modos, de manera ana´loga al efecto tu´nel en pares de
Cooper de una juntura Josephson. E´sta es un a´rea en la que seguiremos trabajando.
En el Cap´ıtulo 4 de esta Tesis, hemos estudiado el proceso de decoherencia inducido
por entornos compuestos utilizando el formalismo de integrales funcionales de Feynman y
Vernon. El entorno compuesto fue modelado por un oscilador (o antioscilador) acoplado
a un conjunto de osciladores armo´nicos a temperatura alta. El subsistema principal, fue
considerado un oscilador o antioscilador, segu´n el caso analizado. En este contexto, hemos
mostrado que los osciladores armo´nicos son capaces de retener la informacio´n por un per´ıodo
de tiempo ma´s largo que los osciladores invertidos y, de esta forma, generar difusio´n en el
subsistema A ma´s eficientemente. Es importante remarcar que, para tener un modelo ma´s
realista del entorno compuesto, uno podr´ıa considerar un potencial de pozo doble para el
subsistema B en los casos donde este subsistema sea un oscilador invertido [17, 18]. Este
tipo de potencial tiene las mismas caracter´ısticas que el oscilador invertido, pero la ventaja
es que su espacio de fases esta´ acotado, lo cual dar´ıa una mejor medida del efecto global
inducido en el subsistema A. De todos modos, si mantenemos el ana´lisis a tiempos cortos
de la evolucio´n, los potenciales son equivalentes.
En el Cap´ıtulo 5 de esta Tesis, hemos estudiado distintos sistemas f´ısicos donde apare-
cen fases geo´metricas. Cuando el sistema interactu´a con un entorno, las fases originalmente
geome´tricas, pierden esta caracter´ıstica, y dependen de los para´metros del entorno. Hemos
abarcado sistemas muy diversos. En particular, estudiamos el “dephasing” inducido por la
aleatoridad en la emisio´n de las part´ıculas en un experimento de interferencia con part´ıculas
neutras con momento dipolar permanente. Esta incerteza experimental, se traduce en una
fase exponencial decreciente que tiende a eliminar las coherencias cua´nticas del sistema, y
por tanto, genera una reduccio´n en la visibilidad del patro´n de interferencia. Hemos uti-
lizado datos experimentales para estimar este factor de decoherencia en el caso de part´ıculas
cargadas, neutras y fulerenos. Los resultados obtenidos, resultaron particularmente intere-
santes en el caso de los fulerenos. Estos sistemas mesosco´picos esta´n compuestos de un
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nu´mero grande de a´tomos, pero au´n as´ı, pueden ser descriptos por una funcio´n de onda.
En este contexto, hemos estimado el factor de decoherencia utilizando los valores experi-
mentales de dichos sistemas. A pesar de que puede ser considerado un modelo muy sencillo
para estas mole´culas, nos dio´ una estimacio´n cuantitativa de la magnitud de este efecto en
sistemas neutros muy masivos. Con estos valores, y considerando la trayectoria asime´trica
propuesta en [19], el factor de decoherencia estimado para los fulerenos, la destruccio´n
completa del patro´n de interferencia puede ser observable [20]. De hecho, la atenuacio´n
de dicho patro´n fue observada experimentalmente en el an˜o 2003. De esta forma, hemos
aplicado nuestro modelo de dephasing a los datos experimentales reportados en dicho ex-
perimento durante la observacio´n del patro´n de interferencia de fulerenos C70 [22, 23]. As´ı,
hemos podido observar que el patro´n de interferencia se atenu´a cuando el sistema es abierto.
Los efectos incoherentes contenidos en el factor de decoherencia son suficientes para repro-
ducir los efectos del entorno en el patro´n de interferencia de un experimento verdadero con
fulerenos.
En cuanto a la fase geome´trica cua´ntica que adquiere el modelo esp´ın-boso´n estudiado
en el Cap´ıtulo 5, hemos demostrado co´mo se ve afectada dicha fase por la presencia del
entorno. Para medir la fase geome´trica del sistema, la fase dina´mica debe ser eliminada, ya
sea utilizando la te´cnica de spin echo para espines en campos magne´ticos, o bien, utilizando
el transporte paralelo y asegurarse, as´ı, que la fase dina´mica es cero a todo tiempo. A pesar
que el estado no adquiere una fase localmente, s´ı la adquiere globalmente, la cual es igual
a la fase geome´trica en el caso del sistema cua´ntico aislado. En el caso de sistemas abiertos
hemos demostrado co´mo se modifican estas fases en funcio´n de los para´metros que carac-
terizan al entorno. Consideramos que estas estimaciones resultan importantes a la hora de
planificar un experimento de medicio´n de fases geome´tricas para estados mixtos en evolu-
ciones no unitarias, particularmente interesante en el marco de la Computacio´n Cua´ntica.
Segu´n nuestro ana´lisis, podemos afirmar que el mejor montaje experimental para lograr la
medicio´n de esta fase es el entorno suprao´hmico en el caso de temperatura cero y re´gimen
subamortiguado [21]. En la actualidad continuamos trabajando sobre generalizaciones de
estos modelos para determinar co´mo se altera el cara´cter geome´trico de la fase modificada
por distintos tipos de entornos.
Finalmente, en el Cap´ıtulo 6 de esta Tesis, hemos estudiado el proceso de decoherencia
en Teor´ıa Cua´ntica de Campos, haciendo uso del me´todo de la funcional de decoherencia.
Este me´todo nos permitio´ reobtener resultados conocidos de manera ma´s sencilla [32] ya
que hemos demostrado que el me´todo de la funcional de decoherencia nos da las mismas
conclusiones que si hubie´semos resuelto la ecuacio´n maestra.
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Calculamos el tiempo de decoherencia para configuraciones de campo con ruptura de la
simetr´ıa. El aporte ma´s significativo de este Cap´ıtulo radica en el ca´lculo y comparacio´n en-
tre los tiempos de decoherencia obtenidos para diferentes configuraciones cla´sicas de campo
(defectos). Por ejemplo, mostramos que el tiempo de decoherencia asociado a configura-
ciones de campo de kinks de igual amplitud, pero desplazadas en posicio´n, es notablemente
menor que el tiempo de decoherencia asociado a configuraciones que difieren so´lo en fluc-
tuaciones sobre la amplitud del campo. Esto es de relevancia para el ana´lisis del nu´mero de
defectos topolo´gicos y su evolucio´n durante transiciones de fase cua´nticas, y el rol que en
el contexto del mecanismo de Kibble-Zurek, tienen las fluctuaciones cua´nticas del entorno.
Con todo esto, podemos concluir que hemos estudiado el proceso de decoherencia en di-
versos sistemas f´ısicos. Para ello, hemos usado tanto te´cnicas funcionales como estad´ısticas,
resolviendo la dina´mica de los sistemas ya sea, de manera perturbativa o exacta, ana´ıtica y
nume´rica. Incluso, hemos acoplado nuestros sistemas a entornos tanto cla´sicos como pura-
mente cua´nticos. Au´n quedan muchos temas abiertos y preguntas sin contestar, que forman
parte de nuestros planes de trabajo futuros.
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Ape´ndice A
Representacio´n matema´tica de dos
paquetes gaussianos
Para estudiar el proceso de pe´rdida de coherencia, usaremos una solucio´n gaussiana para
resolver la ecuacio´n maestra Ec.(2.3). La matriz de densidad que propondremos es [100]
ρr(x, x
′, t) = e−N(t) exp
{
−
[
A(t)(x− x′)2 + iB(t)(x+ x′) + C(t)(x+ x′)2
+ iK(t)(x− x′) + E(t)(x+ x′)
]}
, (1.1)
donde e−N(t) asegura la conservacio´n de la traza, A(t) describe el rango de coherencia y
C(t) especifica la extensio´n del sistema en el espacio de coordenadas. Todos los coeficientes
A(t), B(t),...,E(t), dependen del tiempo y son funciones reales (para que la matriz sea
hermı´tica). En nuestro caso, estudiaremos la evolucio´n dina´mica de dos paquetes gaus-
sianos, inicialmente localizados en x = ±L0. Por lo tanto, debemos reemplazar x→ x+L0
y x→ x−L0 en la Ec.(1.1) y superponer ambas soluciones para representar as´ı la dina´mica
de una superposicio´n lineal de dos paquetes de ondas inicialmente deslocalizados, como
anal´ıticamente estudiamos en la Secciones 2.2.1 y 2.3.1.
La soluciones que usaremos entonces es,
ρr(x, x
′, t) = 2e−N(t)e−4L
2
0C(t) exp
{
−
[
A(t)(x− x′)2 + iB(t)(x2 − x′2) + C(t)(x+ x′)2
+ iK(t)(x− x′) + E(t)(x+ x′)
]}(
cosh[4L0C(t)(x+ x
′)− i2L0B(t)(x− x′)
− 2L0E(t)] + e−4L20(A(t)−C(t)) cosh[4L0A(t)(x− x′) + i2L0B(t)(x+ x′)
− i2L0K(t)]
)
. (1.2)
Esta solucio´n, al ser reemplazada en la ecuacio´n maestra (Ec.(2.3)), conduce a un con-
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junto de ecuaciones diferenciales acopladas para todos los coeficientes dependientes del
tiempo A(t), B(t),..., E(t),
A˙(t) =
4
M
+D(t)− 2A(t)γ(t) + 2B(t)f(t)
B˙(t) =
2
M
(B(t)2 − 4A(t)C(t)) + M
2
(Ω2 + δΩ2(t))− B(t)γ(t)− 4C(t)f(t)
C˙(t) =
4
M
B(t)K(t)
K˙(t) =
2
M
(B(t)K(t)− 2A(t)E(t))− 2γ(t)K(t)− 4f(t)E(t)
E˙(t) =
2
M
(2C(t)K(t) +B(t)E(t)), (1.3)
donde el punto representa la derivada parcial ∂t y δΩ
2(t), γ(t), D(t) y f(t) son los coeficientes
de la ecuacio´n maestra definidos en el conjunto de ecuaciones de la Ec.(1.57), para cada
tipo de entorno considerado (n = 1/2, n = 3 y n = 1). Pidiendo que Tr ρr = 1 para todo
tiempo, obtenemos el valor de la normalizacio´n N(t) como funcio´n del tiempo y de los otros
coeficientes de la solucio´n (1.2),
e−N =
√
C/π e−
E2
4C
cosh(4L0E) + e
−L20
B2
C
−4L20A cos(L0E
B
C
+ 2L0K)
,
donde hemos omitido escribir la dependencia expl´ıcita del tiempo de los coeficientes A(t),
B(t),..., E(t) por simplicidad. Es importante destacar que esta expresio´n se convierte en el
valor de la normalizacio´n calculado por los autores en [100], en el caso de un u´nico paquete
gaussiano, es decir x0 = 0 y L0 = 0 (e
−N = 1/2
√
C/π).
En el Cap´ıtulo 2 de esta Tesis, resolvimos nume´ricamente este conjunto de ecuaciones
Ec.(1.3) para los distintos tipos de entornos presentados, es decir o´hmicos y no o´hmicos,
en el l´ımite de temperatura alta y tambie´n cuando la temperatura de los mismos es cero.
Para ello, utilizamos un me´todo standard de Runge-Kutta, de paso variable, de orden 5 para
distintas condiciones iniciales de los coeficientes A(0), B(0), C(0), K(0), E(0) (inicialmente
A(0) = C(0) = 1/
√
σ2x0). Con esta programa calculamos las cantidades necesarias para el
ana´lisis nume´rico del proceso de pe´rdida de coherencia y excitacio´n energe´tica del sistema
de prueba (como por ejemplo, la Entrop´ıa Lineal y la Energ´ıa media del sistema). Todos
los resultados presentados son robustos frente a cambios en los para´metros de integracio´n
del me´todo nume´rico utilizado.
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A.1 Pe´rdida de coherencia
Observando la solucio´n propuesta de la Ec.(1.2), podemos ver que el te´rmino que mide las
interferencias, es decir que proviene de ρ1(x, x
′)ρ2(x
′, x) + ρ2(x, x
′)ρ1(x
′, x), es el segundo
te´rmino de dicha expresio´n y tiene una exponencial decreciente multiplicando. Por lo tanto,
si la cantidad L20(A(t) − C(t)) resulta positiva, entonces, las interferencias tendera´n a de-
saparecer y la cantidad Γ(t) = exp(−4L20(A(t) − C(t))) puede ser usada como medida de
pe´rdida de coherencia.
A.2 Entrop´ıa Lineal y Energ´ıa media del sistema
La expresio´n de la Entrop´ıa Lineal se define como
Sl(t) =
∫ ∞
−∞
dx
∫ ∞
−∞
dx′ρr(x, x
′, t)ρr(x
′, x, t) (1.4)
Usando como matriz densidad reducida la solucio´n de la Ec.(1.2), la Entrop´ıa Lineal queda,
como funcio´n de los coeficientes A(t), B(t),..., E(t),
Sl(t) =
(
exp(−N(t))
)2
π√
A(t)C(t)
×
{
1
8
(
2 + exp(−8L20
B(t)2
A(t)
)− 8L20C(t))
+ exp(−8L20A(t)) +
1
2
exp(−6L20(A(t) + C(t))) cos(4L20B(t))
)}
.
La expresio´n para la Energ´ıa media del sistema es
〈E(t)〉 = 1
2M
〈p2(t)〉+ 1
2
M
(
ω2 + δΩ2(t)
)
〈x2(t)〉
Recordando la definicio´n del valor medio usando la matriz densidad (< x2 >=
∫∞
−∞
dxρ(x, x)x2),
obtenemos para < x2 > y < p2 >,
〈x2(t)〉 = e
−N(t)
16C(t)2
√
π
C(t)
×
{
C(t) + 8L20C(t)
2 +
[
C(t) + 2B(t)2L20
]
×
exp
(
− L20[4A(t) +
B(t)2
C(t)
]
)}
y
〈p2(t)〉 = e
−N(t)
2C(t)
√
π
C(t)
×
{[
4A(t)C(t) +B(t)2 + 32B(t)2C(t)L20
]
+ exp
(
− L20(
4A(t)C(t) +B(t)2
C(t)
)
)(−2L20
C(t)
[B(t) + 4A(t)C(t)]2
+ B(t)2 + 4C(t)A(t)
)}
.
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Con estas expresiones es posible recuperar aquellas soluciones para una gaussiana cuando
x0 = 0 y L0 = 0 [100].
Ape´ndice B
Coeficientes de difusio´n y tiempos de
pe´rdida de coherencia
B.1 Suprao´hmico en el l´ımite de temperatura alta
Para poder calcular los coeficientes de la ecuacio´n maestra Ec.(2.3) cuando la part´ıcula de
prueba esta´ acoplada a un entorno suprao´hmico, suponiendo que este u´ltimo se encuentra
a temperatura alta, es decir ~Λ≪ kBT , usaremos la misma densidad espectral definida en
la Ec.(2.26). Usando las definiciones de la Ec.(1.57), obtenemos
D(t)n=3 = 2Mγ0kBT
2π(Λ + Λ3t2)2
{
4Λ3t cos(Ωt) + (1 + Λ2t2)Ω
[
− 2Λ sin(Ωt)
+ (1 + Λ2t2)
(
− i cosh(Ω
Λ
)[Ci(Ω(t− i
Λ
))− Ci(Ω(t+ i
Λ
))− iπ]
− sinh(Ω
Λ
)[Shi(Ω(t− i
Λ
)) + Shi(Ω(t +
i
Λ
))]
)]}
(2.1)
y
f(t)n=3 = 2MkBT
γ0
π
{
− Ωcos(Ωt)
Λ + Λ3t2
− 2Λt sin(Ωt)
(1 + Λ2t2)
+
1
2Λ2
[
Ω
(
2Λ (2.2)
− Ω
(
Ci(Ω(t− i
Λ
)) + Ci(Ω(t +
i
Λ
))− Ci(−iΩ
Λ
)− Ci( iΩ
Λ
)
)
sinh(
Ω
Λ
)
− iΩcosh(Ω
Λ
)
(
− 2iShi(Ω
Λ
)− Shi(Ω(t− i
Λ
)) + Shi(Ω(t+
i
Λ
))
))]}
.
Los dos coeficientes que se derivan del nu´cleo de disipacio´n, δΩ2n=3(t) and γ(t)n=3, son
similares a los que se calcularon en la Seccio´n 2.3, para un entorno suprao´hmico a tem-
peratura cero, ya que este nu´cleo no depende de la temperatura del entorno (a diferencia
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del nu´cleo de ruido). Con los coeficientes difusivos se puede estimar el coeficiente de visi-
bilidad Aint (Ec.(2.21)) como hemos realizado para los entornos a temperatura cero. Con
los coeficientes de las Ecs.(2.1) y (2.2), se puede estimar dicho coeficiente en el caso que
Λt≪ 1, segu´n Aint ≈ (2MkBTL20γ0)Λt2. El tiempo de pe´rdida de coherencia tD se calcula
fa´cilmente, pidiendo Aint(tD) ∼ 1. De esta forma, se obtiene
tD ∼ 1
Λ
√
Λ
(2MkBTL20γ0)
. (2.3)
Sin embargo, si se cumple que Λt ≥ 1, el coeficiente de visibilidad puede ser estimado como
Aint ≈ 2MkBTL20γ0/Λ. Sorprendentemente, los efectos difusivos so´lo sera´n importantes en
este caso si 2MkBTL
2
0γ0 ≫ Λ, es decir si Aint ≥ 1, lo cual deber´ıa ocurrir en un tiempo t ≤
1/Λ (Ec.(2.3)). Adema´s, si γ0 es suficientemente chica, tal que kBTL
2
0γ0 < Λ, entonces el
coeficiente de visibilidad Aint nunca sera´ de orden uno y los efectos de pe´rdida de coherencia
en este caso no sera´n importantes. Podemos verificar nuestras estimaciones anal´ıticas con
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Fig. 2.1: Factor de pe´rdida de coherencia Γ(t) del sistema Browniano acoplado a un entorno
suprao´hmico en el l´ımite de temperatura alta. Los para´metros esta´n medidos en unidades
de la frecuencia natural Ω. Consideramos los casos kBT = 10
5, Λ = 2000, Ω = 0.1, L0 = 2
para distintos valores de γ0. Adema´s, se presenta el comportamiento de la Entrop´ıa lineal
Sl(t) para el valor ma´s grande de γ0, tanto para kBT = 10
5 como kBT = 10
6. Este entorno
es particularmente dependiente del valor de los para´metros del modelo y no resulta tan
efectivo induciendo efectos difusivos en el sistema como el entorno o´hmico.
la ayuda del la Figura 2.1. Las interferencias son efectivamente destru´ıdas so´lo para valores
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relativamente “grandes” de γ0, si recordamos que trabajamos en el re´gimen subamortiguado.
Por ejemplo, en la Fig.2.1, se puede observar que, si γ0 = 0.001, el coeficiente Γ(t) alcanza
un valor final de 0.4, mientras que, si γ0 = 0.1, este mismo coeficiente se hace finalmente
cero en una escala temporal tD ∼ 1/(
√
ΛMγ0kBT ), implicando que la pe´rdida de coherencia
es total en este u´ltimo caso. Como mencionamos en la Seccio´n 2.3, el proceso de pe´rdida
de coherencia se debe u´nicamente a la “patada” inicial, despue´s de la cual, el sistema
permanece constante, como sugiere la Figura. All´ı mismo, las curvas que muestran un
comportamiento creciente, simulan la Entrop´ıa Lineal del sistema para los valores γ0 = 0.1
cuando kBT = 10
5 y kBT = 10
6, respectivamente. En estos casos, el coeficiente Γ(t) ≈ 0
para tiempos del orden t < 1/Λ. Si observa´semos el patro´n de interferencias para los
valores de la Fig.2.1 y γ0 = 0.1, no observar´ıamos franjas de interferencia. Sin embargo, si
hicie´ramos lo mismo para el caso en que γ0 = 0.001 (manteniendo fijos los otros para´metros),
entonces, las interferencias estar´ıan apenas atenuadas, pero seguir´ıan existiendo. Como,
por lo que ya demostramos, el sistema luego permanece constante, las interferencias nunca
desaparecer´ıan para este caso.
B.2 Subo´hmico en el l´ımite de temperatura alta
Para el caso subo´mico los coeficientes difusivos, en el l´ımite de alta temperatura son y
Λ/Ω > 1, se obtiene
D(t)n=1/2 ≃ 4MkBT γ0
π
(
Si((Λ− Ω)t) + Si((Λ + Ω)t)
)
(2.4)
y
f(t)n=1/2 ≃ 2MkBT γ0
π
(
Ci((Λ− Ω)t)− Ci((Λ + Ω)t)
− log(Λ− Ω) + log(Λ + Ω)
)
. (2.5)
El factor de visibilidad, en el caso Λ ≫ Ω, puede ser fa´cilmente estimado a partir de
los coeficientes y la Ec.(2.21) Aint ≈ 32/π ML20kBTγ0t Si(Λt). De esta forma, el tiempo de
pe´rdida de coherencia que se obtiene es
tD ∼ 1/(16ML20KBT ) (2.6)
En la Fig.2.2 presentamos la evolucio´n temporal del factor de pe´rdida de coherencia Γ(t)
para diferentes valores de γ0 y Λ. La dependencia con estos valores es similar a la registrada
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Fig. 2.2: Evolucio´n temporal de la exponencial decreciente Γ(t) del sistema acoplado a un
entorno subo´hmico a temperatura alta. Todos los para´metros esta´n medidos en unidades
de la frecuencia natural del sistema Ω. Consideramos los casos Ω = 0.1, L0 = 2, γ0 = 0.001
(y γ0 = 0.005 en el caso de la l´ınea so´lida del gra´fico), kBT = 10
5 (en el caso indicado
kBT = 10
4) para distintos valores de la frecuencia de corte Λ. En el recuadro, graficamos
la evolucio´n temporal de la Entrop´ıa lineal Sl(t) para un valor fijo de la frecuencia de corte
Λ = 200 y distintos valores de kBT y γ0.
en todos los casos anteriores: cuanto ma´s grande es el acoplamiento con el entorno y ma´s
grande la frecuencia de corte, ma´s ra´pido se hace cero el coeficiente Γ(t) (l´ınea so´lida para
Λ = 200 y γ0 = 0.005). En el recuadro de la Figura, mostramos la evolucio´n temporal de la
Entrop´ıa lineal Sl(t) para dos valores del gra´fico principal (γ0 = 0.005 y γ0 = 0.001, siempre
a kBT = 10
5) y una curva adicional para el caso γ0 = 0.001, kBT = 10
4. Es fa´cil notar en
dicha Figura, que la Entrop´ıa lineal alcanza un estado de saturacio´n ma´s temprano cuando
la temperatura del ban˜o y el acoplamiento con el mismo son mayores.
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