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 Four clock models with similar structure have different responses to light input.
 Biochemical mechanisms, rather than parameter values, determine phase sensitivity.
 Relative peak times of model components do not indicate phase sensitivity.
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a b s t r a c t
Circadian clocks are biological oscillators that regulate daily behaviors in organisms across the kingdoms
of life. Their rhythms are generated by complex systems, generally involving interlocked regulatory
feedback loops. These rhythms are entrained by the daily light/dark cycle, ensuring that the internal
clock time is coordinated with the environment. Mathematical models play an important role in
understanding how the components work together to function as a clock which can be entrained by
light. For a clock to entrain, it must be possible for it to be sped up or slowed down at appropriate times.
To understand how biophysical processes affect the speed of the clock, one can compute velocity
response curves (VRCs). Here, in a case study involving the fruit ﬂy clock, we demonstrate that VRC
analysis provides insight into a clock's response to light. We also show that biochemical mechanisms and
parameters together determine a model's ability to respond realistically to light. The implication is that,
if one is developing a model and its current form has an unrealistic response to light, then one must
reexamine one's model structure, because searching for better parameter values is unlikely to lead to a
realistic response to light.
& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction
Nature abounds with rhythmic processes, many of which are
controlled by biological oscillators. One such oscillator is a circadian
clock, which is responsible for coordinating daily behavioral patterns
in organisms across the kingdoms of life. A circadian clock runs
in constant conditions (e.g. constant darkness) with a period of
approximately 24 h and entrains its rhythms to those of the daily
light/dark cycle so that its period becomes exactly 24 h. In the fruit
ﬂy Drosophila melanogaster, the mechanisms underlying both the
free-running oscillations and the response to input have been studied
extensively, but are still only partially understood (Peschel and
Helfrich-Förster, 2011). At the core of the ﬂy clockworks is a set of
interlocked transcription–translation negative and positive feedback
loops (Hardin, 2005). The clock depends on a complex, dynamic set
of processes, making it difﬁcult to discern the roles of individual
components. In this paper, we address the relative contributions of
clock components to its behaviors, including the peak times of its
components and its response to light.
An increasingly popular approach to understanding a clock's
biochemical mechanisms is to use mathematical models in concert
with biological experimentation. A common modeling paradigm
for clocks is to develop a system of ordinary differential equations
that captures processes such as transcription, translation, and
activation and to ﬁnd a set of rate constants (parameters) for
which the model exhibits limit cycle oscillations (Leloup, 2009).
Such models have dynamics that evolve to a stable, periodic orbit
(see Fig. 1A). One major advantage of limit cycle oscillators is that
it is possible to map each parameter to its effects on the timing of
the clock; we compute a sensitivity measure called a velocity
response curve (VRC) (Taylor et al., 2008b, 2010; Rand et al., 2004),
which predicts the effects of parametric perturbation on the
clock's phase velocity. In other words, it predicts whether a clock
will be temporarily sped up, slowed down, or unaffected by the
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change in parameter value. A perturbation to one parameter will
have different effects at different phases of the clock's cycle (see
Fig. 1B and 1C which uses the linear oscillator of Granada and
Herzel, 2009). What conclusions can we draw from a VRC-based
analysis? In particular, does the VRC to light indicate that the clock
can both speed up and slow down the model to allow it to entrain
to a 24-hour light/dark signal?
Mathematical models are constructed to answer speciﬁc ques-
tions about clock function. For example, the basic mechanism under-
lying the clock oscillations is a time-delayed negative feedback loop
(Leloup, 2009). The cause of the delay between gene transcription
and protein activity is, therefore, important to understand. Kuczenski
et al. (2007) developed a model speciﬁcally to explore the hypothesis
that an interval timer creates the necessary delay. They showed that
their mechanism was better at explaining mRNA and protein time
series than other mechanisms. They then placed it in a complex
model of the clock and demonstrated that this complete model
accurately reproduced wild type and mutant phenotypes (such as
decreased levels of per mRNA and protein in a simulated pdp knock-
out). Other modelers have incorporated post-translational processes
like phosphorylation into a model and demonstrated that they led to
new insights, such as how the clock could maintain robust oscilla-
tions despite constant levels of key clock transcripts (Leise and Moin,
2007; Risau-Gusman and Gleiser, 2012). The result is an improved
understanding of the clock, but also a proliferation of models that are
similar in complexity, but different in which biological experiments
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Fig. 1. A VRC indicates whether signals will speed up or slow down the clock. (A) We plot the limit cycle of a clock with two components (X and Y). Isochrons (dashed lines)
indicate the phase of the clock. The phase is measured in circadian time, meaning the cycle is divided up into 24 circadian hours, each of which corresponds to an
approximate time of day. Four isochrons are labeled: CT0 (dawn), CT6 (noon), CT12 (dusk), and CT18 (midnight). (B) We plot the VRC associated with a parameter that affects
the dynamics of the clock's X-component by increasing its rate of accumulation. Positive values indicate when the clock will be sped up by a signal that increases the
parameter's value. Negative values indicate when the clock will be slowed down by the same signal. We will illustrate the effect of two signals – one that arrives in the early
morning (S1, dark gray bar) and one that arrives in the early nighttime (S2, light gray bar). (C) We draw the clock in the phase plane and as a time-series to demonstrate how
signals affect its speed. For all panels, we compute the clock's trajectory, beginning at CT0, ending after 21 h (gray lines). In the unperturbed, 24-hour clock (top panel), the
simulation ends at the CT21 isochron (the thick black line begins at CT0, travels clockwise, and ends at CT21). On the right, we show the X and Y trajectories as functions of
time. In the middle panel, we show the clock receiving a signal from 1 to 2 h after CT0 (signal S1, labeled with the dark gray bar in both the trajectory and the VRC). The effect
is to speed up the clock. Thus, after 21 h of simulation, the clock has passed the CT21 isochron. In the bottom panel, we show the clock receiving a signal from 15 to 16 h after
CT0 (signal S2, light gray bar). The effect is to slow down the clock. Thus, the simulation ends before reaching the CT21 isochron.
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they reproduce. For example, per over-expression correctly leads to a
short-period phenotype in many, but not all models (Bagheri et al.,
2008a). How the underlying assumptions made by modelers affect
the ability of a model to entrain to a simulated light/dark cycle?
A model depends on decisions made at three levels of detail.
(1) The highest level is that of the basic network structure. For
example, which genes will be modeled? And which transcription
factors up- or down-regulate which genes? (2) The next level is
that of mechanistic details. For example, is the process of
phosphorylation to be included? Are the nucleus and cytoplasm
to be treated as separate compartments? Which mathematical
expressions should be used to model these processes? (3) The
lowest level is that of parameters, i.e. rate constants and other
coefﬁcients. For ﬂy clocks, most parameters have not been mea-
sured, and modelers identify parameter values using optimization
algorithms.
The literature contains many interesting analyses of decisions
made at one or more levels of detail. In one study of the
Arabidopsis thaliana clock, Edwards et al. (2010) showed that
3 regulatory loops are better than 1 or 2 because they enabled
the clock to track dawn and dusk more effectively. Another study
showed that certain processes consistently have the most impact
on clock behavior, regardless of the values assigned to the
parameters (Saithong et al., 2010), implying that the biochemical
mechanism determines the relevant properties. On the other hand,
Conrad et al. (2008) showed that for a widely used set of simple
models, parameters rather than the biochemical mechanism
determine which type of behavior can be seen. Clearly, decisions
at all three levels matter.
For this investigation, we focused on the two lower levels of
detail. We explored the roles of mechanistic details and of para-
meters in the context of models with the same regulatory structure.
We did so by analyzing the differences and similarities across four
published models, all of which were based on the same two
interlocked feedback loops (Ruoff et al., 2005; Xie and Kulasiri,
2007; Kuczenski et al., 2007; Bagheri et al., 2008a) but which used
different mechanisms. We computed and compared VRCs for all
models. We did so for both the published parameters and for
additional parameters found via an optimization that selected for
parameter sets that ensured realistic mRNA and protein peak times
in free-running conditions. Each model had a unique characteristic
set of VRCs that were conserved across the parameter values. We
then focussed on the VRCs associated with light and related them to
the results of simulated entrainment. We then augmented the cost
function to select for parameters that allowed the models to
entrain. We gain insight as towhatwe are capable of understanding
about these relatively complex models and about what we are able
to improve simply by ﬁnding new parameter values.
2. Methods
2.1. Mathematical models
The four models we studied were developed by Ruoff et al.
(2005), Xie and Kulasiri (2007), Kuczenski et al. (2007), and Bagheri
et al. (2008a). Each models the interaction between per, tim, pdp, vri,
and clk and their products. The transcriptional regulation follows the
same pattern involving positive and negative feedback (see in
Fig. 2).1 In general, the models use the same basic processes (e.g.
transcription, translation, and degradation), but the modelers made
different assumptions about many of the biochemical mechanisms
and, therefore, included different additional processes (e.g. nuclear
transport and phosphorylation). The models also use different
kinetics equations to capture transcriptional regulation. The pro-
cesses and components of each model are summarized in Table 1.
We plotted the state trajectories of all four models in Fig. 3
against circadian time (CT). CT0 indicates subjective dawn and
CT12 indicates subjective dusk. Because per mRNA expression
peaks in the early evening (Hardin et al., 1990), we associate its
peak with CT13.
2.2. The effects of light
We introduced a light parameter into the models, so that the
presence of light increased the rate of TIM degradation. This
parameter affects both cytoplasmic and nuclear TIM in both its
phosphorylated and non-phosphorylated forms. For the model
with PER:TIM dimers (Kuczenski et al., 2007), the TIM is degraded
and PER is released. It does not affect TIM in complex with both
PER and CLK. For three of the models, this represented no change
in modeling light input. For the fourth (Xie and Kulasiri, 2007), it
removed light-induced degradation of PER, but made no other
changes. The differential equation for the concentration of cyto-
plasmic TIM (taken from Bagheri et al., 2008a) serves as a typical
example:
d½TIMc
dt
¼ k1½timRNAk2½TIMcþk3½TIMpcðk4þLÞ½TIMc ð1Þ
where k1 is the rate of translation, k2 is the rate of phosphorylation,
k3 is the rate of de-phosphorylation, k4 is the rate of cytoplasmic
TIM degradation in the dark, and L represents light.
2.3. Sensitivity analysis
To differentiate the roles of different model components
(states) and processes on the timing of the clock, we computed
the sensitivity of the phase velocity (clock speed) to perturbation.
When a clock is free-running, it advances its phase (θ, measured in
circadian time) at a constant velocity dθ=dt. If the clock is
perturbed, that perturbation will cause the clock to deviate from
its usual trajectory, temporarily throwing it off its usual progres-
sion through time. The curve that relates the phase of the clock
when it is perturbed (θ) to the resultant speed change is called a
velocity response curve (VRC) (Taylor et al., 2010, 2008b). There is
a VRC for each parameter p. It is the differential of the phase
velocity with respect to p:
VRCpðθÞ ¼ ddp
dθ
dt
ðθÞ: ð2Þ
per tim clk vri 
VRI PDP PER-TIM CLK 
pdp 
Fig. 2. Network structure shared by all four models. PDP up-regulates clk, VRI
down-regulates clk, CLK up-regulates pdp, vri, tim, and per, and PER and TIM form a
heterodimer that enables them to sequester CLK and prevent it from regulating
transcription.
1 It should be noted that Kuczenski et al. (2007) has an additional feedback
loop to control nuclear entry of TIM, but we include the model in our study because
the additional loop is not a transcriptional feedback loop.
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In Fig. 4A, we show the VRCs for all parameters in Eq. (1).
Parameters involved in processes that produce non-phosphorylated
cytoplasmic TIM (translation and de-phosphorylation) show a similar
pattern, and parameters involved in processes that consume it
(phosphorylation and degradation) show the opposite pattern. Note
that the VRC associated with light (L) differs from the VRC associated
with TIM degradation (k4) because L affects the dynamics of multiple
states (all forms of TIM protein) while k4 affects the dynamics of only
one state.
To use VRCs to understand the roles of state variables, we created
a new parameter ξ that affected the state's dynamics without
involving it in a particular process. For example, we augmented the
differential equation (Eq. (1)) governing the dynamics of cytoplasmic
TIM from Bagheri et al. (2008a) as follows:
d½TIMc
dt
¼ k1½timRNAk2½TIMcþk3½TIMpcðk4þLÞ½TIMcþξTIMc:
The parameter ξTIMc has a nominal value of zero. The VRC
associated with ξTIMc predicts the change in phase velocity of the
model as a result of this parameter becoming non-zero.2 In Fig. 4B,
we show the VRC associated with ξTIMc . In general, increases of the
rate of accumulation of cytoplasmic TIM lead to increased clock
speeds during the day and to decreased clock speeds during
the night.
We augmented each differential equation in each model with a
ξ parameter and computed the associated VRC. We call these VRC's
variable-speciﬁc VRCs. VRCs associated with the original para-
meters (e.g. k1) are called process-speciﬁc VRCs because each of
these parameters is involved in a particular process (such as TIM
translation).
2.4. Parameter optimization
In addition to analyzing each model with its published para-
meter values, we searched for parameter values that allowed it to
maintain realistic oscillations in constant darkness (free-running
oscillations). Then we performed a secondary set of searches in an
attempt to ﬁnd parameters that allowed the model to be entrained
by light. In both cases, we used an evolutionary strategy (Schwefel,
1993), which is a stochastic algorithm mimicking evolution. The
algorithm began with an initial population of individuals (para-
meter sets). Each individual was assigned a ﬁtness based on its
ability to meet certain criteria, such as maintaining sustained
oscillations (see the cost function descriptions below, low cost
indicates high ﬁtness). Six new generations of individuals were
created via selection, cross-over, and mutation – each new indi-
vidual was created from a pair of individuals from the previous
generation (they were selected at random from the ﬁttest 20% of
the previous generation). The new individual took each gene at
random from one of the two parent individuals, and then mutated
it by adding a small, pseudorandom perturbation. By repeating the
process for multiple generations, good genes (parameter values)
were favored and the average ﬁtness of each generation was better
than that of the previous. We observed that, after six generations,
although the average ﬁtness increased, the ﬁtness of the ﬁttest
child no longer increased. So we chose the ﬁttest individual from
the sixth generation as the optimized parameter set.
For the free-running oscillations, the initial population was
created by sampling from a uniform distribution in a space that
allows each parameter to take on a value between 0 and twice the
published value. For the entrained oscillations, we used indivi-
duals from the initial search as initial conditions. The cost func-
tions are deﬁned below.
2.4.1. Cost function for constant darkness
We used the cost function of Bagheri et al. (2008a) (J2), which
ensures that the model oscillates and penalizes models with
dynamics that deviate from experimental results, applying a
greater weight to errors in phase dynamics than to errors in
amplitude.
The input to the cost function is the set of state trajectories over
time, given a set of parameters. Mathematically, the model is
described by its ordinary differential equations:
dx
dt
¼ fðx;pðtÞ;pÞ
where x is the vector of state variables, t is time, and p is the vector
of parameters. The limit cycle solution of the differential equations
is denoted as xðt;pÞ.
Table 1
Comparison of model components. For the lists of proteins and complexes, n indicates a nuclear form, c indicates a cytoplasmic form, and p indicates a phosphorylated form.
Ruoff et al. (2005) Xie and Kulasiri (2007) Kuczenski et al. (2007) Bagheri et al. (2008a)
Genes per/tim, vri, pdp, clk per, tim, vri, pdp, clk per, tim, vri, pdp, clk per, tim, vri, pdp, clk
Proteins and
Complexes
PER/TIM, PER/TIM:CLKn, VRIc, VRIn,
PDPc, PDPn, CLKc, CLKn(Note: no
distinction is made between
cytoplasmic and nuclear PER/TIM.)
PER, TIM, PER:TIM, VRI, PDP, CLK, CLK:
CYC, PER:TIM:CLK:CYC
PERc, TIMc, PER:TIMc, PER:TIMn, PERpc,
PERpn, TIMn, PER:TIMn, SM (signaling
molecule), VRIc, VRIn, PDPc, PDPn, CLKc,
CLK:CYCc, CLK:CYCpc, CLK:CYCn, CLK:
CYCpn
PERc, PERn, PERpn, PERppn,
TIMc, TIMpc, TIMppc,
TIMpn, TIMppn, VRIc,
VRIpc, VRIpn, PDPc, PDPpc,
PDPpn, CLKc, CLKn, CLKpn,
PERpp:TIMpp:CLKpn
Processes Transcription, translation, nuclear
transport combined with (de-)
activation, degradation, complex
(dis)association
Promoter (un)binding, transcription,
translation, degradation, complex (dis)
association
Transcription, translation, nuclear
transport, (de-)phosphorylation,
degradation, (dis)association
Transcription, translation,
nuclear transport, (de-)
phosphorylation,
degradation, (dis)
association
Transcriptional
regulation
CLK up-regulates per/tim, vri, and
pdp by mass action. PDP up-
regulates and VRI down-regulates
clk (PDP uses mass-action and VRI
uses Hill kinetics)
CLK up-regulates per, tim, vri and pdp
by binding to a promoter (thus
increasing the probability that the gene
is activated). PDP up-regulates and VRI
down-regulates clk by binding to the
promoter. They do so competitively
CLK up-regulates per, tim, vri, and pdp
by increasing the average number of
transcription initiations per hour. PDP
up-regulates and VRI down-regulates
clk by manipulating the average number
of transcription initiations per hour. VRI
competitively inhibits PDP binding
CLK up-regulates per, tim,
vri, and pdp using Hill
kinetics. PDP up-regulates
and VRI down-regulates clk
using Hill kinetics
Number of state
variables
12 19 23 29
Number of
parameters
29 49 53 76
2 Note that the VRC associated with ξ is equivalent to the state impulse phase
response curve as deﬁned by Taylor et al. (2008b).
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The cost function taken from Bagheri et al. (2008a) depends on
seven terms, each of which measures errors in relative peak times,
relative concentrations, or period:
J2ðxðt;pÞÞ ¼ ∑
7
i ¼ 1
C2;iðxðt;pÞÞ
where each term is listed below, along with a brief description of
the properties the model will exhibit if the error is small. Most
terms applied to all models. For a given model, we ignored any
term that does not apply to it.
1. Ensure the free-running period (τdd) is close to 24 h:
C2;1ðxðt;pÞÞ ¼ 10  ð24τddÞ2
2. Ensure the mRNA concentrations have the correct relative
phase:
C2;2ðxðt;pÞÞ ¼ 20  ðTptÞ2þ20  ðTpvÞ2þ20  ðTpdÞ2þ20  ðTPT Þ2
where Tnn is the time difference between the peaks of per and
tim mRNA (pt), per and vri mRNA (pv), per and pdp (pd) mRNA,
and PER and TIM (PT).
3. Ensure that PER protein peaks
1
4 of a cycle after per mRNA:
C2;3ðxðt;pÞÞ ¼ 10  TpP
τdd
4
 2
where TpP is the time difference between per and PER peaks.
4. Ensure clk mRNA peaks in anti-phase with per, tim, vri, and pdp
mRNA:
C2;4ðxðt;pÞÞ ¼ 30  Tpc
τdd
2
 2
where Tpc is the time difference between per and clk mRNA peaks.
5. Ensure that nuclear PDP peaks 15 cycle after nuclear VRI.
C2;5ðxðt;pÞÞ ¼ 30  TDVn
τdd
5
 2
where TDVn is the time difference between the peaks of nuclear
PDP and VRI.
6. Ensure that nuclear CLK, VRI, and PDP have similar peak
concentrations:
C2;6ðxðt;pÞÞ ¼ 1  ðΔCPÞ2þ1  ðΔCV Þ2þ1  ðΔDV Þ2
where Δnn is the peak concentration difference between CLK
and PER (CP), CLK and VRI (CV), and PDP and VRI (DV).
7. Ensure that CLK protein levels are 5 times lower than PER
protein levels:
C2;7ðxðt;pÞÞ ¼ 10 
ΛP
ΛC
5
 2
where ΛP is the peak PER concentration and ΛC is the peak CLK
concentration.
For a model to meet the requirements of the cost function
qualitatively, we expected the cost to be less than 600. There are
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Fig. 3. The four models as published oscillate with different mRNA and proteins
peaking at different times and with different amplitudes. Shown are state
trajectories for each model.
Fig. 4. Example VRCs from the model of Bagheri et al. (2008a). Shown are the VRCs
associated with cytoplasmic TIM. (A) We show the process-speciﬁc VRCs. They
include translation (k1), phosphorylation (k2), de-phosphorylation (k3), degradation
(k4), and light (L). A value of 0.1 indicates an increase of 1 (a.u./h) in the given
parameter will cause the phase velocity to increase by 10%. Likewise, a value of
0.1 indicates the same increase in parameter value will cause the phase velocity
to decrease by 10%. (B) We show the variable-speciﬁc VRC.
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many ways to reach a value of 600 without any one particular term
becoming unrealistically large. For example, if PER and TIM proteins
peak 2.4 h after their mRNAs do (instead of 6 h), if CLK protein levels
are 10 times lower than PER protein levels (instead of 5), and if per
and textitclk mRNA peak 10 h apart (instead of 12 h), then the cost
will be approximately 600.
2.4.2. Cost function for entrainment by light
We used an augmented cost function to ensure that the
model could be entrained by light. The cost function depends on
both the free-running behavior and its response to light.
Because entrainment adjusts the period of the free-running
clock to match that of the external signal, it is important to
simulate clocks with consistent free-running periods. We scaled
the rate parameters to set the free-running period before we
evaluated the cost function. For the ﬂy, the free-running period
is near 24 h (Dushay et al., 1990), so we ran optimizations for
free-running periods of both 23.8 and 24.2 h. The cost c is as
follows:
c¼ 0:1J2þζ ð3Þ
where the cost associated with entrainment ζ is determined by
an entrainment simulation. We entrained the model for 20
cycles, and measured the peak time of per mRNA in each cycle.
We then computed the drift (d), which is the average magnitude
of the change in peak time over the ﬁnal 10 cycles.
d¼ 1
10
∑
20
i ¼ 11
Tp;iþ1Tp;i
 ð4Þ
where i is the cycle number and Tp;i is the peak time (modulus
24) of per mRNA in the ith cycle of the simulation.
If d was small enough (less than 6 min), then we used the ﬁnal
peak time Tp to compute the cost (it should be 13 h after dawn).
Otherwise, we used the drift:
ζ ¼ jTp13j if do0:1
100d otherwise:

ð5Þ
3. Results
3.1. The clock in constant darkness is easily characterized by VRCs
3.1.1. Relative peak times are conserved across multiple parameter
sets
To understand the mechanisms underlying the clock oscilla-
tions, we considered the clock in constant darkness. We analyzed
the published parameter sets and 50 sets of parameters optimized
for each model. The costs of the optimized parameter sets were
comparable across models. A cost of zero would be a perfect
match. A cost less than 600 represents a set that has a qualitative
match to the desired features and all optimized parameter sets
exceeded this requirement (see Table 2). For all models, the
optimized parameter sets formed a single, broad group spanning
a space centered on the published parameter set. The coefﬁcients
of variation for each parameter were, on average, 0.5 (50% of the
published value) and the mean parameter values were, on average,
equal to the published value (see row 4 of Table 2). The costs of the
optimized parameters were lower than those of the published
parameters. This is consistent with the fact that each modeler used
a different cost function (even Bagheri et al., 2008a used additional
optimization criteria) – a point within the same parameter space
found with different, but related, optimization criteria will have a
worse cost while still having a qualitative agreement with the
points we found. We concluded that all four models were capable
of reproducing realistic relative peak times and amplitudes using
values covering a relatively wide range of parameter space
centered near the published values.
3.1.2. VRCs are conserved across multiple parameter sets
For each model, we analyzed the VRCs, considering all 50
parameter sets. For each parameter set, we determined which
VRCs dominated the phase sensitivity. For each VRC, we computed
the area under its absolute value over one cycle (larger area
indicates greater sensitivity). A VRC with an area of at least 70%
of the area of the largest VRC area was classiﬁed as dominant. We
found that for a given model, the same processes and genes
dominated across parameter sets, but that different models were
dominated by different genes and processes.
First, we considered which gene products dominated sensi-
tivities by comparing variable-speciﬁc VRCs (see Table 3). The
variable-speciﬁc VRC that dominates varies somewhat from
model to model but is consistent across parameter sets. For
the models of Ruoff et al. (2005) and Kuczenski et al. (2007), per
and its products dominate. For the model of Xie and Kulasiri
(2007), per dominates, but in 19/50 of the parameter sets, it is
joined by clk. The model of Bagheri et al. (2008a) tells a
different story, as it is dominated by clk and (in 26/50 of the
parameter sets) by vri. We concluded that variable-speciﬁc
VRCs characterized the models in the given region of parameter
space, regardless of speciﬁc parameter values, and that the
model of Bagheri et al. (2008a) was unique in its dependence on
clk and vri.
Next, we considered which processes dominated model timing.
To examine the comparative roles of modeled processes, we
computed process-speciﬁc VRCs. All models had phase velocity
sensitivity to at least three different kinds of processes (see
Table 3). The only process to which all four models were sensitive
is degradation. Three models (the exception is that of Bagheri
Table 2
Parameter optimization reveals that all four models, at least qualitatively, meet the optimization criteria in a large region of parameter space. The ﬁrst row contains the cost
of the published parameter set, for reference. The second row contains the mean and standard deviation of the costs across 50 optimized parameter sets. All costs are less
than 600, indicating all parameter sets lead to realistic peak times and amplitudes in constant darkness. For each of the parameters in a model, we computed the coefﬁcient
of variation for its value (across the 50 optimized sets). The third row contains the mean and standard deviation of those coefﬁcients (across the parameters). The area
searched was 0% to 200% of the published parameter values. A coefﬁcient of variation of 0.5 indicates that 68% of the values optimized for a given parameter are within 50% of
that parameter's published value. For each of the parameters in a model, we also computed the mean value (relative to the published value, across the 50 optimized sets).
The fourth row contains the mean and standard deviation of these mean values. A value of 1 indicates the parameter distributions are centered around the published values.
Ruoff et al. (2005) Xie and Kulasiri (2007) Kuczenski et al. (2007) Bagheri et al. (2008a)
Costs of published parameters 1525 669 940 325
Costs of optimized parameters (mean7std. dev.) 309732 177742 464743 237747
Coefﬁcients of variation for all parameters (mean7std. dev.) 0.4770.23 0.4770.15 0.5070.14 0.5270.13
Relative mean value for each parameters's distribution
(mean7std. dev.)
1.0770.36 1.0570.25 1.0570.24 1.0370.20
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et al., 2008a) were sensitive to rates of transcription (although
it appears as sensitivity to activation in the model of Kuczenski
et al., 2007). Two of the three models that separated nucleus from
cytoplasm were sensitive to the rate of nuclear transport. No
model was sensitive to the rate of complex dissociation and
neither of the models with phosphorylation were sensitive to
the rate of dephosphorylation. The model of Kuczenski et al.
(2007) differed from the other three models in that it was the
only model insensitive to the rate of translation and the only
model sensitive to the rate of complex association. With the
exception of degradation, there was no clear pattern. The impor-
tance of a process depended on the model, and to some extent, on
the parameter set. Further, each model was sensitive to approxi-
mately half of the types of processes it included, indicating there is
no, single, dominating process.
3.1.3. VRCs reveal not just which loops dominate, but when
Given that the relative peaks times of the state trajectories
were consistent across all four models, it is natural to ask if the
relative times of phase sensitivity would also be consistent across
models. We examined the variable-speciﬁc VRCs for all parameter
sets and all models and found that they were not. In Fig. 5, we plot
variable-speciﬁc VRCs over time for both the published parameter
values and for a representative optimized set of parameters. The
difference between the VRCs from the different parameter sets
(and from the remaining optimized parameter sets) was very
small. This was consistent with the result that the dominating VRC
was insensitive to parameter set. These plots reveal not just which
states dominate, but when they dominate, and how they affect the
phase velocity. A positive value for a VRC indicates that increasing
the state's rate of accumulation will speed up the oscillation.
Likewise, a negative value indicates that increasing the state's rate
of accumulation will slow down the oscillation. The VRCs shown in
Fig. 5 reveal different roles for the clock components. For example,
increasing the rate of accumulation of clk products in the model of
Kuczenski et al. (2007) could speed up the clock, but not slow it
down. On the other hand, in the models of Xie and Kulasiri (2007)
and Bagheri et al. (2008a), increasing the rate of accumulation of
clk products could slow down the clock in the late subjective
daytime (CT6 to CT12) and speed it up in the subjective night
(CT12 to CT24). The products of per and tim also affected the four
models differently. In the model of Bagheri et al. (2008a), they had
no detectable effect on the timing. In the other three models, some
per or tim products could slow down or speed up the clock,
depending upon the time of day. There was qualitative agreement
among the models that they were capable of speeding up the
oscillations during the subjective day and slowing them down
near subjective dawn. The role of pdpwas less dramatic. Increasing
the rate of accumulation of pdp products could slow down the
oscillations of the model of Ruoff et al. (2005), but had little or no
effect on the other three models. Vri had opposite roles in the
models of Ruoff et al. (2005) (speeding up during the day, slowing
down during the night) and Bagheri et al. (2008a) (slowing down
during early night and speeding up during late night) and very
little or no role in the other two models. We concluded that there
was no gene with the same role in all models and no pair of
models with like roles for all ﬁve genes.
Table 3
Summary of gene products and processes that dominate phase sensitivity. A gene name (ﬁrst row) or process type (second row) is included if its VRC has a large magnitude
(at least 70% of the magnitude of the largest) for at least 15 of the 50 optimized parameter sets. For each gene and process, we include a parenthetical note with the number
of parameter sets it dominates. Note that it is possible for more than one component to have high values, and therefore, to dominate the measure. The relative variable-
speciﬁc VRC measure is the VRC associated with a given state, relative to that state's amplitude. The relative process-speciﬁc VRC measure is the VRC associated with a given
parameter, relative to the value of that parameter.
Ruoff et al. (2005) Xie and Kulasiri (2007) Kuczenski et al. (2007) Bagheri et al. (2008a)
Relative
variable-
speciﬁc VRCs
per (40) per (49) and clk (19) per (48) clk (47) and vri (26)
Relative process-
speciﬁc VRCs
degradation (47), transcription (23),
translation (50), and transport (50)
degradation (49), transcription
(45), and translation (50)
activation (28), assocation (29),
degradation (45), and
phosphorylation (36)
degradation (50), phosphorylation
(45), translation (49), and
transport (20)
Fig. 5. Different loops are sensitive at different times in different models. Shown
are heat maps of relative VRCs. For each model, we show the relative VRCs for the
published parameter set (left plot) and a representative optimized parameter set
(right plot). There is one curve for each mRNA and protein/complex in the model,
and they are grouped and labeled by gene. Green indicates maximal potential
speed-up and magenta indicates maximal potential slow-down.
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3.2. VRCs shed light on the ability of a model to entrain
3.2.1. Different models have different characteristic responses to light
input, none of which are realistic
In the wild, ﬂy clocks are entrained by the daily light-dark
cycle, and to understand the clock fully, we must also understand
how the clock is entrained. The ﬁrst step to understanding
entrainment was to examine the phase velocity response of the
clock to light. We computed velocity response curves associated
with light, and then compared the curves to each other and to
experimental results in the form of a phase response curve. A
phase response curve (PRC) is an experimental indicator of the
underlying VRC in that it reports the phase shift observed after an
animal has been subjected to a short light pulse (less than 1 h).
Depending upon the time of day the pulse is administered, the
clock may advance or delay its phase. A phase advance in a PRC
indicates an underlying increase in the phase velocity, so we
expected the underlying VRC and PRC to have similar shapes.
The top panel in Fig. 6 contains the PRC of a ﬂy to 40 min pulses of
light (Konopka, 1979, data taken from the PRC Atlas of Johnson,
1990). It shows a large dead zone during the day, a phase delay in
the ﬁrst half of the night, and a phase advance in the second half of
the night. Thus, if a ﬂy is running with a 24-hour clock, light will
not affect its phase because it will arrive during the deadzone. If it
is running fast, then the sun will still be shining when the ﬂy's
clock indicates it is early night, and the light will arrive when the
PRC is in its delay zone and the clock will be slowed down. If it
is running slow, then the sun will arrive when the ﬂy's clock
indicates it is early morning, and the light will arrive when the PRC
is in its advance zone and the clock will be sped up.
The models had different characteristic responses to light, none
of them consistent with the experimental VRC. In Fig. 6, we show
the shapes and magnitudes of the light VRCs for all parameter sets.
The maximal magnitude (the larger of the peak or trough) of the
curves was of the same order of magnitude for the ﬁrst three
models (Fig. 6, right column). The light parameter increases the
rate of TIM degradation. The similar VRC magnitudes indicated
that the same increase in the rates of TIM degradation would have
qualitatively similar effects on the timing of the models. For the
model of Bagheri et al. (2008a), light had a much smaller effect for
most parameter sets, and a comparable effect on just two. On the
left of Fig. 6, we show the light VRCs; they are normalized by their
maximal magnitudes so that it is easy to compare their shapes.
The model of Ruoff et al. (2005) stood out as unique in two ways:
(1) light could speed up the clock, but could not slow it down and
(2) during the subjective afternoon (CT6 to CT12), the clock was
insensitive to light. The remaining three models had areas of slow-
down during the day (CT0 to CT12) (Xie and Kulasiri, 2007), during
the afternoon and early night (CT6 to CT18) (Kuczenski et al.,
2007), or during the late night and day (CT20 to CT24 and CT0 to
CT12) (Bagheri et al., 2008a). For these three models, there was no
dead zone; i.e., there was no stretch of time during which light has
little or no effect. The choice of parameter set had very little effect
on the VRC shapes in the model of Ruoff et al. (2005), some effect
on the model of Xie and Kulasiri (2007) and a larger effect on the
models of Kuczenski et al. (2007) and Bagheri et al. (2008a). We
concluded that none of the models had light VRCs consistent with
the experimental PRC, because they were missing either dead
zones or areas of delay.
3.2.2. Not all models entrain to daily light cycle
Next we entrained the models to light/dark cycles to determine
whether or not they would entrain, and if so, if it was realistic. The
unrealistic shapes of the light VRCs indicated that the entrainment
would not be realistic (e.g. the trace of per mRNA over time might
not have a single peak and that, even if it did, the peak might not
occur just after dusk). However, the presence of delay and advance
regions in the models of Xie and Kulasiri (2007), Kuczenski et al.
(2007), Bagheri et al. (2008a) indicated it might be possible to ﬁnd
a light signal that would entrain the clock, i.e. that the period
would match that of the entraining signal and that there would be
a stable phase relationship between the entraining signal and the
clock components.
In constant darkness, the period of the ﬂy clock is nearly 24 h
(Dushay et al., 1990). Thus a realistic model will be able to entrain to
24-hour rhythms whether its free-running period (FRP) is slow or
fast. We scaled the rate parameters of each model (for each
parameter set) to make fast (23.8-hour FRP) and slow (24.2-hour
FRP) versions. We know from the dead zone in the experimental
PRC that the ﬂy clock is insensitive to light during most of the day,
possibly because there is a gate that prevents light from increasing
the degradation rate of TIM during that time. We also know that for
entrainment to be robust, the deadzone is critical (Pfeuty et al.,
2011, 2012). However, if a model accurately captures all clock
processes affected by light, and is merely missing a gate, then it
should be possible to entrain it with a light/dark cycle that itself
gates the light, as in the work of Thommen et al. (2010). The gated
light signal has a so-called skeleton photoperiod. For each cycle, we
used 1 hour of light to mimic dawn, 10 h of darkness to mimic gated
light, 1 hour of light to mimic dusk, and then 12 h of darkness to
mimic the nighttime. It has been shown that the relationship
between pupal eclosion and dusk is the same in complete photo-
period (12 h of light) and skeleton photoperiod entrainment as long
as the photoperiod is 12 or fewer hours (Pittendrigh and Minis,
1964). We therefore assumed that per mRNA levels peaked shortly
after the dusk pulse of light in skeleton entrainment and that we
must consider the shorter stretch of darkness as the daytime. To
assess whether or not it entrained, we examined the period of the
model. If it was not 24 h, then it was not entrained. If the trace of
Fig. 6. Responses to light vary across models and parameter sets. Shown are the
light PRC of a wild-type ﬂy and the light VRCs of all optimized parameter sets. For
each model, we show the light VRC for each parameter set (normalized to its
maximal magnitude, left plot) and a histogram of the maximal magnitudes of those
VRCs (right plot).
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per mRNA had more than one peak per day or if it did not peak
within 4 h after dusk (Hardin et al., 1990; Qiu and Hardin, 1996), we
said it did not entrain correctly.
We performed the above entrainment simulations for all 50
optimized parameter sets for each model. For each parameter set,
we searched for the lowest strength of light that allowed for
entrainment (keeping that strength in the range that allows light
to increase the degradation rate by 10-fold). The results are
summarized in the ﬁrst two rows of Table 4. The model of Ruoff
et al. (2005) was unable to entrain. The remaining models have
parameter sets that allow for entrainment, some with realistic per
mRNA dynamics. The model of Xie and Kulasiri (2007) was able to
entrain, but correct entrainment was rare — 5 parameters sets in
the slow version of the model were entrained correctly. For the
model of Kuczenski et al. (2007), all 50 parameter sets allowed
both versions to entrain, but none were realistic: either the per
mRNA trace had two peaks per cycle or per mRNA peaked shortly
after dawn. For the model of Bagheri et al. (2008a), only 2 para-
meter sets allowed for entrainment. That entrainment, however,
was realistic in that per mRNA peaked between 0.6 and 1.2 h after
dusk. We concluded that the models of Ruoff et al. (2005) and
Kuczenski et al. (2007) had unrealistic responses to light and that
the models of Xie and Kulasiri (2007) and Bagheri et al. (2008a)
were capable of realistic entrainment, but that it was sensitive to
the choice of parameters.
3.2.3. A renewed parameter search has mixed effects on the models'
ability to entrain
This led us to investigate the role of parameters in determining
a model's ability to entrain. The parameters we used above had
been chosen to optimize behavior in constant darkness. Could the
models be coerced into realistic entrainment if we performed an
optimization that favored entrainment? We ran an additional
(stochastic) optimization procedure, using a cost function that
penalized parameter sets that disallow entrainment or that
entrained with per mRNA peaking during the day instead of
during the night. The original 50 sets of parameters served as
initial starting points for this search, which we repeated 50 times
for each model (that is the slow and fast versions of each of the
4 models). The results conﬁrmed our earlier ﬁndings (see rows
3 and 4 of Table 4).
We discovered no parameter sets that allowed the model of
Ruoff et al. (2005) to entrain at all or for that of Kuczenski et al.
(2007) to entrain correctly. For the model of Xie and Kulasiri
(2007), we found 18 parameter sets that allowed the fast version
to entrain correctly and 17 that allowed the slow version to entrain
correctly. For the model of Bagheri et al. (2008a), we found 11
parameter sets that allowed the fast version to entrain correctly
and 1 that allowed the slow version to entrain correctly. We
concluded that the models of Xie and Kulasiri (2007) and Bagheri
et al. (2008a) were capable of responding realistically to light, but
that ensuring realistic peak times in constant darkness (as we did
with our original parameter optimization) was insufﬁcient to
guarantee realistic light response.
Renewing our search of parameter space with additional
criteria enabled us to ﬁnd more parameter sets that would allow
for correct entrainment, but did not enable us to force an originally
non-entrainable model to be entrainable. In other words, it
produced quantitative changes, but not qualitative changes in
our results.
In Table 5, we summarize results of the entrainment-based
parameter searches. As in Table 2, we show the mean and standard
deviations of the distributions of (1) costs associated with constant
darkness (J2), (2) the parameters' coefﬁcients of variation, and
(3) the parameters' relative mean values. To determine whether or
not the new search yielded statistically signiﬁcantly different
results from the original search, we performed 1-way analysis of
variance (ANOVA) on each pair of new and old distributions. We
rejected the null hypothesis that both distributions shared the
same mean if po0:001. The coefﬁcients of variation between the
original and new searches were statistically indistinguishable,
meaning the parameters were neither more closely packed
together nor more spread apart in any of the new searches. The
mean parameter values were the same for all models except that
of Kuczenski et al. (2007) (po0:001; the means of the new
searches were 0.87 and 0.85 for the fast and slow versions,
respectively while the mean of the original search was 1.05). The
J2 costs were statistically indistinguishable between the original
and new searches for the models of Ruoff et al. (2005) and
Kuczenski et al. (2007). In contrast, both new searches yielded
lower J2 costs for the models of Xie and Kulasiri (2007) and
Bagheri et al. (2008a) ðpo0:001Þ. This is interesting because the
latter two models were the only two capable of correct entrain-
ment. The searches that found more parameter sets allowing for
correct entrainment also led to improved characteristics in con-
stant darkness. The new parameter searches remained in the same
parameter space and that the additional entrainment criteria had
no effect on the criteria for constant darkness for models that
could not entrain. For models that could entrain, the parameter
sets became better at meeting the criteria for constant darkness.
4. Discussion and future directions
We showed that all models had the same relative peak times,
but not the same relative variable-speciﬁc VRCs (Fig. 5). This was
somewhat counter-intuitive. Consider, for example, just the mRNA
variables. Intuition tells us that if we increase the rate of tran-
scription while the transcript levels are rising, then we will force
the transcript to peak sooner and, therefore, speed up the clock.
And, conversely, that if we increase the rate of transcription while
the transcript levels are decreasing, then it reaches its trough later,
and, therefore, slows down the clock. This is precisely the pattern
Table 4
Summary of entrainment results. Shown are the number (out of 50) of parameter sets that allow for the model to entrain to a simulated skeleton photoperiod. In
parentheses, we include the number of parameter sets that allows the model to entrain correctly (with permRNA peaking between CT12 and CT16 and with only 1 permRNA
peak per cycle). The ﬁrst two rows show the results using parameter sets from the original optimization, which considered model features in constant darkness (DD) only. To
collect data for the ﬁrst row, the free-running period (FRP) of the model was scaled to 23.8 h, and then the model was entrained. To collect data for the second row, the FRP
was scaled to 24.2 h. To collect data for the third row, we performed a new optimization, which favored parameter sets that allowed the model to entrain to a skeleton
photoperiod with a per mRNA peak time of CT13. As above, the model parameters were scaled so that the FRP was 23.8 h. To collect data for the fourth row, we performed a
third optimization with the same requirements for entrainment, but this time with an FRP of 24.2 h.
Ruoff et al. (2005) Xie and Kulasiri (2007) Kuczenski et al. (2007) Bagheri et al. (2008a)
DD parameter optimization, FRP¼23.8 0 entrain 50 entrain (0 correctly) 50 entrain (0 correctly) 2 entrain (2 correctly)
DD parameter optimization, FRP¼24.2 0 entrain 49 entrain (5 correctly) 50 entrain (0 correctly) 0 entrain
LD parameter optimization, FRP¼23.8 0 entrain 50 entrain (18 correctly) 47 entrain (0 correctly) 11 entrain, (11 correctly)
LD parameter optimization, FRP¼24.2 0 entrain 49 entrain (17 correctly) 49 entrain (0 correctly) 1 entrains (1 correctly)
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we see with simple models, such as the linear oscillator of Granada
and Herzel (2009), which is shown in Fig. 1 (where X is the mRNA
variable). However, there was enough complexity in the four
models we analyzed that there was no consistent phase relation-
ship between state variables and their VRCs. This highlights the
importance of computing VRCs and examining them directly,
rather than relying on intuition related to peak times.
We analyzed the sensitivity of each process type (e.g. degrada-
tion) for each parameter set for each model and found that the
results differed across models but were consistent across para-
meter sets. This indicates that the processes in control were
largely determined by the mechanisms. However, each model
had at least three processes that were in control, leading us to
conclude that process-speciﬁc sensitivity did not provide a simple
characterization of these models. This may also be an indicator
that the models were well designed. If sensitivity was spread
across processes, then many processes played important roles in
model behavior, and their incorporation into the model was
therefore warranted.
We have also shown that each model responds differently to
light. For each model, the light VRC is qualitatively similar across
parameter sets, but not every parameter set allows for light
entrainment. The model of Ruoff et al. (2005) could not entrain
to a signal with a period longer than its intrinsic period because it
could not be slowed down by light. The model of Kuczenski et al.
(2007) could adjust to light, but it did so with unrealistic dynamics
– it showed two peaks in the per mRNA trace where experimental
data show only one. The models of Xie and Kulasiri (2007) and
Bagheri et al. (2008a) each had a small percentage of parameter
sets that allow for realistic entrainment. When we performed an
additional parameter optimization that included entrainment in
its cost function, we found more parameter sets that allowed for
realistic entrainment. Optimization with the new cost function did
not change our negative results with the models of Ruoff et al.
(2005) or Kuczenski et al. (2007). Thus, we concluded that the
biochemical mechanisms and parameters together determine
entrainment. The choice of parameters mattered because the
VRC must have realistic areas of acceleration and deceleration at
the appropriate clock phases if a clock is to entrain with a realistic
relationship to the sun (Taylor et al., 2010; Pfeuty et al., 2011).
Achieving a qualitative set of features for the VRC to light was
insufﬁcient to guarantee entrainment. Thus we viewed the para-
meters as ﬁne-tuning the response to light proscribed by the
biochemical mechanisms.
Among the models, there are many differences in the biochem-
ical mechanisms, and it is not straight-forward to tease apart the
effects of each mechanism. Thus, sensitivity analysis and
parameter-ﬁtting alone cannot map individual modeling choices
to model performance. The context of each mechanism matters. In
the future, it would be interesting to explore the effects of
reorganizing these models. For example, it might be instructive
to use each of the four transcription kinetics in each of the four
models. Another interesting set of mechanisms that warrant closer
inspection are those involving phosphorylation, as recent discov-
eries point to post-translational modiﬁcation as key processes in
clock function (Leloup, 2009; Weber et al., 2011).
If our goal is to design a clock that will entrain, then we need to
investigate multiple sets of biochemical mechanisms. As we do so,
we need to examine the VRCs. We showed that ﬁtting model
parameters to ensure correct relative peak-timing is not sufﬁcient
to ensure the correct light response (even qualitatively). Fig. 6
shows this directly. Fig. 5 underscores how important it is to
construct the model correctly. Light is just one response,
embedded in a characteristic response of all model components.
In this investigation, we showed that this characteristic is con-
served across parameter space. Earlier, we showed that at least
one VRC was invariant to loop structure (Taylor et al., 2008a): we
demonstrated that the VRC of interest (one that predicts the
response of one cell to signals from other cells) retained the same
shape even when we removed entire feedback loops. This high-
lights the importance of the biochemical mechanisms that are
chosen. Changing either parameter values or feedback loop struc-
ture will not necessarily change the shape of the VRCs. For models
with biochemical mechanisms that allowed for entrainment (those
of Xie and Kulasiri, 2007 and Bagheri et al., 2008b), our entrain-
ment-based parameter optimization showed that improving the
light response was coincident with improving the relative peak-
timing. This suggests that correct relative peak times are neces-
sary, but not sufﬁcient for correct entrainment. The lesson is that
we need to incorporate entrainment criteria into our cost function
and consider changes not just to parameters, but also to the
modeled biochemical mechanisms.
5. Conclusion
Sensitivity analysis reveals clock properties that are, at least
qualitatively, mechanism-dependent, rather than parameter-
Table 5
Parameter optimization using the entrainment (LD) cost function yields parameter sets that are similar to those of the original parameter optimization. For each of the two
entrainment conditions (fast and slow clocks), the new parameter sets are characterized by the part of the cost associated with the clock's state trajectories in constant
darkness (J2), the coefﬁcients of variation of the parameters, and the relative mean values of all the parameters. The entries in this table are computed using the same method
as for the original parameter optimization. For each of the models, the regions of parameter space occupied by the results of the new optimizations are statistically
indistinguishable from those of the original search. The only exception is that the mean values of the parameters for the model of Kuczenski et al. (2007) are somewhat lower
in the new searches. The J2 cost values are lower in the new searches than in the original search for the models of Xie and Kulasiri (2007) and Bagheri et al. (2008a) but
statistically indistinguishable for the models of Ruoff et al. (2005) and Kuczenski et al. (2007).
Ruoff et al. (2005) Xie and Kulasiri (2007) Kuczenski et al. (2007) Bagheri et al. (2008a)
LD parameter optimization with FRP¼23.8
J2 costs (mean7std. dev.) 306733 128732 5517179 172740
Coefﬁcients of Variation for all parameters (mean7std. dev.) 0.5070.27 0.4370.21 0.5070.16 0.5170.18
Relative mean value for each parameters's distribution
(mean7std. dev.)
1.0670.40 1.0370.39 0.8770.29 0.9870.31
LD parameter optimization with FRP¼24.2
J2 costs (mean7std. dev.) 312736 113732 5087129 176747
Coefﬁcients of Variation for all parameters (mean7std. dev.) 0.4870.31 0.4470.20 0.5270.20 0.4970.15
Relative mean value for each parameters's distribution
(mean7std. dev.)
1.0370.42 1.007 0.36 0.8570.27 0.9370.27
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dependent. But because clocks are so complex, this analysis cannot
map individual mechanisms to clock behaviors. We have demon-
strated a straight-forward analysis of four clock models, and have
seen that the detailed modeling decisions made in their develop-
ment led to models with different characters in constant darkness
and different responses to light. We have not shown how to make
one model behave more like another or how to change a model to
“ﬁx” its problems. Human intuition is an important part of model
development. However, we have demonstrated that VRC analysis
can guide a model developer as she examines her assumptions and
determines which mechanisms to include and how to include
them. For example, our VRC analysis revealed that the current
structure of one model is incapable of using the traditional light
input pathway to slow down the clock. We know that light,
working via this pathway, does slow down the clock, so there
must be a problem with the type or number of mechanisms in the
negative feedback loop. With information about how and when
speciﬁc processes and mRNA and proteins affect the timing of the
clock, the modeler is in a much better position to improve the
biological relevance of her model.
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