Treewidth of an undirected graph measures how close the graph is to being a tree. Several problems that are NP-hard on general graphs are solvable in polynomial time on graphs with bounded treewidth. Motivated by the success of treewidth, several directed analogues of treewidth have been introduced to measure the similarity of a directed graph to a directed acyclic graph (DAG). Directed treewidth, Dwidth, DAG-width, Kelly-width and directed pathwidth are some such parameters.
Introduction
The notion of treewidth was introduced by Robertson and Seymour in their seminal work on graph minors [RS86] . Besides playing a crucial role in structural graph theory, treewidth also proved to be very useful in algorithmic graph theory. Roughly speaking, treewidth of an undirected graph measures how close the graph is to being a tree. Several problems that are NP-hard on general graphs are solvable in polynomial time (some even in linear time) on graphs with bounded treewidth. These problems include classical problems such as hamiltonian cycle, graph coloring, vertex cover, graph isomorphism and many more.
A graph G of treewidth at most k has a tree-decomposition (T, X ) of width k; that is, there is a tree T and X = (X t : t ∈ V (T )), a family of vertex sets (which are called bags), indexed by the vertices of T , with the following properties:
1.
2. for every edge e = {u, v} ∈ G there exists a t ∈ V (T ) such that both u and v lie in X t 3. for any v ∈ V (G), if v ∈ X t 1 and v ∈ X t 2 then v ∈ X t 3 for any t 3 on the (unique) path between t 1 and t 2
Our Results: In this paper, we present the first approximation algorithms for Directed treewidth, D-width, DAG-width, Kelly-width and directed pathwidth. For directed treewidth and D-width we achieve an approximation factor of O( √ log n). For DAG-width, Kelly-width and directed pathwidth we achieve an O(log 3 2 n) approximation factor. Our algorithms are constructive, i.e., they construct the decomposition associated with these parameters. The width of these decompositions are within the above mentioned factor of the corresponding optimal width. We make use of approximation algorithms of directed separators [LR99] , [ACMM05] to construct the corresponding decomposition structures in a recursive manner.
Organization of this paper:
In Section 2 we present the definitions of the above mentioned directed width parameters along with the required notations. In Section 3, we present an approximation algorithm for directed treewidth. This algorithm is based on a structural theorem (Theorem 3.3 from [JRST01] ) of Johnson et al. In Section 4, we present an approximation algorithm for D-width. This algorithm is a natural generalization of the algorithm from [BGHK95] . In Section 5 we present our approximation algorithm for directed pathwidth. In Section 6, we define Kelly path decomposition and show that the algorithm from Section 5 implies approximation algorithms for DAG-width and Kelly-width.
Preliminaries
A digraph is denoted as G(V, E) where V = V (G) is the vertex set and E = E(G) is the edge set of G. All graphs in this paper are simple, i.e., they do not have self loops and multi-edges. Some required definitions are in order.
Directed Tree-width
Johnson et al. [JRST01] introduced the notions of arboreal decomposition and treewidth for digraphs.
Definition 2.1. (Arborescence) An arborescence is defined as a directed graph R such that R has a vertex r 0 , called the root of R, with the property that for every vertex r ∈ V (R) there is a unique directed walk from r 0 to r. In other words, every arborescence arises from a tree by selecting a root, and directing all edges away from the root.
If r, r ∈ V (R), we write r > r if r = r and there exists a directed walk in R with initial vertex r and terminal vertex r . If e ∈ E(R) we write r > e if either r = r or r > r, where r is the head of e. We write e ∼ r to mean that e is incident with r.
Definition 2.2. (Z-normal) Let G be a digraph, and let Z ⊆ V (G). A set S ⊆ V (G) is Z-normal if there is no directed walk in G\Z with first and last vertex in S that uses a vertex of G\(Z ∪ S).
Proposition 2.3. Every Z-normal set is the union of the vertex-sets of certain strong components of G\Z. Equivalently, a set S is Z-normal if and only if the vertex-sets of the strong components of G\Z can be numbered S 1 , S 2 , ..., S d in such a way that
• if 1 ≤ i < j ≤ d, then no edge of G has head in S i and tail in S j , and
Definition 2.4. (Arboreal Decomposition and Directed Treewidth) An arboreal decomposition of a digraph G is a triple A = (R, X, W ), where R is an arborescence, and X = (X e : e ∈ E(R)) and W = (W r : r ∈ V (R)) satisfy the following :
W r is X e -normal for all e ∈ E(R).
(DTW-2)
The width of A, denoted by width(A), is max{|W r ∪ e∼r X e | : r ∈ V (R)} − 1. The directed treewidth of G, denoted by dtw(G), is min{width(A) : A is an arboreal decomposition of G }.
D-width
Safari [Saf05] introduced the notions of D-decomposition and D-width for digraphs. 
where T is a tree, and W = (W i : i ∈ V (T )) is a family of subsets of V (G) such that all strongly connected sets S ⊆ V (G) satisfy the following :
The width of D, denoted by width(D),
DAG-width
DAG-decomposition and DAG-width for digraphs are introduced in [BDHK06] , [Obd06] and [BDH + 09].
Definition 2.8. (DAG-decomposition and DAG-width) A DAG-decomposition of a digraph G is a pair D = (D, X ) where D is a DAG and
is a family of subsets of V (G) such that
(DGW-1)
The width of D, denoted by
Kelly-width
Hunter and Kreutzer [HK08] introduced the notions of Kelly-decomposition and Kelly-width for digraphs. They also presented several equivalent characterizations of Kelly-width such as elimination ordering, partial k-DAGs and k-cop inert robber game.
Definition 2.9. (Kelly-decomposition and Kelly-width) A Kelly-decomposition of a digraph G is a triple
(KW-1)
Similarly, ∃ a linear order on the roots such that
The width of K, denoted by width(K), is max{|B t ∪ W t | : t ∈ V (D)}. The Kelly-width of G, denoted by kw(G), is min{width(K) : K is a Kelly-decomposition of G}.
Directed pathwidth
Directed path decomposition and directed pathwidth were introduced by Reed, Seymour and Thomas.
Definition 2.10. (Directed path decomposition and Directed pathwidth) A directed path-decomposition of a digraph G is a sequence of subsets of vertices
(DPW-1)
(DPW-2)
• ∀ (u, v) ∈ E(G), ∃ i, j such that u ∈ X i and v ∈ X j , where i ≤ j.
(DPW-3)
The width of P, denoted by width(P), is max{|X i | : 1 ≤ i ≤ p} − 1. The directed pathwidth of G, denoted by dpw(G), is min{width(P) : P is a directed path decomposition of G}.
A directed path decomposition P = X 1 , X 2 , ..., X p may be viewed as a directed path with vertex set {v 1 , v 2 , ..., v p } and edge set {(v i , v i+1 ) : 1 ≤ i < p}, along with a function φ :
This interpretation makes it easier to compare it with other width parameters. We will implicitly use this interpretation when necessary.
Henceforth, we use shorthand notations for all width parameters. For a digraph G, we denote its directed treewidth by dtw(G), D-width by dw(G), DAG-width by dgw(G), Kelly-width by kw(G), and directed path-width by dpw(G).
Separator theorems for directed width parameters
Bodlaender et al. [BGHK95] show that treewidth on undirected graphs has a useful characterization in terms of balanced (undirected) vertex separators: It is possible to extract similar characterizations of directed width parameters introduced earlier in terms of small balanced directed vertex separators.
Definition 2.12. (Directed vertex separator) Let G(V, E) be a digraph and W ⊆ V be a set of vertices. Let α ∈ (0, 1). An α-balanced directed vertex separator of size k for W is a set S ⊆ V with |S| ≤ k such that W \ S can be partitioned into W 1 , W 2 such that |W 1 |, |W 2 | ≤ α|W |, and there is no directed path from a vertex in W 2 to a vertex in W 1 in G \ S. We say that the directed separator number of a digraph G is k (denoted by dsn(G) = k) if every subset of V (G) has an α-balanced directed vertex separator of size k.
Henceforth, directed vertex separators will be referred to as vertex separators. The value of α will be specified wherever necessary.
Theorem 2.13. (Agarwal et al. [ACMM05], Leighton and Rao [LR99])
There exists a polynomial time approximation algorithm that, given a digraph G(V, E) and a set W ⊆ V , finds an α-balanced vertex separator S of W in G of size O(w·f (n)), where n = |V | and w is the minimum size of an α -balanced separator of W in G. The constant α depends only on α. 1
In the above theorem, Leighton and Rao [LR99] presented an algorithm with f (n) = log n. Agarwal et al. [ACMM05] , presented an SDP-based algorithm with f (n) = √ log n.
, and α = Corollary 2.16. There exist a constant β ≥ 1 and a polynomial time algorithm that, given a digraph G(V, E) and a set W ⊆ V , finds a 3 4 -balanced separator S ⊆ V of W in G of size βk·f (n) where n = |V | and k is the directed treewidth of G.
Proof. Corollary 2.15 implies that there exists a 2 3 -vertex separator of W in G of size k + 1. The result follows by using the algorithm of Theorem 2.13, taking β to be enough larger than the constant hidden in the O of Theorem 2.13 to account for the factor Using Theorem 2.17 and Theorem 2.13, we get the following result, where the constant β is obtained analogous to Corollary 2.16.
Corollary 2.18. There exist constant β ≥ 1 and a polynomial time algorithm that, given a digraph G = (V, E) and a set W ⊆ V , finds a 
Using Corollary 2.15, we have the following: 
Using Corollary 2.15, we have the following:
Using Corollary 2.20, we have the following: Corollary 2.24. For a digraph G, dsn(G) ≤ 3dpw(G) + 4, where α = 2 3 (refer Definition 2.12). Using Corollary 2.24 and Theorem 2.13, we get the following result, where the constant β is obtained analogous to Corollary 2.16.
Corollary 2.25. There exist constant β ≥ 1 and a polynomial time algorithm that, given a digraph G(V, E) and a set W ⊆ V , finds a 3 4 -balanced separator S ⊆ V of W in G of size βk·f (n) where n = |V | and k is the directed pathwidth of G.
From Corollaries 2.20 and 2.22, we get corollaries analogous to the above for DAG-width and Kellywidth respectively.
3 Approximating Directed Tree-width
pick an arbitrary vertex v ∈ Y , and let S := S ∪ {v} Proof. Clearly, the algorithm returns some decomposition A = (R, X, W ) such that R is an arborescence. Now, we need to verify that A = (R, X, W ) satisfies the two conditions stated in Defintion 2.4:
• To show that condition DTW-1 is satisfied, i.e., the bags associated with the vertices of the arborescence R form a partition of Y ∪ W into non-empty sets. Let G j (1 ≤ j ≤ t) be a strong component of C j \ W for some strong component C j of G \ S. Hence, digraph G j is strongly connected and
However, the algorithm considers
is a partition of Y into non-empty sets. By induction, (W r : r ∈ V (R)) forms a partition of Y . Now, by adding the vertices in W to the bag W r 0 associated with the root r 0 , we obtain the decomposition A = (R, X, W ). It follows that (W r : r ∈ V (R)) forms a partition of Y ∪ W into non-empty sets.
• To show that condition DTW-2 is satisfied, i.e., for each i, the union of the bags associated with the vertices reachable from edge e Y i ,W i is W i -normal. For this, we first need to show that
Using Proposition 2.3, it is sufficient to show that G i is a strong component of G \ W i . Following argument proves this: G i is strongly connected and has no vertex in
By induction, and using the previous condition, it follows that the union of the bags associated with the vertices reachable from edge e Y i ,W i is W i -normal. Now, we show that the width of the arboreal decomposition A is at most 
Theorem 3.2. There exists a polynomial time algorithm that, given a digraph G(V, E) with |V | = n, finds an arboreal decomposition A of G with width at most O(k· √ log n), where k is the directed treewidth of G.
4 Approximating D-width √ log n, where k = dw(G) and n = |V |, then the width of D is at most 8·β·k· √ log n.
Proof. Clearly, the algorithm returns some decomposition D = (T, W ) where T is a tree. Now, we need to verify that D satisfies the conditions stated in Definition 2.6:
• To show that condition DW-1 is satisfied, i.e., each vertex of G appears in some bag of the decomposition tree. We prove this by induction on the recursive structure of the MakeDdec procedure. This is clearly true when 3·|Y | ≤ |W |. If v / ∈ W r Y,W , then this holds by induction, as v then belongs to exactly one set Y i . Otherwise, v ∈ W r Y,W , and we are trivially done.
• To show that condition DW-2 is satisfied, i.e., the subgraph ({i ∈ V (T ) :
forms a connected subtree of T . Again we proceed by induction. This is trivially true when 3·|Y | ≤ |W |. Now, for a strongly connected set S ⊆ Y ∪ W , if W r Y,W ∩ S = ∅, then this holds true by induction since S is entirely contained in one of the subtrees, i.e., S ⊆ Y i for some i. Otherwise, for each of the subtrees T i (corresponding to strongly connected component G i ) under r Y,W , either S does not intersect with any of the bags in this subtree, or, the subgraph ({i ∈ V (T ) :
forms a connected subtree of T . Moreover, in the latter case, this connected subtree includes the root r i of this subtree, i.e., the child of r Y,W that is in this subtree. This is because W r Y,W = W ∪ S ∪ S and W i ⊆ W , and by induction, r i contains all vertices in W i ∪ S ∪ S . Further, by the same argument, it follows that r i contains an element of S which also occurs in W r Y,W , i.e., W r Y,W ∩W i = ∅. Hence, the result follows. Now, we show that the width of the D-decomposition D is at most 8·β·k· √ log n. By induction, it is sufficient to show that |W r Y,W | ≤ 8·β·k· √ log n, and that |W i ∪ S ∪ S | ≤ 6·β·k· √ log n. The first inequality follows by using the assumption |W | ≤ 6·β·k· √ log n, and using Theorem 2.17 to bound the size of S 1 and S 2 each by β·k· √ log n. The second inequality follows because
Theorem 4.2. There exists a polynomial time algorithm that, given a digraph G(V, E) with |V | = n, finds a D-decomposition D of G with width at most O(k· √ log n), where k is the D-width of G.
Approximating Directed Pathwidth
In this section, we present an algorithm that computes an approximate path decomposition (see Section 2.5) of a digraph G with width at most O(βklog 3/2 n), where k is the directed pathwidth of G and β is the con-stant as given by Corollary 2.25. The algorithm MakeDPD is called with W = V . The 3-tuple (S, W 1 , W 2 ) is a partition of V such that S is a 3 4 -balanced vertex separator of G (see Definition 2.12). The algorithm recursively computes the directed path decompositions
. We obtain P W 1 and P W 2 by adding S into the bags corresponding to each node of P W 1 and P W 2 respectively. The path decomposition of G (say P) is obtained by adding a directed edge from the sink node of P W 1 to the source node of P W 2 . We denote this operation by P W 1 ⊕ P W 2 . The algorithm stops when the size of the set W is less than βlog 3/2 n.
procedure MakeDPD(W ) if (|W | ≤ β log 3/2 n) then return the trivial path decomposition with one singe node containing W . else begin Find a 3 4 -directed vertex separator of G[W ] using Theorem 2.13. Let (S, W 1 , W 2 ) be the partition thus obtained (see Definition 2.12).
Add S to all the bags of P W 1 to get P W 1 Add S to all the bags of P W 2 to get P W 2 P ← P W 1 ⊕ P W 2 return P end if end procedure Lemma 5.1. Given a digraph G(V, E), MakeDPD(V ) returns a directed path decomposition P of G of width at most 2βk log 3/2 n where n = |V | and k is the directed path width of G, where β is the constant as given by Corollary 2.25.
Proof. It is easy to see that the directed path decomposition P returned by MakeDPD satisfies DPW-1. We prove using induction on the recursive structure of the algorithm. In case |W | ≤ βk log 3/2 n, conditions DPW-2 and DPW-3 are trivially satisfied. Now, assume that P W 1 and P W 2 satisfy DPW-2 and DPW-3. We obtain P W 1 and P W 2 by adding S into the bags of all the nodes of P W 1 and P W 2 respectively. Hence the connectivity condition DPW-2 is satisfied for P W 1 and P W 2 . We observe that we add a directed edge from the sink of P W 1 to the source of P W 2 , and edges in G[V \ S] (if any) go from W 1 to W 2 only. Hence, the condition DPW-3 is satisfied in P as well. Now we prove the bound on the width of the directed path decomposition P returned by the above algorithm. This can be obtained by arguing about the maximum size of a bag in the path decomposition. Using Corollary 2.25, at each recursion step, |S| ≤ βk √ logn where k is the directed path width of G. Since each invocation of MakeDPD finds a balanced separator, the algorithm terminates after a recursion depth of O(logn). Hence, we add a maximum of γ· log n separator sets (denoted by S) to any bag of P (for some constant γ). Further, the termination condition |W | ≤ β log 3/2 n, ensures that the maximum bag size is (βk √ log n · γ log n) + β log 3/2 n = β(γk + 1) log 3/2 n. Hence width(P) ≤ 2βγk log 3/2 n. 
) is a DAG-decomposition of G of width k + 1. Essentially they proved that if D is a directed path then (i) DGW-1 is equivalent to DPW-1, (ii) DGW-2 is equivalent to DPW-2 and (iii) DGW-3 is equivalent to DPW-2 and DPW-3. Proof. In Section 5, we presented an algorithm that finds an approximate path decomposition (say P) of G. Using Lemma 6.1, P can be converted to a corresponding DAG-decomposition D = (D, X ) such that width(D) = width(P) + 1 and the DAG D is a directed path. The approximation factor follows from the discussion at the end of Section 2.6.
Approximating Kelly-width
In the previous subsection, we mentioned that DAG-width generalizes directed pathwidth. In other words, restricting the underlying DAG of the DAG decomposition to be a directed path gives the corresponding directed path decomposition. We now define Kelly path decomposition by restricting the underlying DAG of the Kelly-decomposition to be a directed path.
Definition 6.3. (Kelly path decomposition and Kelly pathwidth) A Kelly path decomposition of a digraph G is a sequence of pairs KP = (
KPW-1
KPW-3
The width of KP, denoted by width(KP) is max{|W i ∪ B i | : 1 ≤ i ≤ p}. The Kelly pathwidth of G, denoted as kpw(G), is min{width(KP) : KP is a Kelly path decomposition of G}.
In a manner similar to directed path decomposition, one may view Kelly path decomposition KP = (B 1 , W 1 ), (B 2 , W 2 ), ..., (B p , W p ) as a directed path with vertex set {u 1 , u 2 , ..., u p } and edge set {(u i , u i+1 ) : 1 ≤ i < p}, along with a function ψ : {u 1 , u 2 , ..., u p } → {(B 1 , W 1 ), (B 2 , W 2 ), ..., (B p , W p )} such that ψ(u i ) = (B i , W i ). We will use this interpretation implicitly. Now we show that Kelly-width generalizes directed pathwidth in the same way that DAG-width does.
Lemma 6.4. For any digraph G, kpw(G) − 1 = dpw(G).
Proof. First we show that kpw(G) − 1 ≤ dpw(G) : Consider a directed path decomposition P = X 1 , X 2 ,..., X p of digraph G. We may assume that X i+1 X i for all 1 ≤ i < p. This assumption can be made because: say if for some i, X i+1 ⊆ X i , we can remove X i+1 from P and still have a valid directed path decomposition i.e., DPW-1, DPW-2 and DPW-3 are still satisfied. Now we construct the sequence KP = (B 1 , W 1 ), (B 2 , W 2 ), ..., (B p , W p ), such that for all 1 ≤ i ≤ p, W i = X i−1 ∩ X i and B i = X i \ W i and X 0 is defined to be ∅. We claim that KP is a valid Kelly path decomposition of G. To prove this, we verify that B i 's and W i 's satisfy all conditions stated in Definition 6.3:
• To show that KPW-1 holds true, i.e., (B i ) 1≤i≤p partitions V (G).
Now, we verify: for all v ∈ V (G), there exists a unique bag which contains v, i.e. there exists
Hence, B i is the unique bag which contains the vertex v. Hence, KPW-1 holds true.
• To show that KPW-2 holds true, i.e.,
Since we know that a directed path decomposition satisfies all the conditions of a DAG-decomposition, it follows from DGW-3 that
B j by definition of B i . Hence, KPW-2 holds true.
• To show that KPW-3 holds true, i.e.,
Hence, KPW-3 holds true.
Now we show that dpw(G) ≤ kpw(G) − 1 : Consider a Kelly path decomposition KP = (B 1 , W 1 ), (B 2 , W 2 ),..., (B p , W p ) of digraph G. We claim that the following sequence is a valid directed path decomposition of G. P = X 1 , X 2 , ..., X p , where, for all 1 ≤ i ≤ p, X i = B i ∪ W i .
To see this, we verify that X i 's satisfy all conditions stated in Definition 2.5:
• To show that DPW-1 holds true, i.e.,
This follows easily since (B i ) 1≤i≤p is a partition of V (G) and for all 1 ≤ i ≤ p, B i ⊆ X i .
• To show that DPW-2 holds true, i.e., ∀ i < j < k, X i ∩ X k ⊆ X j . Now,
. We know that (B i ∩ B k ) = ∅ from KPW-1. Also, W i ∩ B k = ∅ from KPW-2, and Definition 2.7. Thus, we only need to show that (B i ∪ W i ) ∩ W k ⊆ B j ∪ W j for all i < j < k. Using KPW-3 we have W k ⊆ B k−1 ∪ W k−1 . Now, let us consider a vertex v ∈ (B i ∪ W i ) ∩ W k . Since B i ∩ W i = ∅ by KPW-2, either v ∈ B i , or v ∈ W i . If v ∈ B i , then v / ∈ B k−1 =⇒ v ∈ W k−1 . Hence, v ∈ (B i ∪ W i ) ∩ W k−1 . By applying the same argument repeatedly, we have v ∈ W j for all i < j < k. Otherwise, v ∈ W i =⇒ v / ∈ j≥i B j by KPW-2. Hence, v / ∈ B k−1 =⇒ v ∈ W k−1 .
Applying the same argument repeatedly, we have v ∈ W j ∀i < j < k.
• To show that DPW-3 holds true, i.e., ∀ (u, v) ∈ E(D), ∃ i, j such that u ∈ X i and v ∈ X j , where i ≤ j.
By the observations from Section 6.1, it is sufficient to verify DGW-3, i.e., ∀ 1 ≤ i ≤ p, X i−1 ∩ X i guards ( j≥i X j ) \ X i−1 . From KPW-1, KPW-2, KPW-3 we get
From KPW-1 and KPW-2 that X i−1 ∩ X i = (B i−1
Hence, it is sufficient to show that W i guards j≥i B j , which is guaranteed by KPW-3.
Hence, dpw(G) ≤ kpw(G) − 1.
Corollary 6.5. For a digraph G, a directed path decomposition of width k can be transformed to a Kellydecomposition of width k + 1. In other words if dpw(G) = k, then kw(G) ≤ k + 1.
Proof. If G has directed pathwidth k, then by the previous lemma, G has Kelly pathwidth k + 1. Hence, kw(G) ≤ k + 1.
Corollary 6.6. There exists a polynomial time algorithm that, given a digraph G(V, E) with |V | = n, finds a Kelly-decomposition K = (D, (B t ) t∈V (D) , (W t ) t∈V (D) ) of G of width at most O(k· log
