We investigate the geometry of the special fiber of the integral model of a Shimura variety with parahoric level at a given prime place.
Introduction
Shimura varieties are objects of arithmetic geometry (namely varieties over number fields) that naturally arise in the search for generalized, non-abelian reciprocity laws (i.e., in the Langlands program) and as moduli spaces of abelian varieties (with certain extra structures on them). One way of approaching these objects is to try to understand their mod-p reduction (which has to be carefully defined first). Insofar as a moduli interpretation in the above sense exists and continues to exist likewise for the mod-p reduction 1 , it allows us to stratify the moduli space according to several invariants of the abelian varieties parametrized, e.g., the isomorphism classes of their p-torsion. (An important observation is that these stratifications genuinely live in the characteristic p world, making use of Frobenius endomorphisms and so on.) This, very roughly, is the general theme everything in this thesis revolves around.
More precisely, we will be dealing with Shimura varieties of Hodge type and parahoric level structure, at some fixed prime v | p of the number field over which the Shimura variety is defined. Under some reasonably mild assumptions, cf. 1.17, Kisin and Pappas [KP15] constructed a canonical integral model for such a Shimura variety. We try to understand some aspects of the geometry of the special fiber of said integral model, namely the EKOR strata (an interpolation between the Ekedahl-Oort strata, which in the case of hyperspecial level are roughly the patches where the isomorphism class of the p-torsion associated with the abelian variety is constant, and the Kottwitz-Rapoport strata, which roughly are the patches where the Hodge filtration looks constant) and defining them in a geometrical way.
Let us now go into more detail. On the integral model S K (K parahoric level) we have a "universal" abelian scheme (the quotation marks indicating that it is not really universal for some moduli problem on S K , but it comes from a universal abelian scheme via pullback) and we have various kinds of Hodge tensors. We also have a "universal" isogeny chain of abelian schemes tightly connected to the "universal" abelian scheme.
The overarching goal (and what we meant above by "defining the EKOR strata in a geometrical way") is to construct a "nice" algebraic stack G K -EKORZip and a "nice" morphism S K → G K -EKORZip from the mod-p reduction of the Shimura variety to it, such that the fibers are the EKOR strata. Shen, Yu and Zhang [SYZ19] solved this problem on individual Kottwitz-Rapoport strata and globally after perfection, but not in the form stated here (i.e., globally without passing to perfections). In the Siegel case we propose a solution which specializes to that of Shen, Yu and Zhang on Kottwitz-Rapoport strata, and should not be difficult to generalize to many (P)EL cases. We show that S K → G K -EKORZip is surjective. However, we have to leave the question of whether S K → G K -EKORZip is smooth (which would be part of "nice") an open conjecture.
For hyperspecial level, the EKOR stratification agrees with the Ekedahl-Oort stratification, and the goal just set out is achieved by the stack of G K -zips, first defined in special cases by Moonen and Wedhorn in [MW04] and then generally by Pink, Wedhorn and Ziegler in [PWZ11; PWZ15] ; the relation to Shimura varieties being established in increasing generality in [MW04] , by Viehmann and Wedhorn in [VW13] , and finally by Zhang in [Zha15] .
One way of looking at the transition from hyperspecial level to general parahoric level (at the very least in nice enough (P)EL cases) is from the point of view of moduli problems of abelian varieties with extra structure, where in the hyperspecial case we are really dealing just with that and in the general case we are dealing with isogeny chains of abelian varieties with extra structure, indexed by lattice chains coming from the Bruhat-Tits building of the reductive p-adic Lie group in question. The basic idea in generalizing zips from the hyperspecial to the general parahoric case then is that one should be dealing with chains of zips in the old sense.
The zip of an abelian variety encodes the following information: the Hodge filtration, the conjugate filtration, and the Cartier isomorphism relating the two. In the general case, every abelian variety in the isogeny chain has a Hodge filtration, a conjugate filtration and a Cartier isomorphism. Problems now arise because we are dealing with p-primary isogenies on p-torsion points, implying that the transition morphisms in these chains have non-vanishing kernels. This introduces additional difficulty compared to the hyperspecial case; there is a naive way of defining a zip stack, but eventually we need to consider a certain admissible locus in it, which so far suffers from the absence of a nice moduli description. Passing to perfections however simplifies things and allows us to prove that the admissible locus is closed. From here we arrive at the stack that we are really interested in by dividing out a certain group action involving the unipotent radical of the special fiber of the parahoric group scheme. A careful inspection shows that on Kottwitz-Rapoport strata we arrive at the same result as in [SYZ19] .
To sum up the results, Theorem A In the Siegel case, there is an algebraic stack G K -EKORZip and a surjective morphism S K → G K -EKORZip, whose fibers are the EKOR strata and such that on Kottwitz-Rapoport strata, one gets the stack and map constructed in [SYZ19] .
For GSp(4) we do some calculations to illustrate the theory; section 2.2.5.
1 Background
Shimura data of Hodge type
This thesis deals with aspects of the geometry of Shimura varieties (of Hodge type), which are the (systems of) varieties associated with Shimura data (of Hodge type).
Definition 1.1. A Shimura datum of Hodge type is a pair (G, X), where G is a reductive algebraic group over Q and X ⊆ Hom R-grp (S, G R ) is a G(R)-conjugacy class (S := Res C/R G m,C being the Deligne torus) subject to the following conditions:
(1) For h ∈ X, the induced Hodge structure S
(2) int(h(i)) : G ad R → G ad R is a Cartan involution, i.e., {g ∈ G ad (C) | gh(i) = h(i)g} is compact. Another way of phrasing this condition: Every finite-dimensional real representation V of G ad R carries a G ad R -invariant bilinear form ϕ such that (u, v) → ϕ(u, h(i)v) is symmetric and positive definite. It is enough to show that this holds for one faithful finite-dimensional real representation V .
(3) G ad cannot be non-trivially written as
(4) There exists an embedding (G, X) → (GSp(V ), S ± ), where (GSp(V ), S ± ) is the Shimura datum associated with a finite-dimensional symplectic Q-vector space V (see below). That is, we have an embedding G → GSp(V ) of Q-group schemes such that the induced map Hom R-grp (S, G R ) → Hom R-grp (S, GSp(V R )) restricts to a map X → S ± .
decompositions of W of type (−1, 0) + (0, −1) correspond to complex structures on W : If h : S → GL(W ) yields such a Hodge decomposition, then h(i) gives an R-endomorphism
be a finite-dimensional symplectic Q-vector space. We say that a complex structure J on V R is positive (resp. negative) if ψ J := ψ R (_, J_) is a positive definite (resp. negative definite) symmetric bilinear form on V R . Define S + (resp. S − ) to be the set of positive (resp. negative) complex structures on (V R , ψ R ) and S ± := S + S − .
We can make this more concrete: A symplectic basis of (V R , ψ R ) is a basis e 1 , . . . , e g , e −g , . . . , e −1 , such that ψ R is of the form
Let J be the endomorphism of V R of the form −Ĩ g I g with respect to this basis. Then J ∈ S + and what we have described is a surjective map
In particular we see that
by virtue of acting simply transitively on the symplectic bases) acts transitively on
for a fixed choice of J ∈ S + ) and therefore the general sym-
acts transitively on S ± (note that the element of the form e ±i → e ∓i of GSp(V R , ψ R ) for any given choice of symplectic basis (e i ) i permutes S + and S − ). Definition 1.3. Condition (1) of Definition 1.1 implies that the action of G m,R (embedded in S in the natural way) on Lie(G R ) is trivial, so that h induces a homomorphism w : G m,R → Cent(G R ). This homomorphism is independent of the choice of h ∈ X and is called the weight homomorphism of (G, X).
Moreover, we denote by {µ} the the G(C)-conjugacy class of the cocharacter
where h is as above. Obviously, the conjugacy class {µ} is independent of the particular choice of h ∈ X.
3 Occasionally (in particular when doing concrete matrix calculations), it is more convenient to number the basis vectors 1, . . . , g, −1, . . . , −g instead of 1, . . . , g, −g, . . . , −1. Then the standard symplectic form is given by
, Ig being the g × g identity matrix.
Remark 1.4. Let L/Q be a field extension such that G L contains a split maximal torus T . Let W := Norm G(L) (T )/T be the Weyl group. Then the natural map
is bijective.
Since the left hand side remains unchanged if we go from L =Q (where as usualQ denotes an algebraic closure of Q) to L = C, we see that {µ} contains a cocharacter defined overQ and that we may then also consider {µ} as a G(Q)-conjugacy class.
Definition 1.5. The reflex field E = E(G, X) of (G, X) is the field of definition of {µ}, i.e., the fixed field inQ of
Example 1.6. The reflex field of the Shimura datum (GSp 2g,Q , S ± ) of Example 1.2 is Q. To wit, one of the cocharacters in the conjugacy class {µ} is
Notation 1.7. We denote the ring of (rational) adeles by A := A Q , the subring of finite adeles by A f := A Q,f and the subring of finite adeles away from some fixed prime p by A p f . 
A priori, this is just a set, but if K is sufficiently small (i.e., "neat" in the sense of [Bor69; Pin90]), Sh K (G, X) can be canonically written as a finite disjoint union of hermitian symmetric domains. 4 In particular, this gives Sh K (G, X) the structure of a complex manifold.
In fact, by the theorem of Baily-Borel, this complex manifold attains the structure of a quasi-projective complex variety in a canonical way.
By work of Deligne, Milne and Borovoi, this variety is defined already (and again in a canonical way) over the reflex field E. So in particular, it is defined over a number field independent of K. This is important when varying K and it is the reason why we consider the whole Shimura variety instead of its connected components over C on their own. It is possible for the Shimura variety to have multiple connected components over C while being connected over E.
More detailed explanations may be found in [Mil05] .
Bruhat-Tits buildings
Let K be a complete discrete valuation field with ring of integers O, uniformizer and perfect residue field κ := O/ . Notation 1.9. For a (connected) reductive group G over K, we denote by B(G, K) the extended (or enlarged) and by B red (G, K) the reduced (i.e., non-extended) Bruhat-Tits building of G over K [BT84a] . Moreover, B abstract (G, K) denotes the underlying abstract simplicial complex. Remark 1.10. Let V be a finite-dimensional K-vector space.
As described in [KP15, 1.1.9] (originally in [BT84b] ), the points of B(GL(V ), K) correspond to graded periodic lattice chains (L, c), i.e.,
• ∅ = L is a totally ordered set of full O-lattices in V stable under scalar multiplication (i.e., Λ ∈ L ⇐⇒ Λ ∈ L),
• c : L → R is a strictly decreasing function such that c( n Λ) = c(Λ) + n.
Remark 1.11. Fix such a L and let Λ 0 ∈ L. Then every homothety class of lattices has a unique representative Λ such that Λ ⊆ Λ 0 and Λ ⊆ Λ 0 . Consider such representatives Λ i for all of the distinct homothety classes of lattices that make up L. Because L is totally ordered and Λ i ⊆ Λ 0 , it follows that Λ i ⊇ Λ 0 for all i and that Λ i / Λ 0 i is a flag of non-trivial linear subspaces of Λ 0 / Λ 0 ∼ = κ n , where n := dim V . Consequently, the number r of homothety classes is in {1, . . . , n}; it is called the period length (or rank) of L. Numbering the Λ i in descending order we hence obtain r lattices Λ 0 , Λ 1 , . . . , Λ r−1 such that Λ 0 Λ 1 · · · Λ r−1 Λ 0 (1.12) and L is given by the the strictly descending sequence of lattices
Remark 1.13. Let V be a finite-dimensional symplectic K-vector space. B(GSp(V ), K) embeds into the subset of B(GL(V ), K) consisting of those (L, c) such that Λ ∈ L =⇒ Λ ∨ ∈ L.
Passing to the underlying abstract simplicial complexes means forgetting about the grading c and
If L ∈ B abstract (GSp(V ), K) and {Λ i } i is as in Remark 1.11, then there is an involution
Hence, upon renumbering the Λ i , we may assume that a ∈ {0, 1}.
We therefore have
Example 1.14. See also section 2.2.5 for some elaborations on the building of GSp 4 (Q p ). Let (G, X) be a Shimura datum of Hodge type, let (G, X) → (GSp(V ), S ± ) be an embedding as in Definition 1.1 (4), and let x ∈ B(G, Q p ) be a point in the Bruhat-Tits building of G over Q p .
Bruhat-Tits group schemes
We consider the associated Bruhat-Tits scheme G x , i.e., the affine smooth model of G Qp
Assumptions 1.17. From now on, we will always make the following assumptions:
x is connected.
• G splits over a tamely ramified extension of Q p .
• p #π 1 (G der ).
Notation 1.18. In order not to make notation overly cumbersome, we usually denote the base change G Qp of G to Q p by G again. (Later, we will almost exclusively be dealing with G Qp .)
Siegel integral models
With notation as above let
be sufficiently small open compact subgroups, and N := N p N p , J := J p J p .
In this subsection, we are going to describe integral models of Sh N (GSp(V ), S ± ) and of Sh J (GSp(V § ), S §,± ) over Z (p) and relate the two. Remark 1.19. By [RZ96, Definition 6.9], the integral model S N (GSp(V ), S ± ) is given by the moduli problem (Z (p) -scheme) S → (A,λ, η p ) / ∼ =, where:
(a) A = (A Λ ) Λ∈L is an L-set of abelian schemes, i.e.,
• for every Λ ∈ L, an abelian S-scheme up to Z (p) -isogeny A Λ (i.e., A Λ is an object of the category (abelian S-schemes) ⊗ Z (p) , where the category A ⊗ R for A an preadditive category and R a ring has the same objects as A and Hom A⊗R (X, Y ) = Hom(X, Y ) ⊗ Z R for all objects X, Y ),
Here ρ Λ 2 ,Λ 1 gives rise to a well-defined homomorphism of p-divisible groups, and what we mean is that the kernel of this homomorphism (which is a finite locally free commutative group scheme, which we also refer to simply as the kernel of ρ Λ 2 ,Λ 1 ) is to have order |Λ 2 /Λ 1 |.
• For every Λ ∈ L, there is an isomorphism (called periodicity isomorphism)
(b)λ : A →Ã is a Q-homogeneous principal polarization, i.e., a Q × -orbit of a principal polarization λ : A →Ã. HereÃ is the L-set of abelian schemes over S up to prime-to-p isogeny given byÃ Λ := (A Λ ∨ ) ∨ . And being a polarization λ means being a quasi-isogeny of L-sets λ : A →Ã such that
is a polarization of A Λ for all Λ. If λ Λ can be chosen to be an isomorphism up to prime-to-p isogeny for all Λ, then we speak of a principal polarization. In that case, when referring to λ Λ , we mean a λ Λ which is an isomorphism up to prime-to-p isogeny.
, which is a smooth A p f -sheaf). Note that this forces the abelian schemes A Λ to be (dim Q V )-dimensional.
is a polarization of degree d (i.e., the polarization of the (welldefined) associated p-divisible group has degree d),
This completes the descriptions of the moduli problems, and we turn to the question of the relationship between the two. Consider (for appropriate N p , J p ; see below) the morphism χ :
is by definition the identity for some fixed i = i 0 and otherwise induced by the transition map ρ Λ i ,Λ i 0 . We need that N p is mapped into J p by GSp(V ) → GSp(V § ) for this to make sense. Lemma 1.22. Let S be a scheme, = p prime numbers. If does not appear as a residue characteristic of S, then the Tate module functors Gro74, III, 5 .4 and 6.2] for precise definitions) are faithful.
If only p and 0 appear as residue characteristics of S, then the Tate module functor
is faithful.
Proof: First note that the statements about H 1 (_, Q ) and H 1 (_, A p f ) follows from the statement about H 1 (_, Z ), which is why it is enough to only look at H 1 (_, Z ).
A homomorphism of abelian S-schemes f : A → B vanishes if and only if it vanishes over every (geometric) fiber of S: Indeed, if it vanishes fiberwise, then it is flat by the fiber criterion for flatness. Applying that criterion again we see that the closed immersion and fiberwise isomorphism ker(f ) → A is flat, which means that is an isomorphism.
This way we are reduced to the case where R is an (algebraically closed) field of characteristic different from . In this setting the faithfulness is well-known (the salient point being that the -primary torsion is dense). Next, for every x ∈ N choose an open neighborhood of the identity U x such that
we may moreover assume it is symmetric. The subgroup generated by U is open (hence closed) and contained in K, hence is an open compact subgroup.
Thus N even is contained in an open compact subgroup; in other words, we may assume that H is compact, i.e., is a profinite group.
Then H/N is compact 6 and totally disconnected 7 (i.e., is a Stone space). By the fact cited above, 
Say M is an open and compact subset of H containing N . As we have shown above, there is an open compact subgroup J ⊆ H in between N and M , and this is all we need to complete the proof.
Proposition 1.24. For every compact open subgroup
N p ⊆ GSp(V )(A p f ) χ : S N (GSp(V ), S ± ) → S J (GSp(V § ), S §,± ) is a well-defined morphism for all compact open subgroups N p ⊆ J p ⊆ GSp(V § )(A p f ) and
is a closed immersion for all sufficiently small compact open subgroups
Proof: The fact that it's well-defined is clear from the construction.
To show the second statement, as in [Del71, Prop. 1.15], it is enough to show that
is a closed immersion, i.e., a proper monomorphism. We begin by proving that it is a monomorphism, i.e., injective on S-valued points (S arbitrary
. That means precisely that there is an isomorphism of abelian S-schemes up to Z (p) -isogeny φ :
Certainly there is but one candidate for φ i : define φ i to be the composition
Our claim then is that
Apply H 1 (_, A p f ) on both sides. For the left hand side, we have
and the right hand side of this equation is block diagonal. So
Since (by Lemma 1.23)
(where for "1/2" either "1" or "2" can be plugged in) to a map
. Under the isomorphism given by the J p -level structure this corresponds, up to the J p -action, to the map V §
given by mapping the i'th copy of V A p f identically to the j'th copy and the rest to zero. Thus ρ 1/2,i,j yield the same up to J p after applying H 1 (_, A p f ), hence they are equal in the Z (p) -isogeny category.
Consequently, χ is a monomorphism. For properness, we will use the valuative criterion. Let R be a discrete valuation ring with field of fractions K and assume that a K-point
the first map is a projection and the second an inclusion. By the Néron mapping property, this extends to a map A § → A § . Define A Λ i 0 to be the image of this map.
The Néron mapping property also allows us to extend the transition isogenies ρ Λ i 0 ,Λ j 0 :
the periodicity isomorphisms, and the polarization.
Since π 1 (Spec K) surjects onto π 1 (Spec R) (see [Stacks, Tag 0BQM]), extending the level structure away from p is trivial.
Local structure of the integral model 1.5.1 Generizations and irreducible components
Let X → Spec OȆ be a flat scheme locally of finite type; denote the special fiber by X → SpecF p and the generic fiber by X → SpecȆ. We assume that X is locally integral (e.g. smooth).
For example, we can consider (X , X, Proof: If x 0 ∈ X is a generization ofx, then x 0 lies in a unique irreducible component of X because X is locally irreducible. Hence the map described above is well-defined. Now for surjectivity: Given an irreducible component C of X containingx, let x 0 ∈ C be the generic point. Then x 0 must be in the generic fiber (else we would be able to find a generization in the generic fiber by going-down). Now go through the proof of Lemma 1.25 with this particular choice of x 0 .
The local model
To give a very rough idea of what the local model to be discussed in this section is supposed to accomplish: It should be an O E -scheme that is étale-locally isomorphic to S K (G, X), but easier to understand by virtue of being of a more "linear-algebraic flavor". In actuality however, the theory of local models quickly gets quite complicated once one departs from the simplest examples.
The Siegel case
We do start with the simplest example.
We consider the standard Iwahori subgroup I p ⊆ GSp 2g (Z p ), defined as the preimage of the standard Borel subgroup of GSp 2g (F p ). In terms of the building (cf. Remark 1.13), it corresponds to the lattice chain L full given by
Define a schemeS K (G, X) over S K (G, X) as follows:
is a Zariski torsor under the automorphism group of L, i.e., the Iwahori group scheme.
This motivates the definition of the local model M loc Kp → Spec Z p as the "moduli space of Hodge filtrations"; more precisely:
By Grothendieck-Messing theory, one obtains a diagram
Since both morphisms in this diagram are smooth of the same dimension, it follows that for every finite field extension F q /F p and every point
K ,y of henselizations. In many (P)EL situations one has similar descriptions with the obvious extra structures. Sometimes however the so-called "naive" local models so obtained additionally need to be flattened, which leaves one without any self-evident moduli interpretation.
The relation between the integral and the local model
Generalizing the Siegel example, we axiomatically characterize the relationship between the integral model of the Shimura variety and its local model: One wants a local model
where M loc K is a projective flat O E -scheme with an action of G ⊗ Zp O E and generic fiber the canonical model of GQ p /P µ −1 over E. By Kisin-Pappas [KP15] we do actually have such a diagram in our situation.
The Pappas-Zhu construction
In [PZ13], Pappas and Zhu give a construction of the local model in quite a general context, in particular with no assumptions going beyond our running assumptions 1.17.
Remark 1.32. To this end, they construct an affine smooth group scheme G K → A 1 Zp = Spec Z p [t] with the following key properties:
(1) G K has connected fibers,
Definition and Remark 1.33. Let X µ be the canonical model of GQ
Then S µ can be G E -equivariantly identified with X µ .
Definition 1.34. The local model M loc G,µ,K now is defined to be the Zariski closure of
Zp , u →p Z p is a base change of the global affine Graßmannian as defined in [PZ13] .
EKOR strata and zips in the case of parahoric reduction
Notation 2.1. We still fix a Shimura datum (G, X) of Hodge type, a parahoric subgroup K p ⊆ G(Q p ) (associated with a Bruhat-Tits group scheme G = G K = G Kp → Spec Z p associated with a facet f) and a sufficiently small open compact subgroup
We also keep up our standard assumptions 1.17.
We now want to discuss the EKOR stratification on the special fiber of the integral model with parahoric level structure. The EKOR stratification interpolates between the Ekedahl-Oort (EO) and the Kottwitz-Rapoport (KR) stratification (see Remark 2.22 below for a precise formulation). We begin by explaining the basics about these stratifications and the combinatorics involved in the first section of this chapter.
The Ekedahl-Oort, Kottwitz-Rapoport and EKOR stratifications 2.1.1 Iwahori-Weyl group and the admissible subset
Notation 2.2. (1) We fix an Iwahori subgroup I p ⊆ K p , i.e., I p is the group of Z ppoints of the parahoric group scheme I associated with an alcove a (facet of maximal dimension) such that f ⊆ a. As usual, we also defineȊ := I(Z p ) ⊆K.
(2) Let T ⊆ G be a maximal torus such that TQ p is contained in a Borel subgroup of GQ p 8 and let S be the maximalQ p -split torus contained in TQ p . We can and do choose T such that the alcove a is contained in the apartment associated with S. By N we denote the normalizer of T .
(3) Let (V, R) be the relative root system of (GQ p , TQ p ), i.e., V is the R-vector space X * Qp (TQ p ) ⊗ Z R and R ⊆ X * Qp (TQ p ) is (as usual) such that we have a decomposition
Contrary to the absolute situation, dim g α may be greater than 1.
It is the Weyl group of the root system (V, R), i.e., the group generated by the orthogonal reflections through the hyperplanes defined by the elements of R.
(2) As described in [Lan00, 1.2.3], one defines a set of affine roots R aff ⊇ R on V using the valuation onQ p . By W a ⊆ Aff(V * ) = GL(V * ) V * we denote the affine Weyl group of the affine root system (V, R aff ), i.e., the group generated by the orthogonal reflections through the affine hyperplanes defined by the elements of R aff .
( Definition 2.9. The semidirect product decomposition of the preceding proposition means that W is a "quasi-Coxeter" group. In practical terms, this means:
(1) We define a length function on W as follows: (w a , ω) := (w a ) for all w a ∈ W a and ω ∈ Ω, where on the right hand side we use the length function of the affine Coxeter group W a .
Note that Ω = −1 (0).
(2) Likewise, we extend the Bruhat partial order from W a to W by defining (w a,1 , ω 1 ) ≤ (w a,2 , ω 2 ) :⇐⇒ w a,1 ≤ w a,2 and ω 1 = ω 2 . 
The stratification of S K ⊗ κ thus obtained is the Ekedahl-Oort stratification.
EKOR stratification
Definition 2.19. Let L be a valued field extension of Q p with ring of integers O, maximal ideal m and residue field λ.
The pro-unipotent radical of G K (O) is
In particular, if K is hyperspecial, then G K (O) 1 = ker(G K (O) → G K (λ)). Also,K :
Remark 2.20. [HR17, after Cor. 6.2] We have a commutative diagram
which is the composition of the central leaves map Υ K : (2) The closure of an EKOR stratum is a union of EKOR strata and one can explicitly describe the associated order relation [HR17, Thm. 6.15].
Remark 2.22. In the hyperspecial case, the EKOR stratification agrees with the Ekedahl-Oort stratification. In the Iwahori case, it agrees with the Kottwitz-Rapoport stratification ( K W = W = W K \ W /W K in that case).
By definition, the EKOR stratification always is a refinement of the Kottwitz-Rapoport stratification. So one way of approaching the EKOR stratification is by looking at a fixed Kottwitz-Rapoport stratum and trying to understand how it is subdivided into EKOR strata.
To get this started, let us recall some calculations from the proof of [HR17, Thm. 6.1]. Fixing a Kottwitz-Rapoport stratum means restricting our view toKwK/K σ rather than the whole of G(Q p )/K σ , for some fixed w ∈ KR(K, {µ}). The EKOR strata in the Kottwitz-Rapoport stratum associated with w are therefore indexed byKwK/K σ (K 1 × K 1 ).
Define σ := σ • Ad(w) and consider the bijection
Let J be the set of simple affine reflections in W K , letB be the image ofȊ inK and T ⊆B the maximal torus. Set J 1 := J ∩ w −1 Jw. [Car93] at this point, which primarily pertains to the case of (usual) BN-pairs attached to reductive groups. Morris [Mor93] shows that the relevant results carry over likewise to the case of generalized (or affine) BN-pairs. Then we get a map
which factors through a bijection
Here, Z w is the (connected) algebraic zip datum Z w = (G rdt ,P J 1 ,P σ (J 1 ) , σ ), as described in [SYZ19] . In [SYZ19], Shen, Yu and Zhang show that this observation "globalizes" (with the drawback that "global" here still just refers to the Kottwitz-Rapoport stratum 10 ) in a pleasant way. To wit, one gets a smooth morphism [SYZ19,
(the source being a Kottwitz-Rapoport stratum).
G K -zips in the Siegel case
Here we work with the Siegel Shimura datum, cf. Example 1.2.
Preliminaries
Notation 2.25. Fix p = 2, 11 g ∈ Z ≥1 and a subset J ⊆ Z with J = −J and J +2gZ = J. Associated with J is the partial lattice chain Λ j j ∈ J , where Λ j are defined as in equation (1.29). Let K p be the corresponding parahoric subgroup of GSp 2g (Q p ), i.e., the stabilizer of said lattice chain. It contains the Iwahori subgroup I p associated with the full lattice chain (1.29). For the maximal torus T we take the usual diagonal (split) torus.
Remark 2.26. The Weyl group is
Here the transposition (n m) of S g = Aut({1, 2, . . . , g}) corresponds to the element (n m)(−n −m) of Aut({±1, ±2, . . . , ±g}) and the element of {±1} g which has a −1 in position i and 1 everywhere else corresponds to (i −i).
The affine Weyl group is W a = W Y 0 and the Iwahori-
The simple affine roots (whose walls bound the base alcove a) are
where e 1 , . . . , e g , e −g , . . . , e −1 : T → G m are the obvious cocharacters and e 0 = e 1 + e −1 = · · · = e g + e −g .
The reflections corresponding to the simple affine roots are
The length zero subgroup Ω ⊆ W is generated by ((w 0 , ), y) ∈ (S g {±1} g ) Y , where w 0 ∈ S g is the longest element, = (−1, −1, . . . , −1) and y = (0 g , 1 g ).
Remark 2.27. One also can choose
p ⊆ · · · as the standard lattice chain. Then the simple affine roots would be 1 − 2e 1 + e 0 , e 1 − e 2 = e 2 − e 1 , e 2 − e 3 , . . . , e g−1 − e g , 2e g − e 0 .
and P w is the permutation matrix with P w (e i ) = e w(i) .
Remark 2.29. Using the results of [KR00] we also easily can compute Adm({µ}). One potential source of confusion at this point is that, due to our choice of the base alcove (cf. Remark 2.27), in our setup we need to use ω i : 
Lattice chains, zips, admissibility
Definition 2.30. Let S be a Z p -scheme. A Siegel lattice chain in the weak sense on S of type J is a tuple
that the α j,i satisfy the obvious cocycle condition (and we also define α i,i := id),
is a vector bundle isomorphism such that the θ j are compatible with the α j,i in that θ i • α j,i = α j−2g,i−2g • θ j and α j,j−2g = p · θ j , (e) for all j ∈ J a vector bundle isomorphism ψ j :
We also have a standard Siegel lattice chain in the weak sense on Spec Z p (and hence by base change on every Z p -scheme S) of type J, namely the one given by the lattice chain Λ j j ∈ J . We can think of the standard Siegel lattice chain as either having varying V j with the α j,i being the obvious inclusion maps (e.g. (if {0, 1} ⊆ J),
p with the α j,i being diagonal matrices with all entries either p or 1 (e.g.,
Usually the latter point of view is more convenient.
A Siegel lattice chain on S of type J (or Siegel lattice chain in the strong sense on S of type J) then is a Siegel lattice chain in the weak sense on S of type J that Zariski-locally on S is isomorphic to the standard chain.
(2) Note that this means thatψ j is (twisted) symplectic if −j ∈ j + 2gZ, i.e., if j ∈ gZ.
Proof: (of (1)) Let x, y ∈ V j . Theñ
Reminder 2.32. G K is the automorphism group of the standard Siegel lattice chain.
The following definition is a generalization of [VW13, Definition 3.1] in the Siegel case.
vanishes. (cf. Remark 1.30 for the origins of this condition.) 
Since ϕ L evidently is uniquely determined by the other data, we sometimes leave it out.
We obtain a fibered category G K -Zip → Sch Fp .
Remark 2.34. ψ j gives rise to isomorphisms
This way V • /C • ⊕ C • and D • ⊕ V • /D • become Siegel lattice chains in the weak(!) sense of type J. The Cartier isomorphism then is an isomorphism in the category of Siegel lattice chains in the weak sense of type J. Over an algebraically closed field, we call the isomorphism type of the Siegel lattice chain in the weak sense
We also define a linearly rigidified version of G K -Zip as follows.
Definition 2.35. We define the fibered category G K -Zip ∼ → Sch Fp just like G K -Zip but with the extra condition that (V • , L, α •• , θ • , ψ • ) be the standard Siegel lattice chain (rather than just locally isomorphic to it). Lemma 2.36. We always have a closed embedding of G K -Zip ∼ into a product of (classical) GL 2g -Zip ∼ 's, and therefore G K -Zip ∼ is a scheme.
with respect to the the cocharacter (1 g , 0 g ), and j∈J GL 2g -Zip ∼ the product of #J copies of this scheme. On J we define −j := 2g − j for 1 ≤ j ≤ 2g − 1 and −0 := 0.
Then we get a monomorphism
The extra conditions for an element of j∈J GL 2g -Zip ∼ to be in G K -Zip ∼ are as in Definition 2.33:
(1) C • , D • , ϕ • 0 , ϕ • 1 are compatible with the transition maps (or, to put it differently,
(4) There is a (necessarily unique) isomorphism ϕ L : L (p) ∼ − → L = O S of line bundles, such that
We claim that the conditions are closed on j∈J GL 2g -Zip ∼ (hence the monomorphism is a closed immersion).
To see this, we recall the construction of the scheme GL 2g -Zip ∼ as executed in [MW04, (3.10), (3.11), (4.3)].
Recall our notational convention regarding the parabolic subgroup associated with a cocharacter χ from Definition 1.33. As in [MW04] , we denote by Par χ the scheme of parabolic subgroups of type χ.
There is a group scheme H defined by the cartesian diagram
where P ((−1) g ,0 g ) → Par ((−1) g ,0 g ) is the universal parabolic group scheme and U ((−1) g ,0 g ) its unipotent radical, such that GL 2g -Zip ∼ is an H-Zariski torsor over Par ((−1) g ,0 g ) ×
Clearly, compatibility of C • , D • with the transition maps is a closed condition on j∈J Par ((−1) g ,0 g ) × Par (1 g ,0 g ) and then also on j∈J GL 2g -Zip ∼ . Similar for the conditions (2) and (3).
Locally, we can choose complements (not necessarily compatible with the transition maps) and then ϕ j • yield sections g j of GL 2g as in [MW04, definition of g ∈ G(S) in the proof of (4.3)]. The g j are well-defined up to U (p) ((−1) g ,0 g ) × U (1 g ,0 g ) , and we want them to be compatible with the transition maps coming from the Siegel lattice chains in the weak sense C j ⊕ V j /C j and V j /D j ⊕ D j , respectively. With our complements in place, these transition maps correspond to maps V j → V j−n . The question of whether g j is compatible with these maps is independent of the choice of complements (basically because the transition maps V j → V j−n depend on the choice of complements similar to how g j depends on that choice).
So in effect we can view the conditions on ϕ • 0 , ϕ • 1 of (1) as closed conditions on j∈J GL 2g -Zip ∼∼ , where GL 2g -Zip ∼∼ → GL 2g -Zip ∼ (an fpqc quotient map) additionally comes with complementary spaces of C, D (GL 2g -Zip ∼∼ =X τ in the notation of [MW04, proof of (4.3)]).
We also can reformulate condition (4) in those terms.
Here by definition an element φ ∈ G K acts on
Definition 2.39. We let an element (X, Y ) ∈ G K × G K act on G K -Zip by replacing
Notation 2.40. Let S K → Spec Z p be the integral model of the Siegel Shimura variety of level K (where K = K p K p with K p sufficiently small), and recallS K from Section 1.6.1.
Remark 2.41. We have morphismsS K → G K -Zip ∼ (take first de Rham cohomology with Frobenius and Verschiebung) and G K -Zip ∼ → M loc K (take the C • -filtration) and therefore
Remark 2.42. In particular, G K -Zip has a Kottwitz-Rapoport stratification, which agrees with the notion of Kottwitz-Rapoport type as defined in Remark 2.34. For w ∈ KR(K, {µ}) denote the associated Kottwitz-Rapoport stratum by G K -Zip w , i.e., we interpret w as aF p -valued point of [G K \M loc K ] and form G K -Zip w as a fiber product.
Construction 2.43. Fix w ∈ Adm({µ}) K ⊆ W (so that W K wW K ∈ KR(K, {µ}) ). We define a standard G K -zip of KR type W K wW K .
Using Remark 2.28, we interpret w as an element of N (Q p ) ⊆ G(Q p ). The admissibility condition implies that we can interpret it as an endomorphism w • of the standard lattice chain V • over Z p . 13 We denote the standard Siegel lattice chain over Z p by V • and its base change to F p by
. This defines a standard element Std(w) of G K -Zip ∼ (F p ) and a standard element Std(w) of G K -Zip w (F p ). Definition 2.45. We keep w ∈ Adm({µ}) K ⊆ W fixed and define E w ⊆ G K × G K to be the stabilizer of Std(w).
for j = 0, 1. In the notation of [SYZ19, Lemma 3.3.2] we have
(2.46)
13 Take up the second point of view described in Definition 2.30 regarding V • . Define ν (0) := ν, , and so on. Then w j = T ν (j) Pw for 0 ≤ j < 2g.
From the formulation of the admissibility condition as in Remark 2.29, we see that w ∈ Adm({µ}) K is equivalent to the condition that ν (j) be a permutation of (1 g , 0 g ) for all relevant j. Lemma 2.47. We have commutative diagrams
Proof: This follows from Proposition 2.23.
Proof: This follows from Lemma 2.47.
Lemma 2.49. Assume 0 ∈ J. The G K × G K -orbit of Std(w) for w ∈ Adm({µ}) K depends only on W K wW K .
Proof: Let x, y ∈ W K ⊆ W . As above we get endomorphisms x • , y • of V • , which in this case are in fact automorphisms. Now Std(w) = ((y • ) −1 , σ(x • )) · Std(w).
Definition 2.50. Define G K -AdmZip ∼ to be the union of the G K × G K -orbits of the standard zips Std(w) for w ∈ Adm({µ}) K . Here an orbit by definition is the image of the orbit map endowed with the reduced subscheme structure, and-as we prove just below-the union of orbits just referred to is a closed subset, which we again endow with the reduced subscheme structure.
Proof: This being a purely topological question, we may freely pass to perfections, which will be convenient since Dieudonné theory is simpler over perfect rings. By "perfection" we mean the inverse perfection in the terminology of [BG18, Section 5]. Consider therefore (G K -Zip ∼ ) perf as a sheaf on Perf Fp , the fpqc site of affine perfect F p -schemes. Again denoting the standard Siegel lattice chain over Z p by V • and its base change to F p by V • , we can describe the elements of (
where R is a perfect F p -algebra as being given by
for some u ∈ R × and C •,(p) , D • have the same rank (namely g).
R (which makes the last part of the characterization given above meaningful), one argues as in [Lau14, Lemma 2.4] (since both are finitely presented, it is enough to show flatness and to that end, one looks at the fiber dimensions).
Define a presheaf X on Sch Zp in the same way but for the following changes: V • is replaced by V • , and we impose the condition that both compositions F • • V • and V • • F • are multiplication by p, and the ker = im-conditions are only required to hold modulo p. We also slightly reformulate these ker = im-conditions: We impose the condition that the reductionsF • ,V • be fiberwise of rank g over R/p. (Note that the argument that C •,(p) , D • are direct summands only works over reduced rings.)
Then X is a separated Z p -scheme. To see this, we build it up from scratch as follows. The upshot is that we defined a Z p -scheme X such that (X × Zp F p ) perf = (G K -Zip ∼ ) perf and such that we have an obvious morphismS K → X , which takes a principally polarized isogeny chain of abelian schemes to the evaluation of the Dieudonné crystal on the trivial thickening. 14 Observe that X also has a natural G K × G K -action: We interpret G K as Aut(V • ) and the action of (X Both sets are constructible, so it suffices to check it on a very dense subset, say thē F p -valued points.
Using Lemmas 1.25 and 1.27, we see that (X Fp × X X Qp )(F p ) consists precisely of those elementsx ∈ G K -Zip ∼ (F p ) such that there exists a finite field extension L/Q p and a point x ∈ X (O L ) liftingx. (We'll also say thatx is liftable in this situation.)
Since G K is flat over Z p , this liftability condition for G K (in lieu of X ) is always satisfied.
Also, the standard zips clearly are liftable. Thus,
For the converse inclusion, there are injective maps from X (O L ) to X (L) to G K (L) such that the corresponding Schubert cell (in the local model) is indexed by the image 
factors through the first projection map, and this map is a bijection on orbits. Writing It appears reasonable to suspect that and ≤ in fact agree.
Conjecture 2.53. The closure of (G K × G K ) · Std(w) is given by the disjoint union of (G K × G K ) · Std(w ) for w ≤ w.
Lemma 2.54. The map S K → G K -Zip factors through G K -AdmZip.
Proof: It is sufficient to check this on k =F p -valued points.
The map S K (k) → G K -Zip(k) factors through Υ K : S K (k) → w∈KR(K,{µ})K wK/K σ withKwK/K σ → G K -Zip(k) given by sending xwy to (ȳ −1 , σ(x)) · Std(w) (similar to Lemma 2.49).
An explicit description of G rdt K
In order to get a better feeling for the passage from G K to the maximal reductive quotient G rdt K = G K /R u G K (with R u G K being the unipotent radical of G K ), which is key in the definition of the EKOR stratification, we describe G rdt K in explicit, linear-algebraic terms in the Siegel case.
In what follows, we sometimes use j as a shorthand for V j .
By a symmetric transition map, we mean a transition map from j to j , where n ∈ Z, j , j ∈ J, ng ≥ j ≥ j > (n−2)g, and j +j ∈ 2gZ. We will also call this the symmetric transition map of (j , n) (or of j if n doesn't matter).
By a one-sided transition map, we mean a transition map from j to j , where n ∈ Z, j , j ∈ J, ng ≥ j ≥ j ≥ (n − 1)g. Call it right-anchored if j = ng and left-anchored if j = (n − 1)g. We then also speak of the right-anchored transition map of j and the left-anchored transition map of j , respectively.
The Every kernel of a one-sided transition map is a subbundle of a kernel of an anchored transition map inside of which it is complemented by the kernel of another one-sided transition map.
The kernel of the left-anchored transition map of j is a subbundle of the kernel of the symmetric transition map of −j inside of which it is complemented by the kernel of the right-anchored transition map of −j. Likewise, the kernel of the right-anchored transition map of j is a subbundle of the kernel of the symmetric transition map of j inside of which it is complemented by the kernel of the left-anchored transition map of −j. Now consider the standard symplectic bundle O 2g S together with the kernels of all the symmetric transition maps and all the one-sided transition maps. So we have a symplectic bundle with a bunch of symplectic subbundles coming in complementary pairs, some of which come with a further decomposition into complementary Lagrangians, some of which come with further decompositions into complementary subbundles (of course still totally isotropic). We will also call these kernels distinguished subspaces.
Below we prove that G rdt K is the automorphism group scheme A of these data. Clearly, A is reductive; in fact it is a Levi subgroup of a parabolic of GSp 2g .
We have a map G K → A; the image of an S-point f • under G K → A on the kernel of a transition map starting at j is given by f j . Note that f j = τ • f j on ker(τ ) for every transition map τ starting at j. Proof: Let us show that K := ker(G K → A) is unipotent. Consider G K as a subgroup of j∈J/2gZ GL 2g ⊆ GL N . We claim that said kernel is contained in j∈J/2gZ U (j) , U (j) being a conjugate of the standard unipotent subgroup
Indeed, say f • is in the kernel. Then f j acts as the identity on the kernel of the symmetric transition map of j and f −j acts as the identity on the kernel of the symmetric transition map of −j. On the image of the symmetric transition map τ j of j, f −j agrees with τ j • f j . Note that im(τ j ) = ker(τ −j ). So τ j • f j is the identity on ker(τ −j ). Hence, if x ∈ ker(τ −j ), then x = τ j (x) and f j (x) ≡ x mod ker(τ j ). Thus with respect to the decomposition ker(τ j ) ⊕ ker(τ −j ), f j is of the form 1 * 1 . Now we have G K = A K, in particular G K ∼ = A × Fp K as schemes. Since both G K and A are reduced and connected, so is K.
All in all, we see that A is indeed G rdt K and K = R u G K is the unipotent radical of G K .
Example 2.56.
is the standard maximal torus of GSp 2g .
• If g = 2 and J = 2Z, then G rdt K is the automorphism group of the standard twisted symplectic space F 4 p with its standard Lagrangian decomposition, i.e., G rdt K ∼ = GL 2 ×G m .
• If g = 2 and J/2gZ = {−1, 0, 1}, then G rdt K is the automorphism group of the standard twisted symplectic space F 4 p with its standard decomposition in twisted symplectic subspaces and the totally isotropic rank-1 subbundles generated by e ±1 , i.e., G rdt K ∼ = GL 2 ×G m .
• Let g = 8. We have the local Dynkin diagram 7 6 5 4 3 2 1 0 8
where we labelled the simple affine roots as follows: 1 − 2e −1 + e 0 is labelled 0, e −i − e −(i+1) is labelled i for 1 ≤ i ≤ 7, and 2e −8 − e 0 is labelled 8.
Consider J/2gZ = {0, ±3, ±5}. Then the Dynkin diagram of G rdt K should (according to [Tit79, 3.5 .1]) be the one we get by removing 0, 3, 5 and the adjacent edges. So we expect something along the lines 16 of GSp(6) × GL(2) × GL(3).
We have the following (bases of) kernels of symmetric transition maps: So an element A of G rdt K is given by specifying linear automorphisms A 123 of 1, 2, 3 and A 45 of 4, 5 and a symplectic similitude A ±6,±7,±8 of ±6, ±7, ±8 , such that A| 1,2,3 = A 123 , A| 4,5 = A 45 , A| ±6,±7,±8 = A ±6,±7,±8 , where A| −1,−2,−3 is uniquely determined by A 123 , c(A ±6,±7,±8 ) (c being the multiplier character) and the imposition that A be a symplectic similitude, and similarly for A| −4,−5 .
If for example we consider J/2gZ = {0, ±2, ±3, ±5} instead, we expect something along the lines of GSp(6) × GL(2) × GL(2) and indeed we additionally get the subbundles So an element A of G rdt K is given by specifying linear automorphisms A 12 of 1, 2 and A 45 of 4, 5 and a symplectic similitude A ±6,±7,±8 of ±6, ±7, ±8 in a similar way to above.
G K -EKORZip in the Siegel case
Recall that we denote the unipotent radical of G K by R u G K .
We divide out of G K -AdmZip ∼ the action of the smooth normal subgroup 1, 1, 1) ,
The extended apartment A = A ext now is an affine V 1 -space together with the map ν 1 : N (Q p ) → Aff(A) = GL(V 1 ) V 1 , whose restriction to T (Q p ) is given as above and (cf. Remark 2.66) ν 1 (w 2e 1 −e 0 (x)) = ( The reduced apartment A red is the affine V -space together with ν : N (Q p ) → Aff(A red ) = GL(V ) V given by the same formulas.
The walls (or rather, wall conditions) are given as follows (n ∈ Z):
2e 1 − e 0 : n = x 0 − 2x 1 , 2e 2 − e 0 : n = x 0 − 2x 2 , e 1 − e 2 : n = x 2 − x 1 , e 1 + e 2 − e 0 : n = x 0 − x 1 − x 2 .
Lattice chains and parahoric subgroups. By [BT84b] , the extended building B(GL(X), Q p ) is in bijection with norms 18 α : X → R ∪ {∞}. Norms in turn are in bijection with graded lattice chains (cf. Remark 1.10). Indeed, if α is a norm, define ∆ α to be the set of its balls centered around zero and c α (Λ) := inf λ∈Λ α(λ). Conversely, given a graded lattice chain (∆, c), define a norm α by α(x) := c(Λ) for the smallest Λ ∈ ∆ with x ∈ Λ.
To go from the extended apartment of GL(X), an affine R n -space, where n = dim X, to norms, fix a basis e 1 , . . . , e n of X. Then v ∈ R n corresponds to the norm α v with
There are seven types of points in the extended apartment (in each case we choose one in the base alcove to represent all of its type) corresponding to the vertices, edges and interior of the base alcove:
• standard hyperspecial: x hs = (0, 0, 0, 0)
• paramodular: x paramod = (−1/2, 0, 0, 1/2) Siegel level. From now on, we consider the Siegel level structure. Denote the Siegel parahoric by K and the standard hyperspecial subgroup by H. Here W K is generated by (−1 −2)(1 2), while W H is generated by W K and (2 −2). Recalling Remark 2.31 (2), we note that one has a natural morphism G K -Zip → G H -Zip × G H -Zip.
We • We always have w 0 = w 2 . This is explained by the fact that the Ekedahl-Oort stratification in this case agrees with the Newton stratification (and isogenous abelian varieties by definition lie in the same Newton stratum).
• Consider the Kottwitz-Rapoport strata containing more than one EKOR stratum (i.e., containing two EKOR strata). Then we can distinguish among the EKOR strata by looking at the Ekedahl-Oort stratum. In other words, the EKOR stratification is in this case the coarsest common refinement of the Kottwitz-Rapoport and Ekedahl-Oort stratifications.
