Abstract. We present a method for generating local orthogonal bases on arbitrary partitions of R from a given local orthogonal shift-invariant basis via what we call a squeeze map. We give necessary and sufficient conditions for a squeeze map to generate a nonuniform basis that preserves any smoothness and/or accuracy (polynomial reproduction) of the shift-invariant basis. When the shift-invariant basis has sufficient smoothness or accuracy, there is a unique squeeze map associated with a given partition that preserves this property and, in this case, the squeeze map may be calculated locally in terms of the ratios of adjacent intervals. If both the smoothness and accuracy are large enough, then the resulting nonuniform space contains the nonuniform spline space characterized by that smoothness and accuracy.
Introduction.
Finitely generated shift-invariant (FSI) spaces naturally arise in several areas of numerical analysis and approximation theory, including the theory of splines and wavelets. A major advantage of an FSI space is the existence of a convenient basis generated by a (usually) small number of functions. When the basis is local and orthogonal the process of finding the orthogonal projection P f of f ∈ L 2 (R) onto the space is local so that changing f on a compact interval affects only P f on a slightly larger interval.
In this paper we introduce and investigate a method for adapting local shiftinvariant bases to nonuniform partitions via what we call a squeeze map. When the shift-invariant basis is orthogonal, the squeeze map may be chosen so that the nonuniform basis is also orthogonal.
The notion of squeeze maps generalizes ideas introduced in [4] , where we gave examples of local orthogonal piecewise polynomial shift-invariant bases that are easily adaptable to arbitrary grids in R. The focus of this paper is on characterizing when a squeeze map generates a nonuniform basis preserving any smoothness and/or accuracy (polynomial reproduction) of the shift-invariant basis. When the shift-invariant basis has sufficient smoothness or accuracy, there is a unique squeeze map associated with a given partition of R that preserves this property and, in this case, the squeeze map may be calculated locally in terms of the ratios of adjacent intervals. When both the smoothness and accuracy are large enough, we find that the resulting nonuniform space contains the nonuniform spline space characterized by that smoothness and accuracy.
Two applications that provide motivation for our work are adaptive least squares and the construction of orthogonal wavelets on semiregular and irregular families of grids:
(1) Since the bases constructed here are local and orthogonal and depend locally on the given grid, it is relatively easy to calculate changes in the orthogonal projection of a given function (onto the span of this basis) resulting from changes in the grid, making them well suited for adaptive least square problems.
(2) While we do not focus on refinable spaces in this paper, it is the refinable case that provides the main motivation for our study. We remark that our methods provide a means to adapt a multiresolution on uniform grids to one on a semiuniform family of grids (that is, an arbitrary coarse grid that is uniformly subdivided). In the example in section 6.3, we start with Daubechies's famous orthogonal scaling function 2 φ. We find that, given a nonuniform grid, there is a unique squeeze map that preserves the accuracy of the space. In the example in section 6.4, we use ideas from [5] to construct a multiresolution on an arbitrary nonuniform subdivision. (The only requirement is that each interval is subdivided into two subintervals.) Each space has a local orthogonal basis consisting of continuous piecewise quadratic functions.
Finally, in section 7 we construct a family of smooth, local, orthogonal, piecewise polynomial generators with arbitrary approximation order using techniques developed in [6] . These generators have fewer components than the corresponding refinable generators constructed in [6] , and so we prefer them when refinability is not required. We mention that a possible application of this family is to code division multiple access (CDMA) technology, where several users share a single channel using orthogonal decompositions.
Shift-invariant spaces.
We call a compactly supported, finite-length (column) vector Φ =    φ 1 . . .
n a generator. Note that when it is clear from the context, we also consider a generator Φ to be the set of its components; that is, we also consider Φ ⊂ L 2 (R). When we refer to the span of Φ we mean the subspace of L 2 (R) spanned by the components of Φ.
For a generator Φ, let
If B(Φ) is an orthogonal set, we say Φ is an orthogonal generator. For a generator Φ, let
If V = S(Φ) for some generator Φ, then V is called a finitely generated shift-invariant (FSI) space.
Minimally supported generators.
Our procedure for constructing local bases on nonuniform partitions starts with generators supported on [−1, 1] satisfying a local linear independence condition on [0, 1]. In particular, for k ≤ n, we say that a generator
(whereΦ consists of the first k elements of Φ andΦ consists of the last n − k) is a minimally supported k-generator (or just minimally supported) if
is linearly independent. We denote the collection of all minimally supported k-generators with n components by G n k . See section 5 for several illustrative examples of orthogonal minimally supported generators. The notion of generators minimally supported on [−1, 1] played a central role in the construction of orthogonal, smooth, piecewise polynomial wavelets given in [5] .
For Φ ∈ G n k , we denote the "left" and "right" pieces ofΦ by
is linearly independent. If Φ is minimally supported, then it follows from the local linear independence condition (3) above that B(Φ) is linearly independent; that is, any f ∈ S(Φ) has a unique representation of the form f = c j Φ(· − j). In the remainder of this paper, when there is clearly some underlying minimally supported generator with k and n as above, then, for any (row or column) vector v of length n, we letv denote the subvector of the first k components of v andv the subvector of the last n − k components of v.
where v denotes the transpose of a (column) vector v.
Squeeze maps.
Let a = (a j ) j∈Z be a strictly increasing real-valued sequence with no accumulation point in R, in which case we call a a knot sequence. Let L j := a j+1 − a j denote the length of the jth interval [a j , a j+1 ] and let τ j = τ a j be given by
Then τ j maps the points a j−1 , a j , and a j+1 to −1, 0, and 1, respectively.
Suppose Φ is an orthogonal minimally supported generator. Consider
If Φ is continuous and k = 1 (for example, see the example in section 6.1), then (because τ j is affine on each "overlap" interval [a j , a j+1 ] and continuous on R) it follows that B 0 is a continuous orthogonal basis for its span.
On the other hand, if Φ ∈ C 1 (R) and Φ (0) = 0 (for example, consider the continuously differentiable Φ with k = 2 in the example in section 6.2), then the components of B 0 are not in 
R be invertible k × k matrices for j ∈ Z and let A j : R → R k×k denote the matrix-valued function on R defined by
Given A and a knot sequence a, we call the sequence of mappings σ = (σ j ) j∈Z , where
As before, we letσ j (Φ) denote the vector of the first k components of σ j (Φ) and σ j (Φ) the remaining n − k components. Observe that
If σ is a squeeze map on G n k and Φ ∈ G n k , then we define
and
The minimal support of Φ and the invertibility of A
If σ is a squeeze map with matrix sequences (A 
We say that two squeeze maps σ and ν on G 
where σ has matrix sequences (A 
which implies that (2.2) holds. Our motivation for considering squeeze maps is that if Φ is a minimally supported orthogonal generator, then we can always find a local orthogonal basis for
To see this, note that the elements ofσ j (Φ) are orthogonal to the elements of σ j+1 (Φ):
It then follows that σ j (Φ) is orthogonal to σ j (Φ) for any j = j ∈ Z. Finally, for each j ∈ Z, we choose some orthogonal basis for the span ofσ j (Φ) (for instance, by applying the Gram-Schmidt process toσ j (Φ)). This change of basis corresponds to constructing a squeeze map ν equivalent to σ such that B ν (Φ) is an orthogonal set and is equivalent to performing the following matrix factorization: Let B j B j be a Cholesky factorization of σ j ,σ j , that is, 
3. Polynomial reproduction and smoothness. In this section we give necessary and sufficient conditions for a squeeze map σ to preserve the accuracy (polynomial reproduction) and regularity of S(Φ). Throughout this section Φ is a generator in G 
R for j ∈ Z. First we address the smoothness of S σ (Φ). Since S σ (Φ) restricted to bounded intervals has finite dimension it follows that
is, if and only if
if and only if (3.1) holds for all j ∈ Z. Proof. The theorem follows from
Let Π p , p ≥ 0, denote the collection of univariate polynomials of degree at most p. A generator Φ is said to have accuracy p
We say S σ (Φ) has accuracy p + 1 if Π p ⊂ S σ (Φ), in which case there exists, for each l = 0, . . . , p, a unique sequence (α l (j)) j∈Z , such that
Theorem 3.2. Suppose Φ has accuracy p + 1 and σ is a squeeze map for Φ.
Then S σ (Φ) has accuracy p + 1 if and only ifᾱ
l for l = 0, . . . , p and all j ∈ Z. Proof. Using (3.3) and the definition of σ j (Φ), observe that S σ (Φ) having accuracy p + 1 is equivalent to the existence of sequences (α l (j)) j∈Z , l = 0, . . . , p, such that
for j ∈ Z, and
where l and j are as above, but here x ∈ [0, 1]. Now, since Φ has accuracy p + 1, we can use (3.2) to replace x i in the above. In particular,
With this substitution and the minimal support properties of Φ, we find an equivalent system of equations,
R are invertible for all j, the last two of these lead to
Here, we may apply Lemma 3.6 proved at the end of this section, observing that α i (0) and α i (1) satisfy (3.11), as, therefore, doᾱ i (0) andᾱ i (1). The "only if" part of the result follows.
All steps in the above argument are reversible except the one from (3.4) to (3.5). The "if" part of the result is achieved by choosingα andᾱ as in (3.4). The choice is consistent with (3.5) and leads to the desired accuracy of S σ (Φ).
If Φ ⊂ C m (R) and has accuracy p + 1, thenΦ (q) (0) = 0 for 0 ≤ q ≤ m and sō
for 0 ≤ q ≤ m and 0 ≤ l ≤ p, where δ l,q denotes the Kronecker delta. For 0 ≤ q ≤ m and 0 ≤ l ≤ p, we define the following matrices:
Then (3.6) is equivalent to the matrix equation
where D is the (p + 1) × (m + 1) diagonal matrix whose (l, l)th component is (l − 1)! . The rank of the right side of (3.8) is min(m + 1, p + 1). Also, V p and W m have rank at most k which gives the following bound for k. Lemma 3.3. Suppose Φ ⊂ C m (R) and has accuracy p + 1; then
Next we consider when accuracy or smoothness uniquely determines the squeeze map (up to equivalency) and when accuracy forces smoothness or smoothness forces accuracy. 
is nonsingular, and σ is a squeeze map for Φ. Thenᾱ l (0) = 0 for 0 ≤ l ≤ k − 1, and so Theorem 3.2 asserts that S σ (Φ) has accuracy k if and only ifᾱ l (0) is a left eigenvector of R j with eigenvalue (
The latter condition is equivalent to
where Λ(λ) is a k × k diagonal matrix whose (l, l)th component is λ l−1 for λ ∈ R + . Thus, S σ (Φ) has accuracy k if and only if
Multiplying both sides of (3.9) on the right by Φ (q) (0) then shows thatΦ (q) (0) is a right eigenvector of R j with eigenvalue (
. Now suppose k ≤ m + 1 and W := W k−1 is nonsingular. As in case (i) we find that S σ (Φ) has accuracy k if and only if 
. In this case, it is known from classical spline theory that the accuracy determines the approximation order of
, Φ has accuracy p + 1 and k = min(m + 1, p + 1). Let a be a given knot sequence.
(i) There exists a squeeze map σ with knot sequence a such that S σ (Φ) ⊂ C m (R) and has accuracy p + 1.
(ii) If ν is any other squeeze map with knot sequence a such that either From part (i) we have Π p ⊂ S σ (Φ), and so we need only consider the case m < p.
For simplicity, first suppose that one of the knots, say a i , is 0. Then (3.4) implies
Thus (3.3) becomes
Thus the truncated powers (x + ) l , l = m + 1, . . . , p, can be written as 
Proof. For a given l, we may use (3.11) to substitute for α i (1) in (3.12). Then using routine combinatorial manipulations we find
By shifting the index on the inner sum by j, the left-hand side becomes
where the final equality follows from a 1 = a 0 + L 0 and the binomial theorem. Thus (3.12) is equivalent to
From here it is easy to show the equivalence with (3.13) by induction on l = 0, . . . , p.
Constructing the squeeze map.
Suppose Φ ⊂ C m (R), Φ has accuracy p + 1 and k ≤ max(m + 1, p + 1). Then either case (i) or (ii) of Theorem 3.4 holds and the squeeze map preserving accuracy in case (i) or smoothness in case (ii) is unique up to equivalence. In both cases there is a full set of k eigenvectors for R j for j ∈ Z with specified eigenvalues. These eigenvectors then uniquely determine R j through either (3.9) or (3.10). In case (i), let U = V k−1 and in case (ii) let
Thus, the squeeze map is determined (up to equivalence) for an arbitrary knot sequence. Furthermore, each R j is determined only by the ratio L j /L j−1 . Now suppose Φ is an orthogonal generator. Let σ be the squeeze map with matrix sequences (I, R j ). Following the proof of Lemma 2.2, an equivalent squeeze map ν so that B ν (Φ) is orthogonal may be found as follows. First, find a Cholesky factorization (see (2.3)):
gives an orthogonal basis. Again note that for fixed Φ, B j depends only on L j−1 and L j , and (since a Cholesky factorization is equivalent to an LU factorization using Gaussian elimination) we can find a closed form expression for ν j in terms of the ratio λ j = L j /L j−1 . This makes it simple and quick to construct the squeeze map for an arbitrary knot sequence.
In our examples we consider only k = 1 or k = 2. When k = 1 it is trivial to obtain B j . Suppose 
] and S(Φ M ) equals S(Φ)(M ·) (that is, the dilation by 1/M of the space S(Φ)).
The local linear independence conditions for minimal support must then be checked separately. However, when Φ is an orthogonal scalar (n = 1) refinable generator it is known that Φ is locally linearly independent (that is, the nonzero restrictions of the shifts of Φ to any open interval are linearly independent), which implies the weaker type of local linear independence we require in the definition of minimal support. The example in section 6.3 is constructed in this way.
General construction.
In [5] the authors developed a method for constructing orthogonal generators. For W ⊂ L 2 (R), let P W denote the orthogonal projection onto W . The idea of the construction is to chooseΦ so that (5.1) holds. The orthogonal generators in the examples in sections 6.1 and 6.2 and section 7 are constructed in this way.
Lemma 5.1 (see [5]). Suppose Φ is a minimally supported k-generator. There exists an orthogonal minimally supported k-generator Ψ such that S(Ψ) = S(Φ) if and only if
(I − P S(Φ) )Φ ⊥ (I − P S(Φ) )Φ(· − 1). (5.1) (That is, (I − P S(Φ) )φ i ⊥ (I − P S(Φ) )φ j (· − 1) for 1 ≤ i, j ≤ k.)
Proof (sketch of proof ). LetΨ be an orthogonal basis for the span ofΦ and chooseΨ to be an orthogonal basis for the span of (I − P S(Φ)
)
Examples.
In this section we present several examples to illustrate our methods. The examples in sections 6.1 and 6.2 first appeared in [4] . In both examples it is the smoothness condition that determines the squeeze map. Also, in these two examples, k = min(m + 1, p + 1), and so the resulting S σ (Φ) contains S m p (a) by Theorem 3.5.
In the example in section 6.3, we rescale Daubechies's orthogonal scaling function 2 φ as described in section 5.1 to construct a continuous orthogonal refinable generator minimally supported on [-1,1] with k = n = 2. The accuracy in this case is p + 1 = 2 and, by Theorem 3.4 (i), the squeeze map is uniquely determined by the accuracy condition once a knot sequence is specified. In fact, it is this example that motivated our study of the accuracy of squeezed spaces S σ (Φ). In the example in section 6.3 we have m + 1 = 1 < 2 = k, and so Theorem 3.5 does not apply in this case.
We are also interested in this example because the generator Φ is refinable; that is, We next remark that such a refinable minimally supported generator Φ generates a semiregular multiresolution analysis (that is, a multiresolution consisting of a nonuniform coarse space that is uniformly refined; see [3] ) as follows: Let a 0 be an arbitrary knot sequence and let a 1 ⊃ a 0 be given by
Let σ 0 and σ 1 be the squeeze maps determined (up to equivalence) by the knot sequences a 0 and a 1 , respectively. Then one may verify that
Φ). Thus we provide a way to construct orthogonal semiregular multiresolutions from orthogonal scaling functions in a way that preserves the accuracy and smoothness of the shiftinvariant multiresolution.
In the example in section 4, we construct an irregular multiresolution analysis (that is, a fully nonuniform multiresolution; see [3] ) such that each space in the multiresolution has a compactly supported orthogonal basis consisting of continuous piecewise quadratic functions. The spaces in this irregular multiresolution are not, strictly speaking, squeezed spaces of the form S σ (Φ) but instead result from a slight generalization of our notion of the squeeze map. 
and In the case k = 1 and m = 0, the squeeze maps preserving continuity are given by R j = 1 for all j ∈ Z. By Theorem 3.4, this squeeze map will also preserve the approximation of Φ. By the symmetry of Φ we have
Using (2.3) we get that σ given by
generates an orthogonal basis B σ (Φ).
6.2. k = 2, m = 1, p = 3, n = 4. We next construct a continuously differentiable orthogonal generator. We start with the C 1 cubic Hermite spline functions [5] , it is shown that at least two w's are required in this case.) The condition (6.2) is equivalent to the following: The graphs of the components of the resulting orthogonal generator (φ 1 , φ 2 , φ 3 , φ 4 ) are shown in Figure 6 .2.
From the construction of Φ we see that W = Φ (0)Φ (0) is diagonal, and so, using (4.1), we get that
Since Φ is piecewise polynomial, the inner products Φ L , Φ L and Φ R , Φ R are easily calculated. Using Mathematica to perform these calculations, we arrive at the squeeze maps defined by and
We show in Figure 6 .3 the resultingσ j (Φ) for several values of λ j . [2] ) and let
Semiregular multiresolution analysis
Then, as discussed in section 5.1, Φ is an orthogonal generator supported on [−1, 1]. The local linear independence condition for minimal support may be verified from the support properties of Φ and the fact that the components of Φ R are orthogonal to the components of Φ L , thus showing that Φ is a minimally supported generator with k = 2. Also, note that Φ is continuous and has accuracy 2. In this example, it is the accuracy that determines the squeeze map. Recall that 2 φ satisfies a refinement equation
.
Using the refinement equation it is possible to calculate the following coefficients from the zeroth and first moments of 2 φ (see [1] ):
where
The factors B j may then be calculated from (4.3).
6.4. Irregular multiresolution analysis: k = 1, m = 0, p = 2, n = 3. Let a ∈Z be a sequence of nested knot sequences such that a +1 2j = a j for , j ∈ Z and such that {a j | , j ∈ Z} is dense in R. Let V = S 0,2 (a ) denote the space of continuous piecewise quadratic splines with break points given by a . From the theory of splines it follows that (V ) is a multiresolution analysis. Here we construct a multiresolution (V ) such that
and each V has a local orthogonal basis. The local orthogonal basis for V is generated with a generalization of the squeeze map idea. Our construction here extends the idea of intertwining multiresolution analyses developed in [5] to the nonuniform case.
Let Φ = (h, q), where h and q are as in the example in section 6.1. Then V = S σ (Φ), where σ is the squeeze map with knot sequence a given by R j = 1.
Let
The idea of the construction is to add basis functions w j ∈ V supported on I j for each j ∈ Z to the basis B σ (Φ) in such a way that the resulting space V has a local orthogonal basis. We first describe the construction when I = I j = [0, 1]; the general case will follow by rescaling. Then a := a +1 2j+1 is in (0, 1). Define q 1,0 , q 1,1 , and h 1 by
otherwise.
Observe that the space A of functions in V +1 whose support is contained in [0,1] is spanned by q 1,0 , q 1,1 , and h 1 . Note that q is in this 3-dimensional space. We choose w = w j in the 2-dimensional orthogonal complement of q in A. A basis for this space is given by (with help from Mathematica)
We choose w in A and orthogonal to q so that it is of the form
where h R = hχ [0, 1) and h L = hχ [−1,0) . In order to construct a local orthogonal basis we require
which is equivalent to the following quadratic equation in the variable c = c 1 /c 2 : 
Note that the collection of functions
is an orthogonal system of functions. Let
from which it follows that (V ) ∈Z is a multiresolution with local orthogonal basis B . 
, then Φ and all its integer translates form a basis for S n m . This basis is not orthogonal, so Φ does not generate a local orthogonal basis. We will modify Φ in order to construct an orthogonal set of generators. We do this by adding to Φ, m + 1 functions w i chosen so that W ⊥ A n,m and (I − P W )φ 
is a set of orthogonal polynomials. Notice that the above w i will have their knots located at the integers. This is in contrast to the construction carried out in [6] where in order to build a MRA it was necessary to use w i with half integer knots. 7.1. C 0 example. As a first example we consider the case m = 0. Then r 0 (t) = (1 + t) and l 0 (t) = (1 − t), and we will choose w
is symmetric or antisymmetric about 1/2 depending on whether i is even or odd, respectively, we see that w n 1 chosen above will be either symmetric or antisymmetric. Withr
)l 0 (t) = 0. This gives the following quadratic equation for α n :
From [6] we find r The necessary integrals to compute the above projections can be found in [6] . In order to make the computations somewhat more tractable we biorthogonalize the above ramp functions. Utilizing the integrals [6] (2n + 2i)!(n 2 + 2n − 9) . (7.7) Two functions w i , i = 1, 2 will be needed to construct orthogonal generators from the above ramp functions, and these will be symmetric and antisymmetric with respect to 1/2 in order to construct symmetric or antisymmetric generators. To this end let w 1 = v 0 (n) + α 1 (n)v 2 (n), where v i (n) linear combinations of φ R . In order to complete the construction of the squeeze map we need to compute the inner products Φ L , Φ L and Φ R , Φ R . From (3.9) in [6] (we would like to point out some errors in that equation; namely, r n,k i+1 in the first term on the right-hand side should be r n,k i , the factor multiplying the third term on the right-hand side should be (n − k − 1 − i), and the factor multiplying the last term should be (n + k + i + 3)) we find that 
