It is shown that the elliptic Ruijsenaars-Schneider model can be obtained from the cotangent bundle over the two-dimensional current group by means of the Hamiltonian reduction procedure.
Introduction
In our recent paper [1] we have shown that the elliptic Ruijsenaars-Schneider (RS) model [2] can be obtained by means of the Poisson reduction technique from the affine Heisenberg double. The aim of the present note is to derive the same RS model from the cotangent bundle over the two-dimensional centrally extended current group GL(N)(z,z) applying this time the Hamiltonian reduction procedure [3] - [8] . It is worthwhile to note that the cotangent bundle over the centrally extended sl current algebra was used in [9, 10] to obtain the elliptic Calogero-Moser model. In this short note we shall not discuss the state of affairs in the problem, see [1] and references therein.
The plan of the paper is as follows. In the second section we briefly describe an infinite-dimensional phase space, which can be regarded as the cotangent bundle over the two-dimensional centrally extended current group. Then we fix the momentum map, corresponding to the natural action of the group and characterize the reduced phase space. The resulting L-operator appears to be equivalent to the L-operator of the RS model. In the third section we calculate the Poisson bracket of the reduced phase space variables and prove that it coincides with the one of the RS model. The reduction procedure leads to the dynamical r-matrix which just as in our previous paper is equivalent to the one obtained in [11] .
Cotangent bundle over GL(N )(z,z)
The cotangent bundle T over the two-dimensional centrally extended current group GL(N)(z,z) is a straightforward generalization of the cotangent bundle over affine GL(N). The Poisson structure on T is defined as follows. Let A(x, y) =
A mn e imx+iny and g(x, y) = g mn e imx+iny be formal Fourier series in variables x and y with values in gl(N) and GL(N) respectively. It is convenient to use variables z = x + ∆ 2π
y, where ∆ is a modular parameter with Im∆ > 0. In what follows we shall often use the notation A(x, y) ≡ A(z) and g(x, y) ≡ g(z). The matrix elements A mn and g mn can be regarded as generators of the algebra of functions on T . In close analogy with T * GL(N) the Poisson structure can be written as
where k is a (fixed) central charge and δ(z) is the two-dimensional δ-function. Here we use a standard tensor notation and P is the permutation operator. The action of GL(N)(z,z) on T
is Hamiltonian. Thereby, we can consider the Hamiltonian reduction of T over the action of GL(N)(z,z).
The momentum map taking value in gl(N)(z,z) * looks as follows:
It is easy to check that M(z) does generate the action of the current group. We fix the value of M(z) as:
Here h and ε are arbitrary complex numbers,
and K is a constant matrix K = e ⊗ e t , where e is the N-dimensional vector with entries e i = 1/ √ N . To obtain a finite dimensional reduced phase space one has to consider the limit when ε goes to zero. To treat this limit we employ the same strategy as in [1] . We multiply the both sides of (2.2) by g(z), that gives
3)
The l.h.s. of this equation does not have any explicit dependence on ε. As to the r.h.s., when ε tends to zero, δ ε (z) becomes proportional to δ(x)δ(y) and the r.h.s. is well defined only if the function
g(x, 0) is well defined at x = 0. In this case lim ε→0 δ ε (z)
g(x, 0)| x=0 . So we define the constraint surface as being the solution of the equation
and in the following we shall explore solutions of this equation. We start with the following differential equation
where D is a constant diagonal matrix and Y is an arbitrary constant matrix. It is useful to introduce a function of two complex variables
Here σ(z) and ζ(z) are the Weierstrass σ-and ζ-functions with periods equal to 2π and ∆. This function is the only doubly periodic solution of the following equation:
In terms of W eq. (2.5) can be solved as
Here we introduce the notation
D i Now we turn to the momentum map equation (2.4) . By using a generic gauge transformation one can diagonalize the field A. Then equation (2.4) takes the form of eq.(2.5)
where
for some T and Z ′ = xg ′ (x, 0)| x=0 . We also have
i.e. f = T −1 (0)e and e t T (0) = v t . According to (2.8) we find
Taking the value of xg ′ (x, 0) at the point x = 0 we arrive at the compatibility condition
The solution of this equation is Z ′ = f ⊗ c t , where c is an arbitrary vector. Now it is easy to find Z:
Thus, we get
To summarize, eq.(2.4) has a solution for any field A and for any field g, such that xg(x, 0)| x=0 is of the form e ⊗ b t . For a fixed field A and a vector b this solution is unique. Note that, in general, < b, e > = 1. The form of the r.h.s. of (2.10) shows that the isotropy group of this equation is
This group transforms a solution of (2.10) into another one, so the reduced phase space is defined as P red = all solutions of (2.4)
The group G isot is large enough to diagonalize the field A and hence we can parametrize the reduced phase space by the section (D, L), where L is a solution of (2.4) with A = D.
One can easily see that P red is finite dimensional and it's dimension is equal to 2N, i.e. N coordinates of D plus N coordinates of the vector b. Due to eq.(2.8) the corresponding L-operator has the following form: 
3 The Poisson structure on the reduced space
Our goal in this section is to examine the Poisson structure on the reduced phase space. We should calculate the Poisson brackets for the coordinates D-s and b-s. Following the general Dirac procedure one should find a G isot -invariant extension of functions on the reduced phase space P red to a vicinity of P red and then calculate the Dirac bracket. The bracket for the coordinates D i and b i can be extracted from the bracket for D and L(z). The simplest gauge invariant extension for D and L(z) looks as follows:
Some comments are in order. Eq.(3.13) is a solution of the factorization problem for A(z). Generally this solution is not unique but we fix the matrix T [A] by the boundary condition T [A](0)e = e that kills the ambiguity up to the action of the Weil group (see, e.g. [10] ) and makes (3.13) to be correctly defined. It is obvious that on P red :
The most interesting is the bracket for L(z) and L(w) defined by eq.(3.14). At the end of the section we shall comment on the contribution from the second class constraints to the Dirac bracket. By definition, one has
Here we took into account that T [A]| P red = 1.
Let us first calculate
Performing the variation of the both sides of (3.13), we get
where X(z) = δA(z), t(z) = δT (z) and d = δD.
The general solution of (3.16) is
Here Q is some constant diagonal matrix and we introduce the following notation
This function solves the equation
The solution t(z) obeying the condition t(0)e = 0 has the following form
Performing the variation of eq.(3.18) with respect to X mn (w) one gets
By using the Poisson bracket (2.1) we get
Substituting {g, T } and {T, g} brackets into (3.15) we can rewrite the {L, L} bracket in the following form:
and ω ij kl (z, w) = Q kl ji (w, z) It is easy to check that P k ± (z, w)P = −δ(z − w) − k ± (w, z) and P s ± (z, w)P = ±s ∓ (w, z). We also have one more important identity
To complete the calculation we need the bracket {T ij (z), T kl (w)} on the reduced space. The straightforward manipulation leads to a divergent result. By this reason we define this bracket as follows:
where T ε kl (z) is defined as a solution of the factorization problem with the boundary condition T (ε)e = e. A simple calculation gives the following result for the bracket {T, T }
By using this formula we get the following expression for the coefficients:
One can easily verify that the last lines in the expressions obtained for k-s and s-s do not contribute to the bracket {L, L}.
To proceed further, let us note that (see eq.(2.11)):
so the bracket {b i , b j } follows from the {L ii , L jj } bracket only. Just as in the case of the Heisenberg double one can check that the bracket of L ii with the constraint (2.3) vanishes on P red for any value of ε. Thus, there is no contribution from the Dirac term to the {L ii , L jj } bracket.
Performing the same calculations as in [1] we arrive at
The bracket {L, D} and {D, D} can be found by a similar device as was used above. The Dirac terms do not contribute as well. The final result reads
Now for the reader's convenience we list the Poisson brackets obtained in terms of the coordinates on P red
this is just the Poisson structure of the elliptic Ruijsenaars-Schneider model. Just as in [1] the bracket for the operator L Ruij defined by eq.(2.12) being calculated by using (3.19) and (3.23) reproduces the bracket obtained in [11] . It means that there is no contribution from the Dirac term even for the nondiagonal matrix elements L ij .
Conclusion
In this paper we have pointed out that the elliptic Ruijsenaars-Schneider model can be obtained by means of the Hamiltonian reduction procedure from the cotangent bundle over the two-dimensional current group. As compare to the scheme proposed in our previous paper [1] this one possesses a number of advantages. First of all in this scheme the calculations are drastically simplified. Then, it explains why the contribution from the trigonometric r-matrix which defines the Poisson structure on the Heisenberg double drops out from the final result.
It seems to be interesting to examine the Poissonian reduction of the Heisenberg double of the two-dimensional current group. In this case one could expect to obtain some generalization of the RS model.
It is known that the elliptic Calogero-Moser model is related to the Chern-Simons theory. Hence it is an interesting problem to find a field-theoretical formulation of the elliptic RS model.
