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ABSTRACT 
A mathematical model of the solar insolation process 
is presented.  In particular, the model approximates an 
insolation time series formed by a sliding integration at 
15-minute intervals for the month of September. 
The model is in the simple form of the product of two 
factors; that is, the calculated clear-day insolation 
value for each 15-minute interval is multiplied by a 
random attenuation coefficient for each day.  This latter 
term represents an average of the attenuation by cloud 
cover for any given day. 
Calculation of the attenuation coefficients is carried 
out by least-square fitting.  The fit of the model to the 
process is then evaluated by spectral estimation of the 
power (or mean-square variation) in the error or noise 
term.  An average of these daily noise-power terms over 
the month was found to be only six percent.  The fact that 
a single attenuation coefficient can represent the daily, 
variation in the process with such accuracy suggests a 
relatively slow change in cloud cover. 
-1- 
In a separate experiment, a rough estimate of the 
"bandwidth of the spectrum of time variations in solar 
insolation is made. The experiment involved sampling 
of the process at very short integration intervals of 
one minute in duration; it'- yielded a bandwidth on the 
order of the reciprocal of 1.3 hours, another indication 
of slow variation in cloud cover. 
-2- 
Chapter 1 
INTRODUCTION 
The earth is not heated uniformly by the sun. Wherever 
clouds are overhead a good deal of the incoming solar 
radiation is reflected back into space. ,The amount of 
this-energy which is scattered and reflected also depends 
on the thickness of the atmospheric layer that the sun's 
rays must traverse»  That thickness varies with the 
season, latitude and the time of day. 
Due primarily to temporal variation in cloud oover and 
aerosol content in the atmosphere, the rate of delivery 
of solar energy at the earth's surface, insolation or 
irradiance, may be considered a random process.  The 
collection of random variables forming such a process, 
when indexed on the time variable t, is called a time 
series. 
In the United States there are approximately 90 sites 
recording insolation data on a regular basis.  Sixty of 
these are National Weather Stations and the remaining are 
cooperating stations maintained by university and other 
organizations (Ref. 1, p.322). 
-3- 
In recent years the long-term records generated by this 
network have been found to be inaccurate in varying 
degrees due to measurement error.  Furthermore, surveys 
of planned energy conversion systems indicate that 
considerably more information with greater resolution 
is needed '(Ref. 1, p.322). 
In response to this need, insolation data were taken 
under the auspices of a research grant given by the 
Pennsylvania Power and Light: Company to the School of 
Engineering at Lehigh University, Bethlehem, Pennsyl- 
vania. Measurements of total insolation (direct plus 
diffuse) were begun at Lehigh in the fall of 1975* and 
have been taken on a regular basis since that time. 
The standard device used in performing irradiance 
measurements of the total solar spectrum is the pyranom- 
eter.  Pyranometers detect the- difference in temperature 
between black surfaces (which absorb most solar radia- 
tion) and white surfaces (which reflect most solar 
radiation) by the use of thermopiles. 
In regard to the Lehigh study, an Eppley (Model No. 8—48) 
pyranometer is employed in a horizontal plane.  The 
_4_ 
resultant e.m.f. generated by this device is then 
integrated for 15-minute intervals and recorded on 
magnetic tape. 
The object of this paper is to demonstrate how a simple . 
mathematical model may be formulated from the integrated 
sample's- provided by this measuring system; a model which 
may provide some physical understanding and help to 
predict the random insolation process.  In this study the 
data for one month, September 1975i have been used.  The 
cornerstone of this modelling will be the use of spectral- 
analysis techniques which form an integral part of modern 
time series analysis and have been applied to problems 
in fields such as communication engineering and economet- 
rics. 
■■ / 
In arriving at the stated objective, the paper is present- 
ed in three parts.  The first provides a general back- 
ground of the statictical and spectral-analysis concepts 
pertinent to the subsequent analysis. 
Next, sampling considerations are discussed.  This 
discussion and an experiment involving collection of data 
-5- 
at an increased sampling rate lead to a rough estimate 
of a minimum required sampling rate that would insure 
no loss of important information. 
Finally, in the third part, a simple radiation model is 
formed by the use of spectral estimation, least-square, 
and trend elimination methods.  Spectral estimation is 
used further to compute the model's daily residual noise 
power; and as a result, the fit of the model to the 
process is evaluatedo 
-6- 
Chapter 2 
THEORETICAL BACKGROUND 
2.1 The Mean and Autocovariance Functions 
The mean and autocovariance functions are the most com- 
mon parameters used to describe the behavior of a random 
variable x(t) whose probability law is unknown. 
Depending upon the circumstances, we shall use either 
x(t) or E[x(t)] to denote the mean or expected value of 
x(t).  Hence, if the random variable is continuous, we 
have the definition 
oo 
xTtT = E[x(t)] = /  xpY(x,t)dx (2.1) 
__ oo 
where p (x,t)dx is the probability that x will assume a 
value in the interval (x,x+dx) at any instant of time. 
Henceforth it should be remembered that a straight hori- 
zontal bar on top of any quantity implies the statisti- 
cal average (expected value). 
The autocovariance function is a second order statisti- 
cal average of the product of two random variables, x-, 
and x„, which are defined by the value of sample func- 
tions at instants t-. and t?, respectively.  Thus, the 
autocovariance function is given by 
-7- 
Rx(t1,t2) = E[(x1-x1)(x2-x2)] 
oo   oo 
-   J     J     (x-^x^) (x2-x2) 
— oo  — oo 
x px(x1,x2;t1,t2)dx1dx2 (2.2) 
where p (x,,x?;t,,t?)dx,dXp defines the probability of 
the joint event that a sample function amplitude will 
be in the range (x^x. + dx, ) at t = t, and the range 
(x2Jx2 + dx„) at t = tp. 
The mean function measures location for all times and the 
autocovariance function serves two purposes (Ref. 2, pp. 
10-11): 
• The variance function is given by R (t-.,t,)9 and J\. _J_    -L 
measures dispersion in the mean-square sense. 
• Information about the linear association of the 
random variable with the past and the future 
behavior of the process is given by R (t-,,tp).' 
We may refer to the linear association between the random 
variables composing a process as autocorrelation; it is 
measured by the autocorrelation function 
■8- 
p(t1,t2) = R(t1,..t2)/[R(t1,t1)R(t2,t2)]1/2      (2.3) 
Therefore, if the variables in a process or time series 
are uncorrelated, then 
t   
X
     tx = t2 
p(t,,t0) = 1' 2 
k 0 t, ¥  t \   r   "2 
2.2  Covariance Stationarity 
We may characterize the mean and the autocovariance 
functions as first and second-order statistics, respec- 
tively.  In general a process is called a stationary 
process if all its statistics (all orders of probability 
functions) remain unchanged with time. 
We shall see in a later section that the power density 
spectrum of a random process is completely specified by 
the autocovariance function.  Hence, for the purpose of 
analysis of random signals, the parameters that are 
important are the autocovariance and mean.  For this 
reason, it is important that at least these parameters 
be independent of time origin for ease of analysis.  A 
process- which satisfies these conditions is classified 
■f 
-9- 
as covariance or wide-sense stationary.  Therefore, we 
define a process to be covariance stationary if: 
• x(t) is constant for all time 
R
xCt1,t2) = R-JJ-CT); where x = t2 - t1 
2.3 Variance of a Process,in Terms of Harmonic Components 
Let us consider a random process of the form 
n 
xCt) = X" Ca. cos to.t + b. sin w.t) C2.4) ■* = -I   J      J     J 3 
where the a. and b. terms are random variables with 
E[aj: = EEbjJ = 0, EEajJ = Elbp  = a*, 
If in addition we impose the requirements that 
E[ajak] = EEbjbk] = 0 for j^k "A 
EEa.bk] = 0 for all J,k 
then we have insured that the elements of each of the 
vector random variables 
-10- 
A = [a ,a2,...,an] 
B = [b15b2,...,bn] 
are orthogonal in pairs and every element of A is ortho- 
gonal to every element in B.  Such requirements impose 
covariance stationarity upon the process given in Ex- 
pression 2.4, and result in the autocovariance function 
(Ref. 2, pp. 16-17) 
n 
R(T) = I     a2,   cos (j.t  T = t0   - t, (2.5) 
J = l  J      J 
Finally, we observe that the variance of the process is 
an unweighted summation of the variances of the individ- 
ual periodic components 
R(0) =  f oj (2.6) 
This additivity of the variance components allows us to 
determine the relative importance of the j   periodic 
component in the mean-square variation of the process. 
If in addition the vector random variables are0 normally 
distributed, the orthogonality of components allows us 
to consider the mean-square variation as being gener- 
ated by independent sources (Ref. 2, pp* 17-18). 
-11-. 
2.H     The Spectral Representation of a Covariance 
Stationary Process 
The ability to express any covariance stationary process 
in the form and with the properties of Expression 2.4 is 
clearly desirable.  With such a description as our goal, 
let us first consider the Fourier transform XT(u)) of a 
truncated nonperiodic signal xT(t), over an entire in- 
terval (-°°<t<°°); namely. 
<» T/2 
XTU)   =   /     XrT1(t)e-Jtotdt   =     /       x(t)e-Jutdt (2.7) 1
 -»     
l
. -T/2 
Now, if we observe that the power density spectrum S (to) 
of a random process is given by 
Sv(u>) *   lim \   ■ (2.8) 
x
      T->-°° 
we may impose the restrictions of covariance stationarity 
and subsequently derive the famous Wiener-Khinchine re- 
lation. (See Ref. 3a PP- 182-185 for 'this derivation). 
This relation states that the power density spectrum of 
a covariance stationary process is given by the Fourier 
transform of its autocovariance function R (T) (Expres- 
sion 2.2). Therefore, we have the following Fourier 
transform pair: 
-12- 
S
x
U)
 
=
 / Rx(T)e"Jti)TdT (2.9) 
00 
R (T) = §7 /  Sx(o,)eJa)Tda) (2.10) 
— 00 
Since the autocovariance and power spectrum form a Fourier 
transform pair, knowledge of one implies a knowledge of 
the other.  This means that both functions contain ex- 
actly the same information about intertemporal dependence. 
Hence the autocovariance function stresses .dependence  •• 
along the time axis while the power spectrum conveys this 
same information by describing the process in terms of 
its frequency components.  Such an additive representa- 
tion allows greater ease of analysis and a clearer under- 
standing of the variation in the process (Ref. 2, p. 26). 
2.5 A Spectral Density Estimate 
Random-process models can be fitted to discrete data 
samples by making comparisons in the frequency domain. 
Such spectral-analysis techniques follow from the dis- 
crete form of the Wiener-Khinchine relation given in Ex- 
pression 2.9.  Therefore, an estimate of the power den- 
sity spectrum SN(uO follows from the discrete Fourier 
transform of the autocovariance function estimate RN(k) , 
-13- 
of the zero-mean sequence x ,x, , . . . ,x.T , .  Thus, o' 1'    N-1      ' 
- j o)kTq 
SN(u) =   I Rw(k)e    * (2.11) |k|<N-l N 
where 
T = period of observation 
T„ = sample interval 
N = number of data samples 
Vk) = I [xox|k| +xi*4k|+l + ••• + xN_i_|k|xN_i^ 
Now, through a simple derivation (Ref. 4, pp. 159-160), 
it may be shown that 
-ja)kTq   ..       2 
SN(a,) = , J Vk)e      = I |XN(«)|       (2.12) |k|<N-l w w  1N 
where XN(w) is the discrete Fourier transform of the data 
samples and is given by 
N-l   -jconT^ 
XM(u) =  I  x,e    b (2.13) N
 k=0  K 
Therefore, from Expressions 2.12 and 2.13 the power den- 
sity spectrum estimate is seen to be the magnitude 
squared of the discrete Fourier transform of the sample 
sequence divided by N, the number of data samples. 
' -14- 
2.6  The Finite Fourier Transform Sequence 
In Expression 2.13 we defined the discrete Fourier trans- 
form curve of the finite time series x, as 
N-l   -ju)kTg 
X (u) = I     x,e 
N k=0 K 
A reasonable way to compute points on this curve is by 
means of the finite Fourier transform sequence 
N-l       -jmfi kTq 
X(mftq) =  T  x(kT„)e S
    k=0     S 
m = 0,1,2,...,M-1       (2.14) 
in which we have M frequencies with frequency spacing 
"s " 1% t2-1^ 
If we now substitute (2.15) -into (2.14) and adopt sub- 
script notation for the discrete functions [X(mfiQ) = X , o    m 
x(kTs) = x,], we have the simple form 
N-l   - i2^™ 
X =  £  x, e   N       m= 0,1,..,N-l (2.16) 
m
  k=0  K 
This transform' is important in that it allows practical 
calculation of the discrete Fourier transform.  That is, 
-15- 
the discrete X terms lie on  the X(u>) curve and are con- 
m 
veniently calculated by means of the fast Fourier trans- 
form (FFT) algorithm on a digital computer.  For a de- 
tailed discussion of this important algorithm the reader 
is referred to the literature (Ref. 5, pp. 284-327). 
2.7 The Sampling Theorem and Some Applications Thereof 
Most time series are derived from sampling at equally 
spaced intervals in time.  Because of this periodic samp- 
ling, a problem may arise in identifying the sources of 
mean-square variation or power in the process.  The prob- 
lem is known as aliasing.  In order to gain an under- 
standing of the aliasing problem we should first discuss 
the so-called sampling theorem of communication theory. 
This states that a band-limited signal which has no 
spectral components above the frequency of B Hertz is 
uniquely determined by its samples at uniform intervals 
less than 1/2B seconds apart.  This minimum time is known 
as the Nyquist interval. 
Through a simple derivation involving the time convolu- 
tion theorem, we may show that if a signal x(t) is sampled 
at regular intervals less than 1/2B seconds apart, the 
spectral density function X (to) of the sampled signal 
-16- 
x (t), will be a periodic replica of X(uO, the spectral s 
density function of x(t) (Ref. 3, pp. 46-48).  If the 
sampling interval becomes greater than 1/2B seconds, then 
X(u>) will repeat periodically but now there will be over- 
lap between successive cycles and a loss of information 
will result; this confounding of spectral components is 
known as aliasing. 
In most signal processing problems the selection of a 
sampling period less than or equal to the Nyquist interval 
requires an estimate of the frequency B.  Such an estimate 
can be made by the computation of the discrete Fourier 
transform (DPT) of very closely spaced samples of the 
signal (Ref. 4, p. 4l).  Hence, if we define the DFT of 
the sequence x, as 
00
     -jajkTQ 
X(ui) = I       xke     S (2.17) 
k=-°° 
then B or the Bandwidth is that frequency above which the 
absolute value of X(u>) is negligible. 
-17- 
Chapter 3 
SAMPLING CONSIDERATIONS 
3.1 The Sampling Procedure 
The sampling procedure used in the collection of insol- 
ation data involved a sliding integration as given by 
t+Ts 
x(t) = y*f(s)ds (3-D 
where x(t) represents the integrated insolation in 
BTUs/ft ; f(s) the instantaneous value of insolation in 
P 
BTUs/ft /hour; and T_ the sample interval (15 minutes). 
3.2 An Experiment to Estimate Bandwidth (B) 
In order to estimate the bandwidth B of x(t) an experiment 
employing a short integration or sample interval was 
performed.  In particular, an interval of one minute 
(i.e., T = one minute) was employed for three consecu- s 
tive days in the month of October 1976. Among the three 
days, one was windy and partly cloudy.  Therefore the high 
frequency components associated with such conditions were 
present in our experimental time series. 
-18- 
Next, this series was transformed into a discrete spectrum 
by means of the finite Fourier transform as defined in 
Expression 2.16 of Chapter 2.  For the resulting spec- 
-4 trum as shown in Figure 3-1, a bandwidth B of 1.1 x 10 
Hertz was observed.  If we now apply the sampling theorem 
to this estimate of B, the required Nyquist interval would 
be 
[2BJ_1 = [2(1.1 x 10"^)] 1 = 1.3 hours        (3.2) 
Therefore, to avoid loss of important information we 
should sample at an interval less than 1.3 hours. 
■19- 
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Chapter 4 
INSOLATION MODELING 
4.1 Random-Signal-Plus-Noise Models 
In regard to the mathematical modeling of the insolation 
process to be discussed in this chapter, we shall make one 
basic assumption; namely, we shall assume that the daily 
24-hour series may be decomposed into a random signal plus 
noise sequence.  The former is represented as a determin- 
istic function with a random attenuation coefficient; and 
the latter as a stationary sequence. 
Our ensemble or collection of sample functions will con- 
tain the daily 24-hour time series from the month of 
* 
September 1975 •  Hence, we are assuming that our noise 
sequence is stationary for the period of one month.  Each 
of these sample functions contains N = 96 discrete samples 
of the continuous function x.(t); that is, each discrete 
sample may be given by 
xi k = xi(kTs)  k = J-s2,...,96 
Note that only 2 7 days of data were available for this 
month due to a malfunctioning of the measurement apparatus 
-21- 
in which Tg is the time between samples (15 minutes), k 
the time index and i the day. 
4.2 The Multiplicative Model 
Our model, hereafter termed the Multiplicative or M model, 
may be represented as 
xi,k = AiMi,k + ei,k k = 1>2>"->96 (^D 
where 
A.   = the random attenuation coefficient for the 
.th , 1  day 
M. , = the discrete "clear day" trend for the 
I,K      . 
.th , i  day 
e. , = a stationary noise sequence for the i  day 1 ,K 
Two examples of "clear day" M. , trends for September 1 
and 30 are shown in Figure k-1.     Such theoretical cosine 
curves may be calculated by consideration of: 
-22- 
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• The angle of incidence of beam radiation - the 
angle being measured between the beam and the 
normal to the horizontal plane.' 
• The solar constant at the earth's surface - the 
energy from the sun per unit time, received.on a 
unit area of the earth's surface perpendicular 
to the radiation. 
Such a calculation for the 30 days in September at Lehigh 
University was effected, and the resulting daily trends 
were employed in the analysis in subsequent sections of 
this chapter.  (See Appendix A for an outline of this 
"clear day" insolation calculation). 
Through our estimate of the random attenuation coefficient 
A., we will seek to minimize the mean of the square of the 
daily noise term e., ; that is, we will minimize the power 
associated with the daily noise term. 
Therefore, the value of A. which will meet this requirement 
must have 
-24- 
that is, 
N 
af^J, <xi,k- Wk' ] ■ ° <*-3> 
Carrying out this differentiation, we get 
N 
£  xi kMi k 
2  Mi k k=l ljK
4.3 Spectral Analysis 
The decomposition of the process given in Expression k.l 
may be studied in the frequency domain "by use of the fast 
Fourier transform (FFT) .  As a result, we gain insight 
into the relative importance of the frequency components 
which shape the process. 
Let us "begin this study "by considering the finite Fourier 
transform X.   as defined by Expression 2.16, for a clear 
and cloudy day, Figures 4-2a and k-2b, respectively.  As 
might, be anticipated, strong spectral components are 
present at the frequencies of 0, 27r/l2 hours, and 2.7r/24 
hours. Furthermore, we note that little else is signifi- 
cant . 
-25- 
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B.000 xflL 
Next, let us remove the random signal component A.M. 
1 1 f X 
of our model from these same 2^-hour time series; that 
is, we shall study the noise sequence 
ei,k = xi,k " AiMi,k   k = 1'2 96 
The resulting finite transform E.   for the clear day D 1 ,m ^ 
(Figure k—j)   and the cloudy day (Figure k-k), show that 
our model has effectively reduced the strong d.c, 12-hour 
and 24-hour spectral components in the original time 
series.  In other words, our series is more stationary in 
nature.  Thus, we have made an initial application of our 
model and it appears to provide a good fit. 
-27- 
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4.4 Evaluation of the Model 
In order to evaluate the fit of the M model to the process 
in a quantitative way, the power in the daily noise term 
or residual may be calculated as shown in Expression 4.6: 
N-l       . N-l 
EC I e\     1   £ I      |E J2 C4.6) 
where E.   is the spectral component at the m  harmonic 
of the fundamental n = 2TT/24 hours, for the ith day. 
Consequently, we may compute the average ratio of noise to 
signal power over the 27 days employed in the analysis. 
Carrying out this calculation, we find that 
N-l 
I  |E,  I* 
n   27 mtn   ' iam' 
V Z j£?  • .06 C4.7) 27 .in N-l 
m=0   1>m 
Therefore, the M model accounts for the average daily power 
in the insolation process over the month within an error 
of six percent. 
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Chapter 5 
CONCLUSION 
5 • 1 Summary 
This study of the solar insolation process was divided 
into two sections.  These sections include (l) sampling 
considerations and (2) insolati-on modeling. 
(1) sampling; considerations — In this section we first 
noted that the insolation data were collected "by means of 
a sliding integration of 15 minutes in duration. Next, an 
experiment in which samples were taken at one-minute 
integration intervals for a three-day period was performed 
to estimate bandwidth.  Using the data obtained at this 
increased sampling rate, the amplitude spectrum of the 
process was estimated by use of the fast Fourier transform 
without concern over error caused by aliasing,,  The band- 
width of the spectrum was approximately 1.1 x 10  Hertz. 
— a frequency corresponding to a Nyquist interval of 1.3 
hours. 
(2) insolation modeling — In the second part, a daily 
model of the insolation process, termed the Multiplicative 
■31- 
or M model,-was studied.  The model assumed the form of 
a random signal plus stationary noise.  The random signal 
was composed of two termss 
• A "clear day" deterministic cosine function 
calculated by consideration of insolation avail- 
able over time on a horizontal plane 
• The random attenuation coefficient A. calculated 
so as to minimize the power in the residual noise 
sequence e.(t) 
Therefore the form of the model resembled the physical 
process under study — attenuation of the theoretical 
"clear day" radiation by the aerosol content in the atmos- 
sphere„ 
By employing the fast Fourier transform on daily 24-hour 
time series, ^considered to be periodically repeating, 
discrete spectrums were secured and studied.  Consequent- 
ly, we learned of the relative importance of only three 
spectral components — the d.c, 24-hour, and 12-hour 
termso 
-32- 
Finally, removal of the random signal component A.M.(t) 
from the daily time series was carried out.  Consequent- 
ly, spectral estimates of the power in the daily resid- 
ual e.(t) were made. From this estimation procedure, we 
found that for the month under study, the random attenuat- 
ion coefficient A. indicated the percent of average daily 
power in the process within an error of six percent0 
5=2 Interpretation 
Our estimate of 1.3 hours for the Nyquist interval seems 
to he too long if we consider a windy, partly-cloudy day. 
That is, a rough estimate of "bandwidth is the inverse of 
twice the time for a signal to change "by a significant 
percentage from one value to another.  Intuitively we 
might feel that such changes occur in less than 1.3 hours 
for a cloudy day. 
In spite of this possible difficulty, we should note that 
our normal sample interval of 15 minutes is significantly 
less than our Nyquist interval estimate„  Consequently, 
we may be reasonably sure that our data is not aliased. 
-33- 
One goal of our- modelling of the insolation process was to 
study the simplest of models. Nonetheless, we found our 
model a good fit to the process.  The fact that a single 
coefficient can represent the daily variation in the 
process with such accuracy suggests a relatively slow r 
variation in cloud cover.  Also, we may infer that a 
better understanding of the process is possible through 
the study of only one quantity — the A. attenuation 
coefficients. 
Indeed, this study is the most important recommendation 
that we can make for future work.  In particular, it 
should include: 
• Analysis of A.idistributions for a particular 
time period sucph as a day or month over the years 
• Study of the correlation between the A. coeffic- 
ients and measureable physical phenomena such 
as cloud cover and pollution level. 
-3^- 
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Appendix A 
CALCULATION OF THEORETICAL 
"CLEAR DAY" INSOLATION TRENDS 
The relationship between the angle of incidence e of beam 
radiation (i.e., the angle being measured between the beam 
and the normal to a horizontal plane) and those angles 
which define it, may be expressed by: 
cose = sin6 sine)) + cos6 cost)) cos 15t 
where 
cf> = latitude in degrees (<j> = 40°36' at Lehigh) 
6 = declination of sun (i.e., the angular position 
of the sun at solar noon with respect to the 
plane of the equator) 
t = time from solar noon in hours 
The declination angle 6 may be estimated from the following 
2 equation; 
John A. Duffle and William A. Beckman, Solar Energy 
Thermal Processes, New York, John Wiley and Sons, 197^» 
pp. m-i&~. 
2Ibid, p. 15. 
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6 = 23.^5 sin[360 (3^)] 
where n is the day number of the year. 
In order to find t we should consider the equation for 
solar time Tg (in minutes)-. 
TS = TEST + E + 4(LST " L0C) 
where 
E   = the equation of time 
L0„ = the standard meridian for the local time zone 
LSm = the longitude of the location in question in 
degrees west. 
Thus the time from solar noon would be expressed as fol- 
lows : 
t = Ts - 12.00 = TEST + E + MLST - LQC) - 12.00 
For September, the equation of time E may be approximated 
by:* 
3Ibid, p. 18. 
^Ibid, Fig. 2.7.1, p. 19 
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E = N/180 
where N = the day number in September (1,2,...,30) 
Furthermore, we note that LEST = 75° and that for the 
Lehigh University location LQC = 78.38°.  Thus, our equa- 
tion for t (in hours) becomes 
t - T   + N + u   (75-78.38)     nn t
 ~ 
TEST + WO  + n 6"0 12-00 
TEST + IBO" " 12*23 
At this point we can calculate cose for any particular time 
in the month of September.  Now, if we multiply this fac- 
tor by the assumed direct beam solar constant at the 
earth's surface (316 BTUs/ft2), we may conveniently gen- 
erate the cosine trends used in the modeling done in Chap- 
ter 4 of this thesis. 
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Appendix B 
Biographical Data: Thomas L. "Emerson 
Mr. Emerson was born on April Ik,   19^-7 •  His parents are 
Elsa J. and Thomas E. Emerson of Manassas, Virginia.  In 
1970 Mr. Emerson received a Bachelor of Science degree in 
electrical engineering from the University of Virginia, 
Charlottesville, Virginia.  From 1970 until 1975>   he was 
employed at the Allentown Works of Western Electric, 
where he worked on the development and manufacture of 
bipolar integrated circuits.  Mr. Emerson is a member of 
Tau Beta Pi and Eta Kappa Nu.  He will shortly begin work 
with the General Electric Company — Space Division, in 
Valley Forge, Pennsylvania. 
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