Abstract-While the quest of end users for fast and convenient Internet services grows steadily, energy-hungry data centers correspondingly expand in both numbers and scale -a fact that raises global warming and climate change concerns. In addition, high penetration of renewables, development of energy-efficient cooling facilities, and flexibility of distributed storage units, all call for a system-wide energy and workload management policy for future sustainable data centers. As implementing offline management policies is practically infeasible due to complexity and the lack of future information, real-time management schemes are considered here under a systematic framework. Leveraging stochastic optimization tools, a unified management approach is proposed allowing data centers to adaptively respond to intermittent availability of renewables, variability of cooling efficiency, information technology (IT) workload shift, and energy price fluctuations under long-term quality-of-service (QoS) requirements. Meanwhile, it is rigorously established that when storage devices have sufficiently high capacity, or, the difference between electricity purchase and selling prices is small, the proposed algorithm yields a feasible and near-optimal management strategy without knowing the distributions of the independently and identically distributed (i.i.d.) workload, renewable, and electricity price processes. Numerical results further demonstrate that the proposed algorithm works well not only for i.i.d. processes, but also in real-data scenarios, where the underlying randomness is highly correlated over time.
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I. INTRODUCTION
I
N the past decade, major improvements have been seen in the worldwide Internet systems. Along with the ever-increasing demand for Internet applications, data centers nowadays are rapidly proliferating all over the world. However, as thousands of millions of end users enjoy the convenience of Internet services, such as social networks, video, and content distribution networks, these data centers incur huge electricity bills. According to [1] , data centers consume about 1.3% of the worldwide electricity supply currently, and this is expected to be 8% by 2020. Not only reducing the electricity cost is thus of great interest, but also improving the sustainability and efficiency of data centers is essential. In addition, two thirds of the worldwide electricity is generated by conventional generators, such as gas plants, which emit much more carbon footprint when compared to renewable generators such as wind turbines and solar panels [2] . A surprising fact is that Google's carbon emission in 2010 is almost equivalent to that emitted by 280,000 cars [3] .
As a consequence, integrating renewable energy sources (RES) to the existing data center power supply systems has gained popularity both in academic and industry research over the past three years [4] - [8] . For instance, Apple has been building its sustainable data centers powered by 100% RES with zero greenhouse gas emissions across the country [8] . However, the challenge of integrating renewables is that their high penetration leads to variations in the traditional "supply follows demand" motto, and the benefits of RES can only be harvested by appropriately mitigating their inherently high variability, which also motivates advancing distributed storage units [9] - [12] . But these works deal with energy supply side management by leveraging the distributed storage units, without workload scheduling. A few recent works deal with information technology (IT) workload management for data centers from a demand response (DR) perspective [13] - [16] . Yet, these works either ignore the power supply structure, or, do not consider cooling power consumption, despite the fact that a substantial amount of energy in data centers goes to their cooling systems [17] .
Cooling structures were accounted for in the joint energy and workload management of [18] and [19] . Assuming that the future workload and RES information is known a-priori, [18] investigated energy and workload management offline. On one hand, the computational complexity in [18] can become prohibitively high as the scheduling horizon grows large. On the other hand, future RES and IT workloads are generally hard to predict accurately. Online energy and workload management was addressed in [19] , with a simplified single source cooling structure and power supply structure. In addition, neither [18] nor [19] considered a two-way energy trading mechanism for the data center to potentially sell its surplus energy to the market at a fair price in order to reduce operating costs.
In this paper, we consider a practical data center design consisting of power supply, cooling, and IT operating systems. The power supply system comprises a conventional generator, RES, distributed energy storage units, and a mechanism to perform two-way energy trading with the external electricity market. While the cooling system combines two subsystems with different cooling coefficients, 1 the IT operating system can intelligently schedule the workloads under QoS constraints. In this context, we develop an online energy and workload management approach, which dynamically makes instantaneous decisions without a-priori knowledge of any statistics of the underlying random workload, renewable, and electricity price processes. To this end, the intended task is formulated as an infinite time horizon optimization problem aiming to minimize the time-average operational net-cost. Targeting a low-complexity online solution, we adopt relaxation techniques to decouple the decision variables across time. Then leveraging Lagrange relaxation and stochastic approximation techniques, we develop a novel online control algorithm. Based on the revealed characteristics of the optimal schedules, we formally establish that when the storage device has sufficiently high capacity, or, when the difference between electricity purchase and selling prices is small, the proposed algorithm yields a feasible and near-optimal resource management strategy for the original problem.
The rest of the paper is organized as follows. The system models are described in Section II. The proposed dynamic management scheme is developed in Section III. Performance guarantees of the resultant algorithm are established in Section IV. Numerical results are provided in Section V, followed by concluding remarks in Section VI.
II. SYSTEM MODELS
Consider a data center composed of three subsystems: the IT system, the cooling system coping with the heat generated by the IT system, and the power supply system supporting IT and cooling equipments; see Fig. 1 .
A. Workload Model
In general, workloads in data centers fall under two categories: delay-sensitive (or 'must-serve') and delay-tolerant workloads [13] . The first category includes voice and multimedia services, as well as real-time user requests, which have to be served usually within a few seconds. Delay-tolerant workloads include HTTP and email deliveries that can be scheduled to run when the energy cost is low, or, when the system workload is low. This second category provides ample optimization opportunities for workload management adaptive to the time-varying amounts of RES and cooling supply.
Consider an infinite scheduling horizon, indexed by the set , and suppose that there are types of 'mustserve' workloads with the central operator having to allocate IT capacity per slot for type . On the other hand, suppose that there are classes of delay-tolerant workloads, where workloads in class have total demand at slot and maximum parallelization . With denoting the IT capacity allocated to the delay-tolerant workloads in class at slot , it must hold that (1) and the total IT demand (consumption) at slot is given by (2) Supposing that the total IT capacity is , the per-slot IT demand should clearly satisfy (3) In order to accommodate QoS requirements, a limiting timeaverage constraint is also introduced to bound the fraction of pending delay-tolerant requests; that is, (4) where is a prescribed threshold. We will assume that unserved requests or their fractions will be automatically requested in the ensuing slot(s).
With , and likewise for and , assume for simplicity that random processes are independently and identically distributed (i.i.d.) across time. Under (1)-(4), the IT system variables to optimize are .
B. Cooling Structure
Along with the increasing density of IT equipment in data centers, a considerable amount of electricity is consumed by the cooling system that generally operates in two modes [20] , [18] : outside-air (OA) and chilled-water (CW) cooling.
The energy usage of outside-air cooling is mainly the power consumed by blowers, which can be approximated as a cubic function of the blower speed [21] . From basics of heat transfer and the general fan laws, it turns out that the blower speed under tight control is proportional to the IT demand [22] . As a result, the outside-air cooling power consumption can be modeled as a convex function of , namely (5) where depends on the temperature difference between the (hot) exhausting air temperature from the IT racks and the outside air temperature . The maximum capacity of outside-air cooling in (5) can be modeled as , with proportional to the maximal outside air mass flow rate. Clearly, the cooling efficiency of outside-air cooling is greatly affected by the air temperature. As a consequence, this approach is usually complemented by more stable cooling resources, such as chillers.
The chilled-water cooling model here is built on the actual measurement of an operational chiller whose power consumption can be approximated as [23] (6) where is again the IT demand in (2), and is a constant depending on the specific chiller characteristics.
Clearly, the two approaches have different cooling efficiencies and capacities, which provides the possibility to optimize the power consumption for cooling by properly combing these decoupled sources. In particular, for a given , there is an optimal allocation between air-and water-based cooling. Let and denote the amounts of IT demand allocated for water and air cooling, respectively. The optimal cooling power consumption is (cf. (5) and (6) with )
Letting , the convex problem in (7) can be solved in closed form otherwise (8) with the optimal demands split between cooling models as otherwise (9) Note that and , and thus , as well as in (8) are random. And it is worth stressing that although we adopt a specific cooling model here, our approach applies to any nondecreasing and convex function in (8).
C. Power Supply Model
Consider a data center supplied by a RES-integrated microgrid consisting of a conventional generator (CG) (e.g., fuel generator), an on-site renewable generator (RG) (e.g., wind or solar), and distributed energy storage units (e.g., batteries) [24] , [25] . The distributed storage units in this model can include batteries deployed at renewable generators, batteries in electric vehicles, and uninterrupted power supply (UPS) units inside the data center itself; see e.g., [26] . Since the considered energy management task is within a geographically small area (e.g., a microgrid around a data center), the cost of moving energy is deemed negligible.
Let denote the energy output of the CG per slot upper bounded by ; that is,
The change of the CG energy outputs in two consecutive slots is bounded by the following so-termed ramping constraints:
where and are known maximum ramping-up and ramping-down rates. In particular, if , the ramping constraints can be compactly expressed as (11b) where reflects tightness of the ramping requirements. The renewable energy generated from the on-site RG per slot is assumed i.i.d. across slots to simplify performance analysis. But as will be seen in our simulated tests, the proposed algorithm remains operational without any modification to noni.i.d.
processes too. Yet, performance guarantees in the non-i.i.d. case require more elaborate multi-slot Lyapunov drift techniques along the lines of [27] .
Let and denote the initial amount of stored energy and the state of charge (SoC) in the -th storage unit at the beginning of time slot . Each unit has finite capacity . Furthermore, for reliability purposes, it may be required to ensure that a minimum energy level is maintained at all times 2 ; this necessitates the two-sided inequalities (12) Let denote the power delivered to or drawn from the -th storage unit (battery) at slot , which amounts to either charging or discharging . Hence, the stored energy obeys the dynamic equation (13) The amount of power (dis)charged is bounded by (14) where and are set by physical limits. Overall, the total consumption of the data center per slot includes the IT demand , the cooling power consumption , and the charged power ; that is,
Likewise, the total energy supply per slot is given by (16) Besides the IT variables , under constraints (10)-(16), the power supply variables to optimize are CG and battery power amounts , where .
D. Cost-Revenue Model
In addition to the internal energy resources (namely, CG, RG, storage units), the data center can resort to the external energy markets in an on-demand manner. With a two-way energy trading facility, the data center can buy energy from the external energy markets when in a deficit , or, sell energy to the markets in the case of a surplus . Clearly, the shortage energy purchased by the data center is ; while the surplus energy that can be sold is . Both the shortage and surplus energies are non-negative, and at most one of them is positive per time slot .
Let denote per unit the CG cost at slot . Suppose that the energy can be bought from the external energy markets at price , while the energy is sold to them at price per slot . Notwithstanding, we shall always set to avoid less relevant buy-and-sell activities of the data center for profit.
Again, we will suppose for simplicity that the prices are random i.i.d. over time. Per slot , the energy transaction cost for the data center is therefore (17) Note that a linear cost of CG is introduced only to simplify the proofs in Section IV. Any convex and Lipschitz continuous cost could replace the linear one and lead to similar results.
Since the revenue from 'must-serve' workloads is fixed, we account only for the revenue from the delay-tolerant workloads. Specifically, the revenue per slot is given by (18) where is the revenue per unit of workloads in class , and captures the total revenue of class-delay-tolerant workloads earned per slot . (Here too, any concave function could replace the linear combination in (18) .)
At this point, it is instructive to collect all sources of randomness into the state vector defined as (19) and also the optimization variable into the vector (20) where the last equality denotes the control strategy that depends on the state to output the settings per slot.
III. DYNAMIC ENERGY AND WORKLOAD MANAGEMENT
Based on the models of Section II, we pursue in this section optimal power and workload management of a data center, starting with the operational net-cost per slot that is given by [cf. (17) and (18)] (21) Random process is generally nonstationary. Besides , the nonstationarity of is also due to the time-varying , which affects (dis)charging decisions . However, as numerical tests will also corroborate, can be safely assumed mean ergodic in several practical settings; that is, limiting time averages involving will be henceforth assumed to exist in the appropriate sense. 3 Over the scheduling horizon, the central operator of the data center seeks an optimal schedule for flexible workloads , CG energy generation , and battery charging energy , in order to minimize the limiting time-averaged net-cost, subject to IT operation constraints as well as energy generation and storage constraints. Concretely written, we wish to solve
where the instantaneous constraints (22g)-(22j) involving random variables are understood to hold almost surely.
For the net-cost , we can establish the following. 
A. Problem Relaxation
As the cost in (22a) is convex per Lemma 1 and all the constraints are linear, problem (22) is a convex program. However, it is still impossible to solve due to the infinite time horizon. Furthermore, the battery SoC dynamic (22b) and the CG ramping constraints (22f) couple the optimization variables over the infinite time horizon. This renders traditional solvers, such as dynamic programming, intractable.
To turn (22) into a tractable form, we adopt queue-based relaxation techniques [9] , [29] , [30] , by recognizing that SoC dynamics in (22b) can be viewed as charge-based queue recursions; see also [31] . For the random state , we assume that mean ergodicity holds in the appropriate sense e.g., almost surely (as), meaning (23) (24) (25) where expectations are over the distribution of , and the possible randomness of the control policy.
Instead of the original problem (22), we thus aim at the functional optimization problem
where denotes the mapping (function) from the random state to the vector of optimization variables. Comparing (26) with (22) , constraints (22b), (22c) have been replaced by the time-average constraints (22j), and variables have been eliminated. In addition, the time-coupled ramping constraints (22f) are removed and the QoS constraints (22j) are re-written compactly. We contend that (26) is a relaxed version of (22) . To recognize this, take any schedule that satisfies (22b), (22c) in (22) . Then summing (22b) over time and taking expectation yields , . Since both and are bounded due to (22c), dividing both sides by and taking limits as , implies (22j). As constraints (22f) are simply ignored in (26) , it is clear that any feasible schedule for (22) is also feasible for (26) . This implies that (26) is a relaxation of (22), which in turn establishes that . With the time-coupled constraints relaxed, (26) appears more tractable than (22) . Specifically, it can be shown that the optimal solution to (26) is achieved by a time-invariant (generally stationary) control policy that chooses per-slot variables purely as a function (possibly randomized) of the current state , regardless of the storage energy [27, Theorem 4.5]. As a consequence, a stochastic dual subgradient solver is developed for (26) next, which under proper initialization yields a feasible and near-optimal solution of (22) .
B. Lagrange Dual Approach
Consider the feasible set arising due to the instantaneous constraints of (26) as Let and denote the Lagrange multipliers associated with the constraints (26b) and (26c), respectively. With the compact notation , and , the partial Lagrangian of (26) is (27) while the Lagrange dual function is given by (28) and the dual problem of (26) is: . For the dual problem, a standard subgradient iteration can be employed to obtain the optimal , namely
where is the iteration index; is a constant stepsize; and and denote the subgradients of (28) with respect to and , expressed as
where and denote the primal variables given by the minimization of (27) over for . Due to the linearity of the limiting average and the expectation in , , and , these operations can be interchanged with the minimization of in (27) . Accordingly, and can be found by solving the following minimization over the infinite horizon [cf. (21)] (31) Note that will be obtained from (31) as well, but it may be infeasible for the original problem (22) since the ramping constraint (22f) is not included in the feasible set .
Since is a convex set and the objective is a convex function of , the minimization in (31) is a convex program that can be efficiently solved to obtain the minimizer . The multiplier iterations (29) are guaranteed to converge to a neighborhood of the optimal multipliers for the dual problem [32, Section 6.3]. A challenge associated with (30) is computing and per iteration . This requires performing (highdimensional) integration over the unknown multivariate distribution function of ; and approximately, finding the corresponding limiting time-averages in (23)- (25) , both of which are impractical. To circumvent this impasse, a stochastic subgradient approach is devised next to find the stochastic estimates 'on-the-fly' [30] , [33] . In words, (32) constitutes an online approximation of the batch iterations (29) based on the instantaneous decisions per slot . This stochastic approach is made possible thanks to the decoupling of optimization variables across time in (26) .
Algorithm 1 Online Power and Workload Management
Different from (31), here the ramping constraints (22f) are added back in (33) . Yet, is not an optimization variable here, but it is treated as a constant determined from the previous slot . Clearly, (33) is a convex problem per slot , which can be efficiently solved in polynomial time by existing solvers [34] . The proposed (modified) stochastic subgradient solver is summarized in Algorithm 1. With the addition of (22f) in (33), the online energy and workload schedule provided by Algorithm 1 is guaranteed to satisfy the physical ramping constraints. Interestingly, it can be shown that the proposed algorithm with proper initialization also yields a schedule that satisfies the storage constraints (22b), (22c), and offers a near-optimal solution of the original problem (22) .
It is worth mentioning that the proposed stochastic solver incurs affordable low computational complexity. Per slot , the worst-case complexity of solving (33) is by interior-point methods [34] , while updating (32) requires just linear complexity .
IV. PERFORMANCE GUARANTEES To arrive at our main analytical claim, we first establish the optimality gap of the proposed Algorithm 1.
A. Optimality Gap
To begin with, introduce the definition (34) where as in (33 Proof: See Appendix B. Lemma 3 asserts that the proposed Algorithm 1 converges asymptotically to a region with optimality gap smaller than . The gap approaches a constant as the stepsize . In addition, can become negligible when the ramping constraints are loose, meaning as approaches 1.
B. Feasibility Guarantee
Lemma 3 established that the proposed scheme can achieve a near-optimal objective value for (22) . However, since Algorithm 1 is modified from a stochastic solver of the relaxed (26), it does not guarantee that the resultant dynamic control policy is a feasible one for (22) . In the sequel, we will establish that Algorithm 1 indeed yields a feasible policy for (22) when it is properly initialized. To this end, we first need the following lemma. It can be readily seen from Lemma 5 that holds for all and ; i.e., (22c) are always satisfied under the proposed online scheme. With the battery (dis)charging dynamics (22b) naturally performed and the ramping constraint (22f) taken into account by the online decision, the feasibility of the control actions can be maintained for the original problem, provided that we select a stepsize .
C. Main Theorem
Based on Lemmas 3 and 5, we are able to reach the following main result.
Theorem 1: Upon setting , , and selecting a stepsize , the proposed algorithm yields a feasible dynamic control scheme for (26) , which is nearoptimal in the sense that where , and are specified by Lemmas 3 and 5. Clearly, the minimum optimality gap between Algorithm 1 and the offline scheduling is given by
The asymptotically optimal solution can be attained as (meaning that the ramping constraints are loose), and is very small when the maximum difference between buying and selling prices approaches zero, or, the battery capacities are very large. This makes sense intuitively because as approaches zero, purchasing extra power to charge the batteries will always make profit, and when batteries have large capacity, the upper bounds in (22b) are not in effect. In these cases, with a proper initialization, the proposed online policy using any will be feasible for (22) , and the optimal will be reached as close as possible. Remark 1: Readers familiar with optimization based on Lyapunov functions can recognize similarities between the stochastic dual sub-gradient based solver proposed here, and the Lyapunov optimization tools in [9] , [29] . However, there are differences between two methods that can be summarized as follows.
D1) The Lyapunov optimization solver relies on the so-called "virtual queues" to ensure that long-term average constraints are met, where the tuning parameter in [9] , [29] corresponds to the inverse of the stepsize in the stochastic optimization setup. In contrast, "virtual queues" are naturally emerging as Lagrange multiplier iterations in our stochastic optimization setup. D2) Leveraging duality and online signal processing techniques, the stochastic dual subgradient iteration is also easy to interpret. The Lagrange multiplier for instance, can be viewed as the instantaneous charging price, which reveals the intuition behind real-time (dis)charging decisions, as discussed after Lemma 4. Weak duality is also utilized to prove Lemma 3. Finally, the dual subgradient iteration permeates results established for the least mean-square (LMS) algorithm -arguably the "workhorse" of adaptive schemes -to the problem at hand; e.g., LMS with constant stepsize only converges to the optimal Lagrange multiplier in the mean [35] . Thus, a large stepsize will lead to severe hovering around the equilibrium point, and thus it will incur considerable loss of optimality.
V. NUMERICAL EVALUATION
In this section, simulated tests are presented to demonstrate the merits of the proposed approach and justify the analytical claims of Section IV.
A. Experiment Setup
The Matlab-based modeling package CVX 2.1 [34] and the solver SDPT3 [38] are used to solve the optimization problems involved. The considered system includes one data center, one conventional generator, one renewable generator, and distributed energy storage units. The power supply limits and the corresponding parameters are listed in Table I . The data center operating limits and the cooling parameters are listed in Table II . Each type-'must-serve' workload and class-delaytolerant workload arrive according to a Poisson process with average IT demand 10 kWh/slot and 5 kWh/slot, respectively.
Two cases are considered for the energy market prices and the available renewables. In Case A (i.i.d. case), the purchase price is uniformly distributed within [50,100] $/MWh, and samples of the renewable supply are generated from a Weibull distributed wind speed and a wind-speed-to-wind-power mapping with maximum capacity [39] . In Case B (real-data case), the purchase prices are re-scaled from the day-ahead hourly electricity prices to the large general services in New York during Jan. 01- 30, 2015 [37], while the renewable supply is a re-scaled version of the real-time hourly wind generation connected to the PJM grids at the same period [36] . The trend of energy purchase prices and renewable supply is shown in Fig. 2 . Note that energy market prices and renewable energy generation here are highly correlated over time. While our performance analysis is carried out for the i.i.d. case, the proposed algorithm readily applies to this non-i.i.d. setup.
For both cases, the selling price is set to with , and the CG generation cost is set to the average market price . Finally, slot duration is an hour with the entire time-horizon equal to 30 days (i.e., 720 slots), and the stepsize is chosen as [cf. Theorem 1] by default.
B. Benchmarks
To benchmark performance of the proposed algorithm, four baseline schemes are tested. 1) ALG 1 (Renewable-aware, no cooling optimization, two-way trade, workload scheduling, with storage): ALG 1 is similar to the proposed algorithm except that no cooling optimization is performed. 2) ALG 2 (Renewable-aware, no cooling optimization, two-way trade, no workload scheduling, with storage): ALG 2 is based on the approach in [9] , where renewable energy is taken into account, but neither cooling optimization nor workload scheduling is carried out. 3) ALG 3 (Renewable-oblivious, no cooling optimization, two-way trade, no workload scheduling, without storage): ALG 4 is widely used in practice to minimize only the energy transaction cost without any consideration on workload management, renewable energy, cooling optimization or storage. 4) Optimal: Assuming all needed statistics of randomness are known a-priori, the offline optimal algorithm is also introduced to solve (22) over the entire horizon slots. This optimal algorithm cannot work in practice due to the lack of future information. Note that [9] does not account for real-time two-way energy transaction, workload management, and cooling optimization. For fair comparison, chilled-water cooling is utilized to calculate the final net-cost for ALGs 1-3, while two-way energy transaction is also allowed.
C. Case A In Fig. 3 , the proposed Algorithm 1 is compared with ALGs 1-3, and also against the offline optimal benchmark, in terms of the average net-cost. Within 720 iterations (time slots) the proposed algorithm converges to a much lower net-cost than ALGs 1-3. The net-costs of ALGs 1-3 are about 33%, 37% and 95% larger than that of the proposed algorithm. Intuitively speaking, this is because the proposed algorithm takes both cooling optimization and workload management into account. It also leverages the renewable energy and energy storage units to hedge against future fluctuation of workload demands and energy prices. These advantages cannot be fully exploited by ALGs 1-3. On the other hand, without any future information, the proposed online algorithm incurs only 5% optimality loss compared with the offline optimal approach. Fig. 4 demonstrates the impact of battery capacity and ramping parameter on algorithm performance. For a fixed , a larger results in a smaller average net-cost and a smaller optimality gap. This is consistent with Lemma 3 and also intuitive since a larger implies a looser ramping constraint, which endows the proposed algorithm with more freedom to purchase cheaper energy from CG. For a fixed , the optimality gap decreases as increases, as a larger allows the algorithm to choose a smaller stepsize [cf. Lemma 5] .
To further delineate the trade off between the battery feasibility and the algorithm optimality, Figs. 5, 6 depict the average net-cost and the battery SoC evolution for different stepsizes . With the same parameters, the proposed algorithm converges faster with a larger stepsize (i.e., ), but incurs lower net-cost with a small stepsize (i.e.,
). This is precisely consistent with Lemma 3 in the sense that the optimality gap is proportional to the stepsize . However, recall that arbitrarily small stepsize may affect feasibility of the proposed online scheme [cf. Lemma 5] . In Fig. 6 , it turns out that the SoC is always feasible when . In contrast, if the stepsize is selected as , which does not satisfy the stepsize condition in Lemma 5, then exceeds its physical upper bound immediately.
The evolution of energy purchase prices , selling prices , Lagrange multipliers , as well as the real-time battery SoC and battery (dis)charging amount are shown in Fig. 7 . It can be seen that when at , 12, while when at , 2, 3, 6, 7, 11. Notice that when at , 5, 8, 10, one must resort to solving (33) numerically to obtain , since the sufficient conditions for (dis)charging actions in Lemma 4 are not satisfied. Clearly, the Lagrange multiplier is in fact a mapping of the real-time battery SoC [cf. (35) ]. Such mapping relationships are also true for the slots and . The long-term QoS ratio [cf. (4) ] of the proposed algorithm is depicted in Fig. 8 , where the QoS ratio of the proposed algorithm quickly converges to the threshold as the number of iterations increases. This corroborates our assertion that time-average constraints (22j) are asymptotically satisfied by leveraging the stochastic subgradient strategy [30] . Fig. 9 compares the average net-cost and IT consumption [cf. (2) ] of the proposed algorithm and ALGs 1-3. It can be seen that the proposed algorithm reduces the net-cost by 15%-47%, while all algorithms have similar average IT consumption. The result is expected since the proposed algorithm optimizes the cooling efficiency and intelligently schedules IT workloads according to current energy prices and task revenues. In contrast, ALG 1 ignores cooling consumption and thus underestimates the total power demand, which results in accommodating more delay-tolerant workloads than the proposed algorithm. ALG 2 incurs a higher net-cost since it does not consider cooling consumption and workload management, whereas ALG 3 is oblivious to not only cooling consumption and workload management but also renewable energy and storage units. At the same time, the proposed algorithm only exhibits 14% optimality loss, compared with the ideally optimal algorithm having all future information available. Note that smaller optimality loss can be expected when larger batteries are deployed in this setup [cf. Fig. 4 ].
D. Case B
The average cooling energy consumption and IT revenue are compared with the average IT consumption in Figs. 10 and 11 , separately. Clearly, the proposed algorithm reduces the cooling energy consumption by almost 35%, while it has only 1% less IT consumption than ALGs 1-3. Further, it is shown that by using combined cooling sources, the average cooling coefficient of the proposed algorithm is around 0.13, which is more efficient than simple chilled-water cooling with a constant coefficient 0.2. This result is of interest and meaningful. It implies that by integrating cooling optimization with workload management, the proposed algorithm can use less energy to serve the same amount of IT consumption. Furthermore, Fig. 11 shows that by incorporating workload management, the proposed algorithm can earn 5% more IT revenue with the same IT consumption than other algorithms without workload management. Fig. 12 depicts the average power schedule of the proposed algorithm over a 24-hour period, and the trend of energy purchase prices is also shown to illustrate the resultant online policy. One observation is that the hourly power consumption closely reflects the instantaneous energy purchase price . Specifically, the proposed method tends to consume more power when is lower (24PM to 5AM), and less power when is higher (7AM to 10AM, and 17PM to 21PM). Moreover, the lower energy purchase price in the proposed method encourages purchasing more energy from the external grid market, while the peak of results in a higher power usage from the CG.
VI. CONCLUSIONS
Real-time energy and workload management of IT, cooling, and power supply systems in current sustainable data centers was considered in this paper. Taking into account the variability of workloads, renewables, and electricity market prices, a stochastic optimization problem was formulated to minimize the limiting average net-cost of the data center. Relying on the stochastic subgradient method, an online algorithm was developed to obtain feasible decisions 'on-the-fly.' It was established that the novel iterations can asymptotically attain near-optimal resource schedules without knowing the distributions of the underlying stochastic processes. Extensive numerical tests corroborated the effectiveness and merits of the proposed scheme.
Building on this work, promising future directions include modeling more practical storage units with energy leakage, incorporating energy transfer costs from storage units, and also accounting for the power transmission network structure.
APPENDIX
A. Proof of Lemma 2
Let denote the optimal solution for (33), and the optimal solution for (34) . Construct a vector . Note that the ramping constraint in (33) is only relevant to . Recall that satisfies the constraints (22d), (22e) and (22g), (22i). Upon selecting any , will be in the feasible set of (33) . Let denote the value of objective function for the feasible solution . It clearly holds that , since is a feasible solution but not necessarily the minimizer of (33) . As a consequence, we deduce that [cf. definitions of and in Lemma 1] where the last inequality follows from the triangle inequality. Consider the next three cases. c1) If , then simply let (i.e., ). It is then clear that .
c2) If
, then pick in to arrive at where the last equality holds because .
c3) If , then select in . Similarly, we have where the last equality is due to . Combining cases c1)-c3), it readily follows that .
B. Proof of Lemma 3
Squaring the update in (32a) yields where the last inequality follows from constraints (22d).
Likewise, squaring the update in (32b) implies [cf. the definition of in Section I] which leads to (36) Upon adding [cf. (33) ], and taking expectations on both sides of (36), we find Summing both sides of the last inequality over and dividing both sides by , we arrive at from which letting yields where inequality (a) follows from Lemma 2; equality (b) follows from the definition of the Lagrangian in (27) with denoting the optimal primal variables given by (33) ; equality (c) comes from the definition of the dual function; inequality (d) follows from the weak duality [cf. (26a)]; and inequality (e) holds since (26) is a relaxation of (22) .
C. Proof of Lemma 4
Algorithm 1 solves the real-time problem (33) , and the lemma follows readily.
D. Proof of Lemma 5
The argument proceeds by induction. First, set , and suppose that this holds for . We will show that the bounds hold for , as well as for subsequent instances. Consider the following three cases. 
