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Abstract
Quantum tunneling has been proposed as a physical mechanism for solving binary optimization
problems on a quantum computer because it provides an alternative to simulated annealing by
directly connecting deep local minima of the energy landscape separated by large Hamming
distances. However, classical simulations using Quantum Monte Carlo (QMC) were found to
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efficiently simulate tunneling transitions away from local minima if the tunneling is effectively
dominated by a single path. We analyze a new computational role of coherent multi-qubit
tunneling that gives rise to bands of non-ergodic extended (NEE) quantum states each formed
by a superposition of a large number of deep local minima with similar energies. NEE provide
a coherent pathway for population transfer (PT) between computational states with similar
energies. In this regime, PT cannot be efficiently simulated by QMC. PT can serve as a new
quantum subroutine for quantum search, quantum parallel tempering and reverse annealing
optimization algorithms. We study PT resulting from quantum evolution under a transverse field
of an n-spin system that encodes the energy function E(z) of an optimization problem over the
set of bit configurations z. Transverse field is rapidly switched on in the beginning of algorithm,
kept constant for sufficiently long time and switched off at the end. Given an energy function of
a binary optimization problem and an initial bit-string with atypically low energy, PT protocol
searches for other bitstrings at energies within a narrow window around the initial one. We
provide an analytical solution for PT in a simple yet nontrivial model: M randomly chosen marked
bit-strings are assigned energies E(z) within a narrow strip [−n−W/2, n+W/2], while the rest of
the states are assigned energy 0. The PT starts at a marked state and ends up in a superposition
of L marked states inside the narrow energy window whose width is smaller than W. The best
known classical algorithm for finding another marked state is the exhaustive search. We find that
the scaling of a typical PT runtime with n and L is the same as that in the multi-target Grover’s
quantum search algorithm, except for a factor that is equal to exp(n/(2B2)) for finite transverse
field B  1. Unlike the Hamiltonians used in analog quantum unstructured search algorithms
known so far, the model we consider is non-integrable and the transverse field delocalizes the
marked states. As a result, our PT protocol is not exponentially sensitive in n to the weight of
the driver Hamiltonian and may be initialized with a computational basis state. We develop the
microscopic theory of PT by constructing a down-folded dense Hamiltonian acting in the space
of marked states of dimension M. It belongs to the class of preferred basis Levy matrices (PBLM)
with heavy-tailed distribution of the off-diagonal matrix elements. Under certain conditions, the
band of the marked states splits into minibands of non-ergodic delocalized states. We obtain
an explicit form of the heavy-tailed distribution of PT times by solving cavity equations for the
ensemble of down-folded Hamiltonians. We study numerically the PT subroutine as a part of
quantum parallel tempering algorithm for a number of examples of binary optimization problems
on fully connected graphs.
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1 Introduction
Analog quantum enhanced search and optimization algorithms could, at the very least,
provide a stop-gap solution for quantum applications prior to fault-tolerant universal quantum
computation [34]. Typically the classical cost function in binary optimization problems is
encoded in a n-qubit Hamiltonian Hcl =
∑
z Ez |z〉〈z| diagonal in the computational basis
{|z〉}. The energy landscape {Ez} of a typical hard optimization problem is characterized
by a large number of spurious local minima. While close in energy, they can be separated
by large Hamming distances. This landscape gives rise to an interesting computational
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primitive: given an initial bit-string with sufficiently low energy, we are to produce other
bit-strings within a certain narrow range of energies ∆Ecl in the vicinity of the initial state.
In general, this is a hard computational task. For instance, given a solution of a SAT
problem finding another solution of a similar quality is generally as hard as finding the initial
solution. Inspired by previous work in analogue quantum computing [22, 16, 8], we propose
the following quantum population transfer (PT) protocol: given an initial computational
state |z0〉 with classical energy Ez0 , we evolve with the Hamiltonian
H = Hcl +HD, HD = −B⊥
n∑
j=0
σxj , (1)
where HD is the driver Hamiltonian, without fine-tuning the evolution time or the strength
of the transverse field B⊥. Finally we measure in the computational basis and check the
energy Ez of the outcome |z〉 if z 6= z0. Practically, analog implementation requires rapid
(diabatic) ramp on/off of the transverse field at the beginning/end of the protocol.
The distribution ρ(Eγ) of the eigenvalues of H, where H |ψγ〉 = Eγ |ψγ〉, is typically well
localized around the mean classical energy, with an exponentially decaying tail reaching
towards the low energy states. The initial state |z0〉 is located at a deep local minimum of the
classical landspace {Ez}, at the tail the distribution ρ(Eγ). The non-diagonal matrix elements
−B⊥ give rise to hopping between states separated by one bit-flip. Matrices with diagonal
disorder and hoping between neighbors correspond to the Anderson model introduced in the
context of transport and localization in disordered media [5]. The transverse field B⊥ couples
the local minima via perturbation theory in a high order given by the Hamming distance
between them. In this model (1), as well as in the original Anderson model, there exist bands
of localized and extended states separated in energy by a so-called “mobility edge”. It was
demonstrated in Ref. [4] that localization is responsible for the failure of Quantum Annealing
to find a solution of the constraint satisfaction problem (although, the detailed analysis of
this effect is still lacking [24, 23]). Nonetheless, extended states could provide a mechanism
for population transfer away from the initial state. In spin-systems with transverse field the
existence of a so-called “mobility edge” at the tail of the distribution ρ(Eγ), separating in
the energy spectrum localized and delocalized eigenstates of H, has been recently studied in
Refs. [37, 27, 31].
The population transfer corresponds to the formation of a “conduction band” that could
be understood from the following arguments. We express the probability of a transition from
|z0〉 to |z〉,
P (t, z|z0) =
∣∣∣∣∣∑
γ
〈z|ψγ〉 〈ψγ |z0〉 e−iEγt
∣∣∣∣∣
2
, (2)
in terms of the eigenstates {|ψγ〉} and eigenvalues {Eγ} of the system Hamiltonian H. In
the delocalized phase the state |z0〉 has a sizable overlap with a large set of eigenstates of
size Ω with energies within some range |Eγ − Eγ′ | ∼ ∆E. These are the eigenstates that
dominate the sum in Eq. (2). The eigenstates in this set posses an important property
extensively studied in the theory of transport in disordered systems [26, 3, 2]. They have
largely overlapping supports over a support set S of bit-strings. This implies, from Eq. (2),
that after a typical population transfer time tPT ∝ 1/∆E and for any initial state z0 ∈ S the
population is spread over the entire set S , that is P (tPT, z1|z0) ∼ 1/|S | for all z1 ∈ S . The
conduction band is formed by the eigenstates within a spectrum width ∆E associated with
the bit-strings in S . From the point of view of condensed matter physics, the eigenstates
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that overlap with |z0〉 are non-ergodic. Nevertheless, they form a conduction miniband with
energies below the quantum spin glass transition at the tail of ρ(Eγ) [27, 2].
The formation of the conduction band explained above is the physical mechanism that we
intend to exploit in the PT protocol to solve the computational primitive defined above. It is
well established that simulating unitary time quantum dynamics in the delocalized phase to
approximate P (tPT, z1|z0) can not be done efficiently by known numerical techniques, such
as quantum Monte-Carlo or tensor network methods, due to the coherent many-body nature
of this transport phenomena. In addition to tunneling the transverse field B⊥ gives rise to
shifts in the classical energies Ecl distributed over the width ∆Ecl. This limits how narrow
the target window of classical energies in the primitive can be.
More generally, the PT protocol can provide a useful primitive to explore energy landscapes
on the way to lower energy states for optimization, reverse annealing [33] and quantum
machine learning [10, 7]. The output of PT z can be used as an input of a classical
optimization heuristic such as simulated annealing or parallel tempering in a “hybrid”
optimization algorithm [32] where quantum and classical steps can be used sequentially to
gain the complementary advantages of both [11]. A quantum advantage of the population
transfer primitive would imply an advantage of such quantum parallel tempering over similar
classical algorithms.
We propose a theoretical approach to analyze this problem with detailed analysis presented
in [36]. Here we provide the results. Our approach exploits the existence of two relevant
energy scales. The first scale is the width of the non-ergodic conduction miniband ∆E.
The second scale is the typical change in classical energy Ecl corresponding to one spin flip.
Because of the large Hamming distances separating states in the support of the conduction
band S , the effecitive coupling elements that couple them correspond to high order in
perturbation theory in B⊥, and therefore |Ecl|  ∆E. The dynamics within the miniband is
described by the effective downfolded Hamiltonian
H =
M∑
j=1
εj |j〉 〈j|+
M∑
j,k=1
Vjk |j〉 〈k| . (3)
The sum is over a size M of the subset of computational basis states |zj〉 sufficiently wide
such that it contains the support set S . The εj ’s are appropriately renormalized energies
of the Hamiltonian Hcl. The non-diagonal matrix elements Vjk correspond to the sum over
all elementary spin-flip processes that begin in state |j〉, proceed through virtual states
separated by energies at least E from the miniband, and return back to the miniband only at
the last step, at the state |k〉. We emphasize that in general Vjk takes into account all loops
where the process returns back to the same virtual state without visiting the miniband.
In this paper we apply this analytical framework to "impurity band" model which
demonstrates a quantum spin glass behavior yet allows analytical description of the quantum
dynamics in the course of the PT protocol. In the second part of the paper we present
numerical analysis of a set of more practical models defined by 2-local Hamiltonians. The
impurity band model is defined by the Hamiltonian,
H = Hcl −B⊥
n∑
j=0
σxj , Hcl =
M∑
j=1
E(zj) |zj〉 〈zj | (4)
where the n-bit-strings {zj}Mj=1 are chosen uniformly at random from all bit-strings of
length n, there are M  1 marked states |zi〉, with energies Ezj = −n + εj . The εj ’s are
independently distributed around 0 with a narrow width W  1 to be discussed below. All
Kechedzhi et al. 9:5
other states have energy 0 and are separated by a large gap ∼ n from the very narrow band
of marked states. The typical distance between marked states is n/2. If M is exponentially
large in n the typical distance dmin to the nearest marked state is much smaller than n/2 but
remains extensive dmin = O(n). As such, each marked state |zj〉 is a deep local minimum of
E(z) coupled to other marked states via transverse field induced multiqubit tunneling with
amplitude decreasing exponentially with Hamming distance d.
We obtain an explicit analytical form for the statistical properties of the PT dynamics in
the above model (4) by deriving in the form of Eq. (3) an effective down-folded Hamiltonian
in the energy strip associated with the PT [36]
Hij = δijj + (1− δij)Vij
√
2 sinφ(dij) . (5)
Here the diagonal elements j are given by the marked state energies counted off from the
center of the impurity band shifted due to the effect of the transverse field ∼ B2⊥. Their
PDF is assumed to be exponentially bounded with some width W .
Explicit analytical form of the off-diagonal elements is obtained using WKB approach.
In Eq. (5) φ(d) ≡ φ(E(0), d) is a WKB phase that describes the oscillation of the matrix
elements with the Hamming distance. The tunneling amplitude Vij equals
Vij ≡ V (dij), V (d) =
√
A(d/n,B⊥)
n5/4 e−nθ(B⊥)√(
n
d
) , (6)
where i 6=j and the coefficient A(ρ,B⊥) is a smooth function of its arguments. The function
θ(B⊥) is given in [36]. Below we use its asymptotical form in the limit B⊥  1,
θ ' 14B2⊥
+ 124B4⊥
+ 160B6⊥
+ . . . . (7)
In this limit θ  1. We shall refer to H in (5) as the Impurity Band (IB) Hamiltonian.
The typical matrix element corresponds to tunneling at distance n/2 given by,
Vtyp ∼ n22−n/2e−n/(4B2⊥). (8)
At the same time the typical distance from a marked state to its nearest neighbor is extensive
dmin = O(n) which corresponds to a matrix element, see Eq. (6), exponentially larger than
the typical value Vtyp. Therefore there is a hierarchy of off-diagonal matrix elements of Hij .
The off diagonal matrix elements of random realizations ofH are described by a heavy-tailed
probability density function [14, 30]. Such random matrices are called Levi matrices.
The PDF of the rescaled squared amplitudes wij = V 2(dij)/V 2typ can be obtained in the
explicit form [36],
PDF(w) = 1
w2
√
pi logw
, w ∈ [1,∞). (9)
The particular form of scaling is the direct consequence of the fact that our problem has no
"structure": the tunneling matrix elements depend only on Hamming distance and marked
states are chosen at random.
The key difference of the ensemble of matrices Hij from Levi matrices studied in the
literature [38, 30, 29, 14] is that the dispersion, W , of the diagonal matrix elements is much
larger than the typical magnitude of the off-diagonal elements Vtyp. Therefore Hij can be
called preferred basis Levi matrices (PBLM).
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We note that the existence of heavy tails in the PDF of the off-diagonal matrix elements
of the down-folded Hamiltonian H is due to the infinite dimension of the Hilbert space of
the original problem (1) for n → ∞. This happens because the exponential decay of the
matrix elements with the Hamming distance d is compensated by the exponential growth
of the number of states at the distance d from a given state. We expect that this PBLM
structure is a generic feature of the effective Hamiltonians for PT at the tail of the density of
states in quantum spin glass problems.
The competition between the exponential decrease of the matrix element and the increase
of the number of neighbors at distance d can result in eigenstates |ψβ〉 of H associated with
the impurity band becoming delocalized over a large subset of marked states Sβ with size
1  |Sβ | ∝ Mα and 0 < α ≤ 1. For α = 0 the eigenstate |ψβ〉 is localized, for α = 1 the
eigenstate is delocalized in the entire space of marked states. For 0 < α < 1 the eigenstate
can be considered "non-ergodic" and its support set Sβ is sparse in the space of the marked
states. The PBLM matrices support non-ergodic delocalized states when the width W is
much bigger than the largest off-diagonal matrix element in a typical row of Hij and much
smaller than the largest off-diagonal element in a matrix
VtypM
1/2 W  VtypM . (10)
For smaller dispersionW > VtypM1/2 the matrix eigenstates are ergodic while forW ? VtypM
the eigenstates are localized. This non-ergodic regime is a distinct feature of the PBLM and
is absent in Levi matrices. Such phase diagram resembles the one in the Rosenzweig-Porter
(RP) model [26, 15]. The difference of RP from PBLM is that the statistics of the off-diagonal
matrix elements in the RP ensemble are Gaussian [35] rather than polynomial (9). In this
paper we focus on PT transfer within the non-ergodic delocalized phase, which is more likely
to generalize to other models. We note that the localized phase does not support population
transfer.
In the delocalized phase eigenstates with largely overlapping supports ∩βSβ ≈ S (zj)
form narrow mini-bands. The mini-band width Γ may be interpreted as the inverse scrambling
time and determines the width of the plateau in the Fourier-transform of the typical transition
probability P˜ (ω, z|zj) [26].2 In other words, the significant PT of P (t, z|zj) from the initial
marked state |zj〉 ∈ S into other states of the same miniband S occurs over time tPT ∼ 1/Γ.
Because of the PBLM structure of the Hamiltonian H one can expect that the runtime
of the PT protocol tPT will have a heavy-tailed PDF whose form is of practical interest. It
is closely related to the PDF of the miniband widths Γ ∼ 1/tPT. We obtained the PDF(Γ)
using the cavity method for random symmetric matrices [1, 14, 9, 38].
Previously cavity equations were solved only in their linearized form, i.e., near the
localization transition. We were able to solve the fully nonlinear cavity equations in the
delocalized non-ergodic phase [36]. We obtained boundaries of the non-ergodic phase
analytically in terms of the ratio of W/Vtyp and the form of the PDF P(Γ) inside the phase.
It is given by the alpha-stable Levi distribution [19, 14] with the tail index 1, see Fig. 1
P(Σ′′) = 1
C
L1,11
(Σ′′ − Σ′′typ
C
)
, (11)
Σ′′typ = µΩΣ′′∗ , C = σΩΣ′′∗ . (12)
2The same plateau width characterizes the frequency dependence of the eigenfunction overlap correlation
coefficient K(ω) =M
∑M
j=1
∑
β,β′ | 〈j|ψβ〉 |2| 〈j|ψβ′〉 |2δ(ω − Eβ + Eβ′) [26].
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Here Σ′′typ is a shift of the distribution and C its scale parameter (characteristic width) and
we introduced a notation Σ′′∗ = piV 2typ/(W/M).
µΩ ' 1
σΩ
+ 2σΩ(1− γEuler)
pi
. (13)
σΩ =
√
pi
4 log Ω . (14)
Here Ω is the number of states in the miniband. This number Ω = (piMVtyp/W )2 is a square
function of the ratio of the typical tunneling matrix element Vtyp to the level separation
W/M .
We introduce the scaling of the width of the distribution of m with the matrix size M ,
W = λMγ/2Vtyp , (15)
where γ is a real non-negative parameter that controls the scaling of the ratio of the typical
diagonal to off-diagonal matrix element Vtyp given in Eq. (8), and λ is an auxiliary constant
of order one. With this scaling ansatz we get [36],
Ω =
(pi
λ
)2
M2−γ . (16)
Using the above scaling ansatz (15) and the expressions for σΩ (14) and µΩ (13) we
obtain,
Σ′′typ '
2pi1/2
λ
VtypM
1−γ/2(log Ω)1/2 , (17)
C ' pi
3/2
2λ VtypM
1−γ/2(log Ω)−1/2 . (18)
The most probable value of the miniband width is Γtyp = Vtyp(piΩ log Ω/4)1/2, and its
characteristic dispersion piΓtyp/(4 log Ω). In a non-ergodic delocalized phase M  Ω  1
and the typical PT time tPT ∼ 1/Γtyp obeys the condition
(M logM)−1/2  tPTVtyp ∼ (Ω log Ω)−1/2  1 . (19)
2 Complexity of the Population Transfer protocol
Starting at t = 0 from a marked state |zj〉 the probability for the population to be transferred
to other marked states is 1− ψ2(zj , t). At the initial stage the survival probability ψ2(zj , t)
decays exponentially with the mean decay time 1/Γj = 1/(2Σ′′j ).
The initial marked state |zj〉 decays into the eigenstates |ψβ〉 of the IB Hamiltonian H
with typical energies Eβ inside the narrow interval corresponding to the miniband associated
with |zj〉. It has width Σ′′j and is centered around Hjj = j . Typical classical energies  of
the bit-strings measured at the end of PT protocol will obey the probability distribution
P(− j − Σ′j) where Σ′j is the self-energy shift of the marked state j and P is the rescaled
Cauchy distribution shown in Fig. 1 which reads [36],
P(Σ′) = 1
pi
Σ′typ(
Σ′typ
)2 + (Σ′)2 , Σ′typ = Σ′′∗
√
4 logM
pi
. (20)
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L11,1(x) ~ 2π x2x ≫1
-4 0 4 8 120.0
0.1
0.2
0.3
x
L 11
,1
(x),
L 11
,0
(x)
Figure 1 Black solid line shows the plot of the Levi alpha-stable distribution LC,βα (x) [14] with tail
index α = 1, asymmetry parameter β = 1 and unit scale parameter C = 1. Inset shows asymptotic
behavior of the distribution at large positive x. At −x 1 the function decays steeply as a double
exponential, logL1,11 (x) ∝ − exp(−pi2 x). Blue line shows the Cauchy distribution L1,01 (x) = 1pi(1+x2) .
We follow here the definition introduced in [14] and used in subsequent papers on Levi matrices in
physics literature. In mathematical literature [39] a different definition is usually used, corresponding
to f(x;α, β, C1/α, 0) = LC,βα (x).
The success of PT protocol is to find a bit-string distinct from zj at a time t with energy
inside the window ∆Ecl around j . The PT success time therefore equals
tjPT =
1
2Σ′′j p∆E
, p∆E =
∫ ∆Ecl
0
P
(
− Σ′j −
∆Ecl
2
)
d .
Here p∆E is the probability of detecting a bit-string inside the target window ∆Ecl under
the condition that initial state has decayed. Assume that the PT window is as wide as the
typical miniband width, ∆Ecl = Σ′′typ. In this case p∆E differs from 1 only by a constant
factor that does not depend on M . Therefore after a sufficiently long time a solution, a
bit-string inside the PT window, is detected with finite probability. Because the initial state
|zj〉 is picked at random the typical time to success of PT tPT ∼ 1/Σ′′typ corresponds to the
inverse typical width of the miniband. All of the states in a miniband are populated at
(roughly) the same time tPT because the transition rate to a subset of states on a distance
d away from |zj〉 depends on d very weakly. This is a result of a cancellation between the
combinatorial number
(
n
d
)
of states (and hence decay channels) at distance d from a given
marked state and the dependence of the matrix element squared on d, see (6).
We characterize the PT by the relation between the typical success time of PT tPT and
the number of states Ω over which the population is spread during PT
tPT ∼ 1
Vtyp
√
Ω log Ω
∼
(
2n
nΩ log Ω
)1/2
e2θn , (21)
where we set ∆Ecl ∼ Σ′′∗ (see discussion above). The time tG for the Grover algorithm for
unstructured quantum search to find Ω items in a database of the size 2n is tG ∼ (2n/Ω)1/2.
PT time tPT scales worse than Grover time tG by an additional exponential factor e2θn ' e
n
2B2⊥
(7). At large transverse fields 1 B⊥ = O(n0) the scaling exponent is small 2θ  1.
Kechedzhi et al. 9:9
3 Comparison with the analogue Grover search
Inspired by the Hamiltonian version of Grover algorithm proposed in [18] we consider the PT
protocol in the IB model Hcl starting from the ground state of HD which is a fully symmetric
state |S〉 = 2−n/2∑nj=1 |z〉 in a computational basis. This protocol can be implemented by
adjusting the value of transverse field B⊥ ≈ 1 so that the ground state energy of the driver
is set near the center of the IB. Then we can replace the full driver with the projector on its
ground state, HD → −nB⊥ |S〉 〈S|. The quantum evolution is described by the Hamiltonian
HG = −nB⊥ |S〉 〈S|+
M∑
j=1
E(zj) |zj〉 〈zj | , (22)
with the initial condition |ψ(0)〉 = |S〉. In the case where all impurity energies are equal to
each other, {E(zj) = −n}Mj=1, and B⊥ = 1 the Hamiltonian HG is a generalization of the
analog version of Grover search [18] for the case of M target states. The system performs
Rabi oscillations between the initial state |S〉 and the state which is an equal superposition
of all marked (solution) states. Time to solution is the half-period of the oscillations, the
"Grover time" tG
tG =
pi
2nB⊥
√
2n
M
. (23)
Hamiltonian versions of Grover search with transverse field driver whose ground state were
tuned at resonance with that of the solution state were considered in [17, 12].
We assume as before that marked state energies take distinct values E(zj) = −n + j
randomly distributed over some narrow rangeW . We investigate the effect of systematic error
in the Grover diffusion operator [20]. In the Hamiltonian formulation [18] this corresponds
to the deviation from unity of the parameter B⊥ that controls the weight of the driver in
(23). We will define the driver error 0 by,
B⊥ = 1− 0
n
. (24)
Assuming that N M one can instead of the state |S〉 consider the decay of the state
|0〉 ≡ 1√
N−M
∑N
j=M+1 |zj〉, where j ∈ [1,M ] corresponds to marked states. We use (24) and
omit constant terms and small corrections O(M/N) in HG. The non-zero matrix elements
HijG = 〈i|HG |j〉 in this subspace S have the form
HjjG = j , H
j0
G = −(1− δj0)V, V = n2−n/2 , (25)
where j ∈ [0,M ] and Hj0G = H0jG . On a time scale t 1/δ = M/W much smaller than the
inverse spacing of the energies j the quantum evolution with initial condition |ψ(0)〉 = |0〉
corresponds to the decay of the discrete state with energy 0 into the continuum [28] with
the finite spectral width W [25]. We assume that 0 W while the spread of the marked
state energies W . V
√
M , so that absent driver errors, PT time would follow a Grover-like
scaling law t ∼ 1/(V√M).
The state |0〉 is coupled non-resonantly to a continuum with narrow bandwidth. The
expression for the population transfer to the marked states can be obtained from the
time-dependent perturbation theory in the parameter 0/W
M∑
m=1
|ψm(t)|2 = 2MV
2
20
(
1− cos(0t) sin(Wt/2)
Wt/2
)
.
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Maximum transfer occurs at the time t0 = pi/0 with the total transferred probability
p0 = 4MV 2/20. Typical time tPT ' t0/p0 to achieve the successful population transfer to
marked states involves repeating the experiment 1/p0 times
tPT =
1
Γ0
pi20
W
, (26)
where Γ0 = 2piV 2/(W/M) and the first factor in r.h.s gives the typical transfer time in
absence of driver errors. Errors increase the transfer time by a large factor 0/W .
For the maximum possible bandwidth W when nearly all states are populated, W ∼
Γ0∼V
√
M , the time of population transfer (26) is
tPT ∼ tG (tG0) (0  t−1G ∼ V
√
M) . (27)
As expected, when the driver error exceeds inverse Grover time 1/tG the performance of
analogue Grover algorithms (22) degrades relative to tG. This is a direct consequence of
the fact that the quantum evolution begins from fully symmetric state which is a ground
state of the driver Hamiltonian whose energy is tuned at resonance with the marked states.
In this case the transverse field Hamiltonian driver effectively corresponds to the projector
(22). Because the ground state is not degenerate, the resonance region is exponentially
narrow (∼ 2−n/2√M). This results in the exponential sensitivity of the Grover algorithm
performance to the value of driver weight. This critical behavior was studied in the work on
quantum spatial search [13] for the case of one marked state.
In contrast, in the PT protocol considered in this paper there was no need to fine-tune
the value of B⊥ other than making it large, B⊥  1. This happened because the effective
coupling between the marked states described by the down-folded Hamiltonian H (5) was
not due to any one particular eigenstate of the driver (such as the state |S〉 for the Grover
case). Instead this coupling was formed due to an exponentially large (in n) number of
non-resonant, virtual transitions between the marked states and highly exited states of the
transverse field Hamiltonian HD. This resulted in a significant improvement in robustness
for the proposed PT relative to the analogue Grover algorithm.
4 Numerical simulations of population transfer
We illustrate by numerical simulations the potential of the PT subroutine for hybrid quantum-
classical search and optimization algorithms. We consider a model defined by the following
2-local Hamiltonian,
H = Hcl + Γ
n∑
i,j
(
δij(|hi|+ 1)σxi + (|Jij |+ 1)σxi σxj
)
, Hcl =
n∑
i=1
hiσ
z
i +
n∑
i,j
Jijσ
z
i σ
z
j , (28)
where δij is the Kronecker symbol, Jij ∈ [−1, 1] and hi ∈ [−1, 1] are uniformly distributed
random numbers with finite 6-bit precision. A subset of n/2 bonds (i, j) are chosen to be
dimers, non-overlapping pairs of spins with strong ferromagnetic interactions Jij = −4. Note
that we are using "matched" driver whose strength scales with the total longitudinal field
acting on a given qubit.
We simulate of n = 25 qubit system. A single bit flip steepest descent (SD) algorithm
starting from all possible bistrings identifies all local minima of a given realization of the
model Hcl in Eq. (28). Optimization of simulated annealing parameters for this type of
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Figure 2 Left panel shows a histogram of normalized weights of classical energies in H(2)cl . E(H)
is the density of states in the original Hamiltonian spectrum. The classical steepest descent (SD)
distribution shows the probability of ending up in a local minimum following a steepest descent
run performed greedily by single spin flips. PT histogram shows the weight of classical energies
in the output wave function following a population transfer (PT) run relative to the initial state
energy (dotted black line). The SD-PT run is the distribution of local minimum starting from a
state measured from the PT state. We note that the SD and SD-PT distributions are plotted as
adjacent histograms to increase visibility of the data, but depicted bins are actually overlapping and
not alternating. Right panel shows the distribution of Hamming distances from the initial state for
states that fall within 1 standard deviation of the energy from the peak of the population transfer
(PT) distribution for several methods.
instances suggested that SD (low temperature limit) is near optimal and therefore can
serve as a proxy for hardness of finding a given bitstring, see histogram in the left panel
of Fig. 2. Starting from a low-energy local minimum we perform a population transfer,
Hamiltonian evolution with a fixed strength of the driver strength Γ = 0.2 for sufficiently
long time. The quantum evolution is simulated using Trotter decomposition with 300 steps.
The evolution time is chosen sufficiently long for the population transfer to approximately
saturate. The histogram of weights of classical energies in the output wave function, Fig. 2,
shows significant weight remaining in the low energy region of the spectrum in the vicinity of
the initial bitstring energy. The PT output wave function has support on bitstrings separated
from the initial state by large Hamming distances, see right panel in Fig. 2. Moreover,
repeated sampling from the PT output produces bitstrings separated by large Hamming
distances from each other, see left panel in Fig. 3. Bitstrings sampled from the PT output
wave function can be used as starting states for SD which finds some of the low energy
minima with higher probability than SD initialized with uniformly random bitstrings, see
right panel in Fig. 3. Therefore PT protocol provides a quantum coherent pathway between
low energy states that is complementary to SD and simulated annealing and therefore PT
could potentially serve as useful subroutine in hybrid algorithms such as quantum parallel
tempering.
TQC 2018
9:12 Efficient population transfer via non-ergodic extended states in quantum spin glass
0 5 10 15 20 25
Hamming Distance
0.00
0.02
0.04
0.06
0.08
0.10
0.12
90 80 70 60 50 40 30
Energy
10-4
10-3
10-2
10-1
100
101
102
S
D
-P
T
 t
o
 S
D
 r
a
ti
o
Figure 3 Left panel shows the histogram of Hamming distance between all pairs of states within
1 standard deviation of the energy from the peak of the population transfer (PT) distribution.
Hamming distances are weighted by their joint probability within the PT distribution. The 0
hamming distance self contributions are excluded. The even-odd pattern that is observed results
from the dimer structure of the Hamiltonian and the corresponding match driver. Right panel
plots every local minimum with respect to single spin flips in the spectrum, which is concentrated to
the low energy sector of the total Hamiltonian. For each local minimum we depict the ratio of the
probability of ending up in that local minimum when starting from the PT distribution against a
uniformly random initial state. We see that a significant fraction of states are enriched in the PT
case, including the global minimum.
5 Conclusion
We analyze the computational role of coherent multiqubit tunneling that gives rise to bands
of nonergodic delocalized quantum states as a coherent pathway for population transfer (PT)
between computational states with close energies. In this regime PT cannot be efficiently
simulated by QMC.
We solve this problem using the following quantum population transfer (PT) protocol:
prepare the system in a computational state |zj〉 with classical energy E(zj), then evolve it
with the transverse-field quantum spin Hamiltonian. Classical energies E(z) are encoded
in the problem Hamiltonian diagonal in the basis of states |z〉. The key difference between
PT protocol and QA [22, 16, 8] or analogue quantum search Hamiltonians [18, 13] is that
the transverse field is kept constant throughout the algorithm and is not fine-tuned to any
particular value. At the final moment of PT we projectively measure in the computational
basis and check if the outcome z is a “solution”, i.e., z 6= zj , and the energy E(z) is inside
the window ∆Ecl.
In this paper we analyzed PT dynamics in Impurity Band (IB) model with a “bimodal”
energy function: E(z) = 0 for all states except for M “marked” states |zj〉 picked at random
with energies forming a narrow band of the width W separated by a large gap O(n) from the
rest of the states. This landscape is similar to that in analogue Grover search [18, 17] with
multiple target states and a distribution of oracle values for the targets. The best known
classical algorithm for finding another marked state has cost O(2n/M).
The PT dynamics is described by the down-folded M ×M Hamiltonian H that is dense
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Figure 4 For comparison we include the analog of Figs. 2 and 3 (for n = 22) for a model without
dimers, where SD performs better.
in the space of the marked states |zj〉. The distribution of matrix elements Hij has a heavy
tail decaying as a cubic power for V (d) Vtyp. This is a remarkable result of the competition
between the very steep decay of the off-diagonal tunneling matrix element with the Hamming
distance d, and the steep increase in the number of marked states Md ∝
(
n
d
)
at distance
d. We emphasize that such polynomial tail in the distribution of matrix elements is only
possible either in infinite dimension or in presence of long-range interactions (e.g, dipolar
glass).
The dispersion of the diagonal elements Hjj = E(zj) is expected to be large, W ∼
VtypM
γ/2  Vtyp with γ ∈ [1, 2]. In the range 1 < γ < 2 there exist minibands of non-
ergodic delocalized eigenstates of H . Their width is proportional to 1/tPT  W . Each
miniband associated with a support set S over the marked states.
The distribution of miniband widths Γ obeys alpha-stable Levi law with tail index 1. The
typical value of Γ and its characteristic variance exceeds the typical matrix element of H by
a factor Ω1/2 where Ω = (MVtyp/W )2 is a size of the support set in a typical miniband.
We demonstrate that quantum PT finds another state within a target window of energies
Ω in time tPT ∝ 2n/2Ω−1/2 exp(n/(2B2⊥)). The scaling exponent of tPT with n differs from
that in Grover’s algorithm by a factor ∝ B−2⊥ , which can be made small with large transverse
fields n B2⊥  1.
Crucial distinctions between this case and the Hamiltonian in the analogue version of
Grover’s algorithm [18] for the case of multiple target states are the non-integrability of our
model, and the delocalized nature of the eigenstates within the energy band W . Furthermore,
analogue Grover’s algorithm for multiple targets is exponentially sensitive in n to the weight
of the driver Hamiltonian, and cannot be initialized with a computational basis state.
The quantum spin Hamiltonian in (1) can be described using n-body, infinite-range
interactions. However, it shares key properties with the infinite range spin-glass models
involving only p-body interactions at finite values of p >2 that could be implemented on a
quantum computer with polynomial in n resources. The evidence of non-ergodic extended
states were recently uncover numerically in the low-energy part of the spectrum of the
quantum transverse field p-spin model [6].
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Similar to the model (1) the low-energy part of the spectrum of transverse field p-spin
model is characterized by the proliferation of statistically independent deep local minima
separated by large, O(n), number of spin flips. Model of this type are characterized by a
RSB-1 type of spin glass transition and were studied in the context of quantum annealing [21].
They represent perhaps the next step to study PT algorithms.
Finally, we analyzed numerically the PT initiated at a low energy local minimum of a
2-local spin glass model and observed that sampling PT output together with subsequent
application of classical steepest descent allows exploring the energy landscape in a way
complimentary to steepest descent and simulated annealing. This suggest possible use of PT
as a subroutine for hybrid quantum-classical algorithms for search and optimization such as
quantum paralleled tempering.
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