Pulse-splitting in light propagation through $N$-type atomic media due
  to an interplay of Kerr-nonlinearity and group velocity dispersion by V., Rajitha K. et al.
Pulse-splitting in light propagation through N-type atomic media
due to an interplay of Kerr-nonlinearity and group velocity dispersion
Rajitha K. V.,1, ∗ Tarak N. Dey,1, 2, † Jo¨rg Evers,2, ‡ and Martin Kiffner3, 4, §
1Indian Institute of Technology Guwahati, Guwahati- 781 039, Assam, India
2Max-Planck-Institut fu¨r Kernphysik, Saupfercheckweg 1, 69117 Heidelberg, Germany
3Centre for Quantum Technologies, National University of Singapore, 3 Science Drive 2, Singapore 1175431
4Clarendon Laboratory, University of Oxford, Parks Road, Oxford OX1 3PU, United Kingdom2
We investigate the spatio-temporal evolution of a Gaussian probe pulse propagating through a
four-level N -type atomic medium. At two-photon resonance of probe-and control fields, weaker
probe pulses may propagate through the medium with low absorption and pulse shape distortion.
In contrast, we find that increasing the probe pulse intensity leads to a splitting of the initially
Gaussian pulse into a sequence of subpulses in the time domain. The number of subpulses arising
throughout the propagation can be controlled via a suitable choice of the probe and control field
parameters. Employing a simple theoretical model for the nonlinear pulse propagation, we conclude
that the splitting occurs due to an interplay of Kerr nonlinearity and group velocity dispersion.
PACS numbers: 42.50.Gy, 32.80.Qk, 42.65.-k
I. INTRODUCTION
Atomic coherence and quantum interference effects are
key drivers for the control of light-matter interactions.
Among the most prominent effects are electromagneti-
cally induced transparency (EIT) [1, 2] and related phe-
nomena like the slowing and stopping of light [3–7], the
coherent storage and retrieval of light [8–11], and sta-
tionary light [12–21]. EIT can also be used to enhance
the nonlinear susceptibility [1, 22–25]. However, con-
ventional EIT schemes are limited in their enhancement
of nonlinear effects due to the presence of considerable
absorption [1, 26]. Multilevel EIT-related atomic sys-
tems are a possible route to circumvent these limita-
tions. In this spirit, Schmidt and Imamoˇglu proposed
a four-level N -configuration system in which the stan-
dard EIT level scheme is augmented by an additional
off-resonantly-driven transition for the enhancement of
the Kerr-nonlinearity [26]. This Kerr-nonlinearity was
experimentally observed in [27] and has many interesting
applications. For example, the N -type level system has
been shown to exhibit cross-Kerr interactions [28] as well
as the phenomena of optical bistability [29] and optical
switching [30] in cavity systems and hollow-core optical
fibres [31]. On the quantum level, the N -level system
gives rise to nonlinear optical interactions that can be
conservative [35] or dissipative [38]. These two-particle
interactions were employed for the realization of strongly
correlated polariton systems [32–34].
From a practical point of view, it is important to mea-
sure the effect of the Kerr-nonlinearity on the probe field.
An obvious and common way of probing an optical sys-
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tem is by studying its response to an optical pulse. In
particular, the polariton systems in [32–34] involve a se-
quence where an input pulse is stored, processed and then
released for readout. An evident question is thus how
the Kerr-nonlinearity in the N -level system modifies the
propagation of a weak, classical probe pulse. However,
up to now this problem has not received much atten-
tion [36, 37].
Motivated by this, here, we investigate the pulse prop-
agation through a coherent medium in N -type configu-
ration, see Fig. 1. We solve the Maxwell-Bloch equa-
tions governing the propagation dynamics numerically
and consider resonant driving of the Raman transition
within the Λ sub-system. As a first result, we find
that a weak probe may propagate through the medium
with low absorption and pulse shape distortion, provided
that the Kerr detuning of the probe field is sufficiently
large. However, at stronger probe pulse intensities, the
numerical simulations predict a splitting of the initially
Gaussian pulse into sub-pulses, which subsequently prop-
agate through the medium without further splittings.
To interpret these results, we derive a simple analyti-
cal model for nonlinear pulse propagation through the
N -type medium. From this model, we conclude that the
pulse splitting is a direct manifestation of the self-phase
modulation associated with the Kerr nonlinearity in the
presence of group velocity dispersion. The group velocity
dispersion can be adjusted via the detuning of the probe
and control fields with respect to the excited state of the
Λ sub-system. Measuring the temporal pulse shape of
the probe pulse at the output thus indicates the strength
of the Kerr nonlinearity experienced inside the medium.
A similar pulse splitting phenomenon should be observ-
able in other systems with EIT-enhanced nonlinearities
giving rise to self-phase modulation effects. For example,
EIT in Rydberg systems [39] can give rise to giant pho-
ton non-linearities mediated by the interaction between
the Rydberg atoms [40–42].
This paper is organized as follows. In Sec. II we intro-
ar
X
iv
:1
50
6.
05
24
0v
2 
 [q
ua
nt-
ph
]  
30
 A
ug
 20
15
2∆ p ∆ c
∆ p’
Cell
(a)
(b)
p’p
p
x=0 x=L
1>|
| 3>
2 >|
4 >|
γ s
γ p
γ s
γ p
E ωc c
E ωc c
E ωp’E ωp Probe Field
E ωp 
Control Field
FIG. 1: (Color online) (a) A block diagram of the system of
interest. We assume that the control field intensity is constant
along the propagation direction. (b) Schematic representation
of four-level atoms in N -type configuration. We consider two
J = 1/2 Zeeman manifolds with excited states |1〉 = |me =
−1/2〉 and |2〉 = |me = 1/2〉 and ground states |3〉 = |mg =
−1/2〉 and |4〉 = |mg = 1/2〉. The σ−-polarized control field
Ec couples to the transition |1〉 ↔ |4〉, and the pi-polarized
probe field Ep interacts with the |1〉 → |3〉 and |2〉 → |4〉
transitions.
duce the Maxwell-Bloch equations governing the pulse
propagation in the considered atomic four-level medium.
In Sec. III, the propagation dynamics of the pulse is stud-
ied numerically at different parameter conditions. In or-
der to find a qualitative interpretation of our numerical
findings, we introduce a model for the description of pulse
propagation in nonlinear media in Sec. IV. Section V pro-
vides a summary and discussion of our results.
II. THEORETICAL MODEL
We consider a homogeneous atomic medium interact-
ing with two laser fields as shown in Fig. 1(a). The weak
probe and the strong control fields propagate in perpen-
dicular directions. The atomic four-level system in N -
type configuration is depicted in Fig. 1(b). In the fol-
lowing, we assume that this level scheme is realized with
two J = 1/2 Zeeman manifolds via polarization selection.
The weak probe field with central frequency ωp couples to
the pi-transitions [|1〉 ↔ |3〉 and |2〉 ↔ |4〉] and is defined
as
Ep(t) = epiEpei(kpx−ωpt) + c.c., (1)
where epi is the polarization unit vector, kp = ωp/c and
c is the speed of light. The strong σ−-polarized control
field with frequency ωc couples to the |1〉 ↔ |4〉 transition
and can be written as
Ec(t) = eσ−Ecei(kcz−ωct) + c.c., (2)
where kc = ωc/c. In electric-dipole and rotating-wave
approximation, the semiclassical Hamiltonian of the sys-
tem is
Hint = −~(∆P −∆C)|4〉〈4| − ~∆P |1〉〈1|
− ~(∆P + ∆P ′ −∆C)|2〉〈2|
− [(|2〉〈4| − |1〉〈3|)Ωp + |1〉〈4|Ωc + H.c.] . (3)
The Rabi frequencies of the probe and control fields in
Eq. (3) are defined as
Ωp =
d24 · epi
~
Ep , (4a)
Ωc =
d14 · eσ−
~
Ec , (4b)
where dij is the electric dipole moment for the transition
between levels |i〉 and |j〉. Note that d24 = −d13 accord-
ing to the Clebsch-Gordan coefficients of the considered
J = 1/2 ↔ J = 1/2 level scheme. The detunings of
probe and control fields are given by
∆P = ωp − ω13 , (5a)
∆P ′ = ωp − ω24 , (5b)
∆C = ωc − ω14 . (5c)
We model the quantum dynamics of the atoms using the
master equation approach. The matrix elements of the
atomic density operator ρ obey the following equations,
ρ˙11 = −(γp + γs)ρ11 − iΩpρ31 + iΩ∗pρ13
+ iΩcρ41 − iΩ∗cρ14 , (6a)
ρ˙12 = −[γp + γs − i(∆C −∆P ′)]ρ12 + iΩcρ42
− iΩpρ32 − iΩ∗pρ14, (6b)
ρ˙13 = −[(γp + γs)/2− i∆P ]ρ13 + iΩcρ43
− iΩp(ρ33 − ρ11), (6c)
ρ˙14 = −[(γp + γs)/2− i∆C ]ρ14 − iΩp(ρ34 + ρ12)
+ iΩc(ρ44 − ρ11), (6d)
ρ˙22 = −(γp + γs)ρ22 + iΩpρ42 − iΩ∗pρ24 , (6e)
ρ˙23 = − [(γp + γs)/2 + i(∆C − (∆P + ∆P ′))] ρ23
+ iΩpρ43 + iΩpρ21 , (6f)
ρ˙24 = − [(γp + γs)/2− i∆P ′ ] ρ24 + iΩp(ρ44 − ρ22)
− iΩcρ21 , (6g)
ρ˙33 = γpρ11 + γsρ22 − iΩ∗pρ13 + iΩpρ31 , (6h)
ρ˙34 = [Γ + i(∆P −∆C)] ρ34 − iΩ∗pρ14
− iΩpρ32 − iΩcρ31, (6i)
where γp [γs] is the decay rate of the pi [σ] transi-
tion. These decay constants are related through the
Clebsch-Gordan coefficients of the level scheme and obey
γs = 2γp = 2γ/3, where γ is the total decay rate of each
excited state. The decay rate of the ground state coher-
ence is denoted by Γ. The medium polarization induced
by the probe field can be expressed in terms of the off-
diagonal density matrix elements ρ13 and ρ24 as
P = N (d31ρ13 + d42ρ24) , (7)
where N is the number density of the medium. The
spatio-temporal evolution of the probe pulse through the
medium is governed by Maxwell’s equations. In the
slowly varying envelope approximation, we find(
∂
∂x
+
1
c
∂
∂t
)
Ωp = iη (ρ24 − ρ13) , (8)
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FIG. 2: (Color online) Intensity |Ωp/γ|2 of a weak probe
pulse as a function of position and time for different detun-
ing conditions. The parameters in (a) and (b) are Ωc = γ,
Ωp =
√
0.015γ, σp = 30/γ, and Γ = 0.
where
η = γ
Nλ2
8pi
(9)
is the coupling constant and λ is the wavelength of the
transition |1〉 ↔ |3〉.
In order to facilitate the numerical integration of the
coupled Maxwell-Bloch equations in Eqs. (6) and (8), we
introduce a co-moving coordinate system
τ = t− x
c
, ζ = x. (10)
This change of coordinates reduces the partial differen-
tial equation in Eq. (8) to an ordinary differential equa-
tion with respect to the independent variable ζ,
∂Ωp
∂ζ
= iη (ρ24 − ρ13) . (11)
Typical parameter values are N = 5×1011atoms/cm3,
λ = 780 nm, and γ = 2pi × 106 Hz. Throughout this
paper we assume that the depletion of the strong control
field throughout its propagation can be neglected such
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FIG. 3: (Color online) Probe pulse intensities at the medium
exit at ηζ/γ = 200. Parameters are as in Fig. 2. To facil-
itate the analysis of the pulse widths, all pulses are shown
normalized to their respective peak values.
that its intensity is independent of position. We further
choose values of ∆P and ∆C compatible with the reso-
nant Raman condition ∆P = ∆C , and hence we define
∆ = ∆P = ∆C . (12)
III. NUMERICAL ANALYSIS
We start our discussion with a numerical analysis of
the probe field propagation through the atomic four-level
medium. To this end, we assume that the shape of the
input pulse at the medium boundary at ζ = 0 is given by
Ωp(ζ = 0, τ) = Ω
0
pe
− (τ−τ0)2
2σ2p , (13)
where Ω0p and σp are the amplitude and temporal width of
the Gaussian pulse, respectively. Furthermore, all atoms
are assumed to be in the ground state |3〉 initially.
Our choice of parameters is guided by the following
considerations. For suitable parameters, the N -type level
scheme gives rise to self-phase modulation (SPM) due to
the optical Kerr effect [26, 43]. As a consequence, the
probe field experiences an intensity-dependent refractive
index and thus acquires a time-dependent phase shift in
accordance with its temporal intensity profile. This time-
varying phase can be interpreted as a transient frequency
shift. Furthermore, if the intensity of the probe pulse
is sufficiently large, the SPM gives rise to characteristic
modification of its Fourier spectrum. For example, an
initially Gaussian Fourier spectrum typically break up
into several peaks in the Fourier domain [43].
4A. Weak probe pulses
In a first step we focus on weak probe pulses such that
the effect of SPM is negligible. To this end, we eval-
uate the Fourier spectra inside the medium and verify
that typical manifestations of SPM are absent. In this
parameter regime the remaining system parameters gov-
erning the probe pulse propagation are given by ∆ and
∆C . In the following we discuss four different detuning
conditions in order to systematically investigate the influ-
ence of the Raman detuning ∆ and Kerr detuning ∆P ′ .
For this, we evaluate all four combinations of ∆ and ∆P ′
being either 0 or 4γ:
(i) ∆ = 0 and ∆P ′ = 4γ ,
(ii) ∆ = 4γ and ∆P ′ = 4γ ,
(iii) ∆ = 0 and ∆P ′ = 0 ,
(iv) ∆ = 4γ and ∆P ′ = 0 .
The resulting pulse propagation dynamics is shown in
Fig. 2. It can be seen that ∆P ′ crucially affects the ab-
sorption. The two cases with ∆P ′ = 0 lead to a trans-
mission of less than 10% of the probe pulse intensity
through the medium. In contrast, the cases ∆P ′ = 4γ
give rise to approximately 75% probe intensity transmis-
sion. This behavior can be traced back to the absorption
on the |4〉 ↔ |2〉 transition. Figure 3 shows the effect of
∆, which affects the shape and width of the transmitted
pulse, whereas its effect on the transmitted intensity is
small.
B. Strong probe pulses
Next, we consider probe pulses with higher intensities
such that the effect of SPM is expected to become of
relevance. Figure 4 shows the probe pulse propagation
dynamics as function of the propagation distance for case
(ii), i.e., ∆P ′ = ∆ = 4γ. The other parameters are cho-
sen as in Figs. 2 and 3, except for the intensity higher
by a factor of 10. Panel (a) shows the temporal probe
pulse shape throughout the propagation. We find that
the pulse gradually breaks up, until two fully separated
pulses are obtained at ηζ/γ = 100. The shapes of these
sub-pulses remain Gaussian, and they are found to subse-
quently propagate through the medium without further
break-up. However, the individual subpulses broaden as
they propagate through the medium, as it was also found
in the corresponding weak probe pulse case of Fig. 2.
To further analyze this pulse break-up, Fig. 4(b) shows
the power spectra of the probe pulse throughout its prop-
agation, obtained by Fourier transformation of the tem-
poral pulse shape. The power spectrum evolves from the
Gaussian input spectrum into a double-peaked structure
which is a characteristic signature of the SPM effect.
A further numerical study reveals that the number of
generated subpulses depends on the initial probe field
intensity. Figure 5 demonstrates that a three-peak pulse
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FIG. 4: (Color online) (a) Intensity |Ωp/γ|2 of a stronger
probe pulse as function of the propagation distance. Param-
eters are ∆ = ∆P ′ = 4γ and Ωp =
√
0.15γ; all other pa-
rameters are chosen as in Fig. 2. (b) shows the corresponding
probe pulse power spectra obtained by Fourier transformation
as function of the propagation distance.
can be generated from a single Gaussian probe pulse if
the initial probe field intensity is suitably increased. As
expected, the precise shape of the output pulse depends
sensitively on the probe pulse intensity and the value of
the detuning ∆. For example, the three-peak shape in
Fig. 5 turns into a two-peak structure if the three-photon
detuning is increased to ∆P ′ = ∆ = 8γ. Finally, we
verified that the shaping and splitting of the probe pulse
does not rely on the initial Gaussian pulse shape and can
also be observed with non-Gaussian initial pulse shapes,
such as secant-hyperbolic pulses.
IV. THEORETICAL ANALYSIS
Next, we provide a theoretical interpretation of the
numerical results presented in Sec. III. To this end, we
adapt the standard description of pulse propagation in
optical fibers [43] to our system.
We find that this model reproduces our numerical re-
sults accurately for weak probe pulses where the SPM
phenomenon is small. For parameters where the SPM ef-
fect becomes dominant our model allows us to gain qual-
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FIG. 5: (Color online) Propagation dynamics of a probe pulse
with Ωp =
√
0.5γ and ∆ = ∆P ′ = 4γ. All other parameters
are chosen as in Fig. 2.
itative insights and provides an intuitive explanation for
the pulse splitting phenomenon described in Sec. III.
Details on our simple model for the propagation of op-
tical pulses in nonlinear media inspired by the standard
fiber optics approach [43] are provided in Appendix A.
There, we perform a perturbative analysis with respect to
the probe field strength to derive the linear susceptibility
χ(ω) of the probe field, and find that the spatio-temporal
evolution of the probe pulse can be described by
(
∂
∂x
+
1
c
∂
∂t
)
Ωp = iη
(
3∑
n=0
βn
in
n!
∂nΩp
∂tn
)
+iηRp |Ωp|2 Ωp .
(14)
The parameters βn and Rp are determined by the micro-
scopic model introduced in Sec. II. In particular,
βn =
∂nχ
∂ωn
∣∣∣∣ω=0
∆P=∆C
(15)
is the n-th derivative of the medium susceptibility χ(ω)
evaluated at the center frequency ω = 0 of the probe
pulse [see Eq. (A13)]. Note that due to the approxi-
mations used throughout the derivation, our model de-
scribed by Eq. (14) is valid under the following condi-
tions. (α) The probe pulse must be sufficiently long
in time such that the atomic medium follows the probe
pulse dynamics adiabatically. (β) The probe field spec-
trum must be sufficiently narrow such that the Taylor
expansion of the linear susceptibility is justified [see Ap-
pendix A for details]. (γ) The probe field intensity must
be weak enough such that all non-linear effects are well
described by the third-order term proportional to Rp.
We start by analyzing the relevant model parameters,
see Fig. 6. Panel (a) shows the linear susceptibility χ(ω)
as a function of frequency ω scanned across the probe
pulse center frequency ω = 0 [see Eq. (A9)]. The pa-
rameter β0 is the linear susceptibility χ of the probe field
evaluated at ω = 0, and vanishes for resonant Raman
fields [see Eq. (12)] if the ground-state decoherence rate
Γ is neglected. β1 is related to the group velocity of the
χ
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FIG. 6: (Color online) (a) Real and imaginary parts of the
linear susceptibility χ in Eq. (A12) as a function of the
Fourier component ω of the probe pulse envelope. We have
β0 = χ(0) = 0, and βn is the nth derivative of χ at ω = 0,
see Appendix A. The real and imaginary parts of β2 [β3] are
shown in (b) [(c)]. (d) Real and imaginary parts of Rp as a
function of the Kerr detuning ∆p′ for ∆ = 4γ. In (a)-(d),
blue solid (red dashed) lines show real (imaginary) parts and
Ωc = γ.
pulse via
vg = [1/c+ ηRe(β1)]
−1, (16)
where Re denotes the real part. The parameters β2 and
β3 account for group velocity dispersion. The real and
imaginary parts of β2 [β3] are shown in Fig. 6(b) [(c)] as
a function of the detuning ∆. Both real and imaginary
parts of β2 and β3 determine the width and amplitude
of the probe pulse at the output. For ∆ = 0 only the
imaginary part of β2 is different from zero. This term
accounts for absorption due to the finite width of the
EIT window in frequency space. For larger values of ∆
the real part of β2 increases and describes the change of
the group velocity for frequencies away from the central
frequency of the pulse. In general, β3 represents a higher-
order correction to the group velocity dispersion. The
nonlinearity due to the Kerr transition is proportional to
Rp defined in Eq. (A8), and the dependence of Rp on
∆P ′ is shown in Fig. 6(d). The imaginary part of Rp
is only large for ∆P ′ ≈ 0, and hence absorption on the
Kerr transition is small for ∆P ′/γ  1. Note that the
quantitative impact of the term proportional to Rp in
Eq. (14) depends on the probe pulse intensity.
Equation (14) can be numerically solved using the
split-step Fourier method [43]. We find excellent agree-
ment with the numerical results obtained in Sec. III for
parameters where the model conditions (α)-(γ) are met.
In particular, this is the case for all parameters where the
SPM effect is small, and in this regime the explanation
of all phenomena in terms of the parameters βi and Rp
is straightforward. We begin with a weak probe pulse
and a large detuning ∆P ′ on the Kerr transition [cases
(i) and (ii) in Sec. III]. Since the imaginary part of Rp
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FIG. 7: (Color online) Comparison between the full numerical
solution to Eqs. (6) and (8) [green solid line] and the simple
model in Eq. (14) [blue dot-dashed line]. The parameters in
(a) are Ωp = 0.025γ, σp = 50/γ, ∆ = γ and ∆P ′ = 3γ..
Results in (b) correspond to Ωp =
√
0.15γ, σp = 30/γ, and
∆ = ∆P ′ = 4γ.
is small and hence the absorption on the Kerr transition
is small for these parameters, the probe pulse can propa-
gate through the medium without significant losses. The
additional broadening of the probe pulse in case (ii) as
compared to (i) can be explained by the non-zero group
velocity dispersion for the parameters in (ii). Next we
consider a resonant Kerr field ∆P ′ = 0 [cases (iii) and
(iv) in Sec. III]. The strong damping of the probe pulse
found in Sec. III can be explained by the large imaginary
part of Rp. The Kerr transition hence destroys the EIT
phenomenon and leads to absorption of the the probe
pulse. The non-vanishing group velocity dispersion in
case (iv) leads to an additional broadening of the pulse
as compared to (iii).
In order to gain a qualitative insight into the pulse
splitting phenomenon discussed in Sec.III B, we identify
a parameter regime where the pulse splitting occurs and
the conditions (α, β, γ) of our model are met. This is
shown in Fig. 7(a), where the pulse starts splitting at the
end of the medium, and there is a reasonable agreement
between the full numerical calculations and our theoret-
ical model. From the model, the pulse splitting effect
can be understood as follows. The SPM associated with
Rp results in a splitting of the probe pulse in frequency
space. In the presence of group velocity dispersion de-
scribed by β2 and β3, these pulses propagate at differ-
ent speeds. This explains the emergence of two different
pulses in the temporal domain.
The pulse splitting as shown in Fig. 4 is much more
pronounced than in Fig. 7. Our model predicts the pulse
splitting effect for the parameters in Fig. 4, but it is not
sufficient for reproducing quantitatively correct results.
This is shown in Fig. 7(b), where we compare the the-
oretical model to the full numerical simulation for pa-
rameters as in Fig. 4(a). The reason for the discrepancy
between the simple model in Eq. (14) and the numerical
approach is that the conditions (α)-(γ) for the validity
of the model are not met for the considered parameters.
In particular, the probe pulse width in frequency space is
not narrow enough to justify the adiabatic approximation
rigorously. Second, the linear susceptibility χ varies too
strongly over the width of the pulse in frequency space
for ∆ = 4γ such that the expansion of χ up to third or-
der is insufficient. Third, the probe pulse intensity is not
small enough such that higher order terms beyond the
third-order nonlinearity will contribute.
Despite these shortcomings, we find that the qualita-
tive explanation for the pulse splitting effect suggested
by the simple model remains valid. To this end, we note
that the power spectrum in Fig. 4(b) found by numeri-
cally fourier transforming the data in Fig. 4(a) shows a
clear signature of the SPM effect. The initially Gaus-
sian pulse develops into two separate sub-pulses with in-
creasing propagation distance. Let us denote the cen-
tral frequencies of these pulses by ω+ and ω−, respec-
tively. From the data in Fig. 4(b) we find ω± ≈ ±0.05γ.
Next we show that the splitting of the probe pulses
in the temporal domain is associated with the different
group velocities vg(ω±) of these two sub-pulses. In or-
der to verify this, we calculate vg(ω±) from the disper-
sion relation shown in Fig. 6(a) according to Eq. (16)
with β1 evaluated at ω = ω±. As can be seen from
Fig. 4(b), the two-pulse structure starts to develop at
ηζ/γ ≈ 50 and is fully established at ηζ/γ ≈ 100. We
thus assume that the two sub-pulses evolve over a dis-
tance η∆ζ/γ ≈ 130 with different group velocities un-
til the end of the medium at ηζ/γ = 200 is reached.
We estimate that the corresponding time difference is
130γ/η|1/vg(ω−) − 1/vg(ω+)| ≈ 90/γ, which is in rea-
sonable agreement with the time delay at ηζ/γ = 200
according to Fig. 4(a). In conclusion, we find that the
pulse splitting arises from an interplay between SPM and
group velocity dispersion.
Finally, we note that the pulse splitting reduces the in-
7tensity of the individual pulses, and suppresses nonlinear
effects. Hence, the two pulses in Fig. 4(a) do not split
again. Higher intensities such as in Fig. 5 lead to three
pulses in the temporal domain. Interestingly, this result
does not agree with the naive expectation that the pulse
first breaks up in two pulses that subsequently split up
in two pulses each, giving rise to a total of four pulses.
This outcome is a manifestation of the non-linearity of
the SPM phenomenon.
V. CONCLUSION
We have studied the propagation dynamics of a Gaus-
sian pulse through an atomic medium in four-level N -
type configuration under different input conditions of
control and probe field intensities and detunings. As
our first result, we have found that at two-photon res-
onance condition with large Kerr detuning, distortion-
less propagation of the probe pulse with low absorption
is possible. In contrast, when the intensity of the probe
pulse becomes higher, a splitting of the single Gaussian
input pulse into a sequence of pulses may occur. To in-
terpret the origin of this pulse splitting, we have derived
a simple theoretical model for nonlinear pulse propaga-
tion in our model system. The parameters of this model
can be calculated from the system’s steady state den-
sity matrix. We conclude that in particular an interplay
between Kerr nonlinearity and group velocity dispersion
leads to the pulse splitting. The nonlinearity leads to
a decomposition of the probe pulse in frequency space.
Subsequently, the such formed subpulses propagate with
different velocity due to group velocity dispersion, such
that a splitting in the time domain arises. The temporal
shape of the probe pulse at the output does thus indi-
cate the strength of the self-phase modulation induced by
the Kerr-nonlinearity. Our numerical analysis has shown
that the number of peaks can be controlled by adjusting
the laser parameters. For example, the group velocity
can be controlled by the detuning of the probe and con-
trol fields with the excited state of the Λ sub-system.
In addition, the Kerr-detuning and the laser intensities
control the magnitude of the self-phase modulation.
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Appendix A: Model parameters
Here we outline the derivation of the model in Eq. (14)
from Eqs. (6) and (8). We assume that the probe field is
sufficiently weak (|Ωp|  γ, |Ωc|) and pursue the pertur-
bative approach outlined in [44, 45]. The atomic density
operator is expanded as
ρ =
∞∑
k=0
ρ(k), (A1)
where ρ(k) denotes the contribution to ρ in kth order in
the probe field Hamiltonian
Hp = −(|2〉〈4| − |1〉〈3|)Ωp + H.c. . (A2)
In order to obtain the solutions ρ(k) we re-write the mas-
ter equation (6) as
Lρ = L0ρ− i~ [Hp, ρ] , (A3)
where the linear super-operator L0 is independent of the
probe field. Inserting the expansion (A1) into Eq. (A3)
leads to the following set of coupled differential equations
˙ρ(0) = L0ρ(0) , (A4)
˙ρ(k) = L0ρ(k) − i~ [Hp, ρ
(k−1)], k > 0. (A5)
Equation (A4) describes the interaction of the atom with
the control field to all orders and in the absence of the
probe field. Higher-order contributions to ρ can be ob-
tained if Eq. (A5) is solved iteratively. Equations (A4)
and (A5) must be solved under the constraints Tr(ρ(0)) =
1 and Tr(ρ(k)) = 0 (k > 0).
First we consider the nonlinear term where we employ
the adiabatic approximation, i.e., we assume that the
temporal length of the probe pulse is much longer than
the lifetime of the excited states. In this case we can find
the nonlinear response of the medium to the probe field
by solving for the steady state of Eqs. (A4) and (A5) up
to third order in Hp and obtain
ρ(0) = |3〉〈3| . (A6)
Under the resonance condition ∆ = ∆P = ∆C the only
non-zero terms contributing in Eq. (8) are ρ
(3)
24 and ρ
(3)
13 .
We find
ρ
(3)
24 − ρ(3)13 = Rp|Ωp|2Ωp , (A7)
where
Rp = − 2
(∆P ′ + iγ/2)|Ωc|2 . (A8)
Next we calculate the dominant correction arising from
the spread of the probe pulse in frequency space. To
this end we consider the Fourier expansion of the slowly
varying probe pulse envelope,
Ωp(t) =
∞∫
−∞
Ω˜p(ω)e
−iωtdω . (A9)
8We solve Eqs. (A4) and (A5) up to first order and obtain
ρ
(1)
13 (t) = −
∞∫
−∞
χ(ω)Ω˜p(ω)e
−iωtdω , (A10)
where
χ(ω) = − ω + ∆P −∆C
(ω + ∆P + iγ/2)(ω + ∆P −∆C)− |Ωc|2 .
(A11)
There are no other terms up to first order contributing
to the coherences ρ13 or ρ24, and χ is shown in Fig. 5.
If χ is slowly varying over the typical width of the probe
pulse, we can expand χ in a Taylor series around ω = 0.
For ∆P = ∆C = ∆ and up to third order we obtain
χ(ω) ≈
3∑
n=0
ωn
n!
βn , (A12)
where
βn =
∂nχ
∂ωn
∣∣∣∣ω=0
∆P=∆C
. (A13)
The coefficients βk are shown in Fig. 6 and given by
β0 = 0 , (A14)
β1 =
1
|Ωc|2 , (A15)
β2 =
2(∆ + iγ/2)
|Ωc|4 , (A16)
β3 =
6[|Ωc|2 + (∆ + iγ/2)2]
|Ωc|6 . (A17)
Inserting the expansion (A12) into Eq. (A10) gives
ρ
(1)
13 (t) ≈ −
3∑
n=0
βn
in
n!
∂nΩp
∂tn
. (A18)
In summary, the right-hand side of Eq. (8) can be written
as
iη(ρ24 − ρ13) ≈ iη
[
ρ
(3)
24 − ρ(3)13 − ρ(1)13
]
. (A19)
Substituting the results from Eqs. (A7) and (A18) into
Eq. (A19) allows us to obtain Eq. (14).
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