We prove that manifold constrained p(x)-harmonic maps are C 1,β -regular outside a set of zero ndimensional Lebesgue's measure, for some β ∈ (0, 1). We also provide an estimate from above of the Hausdorff dimension of the singular set.
Introduction
In this paper we prove C 1,β -partial regularity for manifold constrained p(x)-harmonic maps. More precisely, we consider local minimizers of the functional Let us now put our results into the context of the available literature. Functionals with a variable growth exponent modelled on the one in (0.2) have been introduced, in the setting of the Calculus of Variations and Homogenization, in the fundamental work of Zhikov [47, 48, 49, 50] . Energies as in (0.2) also occur in the modeling of electro-rheological fluids, a class of non-newtonian fluids whose viscosity properties are influenced by the presence of external electromagnetic fields [3, 39] . As for regularity, the first result in the vectorial case has been obtained Coscia & Mingione [8] , who proved that local minimizers of the functional (0.2) are locally C 1,β -regular in the unconstrained case. This is the optimal generalization of the classical results of Uhlenbeck concerning standard case when p(x) is a constant. We refer to [28, 29, 32, 35, 44, 45] for a survey of regularity results in the standard case, both for scalar and vector valued minimizers. Subsequently, the regularity theory of functionals with variable growth has been developed in a series of interesting papers by Ragusa, Tachikawa and Usuba [36, 37, 38, 42, 43] , where the authors have established partial regularity results for unconstrained minimizers that are on the other hand obviously related to the constrained case. In particular, in [42] Tachikawa gives an interesting partial regularity result and a singular set estimates for a class of functionals related to the constrained minimization problem in which the minimizer is assumed to take values in a single chart. This generalizes the well-known results of Giaquinta & Giusti [19] valid in the case of quadratic functionals with special structure. In this paper we finally tackle the case of local minimizers with values into a manifold provided suitably topological assumptions are considered on the manifold M and optimal regularity conditions are in force on p(·) and k(·). Our first main result is the following:
1,p(·) loc (Ω, M) be a local minimizer of the functional in (0.1), where p satisfies assumptions (P1)-(P2), k satisfies (K1)-(K2) and M is as in (M1)-(M2) below. Then there exists a relatively open
set Ω 0 ⊂ Ω such that u ∈ C 1,β (Ω 0 , M) and H n−γ 1 (Ω \ Ω 0 ) = 0.
By considering further assumptions on the variable exponent p(·) we are then able to prove a better dimension estimate for the singular set. This is in the following: As they are stated, our results are the natural generalization of the classical ones in [23, 30, 40] for the case p(x) ≡ constant. For the vectorial quasiconvex case with standard p-growth we refer to the recent work of Hopper [27] . The extension we make here to the variable exponent case requires a number of non-trivial additional ideas and tools, especially, as far as the dimension estimates stated in Theorem 2 are concerned. This is also related to the recent, aforementioned paper of Tachikawa [42] , and it is based on the use of a suitable monotonicity formula.
We remark that the variable exponent functional in (0.1) is a significant instance of functional with (p, q)-growth (following the terminology introduced by Marcellini [33, 34] , see also [14] ). These are integral functionals of the type w → F(x, Dw) dx, where the integrand F(·) satisfies
The study of such functionals has undergone an intensive development over the last years, see for instance [5, 10, 31, 33, 34, 35] . Another prominent model in this class is the so called double phase energy, where it is
This model shares several features with the variable growth exponent and has been again introduced by Zhikov [49] . Indeed, here once again the growth exponent with respect to the gradient variable is determined by the space variable x. Indeed, the growth exponent changes according to the the positivity of the coefficient a(x). There are several analogies between the variable exponent energy and the double phase one.
In particular, one should compare the use of Gehring's lemma based reverse Hölder inequalities made here and the reverse Hölder inequality coming from fractional differentiability made in [6, 7] . Moreover, compare the use of localization methods based on p-harmonic type approximation made here and in [4] . Such analogies point to a unified approach to non-autonomous functionals with (p, q)-growth conditions, partially implemented in [9] . We plan to investigate this in the context of constrained minimizers in a forthcoming paper.
1 Notation, main assumptions and functional setting
Here we establish some basic notation and display the precise assumption we are going to work with. In the following Ω ⊂ R n will denote an open, bounded subset of R n , n ≥ 2. We denote by B r (x 0 ) = x ∈ R n : |x − x 0 | < r the open ball with center x 0 and radius r > 0; when not important or clear from the context, we simply write: B r ≡ B r (x 0 ). With U ⊂ R n being a measurable subset with positive, finite Lebesgue's measure ∞ > |U| > 0 and with f : U → R N being a measurable map, we denote by
the integral average of f over U. In particular, when U = B r , we will indicate only the radius and, if necessary, the centre of the ball, i. e.: (
When considering the functional in (0.1) the exponent p(·) and the coefficient k(·) will always satisfy
respectively.
Remark 1 In (P1)-(K1)
, there is no loss of generality in supposing that α = ν, since, in the forthcoming estimates, only min{α, ν} will be relevant. Hence, from now on we will take α = min{α, ν}.
For a given B r ⋐ Ω we denote Moreover we need to impose some restriction on the manifold M. Precisely, we shall assume that
Here [x] denotes the integer part of x. Clearly, assumption (M2) requires that γ 2 < m. First, in the unconstrained case, we introduce the classical Orlicz spaces, which are based on the finiteness of a certain energy, defined through an N function. We clarify this in the following definition. 
Remark 2 In order to extrapolate good regularity properties for minimizers of functionals with ϕ growth, we need to assume something more. Precisely, from now on, in addition to the basic assumptions listed in Definition 1 we will also suppose that ϕ ∈ C 1 [0, ∞) ∩ C 2 (0, ∞) and that ϕ ′ (t) ∼ tϕ ′′ (t), where the constant implicit in "∼" depends only on the characteristics of ϕ. This is equivalent to the so-called ∆ 2 condition, since t → ϕ(t) is non decreasing, see [10] .
Definition 2 Let ϕ be an N function in the sense of Definition 1 and Remark 2. Given an open
and, consequently,
The definitions of the variants W A generalization of the Orlicz spaces are the so-called Musielak-Orlicz spaces, i.e., spaces of functions characterized by the finiteness of an energy defined by a generalized Young function ϕ = ϕ(x, t), see [25] for the definition and relevant properties. For the sake of clarity, we shall consider ϕ(x, t) = t p(x) .
Definition 3 Given an open
(Ω, R N ) are defined in an obvious way.
It is well known that, under assumption (P1), the set of smooth maps is dense in W 1,p(·) (Ω, R N ), see e. g. [14, 47, 49, 50] .
Since we are dealing with maps taking values in manifolds, following [9, 27] we recall the definition of the main function spaces in which we set our problem.
Definition 4
The Sobolev and Musielak-Orlicz-Sobolev spaces of functions into M ⊂ R N we consider are
and, for p(·) satisfying (P1)-(P2), 
with local variant collecting all those maps belonging to W 1,ϕ (U, M) for all sets U ⋐ Ω.
Owing to the p(x)-growth behavior of our integrand, we display our definition of local minimizer.
With p(·) as in assumptions (P1)-(P2) and k described by (K1)-(K2), we will denote as usual 
Preliminary regularity results
Here we collect some well known results in the framework of regularity. We start with two results concerning some reference estimate for unconstrained ϕ-harmonic maps.
where A ∈ R (N−m)×m , is a fixed constant vector, then for all ρ < r/2,
The next one is the ϕ-harmonic approximation lemma, which will be crucial in our proof of partial regularity. Before stating it, we briefly recall what a ϕ-harmonic map is. 
We will use Lemma 2 with
, so the constants depending on the characteristics of ϕ actually depend on λ, Λ, γ 1 and γ 2 . We conclude our list with a couple of simple, but useful lemmas, which will be used several times in the forthcoming estimates.
Extensions
We recall some results concerning locally Lipschitz retractions. They have been extensively used in the realm of functionals with p-growth, see e. g.: [24, 27] . For integrands exihibiting (p, q)-growth they were used for the first time in [9] , to prove that if the Lavrentiev phenomenon does not occur in the unconstrained case, then it is absent also in presence of a geometric constraint. We use those theorems to construct suitable comparison maps which will be crucial in some steps of our proof.
Proof. See e. g., [24] for the original proof, or [27] for a simplified version relying on some Lipschitz extension properties of maps between Riemannian manifolds. 
Proof. We recall that, if V = a ∈ R N : dist(a, M) < σ , for some 0 < σ < reach(M) is a neighbourhood with the nearest point property, then the metric projection Π :Ū → M associating to any a ∈Ū the unique a 0 ∈ M such that dist(a, a 0 ) = |a − a 0 | is Lipschitz continuous andŪ and M are homotopy equivalent spaces
which, by construction is bounded strictly away from M. Thus we have a map
.
By a change of variables, the definition of the dual skeleton, the fact that M is ([
with c = c(N, M, γ 2 ) > 0. Now, for a sufficiently small 0 < ρ < min
and a point a ∈ B N ρ = b ∈ R N : |b| < ρ denote the translations Q a = b + a : b ∈ Q and X a = {b + a : b ∈ X}, so that one can define the retraction P a : Q a \ X a → M given by P a (b) = P(b− a). Then, by the chain rule, Fubini's theorem, (3.1) and (3.2) we obtain
where c = c(N, M, γ 2 ). Estimate (3.3) and Markov's inequality then render the existence of a positive c = c(N, M, γ 2 ) and aã ∈ B N ρ so that
where again c = c(N, M, γ 2 ). Since u(∂U) ⊂ M, the mapũ = ( Pã| M ) −1 • Pã • u is well defined and given that the inverse map P −1 a is Lipschitz on M, from (3.4) we conclude that
Lemma 7 will be particularly helpful when U is any ball B r or an annulus B r \ B ρ for a proper choice of r and ρ.
Partial regularity
We start by collecting some results which are by now well-known in the unconstrained case, see [3, 8, 13, 47, 49] .
2)
Proof. The proof is essentially contained in [13] , Theorem 3.1 and it is valid for any map
(Ω, M). However, since we are dealing with bounded maps, we present a simplified proof of it including also the case in which the domain is an annulus A rθ = B r \B r(1−θ) for some 0 < θ < 1. Fix B r ⋐ Ω, r ∈ (0, 1). Using the Hölder continuity of x → p(x), the definition of p 1 (r), p 2 (r), γ 1 and γ 2 and the classical Poincaré's inequality for p = p 1 (r) we obtain
. Exactly in the same way, for A rθ and v ∈ W 1,p(·) (A rθ , R N ) such that v| ∂B r = 0 we have 
holds whenever B r ⋐ Ω is such that r ≤ 1.
Proof. Fix B r ⋐ Ω with r ∈ (0, 1) and recall that, owing to the fact that 0
Apply the standard Sobolev-Poincaré's inequality with q = γp and q * = npγ n−γp and recall that r < 1 to get
. This is what we wanted with d 1 = nγ n−γp > 1 and d 2 = γ < 1, by our choice of γ.
Proof.
and w| ∂B t = u| ∂B t , so Lemma 7 renders a mapw ∈ W 1,p(·) u (B t , M) which is an admissible competitor for u in problem (0.1). The minimality of u gives that
where c = c(N, M, λ, Λ, γ 1 , γ 2 ). Now we are in position to apply Widman hole filling technique and Lemma 5 to conclude that
with c = c(N, M, λ, Λ, γ 1 , γ 2 ). Now, if ρ = r/2, using the Hölder continuity of x → p(x), we obtain
. Averaging in (4.5) we get the thesis.
Remark 4 Since M is compact, for functions v taking values in M the dependence of the constants appearing in the inequalities in Lemmas 8 and 10 on v ∞ will be expressed as a dependence on M.
The next step is proving a higher integrability result for local minimizers of (0.1).
(Ω, M) be a local minimizer of (0.1) and B r ⋐ Ω be any ball. Then,
Proof. Once Lemma 10 is available the proof is the same as the one in [47, 49] , see also [13] . Anyway, since due to the compactness of M we are dealing with bounded maps, we can present a very simple proof of this lemma. By Lemma 10 the Hölder continuity of p(·) and Lemma 9 with p = p 1 (r) we get that and 0 < δ 1 ≤ δ 0 be such that u ∈ W 1,(1+δ 1 )p (B r , M). Then there exist c and 0 < σ < δ 1 , so that v ∈ W 1,(1+σ)p) (B r , M) and
Proof. The argument is well-known to specialists, see [1] , and it essentially relies on the fact that Caccioppoli's inequality can be carried up to the boundary. However, we did not find in the literature a proof for the manifold constrained case, so we shall report it here. Let us fix a ball B ρ (x 0 ) ⊂ R n such that B ρ (x 0 ) ∩ B r ∅ and B ρ (x 0 ) \ B r ∅ and the radii 0 < ρ/2 < t < s < ρ. In correspondence of such a choice we take the cutoff function 9) and define the comparison maps ϕ 1 = η(v − u) and ϕ 2 = (1 − η)(v − u). A straightforward computation shows that 10) and that where c = c(N, γ 1 , γ 2 ), thusw is an admissible competitor for v. By minimality,
Combining (4.12), (4.13) 1 and (4.14) we obtain
From (4.13) 2 , (4.9) 3 and the definition of ϕ 2 we obtain 
where c = c(N, M, λ, Λ, γ 1 , γ 2 ). Now we can apply Widman hole filling technique and Lemma 5 to obtain
with c = c(N, M, λ, Λ, γ 1 , γ 2 ). Since v − u can be extended as zero outside B r and |B ρ (x 0 )| ≥ |B ρ (x 0 ) \ B r | ≥ c(n)ρ n , we may apply the classical Sobolev-Poincaré's inequality to get
with c = c(n, γ 1 , γ 2 ). Averaging in (4.18) and using (4.19) we obtain
where c = c(n, N, M, λ, Λ, γ 1 , γ 2 ). Defining now
we can rewrite (4.20) as
. Now we can apply Lemma 3.3 in [1] to conclude.
Remark 5 For later uses we can rewrite (4.8) by obvious means, as
where c has the dependencies outlined in Corollary 12.
The next Corollary allows recovering some useful estimates for the average of the gradient of solutions to problem (0.1). Proof. Inequality (4.22) comes from an application of Caccioppoli's inequality and the boundedness of u. In fact we have:
Corollary 3 Let u ∈ W
. In a similar way, but applying Lemma 11 first and then Lemma 10, we obtain for δ ∈ (0, δ 0 ],
We are now ready for showing Theorem 1.
Proof of Theorem 1.
For the reader's convenience, we split the proof into three parts.
Step 1: partial C 0,β 0 -regularity. We define σ 0 = 1 2 min δ 0 , α max{γ 2 ,n} and fix an S > 0 small enough in such a way that
are satisfied onB S =B S (x 0 ) ⋐ Ω. Clearly this condition transfers on any ball B r = B r (x 1 ) ⊂ B S . We select s 0 ∈ (0, S ), whose size will be specified during the proof and notice that, since Lemma 11 holds true for all balls B 4r ⊂ B s 0 ⊂ B S , |Du| (1+δ 0 )p 1 (2r) ∈ L 1 (B 2r ) and, by (4.24) and the Hölder continuity of p(·) it follows that
On such a ball we impose the following smallness assumption: there exists a small ε > 0,such that (2r) 28) where k 0 = k(x 0 ) is the value k takes in the centre of B r . Needless to say, since by assumption (K2), k ranges between two positive, absolute constants λ and Λ, all the estimates we will provide are not going to depend on x 0 . By minimality, v solves the Euler-Lagrange equation 
, from the convexity of t → k 0 t p 2 (2r) and (4.29), we see that
where c = c(λ, γ 1 , γ 2 ). From this and (4.31) we obtain c B r
. By the minimality of u, we see that
Recall the definition of σ 0 . By Lemma 3 with l = p 2 (2r), m = p(x), ε 0 = σ 0 /2, (4.25), Lemma 11, (4.27) and assumptions (P1)-(P2) and (K1)-(K2), we get
dx,
. In a similar way, using this time (4.21) and Lemma 3 as before, we obtain
so, for σ = σ 0 2 , we can conclude that
dx, 
Since the next estimates will be slightly different for p 2 (2r) ≥ 2 or 1 < p 2 (2r) < 2, we introduce the quantities (
while, if 1 < p 2 (2r) < 2, by Hölder's inequality we obtain
Coupling (4.34) and (4.35) we can conclude in any case that
where
. Clearly, our choice of σ 0 assures that κ 1 > 0. Before proceeding further we need to make a couple of remarks on v. By minimality, (4.27) yields a smallness condition on v as well. In fact it is easy to see that
We aim to use (4.37) to apply Lemma 2 on v, so we need to check (2.2). From (4.29) we easily deduce that
. Now letδ ∈ (0, 1) be the one from Lemma 2 corresponding to the choices
where τ ∈ (0, 1) is a certain fixed parameter which will appear later on. Asking that 38) assures that
Now select 0 < ρ < r/2. The previous estimates allow us to procede in the following way
where we used (4.36), Lemma 9 with p = p 2 (s), the fact that, by minimality, v satisfies the usual Caccioppoli's inequality and (2.1) 1 .
Denoting for the ease of exposition 2r = s, we can rewrite the previous estimate as
dx, (4.40) where c 0 = c 0 (γ 1 , γ 2 ) and
, we let ρ = τs in (4.40) and multiply both sides by (τs) p 2 (s)−n . We then have (τs)
Adopting the notation used in [38] we introduce the following quantities:
Here ω n denotes the volume of the n-dimensional unit ball. In these terms, (4.41) reads as
Recalling that
we obtain from (4.42)
Since τ, s, ε, θ ∈ (0, 1), recalling the definitions of κ 1 , κ 2 and κ 3 we have
thus (4.44) becomes
We choose in (4.45), τ, η ∈ (0, 1), so that c 2 τ ≤ 1 5 τ η and, for technical reasons, a β 0 ∈ (0, η) thus obtaining
We notice thatκ 2 ≥κ 3 , so, being less than 1, ε˜κ 2 ≤ ε˜κ 3 , hence we select ε in such a way that
, and we stress that, in correspondence of such a choice, ε = ε(τ, n, λ, Λ, γ 1 , γ 2 ), sinceδ =δ(θ, d 2 ), by Lemma 2. Finally we remark that, given our previous choice ofθ, τ By virtue of (4.47), we can repeat the above estimate replacing s by τs, τ 2 s, τ 3 s, · · · to obtain
For any ρ ∈ (0, s/4), there exists a j ≥ 1 with τ j+1 s < ρ ≤ τ j s, so we have, by exploiting the conditions previously imposed on ε, τ and s 0 ,
. At this point we can exploit (4.48) to obtain Hölder continuity for u. In fact, for any x ∈ B s , 0 < ρ < s we have
Now let
, with S and s 0 as in (4.24) and the following lines. Notice that, because of the continuity of the integral, D 0 is an open set. Moreover, for any x ∈ D 0 , estimate (4.49) holds, so, by Morrey's growth theorem we can conclude that u ∈ C 0,β 0 (D 0 ). Now covering Ω with balls with the property we considered on B S (x 0 ) we obtain that u ∈ C 0,β 0 loc (Ω 0 , M). Actually, as a quick review of what we proved so far points out, β 0 ∈ (0, η) and η is an arbitrary number in (0, 1). This proves, by continuity, that u ∈ C 0,β 0 (Ω 0 , M) for any β 0 ∈ (0, 1). A consequence of (4.48) is the Morrey type estimate
Step 2: Hausdorff dimension of the Singular Set. Given the characterization of D 0 , we easily see that, if
It is easy to see that, if p m (x 0 , S ) = inf x∈B S (x 0 ) p(x), then, as in (4.25),
for all 0 < s ≤ S . Since, by Corollary 11, |Du| p m (x 0 ,S )(1+δ 0 ) ∈ L 1 loc (B S (x 0 )), then, by (4.50) and (4.43) we obtain, for ρ ≤ S /2,
. This allows to conclude that
By [22] , Proposition 2.7 it follows that dim H (D 1 ) ≤ n − p m (x 0 , S )(1 + δ 0 ). Now, covering Ω with balls having the same features of B S (x 0 ) and remembering that p m (x 0 , S ) ≥ γ 1 , we obtain that dim H (Σ 0 (u)) ≤ n − γ 1 (1 + δ 0 ) < n − γ 1 , and so dim H (Σ 0 (u)) < n − γ 1 .
with c = c(N, Λ, γ 1 , γ 2 , [ω] 0,β 0 ;Ω ). Term (I) 3 ≤ 0, by the minimality of ω. To take care of (I) 4 , we recall that, being v the solution of (4.53), by the convex hull property, [12] , we have the bound sup x,y∈B r |v(x) − v(y)| ≤ sup x,y∈∂B r |ω(x) − ω(y)|. Using this and the minimality of v, we get 
Now, define ς = min{β 0 ,κ}. By (4.60) and (2.1) 1 we get, for ρ < r/2,
. Since the last term in (4.61) can be majorized by r n−ϑ , for any ϑ ∈ (0, n) we can apply Lemma 4 to obtain, for r sufficiently small,
In particular, if the distance from the centre of the ball and ∂Ω is larger than some d > 0, then from (4.62) we deduce that
, from (4.60), the minimality of v, (2.1) 2 and (4.63), we obtain From (4.65) and Hölder's inequality we obtain
From Campanato's theorem, we can conclude that Dω is β-Hölder continuous.
Remark 6 Given the features of f displayed in (4.51) and the estimates performed in the proof of Lemma 13, the Hölder continuity exponent β does not depend either onΩ, nor on f itself.
Dimension reduction and Monotonicity
In this section we obtain a further reduction of the dimension of the singular set of p(x)-harmonic maps, for p(·) ≥ 2 Lipschitz, thus improving, at least in this "special" case, the result given in Theorem 1. The proof essentially goes in two moments: first we show a lemma concerning the compactness of sequences of minimizers of (0.1), then, by strengthening the initial assumptions we can conclude by exploiting the monotonicity of a certain quantity, strictly related to the p(x)-energy. Those arguments are quite classical, see e. g. [23, 42] . Proof. The proof is divided into three steps.
Step 1: weak W 1,(1+̟)p 0 -convergence. Being M compact, sup j∈N u j ∞ < c(M) and, given that γ 1 > 1 we get that, up to subsequences,
Since the bounds contained in assumptions (5.1) and (5.2) are uniform with respect to j, Lemmas 11, 12 and Corollary 3 hold for all the E j 's with constants which are independent of j. So, by Lemma 11 there exists a positive δ 0 such that u j ∈ W 1,(1+δ)p j (·) loc (B 1 , M) for all δ ∈ (0, δ 0 ]. Now we choose δ 2 ∈ (0, δ 0 ) for which Lemma 12 applies and define δ ∈ (0, δ 2 ). Because of the uniform convergence og the p j 's to the constant p 0 , taking j sufficiently large, we can assume that there are positive constants γ 1 ≤ q 1 ≤ q 2 ≤ γ 2 such that 1 < q 1 ≤ p j (x) ≤ q 2 < ∞ on B 1 , q 1 (1 + δ) ≥ q 2 Case 2: n > [γ 1 ] + 1. Let us assume that for some l > 0, H l (Σ 0 (u)) > 0. Then, by blowing up, we obtain a constrained local minimizer v of E 0 with H l (Σ 0 (v)) > 0, (see [20] , Chapter 10). On the other hand, by [24] , Theorem 4.5, l < n − [p(0)] − 1 ≤ n − [γ 1 ] − 1 and this concludes the proof.
