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Abstract
The Lp maximal inequalities for martingales are one of the classical results in probability the-
ory. Here we establish the sharp moderate maximal inequalities for upward skip-free Markov chains,
which include the Lp maximal inequalities as special cases. Furthermore, we apply our theory to
two specific examples and obtain their moderate maximal inequalities: the first one is the M/M/1
queue and the second one is an upward skip-free Markov chain with large death jumps. These two
examples have the same total birth and death rates. However, the former exhibits a phase transition
phenomenon while the latter does not.
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1 Introduction
A continuous-time Markov chain on the nonnegative integers is called upward skip-free if
its generator matrix Q = (qij) satisfies qij = 0 for any j ≥ i+ 2. Such kind of Markov chains
only allows nearest-neighbor birth jumps but allows large death jumps. They can be viewed
as a natural generalization of the classical birth-death processes [1]. In the literature, upward
skip-free Markov chains are also known as skip-free Markov chains to the right or single-birth
processes. Since upward skip-free Markov chains allow large death jumps, they can be used to
describe the evolution of the size of a population that undergoes catastrophes [2, 3].
In recent years, upward skip-free Markov chains have drawn increasing attention and there
has been a great number of results on various of their properties such as uniqueness, recurrence,
ergodicity, exponential ergodicity, strong ergodicity, spectral theory, first passage time, first
hitting time, and quasi-limiting distribution [4–10]. Another important question that has not
been answered yet is how far an upward skip-free Markov chain can travel (how large the
population size can become) before a given deterministic or random time. This problem is
closely related to the topic of maximal inequalities in probability theory.
In fact, the Lp maximal inequalities for martingales are one of the classical results in prob-
ability theory. Let M = {Mt : t ≥ 0} be a continuous local martingale with M0 = 0. The
Burkholder-Davis-Gundy inequality [11, Page 160] claims that for any p > 0, there exist two
positive constants cp and Cp such that for any stopping time τ ofM ,
cpE[M ]
p/2
τ ≤ E[ sup
0≤t≤τ
|Mt|p] ≤ CpE[M ]p/2τ ,
where [M ] = {[M ]t : t ≥ 0} is the quadratic variation process ofM . Over the past two decades,
significant progress has been made in the maximal inequalities for diffusion processes [12–21].
In particular, Peskir [14] has proved the L1 maximal inequalities for a large class of diffusion
processes by using the Lenglart domination principle and obtained satisfactory results.
In this paper, we study the moderate maximal inequalities for upward skip-free Markov
chains, which include the Lp maximal inequalities as special cases. Our theory is based on two
steps. The first step is to establish the Lp maximal inequalities for some p > 0 by using the
discrete version of the Lenglart domination principle, while the second step is to establish the
moderate maximal inequalities for any moderate function F by using the discrete version of
the good λ inequality. Furthermore, we give two examples to illustrate the main results of this
paper and discuss the related phase transition phenomenon.
The content of this paper is organized as follows. In Section 2, we give the Lp maximal
inequalities for some particular p > 0 under the so-called Peskir condition. In Section 3, we
give the moderate maximal inequalities for general moderate functions under stronger assump-
tions. In Sections 4 and 5, we apply our abstract theorems to two specific examples: the M/M/1
queue and an upward skip-free Markov chain with large death jumps. Although the total birth
and death rates of these two processes are exactly the same, the former exhibits a phase transi-
tion phenomenon, while the latter does not due to the large death jumps. The detailed proofs of
the main results are given in Sections 6 and 7.
2 Lp maximal inequalities
Let X = {Xt : t ≥ 0} be a homogenous, conservative, and non-explosive continuous-time
Markov chain on the nonnegative integers Z+ = {0, 1, 2, · · · } with generator matrix Q = (qij).
Recall that X is called upward skip-free if qij = 0 for any j ≥ i + 2. In the literature, upward
skip-free Markov chains are also called skip-free Markov chains to the right or single-birth
processes. For simplicity, the total birth and death rates ofX are denoted by
λn = qn,n+1, µn =
n−1∑
j=0
qnj , n ≥ 0,
respectively. It is obvious that the classical birth-death processes [1] are special examples of
upward skip-free Markov chains. Throughout this paper, we assume that X0 = 0 and λn > 0
for any n ≥ 0.
To proceed, we define two functionsm and f on Z+ by
mn =
n∑
i=0
Fin
λi
, fn =
n−1∑
k=0
mk,
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where Fin with n > i ≥ 0 are defined recursively by
Fii = 1, Fin =
1
λn
n−1∑
k=i
Fik
k∑
j=0
qnj .
It is easy to see that
fn+1 − fn = mn ≥ 1
λn
> 0.
Moreover, it has been proved [10] that X is nonexplosive if and only if
f∞ := lim
n→∞
fn =
∞∑
n=0
mn = ∞.
Thus f is a strictly increasing function on Z+ with f0 = 0 and f∞ = ∞. For convenience, we
extend f to be a strictly increasing continuous function on R+ = [0,∞) and let g be the inverse
function of f . It is easy to see that g is also a strictly increasing continuous function on R+
with g(0) = 0 and g(∞) =∞.
Let X∗ = {X∗t : t ≥ 0} be the maximum process of X defined by
X∗t = sup
0≤s≤t
Xs.
The following theorem, whose proof can be found in Section 6, gives the Lp maximal inequal-
ities for upward skip-free Markov chains. The condition (2.1) in the following theorem is the
discrete analogue of that proposed by Peskir in the case of diffusion processes [16].
Theorem 2.1. Assume that the following Peskir condition holds for some p > 0:
sup
n≥1
fn
np
∞∑
k=n+1
kp − (k − 1)p
fk
<∞. (2.1)
Then there exist two positive constants cp and Cp such that for any stopping time τ of X ,
cpE⌊g(τ)⌋p ≤ E(X∗τ )p ≤ CpE⌈g(τ)⌉p.
Here ⌊x⌋ denotes the largest integer that is smaller than or equal to x, ⌈x⌉ denotes the smallest
integer that is larger than or equal to x, and ⌊∞⌋ = ⌈∞⌉ := ∞.
Remark 2.2. It is easy to check that both ⌊g(τ)⌋ and ⌈g(τ)⌉ do not depend on the continuous
extension of f .
Remark 2.3. In general, ⌊g(τ)⌋ in the lower bound and ⌈g(τ)⌉ in the upper bound cannot be
replaced by g(τ) because of the discrete nature of the state space. To see this, we focus on the
pure birth process X with birth rates λn = λ for any n ≥ 0 and the stopping time τ is chosen
as τ = τ1 ∧ t, where τ1 = inf{t ≥ 0 : Xt = 1}. In this case, it is easy to check that fn = n/λ
and thus g(t) = λt. Moreover, we have
E(X∗τ )
p = P(τ1 ≤ t) = 1− e−λt,
3
and
Eg(τ)p = λpE(τ1 ∧ t)p = λp
[∫ t
0
upλe−λudu+ tpe−λt
]
.
This suggests that
lim
t→0
E(X∗τ )
p
Eg(τ)p
=


0, 0 < p < 1,
∞, p > 1.
Thus when 0 < p < 1, it is impossible to find cp > 0 such that for any stopping time τ of X ,
cpEg(τ)
p ≤ E(X∗τ )p.
Similarly, when p > 1, it is impossible to find Cp > 0 such that for any stopping time τ of X ,
E(X∗τ )
p ≤ CpEg(τ)p.
In fact, Theorem 2.1 can be rewritten in a neater form where the upper and lower bounds
are given by the same function. As a tradeoff, we need to consider the Lp maximal inequalities
of X + 1 rather thanX .
Corollary 2.4. Assume that the Peskir condition (2.1) holds for some p > 0. Then there exist
two positive constants cp and Cp such that for any stopping time τ of X ,
cpE(g(τ) + 1)
p ≤ E(X∗τ + 1)p ≤ CpE(g(τ) + 1)p.
Proof. It is easy to see that for any p > 0, there exist two positive constants kp and Kp such
that for any x ≥ 0,
kp(x
p + 1) ≤ (x+ 1)p ≤ Kp(xp + 1).
This shows that
E(g(τ) + 1)p . Eg(τ)p + 1 . E⌊g(τ)⌋p + 1 . E(X∗τ )p + 1 . E(X∗τ + 1)p,
where x . y means that there exists C > 0 only depending on p such that x ≤ Cy. On the
other hand, we have
E(X∗τ + 1)
p . E(X∗τ )
p + 1 . E⌈g(τ)⌉p + 1 . Eg(τ)p + 1 . E(g(τ) + 1)p.
The above two equations give the desired result.
3 Moderate maximal inequalities
The maximal inequalities in the above section only hold for some special p > 0 for which
the Peskir condition is satisfied. In this section, we shall prove that under stronger assumptions,
the maximal inequalities can be established for all p > 0 and even for more general functions.
We first recall the following definition [11, Page 164].
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Definition 3.1. A function F : R+ → R+ is called moderate if
(a) it is a continuous increasing function with F (0) = 0;
(b) there exists β > 1 such that
sup
x>0
F (βx)
F (x)
<∞. (3.1)
It is easy to see that if F is a moderate function, then (3.1) holds for any β ≥ 1. In particular,
F (x) = xp is a moderate function for any p > 0. We next introduce a key definition.
Definition 3.2. X is called controllable if there exist β > 1 and C, γ > 0 such that for any
t ≥ 0 and sufficiently large integer k,
Pk(X
∗
t ≥ ⌊βk⌋) ≤ CP0(X∗t ≥ ⌊γk⌋), (3.2)
where Pk(·) = P(·|X0 = k).
The following theorem, whose proof can be found in Section 7, gives the upper bound of
the moderate maximal inequalities for upward skip-free Markov chains.
Theorem 3.3. Assume that the Peskir condition (2.1) holds for some p > 0. IfX is controllable,
then for any moderate function F , there exists CF > 0 such that for any stopping time τ of X ,
EF (X∗τ + 1) ≤ CFEF (g(τ) + 1).
The following theorem, whose proof can be found in Section 7, gives the lower bound of
the moderate maximal inequalities for upward skip-free Markov chains.
Theorem 3.4. Assume that there exist β,M > 1 such that the following condition holds:
lim
δ↓0
sup
k∈Z,
k≥M
f(⌊δk⌋)
f(⌊βk⌋)− f(k) = 0. (3.3)
Then for any moderate function F , there exists cF > 0 such that for any stopping time τ of X ,
EF (X∗τ + 1) ≥ cFEF (g(τ) + 1).
It is crucial to note that in the above theorem, the Peskir condition (2.1) is not a necessary
condition for the lower bound. Combining the above two theorems, we obtain the following
corollary, which is the main result of this paper.
Corollary 3.5. Assume that the conditions of Theorems 3.3 and 3.4 are satisfied. Then for any
moderate function F , there exist two positive constants cF and CF such that for any stopping
time τ of X ,
cFEF (g(τ) + 1) ≤ EF (X∗τ + 1) ≤ CFEF (g(τ) + 1).
In particular, for any p > 0, there exist two positive constants cp and Cp such that for any
stopping time τ ofX ,
cpE(g(τ) + 1)
p ≤ E(X∗τ + 1)p ≤ CpE(g(τ) + 1)p.
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Remark 3.6. The conclusion of the above corollary, which holds for any moderate function F ,
is much stronger than that of Corollary 2.4, which only holds for some particular p > 0. In the
above corollary, g(τ) + 1 and X∗τ + 1 cannot be replaced by g(τ) andX
∗
τ for the same reasons
as in Remark 2.3.
4 M/M/1 queue and the related phase transition
In the following two sections, we shall apply the above abstract theorems to two specific
examples. In this section, we consider the moderate maximal inequalities for the M/M/1 queue.
Recall that X is called an M/M/1 queue if X is a birth-death process whose birth and death
rates are given by
λn = λ, n ≥ 0, µn = µ, n ≥ 1.
For convenience, let α = µ/λ be the ratio of the death and birth rates.
If X is an M/M/1 queue, then for any n > i ≥ 0,
Fin =
µ
λ
n−1∑
k=i
Fikδk,n−1 = αFi,n−1.
This shows that Fin = α
n−i for any n ≥ i and
mn =
1
λ
n∑
i=0
Fin =


n+1
λ
, α = 1,
αn+1−1
λ(α−1)
, α 6= 1.
Thus we have
fn =
n−1∑
k=0
mk =


n(n+1)
2λ
, α = 1,
α(αn−1)−(α−1)n
λ(α−1)2
, α 6= 1.
Let h : R+ → R+ be a strictly increasing continuous function with h(0) = 0 and h(∞) =
∞ defined by
h(x) =


x
λ(1−α)
, α < 1,
x2
2λ
, α = 1,
α(αx−1)
λ(α−1)2
, α > 1.
(4.1)
It is easy to see that fn ∼ hn as n → ∞, that is, fn/hn → 1 as n → ∞. Thus there exist two
positive constants c and C such that chn ≤ fn ≤ Chn for any n ≥ 0.
Lemma 4.1. Let X be an M/M/1 queue. Then the following three statements hold:
(a) If α < 1, then the Peskir condition (2.1) holds if and only if 0 < p < 1;
(b) If α = 1, then the Peskir condition (2.1) holds if and only if 0 < p < 2;
(c) If α > 1, then the Peskir condition (2.1) holds for any p > 0.
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Proof. By the mean value theorem, the Peskir condition holds for p > 0 if and only if
sup
n≥1
hn
np
∞∑
k=n+1
kp−1
hk
<∞.
When α < 1, the above power series converges if and only if 0 < p < 1. For any 0 < p < 1,
hn
np
∞∑
k=n+1
kp−1
hk
= n1−p
∞∑
k=n+1
kp−2 ≤ n1−p
∫ ∞
n
xp−2dx =
1
1− p.
Thus we have proved (a). Similarly, we can prove (b). When α > 1, the Peskir condition holds
for p > 0 if and only if
sup
n≥1
αn
np
∞∑
k=n+1
kp−1
αk
<∞. (4.2)
Note that
αn
np
∞∑
k=n+1
kp−1
αk
=
1
np
∞∑
k=1
(k + n)p−1
αk
.
When p ≤ 1, we have (k + n)p−1 ≤ 1. When p > 1, we have
(k + n)p−1 ≤ max{2p−2, 1} (kp−1 + np−1).
In both cases, it is easy to see that (4.2) holds. Thus we have proved (c).
Remark 4.2. According to the above lemma, when α < 1 (or α = 1), it is impossible to obtain
the Lp maximal inequality for p ≥ 1 (or p ≥ 2) via Theorem 2.1. This shows the limitations of
the Peskir condition.
Lemma 4.3. Let X be an M/M/1 queue. Then the condition (3.3) holds for β = 2.
Proof. It is easy to check that f(2k) − f(k) ∼ h(2k) − h(k) as k → ∞. Thus when k is
sufficiently large, we have
f(⌊δk⌋)
f(2k)− f(k) ≤
2Ch(⌊δk⌋)
h(2k)− h(k) ≤
2Ch(δk)
h(2k)− h(k) .
When α ≤ 1, it is easy to check that there existsM ≥ 1 such that
lim
δ↓0
sup
k≥M
h(δk)
h(2k)− h(k) = 0.
When α > 1, we have
h(δk)
h(2k)− h(k) =
αδk − 1
α2k − αk =
yδ − 1
y2 − y ,
where y = αk. When y is sufficiently large, we have y2 − y ≥ y ∨ 1 and thus the last term of
the above equation is controlled by both yδ−1 and yδ−1. For any ǫ > 0 and 0 < δ < 1/2, when
y ≥ 1/ǫ2, we have yδ−1 ≤ ǫ. For any δ ≤ log1/ǫ2(1 + ǫ), when y ≤ 1/ǫ2, we have yδ − 1 ≤ ǫ.
The above analysis shows that there existsM ≥ 1 such that
lim
δ↓0
sup
y≥M
yδ − 1
y2 − y = 0,
which gives the desired result.
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The following lemma is interesting in its own right.
Lemma 4.4. Let X be a birth-death process. Assume that {λn : n ≥ 0} is a decreasing se-
quence and {µn : n ≥ 1} is an increasing sequence. Then for anym,n ∈ Z+ andm ≤ n,
Pm(X
∗
t ≥ n) ≤ P0(X∗t ≥ n−m).
In particular,X is controllable.
Proof. Consider a continuous-timeMarkov chain (Y, Z) = {(Yt, Zt) : t ≥ 0} on the state space
S =
{
(i, j) ∈ Z+ × Z+ : i ≥ j}
whose all possible nonzero transition rates are given by
q(i,j),(i+1,j+1) = λi, q(i,j),(i,j+1) = λj − λi,
q(i,j),(i−1,j−1) = µj, q(i,j),(i−1,j) = µi − µj.
(4.3)
Assume that (Y, Z) starts from (m, 0). It is easy to check that
k∑
l=0
q(i,j),(k,l) = qik, ∀0 ≤ j ≥ i, i 6= k,
∞∑
k=l
q(i,j),(k,l) = qjl, ∀i ≥ j, j 6= l.
Since the first equation holds for all 0 ≤ j ≥ i and the second one holds for all i ≥ j, it is easy
to see that [22, Chapter III, Lemma 1.2 and Theorem 1.3]
P(Yt+h = k|Yt = i,Ft) = qikh+ o(h), ∀i 6= k,
P(Zt+h = l|Zt = j,Ft) = qjlh+ o(h), ∀j 6= l,
where Ft = σ(Ys, Zs, 0 ≤ s ≤ t). This shows that both Y and Z are birth-death processes
with birth rates λn and death rates µn, where Y starts from m and Z starts from 0. According
to the transition rates given in (4.3), each state (i, j) can jump to (i+1, j +1) or (i− 1, j − 1).
In this case, the distance between Y and Z remains the same. Moreover, each state (i, j) with
i > j can also jump to (i, j + 1) or (i − 1, j). In this case, the distance between Y and Z
becomes closer. Therefore, the distance between Y and Z remains the same or becomes closer
after every single jump. This shows that
Pm(Y
∗
t ≥ n) ≤ P0(Z∗t ≥ n−m),
which gives the desired result.
The following theorem gives the moderate maximal inequalities for the M/M/1 queue.
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Theorem 4.5. Let X be an M/M/1 queue. Then for any moderate function F , there exist two
positive constants cF and CF such that for any stopping time τ of X ,
cFEF (g(τ) + 1) ≤ EF (X∗τ + 1) ≤ CFEF (g(τ) + 1).
Moreover, the asymptotic behavior of the function g is given by
g(t) ∼


λ(1− α)t, α < 1,
√
2λt, α = 1, as t→∞.
logα t, α > 1,
Proof. Combining Corollary 3.5 and the above three lemmas, we obtain the moderate maximal
inequalities for X . Moreover it is easy to check that g(t) ∼ h−1(t) as t→∞. The asymptotic
behavior of g follows directly from (4.1).
The above theorem reveals a phase transition of the M/M/1 queue as the parameter α = µ/λ
varies. For simplicity, we choose a very large time t. When the birth rate is larger than the death
rate, X∗t on average behaves as λ(1 − α)t. When the birth and death rates are equal, X∗t on
average behaves as
√
2λt. When the birth rate is smaller than the death rate, X∗t on average
behaves as logα t.
5 Upward skip-free Markov chains with large death jumps
As a comparison with the M/M/1 queue, we next consider the moderate maximal inequali-
ties for an upward skip-free Markov chain with large death jumps. Specifically, we consider an
upward skip-free Markov chain X whose transition rates are given by
λn = λ, n ≥ 0,
µn = qn0 = µ, n ≥ 1, qnj = 0, 1 ≤ j < n.
(5.1)
The total birth and death rates of X are exactly the same as those of the M/M/1 queue. For
convenience, let α = µ/λ be the ratio of the total death and birth rates.
It is easy to check that for any n > i ≥ 0,
Fin =
µ
λ
n−1∑
k=i
Fik.
This suggests that Fi,i+1 = α and Fi,n+1 = (α+1)Fin for any n ≥ i+1. Thus for any n ≥ i+1,
Fin = α(α + 1)
n−i−1.
It is then easy to check that
mn =
1
λ
n∑
i=0
Fin =
1
λ
(α + 1)n,
fn =
n−1∑
k=0
mk =
1
µ
[(α + 1)n − 1].
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Thus we obtain that
g(t) = logα+1(µt+ 1).
In analogy to the proofs in the above section, it can be proved that the Peskir condition (2.1)
holds for any p > 0 and the condition (3.3) holds for any β > 1.
Lemma 5.1. Let X be an upward skip-free Markov chain. Assume that {λn : n ≥ 0} is a
decreasing sequence and µn = qn,0 = µ for any n ≥ 1. Then for anym,n ∈ Z+ andm ≤ n,
Pm(X
∗
t ≥ n) ≤ P0(X∗t ≥ n−m).
In particular,X is controllable.
Proof. Consider a continuous-timeMarkov chain (Y, Z) = {(Yt, Zt) : t ≥ 0} on the state space
S =
{
(i, j) ∈ Z+ × Z+ : i ≥ j}
whose all possible nonzero transition rates are given by
q(i,j),(i+1,j+1) = λi, q(i,j),(i,j+1) = λj − λi, (i, j) ∈ S,
q(i,j),(0,0) = µ, (i, j) 6= (0, 0).
(5.2)
By imitating the proof in Lemma 4.4, it is easy to see that both Y and Z are skip-free Markov
chains with birth rates λn and death rates µn = qn0 = µ [22, Chapter III, Lemma 1.2 and
Theorem 1.3]. According to the transition rates given in (5.2), the distance between Y and Z
remains the same or becomes closer after every single jump. This shows that
Pm(Y
∗
t ≥ n) ≤ P0(Z∗t ≥ n−m),
which gives the desired result.
Combining Corollary 3.5 and the above lemma, we obtain the following theorem.
Theorem 5.2. Let X be an upward skip-free Markov chain whose transition rates are given in
(5.1). Then for any moderate function F , there exist two positive constants cF and CF such
that for any stopping time τ of X ,
cFEF (logα+1(µτ + 1) + 1) ≤ EF (X∗τ + 1) ≤ CFEF (logα+1(µτ + 1) + 1).
The above theorem indicates that although the total birth and death rates of X are exactly
the same as those of the M/M/1 queue, the previous process does not exhibit phase transition.
For any α > 0, X∗t on average behaves as logα+1 t when t is sufficiently large. This is because
the large death jumps hinder X from traveling too far.
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6 Proof of Theorem 2.1
The proof of Theorem 2.1 is based on the discrete version of the Lenglart domination
principle which is stated below (see [16] for the continuous version). Let (Ω,F , {Ft} ,P) be
a filtered probability space. In the following lemma, the adapted processes and the stopping
times are understood to be with respect to {Ft}. Moreover, for any adapted process Z and
stopping time τ , we shall use Zτ to denote the stopped process {Zt∧τ : t ≥ 0}.
Lemma 6.1. Let Z and A be two ca`dla`g adapted processes with Z0 = A0 = 0, where Z is
nonnegative and A is increasing. Let {xn : n ≥ 0} be an increasing sequences with x0 = 0 and
x∞ =∞. Let h be an increasing step function on R+ satisfying h(0) = 0 and
h(x) = h(xn), if xn ≤ x < xn+1 for some n ≥ 0.
For any n ≥ 0, let
τn = inf {t ≥ 0 : Zt ≥ xn} , σn = inf {t ≥ 0 : At ≥ xn} .
Assume that Zτn = Aσn = xn for any n ≥ 0 and assume that EZτ ≤ EAτ for any bounded
stopping time τ such that Zτ and Aτ are both bounded. Then for any bounded stopping time τ ,
Eh(Z∗τ ) ≤ Eh˜(Aτ ),
where
h˜(x) = 2h(x) + x
∫
(x,∞)
1
y
dh(y). (6.1)
Proof. For convenience, set∆hk = h(xk)− h(xk−1) for any k ≥ 1. Then
Eh(Z∗τ ) =
∫ ∞
0
P(Z∗τ ≥ y)dh(y) =
∞∑
k=1
P(Z∗τ ≥ xk)∆hk
≤
∞∑
k=1
[P(Z∗τ ≥ xk, Aτ < xk) + P(Aτ ≥ xk)]∆hk.
Since Zτk = Aσk = xk, it is easy to see that τ ∧ τk ∧ σk is a bounded stopping time such that
Zτ∧τk∧σk and Aτ∧τk∧σk are both bounded. This suggests that
P(Z∗τ ≥ xk, Aτ < xk) = P(τk ≤ τ < σk) ≤ P(Zτ∧τk∧σk ≥ xk)
≤ 1
xk
EZτ∧τk∧σk ≤
1
xk
EAτ∧τk∧σk
≤ 1
xk
EAτI{Aτ<xk} + P(Aτ ≥ xk).
Thus we have
Eh(Z∗τ ) ≤
∞∑
k=1
[
1
xk
EAτ1{Aτ<xk} + 2P(Aτ ≥ xk)
]
∆hk
=
∫ ∞
0
[
1
y
EAτ1{Aτ<y} + 2P(Aτ ≥ y)
]
dh(y) = Eh˜(Aτ ),
which gives the desired result.
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The following lemma plays a key role in the study of the maximal inequalities.
Lemma 6.2. Ef(Xτ ) = Eτ for any bounded stopping time τ such that X
τ is bounded.
Proof. It has been proved in [10] that the function f is the unique solution to the Poisson
equation
Qf = 1, f0 = 0.
For any n ≥ 0, let τn = inf {t ≥ 0 : Xt ≥ n}. Then Xτn is an upward skip-free Markov chain
with absorbing state n, whose generator matrix is denoted byQn. SinceX
τn is a Markov chain
with finite state space, the process
f(Xτnt )− f(Xτn0 )−
∫ t
0
Qnf(X
τn
s )ds
is a martingale. It is easy to check that Qnf(X
τn
s ) = Qf(Xs)1{s<τn} = 1{s<τn}. This shows
that the process f(Xτn∧t)− τn ∧ t is a martingale. Thus for any bounded stopping time τ such
that Xτ is bounded,
Ef(Xτn∧τ ) = Eτn ∧ τ.
By taking n → ∞, the desired result follows from the dominated and monotonic convergence
theorems.
We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. Without loss of generality, we assume that τ is bounded. For any p > 0,
let hp be an increasing step function on R
+ defined as
hp(x) = n
p, if fn ≤ x < fn+1 for some n ≥ 0.
Then hp(fn) = n
p for any n ≥ 0. In fact, the Peskir condition implies that there exists Cp > 0
such that for any n ≥ 0,
fn
∞∑
k=n+1
hp(fk)− hp(fk−1)
fk
≤ Cphp(fn).
This shows that for any n ≥ 0,
h˜p(fn) ≤ (Cp + 2)hp(fn) = (Cp + 2)np,
where h˜p is defined from hp in the same way that h˜ is defined from h as in (6.1). On one hand,
if we choose Zt = f(Xt) and At = t, it is easy to check that all the assumptions in Lemma 6.1
are satisfied. Thus we have
E(X∗τ )
p = Ehp(f(X
∗
τ )) ≤ Eh˜p(τ) ≤ Eh˜p(f(⌈g(τ)⌉)) ≤ (Cp + 2)E⌈g(τ)⌉p.
On the other hand, if we choose Zt = t and At = f(X
∗
t ), it is also easy to check that all the
assumptions in Lemma 6.1 are satisfied. Thus we have
E⌊g(τ)⌋p = Ehp(f(⌊g(τ)⌋)) ≤ Ehp(τ) ≤ Eh˜p(f(X∗τ )) ≤ (Cp + 2)E(X∗τ )p.
The above two inequalities give the desired result.
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7 Proofs of Theorems 3.3 and 3.4
We start with a simple fact.
Lemma 7.1. Let F be a continuous increasing function on R+ with F (0) = 0 and let X be a
nonnegative random variable. Then for any β > 0,∫ ∞
0
P(X ≥ ⌊βx⌋)dF (x) = EF ((⌊X⌋+ 1)/β).
Proof. By the Fubini theorem, we have∫ ∞
0
P(X ≥ ⌊βx⌋)dF (x) =
∞∑
k=0
P(X ≥ k)[F ((k + 1)/β)− F (k/β)]
= E
⌊X⌋∑
k=0
[F ((k + 1)/β)− F (k/β)] = EF ((⌊X⌋+ 1)/β),
which gives the desired result.
To proceed, we need the discrete version of the good λ inequality which is stated below
(see [11, Page 164] for the continuous version).
Lemma 7.2. Let X and Y be two nonnegative random variables. Let φ : R+ → R+ be a
function satisfying φ(δ) → 0 as δ → 0. Assume that there exists β > 1 such that the following
good λ inequality holds for any δ > 0 and sufficiently large integer k:
P(X ≥ ⌊βk⌋ , Y < ⌊δk⌋) ≤ φ(δ)P(X ≥ k). (7.1)
Then for any moderate function F , there exists C > 0 depending on φ, β, and F such that
EF (⌊X⌋+ 1) ≤ CEF (⌊Y ⌋+ 1).
Proof. Assume that (7.1) holds for any δ > 0 and k ≥ M , where M is a sufficiently large
integer. We first prove that for any 0 < δ < 1/M and x > 0,
P(X ≥ ⌊βx⌋ , Y < ⌊δx⌋) ≤ φ(2δ)P(X ≥ ⌊x⌋). (7.2)
In order to prove this fact, we consider two different cases. If 0 < x < M , then ⌊δx⌋ = 0. In
this case, (7.2) holds trivially because its left side is zero. If x ≥ M , there exists an integer
k ≥M such that k ≤ x < k+1. In this case, we have ⌊βx⌋ ≥ ⌊βk⌋ and ⌊δx⌋ ≤ ⌊δ(k + 1)⌋ ≤
⌊2δk⌋, which give rise to
P(X ≥ ⌊βx⌋ , Y < ⌊δx⌋) ≤ P(X ≥ ⌊βk⌋ , Y < ⌊2δk⌋)
≤ φ(2δ)P(X ≥ k) = φ(2δ)P(X ≥ ⌊x⌋).
Without loss of generality, we assume that F is bounded. By Lemma 7.1, for any 0 < δ < 1/M ,
EF ((⌊X⌋ + 1)/β) ≤
∫ ∞
0
[P(X ≥ ⌊βx⌋ , Y < ⌊δx⌋) + P(Y ≥ ⌊δx⌋)] dF (x)
≤
∫ ∞
0
[φ(2δ)P(X ≥ ⌊x⌋) + P(Y ≥ ⌊δx⌋)] dF (x)
≤ φ(2δ)EF (⌊X⌋+ 1) + EF ((⌊Y ⌋+ 1)/δ).
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Since F is a moderate function and β > 1, there exists c > 0 such that F (x/β) ≥ cF (x) for
any x ≥ 0. This suggests that
(c− φ(2δ))EF (⌊X⌋ + 1) ≤ EF ((⌊Y ⌋+ 1)/δ).
Since φ(δ)→ 0 as δ → 0, we can choose 0 < δ < 1/M such that φ(2δ) < c. Since F is a
moderate function, there exists C > 0 such that F (x/δ) ≤ CF (x) for any x ≥ 0. Thus we
have
EF (⌊X⌋+ 1) ≤ C
c− φ(2δ)EF (⌊Y ⌋+ 1),
which gives the desired result.
We are now in a position to prove Theorem 3.3.
Proof of Theorem 3.3. Since X is controllable, there exist β > 1 and C, γ > 0 such that for
any t ≥ 0 and sufficiently large integer k,
Pk(X
∗
t ≥ ⌊βk⌋) ≤ CP0(X∗t ≥ ⌊γk⌋).
Let τk = inf {t ≥ 0 : Xt ≥ k}. For any δ > 0 and integer k ≥ 0, it is easy to see that
P(X∗τ ≥ ⌊βk⌋ , g(τ) < ⌊δk⌋) ≤ P(X∗s∨τk ≥ ⌊βk⌋ , τ ≥ τk), (7.3)
where s = f(⌊δk⌋). By the strong Markov property of X , we have
P(X∗τ ≥ ⌊βk⌋ , g(τ) < ⌊δk⌋) ≤ E1{τ≥τk}P(X∗s∨τk ≥ ⌊βk⌋ |Fτk)
≤ E1{τ≥τk}PXτk (X∗s∨τk−τk ≥ ⌊βk⌋)
≤ Pk(X∗s ≥ ⌊βk⌋)P(X∗τ ≥ k).
By Theorem 2.1, there existsM ≥ 1 such that for any integer k ≥M ,
Pk(X
∗
s ≥ ⌊βk⌋) . P0(X∗s ≥ ⌊γk⌋) ≤
E(X∗s )
p
⌊γk⌋p .
⌊δk⌋p
⌊γk⌋p ≤
(δk)p
(γk − 1)p . δ
p.
Thus there exists cp > 0 such that for any δ > 0 and integer k ≥M ,
P(X∗τ ≥ ⌊βk⌋ , g(τ) < ⌊δk⌋) ≤ cpδpP(X∗τ ≥ k).
By Lemma 7.2, there exists CF > 0 such that
EF (X∗τ + 1) ≤ CFEF (⌊g(τ)⌋+ 1) ≤ CFEF (g(τ) + 1),
which gives the desired result.
We are now in a position to prove Theorem 3.4.
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Proof of Theorem 3.4. For any δ > 0 and integer k ≥ 0, it is easy to see that
P(g(τ) ≥ ⌊βk⌋ , X∗τ < ⌊δk⌋) ≤ P(τ ≥ r,X∗s < ⌊δk⌋), (7.4)
where r = f(k) and s = f(⌊βk⌋). By the Markov property of X , we have
P(g(τ) ≥ ⌊βk⌋ , X∗τ < ⌊δk⌋) ≤ E1{τ≥r}P(X∗s < ⌊δk⌋ |Fr) ≤ E1{τ≥r}PXr(X∗s−r < ⌊δk⌋)
≤ P(X∗s−r < ⌊δk⌋)P(g(τ) ≥ k).
Let τδk = inf {t ≥ 0 : Xt ≥ ⌊δk⌋}. It follows from Lemma 6.2 that f(Xτδk∧t) − τδk ∧ t is a
martingale. This shows that for any t ≥ 0,
Eτδk ∧ t = Ef(Xτδk∧t) ≤ f(⌊δk⌋).
Thus we have
P(X∗s−r < ⌊δk⌋) = P(τδk > s− r) ≤
1
s− rEτδk ≤
f(⌊δk⌋)
f(⌊βk⌋)− f(k) .
Thus for any δ > 0 and integer k ≥M ,
P(g(τ) ≥ ⌊βk⌋ , X∗τ < ⌊δk⌋) ≤ sup
k≥M
f(⌊δk⌋)
f(⌊βk⌋)− f(k)P(g(τ) ≥ k).
Thus Lemma 7.2, together with (3.3), shows that there exists kF > 0 such that
EF (X∗τ + 1) ≥ kFEF (⌊g(τ)⌋+ 1).
It is easy to see that x + 1 ≤ 2(⌊x⌋ + 1) for any x ≥ 0. Since F is a moderate function, there
exists c > 0 such that F (x/2) ≥ cF (x) for any x ≥ 0. Thus we finally obtain that
EF (X∗τ + 1) ≥ kFEF ((g(τ) + 1)/2) ≥ ckFEF (g(τ) + 1),
which gives the desired result.
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