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Abstrak
Nearest Neighbour merupakan metode klasifikasi dalam data mining yang memiliki performansi
yang baik khususnya pada data set yang bersih, tetapi metode NN kurang bekerja dengan baik
pada data yang mengandung noise. Untuk menangani data yang mengandung noise metode NN
dapat diperbaiki kinerjanya dengan menjadi metode k-NN, dimana metode k-NN menggunakan
nilai k didalamnya yang berguna untuk proses voting.
Metode NN dapat diperluas menjadi metode Nearest Neigbour With Generalised Exemplar
(NNGE) yaitu metode NN yang memperkenalkan konsep hyperractangle pada algoritmanya.
Metode NNGE dapat bekerja dengan baik pada data set yang bersih dari noise terutama pada data
yang berukuran besar, akan tetapi jika pada data yang mengandung noise didalamnya metode
NNGE kurang dapat bekerja dengan baik karena pada metode NNGE tidak mengijinkan adanya
konflik pada saat pembentukan rectangle.
Tugas Akhir ini akan melakukan penelitian bagaimana jika metode k-NN dimasukan ke dalam
metode NNGE yang selanjutnya disebut metode k-NNGE. Hasil dari penelitian ini menunjukan
bahwa perubahan dari metode NNGE ke metode k-NNGE mengalami peningkatan akurasi pada
noise domain, akan tetapi jika dibandingkan dengan peningkatan akurasi dari metode NN ke
metode k-NN pada noise domain, maka peningkatan akurasi metode NNGE ke metode k-NNGE
tidak sebaik peningkatan akurasi dari metode NN ke metode k-NN
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Abstract
Nearest Neighbour is a classification method in data maining that have been known to have an
acceptable performance in a clean datasets, but doesn’t works very well when implemented in
noisy domain. Neverheless NN can be upgraded to have a better performance in noisy domains,
this is known as k-NN method, this is done with the introduction of the k value that helps in the
voting process.
NN can be extended to a method called Nearest Neighbour With Generalised Exemplar (NNGE)
that is basicly a NN with the incorporation of hyperrectangle concept in the algorithm. Just like
NN, NNGE works well with a clean dataset, but performs poorly in a set with noisy domain, this is
due that NNGE doesn’t compromise conflict in the rectangle forming process.
This paper deals with the research of the incorporation of the k-NN into NNGE, later known as
the k-NNGE. The outcome of the research shows that the k-NNGE indeed have better accuracy in
noisy domain than NNGE, but then compared with the increase in accuracy from NN to k-NN in
noisy domain, the increase in accuracy on NNGE to k-NNGE is not as good as the increase in
accuracy on NN to k-NN.
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1.1 LATAR BELAKANG 
Noise dalam data dapat mencegah algoritma mesin Learners menjadi dapat 
diandalkan ataupun diaplikasikan ke dalam domain dengan  range yang luas. Ketika 
melakukan pengetesan suatu algoritma dengan data yang nyata, dapat dipastikan 
bahwa noise akan muncul. Yang dimaksud dengan noise adalah nilai-nilai instances 
yang tidak berarti jika dimasukkan kedalam proses klasifikasi, noise dapat berupa 
antara lain atribut atau informasi nilai konsep yang salah, dapat juga berupa errors 
dalam proses entry, pengumpulan, pengukuran atau korupsi data. Jika potensi 
kemunculan noise tidak dihiraukan maka hal ini akan berdampak pada algorima 
machine learning menjadi tidak handal karena dapat melakukan kesalahan dengan 
mengidentifikasikan noise sebagai data signifikan dalam proses klasifikasi, sehingga 
mesin tersebut melakukan learning pada noise tersebut. Machine learners rentan 
terhadap masalah ini, dan karena ini, data yang mengandung noise dapat 
mengakibatkan penyembunyian konsep yang sebenarnya dan membuat proses learning 
menjadi lebih sulit secara umum. 
 NNGE, Nearest Neighbour with Generalized Exemplars merupakan suatu 
classifier yang telah terbukti bekerja dengan baik pada data set yang bersih[5], namun 
memiliki kinerja yang buruk pada data set yang memiliki banyak noise, karena proses 
generalisasi dalam NNGE tidak mengizinkan terdapat konflik antar kelas dalam satu 
hyperrectangle, jika terdapat instances yang ber-noise dalam suatu hyperrectangle 
dengan konsep yang berbeda, NNGE akan memaksa untuk melakukan pruning pada 
hyperrectangle tersebut. Sehingga proses klasifikasi oleh NNGE menjadi tidak dapat 
diandalkan. 
 Tujuan utama pada  mesin learning adalah untuk menemukan algoritma 
yang memiliki performansi klasifikasi 100% pada kondisi data set apapun. Hal ini saja 
sudah cukup sulit untuk dicapai, jika bukan tidak mungkin, bahkan saat tidak ada 
noise dalam data set. Ketika noise muncul pada data set maka performansi klasifikasi 
biasanya akan menurun. 
 Metode k-NN telah terbukti dapat mengurangi efek dari instances dengan 
banyak noise [8]. Hal ini dilakukan dengan memprediksi kelas dari contoh baru 
berdasarkan nilai k > 1 nearest neighbour dibandingkan dengan nilai k=1 nearest 
neighbour, yang ekivalen dengan implementasi metode NN yang paling sederhana. 
Metode NNGE menggunakan k=1 untuk komponen nearest neighbour dari 
algoritmanya.  
 Metode k-NN merupakan solusi yang telah diaplikasikan ke dalam 1-
nearest neighbour agar 1-nearest neighbour dapat memiliki toleransi lebih baik 
terhadap noise domain. Dan mengingat 1-nearest neighbour merupakan algoritma 
yang mendasari proses klasifikasi metode NNGE, maka penulis akan melihat dan 
meneliti efek dari aplikasi solusi yang bekerja untuk metode NN pada metode NNGE 
dengan mengimplementasikan metode k-NN kedalam metode NNGE dalam 
hubungannya dengan performansi metode NNGE dalam noise domain. 
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1.2 PERUMUSAN MASALAH 
Penulis merumuskan bahwa masalah-masalah yang akan diselesaikan dengan riset 
tugas akhir ini adalah sebagai berikut: 
1. bagaimana meningkatkan performansi metode NN dengan memperluas metode 
tersebut menjadi metode k-NN. 
2. bagaimana penerapan metode k-NN kedalam metode NNGE, selanjutnya disebut  
k-NNGE, untuk meningkatkan performansi NNGE dalam noise domain. 
3. evaluasi perubahan performansi dari metode NN ke k-NN. 
4. evaluasi perubahan performansi dari metode NNGE ke k-NNGE. 
5. membandingkan peningkatan performansi terbaik dari metode NN ke k-NN dengan 
peningkatan performansi terbaik dari NNGE ke k-NNGE. 
Batasan masalah dalam tugas akhir ini meliputi : 
1. definisi noise dalam penelitian tugas akhir ini dibatasi pada noise yang 
disebabkan irrelevant attribut domain, missing attribut, outlier. 
2. pada studi kasus utama data yang digunakan merupakan data Segment, 
Sintetis1, Nilai 1, Led 24, Nilai TPB, Nilai 3, Sintetis2 
3. proses evaluasi di penelitian ini menggunakan parameter akurasi dan kecepatan 
sebagai ukuran performansi 
 
1.3 TUJUAN PENELITIAN 
Berdasarkan rumusan masalah serta hipotesis yang dikemukakan di atas penulis 
menetapkan tujuan riset tugas akhir ini sebagai berikut: 
1. meningkatkan performansi metode NNGE dalam noise domain. 
2. mencari nilai k optimum dari penerapan classifier k-NN dan k-NNGE dengan 
melakukan evaluasi performansi untuk barbagai nilai k,dengan nilai k optimum 
adalah nilai k dimana terjadi peningkatan performansi yang paling besar untuk 
kedua metode tersebut. 
3. membandingkan hasil evaluasi peningkatan performansi terbaik antara metode 
k-NN dan k-NNGE 
 
1.4 METODE PENYELESAIAN MASALAH 
Metode yang akan digunakan untuk menyelaikan tugas akhir ini adalah sebagai 
berikut: 
1. Studi literatur : 
Pada tahap ini dilakukan pencarian dan pengumpulan informasi yang berupa 
literatur dari buku-buku referensi, artikel, ataupun website yang berhubungan 
dengan : 
- klasifikasi pada data yang mengandung noise 
- noise 
- NN, k-NN, NNGE, k-NNGE 
- Rumus perhitungan accuracy 
2. Pencarian dan pengumpulan data 
Tahap ini dilakukan pengumpulan data berupa dokumen untuk training set dan test 
set untuk kemudian dilakukan proses memasukkan noise kedalamnya dengan 
menggunakan tools noise atau cara manual untuk kemudian dilakukan analisa data. 
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3. Melakukan perancangan dengan metode berorientasi objek menggunakan UML, 
implementasi dan pengujian perangkat dengan memasukan data yang akan 
dievaluasi dengan penerapan metode-metode k-NN pada NNGE. 
4. Melakukan analisis hasil evaluasi peningkatan performansi terhadap metode NN 
ke k-NN dan NNGE ke k-NNGE dari perangkat lunak yang telah dibangun. 
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5 PENUTUP  
5.1  KESIMPULAN  
5.1.1  Sehubungan Dengan Hasil Penelitian 
1. Penggunaan nilai k pada metode NNGE mampu meningkatkan akurasi pada saat 
proses klasifikasi.  
2. Peningkatan akurasi dari metode NN ke k-NN lebih baik dibandingkan dengan 
peningkatan akurasi metode NNGE ke k-NNGE.. 
3. Dari hasil penelitian didapatkan nilai k optimum yang diperoleh pada saat nilai k 
mulai dari 2 sampai 15 
4. Pembuatan model pada metode NNGE dan k-NNGE mengakibatkan waktu yang 
dibutuhkan untuk proses klasifikasi lebih lama jika dibandingkan dengan metode 
NN dan k-NN 
5. Metode NNGE memiliki akurasi yang lebih baik jika dibandingkan dengan metode 
NN pada noise domain. 
 
5.2 SARAN 
1 Perlu dilakukan penelitian lebih lanjut dari metode NNGE pada kasus klasifikasi 
dengan data set yang merupakan imbalance class dengan jumlah class minoritas 
yang banyak.. 
2 Perlu dilakukan penelitian lebih lanjut untuk menggabungkan metode NNGE 
dengan metode yang lain dengan harapan dapat meningkatkan performansinya 
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