Abstract. In this paper a new approach to automatic design of controllers is proposed. It is based on a knowledge about modelling object and capabilities of the genetic programming. In particular, a new type of the problem encoding, new evolutionary operators (tuning operator and mutation operator) and new initialization method are proposed. Moreover, a modified block scheme of genetic programming algorithm and modification of genetic programming operators: insertion, pruning, crossover were introduced. The combination of mentioned elements allows to simplify the design process of controllers. It also provides a lot of possibilities in the selection of the controller's parameters and its structure. Proposed method was tested on the model of quarter car active suspension system.
Introduction
The purpose of the automatic controllers is to create feedback signals based on signals obtained from control object in order to achieve expected control object state. Design of the controllers is an important problem, frequently undertaken in the literature (see e.g. [5, 15] ). This complex problem is most often based on the proposed architecture of a controller, selected structure and its parameters. In the design process of controller's structure and parameters not only the well-known approaches are used (for example, based on correction blocks), but also the possibilities of computational intelligence, i.e. neural networks (see e.g. [16, 25] ), fuzzy systems (see e.g. [11, 12, [26] [27] [28] ), neuro-fuzzy systems (see e.g. [6, 8, 10, 19, 25, 31, 32] ) etc. Those methods allow to obtain controllers which have to be constantly tested in the evolution process using software models. It is worth to mention that the software testing of the controllers may be equivalent to hardware testing [33] . Among the above listed solutions, methods based on the correction blocks (Proportional-Integral-Derivative controller, PID controller) take an important place in the literature. PID controllers correspond to the most of controllers from the field of automatic (see e.g. [22] ) and they are commonly used in practice (see e.g. [23] ). PID controllers can contain many Control Blocks (CB) ( Fig. 1.b) . In the literature, a number of approaches for automatic selection of the PID controller's structure and parameters are presented (see e.g. [29] ). Those approaches might be based on i.e. (a) expert knowledge (see e.g. [20] ), (b) genetic algorithms (see e.g. [16, 29] ) and other population-based algorithms (see e.g. [4, 23, 37] ), (c) support vector machines (SVM) (see e.g. [3] ) etc. Those approaches are mainly concentrated on the selection of the PID controller's parameters with a structure chosen by experts. Approaches with automatic selection both the PID controller's structure and its parameters are used definitely less often in the literature.
An interesting method, which can be used for selection both the structure and its parameters, is the genetic programming (see e.g. [1, 24, 34] ). Genetic programming (GP) is an evolutionary algorithm-based (see e.g. [35] ) method which allows to find computer programs that perform a user-defined task represented as a tree structure. Every leaf of the tree can contain a numeric value (constant or a system input value). Nodes of tree contain mathematical operators, which are used to obtain results based on child nodes numerical values. Three types of mathematical operators are used: single argument operators (e.g. "
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arguments operators (e.g. "   avg · "). GP and other evolutionary algorithm-based methods (like evolutionary strategies, evolutionary programming, genetic algorithm etc.) rely on a population of solutions and are mostly used for optimization problems. Those methods are based on a natural evolution (using mechanisms like natural selection, inheritance, survival) which gives them an advantage over other methods used for optimization problems like analytic methods and random methods (see e.g. [25] ).
In the literature, a number of methods using GP for design PID controllers can be found. In Das et al. [13] a GP to select parameters of the PID controller was used. In Kadlic et al. [18] a Cartesian GP, which aims for more efficient and less complex systems thanks to GP limits was used. Maher and Mohamed [24] proposed algorithm with modification of tree structure and specified mathematic operators selected for controllers. In particular, in [34] Soltoggio compared control system based on GP with system based on a PID controller. Nonetheless, in the literature, the solutions using genetic programming for designing both the structure and its parameters for PID controllers (systems using with P , I , D elements) have not been found. It stems from the difficulty in encoding and processing P , I , D elements by genetic programming. Features of our method can be summed up as follows:
 It uses elasticity of genetic programming for selecting structure and structure parameters of a controller with CB blocks.
 It consists of a proposed extension of genetic programing tree structure in a way to store entire CB blocks with parameters p K , i T , d T (which can be modified in evolution process). CB blocks were additionally modified to encode its parameters in a simpler way.
 It contains two new evolution operators: tuning operator and mutation operator, which both are dedicated to process CB blocks' parameters.
 It expands a block scheme of genetic programming algorithm with modification of evaluation operators: insertion, pruning and crossover. This process was made to increase the effectiveness of these operators and was based on our previous experiences from a field of genetic algorithms, evolutionary algorithms, evolutionary strategies and genetic programming.
 It introduces a new initialization procedure for a tree structure which is based on a controller's signals.
In Section 2, a new idea of proposed approach based on genetic programming for design of controllers is presented. In Section 3, the obtained results are shown, while Section 4 concludes the paper. 
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Description of new approach to the design of the controllers using genetic programming
The purpose of proposed method is to design a non-complex structure and select the parameters of the PID controller with considering good accuracy of the system (according to criteria of the problem).
Presentation and coding of the proposed structure
Presentation and encoding of the proposed structure can be summed up as follows:
 The genetic programing solution is presented as a tree structure. The standard tree structure was extended by CB blocks placed on branches of the tree (see Fig. 1 .a). Referring to the terminology of tree structures (root, nodes, leafs), CB blocks can be identified as fruits or flowers of a tree. The use of an extended structure allowed us to: (a) keep consistency of the CB blocks with typical solutions used in the practice (see Fig. 1 .b), (b) simplify encoding of single CB block in relation to encoding its elements by using normal genetic programming structure (see e.g.  CB block structure was changed (see Fig. 1 .c) in comparison to the basic structure (see Fig. 1 .b). It allowed a reduction of a single element P (the purpose of reduction is to achieve simple and interpretable controllers -see e.g. [7, 9] ) without affecting elements I and D . It is worth to mention that modified representation of CB block can work the same as normal CB block structure thanks to the modification of parameters
T (both representations are equivalent). The equation responsible for the modified CB block is described as follows:  The presentation of nodes in the tree was changed. Every node contains the following set of parameters: Fig. 2 
.a). Parameter
o stands for aggregation of signals from child nodes (L -left child node, Rright child node) and it is equal to standard genetic programing operator (value '0' stands for L+R, value '1' stands for L-R, value '2' stands for R-L, value '3' stands for -(L+R)). Parameter l decides about interpretation of signals connected to the node. Value 1 l  stands for node with two child nodes ( Fig. 2 .b), value 1 l  stands for node with left numeric value equal to 0 and right numeric value equal to input of the controller specified by index l (Fig. 2 .c).
Initialization of the proposed structure
In this section, a new method of population initialization for genetic programming is presented. It takes into account the new encoding described in Section 2.1.
In the initialization procedure of the genetic programing, two stages can be distinguished: the initialization of tree structure (see Fig. 1 .a) and initialization of tree nodes parameter (see Fig. 2 ). The stage responsible for the tree structure initialization can be summed up as follows:
Step 1. Creating collection G of random initialized nodes (for every input signal Step 3. Connecting of two nodes selected in Step 2 using new node with parameter l set to 1  .
Step 4. Inserting new node created in Step 3 into collection G .
Step 5. If collection G contains two or more nodes, then go back to Step 2. Otherwise, move to
Step 6.
Step 6. Marking a node remaining in G as a root of the tree.
The second stage stands for initialization of tree nodes parameters obtained in stage one (see Fig. 2 ). Those nodes have already parameter l initialized in stage one. The stage responsible for initialization of the remaining node parameters can be summed up as follows:
Step 1. Initialization of parameters
T . These parameters were grouped into a vector   ,,
to increase readability of the initialization and tuning method (described further in the paper). Next, the initialization of the parameter values can be described as follows:
where   , ,
T shared between all nodes (minimum values of these parameters are equal to 0).
Step 2. Initialization of parameters red
The above-mentioned parameters are initialized by random number drawn from the set   0,1 . For increasing the readability, these parameters can be grouped in a vector:
Step 3. Initialization of parameter o . This parameter is initialized by random number from the set   0,1, 2, 3 . In this section, two stages for initialization of a single tree structure and parameters have been described. This process has to be repeated to generate the whole population of trees. Next, this population is processed (specified amount of iterations max iteration ) according to process in the next subsection.
Evolution process
This section contains a description of: (a) new and modified evolutionary operators for genetic programming and (b) modified block scheme for genetic programming. This schema was built on the ensemble of genetic algorithm schema (see e.g. [25] ), evolutionary strategy (see e.g. [25] ) and genetic programming (see e.g. [1] ).
The standard genetic programing algorithm contains operators to tune population of the solutions (trees). Crossover operator is responsible for exploitation of search space and it is based on exchange fragments between two trees selected from the population. Mutation operator is responsible for exploration of search space and it is based on changing nodes positions and nodes numeric values in one tree. The specifications of operators used in our method, adapted by us to the proposed tree structure (especially proposed encoding of CB blocks on the branches of tree), can be summed up as follows:
Tuning. Tuning operator works on the basis of the standard genetic algorithm mutation operator. Every node in the tree contains a vector of real parameters v , which is modified using the following equation:
is a parameter of the algorithm and it defines the intensity of tuning (with value set experimentally to 0. 
is a parameter responsible for probability of mutation. If this condition is achieved, the mutation process is performed in the following way:
Insertion. Insertion operator picks a random node from the tree (but not a root) and replaces it with a root of the new generated tree. New generated tree is created as described in Section 2.1 with parameter  divided by 2 (which results in the creation of trees with less amount of elements). This operation takes place only when the following condition is achieved:
is a parameter responsible for probability of insertion.
Pruning. Pruning operator picks a random node from a tree (excluding root node) and changes it into leaf with a random parameter l standing for index of the controller input connected to the node. This operation takes place only when the following condition is achieved: The method of processing trees is based on the standard genetic algorithm (see e.g. [25] ). It uses two populations of solutions (trees): the main population P and temporary population  P . The idea of the algorithm is presented by the following steps:
Step 1. Initialization of the population P (see Section 2.2).
Step 2. Evaluation of the population P . Each tree in the population is evaluated in a way depending upon the simulation problem. The purpose of the algorithm is to minimize (or maximize) fitness function
by a user, where j X is a single solution encoding, for example, a controller (structure and its parameters).
Step 3. Reproduction. In this step, the parameter iteration is incremented and the value of 
where   int · is a function rounding a real number into an integer number, 0   is a parameter to control the growth of the population  P . Each created clone from population  P is modified using operators described in this section: tuning, mutation, insertion, disposal, crossover. The second tree (which is needed for crossover operator) is selected using a roulette wheel from population P (see e.g. [25] ).
Step 4. In this step, each clone created in Step 3 is evaluated using fitness function (as in Step 2). Next, the population  P is updated as follows: all the clones of solution j X with better fitness function than j X are placed into  P .
In case of none of those clones have a better fitness function value, a solution j X is placed into population P .
Step 5. The algorithm changes the solutions in population P by replacing them with the best solutions from population  P . The standard ranking list is used in this step. The amount of solutions in population P (parameter N of the proposed method) should be saved. At the end of this step, population  P is discarded.
Step 6. In this step, the stop condition is checked, which means that the algorithm finishes work when the iteration counter ( iteration ) reaches the parameter max iteration . If this condition is met, the presentation of the best solution takes place. Otherwise, the algorithm goes back to Step 2.
Simulation results
In this section the simulation problem, parameters and results are described. 
Problem description
In our simulations, a problem of controller design for quarter car active suspension control system was considered (see e.g. [2, 21, 30] ). Active suspension control system is presented in Fig. 3 . Assumed values of the parameters of the model are presented in 3 fb z  (in the quarter car active suspension control system desired signals for the controller are equal to 0). The main aim of the controller is to improve the passenger comfort and car handling. We assumed that improving the passenger comfort is more important that handling improvement.
Controlled object was modelled as follows:
,   
x Ax Bu f (7) where A is a state matrix in the form: (8) x is a state vector (initial values of the state vector were set to zero) described as follows:
B is an input matrix represented by the formula:
u is an input vector from the controller and f is an input vector from kinematic extortion described as follows:
Controlled object was discretized with equation (7) 
The fitness function was defined with elements improving operating conditions of our tuning algorithm (i.e. accelerating the search of the optimal solution). The elements (components) were aggregated by a modification of classic multiobjective [38] approach -Weighted Sum Method, see [14] . The fitness function is defined as follows:
where X is a solution (tree) from population P or  P ,
 , are components of the fitness function defined in Table 2 , m w are weights of the components (see Table 2 ), X value is greater than 1.0, error values increase significantly due to square of the obtained value) (see Table 2 ). Values in parentheses present a case with sinusoidal road profile used in learning phase, and limited to for a better comparison of obtained results.
Simulation parameters
In the simulations, two cases were considered: (a) Case A-a case with weights of the control system components set to achieve the best passenger comfort (see Table 2 column m w , Case A), (b) Case B-a case with weights of the control system components set to achieve good passenger comfort and good car handling (see Table 2 column m w , Case B). For both cases, two road profiles were tested: (a) trapezoidal (signal r z in Fig. 5 ), used in the learning phase (evolution process) and (b) sinusoidal (signal r z in Fig. 7 , see [17] ) used in the testing phase. Nondependent treating of the road profiles allowed us to evaluate the adaptability of the controller to the new road conditions objectively. Parameters of the model are presented in Table 1 , parameters of the fitness function are shown in Table 2 , parameters of the proposed algorithm are shown in Table 3 , and parameters of the simulations are shown in Table 4 . 
Results for learning road profile (trapezoidal)
The results obtained for trapezoidal (learning phase) road were shown in Fig. 5, Fig. 6 and in Tables 5 and 6 . In Fig. 6 , the tree structures of the controllers are presented. The P , I , D parameters of individual CB blocks are presented in Table 6 . Table 5 presents fitness function parameters (see (12) ) obtained from the controller with structures presented in Fig. 6 . Results can be summed up as follows:  Signal s z for both cases (A and B) indicate significant improvement of the passenger comfort in relation to passive control system (Fig. 5) .
 The output signal of the controller u is stabilizing on a certain level (non-zero), which arises from using controller inputs signal drifts (Fig. 5) . Table 5 .
 Complexity of the obtained controller's structures can be acknowledged as low.
 In Table 7 , we present comparison of results of different methods, achieved using trapezoidal signal. Every result in Table 7 was obtained using the same road profile in both learning and testing phases. In this context, the results are very satisfactory. 
Results for testing road profile (sinusoidal)
The sinusoidal road profile ( r z ) was reconstructed as in [17] and it is characterized by 4 times higher amplitude and more roughness than trapezoidal road profile used in the learning phase. This profile was used to test the controllers obtained in the learning phase. Results for the sinusoidal road profile are presented in Fig. 7 and in Table 8 . The general conclusion of the results is a very good adaptability of obtained systems to the more challenging road profiles different than those used in the learning process. Nonetheless, our results with sinusoidal road profile for both learning and testing phase are also shown in Table 7 (in parentheses) in order to compare the possibilities of our system with the results achieved by other authors.
Conclusions
In this paper, a new approach for construction of the controllers, based on the possibilities of the genetic programming, was presented. The usage of genetic programming for selection of both the structure and the structure parameters of the controller required the development of a new method for encoding the problem and changing the behaviour of the operators (such as adding new evolutionary operators and changing the behaviour of existing ones). Features distinguishing the proposed approach are: elastic construction of the fitness function criteria and simplicity in adaptation to the new problems. Results obtained in the simulation for stabilization of the quarter car active suspension control system are characterized by simplicity and good parameters. It is worth to mention that the obtained controllers were tested on more complex road profiles than the ones used in the learning phase.
It should be noted that the proposed approach is universal. It can be used to resolve such optimization problems, in which the structure of the solution has to be selected from many possible combinations (e.g. from many structures of the system, model, controller etc.) and the parameters of this structure have to be chosen simultaneously. The proposed approach is particularly well suited to solve such problems, in which the selected structure is created by an appropriate combination of processing units in a specified form (called fruits in the algorithm) and the number, parameters and combination structure of these units have to be chosen. This method may be used not only for structure and parameters selection of the controller, but also e.g. in the case of structure and parameters selection of computational intelligence systems characterized by a hierarchical structure (e.g. artificial neural network composed of neurons, i.e. equivalents of CB blocks existing in regulation systems). The use of the classic approach to the genetic programming would be then very uncomfortable because of the complexity of the encoding and processing problem. The method proposed in this paper eliminates this inconvenience and allows to use genetic programming capabilities in a convenient way. Adaptation of the proposed approach to solve another problem from the field of automatic regulation would require only changes in the evaluation function, that rely on adapting this function to the specificity of considered problem. In turn, the adjustment of the proposed approach to resolve another problem from outside the scope of the automatic regulation also requires a change in representation of the CB block.
In summary, our goal was to develop an effective method which allows to automate and simplify the complex process of selecting the structure of the solution and the parameters of the selected structure. The method was used to solve the problem of selecting the structure and parameters of the controller. In particular, proposed method was used e.g. for selecting the structure and parameters of the controller to stabilize the operation of the suspension of the car. Achieved results can be considered as interesting and promising.
