Abstract Meteorological modelling in the planetary boundary layer (PBL) over Greater Paris is performed using the Weather Research and Forecast (WRF) numerical model. The simulated meteorological fields are evaluated by comparison with mean diurnal observational data or mean vertical profiles of temperature, wind speed, humidity and boundary-layer height from 6 to 27 May 2005. Different PBL schemes, which parametrize the atmospheric turbulence in the PBL using different turbulence closure schemes, may be used in the WRF model. The sensitivity of the results to four PBL schemes (two non-local closure schemes and two local closure schemes) is estimated. Uncertainties in the PBL schemes are compared to the influence of the urban canopy model (UCM) and the updated Coordination of Information on the Environment (CORINE) land-use data. Using the UCM and the CORINE land-use data produces more realistic modelled meteorological fields. The wind speed, which is overestimated in the simulations without the UCM, is improved below 1,000 m height. Furthermore, the modelled PBL heights during nighttime are strongly modified, with an increase that may be as high as 200 %. At night, the impact of changing the PBL scheme is lower than the impact of using the UCM and the CORINE land-use data.
Introduction
The vertical dispersion of atmospheric pollutants in the planetary boundary layer (PBL) is mostly governed by motions caused by turbulence. For the vertical dispersion, the temperature stratification plays an important role in defining the atmospheric stability, the intensity of thermal turbulence and the depth of the boundary layer. These factors regulate the upward dispersion of pollutants and the rate of replacement of cleaner air from above (Oke 1987) .
Numerical experiments have been carried out to accurately depict the vertical atmospheric motion. Explicitly resolving the turbulent motions in the PBL has been limited to idealized physical conditions (Moeng et al. 2007) . Therefore parametrizations are generally used for PBL modelling (e.g. Pleim and Chang 1992; Holtslag et al. 1995; Hong and Pan 1996; Hong et al. 2006; Hourdin et al. 2006; Pleim 2007; Nakanishi and Niino 2009) The PBL schemes have been evaluated and intercompared for boundary-layer modelling in the U.S.A. (Berg and Zhong 2005; Olson and Brown 2009; Hu et al. 2010; Kim et al. 2010; Shin and Hong 2011) , Asia (Srinivas et al. 2007; Han et al. 2008) and Europe (Borge et al. 2008) . However there has been no intercomparison study at urban scales using the WRF model and an urban canopy model (UCM).
Meteorological fields for urban areas differ from those for surrounding rural areas because of different geometry (radiation trapping and wind profiles) and materials (heat storage) of their surfaces and different energy consumption (heat release). For accurate modelling of urban meteorological fields, we need the appropriate land-use data (location of urbanized areas and their fraction in a grid cell) and an urban model that describes heat/momentum exchange between urban structures and the lower atmosphere. For example, the impact of land-use data on temperature in the lower atmosphere was studied using WRF/UCM over the Phoenix metropolitan area in the U.S.A. by Grossman-Clarke et al. (2010) and over northern Taiwan by Lin et al. (2008) .
The impacts of urban models on the meteorological fields in the lower atmosphere have been studied over a range of large cities (e.g., Kusaka and Kimura 2004; Otte et al. 2004; Dandou et al. 2005; Lin et al. 2008; Miao et al. 2009; Grossman-Clarke et al. 2010; Lee et al. 2010; Flagg and Taylor 2011; Salamanca et al. 2011) . In particular, the WRF/UCM have been used for different studies. For example, Miao et al. (2009) found that the diurnal cycle of urban heat intensity was well reproduced by the WRF/urban model in Beijing, China. Lee et al. (2010) suggested that proper surface representation and explicit parametrizations of urban physical processes are required for accurate urban modelling in Houston, U.S.A. Flagg and Taylor (2011) examined the sensitivity of the surface energy balance, canopy layer and boundary-layer processes on the scale of urban surface representation. They found that small changes in the scale can affect the urban fraction used in the surface representation, affecting meteorological fields (e.g., surface heat flux and skin surface temperature) in Detroit, U.S.A.-Windsor (Canada) area. Salamanca et al. (2011) conducted simulations with high resolution urban canopy parameters in Houston, and revealed that a simple bulk urban scheme is sufficient for an estimate of the 2-m temperature in an urban area. However a complex urban canopy scheme and a high resolution urban canopy parameter database (e.g., urban fraction, building height and building area) are necessary for an evaluation of the urban heat intensity or the energy consumption due to air conditioning.
The anthropogenic heat release is an important variable for accurate modelling of air temperature over urban areas. However it is difficult to estimate representative values for urban areas. The effect of the anthropogenic heat release has been studied by Dupont et al. (2004) ; Sailor and Lu (2004) and Fan and Sailor (2005) over the U.S.A. and by Sarrat et al. (2006) ; Pigeon et al. (2007) and Sarkar and De Ridder (2011) over France. Allen et al. (2011) developed a model to estimate anthropogenic heat flux from global to individual city scales. In this model, three anthropogenic heat sources (metabolic heat, traffic heat and building heat) are estimated for a global scale (0.50 • grid resolution) and individual city scales.
The PBL schemes are attached to large uncertainties, which have a large impact not only on meteorology but also on air quality modelling (Mallet and Sportisse 2006; Roustan et al. 2010) . The impact of urban canopy models on air quality modelling is also widely recognized (e.g., Masson 2002 and Chen et al. 2011) . However, UCM have not been widely used when modelling air quality over Paris and its suburbs (hereafter Greater Paris) (Tombette and Sportisse 2007; Vautard et al. 2007; Korsakissok and Mallet 2010; Sciare et al. 2010; Roustan et al. 2011; Royer et al. 2011) .
This paper aims at evaluating the relative impact of the PBL scheme used in the WRF model and the use of an UCM over Greater Paris. The WRF/urban model is evaluated over Greater Paris during May 2005. The model is compared to in-situ measurements of temperature, wind speed and humidity at a ground station (Palaiseau), a tall mast (Saclay), a radiosonde station (Trappes), and an observation deck at a height of 319 m on the Eiffel Tower (Paris). Furthermore, mobile lidar data from the LISAIR (LIdar pour la Surveillance de l'AIR, Raut and Chazette 2009) campaign are used to estimate PBL height. The paper is organized as follows: first, the settings of the WRF model used here are described. Second, meteorological measurements used for comparisons to modelled results are detailed, and then the different methods used for estimation of PBL heights are briefly presented. Fourthly, a sensitivity study of meteorological data to the PBL schemes is performed, as well as to UCMs and land-use data. Finally, the relative sensitivity of the meteorological fields to the PBL schemes and to the UCMs and land-use data is discussed.
The Weather Research and Forecast (WRF) Model
The WRF model version 3.3 with the Advanced Research WRF (ARW) dynamics solver is used to obtain meteorological fields over Greater Paris (Skamarock et al. 2008 ).
Simulation Settings
The regular latitude-longitude map projection is used for three simulation domains with two-way nesting. The horizontal grid spacing of the coarse domain is 0.5 • , and 0.125 • and 0.03125 • , respectively, for the two nested domains. The largest 0.5 • domain covers Europe and the smallest domain covers Greater Paris. The U.S. Geological Survey (USGS) Global Land Cover Characteristics (GLCC) database is used (10-arc minute, 2-arc minute and 30-arc second land-use data for the three domains, respectively). There are 28 vertical levels refined near the surface and the pressure at the model top is 100 hPa. The physical parametrizations used include the Kessler microphysics scheme (Kessler 1969) , the RRTM longwave radiation scheme (Mlawer et al. 1997) , the Goddard shortwave scheme (Chou and Suarez 1994) , the Grell-Devenyi ensemble cumulus parametrization scheme (Grell and Devenyi 2002) and the Noah land-surface model (Chen and Dudhia 2001) . The National Centers for Environmental Prediction (NCEP) final (FNL) operational model global tropospheric analyses are used for the initial and boundary conditions. The NCEP FNL analyses are available on a 1.0 • × 1.0 • grid every 6 h. The three-dimensional analysis nudging method of the NCEP analyses is used in the WRF model. The simulations are carried out for three weeks from 6 May to 27 May 2005, and simulation results are saved every 30 min for the finer grid simulations.
Planetary Boundary-Layer Schemes
Numerical PBL schemes have been developed to apply various parametrizations in the WRF model. We evaluate here four PBL schemes that are currently operational in the WRF model; brief descriptions are given below.
The Yonsei University (YSU) scheme (Hong et al. 2006 ) is a revised Medium-Range Forecast (MRF) scheme (Hong and Pan 1996) ; the YSU scheme is a non-local closure scheme. In the YSU and MRF schemes, a counter-gradient term is incorporated for the non-local closure. This term is a correction to the local gradient of heat and water vapour, and incorporates the contribution of the large-scale eddies to the total flux in the PBL under unstable conditions (Hong and Pan 1996) .
The second scheme, ACM2 is the new version of the Asymmetric Convective Model (ACM) scheme (Pleim 2007) ; the ACM2 scheme is also a non-local closure scheme. In the ACM schemes, the non-local nature is represented by using a transilient term that defines the mass flux between any pair of model layers even if they are not adjacent (Pleim and Chang 1992) . The ACM2 scheme adds an eddy diffusion component to the transilient term of the original ACM scheme.
The Mellor-Yamada-Janjic (MYJ) scheme (Janjić 2001 ) is a local closure scheme. The MYJ scheme determines eddy diffusivities from prognostically calculated turbulent kinetic energy (TKE) (Hu et al. 2010) . The Mellor-Yamada-Nakanishi and Niino (MYNN) level-2.5 scheme (Nakanishi and Niino 2004 ) is also a TKE-based scheme. The MYNN scheme and the MYJ scheme are developed to improve performances of the original Mellor-Yamada model (Mellor and Yamada 1974) . Major differences between the two schemes include formulations for mixing length and methods to determine unknown parameters. The MYJ scheme uses observations to determine unknown parameters while the MYNN scheme uses large-eddy simulation (LES) results. Olson and Brown (2009) highlighted the differences between the MYJ and the MYNN schemes. The MYNN scheme produces larger TKE and mixing length, which lead to slightly greater mixed-layer depths in the MYNN scheme than in the MYJ scheme. Hu et al. (2010) showed that the ACM2 and the YSU schemes predicted stronger vertical mixing than the MYJ scheme in the lower atmosphere. This produced stronger entrainment at the top of the PBL and, in turn, produced a warmer and drier lower atmosphere. However, Shin and Hong (2011) compared the vertical profiles of diffusivities with the PBL schemes and showed that the vertical mixing in the MYJ scheme was stronger than the ACM2 and the YSU schemes during daytime. They also revealed that discrepancies between state-of-the-art PBL schemes are important in modelling surface variables under stable conditions.
In the framework of the Global Energy and Water Exchange Project (GEWEX) Atmospheric Boundary Layer Study (GABLS) intercomparisons, Svensson et al. (2011) presented comparisons of single-column models including the ACM2, the YSU and the MYJ schemes. The vertical profiles of the potential temperature during daytime were significantly different between the PBL schemes: neutral profiles for both the ACM2 and the YSU schemes and typical unstable profiles for the MYJ scheme.
Surface-Layer Schemes
Parametrizations of turbulence near the surface using the Monin-Obukov similarity theory are referred to as surface-layer schemes. In the current version of the WRF model, surfacelayer schemes are linked to particular PBL schemes. This can be a source of discrepancies between simulations conducted with different PBL schemes. The used surface-layer schemes linked to PBL schemes are: the MM5 similarity scheme (Zhang and Anthes 1982) to the YSU scheme, the Pleim-Xiu scheme (Pleim 2006) to the ACM2 scheme, the Eta similarity scheme (Janjić 1990 ) to the MYJ scheme, and the MYNN surface-layer scheme to the MYNN PBL scheme.
Urban Surface Models
To consider the effects of urbanization, the WRF model includes three urban surface models: the UCM (Kusaka et al. 2001) , the Building Environment Parametrization (BEP) (Martilli et al. 2002) and the Building Energy Model (BEM) (Salamanca et al. 2010 ). The UCM is a simple single-layer model, while the BEP and the BEM models are multi-layer models. Urban models are used to represent the influence of urbanization on the surface temperature. Kusaka et al. (2001) showed that the diurnal variations of surface temperature from the UCM are close to those from the multi-layer models. In addition, the UCM includes the anthropogenic heat release in the total sensible heat flux. It is not explicitly represented in the multi-layer models. Therefore the UCM is used for this study. If an urban surface model is not used, the WRF model uses the NOAH land-surface model, which distinguishes urban from non-urban areas by differences in vegetation parameters (surface albedo, roughness length, green vegetation fraction). However, it does not take into account the effect of geometric (building height, building width, road width) and thermal parameters (anthropogenic heat, thermal conductivities, heat capacity).
Geometric and thermal parameters for the UCM have a significant effect on the transfer of energy and momentum between the urban surface and the atmosphere Wang et al. 2011; Loridan and Grimmond 2012) . The parameters used in this study are summarized in Table 1 ; most parameters are based on Kusaka et al. (2001) . Although the choice of the parameters is important, it is sometimes difficult to choose representative values for a city. Temperature and wind speed are very sensitive to the ratio of the building width to the road width, which is chosen using repeated model-to-measurement tests. The optimized ratio for this study is 0.33. Using a single set of parameters over the whole urban area is not realistic; however there is only one urban category in the land-use data used herein. In future studies, adding sub-urban categories in the land-use data would make the urban model more realistic. The anthropogenic heat release (Q F ) is likely to have a very strong impact on the modelled sensible heat flux, in particular, during nighttime and hence on the PBL processes due to enhanced urban turbulence (Stull 1988 ). The Q F value for Paris is based on the work of Allen et al. (2011) who compute Q F for different cities around the world. They presented annual mean and annual maximum Q F based on hourly values. Tokyo and New York have the highest annual mean Q F (around 60 W m −2 ). Although the annual mean Q F is not specified for Paris in Allen et al. (2011) , the annual maximum Q F for Paris (261 W m −2 ) is between the values for New York (550 W m −2 ) and Tokyo (180 W m −2 ). The ratio between the annual maximum Q F and the annual mean Q F varies from one city to another; the ratio is about 3 for Tokyo, 5 for London and as high as 10 for New York. Assuming a ratio of 4 for Paris leads to an annual mean Q F of about 65 W m −2 , which is similar to Tokyo and New York. The Q F in May is estimated from the annual mean Q F based on the work of Pigeon et al. (2007) and Allen et al. (2011) . They estimated the ratio between the annual Q F and the Q F in May to be 1.15 for Toulouse and 1.25 for London, respectively. The ratio for Paris is assumed to be 1.2 in this study. The diurnal variation of Q F in May is computed based on the diurnal cycle in the local emission inventory for human activities obtained from Airparif (http://www.airparif.asso.fr/en/index/index). Note that the morning and evening energy consumption peaks do not appear in this profile of total anthropogenic heat, which includes metabolic heat, traffic heat and building heat. The morning and evening energy consumption peaks are mostly due to the traffic heat during working days, and the contribution of the traffic heat to the total anthropogenic heat may vary from 25 to 62 % (Allen et al. 2011) . The contribution of traffic emissions may also be underestimated in the local emission inventory used in this study. Figure 1 presents the diurnal variation of Q F for Paris in May.
The USGS land-use data are commonly used in the WRF model. However, this database was created in 1993 and the land-use changes between 1993 and 2005 are important over Greater Paris according to the database of the European Environment Agency (EEA). Therefore, the recent Coordination of Information on the Environment (CORINE) land-use data of EEA is used instead of the USGS data. In order to use the CORINE landuse data in the WRF simulations, the land-use categories of the CORINE land-use data were converted to the categories of the USGS data following Pineda et al. (2004) . The geographical coordinate system of the CORINE land-use data, European Terrestrial Reference System 1989 (ETRS89)-Lambert Azimuthal Equal Area (LAEA) is not directly usable in the WRF model. Thus the reprojection of the coordinate system to World Geodetic System 1984 (WGS84) was carried out following Arnold et al. (2010) . The CORINE land-cover 2006 raster data (version 13) with a resolution of 250 m, which are freely available at http://www.eea.europa.eu/data-and-maps/data/corine-land-cover-2006-raster, were used for this study. Figure 2 displays the changes of dominant land-use category from the USGS data to the CORINE data. The category for urban and built-up land (category 1) is dominant in Paris in both the USGS and the CORINE data but the category 1 area is extended southwards and westwards from Paris in the CORINE data. Land-use categories using a USGS database and b CORINE database. 1 Urban and built-up land, 2 dryland/cropland and pasture, 3 irrigated cropland and pasture, 4 mixed dryland/irrigated cropland and pasture, 5 cropland/grassland mosaic, 6 cropland/woodland mosaic, 7 grassland, 8 shrubland, 9 mixed shrubland/grassland, 10 savanna, 11 deciduous broadleaf forest, 12 deciduous needleleaf forest, 13 evergreen broadleaf forest, 14 evergreen needleleaf forest, 15 mixed forest, 16 water bodies
Measurements
We compared the results obtained using the four PBL schemes to meteorological measurements provided by various observatories. Figure 3 presents the locations of the measurement stations. A French national atmospheric observatory, Site Instrumental de Recherche par Télédétection Atmosphérique (SIRTA), provides measurements of wind speed and direction, temperature, pressure, relative humidity and precipitation rate at a ground station located in Palaiseau, 20 km south-west of Paris, in a semi-urban environment (Haeffelin et al. 2005) . . SIRTA also provides radiosonde profiles of pressure, temperature, potential/virtual potential temperature, relative/specific humidity, wind speed/direction, and values of PBL height performed at 0000 and 1200 UTC at Trappes as part of the French national meteorological service organization (Météo-France) network. The station at Trappes is 15 km west of the SIRTA site in Palaiseau and is in an urban environment. Details on the measurements are available at http://sirta.ipsl.polytechnique.fr. The PBL heights at Trappes are estimated using radiosonde profiles of the potential temperature and the estimation method is presented in Sect. 4. The Commissariat à l'Energie Atomique (CEA) operates an observation mast of 100 m tall in Saclay. Hourly measurements are carried out for wind speed/direction, relative humidity, pressure, precipitation rate, solar radiation and temperature at various heights. The mast is located in a semi-urban environment. The Météo-France operates an observation deck on the Eiffel Tower in Paris, with the hourly measurements carried out at a height of 319 m. The comparison is performed for the period from 6 May to 27 May 2005.
Lidar data are also used to estimate the PBL height. A ground-based mobile lidar (GBML) was used during the air quality observation campaign, LISAIR, over Greater Paris from 24 to 27 May 2005 (Raut and Chazette 2009) . Observations of the aerosol extinction coefficients profiles by the GBML were made to retrieve the multiple boundary layers in the troposphere and in turn the vertical distribution of particulate matter (PM) with aerodynamic diameter <10 µm (PM 10 ). The lidar used during the LISAIR campaign is a home-made instrument (Chazette et al. 2007 ); its overlap factor becomes unity at about 150 m above the ground level. It enables us to retrieve the height of the different aerosol layers, even close to the surface as detected in the evening or early morning. The accurate heights of the limits between the multiple layers are obtained from an algorithm enabling the detection of vertical heterogeneities in the aerosol extinction coefficients derived from lidar profiles.
Two kinds of observations were performed with the GBML: the PM 10 gradients between the suburbs of Paris and Paris centre were observed, and observations along the main roads (from Les Halles to the Arc de Triomphe through the Avenue des Champs-Élysées) and the beltway of Paris were carried out. Routes followed by the automobile embarking the lidar are presented in Fig. 3 . The GBML measurements are detailed in Raut and Chazette (2009) .
Estimations of PBL Heights Used in this Study
The PBL height is not obtained directly but only estimated from measured meteorological fields (e.g., temperature, wind speed and humidity) and from the vertical distribution of trace gas concentrations.
Estimations from Measurements
Radiosonde temperature and wind profiles have been used to estimate the PBL height. Following Coindreau et al. (2007) , the PBL height is estimated from radiosonde profiles using a bulk Richardson number Ri b calculated as,
where θ v is the virtual potential temperature, g is the acceleration due to gravity, z is the height, z 0 is the reference height (considered here as the first vertical point available on the sounding profile), and u and v are the zonal and meridional wind components, respectively. The PBL height is estimated at the first height at which the calculated Ri b first exceeds a critical Richardson number. In this study, the critical Richardson number is set to 0.21 following Coindreau et al. (2007) . Various detection criteria have been proposed to find the PBL height from lidar vertical profiles. The PBL height can be detected as the altitude at which the vertical gradient of the extinction coefficient is minimum (Flamant et al. 1997) or where the second derivative is zero (Menut et al. 1999) . Other studies rely on mathematical fitting functions (Steyn et al. 1999) or the application of a wavelet covariance transform (Brooks 2003) . Here, we analyze the lidar profiles using the curvature radius ρ defined by
where α is the aerosol extinction coefficient. First, the vertical profile of α is approximated by a second-order polynomial function using the least mean squares method. This polynomial fit is done in a vertically sliding window of thickness that may vary with the vertical layer structure (100 m on average). Then first and second derivatives of α are numerically computed through an analytical derivation. The curvature radius is obtained by inserting the first and second derivatives into Eq. 2. The curvature radius provides information on the limits of a transition zone between the PBL and the residual layer. The centre of the transition zone is defined as the minimum gradient in the vertical profile of α. The bottom and top of the transition zone are defined as the nearest peaks of ρ from the centre of the transition zone. The PBL height is defined as the top of this transition zone (Raut and Chazette 2009 ). This approach allows us to follow the temporal evolution of the discontinuity in the transition zone independently of the remaining part of the profile. The discontinuity is detected on the first profile of the temporal series, as explained above. The temporal evolution of the discontinuity is then retrieved from the treatment of each individual profile in a 300-m thick window around the altitude detected on the previous profile, insuring the temporal consistency.
Estimations from Modelling
The PBL height is estimated differently in each of the four PBL schemes. The YSU and the ACM2 schemes define PBL height as the height at which the bulk Richardson number is greater than a critical Richardson number. For unstable conditions, the critical Richardson number is zero for the YSU scheme and 0.25 for the ACM2 scheme, while it is 0.25 for both the YSU and the ACM2 schemes for stable conditions. The difference between the YSU and ACM2 schemes is that the Richardson number criterion is applied from the lowest model level for unstable conditions in the YSU scheme, while it is applied across the entrainment layer only in the ACM2 scheme.
In the YSU scheme, the bulk Richardson number is calculated as
where θ v (z 0 ) is the virtual potential temperature at the lowest model level (z 0 ), θ v (z) is the virtual potential temperature at a level z, θ s is an appropriate temperature near the surface. The appropriate temperature near the surface is defined as
where θ T is the virtual temperature excess near the surface, which is a function of the virtual heat flux from the surface and a wind velocity scale. In the ACM2 scheme, the top of the convectively unstable layer (z mix ) is found as the height at which θ v (z mix ) = θ s . Then the bulk Richardson number is calculated by
where θ v is the average virtual potential temperature between z 0 and z. The PBL height for the MYJ scheme is defined as the height at which the TKE falls below a minimum value (0.1 m 2 s −2 ), while it is defined in the MYNN scheme as the height at which the virtual potential temperature is >0.5 K than that at the surface.
Comparisons to Measurements: Sensitivity to the PBL Schemes
The fine-grid simulation results for Greater Paris are used for comparisons to measurements. The statistical indicators used in this study are the root-mean-square error (RMSE), the mean bias (MB), the mean fractional bias and error (MFB and MFE), the normalized mean bias and error (NMB and NME) and the correlation coefficient. They are defined in Table 2 . 
Mean fractional bias (MFB) and mean fractional error (MFE)
Normalized mean bias (NMB) and normalized mean error (NME)
Mean normalized bias (MNB) and mean normalized gross error (MNGE) Figure 4 shows the mean diurnal variations of the 2-m temperature at Palaiseau, 100-m temperature at Saclay and 319-m temperature at the Eiffel Tower. The transition from night to day, that is the time at which the temperature starts to increase, is well simulated by all the PBL schemes at Palaiseau. However, at Saclay and at the Eiffel Tower, the transition time is delayed in the simulations compared to the observations by 1 and 2-3 h respectively. The temperature is underestimated at Palaiseau, Saclay and the Eiffel Tower whatever the PBL scheme used in the simulation. Therefore, the discrepancies may not be due to the PBL scheme but most likely from the radiation model, as the underestimation is stronger during the day. The differences between the PBL schemes are small, although the statistics obtained with the MYNN scheme are slightly better than others. The underestimations of the 2-m temperature are smaller than those of the temperature at higher altitudes: the MFB varies from −0.06 (the YSU scheme) to −0.15 (the MYJ scheme) and the NMB varies from −0.05 (the YSU and the MYNN schemes) to −0.13 (the MYJ scheme). The differences of the 2-m temperature are due to the differences in the temperature of the skin that forms the interface between soil and atmosphere (not shown). The simulated mean skin temperatures by the YSU scheme (highest) and the ACM2 scheme (lowest) differ by 4 • C at 1400 UTC at Palaiseau. The differences in the skin temperature result from using a different surface-layer scheme with each PBL scheme (see Sect. 2.3).
The underestimations of the temperature are more significant at the Eiffel Tower than at Palaiseau and Saclay (MFB: −0.24 for the MYNN scheme to −0.41 for the MYJ scheme, NMB: −0.21 for the MYNN scheme to −0.29 for the MYJ scheme). The diurnal cycle and the temperatures are underestimated, particularly during daytime for the temperatures, and the underestimations tend to increase with altitude. The bias of the simulated temperatures consists of two components: a general cold bias and an underestimation of the amplitude of the diurnal cycle. The general cold bias increases with height, and may be due to uncertainties in the radiation model values (in particular, incoming solar radiation during daytime) that increase with height. Figure 5 compares the observed and simulated mean vertical profiles of potential temperature at Trappes at 0000 and 1200 UTC. All the PBL schemes underestimate the potential temperature for both the daytime and the nighttime observations. The MYNN scheme performs better than others below 1,200 m height at 1200 UTC. The differences between the PBL schemes are large near the surface and decrease with height. This may be due to differences in the surface-layer schemes. The ACM2 and the MYNN schemes perform better than the other two schemes below 1,200 m height at 0000 UTC. The YSU and the MYJ schemes show lower potential temperature values (weak stable profiles) between 200 and 700 m. This is consistent with the results at the Eiffel Tower where lower temperatures are simulated with the YSU and the MYJ schemes during nighttime. The weaker stable (more neutral) profiles suggest higher heat diffusivity near the surface in the YSU and MYJ schemes than in the two other schemes. Figure 6 shows the mean diurnal variations of the 10-m wind speed at Palaiseau, 110-m wind speeds at Saclay and 319-m wind speed at the Eiffel Tower. For the 10-m wind speed, the morning transition at which the wind speed increases, is observed at about 0500 UTC, and it is well simulated by the PBL schemes, except for the ACM2 scheme that simulates an earlier transition. The statistics obtained with the MYNN scheme are overall improved on the others. The 10-m wind speed is overestimated with all the schemes. The overestimation of the MYJ scheme (MFB: 0.73) is slightly higher than others (MFB: 0.66, 0.62 and 0.61 for the YSU, the ACM2 and the MYNN schemes respectively). This overestimation of the 10-m wind speed may be partly attributed, especially during nighttime, to an underestimation of the friction velocity, which depends on the surface-layer schemes.
Impact on Wind Speed
Morning and evening transitions, where wind speed increases and decreases respectively, are clearly defined for the 110-m and the 319-m wind speeds. However there are time differences between observations and simulations, which are similar to those for the temperature diurnal cycle. Therefore the differences could be due to the uncertainties in the radiation models. The errors and bias of the 110-m wind speed at Saclay are lower than the 10-m wind speed at Palaiseau except for the RMSE that increases with the ACM2 and the MYNN schemes. The 319-m wind speed is overestimated with all the schemes. The bias between the simulated values and the observed values are lower than those of the 10-m wind speed (about a third); however magnitudes of the errors are similar. Statistics obtained with the YSU scheme are the best among the schemes. Figure 7 presents the observed and simulated mean vertical profiles of wind speed at Trappes at 0000 and 1200 UTC. The four schemes overestimate the wind speed from the ground to around 1,000 m in the daytime profile and they underestimate it above 1,000 m. The overestimations near the surface may be partly due to an underestimation in the friction velocities in the surface-layer schemes, especially during nighttime. During daytime, except for the correlation coefficient, the YSU scheme shows the best statistics. The larger discrepancies between the different schemes are observed at night in the first 1,000 m. Close to the surface, the wind speed is underestimated by all the schemes at night. The wind speed decreases near the surface with all the schemes and a low-level jet develops at around 500 m of height. The low-level jet with the ACM2 and the MYNN schemes is stronger (11 m s −1 at peak) than that with the YSU and the MYJ schemes (9 m s −1 at peak). The value of the peak of the observed low-level jet is about 10 m s −1 , i.e., between the values of the simulated peaks, and the observed peak is vertically lower (200 m) than the simulated peaks (300-500 m). During nighttime the YSU and the MYJ schemes show the best statistics.
Impact on Humidity
Figure 8 displays the mean diurnal variations of surface relative humidity (r ) and specific humidity (q) at Palaiseau; r is overestimated by all the schemes (bias: about 0.10 for the YSU scheme to 0.20 for the ACM2 scheme). The statistics obtained with the YSU scheme are slightly better than the others, except for the correlation coefficient, which is greater with the MYNN scheme (0.74). Overestimations of r are mostly due to overestimations of q during daytime, and to underestimations of the temperature during nighttime.
The observed and simulated mean vertical profiles of q are compared at Trappes (not shown). During daytime, the four PBL schemes overestimate q below about 1,500 m except for the MYJ scheme, which underestimates q between 700 and 1,000 m. The q simulated with the MYJ scheme is higher between the surface and 400 m, because of weaker vertical mixing in the MYJ scheme. The MYNN scheme, which has improved vertical mixing, simulates similar results to the two non-local schemes (Nakanishi and Niino 2009) . The MFE in the YSU scheme is improved on the others while the RMSEand the NME in the MYNN scheme are optimal. During nighttime, the MYNN scheme has lower errors while the YSU and the MYJ schemes have lower biases.
Impact on PBL Height
The PBL heights modelled by the PBL schemes and retrieved by the radiosonde at Trappes are compared in Table 3 . During daytime, the PBL schemes mainly underestimate the PBL heights except for the MYJ scheme. The lowest monthly mean error is obtained with the YSU scheme. The maximum difference in the modelled mean PBL heights among the PBL schemes is 20 % (135 m between the MYNN and the MYJ schemes). During nighttime, the The modelled heights calculated using the algorithms from the parametrizations are compared to those using the common algorithm YSU and the MYJ schemes overestimate the PBL heights while the ACM2 and the MYNN schemes underestimate them. Modelled mean PBL heights are significantly different among the schemes (from 150 m for the MYNN scheme to 652 m for the YSU scheme, 335 %). The mean value of the modelled mean heights for all the schemes (405 m) is the best estimation for the observed mean height (407 m). As discussed in Sect. 4, different methods are used in the PBL schemes to determine the PBL height. Besides, the method to detect the PBL height from the radiosonde observations (θ -profile method hereafter) is different from that used with the simulated data. To remove discrepancies from using different methods in the PBL height diagnosis, the simulated PBL heights are recalculated using the θ -profile method used for the radiosonde data (see Sect. 3). The mean simulated PBL heights during both daytime and nighttime with the θ -profile method are presented in Table 3 . As expected, the discrepancies in the PBL heights from the different PBL schemes are significantly reduced using the common θ -profile method. Furthermore, the bias between the observed height and the simulated height is reduced except for the height during nighttime obtained with the YSU scheme.
We compare the PBL heights estimated by the GBML measurements to the modelled PBL heights; Fig. 9a , b present the PBL heights estimated by the lidar from the suburbs of Paris (Palaiseau) to Paris centre (Les Halles) on 24 May and 25 May, respectively.
In Fig. 9a , the heights do not significantly vary during the measurements on 24 May. The height at Palaiseau is 444 m while the height at Les Halles is 486 m. This weak increase of the PBL height could be explained by uncertainties in the algorithm used to calculate the PBL height from the aerosol extinction coefficients. According to the vertical distribution of PM 10 on 24 May at about 0400 UTC presented in the Fig. 4 of Raut and Chazette (2009) , two layers are seen above the whose top is estimated to be at about 500 m. One layer extends from 600 to 700 m and the other one from 750 to 1,500 m. The highest layer should correspond to the residual layer. However it is not clear whether the layer between 600 and 700 m should be considered as part of the residual layer or as part of the PBL. If it is considered as part of the PBL, the PBL height would then be about 700 m, which corresponds to the height modelled using the YSU scheme. All the PBL schemes underestimate the PBL heights except for the YSU scheme at the Paris centre where the modelled heights increase to about 750 m. This increase of the modelled PBL height by the YSU scheme at the Paris centre can be explained by the vertical profiles of potential temperature. The potential temperature at the surface is similar to that around 750 m of height (difference <1.0 K), leading to a more neutral profile and resulting in an increase in PBL height.
In Fig. 9b , the PBL height at Palaiseau at 0300 UTC on 25 May is about 320 m while the height at Les Halles at 0400 UTC is about 480 m. The PBL height does not significantly increase from 0300 UTC to 0400 UTC because sunrise at Paris at the end of May is about 0400 UTC. Therefore, the increase of the PBL height at Les Halles compared to that at Palaiseau is explained by the stronger urban heat release at Les Halles. All the PBL schemes significantly underestimate the PBL heights. The mean modelled PBL heights are lower than 100 m except for the YSU scheme (130 m) while the mean height observed by the lidar is about 390 m. This discrepancy is partly due to uncertainties in modelling the nighttime heat flux due to human activities in the urban region and to uncertainties in modelling the stable conditions, as shown by the vertical profiles of potential temperature. The modelled temperature at 200 m is probably overestimated, and is higher than that at the surface, resulting in very stable conditions. This increase of the PBL heights observed by the lidar when moving from rural to urban areas on 25 May (but not on 24 May) may be explained by the difference in temperature between Palaiseau and Paris City Hall. The difference measured by these two fixed stations is about 5 K on 25 May and 2 K on 24 May. Therefore, the warming of the urban surface is more important on 25 May than on 24 May, resulting in a greater PBL height at the Paris centre on 25 May (see Fig. 9b ). Figure 9c , d present the PBL heights along the main road and the beltway of Paris before rush-hour (from 0400 to 0500 UTC) and during rush-hour (from 0530 to 0800 UTC), respectively. The mean PBL heights estimated by the lidar are 445 m before rush-hour and 378 m during rush-hour while the mean modelled heights are <80 m before rush-hour and <180 m during rush-hour. All the PBL schemes underestimate the PBL heights; the YSU and the MYJ schemes perform slightly better before and during rush-hour than others.
The PBL heights for the GBML measurements vary greatly with the PBL scheme: the maximum difference between the mean PBL heights of the PBL schemes is important for the case of Palaiseau to Paris on 24 May (78 %) compared to the others (66 % for Palaiseau to Paris on 25 May, 40 % for the beltway of Paris before rush-hour and 60 % for the beltway of Paris during rush-hour).
To summarize, for air temperature, the MYNN scheme presents the best performance although the diurnal cycle and the temperature are underestimated particularly during daytime. For the wind speed, the YSU and the MYNN schemes perform better than the others. The YSU and the MYNN schemes perform better for the relative humidity and the specific humidity, as well. For the PBL height, the YSU scheme performs better than the others but still underestimates significantly the PBL height. As no direct measurement of the PBL height exists, the observed PBL height is diagnosed in various ways, e.g., using the aerosol lidar measurements, as explained in Sect. 3, and using the virtual potential temperature. Because the method used to retrieve the PBL height influences the results, the underestimation of the modelled PBL heights is partly due to the use of different methods of diagnosis.
Effects of the UCM and the CORINE Land-Use Data
Impacts of the UCM and the CORINE land-use data on the meteorological fields are studied by comparing the reference simulations of the previous section (hereafter Reference) to simulations that use the UCM coupled to the CORINE land-use data (hereafter UCM-CORINE). Simulations are compared for the two PBL schemes that were the best performed in the previous section (the YSU and the MYNN schemes).
Impact on Temperature
When the UCM is used, the sensible heat flux in the urban area increases. The increase is due to the anthropogenic heat flux and to differences in energy balance resulting from different geometric and thermal parameters in the UCM. The increase of the sensible heat flux results in an increase in surface temperature. The surface temperatures for the UCM-CORINE simulations are higher than the Reference simulations, especially during nighttime (0.8 K on average for both YSU and MYNN, see Fig. 4 ). Influences of the UCM and the CORINE land-use data on the 100-m temperature are lower than influences on the 2-m temperature, partly because the 2-m level is within the urban canopy. Outside the canopy (100-m temperature), the UCM-CORINE performs better than the Reference, as the temperature is underestimated by the model. Although this underestimation is resolved using UCM-CORINE during nighttime at Saclay, it persists at the Eiffel Tower. The transition from night to day for the 2-m temperature is delayed by about 1 h in the UCM-CORINE simulations. This may be due to a delayed transition of the skin temperature when the UCM is used compared to simulations without the UCM.
The UCM reduces the amplitude of the diurnal cycle of the 2-m temperature at Palaiseau. It is due to the urban heating arising from the anthropogenic heat flux taken into account in the UCM, which has a strong impact on the temperature near the surface during nighttime. The impact of the anthropogenic heat flux on the upward heat flux is significant during nighttime. However it is not significant during daytime, reducing the amplitude of the diurnal cycle.
Although this reduction is significant for the 2-m temperature, it is low at higher altitudes (see Fig. 4b , c with the 100-m temperature at Saclay and the 319-m temperature at the Eiffel Tower).
The observed temperature diurnal amplitude at Palaiseau is closer to the Reference simulations than to the UCM simulations. This may be due to the use of a single urban land-use category in our UCM simulations. As explained in Sect. 3, the station at Palaiseau is located in a semi-urban environment. However, as we do not distinguish semi-urban areas from urban areas in our simulations, the urban effect may be overestimated at Palaiseau. In addition, the footprint of the station for 2-m temperature measurements may be <100 m, which is much smaller than the grid size (Oke 2006) . Footprints usually increase with the height of measurements. Therefore, footprints for the 100-m temperature measurements at Saclay and the 319-m temperature measurements at the Eiffel Tower may be larger than those for the 2-m temperature. The 100-and 319-m temperatures are more representative of the grid sizes used in the simulations.
Influences of the UCM and the CORINE land-use data on the mean vertical profiles of potential temperature at Trappes are low and confined to the lowest altitudes. The maximum differences between the UCM-CORINE and the Reference at 100 m altitude are only 0.3 K during daytime and 0.5 K during nighttime (not shown).
Impact on Wind Speed
As shown in Fig. 6 , the 10-m wind speed at Palaiseau is closer to measurements during daytime when the UCM and the CORINE land-use data are used. The lower 10-m wind speed is attributed to increasing roughness length in the UCM. The roughness length for urban areas defined in the Noah land surface model is 0.5 m. When the UCM is used, the roughness length over urban areas is recalculated using the formulation of Macdonald et al. (1998) . In this study, we obtained a roughness length of 2.8 m using the parameters described in Table 1 (building height, roof width and road width). However the 10-m wind speed is still overestimated in all simulations during nighttime.
The 110-m wind speed at Saclay is much lower and closer to measurements in the UCM-CORINE simulation than in the Reference simulation for both the YSU and the MYNN schemes. The UCM-CORINE simulation produces better results for the 10-m wind speed and the 110-m wind speed, because the modelled wind speed is lower and in much better agreement with the measurements. As shown in Fig. 7 , for the vertical profiles at Trappes, influences of the UCM and the CORINE land-use data on the wind speed during both daytime and nighttime are important below 1,000 m height, especially during nighttime. Maximum differences between the UCM-CORINE and the Reference is 1 m s −1 for the YSU scheme and 2 m s −1 for the MYNN scheme at 100 m during nighttime.
Impact on Humidity
For the relative humidity (r ) at Palaiseau, as shown in Fig. 8 , the differences between the UCM-CORINE simulation and the Reference simulation are significant (about 15 % of mean r ) for both the YSU and the MYNN schemes. During nighttime, lower r at the ground in the UCM-CORINE simulation is due to higher surface temperature. However during daytime, lower r is due to lower specific humidity (q), which results from stronger vertical mixing in the boundary layer influenced by the anthropogenic heat release in the UCM-CORINE simulation. The variations of the vertical profiles of q at Trappes are influenced by the stronger vertical mixing in the UCM-CORINE simulation (not shown). Lower q is simulated by the UCM-CORINE than by the Reference near the surface while q with the UCM-CORINE at higher altitudes is slightly higher than with the Reference.
Impact on PBL Height
The UCM increases the PBL height over urbanized surface. This increase is more important during nighttime than during daytime. Accordingly, the increase with the UCM-CORINE simulation of the modelled PBL heights at Trappes is 8 % for the YSU scheme and 5 % for the MYNN scheme during daytime while it is 15 % for the YSU scheme and 200 % for the MYNN scheme during nighttime. Figure 10a , b display the mean PBL heights from 6 May to 27 May over Greater Paris by simulations with and without the UCM and the CORINE land-use data. The PBL heights are greater with the UCM-CORINE simulation than with the Reference simulation in Paris and the near suburbs. The maximum difference of the mean PBL height is about 290 m near Orly airport located south of Paris (see Fig. 10c ). The effect of using the CORINE land-use data rather than the USGS data is shown in Fig. 10d , which shows differences of the PBL height between the UCM-CORINE simulations and a simulation with the UCM and the standard USGS land use. The influence of the CORINE land-use data on the PBL height is not significant in Paris while it is significant over urbanized areas mostly between 10 and 30 km from Paris.
Compared to the GBML measurements, modelled PBL heights are also significantly influenced by the UCM and the CORINE land-use data (see Fig. 9 ). For the measurements from Palaiseau to Paris centre, as well as for the measurements at the main road and the beltway of Table 4 Statistical comparisons of modelled values to observed values in this study and in previous studies using urban models * The combined results of the simulation using the YSU PBL scheme, the UCM and the CORINE land-use data and the simulation using the MYNN PBL scheme, the UCM and the CORINE land-use data during summer extreme heat events for the years 1973 years , 1985 years , 1998 years , 2005 years . Lee et al. (2010 used Texas air quality study 2006 field campaign data that included surface measurements, radar wind profilers, boundary-layer height measurements from airborne and ship-based lidars. The simulations were performed over the Houston metropolitan area for a period from 12 to 17 August 2006. Flagg and Taylor (2011) used the Border Air Quality and Meteorology Study (BAQS-Met) 2007 field data that include measurements from an aircraft conducted at various heights across south-western Ontario and adjacent areas around Detroit from 3 to 7 July 2007. They also used radiosonde measurements at White Lake, Michigan and VHF wind profiler measurements at Harrow. Salamanca et al. (2011) used surface measurements over Houston for two days in August 2000.
For the temperature, the mean RMSE obtained in this study (3.19 K) is higher than that of the previous studies (2.33 K). However, the mean MB in this study ranges between the maximum and the minimum of the previous studies. For the mixing ratio, the mean RMSE in this study (0.78 g kg −1 ) is lower than that of the previous studies and a lowest bias is also obtained. For the wind speed, the mean RMSE obtained in this study (2.13 m s −1 ) is slightly higher than that of the previous studies (1.96 m s −1 ) while the bias in this study is lower than that of the previous studies. For the PBL height, the mean RMSE in this study (325 m) is similar to that (304 m) in Lee et al. (2010) while the bias is higher (414 m against 249 m).
Conclusion
Meteorological modelling of the PBL over Greater Paris is performed using the WRF model for the period from 6 to 27 May 2005. As modelled meteorological data in the PBL have previously shown to be very sensitive to the PBL scheme, simulations were performed with various PBL schemes. Meteorological data obtained with the ACM2, MYJ, MYNN and YSU PBL schemes were compared to observations at various meteorological stations around Paris and its suburbs.
For air temperature, the errors of the modelled values are in the range of the errors obtained in previous studies and the MYNN scheme performs slightly better than others. However, the amplitudes of the diurnal cycle of the temperature are underestimated, particularly during daytime; and the underestimations tend to increase with altitude. Wind speeds are overestimated, particularly near the ground and the overestimations decrease with altitude. The YSU and the MYNN schemes perform better than the others.
For humidity, the modelled values are in good agreement with the observed values for the four PBL schemes, although relative humidity tends to be overestimated. The YSU and the MYNN schemes perform better for the relative humidity at the ground station and the specific humidity of radiosonde profiles, as well.
Larger differences between the simulations are obtained for the PBL height. The YSU and the MYJ schemes overestimate the PBL height while the ACM2 and the MYNN schemes underestimate the PBL height during nighttime. Mean PBL heights are also significantly different among them. The YSU scheme performs better than the others (maximum difference: 77 %).
Including the UCM and the CORINE land-use data produces more realistic modelled meteorological fields. Improvements in the temperature and the specific humidity modelling using UCM-CORINE are low, but the modelling of the wind speed, the relative humidity and the PBL height is significantly improved using UCM-CORINE. In particular, modelled PBL heights with the MYNN scheme during nighttime are strongly influenced by UCM-CORINE (200 %).
Influences of using the UCM and the CORINE land-use data on the modelled meteorological fields are greater than those using different PBL schemes, while the latter are greater for the upper air temperatures (above 40 m) and the PBL heights estimated using radiosonde profiles at Trappes. Compared to the PBL heights observed by lidar measurements, the influences of using different PBL schemes at Palaiseau are more important than those of using the UCM and the CORINE land-use data, while the latter are more important at the centre of Paris. Our results show that the use of a urban canopy model is crucial for meteorological and air quality modelling over the centre of Paris. Further work should be devoted to the study of uncertainties in the UCM, for example, by using a multi-layer model. Multiple urban land-use categories (e.g., high intensity, medium intensity, and low intensity) should also be used. Multiple urban land-use categories are available in the CORINE land-use data, and should be mapped to a data type that can be used in the WRF model. Further work will also focus on evaluating the impact of the meteorological modelling on pollutant concentrations (O 3 , NO 2 , PM) within the PBL.
