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PSEUDOCOMPACT ALGEBRAS AND HIGHEST
WEIGHT CATEGORIES
FRANTISEK MARKO AND ALEXANDR N. ZUBKOV
Abstract. We develop a new approach to highest weight cate-
gories C with good (and cogood) posets of weights via pseudocom-
pact algebras by introducing ascending (and descending) quasi-
hereditary pseudocompact algebras. For C admitting a Chevalley
duality, we define and investigate tilting modules and Ringel duals
of the corresponding pseudocompact algebras. Finally, we illus-
trate all these concepts on an explicit example of the general linear
supergroup GL(1|1).
Introduction
The concept of the tilting module appeared in the early 1980’s in
the area of algebraic groups in [9] and in finite-dimensional associa-
tive algebras in [3], and it quickly became one of the most important
concepts in the representation theory of algebras.
The highest weight categories were introduced in [7]. They estab-
lished themselves as one of the cornerstone concepts that play sig-
nificant roles in the areas of the representation theory of algebraic
groups, Lie algebras and superalgebras, and associative algebras. In
many cases, like blocks of the category O and Schur algebras, every
finitely-generated ideal Γ of the partially ordered set of weights Λ is
finite. In these cases the full subcategory of objects belonging to Γ
is equivalent to a category of modules over a finite-dimensional quasi-
hereditary algebra. Consequently, the concept of quasi-hereditary al-
gebras was investigated intensively within the realm of Artin algebras.
The concepts of tilting modules and quasi-hereditary algebras were
synthesized in the concept of the Ringel dual that provides an impor-
tant tool for relating quasi-hereditary algebras using endomorphisms
of tilting modules.
It was proved in [23] that the category GL(m|n) − smod of left ra-
tional supermodules over a general linear supergroup GL(m|n) is the
highest weight category. An analogous statement is valid for the cate-
gory of right rational supermodules. However, the corresponding poset
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of weights Λ does not satisfy the above condition that every finitely-
generated ideal Γ of the partially ordered set of weights Λ is finite.
Therefore, the established language and machinery of quasi-hereditary
algebras and tilting modules are not applicable to this motivating ex-
ample.
In this paper we suggest how to deal with some cases when the
ideal Γ of Λ is infinite. Since a highest weight category is an abelian
category of finite type, it can be regarded as a right comodule category
over a coalgebra. Equivalently, this can be viewed as a left discrete
module category over a pseudocompact algebra. If the corresponding
set of weights Λ (or a finitely-generated ideal Γ of Λ) is not finite,
then the corresponding pseudocompact algebra is necessary infinitely
dimensional.
In Section 1, we start by recalling definitions and basic results re-
garding highest weight categories, good filtrations, quasi-hereditary al-
gebras, pseudocompact algebras and categories of comodules.
In Section 2, we first derive some results for pseudocompact algebras;
then we restrict our attention to the case when Λ satisfies mild assump-
tions, namely we assume that Λ is good or cogood. (See Definitions
2.9 and 2.17, respectively.) Corresponding to highest weight categories
with finitely-generated good (or cogood) Λ, we then develop a theory
of ascending (descending) quasi-hereditary pseudocompact algebras.
In Section 3 we generalize the concept of a tilting module from the
finite-dimensional case. In this section we follow closely the Appendix
in [12]. To define tilting objects in a highest weight category C, we need
to define standard objects first. But for that we need to have enough
projective objects. Such a requirement is not always satisfied for C.
(See Remark 3.4.) Nevertheless, it is possible that a full subcategory
C[Γ]f of C consisting of finite objects belonging to a finitely-generated
ideal Γ of the poset of weight Λ of C has enough projectives. For
λ ∈ Γ, let L(λ) be a simple object of highest weight λ and PΓ(λ) be
a projective cover of L(λ) (in C[Γ]f ). Then we can define ∆(λ) as a
largest quotient of PΓ(λ) whose composition factors have weights µ ≤ λ.
Formally, this definition has a weak point since it depends on the choice
of Γ. To resolve all of these problems we assume that C admits a
Chevalley duality. This guarantees the existence of projectives and
standard objects in any C[Γ]. Additionally, the definition of standard
objects does not depend on the choice of Γ.
Afterwards, we work together with left costandard and standard ob-
jects and homological properties of objects having increasing or de-
creasing costandard or standard filtrations. We define a tilting object
as an object that has an increasing standard filtration and a decreasing
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costandard filtration (possibly both of them infinite). Let us note that,
when doing modifications of the Appendix in [12], we need to make
substantial changes - say we use a different definition of a defect set,
or the proof of the existence of tilting objects uses induction on more
subtle parameters, and so on.
In Section 4, we consider the relationship between the left (discrete)
standard modules and the right (pseudocompact) standard modules
under the Chevalley duality. (In the case of the Chevalley duality, the
right pseudocompact modules are also discrete modules because they
are finite-dimensional.) We also characterize the Chevalley duality in
terms of properties of the corresponding pseudocompact algebra.
In Section 5, we define the Ringel dual R of an ascending pseudocom-
pact quasi-hereditary algebra A with poset Γ and analyze the properties
of the corresponding Ringel functor and algebra R. In particular, R is
a descending pseudocompact quasi-hereditary algebra with respect to
the Γ considered with the opposite order. We believe that the Ringel
functor is an equivalence of certain subcategories of costandardly and
standardly filtered modules. Since the Ringel functor preserves ex-
tensions (see Theorem 5.12), this is true for modules of finite length.
In order to prove this in general, a symmetric theory for descending
algebras is to be developed in the next article.
Finally, in Section 6, we consider an example of the general linear
group GL(1|1) in depth. First, we describe simple, costandard and
injective GL(1|1)-supermodules completely; then we define the pseu-
docompact Schur superalgebra Sr and describe its structure; and then
we describe the Ringel dual of the related object Sˆr. We conclude the
paper with topics for further investigation.
1. Preliminaries
We start by introducing definitions, notations and general assump-
tions with which we shall be working throughout the whole paper.
Let K be an algebraically closed field and C be a K-abelian category.
Suppose that C contains enough injective modules and it is locally ar-
tinian, that is, C admits arbitrary direct unions of subobjects and any
object is a union of its subobjects of finite length (briefly, finite sub-
objects). In particular, a composition factor L of an object M is, by
definition, a composition factor of a finite subobject of M . The multi-
plicity of L in M , denoted by [M : L], is defined to be the supremum
of multiplicities [S : L] over all finite subobjects S of M . Additionally,
suppose that C satisfies the Grothendieck condition (condition AB5 in
the terminology of [6]). Then, by the final remark in Chapter 6, §3 of
4 FRANTISEK MARKO AND ALEXANDR N. ZUBKOV
[6], any object in C has an injective envelope. Moreover, if φ : M → N
is an epimorphism andK is a finite subobject ofN , then there is a finite
subobject K ′ of M such that φ|K ′ : K
′ → K is also an epimorphism.
In particular, C is a Grothendieck category with generators consisting
of finite subobjects.
For any poset (Γ,≤) and γ ∈ Γ, denote by (γ] a (possibly infinite)
closed interval {µ|µ ≤ γ} and denote by (γ) an open interval {µ|µ < γ}.
The category C is said to be a highest weight category if there is an
interval-finite poset (Λ,≤) (a set of highest weights of C) such that
all non-isomorphic simple objects are indexed by elements from Λ, say
{L(λ)|λ ∈ Λ}, if there is a collection of costandard objects {∇(λ)|λ ∈
Λ} such that L(λ) ⊆ ∇(λ), and if [∇(λ)/L(λ) : L(µ)] 6= 0 implies
µ < λ. Additionally, it is required that for any λ, µ ∈ Λ, the dimensions
dimK HomC(∇(λ),∇(µ)) and the multiplicities [∇(λ) : L(µ)] are finite,
and an injective envelope I(λ) of any L(λ) has a (finite or infinite) good
(or costandard) filtration
0 ⊆ I1 ⊆ I2 ⊆ . . . .
A filtration of I is called good if
⋃
n≥1 In = I(λ), I1 = ∇(λ), the
factor In/In−1 is isomorphic to ∇(µn) for a particular µn > λ, and
µ ∈ Λ equals µn for only finitely many indices n. It follows that, for
any objects of finite length M,N ∈ C, the spaces HomC(M,N) and
Ext1C(M,N) are finite dimensional. (See Lemma 3.2 of [7].) Therefore
C is of finite type. (See [20].)
Related to the concept of a highest weight category is a quasi-
hereditary algebra. (See [7, 8, 12].) Let A be a K-algebra such that
there is chain of right (or left) ideals
0 = H0 ( H1 ( . . . ( Hn = A
of A such that
(1) Hn/Hn−1 is a projective right (or left) A/Hn−1-module,
(2) HomA(Hn/Hn−1, A/Hn) = 0, and
(3) HomA(Hn/Hn−1, rad(Hn/Hn−1)) = 0.
Then A is said to be a quasi-hereditary algebra and the above chain of
ideals is called a defining system of heredity ideals.
For concepts, terminology, and basic results regarding pseudocom-
pact algebras and discrete modules, we refer to [4, 13, 19, 21, 22]. A
K-algebra R is called pseudocompact if R is a complete Hausdorff topo-
logical algebra with a basis {I} of neighborhoods at zero consisting of
two-sided ideals of finite codimension. In particular, R is homeomor-
phic to the inverse limit of finite-dimensional algebras R/I. A right
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R-module M is said to be pseudocompact if M is a complete Haus-
dorff topological module with a basis {N} of neighborhoods at zero
consisting of submodules of finite codimension. Again, M is homeo-
morphic to the inverse limit of finite-dimensional modules M/N . The
category PC − R of pseudocompact right R-modules with continuous
homomorphisms is an abelian category with exact inverse limits and
with enough projective modules.
The dual category R − Dis consists of all discrete left R-modules.
The duality functors R − Dis → PC − R and PC − R → R − Dis
are defined by S 7→ S∗ = HomK(S,K) and M 7→ M
⋆, respectively.
Here, M⋆ = homK(M,K) consists of every φ ∈ M
∗ such that ker
φ contains an open submodule N of M ; and a linear topology of S∗
is defined by submodules N⊥ = {φ ∈ S∗|φ(N) = 0} for all finitely-
generated submodules N of S. The category R − Dis is a locally ar-
tinian Grothendieck category with enough injective modules. Its gen-
erators are discrete finite-dimensional R-modules R/I, where I runs
over all open left ideals of R. Denote by R− dis a full subcategory of
R−Dis consisting of all finite-dimensional modules.
Let C be aK-coalgebra. We denote by Comod−C the category of all
right C-comodules and by comod−C a full subcategory of Comod−C
consisting of all finite-dimensional comodules. The dual pseudocom-
pact algebra C∗ has a basis of neighborhoods at zero consisting of all
two-sided ideals D⊥ for all finite-dimensional subcoalgebras D of C.
There are isomorphisms of categories Comod − C ≃ C∗ − Dis and
comod− C ≃ C∗ − dis that identify objects as K-spaces. Under these
isomorphisms, a C-comodule structure ofM , given by the coaction map
τM(m) =
∑
m1 ⊗ c2 where m,m1 ∈ M and c2 ∈ C, corresponds to a
discrete left C∗-module structure given by xm =
∑
x(c2)m1, where
x ∈ C∗. (See [19].) By a theorem of Takeuchi (see [20]), a highest
weight category C is equivalent to Comod − C for a coalgebra C. In
particular, C ≃ C∗ −Dis.
Finally, for Γ ⊆ Λ we can define functors OΓ and OΓ. We can say
that M ∈ C belongs to Γ if and only if all composition factors L(λ)
of M satisfy the condition that λ ∈ Γ. Any N ∈ C contains a largest
subobject OΓ(N) which belongs to Γ. Symmetrically, N contains a
unique minimal subobject OΓ(N) such that N/OΓ(N) belongs to Γ.
For example, ∇(λ) = O(λ](I(λ)) for each λ ∈ Λ. The full subcategory
of C consisting of all objects M such that OΓ(M) = M is denoted by
C[Γ]. It is obvious that OΓ is a left exact functor from C to C[Γ] which
commutes with direct sums. The functor OΓ : C → C also commutes
with direct sums but it is not right exact in general. In fact, for any
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exact sequence
0→ X → Y → Z → 0,
the mapOΓ(Y )→ OΓ(Z) is an epimorphism andOΓ(X) ⊆ X
⋂
OΓ(Y );
but it is possible that OΓ(X) is a proper subobject of OΓ(Y )
⋂
X .
2. Pseudocompact quasi-hereditary algebras
Let B be a pseudocompact algebra. In what follows, all pseudocom-
pact B-modules are right modules and all discrete B-modules are left
modules unless otherwise stated.
We shall first derive certain properties of pseudocompact modules.
2.1. Pseudocompact modules. The following observation is useful.
lm1 Lemma 2.1. If f : M → N is a morphism in PC − B and V is a
closed submodule of M , then f(V ) is a closed submodule of N .
Proof. Let {Ni|i ∈ I} be a basis of neighborhoods at zero in the module
N . Then {Mi = f
−1(Ni)|i ∈ I} is a family of open submodules in M
and ker f = ∩i∈IMi. By Proposition 10 of Chapter IV, §3 of [13], the
image f(V ) is isomorphic to lim
←−
(V +Mi/Mi). Since the map f induces
an isomorphism lim
←−
(V + Mi/Mi) ≃ lim
←−
(f(V ) + Ni/Ni) = f(V ), we
conclude that f(V ) = f(V ) and f(V ) is closed. 
As a consequence of the above lemma, we obtain that a sum of finitely
many closed submodules of a pseudocompact module M is again a
closed submodule of M , and any finitely-generated B-submodule of M
is also closed. Additionally, if V is a closed submodule of M and J is
a right closed ideal of R, then V J is a closed submodule of M .
Denote the radical of M by radM , that is, radM is an intersection
of all maximal open submodules of M ; and denote a factormodule
M/radM by top(M). It can be easily checked that radB is, in fact, the
Jacobson radical of B. Moreover, radB coincides with an intersection
of all open maximal two-sided ideals of B. (See [4].)
The radical of a projective module is described in the next lemma.
lm2 Lemma 2.2. If P ∈ PC − B is a projective module, then radP =
P (radB).
Proof. For any M ∈ PC − B, an inclusion M(radB) ⊆ radM follows
from Lemma 1.4 of [4]. By Corollary 1 of Chapter IV, §3 of [13],
the projective module P is isomorphic to
∏
i∈I eiB, where {ei|i ∈ I}
is a collection of (not necessarily different) primitive idempotents. If
N is a maximal open submodule of some eiB, then
∏
j 6=i ejB
⊕
N is
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a maximal open submodule of P . Therefore, it suffices to prove the
statement of the lemma for every projective module P = eiB; and this
follows from Lemma 4.9 of [21]. 
By Corollary 6.32 of [6], every discrete B-module has an injective
envelope. Dually, every pseudocompact B-module has a projective
cover. Let M be a simple pseudocompact B-module. Then M is
a finite-dimensional and discrete right B-module. If P (M) → M is
a projective cover of M , then its kernel is a unique maximal open
submodule of P (M). In particular, this submodule coincides with
radP (M) = P (M)(radB).
Since we shall be working with subspaces of type eV and V e, where e
is an idempotent of B, it is important to observe the following relation-
ship with closures. If M is a right (or left) pseudocompact B-module,
V ⊂ M is a K-subspace of M , and e is an idempotent of B such that
eV ⊆ V (or V e ⊆ V , respectively), then eV = eV (or V e = V e,
respectively).
From now on, assume that B =
∏
i∈I eiB, where {ei|i ∈ I} is a
(summable) family of primitive pairwise-orthogonal idempotents of the
pseudocompact algebra B. The simple modules and indecomposable
projective modules are described below in terms of these idempotents.
pr1 Proposition 2.3. Any simple pseudocompact B-module M is isomor-
phic toM(i) = top(eiB) = eiB/ei(radB) for some i ∈ I, and P (M(i)) ≃
eiB. Moreover, M(i) ≃M(j) if and only if eiB ≃ ejB.
Proof. It follows from Lemma 3.9 of [22]. 
c1 Corollary 2.4. For every i ∈ I, the algebra EndB(eiB) is a local pseu-
docompact algebra.
Proof. For every i ∈ I, there is a natural isomorphism EndB(eiB) ≃
eiBei, and eiBei is a closed subalgebra of B. Additionally, the condition
that φ ∈ EndB(eiB) but φ is not an automorphism is equivalent to
the condition Imφ ⊆ ei(radB), which is, in turn, equivalent to the
statement lim
n→∞
φn = 0. Therefore, radEndB(eiB) ≃ eiradBei, and
EndB(eiB)/radEndB(eiB) ≃ EndB(M(i)) is a division algebra. 
Choose a subset Λ of I, from the above decomposition B =
∏
i∈I eiB,
whose elements are in one-to-one correspondence with isomorphism
classes of simple pseudocompact B-modules. A discrete B-module L
is simple if and only if L∗ ≃ M(λ) for some λ ∈ Λ; in which case we
denote L by L(λ). If I(λ) is an injective envelope of L(λ), then I(λ)∗ ≃
P (λ) = eλB. Moreover, L(λ) is a composition factor of a discrete B-
module N if and only if M(λ) is a composition factor of N∗/K for
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some open submodule K of N∗. In particular, for any S ∈ PC − B,
one can define the multiplicity of M(λ) in S, denoted [S : M(λ)], as
the supremum of all numbers [S/K : M(λ)], where [S/K : M(λ)] is
the multiplicity of M(λ) in a factormodule S/K, taken for every open
submodule K ⊂ S. Since HomPC−B(P (λ), S) ≃ HomB−Dis(S
⋆, I(λ)),
we have dimK HomPC−B(P (λ), S) = dimK Seλ = [S : M(λ)] = [S
⋆ :
L(λ)].
Let Γ be a subset of Λ. Analogously to Section 1, we say that a
pseudocompact B-module S belongs to Γ if [S : M(λ)] 6= 0 implies
λ ∈ Γ. For any M ∈ PC − B, there exists a unique maximal closed
submodule ofM which belongs to Γ, which shall be denoted by OΓ(M).
Also, there is a unique minimal closed submodule U of M such that
M/U belongs to Γ. Such a module U shall be denoted by OΓ(M). The
modules OΓ(M) and O
Γ(M) are described in the following lemma.
lm3 Lemma 2.5. Let M be a pseudocompact B-module and Γ ⊆ Λ. Then
OΓ(M) =
∑
N⊆M,NeΛ\Γ=0
N and OΓ(M) = MeΛ\ΓB,
where eΛ\Γ =
∑
λ∈Λ\Γ eλ.
Proof. By earlier remarks, N ⊆ M belongs to Γ if and only if NeΛ\Γ =
0. Moreover, if M/N belongs to Γ, then MeΛ\ΓB ⊆ N . Since MeΛ\ΓB
is closed, our claim follows. 
By Lemma 2.5, OΓ(B) = BeΛ\ΓB is a closed idempotent ideal of A
that shall be denoted by H(Γ). Moreover, for any M ∈ PC − B we
have OΓ(M) = H(Γ)M . (See also Appendix of [12].) Finally, observe
that
OΓ(M)
⋆ = M⋆/OΓ(M⋆) and OΓ(M)⋆ =M⋆/OΓ(M
⋆),
and
OΓ(M
⋆) = (M/OΓ(M))⋆ and OΓ(M⋆) = (M/OΓ(M))
⋆.
For every λ ∈ Λ, we define a standard object ∆(λ) = P (λ)/O(λ](P (λ)).
Then ∆(λ)⋆ = ∇(λ) and P (λ)⋆ = I(λ); and the following lemma is a
reformulation of properties of a highest weight category.
lm4 Lemma 2.6. The category B − Dis is a highest weight category with
respect to an interval-finite poset (Λ,≤) if and only if every projective
pseudocompact B-module P (λ) has a descending standard filtration (of
closed submodules) where
P (λ) = N0 ⊇ N1 ⊇ N2 ⊇ . . .
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such that
⋂
k≥1Nk = 0, and for every k ≥ 0 we have Nk/Nk+1 ≃
∆(µk) where µk ≥ λ and µk = λ if and only if k = 0. Additionally,
for a given µ ∈ Λ, µ = µn for only finitely many values of n; and
also dimK HomPC−B(∆(λ),∆(µ)) and [∆(λ) : M(µ)] are finite for all
λ, µ ∈ Λ.
2.2. Good posets. From now on assume that Λ is an interval-finite
poset with respect to a partial order ≤.
The following proposition relates a highest weight category C to each
subcategory C[Γ] for every finitely-generated ideal Γ of Λ.
pr3 Proposition 2.7. Let C be a locally-artinian category which satisfies
the Grothendieck condition AB5. Assume that nonisomorphic simple
objects of C are indexed by elements of an interval-finite poset (Λ,≤),
C has enough injective objects, and every injective envelope of a simple
object belongs to a finitely or countably generated ideal of Λ.
Then C is a highest weight category if and only if, for every finitely-
generated ideal Γ ⊆ Λ, the full subcategory C[Γ] is a highest weight
category.
Proof. The sufficient condition follows from Theorem 3.5 and Definition
3.1 (c) of [7]. Conversely, let L(λ) be a simple object in C and I = I(λ)
be its injective envelope. If Γ is a finitely-generated ideal containing
λ, then IΓ = OΓ(I) is a finite injective envelope of L(λ) in C[Γ]. More-
over, the costandard object ∇Γ(λ) in C[Γ] equals O(λ](IΓ) = O(λ](I),
and therefore it does not depend on the choice of Γ. Let us denote
∇Γ(λ) simply by ∇(λ). Each ∇(λ) obviously satisfies condition (b) of
Definition 3.1 of [7]. Assume I belongs to an ideal Γ which is a union
of an increasing chain of finitely-generated ideals, Γi for all i ≥ 1. By
Theorem 3.5 of [7], each OΓi(I) appears as a term in a finite good fil-
tration of OΓj(I), where j > i. For each i ≥ 1 we can construct a good
filtration of OΓi+1(I)/OΓi(I) and combine it with a given good filtra-
tion of OΓi(I). Proceeding this way step-by-step, we can construct a
good filtration of I. The statement of the proposition shall follow if we
show that if λ ∈ Γi, then ∇(λ) does not appear as a factor of any good
filtration of OΓj(I)/OΓi(I) for any j > i. If ∇(λ) appears as a factor of
a good filtration of OΓj(I)/OΓi(I) for some j > i, then Lemma 3.2(b)
of [7] guarantees that there is a good filtration of OΓj(I)/OΓi(I) such
that its first factor is ∇(µ), where µ ≤ λ. Then µ ∈ Γi and OΓi(I) is a
proper subobject of an object N ⊆ OΓj(I) which belongs to Γi. Thus
we get a contradiction. 
As a consequence of the previous proposition, we shall concentrate on
highest weight categories with certain finitely-generated/cogenerated
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posets of weights. Additionally, from now on, we shall assume that all
costandard objects are finite.
d1 Definition 2.8. Let (Γ,≤) be a poset and let λ, µ ∈ Γ. We call µ a
predecessor of λ if µ < λ and there is no π ∈ Λ such that µ < π < λ.
In what follows we shall denote a predecessor of λ by λ′.
Now we are ready to formulate conditions on the poset Γ that shall
allow us to define the concept of an ascending quasi-hereditary pseu-
docompact algebra later.
d2 Definition 2.9. A poset (Γ,≤) is said to be good if both of the following
conditions are satisfied.
1) Each non-minimal element of Γ has at least one but only finitely
many predecessors.
2) If µ < λ, then there is a predecessor λ′ of λ such that µ ≤ λ′.
If Γ is interval-finite, then the second condition of the above defini-
tion is automatically satisfied.
The next proposition characterizes interval-finite good posets.
pr2 Proposition 2.10. A poset (Λ,≤) is interval-finite and good poset if
and only if every finitely-generated ideal Γ ⊆ Λ has a descending chain
of finitely-generated subideals where
Γ = Γ0 ⊇ Γ1 ⊇ Γ2 ⊇ . . .
such that |Γk \Γk+1| <∞ for every k ≥ 0 and
⋂
k≥0 Γk = ∅. Moreover,
the above chain of subideals can be chosen in such a way that the ele-
ments of Γk \Γk+1 are pairwise incomparable generators of Γk for each
k ≥ 0.
Proof. Assume (Λ,≤) is an interval-finite and good poset and Γ =⋃
1≤i≤t(λi] is a finitely-generated ideal of Λ. Without a loss of generality
we can assume that the elements λi and λj are pairwise incomparable
for i 6= j. If µ ≤ λi, then there is a chain µ = µ0 < µ1 < . . . < µs = λi
of a maximal length s such that µj = µ
′
j+1 for 0 ≤ j ≤ s− 1. Denote
the number s by hti(µ) and set ht(µ) = max
i,µ≤λi
hti(µ). It is obvious
that for any k ≥ 0 a set Vk = {µ ∈ Γ|ht(µ) = k} is finite and a
set Γk = {µ ∈ Γ|ht(µ) ≥ k} coincides with a finitely-generated ideal⋃
µ∈Vk
(µ]. Since the elements of Γk \ Γk+1 are pairwise incomparable,
the necessary condition follows.
Conversely, suppose that the necessary condition holds and assume
that λ is not a minimal element of Λ. Take Γ = (λ] and consider a
chain
Γ = Γ0 ⊇ Γ1 ⊇ Γ2 ⊇ . . .
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as in the statement of the proposition, such that the elements of Γk \
Γk+1 are pairwise incomparable generators of Γk for each k ≥ 0. If µ <
λ, then there is a k > 0 such that µ ∈ Γk \Γk+1. Thus [µ, λ] ⊆ Γ\Γk+1,
which implies that Λ is interval-finite. Finally, a predecessor of λ either
belongs to Γ \ Γ1 or it is a generator of Γ1, and therefore Λ is a good
poset. 
In what follows we shall always assume that a chain
Γ = Γ0 ⊇ Γ1 ⊇ Γ2 ⊇ . . .
is chosen so that the elements of Γk \ Γk+1 are pairwise incomparable
generators of Γk for each k ≥ 0.
2.3. Ascending quasi-hereditary algebras. The main concept of
this part is that of an ascending quasi-hereditary pseudocompact alge-
bra defined as below.
d3 Definition 2.11. Let A be a pseudocompact algebra. Suppose that all
indecomposable projective A-modules are finite-dimensional and there
is an ascending chain of closed ideals of A where
0 = H0 ( H1 ( . . . ( Hn ( . . .
such that
k1 (1) for any open right ideal I ( A there is an index t such that
Ht 6⊆ I.
Also suppose the following additional conditions are satisfied for every
n ≥ 1.
k2 (2) Hn/Hn−1 is a projective pseudocompact A/Hn−1-module such
that the number of its non-isomorphic indecomposable projective
factors is finite.
k3 (3) HomPC−A(Hn/Hn−1, A/Hn) = 0.
k4 (4) HomPC−A(Hn/Hn−1, rad(Hn/Hn−1)) = 0.
Then A is said to be an ascending quasi-hereditary pseudocompact alge-
bra and the above chain of ideals is called a defining system of ascending
ideals.
The initial justification for discussing the above notion of an ascend-
ing quasi-hereditary algebra is provided by the following theorem.
tr2 Theorem 2.12. If A − Dis is a highest weight category with respect
to a good finitely-generated poset (Γ,≤), then A is an ascending quasi-
hereditary pseudocompact algebra with respect to a defining ascending
system of closed ideals such that Hn = H(Γn), where each Γn is con-
structed as in Proposition 2.10.
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Proof. It is obvious that a set {µ|µ ≥ λ} for any λ ∈ Γ is finite. There-
fore every indecomposable injective module in A−Dis has a finite good
filtration. By our assumption, indecomposable injective modules are
of finite length and are therefore finite-dimensional. Consequently, all
indecomposable projective modules in PC − A are finite-dimensional.
According to Lemma 2.5, a descending chain of finitely-generated
subideals Γn of Γ from Proposition 2.10 yields an ascending chain of
closed ideals Hn of A.
For a proper right open ideal I of A, let {M(λi)}1≤i≤ℓ be a collec-
tion of all pairwise non-isomorphic composition factors of A/I. Since⋂
k≥0 Γk = ∅, there is an index t such that λi /∈ Γt for every 1 ≤ i ≤ ℓ.
Then Ht 6⊆ I, which proves condition (1) of Definition 2.11.
Using Theorem 3.5 of [7], we obtain that (A/Hn) − Dis = (A −
Dis)[Γn] is a highest weight category with respect to the poset (Γn,≤).
Therefore, we can proceed by induction on n and it is enough to prove
the conditions (2), (3) and (4) of Definition 2.11 for n = 0.
Let A =
∏
λ∈Γ P (λ)
mλ , where mλ can be infinite. Then
H1 =
∏
λ∈Λ
OΓ1(P (λ))mλ.
By the dual of Lemma 3.2(b) and (v) from [7], each module P (λ)
contains a submodule M that is a direct sum of modules isomorphic
to ∆(µ), where µ /∈ Γ1. Since the factormodule P (λ)/M is filtered
by modules ∆(π), where π ∈ Γ1, we get O
Γ1(P (λ)) = M . Therefore,
OΓ1(P (λ)) = P (λ) = ∆(λ) if λ /∈ Γ1, and O
Γ1(P (λ)) = 0 if λ ∈ Γ1.
Thus each OΓ1(P (λ)) is a projective module; and consequently, so is
H1. Since there are only finitely many non-isomorphic indecomposable
projective factors of H(Γ1), namely those isomorphic to modules ∆(µ),
where µ /∈ Γ1, condition (2) holds.
Condition (3) follows from the definition of functors OΓ.
If λ /∈ Γ1, then [∆(λ) : M(λ)] = 1 implies radH1 belongs to Γ1, that
is HomPC−A(H1, radH1) = 0. This proves condition (4). 
Our next goal is to show that, vice-versa, if A is an ascending quasi-
hereditary algebra, then A−Dis is a highest weight category. Assume
that A is an ascending quasi-hereditary pseudocompact algebra and
isomorphism classes of simple pseudocompact A-modules are indexed
by elements λ of a set Λ, and denote by M(λ) a simple pseudocompact
A-module corresponding to λ.
ThenM(λ) ≃ A/I for an open right maximal ideal I of A. According
to condition (1) of Definition 2.11, there is a maximal number k(λ) such
that Hk(λ) ⊆ I.
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The following pair of lemmas is of crucial technical importance.
lm5 Lemma 2.13. The index k = k(λ), defined above, does not depend on
a choice of the open right maximal ideal I of A. Moreover, for any
number t, there are only finitely many λ ∈ Λ such that k(λ) = t.
Proof. Since Hk+1 + I = A, M(λ) is a direct factor of top(Hk+1/Hk).
LetM(λ) ≃ A/I1 for another open right ideal I1 different from I. Let k1
and k2 be maximal numbers such that Hk1 ⊆ I1 and Hk2 ⊆ I2 = I
⋂
I1,
respectively. It is clear that k, k1 ≥ k2. Assume that k > k2. Then
Hk2+1+I2 = I andM(λ) ≃ I/I2 is a direct factor of top(Hk2+1/Hk2) by
Lemma 2.2. By condition (3) of Definition 2.11, M(λ) does not appear
as a composition factor of A/Hk2+1. On the other hand, M(λ) is a
factor of Hk+1/Hk2+1 which is a contradiction implying that k = k2.
Symmetrically, we also get k = k1.
If k(λ) = t, then M(λ) is a direct factor of top(Ht+1/Ht). By condi-
tion (2) of Definition 2.11, there are only finitely many such λ ∈ Λ. 
lm6 Lemma 2.14. For any λ ∈ Λ, a maximal index k, such that M(λ) is
a composition factor of A/Hk, equals k(λ).
Proof. Clearly, M(λ) is a composition factor of A/Hk(λ), which implies
k ≥ k(λ). If M(λ) is a composition factor of A/Hk, then there is an
open right ideal M ⊆ K of A such that Hk ⊆ M and K/M ≃ M(λ).
Choose x ∈ K \M and construct a continuous epimorphism A→ K/M
by a 7→ xa+M . The kernel of this epimorphism is an open ideal of A
containing Hk; hence by Lemma 2.13 we obtain k(λ) ≥ k. 
Define a partial order on Λ by λ < µ if and only if k(λ) > k(µ).
The following theorem that generalizes Theorem 3.6 of [7] (see also
Proposition A3.7 from [12]) completes the description of the relation-
ship of ascending quasi-hereditary pseudocompact algebras to highest
weight categories.
tr1 Theorem 2.15. Let A be an ascending quasi-hereditary pseudocom-
pact algebra with a defining system {Hn} of ascending ideals. Then
A − Dis is a highest weight category with respect to a poset (Λ,≤),
where the partial order ≤ defined above depends on {Hn}.
Proof. By Lemma 2.13, (Λ,≤) is an interval-finite and good poset. Us-
ing condition (2) of Definition 2.11, we can write H1 =
∏
1≤i≤ℓ P (λi)
mi .
Then condition (3) implies k(λi) = 0 for every 1 ≤ i ≤ ℓ. Conversely,
assume that k(π) = 0 for some π ∈ Λ and write M(π) = A/I for an
open ideal I of A. Since H1 6⊆ I, we obtain that M(π) is a direct
summand of top(H1), and therefore π = λi for some 1 ≤ i ≤ ℓ. We
conclude that Λ is generated by λ1, . . . , λℓ.
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Define Λ1 = Λ\{λ1, . . . , λℓ}. We shall show that H1 = H(Λ1). Con-
dition (3) of Definition 2.11 implies that H(Λ1) ⊆ H1. If H(Λ1) 6= H1,
then there is a proper open submodule N of H1 such that H1/N be-
longs to Λ1. The module H1/N is a factormodule of a finite direct sum
of projective modules of the form P (λi) for some 1 ≤ i ≤ ℓ. Therefore
one M(λi) is a direct summand of top(H1/N); and this contradicts our
assumption that H1/N belongs to Λ1.
We can use induction on t to show analogously that Ht = H(Λt),
where Λt = {λ|k(λ) ≥ t}.
If A =
∏
λ∈Λ P (λ)
mλ , then
∏
λ∈ΛO
Λ1(P (λ))mλ = H1 =
∏
1≤i≤ℓ P (λi)
mi ,
which shows that every OΓ1(P (λ)) is isomorphic to a direct sum of
copies of each P (λi).
Finally, condition (4) implies that the radical of P (λi) does not
contain composition factors isomorphic to any M(λj), which means
P (λi) = ∆(λi).
Arguing by induction on dimensions of indecomposable projective
modules, we prove that all of them have required finite ∆-filtrations.
Lemma 2.6 concludes the proof. 
2.4. Descending quasi-hereditary algebras. In the definition of
ascending quasi-hereditary algebra we have required an existence of an
increasing filtration of closed ideals of A. Now, in a similar fashion,
we would like to consider a symmetric case when there is a descending
filtration of closed ideals of A where
A = G0 ) G1 ) . . . ) Gn ) . . . .
We start with a definition of a successor and a cogood poset.
d6 Definition 2.16. Let (Γ,≤) be a poset and let λ, µ ∈ Γ. We call µ a
successor of λ if and only if µ is a predecessor of λ with respect to the
opposite order ≤op.
In what follows we shall denote a successor of λ by ′λ.
The following symmetrical version of Definition 2.9 is needed in order
to define descending quasi-hereditary pseudocompact algebras later.
d7 Definition 2.17. A poset (Γ,≤) is said to be cogood if the following
conditions are satisfied.
(1) Each non-maximal element of Γ has at least one but only finitely
many successors.
(2) If µ > λ, then there is a successor ′λ of λ such that µ ≥ ′λ.
Again, if Γ is interval-finite, then the second condition of the above
definition is automatically satisfied.
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Clearly, the corresponding symmetrical version of Proposition 2.10
holds.
pr4 Proposition 2.18. A poset (Λ,≤) is interval-finite and cogood if and
only if every finitely-cogenerated coideal Γ ⊆ Λ has a descending chain
of finitely-cogenerated subcoideals where
Γ = Γ0 ⊇ Γ1 ⊇ Γ2 ⊇ . . .
such that |Γk \ Γk+1| < ∞ for every k ≥ 0 and ∩k≥0Γk = ∅. In this
case coideals can be chosen such that elements of Γk \Γk+1 are pairwise
incomparable cogenerators of Γk for each k ≥ 0.
Now we are ready to introduce descending quasi-hereditary pseudo-
compact algebras.
d8 Definition 2.19. Let A be a pseudocompact algebra. Suppose that
there is a descending chain of closed ideals of A where
A = G0 ) G1 ) . . . ) Gn ) . . .
which satisfy the following conditions.
n1 (1) For any open right ideal I of A, there is a non-negative number
n = n(I) such that Gn ⊆ I.
n2 (2) For every n ≥ 1, A/Gn is an ascending quasi-hereditary pseu-
docompact algebra with respect to a defining system of ascending
ideals, {Hk = Gn−k/Gn|0 ≤ k ≤ n}.
Then A is said to be a descending quasi-hereditary pseudocompact al-
gebra and the above chain of ideals is called a defining system of de-
scending ideals.
Since the algebras of the form A/Gn and a defining system of ideals
of the form Hk in the condition (2) above are finite, we could replace
(2) by an equivalent condition.
(2’) For every n ≥ 1, A/Gn is a quasi-hereditary algebra with respect
to a defining system of heredity ideals, {Hk = Gn−k/Gn|0 ≤ k ≤ n}.
The justification of a notion of a descending quasi-hereditary algebra
is presented in the following theorem.
tr3 Theorem 2.20. A pseudocompact algebra A is descending quasi-hereditary
if and only if A − Dis is a highest weight category with respect to an
interval-finite, cogood and finitely-cogenerated poset Λ.
Proof. For the necessary condition, choose a descending chain of sub-
coideals such that
Λ = Λ0 ⊇ Λ1 ⊇ Λ2 ⊇ . . .
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as in Proposition 2.18. For every n ≥ 0, denote a finite ideal Λ \ Λn
by Γn and set Gn = H(Γn). Since every finite subset of Λ is contained
in some Γn, condition (1) of Definition 2.19 holds. For condition (2),
observe that every Γn is a finite good poset and apply Theorem 2.12
to a highest weight category (A/Gn)−Dis = (A−Dis)[Γn].
Conversely, assume that A is an descending quasi-hereditary pseu-
docompact algebra and isomorphism classes of simple pseudocompact
A-modules are indexed by elements λ of a set Λ, and denote byM(λ) a
simple pseudocompact A-module corresponding to λ. For each n ≥ 0,
define a subset Γn of Λ consisting of every λ for which M(λ) appears
as a composition factor of A/Gn. Clearly, ∅ = Γ0 ⊆ Γ1 ⊆ . . . , and con-
dition (1) of Definition 2.19 implies
⋃
k≥0 Γk = Λ. By Theorem 2.15,
each Γn has a structure of a good poset, say (Γn,≤n), with respect
to which (A/Gn) − Dis is a highest weight category. Additionally, if
t ≥ n, then the partial order ≤n is a restriction of ≤t on Γn. Moreover,
(A/Gn)−Dis = ((A/Gt)−Dis)[Γn], which implies Gn/Gt = H(Γn)/Gt.
Since A is a Hausdorff topological space, we have
⋂
k≥0Gk = 0 and
Gn = lim
←−t≥n
Gn/Gt = lim
←−t≥n
H(Γn)/Gt = H(Γn).
Define a partial order ≤ on Λ via lim
−→
(Γn,≤n). By the above consid-
erations, elements of Γn \ Γn−1 are pairwise incomparable generators
of Γn for every n ≥ 1. Proposition 2.18 implies that Λ is an interval-
finite, cogood and finitely-cogenerated poset. Since (A/Gn) − Dis =
(A−Dis)[Γn] for each n ≥ 0, Proposition 2.7 completes the proof. 
3. Tilting objects in a highest weight category
3.1. ∆- and ∇-filtrations. Let C be a highest weight category with
respect to a good poset of weights (Λ,≤). In particular, if Γ is a finitely-
generated ideal of Λ, then Γ is countable. In what follows, we assume
that all costandard objects are Schurian, that is, EndC(∇(λ)) = K for
any λ ∈ Λ.
According to [7] (see also Proposition 2.7), if Γ is a finitely-generated
ideal, then C[Γ] is a highest weight category with costandard objects of
the form∇(λ) and finite injective envelopes such that IΓ(λ) = OΓ(I(λ))
for λ ∈ Γ. Theorem 3.9 of [7] states that ExtiC(M,N) = Ext
i
C[Γ](M,N)
for any M,N ∈ C[Γ].
Let R be a class of objects from C. The following definition is stan-
dard.
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d31 Definition 3.1. An increasing filtration of an object M =
⋃
i≥1Mi
wherein
0 = M0 ⊆ M1 ⊆M2 ⊆ . . . ,
such that Mi/Mi−1 ∈ R for every i ≥ 1, is called an increasing R-
filtration. If M has a decreasing filtration wherein
M = M0 ⊇ M1 ⊇M2 ⊇ . . . ,
such that Mi/Mi+1 ∈ R for every i ≥ 0 and
⋂
i≥0Mi = 0, then it is
called a decreasing R-filtration.
For example, a good filtration of an injective envelope can be called
a ∇-filtration, where ∇ = {∇(λ)|λ ∈ Λ}.
The next lemma is an easy generalization of a well-known result.
lm31 Lemma 3.2. Let Γ be a finitely-generated ideal of Λ and M ∈ C[Γ]. If
ExtiC(M,∇(λ)) 6= 0 for i > 0, then there is a composition factor L(µ)
of M such that µ > λ.
Proof. Without a loss of generality, one can suppose that λ ∈ Γ. Con-
sider a short exact sequence
0→∇(λ)→ IΓ(λ)→ Q→ 0,
where Q has a finite∇-filtration with quotients of the form∇(µ), where
µ > λ. A fragment
Exti−1C (M,Q)→ Ext
i
C(M,∇(λ))→ 0
of a corresponding long exact sequence shows that Exti−1C (M,Q) 6= 0.
An induction on the index i implies that HomC(M,∇(µ)) 6= 0 for some
µ > λ. Thus L(µ) is a composition factor of M . 
Denote by Cf a full subcategory of C consisting of all finite objects
in C.
Our goal is to work towards a definition of a tilting object. In order
to define a standard module ∆, we need to make sure that we have
enough projective objects. From now on, we shall assume that for
every finitely-generated ideal Γ ⊆ Λ the subcategory C[Γ]f has enough
projectives. Additionally, we shall assume that for every λ ∈ Γ the
projective cover PΓ(λ) of L(λ) has a finite standard filtration, where
the top quotient is ∆(λ) = PΓ(λ)/O
(λ](PΓ(λ)) and every other quotient
is ∆(µ) for µ > λ. Besides, each ∆(λ) does not depend on the choice
of an ideal Γ such that λ ∈ Γ. We shall denote the class {∆(λ)|λ ∈ Λ}
by ∆.
These assumptions are satisfied if Cf has a Chevalley duality, that
is, there is a duality τ : Cf → Cf such that τ(L(λ)) ≃ L(λ) for each
λ ∈ Λ.
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lm32 Lemma 3.3. Assume Cf has a Chevalley duality. Then, for every
finitely-generated ideal Γ of Λ, the category C[Γ]f has enough projective
objects and each projective cover PΓ(λ) of L(λ) has a finite standard
filtration.
Proof. Applying the Chevalley duality, we obtain that ∆(λ) = τ(∇(λ)),
and every PΓ(λ) has a ∆-filtration that is a Chevalley dual to the ∇-
filtration of IΓ(λ) for each λ ∈ Γ. 
remark32 Remark 3.4. The condition that every subcategory C[Γ]f has enough
projective objects does not imply that C has. For example, if C is a
category of rational G-modules over a reductive algebraic group G (de-
fined over an algebraically closed field of positive characteristic), then
it contains a projective module if and only if G is a finite extension of
a torus. See [11].
Let us also remark that if C = R−Dis for a pseudocompact algebra
R, then the modules PΓ(λ) and ∆(λ) differ from the projective and
standard modules defined in Section 2. In fact, they belong to different
categories. Nevertheless, these objects are related and we shall discuss
their relationship in Section 4.
The following lemma is formulated for standard objects and it is a
symmetric variant of Lemma 3.2 .
lm33 Lemma 3.5. Let Γ be a finitely-generated ideal of Λ and M ∈ C[Γ]. If
ExtiC(∆(λ),M) 6= 0 for i > 0, then there is a composition factor L(µ)
of M with µ > λ.
Combining Lemmas 3.2 and 3.3, we obtain the following corollary.
Corollary 3.6. (Compare this with Theorem 3.11 of [7].) For everyc31
λ, µ ∈ Λ and i > 0, we have ExtiC(∆(λ),∇(µ)) = 0.
d33 Definition 3.7. If M ∈ C, then the set {λ|Ext1C(∆(λ),M) 6= 0} is
denoted by S(M) and called the defect set of M .
Let us mention that our definition is different from the definition in
[12]. In fact, we do not require a defect set to be an ideal of Λ.
In the future we shall usually limit our considerations to restricted
objects as defined below.
d32 Definition 3.8. An object M ∈ C[Γ] is said to be Γ-restricted if [M :
L(λ)] is finite for every λ ∈ Γ.
From now on, Γ shall be a finitely-generated ideal of Λ unless stated
otherwise. If it does not lead to confusion, we shall omit a subindex Γ
in our notation.
PSEUDOCOMPACT ALGEBRAS AND HIGHEST WEIGHT CATEGORIES 19
Existence of a ∆ (or a ∇)-filtration relates to the vanishing of certain
extensions in the following theorem that generalizes Corollary 3.6.
t31 Theorem 3.9. Assume that M is Γ-restricted. If M has an increasing
(or decreasing) ∆-filtration, then ExtiC(M,∇(λ)) = 0 for every λ ∈ Λ
and i ≥ 1. If M has an increasing (or decreasing) ∇-filtration, then
ExtiC(∆(λ),M) = 0 for every λ ∈ Λ and i ≥ 1.
Proof. We consider only the case of a decreasing ∆-filtration; all other
cases are similar. We can assume that λ ∈ Γ =
⋃k
j=1(πj ]. Since a set
A =
⋃k
j=1(λ, πj] is finite, there is a finite subobject N ⊆ M such that
[N : L(ν)] = [M : L(ν)] for every ν ∈ A. Let Mk denote the k-th
member of a decreasing ∆-filtration of M . Then N
⋂
Mk = 0 for a
sufficiently large k. In this case [Mk : L(ν)] = 0 for every ν ∈ A and
ExtiC(Mk,∇(λ)) = 0 by Lemma 3.2. Since Ext
i
C(M/Mk,∇(λ)) = 0 by
Corollary 3.6, the exactness of the fragment
ExtiC(M/Mk,∇(λ))→ Ext
i
C(M,∇(λ))→ Ext
i
C(Mk,∇(λ))
of the long exact sequence implies that ExtiC(M,∇(λ)) = 0. 
The next lemma shows that it is enough to state the previous the-
orem only for i = 1 since the vanishing of first extensions implies the
vanishing of all higher extensions.
l34 Lemma 3.10. IfM belongs to Γ and Ext1C(∆(λ),M) = 0 for every λ ∈
Λ (or Ext1C(M,∇(λ)) = 0 for every λ ∈ Λ), then Ext
i
C(∆(λ),M) = 0
(or ExtiC(M,∇(λ)) = 0, respectively) for every λ ∈ Λ and i > 1.
Proof. Assume that ExtiC(∆(λ),M) 6= 0 for a weight λ ∈ Λ and for
i > 1. Lemma 3.5 implies that λ ∈ Γ and we can work in the category
C[Γ]. A short exact sequence
0→ Q→ P (λ)→ ∆(λ)→ 0
induces an exact fragment
Exti−1C (Q,M)→ Ext
i
C(∆(λ),M)→ 0.
Since Q has a ∆-filtration with each factor ∆(µ), where µ > λ, one
can argue by induction on i to get a contradiction. The proof of the
second statement is analogous. 
The following theorem is a partial converse to Theorem 3.9.
t32 Theorem 3.11. Let M be a Γ-restricted object. If Ext1C(∆(λ),M) = 0
for every λ ∈ Λ, thenM has a decreasing∇-filtration. If Ext1C(M,∇(λ)) =
0 for every λ ∈ Λ, then M has an increasing ∆-filtration.
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Proof. Suppose first that Ext1C(∆(λ),M) = 0 for all λ ∈ Λ. Corre-
sponding to a decreasing chain of finitely-generated ideals of Λ where
Γ = Γ0 ⊇ Γ1 ⊇ . . .
such that Γ \ Γk is finite for every k ≥ 0 and
⋂
k≥0 Γk = ∅, there is a
decreasing chain of subobjects where
M = M0 ⊇M1 ⊇M2 ⊇ . . .
such thatMk = OΓk(M), every quotientM/Mk is finite, and
⋂
0≤kMk =
0.
The socle of every quotient M/Mk belongs to Γ\Γk, and eachM/Mk
can be embedded into a finite sum of finite indecomposable injective
objects from C[Γ].
Consider the following fragment
HomC(∆(µ),M/Mk)→ Ext
1
C(∆(µ),Mk)→ 0→
→ Ext1C(∆(µ),M/Mk)→ Ext
2
C(∆(µ),Mk)
of the long exact sequence Assume Ext1C(∆(µ),Mk) 6= 0. Then µ ∈ Γk
by Lemma 3.5. On the other hand, the socle of M/Mk belongs to
Γ\Γk, which implies HomC(∆(µ),M/Mk) = 0. Thus we have a contra-
diction. Therefore Ext1C(∆(µ),Mk) = 0 for every µ. By Lemma 3.10,
Ext2C(∆(µ),Mk) = 0 for every µ, which implies Ext
1
C(∆(µ),M/Mk) = 0
for every µ. Finally, since every object M/Mk is finite, we conclude the
proof by standard arguments from [8, 15].
For the second statement, it is enough to prove that every subobject
OΓk(M) is finite. In fact, OΓk(M) contains a finite subobject N such
that [N : L(µ)] = [OΓk(M) : L(µ)] for every µ ∈ Γ \ Γk because all the
multiplicities are finite. In particular, OΓk(M)/N belongs to Γk, that
is, N = OΓk(M). The final argument is analogous to the proof of the
first part of this theorem. 
As a consequence of Theorems 3.9 and 3.11 we obtain the following
corollary.
c32 Corollary 3.12. Assume that M is Γ-restricted and that there is an
exact sequence
0→ N →M → S → 0.
Then the following are true.
(1) If both M and N have decreasing ∇-filtrations, then S has a
decreasing ∇-filtration.
(2) If both M and S have increasing ∆-filtrations, then N has an
increasing ∆-filtration.
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(3) If M has a decreasing (increasing) ∇ (∆)-filtration, then every
direct summand of M has a decreasing (increasing) ∇ (∆)-
filtration.
(4) If M has a decreasing ∇-filtration, then the object ∇(λ) appears
exactly (M : ∇(λ)) = dimHomC(∆(λ),M) times as a section of
the ∇-filtration ofM . Additionally, (M : ∇(λ)) = (N : ∇(λ))+
(S : ∇(λ)), provided that N has a decreasing ∇-filtration.
(5) If M has an increasing ∆-filtration, then the object ∆(λ) ap-
pears exactly (M : ∆(λ)) = dimHomC(M,∇(λ)) times as a
section of the ∆-filtration of M . Moreover, (M : ∆(λ)) =
(N : ∆(λ)) + (S : ∆(λ)), provided that S has an increasing
∆-filtration.
3.2. Tilting objects. Now we are ready to define a tilting object in
our setting.
d34 Definition 3.13. An object T ∈ C is called a tilting object if and only
if it has an increasing ∆-filtration and Ext1C(∆(λ), T ) = 0 for every
λ ∈ Λ.
The existence of indecomposable titling modules is established in the
following theorem.
t33 Theorem 3.14. For any weight λ ∈ Λ, there is an indecomposable
tilting object T such that T is (λ]-restricted, [T : L(λ)] = 1, and its
∆-filtration begins with ∆(λ).
Proof. Fix a decreasing chain of ideals of Λ as before; say
Γ0 = (λ] ⊇ Γ1 ⊇ Γ2 ⊇ . . .
such that Γk \Γk+1 is finite for all k ≥ 0,
⋂
k≥0 Γk = ∅, and the elements
of Γk \Γk+1 are pairwise incomparable generators of Γk. For any V ∈ C
we shall write Ok(V ) for OΓk(V ).
We shall construct an increasing chain of finite objects where
0 = V0 ⊆ V1 ⊆ V2 ⊆ . . .
such that
(1) Vk/Vk−1 has a ∆-filtration,
(2) Ot(Vk) = Vt for all k ≥ t,
(3) Vk is indecomposable, and
(4) S(Vk) ⊆ Γk for all k ≥ 1.
It is clear that V1 = ∆(λ) satisfies the inductive hypothesis. Suppose
that we have already constructed a fragment of our filtration up to
the k-th term. Consider every finite object X , belonging to Γ0 = (λ],
which satisfies the following conditions:
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(1) Vk ⊆ X ,
(2) X/Vk has a ∆-filtration,
(3) Ok+1(X) = X and Ot(X) = Vt for all t ≤ k,
(4) X is indecomposable, and
(5) S(X) ⊆ Γk.
Any such object X shall be called k-admissible. It is obvious that Vk
is k-admissible.
Denote Dk = Γk \ Γk+1 = {µ1, . . . , µl} and choose a linear order
µ1 > µ2 > . . . > µl on Dk. Define a characteristic of a k-admissible
object X as χ(X) = (χµ(X))µ∈Dk
= (dimK Ext
1
C(∆(µ1), X), . . . , dimK Ext
1
C(∆(µl), X)).
We introduce an order on characteristics of k-admissible objects by
considering them as vectors of a poset Nk with respect to the lexico-
graphical order from left to right.
Choose a k-admissible object X with a minimal characteristic. If
S(X) ⊂ Γk+1, then the set Vk+1 = X .
Otherwise, take a minimal element π ∈ S(X) \ Γk+1 and a non-split
exact sequence
0→ X → Y → ∆(π)→ 0,
where the object Y belongs to Γ0 = (λ]. We shall show that O
k+1(Y ) =
Y and Ot(Y ) = Vt for all t ≤ k. Indeed, since no non-zero factor of
∆(π) belongs to Γk+1, we obtain that O
k+1(Y ) +X = Y . Since X =
Ok+1(X), we get X ⊆ Ok+1(Y ), and therefore Y = Ok+1(Y ). Next,
π ∈ Γk implies O
t(∆(π)) = 0 for all t ≤ k. Hence Ot(Y ) = Ot(X) = Vt
for all t ≤ k.
Suppose that Y = Y1
⊕
Y2
⊕
. . .
⊕
Yl, where every Yi is an inde-
composable object. Then Vk = O
k(Y1)
⊕
Ok(Y2)
⊕
. . .
⊕
Ok(Yl) and
all but one of these summands are zeros because Vk is indecomposable.
Assume Ok(Y2) = . . . = O
k(Yl) = 0. Then O
t(Y2) = . . . = O
t(Yl) = 0
and Ot(Y1) = Vt for t ≤ k. Moreover, it is obvious that O
k+1(Yi) = Yi
for all i = 1, . . . , l. Finally, Y/Vk = Y1/Vk
⊕
Y2
⊕
. . .
⊕
Yl and Y1/Vk
has a ∆-filtration.
Take any µ ∈ Λ and consider the following fragment
0→ HomC(∆(µ), X)→ HomC(∆(µ), Y )→ HomC(∆(µ),∆(π))
→ Ext1C(∆(µ), X)→ Ext
1
C(∆(µ), Y )→ Ext
1
C(∆(µ),∆(π))
of the long exact sequence.
Suppose that µ ∈ S(X) \Γk+1. If µ 6= π, then HomC(∆(µ),∆(π)) =
Ext1C(∆(µ),∆(π)) = 0 because π is minimal in S(X) \ Γk+1. In this
case χµ(X) = χµ(Y ). If µ = π, then one can give a verbatim proof of
Lemma A4.1 from [12] to derive that χπ(Y ) = χπ(X)− 1.
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Finally, if µ ∈ S(Y ) \ S(X), then Ext1C(∆(µ),∆(π)) 6= 0, and there-
fore µ < π.
The above shows that S(Y1) ⊆ S(Y ) ⊆ Γk and Y1 is k-admissible but
χ(Y1) ≤ χ(Y ) < χ(X). This contradiction shows that S(X) ⊆ Γk+1
for a k-admissible object X with a minimal characteristic.
Let T =
⋃
1≤k Vk. It is obvious that T is (λ]-restricted. Using Lemma
3.8(a) from [7], we obtain that Ext1C(∆(µ), T ) = 0 for every µ ∈ Λ.
To conclude the proof, we must recognize that Ok(T ) = Vk for all
k ≥ 1. 
From now on we shall denote the tilting object from the above the-
orem by T (λ). It is obvious that O1(T (λ)) = O(λ)(T (λ)) = ∆(λ), and
we shall call this subobject of T (λ) a standard bottom of T (λ). By The-
orem 3.11, T (λ) has a decreasing filtration, T (λ)/O(λ)(T (λ)) = ∇(λ);
and we shall call this factorobject of T (λ) a costandard top of T (λ).
Next, two technical lemmas shall be needed in the proofs of the
following theorems.
l35 Lemma 3.15. Assume Y ∈ C is Γ-restricted and Y has a filtration
0 = Y0 ⊆ Y1 ⊆ Y2 ⊆ . . .
such that each factor Yk/Yk−1, for all k ≥ 1, has a finite ∆-filtration.
If Z ∈ C satisfies Ext1(∆(µ), Z) = 0 for every µ ∈ Λ, then every
morphism Yt → Z can be extended to a morphism Y → Z for each
t ≥ 0.
Proof. Clearly Y = lim
−→
Yk, which impliesHomC(Y, Z) = lim
←−
HomC(Yk, Z).
Since Ym/Yt has a finite ∆-filtration for each m ≥ t, we infer that
Ext1(Ym/Yt, Z) = 0. Therefore every restriction morphismHomC(Ym, Z)→
HomC(Yt, Z) is an epimorphism, and our claim follows. 
The following lemma is from folklore.
l36 Lemma 3.16. Let {At, φmt : At → Am|1 ≤ m ≤ t} be a projective
spectrum of finite-dimensional local algebras, where each φmt is an epi-
morphism. Then a pseudocompact algebra A = lim
←−
At is also local.
Proof. Since the ground field K is algebraically closed, it follows that
At/radAt = K for every t ≥ 1. In particular, φmt(radAt) = radAm for
every 1 ≤ m ≤ t. Since an inverse limit M of the induced spectrum of
radicals is pronilpotent and A/M = K, the claim follows. 
The basic properties of EndC(T (λ)) are described in the following
theorem.
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t34 Theorem 3.17. (Also see Proposition 5.2 later.) An algebra A(λ) =
EndC(T (λ)) is a local pseudocompact algebra and A(λ)/radA(λ) = K.
Moreover, φ ∈ radA(λ) if and only if a restriction of φ to the standard
bottom of T (λ) is zero or, equivalently, φ induces the zero endomor-
phism of the costandard top of T (λ).
Proof. Let T (λ) =
⋃
k≥1 Vk as in the proof of Theorem 3.14. Then
A(λ) = lim
←−
HomC(Vk, T (λ)) and HomC(Vk, T (λ)) = EndC(Vk) for ev-
ery k ≥ 0. By Lemma 3.15, for everym ≤ k, a map φkm : HomC(Vk, T (λ))→
HomC(Vm, T (λ)), induced by an inclusion Vm → Vk, is an epimorphism
of algebras. To see that EndC(Vk) is a local algebra, observe that
EndC(V1) = EndC(∆(λ)) = K and that ψk ∈ EndC(Vk) belongs to
rad(EndC(Vk)) if and only if φk1(ψk) = 0.
Since EndC(∇(λ)) = K, a map φ ∈ EndC(T (λ)) induces either an
automorphism or a zero morphism of the costandard top of T (λ). On
the other hand, L(λ) = ∆(λ) + O(λ)(T (λ))/O(λ)(T (λ)) is the socle of
∇(λ). Therefore, in the first case, φ|∆(λ) 6= 0 and φ is invertible, while
in the second case φ|∆(λ) = 0. 
c33 Corollary 3.18. Let T be a tilting object such that it has an increasing
∆-filtration beginning with ∆(λ). Then T (λ) is a direct summand of
T . In particular, T (λ) is uniquely defined by the weight λ up to an
isomorphism.
Proof. Since both T and T (λ) have increasing ∆-filtrations that start
with ∆(λ), the identifications of these two copies of ∆(λ) can by Lemma
3.15 be extended to the morphisms φ : T (λ) → T and ψ : T → T (λ).
Then α = ψφ is an automorphism of T (λ) because ψφ|V1 = id; and
therefore, α−1ψ : T → T (λ) splits. 
We refine the above corollary in the next theorem which generalizes
a well-known result from the classical case.
Theorem 3.19. (See Theorem A4.2 of [12].) Let T be a Γ-restrictedt35
tilting object. Then T equals a direct (possibly infinite) sum of some
indecomposable tilting subobjects of the form T (λ).
Proof. Let
Γ = Γ0 ⊇ Γ1 ⊇ Γ2 ⊇ . . .
be a decreasing chain of ideals of Λ such that |Γk \ Γk+1| < ∞ for
every k ≥ 0,
⋂
k≥0 Γk = ∅, and the elements of Γk \ Γk+1 are pairwise
incomparable generators of Γk for each k ≥ 0. Then T has a filtration
0 = T0 ⊆ T1 ⊆ T2 ⊆ . . . ,
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where Tk = O
Γk(T ) for k ≥ 0. The set Γ0 \ Γ1 = {µ1, . . . , µs} consists
of maximal weights of Γ. By Lemma 3.5 there is a ∆-filtration of T
which begins with ⊕
1≤i≤s
∆(µi)
(T1:∆(µi)).
Corollary 3.18 implies that T = S1
⊕
T (1), where
S1 =
⊕
1≤i≤s
T (µi)
(T1:∆(µi))
and T (1) is a Γ-restricted tilting object such that OΓ1(T (1)) = 0 and
(T (1) : ∆(µi)) = 0 for any 1 ≤ i ≤ s. In particular, [T : L(λ)] = [S1 :
L(λ)] for every λ ∈ Γ0 \ Γ1.
In the next step, we decompose T (1) as S2
⊕
T (2), where S2 is a finite
direct sum of indecomposable tilting subobjects and OΓ2(T (2)) = 0. In
particular, [T (1) : L(λ)] = [S2 : L(λ)] for every λ ∈ Γ1 \ Γ2.
We can continue with similar decompositions as necessary.
Finally, for S =
⊕
1≤i Si we have [T : L(λ)] = [S : L(λ)] for every
λ ∈ Γ, which means S = T . 
The last theorem of this section extends an important property from
the classical case.
t36 Theorem 3.20. Let Γ and Γ˜ be finitely-generated ideals of Λ, T be a
Γ-restricted tilting object, and M be a Γ˜-restricted object. If M has an
increasing (or decreasing) ∇-filtration, then Ext1C(T,M) = 0. If M has
an increasing (or decreasing) ∆-filtration and T is a finite direct sum
of indecomposable tilting objects, then Ext1C(M,T ) = 0.
Proof. For the first statement, by Theorem 3.19 it is enough to show
that Ext1C(T (λ),M) = 0 for all λ ∈ Λ. Consider a short exact sequence
0→M → X
π
→ T (λ)→ 0.
Since Ext1C(∆(λ),M) = 0 by Theorem 3.9, the object X contains a
subobject which is isomorphic to the first member ∆(λ) of a ∆-filtration
of T (λ). Moreover, this isomorphism is induced by the epimorphism
π. Since Ext1C(∆(µ), X) = 0 for any µ ∈ Λ, Lemma 3.15 implies that
there is a morphism φ : T (λ) → X such that πφ is an isomorphism.
Thus φ is an inclusion and X =M
⊕
Imφ, where Imφ ≃ T (λ).
For the second statement, it is enough to prove that Ext1C(M,T (λ)) =
0 for every λ ∈ Λ. Consider an exact sequence
0→ T (λ)
ι
→ X →M → 0.
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Then Theorem 3.9 implies that Ext1C(X,∇(µ)) = 0 for every µ ∈ Λ.
For the Γ˜
⋃
(λ]-restricted object X ′ = X/∆(λ), there is a short exact
sequence
0→ T (λ)/∆(λ)→ X ′ → M → 0
and a fragment
0 = Ext1C(X,∇(µ))→ Ext
1
C(X
′,∇(µ))→ Ext2C(∆(λ),∇(µ))
of the corresponding long exact sequence for every µ ∈ Λ. By Corollary
3.6, the last expression in the above fragment vanishes, and this implies
Ext1(X ′,∇(µ)) = 0 for every µ ∈ Λ. By Theorem 3.11, X ′ has an
increasing ∆-filtration. Therefore, X has an increasing ∆-filtration
which begins with ∆(λ). By Lemma 3.15 there is a morphism ψ : X →
T (λ) which extends the inclusion ∆(λ) → T (λ). Therefore, ψι is an
isomorphism and X = T (λ)
⊕
Kerψ, where Kerψ ≃M . 
c34 Corollary 3.21. If T and T ′ are restricted tilting objects (possibly cor-
responding to different finitely-generated ideals Γ and Γ′ of Λ), then
Ext1C(T, T
′) = 0.
4. Chevalley duality
The goal of this section is to describe the Chevalley duality for pseu-
docompact algebras. The whole discussion can be reduced to the case
when the algebra is basic.
41 Definition 4.1. Let B be a pseudocompact algebra. If B =
∏
i∈I P (i),
where every direct factor P (i) is an indecomposable projective B-module
and P (i) 6≃ P (j) for i 6= j, then B is called basic.
l41 Lemma 4.2. (See also Corollary 5.5 and Proposition 5.6 from [19].)
For every pseudocompact algebra B there is a basic pseudocompact al-
gebra A such that a category PC−B is equivalent to a category PC−A.
Proof. Write B =
∏
λ∈Λ P (λ)
mλ , where P (λ)mλ is a direct (possibly
infinite) product of all projective indecomposable factors of B, and
eλB = P (λ) = P (M(λ)) for λ ∈ Λ; and set e =
∑
λ∈Λ eλ. We shall
show that a Schur functor F from the category PC −B to a category
PC − eBe, given by M 7→ HomPC−B(eB,M) = Me, is full, faithful
and dense.
To show that F is full and faithful, note that every M ∈ PC − B
has a projective presentation
Q1 → Q0 →M → 0
such that Q0 and Q1 are direct factors of (eB)
I (for a possibly infinite
index set I). Additionally, for any direct product of projective modules
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∏
j∈J ejB (where an idempotent ej is not necessarily primitive and can
be repeated), a space HomPC−B(
∏
j∈J ejB,M) is isomorphic to a sub-
space of
∏
j∈J Mej consisting of all elements of the form
∏
j∈J mj such
that the collection {mj |j ∈ J} is summable in M . Then arguments as
in the proof of Proposition 2.5 of Chapter II of [2], show that F is full
and faithful.
If S ∈ PC − eBe, then S ≃ (S⊗ˆeBeeB)e, where ⊗ˆ denotes the
complete tensor product. (See [4].) Therefore F is dense. Theorem 1.2
of Chapter II in [2] shows that F is an equivalence of categories. 
Let A be a basic pseudocompact algebra and let Λ be a set whose
elements are in one-to-one correspondence with isomorphism classes of
simple pseudocompact A-modules. Fix a decomposition A =
∏
λ∈Λ eλA,
where eλA = P (λ) is an indecomposable projective factor of A such
that its top is isomorphic to a simple A-module M(λ).
If all indecomposable projective modules eλA are finite-dimensional
and Λ is at most countable, then A is called a restricted pseudocompact
algebra. It is clear that every ascending quasi-hereditary pseudocom-
pact algebra is restricted. For the remainder of this section, we assume
that A is restricted.
Consider a decreasing chain of subsets wherein
(∗) Λ = Γ0 ⊇ Γ1 ⊇ Γ2 ⊇ . . .
such that Ωk = Λ \Γk has cardinality k for all k ≥ 0, and
⋂
k≥0 Γk = ∅.
There is a decreasing chain of two-sided closed ideals of A wherein
A = J0 ⊇ J1 ⊇ J2 ⊇ . . .
such that
⋂
k≥0 Jk = 0, where Jk = H(Ωk) for every k ≥ 0. We say
that this chain of closed ideals of A is defined by the above chain of sets
(∗) or, briefly, that it is a (∗)-chain. The description of the Chevalley
duality shall be formulated for such (∗)-chains.
If A is basic, then every Jk is open. In fact, A/Jk ≃
∏
λ∈Ωk
P (λ)/JkP (λ)
is finite-dimensional for every k ≥ 0. The structure of A/Jk is clarified
in the following lemma.
lm42 Lemma 4.3. For every k ≥ 0, the idempotents {eλ|λ ∈ Ωk} form
a complete family of pairwise orthogonal primitive idempotents of A
modulo the ideal Jk.
Proof. We have eλA
⋂
Jk = eλJk = O
Ωk(eλA) ⊆ rad(eλA) for every
λ ∈ Ωk. Thus (rad(eλA) + Jk)/Jk = rad(eλA + Jk/Jk) is a unique
maximal open submodule of (eλA + Jk)/Jk. Therefore, (eλA + Jk)/Jk
is indecomposable, and eλ is a primitive idempotent modulo Jk. The
remaining assertions clearly follow. 
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If there is a continuous anti-isomorphism φ : A → A, then one can
define a duality τφ : (A−Dis)f → (A−Dis)f by M 7→ τφ(M) = M
∗,
where M∗ is a left discrete A-module via (af)(m) = f(φ(a)m) for
a ∈ A and f ∈M∗.
A category (A − Dis)f [Ωk] = (A/Jk − Dis)f consists of all finite-
dimensional A/Jk-modules. If τ is a Chevalley duality on (A−Dis)f ,
then τk = τ |(A/Jk−Dis)f is a Chevalley duality on (A/Jk−Dis)f . More-
over, (A/Jk−Dis) is a full subcategory of (A/Jt−Dis) for every t ≥ k
and τt|(A/Jk−Dis)f = τk.
Denote the opposite pseudocompact algebra of A by A◦. We have a
natural anti-equivalence (A−Dis)f → (A
◦−Dis)f given byM 7→M
∗,
where M∗ is a left discrete A◦-module via (af)(m) = f(am) for a ∈ A◦
and f ∈ M∗. Composing this anti-equivalence with τ , we obtain an
equivalence τ ′ : (A − Dis)f → (A
◦ − Dis)f . It is obvious that a
restriction of τ ′ on each (A/Jk − Dis)f induces an equivalence τ
′
k :
(A/Jk −Dis)f → (A
◦/Jk −Dis)f compatible with the full embedding
(A/Jk −Dis)f ⊆ (A/Jt −Dis)f for each t ≥ k.
The next lemma allows us to proceed from equivalence of categories
of finite-dimensional modules to isomorphisms of underlying algebras.
lm43 Lemma 4.4. Let π : (A−mod)f → (B −mod)f be an equivalence of
categories. If dimA = dimB <∞ and A or B is basic, then there is
an isomorphism φ : B → A such that π ≃ φ¯, where φ¯(M) = M is a
left B-module via bm = φ(b)m for m ∈M, b ∈ B and M ∈ A−mod.
Proof. In fact, standard Morita arguments work within subcategories
of finitely-generated modules. (See §22 of [1].) In particular, if α is an
equivalence inverse to π, then there are natural isomorphisms of the
form
π(M) ≃ HomB(B, π(M)) ≃ HomA(α(B),M)
of B-modules, where the last space has a left B-module structure given
by bf = fα(rb) for f ∈ HomA(α(B),M) and b ∈ B, and where rb ∈
EndB(BB) is the right multiplication operator rb(x) = xb for b, x ∈ B.
Assume that A is basic (The case wherein B is basic follows similarly.)
Assume A =
∏
1≤i≤sAei with each factor Aei pairwise non-isomorphic
to Aej for i 6= j and with Aei indecomposable. By Theorem 22.1
of [1], α(B) is a faithfully balanced (B,A)-bimodule and also an A-
progenerator. Therefore α(B) =
∏
1≤i≤s(Aei)
mi , where each mi is non-
zero. The functor α induces an isomorphism φ : B ≃ EndB(BB) →
EndA(Aα(B)). If at least onemi is greater than 1, then dimB > dimA,
which implies a contradiction. Hence Aα(B) =A A, and φ : B →
EndA(AA) = A is the required isomorphism. 
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c41 Corollary 4.5. There is an isomorphism φk : A/Jk → A
◦/Jk induced
by the equivalence τ ′k for every k ≥ 0. Moreover, for every t ≥ k,
we have φ¯t|A/Jk−Dis = φ¯k. In particular, φt(Jk/Jt) = Jk/Jt, and a
restriction of φt to A/Jk is an isomorphism that coincides with φk.
Proof. For any M ∈ (A/Jk −Dis)f , there is a commutative diagram:
τ ′t(M) ≃ HomA◦/Jt(A
◦/Jt, τ
′(M)) ≃ HomA/Jt(A/Jt,M) ≃ M
‖ ‖ ‖ ‖
τ ′k(M) ≃ HomA◦/Jk(A
◦/Jk, τ
′(M)) ≃ HomA/Jk(A/Jk,M) ≃ M
.
From this diagram we infer that Mφt(Jk/Jt) = 0. The claim follows
when we consider M = A/Jk. 
The following theorem gives a characterization of the Chevalley du-
ality for pseudocompact algebras.
t41 Theorem 4.6. If A is a restricted and basic pseudocompact algebra,
then (A−Dis)f possesses a Chevalley duality τ if and only if there is a
continuous anti-isomorphism φ of A, which preserves a (∗)-chain such
that τφ ≃ τ .
Proof. If (A − Dis)f has a Chevalley duality τ , then Corollary 4.5
implies that φ = lim
←
φk defines an anti-isomorphism of A such that
φ(Jk) = Jk for k ≥ 0. Clearly τφ ≃ τ .
Assume now that an anti-isomorphism φ of A preserves a (∗)-chain.
Then τφ is a duality on (A − Dis)f . If L = L(π) is a simple discrete
A-module, then π ∈ Ωk \ Ωk−1 if and only if JkL = 0 and Jk−1L = L
for every k ≥ 1. Since Jkτφ(L) = 0 and Jk−1τφ(L) = τφ(L) for every
k ≥ 1, we conclude that τφ(L) ≃ L. 
rm41 Remark 4.7. If φ preserves one (∗)-chain, then it preserves every such
chain.
rm42 Remark 4.8. Assume that A is a basic ascending quasi-hereditary pseu-
docompact algebra and (A − Dis)f has a Chevalley duality τ . Then
we can identify τ and τφ as in Theorem 4.6. If I(λ) is a (finite-
dimensional) indecomposable injective envelope of a simple module L(λ) ∈
A −Dis, then the (right) projective pseudocompact A-module P (λ) =
I(λ)∗ is finite-dimensional, and therefore P (λ) is discrete. As a vector
space, P (λ) coincides with τφ(I(λ)) and its structure as a left discrete
A-module is given via the anti-isomorphism φ. Analogously, corre-
sponding to a (left) costandard A-discrete module, we obtain a (right)
standard pseudocompact A-module, which is also a (right) discrete A-
module. With the help of the anti-isomorphism φ, we can view this
module as a left discrete A-module.
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5. A Ringel dual
Let A be an ascending pseudocompact quasi-hereditary algebra. By
Theorem 2.15, C = A −Dis is a highest weight category with respect
to a good finitely-generated poset (Γ,≤). Fix a decreasing chain of
subideals
Γ = Γ0 ⊇ Γ1 ⊇ Γ2 ⊇ . . .
as in Proposition 2.10.
Assume that C has a Chevalley duality τ . Without a loss of generality
one can assume that τ = τφ, where φ is a continuous anti-isomorphism
of A and A is basic. As in Section 3, there is a collection of indecom-
posable tilting (left discrete) modules {T (λ)}λ∈Γ. Let T =
⊕
λ∈Γ T (λ)
be a complete tilting module. It is clear that T is Γ-restricted. De-
note the algebra EndC(T )
◦ by R and call it the Ringel dual of A.
Let C(∇) denote a full subcategory of C consisting of all restricted
modules having a decreasing ∇-filtration. By Theorem 3.11, for every
k, both OΓk(T ) =
⊕
λ∈Γ\Γk
OΓk(T (λ)) and T/OΓk(T ) have increasing
∆-filtrations. Additionally, OΓk(T ) is a finite-dimensional module for
every k.
5.1. Properties of the Ringel dual. We shall require the following
lemma.
l51 Lemma 5.1. If M ∈ C(∇), then Ext1C(T/O
Γk(T ),M) = 0 for every
k ≥ 0.
Proof. Denote T/OΓk(T ) = Dk and consider the following fragment
HomC(O
Γk(T ),M)→ Ext1C(Dk,M)→ Ext
1(T,M)
of the long exact sequence. By Theorem 3.20, the third term vanishes.
If M belongs to Γk, then the first term equals zero, and consequently,
Ext1C(Dk,M) = 0.
Now consider the following fragment
Ext1C(Dk, OΓk(M))→ Ext
1
C(Dk,M)→ Ext
1
C(Dk,M/OΓk(M))
of the long exact sequence. The first term vanishes because OΓk(M)
belongs to Γk. By Theorem 3.9, we have Ext
1
C(∆(λ),M) = 0 for ev-
ery λ ∈ Λ, and we can argue, as in the proof of Theorem 3.11, that
M/OΓk(M) has a finite ∇-filtration. Since Dk has a finite ∆-filtration,
we can use Theorem 3.9 again to derive that Ext1(Dk,M/OΓk(M) = 0.
The exactness of the above fragment concludes the proof. 
There is a right exact functor F : C → R−mod defined by F (M) =
HomC(T,M) for M ∈ C. The algebra R has a linear topology de-
fined by two-sided ideals Ik = HomC(T/O
Γk(T ), T ) for each k ≥ 0.
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Moreover, an R-module F (M) has a linear topology defined by (right)
R-submodules F (M)k = HomC(T/O
Γk(T ),M) for each k ≥ 0.
The following proposition extends results of Theorem 3.17 and char-
acterizes functor F on C(∇).
p51 Proposition 5.2. If M ∈ C(∇), then a canonical homomorphism
F (M)→ lim
←
F (M)/F (M)k
is an isomorphism. In particular, R is a pseudocompact algebra and F
is an exact functor from C(∇) to R− PC.
Proof. By Lemma 5.1, projective spectrums {F (M)/F (M)k|k ≥ 0}
and {HomC(O
Γk(T ),M)|k ≥ 0} are canonically isomorphic and F (M) ≃
lim
←
HomC(O
Γk(T ),M). F (M) is a pseudocompact R-module because
IkF (M) = F (M)k and dimK HomC(O
Γk(T ),M) < ∞ for each k since
M is restricted. By Theorem 3.20, F is exact. 
There is a decomposition R ≃
∏
λ∈Γ F (T (λ)) =
∏
λ∈ΓReˆλ, where
each eˆλ is a canonical projection T → T (λ). Since λ ∈ Γk implies
eˆλ ∈ Ik, a set {eˆλ}λ∈Γ is a summable collection of idempotents of
R. Moreover, EndR(Reˆλ) ≃ eˆλReˆλ ≃ EndC(T (λ)) is a local pseu-
docompact algebra by Theorem 3.17. Therefore {Pˆ (λ) = Reˆλ}λ∈Γ is
a complete set of pairwise non-isomorphic indecomposable projective
R-modules.
For each λ ∈ Λ, denote top(Pˆ (λ)) by Mˆ(λ) and F (∇(λ)) by ∆ˆ(λ).
Then EndR(Mˆ(λ)) = K by Corollary 2.4.
The next lemma establishes a reciprocity relationship.
lm52 Lemma 5.3. (See Lemma A4.6 of [12].) For every λ, µ ∈ Γ we have
[∆ˆ(λ) : Mˆ(µ)] = (T (µ) : ∆(λ)).
In particular, every ∆ˆ(λ) is finite-dimensional.
Proof. Since
[∆ˆ(λ) : Mˆ(µ)] = dim ∆ˆ(λ)eˆµ = dimHomC(T (µ),∇(λ)),
part (5) of Corollary 3.12 concludes the proof. 
The first main result of this section states that the Ringel dual of
an ascending quasi-hereditary pseudocompact algebra is a descending
quasi-hereditary pseudocompact algebra.
tr51 Theorem 5.4. (See Theorem A4.7 of [12].) The pseudocompact alge-
bra R is a descending quasi-hereditary algebra with respect to the poset
(Γ,≤op).
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Proof. Let T (λ) = T0 ⊇ T1 ⊇ . . . be a decreasing ∇-filtration of T (λ)
such that T0/T1 ≃ ∇(λ). For every k ≥ 0, denote F (Tk) by Nk. Each
Nk is a closed submodule of Pˆ (λ) and
⋂
k≥0Nk = 0. By Theorem 3.20,
Ext1C(T, Tk) = 0 for every k ≥ 0. Therefore, Nk/Nk+1 ≃ F (Tk/Tk+1) ≃
∆ˆ(µk). Moreover, µ0 = λ and µk >
op λ whenever k ≥ 1. Finally,
Lemma 5.3 implies that ∆ˆ(λ) = Pˆ (λ)/O[λ)
op
(Pˆ (λ)). 
For a pseudocompact algebra R, let R − PC(∆ˆ) denote a full sub-
category of R − PC that consists of all restricted (pseudocompact)
modules having a decreasing ∆ˆ-filtration. Using arguments from the
proof of Theorem 5.4, we infer that F is an exact functor from C(∇)
to R− PC(∆ˆ).
Let Ω ⊆ Γ be a finite coideal. Denote eΩ by e and eAe−Dis by CΩ.
By Theorem 3.5 (b) of [7], eAe = EndPC−A(eA) ≃ EndC(
⊕
λ∈Ω I(λ))
◦
is a finite-dimensional quasi-hereditary algebra with respect to the
poset Ω. Explicitly, the indecomposable projective summands of eAe
consists of all the eλAe, where top(eλAe) = M(λ)e, for all λ ∈ Ω. If
ν 6∈ Ω, then M(ν)e = 0 and ∇(ν)∗e = 0. It follows that any eλAe
for λ ∈ Ω has a finite standard filtration such that its top quotient is
∇(λ)∗e. Dually, for every λ ∈ Ω, eI(λ) is an indecomposable injective
envelope of eL(λ) in CΩ and eI(λ) has a finite costandard filtration
such that the bottom member is e∇(λ).
For λ ∈ Ω, define P (λ) = τ(I(λ)). Indecomposable projective mod-
ules in CΩ are given in the following lemma.
lm53 Lemma 5.5. The module eP (λ) is a projective cover of eL(λ) in CΩ.
Proof. By Remark 4.8, P (λ) can be identified with eλA, where the left
A-module action is given by ax = xφ(a) for x ∈ eλA and a ∈ A.
The map eλa 7→ φ
−1(a)eλ defines an isomorphism P (λ) ≃ Aeλ of left
(discrete) A-modules. Therefore eP (λ) is an indecomposable projective
cover of e top(P (λ)) = eL(λ). 
5.2. Extension functors. Lemma 5.5 implies that the modules e∆(λ)
for λ ∈ Ω are the corresponding standard objects in CΩ. Additionally,
the modules eT (λ) are the corresponding indecomposable tilting mod-
ules. For each k ≥ 1 denote Γ \Γk by Ωk and eΩk by ek. Morphisms in
the category C are recognized as inverse limits of their restrictions in
the next lemma.
lm54 Lemma 5.6. For every M,N ∈ C there is a natural isomorphism
HomC(M,N) ≃ lim
←
HomekAek(ekM, ekN).
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Proof. For every m ∈ M , there is an integer k = k(m) ≥ 0 such
that eΓkm = 0; consequently ekm = m. Thus M =
⋃
k≥0 ekM and
HomC(M,N) ⊆ lim
←
HomekAek(ekM, ekN).
If lim
←
φk ∈ lim
←
HomekAek(ekM, ekN), then define φ(m) = φt(m)
for m ∈ M and t ≥ k(m). For given a ∈ A and m ∈ M , set
l = max{k(m), k(am), k(φ(m)), k(φ(am))}. Then
φ(am) = φl(am) = φl(elaelm) = elaelφl(m) = aφ(m).
Hence φ ∈ HomC(M,N). 
For an injective resolution IN of N , there is a projective spectrum
of complexes {HomekAek(ekM, ekIN)|k ≥ 0}. Define a functor N →
lim
←
H∗(HomekAek(ekM, ekIN)) = lim←
Ext∗ekAek(ekM, ekN). This func-
tor is identified with the extension functor in C in the next lemma.
lm55 Lemma 5.7. The functor N → Ext∗C(M,N) is naturally isomorphic
to N → lim
←
Ext∗ekAek(ekM, ekN).
Proof. Both functors are covariant δ-functors erasable by injectives.
The statement follows using Theorem 7.1 of Chapter XX in [16] and
Lemma 5.6. 
In the next step we prove a crucial proposition.
pr52 Proposition 5.8. For every M ∈ C(∇), there is a restricted tilting
module T and an epimorphism π : T →M such that ker π ∈ C(∇).
Proof. We shall modify the proof of Proposition A4.4 of [12]. For k ≥ 0,
set Mk = OΓk(M). By Lemma 3.2, each Mk/Mk+1 is isomorphic to a
finite direct sum
⊕
λ∈Γk\Γk+1
∇(λ)mλ .
We shall construct a direct spectrum of tilting modules and mor-
phisms by considering, for every k ≥ 1, the tilting module Tk and the
morphism πk : Tk → M such that Tk is a finite direct sum of T (λ) for
λ ∈ Ωk, and π
′
k : Tk → M → M/Mk is an epimorphism whose kernel
belongs to C(∇). Additionally, each Tk shall be a direct summand of
Tk+1 and πk+1|Tk = πk.
For each k ≥ 0 there is an epimorphism T ′k =
⊕
λ∈Γk\Γk+1
T (λ)mλ →
Mk/Mk+1 → 0 whose kernel belongs to C(∇). By Theorem 3.20, this
epimorphism is induced by a morphism φk : T
′
k → Mk. We define
T1 = T
′
0 and π1 = φ0. Proceeding by induction, we set Tk+1 = Tk
⊕
T ′k
and define πk+1 : Tk+1 → M by πk+1(t + t
′) = πk(t) + φ(t
′) for t ∈ Tk
and t′ ∈ T ′.
Define T = lim
→
Tk and π : T → M such that π = lim
→
πk. Then T
is clearly a restricted tilting module. Since ekT = ekTk and ekTk →
34 FRANTISEK MARKO AND ALEXANDR N. ZUBKOV
ekM ≃ ek(M/Mk) is an epimorphism for every k ≥ 1, we conclude
that π is an epimorphism. Denote ker π by D. Then Ext1C(∆(λ), D) =
lim
←
Ext1ekAek(ek∆(λ), ekD) = 0 for every λ ∈ Γ. In fact, each ekD is
isomorphic to the kernel of ekT → ek(M/Mk) which has a ∇-filtration
in CΩk . Theorem 3.11 concludes the proof. 
Let U, V ∈ R−PC. Define Ext∗R−PC(U, V ) asH
∗(HomR−PC(PU , V )),
where PU is a projective resolution of U . Corresponding to a basis {W}
of neighborhoods at zero consisting of open submodules in V , there is a
projective spectrum of complexes {HomR−PC(PU , V/W )|W}. Define a
functor U → lim
←
H∗(HomR−PC(PU , V/W )) = lim
←
Ext∗R−PC(U, V/W ).
We shall show that this functor can be identified with the extension
functor in R− PC.
lm56 Lemma 5.9. The functor U → Ext∗R−PC(U, V ) is naturally isomor-
phic to U → lim
←
Ext∗R−PC(U, V/W ).
Proof. Both functors are contravariant δ-functors coerasable by projec-
tives. The claim follows from Theorem 7.1’ of Chapter XX in [16]. 
For a finite coideal Ω of Γ, denote {∆(λ)|λ ∈ Ω} by ∆Ω and e = eΩ
as above. The next lemma deals with an isomorphism of extension
functors.
lm57 Lemma 5.10. If X has a finite ∆Ω-filtration and Y is restricted, then
the natural map ExtiC(X, Y ) → Ext
i
CΩ
(eX, eY ) is an isomorphism for
every i ≥ 0.
Proof. To modify the proof of Proposition A3.13 from [12] we need
to make the following two observations. First, if φ : ∆(λ) → Y is
a non-zero morphism, then φ induces an isomorphism e∆(λ)/eM ≃
eφ(∆(λ))/eφ(M), where M = rad∆(λ). Secondly, [Y : L(λ)] = [eY :
eL(λ)] <∞ for every λ ∈ Ω. 
To prepare the next statement, assume that A is finite-dimensional,
and therefore Γ is finite. If Ω is a coideal of Γ, then there are two
Ringel functors F : C(∇) → R − PC(∆ˆ) and F ′ : CΩ(∇) → R
′ −
PC(∆ˆ), where R = EndC(T )
◦, R′ = EndCΩ(eT )
◦ ≃ R/I, and I =
HomC(T/O
Γ\Ω(T ), T ). In this setting we obtain the following commu-
tative diagram.
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lm58 Lemma 5.11. For every M,N ∈ C(∇)f and i ≥ 0 there is a commu-
tative diagram,
ExtiC(M,N) → Ext
i
R(F (M), F (N))
↓ ↓
ExtiCΩ(eM, eN) → Ext
i
R′(F
′(eM), F ′(eN))
,
where the horizontal rows are isomorphisms from Proposition A4.8(i)
of [12].
Proof. The same dimension shift argument used in Proposition A4.8(i)
of [12] reduces the general case to the case i = 0 which is obvious. 
The second main result of this section states that the functor F
preserves extensions of modules.
t52 Theorem 5.12. Let M,N ∈ C(∇). Then Ext∗R−PC(F (M), F (N)) ≃
Ext∗C(M,N).
Proof. By Proposition 5.8, there is a restricted tilting resolution,
. . .→ T (i)→ . . .→ T (1)→M → 0,
such that ker(T (1) → M) ∈ C(∇) and ker(T (i) → T (i − 1)) ∈ C(∇)
for i ≥ 2. We shall denote this resolution by TM . Then F (TM) is a
projective resolution of F (M). Fix an integer k ≥ 0. Then R/Ik ≃
EndCΩk (ekT )
◦ = Rk by Lemma 5.10, and this isomorphism is compat-
ible with F (V )/F (V )Ik ≃ HomC(O
Γk(T ), V ) ≃ HomCΩk (ekT, ekV ) for
V ∈ C(∇). In particular, F (TM)/F (TM)Ik ≃ Fk(ekTM) is a projec-
tive resolution of F (M)/F (M)Ik ≃ Fk(ekM) in Rk − PC. Lemma 5.9
implies that Ext∗R−PC(F (M), F (N)) is a projective limit of the spec-
trum {Ext∗Rk−PC(Fk(ekM), Fk(ekN))|k ≥ 1}. By Lemma 5.11, this
spectrum is isomorphic to {Ext∗ekAek(ekM, ekN)|k ≥ 1}. Lemma 5.7
concludes the proof. 
50 Corollary 5.13. There is an equivalence of categories of finite modules
in C filtered by ∇ and those finite modules filtered by standard modules
over R.
The following corollary generalizes the first part of Theorem 3.20
and Corollary 3.21.
c51 Corollary 5.14. Let Γ and Γ˜ be finitely-generated ideals of Λ, T be a
Γ-restricted tilting object, and M be a Γ˜-restricted object. If M has an
increasing (or decreasing) ∇-filtration, then ExtiC(T,M) = 0 for every
i ≥ 1.
Proof. It is enough to observe that F (T ) is a projective pseudocompact
R-module and use Theorem 5.12. 
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6. Examples and concluding remarks
The purpose of this section is to provide examples illustrating pre-
viously introduced concepts.
Let G = GL(m|n) be a general linear supergroup. The category C =
G− smod of (left) rational G-supermodules (with even morphisms) is
equivalent to the category of (right) supercomodules over its coordinate
Hopf superalgebra K[G]. For the definitions of G and K[G], we refer to
[5, 23]. In this section we shall only consider the example G = GL(1|1).
6.1. Category of GL(1|1)-supermodules. We start by explicitly de-
scribing the comultiplication map δ on K[G] = K[cij |1 ≤ i, j ≤ 2]c11c22,
where |cij| = 0 if i = j and |cij | = 1 otherwise. Define the left
weight of a (rational) monomial m = ca11c
b
12c
c
21c
d
22, where a, b, c, d ∈ Z
and 0 ≤ b, c ≤ 1, as λl(m) = (a + b|c + d) (and similarly define
λr(m) = (a + c|b + d) for the right weight). The subspace of K[G]
generated by all monomials with λl(m) = λ shall be denoted by λK[G].
Assume λ = (i|j) and denote |λ| = i + j by r. Then the superspace
λK[G] has a basis consisting of elements:
Aλ = c
i
11c
j
22, Bλ = c
i−1
11 c12c
j
22, Cλ = c
i
11c21c
j−1
22 , and Dλ = c
i−1
11 c12c21c
j−1
22 .
We have
δ(Aλ) = Aλ ⊗ Aλ + iBλ ⊗ Cλ−π + jCλ ⊗ Bλ+π + ijDλ ⊗Dλ,
δ(Bλ) = Bλ ⊗ Yλ−π +Xλ ⊗Bλ, δ(Cλ) = Cλ ⊗Xλ+π + Yλ ⊗ Cλ, and
δ(Dλ) = Dλ ⊗Aλ − Cλ ⊗Bλ+π +Bλ ⊗ Cλ−π + (Aλ + (j − i)Dλ)⊗Dλ,
where Xλ = Aλ + jDλ, Yλ = Aλ − iDλ and π = (1| − 1). Since K[G]
is a direct sum of right K[G]-supercomodules λK[G], each λK[G] is an
injective G-supermodule.
The category C is a highest weight category with respect to a poset
Λ that consists of weights λǫ, where λ = (i|j) ∈ Z2 and ǫ ∈ {0, 1}. The
weights of Λ are ordered by the dominant order (i|j)ǫ1 ≤ (k|l)ǫ2 if and
only if i ≤ k and i+ j = k+ l (cf. Theorem 5.5 of [23]). The poset Λ is
interval-finite and good; each weight λǫ has exactly two predecessors,
(λ − π)0 and (λ − π)1. For V ∈ C, let V c denote a parity shift of V ;
that is, V cǫ = Vǫ+1 (mod 2) for ǫ ∈ {0, 1}. For instance, L(λ
0)c = L(λ1).
The costandard and standard objects in the category C are the induced
supermodules H0(λǫ) and the Weyl supermodules V (λǫ), respectively.
In the notations of [23], we have H0(λ0) = H0(λ), V (λ0) = V (λ),
H0(λ1) = H0(λ)c and V (λ1) = V (λ)c.
The following lemma describes explicitly the simple, costandard and
injectiveG-supermodules corresponding the weight λ0. Analogous state-
ments are valid for the weight λ1.
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lm61 Lemma 6.1. a) The supermodule ∇(λ0) is isomorphic to the super-
module K-spanned by Bλ and Xλ.
b) If p divides r, then L(λ0) = KXλ; otherwise L(λ
0) = ∇(λ0)(=
∆(λ0)).
c) If p divides r, then λK[G] = I(λ
0); otherwise λK[G] = ∇(λ
0)
⊕
∇((λ+π)1) and I(λ0) = ∇(λ0). In both cases I(λ0) is a tilting module.
Proof. a) Denote V = KCλ +KYλ and W = KBλ +KXλ. Using the
above formulas for δ, we obtain δ(Xλ) = Xλ ⊗ Xλ + rBλ ⊗ Cλ−π and
δ(Yλ) = Yλ⊗Yλ+rCλ⊗Bλ+π. Therefore, V andW are subsupermodules
of λK[G]. Elementary computation shows that W = O(λ0](λK[G]).
Thus W has a ∇-filtration; and since Bλ generates W , W = ∇(λ
0).
b) This follows immediately from a).
c) We compute λK[G]/∇(λ
0) ≃ ∇((λ + π)1). If p does not divide
r, then V
⋂
W = 0. This implies λK[G] = V
⊕
W and V = ∇((λ +
π)1) = ∆((λ + π)1). If p|r, then Xλ = Yλ and V
⋂
W is the socle of
λK[G]. In this case, the supermodule λK[G] has a composition series:
L(λ0)
upslope 
L((λ− π)1) L((λ+ π)1)
 upslope
L(λ0)
.
In particular, λK[G] = I(λ
0) has a ∆-filtration with quotients ∆((λ +
π)1) and ∆(λ0). Thus I(λ0) is a tilting module. 
rm61 Remark 6.2. Each I(λǫ) is selfinjective and Chevalley dual to itself.
In particular, it is a projective cover of L(λǫ).
Fix r ∈ Z, consider an ideal Γr = ((r|0)
0]
⋃
((r|0)1], and denote
Cr = C[Γr]. To simplify notations denote (r − i|i)
ǫ by iǫ for each
i ≥ 0. In particular, iǫ1 > jǫ2 if and only if i < j. Denote OΓr(K[G]) =
∇(00)
⊕
i>0 iK[G] by Cr. Then Cr is a subsupercoalgebra of K[G] and
the category Cr coincides with the category of (right) Cr-supercomodules
(cf. [10, 14, 23]). In fact, M ∈ Cr if and only if M is embedded in
OΓr(
⊕
iǫ∈Γr
I(iǫ)miǫ ) which is true if and only if M is embedded in
Cmr
⊕
(Ccr)
n (where m and n are possibly infinite). This follows from
cf(Cr) = cf(C
c
r) = Cr.
As above, Cr is equivalent to the category of (left) discrete Sr-
supermodules over the pseudocompact superalgebra Sr = C
∗
r . Re-
call that if δ(c) =
∑
c1 ⊗ c2 and τM(m) =
∑
m1 ⊗ c2 for c ∈ Cr,
M ∈ Cr and m ∈ M , then (xy)(c) =
∑
(−1)|y||c1|x(c1)y(c2) and xm =∑
(−1)|m1||x|x(c2)m1 for x, y ∈ Sr. We shall call Sr a pseudocompact
Schur superalgebra corresponding to the ideal Γr.
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6.2. Pseudocompact Schur algebra Sr. The following lemma de-
scribes multiplication of generating elements in the dual of a supercoal-
gebra C.
lm62 Lemma 6.3. Let C be a supercoalgebra; and let {ci}i∈I be a homo-
geneous basis of C and δC(ci) =
∑
k,l∈I αi,klck ⊗ cl for i ∈ I. Then
c∗kc
∗
l = (−1)
|ck||cl|
∑
i∈I αi,klc
∗
i for every k, l ∈ I.
Proof. This follows from straightforward computation. 
The structure of Sr is determined in the following lemma.
lm625 Lemma 6.4. If p does not divide r, then Sr is a product of matrix
superalgebras M(1|1). If p divides r, then Sr is a product of indecom-
posable projective factors Sr(i) for i ≥ 0. Besides, for i > 0, each Sr(i)
has a composition series:
M(i0)
upslope 
M((i− 1)1) M((i+ 1)1)
 upslope
M(i0)
;
and Sr(0) has a composition series:
M(00)
|
M(11)
.
Proof. Assume that p does not divide r. Then Cr is a semisimple cate-
gory and ∆(iǫ) = ∇(iǫ) = L(iǫ). In this case, Cr =
⊕
i≥0(L(i
0)
⊕
L(i1)),
where each Cr(i) = L(i
0)
⊕
L(i1) is a subsupercoalgebra generated by
Xi, Bi, Yi+1 and Ci+1. Lemma 6.3 implies that Sr ≃
∏
i≥0(Cr(i))
∗,
where each (Cr(i))
∗ ≃ M(1|1) is a matrix superalgebra. The isomor-
phism is given by X∗i 7→ e11, B
∗
i 7→ (−r)
1
2 e12, Y
∗
i+1 7→ e22 and C
∗
i+1 7→
(−r)
1
2 e21. Moreover, V ∈ Cr(∇) = Cr if and only if V =
⊕
i≥0 V (i),
where Sr(j)Vi = δijVi for i, j ≥ 0 and every summand Vi is a finite
direct sum of simple supermodules isomorphic to the standardM(1|1)-
supermodule K1|1 or to its parity shift.
If p divides r, then Sr is a product of its indecomposable projective
factors: Sr(0) = ∇(0
0)∗ and Sr(i) = iK[G]
∗ for i > 0. In this case C∗r
is a K-span of elements X∗i = Y
∗
i and B
∗
i for i ≥ 0, and C
∗
i and D
∗
i for
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i > 0. By Lemma 6.3, the multiplication in C∗r is given by
X∗j B
∗
j C
∗
j D
∗
j
X∗i δijX
∗
j δijB
∗
j δijC
∗
j δijD
∗
j
B∗i δi,j−1B
∗
j−1 0 −(1− δ1,j)δi,j−1D
∗
j−1 0
C∗i δi,j+1C
∗
j+1 δi,j+1D
∗
j+1 0 0
D∗i δijD
∗
j 0 0 0
.
Thus Sr(0) = X
∗
0Sr and Sr(i) = X
∗
i Sr for i > 0. The claim follows. 
More explicitly, the algebra Sr can be described by the quiver
00
β1
−→
γ0
←−
11
β2
−→
γ1
←−
20 . . . (i− 1)(−1)
i−1 βi
−→
γi−1
←−−
i(−1)
iβi+1
−−→
γi
←−
(i+ 1)(−1)
i+1βi+2
−−→
γi+1
←−−
. . . ,
and the relations βi+1βi = γi−1γi = 0 and γiβi+1 = −βiγi−1 for every
i > 0, and γ0β1 = 0.
The algebra Sr is an ascending quasi-hereditary pseudocompact al-
gebra with a defining system of ascending ideals, each denoted by some
Hi for i ≥ 0, where eachHi is aK-span of elements X
∗
j , B
∗
j for 0 ≤ j ≤ i
and C∗j , D
∗
j for 1 ≤ j ≤ i+ 1.
r61 Remark 6.5. We would like to compare the structure of the above al-
gebra Sr to the structure of the Schur superalgebra Sr(1|1) described in
[17]. The latter is a finite-dimensional algebra that corresponds to poly-
nomial representations of GL(1|1) of degree r; and in the case when
p divides r it is not quasi-hereditary, whereas our above algebra Sr is
an ascending quasi-hereditary pseudocompact algebra. Hence it appears
that the framework of pseudocompact algebras is more suitable in this
setting.
Every superalgebra A is a Z2-module, where the generator of Z2 acts
on A as a 7→ (−1)|a|a. Denote the semi-direct product algebra A⋊ Z2
by Aˆ. If A is pseudocompact, then so is Aˆ. We could switch from
the category of A-supermodules to that of modules over Aˆ using the
following lemma.
lm63 Lemma 6.6. The category Aˆ−Dis is naturally identified with the cat-
egory of (left) discrete A-supermodules.
Proof. Aˆ has a Z2-grading A0
⊕
A1, where each Aǫ coincides with A
as a vector space. If we write each aˆ ∈ Aˆ as aˆ = a0+a1, where a0 ∈ A0
and a1 ∈ A1, then aǫbµ = (−1)
|b|ǫ(ab)ǫ+µ (mod 2). If V is a discrete
A-supermodule, then Aˆ acts on V via aǫv = (−1)
|v|ǫav. Conversely,
if W ∈ Aˆ − Dis, then W has an A-supermodule structure given by
Wǫ = {w ∈ W |(1A)1w = (−1)
ǫw}.
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6.3. Ringel dual of Sˆr. Denote by Rr the Ringel dual of Sˆr. The
structure of Rr is given in the following lemma.
lm64 Lemma 6.7. If p does not divide r, then Rr is isomorphic to a product∏
iǫ∈Γr
Mˆ(iǫ), where each Mˆ(iǫ) ≃ K. If p divides r, then Rr is a
product of R0r and R
1
r , where R
ǫ
r =
∏
i≥0 Pˆ (i
i+ǫ (mod 2)) for ǫ = 0, 1.
Here, for i > 0, each Pˆ (iǫ) has a composition series:
Mˆ(iǫ)
upslope 
Mˆ((i+ 1)ǫ
′
) Mˆ((i− 1)ǫ
′
)
 upslope
Mˆ(iǫ)
;
and Pˆ (0ǫ) has a composition series:
Mˆ(0ǫ)
|
Mˆ(1ǫ
′
)
|
Mˆ(0ǫ)
.
Proof. If p does not divide r, then Rr ≃ K
|Γr| =
∏
iǫ∈Γr
Keiǫ , where
Keiǫ = ∆ˆ(i
ǫ) = Mˆ(iǫ). Thus Rr − PC = Rr − PC(∆ˆ); and any pseu-
docompact Rr-supermodule V is isomorphic to
∏
iǫ∈Γr
Viǫ , where each
Viǫ = eiǫV is finite-dimensional. In particular, F induces an equivalence
Cr ≃ Rr − PC.
Next, assume that p|r. For simplicity, denote ǫ + 1 (mod 2) by ǫ′.
By the above, T (iǫ) = I((i + 1)ǫ
′
). By parts (4) and (5) of Corollary
3.12, the projective factor
Pˆ (iǫ) = HomCr(I((i+ 2)
ǫ)
⊕
I((i+ 1)ǫ
′
)
⊕
I(iǫ), I((i+ 1)ǫ
′
))
is four-dimensional for i > 0, and
Pˆ (0ǫ) = HomCr(I(2
ǫ)
⊕
I(1ǫ
′
), I(1ǫ
′
))
is three-dimensional. If i > 0, then the elements eiǫ ,
b(i−1)ǫ : I(i
ǫ)→ ∆(iǫ)→ I((i+ 1)ǫ
′
),
c(i+1)ǫ : I((i+ 2)
ǫ)→∇((i+ 1)ǫ
′
)→ I((i+ 1)ǫ
′
), and
diǫ : I((i+ 1)
ǫ′)→ L((i+ 1)ǫ
′
)→ I((i+ 1)ǫ
′
)
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form a basis of Pˆ (iǫ). The module Pˆ (0ǫ) has a basis consisting of
elements e0ǫ , d0ǫ, and c1ǫ . The multiplication table of basis elements is
given as
ejǫ bjǫ cjǫ djǫ
eiµ δijδµǫejǫ δi,jδµ′ǫbjǫ δi,jδµ′ǫcjǫ δijδµǫdjǫ
biµ δi,j−1δµǫb(j−1)ǫ 0 δi,j−1δµ′ǫd(j−1)ǫ 0
ciµ δi,j+1δµǫc(j+1)ǫ δi,j+1δµ′ǫd(j+1)ǫ 0 0
diµ δijδµǫdjǫ 0 0 0
.
The composition series for Pˆ (iǫ) is then clear. The algebra Rr is a
product of R0r and R
1
r , where R
ǫ
r =
∏
i≥0 Pˆ (i
i+ǫ (mod 2)) for ǫ = 0, 1. 
The algebra Rr is a descending quasi-hereditary pseudocompact alge-
bra with a defining system of descending ideals, each denoted by some
Gi for i ≥ 0, where Gi is generated topologically by elements ejǫ and
cjǫ for j ≥ i and bjǫ and djǫ for j ≥ i− 1 for ǫ = 0, 1. Thus elements of
Gi are infinite sums of these generators multiplied by coefficients from
K.
Comparing the corresponding multiplication tables, we see that Sr
is isomorphic to factoralgebras R0r/〈d00〉 and R
1
r/〈d01〉 via the maps
eiǫ ↔ X
∗
i , (−1)
ibiǫ′ ↔ B
∗
i , ciǫ′ ↔ C
∗
i and (−1)
i+1diǫ ↔ D
∗
i for ǫ = 0, 1.
6.4. Topics for further investigation. We conclude with some open
problems.
It is natural to expect that F induces an equivalence C(∇) ≃ R −
PC(∆ˆ).
For any m,n ≥ 1, the category GL(m|n) − smod of supermodules
over the general linear supergroup GL(m|n) is a highest weight cat-
egory with respect to a poset Λ = {λǫ = (λ1, . . . , λm+n)
ǫ|λ1 ≥ . . . ≥
λm;λm+1 ≥ . . . ≥ λm+n; ǫ = 0, 1}. (See [23].) For a (finitely-generated)
ideal Γ ⊆ Λ, one can define a pseudocompact Schur superalgebra SΓ
analogously as before.
We conclude by proposing the following topics for further investiga-
tions.
1) Describe Schur superalgebras SΓ for all Γ.
2) Describe tilting objects in (GL(m|n) − smod)[Γ], and determine
if they are finite-dimensional.
3) Describe the Ringel dual of SΓ.
4) Let OSp(m|2n) be an ortho-symplectic supergroup. Determine
whether the category of rational OSp(m|2n)-supermodules is a highest
weight category.
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