Abstract-We study parallel symmetric 2-user interference channels when the interference is bursty and feedback is available from the respective receivers. Presence of interference in each subcarrier is modeled as a memoryless Bernoulli random state. The states across subcarriers are drawn from an arbitrary joint distribution with the same marginal probability for each subcarrier and instantiated i.i.d. over time. For the linear deterministic setup, we give a complete characterization of the capacity region. For the setup with Gaussian noise, we give outer bounds and a tight generalized degrees of freedom characterization. We propose a novel helping mechanism which enables subcarriers in very strong interference regime to help in recovering interfered signals for subcarriers in strong and weak interference regimes. Depending on the interference and burstiness regime, the inner bounds either employ the proposed helping mechanism to code across subcarriers or treat the subcarriers separately. The outer bounds demonstrate a connection to a subset entropy inequality by Madiman and Tetali [4] .
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I. INTRODUCTION
The temporal nature of interference in wireless networks depends on the underlying traffic as well as the subcarrier allocations of neighbouring base stations (which usually employ multicarrier systems like OFDM). In practice, due to the bursty nature of data traffic and uncoordinated subcarrier allocations across base stations, the resulting interference at the physical layer tends to be bursty. In addition to the potential for harnessing such burstiness, feedback from the receivers is another resource available in wireless networks. With these motivations, in this paper we study parallel (multicarrier) interference channels with bursty interference links and output feedback from the receivers.
In [1] and [2] , the problem of harnessing bursty interference was studied for a single carrier setup without feedback. A multicarrier version of [1] was studied in [6] . To study benefits of feedback, [5] considered a single carrier setup with bursty interference and output feedback from the receivers. In [5] , bursty interference was modeled using a Bernoulli random state (instantiated i.i.d. over time) and a complete capacity characterization was given for the linear deterministic setup. In this paper, we study the multicarrier version of [5] i.e., output feedback in multicarrier systems with bursty interference. Since [5] developed optimal single carrier schemes, a natural question arises in the multicarrier version: is it always optimal to treat each subcarrier separately and just copy the optimal scheme in [5] on each subcarrier? As the following example illustrates, such a separation may not be always optimal.
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Toy example: Consider two parallel symmetric 2-user linear deterministic interference channels (LDICs) [3] as shown in Figure 1 . The first subcarrier has one direct link (n 1 = 1) and one interfering link (k 1 = 1, hence α 1 = symmetric rate. Using the optimal single carrier schemes in [5] , we can achieve symmetric rate 0.667 from the first subcarrier and symmetric rate 1.25 from the second subcarrier. Summing these rates, we can achieve a total symmetric rate 1.917. Now, we will show that rate 2.0 is achievable by coding across the subcarriers rather than treating the subcarriers separately. We use a block based pipelined scheme (block length N B ) as follows. The transmitters always send fresh symbols in the first subcarrier (a-symbols for Rx 1 and b-symbols for Rx 2 as shown in Figure 1 ). In the first subcarrier, for sufficiently large N B , with high probability (w.h. Using these asymbols Rx 2 can now recover all the interfered b-symbols in the previous block and hence achieve rate 1 from the first subcarrier (same for Rx 1 due to symmetry). For the remaining levels in the second subcarrier, the following is done: lowest levels are not used (c 3 [t] = d 3 [t] = 0), and the transmitters send fresh symbols in the highest level which appear interference free at the receivers (as the lowest levels are not used). This leads to an additional rate 1 from the second subcarrier. Adding rates from the two subcarriers, we achieve symmetric rate 2. This is in fact the symmetric capacity; an easy consequence of the outer bounds developed in this paper.
The above example demonstrates a helping mechanism; the second subcarrier helped the first subcarrier in recovering interfered symbols in a pipelined fashion. In this paper, we generalize this idea for an arbitrary collection of subcarriers with the following constraint: interference states across subcarriers are drawn from an arbitrary joint distribution (instantiated i.i.d. over time) and the marginal probability of interference is same for each subcarrier. The main idea behind the generalization is to use specific levels in very strongly interfered subcarriers to recover interfered signals for strongly and weakly interfered subcarriers in a pipelined fashion as shown in the toy example. Another aspect captured by the toy example is the importance of burstiness; subcarriers in the above example are separable (due to our results and [5] ) when interference is always present. Hence, the proposed helping mechanism owes its relevance to bursty interference. Our main contributions are as follows:
• In the linear deterministic setup, we have a complete capacity region characterization. In the setup with Gaussian noise, we have a tight generalized degrees of freedom (GDoF) characterization and provide outer bounds on the capacity region.
• The inner and outer bounds are non-trivial extensions of single carrier results [5] . We identify regimes where treating subcarriers separately is optimal. For the remaining regimes, we employ coding across subcarriers (helping mechanism) to achieve tight results. The outer bounds involve a subset entropy inequality by Madiman and Tetali [4] .
The remainder of this paper is organized as follows. Section II deals with the notation and setup. Section III summarizes the main results of this paper. This is followed by Section IV on outer bounds and Section V on inner bounds. Due to space limitations, Sections IV and V focus on our main contributions; for detailed proofs of all results, see extended version [8] .
II. NOTATION AND SETUP
We consider a system with two base stations (transmitters) T x 1 and T x 2 , and two users (receivers) Rx 1 and Rx 2 . For i ∈ {1, 2}, T x i has message W (i) for Rx i . There are M parallel channels from T x i to Rx i (subcarriers indexed by j ∈ {1, 2, . . . M}). In this paper, we consider two setups for the subcarrier channel: the first one is based on the linear deterministic model [3] (LD setup), and the second one is based on the Gaussian interference channel (GN setup). The subcarrier channel model for both the setups, followed by the statistics of bursty interference and rate requirements are described below.
Subcarrier channel model: In the LD setup, each subcarrier is modeled by a 2-user (symmetric) LDIC [3] with a bursty interfering link (explained below) and feedback from respective receivers. At discrete time index t ∈ {1, 2, . . . N}, the transmitted signal in subcarrier j of T x i is x (i)
where G j is a q j × q j shift matrix in the terminology of deterministic channel models [3] , S j [t] is a Bernoulli random variable (details in interference statistics below) determining the presence of interference in subcarrier j at time index t, x
denotes the transmitted signal on subcarrier j of user i = i, and parameters n j and k j represent the direct and interfering link strengths [3] in subcarrier j. Figure 2 shows the channel model for subcarrier j. Without loss of generality, we assume q j = max(n j , k j ) and let α j = k j n j denote the normalized strength of the interfering signal in subcarrier j. For every time instant, it is convenient to consider a subcarrier as indexed levels of bit pipes [3] ; each bit pipe carries a symbol from F. In the GN setup, at discrete time index t ∈ {1, 2, . . . N}, the transmitted signal in subcarrier j of T x i is x
The received signal in subcarrier j at Rx i is given by:
where g D, j , g I, j ∈ C denote the direct and interfering channel gains, and z
is Gaussian noise. As in the LD setup, S j [t] is the interference state. In both LD and GN setups, T x i receives causal feedback from Rx i (feedback consists of the received signal and the interference state).
Interference statistics: We consider the same interference statistics for both LD and GN setups. As described above, the presence of interference in subcarrier j
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. over time (see [8] for additional interpretations of this model). In this paper, we restrict the analysis to joint distributions with the same marginal probabilities for every S j [t] i.e., ∀ j, E(S j [t]) = p. The transmitters are assumed to know the above statistics, but are limited to causal information on the interference realizations in the subcarriers (through feedback).
Rate requirements: We consider the same rate requirements for both LD and GN setups. Base station T x i intends to send message W (i) to Rx i over N time slots (time index t ∈ {1, 2, . . . N}). Rate R (i) (corresponding to W (i) ) is considered achievable if the probability of decoding error is vanishingly small as N → ∞.
III. MAIN RESULTS

Theorem 1 (LD setup capacity):
The capacity region for (R (1) , R (2) ) in the LD setup is given by the following rate inequalities,
where i, i ∈ {1, 2} and i = i , and
As shown in Figure 3 , the shape of the capacity region depends on the value of ∆. An intuitive interpretation of ∆ comes from our inner bounds; ∆ > 0 implies there are enough levels in subcarriers with α j > 2 (very strong interference) to recover the interfered signals for subcarriers with α j ≤ 1 (weak interference) and 1 < α j ≤ 2 (strong interference). n j respectively (see [8] for details of all corner points).
Theorem 2 (GN setup outer bounds):
The following rate inequalities are outer bounds on achievable (R (1) , R (2) ) in the GN setup.
Theorem 3 (GN setup GDoF): In the GN setup, assuming
where C sym denotes the symmetric capacity and
. Corollary 1 (separability): In the LD setup, for achieving symmetric capacity, treating subcarriers separately is optimal when all α j ≤ 2 or all α j ≥ 2 (and for the degenerate case of p ∈ {1, 0}). For the remaining cases, coding across subcarriers achieves symmetric capacity. Similarly, in the GN setup, treating subcarriers separately is GDoF optimal when all β j ≤ 2 or all β j ≥ 2.
IV. OUTER BOUNDS
In this section, we focus on the proof of outer bound (4). This involves a subset entropy inequality by Madiman and Tetali [4] (the differential entropy version of the inequality is used for proving (7)). We briefly describe the inequality in Section IV-A prior to the proof. For detailed proofs of all the outer bounds in Section III, see [8] .
A. Madiman-Tetali subset inequality
We now describe a subset entropy inequality by Madiman and Tetali [4] . Consider a hypergraph (U, E ) where U is a finite ground set and E is a collection of subsets of U. A function G : E → R + is called a fractional partition of (U, E ) if it satisfies the following condition ∀ j ∈ U.
With the above definition, the subset entropy inequality can now be stated as follows,
where G is a fractional partition and the above inequality holds for any collection of jointly distributed random variables X U .
IEEE International Symposium on Information Theory
The differential entropy version of the above inequality has the same form [4] . To use these inequalities in our setups, we first choose a suitable fractional partition as explained below.
= s denote the collection of interference states of all the M subcarriers at time index t. As specified in Section II, the occurrence of S[t] = s is governed by the joint probability distribution P(S[t] = s).
To define a fractional partition, we consider the ground set U = {1, 2, . . . M} (i.e., the index set of subcarriers) and view s ∈ {0, 1} M as a collection of M indicator functions for representing any subset of U. The power set of U (excluding subsets s such that P(S[t] = s) = 0) is chosen as set E . Now, we define a fractional partition G : E → R + as follows.
where E ∈ E and s E denotes the joint state where only the subcarriers whose index is in set E face interference. The fractional partition condition holds as follows.
In the next subsection, we demonstrate the application of inequality (11), in conjunction with the fractional partition defined in (12), for proving outer bound (4).
B. Proof of outer bound (4)
For the proof, we need to define some additional notation. We use indicator functions I j ∈s and I j∈s to denote the absence and presence of interference in subcarrier j when the joint state realization across M subcarriers is S[t] = s ∈ {0, 1} M . Let We are now ready to state the main steps in proving outer bound (4) (for a detailed proof see [8] ). Using Fano's inequality for Rx 1 , for any ε > 0, there exists a large enough N such that;
(1)
where we use ∑ s to denote ∑ s∈{0,1} M , (a) follows by using (11) for the fractional partition defined in (12),Ṽ (1) [t] denotes the interfering signals (across M subcarriers) at Rx 1 for the case when all its subcarriers face interference at time index t, and V (i)
[2], . . .
Using Fano's inequality for Rx 2 , for any ε > 0, there exists a large enough N such that (see [8] for detailed proof);
whereX (2) [t] denotes the received signals (across M subcarriers) at Rx 2 for the case when all its subcarriers are interference free at time index t. Using (14) and (15), we get the bound on R (1) + pR (2) and the bound on pR (1) + R (2) follows by symmetry (details in [8] ).
V. INNER BOUNDS
In this section, we focus on schemes for achieving symmetric capacity in LD setup when coding across subcarriers is needed (i.e., both α j ≤ 2 and α j > 2 are present). For achievability of all corner points in Figure 3 and GDoF inner bounds (which follow from the LD setup schemes and techniques in [7] ), see [8] . In Section V-A we briefly mention the single carrier symmetric capacity [5] and describe a bursty relaying technique (used in our multicarrier schemes). Our multicarrier schemes employ a helping mechanism where some helper levels in subcarriers with α j > 2 are used to recover interfered signals in subcarriers with α j < 2. For ∆ ≥ 0 (Section V-B), the helping mechanism is optimal; whereas for ∆ < 0 (Section V-C) the helping mechanism is run in parallel with the single carrier schemes [5] to achieve symmetric capacity.
A. Single carrier symmetric capacity [5] and bursty relaying
In the single carrier LD setup ( j = 1 = M), the symmetric capacity for the regimes α 1 ≤ 1, 1 < α 1 ≤ 2 and α 1 > 2 is n 1 − p 1+p k 1 , n 1 − p 1+p (2n 1 − k 1 ) and n 1 + p 2 (k 1 − 2n 1 ) respectively [5] . For convenience in describing our multicarrier schemes, we derive a block version of the scheme in [5] for α 1 > 2 as follows. In each block of duration N B , transmitters send fresh symbols on the top n 1 levels and never use the bottom n 1 levels. Since the bottom n 1 levels are never used, the fresh symbols from the top n 1 levels are always received interference free. This realizes rate n 1 . From the k 1 − 2n 1 levels in the middle (below the top n 1 levels), we realize an additional rate 
