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Abstract

Academic institutions spend thousands of dollars every month on their electric power
consumption. Some of these institutions follow a demand charges pricing structure; here the
amount a customer pays to the utility is decided based on the total energy consumed during the
month, with an additional charge based on the highest average power load required by the
customer over a moving window of time as decided by the utility. Therefore, it is crucial for
these institutions to minimize the time periods where a high amount of electric load is demanded
over a short duration of time. In order to reduce the peak loads and have more uniform energy
consumption, it is imperative to predict when these peaks occur, so that appropriate mitigation
strategies can be developed. The research work presented in this thesis has been conducted for
Rochester Institute of Technology (RIT), where the demand charges are decided based on a 15
minute sliding window panned over the entire month. This case study makes use of different
statistical and machine learning algorithms to develop a forecasting strategy for predicting the
peak electric load days of the month. The proposed strategy was tested for a whole year starting
May 2015 to April 2016 during which a total of 57 peak days were observed. The model
predicted a total of 74 peak days during this period, 40 of these cases were true positives, hence
achieving an accuracy level of 70 percent. The results obtained with the proposed forecasting
strategy are promising and demonstrate an annual savings potential worth about $80,000 for a
single submeter of RIT.
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Introduction
The United States of America is the second largest producer and consumer of electricity
in the world, only after China [1]. In the year 2015, the USA generated 4.08 million GWh
of electricity from different energy sources and consumed close to 3.86 million GWh of
electricity. The commercial and industrial sectors of the US economy were responsible
for close to 61% of this electricity consumption [1, 2] .
The cost of electricity in a region is determined by the costs involved to build and operate
a power plant in that region. The key factors that affect the price of electricity include the
fuels used to generate electricity, the construction and maintenance cost of power plants,
the transmission and distribution cost of electricity, the weather conditions and the
government tax regulations of that region. This cost varies from consumer to consumer.
In 2015, the average cost of consumption of a kWh of electricity for residential
consumers of the United States was 12.64 cents while for industrial sector consumers this
cost was 6.60 cents [2].
The demand of electricity largely varies from minute to minute and hour to hour; to meet
the specific requirements, power plants usually consist of different types of electricity
generation units. Base load units are responsible for electricity generation throughout the
day and night. Base load units run 24 hours a day, seven days a week and typically use
coal or nuclear fuels for electricity generation. The electricity output of these units is
generally fixed and can’t be changed easily. Another type of electricity generation unit is
the intermediate load unit which makes use of natural gas for electricity generation and is
the most efficient way to increase electricity production for a few of hours. Finally, there
is a unit called the peak load plant which makes use of gasoline for electricity generation.
Peak load units can be used to quickly increase the electricity output, but are least
efficient and most expensive to run. These units are usually operated when the demand is
very high and cannot be met by other available units, or if there is an emergency type
situation and none of the other units are able to meet the demand requirements [3].

Figure 1 shows how different electricity generation units contribute towards meeting the

daily electricity demand of a utility. The line in the Figure 1 represents the electricity
demand for the utility during different hours of the day. The different electricity
generation units for the utility together contribute towards meeting this demand. As
shown in the Figure 1, the electricity demand for the utility at 6 am can be met by the
base load units while the demand at 2 pm requires electricity generation from all the three
units i.e. base load, intermediate load and peak load units.

Figure 1 Contribution of different electricity generation units in meeting the everyday electricity demand

As a result of the high cost associated with electricity generation during peak hours,
utilities have come up with different pricing structures that help them recover this
additional cost. One such cost structure is time of use pricing; here the cost of electricity
is decided based on the demand of electricity during a specific time of the day. Under this
scheme, customers have to pay hefty amounts for consuming electricity during peak
hours [4]. During the peak hours of summer, electricity rates are as high as four times the
average rate [5]. The time of use scheme gives sufficient time to the customers to
2

schedule their electricity consumption, as the pricing structure is decided months ahead in
time. Utilities also make use of demand side management techniques like real time
pricing and critical peak pricing to efficiently manage the time based pricing [4].
The commercial and industrial sectors of economy are most impacted by these pricing
schemes. Large firms are making use of optimization techniques to plan their demand
schedule according to the pricing schemes and minimize their consumption during the
peak hours of the day. This type of scheduling ensures that firms provide the same level
of service with lower cost [4].
Utilities also make use of a demand charges pricing structure; here the amount a customer
pays to the utility is decided based on the total electricity consumption during the month
as well as based on the highest electricity demanded by the customer over a period of
time as decided by the utility. Such a pricing scheme negatively affects the individual
who requires a high amount of electricity over a short duration of time. Commercial and
industrial units which make use of electrical equipment during a certain time of day
generate high peaks of electric load demands and therefore have to bear hefty utility bills
under demand charge pricing. In order to reduce the utility bills of industrial and
commercial sectors it would be beneficial to reduce these peaks and have more uniform
energy consumption throughout the day. It is crucial to predict when these peaks occur,
so that strategies can be developed to mitigate them.
Electric load forecasting is an area that has been extensively researched over the past few
decades. Most of the research in this area is focused on developing models that can
forecast the electricity load profile with higher level of accuracy. But having an accurate
forecast of electricity load is not enough. While we can forecast the electricity demand
reasonably well today, determining whether this demand is the monthly peak demand is
still not easy.
A good forecasting strategy for peak demand days would help the firms in scheduling
different tasks such that the electricity consumption is evenly spread throughout the day.
This type of scheduling would reduce the peak loads drawn from the grid and would
hence result in financial savings for the firm. There are different demand response
3

strategies adopted to reduce the electricity consumption during the peak hours, but the
challenge comes in determining when to effectively deploy these programs to maximize
the financial savings. Since the electricity demand highly varies from one region and
utility to the other, it is imperative for these organizations to have forecasting models
specific to their region and utility to predict the peak load periods accurately.
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Problem Statement
Academic institutions spend thousands of dollars every month on their electric load
consumption. Demand charges constitute a large share of this bill. Consuming a high
amount of electricity over a short period of time, requires the power companies to
generate electricity using peak load sources which are lot more costly than the primary
sources [4]. Hence the utilities charge these institutions separately based on the maximum
power demanded over a 15-30 minute window, panned over the entire month.
This research was conducted for Rochester Institute of Technology (RIT) where the
demand charges are decided based on a 15 minute sliding window panned over the entire
month. Electricity consumption of different buildings in RIT is recorded by 4 main
submeters, each receiving its own utility bill. This study makes use of the historical
electricity demand data obtained from one of the submeters of RIT that records the
electricity demand of 14 academic buildings of the university.
Figure 2 gives the share of fixed energy charges and demand charges for a month of

utility bill for B1 submeter. This plot illustrates that the demand charges constituted more
than 70% of the total electricity bill for that particular month [6]. To mitigate the
financial losses due to high demand charges at institutions such as RIT, it is necessary to
have a forecasting strategy that predicts the occurrence of peak electric load periods over
the course of the month.

29%

71%

Energy Charges (per kWh)

Demand Charges (per kW)

Figure 2 Share of energy and demand charges for the month of November, 2015 for B1 submeter
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Figure 3 gives the monthly electricity load profile for the B1 submeter, demonstrating the

appearance of demand charges. The rectangular box marked in the figure represents a 15
minute sliding window that moves across the whole load profile and settles at a point
where maximum electricity is demanded. The electricity demand observed during this
time is used for calculation of monthly demand charges for the submeter.

Figure 3 Electricity load profile for the month of November, 2015 for B1 submeter highlighting the
occurrence of demand charges

Forecasting of electric loads for academic institutions pose several problems due to the
high amount of variability associated with the electricity consumption. The energy
consumption depends on several exogenous variables including the class and lab
schedules, the number of people present in various buildings at different times, the type
of day and many other factors. The historical data for energy consumption generally has
multiple seasonalities associated with it. So, in order to make a good forecasting strategy
for predicting the peak load days of the month, it is critical to take into account the
different seasonalities in the data and the effect of exogenous variables while developing
different models [7].
6

This thesis aims at achieving the following milestones:
•

Develop forecasting models using statistical and machine learning techniques to
predict the electric load requirements of buildings under the B1 submeter of RIT.

•

Develop classification models to classify peak days and usual days for the B1
submeter of RIT.

•

Determine the best strategy for predicting the monthly peak load days of a
university.

•

Determine the potential financial savings for RIT, when using the proposed
strategy.

If these milestones are accomplished, it is anticipated that RIT will have the ability to
reduce its utility bills significantly by reducing the monthly demand charges. This
research would be beneficial from the environment’s perspective as well since this would
lower the demand of electricity to be generated from the less efficient peak energy
sources.
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Literature Review
This section presents the different forecasting approaches used for predicting electric
loads. It introduces some of the significant findings of the different techniques and
highlights the challenges involved in each of these techniques. This review assumes that
the reader has a basic understanding of the different models discussed and focuses on the
application of these models in forecasting electricity demands.

Table 1 gives an overview of different modeling algorithms and external variables used in

the literature reviewed. Table 1 highlights that the most widely used modeling algorithms
include Multivariate Linear Regression (MLR), Auto Regressive Integrated Moving
Average (ARIMA), Holt Winters exponential smoothing and Artificial Neural Networks
(ANN) based models. These modeling techniques have been discussed individually in the
subsections of the literature review. Table 1 further highlights that the most widely used
external variables in forecasting the electricity demand include temperature and humidity.

Table 1 Modeling algorithms and external variables used in the literature reviewed
Reference Number
MLR

9 13 24 10 11 14 15 16 17 21 26 28 29 44 33 45
x

ARIMA
Modeling
Techniques

External
Variables

x

x

x

x

x
x

Holt Winters

x

x

ANN

x

x

Others

x

x

Temperature

x

x

x

x

x

x

x

x

x

x

Humidity

x

x

Other data

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x
x

x

Table 2 compares the different models used in the literature based on the level of

forecast, data clustering techniques, combination of forecasts and focus on predicting the
peaks in demand. This table illustrates that most of the models developed, were for the
entire cities and there were only a few models that focused on predicting electricity
8

demands on a smaller scale. It also highlights that some researchers made use of data
clustering and combination of multiple forecasting techniques to predict the electricity
demand. This table also shows that there is a very limited research conducted with a
focus on predicting the peak load periods accurately.
Table 2 Features of the models reviewed in the literature
Reference Number
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13 24 10 11 14 15 16 17 21 26 28 29 44 33 45

Utility Service
x
Region
Complex of
Forecast
Residential
Level
Buildings
University
Others
Data Clustering
x
Techniques
Combination of forecasts x
Peak load focus

x

x

x

x

x

x

x

x

x

x

x

x
x

x
x
x

x

x
x

x
x
x

The model performance of different techniques are measured by Mean Absolute
Percentage Error (MAPE), Mean Absolute Deviation (MAD) and Residual Sum of
Squares (RSS). These are represented in equations (1), (2) and (3)
1

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = �𝑛𝑛 ∗ ∑𝑛𝑛𝑖𝑖=1
𝑀𝑀𝑀𝑀𝑀𝑀 =

1

𝑛𝑛

|𝑦𝑦𝑖𝑖 −𝑦𝑦�𝚤𝚤 |
|𝑦𝑦𝑖𝑖 |

∑𝑛𝑛𝑖𝑖=1 |𝑦𝑦𝑖𝑖 − 𝑦𝑦�|
𝚤𝚤

� ∗ 100

(1)

(2)

𝑅𝑅𝑅𝑅𝑅𝑅 = ∑𝑛𝑛𝑖𝑖=1(𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝚤𝚤 )2

(3)

where,
𝑦𝑦𝑖𝑖 represents the actual value of the response variable at ith step,

𝑦𝑦�𝚤𝚤 represents the predicted value of the response variable at the ith step, and
𝑛𝑛 gives the number of data points
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The following sections discuss the most commonly used modeling algorithms for electric
load forecasting. These sections highlight the different modeling approaches used, the
significant findings, and the challenges for the literature reviewed.

Regression Models
Regression modeling is the simplest forecasting technique where the relationship between
response variable and the explanatory variables is represented by an equation involving
linear and nonlinear terms. A simple linear regression model can be represented by
equation (4).
𝑦𝑦 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2 𝑥𝑥2 + ⋯ + 𝛽𝛽𝑘𝑘 𝑥𝑥𝑘𝑘 + 𝜀𝜀

(4)

where,

𝑦𝑦 is the response variable,

𝑥𝑥1 … 𝑥𝑥𝑘𝑘 are the explanatory variables,

𝛽𝛽0 … 𝛽𝛽𝑘𝑘 are the least square estimates for intercept and explanatory variables, and
𝜀𝜀 is residual error for the model

This technique works best when the relation between response and explanatory variables
does not change with time and all the modeling assumptions are satisfied [8]. The
modeling assumptions are: residuals are normally distributed with a mean zero and a
constant variance, residuals are uncorrelated and the regressors used in the model are
independent of each other [8]. When it comes to forecasting electric load, the demand
may vary in an irregular manner and is generally correlated with previous values; as a
result the assumption for uncorrelated residuals is not upheld. In addition to this, it is very
hard to capture all the model intricacies with regression based models and so, the forecast
errors associated with these models are generally higher than other modeling techniques
[9].
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An example application of regression technique can be found in [10]. To linearize the
trend for the Tokyo Electric Power Company Haida et al., used the multivariate
regression modeling technique with a transformation function. This transformation
technique helped them in reducing the MAPE to 1.43% which is good considering the
simplicity of the model, but this technique would produce higher forecast errors when
used for forecasting loads that fluctuate with time [10].
Some researchers made use of regression models on clustered data to improve the
forecasting accuracy within these clusters. In [11], authors used a functional clustering
technique followed by regression modeling to forecast the heat load for a district based
heating system. This technique helped the authors in capturing the intra-day patterns in
load curves and hence produced better forecasts than all other regression models. A
similar forecasting approach was used by the top performing participants of the Global
Energy Forecasting Competition 2012. Here the data points were first categorized into
different groups based on the similarity of their behavior and then forecasting models
were developed specific to each of these groups to make accurate predictions [9].

Auto Regressive Integrated Moving Average Models
Auto Regressive Integrated Moving Average (ARIMA) or the Box-Jenkins method is a
widely used time series based modeling approach for forecasting stationary as well as
non-stationary data. An ARIMA model assumes that the future values are related to a
finite combination of exponentially and non-exponentially weighted past disturbances.
This type of modeling approach is very useful to model a series that has correlated
observations; hence it helps in overcoming the challenges involved in regression based
modeling approach [12]. Generalized form of ARIMA models can be represented using
the equation (5) [12].
𝛷𝛷∗ (𝐵𝐵 𝑠𝑠 )𝛷𝛷(𝐵𝐵)(1 − 𝐵𝐵)𝑑𝑑 (1 − 𝐵𝐵 𝑠𝑠 )𝐷𝐷 𝑦𝑦𝑡𝑡 = 𝛿𝛿 + 𝛩𝛩∗ (𝐵𝐵 𝑠𝑠 )𝛩𝛩(𝐵𝐵)𝜀𝜀𝑡𝑡

where,

B is a backward shift operator such that B(y𝑡𝑡 ) = y𝑡𝑡−1 ,
11

(5)

Φ∗ (Bs ) = (1 − Φ1 Bs − ⋯ − ΦP BsP ) is seasonal autoregressive operator of
order P,

Φ(B) = (1 − Φ1 Bs − ⋯ − Φp Bp ) is regular autoregressive operator of order p,
(1 − B)d represent the regular difference d of the time series yt ,

(1 − Bs )D represent the seasonal difference D of the time series yt ,
δ is a constant term,

Θ∗ (Bs ) = 1 − Θ1 ∗ (Bs ) − ⋯ − ΘQ ∗ (BsQ ) is the seasonal moving average operator
of order Q,

Θ(B) = 1 − Θ1 ∗ (Bs ) − ⋯ − Θq ∗ (Bq )is the regular moving average operator of

order q, and

εt is a white noise process

A common notation used to represent an ARIMA model is given in the equation (6).
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (𝑝𝑝, 𝑑𝑑, 𝑞𝑞) 𝑥𝑥 (𝑃𝑃, 𝐷𝐷, 𝑄𝑄)𝑠𝑠

(6)

Where the modeling parameters are as explained below,
p represents the regular autoregressive operator of order p,
d represents the regular differencing operator for the time series,
q represents the regular moving average operator of order q,
P represents the seasonal autoregressive operator of order P,
D represents the seasonal differencing operator for the time series,
Q represents the seasonal moving average operator of order Q, and
s represents the number of seasonal periods for the model
A regular ARIMA model makes use of the time series for the response variable only. It
does not take into consideration the effect of any external regressors on the response. To
overcome this challenge an Auto Regressive Integrated Moving Average with
Explanatory variable (ARIMAX) model can be used. This model makes use of external

predictors on top of a regular ARIMA model to predict the response.
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ARIMA has proved to be a very effective technique for modeling the seasonal patterns in
the electricity loads. In [13], an ARIMA modeling approach was compared with Neural
Networks and Support Vector Machines (discussed later) and it was found that the
ARIMA model outperformed the other techniques for a day ahead forecasting model with
scarce and evolving historical data. However in this study, the authors used a training
window of 5 days to train the neural nets, which is a very small training period to draw
any conclusions about a neural network based model.
In [14], forecasts for one month ahead peak load of a utility in Saudi Arabia were
generated by first smoothing the historical load data and then making use of an ARIMA
model to generate the forecasts. The results obtained using this approach were
satisfactory. Some researchers made use of ARIMA models to forecast the hourly prices
of electricity in different markets. In [15], ARIMA modeling was used to predict the
hourly electricity prices in the markets of Spain and California. The results of this study
were found to be good hence it would be interesting to see how the ARIMA models
perform when predicting the electric load requirement of a university campus.

Holt Winters Exponential Smoothing Models
Holt Winters exponential smoothing models for seasonal data consist of three separate
smoothing equations for the trend, level and seasonality components of the time series,
each having their own smoothing parameter [12]. A Holt Winters model can be of type
additive or multiplicative. An additive model is used when the seasonal variations of the
time series are constant regardless of the level of the series while a multiplicative model
is chosen when the seasonal variations change proportionally with the level of the data
[12]. A Holt Winters smoothing model for seasonal data can also be referred to as a triple
exponential Holt Winters model. These models are the most widely used smoothing
models to generate electricity forecasts [17, 18 and 19]. The following equations
represent an additive Holt Winters triple exponential smoothing model.
Assuming that a time series can be represented by equation (7) [12].
𝑦𝑦𝑡𝑡 = 𝐿𝐿𝑡𝑡 + 𝑆𝑆𝑡𝑡 + 𝜀𝜀𝑡𝑡

(7)
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where,
𝑦𝑦𝑡𝑡 represents the time series,

𝐿𝐿𝑡𝑡 represents the level component given by 𝛽𝛽0 + 𝛽𝛽1 𝑥𝑥𝑡𝑡 ; with 𝛽𝛽0 representing the
intercept, 𝛽𝛽1representing the slope and 𝑥𝑥𝑡𝑡 representing the time series,

𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑡𝑡+𝑠𝑠 represents the seasonal adjustment with s as the length of the season,
and

𝜀𝜀𝑡𝑡 represents the uncorrelated errors with mean and constant variance

The Holt Winters model performs smoothing for each of these components individually
to generate the forecast for the next time step. These steps are demonstrated using
equations (8)-(11) [12].
𝐿𝐿�𝑇𝑇 = λ1 (𝑦𝑦𝑇𝑇 − S� 𝑇𝑇−𝑠𝑠 ) + (1 − λ1 )(𝐿𝐿�𝑇𝑇−1 + β� 1,𝑇𝑇−1 )

β� 1,𝑇𝑇 = λ2 (𝐿𝐿�𝑇𝑇 − 𝐿𝐿�𝑇𝑇−1 ) + (1 − λ2 )β� 1,𝑇𝑇−1
S� 𝑇𝑇 = λ3 (𝑦𝑦𝑇𝑇 − 𝐿𝐿�𝑇𝑇 ) + (1 − λ3 )S� 𝑇𝑇−𝑠𝑠

(8)
(9)
(10)

Equations (8), (9) and (10) are used to generate the forecast value for 𝜏𝜏 step ahead. This
value is calculated using equation (11).
𝑦𝑦�𝑇𝑇+τ (𝑇𝑇) = 𝐿𝐿�𝑇𝑇 + β� 1,𝑇𝑇 + S� 𝑇𝑇 (τ − s)

(11)

Different parameters used in equations (8), (9), (10) and (11) are as explained below,
𝐿𝐿�𝑇𝑇 represents the estimate for the level component of time series at time step T,

β� 1,𝑇𝑇 represents the estimate for slope component of 𝐿𝐿𝑡𝑡 at time step T,

S� 𝑇𝑇 represents the estimate for the seasonal component of time series at time step

T,

λ1 , λ2 and λ3 represent the discount factor for the level, trend and seasonal
components of time series respectively and each of these take a value between 0
and 1; and
s represents the length of the season
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Holt Winters Smoothing can be used to forecast the seasonal electricity demands
reasonably well. This was demonstrated in [16], where a Holt Winters exponential
smoothing approach was used to include both within day and within week seasonal
cycles to forecast peak electricity loads for the national grid of England and Wales. The
results of this approach were further compared with ARIMA models and it was found
that Holt Winters technique for multiple seasonalities outperformed the ARIMA
modeling technique when the series was dominated by trends and seasonal variations
[16]. In another paper, the same author used a combination of weather based forecasts
with Holt Winters exponential smoothing technique, that provided better forecasts than
ARIMA, Holt Winters and other weather based forecasting models [17].
In [18], a combination of triple exponential Holt Winters smoothing and Weighted
Nearest Neighbor (WNN) method was used to forecast the electricity demand. Here the
time series was decomposed into deterministic and fluctuation series which were used by
Holt Winters and WNN methods respectively to generate 24 hour ahead forecasts for the
markets of California and Spain. This hybrid method of forecasting performed better than
the normal Holt Winters method [18].

Artificial Neural Network Models
Artificial Neural Network (ANN) is a machine learning based modeling technique that
makes use of advanced computational power to extract the non-linear relationships
between response and predictor variables by learning from the historical data. These
models are trained over longer periods of time than compared to the models discussed in
the earlier sections which help them in adapting to new circumstances smartly and
therefore making accurate forecasts with varying forecasting horizons [19].
The architecture of an ANN model is inspired from the anatomy of human brain. An
ANN model consists of interconnected units known as artificial neurons which are
arranged in multiple layers for information exchange between them. Each of these
artificial neurons have some weighted inputs, a transfer function and an output associated
with it [20 and 21]. The choice of transfer function is made as per the characteristics of
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the data. A widely used transfer function in the ANN models is the sigmoid which is
represented in the equation (12).

1

𝐹𝐹(𝑧𝑧) = 1+ 𝑒𝑒 −𝑧𝑧

(12)

Where,

𝐹𝐹(𝑧𝑧) is a sigmoid function,

𝑧𝑧 = 𝛽𝛽1 𝑥𝑥1 + 𝛽𝛽2 𝑥𝑥2 + ⋯ + 𝛽𝛽𝑘𝑘 𝑥𝑥𝑘𝑘 , and

𝛽𝛽1 , 𝛽𝛽2 , . . , 𝛽𝛽𝑘𝑘 are the weights for the respective inputs 𝑥𝑥1 , 𝑥𝑥2 , . . , 𝑥𝑥𝑘𝑘
Figure 4 gives an example of a simple ANN model with 3 input variables (x1, x2 and x3),

1 hidden layer with 2 artificial neurons and a single output variable (y).

Figure 4 An example of a simple ANN model

This figure illustrates that the inputs coming from the input layer of the model (x1, x2, x3)
are multiplied with the respective weights of the hidden layer neurons (w11,w12,w13 for
hidden neuron 1 and w21,w22,w23 for hidden neuron 2) and are summed before passing
into the transfer function F(x), which becomes the output of the hidden layer neuron. The
outputs of the hidden layer neurons are further combined using their respective weights
(h1, h2) to give the resultant output y, which is represented in equation (13).
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𝑦𝑦 = ℎ1 ∗ F(w11 x1 + w12 x2 + w13 x3 ) + ℎ2 ∗ F(w21 x1 + w22 x2 + w23 x3 )

(13)

For K inputs and N hidden nodes, the output of ANN model can be generalized using
equation (14).
𝐾𝐾
𝑁𝑁
𝑦𝑦 = ∑𝑁𝑁
𝑘𝑘=1 ℎ𝑘𝑘 ∗ 𝐹𝐹(∑𝑗𝑗=1 ∑𝑖𝑖=1 𝑤𝑤𝑖𝑖,𝑗𝑗 ∗ 𝑥𝑥𝑗𝑗 )

(14)

There are different learning algorithms that can be used to train the ANN models, these
include Back Propagation Algorithm, Levenberg-Marquardt Algorithm, Particle Swarm
Optimization and Genetic Algorithm [21]. The details of these individual training
algorithms are beyond the scope of this research. In general the training algorithms work
to find the weights of 𝑤𝑤𝑖𝑖,𝑗𝑗 and ℎ𝑘𝑘 that minimize the prediction errors.

ANN based model was extensively used to forecast the electricity demand for the
literature reviewed. Hsiao [22], modeled the load of individual household from two cities
of Taiwan based on context information and daily schedule patterns. The ANN model
developed by Hsiao produced better forecasts than linear regression models and ARIMA
models [22 and 23].
In [24], a study was conducted in Colorado State University making use of ANN to
predict 24 hour load profile for the university based on time and weather variables. The
model produced good forecasts for the weekdays, but was not very effective on weekends
and holidays. In [24], Palchak et. al. used five years of electric load data for the whole
campus to create the model, but did not examine predicting demand days of the month
[10 and 24].
Although ANN models outperform the other modeling techniques majority of the time,
there are certain challenges associated with these models. First, these models require a lot
of training in order to generate good forecasts, and at the same time it is necessary to
ensure that they are not over trained for model fitting. Second, these models require more
computational resources than compared to other modeling techniques. Third, it is quite
arduous to interpret a trained neural network because of the non-intuitive transformation
of the data through the layers of the network.

17

The benefits of using ANNs outweigh some of the challenges associated with it. It would
be interesting to see how this modeling technique performs on an electric load dataset of
a university campus.

Other Modeling Techniques
This section briefly captures the other modeling techniques which the researchers have
used in predicting the electricity demands without going into the details of individual
modeling techniques.
In [26], fuzzy rules were used to approximate continuous load profile on a compact set to
good accuracy. Hidden nodes in this model represented the fuzzy rules which are a set of
if-else statements defined by an expert during the Fuzzy Neural Network training [27].
The authors then compared the forecasts of ANN with Fuzzy Networks and found that
maximum percentage errors dropped from 4.08% to 1.65% [26]. This forecasting
technique is effective when the demand fluctuates a lot and when other models fail to
capture the holiday or off season effect. The disadvantage of this technique is that the
tuning of fuzzy rules is complex and an expert is required to handle that kind of task.
In [28], a Support Vector Machine (SVM) model was used along with a stepwise
algorithm for feature selection, to model the electric load demands. This modeling
technique helped create an adaptive model with limited user interaction. The performance
of the SVM model was compared with neural networks and was found to give better
results due to its lower susceptibility to local minima and higher immunity to model
complexity [28].
A few studies have focused on predicting the spikes in pricing structure by making use of
different classification algorithms. Datta et al. studied the Australian Energy Market
Operator (AEMO) data of Victoria region and demonstrated that smart meter data can
have a significant effect in improving the accuracy of price spike forecasts [29]. The
authors classified a spike in price whenever they observed a price value that was more
than the sum of mean price and two times the standard deviation for the training dataset.
The classification algorithms they used included Random Forest, ANN and Naïve-Bayes
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classifiers [29]. It would be interesting to see how this approach can be used in
classifying the days with peak electric load demand for RIT. Authors in [30], made use of
Random Forest models coupled with expert selection to capture the complex load
behavior for the Tunisian Company of Electricity and Gas. Their model facilitated in
capturing some of the special cases with high temperature events and moving holidays.
Several researchers made use of hybrid Logistic regression models to forecast the
electricity demands. Authors in [31], developed a joint forecasting model using a grey
forecasting technique and a logistic regression technique which were combined using a
weighted harmonic averaging operator to make a single forecast. This model was used to
forecast the electricity demand of China during the period of 2000-2015. The joint model
performed better than the individual models. In [32], authors made use of different
logistic regression models to classify the household classes based on their consumption
patterns and sociodemographic factors. This study was carried out for the city of Rio de
Janeiro, Brazil and it provided the basis for estimating the aggregate household electricity
consumption.
A multistage ANN can also be used to forecast electricity loads. In [33], the first stage of
ANN generated peak and valley values of a day and the second stage of the ANN
generated the entire demand curve. The forecasts generated using this technique were
compared with the normal ANN forecasts, and the results indicated that the MAPE
dropped when two stages based ANN model was used. The standard deviation of the
forecast errors was further reduced when two stages ANN model was used [33]. Such a
modeling technique would involve a lot more complexities due to the presence of
multiple ANNs in a single model.

Summary of Literature Reviewed
The existing literature on different forecasting techniques, illustrate that multiple
techniques can be used to predict the short term electricity demand. However, the
performance of these techniques depends on the characteristics of data. Table 1 and 2
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provide an overview of different modeling techniques and modeling features used by
different authors in their research.
Some of the noteworthy points that can be drawn from this review include:
•

The most frequently used forecasting techniques for short term electricity demand
are ARIMA and ANN based models.

•

The most widely used exogenous variables are temperature and humidity.

•

Most of the researchers developed forecasting models with a forecasting horizon
between 2 to 4 weeks.

•

A large number of these models were developed for the utility, therefore most of
these models made use of electric load data for entire cities or larger regions.

•

Some models made use of the data clustering and combination of forecasting
techniques to improve the prediction accuracy of these models.

As highlighted in the previous sections, most of the research conducted in this area
focuses on predicting the electric load demands accurately, with no special attention
given to peak load periods or which days would have peak loads. This research aims
to bridge that gap by developing a forecasting strategy to predict the peak load days
in advance. Such a forecasting strategy would help the university in adapting an
efficient demand response strategy which would further promote financial savings by
reducing the monthly demand charges. In addition to that, this strategy would also
help in reducing the carbon footprints of the university by consuming electricity from
cleaner resources.
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Methodology
The RIT campus is spread over 1300 acres of land in Henrietta, a suburb of Rochester,
New York. The student body of RIT consists of more than 18,000 students who are
taught by close to 1,500 full time and part time faculty members [34]. The different
buildings in RIT are grouped under four main submeters, each receiving their own
electricity bill. Data from B1 submeter, which is used to collect electricity usage for 14
buildings on the RIT campus is used in this study [35]. Different buildings under the B1
submeter, are marked with a star on the campus map of RIT in Figure 5 [6].

Figure 5 RIT campus map showing the buildings under the B1 submeter with a star [6]

Historical electricity demand for the B1 submeter was obtained using the WebCTRL
Energy Management System of RIT [35]. The datasets consisted of electric load pattern
of B1 submeter for every 5 minute interval starting from January, 2013 to April, 2016.
Electricity consumption data for individual buildings on the B1 submeter was also
collected for the same period to analyze any patterns in historical consumptions.
Figure 6 illustrates a plot of electricity consumption for the B1 submeter of RIT during

the month of March, 2016 with data points sequenced at 30 minutes intervals. The circled
region highlights the peak days of the month.
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Figure 6 Electric load profile for B1 submeter, RIT during March, 2016

The load profile in Figure 6, demonstrates that the peak load days for the month of
March, 2016 had significantly higher demands than compared to demands on other days
of the month. Since the monthly demand charges for RIT are estimated based on the
maximum electricity demanded over a 15 minute window, these charges would have
most likely fallen over the circled peak days and ultimately resulted in exorbitant bills. A
good forecasting strategy would ensure that these days are predicted in advance so that a
judicious planning of electricity consumption can be made to reduce the monthly demand
charges.

Input Variables
The current study makes use of different forecasting techniques, to predict the occurrence
of peak load days for the B1 submeter of RIT. Apart from different modeling techniques,
these models also differ in terms of the input variables used. This study considers the
effect of input variables such as weather variables, holiday effect and other special days
and seasons that could impact the forecasts. The different input variables used in the
study are included in the following subsections.
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4.1.1 Continuous Variables
The different continuous variables used for developing forecasting models are
represented in Table 3.
Table 3 Different continuous variables used for modeling

Variables Name

Variable Meaning

𝒙𝒙𝒉𝒉𝒉𝒉_𝒕𝒕

Heating required at a time t (Refer Equation 15)

𝒙𝒙𝒄𝒄𝒄𝒄_𝒕𝒕

Cooling required at a time t (Refer Equation 16)

𝒙𝒙𝒓𝒓𝒓𝒓_𝒕𝒕

Relative humidity at a time t (%)

𝒙𝒙𝒘𝒘𝒘𝒘_𝒕𝒕

Wind speed at a time t (Miles per hour)

𝒙𝒙𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑

Maximum electricity demand on previous day (kW)

𝒙𝒙𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖

Electricity demand at 8 am on same day

The following equations give the calculations for heating and cooling required for the B1
submeter.
𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 = 𝑀𝑀𝑀𝑀𝑀𝑀(0, 𝑇𝑇𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 − 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 )

(15)

𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 = 𝑀𝑀𝑀𝑀𝑀𝑀(0, 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 )

(16)

where,

𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 is the heating set point for the submeter for a day,
𝑇𝑇𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 is the cooling set point for the submeter for a day,

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 is the minimum outside air temperature of the day, and
𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum outside air temperature of the day

4.1.2 Categorical Variables
The different categorical variables used for developing forecasting models are
represented in Table 4. These were represented as indicator variables in the model.
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Table 4 Different categorical variables used for modeling

Variable

Variable

Name

Meaning

𝒙𝒙𝒅𝒅𝒅𝒅𝒅𝒅

Day of the week

dow = Monday, Tuesday,.., Sunday

Type of day

dt = Weekday and Weekend

𝒙𝒙𝒅𝒅𝒅𝒅

Day of the month

dm = 1, 2,…, 31

Month of the year

m= Jan, Feb,…, Dec

Special days

sd =Normal Day, Holiday, Exam Week,

𝒙𝒙𝒅𝒅𝒅𝒅
𝒙𝒙𝒎𝒎

𝒙𝒙𝒔𝒔𝒔𝒔

Categories

Convocation day, Orientation day and
ImagineRIT

𝒙𝒙𝒔𝒔𝒔𝒔𝒔𝒔

Semester type

sem = Fall, Spring, Summer and Intersession

𝒙𝒙𝒕𝒕𝒕𝒕𝒕𝒕

Time of day in 30

tod = 00:00, 00:30,…, 23:30

𝒙𝒙𝒚𝒚𝒚𝒚

Year

yr = 2013, 2014, 2015 and 2016

Rain

1 if raining at time t, 0 otherwise

minute intervals

𝒙𝒙𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓_𝒕𝒕

Classifying Different Days
This section describes how different days were classified into peak and usual days based
on the historical demand for the B1 submeter. As described in the earlier sections, the
demand charges are calculated on a month by month basis for the submeter. Therefore it
is important to set a limiting value for every month for peak classification. This limiting
value can be defined using equation (17). Researchers in [29] used a similar limiting
value to classify spikes in electricity prices.
𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙 = µ + 2 ∗ 𝜎𝜎

(17)

Where,

𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙 : Limiting demand value for peak classification (kW),

µ: Average monthly demand for 30 minute interval load data, and
σ: Standard Deviation of monthly demand for 30 minute interval load data
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Peak Day: If the maximum electric load demand observed on a particular day of the
month was greater than the limiting value of electric load for the same month, that
particular day was defined as a peak day of the month. The limiting value for peak day
estimation was calculated by taking the sum of average 30 minute electricity demand
over a month and two times the standard deviation of 30 minute electricity demand,
observed during that particular month (Refer Equation 17). The data points where the
demand exceeded the limiting value were known as peak data points. As per the Central
Limit Theorem, these points would be normally distributed with mean µ and standard

deviation 𝜎𝜎. Therefore, the probability of observing a peak data point is less than 2.3%,

but any single day that contained at least 1 peak data point was classified as a peak day.

Usual Day: All other days of the month where the maximum electric load demand
observed was less than the limiting value, were classified as the usual days. Equations
(18) and (19) give the mathematical expression for the same.

Peak Day: Dmax > 𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙

Where,

(18)

Usual Day: Dmax <= 𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙

(19)

Dmax: Daily maximum demand for 30 minute intervals, and
𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙 : Limiting demand value for peak classification (kW). Refer equation (17)
Figure 7 demonstrates how peak days for the month of March, 2016 were classified based

on the observed demand pattern. The limiting value for peak classification for the month
of March, 2016 was determined using equation (17) and it was found to be 2605 kW.
When the observed demand for any 30 minute period in a day exceeded this limiting
value, that particular day was classified as peak day. During the month of March, 2016
there were three instances where observed demand exceeded the limiting demand value
and constituted the peak day of the month (See Figure 7).
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Figure 7 Electric load profile for the month of March, 2016

Step By Step Forecasting Approach
Figure 8 provides a flow chart showing the generic approach used for creating different

forecasting models. The following sections individually discuss the different steps
involved in model building.

Figure 8 Flow chart showing different steps involved in generating a forecasting model
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4.3.1 Data Collection
Collecting data from RIT servers was the first step involved in model building. Data
specific to the B1 submeter was chosen for the initial model building. This submeter
records the energy consumption for 14 major academic buildings of RIT. A 5 minute
interval dataset was generated for a period starting from January, 2013 to April, 2016.
Weather data including mean daily temperature, maximum relative humidity, wind chill
effect, etc. were collected from the RIT servers as well as from the Weather Underground
web source that records the historical weather data for all major cities [38, 39]. Data
regarding the class schedules for the individual buildings under the B1 submeter was
obtained from the office of registrar at RIT. This data was used to determine the
occupancy of individual buildings during the different hours of the day [37].

4.3.2 Data Cleansing
Different data cleansing operations were performed to approximate the missing values,
generate uniformly spaced time indices and remove any outliers present in the raw
dataset. The raw dataset was further converted to 30 minute interval dataset, so as to
reduce the number of data points and reduce the computation time for modeling. Other
data abnormalities were carefully considered and appropriate steps were taken to ensure
that the data is fit for model building.

4.3.3 Data Splitting
To develop the classification models, the electric load dataset was split into three subsets,
these included: training, validation and testing datasets. The training and validation
datasets were split in 80%-20% ratio for the historical load demand for all the months
except the one on which testing was made [9]. The time frame of historical demand used
for training and validation datasets varied between 3 years to 1 year depending upon the
training algorithm used. The validation dataset was used to tune the classification models
developed and the performance of the model was evaluated on the testing dataset.
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Table 5 summarizes the different subsets of data created in the data splitting step and the

range of demand used in each of these subsets.
Table 5 Summary of different data subsets

Dataset

Range of electric Demand

Training Set

1 year to 3 years

Validation Set

2 months to 7 months interval

Testing Set

1 year

4.3.4 Exploratory Data Analysis
This step involved preliminary analysis of data using pairs plot and descriptive statistics
on the training dataset. Individual linear regression models were developed to examine
the effect of different exogenous variables in predicting the electricity demands of the
campus. The analysis conducted in this step provided a generic idea of the relationship of
different exogenous variables in predicting the electric load profile of the submeter.

4.3.5 Variable and Methodology Selection
Once the data was cleaned and split into training, validation and testing datasets, different
variables and modeling algorithms were selected to generate competitive models. These
algorithms made use of different statistical and machine learning techniques with a
combination of various exogenous variables for model building.

4.3.6 Model Building
Once a set of variables along with a forecasting algorithm was selected, the training
dataset was used to build the model. This phase also include steps for selection of model
parameters. The estimation of coefficients for level, trend and seasonality for Holt
Winters method, along with the estimation of autoregressive, differencing and moving
average terms for the ARIMA model were carried out in this phase. For the ANN models,
selection of number of hidden layers, along with number of neurons in these layers was
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also carried out in this phase. The entire model building process was carried out in the
open source statistical language R [38].

4.3.7 Model Tuning
This step involved making use of validation dataset to tune the model parameters.
Performance measures on training datasets could not be used for model selection as such
a step would have led to overfitting in the models. The presence of validation dataset
made sure that bias-variance tradeoff was appropriately addressed.

4.3.8 Model Testing
Once a model was developed its performance was evaluated on a testing dataset that was
kept separate from training and validation datasets. These results were stored and the
model building steps were iterated on a different set of variables using a different
forecasting technique.

Strategies For Predicting Monthly Peak Days
This section discusses the different approaches adopted to predict the monthly peak days.
The original dataset consisted of only 11.8% peak days and the rest of the days were
usual days. This created an imbalance in the training dataset with very few learning
examples for the peak day class and the majority of examples being from the usual days
class. In order to effectively classify peak days, it is important to overcome the challenge
posed by imbalanced training dataset. The following section gives an overview of
different strategies used to overcome this challenge. The details about these individual
strategies are discussed in the later sections.
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Overview Of Forecasting Strategies Used For Classifying Monthly Peak Days
Three different forecasting approaches were considered to predict the peak electric load
days for the B1 submeter of RIT. These strategies were evaluated based on their annual
performance in predicting the peak electric load days for the submeter. The following
subsections give an overview of these approaches.

4.5.1 Overview of Approach 1
This approach involves developing 1 day ahead forecasting models to predict the daily
load profile for the submeter and then using a monthly threshold values to classify the
type of the day. The different steps involved in this approach are as follows:
i.

Split the overall dataset into training, validation and testing datasets

ii.

Select the modeling algorithm and variables to predict the electricity demand for
B1 submeter

iii.

Develop the forecasting model on training dataset and tune the model parameters
based on its performance on the validation dataset

iv.

Test the forecasting performance of the model on a smaller testing dataset

v.

Evaluate the performance of competitive models developed

vi.

Select the top two performing models to classify the type of days, on an annual
basis

vii.

Define the monthly threshold load values and classify peak days when the
maximum forecasted daily demand exceeds the threshold value other classify the
day as usual day

viii.

Use the established threshold values to predict the type of day for the top two
performing forecasting models selected in step vi.

ix.

Record the annual performance of both the models in classifying the type of the
day
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4.5.2 Overview of Approach 2
This approach involves creating a balanced dataset using Synthetic Minority
Oversampling Technique (SMOTE) and developing binary classification models to
predict the type of the day. The different steps involved in this approach are discussed
below.
i.

Generate a balanced dataset using SMOTE algorithm

ii.

Split the balanced dataset into training and validation datasets and keep the testing
dataset separate

iii.

Select the modeling algorithm and variables for developing binary classification
models

iv.

Develop binary classification model on training dataset and tune the model
parameters based on its performance on the validation dataset

v.

Test the performance of the model on a smaller testing dataset

vi.

Evaluate the performance of competitive models developed

vii.

Select the top two performing models to classify the type of days on the large
annual testset

viii.

Predict the type of day on a month by month basis using models selected in step
vii.

ix.

Record the annual performance of both the models in classifying the type of the
day

4.5.3 Overview of Approach 3
This approach makes use of a combination of models from approach 1 and approach 2 to
develop an ensemble forecasting model. The ensemble forecasting model uses the
predictions from top two performing models of approach 1 and approach 2 to give the
predictions for the type of the day. The different steps involved in this approach are
discussed below.
i.

Run the top two performing models from each of the approach 1 and approach 2
and store the predictions for the type of the day
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ii.

Develop an ensemble model that uses the predictions obtained from step i. and
classifies the type of the day based on majority of votes.

iii.

Predict the type of the day

iv.

Record the annual performance of the model in classifying the type of the day.

Approach 1: Load forecasting with threshold classification
Load forecasting with threshold classification involves predicting the one day ahead load
demand for the submeter at 30 minute intervals using different time series and machine
learning models and then classifying the peak days based on a threshold value for load
prediction. A total of four modeling algorithms were used to predict one day ahead
electricity demand for the B1 submeter. The details of these algorithms along with the
modeling variables used, the training, validation and testing periods for these models are
given in Table 6.
Table 6 Modeling details for approach 1

Modeling
Algorithm

Holt
Winters

ARIMA

ARIMAX

ANN

Training

Validation

Testing

Period

Period

Period

May 1, 2014

April 16,

to April 15,

2015 to April

2015

30, 2015

May 1, 2014

April 16,

to April 15,

2015 to April

2015

30, 2015

May 1, 2014

April 16,

𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 , 𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡

to April 15,

2015 to April

2015

30, 2015

𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 ,𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 ,𝑥𝑥𝑤𝑤𝑤𝑤_𝑡𝑡 ,𝑥𝑥𝑟𝑟ℎ_𝑡𝑡 ,

January 1,

April 16,

2013 to April

2015 to April

15, 2015

30, 2015

Modeling Variables

None

None

𝑥𝑥8𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑑𝑑𝑑𝑑 ,
𝑥𝑥𝑚𝑚 ,𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 ,𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑠𝑠𝑠𝑠
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May, 2015

May, 2015

May, 2015

May, 2015

Table 6 demonstrates that the modeling algorithms used in this approach include Holt

Winters exponential smoothing models, ARIMA models, ARIMAX models and ANN
models. These models were trained for different periods as shown in the table and the
modeling parameters were tuned based on the performance of these models on validation
dataset. Finally, the performance of these models was evaluated for the month of May,
2015. The top two performing models were then selected for classifying the type of the
day on the yearlong test set.

4.6.1 Assessing the performance of forecasting models
Since most of the buildings under the B1 submeter of RIT are academic buildings, the
peak load demands over the weekdays were found to be significantly higher than those of
weekends. The peak load demand for B1 submeter on weekdays was particularly high
during the hours between 8 am and 6 pm. The demand during these hours accounted for
monthly demand charges most of the time. In order to classify the peak days of the month
effectively, it is important that the predictive models used for threshold classification
have a high level of accuracy during these peak hours. The scatter plot in Figure 9
illustrates the distribution of peak load observed during the three year period of January,
2013 to April, 2016 for the B1 submeter during the weekdays.

Figure 9 Daily peak distribution for B1 submeter
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Figure 9 illustrates that most of the peak load data points are concentrated during the time

between 8 am and 6 pm. For an approach 1 classification model to do well, it is important
to have a good forecasting accuracy in predicting the electricity demand during these
hours. Therefore, we define peak hours as the time between 8 am and 6 pm on weekdays.
The performance metric used for evaluating the demand forecasting models included
Mean Absolute Percentage Error (MAPE) and Mean Absolute Deviation (MAD) values
during the peak hours. Equations (1) and (2) give the mathematical expression for these
measures.

4.6.2 Defining the monthly threshold
An elastic net regression model was used to define the monthly threshold values for
classifying peaks with approach 1. This model performs regularizing and variable
selection in regression models by adding additional penalty variables to the model [39].
This technique helped in identifying the important features required to predict the daily
peak loads while avoiding any overfitting. The maximum value for the electricity load
observed on a daily basis was chosen as the response variable for this model and the
following input variables were included for modeling:
𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 , 𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 , 𝑥𝑥𝑤𝑤𝑤𝑤_𝑡𝑡 , 𝑥𝑥𝑟𝑟ℎ_𝑡𝑡 , 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑑𝑑𝑑𝑑 , 𝑥𝑥𝑚𝑚 , 𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 and 𝑥𝑥𝑠𝑠𝑠𝑠

Model fitting with elastic net regression model helped in getting rid of correlated and
insignificant input variables and the final model was reduced to following set of inputs:
𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 , 𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 , 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 , 𝑥𝑥𝑚𝑚 and 𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠

This model was trained over a period of 3 year load data (2013-2015) and tested for
individual months with all possible combination of input variables. The maximum
predicted value for electric load attained using the elastic net model was chosen to be the
threshold value for that month. More detailed description of this model can be found in
the results section of the document.
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4.6.3 Classifying the type of day using threshold values
The last step of this approach involved comparing the maximum predicted electricity
demand for a day with the monthly threshold value to classify the type of the day. If the
maximum predicted daily demand exceeded the monthly threshold value then that
particular day was classified as the peak day otherwise it was classified as a usual day.
The performance of these models was evaluated based on their accuracy in classifying
the peak days. The performance metric used for evaluating the classification models
consisted of balanced accuracy, which is the average of accuracy values over the majority
(Peak Day) and minority (Usual Day) class and sensitivity values, which measures the
true positive rate in classifying the peak days [40]. These accuracy measures are
mathematically represented in equations (20) and (21).

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑇𝑇𝑇𝑇

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

1

(

𝑇𝑇𝑇𝑇

2 𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

+

𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

)

(20)
(21)

Where,

𝑇𝑇𝑇𝑇 represents the True Positives i.e. number of correctly predicted examples for
peak days,

𝑇𝑇𝑇𝑇 represents the True Negatives i.e. number of correctly predicted examples for
usual days,

𝐹𝐹𝐹𝐹 represents the False Positives i.e. number of usual days were predicted as peak
days, and

𝐹𝐹𝐹𝐹 represents the False Negatives i.e. number of peak days incorrectly predicted

as usual days

A confusion matrix representation of TP, TN, FP and FN is given in the Figure 10.
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Figure 10 A sample confusion matrix

Approach 2: Binary classification models with Synthetic Minority Oversampling
Technique
The Approach 2 involves creating a balanced dataset using SMOTE and using this
dataset to create binary classification models [41]. The original dataset consisted of only
11.8% positive cases i.e. peak days and the rest were all usual days. This created an
imbalance of classes, with the majority of data points being from the usual day class and
minority being from the peak day class. The performance of binary classification models
in predicting the minority class of an imbalanced dataset is generally poor. Hence, it is
important to generate a balanced training dataset before developing binary classification
models.
There are different methods to create balanced datasets. A common approach is to
oversample the minority class with replacements. This method could help in generating
balanced datasets, but it poses a risk of overfitting in the minority class. Another
approach could be to undersample the majority class by removing some examples from
this class. This approach could lead to loss of valuable information about the majority
class [42]. To overcome these challenges, a balanced dataset was created using the
SMOTE technique. SMOTE is a technique of oversampling from minority class by
generating synthetic examples rather than repeated sampling over the same observations.
This approach uses a combination of oversampling and undersampling techniques to
generate a balanced dataset which is a better representation of the whole population [41].
Once a balanced dataset was generated, it was split into training and validation datasets in
a 80-20% ratio. Four different binary classification models were trained on the training
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dataset and their modeling parameters were tuned as per their performance on validation
dataset. These models were initially tested on a month of data (April, 2016) and the top
two performing models on this dataset were chosen to predict the type of days on an
annual basis. The details about different modeling algorithms, modeling variables,
training, validation and testing datasets used in this approach are given in Table 7.
Table 7 Modeling details for approach 2

Modeling
Algorithm

k Nearest
Neighbors (kNN)

Logistic
regression

Random Forest

Modeling Variables

𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 ,𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 ,𝑥𝑥𝑤𝑤𝑤𝑤_𝑡𝑡 ,𝑥𝑥𝑟𝑟ℎ_𝑡𝑡 , 𝑥𝑥𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟_𝑡𝑡 ,
𝑥𝑥8𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑚𝑚 ,𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 ,
𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ,𝑥𝑥𝑦𝑦𝑦𝑦

𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 ,𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 ,𝑥𝑥𝑤𝑤𝑤𝑤_𝑡𝑡 ,𝑥𝑥𝑟𝑟ℎ_𝑡𝑡 , 𝑥𝑥𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟_𝑡𝑡 ,
𝑥𝑥8𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑚𝑚 ,𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 ,
𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ,𝑥𝑥𝑦𝑦𝑦𝑦

𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 ,𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 ,𝑥𝑥𝑤𝑤𝑤𝑤_𝑡𝑡 ,𝑥𝑥𝑟𝑟ℎ_𝑡𝑡 , 𝑥𝑥𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟_𝑡𝑡 ,
𝑥𝑥8𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑚𝑚 ,𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 ,
𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ,𝑥𝑥𝑦𝑦𝑦𝑦

ANN

𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 ,𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 ,𝑥𝑥𝑤𝑤𝑤𝑤_𝑡𝑡 ,𝑥𝑥𝑟𝑟ℎ_𝑡𝑡 , 𝑥𝑥𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟_𝑡𝑡 ,
𝑥𝑥8𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑚𝑚 ,𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 ,
𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ,𝑥𝑥𝑦𝑦𝑦𝑦

Training, Validation and Testing
Datasets
Training: 80% of balanced dataset
Validation: 20% of balanced
dataset
Testing: April, 2016 data
Training: 80% of balanced dataset
Validation: 20% of balanced
dataset
Testing: April, 2016 data
Training: 80% of balanced dataset
Validation: 20% of balanced
dataset
Testing: April, 2016 data
Training: 80% of balanced dataset
Validation: 20% of balanced
dataset
Testing: April, 2016 data

The top two performing modeling algorithms on the testing dataset were then selected to
classify the type of days on an annual basis, and their performance was recorded.
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Approach 3: Ensemble forecasting
The ensemble forecasting approach used a combination of models from approach 1 and
approach 2 to classify the peak days of the month. In this approach, a majority class
classifier was developed by making use of the top two performing models from approach
1 and approach 2. A day was classified as the peak day, only when 3 or more of the
models predicted that day to be a peak day otherwise it was classified as a usual day. This
approach can be generalized mathematically using equation (22).

If we define,
M: Set of models used for classifying peak days,
D: Set of days for which predictions are made, and
Xi, j: Binary variable, takes a value of 1 when model i predicts a peak day, for day
j else 0 for ∀ i ∈ M and for ∀ j ∈ D
Then the predicted value of the ensemble model for a day j is given by:
|𝑀𝑀|

∑
𝑃𝑃𝑗𝑗 = �1 𝑖𝑖𝑖𝑖 𝑖𝑖∈𝑀𝑀 𝑋𝑋𝑖𝑖,𝑗𝑗 > 2 ∀ j ∈ D
0 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

(22)

where,
|𝑀𝑀| represents the cardinality of set M, and

𝑃𝑃𝑗𝑗 gives the predicted class of ensemble model for a day j. It returns the class as
peak day when 𝑃𝑃𝑗𝑗 takes a value of 1 and usual day when 𝑃𝑃𝑗𝑗 takes a value of 0.
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Results
This section presents the results of the different approaches used for classifying the peak
days. It gives details about the different models used and how these models performed in
predicting the peak days of the month. The results for approach 1, 2 and 3 are presented
in the same order as discussed in the methodology section of the document.

Approach 1
In this approach, different models were tested on a sample dataset for their accuracy in
predicting the peak hour demands. The training dataset used for ARIMA and Holt
Winters model consisted of latest demand pattern for one year historical demand whereas
for the ANN model, the training dataset consisted of historical demand pattern for 3
years. These models were tested for the month of May, 2015 (Refer Table 6). The top two
performing models were then selected based on the accuracy measures and the
complexity of model.
Table 8 gives the performance metric for the different forecasting models used in

approach 1. It can be seen that the ARIMAX model, that made use of the additional
regressors with ARIMA gave the best performance but this model was computationally
very expensive. So, ARIMA and ANN models were selected to generate the daily
forecasts for the period of a whole year (May 2015 to April 2016), which were later used
for classifying the peak days.

Table 8 Performance metric for different forecasting models

Model

Peak Hours MAD (kW)

Peak Hours MAPE (%)

Holt Winters

89.9

4.15

ARIMA

55.24

2.45

ARIMAX

55.05

2.44

ANN

75.72

3.35
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Once the daily forecasts were generated using ARIMA and ANN techniques, monthly
threshold values were used to classify the type of that day. The threshold values were
determined based on an elastic net model that captured the relationship between the
maximum demand of the day and the different daily factors. This model provided an
advantage of selecting only the relevant features which explain the training data and
further helped in avoiding any overfitting. Equation (23) represents the generic form of
the model, including only the features that were used in modeling. The response y in this
equation represents the maximum load observed under a given set of inputs.
𝑦𝑦 = 𝛽𝛽𝑚𝑚 𝑥𝑥𝑚𝑚 + 𝛽𝛽ℎ𝑟𝑟_𝑡𝑡 𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 + 𝛽𝛽𝑐𝑐𝑐𝑐_𝑡𝑡 𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 + 𝛽𝛽𝑑𝑑𝑑𝑑𝑑𝑑 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 + 𝛽𝛽𝑠𝑠𝑠𝑠𝑠𝑠 𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖

(23)

Where,

𝑦𝑦 represents the maximum load observed with a given set of inputs,

𝑥𝑥𝑚𝑚 , 𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 , 𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 , 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 are the input variables having the same meaning as
defined in section 4.1. The 𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 values were calculated using the
average daily temperatures for the month (Refer equations 15 and 16),

𝛽𝛽𝑚𝑚 , 𝛽𝛽ℎ𝑟𝑟_𝑡𝑡 , 𝛽𝛽𝑐𝑐𝑐𝑐_𝑡𝑡 , 𝛽𝛽𝑑𝑑𝑑𝑑𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎𝛽𝛽𝑠𝑠𝑠𝑠𝑠𝑠 are the respective coefficients for the input
variables 𝑥𝑥𝑚𝑚 , 𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 , 𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 , 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥𝑠𝑠𝑠𝑠𝑚𝑚 ; and

𝜖𝜖 is the error term

The predicted value for the maximum load, 𝑦𝑦� was estimated by computing the 𝛽𝛽̂ values

for each of the input variables. Next, test datasets were created for each of the months and
predictions were made to identify the maximum load values corresponding to the
observations in the testing dataset. The maximum 𝑦𝑦� value for a particular month formed
the threshold value for peak classification. The maximum value was chosen to take into

account the effect of selecting average daily temperature instead of selecting the
maximum or minimum values for temperature for calculating the values for
𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 and 𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 (Refer equations 15 and 16). Table 9 gives the monthly threshold values

which were used for classifying the type of days for the B1 submeter. This table
illustrates that the monthly threshold value was the highest for the month of August while
it was lowest for the month of December.
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Table 9 Monthly thresholds for peak classification

Month

Threshold (kW)

Jan

2474

Feb

2487

Mar

2335

Apr

2375

May

2150

Jun

2412

Jul

2725

Aug

3115

Sep

2774

Oct

2520

Nov

2278

Dec

2100

An alternate methodology for deciding the threshold values was also considered. This
included taking an average of actual threshold values for a month using previous two
years load data and setting this value as a threshold for peak classification for that month.
But this methodology gave less accurate thresholds than the elastic net model due to
absence of any additional factors.
All the classification models were tested for an annual period starting from May, 2015 to
April, 2016. Table 5 summarizes the classification performance for the ARIMA model
when the elastic net thresholding approach was used. The different parameters for the
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (𝑝𝑝, 𝑑𝑑, 𝑞𝑞) 𝑥𝑥 (𝑃𝑃, 𝐷𝐷, 𝑄𝑄)𝑠𝑠 model (Refer Equation 6) were varied and the final model

was selected based on the performance on validation datasets. The autoregressive
parameters for the non-seasonal and seasonal parts (p and P) of the time series were
varied between 0 to 6, the moving average parameters (q and Q) were varied between the
same period of 0 to 6 and a maximum differencing of 2 periods was considered for
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choosing the ARIMA model parameters. This model was retrained everyday to adapt the
modeling parameters with the evolving training dataset.
Table 10 gives the performance of the ARIMA model in classifying the type of days on

an annual basis. Sensitivity and balanced accuracy measures were used to evaluate the
model performance in predicting the peak days of the month. The average annual
sensitivity or average annual accuracy in predicting the peak days with this model was
found to be 0.8. Average annual balanced accuracy which gives the average of model
performance over the peak days and usual days was found to be 0.69. Table 10 further
illustrates that this model was able to achieve an accuracy of more than 50% in predicting
the peak days of the month, for all the months except January, 2016. The poor
performance of the model during this month can be attributed to the transition of
semesters from Intersession to Spring.
Table 10 Classification performance of ARIMA threshold model

Month

Sensitivity

Balanced Accuracy

Number of Peak Days

May, 2015

1

0.8

8

June, 2015

0.83

0.71

6

July, 2015

0.67

0.57

3

August, 2015

0.6

0.67

5

September, 2015

1

0.63

6

October, 2015

1

0.62

5

November, 2015

1

0.72

5

December, 2015

0.57

0.64

7

January, 2016

0

0.5

5

February, 2016

1

0.89

1

March, 2016

1

0.77

3

April, 2016

1

0.76

3

Average

0.8

0.69

Next, an ANN model was developed to predict one day ahead load demands. This model
consisted of a single hidden layer and the number of neurons in this layer were varied
42

from 4 to 40 to select the best fit model on the training dataset. A sigmoid function was
used as an activation function for the neural network model (Refer Equation 12). The
learning rate for this model was varied between 1e-1 to 1e-6 and the number of iterations
performed for one repetition was varied between 2500 and 10000. A total of 5 to 20
repetitions were carried out for a single modeling scenario and the modeling parameters
were averaged over all the repeats. The best fit model was chosen based on the model
performance over the validation datasets. The input variables used to train this neural
network model include: 𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 ,𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 ,𝑥𝑥𝑤𝑤𝑤𝑤_𝑡𝑡 ,𝑥𝑥𝑟𝑟ℎ_𝑡𝑡 ,𝑥𝑥8𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑚𝑚 ,𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 ,𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 and 𝑥𝑥𝑠𝑠𝑠𝑠

As the range of these individual variables was different from each other, it was important
to normalize each of the continuous variables in the range of 0 to 1 before developing the
neural network models. The forecasts hence produced were also in the range of 0 to 1,
which were later brought to their original scale.
These models were trained over a training period starting from August 2013 to the end of
April 2015 for the peak periods i.e. the time between 8 am and 6 pm for the weekdays. A
validation dataset was chosen to tune the model performance, before testing its
performance over the annual dataset. The weights of this model were updated every week
so as to achieve a high level performance throughout the year. Finally, the threshold
values given in Table 9 were used to classify the type of day.
Table 11 summarizes the annual performance of the ANN thresholding model in

classifying the peak days. This table illustrates that the average annual sensitivity in
predicting the peak days with the ANN model was 0.72 and the average balanced
accuracy in predicting the peak days and usual days was 0.76. This model performed well
during all the months except for the months of January and February, 2016. The month of
January involved a transition from Intersession to Spring semester and February, 2016
observed a very regular demand with only a single peak day. These factors could have
contributed to a worse performance in predicting the peak days of the month.
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Table 11 Classification performance of ANN threshold model

Month

Sensitivity

Balanced Accuracy

Number of Peak Days

May, 2015

0.88

0.83

8

June, 2015

0.67

0.75

6

July, 2015

0.67

0.64

3

August, 2015

1

0.9

5

September, 2015

1

0.96

6

October, 2015

0.8

0.59

5

November, 2015

1

0.82

5

December, 2015

1

0.92

7

January, 2016

0

0.5

5

February, 2016

0

0.5

1

March, 2016

1

0.89

3

April, 2016

0.67

0.8

3

Average

0.72

0.76

Figure 11 gives a month by month comparison of the performance of ARIMA and ANN

thresholding models using sensitivity values. Figure 11 illustrates that both these models
had similar accuracy levels in classifying the peak days of the month. The ARIMA model
failed to predict the monthly peak days for the month of January while the ANN model
missed out in predicting the monthly peak days for January and February.
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Figure 11 Comparison of ARIMA and ANN models on Sensitivity metric

Figure 12 gives the pairwise comparison of ARIMA and ANN models in classifying the

monthly peak days using the balanced accuracy metric. Figure 12 demonstrates that the
ANN model had higher balanced accuracy values throughout the year when compared to
the ARIMA model, which further indicates the presence of fewer false positives in the
ANN classification model than compared to the ARIMA model.
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Figure 12 Comparison of ARIMA and ANN models on Balanced Accuracy metric

Table 12 and Table 13 give the confusion matrix for the ARIMA and ANN models

respectively demonstrating the annual performance of these models in predicting the peak
days. It can be observed that both these models predicted an equal number of peak days
correctly, but the number of false positives were significantly higher for the ARIMA
classification model. For the ARIMA model, about 35.6% of the annual days were false
positives while this portion reduced to 18% when using the ANN model for classification.
This is further reflected in the balanced accuracy metric for the model in Table 10. For a
classification model to be considered reliable in predicting the peak days, it is important
that the model has high values for the balanced accuracy metric along with high sensitivity
values.
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Table 12 Confusion Matrix for the ARIMA threshold model over the annual period where XX(%) is XX
classifications and % of total classifications

True Value|Prediction

Peak Day

Usual Day

Peak Day

45 (12.3%)

12 (3.3%)

Usual Day

130 (35.6%)

178 (48.8%)

Table 13 Confusion Matrix for the ANN threshold model over the annual period where XX(%) is XX
classifications and % of total classifications

True Value|Prediction

Peak Day

Usual Day

Peak Day

45 (12.3%)

12 (3.3%)

Usual Day

66 (18%)

254 (69.6%)

Approach 2
Approach 2 involved generating a balanced dataset using the SMOTE algorithm and
further using the balanced dataset to develop binary classification models. The balanced
dataset was split into 80%-20% ratio to create training and validation datasets. Different
binary classification algorithms were trained on the training dataset and their parameters
were tuned based on their performance on the validation dataset. Finally, the model
performance in predicting the type of the day was tested on an annual dataset starting
from May, 2015 to April, 2016 and the accuracy measures were recorded. The input
variables used to train the binary classification model include:𝑥𝑥ℎ𝑟𝑟 ,𝑥𝑥𝑐𝑐𝑐𝑐 ,𝑥𝑥𝑤𝑤𝑤𝑤 ,𝑥𝑥𝑟𝑟ℎ , 𝑥𝑥𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,
𝑥𝑥8𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑚𝑚 ,𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 ,𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑥𝑥𝑦𝑦𝑦𝑦 .
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Table 14 captures the performance of the binary classification models in predicting the

type of days for the month of April, 2016. The top two performing modeling algorithms
from this table were selected for classifying the type of days for the entire year testset.
The table illustrates that the Logistic regression model and the ANN model outperformed
the other two modeling algorithms in both balanced accuracy as well as sensitivity
metric.

Table 14 Performance of different binary classification models for April, 2016

Model

Sensitivity

Balanced Accuracy

K Nearest Neighbors

0

0.48

Logistic regression

0.33

0.63

Random Forest

0

0.44

Artificial Neural Network

0.67

0.74

The logistic regression and ANN modeling algorithms were selected to classify the type
of days on the entire year testset. Table 15 gives the performance of the logistic
regression model in classifying the type of the days over the period of 1 year. This model
did well in predicting the peak days of the month most of the time, except for the month
of February, as reflected in the lower sensitivity and balanced accuracy values for
February. It can be observed that the month of February had only a single peak day value
and therefore we don’t have enough data points to draw significant conclusions about the
month. This model was able to achieve an average annual sensitivity of 0.63 and average
annual balanced accuracy of 0.75
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Table 15 Annual results of Logistic regression classification model

Month

Sensitivity

Balanced Accuracy

May, 2015

0.5

0.64

8

June, 2015

0.83

0.83

6

July, 2015

0.67

0.65

3

August, 2015

0.8

0.8

5

September, 2015

0.5

0.67

6

October, 2015

0.8

0.82

5

November, 2015

0.8

0.86

5

December, 2015

0.57

0.74

7

January, 2016

0.8

0.9

5

February, 2016

0

0.5

1

March, 2016

1

0.93

3

April, 2016

0.33

0.63

3

Average

0.63

Number of Peak Days

0.75

Next, an ANN binary classification model was developed to predict the type of days on
an annual basis. This model was trained on a feed forward learning algorithm using a
sigmoid function as a transfer function (see Equation 12). The number of hidden layers
used in this model were either 1 or 2 and the number of neurons in these layers were
varied between 5 and 40. The training for this model was carried out with learning rates
varying between 1e-1 to 1e-6 and the number of model repeats varying between 5 and 20.
The maximum number of iterations for these models were limited to 10000. The best fit
ANN model for every month was selected based on the model performance over the
validation dataset, which was updated every month for better evaluation of models on the
most recent data.
Table 16 provides the performance of ANN binary classification model in predicting the

type of days over the period of a whole year. The model performed well throughout the
year and the lowest values for the sensitivity and balanced accuracy metric were recorded
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to be 0.4 and 0.62 respectively for the month of October. The average annual values for
the sensitivity and balanced accuracy metric for this model was estimated to be 0.79 and
0.80 respectively.
Table 16 Annual results of ANN binary classification model

Month

Sensitivity

Balanced Accuracy

Number of Peak Days

May, 2015

0.63

0.73

8

June, 2015

0.67

0.75

6

July, 2015

1

0.95

3

August, 2015

0.8

0.78

5

September, 2015

0.83

0.77

6

October, 2015

0.4

0.62

5

November, 2015

0.8

0.86

5

December, 2015

1

0.9

7

January, 2016

1

0.9

5

February, 2016

1

0.93

1

March, 2016

0.67

0.69

3

April, 2016

0.67

0.74

3

Average

0.79

0.80

A pair wise comparison of the performance of logistic regression and ANN models on
sensitivity metric has been made in Figure 13. Figure 13 illustrates that the ANN model
had equal or better accuracy than the logistic regression model in predicting the peak
days for 9 out of 12 months than the logistic regression model. The average annual
sensitivity value for the logistic regression model was found to be 0.63 whereas for the
ANN model this value was 0.79.
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Figure 13 Comparison of Logistic regression and ANN models on Sensitivity metric

Figure 14 gives the pairwise comparison of logistic regression and ANN models on

balanced accuracy metric. The figure illustrates that both the models had a pretty similar
performance throughout the year. The average annual balanced accuracy metric for the
logistic regression model was 0.75 whereas this metric for the ANN model was 0.80.
Further it can be observed that both the logistic regression and ANN model performed
well during the month of January, 2016 which was not the case with the approach 1. This
improvement in performance can be attributed to the fact that these models take into
consideration the transition of semesters from Intersession to Spring by having a separate
variable for the semester type in the model.
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Figure 14 Comparison of Logistic regression and ANN models on Balanced Accuracy metric

Table 17 and Table 18 give the confusion matrix for the binary classification models of

logistic regression and ANN respectively. Table 17 and Table 18 demonstrate that the
ANN model had a better accuracy in correctly predicting the peak days than compared to
the logistic regression model. The ANN model was able to predict 6 more peak days than
the logistic regression model at the expense of having 15 more false positives for the
peak days.

Table 17 Confusion Matrix for the logistic regression model over the annual period where XX(%) is XX
classifications and % of total classifications

True Value|Prediction

Peak Day

Usual Day

Peak Day

38 (10.4%)

19 (5.2%)

Usual Day

42 (11.5%)

266 (72.9%)
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Table 18 Confusion Matrix for the binary classification ANN model over the annual period where XX(%)
is XX classifications and % of total classifications

True Value|Prediction

Peak Day

Usual Day

Peak Day

44 (12.0%)

13 (3.6%)

Usual Day

57 (15.6%)

251 (68.8%)

Comparing the results from Table 12, 13, 17 and 18 this can be concluded that the ANN
binary classification model gave the best performance in predicting the peak days of the
month. This model predicted a total of 101 peak days during the one year period between
May, 2015 and April, 2016 and correctly classified 44 of them, achieving an overall
accuracy of 44% in predicting the peak days. This model missed out in predicting the
monthly peak days on 13 instances during the year.

Approach 3
To overcome the fluctuations in model performance for different months, an ensemble
forecasting model was developed using the predictions of models from approach 1 and
approach 2. The model gave a prediction of peak day, when three or more models
predicted peak day otherwise the ensemble model predicted a usual day (see Equation
22).
Table 19 gives the performance measures for the ensemble model in classifying the type

of days for the annual period. The average annual sensitivity for ensemble model was
found to be 0.66 and the average annual balanced accuracy was recorded as 0.77.
Analyzing the results further, the model was unable to predict the peak days during the
months of January and February. This can be attributed to lower and more uniform
demand during these months. If these months are excluded from calculations of average
annual performance measures, the average annual sensitivity value rises to 0.79 and the
average annual balanced accuracy value increases to 0.83, which is the highest of all the
models, when compared on a similar basis.
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Table 19 Annual results of Ensemble forecasting model

Month

Sensitivity

Balanced Accuracy

May, 2015

0.75

0.85

8

June, 2015

0.83

0.85

6

July, 2015

0.67

0.73

3

August, 2015

0.8

0.82

5

September, 2015

0.83

0.81

6

October, 2015

0.8

0.80

5

November, 2015

0.8

0.86

5

December, 2015

0.71

0.82

7

January, 2016

0

0.5

5

February, 2016

0

0.5

1

March, 2016

1

0.91

3

April, 2016

0.67

0.81

3

Average

0.66

Number of Peak Days

0.77

Table 20 gives the confusion matrix for the ensemble model demonstrating the annual

performance of the model in classifying the type of days. This model predicted a total of
74 peak days during the annual period from May, 2015 to April, 2016. Out of these 74
peak day predictions, the model correctly classified 40 such days and missed out in
predicting 17 peak days during the annual period. This model classified 9.3% of the total
data points as false positives which is the least of all the models, without significantly
affecting the accuracy in predicting the peak days.

Table 20 Confusion Matrix for the ensemble model over the annual period where XX(%) is XX
classifications and % of total classifications

True Value|Prediction

Peak Day

Usual Day

Peak Day

40 (11%)

17 (4.7%)

Usual Day

34 (9.3%)

274 (75%)
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Figure 15 gives a comparison of best performing models from all the three approaches on

a sensitivity metric. Figure 15 demonstrates that the performance of different models
varied on a month by month basis. For the months of January and February, ANN binary
classification model performed significantly better than the ANN threshold model and the
ensemble model.
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Figure 15 Comparison of best performing models from all the approaches on Sensitivity metric

Figure 16 shows the performance of the best performing models of all the approaches on

balanced accuracy measure. Figure 16 illustrates that the ensemble model was most
consistent in predicting the peak days and usual days. The ensemble model had a
balanced accuracy of more than 0.8 in 9 out of 12 months. While for the ANN threshold
model and ANN binary classification model, this metric was more than 0.8 only on 7 and
5 occasions respectively.
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Figure 16 Comparison of best performing models from all the approaches on Balanced Accuracy metric

Further comparing the total number of peak day predictions on an annual basis (Refer to
Table 13, 18 and 20) it was found that the ANN threshold model predicted a total of 111

peak days out of which it was correct only on 45 occasions. A similar performance was
achieved with Binary ANN model, where the binary ANN model correctly predicted 44
peak days out of a total of 101 peak days predictions. Comparing these results with the
ensemble model, it was found that the ensemble model correctly classified 40 days out of
total annual predictions of 74 peak days.

The ensemble model was able to reduce the number of false positives for peak days class
by a total of 49% for approach 1 and 40% for approach 2 without significantly affecting
the number of correctly identified instances of peak days (sensitivity). Therefore, the
ensemble modeling approach was identified as the best approach for classifying the type
of days for the B1 submeter on an annual basis.

The month by month performance of this model in predicting the type of days is
illustrated in Figure 17 and Figure 18. As demonstrated in the plot legend, different
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shapes used in these plots represent the true outcome for that day. If a peak day was
observed on a particular day of the month it is represented by a triangle in these plots and
for usual days, a circle was used to represent the class. Days that were predicted to be
peak days were filled in with black. Therefore, a filled triangle represents a correctly
predicted peak day or a true positive. An empty circle represents a correctly classified
usual day or a true negative. An empty triangle represents a peak day that was incorrectly
classified as usual day or a false positive. Finally, a filled circle represents a usual day
incorrectly classified as a peak day, or a false positive.

Figure 17 (a, b, c, d, e and f) gives the performance of ensemble model in predicting the

type of days for a period between May, 2015 and October, 2015 while Figure 18 (a, b, c,
d, e and f) gives the model performance for a period between November, 2015 to April,
2016. These figures illustrate that the ensemble model was able to predict the highest
peak day of the month, 9 out of 12 times. The performance of the ensemble model was
particularly good when the maximum electricity demand on a day was significantly
higher than the other days (Refer Figure 17 (June) & (October) and Figure 18 (November)
& (March)). The model performance deteriorated during the months of December,
January and February which could be attributed to transition of semesters and a more
regularized demand (Refer Figure 18 (December), (January) & (February)).
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Figure 17 Ensemble model performance during the period May, 2015 to October, 2015
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Figure 18 Ensemble model performance during the period November, 2015 to April, 2016
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Summary Of Model Performance Versus Number Of Peak Days
A comparison of sensitivity and balanced accuracy metric was made with the number of
peak days per month to see if there was a correlation between model performance and
number of peak days per month. The value for the correlation coefficient for each of
these metric was calculated using equation (24) [43].
𝑟𝑟 =

𝑁𝑁 ∑ 𝑥𝑥𝑥𝑥−(∑ 𝑥𝑥)(∑ 𝑦𝑦)

(24)

�[𝑁𝑁 ∑ 𝑥𝑥 2 −(∑ 𝑥𝑥)2 ][𝑁𝑁 ∑ 𝑦𝑦 2 −(∑ 𝑦𝑦)2 ]

where,
r represents the correlation coefficient,
N represents the total number of observations,
x represents the input variable, and
y represents the response variable

Table 21 gives a summary of correlation values recorded for the different models used in

each of the approaches.

Table 21 Correlation of number of peak days with sensitivity and balanced accuracy
Approach
Approach 1
Approach 2
Approach 3

Model

Sensitivity

ARIMA
ANN
Logistic Regression
ANN
Ensemble model

-0.14
0.48
0.32
-0.22
0.38

Balanced
Accuracy
-0.29
0.47
0.26
-0.25
0.44

Table 21 illustrates that for approach 1 the ARIMA model had negative correlation

coefficient values. These values indicate that the classification model’s performance
deteriorated with an increase in number of peak days per month. However, the small
values for this coefficient makes it hard to draw any significant conclusions. The ANN
model from approach 1 recorded correlation coefficient values close to 0.5 for both
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sensitivity and balanced accuracy metric. These values indicate a strong positive
correlation between the classification accuracy of the model with the number of monthly
peaks.
For approach 2 models, Table 21 demonstrate positive correlation coefficient values for
the logistic regression model while negative values were recorded for the ANN model.
These values indicate that the performance of logistic regression classification model
improved with an increase in the number of observations for peak days during a month.
For the ANN model, Table 21 indicates a slight drop in performance measures with an
increase in the number of peak days during the month.
For approach 3, the correlation coefficient values recorded in Table 21 indicate a strong
positive correlation between the performance of the ensemble model and the number of
peak days.
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Discussion
Three different forecasting approaches were examined to predict which days of the month
have a possibility observing peak electric load demands. These approaches made use of
statistical and machine learning algorithms to classify the type of the days, based on a set
of input variables and historical electricity demand for the B1 submeter. The results of
models used in approach 1 and approach 2 varied on a month by month basis. Typically
the performance of these models deteriorated for the months of January and February due
to fewer peak days and more regularized demand. The ANN model with binary
classification gave the best results in predicting the peak days on an annual basis. But the
overall number of peak days predicted over the annual period by this model was 101
which is considerably higher than the actual number of peak days observed i.e. 57. In
order to have a more robust performance in predicting the peak days, an ensemble model
was developed that made use of the top two performing models from approach 1 and
approach 2.
The performance of the ensemble model in predicting the peak load days was found to be
quite reliable. This model predicted a total of 74 peak days over the whole year and
correctly classified 40 of these, on the other hand it failed to predict 17 instances where a
peak day was observed. The performance of the ensemble model was worse during the
months of January and February due to lower and more regular electricity demand during
these months. This model provided an opportunity for peak load reduction in 9 out of 12
months of the year. The correlation coefficient values for the sensitivity and balanced
accuracy metric with the number of monthly peak days was found to be close to 0.4,
which indicates that the performance of the model improved when the number of
instances for peak days in a month increased.
The performance of the models in terms of kW savings was evaluated using Algorithm 1.
The values for maximum potential kW savings and actual kW savings from the model
were later used to calculate the financial savings.
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Algorithm 1: Determining electric load savings

If we define,
Sets
D: A set of all the days for a month
PP: A set of peak days that were predicted by model, 𝑃𝑃𝑃𝑃 ⊆ 𝐷𝐷

NPP: A set of peak days that were not predicted by the model, 𝑁𝑁𝑁𝑁𝑁𝑁 ⊆ 𝐷𝐷
U: A set of usual days, 𝑈𝑈 ⊆ 𝐷𝐷
Parameters
𝑋𝑋𝑑𝑑 : A parameter representing peak electricity demand on a day d, ∀𝑑𝑑 ∈ 𝐷𝐷
Variables
𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚 : A variable representing maximum potential kW savings in a month

𝑋𝑋𝑎𝑎𝑎𝑎𝑎𝑎 : A variable representing actual kW savings in a month for the model

𝑃𝑃𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑀𝑀𝑀𝑀𝑀𝑀(𝑋𝑋𝑑𝑑 ) ∀𝑑𝑑 ∈ 𝑃𝑃𝑃𝑃 ; Gives the maximum electricity demand on
predicted peak days

𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑀𝑀𝑀𝑀𝑀𝑀(𝑋𝑋𝑑𝑑 ) ∀𝑑𝑑 ∈ 𝑁𝑁𝑁𝑁𝑁𝑁 ; Gives the maximum electricity demand
on peak days not predicted by model

𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑀𝑀𝑀𝑀𝑀𝑀(𝑋𝑋𝑑𝑑 ) ∀𝑑𝑑 ∈ 𝑈𝑈 ; Gives the maximum electricity demand on

usual days
Then,

Maximum potential kW savings for a month can be given by:
𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚 = Max [𝑃𝑃𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚 ,𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚 ] – 𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚
Actual model savings can be calculated as:
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If (𝑃𝑃𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚 ):
Else:

𝑋𝑋𝑎𝑎𝑎𝑎𝑎𝑎 = 0

𝑋𝑋𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑃𝑃𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑀𝑀𝑀𝑀𝑀𝑀[𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚 ]

The calculations for maximum potential kW savings (𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚 ) for a month, are graphically
demonstrated in Figure 19. The plot illustrates that this value was determined by taking a

difference of highest electric load demanded during the peak days of a month with that of
highest electric load demanded during the usual days of that month.

Figure 19 Calculation of maximum potential savings for March, 2016

The calculations for actual model savings (𝑋𝑋𝑎𝑎𝑎𝑎𝑎𝑎 ) for a month, are graphically

demonstrated in Figure 20.This value was calculated based on the assumption that RIT

would be able to reduce the electricity load, if a peak day has been predicted by the
model. The calculations for actual model savings take into account the correctly
classified peak days as well as the days on which the model failed to predict the peak
days.
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Figure 20 Actual peak load savings using ANN model, March 2016

Figure 21 gives a comparison of maximum potential kW savings with the actual model

savings achieved using the ensemble classification model for the B1 submeter. The
percentage values marked over the bars, represent the model savings achieved as a
percent of maximum potential savings for that month. Figure 21 depicts that the model
was able to make significant savings during the months where the maximum saving
potential was high. This model provided opportunities for saving more than 50 % of the
maximum potential savings in 8 out of 12 months. The highest savings opportunities (in
terms of kW) existed during the month of June, 2016 where the model was able to save
91.9% of the maximum potential savings. This model was not able to make any savings
during the months of December, January and February due to reasons discussed in the
Section 5.3, but as can be seen by this analysis the total potential savings for these
months was also low.
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Figure 21 Comparison of kW savings for ensemble model with maximum potential savings. The percent
values over the bars represent the portion of maximum potential savings, made by the model

Figure 22 shows a comparison of actual financial savings that could be achieved with the

ensemble model and the maximum potential financial savings, on a month by month
basis. The financial savings for RIT were calculated using the electricity rates given by
the Rochester Gas and Electric’s SC3 plan. The demand charges under this plan
constitute $16.53 per kW of electricity consumption [44]. The maximum potential annual
savings for the B1 submeter were calculated to be $103,742 and if the ensemble model
had been used to run the demand response plans, RIT would have been able to save
$79,361 for this period. These savings could be achieved by running the demand
response plan for 74 days of the year. Hence this strategy would reduce the burden on
Facilities Management to watch peaks 365 days a year to only 74 days per year.
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Figure 22 Comparison of Financial savings for ensemble model with maximum potential savings

These results are promising and demonstrate that a better demand response plan could be
developed by making use of the proposed forecasting strategy. This would not just
provide opportunities to make financial savings for RIT, but it would further help the
university in reducing the carbon footprint by consuming electricity generated from
cleaner sources of energy.
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Conclusions and Future Work
This thesis provided different strategies for reducing the demand charges for RIT. Three
different forecasting approaches were used to predict the peak days of the month, in order
to effectively run the demand response plans. The ensemble forecasting approach was
identified to be the best approach in predicting the peak days of the month. The estimated
yearly savings which could be achieved using the ensemble model, accounted to about
80,000 USD on a submeter of RIT. Hence, there exists a significant potential for RIT to
make financial savings as well as reduce the carbon footprint, by initiating proactive
demand response actions during the peak electric load periods of the month.

This research provides a foundation for further research in many different areas. The
current study was carried out for a single submeter of RIT that consisted of academic
buildings only. It would be interesting to see how this strategy performs on the other
submeters of university, especially those that have a mix of residential and academic
buildings and include solar panels. The ensemble model used for this study was a
majority class classifier; it would be worth investigating how other ensemble methods
perform in predicting the peak days of the month. This study evaluated the annual
performance of only the top two models from approach 1 and 2; it would be interesting to
see how the other models perform on an annual basis in predicting the peak days of the
month.

Further research in the areas of developing individual building forecasting models would
provide opportunities for running demand response plans on a building level. This could
narrow down the scope of demand response actions for RIT and reduce the number of
people affected as a result of these actions. The current research made use of the 30
minute interval data to develop forecasting models; it would be interesting to see how the
forecasting accuracy for these models changes with change in the time intervals of the
data.
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The limiting value used in this study for classifying peak days depends upon the mean
and standard deviation of the monthly electricity demand. Performing a sensitivity
analysis on these descriptive statistical measures would further improve the robustness of
the classification approach. Different modeling assumptions made in this research could
be varied and their effect in predicting the type of days could be studied. There can be
additional research opportunities in determining the optimal demand response action in
response to the predicted peak days for the month. If these peak days could further be
narrowed down to few hours, it would further facilitate the planning of demand response
actions for RIT.
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Appendix
This section gives details about the models selected from the approach 1 and approach 2
for predicting the type of day on an annual basis. These modeling parameters were
updated with the addition of new data points in the training dataset. The notations for
different variables used in different models are represented below. Individual model
details are given later in this section.
Modeling Variables
𝒙𝒙𝒅𝒅𝒅𝒅𝒅𝒅_𝑖𝑖

represents

a

binary

variable

for

day

of

the

week

[𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 … , 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆]

∀𝑖𝑖 ∈

𝒙𝒙𝒅𝒅𝒅𝒅_𝑖𝑖 represents a binary variable for type of the day ∀𝑖𝑖 ∈ [Weekday , Weekend]

𝑥𝑥𝑑𝑑𝑑𝑑_𝑖𝑖 represents a binary variable for day of the month ∀𝑖𝑖 ∈ [1, 2, … ,31]

𝑥𝑥𝑚𝑚_𝑖𝑖 represents a binary variable for month of the year ∀𝑖𝑖 ∈ [Jan , Feb, … , Dec]

𝑥𝑥𝑠𝑠𝑠𝑠_𝑖𝑖 represents a binary variable for special days of the year ∀𝑖𝑖 ∈

[Normal Day, Holiday, Exam Week, Convocation day, Orientation day, Imagine RIT]

𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠_𝑖𝑖

represents

a

binary

[Fall, Spring, Summer, Intersession]

variable

for

semester

type ∀𝑖𝑖 ∈

𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡_𝑖𝑖 represents a binary variable for time of the day in 30 minute intervals ∀𝑖𝑖 ∈
[00: 00, 00: 30, … , 23: 30]

𝑥𝑥𝑦𝑦𝑦𝑦_𝑖𝑖 represents a binary variable for the year ∀𝑖𝑖 ∈ [2013, 2014, 2015, 2016]

𝑥𝑥𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟_𝑡𝑡_𝑖𝑖 represents a binary variable showing if it rained at time t ∀𝑖𝑖 ∈ [1, 0]

𝒙𝒙𝒉𝒉𝒉𝒉_𝒕𝒕 represents a variable for amount of heating required at time t (Refer
Equation 15)

𝒙𝒙𝒄𝒄𝒄𝒄_𝒕𝒕 represents a variable for amount of cooling required at time t (Refer
Equation 16)
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𝒙𝒙𝒘𝒘𝒘𝒘_𝒕𝒕 represents a variable for windspeed in Miles per hour at time t
𝒙𝒙𝒓𝒓𝒓𝒓_𝒕𝒕 represents a variable for relative humidity at time t (%)

𝒙𝒙𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 represents a variable for maximum electricity demand on previous day
(kW)

𝒙𝒙𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖𝟖 represents a variable for electricity demand at 8 am on same day
A1

Approach 1: ARIMA model
Multiple ARIMA models were developed and the parameters for the model were chosen
based on the model performance on the validation dataset. The weights of the AR and
MA processes were continuously updated with every forecast step. A sample ARIMA
model used for generating the daily forecast is represented below (Refer Equation 6) :
Modeling Parameters
ARIMA (0,1,6) x (0,1,0)336
Here, p = 0, d = 1, q = 6 , P = 0, D = 1, Q = 0 and s = 336 (weekly seasonal)
The regular moving average parameters for this model are given below:
𝛩𝛩1 =-0.2739, 𝛩𝛩2 = -0.1763, 𝛩𝛩3 =0.1125, 𝛩𝛩4 =-0.1045, 𝛩𝛩5 =0.0351 and 𝛩𝛩6 = 0.1018

Output Variable

𝑦𝑦𝑡𝑡 ; Electricity demand at a time t

Input Variable
None
A2

Approach 1: ANN model
Multiple ANN models were developed to predict the one day ahead electricity demand
for the B1 submeter. The ANN modeling parameters below represent one of the models
developed in the process.
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Modeling Parameters
Hidden Layer: 1
Hidden Neurons: 35
Transfer Function:

1

1+ 𝑒𝑒 −𝑧𝑧

where 𝑧𝑧 = 𝛽𝛽1 𝑥𝑥1 + 𝛽𝛽2 𝑥𝑥2 + ⋯ + 𝛽𝛽𝑛𝑛 𝑥𝑥𝑛𝑛

𝛽𝛽1 , 𝛽𝛽2 , … , 𝛽𝛽𝑛𝑛 are the weights of Input variables 𝑥𝑥1 , 𝑥𝑥2 , . . , 𝑥𝑥𝑛𝑛
Learning rate: 0.01
Iterations: 10000
Repeats: 5
Output Variable
𝑦𝑦𝑡𝑡 ; Electricity demand at a time t

Input Variables

𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 ,𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 ,𝑥𝑥𝑤𝑤𝑤𝑤_𝑡𝑡 ,𝑥𝑥𝑟𝑟ℎ_𝑡𝑡 ,𝑥𝑥8𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑚𝑚 ,𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 ,𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑠𝑠𝑠𝑠
A3

Elastic Net model for threshold definition
The daily forecasts generated using ARIMA and ANN models were later classified into
peak days and usual days using the monthly threshold values. Following elastic net model
was used to predict the daily peak loads for the weekdays. The maximum peak load
predicted for individual months was set as the respective threshold for peak classification
for each of these months.
𝑦𝑦� = 29.56 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 + 37.93 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 + 63.87 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 +

56.22 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 + 391.81𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 206.81𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 35.16𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 +

33.15𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 324.11𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 247.79𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 9.29𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 60.43𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 +

247.45𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 324.49 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 378.59 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 158.50𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 +
459.27𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 99.8𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 18.46𝑥𝑥ℎ𝑟𝑟 + 50.1𝑥𝑥𝑐𝑐𝑐𝑐
77

Where,
𝑦𝑦� gives the predicted value for the maximum load based on the given features and
modeling variables for a specific month

A4

Approach 2: Logistic regression model
Binary classification using logistic regression involves using the following sigmoid
function.

Where,

𝑦𝑦 =

1

1+ 𝑒𝑒 −𝑧𝑧

y = Probability of getting peak day class
z = Function of input variables

The weights of different input variables in the function z were updated every month.
Following function gives the weights of different inputs used in predicting the
probabilities for a peak day in the month of May, 2015. The different modeling variables
used in this equation are described at the beginning of this section.

𝑧𝑧 = −19.65 + 1.77 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 − 2.48 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 − 2.13 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 −

0.17 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 + 1.78 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 + 0.52 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 + 1.53𝑥𝑥𝑑𝑑𝑑𝑑2 +
1.85𝑥𝑥𝑑𝑑𝑑𝑑3 + 1.39𝑥𝑥𝑑𝑑𝑑𝑑4 + 1.47𝑥𝑥𝑑𝑑𝑑𝑑5 + 2.63𝑥𝑥𝑑𝑑𝑑𝑑6 + 1.61𝑥𝑥𝑑𝑑𝑑𝑑7 + 1.8𝑥𝑥𝑑𝑑𝑑𝑑8 +

2.35𝑥𝑥𝑑𝑑𝑑𝑑9 + 2.91𝑥𝑥𝑑𝑑𝑑𝑑10 + 1.26𝑥𝑥𝑑𝑑𝑑𝑑11 + 2.11𝑥𝑥𝑑𝑑𝑑𝑑12 + 1.82𝑥𝑥𝑑𝑑𝑑𝑑13 + 3.5𝑥𝑥𝑑𝑑𝑑𝑑14 +

4.55𝑥𝑥𝑑𝑑𝑑𝑑15 + 1.51𝑥𝑥𝑑𝑑𝑑𝑑16 + 2.31𝑥𝑥𝑑𝑑𝑑𝑑17 + 1.9𝑥𝑥𝑑𝑑𝑑𝑑18 + 1.95𝑥𝑥𝑑𝑑𝑑𝑑19 − 0.67𝑥𝑥𝑑𝑑𝑑𝑑20 +

1.45𝑥𝑥𝑑𝑑𝑑𝑑21 + 0.32𝑥𝑥𝑑𝑑𝑑𝑑22 − 2𝑥𝑥𝑑𝑑𝑑𝑑23 − 15𝑥𝑥𝑑𝑑𝑑𝑑24 + 1𝑥𝑥𝑑𝑑𝑑𝑑25 + 2.8𝑥𝑥𝑑𝑑𝑑𝑑26 +

1.83𝑥𝑥𝑑𝑑𝑑𝑑27 + 2.15𝑥𝑥𝑑𝑑𝑑𝑑28 + 2𝑥𝑥𝑑𝑑𝑑𝑑29 + 2.09𝑥𝑥𝑑𝑑𝑑𝑑30 + 2.97𝑥𝑥𝑑𝑑𝑑𝑑31 + 13.31𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 +

16.09𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 2.50𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 3.31𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 11.91𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 16.32𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 +

1.04𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 13.7𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 13.1𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 13.53 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + 11.91 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 +
0.01𝑥𝑥𝑦𝑦𝑦𝑦2014 − 0.85𝑥𝑥𝑦𝑦𝑦𝑦2015 + 1.4𝑥𝑥𝑦𝑦𝑦𝑦2016 − 25.49𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 −
78

7.03 𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 5.13𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 1.52𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 2.35𝑥𝑥𝑤𝑤𝑤𝑤_𝑡𝑡 −

0.65𝑥𝑥𝑟𝑟ℎ_𝑡𝑡 + 7.79𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 12.11𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 0.69𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 +
2.63𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 + 2.02𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 + 4.83𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 10.03𝑥𝑥8𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
A5

Approach 2: ANN model
The ANN binary classification model used for the month of May, 2015 is given below.
Modeling Parameters
Hidden Layer: 1
Hidden Neurons: 14
Transfer Function:

1

1+ e−z

where z = β1 x1 + β2 x2 + ⋯ + βn xn and

β1 , β2 , … , βn are the weights of Input variables x1 , x2 , . . , xn

Learning rate: 0.001
Iterations: 3500
Repeats: 20
Output Variable

y; Class of the day i.e. Peak Day or Usual Day
Input Variables
𝑥𝑥ℎ𝑟𝑟_𝑡𝑡 ,𝑥𝑥𝑐𝑐𝑐𝑐_𝑡𝑡 ,𝑥𝑥𝑤𝑤𝑤𝑤_𝑡𝑡 ,𝑥𝑥𝑟𝑟ℎ_𝑡𝑡 , 𝑥𝑥𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟_𝑡𝑡 , 𝑥𝑥8𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑑𝑑𝑑𝑑 ,𝑥𝑥𝑚𝑚 ,𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 ,𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑠𝑠𝑠𝑠 ,𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ,𝑥𝑥𝑦𝑦𝑦𝑦

79

