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1 INTRODUCTION 
CDMA is a form of spread-spectrum, a family of digital communication techniques that 
have been used in military applications for many years. The core principle of spread 
spectrum is the use of noise-like carrier waves, and, as the name implies, bandwidths much 
wider than that required for simple point-to-point communication at the same data rate. 
Originally there were two motivations: either to resist enemy efforts to jam the 
communications (anti-jam, or AJ), or to hide the fact that communication was even taking 
place, sometimes called low probability of intercept (LPI). It has a history that goes back to 
the early days of World War II. 
The use of CDMA for civilian mobile radio applications is novel. It was proposed 
theoretically in the late 1940's, but the practical application in the civilian marketplace did 
not take place until 40 years later. Commercial applications became possible because of two 
evolutionary developments. One was the availability of very low cost, high-density digital 
integrated circuits, which reduce the size, weight, and cost of the subscriber stations to an 
acceptably low level. The other was the realization that optimal multiple access 
communication requires that all user stations regulate their transmitter powers to the lowest 
that will achieve adequate signal quality. 
In response to an ever-accelerating worldwide demand for mobile and personal 
communications, spread spectrum digital technology has achieved much higher bandwidth 
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efficiency for a given wireless spectrum allocation, and hence serves a much larger 
population of multiple access users, than analog or other digital communication technologies. 
While it has been used in military communication for over half a century now, the spread 
spectrum wireless network achieves efficiency improvements by incorporating a number of 
unique features [1] made possible by benign noise-like characteristics of the signal 
waveform. Chief among these is universal frequency reuse (the fact that all users, whether 
communicating within a neighborhood, a metropolitan area or even a nation, occupy a 
common frequency spectrum allocation). Besides increasing the efficiency of spectrum 
usage, this also eliminates the chore of planning for different frequency allocation for 
neighboring users or cells. Two most commonly used spread spectrum techniques are direct 
sequence spread spectrum (DSSS) and frequency hopping spread spectrum [2]. DS-CDMA 
has been adopted as one multiple-access method for digital cellular voice communications in 
North America. This digital cellular communication system was proposed and developed by 
Qualcomm and has been standardized and designated as IS-95 by the Telecommunication 
Industry Association (TIA) for the use in the 800 MHz and in the 1900 MHz frequency bands 
[3]. The nominal bandwidth used for transmission from a base station to the mobile receivers 
(forward/up link) is 1.25 MHz, and a separate channel, also with a bandwidth of 1.25 MHz, 
is used for signal transmission from the mobile receivers to the base station (reverse/down 
link). The signal transmitted in both the forward and the reverse links are DS spread 
spectrum signals having a chip rate of 1.2288 x 106 chips per second (Mcps). This work uses 
DS as the spread spectrum technique. 
DSSS system allows simultaneous access of the channel by a number of users. The 
desired message signal is buried within noise and regular interfering signals, arising from 
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multiple access of the channel. This system is robust to intentional interference (jamming). 
Regular interferers are signals occupying the same bandwidth as the desired user where as 
intentional jamming signals are narrow band signals with high power introduced with the 
intention of disturbing the desired communication. This can be seen in figure 1.1. The sine 
shaped signal buried in noise is the desired spread signal. The flat noise floor is combined 
noise and regular interferers and the black sine with amplitude higher than the noise floor is 
the intentional interferer. Each user in CDMA is assigned a certain sequence of bits that has a 
low correlation with any other [1]. These bit sequences are referred to as PN sequence or 
spreading codes, section 2.3 discusses one such code called Gold code in detail. In addition 
to providing orthogonality between the users PN sequences also perform spreading of 
transmission bandwidth. At the receiver each user, before demodulating its data, de-spreads 
the received signal by multiplying it with the assigned spreading code. This not only keeps 
the regular interferers spread but also spreads the narrow band signal from the intentional 
interferer thereby mitigating its effect significantly. Figure 1.1 clearly explains this 
procedure. One the receiver side we can see the black sine jamming signal to be buried in the 
noise floor and the desired signal can be easily demodulated after filtering. 
In cellular CDMA architecture power control is employed to keep the power level of all 
the users at same level at the base station (BS). This helps in improving the performance of 
the BS receiver, owing to the fact that a stronger interfering signal causes deterioration in the 
performance of matched filter at receiver. In conventional cellular systems there is a single 
BS per cell and in places where the traffic is very dense micro-cellular architectures are being 
used. However, in all these cases the mobile station communicates with only one BS at a 
time. Due to the explosive demand for cellular wireless services, there has been tremendous 
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interest in techniques that can improve the capacity of CDMA systems, this thesis proposes 
one such work employing Base Station Diversity (BSD). 
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Figure 1.1. Illustration of effect of interferer and jammer on desired user at DSSS receiver 
Multi-cell DS-CDMA system with base station diversity will be studied in this work. 
Initial work on base station diversity is presented for a TDMA network in [4]. It presents an 
uplink scenario and discusses a method for combining multiuser detection with base station 
diversity. For diversity combining the outputs are passed from the base stations to a central 
fusion location in the form of log-likelihood ratios. [5] and [6] study the performance of a 
CDMA network with base station diversity. [5] considers an uplink channel with central 
office for decision on data bit. A certain number of base stations are selected optimally from 
all the cells using smallest attenuation principle. And each base station performs multiple 
access interference suppression before transmitting the signal to central office. [6] considers 
both uplink and downlink channels with macrodiversity. However, this work considers the 
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mobile station (MS) connected to only one base station (BS) selected based on least 
attenuation among a set of N closest BSs. The DS-CDMA system considers the effect of 
imperfect power control, multipath fading, lognormal shadowing, inter-cell and intra-cell 
interferences. 
In this work I have studied DS-CDMA downlink with base station diversity, since most of 
the works till date have concentrated on uplink. There can be two ways of designing base 
station diversity. First case will be the standard cellular network with one BS per cell. 
However, a MS will be connected to multiple base stations based on least attenuation 
criterion. The second case will have multiple BSs per cell and a MS will be connected to the 
BSs in its cell. In downlink each BS will transmit same data to the MS using a power control 
scheme. One scheme studied is to distribute the power equally among all the BSs 
communicating to a certain MS maintaining the total transmitted power same, a second 
scheme that maintains total received power constant is also studied. Third scheme studied is 
using the famous water filling solution [7], [8] to compute the transmitted power in each BS-
MS channel keeping the total power level constant. This scheme will have the advantage that 
transmitted power from each base station will be changed adaptively based on the channel 
SNR and interference conditions to provide maximum channel capacity. The chip rate of IS-
95 DS-CDMA system is l.2288Mcps, i.e. the chip period is 0.8138µs, we assume the 
channel to be such that the maximum delay between any two paths from any BS is less than 
the chip period. Hence a synchronous receiver has been implemented at the MS to efficiently 
combine signals from different base stations. The communication channel has been modeled 
to have A WGN, fast frequency non-selective multipath fading, path loss and MAI. 
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This thesis is organized as follows. Chapter 2 presents a synchronous continuous and 
discrete time multi-user communication model. The discrete time model developed has been 
used for simulation in this work. A detailed discussion on properties and design of 
pseudorandom sequences is carried out followed by characterization of fading channel model 
and receiver design used for simulation. 
Chapter 3 discusses the existing works that motivated this study. Literature review reveals 
that works on base station diversity have prominently looked at uplink issues with 
connectivity only to one base station. [5] and [6] are the schemes where communication 
involves more than one base station, however, in such cases the communication over head 
and over all computation required is expensive. The proposed scheme studies the downlink 
performance of the CDMA receiver. This scheme is expensive in terms of hardware cost of 
the base stations, however, a performance gain is achieved over a single base station cell, for 
same transmission power. This chapter also discusses an optimal power distribution scheme, 
called water-filling (also called closed loop power control because the channel information 
has to be available at the transmitter), though this scheme is not useful for a single antenna 
receiver (Chapter 4), it can achieve a large capacity gains in multiple antenna receivers, 
hence worth mentioning. 
Chapter 4 presents simulation results. First the capacity enhancement comparison using 
water-filling (closed loop) over equal (open loop) power allocation scheme is presented, for 
varying number of transmitter and receiver antenna in presence and absence of interferes. It 
will be observed that water filling gives significant capacity increase in presence of colored 
noise (interferers) and multiple transmitter and receiver antennae. Following this analysis 
will be the downlink performance study for cellular CDMA network. A conventional single 
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base station cellular network performance has been compared against a cell with multiple 
BSs employing BSD. Two different power control schemes have been considered. One 
maintains constant power at the transmitter, in this case all the BSs will transmit equal 
amount of power, and the other maintains a constant power at the receiver, this scheme will 
require each BS to transmit different power. The level of power that needs to be transmitted 
is also analyzed for the first power control technique. Chapter 5 gives concluding remarks 
and future work. 
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2 MULTIUSER COMMUNICATION MODEL 
This chapter provides a detailed discussion on various system components employed in 
this work. First the continuous time model for a multi-user communication system is 
presented followed by the corresponding discrete time model that has been used in the 
simulation. Another very important topic on properties of spreading codes, in particular Gold 
codes [3], [9], and their generation is discussed. Frequency non-selective fast fading channel 
model and path loss due to propagation [3], [13], [14], have been used for downlink 
performance analysis of DS-CDMA system with base station diversity. Finally the 
demodulator used in the receiver is presented. 
Figure 2.1 shows the structure of the down link multiuser communication system. We 
assume a K-user binary phase shift keying (BPSK) modulated DS-CDMA communication 
system. In the figure bi and Si are the bit transmitted and the signature waveform of the i'h 
user, y(t) is the transmitted signal from BS, n(t) is additive white Gaussian noise, r(t) is the 
signal received at the MS. Following blocks perform de-spreading and bit decision. 
2.1 Continuous time synchronous model 
The spreading code used is the Gold sequence with length 100, which translates to a 
processing gain of N=lOO. For each user, BPSK modulation is used. Therefore the received 
signal is the sum of antipodally modulated synchronous signature waveforms embedded in 
additive white Gaussian noise: 
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K 
r(t) =I Akbksit) + asn(t) (2.1) 
k=l 
SCTN 
Figure 2.1. Multiuser communication model 
The signature waveform consists of the pseudo-random sequence and the pulse shaping filter 
[10]: 
(2.2) 
where c: is a spreading binary sequence of length N and Pre is the pulse shaping filter 
defined to be: 
{ l, t E [O, TJ PT= 
' 0, otherwise 
(2.3) 
It should be noted that _!__~Pre 12dt=1. Tc is the chip period that is equal to TIN. the 
Tc o 
signature waveforms are assumed to be zero outside the interval [0, T], so there is no inter-
symbol interference. Also, from the above definition, it follows that the signature waveform is 
real, and 
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T 
lls k 11 2 = Jls k (t)j2 dt = N (2.4) 
0 
where Ak is the received amplitude of the kth user's signal. bk E {-1, + 1} is the bit transmitted 
by kth user. n(t) is white Gaussian noise with unit power spectral density. a~ is the scaled 
noise power. a,2 = Na 2 , where a 2 is the original noise power. Noise has to be scaled by N 
because the norm square of the signature waveform is N. Signals at different stages of 
modulation are shown in figure 2.2. 
--!-----------------------------1-----------------------------~· lJata signal 
I 
I 
I 
I 
I 
--+-- ----- -- -- -----
' I I 
I 
I 
I 
I 
I 
--+-- ----- -- -- -----
' I I 
I 
I 
I 
I 
Time .. 
Code signal 
Data signal x code signal 
BPS K-m odul ated signal 
Figure 2.2. Data signal spread using the PN-code 
2.2 Discrete time synchronous model 
Continuous to discrete time conversion can be realized by conventional sampling, or more 
generally by correlation of r(t) with deterministic signals. It also helps in mathematical 
modeling and simulation of the system. The discrete time synchronous model developed 
below has been used for simulation in this work. 
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One way of converting the received waveform into a discrete-time sequence is by 
expressing it as coefficients for orthonormal bases, these orthonormal bases are the PN-
sequences assigned to individual users. The coefficients can be calculated as follows: 
T 
r1 (t) = J r(t)s1 (t)dt 
0 
T 
rK (t) = J r(t)s K (t)dt 
0 
Where sk (t) form orthogonal basis that spans the N-dimensional space. Let, 
r(t) = [rp r2 ,. • ., rN f 
sk (t) = [s! ,si ,. . .,s:f 
G = [sps2,. . .,sK] 
A= diag{Al' A2 ,. • ., AK} 
b = [b1'b2,. .. ,bK] 
(2.5) 
(2.6) 
It can be easily shown that the received signal for the kth user can be written in the vector 
form as: 
r = GAb + a;n (2.7) 
Where n is a Gaussian noise random vector with covariance matrix equal to INxN· 
2.3 Generation of PN sequences 
There are three very important randomness properties of PN sequences, classified as follows 
[l], [9], [11]: 
1. Relative frequencies of "O" and "1" are each t 
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2. Run lengths (of zeros or ones) are as expected in a coin-flipping experiment; half of 
all run lengths are unity; one-quarter are of length two; one-eigth are of length 3; a 
fraction 112n of all runs are of length n for all finite n. 
3. If the random sequence is shifted by any nonzero number of elements, the resulting 
sequence will have an equal number of agreements and disagreements with original 
sequence. 
By far the most widely known binary PN sequences are the maximum-length-shift-register 
sequences or m-sequences. These have length n = 2m -1 bits and are generated by an m-
stage shift register with linear feedback. The sequence is periodic with period n, and each 
period of the sequence contains 2m-l ones and 2m-l -1 zeros. 
PN sequences with better periodic cross-correlation properties than m-sequences have 
been given by Gold and Kasami. The Gold sequences are used in simulations for this work. 
They are derived from m-sequences as described below. 
Consider an m-sequence represented by a binary vector a of length N, and a second 
sequence a' obtained by sampling every lh sample of a. The second sequence is said to be a 
decimation of the first, and the notation a' = a[ q) is used to indicate that a' is obtained by 
sampling every qth symbol of a. a· = a[q] has period N if and only if gcd(N, q) = 1 , where 
"gcd" denotes the greatest common divisor. Any pair of m-sequences having the same period 
N can be related by a'= a[q] for some q. 
Two m-sequences a and a· are called the preferred pair if: 
1. n :f:. Omod(4); that is, n odd or n :f:. 2mod(4) 
2. a' = a[q], where q is odd and either q = 2k + 1 or q = 22k - 2k + 1 
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( ) _ {1 for n odd 3. gcd n,k -
2 for n = 2(mod4) 
The cross-correlation spectrum between a preferred pair is three-valued, where those three 
values are -t(m), -1, t(m)-2 where 
{ 
m+l for m odd 
( ) 1+2 2 t m = m+2 
1 + 2 2 for m even 
(2.8) 
Finding preferred pairs of m-sequence is necessary in defining sets of Gold codes. 
Let us discuss the generation of Gold sequence of length n = 31 = 25 - 1 for clarity on 
generation of these codes. As indicated from equation 2.8 form = 5, the cross-correlation 
peak is t(5) = 23 + 1 = 9. Two preferred sequences, are described by the parity polynomials 
h.i(p)= p5 + p3 +1 
hz (p) = p 5 + p 4 + p 3 + p + 1 (2.9) 
The shift registers for generating the two m sequences and the corresponding Gold sequences 
are shown in figure 2.3. In this case there are 33 different sequences corresponding to the 33 
relative phases of the two m sequences. Of these, 31 sequences are non-maximal-length 
sequences. 
hi (p) = p5 + p3 + 1 
Gold 
Sequence 
Figure 2.3 Generation of Gold sequence of length 31 
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Another form of representation of the polynomials used for Gold code generation is, [5, 3] 
and [5, 4, 3, 1]. Two 20 bit linear feed shift registers (LFSRs) are used Gold code generation 
[11] for the simulations in this work, they are [20, 19, 16, 14] and [20, 19, 16, 2]. 
2.4 Channel model 
The major problems in built-up areas occur because the mobile antenna is well below the 
surrounding buildings, so there is no line-of-sight path to the transmitter. Propagation is 
therefore mainly by scattering from the surfaces of the buildings and by diffraction over 
and/or around them. In practice energy arrives via several paths simultaneously and a 
multipath situation is said to exist in which the various radio waves arrive from a different 
directions with different time delays. They combine vectorially at the receiver antenna to 
give a resultant signal that can be large or small depending on the distribution of phases 
among the component waves. 
Moving the receiver by a sort distance can change the signal strength by several tens of 
decibels because the small movement changes the phase relationship between the incoming 
component waves. Substantial variations therefore occur in the signal amplitude. The signal 
fluctuations are known as fading [3], [12] and the short-term fluctuations caused by the local 
multipath is known as fast fading to distinguish it from the much longer-term variation in 
mean signal level, known as slow fading. 
Slow fading is caused by movement over distances large enough to produce gross 
variations in the overall path between the transmitter and receiver. Because of the variations 
in the overall path between the transmitter and receiver. Since the variations are caused by 
the mobile moving into the shadow of hills or buildings, slow fading is often called 
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shadowing. Unfortunately there is no complete physical model for the slow fading, but 
measurements indicate that the mean paths loss closely fits a lognormal distribution with a 
standard deviation that depends on the frequency and the environment. For this reason the 
term lognonnal fading is also used. 
The term 'fast' and 'slow' are often used rather loosely. The fading is basically a spatial 
phenomenon, but a receiver moving through multipath field experiences spatial variations as 
temporal variations. Whenever relative motion exists between the transmitter and the 
receiver, there is an apparent shift in the frequency of the received signal due to the Doppler 
effect. These effects are basically manifestations of the envelope fading in the time domain in 
the frequency domain. 
2.4.1 Characterization of fading multipath channels 
Consider the transmission of an unmodulated carrier at frequency fn the received signal 
for the case of discrete multipath is given by [12]: 
n (2.9) 
n 
Where en(t)= 211fcrn(t). Thus, the received signal consists of the sum of a number of time-
variant vectors (phasors) having amplitudes an (t) and phases en (t). Note that large dynamic 
changes in the medium are required for an (t) to change sufficiently to cause a significant 
change in the received signal. On the other hand, en (t) will change by 2n rad whenever rn 
changes by )'j~ . But )'j, is a small number and, hence, en (t) can change by 2n rad with 
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relatively small motions of the medium. We also expect the delays rn (t) associated with the 
different signal paths to change at different rates and in a random manner. This implies that 
the received signal 1i (t) can be modeled as a random process. When there are a large number 
of paths, the central limit theorem can be applied. That is, 1i (t) may be modeled as a 
complex-valued Gaussian random process in the t variable. 
The multipath propagation model for the channel embodied in the received signal 1i (t), 
given in equation 2.9, results in signal fading. The fading phenomenon is primarily a result of 
the time variations in the phases {en (t )} associated with the vectors {ane- je. } at times result 
in the vectors adding destructively. When that occurs the resultant received signal 1i (t) is 
very small or practically zero. At other times, the vectors {ane-je.} add constructively, so 
that the received signal is large. Thus, amplitude variations in the received signal, termed 
signal fading, are due to the time-variant multipath characteristics. 
When the impulse response c(r;t) is modeled as a zero-mean complex-valued Gaussian 
process, the envelope ic(r;t ~ at any instant tis Rayleigh-distributed. In this case the channel 
is said to be a Rayleigh fading channel [14], [15]. 
2.4.2 Frequency selectivity and rate of fading channel 
For better understanding of the characteristics of fading multipath channels we shall 
develop some useful correlation and power spectral density functions. We assume that 
impulse response c( r; t) is wide-sense-stationary. The autocorrelation function of c( r; t) is 
defined as 
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(2.10) 
In most radio transmission media, the attenuation and phase shift of the channel associated 
with path delay T1 is uncorrelated with the attenuation and phase shift associated with path 
delay T2 • This is usually called uncorrelated scattering. We assume that scattering at two 
different delays is uncorrelated and incorporate it into equation 2.11 to obtain 
(2.10) 
If we let 11t = 0, the resulting autocorrelation function r/Jc ( r;O) = r/Jc ( T) is simply the average 
power output of the channel as a function of time delay T . For this reason, r/Jc ( T) is called the 
multipath intensity profile or the delay power spectrum of the channel. In general, r/Jc ( r; M) 
gives the average power output as a function of the time delay T and the difference M in 
observation time. 
In practice, the function r/Jc (r;M) is measured by transmitting very narrow pulses or, 
equivalently, a wideband signal and cross-correlating the received signal with the delayed 
version of itself. The range of values of T over which r/Jc (r) is essentially non-zero is called 
the multipath spread of the channel and is denoted by Tm· 
A complete analogous characterization of the time-variant multipath channel begins in the 
frequency domain [3]. By taking the fourier transform of c( r; t), we obtain the time variant 
transfer function c(J; t), where f is the frequency variable. Both c( r; t) and c(J; t) have 
same statistics, i.e. complex-valued zero-mean Gaussian random process. It can be found that 
autocorrelation of the two are also related by fourier transform relation. Fourier transform of 
later r/Jc (11f;J1t) is also called spaced-frequency spaced time correlation function of the 
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channel. It can be measured in practice by transmitting a pair of sinusoids separated by tif 
and cross-correlating the two separately received signals with a relative delay of tit. If we 
set tit to zero, as a result of fourier relationship between <Pc (tif) and </JJz-), the reciprocal of 
the multipath spread is a measure of the coherence bandwidth of the channel [3], [16]. That 
IS, 
(2.11) 
where (tif),, denotes the coherence bandwidth. Thus two frequencies separation greater 
than (ti/ )c are affected differently by the channel. When an information bearing signal is 
transmitted through the channel, if (ti/ t is small in comparison to the bandwidth of the 
transmitted signal, the channel is said to be frequency-selective. In this case, the signal is 
severely distorted by the channel. On the other hand, if (ti/ t is large in comparison with the 
bandwidth of the transmitted signal, the channel is said to befrequency-nonselective. 
We now consider the time variations of channel as measured by the parameter tit in 
<Pc (tif; tit). The time variations in the channel are evidenced as a Doppler broadening and, 
perhaps, in addition as a Doppler shift of the spectral line. In order to relate Doppler effects 
to the time variations of the channel, we define the Fourier transform of <Pc (tif;tit) with 
respect to the variable tit to be the function Sc (tif; A). With tif set to zero 
Sc (0;,.1,) =Sc (A), which is a power spectrum that gives the signal intensity as function of the 
Doppler frequency A . Hence, Sc (A) is called the Doppler spectrum of the channel. The 
range of values of A over which Sc (A.) is essentially nonzero is called the Doppler spread Bd 
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of the channel. Since Sc (A.) is related to ¢c (M) by Fourier transform, the reciprocal of Bd is 
a measure of coherence time of the channel. That is, 
(2.11) 
where (Mt denotes the coherence time [3], [16]. Clearly, a slowly changing channel has 
a large coherence time or, equivalently, a small Doppler spread. 
If the signal has bandwidth W << (~ft and signal duration T << (Mt, the channel is 
frequency-nonselective and slowly fading. In our simulation we employ a wideband signal 
covering a bandwidth W. The channel is assumed to be fast fading by virtue of the 
assumption that T >> (~t )c. We assume that all the multipath components are within one 
chip period, i.e., the channel is frequency non-selective. Next we assume that the channel 
remains constant over one bit period, hence the channel isfastfading. 
2.4.3 Path loss model 
In [3] path loss of radio waves propagating through free space, has been characterized as 
being inversely proportional to d 2 , where dis the distance between the transmitter and the 
receiver. However, in a mobile radio channel, propagation is generally neither free space nor 
line of sight. The mean path loss encountered in mobile radio channels may be characterized 
as being inversely proportional to dP, where 2:::; p:::; 4, with d 4 being a worst-case model. 
Consequently path loss is usually much more severe compared to that of free space. 
There are a number of factors affecting the path loss in mobile radio communications. 
Among these factors are base station antenna height, mobile antenna height, operating 
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frequency, atmospheric conditions, and presence of buildings and trees. Various mean path 
loss models have been developed that incorporate such factors. 
Hata-okumura model is widely used for signal strength prediction in macro cellular 
environment. This model is valid for 500-1500 MHz frequency range and user distances in 
the range of 1-20 km. Another model used for path loss in suburban environment is presented 
in [17]. The novelty in this model is that the two major parameters of this characterization 
(path loss exponent y and shadow fading standard deviation o) are treated as randomly 
variable from one macrocell to another, and the data have been used to describe these 
variations statistically. 
For [17] experimental data were taken in several suburban areas in New Jersey and around 
Seattle, Chicago, Atlanta, and Dallas. For most (but not all) locations, leaves were present on 
the trees. 1 second averaging was used while data collection, thus the fast local fading due to 
multipath was averaged, yielding estimates of local mean power. 
The path loss model derived in [17] is for propagation in suburban environments. It is 
derived from data taken at 1.9 GHz with an omni directional terminal antenna a height of 2 
m. The decibel path loss as a function of distance is given by 
Where A,y, ands are characterized as follows. 
The intercept A is a fixed quantity is given by the free path loss formula 
A= 20log10 (4mt0 I A) 
Where d0 = lOOm and A is the wavelength in meters. 
(2.12) 
(2.13) 
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The path loss exponent y is a Gaussian random variable over the population of macrocells 
within each terrain category. It can be written as 
(2.14) 
Where hb is base station antenna height in meters; the term in parentheses is the mean of y 
(with a, b, and c in consistent units); a Y is the standard deviation of y, x is a zero-mean 
Gaussian random variable of unit standard deviation, N(0,1); a, b, c, and aY are all data-
derived constants for each terrain category. The numerical values of these constants can by 
obtained from [17]. 
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Figure 2.4 Path loss vs BS-MS distance using emperical model for suburban area 
The shadow fading component s varies randomly from one terminal location to another 
within any given macrocell. It is a zero-mean Gaussian variable and can thus be expressed as 
s= ya (2.15) 
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Where y is a zero-mean Gaussian variable of unit standard deviation, N(0,1); and a, the 
standard deviation of s, is itself a Gaussian variable over the population of macrocells within 
each terrain category. Thus, a can be written as 
(2.16) 
Where µu us the mean of a ; au is the standard deviation of a; z is a zero-mean Gaussian 
variable of unit standard deviation, N(0,1); and µu and au are both data derived constants 
for each terrain category. The numerical values of these constants can by obtained from [17]. 
The path loss as modeled using above equations is as shown in figure 2.4. 
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3 PERFORMANCE ANALYSIS USING BASE STATION DIVERSITY 
In the past there has been only a small amount of work in the area of base station 
diversity [4], [5], and [6]. With the ever-increasing number of cell users the need for 
providing an increased capacity and better quality of service has been felt. Base station 
diversity is a challenging candidate for providing a good service to the cell users. Because, 
the mobile receives signals from spatially separated locations the negative impact of fading is 
reduced. If there is a deep fade between one of the transmitting base stations and the mobile 
receiver then the probability of experiencing a deep fade between a different communicating 
base station and the same mobile user is very small. As discussed briefly in chapter 1 most of 
the works till date have concentrated on uplink performance analysis of the cellular networks 
employing base station diversity. Also most of them finally employ only one base station in 
the effective communication. In this work we propose simultaneous use of all the base 
stations present in the downlink channel and study two power distribution schemes between 
the base stations. The next section will describe some of the existing literature that motivated 
this work. Then the topology and schemes used in this simulation will be discussed. 
3.1 Base station diversity - existing works 
[4] is one of the first works in the area of base station diversity (BSD). It presents BSD 
for uplink of a multiple access network composed of multiple transmitters and receivers. It 
considers application of both multiuser detection and base station diversity to TDMA cellular 
24 
systems. At each base station a soft output multiuser detection algorithm is employed. The 
soft outputs are passed from the base stations to a central fusion location in the form of log-
likelihood ratios. The log-likelihood ratios are fused before hard decisions are made. This 
method does not require any feedback and hence does not increase latency or require 
communication between base stations as opposed to one of the earlier works [18] that 
required exchange of interference cancellation information between the nearby base stations. 
[5] is another important work in this area. It does bit error probability analysis for uplink 
of a multiuser receiver for DS-CDMA operating in frequency selective Rayleigh fading 
channel, employing base station diversity. The base stations belong to different cells with 
large distances. A hexagonal cell structure is assumed and a total of seven cells are used. The 
CDMA system assumed includes K active users whose transmissions are received by M 
different base stations. The received signal in the mth sensor, where mE {1,2,3, ... ,M}, is 
convolution of the transmitted signal and the channel impulse response plus the additive 
channel noise. Thus the complex envelope of the received signal is expressed as 
K L 
rm (t) = Iz)tlAk,m Ici~J.msk (t -nT-rk,m -Tk,t,m )+nm (t) (3.1) 
n k=l l=l 
where K is the number of users, L is the number of propagation paths in the channel, b!n) is 
the transmitted data, Ak,m = ~Ek,m is the received amplitude of user kin sensor m, Ek,m is 
the energy per symbol of the corresponding real bandpass signaling sensor m, Tk m E [O,T) is 
the delay of kth user's received signal in sensor m, cin/ m is the complex gain, and 
rk,l,m E [O,Tm] is the delay of the lth multipath component of user kin sensor m, Tm is the 
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delay spread of the multipath channel, nm (t) is complex zero mean additive white Gaussian 
noise (AWGN) process with two-sided power spectral density a 2 , and sk (t) is the signature 
waveform of user k. Matched filter outputs of all sensors for all users and multipath 
components produce sufficient statistics for the detection of the data symbols [5]. The 
sampled output of the matched filter of the kth users lth multipath component in sensor m on 
symbol interval n is 
The vector of the matched filter outputs has expression 
Y m = RmCmAmb +nm 
(3.2) 
(3.3) 
where Rm is the signature waveform correlation matrix, Cm is the matrix of complex channel 
gains, Am is the matrix of received amplitudes, b is the vector of data symbols, Dm is the 
vector of complex channel tap gains in the sensor m. 
To take the advantage of base station diversity the matched filter outputs of all the 
sensors are transmitted to a central switching office, where the decision of the data in b is 
made. This paper analyzes the receiver configuration, where multiple-access and intersymbol 
interference are suppressed first in each sensor. Spatial and multipath combining are 
performed after that. Three types of receivers considered are, conventional single user rake 
receiver, single cell linear MMSE (LMMSE) receiver [10] and multi-cell LMMSE. The 
conventional rake receiver has been discussed earlier in section 2.5. The single cell LMMSE 
receiver has knowledge only about the interferers present in its cell, hence the other cell 
interferers are modeled unknown in this case. The multi-cell LMMSE has full knowledge of 
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all users in the cellular system. In other words this type of receiver suppresses interference of 
users assigned to other cells. Base stations providing diversity are selected optimally out of 
the seven base stations so that the connections with smallest attenuation are used. 
It has been concluded in [5] that in a cellular network, it is better to invest to a multiuser 
receiver than to increased macroscopic diversity with a rake receiver. However, if both can 
be afforded it yields significant further gain. Macroscopic diversity improves performance of 
receivers significantly in cellular CDMA networks because of the diversity advantage against 
fast fading. It is also shown that reduction of intercell MAI yields a significant performance 
advantage in cellular networks. Reduction of the most powerful intercell MAI takes place 
naturally, if both a multiuser receiver and macroscopic diversity reception are applied. An 
appropriate adaptive receiver, like the adaptive LMMSE receiver, without macroscopic 
diversity reception, can also suppress intercell MAI. 
[6] studies the system performance of CDMA cellular system with base station diversity 
both for reverse link and forward link in terms of bit error rate, taking into account the effects 
of multipath fading, lognormal shadowing, and imperfect power control. It also consider 
correlated lognormal shadowing among the base stations. The propagation attenuation is 
defined in this work as the product of the distance attenuation and shadow fading. It is 
pointed out in [19] that propagation losses among base stations are usually correlated. Hence, 
it assumes a constant correlation model, which means that the correlation between any pair of 
base stations is the same. 
A cellular system with hexagonal topology and N1-cells is considered in [6]. The system 
model assumes uniform distribution of M users per cell. Each user communicates with the 
base station that provides the least attenuation among the set of N closest base stations. 
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Signal bandwidth is assumed to be much larger than the coherence bandwidth of the radio 
channel, which is modeled by frequency selective Rayleigh fading and lognormal shadowing. 
The low pass equivalent impulse response of the bandpass channel for the link between the 
kth user and the nth base station can be expressed as 
(3.4) 
where /3~) is the normalized gain of the lth path with Rayleigh distribution, rg} is the time 
delay for the lth path, tpg} is the phase shift for the lth path, and L is the number of resolvable 
multipath. With the minimum attenuation base stations selection criterion among the set of N 
closest base stations, the propagation attenuation between the kth user and the nth base 
station to which the kth user is connected is given by 
- N. Id-111o(kj110} 
akn -mm~ ki 
1=! , 
(3.5) 
where akn depends on the distance dkn from mobile station MSk to BSn, path loss exponent 
r}, and long-term shadowing ( (kn in dB) from MSk to BSn. 
In [6] the system performance based on the minimum attenuation base station selection 
criterion is compared with the minimum-distance criterion. The lognormal shadowing 
variables were modeled such that the correlation coefficient between any pair of base stations 
is the same. It is observed that the system performance improves along with the increase in N 
as well as the increase in correlation coefficient. For a given area, increasing N implies 
increasing the correlation coefficient between the base stations. The improvement gain 
decreases as N increases. The results also show that increasing N beyond four does not 
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provide any appreciable gain in performance. One other very important observation in this 
paper is that the performance of the minimum-attenuation based base station selection 
scheme tends to that of the minimum-distance selection scheme as the shadow spread 
decreases. When there is no shadowing, both selection schemes give the same performance 
and a mobile user is connected to the closest base station. 
3.2 Base station diversity - proposed scheme 
There are a number issues that need to be looked into for employing base station diversity. 
One of the most important issues is transmission power from each base station. As discussed 
in chapter 1 two schemes have been studied, one scheme will distribute power equally 
between all the base stations another scheme will use water filling scheme to assign power 
optimally to the base stations based on the channel SNR values. Although the study reveals 
that for the mobile receiver using only one antenna this power allocation scheme is not really 
helpful, but if the receiver uses more than one antenna significant capacity improvement can 
be achieved and that makes it worth mentioning in this work. A detailed discussion of water 
filling algorithm is given in section 3.2.1. The performance of BSD architecture is compared 
with single base station cell located at the center of the cell. For a reasonable comparison the 
total transmitted power by all base stations in a certain cell employing BSD will be equal to 
that transmitted by a cell with single base station. 
Handoff at the cell boundaries is another issue involved in implementing BSD. Hard or 
soft handoffs are the two types of handoffs used in the conventional cellular CDMA system. 
The proposed model uses concepts from both schemes. Section 3.2.2 explains the concept of 
the two types of handoffs and discusses the handoff used in the proposed architecture. 
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Placement of base stations in the cell is something that will affect the system performance 
as well. Lots of work is being done in the area of placement of base station in the cell, 
however, the issue addressed in such cases is towards heavy traffic density. This placement 
of base stations using this scheme is called microscopic diversity. However, in this study 
three base stations are placed in the cell as shown in figure 3.1. The dots inside the hexagonal 
cells represent the mobile stations, the stars are the base stations, and the circle in the cells 
marks the center location in the cell. The BSs are positioned at circum-centers of alternate 
equilateral triangles out of the six formed in the hexagonal cell. 
Performance of base station diversity system at the mobile receivers is studied, for 
different radial and angular positions of the mobile in the cell as shown by the three arrows 
directing out from the desired user. Figure 3.1 shows the mobile under observation at the 
center of the central cell. The channel is modeled as frequency selective with additive white 
Gaussian noise. In addition an empirical mean path loss model for suburban area is used as 
log normal shadowing. The receiver will have number of rake branches equal to the number 
of base stations in the cell. Performance study includes BER vs distance from center of the 
cell for a given SNR and interference in the cell. Also the mobile station will be connected to 
the base station based on minimum attenuation criterion, which in this simulation will be the 
same as minimum distance criterion. 
3.2.1 Water-filling power allocation 
In this section we first develop a general model for computing the optimal power 
allocation using water-filling [20] followed by derivation of the expression for channel 
capacity. We measure the theoretical ergodic channel capacity with equal and optimal water-
30 
fill power allocation. Consider a multiuser system with multiple transmit and receive 
antennas, Nt and Nr respectively. An analogous cellular system will be a base stations 
employing antenna diversity or multiple base stations each with a single antenna, which is 
the case in our system. In fact the second model of multiple base stations is better because 
antenna diversity is used to beat multipath fading problem. And with far apart separated 
antenna the channels will surely be different. Hence the assumption of uncorrelated MIMO 
channel required by the maximum channel capacity formulation is correct. Equation 3.6 
presents the multiple access MIMO channel. 
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Figure 3.lCell architecture employing base station diversity, 3 base stations per cell, with uniformly 
distributed mobile stations 
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Where Xk is the transmitted vector of dimension Ni. n is the additive white Gaussian noise 
vector of dimension Nr, y is the received signal vector of dimension Nr. and the channel 
between users and the base station is modeled as uncorrelated MIMO channel given by 
hll 
H= h21 (3.7) 
hNrl 
where, 
~ 2 /J2 -jarctan!!.. = a + ·e a (3.8) 
a and fJ are Gaussian random variables with zero mean and unity variance. Hence hij has 
Rayleigh distribution with uniformly distributed phase </Ju E [0,217"]. 
We can define channel capacity as highest rate in bits per channel use at which information 
can be sent with arbitrarily low probability of error. A very simple example of noiseless 
binary channel can be used to understand channel capacity. A noiseless binary channel is one 
in which the binary input is reproduced exactly at the output. Hence, any transmitted bit is 
received without error. Hence, 1 error-free bit can be transmitted per use of channel, and the 
capacity is 1 bit. We now derive the expression for capacity in presence of interferers; that 
can be considered colored noise. Channel capacity of a discrete memoryless channel is 
defined as 
C = max I(x;y) 
p(x):tr(<I> }.:;Pr (3.9) 
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where the maximum is taken over all possible input distributions of p(x). tr(·) is trace of a 
matrix, which is sum of all its diagonal elements, and /(x;y) is mutual information x has 
about y. Before getting into derivation of channel capacity we will elaborate more on mutual 
information and establish a relation between mutual information and entropy, that forms the 
basis of derivation of channel capacity. 
The concept of information is too broad to be captured completely by a single definition. 
However, for any probability distribution, we define a quantity called the entropy, which has 
many properties that agree with the intuitive notion of what a measure of what a measure of 
information should be. This notion is extended to define mutual information, which is a 
measure of the amount of information one random variable contains about another. Entropy 
then becomes the self-information of a random variable. Mutual information is a special case 
of a more general quantity called relative entropy, which is a measure of the distance 
between two probability distributions. 
The entropy H(X) of a discrete random variable X with alphabet ~ is defined by [20] 
H(X) = -Z:p(x)logp(x) (3.10) 
XE!( 
where p(x) = Pr{X = x}, xE ~ is the probability mass function. We now extend the 
definition of entropy from single random variable to a pair of random variables. The joint 
entropy H(X,Y) of a pair of discrete random variables (X,Y) with a joint distribution p(x,y) is 
defined as 
H(X,Y)=-IZ:p(x,y)logp(x,y) 
XEX )!Ef (3.11) 
= -Elogp(X,Y) 
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We also define the conditional entropy of a random variable given another as the expected 
value of the entropies of the conditional distributions, averaged over the conditioning random 
variable. If (x, Y)- p(x, y), then the conditional entropy H(XIY) is defined as [20] 
H(Y IX)= -Ep(x,y) logp(Y Ix) (3.12) 
The naturalness of the definition of joint entropy and conditional entropy is exhibited by the 
fact that the entropy of a pair of random variables is the entropy of one plus the conditional 
entropy of the other. 
We can define relative entropy between two probability mass functions p(x) and q(x) is as 
D(p II q) = -Ip(x)log p((x)) 
XEX q X 
(3.13) 
We now introduce mutual information, which is a measure of the amount of information that 
one random variable contains about another random variable. It is the reduction in 
uncertainty of one random variable due to the knowledge of the other. Consider two random 
variables X and Y with a joint probability mass function p(x,y) and marginal probability mass 
functions p(x) and p(y). The mutual information l(X;Y) is the relative entropy between the 
joint distribution and the product distribution p(x) p(y), i.e., 
( . )- '°' '°' ( ) p(x, y) l X, Y - - L. L. p x, y log ( ) ( ) 
XEX yEY p X p Y 
We can rewrite the definition of entropy as [20] 
I(X;Y) = H(Y)-H(Y Ix) 
=H(x)-H(x IY) 
(3.14) 
(3.15) 
Let us consider X is as the desired user input vector and Y is the received signal vector 
containing interferers and AWGN as given by equation 3.6. Using 3.15 and 3.6 the mutual 
information can be written as 
I(x1; y) = h(y )- h(y I x1) 
= h(y )-h(t,H,x, + n Ix, J 
=h(y)-{~Hkxk +njx1J 
=h(y)-h(t,H,x, +nJ 
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(3.14) 
According to 3.9 the maximum value of I(x1; y) over all possible distributions of transmitted 
power. The last line of 3.14 is maximized when y is Gaussian, since the normal distribution 
maximizes the entropy for a given variance. The differential entropy of a real Gaussian 
vector yE Rn with zero mean and covariance matrix K is equal to tlog 2 (2nedetK). For a 
complex gaussian vector y E Cn , the differential entropy is less than or equal to 
log 2 det(neK), with equality if and only if y is circularly symmetric complex gaussian with 
E[yy'] = K . Assuming the optimal Gaussian distribution for the transmit vector x, the 
covariance matrix of the received complex vector y is given by 
E~'] = E[ (t,H,x, +n Xt.H,x, +n J'] 
= E[ H,x,x;H~ +(t,H,x, J(t,H,x, J' +nn'l 
= E(H1x1x;H; +H2x2x;H; +···+HKxKx~H~ +nn'] 
= H1<l>1H; + H2<l>2H; + ... + HK<l>KH~ +I 
K 
= H1<I>1H; + IHk<l>kH~ +I 
k=2 
= H1<1> 1H; + R +I 
Hence, capacity is given by 
(3.15) 
C = log 2 l~(H 1 <1> 1 H~ + R + I)i-log 2 l~(R + I)I 
IH1<I>1H; + R + 11 
= log2 I I R+I 
= log 2 !I+ H<l>H'I 
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(3.16) 
Where, H =[I+ R]-112 H 1 . Ergodic capacity is used as a measure of channel capacity in this 
work. It is defined as 
(3.17) 
Ergodic capacity is computed by averagmg the capacities for a number of channel 
realizations. The computed capacity has Gaussian distribution. 
Maximum capacity is achieved when the channel and interference covariance matrices 
are known at the transmitter and the covariance of the transmit signal is adjusted 
appropriately. The goal is to find channel eigenmodes in the presence of the interference in 
order to send multiple independent data streams through those eigenmodes. The total 
transmitted power PT is distributed among the eigenmodes according to an optimal water-fill 
process. 
The maximum link capacity with full transmitter knowledge of the channel response and 
received interference spatial covariance is given by [21] 
(3.18) 
where 
Pm+-;J. m~l, ... ,M, ~Pm ~P, (3.19) 
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and 
H'K:1H = UAU', A= diag(A,, ... ,AM) (3.20) 
Above equation is obtained using singular value decomposition of H'K:1H matrix. The 
transmit covariance matrix that achieves the above capacity is given by 
(3.21) 
If transmitter does not have an estimate of the channel matrix H, an equal power allocation to 
the channel modes, namely, setting <I>= (Pr I K)I, gives the best result. Here K is the number 
of orthogonal spatial channels formed, or the number of channel modes. 
3.2.2 Handoff and power control 
As the mobile moves towards the cell boundary, away its base station, signals from its 
base station decrease in strength and adjacent cell base station signal strength increases. This 
leads into the matter of handoff at cell boundaries. In the conventional cellular systems two 
types of handoff schemes are studied, hard and soft handoffs. We will first describe how the 
mobile and base stations coordinate a handoff and then briefly discuss the two types of 
handoffs. Near-far effect is another very important issue that needs to be handled carefully in 
a cellular network. This problem arises because of the signal attenuation due to propagation, 
also referred to as mean path loss of the signal. Hence, if the power is not controlled properly 
between base and the mobile station the performance is drastically affected. We present the 
power control scheme used in this simulation later in this section. 
The forward link for each cell or sector generally employs a pilot modulated only by the 
cell-specific, or sector-specific, pseudorandom sequence, added or multiplexed with the 
voice or data traffic, as discussed in chapter 1. The pilot provides for time reference and 
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phase and amplitude tracking. It also can be used to identify newly available pilots in 
adjacent cells or sectors. Specifically, while a user is tracking the pilot of a particular cell, it 
can be searching for pilots of adjacent cells (using searching mechanism of its multipath rake 
receiver). To make this simple and practical, all pilot pseudorandom sequences can use the 
same maximum length generator sequence, with different initial vectors and hence timing 
offsets. The relative time-offsets of pilots for neighboring cells and sectors are either known 
a priori or broadcast to all users of the given cell or sector on a separate CDMA channel, 
employing its own pseudorandom sequence or time offset. 
Once a new pilot is detected by the searcher and found to have sufficient signal strength ( 
usually relative to the first pilot already being tracked), the mobile will signal this event to its 
original base station. This in turn will notify the switching center, which enables the second 
cell's base station to both send and receive the same traffic to and from the given mobile. 
This process is called soft handoff. For forward (down) link transmission to the mobile, the 
Rake demodulator (section 2.5) demodulates both cells' transmission in two fingers of the 
rake and combines them coherently, with appropriate delay adjustments, just as is done for 
time-separated multipath components. For the reverse link, normally each base station 
demodulates and decodes each frame or packet independently. Thus, it is up to the switching 
center to arbitrate between the two base stations' decoded frames. Soft handoff operation has 
many advantages. Qualitatively, transition of a mobile between cells is much smoother: The 
second cell can be brought into use gradually, starting early in the transition of a mobile from 
one cell to its neighbor cell. Similarly, when the first cell's signal is so weak relative to the 
second that it cannot be demodulated correctly, it will be dropped either in response to the 
mobile's pilot strength measurement or by action of the first cell. Moreover, for any given 
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frame, the better cell's decision will generally be used, with no need to enable a new cell or 
disable and old one as in classical hard handoff. In fact, to avoid frequent handoffs on the 
boundary between cells (which require excessive control signaling), systems with hard 
handoff only enable a second cell when its signal strength is considerably above (e.g., 6 dB) 
that of the first cell. This further degrades the performance on the boundary. 
In this study there is an effective combination of both hard and soft handoffs. Because of 
base station diversity each mobile is always connected to all the base stations in its cell and 
add their signals using a rake demodulator, similar to soft hand off. However, near the cell 
boundaries we employ a hard handoff scheme, based on minimum attenuation criterion. 
Owing to the fact that channel under consideration assumes mean path loss, section 2.4, the 
minimum attenuation criterion is same as minimum distance criterion. Bit error probability 
(BEP) will be used as the performance measure at the mobile receiver and it will be studied 
against radial and angular displacement of the mobile from the center of the cell. 
Next we present power control scheme typically used in cellular CDMA networks. Power 
control is a valuable asset in any two-way communication system. It is particularly important 
in a multiple access terrestrial system where users' propagation loss can vary over many tens 
of decibels, as shown in section 2.4. In uplink scenario the power at the cellular base station 
received from each user must be made nearly equal to that of all other in order to maximize 
the total user capacity of the system [l]. Very large disparities are caused mostly by widely 
differing distances from the base station and, to a lesser extent, by shadowing effects of 
buildings and other objects. Each mobile subscriber unit can adjust such disparities 
individually, simply by controlling the transmitted power according to the automatic gain 
control (AGC) measurement of the forward link power received by the mobile receiver. 
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Generally however, this is not effective enough: the forward and reverse link propagation 
losses are not symmetric, particularly when their center frequencies are widely separated 
from one another. Thus, even after adjustment using 'open loop' power control based on 
AGC, the reverse link transmitted power may differ by several decibels from one subscriber 
of the next. 
The remedy is 'closed loop' power control. This means that when the base station 
determines that any user's received signal on the reverse link has too high or too low power 
level, a one-bit command is sent by the base station to the user over the forward link to 
command it to lower or raise its relative power by a fixed amount. This creates a so called 
'bang-bang' control loop, whose delay is the time required to send the command and execute 
the change in user's transmitter. 
This simulation considers a static model and as discussed in chapter 1 we consider two 
power control approaches, one with constant total transmit power from all the BSs and other 
having constant power at the MS. The transmission power level in the first scheme is decided 
by the mean path loss value, as discussed in section 4.2. For the second scheme the 
transmitted power is made inversely proportional to the path loss to maintain a constant 
received power; in this simulation we do not consider shadowing effect. Therefore the 
transmitted power for the ith user connected to the kth base station injth cell is given by: 
(3.22) 
Where Po is the nominal received power in presence of perfect power control and al; is 
(3.23) 
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Where PL is path loss in decibels given by equation 2.12, reproduced below for ease of the 
reader. Here d is the distance between the ith mobile user and kth base station. 
(3.24) 
For downlink, the multiple access interference results from the base stations, both adjacent 
cells and own cell, sending signals to other users. The signal received at desired mobile 
receiver MS1 is given in equation 3.25 
(3.25) 
where superscript) represents the number of number of cells Ne. Ak; is given by 3.22 and cj 
is the multipath fading coefficient. It should be noted that there is a single multipath for each 
cell, marked by single fading coefficient cj. However, from the path loss model shown in 
figure 2.4 and actual path loss at different locations in the cell in figure 4.6 it can be seen that 
the intercell interference is very small by the time it reaches MS 1 when it is located far from 
the cell boundary. Hence even if the delay between the signals is greater than one chip they 
effect will be negligible. When MS 1 is located near the cell boundary where adjacent cell 
interference is much more, then the propagation delay between the signals from near by BSs 
is within one chip time period. Hence, it is reasonable to model a synchronous CDMA 
downlink system for our simulation. For better understanding of the signal we separate 3.25 
into three terms as shown in equation 3.26. 
(3.26) 
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The first term on the right hand side of equation 3.26 is the desired signal at MS 1 from all the 
BSs in its cell, the second term is intracell interference because of the signals transmitted to 
other mobiles in the cell and the third term represents intercell interference, i.e. signals 
transmitted by adjacent cell BSs. Then the output of matched filter receiver to the signal of 
the MS 1 is given by equation 3.27 
(3.27) 
where Z1 is the statistics produced by the conventional matched filter receiver which will be 
used for bit decision for the desired user. 
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4 SIMULATION 
This chapter presents the results of the simulations carried on as per the system model 
presented in earlier chapters. The chapter is divided into two sections. Channel capacity 
measurements using optimal water filling solution and equal power distribution scheme are 
presented in the first section. Next section gives the results on performance analysis of 
downlink CDMA multiple access channels employing BSD. The symmetric nature of 
hexagonal cells is utilized and hence simulations for performance study are carried only in 
certain directions, as discussed in section 4.2. 
4.1 Channel capacity with and without water filling 
Optimal water filling solution can be used for power allocation only if the channel matrix 
is known at the transmitter. Such a transmitter is some times referred to as an informed 
transmitter and also the combined transmitter and receiver system called a closed loop 
system because the transmitter estimates the channel matrix by the signals from the receiver. 
Hence this method requires an additional link from receiver to transmitter for this purpose. 
On the other hand if channel matrix is not known at the transmitter allocating equal power to 
all the transmitting antennas is optimum, such a transmitter is called an uninformed 
transmitter; obviously this system saves the requirement of employing a dedicated link for 
channel estimation at the receiver. 
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Using equation 3.17 ergodic channel capacity is computed for varymg number of 
interferers and transmitter and receiver antennas. As defined in section 3.2.1 ergodic capacity 
is measured by averaging the instantaneous capacity, given by equation 3.16, over a number 
of channel realizations. The instantaneous capacity is Gaussian distributed, hence the ergodic 
capacity is the mean of this Gaussian distribution. 
Figures 4.1 shows single user ergodic channel capacity when equal number of transmitter 
(Nt) and receiver (Nr) antennas are used. SNR values are chosen in increments of 6dB 
because in normal scale it implies quadrupling of SNR. It can be observed from figure 4.1 
that for 6dB, 12dB and 18dB there is slight difference in the performance of informed and 
uninformed transmitter, however, for 24dB and 30dB both types of transmitters achieve same 
capacity. Hence we can say that informed transmitter performs same as uninformed 
transmitter at high SNR and absence of interferes. 1000 uncorrelated channel realizations, 
given by equations 3.7 and 3.8 have been used to compute the ergodic channel capacity. 
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Figure 4.1 Ergodic capacity vs number of antennas in a single user environment for informed and 
uninformed transmitters. Solid lines represent capacity of informed transmitter and dashed lines are for 
uninformed transmitter 
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Figure 4.2 is a different representation of figure 4.1, it shows ergodic channel capacity 
per antenna. Ignoring the non-linearity from a SISO system to 2x2 MIMO system, these 
capacity curves are almost horizontal. This implies that the channel capacity increases 
linearly with the number of transmitter and receiver antennas in a single user environment. 
Ergodic capacity of an uncorrelated MIMO rayleigh fading channel, O interferer 
8 10 12 14 16 18 20 
Number of antennas (Nt = Nr) 
Figure 4.2 Ergodic capacity per antenna vs number of antennas for figure 1 
From figures 4.3 and 4.4 it is observed that in presence of large number of interferers 
informed transmitter performs much better than uninformed transmitter. For any increase in 
SNR an uninformed transmitter does not achieve any capacity increase in presence of 
interferers. However, employing water-fill algorithm not only improves the performance over 
equal power distribution algorithm but also achieves capacity gain with increase in SNR. It is 
worth while mentioning that water-fill algorithm will transmit the data as a weighted linear 
combination of signal from all the transmitter antennas, there by achieving antenna beam-
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forming as well. This gives a physical explanation for performance enhancement with water-
fill . 
Figure 4.5 shows the ergodic capacities for varying number of transmitter antennas and a 
single receiver antenna. Since significant distances separate the base stations, the channel 
matrix has been modeled uncorrelated, as given by equations 3.7 and 3.8. The dashed line 
shows channel capacity for an uninformed transmitter and the solid lines represent capacity 
of a system employing informed transmitter. In our simulation same data is transmitted from 
all the base stations though both water-fill and equal power allocation schemes assume that 
the data transmitted from each antenna is independent and final transmission forms their 
linear combination. This study is still helpful in giving an insight into future design of a 
MIMO system with BSD. 
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Figure 4.3 Ergodic capacity vs number of antennas in presence of 10 interferers for informed and 
uninformed transmitters. Solid lines represent capacity of informed transmitter and dashed lines are for 
uninformed transmitter 
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Figure 4.5 Ergodic capacity vs Nt (Nr = 1) for single user uncorrelated rayleigh fading MIMO channel 
From figure 4.5 it can be seen that a system employing informed transmitter has 6dB and 
12 dB SNR gain over uninformed transmitter when both using 4 and 16 antennas 
respectively. Hence, for same number of transmitter antennas (4 or 16) an informed 
transmitter achieves same capacity as that of an uninformed transmitter at a lower SNR value 
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(6dB or 12dB). This capacity improvement can be attributed to single eigenmode value of the 
channel owing to the fact that there is only one receiver antenna. Using optimum water-fill 
solution allots all the transmitted power to one eigenmode, as opposed to equal power 
distribution for uninformed transmitter. Therefore, 4 or 16 transmitter antenna system 
employing water-fill will transmit all the power through the antenna having non-zero 
eigenmode. While the same system using equal power distribution will have lower effective 
transmitted power by a factor of 4 or 16, hence the observed 6dB or 12dB gain. 
4.2 Performance analysis of downlink CDMA 
This section presents the performance measure in terms of BER for a downlink CDMA 
system. Three base station cell architecture as shown in figure 3.1 is compared against single 
base station cell architecture. Two types of power control schemes are studied. One of the 
schemes allots constant transmission power to each base station irrespective of the path loss. 
However, the level of transmission power is decided based upon the path loss. The second 
scheme ensures constant power at the receiver, as discussed in section 3.2.2. Hence in three 
base stations per cell architecture each base station transmits different amount of power such 
that a constant level is maintained at the receiver. This scheme is generally used in cellular 
networks for power control. It gives us an insight into performance of the system receiving 
constant power and the near-far effect due to interferers becomes obvious, as will be 
observed from the results presented later in this chapter. 
Before getting into the BER performance study it is very important to study the path loss 
characteristics of the channel. The model presented in section 2.4.3 is used to predict the path 
loss at different location in the cell. Three directions of motion of the mobile as described in 
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section 3.2.2 have been considered. Figure 4.6 gives the path loss of signals from seven 
closest BSs for the three directions of motion of the mobile. The first plot is for mobile 
motion in direction 1 in a cell with single base station. The legend indicates the BSs under 
consideration, here b stands for BS and the first integer following it represents the cell and 
the second represents the BS number inside that cell, for the first plot the second number is 
omitted because there is only one BS per cell. Numbering convention can be observed from 
figure 3.1. For single BS case the path loss of bl and b3 cross at the cell boundary, 
coordinates (0, 4.33km). For 3 BS case, when the mobile moves in direction 1 its distance 
with respect to bl 1 decreases marked by the decrease in path loss. Its coordinate position is 
(0, 2.9Km), hence the path loss reaches its minimum at 3 km as seen from first plot in figure 
4.6. The path loss is computed for radial distances of 0.5 km to 5 km in steps of 0.5 km. 
Also it can be seen from third plot (direction 2) in figure 4.6 that at radial distance of 5 
km, path losses from bll, b32 and b43 are same because of equal distance of the mobile 
from these three base stations. For motion along direction 3 the path is symmetric along 
between BS 1 and BS2, hence their path losses overlap. 
The analysis of path losses gives an idea about the level of power transmission required. It 
can be observed from plot 1 of figure 4.6 that the path loss varies in the range of around 10-11 
to 10-16. Hence we choose an average value of 145dB for equal power transmission (PO). All 
the BER measurements carried on in this work transmit 145dB constant power from all the 
base stations when employing the first power allocation scheme described earlier in this 
chapter; except for the case of three BS with mobile motion in direction 1, when 120dB 
power is transmitted due to computational limitations on BER calculation. 
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Figure 4.6 Path loss of signals from 7 closest base stations to the mobile in directions 1, 2, 3 
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In the all the simulations a slow Raleigh fading channel is assumed, with the complex 
Gaussian gain remaining constant over one bit period. The unity variance of Raleigh channel 
50 
is assumed for all single BS architectures. Gold code providing a spreading factor of 100 is 
used. The users are uniformly distributed with density of 12 per cell. 
We first consider the constant power allocation scheme for downlink performance 
analysis. Figure 4.7 presents the Monte Carlo simulation carried for BER measurement at the 
desired user moving in direction 1, against its distance from center of the cell for a single 
base station and three base stations per cell. The constant power transmitted by single base 
station is equal to 145dB and that for three base stations per cell is 120dB. For same total 
transmitted power comparison with three BS architecture an extrapolated BER curve is 
plotted with the help of figure 4.8. 
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In figure 4.7 the dotted line with dots gives the BER at the receiver for a single base 
station case. Increase in distance from the base station results in path loss of the signal , hence 
a reduced power is received by the mobile user, resulting in increased BER. In addition, 
beyond 4.33 km the signal from BS of cell 3 has a stronger signal than that of cell 1, causing 
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further decrease in performance due to high interference. Now for 3 BS architecture using 
120dB transmission power the BER is high near the center of the cell, because of the path 
loss. As the mobile moves in direction 1 it gets closer to bll and is closest near 3 km, hence 
lowest BER as shown by the solid line with dots. Again as it moves away from the center and 
bll the BER starts increasing. However, in this case b32 and b33 are farther away than bll 
till 5 km this causes the interference due to those two BSs to be at a low level. 
Figure 4.8 is used for extrapolation of the 3 BS BER curve in figure 4.7 and also study 
the effect of varying transmission power at different locations in the cell. The solid line with 
dots give the BER performance at distance 0.5 km, dotted line with dots give the same at 
distance 1.5 km and the dashed line with dots gives it at distance 4.5 km from the center in 
direction 1 for varying transmission power. 
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Figure 4.8 BER performance at different locations in direction 1 with different transmitting power (PO) 
for 3 BS architecture 
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For extrapolation we observe that the BER ratio between distances 0.5 km and 1.5 km in 
figures 4.7 and 4.8 is 10°·21 and 10°·29 respectively. Slightly higher ratio in 4.8 can be 
attributed to different fading gain variances taken for paths from the three base stations. For 
BER computation at 0.5 km the paths from the three base stations are assumed to have unity 
variance of fading gains and that for 1.5 km variances are taken as 1.1 for signals combining 
from bll, bl2, and bl3. We observer that BER ratio at 145dB is more than that at 120dB, but 
for simplicity in extrapolation we consider a uniform gain ratio at all distances for the two 
power levels. The BER ratio between 120dB and 145dB at 0.5 km is equal to 102·18• This 
value is used for extrapolating the BER curve at 145dB in figure 4.7. It is clear that the 
downlink performance in this case is much better than single BS architecture. 
Figure 4.9 gives the performance of the system for mobile motion in directions 2 and 3. 
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The dashed lines with dots and star show the pertormance of the 1 BS architecture in 
directions 2 and 3 respectively and the corresponding solid lines are for 3 BS architecture. 
Pertormance in directions 2 and 3 are almost similar for former because the interterence and 
power loss effects are similar. However, for the later architecture in direction 2 the 
performance is better than that in direction 3 at all points. This can be explained with the help 
of path loss curves in figure 4.6. In direction 3 the interterence starts increasing after 3 km 
radial distance. However in 2 the intertering BSs have an equal power as the desired BS only 
at the cell boundary at a radial distance of 5 km. Next we consider pertormance of the two 
architectures using the second power control scheme, wherein a constant power is maintained 
at the receiver. Here again we consider that a total power of 145dB is maintained at the 
receiver. 
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The solid line with dots represents the 3 BS architecture with constant power control 
scheme and the dashed line with dots represents the 1 BS architecture. In this simulation we 
consider a constant power level of 145dB to be received at the mobile. 3 BS architecture does 
not work well in this case when the desired user is close to the base station owing to the fact 
that interfering signal power will be at a much higher level for the interferes far away from 
the BS. Hence in this case 1 BS architecture works well over the other. In this case the 
performance is poor only near the center of the cell, i.e. close to the BS, as the mobile moves 
away from BS the performance drastically increases. 
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5 CONCLUSIONS AND FUTURE WORK 
In this work we studied the performance analysis of downlink CDMA system with BSD. 
Three power allocation schemes were considered for the multiple BS per cell architecture. 
One of the most challenging schemes when employing a MIMO system is power allocation 
based on water-filling algorithm. It provides the optimum channel capacity, however it 
requires channel knowledge at the transmitter. Also we find that water-filling is useful only 
for a MIMO system and not for a MISO system as is our model. Hence, Monte Carlo 
simulation are not carried using this power control scheme for performance analysis, instead 
channel capacity is measured using water-filling and equal power allocation with varying 
number of transmitter and receiver antennas and interferers. This gives a helpful insight into 
performance improvement with channel capacity as performance measure. In addition, our 
simulation assumes same data to be transmitted from all the base station in the cell; however, 
employing water-filling required a linear combination of data to be transmitted from the 
transmitters which is independent at each receiver. It will require a separate central station 
for this purpose, which requires additional resources over the already employed, multiple 
BSs. Second power control scheme required transmitters to transmit a certain constant level 
of power to all the users in its cell. This power level is decided upon based on path loss in the 
cell, in this simulation we used 145dB total transmit power for each user in the cell. Results 
show that this power allocation gives significant performance gain in BSD system over the 
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conventional cellular system employing one BS per cell. Third power control scheme is the 
one usually employed in conventional cellular system. It requires a constant power level to 
be maintained at the receiver. In our simulations we assume 145dB power received at the 
mobile for this scheme. 
Performance analysis of the BSD system is carried extensively for second power control 
scheme. Considering symmetric nature of cells, performance measure is done only in a sector 
of cell. The mobile is positioned at different locations in radial directions at different angles, 
direction 1, 2 and 3 as shown in figure 3.1. In all the three cases performance of a BSD 
system is better than the conventional cellular system in most area of the cell, except for a 
few positions like near the cell center in direction 1 and near the cell boundary for direction 
3. In first case the performance is lower because conventional systems have base stations at 
center hence a stronger signal will be received by the mobile near center. In second case the 
interfering signal increases from b43 resulting in lower performance. 
The third power control scheme does not give a good performance in most area of the cell 
primarily due to intra-cell interference. However, performance near the base stations can be 
improved in this case if a higher power than that decided for constant reception level is 
assigned. Typically the power in the range of farthest mobile in the cell will definitely 
enhance the performance at the cost of higher power transmission. A similar scheme can be 
adopted in conventional cellular systems giving a performance gain. Hence, this scheme does 
not appear very challenging with BSD system. 
Further work can be carried on over this in the area of employing a MIMO system with 
BSD. As observed in section 4.1 capacity increases linearly with increase in number of 
transmit and receive antennas. Water-filling power control scheme may provide significant 
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improvements in performance in such a case. The issues of synchronizing multiple base 
stations in this case can also be studied. The simulations use a linear fit model of path loss 
without shadowing, further simulations can be carried assuming shadowing in the channel. 
Another interesting study can be in the area of microcell design. Owing to high traffic 
requirements the cell can be subdivided into smaller cells called microcells and the BS 
located in it will communicate with all the mobiles in the microcell. A comparison of a 
system with microcells and that employing BSD can be carried out. 
Finally the area of handoff can be looked into. This work considers hard handoff at the 
cell boundary. Further study of this system considering a soft handoff will be useful. 
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