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SUMMARY 
This thesis is concerned with the development of a self-adaptive 
prediction and control model for use whenever it is necessary to predict 
or control the value of some time series of interest. By being self-
adaptive, it is meant that the model automatically adjusts itself so as 
to compensate rapidly for changes in the basic nature of the time 
series being predicted. The well-known Box-Jenkins prediction and 
control model was selected as the basis for the research. This model 
was then made self-adaptive by the application of evolutionary operation 
(EVOP) techniques. Two EVOP techniques, the standard factorial design 
EVOP procedure and the sequential application of the simplex design, 
were used to develop two alternative self-adaptive versions of the basic 
Box-Jenkins model. These two self-adaptive versions were compared both 
with each other and with the basic model, using prediction accuracy 
measures, to determine if an improved prediction and control model 
resulted. 
Seven time series possessing certain patterns and random com-
ponents were generated. The three forms of the model, the basic Box-
Jenkins model and its two EVOP modifications, were used to predict 
these seven series. Their various performances were compared using the 
relative accuracies of the predictions as the measure of effectiveness 
of the models. 
The conclusions reached concerning the application of EVOP pro-
cedures to the basic Box-Jenkins model are as follows: 
viii 
ix 
1. The application of the sequential simplex EVOP procedures 
yields a predictive performance record for the seven time series 
tested that is no better than that obtained from the application of 
the basic Box-Jenkins model. 
2. The application of the factorial design EVOP procedures 
yields a predictive performance record that is significantly better 
than that obtained from the application of the basic Box-Jenkins model 
to the seven time series. 
CHAPTER I 
INTRODUCTION 
If we could first know where we are and 
whither we are tending, we could better 
judge what to do and how to do it.t 
This quotation summarizes the problems of prediction and control 
to be investigated in this study in that it is our objective to deter-
mine not only "where we are and whither we are tending" but also deter-
mine "what to do and how to do it." These two problems, those of 
prediction and control, are of special interest to managers, salesmen, 
engineers, and others concerned with the quality or quantity of indus-
trial products. A brief description of these problems will reveal their 
importance to the successful operation of a manufacturing enterprise 
and indicate the characteristics that solutions to these problems must 
possess. 
The problem of control suggests that it is desired to operate 
some process--chemical, mechanical, electrical, etc.--in such a way as 
to attain the best value of some objective function such as yield, cost 
or performance. This objective function is determined by the values 
of certain variables, some of which are controllable and some of which 
are not. If values of the controllable variables can be determined 
which yield the optimum value of the objective function, then the process 
t
Abraham Lincoln as quoted by Spencer (14). 
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is said to be under control. However, the presence of uncontrollable 
variables implies that it may be difficult or impossible to determine 
the best values of the controllable variables. This may happen because 
these best values may vary from one time period to another under the 
influence of the uncontrollable variables. In other words both the 
process and the controllable variables become stochastic in nature. 
However, it is still feasible to consider controlling a stochastic 
process. Stochastic control consists of estimating the values of the 
controllable variables so that the resulting value of the objective 
function is as close as is possible to the true optimum value. If the 
deviation between the true optimum value of the objective function and 
the actual obtained value can be minimized by properly choosing the 
values of the controllable variables, then the stochastic process can 
be controlled. 
The problem of prediction suggests that it is desired to know 
in advance the future value of some quantity, such as a process charac-
teristic or the demand for some inventory item. In problems of predic-
tion there may or may not be variables that can be adjusted to influence 
the future value of the quantity of interest. In many instances, how-
ever, it is assumed that in problems of prediction the underlying proc-
ess generating the individual quantities will continue to operate 
regardless of any possible adjustments that may be made to relevant 
variables. It is therefore not required to be able to control the 
future values of the quantity of interest. It is only important to 
determine or predict as accurately as is possible what the future values 
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of the quantity of interest will be. For example, if a manager knows in 
advance the quantity of a given item that will be demanded in a coming 
time period, he can better adjust his inventories. Intuitively it seems 
that solutions to these two problems of prediction and control are 
related. Indeed this is true and in a succeeding chapter of this 
thesis a mathematical relationship between the two problems will be 
shown. 
Scope of the Thesis  
This thesis is concerned with the development of a solution pro-
cedure for the control and prediction problems. This solution procedure 
will build upon a prediction and control model developed by Box and 
Jenkins (4). Details of this model will be given in a succeeding chap-
ter. The proposed solution procedure, like the Box-Jenkins model, 
operates using historical values of a time series as input. This time 
series consists either of the historical values of a controllable vari-
able or of historical values of some quantity to be predicted. Models 
using such a simple input are in many cases more advantageous than those 
requiring complex input data and functional relationships. Motivations 
for the use of such a model include: 
(1) a lack of understanding of the basic theory causing 
the time series; 
(2) the inability to justify a more sophisticated approach 
economically; or 
(3) the insufficiency of time to pursue other approaches. 
Objective of the Thesis  
The objective of the thesis is to develop a model for the solu-
tion of the prediction and control problems which will be an improvement 
to the existing Box-Jenkins procedure. The new model will use the 
existing Box-Jenkins model as a basis; however, it will be self-adaptive 
in the sense that the parameters in the model are automatically adjusted 
to compensate for changes in the basic nature of the time series. Two 
evolutionary operation techniques will be used to make the basic Box-
Jenkins model self-adaptive. Results obtained by operating both the 
basic Box-Jenkins model and the two revised models will be compared to 
determine: 
(1) if applying evolutionary operation techniques to the 
Box-Jenkins model results in improved prediction and 
control; and 
(2) which evolutionary operation technique is the better 
to use in the event that an improved solution does result. 
Other Adaptive Prediction Systems  
Several examples of adaptive prediction or forecasting systems 
are found in the literature. These systems are predominantly used in a 
sales or product demand forecasting context and involve the use of 
models other than the Box-Jenkins model. However, there is similarity 
in that the adaptive nature of these systems is based on the alteration 
or variation of parameters in the system in response to changes in the 
nature of the time series of interest. These parameters are usually 
exponential smoothing parameters as opposed to the control parameters in 
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the Box-Jenkins model. However, even though the basic parameters are 
somewhat different, it is of value to review briefly some of these 
adaptive systems as a prelude to the development of the system in this 
thesis. 
Chow (9) has developed an adaptive forecasting system based on a 
simple exponential smoothing model involving a linear trend correction. 
However, instead of the customary use of a single, constant exponential 
smoothing parameter, he proposes that three different smoothing param- 
eters be used to forecast three different values of the time series for 
each period. The three constants are set at high, normal and low 
levels. The forecast that is used initially is the one resulting from 
the normal value of the smoothing constant. However, when one of the 
outer forecasts yields a smaller forecast error than the normal fore-
cast, then the outer smoothing constant value is established as the 
normal value for the coming time period. High and low constant values 
are re-established about the new normal value and the process is 
repeated. 
Brown (5) proposes the use of tracking signals to monitor the 
performance of the forecasting system being used whether it is a simple 
exponential smoothing model or one involving trend and seasonal correc-
tions. If the tracking signal indicates that the forecasting system is 
out of control, Brown recommends taking such corrective action as 
increasing or decreasing the smoothing parameters as necessary. Such 
procedures, however, need administrative attention and can be quite 
expensive and time consuming. 
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Burgess (7) presents a tracking signal monitoring system similar 
to Brown's to signal out of control conditions. However, he presents 
a procedure for automatically adjusting the smoothing parameter whenever 
an out of control condition is indicated. The smoothing parameter, a, 
is defined as 1+1 
M ---- where M is the number of time periods to the mid-point 
of an exponentially smoothed moving average. For each period in which 
the tracking signal indicates that the forecasting system is in control, 
M is incremented by a value of one until the maximum M value of 20 is 
reached. This maximum M value corresponds to a minimum alpha value of 
0.05. Small values of a should be used with data if we have confidence 
that the future time series behavior will be similar to past behavior. 
However, if the time series begins to change significantly, and the 
tracking signal indicates an out of control condition, the following 
action is automatically taken. A constant value MS is subtracted from 
the current value of M for each period in which the out of control con-
dition is indicated. This continues until a minimum M value is reached 
corresponding to a maximum alpha value. These larger alpha values seem 
intuitively justifiable since in a changing time series more recent data 
should be used on which to base a prediction. High exponential smooth-
ing constants weight recent data more heavily than older data. 
Roberts (13) has developed an adaptive forecasting system based 
on the forecasting models of Winters (17). He used an evolutionary 
operation procedure involving a factorial experimental design to test 
the effects on forecast accuracy of varying the exponential smoothing 
parameters in the forecasting model. If an effect of varying one or 
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more of the smoothing parameters is statistically significant, then the 
center point of the experimental design is shifted or altered accord-
ingly. Successive forecasts are made for each period using the param-
eter combination defining the center point of the experimental design. 
Whenever the center point is moved, the forecast is adapted in response. 
Roberts has shown his system to be superior to those of Brown, Winters 
and Chow with respect to certain accuracy and response criteria. 
Montgomery (11) has also used an evolutionary operation scheme 
to make a forecasting system adaptive in nature. The evolutionary 
operation procedure involves the use of a different experimental design 
from those used by Roberts and Chow. Montgomery recommends the use of 
the simplex, which like the factorial, is an orthogonal, first order 
experimental design. This procedure involves changing the exponential 
smoothing parameters each period by the sequential application of the 
simplex design. A new simplex is formed each period by deleting only 
one point from the previous simplex and adding one new point as defined 
by fixed relationships. The point that is deleted each period is the 
parameter combination which yields the forecast resulting in the largest 
forecast error. Thus the design theoretically insures that the fore-
casting system will traverse the parameter space from points of high 
forecast error to points of lower forecast error. As yet no comparisons 
have been made directly between the work of Roberts and that of Mont-
gomery, although Montgomery has shown his procedure to be superior to 
that of Chow. 
CHAPTER II 
THE BOX-JENKINS PREDICTION AND CONTROL MODEL 
In this chapter the Box-Jenkins prediction and control model will 
be presented and discussed. This model was first presented in a paper 
read at a Research Methods Meeting of the Royal Statistical Society on 
April 4, 1962 (4). The model uses empirical feedback as opposed to 
technical feedback in its operation. Empirical feedback occurs when it 
is possible to state a simple rule which describes what action should 
be taken and what new experiments should be done in every conceivable 
situation. On the other hand, technical feedback occurs when the 
information coming from the experiment interacts with technical knowledge 
contained in the experimenter's mind to lead to some form of action. Box 
and Jenkins explain the concept of adaptive optimization in terms of its 
being related to empirical feedback; they then develop a discrete-time 
adaptive optimization model. Drawing upon this discrete-time adaptive 
optimization model, Box and Jenkins define the general control and pre-
diction problems and develop a formal prediction and control model. 
However, this model is quite complicated and computationally infeasible 
in actual practice; therefore, Box and Jenkins develop a more practical 
prediction and control model, based on the formal model, but incorpor-
ating generalizations and simplifications that make it practical. 
This research is concerned with improving the practical prediction 
model by making the control parameters in the model self-adaptive to 
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changes in the basic nature of the time series of interest. Therefore, 
this chapter is not concerned with the formal model; rather, the more 
practical model will be discussed with reference to the formal model 
and the concepts of adaptive optimization as necessary. It should be 
noted that Box and Jenkins give conditions under which, and define the 
stochastic processes for which, both their formal and practical models 
yield optimal solutions. However, in the time series to be used in this 
thesis, these conditions are not attained or adhered to. Therefore, no 
claims of optimality can be made for the solutions obtained from the 
Box-Jenkins model in this thesis. This is true of both the basic Box-
Jenkins model and of the model after the parameters in it have been made 
self-adaptive. 
Discrete Adaptive Optimization  
To discuss the Box-Jenkins model it is first necessary to con-
sider some of the concepts and definitions of discrete adaptive optimi-
zation. In a process such as a chemical or manufacturing process, there 
are usually certain variables of interest that can be effectively con-
trolled. These variables can be controlled either directly, such as 
pressure which can be controlled by opening or closing a valve, or 
indirectly such as process yield which may be controlled by adjusting 
a variable several stages upstream in the production process. For the 
sake of simplicity in this presentation, it will be assumed that there 
is a single controllable variable of interest, X, which can be controlled 
directly. Box and Jenkins (4) present the analogous development when 
the variable X can be controlled only indirectly by adjusting some 
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manipulated variable X . It is also assumed that data concerning the 
controllable variable are available only at discrete and equal intervals 
of time, each of which is called a phase. The physical situation usually 
remains constant during a given phase but may change from phase to 
phase. 
Inherent in the process under consideration are uncontrollable 
and unmeasurable variables having levels e during the pth phase and 
changing from phase to phase. If n(X) is the response of the process 
in relation to the controllable variables, then n(Xlc ) is the condi-
tional response in relation to the controllable variables given e, the 
uncontrollable variables. Suppose that in the pth phase this response 
function may be approximated by the quadratic equation 
np = n(Xlc ) = n(8p ) - 11(X-0p )
2 
where 8p  = (Xmax p 
lc ) is the conditional optimum setting of the control-
lable variable during the pth phase; and 0 11 is a constant known from 
prior calibration which does not change appreciably with c . Because of 
the presence of the uncontrollable variable e , 8
P 
 can be assumed to 
P  
follow some non-stationary stochastic process. If X is the set-point 
at which the controllable variable is set in the pth phase, then the 
standardized slope of the response function evaluated at X = X is 
1 ido pi 	= - x = E . 
B
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It can be easily seen that E measures the extent to which X deviates 
P 	 p 
from the optimal value 0 . If further experiments are performed about 
X 
P 
 , say at X
P 
 + 6 and X
P 
 - 6, then the average response observed at 
these levels is ?(X +6) and "(X -6). Thus an estimate e of E = e - X 
P 
	 p	 p	p 	p p  
is given by 
ii(x +6) - ,?(x -6) 
e = 	  = E + U 
2(6f3
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- X + u = Z - X where Z = 0 + u is an estimate of the position 
P 	P 	P 	P 	P 	P 	P 	P 
of the optimal setting e p during the pth phase. 
If over a period of time a series of adjustments to the process 
have been made on some basis, an empirical record of both the set-points 
Xp ,Xp-1 ,Xp-2 ,... and the deviations e p ,ep-1 ,ep-2 ,... should be available. 
From these, the series of the estimated positions of the optimal values 
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P
. From these series it is desired to make an 
adjustment xp+1 t





will in some sense be "best" in relation to the coming unknown 
value of 0p+1. 
Suppose that the objective function n is such that the loss 
sustained by operating the process at the set-point X p+1 
instead of at 
the optimum p+1 
is measured by 
n(ep+1 ) - n(X 
	1E 	) 	 a (x 	-e 	) 2 . p+1 p+1 2 11 p+1 p+1 
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The adjustment x





) 2 is minimized. Box and Jenkins show that this 
objective is attained if X 
p+J_  , is set equal to 6p+1 = f(Z ,Z 	...) P P-1 ' 
where f(Z
p ,Zp-1 ,...) is the minimum mean square predictor of 6 , based 
on the observations of Z
p'
Z
p-1 ,Zp-2'''' ' If p+1 is assumed to be a 
linear function of the Z's, then this predictor 6
p+1 can be written as 
613+1 =joyp_i wherethea.'s are called the predictor weights. 
3 
Therefore, at the beginning of the (p+1)th phase, an adjustment xp+1 
 1)+1 - 6p  would be applied to the previous set-point X . However, since 
the e's are observed directly, the above adjustment might be written as 
CO 
xp+1 = Xp+1 - X = 	- 6 = 	b.e . where the b.'s are called the p+1 	P j =0 3 P - 3 	 3 
controller weights. Box and Jenkins show that a definite relationship 
exists between the predictor weights and the controller weights. The 
optimal adjustment is thus obtained by choosing the a's or equivalently 
 the b's to minimize E(E 2 ) = E(6
p+1
-6
p+1 )2. However, 8 	= f(Z , 
	
p+1 	 p+1 
Zp _1 ,ZID-2 ,...) andZpti = 0
p+1 
+ u
p+1 so that if the measurement error 
. up+1 is distributed about zero with variance au
2 
 independently of 
u
p ,up -1 ,... and of 6 P ,0 P-± 
,,... then the expected error can be written 
as 
E( 	 )2 = E(E 2 ) t 6
2 e
12 ) = E(Z 	-8 )+1p+1p+1 1 	p+1 	u' 








p+1' the best predictor of Z p+1' gives the best predictor 6p+1 of 
0
p+1 by the equation 	= 	a.Z 
j=0 	





 will depend on the number of experiments performed, 
n, and on 6, the magnitude of the perturbations. However, for fixed 
values of n and 6, Box and Jenkins have shown that the best way of 
	
,' 	.. tracking 0
p+1 
is always to make an adjustment x
p+l 




X b.e.• If the measurement errors, u, are independent of the e's and 
j=o 3 P-3 
of each other, then 5p+1 = Zp+1 . 
Discrete Adaptive Control  
Box and Jenkins use specific concepts of adaptive optimization 
to develop an adaptive control model. The symbols used in this section 
are the same as those used previously; however, the context in which 
they are used is different, due to the nature of the control problem. 
Assume that some quality characteristic is of interest and that 
if no steps were taken to control this characteristic, it would have an 
observed value at the pth phase of Z = 8 + u where e is the condi- 
P 	P 	P 	P 
tional optimal setting of the characteristic in the pth phase and u p is 
again the measurement error. It is assumed as before that because of 
the presence in the process of uncontrollable and unmeasurable variables 
that e follows some non-stationary stochastic process. The objective 
in this control problem is to hold the value of e
P 
 as close as is pos- 
sible to some target value. To achieve this objective, suppose that it 
is possible to adjust the mean value of the stochastic variable Z, the 
observed value of the quality characteristic, up or down. Let -X be 
the total correction that has been applied at the pth phase. Thus the 
actually observed quantity is the apparent deviation from target 
Z - X = 8 - X +u=E+u=ewhereEandeare the same 






)2 . On the 
other hand, in the optimization and control problems the Z's are not 
directly and the predictor 0
p+1 







quantities defined in the adaptive optimization problem. 
It is, therefore, desired to calculate some further adjustment, 
xp+1 , to be made to the mean in the pth phase so that the total correc-






). It is also 
desired that, when this correction is applied, the actual deviation 
from target E
p+1 =p+1 
- xp+1  will be small. Assume that the loss 
involved by O's being off target by an amount E is proportional to E
2
. 
It is thus required that xp+1 









is minimized. As was shown in the section on adaptive optimization, 
CO 
this requires that x 	 - e = 	b.e . where the b.'s  are chosen 
p+1 
= e
p+1 	p j=0 3 P- 3 
so that 0
p+1 
is the minimum mean square error estimate of 0p+1. 
 If the 
same assumptions are made about the measurement errors, then it has 
already been shown that 
Zp+1, 
 the best estimate of the observed value of 
the quality characteristic in the (p+1)
th 
phase, is equal to 8p+1 , the 
, 
best estimate of the optimal setting in the (p+1)
th  phase. Thus choose 
the b.'s so that 	 ep+1 Zp+1 	




The Relationship Between Optimization, 
Control and Prediction  
The prediction problem differs somewhat from the control and 
optimization problems. In the prediction problem the Z's are observed 
CO 
observed directly but rather the e's. Since Zp  = Xp  + ep  and since X 
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CO 
is equal to (X
p-1+xp ) = (Xp-2+xp-1+xp ) = . 	= 	a.Z . 	= 	then  3 P- 3 - I P' 
Zp  can be written as 0
D  + e p . Thus the Z's can be reconstructed from 
the observed deviations if necessary and the predictor 8 	= 	a.Z p+1 j=0 	p-j 
can be used. Therefore it appears that the three problems are completely 
analogous. However, the main differences arise in differentiating which 
quantities are actually observed and which are calculated. In the pre-
diction problem the quantity Z is observed and a new quantity 8p+1 is 
calculated which minimizes the squared error between the actual 0
p+1 
setting and the estimate. In the control problem the actual deviation e 
of the quality characteristic from its target value is observed and a 
new correction to the process mean x
p+1 is computed which, when applied, 
will minimize the deviation from target of this characteristic in the 
coming phase. Likewise in the optimization problem the slope 
r(X 	- 17(X -6) 
e =  
2(53
11 
which measures the distance of X from the optimum, is actually observed. 
Then an adjustment x
p+1 to the set-point X is computed which minimizes 
the expected squared deviation of X
p+1 from its optimal setting. 
A Practical Prediction and Control Model  
Box and Jenkins use the above prediction, control and optimiza-
tion models to develop a formal model which yields optimum solutions to 
their respective problems under specified conditions. However, their 
approach is difficult to apply and the conditions under which optimality 
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occur are realistic for only a relatively few time series. Realizing 
the shortcomings of their formal model, they developed a more practical 
predictor. 
It is well known that a mean projecting predictor, which has 
proven to be of great value and which has been shown to be related to 
the prediction and control models already presented, is the exponentially 
weighted mean. For the predictor model developed earlier, the change 
in the observed value, AZ 
p+1 
= Z
p+1 - Z , might be written as y e wherep o p 
y
o is a weighting factor. Box and Jenkins knew from experience with 
their formal model that for time series involving linear trends the 












le = 	e. and y
1 is another weighting P j=0 P-3 
factor. Therefore, as a natural generalization to the above type of 
model augmentation, it can be reasoned that for time series involving 
several different components such as trends or periodic variations the 





















Sm )ep where S e = 
a l e and S h e denotes the jth multiple sum over past history of e.. 
It is of interest to note that the widely applied predictor 
obtained by taking an exponentially weighted mean Z
p+1 = y o . 1 (1-y o  ) Z p-j  . 3=0 
corresponds to taking the single central term in the above predictor, 
namely ye . Box and Jenkins note that, keeping in mind the success of o p 
the exponential predictor, it might be expected that the simple general-
,. 
ization AZ= y Ae + y e + yS 1ep would be adequate for many prac- P +1 	-1 p 	o p 	
i 
tical purposes. They observe that experience of two kinds justifies 
this simplification: 
Our somewhat limited experience in applying this theory to 
industrial series has shown that for those series so far tried, 
this generalization has been adequate. In fact so far as pre-
diction is concerned the term in ie p , has not so far been 
needed. A further vast fund of experience in this area is 
possessed by control engineers. We have seen already that if 
there were no dynamics then the adjustment xp+1 of the control 
set-point should be made equal to AZ p+1 the predicted change. 
A form of automatic control commonly used in industrial plants 
in continuous time makes a correction proportional to a linear 
combination of (i) the first derivative of the current devia-
tion, (ii) the deviation itself, and (iii) the integral of the 
deviations over all past history. If, therefore, we were using 
our predictor for control purposes, we would employ a discrete 
time analogue of what control engineers have been using for 
years. 
The types of continuous control mentioned in the above quotation are 
called respectively derivative, proportional and integral control. 
The three types of control in Box and Jenkin's discrete time analogue 
are called respectively first difference, proportional and cumulative 
control. 
Thus, the practical Box-Jenkins model is as follows. The pre-
dictor of the next value of the time series for one period or phase in 







p + yoep + ylS
l
e
p where Zp  is the actual 
value of the series in the pth phase; y_ l is the parameter of first 
difference control.
' y0  is the parameter of proportional control; y l is 
the parameter of cumulative control; and Ae 
P 
 , e 
P
, and S1 are the terms 
defined earlier in this chapter. A major problem encountered in using 
this model is in the estimation of the values of the three control 
parameters. A spectral method of estimation is presented by Box and 
Jenkins. However a simpler method recommended by Box and Jenkins for 
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2 + e 	+ e 2 for a grid of values of the 2 
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three control parameters. Then select that combination of parameter 
values which yields the minimum value of the error sum of squares. This 
parameter combination is then used in subsequent time periods to predict 
or to control the value of some time series. This crude grid search 
technique will be used in this thesis to form a basis of comparison with 
which the two evolutionary operation (EVOP) techniques for estimating 
the control parameters will be compared. These two EVOP techniques will 
be discussed in the following chapter. 
It should be remembered that the two problems of prediction and 
control are very similar, differing only by which term, actual series 
value or the deviation, is actually observed. For purposes of this in-
vestigation, it will be sufficient to consider onl Y the predictive use 
of the model; since with proper transformations of the time series 
values, the analogous control problem can also be studied. 
As a final point it is important to note the ranges of the three 
control parameters to be considered in this study. B
ox and Jenkins 
have established the ranges for the parameters which result in stability 
for the model to be as follows: 
-1 5 y i 5 + 1; 
0 5 yo 5 + 2; 
0 5. y i + 2. 
Stability implies that the model will not lead to infinite prediction 
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variances as has been shown to be possible if the above ranges are 
exceeded. Therefore in both the crude grid search and in the applica-
tion of the EVOP techniques, the above ranges will not be exceeded. 
CHAPTER III 
EVOLUTIONARY OPERATION PROCEDURES 
This chapter will present a description of the two response sur-
face techniques which will be used to improve the Box-Jenkins model. 
The name "response surface" was coined by Box to designate surfaces 
which are formed by the "response" of a certain criterion from various 
combinations of environmental or independent factors. In this thesis 
the square of the forecast error is used as the criterion and the three 
control parameters are the environmental factors. The square of the 
prediction or forecast error was chosen for several reasons. Most 
advanced forecasting models use this as the criterion to be minimized. 
For response surface analysis the square of the error always insures 
values of the response surface greater than or equal to zero. It also 
places more emphasis on larger errors tending to make the convex surface 
more pronounced. 
The prediction error is defined as 
E(t+ 1 ) = F(t+1 ) - X( ttl), 
where F(t+1) is the forecast made at time t for period t + 1, and 
X(t+1) is the actual time series value at time t + 1. Thus the square 
of the forecast error is defined as 
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[E(t+1)] 2 = RS(t+1) = EF(t+1)-X(t+1)] 2 
where RS(t+1) is the value of the response surface at time t + 1. The 
rationale is to folm a response surface based on several combinations 
of the control parameters. Predictions are made using the Box-Jenkins 
model at the various parameter combinations and the resulting errors 
and response surface values are calculated. Once the response surface 
is approximated by these values, an analysis can then be performed to 
determine which combination of control parameters should be used to 
form the new response surface and what values to use in making the 
forecast for the next time period. 
Several response surface methods are used in various kinds of 
practical problems; however, the methods to be investigated here are 
known as Evolutionary Operation (EVOP). These techniques imitate the 
natural evolutionary process described by Box (1) in that they consist 
of systematically introducing variation in selected independent varia-
bles which affect the process, and then in some manner select the best 
operating conditions. In this way information is produced in a system-
atic manner and the results are immediately applied. The perturbations 
introduced through EVOF are aside from normal process variability; and 
from information gleaned through this variation, EVOP gradually pushes 
the process toward its optimal operating conditions. 
Two EVOP techniques are to be investigated herein. One procedure 
is just the usual EVOP described by Box (1) and more recently by Box and 
Draper (2), which utilizes the 2 k factorial experimental design. The 
other technique, described by Spendley (15), utilizes the simplex design. 
22 
Factorial EVOP  
It was shown in Chapter II that the Box-Jenkins model is a three-
parameter model, the three parameters being first difference, propor-
tional and cumulative. If this model is to be made self-adaptive, it 
is necessary to alter these three parameters in response to changes in 
the nature of the time series under investigation. For example, if the 
model is operating with a given set of control parameters and at some 
point the time series begins to exhibit a pronounced linear trend, then 
the accuracy of the model could possibly be improved if the parameters 
were permitted to take on different values. The 2 3 factorial experi-
mental design is one method by which this parameter manipulation might 
be accomplished. The use of the 2 3 factorial experimental design allows 
the system to filter out random fluctuations and, therefore, to respond 
only to actual changes in the basic nature of the series. 
The actual operation of the 2 3 factorial design is as follows. 
High and low values are formed about each point of the given set of 
parameter values. This given set of values at which the model is now 
operated is called the center point of the experimental design. Associ-
ated with this center point is a value of the response surface. For 
example, the center point might have the control parameter values of 
y_i = 1/2, y o = 1/2 and y i = 1/2. If high and low values are taken 
equally about this center point, the eight points of the design matrix 
D are formed. Each row in D represents a point at the eight vertices of 
the cube formed about the center point. A one represents a high value 
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Figure 1 presents a graphical display of the center point and the fac-
torial design surrounding it. If the prediction model is operated at 
each of these eight points, then the corresponding response surface 
values can be obtained. 
The effects of varying each parameter can now be determined. If 
the effect or effects are statistically significant, then it is desired 
to move the center point, at which the actual prediction will be made 
for the next time period, in such a way as to decrease the response. 
In other words, if the positive effect of increasing y_ i is statistically 
significant, it will hopefully decrease the next period's actual predic-





are all significant, it is desirable to 
decrease all three coordinates of the next period's center point. The 
expressions for the effects of the three parameters are: 






Factorial Experimental Design 
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effect of y_ i = 	[rl+r2+r 3+r4-r 5 -r6 -r 7-r 8 ]; 



































where rl ,r 2 ,...,r 8 are the average response surface values at the 
respective experimental design points. It will be noticed here that it 
is necessary only to determine main effects, since no meaningful 
information would result from an analysis of the interactions. 
This 2
3 factorial design differs somewhat from the usual three-
parameter EVOP scheme. Usually a three-variable EVOP involves blocking 
in order to eliminate time effects ordinarily found in industrial 
applications. EVOP was mainly developed for the chemical industry and 
since their experimentation involves changing a process slightly, the 
data may be affected by time effects in the process. This is especially 
true where considerable time passes between parameter perturbations. 
However, in the prediction and control problems, time effects do not 
exist, since all eight responses can be determined simultaneously. 
In this application, 99 per cent confidence intervals on the 
effects shown above are used instead of the usually recommended 95 per-
cent confidence intervals. It was felt that by increasing the size of 
the confidence interval, the possibility of reacting to chance causes 
rather than true time series changes was reduced. Thus, in order for a 
control parameter to be changed, its effect must be significant in a 
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smaller critical region. In this way the control parameters will not 
tend to fluctuate unnecessarily and the stability of the system is 
increased. The use of a 99 per cent confidence interval is approxi-
mately equivalent to a ±3 standard deviation range. This standard 
deviation is estimated by a range method presented in the following 
paragraphs. 
Standard Error of Effects for a 2 3 Factorial  
If n cycles of a 2P design in p factors are performed, each main 
effect will be a contrast between the average of one half of the obser- 
vations and the average of the other half. If a 2  is the variance of 
1 	 2a then the variance of an average of 7 (n2P ) observations is — (see 
n2P 
reference 2). Each main effect and interaction is the difference of 
two such independent differences and, therefore, has variance 
26 2 2a
2 
46 2 = 
n2P n2P n2P 
The standard error of each effect will be obtained by taking the positive 
square root of the above quantity and substituting S, the sample standard 
deviation, for the unknown standard deviation a. For a 2 3 factorial 
is a
2 
design the variance s 
2
TI 	 i and the standard error of the effect s S  
Thus the value of S, the estimate of a, is needed. The method used to 
estimate a is developed by Box and Draper (2). Let D be the difference 
of the average and the new observation at any point p in the design; 
also let X. be the observation at point p in cycle i. Let n be the 
the individual observations, assumed to be independently distributed, 
2 
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number of cycles. The general expression for the differences used in 
estimating the standard deviation of response differences at a point is 
p 	 (n-1) 	 X P,11. 




















is the estimate of the variance of each observation at the x,pi 
pth point in the ith cycle. Since the X's come from the same population, 

















S. D 	(n-1) x 
Thus the standard deviation can be written as a
D 
= ✓n/n-1 S
x . In terms 
of the standard deviation of the differences, the standard deviation of 
the population is S x = v'n-1/n a D . The standard deviation a D is deter-
mined using a range technique. Box and Hunter (3) justify the use of 
ranges as estimates of a
D because "it is known to be very little less 
efficient and somewhat more robust than the estimate based on the sum 
of squares." 




up = -d --where Rd is the range of differences and d 2 is a control chart 
2 
constant. From Burr (8) d 2 is the constant which produces an unbiased 
estimate of u p from Rd . The values of d 2 depend on the number of 
experimental points in the design. The value of d 2 which is used with 
nine experimental points is 2.970. Hence for a given number of cycles, 
	 R
d  1 
n, S can be written S x 







where k is the number of experimental points. A table of 
f
k,n 
values can be found in Box and Draper. Successive averages of S x 
are formed by accumulating the sum of S x and dividing by n-1. In this 
manner the estimate of S
x 
is continually updated. Thus the three 
standard deviation limits are ±3S
x
//r"7 . 
Sequential Simplex EVOP 
An alternative method of Evolutionary Operation is the sequential 
Simplex technique. This technique was first proposed by Spendley (15), 
and also discussed by Box and Draper (2). An application of the simplex 
EVOP technique to sales forecasting is given by Montgomery (11). The 
sequential simplex technique is simpler than the factorial EVOP tech-
nique both conceptually and computationally. However, it has some char-
acteristics which may tend to render it too sensitive to random noise; 
and hence, its usefulness with the Box-Jenkins model may be limited. 
One of the objectives of this investigation is to study this possibility. 
A simplex is a regularly sided figure consisting of k = n + 1 
points in n dimensional space. Thus for n=2 an equilateral triangle is 
a simplex. In three dimensions a regular tetrahedron is a simplex. 
Now u
D 
has been determined in the field of quality control as 
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An experimental design in which the design points are the vertices of a 
simplex is called a simplex design. Like the factorial design a simplex 
design is an orthogonal, first-order experimental design. The basic idea 
of the sequential simplex technique can be understood by considering the 
case for just two variables, say y l and yo . Assume that it is desired 
to minimize some quantity such as forecast error which is a function of 
y
1 
and y0 . The points labeled 1, 2 and 3 on Figure 2 are arranged in 
ro• 
Figure 2. Two Parameter Simplex Design 
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the form of an equilateral triangle. The values of forecast error for 
these three runs of the forecasting model are, say, 500, 560 and 570, 
respectively. Since 570 is the greatest amount of error, the simplex 
procedure says to delete the point numbered 3 and to locate a new point 
numbered 4 which forms a new equilateral triangle differing from the 
previous one by only one point. A run of the forecasting model is now 
made at the new point yielding an error value of 550. The largest error 
value now occurs at point 2; so the above procedure is repeated by 
deleting point 2 and so on. The above procedure is in general the basic 
operating procedure of the sequential simplex technique. There are some 
additional rules, however, which will be covered later in this chapter. 
To apply the sequential simplex procedure to the Box-Jenkins 
model it is necessary to use an extension of the above two variable 
example to three variables. The three variables in this case are the 
three control parameters in the Box-Jenkins model. In a three parameter 
problem the number of experimental points needed is four. The experi- 
mental arrangement of these four points is in the form of a regular 
tetrahedron. 
The basic design employed is the regular simplex in k dimensions 
where k is the number of factors or variables under investigation. 
Relative to a chosen origin Xi,X2,...,Xk, a regular simplex of edge 
length L is conveniently specified by the (k1-1) k design matrix D: 
= 2-(d 1
i +d'+...+d! ,+dt+1 +...+dk+1  ) - 
k 	2 	 3  
Calculate the prediction for the next period using the control parameters 
which are the elements of d . 
—j* 
2. Apply rule "1" unless a design point has occurred in k+1 suc-
cessive simplexes without being eliminated. Should this situation arise 
fortheithdesignpoint,discardE-and calculate the prediction for 
the next period using the control parameters in d.. Then apply rule "1." 
3. If E. is the maximum forecast error squared in the nth simplex 
and E., is the maximum error squared in the (n+1)
st simplex, then do not 
return to the original simplex as indicated, since this would result in 
an immediate reflection to the preceding simplex. Instead, move from 
the (n+1)
St simplex by discarding the second largest value of E.. 
It is easily seen that application of the above rules results in 
a shift in the values of the control parameters at each period. This 
characteristic may tend to make the design too sensitive to random fluc-
tuations in the time series and thereby lead to an unstable, inaccurate 
prediction and control system. On the other hand, the factorial design 
dictates a parameter change only when a statistically significant need 
to change is shown. Thus some filtering of the noise occurs with the 
factorial design. However, in the presence of small amounts of random 
noise, there may be little difference in the stabilities and accuracies 
of the two systems. 
As a closing comment on the two EVOP techniques, it should be 
noted that the factorial design allows for both technical and empirical 
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feedback while the simplex design allows only empirical feedback. 
However, since adaptive control and prediction systems are essentially 
empirical in nature, this deficiency of the simplex design may be no 
real disadvantage. 
CHAPTER IV 
TEST CRITERIA AND TIME SERIES DESCRIPTION 
To compare the basic Box-Jenkins model with its two EVOP modifi-
cations, it is necessary to establish a criterion by which to judge the 
merits of each system. The criterion selected is the accuracy of each 
system. Accuracy is perhaps the most important measure of any predic-
tion and control system because it determines to a large extent the 
success or failure of the system. In this thesis accuracy is measured 
by three quantities: (1) the average error, (2) the corrected sum of 
squared error, and (3) the sample error variance. 
The Average Error 
The average error assesses the bias of the prediction technique. 
If a system is leading or lagging the actual time series, it will be 





E 	t=1  
k 
where E is the average forecast error, Xt is the actual series value at 
time t, Ft is the forecast value made for time t, and k is the number in 
the number of series values under consideration. If E is greater than 
zero, then the forecasting system tends to lead the actual time series 
values. On the other hand, if E is less than zero, the forecasting 
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system tends to lag behind the actual time series values. Clearly it is 
desirable to have the value of E as close as is possible to zero, since 
this would indicate that on the average the prediction system neither 
leads nor lags behind the actual time series. 
The Corrected Sum of Squared Errors 
The average error supplies a measure of the bias of the predic-
tion system; however, another measure is needed which gives an absolute 
measure of the amount of error in the system. The measure chosen to 
supply this information is the corrected sum of squared forecast errors. 
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 where CSSE is the cor- 
t=1 
rected sum of squared forecast errors; F
t is the forecast made for time 
t; Xt is the actual time series value at time t; E is the average error; 
and k is the number of actual series values used. It can be shown that 



















It is desirable to have a small value of CSSE since this indicates a 
small amount of error in the prediction technique. 
The Sample Error Variance  
Another measure of the amount of variability in the errors 
resulting from the prediction system is the sample error variance. A 
prediction system may on the average possess little bias; however, its 
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consistency to predict may be faulty. This is due to the fact that when 
computing the average error, positive and negative errors tend to can-
cel. The model should accurately represent the data and the deviation 
of the forecast from the true series should be small. The sample error 
variance is the most popular measure of forecast accuracy found in the 
literature and most authors attempt to formulate their prediction models 
to minimize this measure. The sample error variance is computed as 







k - 1 
where the terms are those defined previously. It is of interest to note 
that the sample error variance can be easily computed by dividing the 
CSSE by one less than the number of time periods in the series. 
In a succeeding chapter are presented the results of an analysis 
in which the above statistical measures of accuracy are compared. From 
this analysis it is possible to draw conclusions regarding which of the 
forms of the prediction model is the most accurate. In this analysis 
the statistical measures are computed for all three forms of the model 
using seven time series. These seven time series are generated on the 
computer and possess characteristics of series found in industrial 
applications. The description of these seven time series is given later 
in this chapter. 
Since the three forms of the Box-Jenkins model involve different 
methods of setting and updating the three control parameters, it may be 
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helpful to review which parameters are actually used in making predic-
tions from which the statistical measures are computed. In the basic 
Box-Jenkins model the control parameters are established only once by a 
crude grid search technique and never altered afterwards. Thus the 
statistical measures are computed from the errors incurred by operating 
the model using these initial parameters. However, in the factorial 
and simplex EVOP techniques, the control parameters change frequently. 
In the factorial EVOP procedure the parameter values used to forecast 
are those defining the center point of the factorial experimental design. 
When the procedure indicates the need for a parameter change, it is the 
location of the center point that changes and a new experimental design 
is placed about it. In the simplex EVOP procedure the actual forecast 
each period is made using that parameter combination existing at the 
new point which is added to the simplex each period. 
Description of Time Series Used  
In this section a description of the time series used in this 
investigation is presented. As was stated earlier these time series 
contain the actual values of the quantity to be predicted. The series 
were generated on the Rich Electronic Computer Center's UNIVAC 1108 
computer. Artificially generated time series were used because in these 
series it was possible to build in specific characteristics. If the 
characteristics are known, then it is possible to draw general conclu-
sions about the performance of the prediction models on series possess-
ing these characteristics. Conversely, if these characteristics are 
unknown only restricted conclusions about the particular series at hand 
can be made. 
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In this study seven time series were generated, each possessing 
certain characteristics. Each of these series has a basic deterministic 
form, but random variation has been superimposed to make the series 
more representative of actual industrial series. The random noise was 
supplied by the RANDN library program contained on the UNIVAC 1108 
computer. RANDN is a program which generates normally distributed 
random variables with the distribution parameters specified by the user. 
Only normally distributed random variables were used in this thesis 
purely for the sake of simplicity. It is hoped that the conclusions 
drawn from this study will be equally as applicable to series exhibiting 
other forms of random variation. 
The following paragraphs present a description of the seven time 
series to include their characteristics and series values. In the re-
mainder of this thesis these series will be referred to by number only. 
Each of these time series was arbitrarily set as being 100 time units 
in length. 
Series 1  
This series is basically a constant one with random noise super-
imposed on it. The form of the generator equation is as follows: 
SV(t) = C t RV 
where SV(t) is the series value at time t, C is the constant component, 
and RV is the random component. In this series the value of C is 100 
and the random component is distributed normally with a mean of 0.0 and 
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a standard deviation of 5.0. Figure 3 shows a portion of this time 
series. 
Series 2  
Series 2 is essentially the same as series 1 except that there 
is a step increase in the constant component at time period 50. The 














2(t) are the time series values for time periods 1 




and C 2 are the constant components for the two 




2 = 100 and the random component is normally distributed with a mean 
of 0.0 and a standard deviation of 5.0. Figure 4 shows a portion of 
this time series. 
Series 3  
This series is identical to series 1 except that there is an 
impulse at time 100. The constant component and the random component 
are identical to those of series 1. At time 50, however, the constant 
component has a value of 200 instead of 100. Figure 5 shows a portion 
of this time series. 
Series 4  
This series contains a constant component and a linear trend 
component plus the superimposed random noise. The form of the generator 
equation is as follows: 
SV(t) = C + Bt + RV 
where SV(t) is the series value at time t; C is the constant component; 
B is the trend per time period; and RV is the random component. For 
this series C has a value of 10, B has a value of 5, and the random 
component is normally distributed with a mean of 0.0 and a standard 
deviation of 3.0. Figure 6 shows a portion of this time series. 
Series 5  
Series 5 was intended to be a series exhibiting strong seasonal 
or periodic variation. To generate such a time series the following 
equation was used: 
(27t)  
SV(t) = A + BSin 	+ RV 
where SV(t) is the series value at time t, A is the constant component, 
B is the amplitude of the sinusoid, T is the period of the sinusoid, 
and RV is the value of the random component. In this series A has a 
value of 50, B has a value of 20, T a value of 12, and RV is normally 
distributed with a mean of 0.0 and a standard deviation of 6.0. Figure 
7 shows a portion of-this time series. 
Series 6  
Series 6 is composed of constant, trend and periodic components. 
The generator equation is as follows: 
(270  
SV(t) = A + Bt + CSin 	+ RV 
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where SV(t) is the series value at time t, A is the constant component, 
B is the linear trend component per time period, C is the amplitude of 
the sinusoid, T is the period of the sinusoid, and RV is the random 
component. For this series A has a value of 10, B has a value of 5, 
C a value of 20, T a value of 12 and RV is normally distributed with a 
mean of 0.0 and a standard deviation of 5.5. Figure 8 shows a portion 
of this time series. 
Series 7  
This series is one that exhibits a high degree of autocorrelation. 
The form of the generator equation is as follows: 
11 
SV(t) = 	ARV(t+I) 
I=0 
where SV(t) is the series value at time t, and ARV(ttI) is an array of 
random numbers which are normally distributed with a mean of 10.0 and 
a standard deviation of 6.0. In other words, each value of the time 
series is found by summing 12 random variables. However, each value of 
the series differs from the immediately preceding one by only one random 
component. For example: 
SV(1) = ARV(1) + ARV(2) + 	+ ARV(12) 
SV(2) = ARV(2) + ARV(3) + 	ARV(13). 
Figure 9 shows a portion of this autocorrelated time series. 
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CHAPTER V 
PRESENTATION OF RESULTS 
This chapter presents the results obtained by applying the basic 
Box-Jenkins model and its two EVOP modifications in predicting the seven 
time series described in the previous chapter. The measures of predic-
tion accuracy will be discussed first. Then a description of the sta-
tistical procedures used to compare the three models will be given along 
with the results of this comparison. Finally, conclusions will be drawn 
regarding the relative accuracies of the three prediction procedures. 
Statistical Measures 
The three procedures were used to predict each of the seven time 
series described in the preceding chapter. The errors resulting from 
these predictions were used to compute the statistical measures of 
accuracy described in Chapter IV. These statistical measures are 
summarized in Tables 1 through 3. 
Operational Procedures 
A few general comments regarding operational procedures used in 
the running of the forecasting programs will be helpful. A crude grid 
search procedure was used with the basic Box-Jenkins model to establish 
the best values of the control parameters. The first 15 time periods 
from each time series were used in this crude grid search and the param-
eter values were selected which yielded the minimum sum of squared errors 
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Table 1. Average Prediction Error 
Box-Jenkins 
Basic 	Model with Box-Jenkins 








1 .261 .147 .208 
2 -2.329 -.964 -2.767 
3 .390 1.997 .440 
4 -4.930 -4.726 -4.834 
5 28,571.520 -.416 -89,046.940 
6 -4.336 -4.954 -4.748 
7 .645 .643 .642 
Table 2. Corrected Sum of Squared Error 
Box-Jenkins 











1 5,708.918 4,392.445 5,691.570 
2 11,242.390 8,259.504 11,217.320 
3 23,237.500 21,927.030 23,169.630 
4 23,289.250 21,089.170 20,709.980 
5 6,867,147.000x10 6 17,335.990 7,812,614.700x10 6 
6 793,531.600 21,896.210 859,649.500 
7 6,796.148 6,724.260 6,804.266 
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1 58.254 44.821 58.077 
2 114.718 84,281 144.462 
3 237.117 223.745 236.425 
4 237.645 215.195 211.326 
5 7,007,286.0x10 4 176.898 7,972,055.81x10 4 
6 8,097.258 223.430 8,771.934 
7 69.348 68.622 69.431 
for these 15 time periods. These parameter values were not changed 
afterwards in the basic Box-Jenkins model. However, the statistical 
measures include the results of operating the model during the first 15 
time periods with these best parameter values. In order that the two 
EVOP procedures not be penalized, these best parameter values were used 
as the initial parameter values in both the factorial and simplex 
schemes. These best parameter values selected by the crude grid search 
procedure are presented in Table 4 which appears on the following page. 
Another important question is the sensitivity of the simplex 
procedure to the edge length utilized, and the sensitivity of the 
factorial procedure to the "spread" or upper and lower parameter limits 
of the experimental design. To determine the proper edge length for 
the simplex procedure, runs were made using edge lengths of 0.07, 0.03, 
0.01, 0.005 and 0.001. Table 5 presents the crude sums of squared 
errors resulting from these trials. 
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Table 4. Best Parameters Resulting from Crude Grid Search 
CONTROL PARAMETERS 
Constant or 	Constant of Constant of 
Time 	 First Difference Proportional Cumulative 
Series Control 	Control 	Control 
1 0.70 0.90 0.00 
2 0.70 0.80 0.00 
3 0.70 0.90 0.00 
4 0.40 0.00 0.00 
5 0.90 0.20 0.90 
6 0.50 0.00 0.00 
7 0.30 0.60 0.00 
Table 5. Crude Sum of Squared Errors for the Seven Time Series 




.07 .03 .01 .005 .001 
1 6,945.12 2.07x10 12 7.86x10 9 5,946.7 5,748.60 
2 1.017x10 10 3.11x10 6 26,560.63 16,058.55 11,223.72 
3 1.006x10 9 3.62x10 5 23,265.11 23,407.90 23,198.07 
4 1.18x10 6 42,448.8 20,902.64 20,784.68 20,734.12 
5 2.54x10 19 2.40x10 14 2.20x10 13 1.25x10 13 7.81x10 12 
6 9.08x10 10 2.72x10 9 2.33x10 6 4.22x10 6 859,675.62 
7 2.15x10 6 6.06x10 5 6,924.69 6,846.17 6,809.27 
It was decided that the system is relatively sensitive to the edge 
length, and the edge length used to calculate the statistics in Tables 
1 through 3 was .001. A similar investigation into the spread of the 
factorial experimental design was made using spreads of 0.50, 0.10, 
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0.07 and 0.05. Here spread is defined as the distance from the center 
point of the design to the face of the cube formed by the eight experi-
mental points. The results of these runs are presented in Table 6. 
Table 6. Crude Sum of Squared Errors for the Seven Time Series 




.50 .10 .07 .05 
1 5,201.72 6,749.32 4,410.22 4,394.93 
2 8,429.23 10,127.94 9,121.29 8,351.77 
3 22,943.72 26,492.91 24,193.96 22,021.25 
4 23,969.74 24,289.82 29,243.71 23,302.18 
5 19,442.48 19,998.65 18,293.52 17,409.26 
6 7.98x10 8 3.24x10 4 23,249.38 23,144.82 
7 11,524.86 10,493.18 7,958.98 6,942.53 
They indicate that a spread of 0.05 is appropriate. These values of 
edge length and spread were chosen arbitrarily for testing and are in 
no way meant to be optimal. They were chosen purely to give some rela-
tive indication of the sensitivity of the models to these variables. 
In actual practice the best values of the edge length or the spread 
might be established either by simulation and analysis of historical 
data or by trial and error experimentation in real time. Clearly the 
former method of setting these values would be the most desirable in an 
operating industrial prediction or control system. 
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Evaluation of the Data  
In order to evaluate the statistical measures to determine the 
relative accuracies of the three prediction techniques, a series of 
statistical tests were performed. A non-parametric or distribution-
free approach was used because it was felt that a major assumption in 
normal theory did not apply. This assumption is that the populations 
do not have the same variance. Siegel (16) points out that this con-
dition is one which must apply before parametric tests can be used 
successfully. 
The data were analyzed using the Wilcoxon signed rank test. The 
Wilcoxon test is "a test for the median of a single sample in which we 
give ranks to the absolute magnitude of the observations and then give 
to the ranks the signs of the corresponding observations" (6). Brown-
lee (6) explains that the test is based on the total number of ways 
ranked sums can be produced. For a test with n differences, the total 
number of subsets is 211 if any rank is equally likely. Thus in the 
situation involving small n, the critical region of the test can be 
developed by complete enumeration of the possibilities. For a one-sided 
test we would want all the ranked sums less than or equal to some value. 
Ostle (12) presents the following step-by-step procedure which is used 
in this thesis. 
1. Rank the differences without regard to sign, that is, 
rank the absolute values of the differences. (The 
smallest difference is given rank 1 and ties are assigned 
average ranks.) 
2. Assign to each rank the sign of the observed difference. 
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3. Obtain the sum of the negative ranks and the sum of 
the positive ranks. 
4. Denote by T the absolute value of the smaller of the 
two sums of ranks found in the previous step. 
5. To test the hypothesis of no difference between the 
effects of the two treatments, compare T with the 
tabulated critical values. 
6. If the observed value of T is less than or equal to 
the tabulated value, the hypothesis is rejected; 
otherwise, it is not rejected. 
The Wilcoxon signed rank test is used to compare the relative 
measures of accuracy of the three prediction procedures. First the 
basic Box-Jenkins model is compared with its factorial EVOP modifica-
tion. Next the basic Box-Jenkins model is compared with its simplex 
EVOP modification. Finally the factorial and simplex EVOP modifications 
are compared with each other. These comparisons are performed using 
only the average error and the sample error variance measures of 
accuracy. A comparison of the corrected sums of squared errors yields 
no additional information since this measure is only a multiple of the 
sample error variance. 
Comparison of the Basic  Box-Jenkins Model  
with the Factorial EVOP Modification  
The data in Table 7 contains the information relative to this 
test. The hypothesis to be tested is that the basic Box-Jenkins model 
is no worse than the factorial EVOP modification. Hence the alternative 
hypothesis is that the factorial EVOP modification is better than the 
basic Box-Jenkins model. Here better means: (1) has forecast error 
closer to zero, and (2) has a smaller sample variance. The level of 
significance chosen for this test was 0.025 and N, the number of matched 
Table 7. Basic Box-Jenkins Model Versus Box-Jenkins Model with Factorial EVOP 
[Hypothesis: Basic Model is no worse than Factorial EVOP Modifica-
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Average Prediction Error 
	
.261 	 .147 
-2.329 -.964 
.390 	 1.997 
-4.930 -4.726 
28,571.520 	 -.416 
-4.336 -4.954 




























T = 10 > Tc = 2 
Accept Hypothesis 
TEST B. Sample Error Variance 
1 58.254 	44.821 13.433 3 3 
2 114.718 84.281 30.437 5 5 
3 237.117 	223.745 13.372 2 2 
4 237.645 215.195 22.450 4 4 
5 7,007,286.0x10 4 	176,898 7,007,109.100x10 4 7 7 
6 8,097.258 	223.430 7,873.828 6 6 
7 69.348 68.622 .726 1 1 
T = 0 < Tc = 2 
Reject Hypothesis 
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observations, is 7. From the Wilcoxon table found in Ostle (12), which 
gives critical values of the sampling distribution for the sum of ranks, 
the critical value of T is T
c = 2. Since this is a one-tailed test, the 
critical region is those values of T which are so small that the proba-
bility associated with their occurrence under the null hypothesis is 
less than or equal to 0.025. 
The differences contained in Table 7 are obtained by subtracting 
the absolute value of the relevant statistics of the Box-Jenkins model 
with factorial EVOP from those of the basic Box-Jenkins model. For the 
case involving the average forecast error, one cannot reject the null 
hypothesis since T = 10 is greater than the critical T c value of 2. 
However, for the case of the sample error variance the null hypothesis 
can be rejected since T = 0 which is less than the critical T c value of 
2. Thus it may be concluded that the Box-Jenkins with the factorial 
EVOP is better than the basic Box-Jenkins model in terms of the sample 
error variance. 
Comparison of the Basic Box-Jenkins Model  
with the Simplex EVOP Modification  
Again the null hypothesis to be tested here is that the basic 
Box-Jenkins model is no worse than its simplex EVOP modification. Again 
N has a value of 7 and the level of significance is 0.025. Thus T c , 
the critical value of T, is equal to 2. Table 8 contains the results 
of this test. It can be seen that both in the cases of average fore-
cast error and the sample error variance the null hypothesis cannot be 
rejected since T has a value of 8 for the average error and a value of 
14 for the sample error variance, both of which are greater than the 
Table 8. Basic Box-Jenkins Model Versus Box-Jenkins Model with Simplex EVOP 
[Hypothesis: Basic Model is no worse than Simplex EVOP Modification. 




Time 	Box-Jenkins Model with 	 Absolute Positive 	Negative 









Average Prediction Error 
	
.261 	 .208 
-2.329 -2.767 
































TEST B. Sample Error Variance 
1 58.254 	58.077 .177 2 2 
2 114.718 114.462 .256 3 3 
3 237.117 236.425 .692 4 4 
4 237.645 211.326 26.319 5 5 
5 7,007,286.0x10 4 7,972,055.81x10 4 -964,769.81x10 4 7 - 7 
6 8,097.258 8,771.934 -674.676 6 - 6 
7 69.348 69.431 -.083 1 - 1 
T = 14 > Tc = 2 
Accept Hypothesis 
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critical value of 2. Thus it cannot be concluded that the simplex EVOP 
modification is better than the basic Box-Jenkins model. 
Comparison of the Simplex EVOP Modification  
with the Factorial EVOP Modification  
The null hypothesis to be tested is that the simplex EVOP modi-
fication is no worse than the factorial EVOP modification. Again N has 
a value of 7 and the level of signifiance is .025. Table 9 presents the 
results of this test. For the average prediction error it is not pos-
sible to reject the null hypothesis since T has a value of 10 which is 
greater than the critical value of 2. However, for the case of the 
sample error variance it is possible to reject the null hypothesis since 
T has a value of 2 which is exactly equal to the critical value of 2. 
Therefore, it can be concluded that the factorial EVOP modification is 
better than the simplex EVOP modification in terms of the sample error 
variance. 
General Conclusions 
The statistical tests performed in the preceding section of this 
chapter have shown that in terms of the sample variance measure the 
factorial EVOP modification is superior to both the basic Box-Jenkins 
model and the simplex EVOP modification. However, there is essentially 
no difference between any of the three forecasting techniques with 
respect to the average forecast error. From Table 1 it can be seen 
that in only one of the time series was there a sizeable difference in 
the average forecast error. 
It has been the objective of this investigation to improve a 
prediction and control procedure, which is already adaptive in nature, 
Table 9. Box-Jenkins Model with Simplex EVOP Versus Box-Jenkins Model with Factorial EVOP 
[Hypothesis: Simplex EVOP Modification is no worse than Factorial EVOP Modifica-




















Average Prediction Error 
	
.208 	 .147 
-2.767 -.964 
.440 	 1.997 
-4.834 -4.726 
-89,046.940 	 -.416 
-4.748 -4.954 






















T = 10 > T 	= 2 
Accept Hypothesis 
TEST B. Sample Error Variance 
1 58.077 	 44.821 13.256 4 4 
2 114.462 84.281 30.181 5 5 
3 236.425 	223.745 12.680 3 3 
4 211.326 215.195 -3.869 2 2 
5 7,972,055.81x10 4 	176.898 7,971,878.912 7 7 
6 8,771.934 	223.430 8,548.504 6 6 
7 69.431 68.622 .809 1 1 
T = 2 = T c = 2 
Reject Hypothesis 
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by making its control parameters self-adaptive to changes in the nature 
of the time series. It has been shown that the factorial EVOP modifica-
tion does significantly reduce the error variance while yielding no 
worse value for the average forecast error. However, to further 
illustrate from a graphical or visual point of view the performance 
of the three prediction procedures, an inspection and analysis of Figures 
10 through 30 will be made. These graphs show portions of both the 
actual time series values and the predicted values using the three 
different procedures. 
Time series one is shown on Figures 10 through 12 along with the 
results of the three prediction procedures. Series one is purely random 
and consequently all three procedures perform similarly. It can be seen 
that the factorial EVOP procedure does produce smaller over and under 
reactions to the noise in the system. 
Series two contains a step increase. Figures 13 through 15 show 
how each of the three prediction systems react to this change in the 
nature of the time series. It can be noticed that both the simplex and 
factorial EVOP procedures react to the change and reach the new constant 
level in fewer time periods than the basic model. However, the factorial 
EVOP procedure reaches the new constant level in fewer time periods than 
even the simplex EVOP procedure. 
Figures 16 through 18 show the response of the three forecasting 
procedures to an impulse in the time series. Because of the adaptive 
nature of the three techniques, a one period lag is exhibited by all 
three. However, the basic Box-Jenkins model and the factorial EVOP 
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procedure result in several periods of large error fluctuations, while 
the simplex procedure settles back down rather quickly. The reason for 
this may be explained simply. In the simplex procedure the control 
parameters adapt themselves each period to changes in the time series. 
Thus the impulse signals a parameter change one period and the return 
to the previous level signals another parameter change. However, in the 
factorial EVOP procedure, the impulse signals an upward shift in a con-
trol parameter but several periods are then required to re-evaluate the 
range estimate of the standard deviation so that a downward parameter 
shift can occur. Thus during these periods the factorial EVOP procedure 
and the basic model behave in essentially the same way, depending only 
upon the adaptive nature of the basic model instead of parameter modi-
fication. 
Series four, which contains a linear trend component, is presented 
along with the predicted series in Figures 19 through 21. It can be 
seen that in this series there is very little difference in the perform-
ance of the three prediction procedures. The adaptive nature of the 
basic Box-Jenkins model more or less makes parameter modification 
unnecessary because of the manner in which it follows the linear trend 
in the series. 
Time series five, which contains a basic sinusoid or periodic 
pattern, clearly demonstrated the superiority of the factorial EVOP 
procedure. In Figures 22 through 24 it can be seen that the basic model 
and the simplex EVOP modification result in very large prediction errors. 
In fact, these errors become increasingly larger throughout the remainder 
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of the series values. Complete plots of these two predicted series were 
not made for reasons of graphical scaling problems. However, observation 
of Figure 23 reveals that the factorial EVOP procedure with its sta-
tistical control limits allows parameter modifications which result in 
a predicted series which follows closely the periodic peaks and troughs 
of the series. 
Series six contains both a trend component and a periodic or 
sinusoid component. Although it is not shown on Figures 25 and 27, the 
errors resulting from the basic Box-Jenkins model and the simplex EVOP 
modification grow progressively larger throughout the series and lead 
to the large error variances shown in Table 3. On the other hand, the 
factorial EVOP procedure again allows parameter modifications which 
result in a relatively accurate predicted series. It would seem that 
the continuous parameter changes inherent in the simplex EVOP procedure 
introduce additional error in series exhibiting periodic behavior. 
Series seven, which is very highly autocor•elated, is shown in 
Figures 28 through 30. Both from a visual inspection and from the sta-
tistical calculations, it can be seen that there is very little differ-
ence in the performance of the three prediction procedures for this 
time series. 
In conclusion it can be stated that the factorial EVOP modifica-
tion to the Box-Jenkins prediction and control model yields a more 
accurate prediction than the basic Box-Jenkins model. Thus the objec-
tives of this investigation have been attained in that: 
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1. It has been shown that the application of Evolutionary Oper-
ation techniques can improve a well-known prediction and control model. 
2. It has been shown that the factorial EVOP procedure is 
superior to the simplex EVOP procedure for the model and time series 
tested. 
Therefore, it can be concluded that the application of the factorial 
EVOP procedure to the Box-Jenkins model in industrial processes may 
result in more accurate prediction and control. 
Recommendations for Further Research 
There are three areas of further research that can be effectively 
brought forth from this thesis. The first two of these areas involve 
the extension of the Box-Jenkins model itself, while the third involves 
a further investigation of the effects of evolutionary operation proce-
dures on predictive and control models. 
The first area for further research involves extending the pre-
dictive range of the Box-Jenkins model to more than one time period 
into the future. As the model now exists, it is capable of predicting 
a time series value for only a single future period. In many prediction 
and control applications, it is of value to be able to predict for 
several future periods. Most of the other prediction models mentioned 
in Chapter I of this thesis do have a multi-period predictive capability. 
Therefore, if this capability could also be developed for the Box-
Jenkins model, then its performance could be compared with the perform-
ance of other models to determine if an improved prediction system 
might result. 
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The second area for further research involves expanding the 
practical prediction model described in Chapter II to more than three 
terms. The additional terms are already defined in the general form of 
the prediction and control model. As yet, however, little research has 
been performed to determine if the inclusion of some of these additional 
terms will improve the prediction and control model. 
The third and final area of further research involves an investi-
gation to determine the effect of the evolutionary operation procedures 
on time series with varying magnitudes of the random components. In 
this thesis the random components had a relatively small magnitude with 
respect to the basic nature of the time series used. Under these condi-
tions it was shown that the factorial EVOP procedure could yield an 
improved performance of the Box-Jenkins model over that obtained by the 
use of the simplex EVOP procedure. Limited experimentation with time 
series possessing a small signal to random noise ratio has indicated 
that the simplex procedure tends to yield a better prediction. An 
investigation to determine the relationships between the EVOP procedures 
and the magnitude of the random noise using both the Box-Jenkins model 
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Figure 12. Performance of Box -Jenkins Model with Simplex EVOP on Series One 
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Figure 15. Performance of Box-Jenkins with Simplex EVOP on Series Two 
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Figure 17. Performance of Box-Jenkins Model with Factorial EVOP on Series Three 
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Figure 21. Performance of Box-Jenkins Model with Simplex EVOP on Series Four 
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Figure 25. Performance of Basic Box-Jenkins Model on Series Six 
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Figure 27. Performance of Box-Jenkins Model with Simplex EVOP on Series Six 
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