Biomonitoring involves the assessment of human or animal populations by measuring organic or biological compounds or their metabolites in the body fluids or tissues of individuals in those populations. Pooling samples before making analytical measurements can reduce the costs of biomonitoring by reducing the number of analyses. By proper choice of pooled-sample design, population means can be estimated without measuring individual samples. I present a statistical method for characterizing an entire population distribution of such compounds by exploiting the theoretic relationship between interindividual-sample variance and the variation between pooled samples. I use simulation experiments to determine an optimum pooled-sample design as a function of the number of subpopulations and the number of available samples. Using pooled samples to characterize populations is not only more cost-efficient, but also in some cases it can lead to more precise and less biased parameter estimation than that occurs with individual samples.
Introduction
The National Centers for Disease Control and Prevention (CDC) provide an ongoing assessment of the US population's exposure to environmental chemicals by using biomonitoring in conjunction with CDC's National Health and Nutrition Examination Survey (NHANES). The first National Report on Human Exposure to Environmental Chemicals (NCEH, 2001) included exposure data for 27 environmental chemicals for the noninstitutionalized, civilian US population during 1999. In the Second (NCEH, 2003) and Third (NCEH, 2005) reports, 116 and 148 environmental chemicals were included for the 2-year periods 1999-2000 and 2001-2002, respectively . In both reports, geometric means and various percentiles were presented for subpopulations categorized by gender, race ethnicity, and age. No percentiles or geometric means were reported, however, for 28% of the 116 chemicals in the Second Report or for 22% of the 148 chemicals in the Third Report. For another 57% and 41% of the chemicals in the Second and Third Reports, respectively, only a limited number of percentiles and geometric means were reported, and in some cases only 95th percentiles for a few subpopulations were reported. These estimates could not be reported because levels in some or many individuals were not detectable by the instrumentation, either because of an extremely low exposure level or an insufficient quantity of body fluid or tissue. Such results are regarded as below the limit of detection (LOD), as determined by the sample volume and analytical method. In spite of continued improvements in the sensitivity of assays to detect lower and lower concentrations, the percentage of results below the LOD is not declining and may actually be increasing concurrent with decreasing exposure levels.
The problem of estimating the various parameters of a population subject to results below the LOD has been addressed in several publications (Persson and Rootzen, 1977; Gleit, 1985; Travis and Land, 1990; Hornung and Reed, 1990; Helsel, 1990; Haas and Scheff, 1990; Huybrechts et al., 2002; Baccarelli et al., 2005; Caudill et al., 2007a) . Another problem in characterizing environmental exposures is the expense of measuring levels of some compounds in hundreds or thousands of subjects. To address both this problem and the problem of results below the LOD, Bates et al. (2004 Bates et al. ( , 2005 pooled samples after stratification of the target population on the basis of selected demographic variables (e.g., geographic region and gender). By pooling samples, they were able to drastically reduce the number of analytical measurements and because their pooled samples had larger sample volumes, they experienced lower LODs and fewer nondetects.
According to the biological averaging assumption (MaryHuard et al., 2007) , the measured value of a pooled sample is comparable to an arithmetic average of levels in the individual samples making up the pool. Thus, if the distribution of a measurable quantity is normally distributed in the population, the distribution of the pooled-sample measurements will also be normally distributed with identical mean but with variance reduced proportional to the number of samples in the pool. For example, if the normal probability density function (pdf) represented by the solid curve in Figure 1a describes the measured values of individual samples, then the two overlaid curves describe the pdfs for pooled-sample measurements based on pools with 5 (dashed line curve) and 25 (dotted line curve) samples per pool. Thus, one problem with pooled samples is that valuable information about interindividual variation can be hidden (Bignert et al., 1993) , thereby limiting any characterization of a population to simple measures of central tendency.
Another problem with pooled-sample measurements being comparable to arithmetic averages of individual sample measurements is illustrated in Figure 1b . In this figure, a log-normal pdf (solid curve) describes the measured concentrations of individual samples in the population, whereas on the basis of the Central Limit Theorem (Hald, 1998) , the pdf for pooled-sample measurements from this population will be approximately normally distributed. For example, the two overlaid curves in Figure 1b describe pdfs for pooledsample measurements based on 5 (dashed line curve) and 25 (dotted line curve) samples per pool. Thus, using pooled samples can lead to biased estimates of central tendency if the distribution of the underlying data tends to be log normal.
There are several statistical principles, however, which make it possible to characterize a population distribution of individuals using pooled samples: (1) measured values of pooled samples are comparable to means of individual samples (Mary-Huard et al., 2007) ; (2) the variance among individuals can be obtained from the variance among means of randomly sampled individuals (Johnson and Kotz, 1970); and (3) all that is needed to completely characterize a normally distributed population is an estimate of the mean and variance of the population of individuals (Johnson and Kotz, 1970) . The additional principles that make this characterization possible for log normally distributed variables are: (1) the mean of a log-normal distribution is a function of the mean and variance of the log-transformed individual observations (Aitchison and Brown, 1963) ; and (2) the variance of log-transformed individual observations can be estimated from the coefficient of variation of the means of untransformed observations (Aitchison and Brown, 1963) .
I explain how to address both the problem of estimating the variance among individual samples using pooled samples from normal or log-normal populations and the problem of estimating central tendency using pooled samples from lognormal populations. I also demonstrate how percentiles and their associated confidence intervals can be estimated using these variance and central tendency estimates.
Methods
A primary objective of CDC's biomonitoring program is to characterize the distributions of concentrations of environmental compounds or their metabolites in a population. Characterization is usually based on individual measurements of the compound in body fluid or tissue samples from a representative sample of subjects from the population of interest. Under such a sampling design, the measured values of a compound are assumed to be independent and identically distributed observations with two sources of variation: between-subject (or biological) variation and between-measurement within-subject (or analytical) variation. A model for any observed x jk that accounts for biological and analytical variability can then be expressed as:
. . . ; n; k ¼ 1; 2; . . . ; mÞ where n is the total number of subjects measured, m is the number of replicate measurements per subject, m is the true population mean, e j represents the biological variation, and x jk represents the analytical variation of the instrument. It is further assumed that e j BN(0, s e 2 ), x jk BN(0, s x 2 ), and that the biological and analytical errors are independent. My focus here is on presenting a model in which samples are not measured individually but instead groups of samples are pooled together based on demographic similarities. Then measurements are made of the resulting pooled samples.
A Model for Pooled-Sample Measurements from Normally Distributed Populations
To discuss sample pooling I assume, without loss of generality, that p pools consisting of s samples (or subjects) per pool are formed where p and s are integer factors of n such that n ¼ ps, and that m replicate measurements are made of each pool. Thus, as in the model for individual sample measurements, n refers to the total number of individual samples (or subjects), but in this case the individual samples are not measured. Instead they are pooled together into p pools with s samples in each pool, and m replicate measurements are made of each pool rather than making m replicate measurements of each sample (subject). Thus, a model for pooled-sample measurements can be expressed as:
where x i. k is the kth measured value of the ith pooled sample, p is the number of pooled samples measured, m is the number of replicate measurements per pooled sample, m is the true population mean, e i. represents the between-pooled-sample variation, and x i. k represents the analytical variation.
Because the pooled-sample measurements are comparable to unweighted or weighted averages of s individual measurements, I assume that e i. BN(0, s e. 2 ). In addition, I assume that
2 ) and that these two sources of error are independent. The dot (.) notation indicates that x i.k , e i. , and x i.k represent variates associated with measurements of pools consisting of s individual samples, rather than being associated with individual sample measurements.
For a pooled-sample design to provide biological variance information, multiple pools must be formed within a population, so p must be larger than one. When a pooledsample design is employed and individual samples are selected at random with uniform weighting, each of the s individual samples making up a pool should have the same sample volume (Bates et al., 2004 (Bates et al., , 2005 . With this pooledsample design, each of the m-measured values of the ith pool is equivalent to an arithmetic average of the levels in the s individual samples making up the pool. Thus,
) is an unbiased estimate of m if each sample has equal sampling weight.
Biomonitoring studies often result in individual samples with different sampling weights because of the use of oversampling to account for noncoverage, nonresponse, or for sparsely populated groups within a population. Thus, I include this possibility in my pooled-sample design by using volumetric weighting when different sampling weights are associated with different individual samples. In such cases, the volume of each of the s individual samples should be proportional to its sampling weight, so that x i.k and x i.. will be equivalent to weighted averages of the levels of the individual samples making up the pool. Thus, if the sampling weight of the jth sample in the ith pool is designated by w ij , and the sum of the s sampling weights in the ith pool is designated by w i. , then the volume of the jth sample will be given by v ij ¼ w ij /w i. .
All that is needed to completely characterize a normally distributed population is an estimate of the mean and variance of the population of individual samples. Without measurements of individual samples, however, the desired variance cannot be estimated directly. But if the samples constituting the pools are selected at random from the population and are assigned to pools at random (i.e., they are independent and identically distributed), then the total variance (s x 2 ¼ s e 2 þ s x 2 /m) associated with each unmeasured sample can be estimated from the observed variance among the pooled-sample average measurements as follows:
2 is an estimate of the variance among the p x i.. values, and w ij and w i. are defined as in the preceding paragraph. With uniform weighting, the value of w ij 2 will be equal to one for all samples, and w i.
2 will be equal to s 2 , so thatŝ x 2 will be equal to an estimate of the pooled-sample variance multiplied by the number of samples (s) in each pool. This total variance estimate is adequate for computing a standard error for use in setting a confidence interval around m.
A 100Pth percentile for a normally distributed population of individual measurements can be estimated as follows:
wherem is an estimate of m as defined in Eq. (1),ŝ x is the square root ofŝ x 2 as defined in Eq. (2), and f P is the Pth critical value of the standard normal distribution.
Two-sided 100(1Àa)% confidence limits (LL P , UL P ) around Û P , the 100Pth percentile estimate, can be computed as follows:
LL P ¼m À g P; 1Àa=2; dfŝx and UL P ¼m À g P; a=2; dfŝx ;
for 0:0opo0:5 and LL P ¼m þ g P; a=2; dfŝx and UL P ¼m þ g P; 1Àa=2; dfŝx ; for 0:5 ¼ po1:0
f. values are critical values from a noncentral t-distribution and can be obtained from Table 1 of Odeh and Owen (1980) by supplying values of P, g, and degrees of freedom (d.f.), where P and g are defined as indicated above and df is the d.f. associated with the estimate ofŝ x 2 given in Eq. (2).
If mX2 and interest centers on obtaining separate estimates of the biological and analytical variance components, s e 2 and s x 2 , respectively, then a one-way analysis of variance using the individual pooled-sample measurements (x i.k ), rather than the averages of pooled-sample measurements (x i.. ), could have been used before the calculations of Eq. (2). In this case, the analysis of variance would have provided separate estimates of the between-pool variance component s x(AmongPool) 2 and s x 2 , so that the biological variance component (s e 2 ) could be estimated as follows: For a log-normal distribution with mean and variance of the natural logarithm of individual values equal to m y and s y 2 , respectively, the single value of a pool is comparable to an unweighted or weighted average of log-normal values. Thus, the expected value of each measured pool result is equal to exp{m y þ (s y 2 /2)} (Aitchison and Brown, 1963) , where exp{.} denotes exponentiation. This means that the expected value of each pooled-sample measurement is biased relative to the true geometric mean by a multiplicative factor equal to the exponential of one-half the true variance of the natural logarithm of the individual sample concentrations in the population.
Thus, a model for pooled-sample measurements can be expressed as:
where x i.k is the kth measured value of the ith pooled sample, p is the number of pooled samples measured, m is the number of replicate measurements per pooled sample, m is equal to
represents the between-pooled-sample variation, and x i. k represents the analytical variation. Because the pooled-sample measurements are comparable to unweighted or weighted averages of individual measurements, I assume, based on the Central Limit Theorem (Hald, 1998) , that e i. BN(0, s e.
2 ). In addition, it is assumed that
2 ) and that these two sources of error are independent. The dot (.) notation indicates that x i.k , e i. , and x i.k represent variates associated with measurements of pools consisting of s individual samples, rather than being associated with individual sample measurements. Thus, on the basis of the properties of the log-normal distribution (Aitchison and Brown, 1963) ,
where w ij and w i. are as previously defined. Using the model described in Eq. (4), an unbiased estimate of the geometric mean of the population can be estimated as follows:
where w i. is as previously defined, w.. is the sum over i and j of the w ij sampling weights, p is the number of pools, x i.k is the kth measured value of the ith pool, and s y 2 is the variance of the natural logarithm of the individual samples in the population. Note that with uniform weighting, the value of w ij will be equal to one for all samples, w i. will be equal to s, and w . will be equal to s times p, so that Gm y will simplify to:
Because the individual samples constituting a pool are not measured under a pooled-sample protocol, the desired variance s y 2 cannot be calculated directly. But if multiple pools are formed from the population and if the samples 
Where C Vx 2 is the square of the coefficient of variation of the x i.. values, and w ij and w i. are as previously defined. Note that with uniform weighting, the value of w ij 2 will be equal to one for all samples, and w i.
2 will be equal to s 2 , so that s y 2 will simplify to: 2 by using the individual pooled-sample measurements (x i.k ), rather than the averages of pooledsample measurements (x i.. ), in a one-way analysis of variance. The separate estimate of s e.
2 would then be used to compute the square of the coefficient of variation for use in Eq. (8 or 9) to obtain an estimate of s y 2 for use in Eq. (6 or 7).
Thus, as is the case for pooled samples from normally distributed populations, there is enough information in pooled-sample measurements from log normally distributed populations for complete characterization. A 100Pth percentile for log-normal populations can be estimated as follows:
where Gm y is defined in Eq. (6 or 7), f P is the Pth critical value of the standard normal distribution, andŝ y * is an estimate of the standard deviation of the p pooled-sample estimates ( P
2)]/m). This standard deviation can be estimated in several ways. One way is to compute the sample variance of the pooled-sample measurements and add one-fourth of an estimate of the variance ofŝ y 2 (Johnson and Kotz, 1970) and then take the square root of this sum. Another way is to simply compute the sample standard deviation of the p-calculated estimates ( P
. Two-sided 100(1Àa)% confidence limits (LL P , UL P ) around a percentile estimate can be computed as follows:
LL p ¼ expflnðGm y Þ À g P; 1Àa=2; dfŝ Ã y g and UL P ¼ expflnðGm y Þ À g P; a=2; dfŝ Ã y g for 0.0opo0.5 and LL P ¼ expflnðGm y Þ þ g P; a=2; dfŝ Ã y g and UL P ¼ expflnðGm y Þ þ g P; 1Àa=2; dfŝ Ã y g for 0.5ppo1.0, where g P, g, d.f. values are critical values from a noncentral t-distribution that can be obtained from Table 1 of Odeh and Owen (1980) by supplying values of P, g, and d.f., where P and g are defined as indicated above and df is the d.f. associated with the estimate ofŝ y * used in Eq. (10).
The between-pooled-sample variance estimates I derived are theoretically correct, but they are not likely to have sufficient d.f. in a practicable pooled-sample design. These estimates can be improved, however, by first stratifying the target population into various subpopulations determined by selected demographic variables. Multiple-pooled samples can then be formed within each of these subpopulations so that between-pooled-sample variance estimates from multiple subpopulations can be combined as described for geometric mean estimation by Caudill et al. (2007b) . I extend this approach to include percentile estimation and use simulation experiments to evaluate its application to biomonitoring.
Simulation Study Using Pooled Samples for Biomonitoring
To simulate pooled-sample data that might result from individual samples, I considered a group of compounds that typically have a large percentage of nondetectable values when measured during the NHANES of the CDC, in conjunction with CDC's ongoing biomonitoring of the US population's exposure to environmental chemicals. But in order to ensure that I could obtain reliable estimates of the mean and variance of the measurements, I considered only chemicals in this group with the highest percentage of detectable results. Because I expected my bias-corrected pooled-sample estimation method (which relies on variance estimates to correct biases) to be affected by the betweensubject variance structure, I chose two chemicals, 2,2 0 ,4,4 0 ,5,5 0 -hexachlorobiphenyl (or polychlorinated biphenyl, PCB 153) and 1,1 0 -(2,2-dichloroethenylidene)-bis[4-chlorobenzene] (or p,p 0 -DDE) from among this group, which exhibited a different among-subject variance structure. The among-subject variance for PCB153 measurements is uniform across all concentrations, whereas the among-subject variance for p,p 0 -DDE increases with increasing concentration.
To evaluate whether pooled sampling might serve as an alternative to CDC's current approach to biomonitoring, I assumed a pooled-sample design corresponding to CDC's NHANES 2005-2006 stratified multistage probability survey design for polychlorinated and polybrominated compounds. In this design, a representative sample of the US general population of people 12 years of age and older was obtained by taking a random one-third subsample from NHANES [2005] [2006] . To assure adequate sample sizes for subpopulation estimation and to correspond to the demographic domains of the NHANES complex multistage area probability design and the race-ethnicity categories used in the Third National Report on Human Exposure to Environmental Chemicals (NCEH, 2005), I limited race-ethnicity to Mexican-Americans, non-Hispanic Blacks, and non-Hispanic Whites in four age groups: (12-19 years; 20-39 years; 40-59 years; and 60 þ years). The total number of samples available for pooling from 24 subpopulations based on two levels of gender, three levels of race-ethnicity, and four levels age was 2034. The number of samples available from any one of the 24 subpopulations ranged from 36 to 145 (Table 1) . In a previous publication, Caudill et al. (2007b) demonstrated how well bias-corrected pooled-sample geometric mean estimates compare to estimates based on individual samples. Their results showed very good agreement, even though they were restricted to using a very unbalanced pooled-sample design in which 10 of the 24 subpopulations had no replicate pools and, therefore, provided no between-pool variance estimates. For the simulated evaluation presented here, I was able to consider much less restricted, but still unbalanced, pooled-sample designs. For my evaluation, I required that there be a minimum of two pools per subpopulation so that between-pool variance estimates would be available from each of the 24 subpopulations. Thus, the possible numbers of samples per pool and the range in the number of pools per subpopulation I considered are as follows: samples per pool (minimum, maximum number of pools per subpopulation) ¼ 2 (18, 72), 3 (12, 48), 4 (9, 36), 5 (7, 29), 6 (6, 24), 7 (5, 20), 8 (4, 18), 9 (4, 16), 10 (3, 14) , 11 (3, 13), 12 (3, 12), 13 (2, 11), 14 (2, 10), 16 (2, 9), and 18 (2, 8). I evaluated these 15 designs using simulation experiments to estimate the biases of geometric mean and 95th percentile estimates associated with each design (see Supplementary Information for details of the simulation).
Results
Figure 2 displays simulation results for each of 15 pooledsample designs considered for PCB153 and p,p 0 -DDE. The vertical axis in each figure displays the expected range of median percent biases (across the 24 subpopulations described in Table 1 ) associated with bias-corrected pooledsample estimates of the geometric mean (where percent biases are represented by filled circles connected by vertical lines) and the 95th percentile (where percent biases are represented by open circles connected by vertical lines). The percent biases of geometric mean estimates were computed by multiplying 100 times the difference between the biascorrected pooled-sample estimate and the true geometric mean and then dividing this product by the true geometric mean. The percent biases of 95th percentile estimates were computed by multiplying 100 times the difference between the bias-corrected pooled-sample estimate and the true 95th percentile and then dividing this product by the true 95th percentile. The horizontal axis displays the number of samples per pool; it corresponds to the 15 pooled-sample designs described in the previous section. For example, when each pool consists of seven individual samples, the available number of pools ranges from 5 to 20 across the 24 subpopulations described in Table 1 . The middle value of each vertical range corresponds to the median of the 24 median percent biases represented by the design indicated on Simulation results for various pooled-sample designs for PCB153 (upper frame) and p, p 0 -DDE (lower frame). The vertical axis displays the expected range of median percent biases (across the 24 subpopulations described in Table 1 ) associated with pooled-sample estimates of the geometric mean (median percent biases represented by solid circles connected by a solid line) and 95th percentile (median percent biases represented by open circles connected by a dotted line). The horizontal axis displays the number of samples per pool. The number of pools per subpopulation depends on the number of available samples as indicated in Table 1. the horizontal axis. The lower and upper values, respectively, of each vertical range correspond to the lowest and highest of the 24 median percent biases represented by the design indicated on the horizontal axis. The connecting lines (solid for geometric mean percent biases and dotted for 95th percentile percent biases) are provided only as a visual aid for comparing the percent bias estimates and are drawn at the median of the median percent biases across the 24 subpopulations that represent a wide range of concentrations. As can be see from Figure 2 , the range in median percent biases is generally smaller for PCB153 (upper frame) than for p,p 0 -DDE (lower frame). It can also be seen for p,p 0 -DDE that using six samples per pool results in the smallest combined range of median percent biases for both geometric mean estimation and 95th percentile estimation, whereas the smallest combined range of median percent biases for PCB153 occurs when there are 10 samples per pool. But when the number of samples per pool is from 7 to about 12 or 13, the ranges of median percent biases for PCB153 are comparable. The reason six samples per pool appears to be optimum for p,p 0 -DDE, whereas any number larger than six samples per pool seems adequate for PCB153 has to do with the fact that the among-subject variance for p,p 0 -DDE measurements increases with increasing concentration, whereas the among-subject variance for PCB153 is uniform across all concentrations. Thus, a design with adequate numbers of pools and samples per pool is required when the variance among individual samples varies with concentration (e.g., p,p 0 -DDE), whereas a design with an adequate number of samples per pool is the most important requirement when the variance among individual samples is uniform across all concentrations (e.g., PCB153). Thus, on the basis of the available numbers of samples per subpopulation, it appears that an optimum pooled-sample design to minimize bias for both types of compounds simultaneously might consist of seven samples per pool.
In Figures 3 and 4 , I compare bias-corrected pooledsample 95th percentile estimates (under this optimum pooledsample design) to corresponding parametric and nonparametric individual-sample estimates in accordance with the available sample sizes in Table 1 . Also displayed on these figures are the pooled-sample results that would be obtained if no bias correction had been made. (Simulation results for geometric mean estimates are presented in Figures S1 and S2 of Supplementary Information.) To facilitate the comparisons, I present the expected 5th, 50th, and 95th percentiles of percent biases for simulated PCB153 (Figure 3) and p,p 0 -DDE (Figure 4 ) data for each of the 24 subpopulations described in Table 1 . I calculate each percent bias by multiplying 100 times the difference (95th percentile estimate F true 95th percentile) divided by the true 95th percentile. The top frame in each figure displays this range in percent biases (i.e., 5th, 50th, and 95th percentiles of biases of 95th percentile estimates) for parametric estimates using individual samples. Parametric estimates were computed based on estimates of the mean and standard deviation of the natural logarithm of the simulated individual sample results. The second-from-top frame in each figure displays this range for nonparametric estimates using individual samples. Nonparametric estimates were computed using the empirical 95th percentiles of the simulated individual sample results. The second-from-bottom frame in each figure displays this range in percent biases for my bias-corrected estimates using simulated pooled-sample results. The bottom frame in each figure displays this range for estimates without a bias correction using simulated pooled-sample results.
It is clear from the bottom frame in both figures that uncorrected pooled-sample estimates from log normally . Simulation results for PCB153 using an unbalanced pooledsample design consisting of seven samples in each of 5 to 20 replicate pools for each of 24 demographic groups described in Table 1 . The following are plotted versus the true 95th percentile: percent bias of parametric 95th percentile estimates from individual samples constituting pools (top frame), percent bias of nonparametric 95th percentile estimates from individual samples constituting pools (second frame from top), percent bias of 95th percentile estimates from biascorrected pooled samples (second frame from bottom), and percent bias of 95th percentile estimates from uncorrected pooled samples (bottom frame). Horizontal cross marks represent median percent biases from 5000 simulations. Vertical lines extending from the 5th to the 95th percentile are used to show the observed range of percent biases from all simulations.
distributed results are extremely biased and should not be used. From the second frame from the bottom in both figures, however, it can be seen that bias-corrected pooledsample estimates of 95th percentiles for compounds with uniform between-subject variance across all concentrations are expected to have biases within ± 5% (Figure 3) , and biascorrected pooled-sample estimates of 95th percentiles for compounds with increasing between-subject variance as concentration increases are expected to have biases within þ 5% and À9% (Figure 4) . In both cases, the biases range from slightly positive to slightly negative as the true concentration increases from low to high. What is interesting to note is that the expected range in percent bias (i.e., range from 5th to 95th percentile of percent bias) in the estimation of 95th percentiles using bias-corrected pooled-sample estimates (second frame from bottom in Figures 3 and 4) is actually smaller than the range one would observe if individual samples had been measured (top two frames in Figures 3 and 4) . The reason has to do with the fact that the available number of individual samples per subpopulation ranges from only 36 to 145, for an average of only 84.75 samples per subpopulation. Thus, it is difficult to obtain a very accurate estimate of a 95th percentile within a subpopulation by using individual samples. In fact, for NHANES surveys, it is usually not advisable (because of small sample sizes) to estimate geometric means or percentiles for very detailed demographic subpopulations (i.e., for a particular gender-age-race/ethnicity group). But as indicated by the simulation results, this is not as serious a problem for bias-corrected estimates from pooled samples. One reason has to do with the fact that the bias-corrected pooled-sample estimates within demographic subpopulations benefit from variance information obtained from multiple demographic subpopulations.
Discussion
The bias-corrected pooled-sample estimation method I describe has the potential of drastically reducing the analytical measurement costs associated with population characterization. It solves or minimizes important estimation problems associated with log-normal results and results below the LOD, and it can be applied in the context of weighted sampling through the use of volumetric weighting. It is also applicable to any field of study that relies upon individual quantitative measurements of sample material that can be pooled. For example, sample pooling in microarray experiments has been questioned because gene expression measurements tend to be log normally distributed in individual samples and because pooling samples can potentially obscure biological variance (Affymetrix, 2004; Zhang and Gant, 2005) . My bias-corrected pooled-sample estimation method for log-normal measurements could possibly be used to obviate both of these concerns by enabling geometric mean and variance estimation so that comparative statistical analyses using microarrays could be performed. My method is also applicable to scientific disciplines where measurement of individuals is cost prohibitive or where individual measurements are simply unavailable. For instance, if data are only available in the form of group averages because of confidentiality requirements or because of limited access to raw data as in the case of a meta-analysis; my bias-corrected pooled-sample estimation methods can be used to characterize the individual data.
Of course, there may be disadvantages to pooled-samples (or group averages) when it comes to association studies and . Simulation results for p,p 0 -DDE using an unbalanced pooled-sample design consisting of seven samples in each of 5 to 20 replicate pools for each of 24 demographic groups described in Table 1 . The following are plotted versus the true 95th percentile: percent bias of parametric 95th percentile estimates from individual samples constituting pools (top frame), percent bias of nonparametric 95th percentile estimates from individual samples constituting pools (second frame from top), percent bias of 95th percentile estimates from bias-corrected-pooled samples (second frame from bottom), and percent bias of 95th percentile estimates from uncorrected pooled samples (bottom frame). Horizontal cross marks represent median percent biases from 5000 simulations. Vertical lines extending from the 5th to the 95th percentile are used to show the observed range of percent biases from all simulations.
longitudinal studies. For one, it may only be possible to conduct ecologic studies using pooled samples. But that problem may be circumvented to some extent if pools are formed in the right way (e.g., forming pooled samples by using very discrete categories of multiple demographic variables). It might also be possible to perform exploratory longitudinal studies by grouping subjects according to demographic similarities and then forming pooled samples from the same subjects at several points in time. Weinberg and Umbach (1999) have shown how additional independent categorical and continuous variables, whether based on pooling or measured individually, might be included in a logistic model containing a pooled exposure (independent) variable. They also show how interactions and transformations might be handled in these models. More work would need to be performed to determine whether their modeling techniques would extend to models in which the dependent variable is based on pooled samples from log normally distributed populations.
Interestingly, pooled samples can even be used if quantities are measured in relative units of one constituent to another, as long as both constituents are log normally distributed. For example, lipophilic compounds are sometimes lipid adjusted by measuring them in picograms per gram of lipid. Here, the ratio of the lipophilic compound to the lipid content of the sample is the preferred measure of exposure. If the distributions of the lipophilic compound levels and the lipid levels are log normal, then the logarithm of the ratio will be equal to the difference of the logarithms of the individual constituents. Thus, if two constituents are log normally distributed their ratio will also be log normally distributed and the estimation method I have proposed will be applicable.
Because of the promise associated with bias-corrected pooled-sample estimation, the CDC is currently considering the use of a volumetrically weighted pooled-sample design to characterize two groups of compounds present in human samples collected during the 2005-2006 NHANES survey. The two groups include the following 61 polychlorinated and 13 polybrominated compounds: group (a), 7 polychlorinated-p-dioxins, 10 polychlorinated dibenzofurans, 4 coplanar polychlorinated biphenyls (cPCBs) and 40 PCBs and group (b) 7 polybrominated dibenzo-p-dioxins and 6 polybrominated dibenzofurans. With this design, the number of analytical measurements will be reduced by 86% F from two sets of 2193 measurements to approximately two sets of 280 measurements. At a cost of $950 and $450 per analytical measurement for the first and second sets of compounds, respectively, this represents a savings of approximately $2.7 million and offers the promise of a higher percentage of reportable geometric mean and percentile estimates in subsequent exposure assessments.
