Abstract-This correspondence improves and extends bounds on the numbers of sensors, redundancies, and holes for sparse linear arrays to sparse planar and volume arrays. As an application, the efficiency of regular planar and volume arrays with redundancies but no holes is deduced. Also, examples of new redundancy and hole square arrays, found by exhaustive computer search, are given.
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I. INTRODUCTION
When the number of antenna sensors available for an array is limited, the problem of optimum array geometry naturally arises. From the beam width and the sidelobe level of the associated beam pattern [1] or from the direction of arrival (DOA) estimation accuracy [2] point of view, array configurations known as linear minimum-redundancy (MR) arrays or linear minimum-hole (MH) arrays (also called optimum nonredundant arrays) are often proposed. Linear MR arrays have been extensively studied; see [3] and [4] , and the references therein. In particular, much attention has been given to bounds on the ratio M 2 =A [4] , [5] where M and A denote, respectively, the number of sensors and the aperture of the linear array. Linear MH arrays were considered in [3] and [6] . Whereas specific structures were designed to optimize some performance criteria (e.g., [7] for DOA algorithms with DOA prior information and [1] arrays are more easily applicable to a wider range of problems, and these structures achieve an efficient tradeoff between beam pattern and DOA estimation performance. Contrary to the sparse linear arrays, few contributions have been devoted to sparse planar and volume arrays (note that the planar array retains side ambiguity resolved by a volume array). The notions of MR and MH arrays can be extended to these arrays because the spatial covariance matrix, associated with equally spaced arrays, exhibits a Toeplitz, block-Toeplitz structure for uncorrelated sources. Some structures of square and cubic redundancy arrays were studied by Pumphrey [8] . However, as discussed in [9] , the computation of MR and MH arrays for the two-dimensional (2-D) case is much more involved than that for the one-dimensional (1-D) case. Thus, it is of importance to have bounds to be able to qualify the efficiency of not necessarily MR or MH planar and volume structures.
Section II improves and extends bounds on the numbers of sensors, redundancies, and holes for the sparse linear arrays given by [3] to sparse planar and volume arrays. As an application, the efficiency of regular planar and volume arrays with redundancies but no holes is deduced. Also, examples of new redundancy and hole square arrays given by exhaustive computer search are shown in the Appendix.
II. BOUNDS FOR ARRAYS WITH REDUNDANCIES AND HOLES
Consider a volume array A made of M sensors lying on the marks of a Cartesian grid. 1 The sensor spacings on this grid are integer multiples of some fundamental distance (usually the half wavelength of the incident radiation), and thus the sensor separations can be represented by these integers. Based on the assumption that one is primarily interested in how an array samples the spatial covariance function, which is a function only of the separation between the points (for uncorrelated sources), the useful notion of coarray was introduced [10] . It refers to the set of points at which the spatial covariance function can be esti- 
III. DESIGN OF SPARSE LINEAR AND VOLUME ARRAYS
To build efficient square and cubic redundancy arrays, two regular structures are known. The first, referred to by Pumphrey [8] as "cross product" (CP) arrays, are constructed from, respectively, two or three identical LMR arrays. A square cross-product array, for example, has a sensor at fi; jg if the linear array it is constructed from has a sensor at fig and one at fjg (see Fig. 2 ). Note that these structures can be extended to nonidentical LMR arrays. As LMR arrays are built for any M, their optimal aperture A is a function AM of M. So associated cross-product arrays are defined only for these apertures A M , for which the number of sensors is M 2 or M 3 . As for LMR arrays [5] , [4] 2:434 lim 2:135A + 1:068, respectively, these cross-product redundancy arrays are potentially efficient. However, we note that the difference between the number of sensors given by the lower bound (2.5) and the one given by (3.1) increases with the dimensionality of the array. A second regular structure was proposed by Greene-Wood (GW) [11] for square arrays. The sensor location (i; j; k) of such an array of aperture A verifies: i = 0 or j = 0 or k = 0 or i = j = k = 2; . . . ; A (k = 0 for square array cf. Fig. 2 ). It gives, respectively, M = 3A and M = A(3A + 4) for square and cubic arrays. 4 Compared to (2.5), the GW square array is a potentially efficient redundancy array contrary to the GW cubic array. Naturally, all these structures are not necessarily MR. Table I exhibits, by exhaustive computer search, the number of MR and MH square arrays for apertures up to 6(7 for MH square arrays), two arrays being considered different if none of them can be deduced from the other by an elementary transformation. We find that these arrays are not generally unique. However, GWor cross-product MR arrays exist for each of these apertures (except for A = 2).
IV. CONCLUSION
A general formulation has enabled us to consider the notion of minimum hole and minimum redundancy arrays regardless of the dimensionality of the array. Thanks to this approach, tighter bounds have been given on the numbers of sensors, redundancies, and holes for the linear arrays and similar bounds have been proposed for planar and volume arrays. As an application, the efficiency of regular planar and volume arrays with redundancies but no holes has been deduced (see Fig. 1 for planar arrays). The number of sensors and configurations of square MR and MH arrays obtained by exhaustive computer search has been 4 Note that a more efficient cubic structure can be obtained by piling up identical GW square arrays for which the number of sensors is M = 3A(A + 1):
given. An example of square MR and MH array for each aperture is exhibited up to aperture 7 (see Figs. 2 and 3) . Finally, we note that designing simple regular structures of efficient hole arrays, or deducing hole planar and volume arrays from linear hole arrays, still presents a number of obstacles. Combining these two values, (2.4) holds with A def = max( 0 ; 00 A ). We note that 00 A is decreasing in Ax and a sharp examination of 00 A shows that A = 00 A for A x < 6 (e.g., 3 0:0797) and A = 0 0:0237 for A x 6.
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