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Abstract
We provide a framework for assessing the default nature of a prior distribution using the
property of regular variation, which we study for global-local shrinkage priors. In partic-
ular, we demonstrate the horseshoe priors, originally designed to handle sparsity, also pos-
sess regular variation and thus are appropriate for default Bayesian analysis. To illustrate
our methodology, we solve a problem of non-informative priors due to Efron (1973), who
showed standard flat non-informative priors in high-dimensional normal means model can be
highly informative for nonlinear parameters of interest. We consider four such problems and
show global-local shrinkage priors such as the horseshoe and horseshoe+ perform as Efron
(1973) requires in each case. We find the reason for this lies in the ability of the global-local
shrinkage priors to separate a low-dimensional signal embedded in high-dimensional noise,
even for nonlinear functions.
1 Introduction
1.1 Default Bayesian analysis in multi-parameter problems
In the discussion to Dawid et al. (1973), Efron (1973) observed that the traditional default prior
for the normal means could actually be highly informative for a low-dimensional nonlinear func-
tion of the means. Efron (1978) further observes, “the trouble with the multi-parameter esti-
mation problem is not that it is harder than estimating a single parameter. It is easier, in the
sense that dealing with many problems simultaneously can give extra information not otherwise
available. The trouble lies in finding and using the extra information.” Bayes’ rule is clear on
how to perform inference for a multivariate mean θ = (θ1, . . . , θp), as the posterior density is
p(θ | y) ∝ p(y | θ)p(θ). The problem is in specifying p(θ).
Consider the classic normal means model (yi | θi) ∼ N (θi, 1) independently for i =
1, . . . , p. A common statistical inference problem occurs when there is a high-dimensional pa-
rameter vector θ but the parameter of interest ψ is a low-dimensional nonlinear function. In the
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absence of relevant prior information, Jeffreys (1939) argues “if we have no information relevant
to the actual value of the parameter, the probability must be chosen so as to express the fact that
we have none.” Jeffreys’ non-informative prior, p(θ) ∝ |I(θ)|1/2, where I(θ) is the Fisher in-
formation, is based on preservation of invariance under transformation, although for the normal
means problem, he proposed a departure by using π(µ, σ) ∝ 1/σ. Unfortunately, Jeffreys’ prior
is often improper. Dawid et al. (1973) argue that the posterior distributions for the improper pri-
ors have an unBayesian property, the result of the so-called marginalization paradox, which can
be alleviated by using proper priors.
Efron (1973) illustrates that when the parameter of interest is a nonlinear function of normal
means, the posterior could lead away from a non-informative answer even when using a proper,
and yet flat prior on θ, and argues that the flat priors only make sense for group-transformation
models. However, group transformation encompasses only a limited class of models, and in many
cases the parameter of interest could be a complicated nonlinear quantity beyond the reach of the
flat priors. Bernardo (1979) introduced the important notion of a parameter of interest where
one re-parameterizes θ = (ψ, ζ) where ψ is a parameter of interest and ζ is a vector of nuisance
parameters that requires marginalization.
These re-parameterizations have little effect on simulation such as Markov chain Monte Carlo
as one simply transforms the simulated draws from one parameterization to another. The issue
that arises, however, is in specifying the default priors for inference. Transforming a prior, p(θ),
from a high-dimensional space, to a low-dimensional, generally nonlinear parameter of interest,
p(ψ), involves a Jacobian or density transform that can take a seemingly non-informative prior
into a highly informative one, leaving the researcher with a posterior distribution given the data
that does not represent beliefs associated with non-informativity. Jeffreys’ prior suffers directly
from these issues and the growth of reference priors (Bernardo, 1979; Berger & Bernardo, 1992)
was designed directly to handle the issue of non-informative inference for a parameter of interest
while marginalizing out high-dimensional nuisance parameters. The problem of specifying a
non-informative prior for a parameter of interest ψ then reduces to the properties of the marginal
posterior of ψ given y. The reference priors of Bernardo (1979) are constructed to not suffer from
marginalization paradoxes. However, these priors are typically not integrable, which can lead to
problems in more complicated settings such as hierarchical models (Gelman, 2006).
Efron (1973) posed a number of challenges for a Bayesian framework for default prior anal-
ysis, including the sum of squares and maximum of normal means. Specifically, he noted that
priors such as independent N(0, A) prior for each θi where A → ∞ can be highly informative
for non-linearly transformed low-dimensional parameters of interest, such as, ψ =
∑p
i=1 θ
2
i . A
similar issue arises with estimating the variance σ2 in the model (y | θ, σ2) ∼ N (θ, σ2I) un-
der the inverse gamma prior σ2 ∼ IG(ǫ, ǫ) as ǫ → 0. Gelman (2006) proposed a C+(0, 2·5)
prior for the scale parameter in a hierarchical model, where σ ∼ C+(0, τ) denotes a half-Cauchy
distributed random variable, with density p(σ | τ) = 2/{πτ(1 + (σ/τ)2}, σ > 0, τ > 0.
We argue here that the class of global-local shrinkage priors (Polson & Scott, 2012a) are
good candidates for default priors. This class includes the horseshoe prior (Carvalho et al., 2010)
and the horseshoe+ prior introduced in an unpublished 2015 technical report by the authors of
the current article. They are also particularly effective when the underlying parameter vector is
sparse and the parameter of interest is a low-dimensional, possibly nonlinear function. Gelman
(2006) already hinted at the default nature of half-Cauchy priors in hierarchical models. The
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question we consider is: what is the special property that distinguishes the half-Cauchy prior
from other so-called flat priors? We will argue that the property of regular variation is key to a
non-informative analysis. We study this property for the class of global-local shrinkage priors
and show, via the use of dual densities, how to construct such priors.
While the use of heavy-tailed robust priors for non-informative inference has a long history
(Dawid et al., 1973; O’Hagan, 1979, 1990), our new insight is that it is important to use sparse-
robust priors as well, that is, ones that offer heavy shrinkage towards zero. For example, in the
ratio of means, also known as the Fieller–Creasy problem (Fieller, 1940; Creasy, 1954), where
ψ = θ1/θ2, one needs a prior that will let the data speak for themselves at the origin of θ2. In the
case where the true parameter values are θ1 = θ2 = 0, the likelihood ought to be uninformative
and we should have a posterior with a similar spread as the prior.
1.2 Global-local shrinkage
We define the following class of priors on θi as global-local shrinkage priors
(θi | λi, τ) ∼ N (0, λ2i ), (λi | τ) ∼ p(λi | τ), τ ∼ p(τ), λi > 0, τ > 0,
where p(λi | τ) has a tail that decays slower than an exponential rate.
Our approach to the marginal parameters of interest problems will be based on the use of
global-local shrinkage priors (Polson & Scott, 2012a,b). In particular, we focus on the horseshoe
and horseshoe+ priors where the hierarchical models are specified as follows for the horseshoe,
(θi | λi, τ) ∼ N
(
0, λ2i
)
, (λi | τ) ∼ C+ (0, τ) , τ ∼ C+ (0, 1) , λi, τ > 0,
and for the horseshoe+,
(θi | λi, ηi, τ) ∼ N
(
0, λ2i
)
, (λi | ηi, τ) ∼ C+ (0, τηi) ,
ηi ∼ C+ (0, 1) , τ ∼ C+ (0, 1) , λi, ηi, τ > 0.
A feature of the horseshoe and horseshoe+ priors is that they possess both tail-robustness and
sparse-robustness properties, in other words, an infinite spike at the origin and as heavy a tail as
possible that still ensures integrability.
It is useful to view these priors by transforming to a shrinkage scale with κi = 1/(1+λ2i τ2).
This transformation yields the densities of global-local shrinkage priors,
p(θi | τ) =
∫ 1
0
p(θi | κi, τ)p(κi | τ)dκi, p(θi | κi, τ) ∼ N
(
0,
1− κi
κi
)
.
Here κi ∈ [0, 1] is a component-specific shrinkage weight and τ is a global parameter.
In the case of a sparse θ, only a few components are away from zero. West (1984) notes that
the solution in this case is not to use a spherically symmetric heavy-tailed prior, such as a multi-
variate t. Indeed, for most of the components, the prior belief matches the observations, differing
only in a few coordinates. Thus, the solution lies in putting component-specific priors on θ. This
is also the basic idea in global-local shrinkage priors. The global τ provides shrinkage towards
zero for all components and indeed, the marginal prior on θi has unbounded spike at zero. The
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local, or component-specific λi terms leave the large signals un-shrunk. The further half-Cauchy
priors on λi and τ allow these terms to be learned from the data. There are several optimality
results available for the horseshoe and horseshoe+ priors (Carvalho et al., 2010; Datta & Ghosh,
2013; van der Pas et al., 2014, for the horseshoe; and a 2015 technical report by the current au-
thors for the horseshoe+). However, all of these results are concerned with the estimation of the
multivariate normal mean itself, rather than its low-dimensional functions, which is the focus of
the current work. We now discuss a key property that allows the global-local priors to perform
well in the problems we consider: that of regular variation.
2 Regular Variation and Non-informative Priors
2.1 Regular variation and Bayes’ rule
We consider Bayes’ rule for the parameter of interest ψ
p(ψ | y) = L(ψ)p(ψ)
p(y)
, where L(ψ) =
∫
p(y | ξ, ψ)p(ξ | ψ)dξ,
is the marginal likelihood. We need a prior p(θ1, . . . , θp) that has a conditional p(ξ | ψ) that leads
to a well-behaved marginal likelihood and we need the prior p(ψ) to have regular variation rela-
tive to this marginal likelihood. A positive, measurable function f is called regularly varying at
infinity with index α if f is defined on some neighborhood [x0,∞) and limx→∞ f(tx)/f(x)→
tα for all t > 0. The function f is called slowly varying if α = 0. A random variable Y with dis-
tribution F is defined to have a regularly varying upper tail if its survival function F¯ is regularly
varying at infinity. The regularly varying functions also satisfy a number of Tauberian theorems
(Bingham et al., 1989). A useful outcome of these theorems is that they are closed under most
common many-to-one functions, for example, sums of regularly varying random variables are
also regularly varying. The last property also characterizes a wider class of heavy-tailed distribu-
tions called sub-exponential distribution, which has also been linked to Bayesian robustness by
Andrade & Omey (2011).
A key idea in Bayesian robustness modeling is the use of heavy-tailed distributions to resolve
the conflict between different sources of information, namely the prior and outliers in data, that
light-tailed distributions such as Gaussian fail to account for. The idea goes back to de Finetti
(1961), Lindley (1968), and Dawid et al. (1973). Lindley (1968) showed, by means of an ap-
proximate analysis, that if the likelihood is y | θ ∼ N (θ, σ2), then the posterior mean for θ
given y would not be too far from the observation y, if one uses a Student’s t prior instead of a
Gaussian prior on θ. Dawid (1973) generalized the result for a pure location family and provided
conditions that the prior “should not wag its tail too vigorously,” in order to achieve outlier re-
jection. The connection between heavy tails and Bayesian robustness has been explored in depth
in the subsequent literature by O’Hagan (1979, 1990); Andrade & O’Hagan (2006, 2011) and
O’Hagan & Pericchi (2012). In particular, Andrade & O’Hagan (2006, 2011) established easily
verifiable properties for conflict resolution through regular variation of the prior for location-scale
families.
A remarkable result in the theory of regular variation is due to Barndorff-Nielsen et al. (1982)
and we show its use in Bayesian robustness. Their theorem shows that for any mixing distribu-
tion with slowly varying tail behavior, the corresponding normal variance mixture will also have
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slowly varying tails. In fact, the argument can be extended to any normal mean-variance mixtures
by identifying a mean-variance mixture as an exponentially tilted version of the pure variance-
mixture. This result shows that putting a slowly varying prior on the local shrinkage parameters
Λ = (λ21, . . . , λ
2
p) is a straightforward way of constructing slowly varying priors for the parameter
of interest θ.
Theorem 2.1. (Barndorff-Nielsen et al., 1982). Let p(·) be a normal scale mixture p(θ) =∫
(2πv)−1/2e−θ
2/2vdF (v) and suppose that the mixing density f(·) satisfies
f(v) = e−ψ
+vvα−1L(v), v →∞,
where ψ+ = sup{s ∈ ℜ : φ(s) = ∫ esuF (du) <∞}, and L(·) is slowly-varying. Then,
p(θ) ∼
{
(2π)−
1
22
1
2
−αΓ(12 − α)|θ|2α−1L(θ2), θ →∞, ψ+ = 0
(2ψ+)−
1
2
αL(|θ|)|θ|α−1 exp{−(2ψ+)|θ|}, θ →∞, ψ+ > 0.
The results of Barndorff-Nielsen et al. (1982), together with Tweedie’s formula for the expo-
nential family (Efron, 2011) can be used for checking posterior robustness for scale mixtures of
normals. Results on regular variation are reviewed in the Supplementary Material.
Unlike the half-Cauchy prior, the normal and Laplace prior do not work well for these prob-
lems as they lack regular variation. A more subtle problem occurs for the inverse-gamma (ǫ, ǫ)
prior for the variance term ν. The inverse-gamma prior has regular variation at the right tail but
not at the origin as the exp(−ǫ/ν) term dominates ν−(1+ǫ) term near the origin, which leads to
shrinkage away from the origin.
We argue that the four classical one-dimensional problems introduced in §3 are examples
of nice many-to-one functions that preserve the regular varying tails in the prior. It can be then
argued that the heavy-tailed normal scale mixture priors such as the horseshoe and horseshoe+
will outperform priors for scale parameters with rapidly varying tails that make them unsuitable
for robustness or conflict resolution.
2.2 Regular variation as a measure of flatness
It has been argued that flat priors only make sense in group-transformation models (Efron, 1973).
However, only a few models fall into that class, and often the goal is inference of complicated
non-linear parameters of interest. As Bernardo points out in a conversation with Irony & Singpurwalla
(1997), flat priors are usually very informative even when they are proper, and Jeffreys’ prior
works for regular, one-parameter problems but leads to marginalization paradoxes that both ref-
erence priors and the half-Cauchy priors seem to avoid for these multi-parameter problems. The
heavy-tails of the half-Cauchy priors can be interpreted as a translation of vague prior beliefs
(Rubio & Steel, 2014). The usual non-informative priors become highly informative when one
transforms a high-dimensional parameter into a low-dimensional parameter. However, regular
variation, due to closure properties under a wide variety of transformations, preserves the flatness
of the priors even in the context of transformed parameters of interest.
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2.3 Regular variation and nonlinear functionals
Assume τ = 1 without loss of generality. The global-local prior (Polson & Scott, 2012a) has
the density of λi of the form p(λ2i ) = K(λ2i )−a−1L(λi) for some a > 0. Polson & Scott (2010)
and Ghosh et al. (2015) show that such priors achieve tail-robustness as well as asymptotic Bayes
optimality when L(·) is a slowly varying function. The marginal prior on θi is
p(θi) ∝
∫
(2πλ2i )
−1/2 exp
(
− θ
2
i
2λ2i
)
λ−a−1i L(λ
2
i )d(λ
2
i ), λi > 0, a ≥ 0.
An application of Theorem 2.1 gives
p(θi) ∝
(
θ2i
)−a−1
L(θ2i ), |θi| → ∞,
which shows θi has a polynomially decaying density and hence a regularly varying right tail.
Recall that the likelihood is normal and we have [yi | θi] ∼ N (θi, 1). Thus, Result 2 of Dawid
(1973) implies [θi | yi]  N (yi, 1) as |yi| → ∞. Hence the posterior of θi corresponding to a
large yi is centered at the observation yi, with the same standard deviation as the data distribution.
Thus, the posterior estimate of such a θi will be the same as pure likelihood-based estimate and
prior information is discounted. If one defines low dimensional functions of θ such as ψ =∑p
i=1 θ
2
i , ψ = max θi, ψ = θ1θ2, ψ = θ1/θ2, by closure properties of regular variation, the prior
p(ψ) will have regular variation. Thus the posterior estimates of ψ will also be the same as the
likelihood-based estimates, provided corresponding yis are all large. For a normal prior, the prior
and the likelihood have the same tail heaviness, and the results of Andrade & O’Hagan (2006)
imply that the posterior of (θi | yi) will not be the same as the likelihood-based estimate. Hence,
the resultant posterior estimates of ψ will differ from their likelihood-based estimates, explaining
Efron’s observations.
From this description, it is natural to wonder if just putting a heavy-tailed prior such as a
multivariate-t on θ will suffice. However, in a sparse true θ case, most of the observed small yis
are just noise terms. There is another key property of global-local priors that distinguishes them
from other priors with heavy tails, such as a multivariate-t. Global-local priors also offer heavy
shrinkage towards zero. Specifically, the density p(θi) has an unbounded spike near zero and the
global shrinkage parameters adapts itself to the sparsity level of the data, when the true parameter
vector is sparse. The unbounded spike near zero for horseshoe and horseshoe+ are respectively
demonstrated by Carvalho et al. (2010) and in a technical report by the current authors. This
is not the case with a multivariate-t prior on θ and the terms with small yi are not shrunk as
effectively. In presence of a true θ that is sparse-robust, that is, most components are zero and
a few components are large, the heavy tails of the marginal prior on θi in combination with its
unbounded spike near zero explains why global-local shrinkage priors perform so effectively.
2.4 Duality of densities
Since the regularly varying global-local shrinkage priors arise as normal scale mixtures, it is
natural to ask what properties of the mixing distribution ensures a regularly varying right tail
of the shrinkage prior, and how to generate new regularly varying shrinkage priors that are also
normal scale mixtures.
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Suppose that p(x) =
∫
(2πv)−1/2e−x2/2vdF (v), is a normal scale mixture with moment
generating function φ. Theorem 2.1 can be used to establish the relationship between the tail
behavior of the mixing distribution and the tail behavior of the normal scale mixture. Turning to
the second question, an important tool for constructing new regularly varying priors is by using
the dual densities for known normal scale mixtures. The concept of dual densities was introduced
by Good (1995) as densities proportional to the characteristic functions (or moment generating
functions when they exist). Specifically, we construct
pˆ(t) =
φ(t)
C
, φ(t) = E{exp(tX)}, C =
∫
D
φ(y)dy,
where D is such that pˆ(t) ≥ 0 for all t ∈ D and ∫D φ(y)dy < ∞. This dual density pˆ is also
a normal scale mixture with mixing density fˆ . The mixing density for the dual and the original
density denoted by fˆ and f are related by:
fˆ(v) =
1
(2π)1/2p(0)v3/2
f
(
1
v
)
, v > 0.
The purpose of this is to be able to construct regularly varying priors that are also normal scale
mixtures starting from rapidly varying priors. Dual densities were further explored by Gneiting
(1997) and Nadarajah (2009). See Table 1 for a taxonomy of dual densities which can be used
to construct slowly varying global-local scale mixtures. The classic example is the double-
exponential or Laplace distribution whose dual is the Cauchy distribution. Since the Laplace
can be written as a normal scale mixture with exponential mixing density, we can derive the
mixing density for Cauchy.
Table 1: Some common exponentially tailed densities that have polynomially tailed dual densi-
ties. The densities marked with asterisks also have a known normal scale mixture representation.
Density p(x) Dual Density pˆ(x) Comments
Exponential Power*
(Special Case: Laplace,
Normal)
Symmetric-stable(α) (Special case:
Cauchy, Levy)
Symmetric stable distributions are
heavy-tailed for α < 2.
Bessel function density* Student’s t
These densities are special cases of
Generalized Hyperbolic
distribution with parameters
(λ = − ν+1
2
, δ2 = 0, κ2 = ν) and
(λ = −ν/2, δ2 = ν, κ = 0)
respectively.
Gamma (shape=α,rate=λ) pˆ(x) = x−α
Laplace*
Skew-Laplace I
Skew-Laplace II
pˆ(x) ∝ eax(1 + x2)−1
pˆ(x) ∝ eax(c/(b + x) + 1/x)
pˆ(x) ∝ { cx
x2+a2
+ 1
b+x
}
Heavy-tailed if a = 0.
Heavy-tailed if a = 0.
Heavy-tailed.
Freche´t pˆ(x) ∝ √xK−1(a√x) Freche´t distribution has a lower
exponential tail.
Inverse Gaussian pˆ(x) ∝ x1/4K− 1
2
(a
√
x)
Linnik or α-Laplace
distribution*
α ∈ [0, 2)
Generalized Cauchy
pˆ(x) ∝ (1 + |x|α)−β
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3 Examples of Nonlinear functions of multivariate normal means
3.1 Example 1: sum of squares
Efron (1973) shows the following example: if p = 100, ψ =∑100i=1 θ2i and we observe∑100i=1 y2i =
200, then the estimate ψˆ = 100 with standard deviation 25 is the minimum variance unbiased
estimator. It is easy to see that the posterior mean under an uninformative prior N(0, τ2), with a
large τ2, is 300, which is badly biased upwards. This is because the marginal prior on ψ heavily
shrinks ψ away from the origin. To be concrete, observe that
ψ =
p∑
i=1
θ2i ∼ Γ
(
p
2
,
τ2
2
)
, p(ψ) = τ−pψ
p
2
−1e−
ψ
2τ2 .
Therefore a large τ2 shrinks away from the origin due to the term ψ49 when p = 100. One way
of correcting this is to give τ a diffuse prior such as the half-Cauchy prior. Then the marginal
prior is p(τ) ∝ (τ2 + 1)−1 making the marginal for ψ proportional to ψ−1/2(ψ + p)−1 and the
posterior mean of ψ close to the maximum likelihood estimate. To see this, we start with the
marginal prior on ψ, which in this case is:
p(ψ) =
∫ ∞
0
τ−pψ
p
2
−1e−
ψ
2τ2 p(τ2)dτ.
As we show in Theorem 5.1, the term p(ψ|τ2) collapses on τ2 = ψ/p so we have a marginal
prior on ψ equal to the prior on τ2 evaluated at ψ/p. Hence we have
p(ψ) ∝ ψ−1/2(ψ + p)−1.
This shrinks towards the origin, as the density is not zero there. This is the sense in which
estimating or learning the hyperparameters helps in a non-informative analysis. Berger et al.
(1998) points out the sub-optimality of the constant prior on θ which is also the Jeffreys’ prior
and derives the naive reference prior for estimating ψ, given by p(ψ) = ψ−(p−1)/2. Berger et al.
(1999) point out the failure of profile likelihood approaches for this problem as it fails to account
for the uncertainty in the nuisance parameter and show how the integrated likelihood approach
avoids the pitfalls of marginalization paradox. We compare the reference prior with the other
shrinkage priors and argue that the reference prior in this setting acts as a global shrinkage prior
and works well in the dense case where θi = 1 for all i, but its performance deteriorates in the
sparse case due to over-shrinkage of large observations.
3.2 Example 2: maximum of normal means
This example, also due to Efron (1973), concerns estimating ψ = max θi given observations
y1, · · · , y99 drawn from standard normal distribution while y100 = 10. Suppose in order to
correct the problem with the sum of squares estimation under a fixed, large τ2, we have now
used a prior p(τ2) ∝ (τ2 + 1)−2, as in Example 1. The posterior mean for ψ is now 5, while
it is obvious that 10 is a much more sensible estimate in this case. Now the problem arises
because there is only one global shrinkage parameter τ with a heavy-tailed prior that shrinks
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the true signals as well as the noise terms. The James-Stein shrinkage estimator, being a purely
global shrinkage estimator, suffers from the same problem. We will show that the situation can
be improved by adding local shrinkage parameters in addition to a global τ .
3.3 Example 3: product of two normal means
The third marginal parameter inference problem deals with the product of normal means ψ =
θ1θ2 where we observe (y1, y2 | θ1, θ2)′ ∼ N ((θ1, θ2)′, I) (Berger & Bernardo, 1989). It follows
that the reference prior in this context is proportional to (θ21 + θ22)−1/2, which has polynomially
decaying tails like the half-Cauchy prior, but is not integrable. For a detailed review of reference
prior for product normal means and its generalization to the multivariate case, we refer the readers
to Sun & Ye (1995, 1999). We will show when both θ1 and θ2 are close to zero, the posterior
distribution under the global-local priors concentrates around the origin, unlike its competitors,
including normal, pure global and pure local shrinkage priors.
3.4 Example 4: ratio of two normal means
Finally, we consider the Fieller–Creasy problem, where the parameter of interest is ψ = θ1/θ2
(Fieller, 1940; Creasy, 1954). Defining λ = θ2 as the nuisance parameter, the reference prior
is obtained as p(ψ, λ) ∝ (ψ2 + 1)−1/2 (Liseo, 1993) which is Cauchy-like but not integrable.
One expects horseshoe to produce similar results and as we show in §4.4, these priors lead to
sensible answers by concentrating around the true value for θ2 6= 0 and around the origin when
θ1 = θ2 = 0. In all the examples, global-local priors enjoy the benefit of being integrable.
4 Results
4.1 Simulation scheme
We compare the following priors for the marginal parameter of interest problems of §3.
1. The global-local shrinkage priors, namely, the horseshoe and the horseshoe+ priors.
2. The Laplace or double-exponential prior, with the mixing density given by:
p(λ2i | τ2) = (2τ2)−1exp{−λ2i /2τ2}, (1)
(τ2 | ξ, d) ∼ IG(ξ/2, ξd2/2), ξ > 0, d > 0. (2)
The Laplace prior has a long history in Bayesian robustness modeling (Pericchi & Smith,
1992; Box & Tiao, 1962). For the numerical examples, we use the standard double-exponential
prior, that is, fix ξ = d = 1.
3. The vague normal prior, that is, θi ∼ N (0, σ2 = 300).
4. The pure-local shrinkage prior, and the pure-global shrinkage priors, by taking τ = 1 or,
λi = 1, for all i = 1, . . . , p, in the hierarchical model for horseshoe prior in §1.2. These
two priors are included to highlight the role of both local and global shrinkage parameters.
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5. The reference priors for Examples 1, 3 and 4.
In the following simulations, the estimates are produced using the probabilistic programming
language Stan (Stan Development Team, 2014) according to the parametrization shown above.
Stan is run with 4 parallel chains of 10,000 iterations. We also provide two efficient algorithms
for sampling from the horseshoe for horseshoe+ posteriors in the Supplementary Material.
4.2 Sum of squares estimation
For comparing the candidate priors, we chose θ with qp non-zero components of magnitude A
and dimension p = 100. The simulation study shows the performance for different θ in both
the sparse regime where qp/p → 0 and completely dense where qp/p → 1. Table 2 shows
the performance comparison for the candidate priors for three different sparsity patterns while
constraining θ to have unity quadratic mean, that is, ||θ||2 = p. The chosen values for A and qp
are A = 10, qp = 1, A = 5, qp = 4, and A = 1, qp = 100 respectively. The posterior quantiles,
mean and standard deviation for ψ =
∑p
i=1 θ
2
i for the three experiments are given in Table 2, and
Figure 1 shows the corresponding posterior distribution of ψ.
The first two blocks of Table 2 and the sub-figures Fig. 1a and Fig. 1b shows the relative
performance of the different priors in the two sparse situations, that is, A = 10, qp = 1, and
A = 5, qp = 4. As expected, both horseshoe and horseshoe+ gives sensible answers in the sparse
case with the posterior distribution centered near 100 and standard deviation close to 25 as desired
by Efron (1973). The Laplace prior also does well for the sparse θ, but as we shall see shortly,
its performance deteriorates for the remaining examples, maximum, product of means and the
Fieller–Creasy problem, advocating against its use as a default prior. The density plots Fig. 1a
and Fig. 1b are instructive to see where the badly performing priors concentrate. The vague
normal prior leads to an upward bias in all cases, as Efron (1973) had pointed out. Interestingly,
the pure-local shrinkage prior concentrates above as it can not adapt to the sparsity in absence of
a global shrinkage parameter. On the other hand, pure-global prior and the reference prior shrinks
the posterior more towards zero and lead to under-estimation, as one should expect when the only
shrinkage mechanism is a global parameter.
The dense case is θi = 1, for all i = 1, . . . , p. The global-local shrinkage priors, that clearly
outperform the others in the sparse case, are not the best performers here as they are designed
to shrink the small θis, which under-estimates
∑p
i=1 θ
2
i . The pure-global shrinkage prior is the
best performer in the dense case, followed closely by the reference prior. The global prior leads
to a posterior that concentrates on (0,
∑p
i=1 y
2
i ), unlike the vague normal prior that concentrates
above this region. We prove this theoretically in §5.
To summarize, the global-local shrinkage priors give a more sensible answer than the proper
flat normal prior with a high variance in the sparse case. The normal prior not only gives a pos-
terior mean far away from the true value, as Fig. 1 shows, the posterior for a vague normal prior
puts most of its density on a different region, unlike the global-local shrinkage priors that con-
centrates near the true ψ. Even in the dense case, where the global-local shrinkage priors shrink
too strongly, a global shrinkage prior with a half-Cauchy prior produces an accurate estimates,
but one cannot trade the half-Cauchy with a N (0, 300) prior, suggesting regular variation as a
key property for Bayesian robustness.
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Table 2: Summary statistics and standard deviation of the posterior distribution for the candidate
priors, namely, the horseshoe+ (HS+), the horseshoe (HS), Laplace, normal, pure-local, pure-
global and the reference priors, for parameter of interest ψ =
∑100
i=1 θ
2
i . Here qp is the number of
non-zero means and A is the magnitude of the non-zero means. True ψ = 100 in all cases.
Minimum Q1 Median Mean Q3 Max Std. Dev.
A = 10, qp = 1 HS+ 46·7 84·4 97·6 98·3 111·6 172·8 19·8
HS 46·6 82·3 94·6 96·6 108·7 159·0 19·2
Laplace 44·9 86·7 101·7 103·5 119·3 180·4 23·2
Normal 189·7 260·0 276·9 278·0 295·3 373·9 29·4
Local 89·5 137·8 152·4 153·9 169·2 229·7 22·7
Global 19·5 64·6 78·9 79·9 93·1 164·1 21·6
Reference 29·4 66·3 81·1 82·5 98·0 162·8 23·9
Minimum Q1 Median Mean Q3 Max Std· Dev·
A = 5, qp = 4 HS+ 53·2 89·8 104·0 105·9 121·4 182·8 22·8
HS 49·8 88·2 103·1 103·6 119·0 180·3 21·6
Laplace 50·6 87·9 104·0 105·0 119·2 214·2 23·8
Normal 191·6 265·5 285·3 285·7 305·2 380·9 30·8
Local 88·9 134·4 149·9 150·3 164·7 240·0 23·5
Global 27·6 70·1 84·0 86·2 102·5 170·6 24·8
Reference 34·36 69·64 85·3 86·5 100·9 164·7 23·7
Minimum Q1 Median Mean Q3 Max Std· Dev·
A = 1 , qp = 100 HS+ 31·9 67·8 83·8 86·0 101·8 165·6 24·1
HS 36·3 73·8 88·5 91·6 107·2 190·0 24·0
Laplace 51·2 89·6 107·1 107·6 123·7 181·9 26·3
Normal 219·3 288·0 308·8 309·0 331·4 442·6 32·5
Local 76·4 123·7 138·0 138·4 153·2 216·3 23·3
Global 53·23 94·73 108·0 110·2 125·7 198 22·9
Reference 47·67 92·45 114·5 113·8 131·5 188·3 27·8
4.3 Maximum estimation
Here we show that the horseshoe priors do well for estimating θ(p), the maximum element of θ,
when one yi is an outlier at 10 and the rest of the yis are standard normal variates. We expect that
the global-local shrinkage priors to do well due to the local shrinkage parameters that provide
robustness in the tails, that is E(θ | y) ≈ y for large |y|, whereas a pure-global shrinkage prior
results in a posterior mean of around 5, as pointed out by Efron (1973). Indeed, as Table 3
and Fig. 2 show, both the global-local priors as well as the normal prior with high standard
deviation do well for this example while the worst-performing candidate is the global shrinkage
prior. Interestingly, the Laplace prior performs poorly due to its over-shrinkage on the tails. This
agrees with fact that the Laplace prior leads to a biased estimate for large observations, as noted
in the discussion in §3.2 of Carvalho et al. (2010), where they showed that for large |yi| there is
a constant bias, |E(θi|yi)− yi| ≈
√
2/τ , for a given τ .
4.4 Bivariate normal means: product and ratio
We compare the different shrinkage priors for Examples 3 and 4 in §3, concerning the product
and ratio of means (Berger & Bernardo, 1989; Creasy, 1954) of a bivariate normal distribution.
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(c) A = 1 and qp = 100.
Figure 1: Posterior densities of the parameter of interest ψ =
∑100
i=1 θ
2
i , for the candidate priors,
namely, the horseshoe+ (HSplus), the horseshoe (HS), Laplace, normal, pure-local, pure-global
and the reference priors. In each panel, qp is the number of non-zero means and A is the magni-
tude of the non-zero means. The horizontal line is at the true value ψ = 100.
Table 3: Summary statistics and standard deviation of the posterior distribution for parameter of
interest ψ = max θi, for the candidate priors, namely, the horseshoe+ (HS+), the horseshoe (HS),
Laplace, normal, pure-local and pure-global priors, for [yi | θi] ∼ N (0, 1) for i = 1, . . . , 99 and
y100 = 10.
Minimum Q1 Median Mean Q3 Max Std.Dev.
HS+ 6·7 9·0 9·7 9·7 10·4 12·5 1·1
HS 6·8 9·2 9·8 9·9 10·5 12·9 1·0
Laplace 4·8 7·8 8·5 8·4 9·1 11·0 1·0
Normal 6·6 9·3 10·0 9·9 10·6 13·1 1·0
Local 6·7 9·1 9·9 9·8 10·5 13·0 1·0
Global 1·5 3·7 4·4 4·4 5·1 7·7 1·0
The data are generated as K = 100 independent draws from a bivariate normal distribution as
(yk | θ1, θ2) ∼ N ((θ1, θ2), I) , k = 1, . . . ,K.
The sample mean for the data is (y¯1, y¯2) = (0·0427,−0·0840). The results below pertain to
the case where the true values for both θ1 and θ2 are zero. Figure 3 shows the two-dimensional
density contours for all the candidate posteriors. Fig. 3 clearly illustrates that the posterior distri-
butions under the horseshoe and the horseshoe+ priors are highly concentrated in a small interval
near the origin unlike their competitors, such as the double-exponential, the normal, or the pure-
local and pure-global shrinkage priors. As a result, the global-local shrinkage priors enjoy higher
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Figure 2: Posterior densities of the parameter of interest ψ = max θi, for the candidate priors,
namely, the horseshoe+ (HSplus), the horseshoe (HS), Laplace, normal, pure-local and pure-
global priors, for (yi | θi) ∼ N (0, 1), i = 1, . . . , 99 and y100 = 10. The horizontal line is at
ymax.
estimation accuracy compared to the competitors. The global shrinkage estimator also concen-
trates near the origin but with a higher spread, implying regular-variation is a key property for
learning marginal parameters of interest.
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Figure 3: Two-dimensional contour plots of p(θ1, θ2 | y) for the candidate priors, namely, the
horseshoe+ (HSPlus), the horseshoe (HS), Laplace, normal, pure-local, pure-global and the two
reference priors for the product mean and ratio of two means (Fieller-Creasy) problems.
5 Posterior contraction for the sum of squares problem
Here we provide some theoretical basis to the behavior of horseshoe prior for the sum of squares
problem. It turns out that a sufficient statistic for ψ =
∑p
i=1 θ
2
i is Z =
∑p
i=1 y
2
i and Z follows
a non-central χ2 distribution with p degrees of freedom and non-centrality parameter ψ with
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Table 4: Posterior quantiles for the marginal parameters of interest ψ1 = θ1/θ2 and ψ2 = θ1θ2
for the candidate priors, namely, the horseshoe+ (HS+), the horseshoe (HS), Laplace, normal,
pure-local, pure-global and the reference priors. All entries in the table are multiplied by 1, 000.
ψ1 = θ1/θ2 ψ2 = θ1θ2
Q1 Median Q3 Q1 Median Q3
HS+ -1020 -24·8 696·7 HS+ -0·6 -0·0 0·2
HS -941·3 -37·8 689·7 HS -1·1 -0·0 0·5
Laplace -1092 -170·2 618·1 Laplace -5·2 -0·4 2·1
Normal -1060 -250·3 482·2 Normal -8·6 -1·3 2·4
Local -999·6 -126·7 489·2 Local -3·9 -0·2 1·3
Global -1092 -120·5 812·1 Global -2·1 -0·0 0·8
Reference -71·9 -8·5 58·7 Reference -14·6 -3·8 3·9
density:
fZ(z | ψ) = 1
2
e−(z+ψ)/2
(
z
ψ
)p/4−1/2
Ip/2−1(
√
ψz),
where Iν(z) is the modified Bessel function of the first kind. This allows us to investigate the
properties of the posterior under two different priors on the non-centrality parameter ψ, namely,
the prior induced on ψ by putting a horseshoe prior and a normal prior on each parameter θi. The
limiting form Iν(z) ∼ ez/
√
2πz when ν is fixed and z → ∞ (Chapter 10.30 (ii) of Olver et al.,
2010) implies
fZ(z | ψ) ≈ 1
2
√
2π
e−(
√
z−√ψ)2/2z(p−3)/4ψ−(p−1)/4, (3)
for large z. We can use this approximation to prove the following:
Theorem 5.1. The posteriors for ψ as Z → ∞ under the horseshoe prior and the gamma prior
induced by normal prior on θis are approximately given by
pHS(ψ | Z) ∝ e−(
√
z−√ψ)2/2ψ−(p+1)/4
1
(ψ + p)
, (4)
pN (ψ | Z) ∝ e−(
√
z−√ψ)2/2ψ(p−3)/4e−
ψ
2τ2 . (5)
The main difference between the horseshoe prior and the gamma prior is that the posterior
density under the horseshoe prior is non-zero at ψ = 0, unlike the posterior density under the
gamma prior. In fact, the posterior density under the horseshoe prior has a pole at ψ = 0 that
shrinks the posterior mean E(ψ | Z) towards the origin. The kernel density estimates of both the
posterior densities are shown in Fig. 4, along with their approximations derived in (4) and (5).
The plot serves two purposes. First, it shows the accuracy of the Laplace approximation. Sec-
ondly, it shows that the posterior density under horseshoe prior and the gamma prior concentrates
near ψ = 100 and ψ = 300, and the two posterior distributions concentrates on two disjoint
regions, namely, horseshoe on (0, Z) and gamma on (Z,∞). In fact, this can be proved theo-
retically. We shall now show that the posterior distribution of ψ for horseshoe prior is going to
put almost all of its density in the interval (0, Z), and the posterior for gamma prior is contained
almost entirely in the region [Z,∞) for large values of τ2.
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Figure 4: Kernel density estimates (shaded regions) of the posterior p(ψ | Z) under the half-
Cauchy and the N (0, 300) prior on each θi along with their Laplace approximations (lines) given
by (4) and (5). The darker shade and dotted line denote the N (0, 300) prior and the lighter shade
and solid line denote the half-Cauchy prior.
Theorem 5.2. Let [yi | θi] ∼ N (θi, 1) and ψ =
∑p
i=1 θ
2
i , and Z =
∑p
i=1 y
2
i . Let the prior on θi
be the horseshoe prior given by the hierarchy: θi ∼ N (0, τ2) and τ ∼ C+(0, 1). Then, for large
Z the posterior distribution of ψ given Z is concentrated on the interval (0, Z), that is,
P (ψ ≥ Z | Z) ≤ 4(p + 1)−1 as Z →∞.
Now we show that the posterior mean under the gamma prior induced by a component-wise
N (0, τ2) converges to∑pi=1 y2i + p as τ2 →∞. In fact, we prove a stronger result that p(ψ | Z)
shrinks away from the interval (0, Z) as p→∞ if τ2 is large enough such that∑pi=1 y2i < 2τ2.
Theorem 5.3. Let [yi | θi] ∼ N (θi, 1) and ψ =
∑p
i=1 θ
2
i , and Z =
∑p
i=1 y
2
i . Let the prior on θi
be the normal prior: θi ∼ N (0, τ2) where τ2 is large such that Z ≤ 2τ2. Then, for large p the
posterior distribution of ψ given Z is concentrated on the interval (Z,∞), that is,
P (ψ ≤ Z | Z) ≤ 1
Γ(p+54 )
(
Z
2τ2
) p+1
4
as p→∞.
The proofs of the theorems are given in the Supplementary Material. We conjecture similar
concentration results will hold for the horseshoe+ prior, although an investigation is beyond the
scope of the current article.
6 Discussion
Global-local shrinkage priors such as the horseshoe and horseshoe+ priors were initially de-
signed as a computationally attractive alternative to spike-and-slab priors for the sparse signal
recovery problem, where pure-global shrinkage estimators such as the James-Stein estimator per-
form poorly (Polson & Scott, 2010). Several optimality results are available for the estimation of
normal means using these priors (for example, van der Pas et al., 2014; Ghosh et al., 2015). The
goal of the current article is to demonstrate that these priors go beyond estimating just the normal
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means; they also perform well in estimating low-dimensional, nonlinear functions of interest. We
show numerically that the class of regularly varying priors performs as well as Bernardo’s refer-
ence prior in the bivariate product and ratio problems, and better for the sum of squares problem
in a sparse setting, and thus satisfies the informal criterion for a candidate default prior “which
never leads to an obviously stupid answer” (Scott, 2014). On one hand, the reference priors are
quite general in that they formally maximize the divergence between the prior and the posterior,
and it is not clear whether the regular varying global-local priors possess any such properties.
On the other hand, (a) the computing reference prior can be very cumbersome for many different
problems (and may not even be possible), (b) if one changes the parameterization reference prior
needs to be recomputed, (c) reference priors are often not integrable, making them unsuitable
for model selection purposes and (d) reference priors depend on an ordering of the model pa-
rameters, even in cases where no such natural ordering exists. A formal non-informative prior is
not always appropriate or useful, for example when the true θ is sparse (Scott & Berger, 2006),
where the global-local shrinkage prior is optimal in terms of Bayes risk and asymptotic mini-
maxity (van der Pas et al., 2014; Ghosh et al., 2015). The global-local priors also come with the
added benefit of always being proper. Thus, it can be intuitively argued that the regularly varying
global-local priors offer a practical compromise between Bernardo’s formal framework and flat
priors. It should be pointed out that although regular variation, along with global-local shrink-
age, appears to be a key property for success in multi-parameter problems, a thorough formal
investigation should be considered future work.
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S.1 Regular variation
The concept of regular variation is one of the most used tools in applied probability and is dis-
cussed in great details in Chapter VIII of Feller (1971) and by Bingham et al. (1989).
Definition S.1.1. A measurable function f(·) is regularly varying at ∞ if with index α ∈ ℜ,
denoted as f ∈ Rα, if
lim
x→∞
f(λx)
f(x)
→ λα, ∀λ > 0. (S.1)
S.0
Similarly, a measurable function f(·) : ℜ+ → ℜ+ is regularly varying at the origin if with index
α ∈ ℜ, denoted as f ∈ Rα(0+), if
lim
x→0+
f(λx)
f(x)
→ λα, ∀λ > 0. (S.2)
Using the characterization theorem in Bingham et al. (1989), it can be shown that, f ∈ Rα
if and only if f(x) = xαl(x), where l ∈ R0, and such a function l(·) is called a slowly-varying
function. One can analogously define rapid variation where a measurable function f is rapidly
varying with index ∞ when the limit of the quantity on the left hand side of Equation (S.1) goes
to infinity.
Definition S.1.2. A random variable Z has a regularly varying right tail if with index α ∈ ℜ if
its distribution (say FZ ) satisfies:
1− FZ(x) = P (Z > x) = x−αl(x), for x > 0.
In other words, Z ∼ FZ is RV (α) if F¯Z ∈ R−α.
One of the most important properties of regular variation is that it is preserved under many
operators that commonly arise in inferential problems where we are interested in a many-to-one
transformation of a parameter vector. A few of the closure properties that appear in Proposition
1.5.7 of Bingham et al. (1989) are listed below.
Proposition S.1.1. 1. if f(x) ∈ Rα, then f(x)ρ ∈ Rρα.
2. if fi ∈ Rαi , for i = 1, 2, then f1 + f2 ∈ Rα where α = max{α1, α2}.
3. fi ∈ Rαi , for i = 1, . . . , k, and if r(x1, . . . , xk) is a rational function with positive coeffi-
cients then r(f1(x), . . . , fk(x)) ∈ Rα for some α.
Similar closure properties can be proved for functions of random variable with regular varying
right tails. For example, Proposition S.1.1 B. implies the following: if Z1,Z2 are independent
and have distributions with regularly varying right tails with coefficients α1 and α2, then Z1+Z2
will have a regularly varying right tail with coefficient min(α1, α2). The closure properties hold
true for many different many-to-one functions such as the sum, maximum, product and ratio of
random variables. The four classical problems described in §3 of our paper can be then recast
as problems of regular variation on the prior p(ψ), where the marginal parameters of interest
ψ = ψ(θ) satisfies the closure properties.
S.2 Proofs of theorems
S.2.1 Proof of Theorem 5.1
Proof. Under the horseshoe prior, the prior on ψ is proportional to
p(ψ) ∝
∫ ∞
0
ψp/2−1 exp(−ψ/(2τ2))τ−p(τ2 + 1)−1dτ.
S.1
We can approximate the above integral using Laplace approximation as
p(ψ) ∝ ψp/2−1
∫ ∞
0
e
−p
(
ψ
2τ2p
+log τ
)
(τ2 + 1)−1dτ
= ψp/2−1
∫ ∞
0
eMg(τ)h(τ)dτ,
where M = p, g(τ) = − (ψ(2τ2p)−1 + log τ) and h(τ) = (τ2 + 1)−1 > 0. The unique maxi-
mum of g(·) in [0,∞) is τ0 =
√
ψ/p, and |g′ ′(τ0)| = 2p/ψ. Hence, the Laplace approximation
for the integral can be written as up to a proportionality constant independent of ψ as
p(ψ) ∝ ψp/2−1
√
2π
M |g′′(τ0)|h(τ0)e
Mg(τ0)
∝ ψp/2−1
√
2π
|p/ψ|h(τ0)e
−p(1/2+1/2 log(ψ/p))
∝ ψ− 12h(ψ/p) ∝ 1√
ψ(ψ + p)
.
On the other hand, under the normal prior on θ the prior on ψ is proportional to p(ψ) ∝
ψ
p
2
−1e−
ψ
2τ2 . Hence, noting the likelihood from Equation (4), the posteriors on ψ when Z → ∞
under the horseshoe prior and the gamma (induced by normal prior on θis) are given as:
pHS(ψ|Z) ∝ e−(
√
z−√ψ)2/2ψ−(p+1)/4
1
(ψ + p)
,
pN (ψ|Z) ∝ e−(
√
z−√ψ)2/2ψ(p−3)/4e−
ψ
2τ2 .
S.2.2 Proof of Theorem 5.2
Proof.
PHS(ψ ≥ Z|Z) ≤
∫∞
Z e
−(√z−√ψ)2/2ψ−(p+1)/4 1(ψ+p)dψ∫∞
0 e
−(√z−√ψ)2/2ψ−(p+1)/4 1(ψ+p)dψ
≤
∫∞
Z e
−(√z−√ψ)2/2ψ−(p+1)/4 1(ψ+p)dψ∫ Z
0 e
−(√z−√ψ)2/2ψ−(p+1)/4 1(ψ+p)dψ
.
Now, note that exp{−(√z −√ψ)2/2} is a decreasing function, which means it can be bounded
by its values at the boundaries. Hence,
PHS(ψ ≥ Z|Z) ≤
∫∞
Z ψ
−(p+1)/4 1
(ψ+p)dψ∫ Z
0 ψ
−(p+1)/4 1
(ψ+p)dψ
. (S.3)
S.2
Now, the integral in the denominator can be trivially bounded as:
∫ Z
0
ψ−(p+1)/4
1
(ψ + p)
dψ ≥ Z−(p−3)/4 1
Z + p
. (S.4)
For upper bounding the numerator integral, we invoke Karamata’s integral theorem, stated below.
A proof can be found in Bingham et al. (1989).
Theorem S.2.1. (Karamata’s theorem). Let L be a slowly varying and locally bounded function
in [x0,∞] for some x0 ≥ 0, then
1. for α > −1, ∫ x
x0
tαL(t)dt ∼ (α+ 1)−1xα+1L(x), x→∞,
2. for α < −1, ∫ ∞
x
tαL(t)dt ∼ −(α+ 1)−1xα+1L(x), x→∞.
Using the second part of Karamata’s integral theorem and the fact that L(ψ) = ψ(ψ + p)−1
is a slowly varying function, we can derive an approximation for the numerator integral:∫ ∞
Z
ψ−(p+1)/4−1
ψ
(ψ + p)
dψ ∼ 4
p+ 1
Z−(p−3)/4
1
Z + p
as Z →∞. (S.5)
Putting (S.4) and (S.5) together, we can derive an upper bound for the tail probability in (S.3) as
follows:
PHS(ψ ≥ Z|Z) ≤ 4
p+ 1
.
S.2.3 Proof of Theorem 5.3
Proof. To prove this assertion, we try to find a diminishing upper bound to the probability
PN (ψ ≤ Z|Z) using known inequalities. First, note as in Theorem 5.2, e−(
√
z−√ψ)2/2 is a
decreasing function and can be upper and lower bounded by its boundary values.
PN (ψ ≤ Z|Z) ≤
∫ Z
0 e
−(√z−√ψ)2/2ψ(p−3)/4e−ψ/2τ
2
dψ∫∞
0 e
−(√z−√ψ)2/2ψ(p−3)/4e−ψ/2τ2dψ
≤
∫ Z
0 ψ
(p−3)/4e−ψ/2τ2dψ∫∞
0 ψ
(p−3)/4e−ψ/2τ2dψ
=
1
Γ(p+14 )
γ
(
p+ 1
4
,
Z
2τ2
)
≤ 1
Γ(p+14 )
(
Z
2τ2
)p+1
4
p+1
4
=
1
Γ(p+54 )
(
Z
2τ2
) p+1
4
, (S.6)
S.3
where the last inequality follows from the well-known upper bound for the lower incomplete
gamma function:
γ(a, x) ≤ x
a−1
a
(1− e−x) ≤ x
a
a
for x > 0, a > 1.
Clearly, the upper bound in Equation (S.6) goes to zero if Zτ−2 → 0. In fact, the upper bound
goes to zero if Z ≤ 2τ2 and p→∞.
S.3 Sampling Schemes for global-local priors
Here we discuss two possible sampling strategies for the full Bayes inference under the horseshoe
and the horseshoe+ priors.
S.3.1 Exponential slice sampling for the horseshoe posterior
The horseshoe model is a hierarchical sparsity model. We need to infer the location parameter
(θ1, . . . , θp) given data y = (y1, . . . , yp). Specifically, suppose that
(yi | θi) ∼ N (θi, 1), (θi | λ2i ) ∼ N (0, λ2i τ2),
λi ∼ C+(0, 1), τ ∼ C+(0, 1),
where C+(0, 1) is a standard half-Cauchy distribution, so that:
p(λi) =
2
π
1
1 + λ2i
and p(τ) =
2
π
1
1 + τ2
.
This can be re-parameterised in terms of shrinkage factors where κi = (1 + λ2i τ2)−1. We can
marginalise out θi and write the joint posterior as:
p(κ1, . . . , κp, τ
2|y) ∝ τ
p
1 + τ2
p∏
i=1
e−κi
y2i
2√
1− κi
1
κi(τ2 − 1) + 1 .
Now introduce latent variables (ω1, . . . , ωp) and ω to write
1
κi(τ2 − 1) + 1 =
∫ ∞
0
e−ωi(κi(τ
2−1)+1)dωi,
1
τ2 + 1
=
∫ ∞
0
e−ω(τ
2+1)dω.
Therefore, we have an augmented joint posterior:
p(κ1, . . . , κp, ω1, . . . , ωp, τ
2, ω|y) ∝ τpe−ω(τ2+1)e−
∑p
i=1 κi(ωi(τ
2−1)+y2i /2)−ωi
p∏
i=1
1√
1− κi
.
S.4
Now introduce slice variables (u1, . . . , up) on the set I{0 < ui < (1 − κi)− 12}. Therefore we
have a joint posterior proportional to:
τpe−ω(τ
2+1)e−
∑p
i=1 κi(ωi(τ
2−1)+y2i /2)−ωi
p∏
i=1
I{0 < ui < (1− κi)−
1
2 }.
All the Gibbs conditionals are known in closed form.
(κi|ωi, ui, τ2) ∼ Exp
(
ωi(τ
2 − 1) + y2i /2
)
I{1 > κi > max(1− u−2i , 0)},
is a truncated exponential distribution. (ωi|κi, τ2) ∼ Exp(κi(τ2−1)+1) and (ω|τ2) ∼ Exp(τ2+
1) are exponentially distributed. (ui|κi) ∼ U{0, (1 − κi)− 12} follows a uniform distribution.
(τ2|κ, ω) ∼ Ga{(p+1)/2, ω+∑pi=1 κiωi} follows a Gamma distribution. We can then simulate
for the posterior (θi|y) using
(θi|κi, yi) ∼ N ((1− κi)yi, 1− κi) .
S.3.2 Truncated normal slice sampling for the horseshoe+ posterior
Bhadra et al. (2015) show that for horseshoe+, the marginal prior on λi is given by
p(λi|τ) =
(
4
π2τ
)
ln
{
(λi/τ)
2
}
(λi/τ)2 − 1 where τ ∼ p(τ) .
The posterior is proportional to
p(λ1, . . . , λp, τ |y) ∝


p∏
i=1
1√
1 + λ2i
e
− y
2
i
2
1
1+λ2
i
log(λi/τ)
(λi/τ)2 − 1

 τ−pp(τ).
To simulate, we use the slice sampling and the Gibbs sampling. We introduce a vector of slice
variables u = (u1, . . . , up) and simulate the joint distribution
p(λ1, . . . , λp, u1, . . . , up, τ |y) ∝


p∏
i=1
1√
1 + λ2i
e
− y
2
i
2
1
1+λ2
i I{f(ui)>λi/τ}

 τ−pp(τ),
where f−1(x) = log x/(x2−1) is a monotonically decreasing function and so has a well defined
inverse. If we marginalize out u then we have the required marginal. The complete conditional
distributions are
p(λi|ui, τ, y) ∝ (1 + λ2i )−1/2exp[−y2i /{2(1 + λ2i )}]I{λi<τf(ui)},
p(ui|λi, τ, y) ∝ I{0<ui<f−1(λi/τ)},
p(τ |λi, ui, y) ∝ τ−pp(τ)I{τ>λi/f(ui) ∀i}.
The last conditional is p(τ |τ > max(λi/f(ui))). Posterior draws of θ can then be obtained by
setting κi = (1 + λ2i τ2)−1 and
(θi|κi, yi) ∼ N ((1− κi)yi, 1− κi) .
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Figure S.1: The convergence diagnostics plot for the bivariate examples under the horseshoe+
prior. The four panels, clockwise from top left, show the trace-plot, the density plot, the running
mean plot and the auto-correlation plot.
S.4 MCMC Convergence Diagnostics
We provide a few diagnostic plots that ensures the convergence of the Markov chain Monte Carlo
sampling under the global-local shrinkage priors. For ease of illustration, we pick the bivariate
case where the true values of the parameters (θ1, θ2) is set at the origin (0, 0) and the horseshoe+
prior, as its convergence has not been studied elsewhere. We show four plots in Fig S.1 essential to
judge convergence: the trace plot, the density plot, the running mean plot and the auto-correlation
plot. The trace-plot shows the posterior samples as a time-series and the white-noise like plot in
Fig S.1 ensures within-chain convergence or good mixing. The running mean plot shows the
running mean of the sampling process shown in trace-plot and our plot suggests fast convergence
to the target distribution. The density plot also shows agreement between the target distribution
by different chains and finally the auto-corrleation plot in Fig S.1 shows low correlation between
successive draws and good mixing.
S.5 Performance for Non-Gaussian Observations
As suggested by a referee, we have investigated bivariate examples to see how well the the results
extend beyond the Gaussian observation model. To this end, we simulated K = 100 bivariate
observations as independent draws from a t-distribution with 3 degrees of freedom on each com-
ponent of (θ1, θ2).
(Yk,i | θi) ∼ t(d.f. = 3, n.c.p = θi), i = 1, 2, k = 1, . . . ,K.
We restrict ourselves to the case where the true values for both θ1 and θ2 are zero, that is, the ob-
servations are drawn from a central t-distribution with 3 degrees of freedom on each component.
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Table S.1: Posterior quantiles for the marginal parameters of interest ψ1 = θ1/θ2 (the Fieller–
Creasy problem) and ψ2 = θ1θ2 for the candidate priors. All entries in the table have been
multiplied by 1, 000 for the sake of representation.
ψ = θ1/θ2 ψ = θ1θ2
Q1 Median Q3 Q1 Median Q3
HS+ -5010 -628·8 3776 HS+ -4·7 -0·2 1·2
HS -3450 -739·3 2273 HS -7·1 -0·5 1·5
Laplace -3057 -1316 1270 Laplace -17·9 -5·5 1·4
Normal -3061 -1219 1928 Normal -24·8 -6·7 5·1
Local -3541 -1007 2662 Local -11·9 -1·6 3·0
Global -2669 -875·8 1816 Global -13·3 -1·7 3·1
Reference -89·5 -18·6 53·8 Reference -30·4 -10·0 5·4
The sample mean for the data is (y¯1, y¯2) = (0·043,−0·084). The results are given in Fig. S.2 and
Table S.1. It turns out that even in this case the global-local priors achieve stronger concentration
near the origin compared to many of the other alternatives.
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Figure S.2: Two-dimensional contour plots of p(θ1, θ2 | y) for the six shrinkage priors, namely,
the horseshoe+ (HSPlus), the horseshoe (HS), Laplace, normal, pure-local, pure-global and the
two reference priors for product mean and ratio of two means (Fieller-Creasy).
S.6 Hyper-parameter for for τ
We performed a prior sensitivity analysis to justify the choice of hyper-parameter η = 1 for the
scale of the half-Cauchy prior on τ in the hierarchical model for the horseshoe prior:
(θi | λi, τ) ∼ N
(
0, λ2i
)
, (λi | τ) ∼ C+ (0, τ) , τ ∼ C+ (0, η) , λi, τ > 0, η > 0.
To show that the hyper-parameter η has minimal effect on inference, we study the performance
of the horseshoe prior for the Efron’s sum-of-squares problem with a sparse θ with a single non-
zero component of magnitude 10 and compare the posterior summary for three different values
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of η ∈ {0.5, 1, 5}. The observed value of∑ni=1 y2i is 199·3. As Table S.2 and Fig. S.3 show, the
posterior density under the three different choices of scale parameters are very similar, as are the
posterior mean and quantiles, with the closest answer being given by the choice of η = 1. This
supports our choice of unit scale for the global-shrinkage parameter τ .
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Figure S.3: Posterior densities of the parameter of interest ψ =
∑p
i=1 θ
2
i , for the horseshoe prior
with η ∈ {0.5, 1, 10}. The horizontal is at the true value ψ = 100.
Table S.2: Summary statistics and standard deviation of the posterior distribution under the horse-
shoe prior for η ∈ {0.5, 1, 5} for the sum-of-squares problem. The true θ is a 100-dimensional
sparse vector with one non-zero component with magnitude θ1 = 10 and
∑100
i=1 y
2
i = 199.3.
Minimum Q1 Median Mean Q3 Max Std. Dev.
η = 0·5 40·38 88·3 102·2 103·5 117·2 173·1 21·4
η = 1 48·64 87·67 100·7 101·8 115·1 180·5 21·4
η = 5 49·45 88·3 101·1 102·5 115·6 177·3 21·1
S.7 Connections with the Penalized Complexity Priors
The penalized complexity (PC) prior of Simpson et al. (2014) on the precision parameter τ is
given in Equation (3.3) of their article
p(τ) =
λ
2
τ−3/2 exp(−λτ−1/2), τ > 0,
where the parameter θ is a normal scale mixture, defined as, θ | τ ∼ N (0, τ−1R−1) for some
positive semi-definite R and the data distribution can be taken as y | θ ∼ N (0, σ2I). Without
loss of generality, let R be the identity matrix. A change of variables σ2 = τ−1 yields the prior
on the variance
p(σ2) =
λ
2
(σ2)−1/2 exp{−λ(σ2)1/2}, σ2 > 0.
Thus, p(σ2) ∼ (σ2)−1/2 when σ2 is close to zero and p(σ2) ∼ exp(−λ(σ2)1/2) when σ2 is
large. This shows the PC prior on σ2 has an unbounded mass at the origin, and Reviewer 1
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is correct that this is an improvement over the inverse gamma prior on σ2. However, the prior
on σ2 still has an exponentially decaying tail. As a result, the marginal PC prior on θ should
behave similarly to the horseshoe prior on θ around the origin. It will, however, shrink the large
signals due to the exponential tails of σ2. Contrast this to the horseshoe priors on θ that results
in both an unbounded mass at the origin as well as polynomially decaying tails for θ (Fig. 1
of Carvalho et al., 2010). This distinction may not matter much in hypothesis testing problems,
where separating zero versus non-zero is the major aim, but an application of Theorem 2 of
Carvalho et al. (2010) shows the performance of PC priors in estimating large signals will be
sub-optimal. In particular, the regularly-varying tails of the horseshoe priors on the variance
parameter that results in the regularly varying tails of the marginals of θ (see Theorem 2.1 of the
revised manuscript) does not appear to be applicable to the PC priors.
Simpson et al. (2014) admit to this behavior of the PC prior in several places of their manuscript.
On page 18, after Theorem 3 they say “This result suggests the PC prior will shrink strongly, . . . ,
due to the relatively light tail of the exponential.” They also devote Section 4.5 of the article to
point out the unsuitability of the PC priors as sparsity priors and concludes the section by noting
“This is the only situation we encountered in which the exponential tails of the PC priors are
problematic.” Thus, although we have not compared it’s simulations, it appears the PC priors
were designed with a different goal in mind from the problems we consider here.
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