Causality is a widely-used concept in theoretical and empirical economics. The recent financial economics literature has used Granger causality to detect the presence of contemporaneous links between financial institutions and, in turn, to obtain a network structure. Subsequent studies combined the estimated networks with traditional pricing or risk measurement models to improve their fit to empirical data. In this paper, we provide two contributions: we show how to use a linear factor model as a device for estimating a combination of several networks that monitor the links across variables from different viewpoints; and we demonstrate that Granger causality should be combined with quantile-based causality when the focus is on risk propagation. The empirical evidence supports the latter claim.
Introduction
A growing strand of the financial economics literature has investigated the role of links between financial institutions, which serve as channels along which shocks spread through the financial system, so this strand of the financial economics literature is related to studies on financial contagion. The relationships between financial institutions may vary in nature and, as a consequence, the way in which we interpret these links may differ, depending on which type of relations are of interest to us, or which type of link we are monitoring or measuring. As examples, we cite the input-output relationship (where firms use the output of other companies as input, in their own production function), the ownership relationship (companies that hold assets of other companies), or the links measured on the grounds of stock market prices, such as causality-based connections.
The early literature on financial networks focused first on ascertaining the channel through which financial contagion was spreading within the financial system. The main objective was therefore to identify the networks by using appropriate criteria to detect the links between institutions. Following such an approach meant that the networks were, by definition, unique. Acemoglu et al. (2012) used a network structure based on input-output relationships to show that aggregate fluctuations may originate from microeconomic shocks to firms. Kelly et al. (2013) , on the other hand, showed how stock firm volatility relates to customer-supplier connectedness. Billio et al. (2014) used contingent claim analysis and network measures to underscore the links between sovereign, banks and insurances. There is a constantly growing number of works proposing competing or alternative approaches for estimating the networks existing between groups of financial institutions, markets, countries and (not necessarily financial) assets. Among the many contributions in this area, we refer to Billio et al. (2012) , Yilmaz (2014, 2015) , Hautsch et al. (2012 Hautsch et al. ( , 2013 Hautsch et al. ( , 2014 Hautsch et al. ( , 2015 , Barigozzi and Brownlees (2014) , Ozdagli and Weber (2015) , and Corsi et al. (2015) , which have in common that they all refer to a financial or economic playground.
Despite the growing interest in the financial network topic, and the increasing understanding that there might be different channels over which financial contagion spreads, the literature on combinations of financial or economic networks is still very limited. In fact, the different approaches taken to estimating networks enable different potential channels for the spread of contagion or risk to come to light that might co-exist within the same financial system. It is therefore fundamentally important to allow for the possibility of combining them to obtain a more complete picture of risk spreading within a financial system. This paper provides a possible solution based on a multiplex network, or a collection of networks (called layers) existing between a set of subjects, that we formally define in Section 2.
Ideally, the constituents of the multiplex network represent the outcomes of different approaches to the estimation or identification of links between the subjects analyzed. Postulating the existence of a multiplex network, we take a step forward and consider the combination of the information contained in the various layers of the network for the purpose of analyzing their impact within a financial economic model. In this case, we focus on the linear factor model augmented with network dependence introduced by Billio et al. (2016) . We show how the model can be generalized to accommodate the presence of a multiplex network, and we provide a model parametrization that offers two useful interpretations of the models estimation output. First, the model parameters will enable the statistical significance of the information contained in each multiplex network layer to emerge. This will highlight the relevance of the various approaches to network measurement/identification within the model, with consequences on the financial interpretation associated with the model. These analyses might be relevant for policy purposes and market monitoring, as they may identify the main risk-spreading channel.
Second, the estimated model parameters will reveal a composite network obtained by combining the multiplex network layers. The model-based combination will thus provide an overall picture of the links existing between the variables analyzed, as measured using the different approaches (i.e. those behind the various layers of the network), as well as accounting for their respective relevance.
The model-based combination of networks is the first main contribution provided by the present paper. The second contribution that we make to the financial network literature concerns the estimation of networks. As previously mentioned, several authors have already discussed possible ways to obtain a network of financial assets. Among the various methods, the Granger causality approach of Billio et al. (2012) is taken as our starting point: Granger causality is used within a collection of bivariate Vector Auto Regressive (VAR) models to identify the statistically significant links across the modelled variables; then the network is used to identify the shock propagation channels and establish the systemic relevance of financial companies.
When focusing on the risk dimension, Granger causality within a VAR model detects mean causality whether it is on the financial contagion, or on the diffusion of systemic shocks, whereas we normally focus on variances or, more generally, on systemic and/or systematic risk measures.
We consequently do not believe that using Granger causality will produce the most appropriate picture for interpreting the risk of the estimated financial networks. This prompts us to discuss a set of alternative approaches to estimating financial networks based on causality relationships that go beyond the classical Granger causality. We survey a collection of methods that have a common denominator: they all resort to the quantile regression approach of Koenker and Bassett (1978) , in either a parametric or a non-parametric representation. Using these methods, we will show how we can identify causality among quantiles of the modelled variables. These quantile-based causality detection methods will lead to the estimation of causality networks mimicking the approach of Billio et al. (2012) but oriented towards a risk dimension. This is immediate when focusing on left quantiles of a random variable. As a further approach, we will also show that the non-parametric quantile causality test of Jeong et al. (2012) represents a further alternative to traditional Granger causality for building causality networks.
We stress that, by focusing on the quantiles of the modelled variables, we attach a clear risk interpretation to the estimated networks: on the one hand, the left quantiles are closely related to traditional risk measures such as the Value-at-Risk and the Expected Shortfall; on the other, the networks will monitor the spreading of shocks or the links between the modelled variables when they are in a high-risk state, and not when they are in a mean (or median) state, as captured by Granger causality. Our purpose is consistent with two other recent contributions, from Hong et al. (2009) and Corsi et al. (2015) , that focus on causality among tail events. The
Granger causality in risk in Hong et al. (2009) , and also used by Corsi et al. (2015) , is based on the occurrence of tail events and detects the possible causality among such events. We might associate the tail with a conditional quantile and estimate it with quantile regressions. We differ from the previous papers in that we focus on the causality within the assessment of the conditional quantiles, not on the occurrence of tail events. We thus consider the causality on the risk measures rather than the causality on the occurrence of extreme events.
We suggest different approaches to constructing causality networks, which involve monitoring the links across assets with views that might complement the (mean-based) Granger causality.
These competing networks will represent the input for our model-based network combination.
Using our model, we will be able to identify the relevance and the role of the various causality networks.
We empirically validate our two main proposals concerning the use of quantile causality to infer the network structure across a set of (financial) variables, and the model-based combination of causality networks. By using different datasets (US industrial portfolio returns, and a set of large banks and insurance companies), we first provide evidence of the different network structures that we can estimate from Granger causality and quantile causality. We show how the networks differ across methods and over two different samples relating to the global financial crisis (2006) (2007) (2008) and to the years 2011-2015. Our results suggest that quantile causality networks are denser than Granger causality networks, a finding of relevance to systemic risk interpretation because a denser network is indicative of a much larger set of links, and thus a possibly greater systemic effect of shocks. The networks based on the non-parametric quantile causality test of Jeong et al. (2012) also have a clear core-periphery structure, which might help us to identify the more systemically relevant companies or sectors. Moreover, by resorting to the model-based combination approach, we show how different networks have a different impact and relevance on the various datasets, and we estimate a composite network. The model parameters indicate that quantile causality networks are much more relevant than Granger causality.
In addition, the linear factor model augmented with a plurality of networks provides residuals that are much less correlated (on average) than traditional linear factor models, or the network augmented linear factor model of Billio et al. (2015) , which is based on the Granger causality network alone. This latter finding might be implicated in explaining why the idiosyncratic risk is priced in the cross section. Since the quantile-based networks are the more relevant, it comes as no surprise that the composite network has a structure much closer to that of the quantile causality networks.
The paper proceeds as follows. Section 2 discusses the approach for obtaining a model-based composite network, extending the model of Billio et al. (2015) . Section 3 presents the various approaches for estimating a causality network starting from the Granger causality method and then moving to quantile-based causality detection. Section 4 provides the empirical evidence with respect to both the estimation of quantile causality networks and the model-based combination of networks. This section also includes some robustness checks. Section 5 concludes.
A Web Appendix accompanies the paper, which contains further tables and graphs, and some methodological notes.
Model-based network combination
In this section, we introduce how we obtain a model-based combination of a collection of networks. At this stage, we assume that all the networks are available. We therefore do not estimate the structure of the various networks, but concentrate only on their optimal combination. We start with a formal definition of a simple network and of a multiplex or multilayer network.
A network or graph G = (V, E) is a collection of vertexes V and edges E, where the edges represent the links between the vertexes, 1 with E ⊆ (V ×V ). Networks are generally represented by using the adjacency matrix W , a binary matrix where each element w i,j can take only two values, 1 and 0. When w i,j is 1, the node j is linked to node i, with an information flow from i to j. A value of zero identifies the absence of a link. We do not consider self-loops, so the diagonal of the W matrix is identically equal to zero. If W is symmetric, we associate with each node a measure called degree, that counts the number of edges for the node concerned. Note that, when focusing on K assets, W has a dimension K × K.
The W matrix might not be symmetric because we can have a link from i to j, but the opposite might not hold. If the matrix W is symmetric, the associated network is undirected as the information contained in the direction of the links becomes redundant; in this case, edges represent mutual relationships between nodes. If W is not symmetric, the network is directed and there may be two edges between a pair of nodes; in this case, unlike the undirected case, we distinguish between indegree and outdegree. In particular, outdegree is the number of outgoing links starting from a given node, while indegree is the sum of the ingoing links on that node. If we relax the assumption of only two possible values for w i,j and allow for values within the (positive) real axis, the network becomes weighted (as opposed to unweighted ) because the connection also has a size/relevance. In unweighted networks, each edge simply represents the presence of a connection, while in weighted networks edges also contain information on the strength of the relation between nodes.
As an example, the matrix in (1) represents the directed and unweighted network existing between a set of 5 nodes. 
It is worth noting the parallelism between the adjacency matrix and the spatial (proximity) matrix used in spatial econometrics. The latter describes how the subjects of an analysis are spatially related. In such a different framework, the distance between subjects is (generally) measured on a physical (natural) playground, and connections correspond to neighborhood relationships. Therefore, if the element w i,j equals 1, the element j is a neighbor of the element i, following the spatial econometric nomenclature. The spatial matrices in the standard application are symmetric because neighboring relationships are symmetric. It is also common practice to focus on proximity matrices that are row-normalized. These matrices can therefore be interpreted as directed weighted networks, given that the symmetrical relations might become asymmetrical after normalization.
Within a financial framework, networks are generally directed and weighted when they are measured by means of balance sheet quantities. Billio et al. (2016) used BIS cross-holdings, Diebold and Yilmaz (2014) developed an approach based on variance decompositions of target series, Acemoglu et al. (2012) used the Input-Output matrix, as did Barigozzi and Brownlees (2014) , Hautsch et al. (2014) and Hautsch et al. (2015) . The network might also be directed and unweighted like those obtained using Granger causality in Billio et al. (2012) , or Granger Causality in the tails (Corsi et al., 2015) , or it might even be unweighted and undirected as in the economic sector case of Caporin and Paruolo (2015) .
In the following, we assume that the strength of the edges is normalized at each node, as in a row normalization of the adjacency matrix W . We also assume that we are dealing with directed networks (the most general case that we could consider).
Assuming that we have d different networks, the multiplex (or multilayer) network is a collection of the d networks organized into d different planes, or layers. In principle, the number of nodes needs not be the same across networks, so the total number of nodes in a multilayer network equals
where V i is the number of nodes or vertexes in the i−th layer. Assuming that the graphs (associated with the networks) are simple (there are no loops), the maximum number of edges (connections between nodes) equals
, since connections across layers are also allowed.
In a financial framework, the multilayer network has an even simpler structure: the nodes are the same across layers because we have measures of connections over, say, the same financial institutions, but we use different approaches to estimate the networks. We also assume that there are no connections between layers, leaving us a collection of networks that are unrelated, but all referring to the same nodes.
The literature on multiplex networks is relatively recent and, to the best of our knowledge, only a few papers combine networks in finance, focusing particularly on contagion and topological properties. Since institutions are linked in very different ways, it is useful to find a way to process all this information. Bargigli et al. (2015) analyzed the Italian interbank market using a multiplex network, distinguishing between five layers: unsecured overnight transactions, unsecured short-term transactions (up to 12 months), unsecured long-term transactions, secured short-term transactions and secured long-term transactions; they also considered the aggregated network, computed as the accumulation of all the layers.According to the authors, each layer had a different topological property and persistence over time and, among all the layers, only the overnight market was representative of the aggregate network. Léon et al. (2014) studied the Colombian sovereign security market and built a multiplex network with three different layers corresponding to the three Colombian environments trading and registering sovereign securities. They found a strong nonlinear effect for the aggregate network value, attributable to the fact that the principal layer did not transfer its properties to the aggregate network or multiplex.
Montagna and Kok (2013) developed an agent-based multi-layered interbank network model using a sample of large EU banks, highlighting that there were non-negligible non-linearity effects influencing shock propagation to the individual banks. In other words, when different layers were considered simultaneously, the contagion effect was larger than the sum of the contagion-induced losses when the network layers were analyzed separately.
The present contribution aims to combine financial networks by building on a variant of a financial economic model, the linear factor model augmented with a spatial link following the approach of Billio et al. (2016) .
The advantage of our model lies in that the combination of the various layers of the multiplex network is weighted with a set of coefficients appearing in the models parametrization. As well as representing the elements for a convex linear combination of the layers, the coefficients would consequently enable the significance and relevance of each layer to be assessed.
In the next subsection we briefly review the model of Billio et al. (2016) , and introduce the models generalization in the presence of a multilayer network. Then we discuss the approach used to derive a composite network from the models estimates.
A linear factor model with multilayer spatial dependence
To obtain a composite network, we generalize the model of Billio et al. (2016) , a revisited multifactor model capable of taking into account the contemporaneous links between the assets (as measured by a network) together with the presence of common factors. In this model, the returns equation equals
where A is the matrix of the contemporaneous relationships between endogenous variables, i.e. the returns, coexisting with the exposure to a set of common factors
respectively, the asset returns and the expected asset returns,β is the structural asset exposure to the common factor and η t are the structural idiosyncratic residuals with a diagonal covariance matrix Σ η .
The standard multifactor model can be seen as the reduced form of equation (2). Under the invertibility of matrix A, the model has the following reduced-form representation
Starting from the reduced form, and in the presence of contemporaneous links across assets, Billio et al. (2016) make the point that: i) the reduced-form residuals t = A −1 η t are crosscorrelated; and ii) the reduced-form betas, β = A −1β , are a nonlinear function of the structural betas and of the contemporaneous relation matrix A.
The intuition of Billio et al. (2016) is to provide a structure for A driven by the existence of a network representing the (contemporaneous) links across the assets. They therefore propose to make the matrix A an affine function of a network, A = (I − ρW ), where ρ is a scalar parameter indicating the spatial dependence of the returns on the network, while W is an exogenous spatial matrix, or adjacency matrix of a network. Such a choice also enables us to cope with the identification issues of the simultaneous equation system in (2).
Following Anselin (1988) and LeSage and Pace (2009) • the use of asset-specific impacts from the network, which corresponds to a contemporaneous parameter matrix A with equation-specific network impacts, namely A = I − RW , where R = diag(ρ 1 , ρ 2 , . . . , ρ K ) is a diagonal matrix, and the coefficient ρ i represents the impact of the network on each asset; and
• the possibility of the spatial matrix, or network, varying in time, thus leading to W t ; this is particularly relevant in finance because W is not related to a physical distance between subjects, but measures proximity or connections starting from variables liable to temporal differences.
We refer the reader to the paper by Billio et al. (2016) for further details on the models interpretation.
In the present paper, for the sake of simplicity, we assume the networks are time-invariant, though the approach that we introduce can easily be extended to the case of dynamic networks.
In the presence of a multilayer network, we generalize the model of Billio et al. (2016) to accommodate the presence of several adjacency matrices.
In the spatial econometrics literature, we have some examples associated with the existence of richer spatial dynamics. In particular, Brandsma and Ketellapper (1979) propose a higher-order spatial autoregressive model, introducing two spatial matrices and consequently two spatial autocorrelation parameters: the first matrix based on the first-order neighbors, the second derived from the higher-order neighboring relations.
In the framework of Billio et al. (2016) , the matrix of simultaneous relations A, in the presence of many networks, is easily generalized to
In equation (4), we have d different scalar coefficients, ρ j , capturing the impact of the network W j on the contemporaneous links across the assets.
Such a parametrization would give rise to a common impact of each network on the whole collection of modelled asset returns, so we propose to combine the existence of many networks with a restricted parametrization, accommodating the presence of the various networks, while also allowing for heterogeneous impacts of the networks on the assets. In detail, we suggest the following model specification:
where d is the number of layers or networks, R is a diagonal matrix, and the δ j coefficients satisfy the following constraints:
The parameter δ j controls the impact and role of each layer of the multiplex network, while the parameters in R determine the heterogeneous impact of the networks on the asset returns.
We suggest estimating the model using concentrated maximum likelihood, according to standard practice in spatial econometrics. If matrix A is known, the factor loadings β and the innovation covariance matrix Σ η can be obtained with traditional least square estimators. We can thus concentrate out the latter parameters and use concentrated maximum likelihood to estimate the parameters entering A. The maximization must account for the constraints that we impose on the δ j parameters.
The model contains a sort of spatial autoregression, the structure of which is driven by several spatial proximity matrices. A standard requirement for estimations of spatial econometric models is the invertibility of matrix A. When the number of networks is restricted to one, or d = 1, the non-singularity of A −1 is ensured when λ −1 min < ρ < λ −1 max , where λ max and λ min are, respectively, the maximum and minimum eigenvalues of the spatial/adjacency matrix W .
In the presence of numerous proximity matrices, the non-singularity of A might be addressed with analytical tools, but only in specific cases. For instance, Liu (2010) and Elhorst et al. (2012) discuss the case of two matrices W , referring to the estimation of a second-order spatial autoregressive model. These results are not easy to extend to our specification, however, we control for the invertibility of A within the estimation step.
The coexistence of many networks in the augmented linear factor model of Billio et al. (2016) has consequences on the identification of the models parameters too, particularly for those in
R.
The identification of the parameters entering the matrix A is guaranteed by the constraints on the δ j parameters, the row normalization in the W j matrices, and a further condition on the
The parameter ρ i,i of the diagonal matrix R is identified if the i−th row of W has at least one non-null element. If a given row of W contains only null elements, the corresponding parameter in R is not identified. Such a case corresponds to asset i having no spatial dependence on the other assets in the model, so we set the corresponding parameters in R to zero in the case of null rows in W . For identification purposes, we also need the d layers to be distinct,
i.e. we cannot have a pair of networks i and j with exactly the same structure, otherwise the corresponding δ j and δ i parameters will not be identified.
Finally, we note that the model is overidentified, given that the covariance matrix of the innovation, Σ η , is diagonal, thus leaving space for any richer parametrizations in (5), with heterogeneous impacts on returns from groups of layers, for instance.
Relevance and combination of networks
The model offers two important insights. The first, and most relevant, concerns the feasibility of interpreting the summation of the adjacency matrices, matrix W , as a new adjacency matrix representing a composite network. This is a direct consequence of the constraints on the coefficients leading to a convex linear combination of adjacency matrices, which are all rownormalized. The composite matrix will therefore also be a row-normalized matrix representing a combination of a collection of networks. The combination will also be directed and weighted because the initial networks are directed and weighted. The coefficients δ j measure the relevance of each network layer in obtaining the composite network. The model thus generates both a composite network and an insight on the impact of each approach used to construct the various layers.
Secondly, the parameters included in R represent the heterogeneous reaction of the assets to the composite network, thus making the multiple-network model comparable, in terms of its economic interpretation, to the network of Billio et al. (2016) , but with the important difference that its underlying network is composite.
Causality testing and estimating causality networks
The concept of causality and the tools used to test for its existence date back to the seminal contributions of Granger (1969 Granger ( , 1980 Granger ( , 1988 . The purpose of his original contribution was to identify causal relationships in mean across economic variables, and his work attracted considerable interest in the econometrics literature, see Geweke (1984) and Hoover (2001) . The concept was later extended to the analysis of causality among variances: Granger et al. (1986) provided a first definition of variance causality, while Comte and Lieberman (2000) extended and generalized the concept. On the testing side, Cheung and Ng (1996) proposed a test based on cross-correlations, Hafner (2003) introduced a procedure based on the likelihood of competing models, and Hafner and Herwartz (2008) presented a Wald-type approach.
More recently, there have been contributions on causality between two random variables that go well beyond the first-and second-order moments. We refer in particular to causality among quantiles such as the non-parametric test of Jeong et al. (2012) and the work of Lee and Yang (2014) , and to the work of Candelon and Topkavi (2016) on causality in distributions.
Within a financial framework, the interest in causality and the use of Granger causality tests to estimate a network stems from the work done by Billio et al. (2012) . The authors associated the statistical evidence of Granger causality in the mean with the existence of an edge connecting two assets (two nodes) of a financial network. In times of market turmoil, however, or when our interest lies in estimating systemic risk spreading after local or specific shocks, the causality in the mean might not be enough, and should be combined with a causality testing that covers the risk dimension.
In this section we provide a brief review of the Granger causality approach adopted by Billio et al. (2012) , then suggest a number of competing methods we might consider for testing the existence of causality among quantiles of return distributions. As discussed in the introduction, the lower quantiles of returns acquire a more relevant role within a financial framework, because they correspond to Value-at-Risk levels. The availability of a number of competing methods for estimating causality networks enables the construction of a multiplex network, in which each layer is associated with a specific network. The multiplex network based on causality links can then be used for the model-based construction of composite networks, as discussed in the previous section.
The same criteria apply to the estimation of a single causality network, irrespective of the approach used to identify causality links. It is also important to note that we estimate a causality network starting from historical information on K assets, generally focusing on asset returns.
The K assets thus represent the nodes in the networks, and our purpose is to identify edges connecting each pair of nodes. If all assets are connected, and we exclude self-loops, we will have a total number of K 2 − K edges in which case the associated adjacency matrix is symmetric if the network is unweighted.
In all the cases we discuss below, for any pair of assets i and j, the existence of an edge connecting the nodes i and j with a specific direction (say, from i to j) is established from a statistical test. The null hypothesis of the various tests corresponds to the absence of a causality link, while the null hypothesis is rejected in the presence of some form of causality. The type of causality detected clearly depends on the hypothesis tested.
For a given test statistic M, and for any pair of assets i and j, we define the edge from i to j as
where w i,j is the element in position i, j within an adjacency matrix. Given the use of the test statistic M, we denote the corresponding adjacency matrix as W M . The outcome of the test statistic, either rejecting or accepting the null, thus identifies the edges of a directed and unweighted network. We do not discuss here the possible generalization to a more flexible form of network construction that accounts for the strength of the causal relation too: such an extension is clearly possible but is left to future research. It should be noted that the networks will be row-normalized before they are used in the model presented in the previous section.
Granger causality networks
We start from the discussion of Granger causality testing, and the estimation of a Granger causality network in which case the framework for testing the presence of causality in mean between two variables x t and y t is the Vector Auto Regressive (VAR). We focus on the simplest VAR model with a single lag, that is
a 21 a 22
where we assume, for the sake of simplicity, that the innovation term is identically and independently distributed.
Testing for causality from x t to y t is tantamount to testing for the significance of the coefficient a 12 , while the significance of a 21 provides information on the causality from y t to x t . The framework can easily be generalized to the presence of more than one lag, in which case causality is associated with the null hypothesis of zero restrictions on a subset of the model parameters.
Being obtained within a likelihood ratio framework, the test statistics have the usual Chi-square density.
The testing equation can also be extended by introducing further lagged or contemporaneous explanatory variables that affect both the dependent variables. This would bring to light a form of common behavior that might hide or distort the identification of causal relations. Notably, by replacing the series levels with their squares, or by focusing on realized volatility sequences, the Granger causality framework also enables us to test for causality between risk measures. Billio et al. (2012) were the first to adopt Granger causality to estimate a relationship-based network among financial assets. The connections between nodes in their network denote the presence of a causality relation in the Granger sense.
The approach used by Billio et al. (2012) starts from a collection of series of K asset returns over a daily sample of size T , which we denote by R i,t , with i = 1, 2, . . . , N and t = 1, 2, . . . T .
Returns are first filtered by means of a GARCH(1,1) model to eliminate the well-known heteroskedastic behavior. The authors thus estimate
where µ i is the unconditional mean and η i,t is the innovation for asset i. Following the standard literature, η it = σ it it , where σ t is the conditional standard deviation. The conditional variance follows a simple GARCH(1,1) process
with ω i ≥ 0, α i,1 ≥ 0, β i ≥ 0, and α i + β i < 1. As usual in the GARCH literature, ε i,t is assumed to be a sequence of i.i.d random variables with zero mean and unit variance. After the model estimation, we can therefore obtain the so-called standardized residuals
The next step develops Granger's causality test on each pair of standardized asset residuals, but the simple framework of equation (9) might lead to the detection of spurious causality. In fact, if we take three assets, i, j and z, and we have i → G j (the series i causes the series j in the sense of Granger causality) and j → G z, then by using the standard Granger causality test we might also find that i → G z, but such a causality could be a by-product of the presence of j,
and not a real direct causality impact. To control for such effects, Billio et al. (2012) augment the model in (9) with a so-called background series and/or a set of common factors, leading to the following model
where F t might contain common factors, and with i, j, z = 1, 2, . . . N , and i = j = z.
Obviously, we have N − 2 possible background series for each pair of GARCH standardized residuals i, j.
The Granger causality test must therefore discriminate between the various choices of z, conditional to the possible presence of common factors F t . The approach of Billio et al. (2012) made use of information criteria to specify the VAR lag structure and select the background series. Once the background series had been selected, the authors ran a set of Granger causality tests including/excluding the background series and/or the common factors, and selected the test outcome with the highest p-value (of the Granger's causality test) to produce more robust results.
We point out that the approach is computationally intensive because detecting the causality from i to j, for a specific choice of i and j, involves estimating N − 2 bivariate systems to select the background series, and then further estimates to perform the causality testing.
For each pair of GARCH standardized residuals i and j, the test enables us to check for the presence of causality from i to j, with a decision rule associated with the above-described procedure. The decision rule provides for just two outcomes, a 0 or a 1: if causality is present, the approach of Billio et al. (2012) leads to the creation of a connection from node i to node j. The adjacency matrix gives rise to a directed and unweighted network. Note that, in the empirical analyses, we obtain the network following the approach of Billio et al. (2012) and, before estimating our model, we proceed with a row normalization of the network.
Quantile causality: a baseline case
Granger causality tests focus on the possible presence of causality relations affecting the mean dynamic evolution of x t and y t . As noted earlier, this approach might easily be extended to testing causality among higher-order moments.
Despite the usefulness and simplicity of this approach, focusing on the moments alone might prove too restrictive, since it could preclude or limit the possibility of studying the causal relations between x t and y t in specific regions of their distributions, or the risk measures associated with the distributions of the two variables, such as quantiles or conditional moments.
For instance, there might be situations where x t and y t are not linked by causal relations in the center of their distributions, or in the mean, but they might still be strongly dependent on one another in the tails of their distributions. This phenomenon could be crucial in the context of financial returns (given that their distributions are typically characterized by fat tails (Cont, 2001) ), or when we are interested in the existence of causal relations during periods of market turmoil (when both the variables analyzed take values in their tails), or during a negative period for the target variable (when only the dependent variable takes values in its tail). There might also be more interesting cases in which the causal relations are asymmetrical between the left and right tails. The classical Granger's test and its baseline variants are obviously unable to detect such structural features.
This shortcoming can be overcome by building causality tests based on the quantile regression method introduced by Koenker and Bassett (1978) . In such a framework, we postulate the existence of a linear relationship between the quantile of a target variable and the values taken by an explanatory variable. If we deal with two variables, we thus have two equations, and the bivariate system becomes:
where Q yt (τ ) and Q xt (θ) denote the τ -th and θ-th conditional quantiles of y t and x t , respectively.
As in the idea behind Granger causality, testing for causality from x t to the τ -th conditional quantile of y t involves testing the significance of the coefficient β 2,1 (τ ). Likewise, testing for causality from y t to the θ-th conditional quantile of x t involves testing the significance of β 1,2 (θ).
Unlike the Granger causality testing approach, the estimation of the conditional quantiles is based on the marginal model for each target variable. We therefore test for causality from x t to y t , and from y t to x t using two different models (i.e. two different conditional quantile linear models, one for each target variables). A recently-developed system approach is also viable, as discussed later on.
Financial variables are often highly correlated, due mainly to their sensitivity to market trends and shocks. The influence of these common factors can be isolated by including one or more control variables reproducing the market movements in the bivariate system (13). If we let F t be the vector of these common factor variables observed in t, we rewrite the (13) as
The latter conditional quantiles thus mimic the presence of common factors used in the Billio et al. (2012) approach. Similarly, we can introduce a further background variable, and increase the lag structure within the conditional quantile specification. Note that we could introduce lags for both the conditioning and the modelled variables.
If we focus on the conditional quantile for x t (similarly for y t ), with or without additional control or background variables, the detection of causality is associated with the presence of a significant impact of y t−1 (or all lags if the models structure is more complex) on the conditional quantile of x t .
Within a quantile regression framework, we can also assess the causality impact of x t by comparing the first equation in (13) with its restricted version:
on the basis of the testing procedure proposed by Koenker and Bassett (1982) . The test verifies the null hypothesis that the additional variable in the first equation belonging to the system (13), i.e. x t−1 , does not improve on the goodness-of-fit achieved with the restricted model given in (15). If the null hypothesis of the test, which reads like the F-test, is rejected at a given significance level, then there is evidence of causality from x t to the τ -th conditional quantile of y t . The same method could likewise be applied to test the causality relations from y t to the θ-th conditional quantile of x t .
Finally, we note that the quantile causality network is specific to the τ quantile used to test the link between x t and y t . The above-outlined method might therefore generate a collection of quantile causality networks. When the focus is on the risk, however, our interest lies in the left tail of the distribution, and therefore on small values of τ , ideally between 1% and 10%.
Using conditional quantile causality testing based on an assessment of the significance of the coefficients, we thus obtain the quantile causality network at quantile τ . We stress that the estimated network depends on the chosen quantile, so we can estimate a collection of quantilebased causality networks.
Quantile-on-quantile causality
So far, we have considered the causal impact of one variable on another, focusing either on moments (within a Granger causality framework) or on conditional quantiles. We can take the analysis further by directly linking the quantiles of both the causal and the dependent variables.
In other words, our aim is to check whether the θ-th quantile of x t causes the τ -th quantile of y t , and vice versa, for θ equaling or differing from τ . In this way, we can test whether the power of x t in causing the τ -th quantile of y t changes over θ ∈ (0, 1).
From a different viewpoint, while in traditional quantile regression we analyze the possible impact of the values taken by x t−1 (across its whole density) on the conditional quantile of y t , for instance, we are interested here in testing the existence of causality when we restrict our attention to a neighborhood of a quantile of x t−1 . This would enable us to seek causal relations when both the analyzed variables take values in the respective tails, for example.
Two different approaches can be used for this purpose. The first is based on the method introduced by Sim and Zhou (2015) , who proposed a modified version of quantile regression in which observations (and then the corresponding loss function) are weighted using a kernel function. In particular, Sim and Zhou (2015) use kernel-based weights to estimate the relations in quantiles between oil prices and stock returns. In our framework, following Sim and Zhou (2015) , the conditional quantiles in (13) are rewritten, respectively, as follows:
where the only difference lies in the fact that the parameters have both τ and θ subscripts. In fact, the estimated parameters depend on the quantile levels of both y t and x t . Despite the similarities in the form, the equations in system (16) differ from those in (13) in the manner in which the unknown parameters are estimated. Notably, the coefficients belonging to the first equation of the system (16) come from the following minimization problem:
where ρ τ (e) = e(τ −I {e<0} ) is the asymmetric loss function on the basis of the quantile regression method introduced by Koenker and Bassett (1978) , and I {·} is the indicator function, taking a value of 1 if the condition in {·} is true, and a value of 0 otherwise. The difference with respect to the classical quantile regression of Koenker and Bassett (1978) lies in K(·), i.e. the kernel function, with bandwidth h, where F T (x t ) = T −1 T k=1 I {x k <xt} , to focus on the impact of x t in the neighborhood of its θ-th quantile. The parameters in the second equation of the system (16) are likewise estimated from
If we remove the kernel function, the parameters no longer depend on θ, and we return to the traditional quantile regression estimator. As discussed in the previous section, we can generalize the conditional quantiles in (16) by adding common factors and background variables.
Notably, what Sim and Zhou (2015) call the quantile-on-quantile approach corresponds to a nonparametric quantile regression where the knots used to obtain the local quantiles are fixed at specific quantiles of the dependent variable (Koenker, 2005) .
The construction of a quantile-causality network by following the quantile-on-quantile approach of Sim and Zhou (2015) builds on the significance of the coefficients associated with the impact of the covariates quantiles. In particular, focusing on x t , the existence of causality from the θ quantile of y t to the τ quantile of x t depends on the coefficient β 1,2 (θ, τ ). If the conditional quantiles have a more complex structure, including several lags, the number of coefficients to be tested naturally increases. When accounting for the presence of common factors and background variables, we can again follow a procedure similar to that of Billio et al. (2012) .
When estimating the quantile causality network by means of the quantile-on-quantile method, the estimated network depends on two quantile levels: one referring to the dependent variable and the other to the explanatory variable. As in the previous section, if we are interested in monitoring the causality networks during periods of financial turmoil, both quantiles would be placed in the range of 1% − 10%.
We note that such an approach has some similarities with the VAR for VaR model introduced by White et al. (2015) , which, in a multivariate framework, estimates the dependence across quantiles for a collection of series, also accounting for the possible presence of an auto-regressive structure, in the spirit of the CAViaR by Engle and Manganelli (2004) . Clearly, the quantileon-quantile dependence might be seen as a special case.
Quantile causality: a nonparametric test
The previous quantile regression-based approaches for detecting causality have a relevant feature in common, that is their parametric nature. In this section, we refer to another approach that is non-parametric. Non-parametric techniques offer the important advantage of requiring no particular assumption concerning the distributions for the processes underlying the variables of interest. We refer here to the nonparametric testing procedure proposed by Jeong et al. (2012) .
First, we assume that the conditional variable is x t , and we define the following vectors:
Note that the vectors refer to the lags of one or both the variables of interest. Further,
and F yt|Y t−1 (y t |Y t−1 ) denote the distributions of y t , conditional on Z t−1 and Y t−1 , respectively; the distribution of y t is assumed to be absolutely continuous in y for almost all ν = (Y, Z). For the sake of simplicity, we denote the τ -th quantile of y t conditional on Z t−1 as Q τ (Z t−1 ) and the τ -th quantile of y t conditional on Y t−1 as Q τ (Y t−1 ).
The definition of causality in quantiles in Jeong et al. (2012) focuses on the conditional quantiles of the series densities: x t does not cause y t in its τ -th quantile, with respect to Z t−1 , if Q τ (Z t−1 ) = Q τ (Y t−1 ); conversely, x t causes y t in its τ -th quantile, with respect to Z t−1 , if
. From the previous definition, the hypotheses to be tested read as follows:
The non-parametric test developed by Jeong et al. (2012) is based on a measure of distance defined as:
where g Z t−1 (Z t−1 ) is the marginal density function of Z t−1 . J T is estimated using the feasible kernel-based estimator:
where m = p + q, K(·) is the kernel function with bandwidth h,˜ t = I {yt≤ Qτ (Y t−1 )} − τ , I {·} being the indicator function that takes a value of 1 if the condition in {·} is true, and zero otherwise. In Jeong et al. (2012) ,
(τ |Y t−1 ), where
is the Nadaraya-Watson kernel estimator of F yt|Y t−1 (y t |Y t−1 ), with the kernel function C t−1,s−1 = C(Y t−1 − Y s−1 )/a, and a is the bandwidth.
Under a set of precise assumptions, Jeong et al. (2012) derived the limiting distribution for the test statistic
where
and σ 2 (Z t−1 ) = τ (1 − τ ).
The unknown parameter σ 2 0 is estimated as
Then, after estimating all the quantities of interest, the standardized statistic can be computed:
The above-described method could likewise be applied to test the causality impact of y t on the quantiles of x t , simply by inverting the roles of x t and y t .
If we detect quantile causality using the non-parametric test of Jeong et al. (2012) , then we have a dependence on the chosen quantile, as in the previous quantile-based causality cases. To keep the focus on the risk side, we suggest using quantile levels in the range 1%-10%.
Empirical examples 4.1 Data description
The empirical analyses are conducted on three different datasets: the first concerns the 48 industry portfolios on the Kenneth R. French website; the second includes the 25 US banks with the greatest market value; the third the 25 US insurance firms with the highest market value. 2
Using the three datasets, we can test for the presence of causality links from a general economic standpoint, or by looking at the companies that were mostly affected by the recent financial crisis.
For the three datasets, we use the daily returns over two different samples. are also highly skewed. Finally, we used the Ljung-Box test for mean serial dependence on both the returns and the squared returns, using 1, 5 and 10 lags. As expected, the outcomes show no serial dependence on returns, while squared returns (a proxy of variances) are highly correlated, suggesting the presence of heteroskedasticity. In short, the descriptive analysis shows significant differences between the years 2006-2008 and 2011-2015 , that are clearly a consequence of the turmoil affecting the US economy during the former period. We now take a closer look at the dependence across companies or economic sectors by focusing on causality analyses.
Granger and quantile causality networks
In building the causality networks, we extend the existing literature by combining the classic Granger testing approach with methods based on analyses of dependence across quantiles, as described in Section 3.1.
The methods based on quantile regression and quantile causality depend on the quantile at which the analysis is performed, so we must first specify which quantiles we use to conduct the dependence or causality analysis. Our analysis illustrates the changes occurring in the causality networks when we switch from Granger causality to quantile causality, without identifying the optimal quantile over which to measure quantile causality. We therefore decided to fix the quantiles of interest a priori: we chose three quantiles, 0.1, 0.5 and 0.9, corresponding to the tails and the center of the distributions of the returns. Note that, when considering the approach of Sim and Zhou (2015) , where we have quantile causality depending on two different quantiles, we set both quantiles at the same level.
For the estimation of quantile regressions, we assess the standard errors of the parameters with the xy-pair bootstrap method, which provides accurate results without assuming any particular distribution for the error term. When a kernel function is involved, we set it to the Gaussian one. We set the confidence level at 5% for judging the significance of the coefficients and testing the null hypothesis behind the tests for Granger or quantile causality.
To control for the possible impact of the common dependence on the market, we test for Granger causality as well as for the various forms of quantile causality, also including the supercomposite US market index within the corresponding models. 3
In the remainder of this paper, we identify the various networks that we estimate by means of acronyms. For networks estimated using quantile regression approaches (the baseline case, the quantile-on-quantile, and the non-parametric test), the acronym consists of four or five characters. The first and second identify the method: QR for baseline quantile regression;
Qo for quantile-on-quantile; QN for non-parametric quantile. The third and fourth characters identify the quantile: for instance, QR10 refers to the network estimated by baseline quantile regression at the 10% quantile. For the quantile-on-quantile cases, the reported quantile is used for both the dependent and the explanatory variables. For standard Granger causality networks we use GR. Then we add a final letter F to the acronym if we allow for the presence of a common factor in our estimation of the causality networks. respectively. We stress that we report results for the 10% quantile because we wish to shed some light on the possible differences between Granger causality (which focuses on the mean) and quantile causality (which places more emphasis on the tails). Networks that are based on quantile causality in the mean and also pay attention to the upper tail are available in Appendix C. Figure 2 shows that the quantile causality network extracted using the baseline quantile regression method has a majority of isolated nodes, whereas the network extracted with a non-parametric quantile causality test suggests the presence of a much greater density. The comparison between the networks of the banks and those of the insurance companies and industry portfolios shows that the former are less connected whatever methods is used. The non-parametric quantile causality test also generates networks characterized by a similar topology for all institutions and portfolios; in particular, it is easy to distinguish between a kernel and a periphery. 4 Figure 5 shows the dataset of 25 banks over time, comparing the networks estimated for 2006 − 2008 with those obtained for 2011 − 2015, using two specific causality network estimation methods: Granger causality and non-parametric quantile causality (10% quantile). We can see some changes in the Granger network structure when moving from the earlier to the later period.
These changes are less clear when we consider non-parametric quantile causality, in which case the network still presents a kernel-periphery structure.
These preliminary graphical analyses suggest that there are potentially relevant differences between the networks estimated using Granger causality as opposed to quantile-based causality approaches. The latter have a more clear focus on risk than the former. Before moving on to the combination of the estimated networks, we run a comparison of the estimated networks using summary measures.
We consider four different indicators: Density, Assortativity, and two versions of Eigenvector centrality. Density monitors the number of connections between nodes. A higher density is the sign of a large number of connections between nodes, which are consequently more closely related to one another. Assortativity captures the nodes' tendency to connect with other nodes having similar properties; it can take values in the range of (−1, 1). For values close to 1, the network has an assortative behavior, with nodes being connected to other nodes that have similar degrees;
for values nearing zero, the network becomes similar to a random graph. A disassortative behavior, when high-degree nodes point to low-degree nodes, corresponds to assortativity values close to −1. 5 Eigenvector centrality monitors the relevance of each node as a function of the relevance of neighboring nodes. We consider two versions: one based on the non-normalized adjacency matrix, and one based on the row-normalized adjacency matrix. We also normalize the eigenvector centrality of each node to the maximum score obtained by the most connected node. The eigenvector centrality value thus ranges from zero to one, and can easily be compared across networks. In the summary tables, we focus on the average eigenvector centrality across nodes. Changes in the eigenvector centrality are a sign of changes in the network structure.
Appendix D provides additional details on the network measures considered. Tables from 1 to 3 contain the summary measures. Table 1 contains the network measures for the banks dataset. We can see that, on average, the density is slightly smaller during the crisis, while the disassortative behavior (seen in both periods) is higher. Granger's causality networks (with/without the common factor) have small densities that remain almost constant in the two samples, and a disassortative behavior, and the average eigenvector centrality increases in the most recent period. The values for the quantilebased networks are quite different, as the previous graphical analysis suggests. In particular, the networks derived by means of the non-parametric quantile causality test have the highest density, combined with a disassortative pattern. These two elements could explain the kernel-periphery structure exhibited in the Figure 2 .
A high density combined with a disassortative pattern is also associated with very high eigenvector centrality averages, which indicate that the nodes' relevance is quite evenly distributed, a somewhat expected result given that we focus on the largest banks. Notably, the picture is quite different in the Granger causality networks, which are characterized by a lower average eigenvector centrality. From a systemic risk perspective, this finding suggests that, while the Granger causality analysis provides evidence of few relevant nodes that are more central to the network structure, a non-parametric quantile causality test leads to the construction of a denser network where the risk is more evenly distributed across nodes, and many nodes (more than those emerging from Granger causality) are systemically relevant. As the graphs suggest, the non-parametric quantile causality networks also differ from those based on other quantile-based approaches. In particular, the baseline quantile case provides summary measures more closely resembling those of Granger causality, while the quantile-on-quantile cases have density mea- sures higher than with Granger causality but lower than with non-parametric quantile causality, and they show the most disassortative behaviors. We note some interesting differences across quantiles, with higher densities on the extreme quantiles (10% and 90%) than on the median case, which comes the closest to the Granger causality. Notably, this would mean that the network structure changes if we move away from the mean (median), an important aspect to bear in mind if our purpose is to analyze the spread of risk in times of market turmoil. Finally, the introduction of a common market factor seems to have a limited impact. Table 2 indicates that the insurance companies dataset behaves in much the same way as the banks dataset (thus confirming our previous comments), with a marked change in the network structure when moving from Granger causality to quantile causality. The most relevant difference concerns network density, which is much higher in the tails than in the mean (which coincides with Granger causality). We also find the highest average eigenvector centrality coinciding with non-parametric quantile causality. Table 3 shows the summary measures for the causality network estimated from the 48 industry portfolios. Here again, we find relevant differences between the summary measures for the Granger and quantile causality networks. This holds particularly for network density and average eigenvector centrality. We note, however, that the structure of the non-parametric quantile causality networks differs considerably from the other quantile causality networks in all three datasets.
The graphical analysis and summary measures confirm that, changing our approach to estimating a causality network, coincides with important changes in the network structure. To examine the possible relevance of either the Granger causality network or the quantile causality networks, we therefore proceed, in the following section, with the estimation of a composite network.
The composite causality network
Starting from the availability of causality networks estimated using four different methods (Granger, Quantile Regression, Quantile-on-Quantile and Non-parametric Quantile causality), and over different quantiles (10%, the median and 90%) for three of them, we now proceed to estimate composite networks.
We estimate the model in equation (5), accounting for the presence of common factors, for which we follow the usual practice and introduce the market factor, the size factor, the book-tomarket factor, and the momentum factor, following Fama and French (1993) , French (1995), and Carhart (1997) . We have no information a priori to suggest a possible preference for particular network, so we estimate the composite network starting from four different layers, where the quantile-based networks are associated with the same reference quantile. We provide a sensitivity analysis on the effect of excluding a single network in the robustness checks section.
Then we estimate the linear factor model, focusing on weekly returns. While it is more common to consider the monthly frequency when estimating factor models, this would leave us with only 36 observations in the first sample, while we have 60 monthly returns in the second.
Hence our decision to focus on the weekly frequency, which enables us to increase the number of returns for the factor model (augmented with network dependence) to 108 in the first sample and 316 in the second. This choice has advantages in terms of model estimation and parameter inference. We do not consider daily data as they would be bound to require the introduction of heteroskedastic dynamics in the variance of the residuals, adding to the complexity of the estimation due to the well-known curse of dimensionality. Estimates of the network combination on monthly returns are nonetheless provided in the robustness checks sections.
The estimates of the linear factor model with network dependence generate different outputs. A is an identity), or a network dependence captured by Granger causality. The latter is a valuable benchmark as we would like to underscore the potential improvement associated with measuring asset links going beyond the mean (i.e. on the quantiles). To compare models, we use the residuals average correlation: if we see improvements, we expect to have residuals characterized by a smaller correlation level, i.e. more whitened residuals. Table 4 shows the parameters estimated for the combined network in the three datasets and over sample periods. Bearing in mind that the sum of these parameters is 1 and they are all positive, a higher value of a parameter indicates a greater relevance of the associated network.
We also assess the significance of the estimated parameters. Within the banks dataset, we note that the non-parametric quantile causality network is the most relevant during the financial crisis period and across all quantiles. Notably, the estimated δ parameter for this network ranges between 0.736 and 0.883, and it is always statistically significant when the estimation of the networks takes the presence of a common market factor into account. (5) that represent the weights for networks combination. The top panel focused on the banks dataset, the middle panel on the insurance companies dataset and the bottom panel on the industry portfolios dataset. The first column identifies the quantiles used to estimate the quantile-based network, and the second column indicates if a common factor was used (Y) or not used (N) in the estimation of the causality networks. Columns 3 to 6 refer to the crisis sample while columns 7 to 10 to the most recent sample. The second row identifies the four different networks which are optimally combined: baseline quantile causality -QB; quantile-on-quantile causality Qo; non-parametric quantile causality -QN; Granger causality. Parameters are, by construction, positive and sum up to one (within each row and within each period). A star identifies parameters significant at the 5% confidence level.
2006-2008 2010-2015
Quantile We stress that, from a systemic risk perspective, this result suggests that the risk is more widespread across banks, as the non-parametric quantile network is much denser than the other causality networks. This greater relevance of the non-parametric quantile causality network also emerges for the median and for the lower and upper tails. In all cases, the Granger causality network has a very small weight (which is non-significant in five cases out of six). Switching to the more recent period considered, both the non-parametric quantile causality network and the quantile-on-quantile causality network are relevant, with and without the introduction of a common market factor. Here again, although it is more statistically significant, the Granger causality network has smaller weights than the quantile-based causality networks. Overall, in both samples, the baseline quantile regression network has the least relevant role. Finally, in the second sample, we see a clear change in the combined network parameters when moving from median networks to the use of networks estimated on either the lower or upper tails.
In particular, the impact of the quantile-on-quantile networks increases, thus supporting the importance of looking at quantile causality too when accounting for interdependence across assets in a linear factor model, and showing that a double conditioning (on both the dependent and the explanatory variables) is important when estimating causality at quantile level. The insurance companies dataset produces somewhat similar results. In both periods, Granger causality networks are the least relevant, being associated with small coefficients (and only one in twelve is statistically significant). In the first period considered, non-parametric quantile causality is the most relevant, although baseline quantile causality network receives a much larger weight in the median case (unlike the picture emerging from the banks dataset).
In the second sample, both non-parametric quantile causality and quantile-on-quantile causality are relevant, with a change in the estimated parameters when moving from networks estimated on the median to networks estimated on the 10% or 90% quantiles.
Finally, for the industry portfolio dataset, the results are more heterogeneous in the first sample, while in the second they are consistent with the two previous cases. In the first period, the significance is limited in many cases, particularly for the quantile-based causality networks estimated at the median. In the second period, there is a marked difference between the quantilebased causality estimated at the median and those estimated on the tails. Be that as it may,
Granger causality networks receive the smallest weight (and are never statistically significant). Table 5 shows the summary measures for the combined networks. The various composite networks are similar in all the quantities we report (for a given sample period, and a given dataset). The heterogeneity identified is much smaller than was seen for the primitive networks. We link this finding to the use of a linear factor model augmented with network dependence.
The contemporaneous relation across the modelled variables captures the correlation across these variables and goes beyond what we associate with common factors. It might be that the various composite networks capture the dependence across the returns (beyond common factors in a similar way. The differences we find depend partly on the heterogeneity across networks and partly on the different weights assigned to the primitive networks. To shed further light on the differences between the composite networks and generate some evidence of the improvement gained by the linear factor model augmented with network combination, we provide descriptive analyses -in Tables 6 to 8 achieved by the latter, over the multifactor model, was already documented in (Billio et al., 2015) . For the industry portfolio dataset, the results are less clear, since the various approaches produced very similar findings. This is in line with the heterogeneous results seen for the weights of the various networks, where we were unable to identify a clear preference. We interpret this as evidence to suggest that network augmented linear factor models might usefully improve on traditional linear factor models when we fit the model over single assets and not over portfolios.
The aggregation of assets into portfolios probably distorts the dependence structure across assets and limits its impact. There might be a different reason linking the datasets of the banks and insurance companies to the potential presence of a sector-specific factor in the analysis -but if that were the case, we should have seen no such clear improvement in the residual correlations of the composite network cases. We consequently believe that the idea of a missing factor is inconsistent with our findings. Further analyses are needed on this topic, but we leave them to future research.
We close this section with a few comments on the coefficients for monitoring the impact of the composite networks on the various assets, as included in the diagonal of matrix R in equation (5).
Appendix I shows the plots of the coefficients for each bank, insurance company and industrial portfolio, across the various combined networks. Overall, we note that the coefficients are usually The first column identify the various models, while the second column indicates the number of networks used in the model. In the first column Q (10%) identifies the use of a combination of causality networks from quantile regression (QB, Qo and QN) at the 10% quantile, combined with the Granger causality network. Similarly, when the reference quantile is 50% or 90%. With G we denote the model using just the Granger casuality network, while the last line refers to the 4-factor CAPM. The table reports statistics for the residuals correlations: the minimum, maximum, the 10% quantile q 10 , the median q 50 , the 90% quantile and the number of elements of the correlation matrix lower than −0.1. positive and significant for banks and insurance companies, while the networks impact is more heterogeneous and of limited significance for industrial portfolios. These results deserve a more thorough analysis, but this goes beyond the scope of the present paper.
Model

Robustness checks
The previously-reported results focus on the combination of all four different networks, where the model providing the optimal combination makes use of weekly data and allows for a heterogeneous impact of the composite network on the assets. Here we provide some additional comments on variations to the model-based combination design. In particular, we estimate the model on monthly data, we consider combining just three networks, and we control for the optimal combination when the network's impact is homogeneous across assets.
Section F contains tables assessing the model-based network combination when we exclude a network. We consider two specific cases: the first excludes the network estimated from Granger causality in order to highlight the relevance of competing quantile causality networks; the second disregards the less relevant quantile causality network (the so-called baseline quantile causality). All the analyses are based on weekly data. The results confirm the relevance of the non-parametric approach for the purpose of obtaining a quantile causality that, in several cases, generates the largest and statistically most significant coefficients. The baseline quantile causality is the least relevant, even when the Granger causality network is excluded from the layers.
The results for the industry portfolios are the most heterogeneous in terms of network relevance, and they show little improvement with respect to the contraction of the residual correlations.
For the banks and insurance companies, there is a marked gain in moving from linear factor models, or Granger causality augmented factor models, to a model that accounts for the presence of quantile causality; the average residual correlation decreases considerably.
Section G contains estimates of the network combination modelled on monthly data (as opposed to the weekly data considered in the previous section). 6 We confirmed the importance of non-parametric quantile causality and the limited impact of Granger causality. Once again, the outcome is clearer for the datasets concerning banks and insurance companies than the industry portfolio dataset. In addition, contrary to the evidence emerging from the weekly data, the contraction on the residual correlations for the insurance company dataset is less evident during the financial crisis, while it is striking in the second period.
Given the heterogeneity of the network's impact on returns, as mentioned at the end of the previous section, we check the model's performance when we impose a common reaction of the returns to exposure to the network. Section H illustrates the outcomes for the composite network and the impact of the network on returns in the three datasets and two sample periods, when the model is estimated on weekly data. The only notable changes concern the composite network parameters: we now find a larger number of statistically significant coefficients. In addition, Granger causality seems to become more relevant, in the insurance companies dataset at least. The non-parametric quantile causality network nonetheless retains its role and receives the highest coefficients. Moving to the model-based combination confirms the previous results and enables a reduction in the average residual correlations in the banks and insurance companies datasets.
Concluding remarks
Causality networks have attracted some attention in the financial economics literature in recent years for the purposes of systemic risk interpretation. We show that the structure of causality networks changes considerably if we move from the mean, commonly associated with traditional
Granger causality, to the quantiles. In the latter case, the causality across assets can be measured by means of quantile regression-based approaches. Here we illustrate three different possibilities:
the simple quantile regression, its generalization to the quantile-on-quantile approach of Sim and Zhou (2015) and the non-parametric test due to Jeong et al. (2012) . We show that changing the approach to network estimation gives rise to networks in which a systemic risk interpretation points to the existence of dense networks with a broader systemic relevance. By focusing on a linear factor model augmented with a multi-layer network dependence, we also demonstrate that causality networks are useful for capturing this dependence across financial returns, going beyond what can be explained by a market factor. This paves the way to further analyses, and has an associated impact on diversification analyses and portfolio construction, as well as on asset pricing.
