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Abstract
A testing procedurefor characterizing both the color and spatial image quality of
trichromatic digital cameras, which are used to photograph paintings in cultural heritage
institutions, is described. This testing procedure is target-based, thus providing objective
measures ofquality. The majority of the testing procedure followed current standards
from national and international organizations such as ANSI, ISO, and IEC. The
procedure was developed in an academic research laboratory and used to benchmark
four representative American museum 's digital-camera systems and workflows. The
quality parameters tested included system spatial uniformity, tone reproduction, color
reproduction accuracy, noise, dynamic range, spatial cross-talk, spatialfrequency
response, color-channel registration, and depth offield. In addition, two paintings were
imaged andprocessed through each museum 's normal digital workflow. The results of
thefour case studies showedmany dissimilarities among the digital-camera systems and
workflows ofAmerican museums, which causes a significant range in the archival quality
of their digitalmasters.
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1. Introduction
For decades, museums, libraries, and other cultural-heritage institutions have been
using analog photography as a means for documenting their collections and producing
reproductions of their artifacts. Through the years, these institutions developed "best
practices" for the process ofdocumentation and reproduction, which included
photographing the object, storing the image, and cataloging, so that a high quality image
archive could be obtained and maintained for many years.
Now that digital photography is well established and comparable to analog
photography both in price and image quality, these cultural-heritage institutions have a
choice ofwhether to continue imaging the traditional way or start imaging using digital
technology. Those institutions who have chosen to continue documenting using
traditional methods either do not have the funds to move into the digital realm or admit
that they do not have the knowledge and argue that there has not yet been a standardized
method or "best practices"developed for digital-image capture and digital preservation of
the files produced. This thesis will attempt to aid the community in addressing the latter
concern, with a focus on the direct-digital-capture component of the documentation and
reproduction ofpaintings. The cultural-heritage institutions that have chosen to begin
using digital capture realize that imaging their collections digitally satisfies their two
main objectives: to document and to present cultural-heritage materials. By digitizing
their artifacts, museums can showmore of their collections to more people all over the
world and can simultaneously build an archive of digital files with an estimated lifespan
of about 50 years (Waibel, 2000). The photographers at these museums prefer digital
capture to analog photography because they can instantly see whether the image is
acceptable and do not have to wait for the film to be processed. The following is a quote
by a scholar-teacher who depends greatly on information from libraries, archives, and
museums in his everyday life.
"I have no doubt that the digital revolution is one of the great information revolutions in
the history ofhumankind, fully comparable to the invention ofprinting and the invention
ofphotography, but taking place at dramatic speed. We are privileged to be alive with
the opportunity to witness this transformation, to experience it, and even to participate in
its development. Indeed, only if all elements of society do participate in its development
will it fulfill its immense potential. In deciding what materials to digitize, how to
preserve them, and how to make them available, let us recognize the serious interest of
the public in all areas of human knowledge, the public's right to know, and the great
untapped resource that these materials provide. The digital revolution offers us our first
opportunity for a fully participatory society"(Rhyne, 2000).
Using digital technology in the cultural-heritage environment requires a shared
vocabulary and standardized evaluation of system performance and digital output
(Kenney, 2000). A research project, ofwhich this thesis is a part, entitled "Direct Digital
Image Capture ofCultural Heritage - Benchmarking American Museum Practices and
Defining Future
Needs,"
surveyed American museums about their involvement with
digital photography and performed six American museum on-site case study interviews
to document their current digital-imaging workflows (Rosen, 2005).
The purpose of this thesis is to provide a testing procedure, including test targets,
or test charts, for characterizing trichromatic digital cameras used to digitally capture
cultural-heritage collections, and in particular, paintings. A number ofprocedures for
testing the quality ofdigital cameras have been established in the recent past (see the
Standards Review in Part 2). Unfortunately, there has been no unifying attempt to collect
them into a cohesive package for the purposes of comprehensive evaluation of studio
imaging environments, particularly those used in museums for the direct digital capture
of artwork. The ultimate goals of this thesis are twofold. First, as mentioned above, this
research will be beneficial to the cultural-heritage community because it might provide a
possible guideline for high-quality-digital imaging in a museum setting and second, it
will benchmark camera systems and procedures currently used for digital imaging by the
cultural-heritage community. The benchmarking of camera systems is performed by
relating the quality of the digital reproduction to the physical characteristics of the
original. Although the saying, "You get what you pay
for"
typically applies in the
acquisition of imaging systems, there is no substitute for the careful and thorough testing
and benchmarking of digital-imaging systems (Conway, 2000). Benchmarking systems
will help to compare different camera systems, giving better information than the
manufacturers provide, and should lead to a better understanding of the whole imaging
process (Kenney, 2000).
The aims of the testing procedure are to follow current digital-photography
standards to the greatest extent possible, provide only objective measures of image
quality, and be as automated as possible with the use of analysis software. Frey and
Reilly recognized that "all of the chosen image quality parameters should be tied to well-
documented standards to make it possible to take images safely into the
future" (Frey,
2000) and that "for objective image quality measurements, software should be available
which is designed to locate and evaluate specific targets and then report numbers or
graphs describing key image quality
parameters"(Frey, 1999) along with their tolerance
limits (D'Amato, 2000). Simplification of the characterization process makes it more
practical for future use by photographers in the museum environment.
Production projects that capture high-quality images using a digital camera are
still rare (Besser, 1996). Vogt-O'Connor advises that "ifyou can't capture the image
accurately, don't digitize the materials" (Vogt-O'Connor, 2000). The main objective of
the camera characterization testing procedure contained in this thesis is to determine
whether the digital equipment can produce images that meet the needs for image quality.
It is important that the digital image is a "replacement" of the original. Therefore, the
digital data have to be captured and archived, along with technical metadata, in such a
manner that the original can be reconstructed (Frey, 1996). Since digitization is both
labor intensive and expensive, it is important to capture an image in a way and at a
quality level that makes it possible to use it to serve several needs (IFLA/ICA Working
Group, 2002). The digitally captured image with the highest quality (with minimal to no
adjustments) that is archived is termed the "digital
master."Images possibly of lower
quality, which can be derived (through image processing, compression, etc.) from the
digital master for future use in applications such as the Internet or publication, are termed
"derivatives." The richness of the digital master affects the quality and processibility of
subsequent files derived from it, determining whether derivatives can be used for
enhanced access (Price-Wilkin, 2000). In order to prevent excessive handling of and
light exposure to an original, which impacts its lifetime, the digital master needs to be
optimized during the capture process. The availability of accurate digital surrogates cuts
down on the handling oforiginal objects by both staff and researchers; digital images
answermost needs (Waibel, 2000).
The testing procedure and accompanying test targets described in this thesis, if
used correctly, can quickly inform the photographer of the maximum level of objective
image quality achievable by his imaging system before he even takes his first digital
photograph ofa piece of artwork. The outcome of this procedure is an extensive
quantitative description of the digital-image-quality parameters, which characterize a
camera used for the direct-digital capture of cultural heritage. Currently, a digital
image's quality is often theoretically based on its pixels per inch and bits per pixel.
There is a lack ofusage of quantitative metrics to define image quality. Spatial frequency
response, spectral sensitivity and relating the digital data back to physical features of the
art are examples ofphrases that are seldom heard in the cultural-heritage community, but
will be mentioned here.
The digital-image-quality parameters and metrics, which will be encompassed in
the testing procedure and test targets, are as follows. Tone reproduction is the most
important aspect of image quality. If the tone reproduction of an image is correct, users
will generally accept it, even if the other attributes are not ideal (Frey, 2000). Tone
reproduction is affected by three mutually dependent attributes: the opto-electronic
conversion function (OECF), dynamic range, and spatial cross-talk. Resolution, or image
detail, is another image quality parameter best described by a metric, the spatial
frequency response (SFR). Other image-quality parameters include system spatial
uniformity, color reproduction, depth of field/texture-reproduction, and artifacts such as
misregistration of the color channels, and noise. There are many metrics that, in
combination, can be used to specify a desired level of image quality (D'Amato, 2000).
Physical features of the original object can be characterized numerically and matched up
with digital equivalencies (Kenney, 2000). Thus, if the original objects to be digitized
are first characterized through measurements of their reflectances, colors, and levels of
detail, it is then possible to select image-quality test targets and testing procedures to
ensure that these characteristics are faithfully captured in the images (D'Amato, 2000).
Targets, or charts, are vital parts of the image-quality framework in order for one
to be able to make objective measurements. Targets can be incorporated into the
workflow in various ways. Full versions of the targets might be digitally captured every
few hundred images and then linked to specific batches ofproduction files, or smaller
versions of the targets might be included with every image (Frey, 1999). In this thesis,
several test targets, each consisting of a combination of various elements, will be used,
which will require several digital photographs to be taken within the testing procedure.
Properly designed targets can be imaged and analyzed to predict image quality, and help
ensure that the camera system produces the best quality image it can and operates at a
consistent level of quality over time (Rhodes, 1999). If test patterns are periodically
interspersed in the imaging workflow and substandard image quality is detected, all
images generated after the last above-standard test pattern must be considered
substandard (D'Amato, 2000).
The testing procedure and test targets in this thesis were developed through
research that consisted of both a literature review and experimentation in the Munsell
Color Science Laboratory. The results were reviewed by representatives of camera
manufacturers, standards committees, and museums, who, in their joint expertise agreed
that this was a reasonable first step toward the standardization ofpractices for digital
archiving ofdirect digital capture. Four American museum case studies were carried out
to analyze how the testing procedure and test targets performed in the environment where
their use is intended. In these case studies, the test targets were imaged using both the
testing procedure described here and eachmuseum's usual digital imaging workflow. As
a part of the "Direct Digital Image Capture ofCultural Heritage - Benchmarking
American Museum Practices and Defining Future
Needs"
project, the results of this
research thesis were disseminated through a conference and will be available on-line (see
http://www.art-si.org).
2. Standards Review
There are many standards provided by both national and international standards
bodies for businesses, the government and society in order to allow for agreement on
specifications, criteria and terminology. The major roles played by standards are that
they raise levels of quality, safety, reliability, efficiency and interchangeability, as well as
provide these benefits at an economical cost. Only a few of these standards bodies
provide standards that apply directly to this research thesis topic. The standards that will
be described here are provided by the ISO (International Organization for
Standardization), IEC (International Electrotechnical Commission), ANSI (American
National Standards Institute), CIE (International Commission on Illumination) and NISO
(National Information Standards Organization), each ofwhich is related to each other in
some way.
McDowell describes standards and specifications that apply to digital imaging as
"nothing more than written agreements that describe how something should be done or
the agreed upon characteristics of, or interfaces between, devices or software"
(McDowell, 2002). The standards developed by the five standards bodies listed above
are used in this research thesis because they are developed by a consensus. Participation
in the decision making process to develop these standards is completely open, which
means that the expertise that goes into the development of these standards is widespread
(McDowell, 2002).
l
As an example, the following is a brief summary ofwho develops standards and
how they are developed in the ISO. There are similarities in most other standards bodies.
1
Some other specifications, which also apply to this research and will be mentioned later in this thesis, are developed solely within an
industry trade group, such as the ICC (International Color Consortium), or within a single company or group of companies as "de
facto"
or private specifications, such as TIFF (Tag Image File Format).
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The ISO has a Technical Committee, or TC, for each different area of research, which is
ultimately responsible for developing the standards. A Sub-Committee (SC), a subgroup
within a TC, aWorking Group (WG), a subgroup within a SC or TC, or a Task Force
(TF), a subgroup within aWG or SC, is formed to be directly involved in the creation
process ofa standard. Sometimes a Joint Working Group (JWG), which involves
participants from multiple TCs, is needed for developing standards that overlap two or
more areas of research. Figure 1 is a flowchart showing how a standard evolves from a
New Work Item proposal into a Final Draft International Standard (FDIS).
Committee Draft
(CD)
Draft
International
Standard (DIS)
Figure 1. Flowchart ofhow a standard evolves in the ISO (McDowell, 2002).
Once a standard is published, itmust be reviewed on a periodic basis to be sure
that it is still applicable, but a revision can be produced at any time by the committee
responsible for the standard (McDowell, 2002).
One clarification that should be noted about the standards language is that the
words
"shall"
and "should", which are contained in some of the standards described
below, have specific meanings. "Shall" means that you must do something in order to
comply with the standard.
"Should"
means that it is really preferable to do something and
you should try very hard to do it (Harold, 1999).
The purpose of this standards review is to summarize2the most current standards,
which relate the closest to this thesis topic. Not all of the standards described below were
in their published FDIS form at the time in which this thesis was written. Even though
some of the standards were in their intermediate form, they were still useful tools needed
for the development of the testing procedure for characterizing trichromatic digital
cameras used to digitally archive cultural heritage collections. The form that each
standard was in at the time that this was written is listed in Table I. The standards that
are described below, which were developed by the ISO, IEC and ANSI standards bodies
pertain to the areas ofphotography, which includes the use ofboth digital still cameras
and scanners, and graphic technology. The CIE
publications3
pertain to light sources and
colorimetry, and the NISO standard pertains to the technical metadata of digital still
images. The descriptions of the standards below will focus on information contained in
the standards, which applies directly to this research thesis. Because the information in
this standards review is in the form of a summation, anyone wishing to use these
2
Most of the wording used in the summaries is taken directly from the standards themselves so that the meaning of the standard is not
lost.
3
Most CIE documents are technical publications or recommended practices. Only those labeled ISO/CIE are standards.
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standards should refer to the standard itself for detailed information. Table I lists the
standards in the order that they will be reviewed here. Table II can be used as a reference
for the digital image quality parameters discussed in each standard. A brief explanation
about each standards body and a summary of each standard listed in Tables I and II will
be given next.
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Table I. List of standards that are summarized in this standards review.
Title No. Date Organization
Form
fin
ISO
terms)
Edition TCs Page#
Viewing conditions - Graphic
technology and photography
3664 02/01/2002 ISO FDIS 2nd
ISO/TC 42
(Photography),
ISO/TC 130
(Graphic
Technology)
16
Photography - Illuminants for
sensitometry - Specifications
for daylight, incandescent
tungsten and printer
7589 09/01/2000 ISO FDIS 2nd
ISO/TC 42
(Photography)
18
Photography - Electronic still-
picture cameras
Terminology
12231 06/15/1997 ISO FDIS 1st
ISO/TC 42
(Photography)
21
Photography ~ Electronic still-
picture cameras
Determination of ISO speed
12232 08/01/1998 ISO FDIS 1st
ISO/TC 42
(Photography)
21
Photography Electronic still-
picture cameras Resolution
measurements
12233 09/01/2000 ISO FDIS 1st
ISO/TC 42
(Photography)
25
Graphic Technology - Displays
for color proofing -
Characteristics and viewing
conditions
12646 05/30/2002 ISO DIS N/A
ISO/TC 130
(Graphic
Technology)
30
Photography Electronic still-
picture cameras Methods for
measuring opto-electronic
conversion functions (OECFs)
14524 12/15/1999 ISO FDIS 1st
ISO/TC 42
(Photography)
34
Photography Electronic still-
picture imaging Noise
measurements
15739 05/01/2003 ISO FDIS 1st
ISO/TC 42
(Photography)
38
Graphic technology and
photography Colour
characterisation of digital still
cameras (DSCs) Part 1 :
Stimuli, metrology, and test
procedures
17321-1 09/17/2003 ISO WD N/A
ISO/TC 42
(Photography),
ISO/TC 130
(Graphic
Technology)
41
Graphic technology and
photography - Colour
characterization ofdigital still
cameras (DSCs) - Part 2:
Methods for determining
transforms from raw DSC to
scene-referred data
17321-2 10/10/2003 ISO WD N/A
ISO/TC 42
(Photography),
ISO/TC 130
(Graphic
Technology)
45
Photography and Graphic
Technology - Extended color
encodings for digital image
storage, manipulation and
interchange - Part 1:
Architecture and requirements
22028-1 08/30/2002 ISO DIS N/A
ISO/TC 42
(Photography),
ISO/TC 130
(Graphic
Technology)
48
12
Title No. Date Organization
Form
(in
ISO
terms)
Edition TCs Paee#
Multimedia systems and
equipment - Colour
measurement and
management - Part 2-1 :
Colour management - Default
RGB colour space - sRGB
61966-2-1
10/1999 +
01/2003
IEC FDIS
lst +
Amd 1
IEC/TC 100
(Audio,video and
multimedia
systems and
equipment)
51
Multimedia systems and
equipment - Colour
measurement and
management - Part 8:
Multimedia colour scanners
61966-8 02/2001 IEC FDIS 1st
IEC/TC 100
(Audio,videoand
multimedia
systems and
equipment)
53
Multimedia systems and
equipment - Colour
measurement and
management - Part 9: Digital
cameras
61966-9 06/2000 IEC FDIS 1st
IEC/TC 100
(Audio.video and
multimedia
systems and
equipment)
57
Graphic Technology - Color
reflection target for input
scanner calibration
IT8.7/2 06/21/1993 ANSI FDIS 1st
IT8
Subcommittee 4
61
Colorimetry 15.2 1986 CIE N/A 2nd CIE/TC 1.3
(Colorimetry)
64
A method for assessing the
quality of daylight simulators
for colorimetry
51 1981 CIE N/A 1st
CIE/TC 1.3
(Colorimetry)
66
Data Dictionary - Technical
Metadata for Digital Still
Images
N/A 06/01/2002 NISO DIS N/A N/A 68
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Table II. A reference for the digital image quality parameters discussed in each standard.
Digital Image Oualitv Parameter
Title No. Organization Page#
Spatial
Uniformity
Tone
Reproduction
Color
Reproduction
Accuracv
Noise
Dynamic
Spatial
Cross
talk
Resolution
Non-
Image
OualitvRange
Viewing
conditions
Graphic
technology and
photography
3664 ISO 16 X
Photography -
Illuminantsfor
sensitometry -
Specifications
for daylight,
incandescent
tungsten and
printer
7589 ISO 18 X
Photography
Electronic still-
picture cameras -
- Terminology
12231 ISO 21 X
Photography
Electronic still-
picture cameras -
- Determination
of ISO speed
12232 ISO 21 X
Photography
Electronic still-
picture cameras -
- Resolution
measurements
12233 ISO 25 X
Graphic
Technology -
Displays for
color proofing -
characteristics
and viewing
conditions
12646 ISO 30 X
Photography
Electronic still-
picture cameras -
- Methods for
measuring opto
electronic
conversion
functions
(OECFs)
14524 ISO 34 X
Photography -
Electronic still-
picture imaging -
- Noise
measurements
15739 ISO 38 X X
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Digital Image Oualitv Parameter
Title No. Organization Page*
Spatial
Uniformity
Tone
Reproduction
Color
Reproduction
Accuracy
Noise
Dynamic
Spatial
Cross
talk
Resolution
Non-
Image
Oualitv
Range
Graphic
technology and
photography
Colour
characterisation
of digital still
cameras (DSCs)
Part 1:
Stimuli,
metrology, and
test procedures
17321-
1
ISO 41 X
Graphic
technology and
photography -
Colour
characterization
of digital still
cameras (DSCs)
-Part 2:
Methods for
determining
transforms from
raw DSC to
scene-referred
data
17321-
2
ISO 45 X
Photography and
Graphic
Technology -
extended color
encodings for
digital image
storage,
manipulation
and interchange
-Parti:
architecture and
requirements
22028-
1
ISO 48 X
Multimedia
systems and
equipment -
Colour
measurement
and management
-Part 2-1:
Colour
management -
Default RGB
colour space -
sRGB
61966-
2-1
IEC 51 X
Multimedia
systems and
equipment -
Colour
measurement
and management
-Part 8:
Multimedia
colour scanners
61966-
8
IEC 53 X X X X
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Digital Image Oualitv Parameter
Title No. Organization Page*
Spatial
Uniformitv
Tone
Reproduction
Color
Reproduction
Accuracv
Noise
Dvnamic
Spatial
Cross
talk
Resolution
Non-
Image
Oualitv
Range
Multimedia
systems and
equipment -
Colour
measurement
and management
- Part 9: Digital
cameras
61966-
9 IEC 57 X X X
Graphic
Technology -
Color reflection
target for input
scanner
calibration
IT8.7/2 ANSI 61 X
Colorimetry 15.2 CIE 64 X
A method for
assessing the
quality of
daylight
simulators for
colorimetry
51 CIE 66 X
Data Dictionary
- Technical
Metadata for
Digital Still
Images
N/A NISO 68 X
2.1 ISO
The ISO is a non-governmental international standards body made up of a
network ofnational standards institutes from 147 countries working in partnership with
international organizations, governments, industry, businesses, and consumer
representatives. The ISO collaborates closely with the IEC and is responsible for all
standards areas not specifically assigned to the IEC.
ISO 3664. Viewing conditions - Graphic technology andphotography
This standard specifies illumination and viewing conditions for reflective media,
such as prints, transmissive media, such as transparencies, and images displayed on a
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color monitor, which are not viewed in comparison to any form of hardcopy
simultaneously. The viewing conditions described in the standard for the third case are
what are pertinent to this research. When amonitor viewing condition is standardized
and properly implemented by various people in a production chain, then errors and
misunderstandings about color reproduction and processing will be minimized. The
standard does not, however, dismiss the fact that the best viewing condition for the visual
assessment of color is that in which the product will be finally seen, but it stresses that
this viewing condition must be well specified and agreed upon by everyone in the
production chain for it to be effective.
As mentioned above, the specifications provided by the standard are only relevant
to images viewed successively, not simultaneously, with a hardcopy. The standard
recommends the unpublished standard ISO 12646, Graphic Technology - Displaysfor
colorproofing - Characteristics and viewing conditions for the direct comparison of
softcopy and hardcopy. That standard is summarized on page 30.
The color monitor viewing conditions specified in the standard are as follows.
The chromaticity of the white displayed on the monitor should be approximately D65.
The standard refers to CIE Publication No. 51, A methodfor assessing the quality of
daylight simulatorsfor colorimetry, which is summarized on page 66, for evaluating
whether a particular light source is considered to be a D65 illuminant. The white point of
the monitor should have u'io, v'10 coordinates within the radius of 0.025 of u'10 = 0.1979
and v'10 = 0.4695 in the CIE 1976 Uniform Chromaticity Scale (UCS) Diagram. The
luminance level of the white displayed on the monitor shall be greater than 75 cd/m2and
should be greater than 100 cd/m2. The level of ambient illumination, when measured at
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the face of the monitor or in any plane between the monitor and the observer with a
cosine corrected photometer and with the monitor switched off, shall be less than, or
equal to, 64 lux and should be less than, or equal to, 32 lux. The correlated color
temperature of the ambient illumination shall be less than, or equal to, that of the monitor
white point. If the ambient illumination approaches the maximum illumination levels
above, then the chromaticity of the ambient illumination should be approximately the
same as the white point of the monitor, so that chromatic adaptation complications are
minimized. The area immediately surrounding the displayed image and its border shall
be neutral, preferably dark gray or black to minimize flare, and of approximately the
same chromaticity of the white point of the monitor. The luminance of the border of the
image should be 20% of the white point luminance, or less, and preferably 3% of the
white point luminance, or less. There should be no strongly colored areas, including
clothing, directly in the field ofview of the monitor or whichmay cause reflections in the
monitor screen. Ideally, the walls, floors, and furniture in the field ofview should be
gray and free of any objects, which may affect the vision of the viewer. All sources of
glare, such as from unshielded lamps or windows, which are directly in the field ofview
or are causing reflections from the surface of the monitor, should be avoided.
ISO 7589. Photography - Illuminantsfor sensitometry - Specificationsfor daylight,
incandescent tungsten and printer
This standard specifies the spectral characteristics of three corresponding
illuminants for film sensitometry (daylight, studio tungsten, and photoflood) and one for
black-and-white paper sensitometry (incandescent tungsten). It also describes methods
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for evaluating the acceptability of illuminants for sensitometry and specifies tolerances.
Since the standard is referenced in some of the standards summarized below to determine
whether an illuminant is an acceptable match to a defined ISO illuminant, it is an
important standard to include in this review. The relative spectral power distributions of
the four ISO sensitometric illuminants described in the standard were obtained by
operating a lamp at a specified condition and modulating the flux with selectively
absorbing filters of suitable spectral transmittance, and are presented in tables at lOnm
intervals.
The "ISO sensitometric daylight illuminant" spectral power distribution data,
listed in the standard from 350nm to 690nm, correspond to a correlated color temperature
of 5500K designated as D55 and was obtained from CIE Publication No. 15.2,
Colorimetry, summarized on page 64. This illuminant is defined as the product of the
spectral power distribution ofphotographic daylight (D55) and the spectral transmittance
of the ISO standard camera lens. The "ISO sensitometric studio tungsten illuminant"
spectral power distribution data, also listed in the standard from 350nm to 690nm,
correspond to a correlated color temperature of about 3050K. It is defined in the same
way as the daylight illuminant in the standard. The "ISO sensitometric photoflood
illuminant" is similarly defined, but with a correlated color temperature of 3400K.
Details about the "ISO sensitometric printer illuminant" are not necessary to mention
here, but are explained in the standard.
The spectral distribution index (ISO/SDI) is a three-number designation which
describes how well a test illuminantmatches a specified spectral power distribution in
terms of the total photographic responses of the three component emulsions of average
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color films. Weighted spectral sensitivity values, which were derived from average color
film relative sensitivities for each film layer produced by several manufacturers
worldwide, used to evaluate candidate illuminants for acceptability are listed in the
standard for the ISO daylight, studio tungsten, and photoflood illuminants described
above. They are weighted so that the aim relative spectral power values for the ISO
illuminant will yield an ISO/SDI of 0/0/0.
The process of calculating an ISO/SDI designation is as follows. First, the
relative spectral power values of a candidate illuminant are determined at lOnm intervals.
These values are multiplied by each of the appropriate blue, green and red weighted
spectral sensitivity values. The total responses are obtained by summing each result.
Then, the logarithms to the base 10 of the total response values are determined to two
decimal places. The smallest element of the three-number designation is subtracted from
all three logio values, making the smallest element equal to zero. Finally, all three
designations are multiplied by 100. The resulting numbers are the ISO/SDI for the
candidate illuminant. An example of this calculation is given in an annex in the standard.
To meet the requirements of the standard, the red index shall not differ from the green
index by more than 3, and the blue index shall not differ from the green index by more
than 4. A trilinear diagram is used in the standard to show these tolerances. Examples
of actual lamp-filter combinations that meet these requirements are listed in an annex in
the standard.
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ISO 12231, Photography - Electronic still-picture cameras - Terminology
The purpose of this standard is to standardize the use and meaning of terms
associated with electronic still-picture cameras. Even though electronic photography
concepts are drawn from traditional photography, electronics, video and information
technology, some of these concepts need to be redefined to apply to electronic
photography. The source ofmost of the terms listed in the standard are the standards ISO
12232, Photography - Electronic still-picture cameras - Determination ofISO speed,
ISO 12233, Photography - Electronic still-picture cameras - Resolution measurements,
and ISO 12234, Photography - Electronic still-picture cameras - Removable memory,
which is the only standard, out of the three, that will not be summarized in this standards
review because it is not considered directly relevant to this research.
ISO 12232, Photography - Electronic still-picture cameras - Determination ofISO speed
This standard specifies a method for assigning exposure index values, ISO speed
ratings, and ISO speed latitude ratings to electronic still-picture cameras, so that they
relate, as much as possible, to current traditional photography standards. ISO speed is
defined in the standard as the numerical value calculated from the exposure provided at
the focal plane of an electronic camera to produce specified camera output signal
characteristics using the methods described in the standard. It should correlate with the
highest exposure index value that provides peak image quality for normal scenes. The
exposure index is defined in the standard as the numerical value that is inversely
proportional to the exposure provided to an image sensor to obtain an image.
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Standardization of the ISO speed rating is useful for electronic camera users and
manufacturers, because it assists them in obtaining proper exposures and in determining
the low light capability of electronic still cameras. The exposure time, lens aperture, lens
transmittance, level and color temperature of the scene illumination, and scene
reflectance determine the camera exposure. When an image from an electronic still-
picture camera is captured using an insufficient exposure, proper tone reproduction can
generally be maintained by increasing the electronic gain, but the image will contain an
unacceptable amount ofnoise. As the exposure is increased, the gain can be decreased,
and therefore the image noise can normally be reduced to an acceptable level. If the
exposure is increased excessively, the resulting signal in bright areas of the image may
exceed the maximum signal level capacity of the image sensor of camera signal
processing. Cameras with variable gain, and digital processing after the data has been
captured, allow desired tone reproduction to be achieved over a range of camera
exposures and speed ranges. The ISO speed latitude is defined as this range of speed
ratings.
The standard explains how to calculate the following metrics. Exposure index,
saturation-based speed, and noise-based speed can all be calculated using either the focal
plane exposure measurement or the scene luminance measurement. The two ISO speed
ratings above should indicate, when reported, whether daylight or tungsten illumination
was used. The standard references the ISO standard 7589, Photography - Illuminantsfor
sensitometry - Specificationsfor daylight and incandescent tungsten, which was
described on page 18, for the determination ofwhether an illuminant is an acceptable
match to either of these two illuminants. The standard also specifies that for the
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determination of ISO speed, the temperature during the acquisition of the test data shall
be 23C 2C, the relative humidity should be 50% 20%, the camera white balance
should be adjusted to provide proper white balance for the illumination light source, an
IR blocking filter shall be used, if required, and the photosite integration time, which is
defined as the total time period during which the photosites of an image sensor are able to
integrate the light from the scene to form an image, should not be longer than l/30s.
The maximum exposure level is the exposure level where typical picture
highlights will be clipped as a result of saturating the image sensor capacity or reaching
the maximum signal level for camera signal processing. The minimum exposure level
depends on the amount ofnoise that can be tolerated in the image. The saturation-based
speed values describe the former case, and the noise-based speed values describe the
latter case. The camera ISO speed is preferably determined using the noise-based speed
value, Snoise4o, method. The saturation-based speed value is preferably used to indicate
the camera's overexposure speed latitude, and a second noise-based speed value, SnoiSeio,
is preferably used to indicate the camera's underexposure speed latitude. The visibility of
noise to human observers depends on the magnitude of the noise, the apparent tone of the
area containing the noise, and the spatial frequency of the noise. The noise visibility is
different for the luminance channel and the color channels, so the standard accounts for
these factors in measuring the noise-based speed and speed latitude values.
The saturation-based speed rating is appropriate to use as the ISO speed of the
electronic camera in photographic situations where the scene illumination level can be
controlled, because the photographer wants a camera exposure index setting that provides
the best possible image quality. Using the saturation-based speed rating, the
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photographer can set the camera exposure so that the image highlights are just below the
maximum possible camera signal value.
The noise-based speed rating is most appropriately used as the ISO speed of the
electronic camera in photographic applications where it is desirable to have the highest
exposure index, or lowest exposure, possible in order to maximize the depth of field,
minimize the exposure time, and offer the maximum acceptable speed latitude for
exposure of image highlights. Two different noise-based speeds are determined, one that
provides the "first excellent" image, Sn0iSe4o, and a second that provides the "first
acceptable" image, Sno_seio- Sno_se4oand Sn0iseio have signal-to-noise, S/N, ratios of40 and
10, respectively. If the electronic still-picture camera is too noisy to meet the S/N = 40
criterion, then the noise-based speed values shall not be reported and the saturation-based
speed value shall be reported as the ISO speed of the camera. If the electronic still-
picture camera includes any form of lossy compression, it shall be disabled, otherwise the
noise-based speed values cannot be properly determined, and shall not be reported.
At the end of the standard, the method of reporting the ISO speed values is
explained and a table is given for the value that should be reported when the saturation-
based or noise-based speed ratings are between certain ranges of values. The standard
also mentions that for electronic still-picture cameras that form a color image using a
monochrome image sensor and a color-filter wheel, the ISO speed and speed latitude of
each color should be measured and reported separately. In an informative appendix, the
standard gives an equation for converting a Snoiseio value to a minimum scene
illumination level for consumer electronic still-picture cameras that use a minimum scene
illumination level rating to define their sensitivity.
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ISO 12233, Photography - Electronic still-picture cameras - Resolution measurements
This standard defines terminology, test charts and test methods for performing
resolution measurements for analog and digital electronic still-picture cameras. The
standard summary will focus on the latter type of camera. The ability to resolve detail is
determined by the performance of the camera lens, the number of addressable
photoelements in the optical imaging device, and the electrical circuits in the camera,
which may include image compression and gamma correction functions. Different
metrics result from different measurement methods for quantifying the resolution of an
imaging system. Resolution metrics include resolving power, limiting resolution at some
specified contrast, spatial frequency response, or SFR, which is the measured amplitude
response of an imaging system as a function of relative spatial frequency, optical transfer
function, or OTF, which is the two-dimensional Fourier transform of the imaging
system's point spread function, a normalized spatial signal distribution in the linearized
output of an imaging system resulting from imaging a theoretical infinitely small point
source, and modulation transfer function, orMTF, which is the modulus of the OTF.
The first step in measuring resolution is to capture an image of a suitable test
chart with the electronic camera being tested. This chart should include patterns with
sufficiently fine detail, such as edges, lines, square waves, or sine wave patterns. A
resolution test chart is defined in the standard. The SFRmeasurement method described
in the standard uses a computer algorithm, which is available in both the C programming
language and in an Adobe Photoshop plug-in, to analyze digital data from the
electronic still-picture camera. Digitized image values near slanted vertical and
horizontal black to white edges are digitized and used to compute the SFR values. Using
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a slanted edge for the SFRmeasurement allow the edge gradient to be measured at many
phases relative to the image sensor photoelements, in order to eliminate the effects of
aliasing, which is defined in the standard as output image artifacts that occur in a sampled
imaging system for input images having significant energy at frequencies higher than the
Nyquist frequency, or the spatial frequency equal to 0.5 times the inverse of the sampling
period, of the system.
The resolution test chart defined in the standard is shown in Figure 2.
Figure 2. ISO Resolution Chart for electronic still cameras.
The test patterns in this test chart can be separated and rearranged and the framing and
reproduction scale of the patterns can also be varied. This test chart is designed for
cameras having a limiting resolution of less than 2000 line widths per picture height
(LW/PH), but it can be used for electronic cameras having a limiting resolution greater
than 2000 LW/PH by adjusting the camera to target distance, or focal length of the
camera lens, so that the test chart active area fills only a fraction of the vertical image
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height of the camera and then multiplying the test chart features by this fraction to obtain
correct values. The test patterns on this test chart are bi-tonal patterns, which are
spectrally neutral. The characteristics of the test chart such as the material, size, test-
patternmodulation, units, features, and the positional tolerance of any test chart feature
are all specified in the standard. A description of the purpose of each test pattern on the
chart is also given in the standard.
The conditions under which the test chart should be digitally photographed are as
follows. The luminance of the test chart shall be sufficient to provide an acceptable
camera output signal level. It shall be uniformly illuminated and the illumination sources
should be baffled to prevent direct illumination of the camera lens by the illumination
sources. The area surrounding the chart should be of low reflectance, to minimize spatial
cross-talk, and the chart should be shielded from any reflected light. The approximate
distance between the camera and the test chart should be reported along with the
measurement results. The camera focus should be determined by capturing the chart at a
variety of focus settings and selecting the focus setting that provides the highest average
modulation level at a spatial frequency of about 0.25 the cameraNyquist frequency. The
camera focus can alternatively be determined so that the zone plate in the center of the
chart exhibits the maximum aliasing possible. The camera exposure should be adjusted
so that a near maximum signal level from the white test target areas is achieved. This
exposure setting shall not have signal clipping in either the white or black areas of the test
chart. All camera-setting values shall be reported along with the measurements.
Multiple SFRmeasurements may be reported for different camera settings. The camera
white balance should be adjusted so that proper white balance is provided for the
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illumination light source. The resolutionmeasurements should be performed on the
camera luminance channel only. Also, the signal shall be linearized before the data
analysis is performed, by applying the inverse of the camera opto-electronic conversion
function, or OECF, because a non-linear response will affect the SFR values, since they
are defined on a linearized output signal.
The test chart in Figure 2 can be used to determine the visual resolution, limiting
resolution, spatial frequency response, and aliasing ratio. The visual resolution is the
lowest value of the hyperbolic wedge test pattern, in LW/PH, where the individual black
and white lines can no longer be distinguished, or are reproduced at a spatial frequency
lower than the spatial frequency of the corresponding area of the test chart, which results
from aliasing. In order to determine the visual resolution, the image of the test chart is
reproduced on a monitor or hard-copy print, and the visual resolution is subjectively
judged. The visual resolution value shall not exceed the Nyquist frequency limit. The
limiting resolution is the value, in LW/PH, of that portion of the black and white vertical
or horizontal square wave sweep where the resolution response (average depth of
modulation value) equals 5% of the reference response, which is defined as the difference
between the signal values from the slanted black bar and the white region just below the
bar. Ifnecessary, multiple images should be averaged to reduce the influence of noise in
the determination of the 5% level.
The spatial frequency response, or SFR, of an electronic still-picture camera is
measured by analyzing the electronic camera data near a slanted black to white edge.
The test chart shown in Figure 2 allows the SFR to be measured horizontally, vertically,
and diagonally in the center, corners, and sides of the captured image. The standard
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provides a workflow diagram and the C-code of an algorithm used to compute SFR. A
vertically oriented black to white slanted edge is used to measure the horizontal SFR and
a horizontally oriented slanted edge is used to measure the vertical SFR in the algorithm.
The aliasing level is measured using the horizontal and vertical 100 LW/PH to 1000
LW/PH slanted burst patterns in the test chart shown in Figure 2. When aliasing does not
occur, the signal level from each black bar, or each white bar, should be identical for each
bar in the burst. When aliasing does occur, the signal responses of the camera to the
white bars of a particular burst may not be identical, but instead, the response may have a
maximum signal value for some white bars, and a minimum signal value for other white
bars. The aliasing ratio is the ratio of the maximum minus the minimum response for the
white bars within a burst to the average white-bar signal minus the average black-bar
signal within the burst for a particular spatial frequency burst.
The visual resolution values shall be reported as spatial frequency values, in
LW/PH, for the horizontal, vertical, and diagonal directions. The limiting resolution
values shall be reported the same way, but only for the horizontal and diagonal directions.
The SFR values reported shall be the average of four SFR measurements of a black to
white edge and four SFRmeasurements of a white to black edge taken in the middle of
the slanted bars. The average SFR results should be reported separately for each
direction measured using a graph plotting the modulation level versus spatial frequency
where the modulation has a value of 1 at 0 spatial frequency, or by listing the SFR values
versus spatial frequency. The spatial frequency axis should range from 0 to the sensor
sampling frequency, where the camera Nyquist frequency is labeled and the values
between 0.5 and 1 times the sensor sampling frequency is marked to indicate that these
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spatial frequencies lead to aliasing. This axis should be labeled with three units:
frequency relative to the sensor sampling frequency, LW/PH, and cycles/mm on the
sensor, or with equations that represent the relationships between these units. The
aliasing ratio values should be reported in a list that indicates the frequency in LW/PH,
from 1 00 LW/PH up to the cameraNyquist frequency, and the aliasing ratios in both the
horizontal and vertical directions for each frequency. An informative annex at the end of
the standard lists a few relationships between resolution metrics for sine and square
waves.
ISO 12646, Graphic Technology - Displays for colourproofing - Characteristics and
viewing conditions
This unpublished standard specifies requirements for uniformity, size, resolution,
convergence, refresh rate, luminance levels and viewing conditions for a color display
used to simulate a hard copy proofing system. Because the standard was developed by
the Graphic Technology technical committee, it is geared toward matching color images
displayed on color monitors to the images produced when the same digital file is rendered
by proofing and printing systems. Even though, in this research thesis, the images, which
will be displayed on the monitor, will not be visually matched with a proofor printed
reproduction, they will, however, be visually matched with the original, or source.
Therefore, the information contained in the standard will be useful in defining viewing
conditions for this purpose. This summarization will focus on information pertaining to
this particular application. The standard is primarily based on CRT display technology,
but its recommendations might be appropriate for newer display technologies. The
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requirements and testmethods of the display are described in the paragraphs that follow.
Figures 3 a, b, and c show the test images used in the testmethods described below.
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Figure 3 a, b, c. a) Resolution target (above) and its layout (below), b) Positions for
measurement of uniformity, c) Grid pattern for assessment of convergence and geometric
accuracy.
The display resolution shall be sufficient to display an image of 1280 x 1024
pixels without interpolation. The test image in Figure 3a, with lines and spaces that are
equal in width for each field and that range from 0.5mm to 0.2mm in intervals of
0.05mm, shall be used. When viewed normally, and at a typical viewing distance
(approximately 0.5m), the lines labeled D shall be clearly distinguishable and those
labeled F should be clearly distinguishable, for all images within the central region
(defined as that within half the linear diagonal distance) of the display. Any images
outside this region may have a resolution poorer by 0.05mm.
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The display shall be capable ofdisplaying an image having a diagonal
measurement of at least 17" and a height of at least 8.5". The CRT display shall have a
refresh rate of at least 80Hz, non-interlaced.
The display should be visually uniform when displaying flat white, gray and black
images that each fills the screen. The white image shall consist of the maximum value of
the red, green, and blue channels (255 for an 8-bit display). The neutrality and luminance
level of the gray and black images is not critical. However, the gray image should consist
of approximately halfof the maximum value in each channel (127 for an 8-bit display),
and the black image should consist of approximately a quarter of the maximum value in
each channel (63 for an 8-bit display). For each level, 9 points of the image area of the
screen shall be measured, as shown in Figure 3b, using a photometer or radiometer. All
luminance values should be within 5% of the luminance of the center and shall be within
10% of it, however, there should not be areas of significant visual non-uniformity
between these areas.
When the grid pattern, shown in Figure 3c is displayed, geometric accuracy
should be visually assessed by ensuring that the boundary pattern is all present, and that
there is negligible distortion of the circle. The lengths of the lines should also be
measured. The length of adjacent lines of the grid pattern shall be within 2mm of each
other and no line length shall deviate by more than 2.5mm from the mean length.
Convergence, which is the ability of the three electron beams to come together at a single
spot on the surface of the CRT, shall be evaluated using the grid pattern in Figure 3c, by
visually assessing whether all lines are wholly free of color fringing within the central
32
region. A small amount of fringing may be accepted outside this area, but is not
recommended.
The ambient illumination conditions defined in the standard are more restrictive
than those defined in ISO standard 3664, Viewing conditions - Graphic Technology and
photography. An additional constraint beyond ISO 3664 is added to ensure that any
reflected glare from the front surface of the display does not significantly reduce the
perceived contrast. The requirements set forth in the standard are as follows. The level
of illumination shall be less than 32 lux. The surround shall be no more than 10% of the
maximum luminance of the screen. The color temperature of the ambient illumination
shall approximate D50. The level of illumination when viewing a black screen
(R=G=B=0) shall be less than 5% of that obtained when viewing a white screen
(R=G=B=255) when measured at the plane of the observer.
The white and black images, defined above, should be measured using a
spectroradiometer or shall be measured using a tristimulus colorimeter, ifno
spectroradiometer is available, in contact with the display, in order to determine the
chromaticity and luminance of the white and black points of the display. At the center of
the white image, the chromaticity of the display should be set to that ofD50 (u'=0.2092,
v'=0.4881). The chromaticity obtained shall be within a circle of radius 0.005 (in u', v')
from this point. This chromaticity shall be measured at the other points shown in Figure
3b and must be within 0.01 of the chromaticity ofD50. The luminance level should be as
high as practical, but shall be at least
80cd/m2
and should be at least 120cd/m2. The black
point shall have a luminance that is less than 1% of the maximum luminance. The black
point chromaticity shall be measured at a luminance level of 10% of the maximum
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luminance and shall be within a circle of radius 0.03 of the chromaticity of the white
point. The gain of the individual channel amplifiers shall be adjusted to achieve these
white and black point settings. After they are set, the gain, offset, and gamma shall be
determined from the chromaticities measured for at least 10 neutral colors (R=G=B) at
levels of luminance spanning white to full black, which are approximately equally spaced
in lightness (L*). The gamma of the CRT display should be in the range 2 to 2.4 for each
channel.
Even when the display meets the requirements, described above, of the standard,
it does not guarantee that a displayed image will match the color of the hardcopy. To
achieve a color match, it is necessary to provide a color transformation such that the color
data format, in which the image is encoded, can be transformed into that required by the
color display. An annex in the standard makes some recommendations for achieving an
acceptable color transformation. The annex also states that in order to retain the validity
ofa characterization of the monitor, it should be calibrated at regular intervals by
measuring the white point and opto-electronic transfer function to ensure that they are
consistent with those obtained at the time of the characterization.
ISO 14524. Photography - Electronic still-picture cameras - Methods for measuring
opto-electronic conversion functions (OECFs)
This standard describes methods for measuring the functional relationship
between the focal-plane log exposures or scene luminances, and the digital output levels
of a digital camera. It accounts for the variables caused by the flexibility ofdigital
cameras in determining this functional relationship. The OECF shows the relation
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between a physical input and digital code values assigned to this physical input. Digital
values are assigned arbitrarily and do not have physical meaning or units. The standard
applies to both monochrome and color electronic still-picture cameras.
Test methods for measuring both camera OECFs and focal plane OECFs are
described in the standard. Camera OECFs have scene log luminances in units of logio
candela per square meter as input and include the effects of the camera lens and
associated flare. Focal plane OECFs do not include these effects because they are scene
independent and have focal plane log exposures in units of logio lux seconds as input.
The camera OECF test charts are designed to simulate the image formation effects
produced by a scene with a specific luminance ratio and average distribution of
luminances. For scenes, which are significantly different from average, the camera
OECF measurements may be quite different. The main advantage of focal plane OECFs
over camera OECFs is that they are scene independent. The camera OECF measurement
method, on the other hand, allows for a one-step determination of the camera system
characteristics for the scene simulated by the test chart being used, and focal plane values
to be estimated from the camera OECF values for the midtone and highlight regions of
most images if they are covered by the test chart being used.
The standard describes two methods for the focal plane OECF measurement and
one for the camera OECF measurement. The first, more accurate, focal plane OECF
measurement method involves exposing the electronic still-picture camera sensor directly
to specific quantities ofuniform illumination with the camera lens removed. The second
method is used when the camera does not have a removable lens. This method involves
using a uniformly emissive, approximately Lambertian reflective or illuminating target,
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which is imaged by the camera lens on the sensor. The remainder of this standard's
summary will focus on the camera OECF measurementmethod, since it is a target-based
method.
The camera OECF measurement method requires the camera lens to be on the
camera. The chart illumination source should be equivalent to either the daylight or
tungsten ISO standard source defined in 7589, Photography - Illuminantsfor
sensitometry - Specificationsfor daylight and incandescent tungsten, which was
described on page 18. The chart or target, and the camera lens should be shielded from
external illumination sources and reflective surfaces. The shielding materials and the
wall behind the chart or target shall be black. The reflective chart or target shall be
illuminated at a 45 angle from both sides of the normal. The standard specifies that the
ambient temperature and relative humidity shall be 23C 2C and 50% 20%,
respectively, when the test chart is imaged. The white balance shall be set to provide
neutral digital output levels for the camera OECF test-chart background and the type of
white balance (fixed, variable, automatic) shall be specified. An infrared-blocking filter
shall be placed in front of the camera lens if required. Also, the camera lens shall be
focused so that the test chart image appears sharp.
The standard camera OECF test chart is shown in Figure 4. The specifications for
this chart are described in an annex in the standard.
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Figure 4. ISO Camera OECF Test Chart.
The chart luminances should be measured using a telescopic photometer placed where the
camera would be. When each patch is measured, they should be masked with black in
order to prevent flare from affecting the measurements. Alternatively, if a telescopic
photometer is not available, the chart luminances may be calculated from the chart
densities and illuminance. The chart shall be imaged aminimum ofnine times each
exposure level, where a trial shall consist of separate exposures for the camera being
measured. The mean digital output level of each patch should be determined using a
centrally located 64 by 64 pixel area at the same relative position of each image. The
final digital output level data are calculated as the mean of the nine mean digital output
levels. The results of the OECF measurement shall be presented in tabular and/or
graphical form, which are described in more detail in the standard. In addition, all log
luminances shall be to base 10.
In an informative annex in the standard, the relevancy of ISO/SDI calculations,
described in ISO standard 7589, to the qualification of illumination sources for digital
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still cameras is discussed, since this designation was based on the total photographic
responses of the three component emulsions of average color films.
ISO 15739, Photography - Electronic still-picture imaging - Noise measurements
The noise performance of a digital image sensormay vary significantly with
exposure time and operating temperature. The magnitude of the noise, the apparent tone
of the area containing the noise, and the spatial frequency of the noise all affect the
visibility of the noise to human observers. The noise visibility is different for the
luminance channel and the color channels. The amount ofnoise in an output image
depends on the noise present in the stored image data and the contrast amplification or
gain applied to the data during image processing of the image. The standard accounts for
these factors in the noise measurements and the reporting of them. The standard specifies
the methods for measuring and reporting the noise versus signal level and dynamic range
of electronic still-picture cameras. It can be used to characterize the noise in both
monochromatic and color electronic still-picture cameras.
The noise measurement procedures described in the standard shall be used to
determine the total signal-to-noise ratio (S/N), the fixed pattern signal-to-noise ratio, the
temporal signal-to-noise ratio, and the dynamic range of the camera. In addition, total
noise can be weighted to match a known expression for the human visual response.
There are three types ofnoise measurement procedures described in the standard. One is
a uniform field noise measurement method with the camera lens removed, the second is a
uniform field noise measurement method with the camera lens attached to the camera,
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and the third is a test chart noise measurement method. This third method will be
focused on for the remainder of this standard's summary.
The general test conditions for this method are as follows. The noise
measurements shall indicate whether a source conforming to the daylight or tungsten
illuminant, as they are defined in ISO standard 7589, Photography - Illuminantsfor
sensitometry - Specificationsfor daylight and incandescent tungsten, which was
described on page 18, was used. For daylight illumination, the spectral characteristics of
the illuminant shall be equivalent to CIE illuminant D55. For tungsten illumination, the
spectral characteristics of the illuminant shall be equivalent to the product of the average
spectral power distribution of experimentally measured sources having a color
temperature of approximately 305OK. The reflective chart or target shall be illuminated at
a
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angle from both sides of the normal. The standard specifies that the ambient
temperature and relative humidity shall be 23C 2C and 50% 20%, respectively,
when the test chart is imaged. The camera white balance shall be adjusted so that equal
RGB signal levels are achieved for the illumination light source. Also, an infrared-
blocking filter shall be used, if required. The photosite integration time should not be
longer than l/30s. During the noise measurements, any compression shall be disabled.
Equations are given for determining visually weighted luminance from the individual red,
green and blue channel outputs for color cameras using a single exposure process, and for
determining the visually weighted standard deviation of the test chart patches for color
cameras with luminance and color-difference outputs, which are each used when visually
weighted camera noise is calculated.
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The standard camera noise test chart is shown in Figure 5. The specifications for
this chart are described in an annex in the standard.
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Figure 5. ISO CameraNoise Test Chart.
The major components of the test chart noise measurement procedure is as follows. The
camera OECF shall first be measured according to the ISO standard 14524, Photography
- Electronic still-picture cameras - Methodsfor measuring opto-electronic conversion
functions (OECFs), which is described on page 34. The light source shall be fixed level
and shall be adjusted so that the lightest patch of the test chart gives the maximum
undipped level from the camera. A neutral density filter can be used over the camera
lens to achieve this result. The camera lens may be shielded from any stray illumination.
Non-uniformity in the test chart density patches shall be less than 1/1
0th
of the expected
camera noise level. The test chart shall be correctly focused by the camera. The whole
apparatus shall be securely mounted to reduce movement between exposures less than _
ofa pixel.
40
A minimum of eight images shall be captured of the test chart. An Adobe
Photoshop plug-in is available that will perform the following determinations and
calculations, along with visual noise measurements. The mean digital code value and
rms noise level shall be determined from a centrally located area ofnot less than 64 by 64
for each patch in each image. The first derivative of the OECF is calculated in order to
produce the incremental gain function, which is defined in the standard as the change in
digital code value divided by the change in luminance or exposure as a function of light
level. It is used in each of the equations, which are used to determine the total, fixed
pattern, and temporal S/N ratios, and the ISO dynamic range. The three S/N ratio
equations use the data from the central three patches of the chart shown in Figure 5. The
ISO digital still camera dynamic range is the ratio of the maximum undipped luminance
level to the minimum luminance level that can be reproduced with a temporal S/N ratio
of at least 1 . The camera dynamic range is obtained by measuring the temporal S/N ratio
using the darkest patch in the chart shown in Figure 5. More details about these
calculations can be found in the standard. In addition, an informative annex in the
standard explains how to determine edge noise using the square wave part of the chart in
Figure 5. This edge noise is termed the ISO standard camera high frequency S/N ratio.
ISO 1 7321-1, Graphic Technology andphotography - Colour characterization ofdigital
still cameras (DSCs) -Part 1: Stimuli, metrology, and test procedures
The spectral responses of the color analysis channels of digital still cameras do
not, in general, match those of a typical human observer. Nor do the responses of
different digital still cameras ordinarily match each other. In characterizing these
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cameras, it is therefore necessary to take account of their spectral sensitivities,
illumination, and encoding color space. Part 1 of this unpublished standard, which is
summarized here, will define stimuli (spectral illumination or a color target), metrology
and photographic test procedures for acquiring digital still camera characterization data.
This characterization data will be expressed as raw (sensor-referred) data. Some
operations, such as color pixel reconstruction, flare removal, and white balancing, may be
performed without disqualifying the data as being raw. Two alternative methods are
described in the standard for obtaining this raw digital still camera data. A spectral
method will use narrow band spectral illumination as stimuli formeasuring the color
performance of a digital camera. A target method will involve the use of a physical
spectrally and colorimetrically calibrated color test target under specific lighting
conditions to measure the color performance of the camera.
The two methods contained in the standard for obtaining raw digital still camera
characterization data will be described next. If little is known about the scene spectral
content then the spectral method is preferred. However, in cases where scene spectral
correlation statistics are well understood (e.g. the hardcopy colorants and the image
capture illumination are pre-determined), then the target-based method is preferred.
Spectral sensitivity based characterization measurements shall be obtained by
using a light source, with an output radiation where the power is a smooth function of
wavelength (e.g. quartz-halogen), and a monochromator, with a spectral sampling
interval that shall not be greater than lOnm and should not be greater than 5nm, to evenly
illuminate a diffuse transmissive or reflective surface with selected wavelengths. The
camera shall have the following settings. Fixed exposure settings shall be selected to
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provide peak output levels between 50% and 90% of saturation. Any automatic gain or
adaptive tone reproduction shall be disabled, compression shall be minimized, white
balancing shall be fixed, the flash should be disabled, and all user settings shall be
recorded.
The diffuse surface shall be lit by the monochromator, so that it fills the field of
view of the digital camera. Capture images of the illuminated surface at wavelengths
ranging from 360nm to at least 830nm and preferably to 1 lOOnm in lOnm or smaller
increments. The images shall be captured with the digital still camera lens and any filters
used for general picture taking. Integrated relative radiance measurements, as a function
ofwavelength, of the illuminated surface shall be obtained and recorded for each selected
wavelength using a radiance or irradiance meter. Apply an inverse OECF, which can be
obtained using ISO standard 14524, Photography - Electronic stillpicture cameras -
Methodsfor measuring the opto-electronic conversionfunctions (OECFs), summarized
on page 34, to linearize the raw digital camera responses at each wavelength. Then
average a 64 x 64 pixel block ofvalues at the center of each image to determine the
linearized digital camera response at each wavelength. Finally, calculate the relative
spectral sensitivities at each wavelength for each color analysis channel by dividing the
linearized digital camera response by the relative surface radiance. Normalize the
spectral sensitivities so the sum of the green channel sensitivities is unity and report this
resulting data in tabular form.
The target based characterizationmethod consists of imaging a reflective or
transmissive color target ofknown spectral and colorimetric characteristics, under
specified illumination. The spectral data for each patch of the color test target shall be
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from at least 380nm to 730nm and should be from 360nm to 830nm, at least every lOnm.
An informative annex in the standard describes some of the characteristics that the test
target should have. The standard gives the 24 patch ColorChecker and the 237 patch
ColorChecker DC Digital Camera Reference Chart as examples of test targets that may
be used. The spectral power distribution for illuminating the test target shall be D55. The
illuminance at the target plane should be between 2000 lux and 4000 lux and have a
maximum variation of 1% over the area being imaged. An additional informative annex
in the standard outlines a recommended laboratory set-up for photographing a color
reflection test target. At least two illumination sources shall be used to illuminate the
target at 45 relative to the normal of the surface of the test target.
The target should fill the field ofview of the camera and be in sharp focus. The
flash shall be turned off, any automatic gain control shall be disabled, compression shall
be minimized, white balancing should be fixed, and all user settings shall be recorded. At
least three images of the color target shall be recorded. The mean and standard deviation
of the digital still camera digital code values shall be obtained for each channel
corresponding to the central area of each patch. This data shall be recorded for
subsequent processing, which is described in Part 2: Methodsfor determining transforms
from raw DSC to scene-referred image data, along with measured patch data, the spectral
power distribution of the illumination, the OECF used for analysis, and other information
about the target and camera used.
In order to guarantee the colorimetric reproduction, a set of camera sensitivity
curves must be a linear transformation of color matching functions. An informative
annex in the standard describes a digital still camera / sensitivity metamerism index
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(DSC/SMI) designed to give a measure for such potential color error. The indices consist
of two elements: average and special DSC/SMIs. Average DSC/SMI will give a measure
of camera metamerism for ordinary reflective objects and special DSC/SMI is an optional
measure by defining arbitrary objects depending on applications. Procedures for
measuring both DSC/SMIs with both camera characterizationmethods, described above,
are given in this annex.
ISO 1 7321-2, Graphic Technology andphotography - Colour characterization ofdigital
still cameras (DSCs) - Part 2: Methodsfor determining transformsfrom raw DSC to
scene-referred image data
The spectral responses of the color analysis channels of digital still cameras do
not, in general, match those of a typical human observer. Nor do the responses of
different digital still cameras ordinarily match each other. In characterizing these
cameras, it is therefore necessary to take account of their spectral sensitivities,
illumination, and encoding color space. Part 2 of this unpublished standard, which is
discussed here, specifies methods for the determination of such characterization
transforms from raw digital still camera image data to scene-referred image data based on
the minimization of errors in a scene analysis color space based on CIE colorimetry. The
digital still camera characterization data obtained in Part 1: Stimuli, metrology, and test
procedures can serve as the raw image data used in this part of the standard.
Three alternative methods are described for obtaining characterization transforms.
The first method takes advantage of the pre-defined colorant and illumination
characteristics encountered when scanning hardcopy originals to produce transforms
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specifically for that capture condition. The second method takes advantage of some set
of statistically expected assumptions about the spectral characteristics of the scene or
original (e.g. artwork captured in a studio with know uniform illumination) being
captured to produce characterization transforms that are more reliable where these
assumptions hold true. Method three makes no assumptions about scene spectral
correlation statistics, and is the most robust to highly variable natural scene capture under
different illumination sources. For the first two methods, the digital still camera data can
consist of captured test target patch values or spectral characterization data. Method
three requires spectral data for the determination of characterization transforms.
With each method, the characterization transformation determination procedure
shall be as follows. First, determine the class of scene analysis to select the appropriate
characterization transformation determination method. Second, obtain the raw digital
still camera characterization data. Third, determine the inverse camera OECF, from the
OECF measured according to ISO standard 14524, Photography - Electronic stillpicture
cameras - Methodsfor measuring the opto-electronic conversionfunctions (OECFs),
summarized on page 34, and use it to linearize the raw digital camera characterization
data. Next, select the scene analysis error minimization color space, and patch or
wavelength error weights (if any). Then, determine the aim patch or spectral values in
the scene analysis error minimization color space. Finally, determine the color
characterization transformation matrix, that when applied to the linearized raw data to
transform it to the scene analysis color space, produces the smallest weighted mean error
in the scene analysis error minimization color space.
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Only the second method will be described here in more detail, since it relates the
closest to this research thesis. This method assumes that all colors analyzed will have
relatively smooth spectra consistent with surface reflectance colorants. Either the
spectral-based or target-based methods in Part 1 can be used to obtain the raw
characterization data. If spectral characterization data are used, the signals that target
samples would create should be calculated from the spectral characterization data. The
adopted white should be a perfectly reflecting diffuser illuminated identically to the test
chart. The recommended scene analysis error minimization color space is CIELAB. An
informative annex in the standard gives considerations for scene analysis error
minimization color space selection. The samples should be equally weighted, unless the
matrix is not constrained to be white point preserving, in which case, the neutral samples
should be given higher weights, or experience indicates that certain colors should be
given higher weights, either because they are analyzed with larger errors, or are accuracy-
critical. The row sums of the matrix should be constrained to enforce white point
preservation. The matrix should be normalized so that the middle row sum is unity for
reporting. The characterization transformation reported shall consist of the inverse OECF
for each channel, the normalized matrix, the adopted white, the sample weights used (if
any), and a description of the scene analysis error minimization color space according to
ISO standard 22028-1, Photography andgraphic technology - Extended colour
encodingsfor digital image storage, manipulation and interchange - Part 1: Architecture
and requirements, summarized on page 48. The weighted mean error magnitude in the
scene analysis estimates, as expressed in the scene analysis error minimization color
space, may additionally be reported as the scene analysis error index.
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ISO 22028-1, Photography and graphic technology - Extended colour encodings for
digital imase storage, manipulation and interchange - Part 1: Architecture and
requirements
A fundamental choice for any imaging system architecture is how to represent
images numerically, in what color space and with what digital encoding. It is necessary
to unambiguously describe the meaning of the color values used to encode digital images.
The color encoding definitions need to not only include a specification of the relationship
between the digital code values and corresponding physical color values, but they also
need to clearly specify any other information needed to unambiguously interpret the color
values. This unpublished standard specifies a set of requirements to be met by color
encodings defined for various digital-imaging applications involving digital image
storage, manipulation, and/or interchange. It also describes a reference image-state-based
digital imaging architecture that is flexible enough to support a wide variety of
applications and workflows and can be used to classify extended color encodings into a
number of different image states.
One important aspect of a digital imaging architecture is how the digital image
data are encoded as it progresses through the system workflow from image
capture/creation through image processing/storage/interchange, and finally to output on
one or more output devices. The standard defines scene-referred color encodings and
picture-referred color encodings, which can be subdivided into original-referred and
output-referred color encodings. Scene-referred color encodings are representations of
the estimated color-space coordinates of the elements of an original scene. Picture-
referred color encodings are representations of the color-space coordinates of a hardcopy
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or softcopy image. Original-referred color encodings are representations of color-space
coordinates of a two-dimensional hardcopy or softcopy input image. Output-referred
color encodings are representative of the color-space coordinates of image data that are
appropriate for a specified real or virtual output device and viewing conditions. Also
defined in the standard are color rendering transforms, which are used to transform a
scene-referred image to an output-referred image, color re-rendering transforms, which
are used to transform an original-referred image to an output-referred image, and also
film rendering and unrendering transforms.
Color encodings can be specified at two levels. A color space encoding includes
the specification of a digital encoding method. A color image encoding further includes
any additional information necessary to properly interpret the image color values, such as
the image state, the image viewing environment and the reference imaging medium.
Information needed to define a color space is given in the standard for three types
of color spaces: colorimetric (e.g. CIE color spaces, additive RGB color spaces, luma-
chroma color spaces derived from additive RGB color spaces), color appearance (e.g.
CIECAM97s) and device-dependent (e.g. input and output device-dependent color
spaces).
Defining a color space encoding requires the identification of a color space as
well as a digital encoding method. Both a forward and inverse encoding transform shall
be specified. Digital encoding methods will typically be integer digital encoding
methods, although floating-point digital encoding methods will be useful in certain
applications. The definitions of each of these digital encoding methods are given in the
standard.
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Information needed to define a color image encoding includes the identification of
a color space encoding, togetherwith the specification of the image state (scene-,
original-, or output-referred), a reference image viewing environment in which the image
is intended to be viewed (including the image surround, assumed adapted white point,
luminance of adapting field, and viewing flare), and the set ofvalid color values in the
color space encoding. Color image encodings intended for an output-referred image state
shall also define the characteristics of a reference imaging medium.
An informative annex in the standard gives examples of a number of different
workflows commonly encountered in digital photography and graphic technology. They
include generic workflows for digital photography, digital cameras producing CRT-ready
images, copy stand photography, scanning hardcopy, hardcopy scanners producing CRT-
ready images, scanning color negatives, and video imaging systems. A second
informative annex in the standard lists some characteristics of some existing color
encodings (e.g. sRGB, sYCC, ROMM RGB, RIMM RGB) for comparison. In a third
informative annex in the standard, a set of guidelines for making the appropriate selection
of color encodings for image storage, manipulation and interchange in digital
photography and graphic technology applications are specified. The selection criteria
include: the image state associated with the color image encoding, the extent of its color
gamut, its luminance dynamic range, the ability of a color encoding to represent image
values brighter than a "perfect white", the quantization error associated with the discrete
nature of the digital color values, the quantization efficiency, the visual uniformity of the
color encoding, the complexity of conversions to other important color encodings, its
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compressibility, its compatibility with existing industry practice, and hue shifts induced
by nonlinear tone scale manipulations.
2.2 IEC
The IEC is an international standards body made up of a network ofnational
standards institutes from 62 countries that prepares and publishes standards for electrical,
electronic, and related technologies.
IEC 61966-2-1, Multimedia systems and equipment - Colour measurement and
management Part 2-1: Colour management - Default RGB colour space - sRGB
The standard color space, sRGB, is a simple and robust device-independent color
definition. It is suited for CRT and flat panel displays, television, scanners, digital
cameras, and printing systems. The three factors of this RGB space are the colorimetric
RGB definition, the simple exponent value of2.2, and well-defined viewing conditions.
It serves the needs ofpersonal computer and World Wide Web-based color imaging
systems, and is based on the average performance ofpersonal computer displays. There
are two parts to the methodology described in the standard; the encoding transformations
and the reference conditions. The encoding transformations provide all of the necessary
information to encode an image for optimum display in the reference conditions.
The reference image display system is a computer controlled CRT display with a
luminance level of 80cd/m2, a white point ofD65 (x=0.3127, y=0.3290), a model offset
(R, G and B) of 0.0 and an input/output characteristic (R, G and B) of 2.2. The CIE
chromaticities of the red, green and blue reference display primaries are listed in the
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standard. The reference viewing conditions are derived from ISO standard 3664, Viewing
conditionsfor graphic technology andphotography. Specifically, the reference ambient
illuminance level shall be 641x, the reference background and proximal field shall have a
luminance level of 16 cd/m2and an average chromaticity of illuminant D65, the reference
surround shall have a luminance level of 4.1cd/m2and an average chromaticity of
illuminant D5o, the reference ambient white point shall be illuminant D50, and the
reference veiling glare shall be 0.2cd/m2. The reference observer shall be the CIE 1931
2
standard observer.
The encoding transformations between CIE 1931 XYZ tristimulus values and 8-
bit RGB values provide unambiguous methods for representing optimum image
colorimetry when viewed on the reference display in the reference viewing conditions by
the reference observer, and as measured on the faceplate of the display, which assumes
the absence of any significant veiling glare. The transformation from sRGB values to
CIE XYZ values and the reverse transformation are outlined in the standard. The
matrices given in this standard for these linear transformations are shown in Equation 1
and Equation 2, respectively.
0.4124 0.3576 0.1805
0.2126 0.7152 0.0722
0.0193 0.1193 0.9505
^sRGB
'sRGB
B
sRGB
(1)
R
sRGB
'sRGB
B
sRGB
3.2406 -1.5372 -0.4986
-0.9689 1.8758 0.0415
0.0557 -0.2040 1.0570
(2)
One of the informative annexes in the standard describes usage guidelines for the
sRGB color space when it is used with or without ICC profiles in color management
applications. It also describes several different scenarios to consider when dealing with
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palletized images and displays. In two other informative annexes in the standard,
recommendations are given for situations where the viewing conditions are different than
the reference viewing conditions. Amendment 1 of the standard consists of three
additional annexes. The first annex standardizes a default transformation between sRGB
and a standard luma-chroma-chroma color space, sYCC. The same reference conditions
are shared by both color spaces. The second annex provides equations necessary for
extended gamut encoding for sRGB, called bg-sRGB, and its YCC transformation, called
bg-sYCC. The transformations between these color spaces and sRGB, YCC and CIE
193 1 XYZ are given. The third and final annex gives equations for describing the
relationship between sRGB and L*a*b* coordinates.
IEC 61966-8, Multimedia systems and equipment - Colour measurement and
management - Part 8: Multimedia colour scanners
This standard provides a way of obtaining colorimetric characterization data of
color scanners, which is necessary for color management in open multimedia systems.
The mulitmedia color scanner characterization of the standard focuses on the
characterization of spectral transfer functions of the three channels as multiband
sensitivities and achromatic tone characteristics. Further objective performance
assessment can be performed using methods, which are also described in the standard.
The standard assumes that the originals, which will be scanned, are reflective. Even
though the standard is geared toward scanner characterization, most of the methods
described, which are different from the methods described in Part 9: Digital cameras,
summarized on page 57, can be used to characterize digital cameras as well. These
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particular methods will be the focus of this summation. Figures 6 a and b show two test
targets used in the standard.
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Figure 6 a, b. a) Color and grayscale target, b) Target for measurement of
spatial cross-talk.
The spectrophotometer, with aminimum wavelength range of400nm to 700nm,
an interval of lOnm, and a geometry of either 45/0 or 0/45, shall be used for the
measurements. A one-shot spectroradiometer, with aminimum wavelength range and
interval that is the same as for the spectrophotometer, shall be used to measure the
spectral distribution of the light source. Figure 6a shows the reflective target used for
some of the measurements made in the standard, where the top part of the target consists
of color patches and the bottom part consists ofgray patches.
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The spectroradiometer shall be used to measure the spectral power distribution of
the light source and the data shall be reported in tabular and graphical forms. The tone
characteristics shall be measured as follows. First, the spectral reflectance of each gray
patch of the target shall be measured using the spectrophotometer. Then, the target shall
be captured 10 times and the red, green and blue data shall be determined by averaging
the picture elements in the center of each gray patch for each image and then the average
values of the 10 images shall be averaged. The measured and averaged data shall be
normalized and recorded. A 4th order polynomial characterization is performed on these
data and the results are reported in graphical form as light flux vs. output data. The
equations for calculating the inverse tone characteristics, which represent the polynomial
transformation from normalized output data to captured light flux of the red, green, and
blue channels, are also given in the standard.
The spectral responsivity characteristics of the device are measured as follows.
First, the spectral reflectances of each color patch of the target shall be measured. Next,
the target shall be captured 10 times and the red, green and blue data shall be determined
by averaging the picture elements in the center of each color patch for each image and
then the average values of the 10 images shall be averaged. Then, the normalized light
flux values shall be calculated. The multiband spectral responsivity characteristics for
the red, green, and blue channels shall be estimated using the spectral reflectances of the
color patches, the spectral power distribution of the light source, and the averaged and
normalized red, green, and blue channel output data. The algorithm for performing this
estimation is described in an annex in the standard. The spectral responsivity data shall
be reported both in tabular and graphical form. The overall responsivity characteristics
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shall also be reported taking into account the spectral power distribution of the light
source. Examples for the application of the spectral characteristics are given in an
informative annex in the standard, specifically for the calculation of the ICC profiles and
the calculation of an optimized conversion for the sRGB color space.
A method for measuring spatial non-uniformity is also described in the standard.
A gray sheet of paper with reflectance between 60% and 80% shall be used for the
measurements as the target. After this target is captured so that it fills the image, the
mean and mean square deviation values shall be determined from 25 equally spaced
image areas. Alternatively, the tristimulus values and color differences in either the CIE
1976 UCS or CIELAB space shall be calculated. These results shall be reported as
indices ofnon-uniformity, along with the reflectance of the uniform gray target. A
method for characterizing the instability of output data upon turning on the multimedia
color scanner is also described in the standard.
Large area spatial cross-talk is the dependency of the output digital data of a color
patch on the reflectance of surrounding areas. It can be measured using the target shown
in Figure 6b. The target shall be printed on a sheet of non-fluorescent paper and the 15
square test patches shall be uniform gray with reflectance between 20% and 40%. The
white areas of the target are the surface reflectances of the paper and the black areas are
printed at the maximum density of the printing system. The target shall be captured three
times in one direction and three times after being rotated 180. The mean values of each
gray patch of all six images shall be recorded. The mean data values of all 1 5 patches
shall be determined for each color channel and recorded, along with the relative
difference between the maximum and minimum values and the relative root mean
56
standard deviations resulting from all of the patches, both calculated as percentage points
for each color channel.
IEC 61966-9, Multimedia systems and equipment - Colour measurement and
management - Part 9: Digital cameras
This standard defines test charts, measurement conditions and methods of
measurement for assessing the color reproduction ofdigital cameras used to capture color
still and moving images for use in multimedia applications. Figures 7 a, b, and c show
both an equipment arrangement and test charts used in the standard.
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Figure 7 a, b, c. a) Equipment arrangement formeasurements, b) Test chart, c) Test chart with
replaceable chip.
All measurements specified in the standard shall be carried out in a dark room.
Figure 7a shows the configuration of the equipment used for measuring the tone and
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spectral responsivity characteristics of the digital camera and the spectral distribution of
the built-in electronic flash. The conditions of this configuration are as follows. The test
charts that are used in this configuration are shown in Figures 7 b and c, where patches
marked 1 through 15 are gray patches, with reflectances that are defined in the standard,
and patches marked 0 are holes. The illumination of the test charts shall be performed by
two or four main lamps, which shall be 45 relative to the surface of the test chart, and
one auxiliary lamp, which illuminates the diffuser in Figure 7a. These lamps shall be
halogen lamps. The main lamps shall not be directly illuminating the diffuser. The
correlated color temperature of the lamps shall be 3100K 100K. The non-uniformity of
illumination shall be less than 5%. The average illumination on the test chart shall be
2000 lx 100 lx. The camera shall be placed normal to the test chart. The test chart
shall fill the frame of the camera when captured. The spectral light source in Figure 7a
consists of a halogen lamp, an iris, a monochromator and an optical fiberwith a diffuser.
Specifications of these parts are listed in the standard, for example, the wavelength range
and spectral bandwidth of the monochromator shall be 380nm to 780nm and 5nm,
respectively. A color temperature conversion filter used to achieve a color temperature of
5500K 300K shall be used over the camera lens, where needed in the standard. The
reflectance of the inside of the dark box shall be less than 2%.
The radiance meter used for the measurements of the output from the spectral
light source is specified in the standard. Its wavelength range should be from 380nm to
780nm. A spectroradiometer can also be used for this measurement and should be used
for measuring a built-in electronic flash. Its specifications are also listed in the standard.
It shall have a wavelength range of 380nm to 780nm and a bandpass of 5nm or less. A
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luminance meter shall be used for measuring in the standard. Its specifications are also
listed in the standard. Alternatively, a colorimeter with luminance output in Y can also
be used for the luminance measurement.
For the measurement of the tone characteristics, the equipment shall be as
arranged in Figure 7a. The optical fiber shall be removed, the auxiliary lamp shall be
switched off, and the hole at rear side of the dark box shall be covered with a lid painted
black like the inside of the box. Two separate measurements shall be made, one with
each color temperature (5500K and 3100K). The test chart shown in Figure 7c shall be
inserted into the hole at the center of the test chart shown in Figure 7b sequentially with
gray chips i = 0 to 15, where i = 0 is a hole. The luminance of each gray chip shall be
measured and captured with the digital camera. The mean red, green and blue digital
value data shall be recorded for each gray chip image. The mean values of the upper gray
steps shall also be noted for each image. The recorded data shall be compensated to
eliminate any autonomous exposure control or errors of a mechanical shutter of the
digital camera. The measured and calculated data shall be presented in both tabular and
graphical form, along with the effective correlated color temperature of the illumination.
The measurement of the spectral responsivity characteristics of the digital camera
are performed as follows. First, the intensity of the auxiliary lamp, with the iris shut,
shall be adjusted so that the digital image data corresponding to the diffuser are around
20% of a full data range of the digital camera. Next, with the auxiliary lamp still on, the
iris shall be adjusted once so that the maximum data in the red, green and blue channels
are between 70% and 80% inclusive of the full scale. Two separate measurements shall
be made, one with each color temperature (5500K and 3 1 00K). Next, the radiance on the
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diffuser from the spectral light source shall be measured using the radiance meter with
the auxiliary lamp switched off. Then, with the auxiliary lamp switched on and the iris
shut, the digital image data corresponding to the diffuser shall be recorded, pixel-by-
pixel, for each color channel. Next, the iris is opened and the test chart is captured by the
digital camera, with the diffuser lit at each of the 81 wavelengths from 380nm to 780nm
in 5nm intervals. The digital image data for each image shall be recorded pixel-by-pixel
for each color channel. Also, the mean values of the upper gray steps shall also be noted
for each image for each color channel. Finally, the auxiliary lamp shall be switched off
and the test chart shown in Figure 7c with gray chip 8 shall be inserted into the front hole
in the center of the test chart shown in Figure 7b. The spectral distribution characteristics
shall be measured using the spectroradiometer with the diffuser lit at each of the 81
wavelengths from 380nm to 780nm in 5nm intervals. The pixel-by-pixel data shall be
compensated to eliminate any autonomous exposure control or errors of a mechanical
shutter of the digital camera, linearized using the tone characterization data, and averaged
over the center portion of the image corresponding to the monochromatic radiation. The
radiance of the spectral light source is then taken into account. This data shall be
reported in electronic and graphical forms, together with the effective correlated color
temperature.
The method formeasuring the spectral distribution of the built-in electronic flash
that is described in the standard will not be discussed here. The spatial non-uniformity of
the digital image data shall be measured by photographing an evenly illuminated uniform
white chart. The white chart shall be illuminated by two lamps that are 45 relative to the
surface of the chart. The color temperature conversion filter shall be placed over the
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camera lens in order to achieve an effective correlated color temperature of 5500K. .
After this target is captured so that it fills the image, the mean digital image values shall
be determined from 25 equally spaced image areas for each color channel. The R, G, and
B data shall be converted to the tristimulus values X, Y, and Z in accordance with Part 2-
1 : Colour management - Default RGB colour space - sRGB, summarized on page 5 1 .
Color differences in either the CIE 1976 UCS or CIELAB space shall be calculated as
indices of non-uniformity and shall be reported as a table.
In an informative annex in the standard, an example is given for the use of the
reported results for color management. In another informative annex, recommendations
are given for the automatic extraction ofdata from the test chart image.
2.3 ANSI
ANSI is a private, non-profit non-governmental organization that administrates
and coordinates standards developed in the United States. It is supported by both private
and public organizations. ANSI is the official United States representative to both the
ISO and IEC.
ANSI IT8. 7/2, Graphic technology - Color reflection target for input scanner calibration
This standard defines an input reflection test target that will allow any color-input
scanner to be calibrated with any film dye set used to create the target. Although this test
target is intended for use with scanners, it can also be photographed with digital cameras,
which is why its description in the standard is pertinent to this research. In the design of
the test target, which is printed on photographic paper, the colors of the target patches
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were chosen most effectively by uniform spacing ofhue, lightness, and chroma in the
CIELAB color space based on the D50 illuminant and the CIE 2 standard observer.
Table III lists CIELAB hue angles, lightness values, and chroma values specified for this
test target.
Table III. CIELAB hue angles
ANSI IT8.7/2 test target.
, lightness values and chroma values specified for the
Row
L* and C*ab Values vs. Hue Angle
Hue
Angle
LI CI C2 C3 C4 L2 CI C2 C3 C4 L3 CI C2 C3 C4
A 16 20 12 25 37 * 40 15 30 44 * 70 7 14 21 *
B 41 20 12 24 35 * 40 20 36 54 * 70 8 16 24 *
C 67 25 11 21 32 * 55 22 44 66 * 75 10 20 30 *
D 92 25 10 19 29 * 60 20 40 60 * 80 10 21 31 *
E 119 25 11 21 32 * 45 16 32 48 * 70 9 18 27 *
F 161 15 9 19 28 * 35 14 28 42 * 70 6 12 18 *
G 190 20 10 20 30 * 40 13 25 38 * 70 6 13 19 *
H 229 20 9 18 27 * 40 12 24 36 * 70 7 13 20 *
I 274 25 12 24 35 * 45 9 19 28 * 70 5 10 15 *
J 299 15 15 29 44 * 40 11 22 33 * 70 6 11 17 *
K 325 25 16 33 49 * 45 14 28 42 * 70 8 16 24 *
L 350 20 13 26 38 * 40 16 32 48 * 70 8 15 22 *
Column 1 2 3 4 5 6 7 8 9 10 11 12
The chroma values marked with a * in Table III are specific to the product used to create
the target and equal to the maximum C*ab available at the hue angle and L* value
specified. They are to be defined by the manufacturer of the product used to make the
test target.
The color gamut of the test target is common to most of the commonly used color
photographic paper dye sets. The Kodak Q-60 target, which uses 12 uniformly spaced
hue angles in CIELAB sampled at three chroma values at each of three lightness levels,
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was adopted as this target with the addition of a fourth product-specific maximum
chroma value at each hue angle/lightness combination. Also included in the target were
scales in each of the individual dyes, dye pairs, and a dye neutral, the product minimum
and maximum densities, and a "vendor-optional" area where the target manufacturer
could add unique elements beyond those defined in the standard. Manufacturing
tolerances specified in the form ofAE units are also defined for the test target in the
standard. All of the non-image areas of the target shall be approximately neutral with a
lightness L* of approximately 50.
The physical layout of the test target is described in detail in the standard. Figure
8 shows the layout of the IT8 target.
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Figure 8. Layout of color reflection input calibration target.
The standard also specifies that calibrated test targets shall be measured using a reflection
spectrophotometer with a measurement geometry of 0/45 or 45/0. During measurement
the sample shall be backed with a black material with a density of at least 1 .5.
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Tristimulus values shall be calculated based upon a2 standard observer and the D50
illuminant, with no greater than a lOnm data interval and a bandpass equal to the
measurement interval. The mean and standard deviation values shall be reported as X, Y,
Z tristimulus values to two decimal places. The mean values shall also be provided as
CIELAB and standard deviation as CIE AE*ab. The file format shall be an ASCII format
keyword value file. The required keyword fields, values, and data format identifiers are
listed in the standard. Also, the standard states that each test target manufacturer shall
provide the monitoring procedure to be used for each target type.
In addition, an informative annex in the standard describes how to use this target
for the application of calibrating a color scanner. There are two distinct ways in which a
scanner may be operated. The calibration procedure for each is different. When the
scanner is a "color digitizer," its objective is to capture the color information of the
original image being scanned for subsequent processing elsewhere. Therefore, the output
data must have some unique relationship to the tristimulus values of the original. In the
other case, when the scanner is a "gamutmapped color
digitizer," it is operated in a
device dependent manner, so the output datamust have some unique relationship to the
tristimulus values of the reproduction. The calibrated input target will provide colors
with known XYZ tristimulus values as an input to the color scanner. The primary
objective of the target is to enable the user to calibrate his system using whatever
calibration facility exists. For a colorimetric calibration, data obtained by scanning the
target may be used to derive a transformation which maps the data back to the tristimulus
values provided with the calibrated target or some transformation of them. The
derivation of the transformation is application dependent. Helpful guidelines are listed in
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the annex of the standard. For a closed system calibration without a two-stage
transformation using colorimetric data, the target is scanned and output on a specific
device (e.g. monitor or printer). Visual assessment under controlled viewing conditions,
possibly supplemented by color or density measurement, is often used to determine the
quality of the match.
2.4 CIE
The CIE is an international standards body, which is recognized as such by the
ISO. It is a technical, scientific, and cultural non-profit organization, which comprises of
38 member bodies. It is devoted to the cooperation and exchange of information among
member countries on matters relating to lighting. The publications summarized below
are referred to as technical committee reports, not as standards, so their purpose is to
advise or recommend, but not mandate.
CIE 15.2, Colorimetry
This report provides a consistent and comprehensive account of the basic
colorimetric recommendations of the CIE. The first recommendation given in this
publication is the illuminants to be used for general colorimetry. They include
illuminants A, B, C, D5o, D55, D65, and D75. Their relative spectral power distributions
are given in this report at 5nm intervals. A formula for calculating the relative spectral
power distribution ofdaylight illuminants with correlated color temperatures from 4000K
to 25,000K is also given. When fluorescent samples are involved, a D illuminant should
always be used over illuminant C, because of its insufficient ultraviolet content. CIE
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sources for colorimetry are also listed for illuminants A, B, and C, which are artificial
sources recommended when the illuminants are to be realized in a laboratory
environment. There is no artificial source recommended to realize the D illuminants.
The publication recommends using pressed barium sulphate as a perfect reflecting
diffuser, or standard of reflectance factor, because its reflectance is approximately equal
to unity. For specifying reflecting samples, the following illuminating and viewing
conditions, or geometries, are recommended: 45/0 (45"/normal), 0/45, d/0
(diffuse/normal), and 0/d. For transmitting samples, 0/0, 0/d, and d/d geometries are
recommended.
The CIE 1931 standard colorimetric observer, or
2
observer, and the CIE 1964
supplementary standard colorimetric observer, or
10
observer, color-matching functions
are given in this report from 360nm to 830nm in lnm intervals. The formulas for
calculating tristimulus values for both reflecting and transmitting objects, and self-
luminous objects are also given, along with formulas for deriving chromaticity
coordinates from tristimulus values.
This publication recommends the CIE 1976 Uniform Chromaticity Scale (UCS)
diagram, the CIE 1976 L*u*v* (CIELUV) color space, and the CIE 1976 L*a*b*
(CIELAB) color space as uniform color spaces. The formulas for calculating the
coordinates for each uniform color space are listed, along with the Euclidean distance
color difference equations for CIELUV and CIELAB.
In the final section of the report are recommendations concerning miscellaneous
colorimetric practices and formulae. They include recommendations for defining
dominant wavelength, complementary wavelength, colorimetric purity, excitation purity
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and forms of representing relationships between color stimuli, evaluating whiteness, and
calculating special metamerism index: change in illuminant and correlated color
temperature. A third edition is near completion at the time ofwriting this summary.
CIE 51. A method for assessing the quality ofdaylight simulators for colorimetry
This report provides a method for evaluating the suitability of a test source as a
simulator ofCIE Standard Illuminant D55, D65, or D75. For each of these illuminants and
the
10
standard observer, spectral radiance factor data are supplied for five pairs of non-
fluorescent samples that are each metameric matches. The colorimetric differences of the
five pairs are computed for the test illuminant. The visible range metamerism index is
the average of these differences and is used as a measure of the quality of the test
illuminant as a simulator for non-fluorescent samples for the visible wavelength range.
For fluorescent samples, the ultraviolet range metamerism index, which is the average of
the colorimetric differences computed with the test illuminant for three other metameric
sample pairs, each consisting of a fluorescent and a non-fluorescent sample, is used. The
fluorescent sample in each metameric pair is specified by values of spectral radiance
factor, relative spectral distribution or radiance emitted by fluorescence, and spectral
external radiant efficiency in the report.
The procedure for evaluating the suitability of a test source as a simulator ofCIE
Standard Illuminant D55, D65, or D75 is as follows. First, the spectral power distribution
of the test source is determined by spectroradiometry. The radiometric quantity
measured should be the spectral irradiance at the sample surface. The data must be
presented in the form of the spectral concentration of irradiance of 5nm intervals and over
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5nm bands from 300nm to 700nm. Sources with significant spectral irradiance at the
sample surface for wavelengths less than 300nm are not suitable daylight simulators.
Next, the spectral power distribution of the test source is normalized so that it is
independent of the absolute level of illumination. Then, as a preliminary test, the
chromaticity coordinates of the test source are evaluated to see if they fall within a circle
of radius 0.015 from the centered chromaticity coordinates of the standard daylight
illuminant concerned, in the CIE 1976 Uniform Chromaticity Scale diagram, u'10, v'i0.
For the visible range metamerism index, first, the tristimulus values are calculated
for the five metameric pairs using the normalized spectral power distribution of the test
source and the
10
standard observer from 400nm to 700nm in 5nm intervals. Then, the
color differences between the fives sets of tristimulus values are calculated using either
the CIE 1976 L*u*v* or L*a*b* formula and, finally, the visible range metamerism
index is calculated as the average of the five color differences (AE*ab or AE*UV).
The ultraviolet range metamerism index is determined by first calculating the
spectral total radiance factor for the fluorescent sample part of each of the three
metameric pairs using an equation given in the report. The calculation of the tristimulus
values, color differences and ultraviolet metamerism index is the same as above for the
visible range metamerism index.
The metamerism indices are interpreted by categorizing the test source from A to
E, depending on the values of the metamerism indices and the color space used. The
category for the visible range metamerism index is presented first and the ultraviolet
range metamerism index second in the category rating. The correlation of these category
ratings with the requirements for various practical applications must be determined by
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experience. For many applications, though, daylight simulators of category BC are found
to be useful. The appendix in the report gives the assessment of a number of daylight
simulators, using the procedure described here.
2.5 NISO
NISO is a non-profit association accredited by ANSI, which identifies, develops,
maintains, and publishes technical standards to manage information in the digital
environment. NISO standards cover the areas of information-related needs, including
retrieval, re-purposing, storage, metadata, and preservation.
NISO Data Dictionary - Technical metadata for digital still images
Technical metadata are perceived as an essential component of any digitization
initiative for short-term and long-term management purposes. Work to date on image
metadata has focused on defining descriptive elements for discovery and identification.
Little attention has been paid to defining the types of information that describe the
capture process and technical characteristics of the digital images. Technical metadata
must be recorded accurately and consistently to ensure that the image files remain
useable well into the future. It is necessary to support two fundamental goals: to
document history and to ensure that image data will be rendered accurately on output.
This unpublished standard presents a comprehensive list of technical matadata elements
required to manage digital image collections. The metadata descriptions in the standard
are structured to accommodate practices associated with digital copy photography, such
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as the use of technical targets, as well as techniques related to direct digital photography
oforiginal scenes.
The design goals of the standard are that the metadata are interchangeable
(applicable to many applications and assured to be constant over time), extensible and
scalable (allows future needs for metadata to be fulfilled with limited disruption of
current solutions), image file format independent (can be supported by many current and
future file formats and compression mechanisms), consistent (usable in a variety of
application domains and user situations), and network-ready (provides seamless
integration with a broad variety of systems and services). This dictionary assumes that
metadata mappings are needed to automate the collection of technical metadata. The
design model assumes thatNISO-compliant metadata will be stored outside the image.
The standard references two documents, which provide supplemental information.
The first is TIFF, Revision 6. 0. The TIFF (Tagged Image File Format) format is highly
flexible and platform-independent, is supported by numerous image processing
applications and is publicly available. The structure of the header includes a rich set of
technical information important for long-term image retention. The second reference is
DIG35 Specification: Metadatafor digital images, version 1.1, working draft, provided
by the Digital Imaging Group. This document contains a comprehensive description of a
standard set ofmetadata for digital images, which is not limited to technical metadata, but
also includes, for example, a recommended implementation model and intellectual
property rights metadata.
The basic image parametermetadata fields, which are fundamental to the
reconstruction of the digital file as a viewable image on displays, described in this
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dictionary, are as follows. The format information includes: the MIME type, byte order,
compression scheme, compression level, color space, ICC profile information, and
information about whether the image is stored using either strips or tiles (collectively
termed as segments). The file information includes a unique image identifier, file size,
type of error detection used (checksum), image orientation, the orientation in which the
image should be presented to a conventional monitor, and the designation of the device,
application, medium and/or viewing environment to render the image data.
The image creation, or descriptive, metadata, which document irreversible
attributes of the analog-to-digital conversion process that may be used for future quality
assessment of the image data, will be listed next. The descriptions of the image creation
metadata in this dictionary include: the medium of the analog source material, a unique
source identifier, the image producer, the host computer, the operating system and
version, the classification of the device used to create the image, the scanning system
information, the digital camera capture information, which includes the digital camera
manufacturer, model, and camera capture settings (f-number, exposure time, brightness,
exposure bias, subject distance, metering mode, scene illuminant and its color
temperature, focal length of lens, flash information, lighting conditions, exposure index,
focus used, and print aspect ratio selected by the user when the picture was taken), type
of image sensor, date and time image was created, andmethodology and rationale to
digitize an object or collection.
The image performance assessment metadata, described next, serve as metrics to
assess the accuracy ofoutput and ofpreservation techniques, particularly migration. The
spatial metrics metadata described in the standard include: sampling frequency, image
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width and length (in pixels), and the width and height of scanned object. The energetics
metadata include: the number ofbits per color component, the number of color
components per pixel, the colormap (lookup table) information for palette-color images,
the gray response curve for grayscale images, and the white point and primary
chromaticities. Targets can be used to benchmark spatial and energetic information about
the item of interest at the time of capture. Targets can be either external or internal to a
digital image. Internal targets are included in the image of the object and external targets
are captured in a separate session, which are tied to the image through metadata. The
target metadata fields included in the standard are: the identification of the targets as
either internal or external, the target manufacturer or organization, name, and version
number or media, the path where the image of the target is located, the path of the file
that contains the image performance data relative to the target, and the path of the file
that contains the ICC color profile or other image management profiles.
Change history metadata documents processes, such as editing or transforming,
applied to image data over the life cycle of the image. The following metadata
descriptions contain a summary of image processing operations that may be used for
future quality assessment of the image data. These metadata descriptions include: the
date and time the image was processed, the information about the source image data, the
producer of the processed image, the processing software and version, and the processing
actions. The last metadata descriptions in this dictionary are the documentation of the
previous versions of the technical metadata if image transformation creates a new
generation of the image.
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3. Testing Procedure and Targets
The testing procedure and targets that are described in this section were developed
for the application of characterizing the image quality produced by digital cameras and
digital imaging workflows, used in cultural heritage institutions to create archival quality
digital master images of paintings. Some of the targets and procedures were obtained
from standards, summarized in the reviews above. They include system spatial
uniformity, tone reproduction, color reproduction accuracy (spectral sensitivity and
target-based), image noise, dynamic range, spatial cross-talk, and spatial frequency
response. The remaining procedures and targets, including color reproduction accuracy
(metamerism), color noise, color channel registration, and depth of field were developed
subsequent to a literature review of papers relating to both digital camera testing and
digital imaging as it is used in cultural heritage institutions. All of the image analysis
was performed in The MathWorks MATLAB programming language. CIE illuminant
D50 was used as the reference illuminant in this testing procedure because it is the
standard illuminant used by the graphics and printing community and, therefore, used by
most museums in their digital imaging practices.
The testing procedure and targets were first used to characterize both a Nikon Dl
and a Sinar Sinarback 54H camera in the Munsell Color Science Laboratory (MCSL).
Modifications were then applied to the procedures and targets contained in the testing
procedure in order to make it simpler and more applicable. Case study 0 (CSO) was
performed in June 2004 using the modified testing procedure. It was applied to a Sinar
Sinarback 54H camera within MCSL and is presented as an example.
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3.1 Case Study Zero: Camera Description and Set-up
A Sinar Sinarback 54H (SN: 26151754) 3-channel (RGB) area-array-CCD digital
camera with a Sinar 4x5 camera body was characterized in the Munsell Color Science
Laboratory. It has a maximum native resolution of 4,080p x 5,450p. The lens used
during the characterization was a 100mm f/4 Sinaron digital HR lens (SN: 1 1639548).
The filter used between the CCD and the lens was a Schott BG39 3mm thick IR filter. A
Balzers Unaxis IR cut-off filter was also placed in front of the lens (Berns, 2004). The
front bellows were tilted slightly downward in order to prevent inter-reflections between
the Unaxis IR cut-off filter and the lens.
At the beginning of the imaging session, an image area of 26" x 22" was marked
out where all of the targets would be placed in the scene. At the top of the marked area
was placed a piece ofHalon (pressed polytetrafluoroethylene, or PTFE, powder) and an
imaging description label. The Halon, which is almost equivalent to a perfect reflecting
diffuser (Weidner, 1981), was the brightest and most neutral object placed in the scene.
The scene was lit with two Broncolor HMI F 1200 lights (Model: 42.102.01-16), which
each had reflectors and a VWFL lens. These lights simulate daylight illumination. Table
IV shows the correlated color temperature (CCT), chromaticity coordinates, and
luminance of this illumination. Figure 9 shows the relative spectral power distribution of
the HMI lights. These data were obtained by measuring the Halon with a calibrated
Photo Research Spectrascan PR650 spectroradiometer.
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Table IV. CSO Broncolor HMI F 1200 taking illuminant characteristics.
Correlated Color Temperature 5026K
Chromaticity x (2 Observer) 0.3440
Chromaticity y (2 Observer) 0.3475
Luminance (2 Observer) 2231
cd/m'
CSO Taking Illuminant
Broncolor HMI
F 1200
D50
380 480 580 680
Wavelength (nm)
780
Figure 9. Relative spectral power distribution of the Broncolor HMI F
1200 lights that were used in the CSO set-up. CIE illuminant D5o is
included for comparison.
Figure 10 shows how the camera and lights were placed in relation to the scene
during the imaging procedure. The labeled distances are approximate.
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Figure 10. Schematic ofCSO imaging set-up.
According to the ISO 14524 standard,
"with these test methods, the target or chart, and camera lens, shall be shielded
from external illumination sources and reflective surfaces, including the walls, ceiling,
and floor of the test room, using black shielding materials. The wall behind the target or
chart shall be black, and the only illumination sources present shall be those used to
illuminate the chart. For reflective targets or charts, the illumination sources shall be
positioned so that the angular distribution of influx radiance is at its maximum at 45 to
the target or chart normal, and is negligible at angles less than
40
or more than 50 to the
normal at any point on the target or
chart."(ISO 14524, 1999).
During the testing procedure imaging, the camera and lighting positions remained
the same and the targets were replaced. There were two exceptions to this. First, when
the depth of field target (see section 3.10) was imaged, the lights were moved in order to
decrease the amount of shadows on the target. Figure 1 1 shows the new placement of the
lights. Second, when the monochromator instrument (see section 3.4.1) was imaged
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during the spectral sensitivity characterization part of the testing procedure, the lights
were removed and the camera was repositioned. Figure 12 shows this set-up.
Figure 11. Schematic of the CSO set-up for the depth of field
target imaging.
Figure 12. Schematic of the CSO set-up for the
monochromator instrument imaging.
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The capture software used was Sinar CaptureShop 4.1. The images were first
scanned in preview mode to see if the image area was what it should be, to see if the scan
was in correct focus, and to check the exposure level. The nominal exposure times and
aperture settings were determined on a target-to-target basis. The only restriction to the
nominal exposure settings was that the digital count value of the Halon had to be
undipped in order to assure that none of the target image data were clipped. The ISO
speed (see the ISO 12232 standard) was set to 25 for the target imaging, but when the
monochromator instrument (see section 3.4.1) was imaged, the ISO speed was set to 50.
The integration time of the camera was controlled remotely. The aperture, exposure time,
and manual focus, which was determined using the magnified focus tool in the image
capture software, were controlled at the camera.
There was no light metering performed before the imaging process because any
non-uniformity in the illumination was later corrected mathematically, when necessary,
when the target images were analyzed. Dark correction was performed automatically for
every image by the capture software. No corrections, such as in the form of gray
balancing, tone curve application, color management, compression, or sharpening, were
applied in the capture software to the images. This was done in order to assure that the
image data that were saved were as raw as possible. The only images that were cropped
were the ones taken of the monochromator instrument. The image quality type was set in
the capture software to four-shot for the target imaging and one-shot for the
monochromator instrument imaging. The images were exported and saved as 16-bit
RGB tiffs. The monitor used was a Samsung SyncMaster 210T, but no visual corrections
were made to the images.
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3.2 System Spatial Uniformity
System spatial non-uniformity of an image acquisition system can be caused by
many things, such as uneven illumination of the scene, flare, and/or lens fall-off. It was
analyzed in this testing procedure similarly to the method described in the IEC 61966-8
and 61966-9 standards. The target consisted of two gray cards placed side-by-side, and
was used to evaluate system spatial uniformity. It is shown in Figure 13. These gray
cards were made using Gray 6.5 Color-aid paper, which is paper coated uniformly with
paint. The reason why two gray cards, which were each the same size as the other
targets used in this testing procedure, were used was so that they could be easily
transported to each museum case study.
Figure 13. Target consisting of two gray cards side-by-side
used to evaluate system spatial uniformity and to perform
flat-fielding.
When this target is imaged, it should be in sharp focus. In all of the case study
imaging procedures, it was imaged at the same exposure level as the color reproduction
accuracy targets. In CSO, the exposure time was l/15s. the integration time was l/2s.,
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and the aperture was f/1 1. This target should be imaged twice. The second time that it is
imaged, each of the gray cards should be rotated 180. The two images were averaged
together to ensure that any texture in the gray cards would not have an influence on the
image data that it was used to flat-field. Only one of the images is needed for the system
spatial uniformity evaluation.
This target was used for two purposes. It was used to evaluate system spatial
uniformity in this testing procedure and for flat-fielding in CSO to mathematically
perform system spatial uniformity corrections. The analysis of the gray card target image
in the evaluation of system spatial uniformity is as follows. First, the RGB images of the
gray card target are converted to Lab images. For CSO, since there were no profiles
embedded in the images, the gray card target images were converted from RGB to
CIELAB in MATLAB (this conversion is described in detail in section 3.4.2). For the
profiled images in CS1 through CS4, the RGB image of the gray card target is opened in
Adobe Photoshop (the profile that is embedded with the image is used when the image
is opened) and converted from an RGB image to an Lab image. The Lab image is saved
and its data are used in the system spatial uniformity evaluation. Using MATLAB,
average pixel data from 36 (6 rows by 3 columns from each gray card) evenly spaced
patches are obtained. These Lab image data are converted from the ICC version of the
CIELAB standard (referred to as ICC Lab later in this thesis) to CIELAB data. Then, the
CIELAB image data are converted to XYZ tristimulus image data using the CIE
2
observer and CIE illuminant D50 with Equations 3 through 5 (for Y/Yn > 0.008856).
L!16
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where Xn, Yn and Zn are the tristimulus values of the reference white (D50 in this case).
Unfortunately, the reflectances of the two gray cards used in this testing
procedure had significantly different spectral reflectances, so their differences had to be
compensated for in the system spatial uniformity evaluation procedure. First, their XYZ
tristimulus values were calculated using the CIE
2
observer and CIE illuminant D50with
Equations 6 through 9.
X = k^SkRkx~kA?i
(6)
Y = k2s,R,7M
(7)
k =
(8)
100
25AyAAA
(9),
where SA is an illuminant, /?A is the object's spectral reflectance factor, xA, yA, and zA are
the CIE 2 observer color-matching functions, _ZA represents summation across
wavelength, & is a normalizing constant, and AX is the measurement wavelength interval.
Then, the image XYZ data (calculated using Equations 3 through 5) were divided by the
XYZ tristimulus values for the gray card (calculated using Equations 6 through 9) from
which each patch's average pixel data came from, and then rescaled by the mean Y
tristimulus value of the two gray cards (calculated using Equations 6 through 9). If the
gray cards had had the same spectral reflectances, this step would not have been
necessary.
The [corrected] image Y tristimulus value (luminance) data for each patch are
then used to calculate a percent difference from the mean image Y tristimulus value of all
36 patches. Equation 10 was used for this calculation.
(Y -Y )
%Diff =C ) * 100
(10),
where Yp is the patch Y tristimulus data and Ymean is the mean Y tristimulus value of all
36 patches. These data, listed in Tables 7-1 through 7-IV for CS1 through CS4 (a table
for the CSO data were not included because the data were negligible) in Appendix 7.1,
can be visualized using a surface plot. Figure 14 shows this surface plot for CSO.
Y Position X Position
Figure 14. CSO system spatial uniformity surface plot of % difference
from luminance (Y) mean of gray card target.
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The system spatial uniformity surface plot in Figure 14 shows that the gray card
target image was almost perfectly uniform. This uniformity was achieved by
mathematically doing a flat-fielding correction to the gray card target image in MATLAB
(see section 3.4.2 for details on the flat-field correction).
The next part of the system spatial uniformity analysis is the comparison of the
CIELAB data of each gray card patch to the mean CIELAB data of all 36 of the gray card
patches. First, the [corrected] XYZ image tristimulus value data are converted back to
CIELAB values using Equations 1 1 through 14.
L* = 116()1/3-16
Y.
* = 500[A1/3-A1/3]
2i. Y
fc* = 200[AI/3-A1/3]
(H)
(12)
(13)
C*ab=(a*2+b*2)112
(14)
Then, AL*, Aa*, Ab* and AC*ab are calculated (patch - mean). Finally, both AE*ab and
CIEDE2000 (AE00) color differences are calculated. The equation used to calculate
AE*ab, the most basic color difference equation, is shown in Equation 15.
AE*ab =
[(AL*)2
+ (Aa*2) +
(Ab*)2]112
(15)
The equation used to calculate AE00 is more complicated, but more precise, because it is
optimized for color difference data that were observed by human observers. Its
description and derivation are described in Luo (2001). These data are listed in Tables 7-
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I through 7-IV for CS1 through CS4 (a table for the CSO data was not included because
the data were negligible) in the Appendix 7.1. The maximum AE00 between the patches
and the mean of all the patches, which is a mono-numeric metric that summarizes the
case study's system spatial uniformity results, is listed in summary Table XIV for CSO in
section 3.1 1 and summary Table LXVIII for CS1 through CS4 in section 4.7.2. Figure
15 is a flowchart summarizing the system spatial uniformity analysis described in this
section.
XYZ
Tristimulus
Values
Figure 15. Flowchart of the system spatial uniformity analysis.
3.3 Tone Reproduction
The way that a digital camera reproduces tones in an image can be described
using an opto-electronic conversion function, or OECF. The ISO has developed a
standard (ISO 14524) that explains how to determine a digital camera's OECF. In ISO
14524, OECF is defined as the "relationship between log of input levels and
corresponding digital output levels for an opto-electronic digital image capture
system"
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(ISO 14524, 1999). In this testing procedure, the input levels are in the form of
luminance values. Because the OECF data, in the form of digital counts vs. normalized
luminance units (0-1), are used in the analysis of other parts of this testing procedure, it
was not necessary to report the luminance in log units, which is what is used in the ISO
14524 standard. A test chart, called the ISO OECF Test Chart, is described and used in
the ISO 14524 standard to determine the OECF. This chart, which is shown in Figure 16,
is also used in this testing procedure to determine the OECF. This chart was purchased at
Sinepatterns located in Rochester, NY. It was printed on glossy photographic paper.
Figure 16. ISO OECF Chart target used to evaluate
tone reproduction.
When this target is imaged, it should be in sharp focus. In this testing procedure,
this target is imaged once at each of four different exposure levels (ISO 14524
recommends imaging the target nine times at each exposure level). The first image is
taken at an exposure level so that the white patch of the target has an average digital
count value that is maximum undipped. The second exposure level is overexposed with
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respect to the correctly exposed image, and the third and fourth images are each
underexposed, with respect to the correctly exposed image, at different exposure levels.
The OECF target is imaged at these four different exposure levels so that image data over
the full range of possible digital count values, whether the image is 8-bit (0-255) or 16-bit
(0-65535), is obtained. In other words, in the overexposed and underexposed images,
some of the data should be clipped. Also, while the OECF target is still in the scene, its
luminance should be measured with an instrument that is in the same position as the
camera. In CSO, a PR650 spectroradiometer was used to measure the luminance of the
12 patches and the Halon, which was placed in the scene centered above the OECF
target.
The analysis of the images and measured luminance data is as follows. First, the
average red channel, green channel, and blue channel digital count values of each of the
12 patches and the Halon are obtained from each image. These values are then
normalized (0 - 1) by dividing them by the maximum possible digital count value (255
for 8-bit or 65535 for 16-bit images). Next, the measured luminances that correspond to
the overexposed and underexposed images are rescaled so that they correspond to the
same measured luminances as the correctly exposed image normalized digital counts
(DCs). This is accomplished using Equation 16 to calculate a luminance correction factor
(LCF), which is multiplied by the measured luminance values.
t
._. A
LCF = .*.
f-stop f-stopc (16^
where t is the exposure time of the image, f-stop is the f-stop of the image, and c stands
for the correctly exposed image. Three one-dimensional OECF look-up tables (LUTs)
are built from these data, which have normalized digital counts as input and luminance as
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output. Then the DCs that have the same corresponding adjusted luminance values are
averaged together. Next, clipped DC values, which are those above 0.95 normalized DCs
and below 0, are discarded. Then, the effective maximum normalized DC value, which is
<, 0.95 for each channel is determined. If the effective maximum DC is < 0.95, then DC
values between the effective maximum value and 0.95 are set equal to the maximum
luminance value that corresponds to the effective maximum DC . Finally, the points are
linearly interpolated and extrapolated from 0 to 1 DCs and smoothed using first a
smoothing kernel that is 0.1 DCs wide and a then a moving average (with endpoints
replicated first) to form the final OECF LUT. The OECFs of the red, green and blue
channels for CSO are shown in Figure 17. In other parts of this testing procedure, the
OECFs are used to linearize RGB digital count data. In order to use them later, the
luminance data on the y-axis are also normalized from zero to unity by dividing the
luminance by the maximum luminance value. A gamma curve can be fit to these LUT
data for each channel using least squares. The gamma equation used to fit the LUT data
is shown in Equation 17. The endpoints of the gamma fit were constrained to zero and
one.
l = a*dy (17),
where / is normalized luminance, d is normalized digital counts, a is a scaling constant
(set equal to 1), and y is gamma.
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Figure 17. CSO OECF curves.
The legend in Figure 17 shows the exposure times and aperture settings for the
OECF images taken in CSO, with the nominal exposure at the top. These curves are flat
on the top because the overexposed image did not include digital count values on that
part of the curve (DCs > the effective maximum DC). In other words, only digital count
values on the curved part of the OECFs were obtained from the image data. These data
were sufficient when the OECFs were used to linearize data in other parts of the testing
procedure, because none of the digital counts in those images were larger than the
effective maximum normalized DC value. There was no gamma curve fit to these data
because it did not include all of the normalized DC data from zero to unity. The mean
gamma between the three color channels, which is a mono-numeric metric that
summarizes the case study's OECF results, is listed in summary Table LXVIII for CS1
through CS4 in section 4.7.2. Tables 7-V through 7-IX in the Appendix 7.2 list the mean
DCs for each exposure and the measured luminances for CSO through CS4. Figure 18 is
a flowchart summarizing the tone reproduction analysis described in this section.
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Figure 18. Flowchart of the tone reproduction analysis performed on each channel.
3.4 Color Reproduction Accuracy
In this testing procedure, color reproduction accuracy is tested using two different
methods. One is a spectral sensitivity-based method and the other is a target-based
method. The metamerism analysis is added as a tool to help with the visualization of the
color reproduction inaccuracies of a digital imaging system.
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3.4.1 Spectral Sensitivity
The spectral sensitivity of a digital imaging system is its fundamental ability to
reproduce color. Most digital camera spectral sensitivities are not linear transformations
of an average human visual system's spectral sensitivities. This is the fundamental
limiting reason why color errors occur in digital image aquisition. Although camera
manufacturers are aware of these inherent color inaccuracies, they still exist because of
limitations in the production of the cameras and the trade-off between the improvements
of color and the improvements of other image quality and cost parameters. Both the ISO
17321-1 standard and the IEC 61966-9 standard describe how the spectral sensitivity of a
digital camera is measured.
In the spectral sensitivity evaluation part of this testing procedure, monochromatic
light output from a monochromator instrument shown in Figure 19 was imaged.
Figure 19. Monochromator instrument used to
evaluate spectral sensitivity.
A schematic showing how this monochromator works is shown in Figure 20.
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Figure 20. Schematic of how a monochromator works (left) and the resulting image taken
with the camera (right).
Basically, tungsten light, after being passed through a series of lenses and reflected off of
several mirrors, is spectrally dispersed with an adjustable diffraction grating, causing it to
form a rainbow of colors. A series of slits allow only a lOnm spectral bandpass of light
to pass into an integrating sphere. Before the approximately monochromatic light enters
the integrating sphere, it is passed through a series of filters so that the radiance of the
range of bandpasses from 380nm to 730nm is approximately equal. Thus, the full
bandpass range can be imaged using only one camera exposure setting. The integrating
sphere causes the output light to be diffuse. The voltage of the power supply of the
monochromator used in the imaging procedure was held constant at 12V. The current
and wattage varied by an insignificant amount at any given time that the monochromator
was imaged in the case studies.
In the imaging procedure, the camera was focused on the opening of the
monochromator'
s integrating sphere. The light was hitting only a small central area of
the camera's sensor. It would have been more desirable to fill the entire image area with
the monochromator light or image the monochromatic light at different locations on the
sensor, but this was not possible given the size of the integrating sphere and the amount
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of time that it took to image the monochromator in the imaging procedure. Because the
light output of the monochromator was exceedingly low, when it was imaged, the
aperture of the lens was opened up all of the way. The aperture setting in CSO was f/4.
The exposure time was determined so that when themonochromator's bandpass peak
wavelength was set to approximately 450nm, a digital count value of at least 50% of the
maximum value was obtained. In CSO, the ISO speed setting was increased from 25 to
50 in order to increase the sensitivity. The exposure time was determined to be ls. and
the integration time was also set to ls. After the exposure settings were determined, the
monochromator instrument was imaged 36 times from bandpass peaks of approximately
360nm to 730nm in lOnm increments. After the images were taken, the radiance of the
monochromator output for the same bandpass peaks were measured with a PR650
spectroradiometer.
The image and radiance data are analyzed as follows. First, the RGB digital count
values of the spot of light are averaged for each image. Then, these data are linearized by
applying the inverse OECF curve. In CSO, the OECF curves shown in Figure 17 were
used. In the museum case studies, the OECF curves, which were determined from the
OECF target image that was imaged at the same non-color-managed settings as the
monochromator, were used to linearize the monochromator image DC data. These
linearized data for CSO is shown in the plot on the left of Figure 21. Next, the actual
peak radiance wavelengths are determined as the wavelength corresponding the
maximum radiance from each measured spectral radiance curve. The summed spectral
radiances are plotted against wavelength in the plot on the right in Figure 21.
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Figure 21. CSO wavelength vs. RGB linearized average camera digital count values from
monochromator images (left) and wavelength vs. the sum of the measured spectral
radiances in W/sr*m2 (right).
The linearized digital count values are then divided by the radiance to obtain
relative spectral sensitivities. The maximum relative spectral sensitivity values are
normalized so that the maximum relative sensitivity is unity. The relative spectral
sensitivity results for CSO are shown in the left plot of Figure 22. These relative spectral
sensitivities are those of the camera (the affect of the lens' spectral transmittance on
spectral sensitivity is assumed to be negligible) combined with the IR filters.
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Figure 22. CSO relative spectral sensitivities (left) and relative spectral sensitivities
(dotted line) rotated to fit the CIE 2 observer (right).
The plot on the right of Figure 22 shows the relative spectral sensitivity curves
rotated to fit the CIE 2 observer color-matching functions. Equations 18 and 19 are used
to perform the prediction of the CIE2 observer color-matching functions, cmfest using a
linear transformation.
cmfes, =
SS*cmfT*SS+
( x8)
SS+
=
(SST * SSf1 * SST
(19),
where SS is the matrix of the relative spectral sensitivity data, cm/is the CIE
2
observer
color-matching functions, and
SS+ is the pseudoinverse of SS.
The lack of fit of the relative spectral sensitivities to the CIE
2
observer color-
matching functions can be described by the shifts in peak sensitivity wavelengths,
different sensitivity levels at the peaks, negative lobes, and more overlap between the
channels. The goodness of fit of the relative spectral sensitivities to the CIE
2
observer
color-matching functions, given a specific taking illuminant and viewing illuminant, can
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be evaluated using a quality metric, p-factor (Vora, 1993). Equations 20 through 22 are
used to determine p-factor.
factor =
Trace(ST * A * (AT * A)'1 * AT * S * (ST * 5)"1)
3 (20)
S = diag(illum.t * SS) (21)
A = diag(illum.v * cmf) (22)
where SS is the relative spectral sensitivities, ilium., is the taking illuminant, illum.v is the
viewing illuminant, and cmf is the CIE
2
observer color-matching functions (Quan,
2002). The p-factor quality metric can range in values from zero to one, where a value of
one means that the spectral sensitivities are a perfect match to the color-matching
functions, or a linear combination of them, and a value of zero means that they do not
match. In other words, if a set of spectral sensitivity curves provide a p-factor of one, the
camera is colorimetric, which means that it
"sees"
color in the same way as the standard
observer. A p-factor value of at least 0.90 is desirable for a digital camera used to image
cultural heritage. The p-factor results for CSO are shown in Table V. In the first row,
both the effects of the taking illuminant and the camera's spectral sensitivities on p-factor
are taken into account. In the second row, only the effect of the camera's spectral
sensitivities are taken into account. In the third row, only the effect of the taking
illuminant is taken into account. In the fourth row, neither the taking illuminant nor the
spectral sensitivities are taken into account in the p-factor determinations.
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Table V. CSO p-factor results.
Detector
ColorMatching
Functions
Taking Illuminant
(Measured CCT)
Viewing
Illuminant
p-Factor
Camera
CIE2 Observer
HMI (5026K)
D50
0.84
D 0.85
CIE2
Observer
HMI (5026K) 0.91
D,o 1.00
The p-factor results in CSO show that the digital imaging system as a whole,
produced a p-factor of 0.84, which is slightly less than the desired p-factor. There is only
a slight improvement in the p-factor when the taking illuminant is not taken into account.
The effect of just the taking illuminant further increases the p-factor. The p-factor in the
first row, which is a mono-numeric metric that summarizes the case study's spectral
sensitivity results, is listed in summary Table XIV for CSO in section 3.1 1 and in
summary Table LXVIII for CS1 through CS4 in section 4.7.2.
The plot in Figure 23 shows how p-factor correlates with average AE*94, which is
a color difference metric that is more precise than AE*ab, but less precise than AE00. This
plot shows that p-factor is roughly linearly related to average AE*94if pa0.95. However,
color imaging devices with poor p-factor may still generate satisfactory color
reproduction (Quan, 2002).
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Figure 23. Relationship between p-factor and
average color difference (AE*^) between reference
and estimation of an ensemble of reflectance
spectra (Quan, 2002).
Figure 24 is a flowchart summarizing the tone reproduction analysis described in
this section.
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Linearized Data
Figure 24. Flowchart of the spectral sensitivity analysis.
3.4.2 Target-based Color Reproduction Accuracy
The target-based method of characterizing a digital camera's color reproduction
accuracy is more practical for a typical camera user to perform than the camera's spectral
sensitivity analysis. The ISO 17321-1 standard describes how the target-based method
can be used to evaluate a digital camera's color reproduction capabilities. It is
recommended that a color target used to characterize the color reproduction accuracy of a
digital camera be made of the same materials as those that are being imaged with the
camera. In the case of this research, the target colors should be in the form of painted
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samples. It is further recommended that these target color paint samples be created with
the same pigments as those used in the paintings, if possible.
In this testing procedure, three targets consisting of eight color target charts were
used to characterize the color reproduction accuracy of the digital cameras. These color
reproduction accuracy charts were made up of different materials and pigments. Some
included painted samples and some did not. This large number of targets was used in this
testing procedure for two reasons. The first reason was to enable an analysis of the way
that a digital camera reproduces the color of different materials. Second, during the
literature review, it was found that there were different types of charts being used at the
cultural heritage institutions, so most of these targets were included. Practically, only one
target, which includes colors and pigments that are representative of the objects being
imaged by the digital camera, is necessary to use for a target-based color reproduction
accuracy evaluation.
Figures 25, 26, and 27 show the three targets that include eight color
reproduction accuracy charts. The target shown in Figure 25 consists of four of the color
reproduction accuracy charts. The GretagMacbeth ColorChecker (CC) is a commercial
chart with 24 painted color and grayscale patches. The Esser TE221 Test Chart
(consisting of Esser and Esser Grayscale), which is described in IEC 61966-8 as a flatbed
scanner calibration chart, has 264 patches made up of 12 different printing inks. The
Blue Pigments chart has seven patches consisting of pure cobalt blue pigment and cobalt
blue pigment mixed with both white and black pigment. This chart was included in this
part of the testing procedure because cobalt blue reflects a significant amount of light in
the longer wavelength part of the visible spectrum and, therefore, is harder to reproduce
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with digital cameras, especially those that are very sensitive to longer wavelengths. See
Figure 46 in section 4. 1 for a percent reflectance curve of cobalt blue pigment. None of
the commercial targets include this pigment, so this chart was produced in MCSL. The
Pigment chart, also produced in MCSL, was made up of the 1 1 Gamblin Artist's Oil
Colors that were in the paintings, which were used in the four museum case studies, CS1
to CS4, to evaluate the colorimetric accuracy of their digital imaging workflows (see
section 4. 1). All 1 1 pigments in this chart, except the Titanium White, were painted
using both pure pigment and mixed with the Titanium White, yielding 21 patches. The
Davidson and Hemmendinger (D&H) Color Rule was used in the metamerism (see
section 3.4.3) part of the color reproduction accuracy evaluation.
ColorChecker D&H Color Rule
Cobalt
Blue
Esser Pigment
Figure 25. Target consisting of Cobalt Blue Pigments, Esser, Macbeth ColorChecker,
D&H Color Rule, and Pigment charts, which were used to evaluate color reproduction
accuracy (target-based or metamerism). Pigment chart was not available for CSO. The
Macbeth ColorChecker chart was also used to evaluate color noise.
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The target shown in Figure 26 consists of three more of the color reproduction
accuracy charts. The GretagMacbeth ColorChecker DC (CCDC) is a commercial chart
with 240 painted color and grayscale patches. The patches of the Kodak Q-13 chart
(consisting of 18 Kodak Color Separation and 20 Kodak Grayscale patches) were made
using automobile paint applied to a coated paper substrate (Myers, 2002). The IT8.7/2
chart consists of 264 color and 24 grayscale patches. This chart was designed for the
purpose of calibrating flatbed scanners. The one used in this testing procedure was
printed on glossy Fuji photographic paper. Kodak also makes an IT8.7/2 standard chart
called the Q-60 chart.
ColorChecker DC
Kodak Color
Separation &
Grayscale
Figure 26. Target consisting ofMacbeth ColorChecker DC, Kodak Color Separation &
Grayscale, and IT8 charts, which were used to evaluate target-based color reproduction
accuracy.
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The target shown in Figure 27 consists of the eighth color reproduction accuracy
chart. This chart is made up of 13 glossy ceramic tiles called BCRA tiles (British
Ceramic Research Association), which are standards used for the calibration of
spectrophotometers.
Figure 27. BCRA target used to evaluate target-based color
reproduction accuracy.
The spectral reflectances of all of the color reproduction accuracy charts
described above were measured with a GretagMacbeth ColorEye XTH hand-held
integrating sphere spectrophotometer from 360nm to 750nm in lOnm intervals after
calibration of the instrument. Three measurements were averaged using the small area of
view, which has a 5mm circular diameter illumination area and a 2mm circular diameter
measurement area. This area of view was chosen because it was needed to measure the
small patches of the IT8 target and it was kept consistent for all of the targets. The
specular component was excluded for these measurements.
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In the imaging procedure, each of the three targets should be imaged once in
sharp focus. They should all be imaged at the same exposure, which causes the brightest
patch to have a digital count value that is maximum undipped. In CSO, these targets
were imaged at an exposure time of l/15s. an integration time of l/2s. and an aperture of
f/11.
The color targets were evaluated using two different methods in CS1, CS2, CS3,
and CS4. The first method involves comparing the profiled CIELAB images directly to
measured spectral reflectance and the second method involves comparing the RGB
images, which were first flat-fielded and then converted to CIELAB images using a
simple optimized transformation (profile) performed in MATLAB, to measured spectral
reflectance. In CSO, only the second method was used, because there were no profiles
embedded in the images. The two color target evaluation methods are described in detail
next.
In the first evaluation method, for the profiled images in CS1 through CS4, the
RGB image of each of the three targets is first opened in Adobe Photoshop (the profile
that is embedded with the image is used when the image is opened) and converted from
an RGB image to an Lab image. The Lab image is saved and its data are used in this
evaluation method. In MATLAB, first the average values of each of the color patches are
obtained from each image. Then this Lab image data are converted from ICC Lab data to
CIELAB data. Using Equations 6 to 9, the XYZ tristimulus values of the measured
spectral reflectance data of each patch are calculated using the CIE
2
observer and CIE
illuminant D50. Then Equations 1 1 to 13 are used to calculate the CIELAB data of the
measured data. The white point used for this calculation was illuminant D50. For CS1 to
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CS4, the CIELAB image data was compared to the measured CIELAB data using both
AE*ab, shown in Equation 15, and AE00. Next, in order to decrease the effect of the
lightness errors in the color difference calculation caused by the exposure level of the
image, it was necessary to also compare the image CIELAB data to the measured data
after correcting for this lightness difference. The lightness correction was made by first
calculating XYZ tristimulus values from the CIELAB image data using Equations 3 to 5
using illuminant D50 as the white point. This was repeated for the Halon, which was
included in the images, CIELAB image data. Then the Y tristimulus image values were
divided by the Y tristimulus Halon values. CIELAB values were then calculated from
these new XYZ tristimulus image values. This normalized each image so that the Halon
was equal to an L* value of 100. Finally, the lightness corrected CIELAB image data
was compared to the measured CIELAB data (the CIELAB values of the Halon, using its
measured data, the CIE2 observer and CIE illuminant D50, were L* = 99.17, a* = 0.09,
and b* = -0.01) using both AE*ab, shown in Equation 15 and AEqq. The first evaluation
method is outlined in the flowchart in Figure 28.
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Tristimulus
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CIELAB Data
Figure 28. Flowchart of the target-based color reproduction accuracy first evaluation
method.
In the second evaluation method, the RGB image digital count value data was
used. First, using these image data, the inverse OECF look-up table was applied to each
channel to photometrically convert the digital count values into normalized linear values.
In order to convert the linear image data from RGB to XYZ, a flat-field correction must
first be performed and a transformation must be created. Because a flat-field correction
is also applied during the creation of the transform, details about how it is applied will be
described in the explanation of how the transform is created, next.
A simple 3x3 matrix transformation is created to convert linearized digital counts
into XYZ tristimulus values in order to determine whether an improvement (a smaller
color difference) of this conversion could be achieved over what the profiles used by the
digital cameras/image-capture software were achieving. The CCDC chart was chosen as
the characterization chart for the creation of this transform in all cases where this
transform was used in this testing procedure. First, the average RGB values of each of
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the color patches of the CCDC chart image are obtained. Then these values are linearized
using the inverse OECF. Next, they are flat-fielded. A flat-field correction is performed
using the average of the two gray card target images taken in the imaging procedure.
Equation 23 is used for the flat-field calculation for each color channel.
DCff=(^P^)*DCgray
DCSray (23),
where DCimage is the linearized digital counts of the patch data in the image, DCgray is the
linearized digital counts of the gray card data that are located in the same place as the
patch data, and DCgray is the mean linearized digital counts of all of the gray image data
patches. Using Equations 6 to 9, the XYZ tristimulus values of the measured spectral
reflectance data of each patch of the characterization chart, the CCDC chart, are
calculated using the CIE
2
observer and CIE illuminant D50. The transformation is
initially created using Equation 24 in order to minimize the root mean square of the error
between the image data and the measured data.
T^'XYZ^RGB^; (24),
where XYZ^^ is the matrix of tristimulus values of the measured patches of the
characterization chart and
RGBimage+ is the pseudoinverse of the matrix of flat-field
corrected linearized characterization chart image RGB data (see Equation 19 for the
pseudo-inverse equation). Then this transform is further optimized iteratively by
minimizing the mean AEoo between the measured data XYZ tristimulus values and the
image data XYZ tristimulus values that are estimated using Equation 25.
XYZest= T3x3*RGBimage (25)
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In the second evaluation method, Equation 23 is used to flat-field the linearized
image RGB data for the patches of each chart. In this case, DCnv is the linearized (using
inverse OECF) digital counts of the gray card data that are located in the same place as
the chart image patch data, and DCgmy is the mean linearized (using inverse OECF)
digital counts of all of the gray image data patches that were located in the same place as
the characterization chart image patch data used to build the transform. This is done to
ensure that the data for each color reproduction accuracy chart image is scaled by the
same amount. Then Equation 25 is used to convert these linearized flat-fielded data to
XYZ tristimulus values. Because the reflectances of the two gray cards used in this
testing procedure had significantly different spectral reflectances, if the gray card that
was placed in the same position as the chart being evaluated was different than the one
placed in the same place as the characterization chart during the imaging procedure, then
a compensation was made. This was performed by multiplying the XYZ tristimulus
values of the gray card (calculated using Equations 6 to 9 with the CIE
2
observer and
CIE illuminant D50), which was placed in the same position as the chart being evaluated
in the imaging procedure, by the XYZ tristimulus values of the linearized flat-fielded data
of the image chart being evaluated. Next, using Equations 6 to 9, the XYZ tristimulus
values of the measured spectral reflectance data of each patch are calculated using the
CIE2 observer and CIE illuminant D50. Then Equations 1 1 to 13 are used to calculate
the CIELAB data of both the measured data and the image data XYZ tristimulus values.
The white point used for this calculation was illuminant D50. Finally, the CIELAB image
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data are compared to the measured CIELAB data using both AE*ab, shown in Equation 15
and AEqo. The second evaluation method is outlined in the flowchart in Figure 29.
Linearized Data
Figure 29. Flowchart of the target-based color reproduction accuracy second evaluation
method.
In CS1 to CS4, the first evaluation method was used to evaluate all eleven of the
color reproduction accuracy charts and the second evaluation method was used to
evaluate both the CCDC, which are dependent data because it was used to build the
transform, and the CC, which are independent (verification) data. In CSO, because there
were no profiles embedded in the images, only the second evaluation method was used to
evaluate ten of the eleven color reproduction accuracy charts. The Pigment chart shown
in Figure 25 was not used in CSO. The results of CSO are shown below.
In Figure 25, the CIELAB error vector plots are shown between the measured
patch data and the image patch data of the Macbeth ColorChecker determined using the
second evaluation method.
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Figure 30. CSO CIELAB a* vs. b* (left) and C*ab vs. L* (right) error vector plots of the
Macbeth ColorChecker between the measured patch data (dot) and the image patch data
(point of vector arrow) determined using the second evaluation method with the CCDC
as the characterization chart used to build the 3x3 transform.
In this type of plot, the longer the error vectors, the greater the error. Some general
trends that can be found in this type of plot are as follows. In the a* vs. b* plot on the
left, if the vector arrows are systematically pointing in toward the origin at the center of
the plot, then the image data are less chromatic (more neutral) than the measured data and
vice versa if the arrows are pointing away from the origin. Arrows in other directions
denote a hue change. Errors in lightness are not considered in this plot, but they are in
the C*ab vs. L* plot on the right (see Equation 14 for the calculation of C*ab). General
trends that can be found in this type of plot are as follows. If the vector arrows are
systematically pointing upward, then the image data are lighter than the measured data
and vice versa if the arrow is pointing downward. If the vector arrows are systematically
pointing to the right, then the image data are more chromatic than the measured data
(equivalent to if the arrows in the a* vs. b* plot are pointing directly outward from the
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origin), and vice versa if the arrow is pointing to the left. In CSO, the plots in Figure 30
show that the errors are very small and the there are no general trends in the data.
Figure 3 1 is a histogram of the AE^, error distributions of the Macbeth
ColorChecker for CSO, which was evaluated, again, using the second evaluation method.
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Figure 31. CSO histogram of the AEqo error distributions of the
Macbeth ColorChecker between the measured patch data and the
image patch data determined using the second evaluation method
with the CCDC as the characterization chart used to build the 3x3
transform.
This graph shows that, since most of the error bars are on the left side, the errors are
relatively low. In Table VI, the mean, standard deviation and the
90th
percentile (at least
90% of the errors take this value or less and at least 10% of the errors take this value or
more) data are given for the AE*ab and AE00 data between the measured patch data and
the image patch data for each color reproduction accuracy chart in CSO.
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Table VI. CSO mean, standard deviation, and 90th percentile of
the AE*ab and AE00 data between the measured patch data and
the image patch data for each color reproduction accuracy chart
determined using the second evaluation method with the CCDC
as the characterization chart used to build the 3x3 transform.
Color
Reproduction
Accuracv
Chart
4E!ab mo
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
ColorChecker
DC 3.15 2.79 6.79 1.92 1.25 3.68
ColorChecker 3.93 2.32 7.77 2.31 1.02 3.72
Esser 3.96 2.53 7.28 2.45 1.53 4.03
Esser
Grayscale 1.63 0.77 2.98 1.87 0.92 3.54
BCRA 4.65 3.54 9.89 2.58 1.49 4.81
Blue
Pigments 4.50 1.02 5.47 3.27 0.74 4.00
Kodak Color
Separation 3.75 2.10 6.55 2.50 1.28 4.18
Kodak
Grayscale 1.86 0.74 2.98 1.79 0.74 2.89
IT8 3.80 1.88 6.23 2.52 1.27 4.14
IT8
Grayscale
3.22 1.12 5.00 3.43 1.56 5.86
Mean 3.45 1.88 6.09 2.46 1.18 4.09
What can be seen from this table is that, for the most part, there is an improvement in the
color difference between AE*ab and AE00. This is because AE00 is a color difference
metric that more accurately computes color differences that relate to what human
observers see. With either color difference metric, AE*ab or AE00, the lower the number
the better. Stokes, Uroz, and Song have performed studies evaluating the color difference
ill
of complex images (Stokes, 1991, Uroz, 2001, Song, 2000). The results of their studies
roughly showed that a AE*ab value of approximately 2.00 is perceptible when the color
error is not caused by systematic errors (vector directions) in hue, lightness, and chroma,
which can be seen in the CIELAB error vector plots in Figure 30. A AE*ab value of
approximately 4.00-6.00 is acceptable. The mean AE*ab color difference of the color
target images that is desirable for high quality digital imaging is 2.00 without any
systematic errors. The overall color reproduction accuracy of CSO is good, but not
desirable, and there are minimal systematic errors.
In CSO, looking at the AE00 data, the color reproduction accuracy of the Esser
Grayscale chart was the most accurate. The IT8 Grayscale chart was reproduced the least
accurately, followed by the Blue Pigments and BCRA charts. It is preferred, since this
testing procedure is geared toward imaging paintings, that the Macbeth ColorChecker
DC, the Macbeth ColorChecker the Blue Pigments, and the Pigment Target charts are
reproduced the most accurately. In this case, the CCDC and CC charts were reproduced
intermediary in accuracy compared to the other charts. The Blue Pigments chart was not
reproduced very accurately in comparison to the other charts. The
90th
percentile of the
mean AE00 of all of the color reproduction accuracy charts, which is a mono-numeric
metric that summarizes the case study's color reproduction accuracy results, is listed in
summary Table XIV for CSO in section 3.1 1 and in summary Table LXVIII for CS1
through CS4 (the normalized CIELAB image data, where the Halon L* = 100, which
were determined in the first target-based color reproduction accuracy method, was used)
in section 4.7.2.
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3.4.3 Metamerism
Metamerism occurs when spectrally different stimuli match to a given observer
under a given light source (Berns, 2000). There are two types ofmetamerism. The first
is observer metamerism, where two spectrally different stimuli viewed under the same
light source match to one observer, but don't match to another observer. The second
type, illuminant metamerism, occurs when two spectrally different stimuli viewed under
one light source by a single observer match, but when the light source is changed, they
don't appear to match. In this testing procedure, a metameric pair is found through the
use of a tool called the Davidson & Hemmendinger (D&H) Color Rule, and only
observer metamerism is evaluated. It is included in the target shown in Figure 25. Figure
32 also shows what the D&H Color Rule looks like. It consists of two strips of colors,
one labeled alphabetically and one labeled numerically. When placed behind a mask (see
Figure 32) with only one color of each strip showing at a time, these two color strips can
be slid back and forth by an observer under a light source until the best match is made. In
each case study, including CSO, this best match was made by the photographer under the
taking illuminant (in CS3, it was made under the fluorescent viewing illuminant, because
Xenon strobes were used as the taking illuminant).
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Figure 32. Image of Davidson & Hemmendinger (D&H) Color Rule.
The 42 colors of the D&H Color Rule were measured with the GretagMacbeth
ColorEye XTH spectrophotometer in the same way as the color reproduction accuracy
charts. Figure 33 shows the plots of those spectral reflectance measurements.
410 460 510 560 610 660
Wavelength (nm)
Figure 33. Percent reflectance of the Davidson & Hemmendinger Color Rule letter
patches (left) and number patches (right).
In this testing procedure, there are three possible observers, or detectors: the
camera, the standard CIE
2
observer, and the photographer. In CSO they all made a
match under the same illuminant. In CS1 through CS4, the best possible camera match
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was determined using the Lab images obtained by opening the RGB image in Adobe
Photoshop (the profile that is embedded with the image is used when the image is
opened) and converting it from an RGB image to an Lab image. In MATLAB, first the
average values of each of the 42 color patches are obtained from the Lab image. Then
this Lab image data are converted from ICC Lab data to CIELAB data. In CSO, the
CIELAB image was obtained using the second evaluation method described in section
3.4.2. The CIELAB values between the alphabetic and numeric strips are then compared
by calculating AEqq. The alphabetic patch and the numeric patch that have the lowest
color difference between them is deemed the camera match. Prior to calculating the color
differences, the CIELAB image patch data for the D&H Color Rule is first flat-fielded
and then corrected for lightness so that the average L* of the Halon is equal to 100.
Because this comparison is relative within the image, the flat-fielding was necessary,
especially since the two color strips were not placed next to each other in the image. The
lightness correction was performed in order to make the metameric matches comparable
across the case studies.
In order to perform flat-fielding, first the two gray card target images are
converted from RGB images to Lab images in Adobe Photoshop and then the average
patch data (between the two images) corresponding to the same areas as the patches of
the D&H Color Rule are obtained and converted from ICC Lab to CIELAB in MATLAB
in the same way as the D&H Color Rule. Next, both the D&H Color Rule and
corresponding gray card CIELAB patch data are converted to XYZ tristimulus values
using Equations 3 to 5 with illuminant D50 used as the white point. Then Equation 26 is
used to flat-field the XYZ tristimulus data.
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The lightness correction is performed in the same way as in section 3.4.2 above. First,
the Halon, which was included in the images, CIELAB image data are obtained and
converted to XYZ tristimulus values. Then the Y tristimulus image D&H Color Rule
values are divided by the Y tristimulus Halon values. Finally, the flat-fielded lightness-
corrected D&H Color Rule image data are converted back to CIELAB using Equations
11 to 13 with illuminant D50 used as the white point. Figure 34 is a flowchart
summarizing the camera metameric match determination procedure.
XYZ
Tristimulus
Values
Figure 34. Flowchart of the procedure used to determine the camera metameric match.
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Figure 35 shows a pseudo-image of the camera match for CSO. This image was
created by converting the CIELAB flat-fielded lightness-corrected image data back to
XYZ tristimulus values, which were then converted to sRGB values. See standard IEC
61966-2-1 (1999) and IEC 61966-2-1 Amendment 1 (2003) for the details about this
calculation.
D&H Color Rule - Best Match By Sinarback 54H Camera at CSO. CI6DE2000 = 0.46
ABCDEFGHI JKLM N O P Q R S T U
1 2 3 4 5 6 7 8 9 10 1 1 12 13 14 15 16 17 18 19 20 21
Figure 35. CSO D&H Color Rule camera metameric match (0-9).
The match made by the standard CIE
2
observer under the taking illuminant
(white point) is calculated by first determining the XYZ tristimulus values from the
measured spectral reflectances using Equations 6 to 9 and then converting them to
CIELAB values using Equations 11 to 13 and finally determining the lowest AEqq match
between the alphabetic and numeric strips. Figure 36 shows a plot of the spectral
reflectance curves of the CIE 2 observer match made under the HMI taking illuminant in
CSO.
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Figure 36. CSO percent reflectance curves of the
CIE2 observer D&H Color Rule metameric match (K-10).
Table VII shows the D&H Color Rule metameric match data of CSO. The indices
of the alphabetic and numeric matches are listed which had the lowest AEqq match for the
camera and the CIE2 observer as described above. The photographer's best match is
also listed. The HMI taking illuminant was the illuminant for all three matches in CSO.
Also listed in the table are the AE* h and AEm values for both the camera and CIE 2ab 00
observer as detectors of the three metameric matches under the taking illuminant.
Table VII. CSO D&H Color Rule metameric matches and the AE*ab or AEoo color
differences of each metameric match as
"seen" by the camera and CIE 2 observer under
the HMI taking illuminant.
Detector
Metameric
Match
Camera
CIE 2
Observer
Camera
CIE 2
Observer
AE*ab AE
Camera 0-9 0.40 6.64 0.46 5.51
CIE 2
Observer
K-10 4.25 0.85 4.03 0.79
Photographer G-7 5.97 4.19 6.39 5.13
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What can be seen from Table VII is that none of the three detectors had the same
match under the same illuminant, which means that the camera is not "seeing" the same
colors of the D&H Color Rule as that of the photographer or the CIE 2 observer. The
difference in the match between the CIE2 observer and the photographer could be
caused by the photographer having slightly different spectral sensitivities (color-matching
functions), since the CIE2 observer is only an average human observer response. The
color differences of the CIE2 observer and photographer's metameric matches as "seen"
by the camera are large, which reiterates the fact that their spectral sensitivities differ.
The same is true for the CIE 2 observer as the detector of the camera match in CSO.
3.5 Noise
Noise is defined in the ISO 15739 standard as "unwanted variations in the
response of an imaging
system"(ISO 15739, 2003). It is formed when incoming light is
converted from photons to an electrical signal. Sometimes the sensor has electrical
activity, which will generate noise. Gain, which is applied to an image before it is
outputted for the purpose of increasing the signal, can simultaneously increase the
amount of image noise.
It is recommended that a dark correction be performed on every image taken with
a digital camera system in order to reduce both the total and fixed pattern noise in the
final image. In some camera systems, like the Sinarback 54H (used in CSO and CS3),
this is performed automatically by the image capture software. When the dark correction
is not done automatically, this correction can be achieved by subtracting an average of at
least 3 dark images. These images should be taken at the same exposure and focus
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settings as the image from which it will be subtracted. The dark images can be simply
obtained by imaging a lens cap, which is placed on the lens. Dark corrections were not
applied to any of the images in the testing procedure, unless they were performed
automatically by the image capture software, in order to reduce the number of images
obtained in the imaging procedure.
3.5.1 Image Noise
Every time an image is captured, the placement of some of the noise in the image
will vary and some will remain fixed. The amount of noise present in an image can vary
significantly with the camera's exposure time and ISO speed setting and with changes in
the temperature in which the camera is operated. In this testing procedure, four types of
image noise are determined. They are total noise, fixed pattern noise, temporal noise, and
black temporal noise. The average noise is determined for all four types of image noise
and the signal to noise ratio (S/N) is determined for the first three types. In this analysis,
it is assumed that the fixed pattern and temporal noise components are not correlated and
that the variance of the total noise is equal to the sum of the variances of the fixed pattern
and temporal noise.
The ISO has developed a standard (ISO 15739) that explains how to correctly
determine a digital camera's image noise. A test chart, called the ISO Noise Test Chart,
is described and used in the ISO 15739 standard to determine the amount of noise in an
image. This chart, which is shown in Figure 37, is also used in this testing procedure to
determine the image noise. This chart was printed on semi-glossy paper with an Epson
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inkjet printer from a template, which allowed for the calibration of the gray patches so
that they had the same density values that are listed in the ISO 15739 standard.
Figure 37. ISO Noise Chart target used to evaluate image noise and
dynamic range.
This target should be imaged eight times in the same position and at the same
exposure settings. When this target is imaged, it should be in sharp focus and the
exposure level should be set so that the white part of the target has digital count values
that are maximally undipped. In CSO, the exposure settings that met this criterion were
an exposure time of l/5s. and a lens aperture of f/1 1. The integration time was l/2s. The
ISO speed setting was 25.
The noise analysis performed in this testing procedure follows the same analysis
procedure described in the ISO 15739 standard. Five out of the fifteen gray patches of
the noise target are used in this analysis. They include the center three patches (#13a, b,
and c from left to right in ISO 15739), the black patch (#1) and the second darkest patch
(#2). The center three patches of the target are used to evaluate the total noise, fixed
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pattern noise and temporal noise. The other two patches are used to evaluate the black
temporal noise, which is ultimately used to determine the ISO digital still camera
dynamic range (see section 3.6). The RGB pixel data are first obtained from each of the
five patches of each of the eight images.
The analysis of the total, fixed pattern and temporal noise is as follows. First, the
mean across all eight images for each channel is calculated for each of the center three
patches (#13a, b, and c). The mean RGB data (DC) of each of these three patches and the
measured reflectance values (R) of each patch are then used to calculate the incremental
gain (IG). The ISO 15739 standard recommends using the first derivative of the OECF
function, determined in ISO 14524 standard, as the incremental gain, but instead,
Equation 27 is used as described in ISO 15739, because the OECF function determined in
this testing procedure is not determined in the exact same way as described in the ISO
14524 standard. The incremental gain equation, Equation 27, is repeated for each
channel.
IG = 0.5 *
(DCl3b
-
DCna
+
DCl3c
-
DCl3b
) (27)
Rl3b ~ R\3a R\3c ~ "lib
The center patch (#13b) is used for the calculations of the total, fixed pattern and
temporal average noise and signal to noise ratios.
Total noise is defined in ISO 15739 as "all the unwanted variations captured by a
single
exposure"(ISO 15739, 2003). Equation 28 is used to calculate the average total
noise for each channel.
Avg.noiselotal = J-2"=1a,aij (28),
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where n is the number of images (eight for CSO) and <?totalj is the variance of the pixel
digital count values of patch #13b for each of the eight images (ISO 15739, 2003).
Equation 29 is used to calculate the total noise signal-to-noise ratio (SNR) for each
channel.
SNRlotal = -^fe
*/G
(29)
Avg.noisetotal
Fixed pattern noise is defined in ISO 15739 as "unwanted variations, which are
consistent for every
exposure"(ISO 15739, 2003). Equations 30 and 3 1 are used to
calculate the average fixed pattern noise for each channel.
Avgnoise^ =
Jo2
-o2m (30),
V n-l
m=X-X<.i (3D,
",-x
where c?avg is the variance of the pixel digital count values of patch #13b for the mean of
the eight images and cTdiffj *s tne variance of the pixel digital count values of patch #13b
for the differences of the average mean of the eight images and each of the individual
eight images (ISO 15739, 2003). Equation 29 is used to calculate the fixed pattern
signal-to-noise ratio for each channel, butAvg.noisejp is substituted for Avg.noisetotal.
Temporal noise is defined in ISO 15739 as "random noise due to sensor dark
current, photon shot noise, analog processing and quantization, which varies from one
image to thenext"(ISO 15739, 2003). Equations 31 and 32 are used to calculate the
average temporal noise.
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Avg.noisetemp =^-fw (32)
Equation 29 is used to calculate the temporal signal-to-noise ratio for each channel, but
Avg.noisetamp is substituted for Avg.noisetotal.
Black temporal average noise (Avg.noiseblk temp) is calculated in order to
determine the ISO digital still camera dynamic range (luminance ratio). In this
calculation, the darkest patch, patch #1, is used. Equations 31 and 32 are used, but c?diffj
is the variance of the pixel digital count values of patch #1 for the differences of the
average mean of the eight images and each of the individual eight images.
These calculations were performed in MATLAB, but there is also an Adobe
Photoshop plug-in (ISO 15739, 2003) that performs these calculations along with the
dynamic range calculation using eight images and their RGB OECF functions. Table
VIII shows the image noise results of CSO for each channel and the mean of all three
channels. In CSO, a dark correction was performed automatically by the image capture
software for every image taken.
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Table VIII. CSO image total, fixed pattern and temporal noise results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Total Average Noise
(DC)
372.68 331.59 352.11 352.13
Total Signal to Noise
Ratio
27.92 39.08 37.13 34.71
Fixed Pattern Average
Noise (DC)
348.84 317.04 339.67 335.18
Fixed Pattern Signal to
Noise Ratio
29.83 40.88 38.49 36.40
Temporal Average
Noise (DC)
131.15 97.15 92.76 107.02
Temporal Signal to
Noise Ratio
79.34 133.40 140.96 117.90
Black Temporal
Average Noise (DC)
229.92 157.59 157.44 181.65
It is desirable to have low average noise and a high signal to noise ratio. When
digitizing archival materials, for an 8-bit image, it is desirable that the total average noise
does not exceed 1.0 digital count for original objects with a maximum density of 2.0 and
0.7 digital counts for original objects with a maximum density that is greater than 2.0
(Puglia, et al., 2004). For a 16-bit image, which is what was used in CSO, these limits
correspond to 257 and 180 digital counts, respectively. The noise target imaged in this
part of the testing procedure had amaximum density of2.0. For CSO, the total average
noise exceeds the desirable amount ofnoise limit of 257 digital counts in all three
channels. Table VIII shows that the red channel had the most amount of total noise of the
three channels and the green channel had the least amount of total noise in CSO. The
amount of temporal noise is significantly less than the fixed pattern noise. The mean total
signal to noise ratio of the red, green and blue channels, listed in Table VIII, which is a
mono-numeric metric that summarizes the case study's image noise results, is listed in
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summary Table XIV for CSO in section 3.1 1 and in summary Table LXVIII for CS1
through CS4 in section 4.7.2.
3.5.2 Color Noise
Color noise is defined as image noise that is color dependent. It is seen as pixel
variations in an image of a uniform patch of color. In this testing procedure, the color
noise of the Macbeth ColorChecker was determined for selected patches using two
metrics, the percent standard deviation and the mean color difference from the mean
(MCDM) (Berns, 2000).
The percent standard deviation is determined using the RGB image data of the CC
target. The percent standard deviation of normalized RGB digital counts for each
channel of a color patch were found by first calculating the mean of the digital count
values of the patch, normalizing them by dividing by the maximum possible digital count
value, and then dividing the standard deviation by the mean and multiplying by 100.
The MCDM is determined using the CIELAB image, which is created by
converting the RGB image to ICC Lab in Adobe Photoshop and then converting that
image to CIELAB in MATLAB. First, the mean of the pixel CIELAB image data of each
color patch is determined. Next, the color difference of the each pixel of the patch from
the mean is determined using both AE*ab (see Equation 15) and AE00. Then, the MCDM
is calculated from the color differences of all of the pixels.
Table IX shows the color noise results for CSO.
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Table IX. CSO color noise results of selected patches of the Macbeth ColorChecker.
ColorChecker
Patch
Mean Normalized
DC
% Standard Deviation
(Norm. DO
MCDM
R G B R G B AE*qh m><>
Red (15) 0.17 0.20 0.17 1.54 1.20 1.53 1.11 0.83
Green (14) 0.32 0.37 0.34 0.71 0.53 0.59 0.79 0.53
Blue (13) 0.22 0.30 0.36 1.16 0.59 0.44 1.08 0.93
Cyan (18) 0.17 0.24 0.19 1.60 0.82 1.35 1.34 0.90
Magenta (17) 0.25 0.32 0.39 0.95 0.56 0.40 0.99 0.87
Yellow (16) 0.30 0.43 0.43 0.79 0.39 0.40 1.09 0.57
White (19) 0.31 0.31 0.19 0.66 0.64 1.56 1.03 0.48
Gray (22) 0.18 0.25 0.35 1.70 0.88 0.53 1.26 0.90
Black (24) 0.27 0.23 0.24 0.75 0.84 0.81 0.80 0.41
Mean 1.10 0.72 0.85
MMCDM 1.05 0.71
The data in Table IX shows that there were small differences between the amounts of
noise of each color patch. The % standard deviation results show that the green channel
had the least amount of color noise and the red channel had the most. The color
difference results show that the green patch and the black patch had the least amount of
color noise and the cyan and gray patches had the most amount of color noise. The
mean, mean color difference from the mean (MMCDM), which is the mean color
difference of the mean color differences of the color patches listed in Table IX, using
AE00 is a mono-numeric metric that summarizes the case study's color noise results, is
listed in summary Table XIV for CSO in section 3.1 1 and in summary Table LXVIII for
CS1 through CS4 in section 4.7.2.
3.6 Dynamic Range
The dynamic range, otherwise known as tonal range, of a digital camera system is
the capacity of the camera to capture extreme density variations. The broader the
127
system's dynamic range, the more tones it can reproduce and the smoother the transition
between the dark and light tones of the image. Dynamic range can be reduced by flare.
The ISO standard (ISO 15739), which explains how to correctly determine a
digital camera's image noise, also describes the procedure for determining the camera's
dynamic range. ISO digital still camera dynamic range is defined in ISO 15739 as "the
ratio of the maximum undipped luminance level to the minimum undipped luminance
level that can be reproduced with a temporal SNR of at leastone"(ISO 15739, 2003).
The same test chart, called the ISO Noise Test Chart, which is shown in Figure 37, and
the same RGB data from the eight images are also used in this testing procedure to
determine the dynamic range. Two of the grayscale patches of this target are used in this
analysis. They include the black patch (#1) and the second darkest patch (#2).
The analysis of the ISO digital still camera dynamic range is as follows. First, the
mean RGB data (DC) across all eight images, which is calculated for each channel of
each of the two patches, and the measured reflectance values (R) of each patch are used
to calculate the incremental gain (IGblack) shown in Equation 33.
*.____ -"'(nHF1) (33)
Then the black temporal noise, which is determined as described in section 3.5.1, is used
in Equation 34 to determine the ISO digital still camera dynamic range as a luminance
ratio (ISO 15739, 2003).
=
/?,*/G_*100
"lum.ratio A
Avg.noiseblkl
ISOdyn.rangelumrati -f *=* (34)
\.temp
The ISO digital still camera dynamic range, calculated as a luminance ratio in Equation
34, can be converted to density units by taking the log10 of the ISOdyn.rangelum ratio. This
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value can then be compared to the theoretical dynamic range, determined based on the
number of bits per channel, which many digital camera manufacturers use to report the
dynamic range of the digital camera in their specifications. . Theoretical dynamic range
(TDR) is calculated using Equation 35.
TDR = logm(2n-\) (35),
where n is the number of bits per channel. Table X shows the dynamic range results of
CSO for each channel and the mean of all three channels.
Table X. CSO dynamic range results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
ISO Digital Still Camera
Dynamic Range (Luminance
Ratio)
1187.38 2100.49 2267.89 1851.92
ISO Digital Still Camera
Dynamic Range (Density)
3.07 3.32 3.36 3.27
Theoretical Dynamic Range
(Density)
4.81 4.81 4.81 4.81
It is desirable to have a high dynamic range. Even though the ISO 15739 standard
reports the dynamic range as a luminance ratio, in traditional photography as well as
digital photography, the dynamic range is more commonly expressed in density units,
where 0.3 density units is equal to one stop of light (logio2). The measured CSO
dynamic range was less than the theoretical dynamic range in all three channels. The
theoretical dynamic range assumes a linear OECF curve (gamma encoding = 1 .0) in each
color channel. The ISO 15739 dynamic range calculation basically extrapolates the slope
between the black patch (#1) values and the second darkest patch (#2) values of the ISO
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Noise Test Chart to determine the dynamic range luminance ratio. This slope is
dependent on the gamma encoding of the image. The difference in the OECF curves
between the CSO dynamic range and the theoretical dynamic range and the accuracy of
the extrapolation of the slope between patch #1 and patch #2 in the dynamic range
calculation contribute to the difference between the CSO dynamic range and the
theoretical dynamic range. Because of affect of these factors on the difference between
the dynamic range calculated using the ISO 15739 dynamic range equations and the
theoretical dynamic range, it is possible for the case
studys'dynamic ranges to be larger
or smaller than the theoretical dynamic range. The theoretical dynamic range can be used
as a dynamic range reference point.
In CSO, the blue channel had the most amount ofdynamic range of the three
channels and the red channel had the least. The mean ISO DSC dynamic range (density)
across the red, green and blue channels, listed in Table X, which is amono-numeric
metric that summarizes the case study's dynamic range results, is listed in summary
Table XIV for CSO in section 3.1 1 and in summary Table LXVIII for CS1 through CS4
in section 4.7.2.
3.7 Spatial Cross-talk
Spatial cross-talk, otherwise known as image flare, is the dependency of the
output digital data of a color patch on the reflectance of surrounding areas (IEC 61966-8,
2001). In other words, it occurs when an object in a scene, which is surrounded by an
area brighter than itself, is reproduced at a digital count value that is higher than what it
would be if the object were surrounded by an area that is darker than it.
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The target used to evaluate spatial cross-talk contains the IEC Large Area Spatial
Cross-talk Chart, which was printed on semi-glossy paper with an Epson inkjet printer.
This target is shown in Figure 38. When this target is imaged, it should be in sharp focus
and the exposure level should be set so that the white part of the target has digital count
values that are maximum undipped. In CSO, the exposure settings that met this criterion
were an exposure time of l/15s. and a lens aperture of f/1 1. The integration time was
l/2s. This target was imaged once in the center of the scene and a second time with the
chart rotated
180
so that the gray squares were in the same position of the image as
before but surrounded by white instead of black or vice versa.
Figure 38. IEC Large Area Spatial Cross-talk Chart target used to evaluate spatial cross
talk oriented at
0 (left) and at 180 (right).
The 15 equally spaced gray squares in this target are used to evaluate spatial
cross-talk in this testing procedure. Using the RGB image data, first the mean of each of
the 15 gray patches of each of the two images are determined. Next, they are linearized
by applying the inverse OECF look-up table to each channel to photometrically convert
the digital count values into normalized linear values. These linearized means are listed
in Tables 7-X through 7-XIV in Appendix 7.3 for CSO through CS4. For each channel,
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two metrics are calculated. First, the maximum of the percent relative differences, which
are calculated using Equation 36, is determined.
%Re IDiff. =
P'
_
Pl80"
* 100
Pall
(36),
where p0o is the mean linearized value of a gray patch in the image oriented at 0, p180<> is
the mean linearized value of the gray patch in the same place in the image oriented at
180, and pall is the mean linearized value of all 30 gray patch means. The second metric
is the percent relative standard deviation, which is calculated using Equation 37.
std.dev.[\pn, -p,an.
I]!5
%ReLStdDev. -^
Fl80 l * 100 (37)
Pall
Table XI shows, for each channel, the mean linearized value of all 30 gray patch
means, the percent relative maximum difference, and the percent relative standard
deviation values for CSO.
Table XI. CSO summary of spatial cross-talk results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Mean Linearized DC 0.16 0.16 0.19 0.17
Relative Maximum
Difference (%)
4.78 5.20 6.95 5.64
Relative Standard
Deviation (%)
1.53 1.55 2.54 1.88
The data in Table 7-X for CSO in Appendix 7.3 shows that the mean digital count
value of a gray patch that is surrounded by white in one image is always higher than the
value of the patch in the same position surrounded by black in the other image. This
shows that spatial cross-talk is having an effect on the image. Table XI shows that the
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spatial cross-talk affected the blue channel the most and the red channel the least in CSO.
The mean of all three RGB channels'relative maximum difference values, which is a
mono-numeric metric that summarizes the case study's spatial cross-talk results, is listed
in summary Table XIV for CSO in section 3.1 1 and in summary Table LXVIII for CS1
through CS4 in section 4.7.2. It is desirable for the relative maximum difference values
to be as close to zero as possible.
3.8 Spatial Frequency Response (SFR)
According to the standard ISO 12233, resolution is defined as a "measure of the
ability of a camera system, or a component of a camera system, to depict picture
detail"
and the spatial frequency response, or SFR, which is defined as the "measured amplitude
response of an imaging system as a function of relative input spatial
frequency," is used
to measure resolution (ISO 12233, 2000). Although the term modulation transfer
function, or MTF, is sometimes used interchangeably with SFR, they are different. The
MTF measurement takes into account the input edge modulation, whereas the SFR does
not (Bums, 2000). In this procedure, the SFR is evaluated. There are many aspects of a
digital imaging system that can have an effect on the SFR. They include lens aperture,
field position, optics, detector motion, sampling, and image processing (Williams, 2001).
The black and white target, which was used to analyze the SFR, is shown in
Figure 39. The chart contained in the target is the ISO Resolution Chart. It contains
many elements and patterns, but the elements that were used in this procedure were the
slanted black bars and squares. They are slanted
5
and form what are commonly known
as knife-edges. This chart was purchased at Sinepatterns located in Rochester, NY. It
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was printed on matte photographic paper. The standard, ISO 12233, describes this
chart's specifications.
Figure 39. ISO Resolution Chart target used to evaluate spatial frequency response (SFR)
and color channel registration centered (left) and in the upper left comer (right). The
knife-edges used in the analysis are circled in red.
When this target is imaged, the camera should be focused so that the zone plate in
the center of the chart exhibits the maximum aliasing possible. The camera lens aperture
and the exposure time should be adjusted to provide a near maximum signal level from
the white test target areas. The settings shall not result in signal clipping in either the
white or black areas of the test chart, or regions of edge transitions (ISO 12233, 2000). In
CSO, the exposure settings that met this criterion were an exposure time of l/6s. and a
lens aperture of f/1 1. The integration time was l/2s. This target was imaged once in the
center of the scene and once in the upper left comer. It was imaged both on-axis and off-
axis to test the effect of field position on the SFR of the digital imaging system.
Although the lens is usually thought of as the source of off-axis effects, the color filter
array lenslets can also dramatically suppress SFR responses (Williams, 2001).
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A MATLAB program that implements the ISO SFR measurement procedure,
called sfrmat2, which was developed by Burns, was used to evaluate the knife-edges
circled in red in Figure 39. Figure 40 is a flowchart of the implementation of this
program.
identify a region
of interest (ROI)
L
transform image data using
the OECF
I
derive luminance record if
data is R. G. B.
compute derivative in the x
(pixel) direction using FIR filter
compute the centroid
of each line (LSF)
fit a linear equation to the
centroid location
OECF
using linear fit to line, project the
image data along the edge direction
to top or bottom edge of ROI
'bin'
data, sampled at 1/4 of
original image sampling
compute edge derivative of this
array, and applywindow to result
compute discrete Fourier
transform (DFT) of this array
normalize modulus as SFR
report results
Figure 40. Flowchart of the ISO 12233 spatial
frequency response evaluation method used in
sfrmat2. (Bums, 2000).
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The sfrmat2 program has been evaluated and found to provide a robust SFR
measurement, largely insensitive to edge angle and region of interest selection (Bums,
2000). The SFR results of this program for CSO are shown in Figure 41.
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Figure 41. CSO SFR of center horizontal edge (top left), center vertical edge (top right),
upper left corner horizontal edge (bottom left), and upper left comer vertical edge
(bottom right).
The SFR curves, shown in Figure 41, are normalized so that at a spatial frequency
of 0 has an SFR value of 1. If SFR values are greater than 1, then sharpening has been
applied to the image during image processing. There was no sharpening applied in CSO.
The higher the SFR values in the plot over the range of spatial frequencies, the better the
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preservation of detail at those frequencies. Differences in the SFR curves between the
channels were caused by color channel misregistration in the image (see section 3.9 for
more details) or a difference in the image processing which was performed on each
channel. Half sampling is at a frequency of 0.5cycles/pixel. This is the Nyquist
frequency, which is where aliasing starts to occur. Aliasing is defined in ISO 12233 as
"output image artifacts that occur in a sampled imaging system for input images having
significant energy at frequencies higher than the Nyquist frequency of the
system"(ISO
12233, 2000). This explains why the SFR is noisier above 0.5cycles/pixel.
It is easier to compare the SFR data between the horizontal and vertical edges and
between the centered and comer edges by summarizing the plot with one number, the
area under the SFR curve from frequencies of 0.0 to 0.5cycles/pixel. These areas were
normalized so that if the SFR were equal to one from frequencies of 0.0 to
0.5cycles/pixel, then the area would be also be equal to one. Table XII includes these
areas for CSO.
Table XII. CSO SFR area results.
Edge
Area Under SFR Curve From Frequencies of 0.0 to 0.5cy/pixel
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Center
Horizontal
0.679 0.546 0.541 0.589
Center Vertical 0.516 0.432 0.423 0.457
Corner
Horizontal
0.315 0.288 0.273 0.292
Corner Vertical 0.271 0.257 0.247 0.258
Mean 0.399
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It is evident, from the data shown in Table XII and Figure 41, that the SFR in the
horizontal direction was better than the SFR in the vertical direction. Secondly, the SFR
in the center (on-axis) was better than the SFR in the corner (off-axis) of the uncropped
image area. Thirdly, the red channel SFR was higher than the green channel, which was
slightly higher than the blue channel. The mean area of the mean of the RGB channels
across the four edges, which is in Table XII, is a mono-numeric metric that summarizes
the case study's SFR, which is listed in section 3.1 1 in summary Table XIV for CSO and
in summary Table LXVIII in section 4.7.2 to compare the spatial frequency response
across the four museum case studies.
3.9 Color Channel Registration
Whether or not a digital camera is an area array CCD camera or a tri-linear
scanning camera, there is usually some amount of color channel misregistration, or
translation error present. In scanning cameras, the amount of misregistration is usually
greater than that of area array CCD cameras. In scanning cameras, the misregistration is
most prominent in the direction that the linear array is scanning because ofmisalignment
of the final image, which can be caused by the design of the scanning components or
image processing. Misregistration in images from both scanning and area array CCD
cameras can be caused by chromatic aberration of the lens or color filter array lenslets.
Chromatic aberration is caused when different wavelengths of light are bent at different
angles and focus at different points behind the lens due to the index of refraction of a
lens. A digital image that has misregistration between the color channels can cause an
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image that is displayed on a monitor or printed to exhibit a loss of sharpness or color
distortion artifacts, particularly at the edges of objects in the scene (Burns, 1999).
The target shown in Figure 39, which was used to evaluate SFR, was also used to
determine the misregistration of the camera's color channels in the image. The same
knife-edges, which are circled in red in Figure 39 were evaluated.
Bums'
sfrmat2
MATLAB program was used as a tool for the analysis of color channel registration. The
flowchart shown in Figure 42 shows the process of how the amount ofmisregistration
shift was determined. It is the same as the first five boxes in Figure 34.
identify a region
of interest (ROI)
L
transform image data using
the OECF
I
OECF
derive luminance record if
data is R. G. B.
I
compute derivative in the x
(pixel) direction using FIR filter
I
compute the centroid
of each line (LSF)
I
fit a linear equation to the
centroid location
Figure 42. Flowchart of the color channel
misregistration error evaluation method used
in sfrmat2. (Burns, 2000).
The steps shown in the flowchart to determine the amount of misregistration error are
repeated for each channel separately. The output of this procedure is a linear equation for
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each color channel, which is used to determine the edge location for each color channel
within the region of interest. This linear equation is shown in Equation 38.
x = a + b(y-l) (38)5
where x is the x-direction (pixel) location, y is the y-direction line number, and a (the
location of the edge on the first line of the region of interest) and b are constants (Burns,
1999). Table XIII shows the results of the color channel registration for CSO. The red
and blue channel misregistration shifts are determined relative to the green channel. The
camera used in CSO has an area array CCD. Color channel misregistration errors of less
than 0.5 pixels are desirable, but errors less than one pixel are sufficient.
Table XIII. CSO color channel registration results.
Edge
Misnigistration Shift (oixels)
Red Channel Green Channel Blue Channel
Center Horizontal 0.179 0.000 0.063
Center Vertical 0.028 0.000 0.022
Corner Horizontal 0.132 0.000 0.022
Corner Vertical 0.164 0.000 0.048
Maximum 0.179 0.000 0.063
Mean 0.126 0.000 0.039
Mean ofRGB Channels 0.055
Note: Green channel used as reference
It is evident, from the data in Table XIII, that the red channel misregistration shift
was greater than that of the blue in comparison to the green channel. The maximum
amount ofmisregistration was less than 0.2 pixels. Out of the four edges, the center
horizontal edge had the most amount ofmisregistration shift. On the other hand, the
center vertical edge had the least amount ofmisregistration shift. The mean
misregistration shift (in pixels) of the RGB Channels across the four edges, which is in
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Table XIII, is a mono-numeric metric that summarizes the case study's color channel
misregistration, which is listed in summary Table XIV in section 3.1 1 for CSO and in
summary Table LXVIII in section 4.7.2 to compare the spatial frequency response across
the four museum case studies.
3.10 Depth of Field
Depth of field is the range of distance for which the subject is rendered acceptably
sharp in an image. It increases as the lens is closed down (f-stop increases). It is greater
for short focal lengths than for long ones, and it increases with the subject distance
(Wrotniak, 2003). A digital imaging system should have a suitable depth of field when it
is used to image paintings because a painting is a three dimensional object that has some
depth and a large painting could be warped. The target used in the depth of field
analysis part of the testing procedure is shown in Figure 43.
Figure 43. Target used to evaluate depth of field (left) and resulting image taken with the
camera (right). Target consists of 13 columns ranging from
0"
to
6" in 0.5" increments.
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This target was designed and made by the author. It consists of 13 columns that
range in height from 0" to 6" in increments of 0.5" off of the board. A knife-edge, which
was at an angle equal to the knife-edges in the ISO Resolution Chart (see Figure 39), was
placed at the top of each column. The columns in this target were placed next to each
other so that when the target is imaged, the columns are in the same approximate spatial
area in the scene. When this target is imaged, one time, it should be lit so that the
presence of shadows is minimized. At least one vertical and one horizontal edge on
every column should be free of shadows in the image. The target should be focused so
that the center, 3", column knife-edge is in sharp focus.
This target was analyzed using the sfrmat2 SFR analysis described in section 3.8,
but only in the direction (horizontal or vertical) that had the best SFR results from the
SFR analysis, since there is no need to compare the horizontal and vertical results again.
After the SFR curves and areas were determined (see Appendix 7.4 for these data for CSO
and the four museum case studies), the SFR areas were plotted against the differences in
height from the center, 3", column knife-edges, on which the target was supposed to be
focused. Figure 44 shows the plot of the depth of field distance vs. area under the SFR
curve for the horizontal edge of each color channel. Differences between the red, green
and blue color channels were caused by their misregistration shifts (see section 3.9 for
more details). When the depth of field target was imaged in CSO, the exposure settings
were an exposure time of l/6s. and a lens aperture of f/1 1. The integration time was l/2s.
The subject distance was approximately
60.5" from the 3" high column to the camera's
sensor. The focal length of the lens was 100mm. The focus was determined manually by
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the photographer while she looked at the magnified live preview image in the capture
software.
-0.5 0 0.5
Distance (in.)
Figure 44. CSO depth of field distance vs. area under SFR curve
of the horizontal edge.
Differences between the red, green and blue color channels in the plot in Figure
44 were caused by their misregistration shifts (see section 3.9). Two pieces of
information can be obtained about the depth of field image of CSO from the plot in Figure
44. One is that the sharpness, and therefore the depth of field, of the image decreased as
the camera-to-subject distance changed. The other is that the focusing tool, which was
used to focus on the 3" high column during the imaging of the depth of field target, was
not accurate. Instead of the focus being at the focus aim point, it was somewhere
between 0.5" and 1" closer to the camera. The mean of the mean areas under the SFR
curves from frequencies of 0.0 to 0.5cycles/pixel of the RGB channels across the 13
distances, which was normalized by the maximum mean SFR area of the RGB channels
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(see Tables 7-XV to 7-XIX in Appendix 7.4), is a mono-numeric metric that summarizes
each case study's depth of field, which is listed in summary Table XIV in section 3. 1 1 for
CSO and in summary Table LXVIII in section 4.7.2 to compare the depth of field across
the four museum case studies.
3.11 Case Study Zero Summary
Table XIV summarizes the mono-numeric metrics for the characterization results
of each image quality parameter of CSO. There is a similar table, Table LXVIII, in
section 4.7.2 with the characterization results of CS1 through CS4. See section 3.1 for
the process used to obtain the target images for CSO and sections 3.2 through 3.10 for
explanations of how the target images were analyzed and the data in Table XIV obtained.
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Table XIV. Summarization of characterization mono-numeric metrics for CSO results.
Imase Oualitv Parameter
Mono-numeric
Metric Value
System Spatial Uniformity
Max AE00 fromMean ofAll Patches
0.10
Tone Reproduction
Mean Gamma ofRGB Channels
N/A
Color Reproduction Accuracy - Spectral Sensitivity
H-Factor (Camera - CIE 2 Observer, Taking Illuminant -
Dso)
0.84
Color Reproduction Accuracy - Target-based
Mean
AE0090th
Percentile ofAll Charts
4.09
Noise - Image
Mean ofRGB Channels Total Signal to Noise Ratio
34.71
Noise - Color
MMCDM
0.71
Dynamic Range
Mean ofRGB Channels ISO DSC Dynamic Range (Density)
3.27
Spatial Cross-talk
Mean ofRGB Channels ofRelative Maximum Difference (%)
5.64
Spatial Frequency Response
Mean ofMean ofRGB Channels Across Four Edges - Area
Under SFR Curve From Frequencies of0.0 to 0.5 cy/pixel
0.399
Color Channel Registration
Mean ofRGB Channels Across Four Edges - Misregistration
Shift (pixels)
0.055
Depth of Field
Mean ofMean ofRGB Channels Across 13 Distances
Normalized by the Largest RGB Channel Mean - Area Under
SFR Curve From Frequencies of 0.0 to 0.5 cy/pixel
0.675
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4. Case Studies
There were four museums chosen for the case studies. They were chosen because
they were early adopters of the direct-digital-capture of artwork. The four case studies,
denoted CS1, CS2, CS3, and CS4, respectively, in the sections that follow, were
performed during the months of June and July of2004. These experimental case studies
were performed in order to benchmark the digital camera systems and imaging
procedures currently used by the cultural heritage community for the digital
documentation and reproduction ofpaintings. There were two parts to the case studies.
The purpose of the first part was to learn about each museum's digital imaging
workflows. The purpose of the second part was to characterize their camera systems.
The images that were analyzed in the second part were representative ofdigital masters.
In the first part, the paintings shown in Figure 45 were used. The procedure used
to analyze the painting images in this part is described in section 4.1. In the second part,
the rest of the testing procedure and targets (see section 3) were used. Differences
between the testing procedure described in section 3 and the case study procedures,
which were caused by time constraints during the case study imaging, are discussed in
section 4.2.
4.1 Procedure Used to Analyze the Colorimetric Accuracy ofCase Study Digital
ImagingWorkflows
In order to analyze the colorimetric accuracy of each case study's digital imaging
workflow, two paintings, the
"flower"
and
"fish" (see Figure 45), were imaged by the
photographer. The two paintings were placed side-by-side (with the fish painting rotated
90
counterclockwise) in the image area when they were imaged. In each case study, the
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photographer was asked to image the pair of paintings as he would a typical painting in
his day-to-day imaging. This included everything from the set-up of the camera and
lights to the processing of the image for storage as a digital master. In CS1, only a digital
master image was stored (see section 4.3.2), in CS2, a camera image, digital master
image and visually corrected image were stored (see section 4.4.2), and in CS3 and CS4,
both a digital master image and a visually corrected image were stored (see sections 4.5.2
and 4.6.2, respectively). The only restriction that was set on the photographer when
imaging the paintings was the exposure settings. They were supposed to be set so that
the Halon, placed above the paintings, had digital count values that were maximum
undipped. When the paintings image was visually corrected in the case studies, both
paintings were corrected as if they were one painting since they both contained the same
pigments.
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Figure 45. Flower (left) and fish (right) paintings used for the analysis of each
museum's digital imaging workflow. Uniform areas ofpigment are marked with
a white circle.
The two paintings, shown in Figure 45, were each painted with 1 1 Gamblin
Artist's Oil Colors paints. There were uniform patch areas on each painting of each oil
paint pigment, which were the same as those used to paint the pigment target used in the
target-based color reproduction accuracy analysis procedure of the testing procedure
characterization. The spectral reflectances of the 22, total, uniform patch areas of the
pigments, marked with a white circle in Figure 45, were measured with a GretagMacbeth
ColorEye XTH hand-held integrating sphere spectrophotometer in the same way as the
color targets used in the target-based color reproduction accuracy analysis procedure of
the testing procedure characterization in section 3.4.2. Figure 46 shows the spectral
reflectances of the 1 1 oil paints used in the two paintings.
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Figure 46. Percent reflectance of 1 1 Gamblin Artist's Oil Colors used in each
painting.
The cobalt blue pigment, one of the 1 1 pigments used in the paintings, is one of
the most difficult pigment colors to reproduce accurately, because it reflects a lot of light
in the lower wavelengths (blue) part of the spectrum and also has a tail in the higher
wavelengths (red). This is why a cobalt blue pigment target was included in the target-
based color reproduction accuracy analysis procedure of the testing procedure
characterization.
The 1 1 uniform areas of pigment of each painting were evaluated in the
colorimetric analysis of the digital imaging workflows. During the imaging at each
museum, if the paintings image was visually edited, then spectroradiometric
measurements were taken of each of the 22 uniform areas of the visually edited image off
of the CRT monitor screen using the PR650 spectroradiometer. These measurements
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were also analyzed. In addition, a white (255, 255, 255) patch was measured in order to
determine the CRT monitor's white point.
Using the profiled digital master in CS1 and both of the profiled digital master
and visually corrected images in CS2 through CS4, the RGB images were first opened in
Adobe Photoshop (the profile that was embedded with each of the images was used
when the image was opened) and converted from RGB images to an Lab images. The
Lab images were saved and their data were used in this analysis. In MATLAB, first the
average values of each of the uniform color patches were obtained from each image.
Then these Lab image data were converted from ICC Lab data to CIELAB data. Using
Equations 6 to 9, the XYZ tristimulus values of the measured spectral reflectance data of
each patch were calculated using the CIE
2
observer and CIE illuminant D50. Then
Equations 1 1 to 13 were used to calculate the CIELAB data of the measured data. The
white point used for this calculation was illuminant D50. The CIELAB image data were
then compared to the spectrophotometrically measured CIELAB data using AE00.
Next, in order to decrease the effect of the lightness errors in the color difference
calculation caused by the exposure level of the image, it was necessary to also compare
the image CIELAB data to the measured data after correcting for this lightness
difference. The lightness correction was made by first calculating XYZ tristimulus
values from the CIELAB image data using Equations 3 to 5 using illuminant D50 as the
white point. This was repeated for the Halon, which was included in the images,
CIELAB image data. Then the Y tristimulus image values were divided by the Y
tristimulus Halon values. CIELAB values were then calculated from these new XYZ
tristimulus image values. This normalized each image so that the Halon was equal to an
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L* value of 100. The lightness corrected CIELAB image data were compared to the
spectrophotometrically measured CIELAB data using AEqq.
Then, the XYZ tristimulus values of the 22 paintings uniform areas and the white
patch were determined by multiplying the array of their measured spectral radiance
values by the array of color-matching functions of the 2 standard observer. Then, using
Equations 11 to 13, the XYZ tristimulus values of the 22 paintings uniform areas were
converted to CIELAB data with the XYZ tristimulus values of the white patch as the
CRT monitor white point. These CIELAB values were compared to the
spectrophotometrically measured CIELAB data using AE^.
In the Results and Discussion sections of CS1 (section 4.3.3), CS2 (section 4.4.3),
CS3 (section 4.5.3), and CS4 (section 4.6.3), three AEqo comparison results are discussed.
They include the comparison of the lightness corrected digital master image, the lightness
corrected visually corrected image (except CS1), and the spectroradiometric CRT
measurements (except CS 1) of the 22 uniform areas of the paintings to the
spectrophotometrically measured data. Also, CIELAB error vector plots (a* vs. b* and
C*ab vs. L*) are included (see Equation 14 for the calculation of C*ab), which show these
three comparisons.
4.2 Differences Between the CSO Testing Procedure and the Museum Case Study
Procedures
Due to the time constraints on the performance of the case studies at the
museums, the testing procedure was slightly modified from the recommended procedures
used in CSO, which are described in section 3. There were three major changes. The first
change was that there were only three exposure levels (one at nominal exposure, one
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underexposed and one overexposed) used when the OECF target was imaged instead of
four exposure levels. The second change was that there were only five images taken of
the noise target instead of eight. Thirdly, instead of determining and using the optimal
exposure time for the imaging of each target, the nominal exposure time that was
determined by the photographer for the paintings image, which caused the digital counts
of the Halon to be maximum undipped, was used throughout the imaging procedure
(except for the spectral sensitivity part) at each museum. Although the basic imaging
procedure was consistent for all four of the museum case studies, they were each still
unique because the photographer had the freedom to follow his normal imaging
procedure and set-up the camera and lights as he would normally when imaging paintings
of a similar size to the targets that were imaged.
4.3 Case Study One
Case study one, CS1, was performed on June 21, 2004.
4.3.1 Case Study One: Digital Imaging System Description
The camera used at the museum's photography studio was a Leica SI Pro (SN:
2286090) digital camera, which is a 3-channel (RGB) tri-linear-array-CCD scanning
camera that scans from top to bottom across the image plane. The maximum native
resolution of the camera is 5140p x 5140p. The lens used was a 100mm f/2.8 Leica
APO-Macro-ELMARIT-Rl lens (SN: 3762982). The filter used between the lens and
CCD was a Leica daylight balancing/IR cut-off filter. This camera is typically used to
image paintings (varnished and unvarnished) and other flat works, such as textiles and
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books, for the purpose of protecting vulnerable originals from use and to include the
digital images in a collection management system. Reproductions are created in the
forms of prints and Internet images. Five people in the photography department at the
museum can operate this camera. The photographer did not receive background training
for this camera system, but he did receive training on the procedure that he follows.
There were four Lowel Scandles lights with reflectors used to light the scene.
These lights simulated daylight illumination. In his day-to-day imaging, the
photographer changes the positions of the lights for every object imaged. Table XV
shows the CCT, chromaticity coordinates, and luminance of this illumination. Figure 47
shows the relative spectral power distribution of the Lowel Scandles lights. These data
were obtained by measuring the Halon, which was placed in the scene, with a calibrated
PR650 spectroradiometer.
Table XV. Lowel Scandles taking illuminant characteristics.
Correlated Color Temperature 4834K
Chromaticity x (CIE
2 Observer) 0.3513
Chromaticity y (CIE
2 Observer) 0.3676
Luminance (CIE2 Observer) 393.3cd/m2
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Figure 41. Relative spectral power distribution of the Lowel Scandles
lights that were used in the CS1 set-up. CIE illuminant D5o is
included for comparison.
The capture software used was Silver Fast Leica SI ver. 5.5.2. The monitor used
was an Apple LCD monitor, on which no visual corrections were made to the images.
The monitor was set so that it had a color depth ofmillions of colors, a resolution of
1024dpi x 760dpi and a 5500K white point.
4.3.2 Case Study One: Imaging Procedure
At the start of the case study, a piece of black foam core board, which was used as
the background during the imaging, was placed on the easel and taped there. Then the
26"
x
22" image area was marked out and the Halon was centrally taped at the top, along
with a case-study-imaging description label. Inside the marked-out area were also placed
the two paintings (flower and fish). The photographer was asked to set up the camera,
lights, and easel in the same way that he would if he were imaging paintings in his usual
everyday imaging at the museum. He was asked to light the entire marked out area. He
used the tiles on the floor to make sure that the lights were equidistant from the easel and
camera and to center the camera with respect to the easel. Because the easel was tilted
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slightly backward, the photographer positioned the camera so that it was tilted slightly
forward facing down on the easel and used a level to make sure that it was parallel to the
easel. The set-up was concluded after the photographer used a light meter to take
incident light measurements over the entire image area to ensure uniform illumination.
Figure 48 shows how the camera and lights were placed in relation to the easel during the
imaging procedure. The labeled distances are approximate.
Figure 48. Schematic ofCS1 -imaging set-up.
After the camera, lights, and easel were set up, the photographer placed the Kodak
Color Separation and Gray Scale targets in between the paintings, which he later used as
a gray balance reference guide. Next, he focused the camera on the two paintings
manually by looking through the viewfinder. He set the lens aperture to f/8 at the
camera. Then the image was scanned in preview mode. The correct scanning exposure
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time was determined remotely, using the Silver Fast Leica SI image capture software's
lightness control, by setting the white of the Kodak Color Separation to approximately
240dc in the range of Ode - 255dc. The photographer was asked to make sure that the
Halon was not clipped. The image was scanned in preview mode again to make sure that
the exposure time was correct and that the Halon was not clipped. The exposure time of
0.1 1601 19s. and aperture off/8 became the nominal exposure settings of the case-study-
imaging session. There was no ISO speed setting available with the Leica SI Pro
camera. The scanning image area was cropped on all four sides of the image in order to
decrease the scanning time. Figure 49 shows approximately where the painting image
was cropped.
Figure 49. CS1 native resolution and cropped
painting image area in pixels.
The image of the paintings was then scanned and automatically exported into
Adobe Photoshop. This image was saved in the IBM PC byte order as a 16-bit RGB tiff
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file. The photographer was then asked to do any corrections to the paintings image that
he would normally do before storing the image as the digital master file. In response to
this, he looked at the image at 100% on his monitor and saved it without applying any
further visual (tone, color, or sharpening) corrections. Figure 50 is a flowchart showing
what processing and color management was applied to this tiff file before it was saved as
the digital master.
Leica Scandles
Profile PPT non-linear ProPhoto RGB
Digital Master
16-bit RGB
Figure 50. Flowchart of CS1 digital imaging workflow. A green background in the
diamond means that the action was performed in the capture software.
A screen shot of the tone curve that was applied in the Silver Fast Leica S 1
capture software is shown in Figure 51.
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Figure 51. Screen shot of the tone curve applied by the CS1 capture software.
The digital master file had an effective resolution of 184ppi and the file size was 101
MB. This concluded the first part of the case study.
In the second part of the case study, the camera and lights set-up remained the
same. Unless otherwise specified, the images taken in the second part were saved as
digital master files with the same digital workflow as shown in Figure 50. The paintings
were replaced by each of the three color-reproduction-accuracy targets (see Figures 25,
26, and 27) one at a time, which were each imaged once at the nominal exposure settings.
The photographer refocused the camera before each image was taken. The cropped area
remained the same as it was for the paintings image. The system spatial-uniformity-gray-
card target, shown in Figure 13, was imaged next, after the photographer refocused. It
was imaged at the nominal exposure settings and in the same cropped area as before. It
was imaged twice. For the second image, the two gray cards were each rotated 180. In
the same way, after refocusing, the spatial cross-talk target, shown in Figure 38, was
imaged next, twice. In the second image, the spatial cross-talk target was rotated 180.
The next target that was imaged after refocusing by the photographer was the spatial-
158
frequency-response target, which is shown on the left side of Figure 39. This target was
also imaged at the nominal exposure settings and in the same cropped image area.
The OECF target, shown in Figure 16, was the next target to be imaged. There
was no need for the photographer to refocus before imaging this target because it was at
the same distance from the camera as the previous target, the SFR target. The cropped
image area was the same as before. This target was imaged three times. It was imaged
once at the nominal exposure settings, a second time overexposed, by setting the aperture
to f/5.6 and keeping the exposure time the same, and a third time underexposed, by,
again, keeping the exposure time the same and setting the aperture to f/16. After the
OECF target was imaged, the camera position was marked and the PR650
spectroradiometer, which was set up on a tripod, was put in its place and aimed at the
OECF target. It was then moved closer to the target in order to fit the area to be
measured by the spectroradiometer inside each of the twelve patches on the OECF chart.
All twelve of the patches were measured from the darkest patch to the lightest patch. The
Halon was also measured. While each patch was being measured by the
spectroradiometer, the rest of the target was masked by placing a piece of opaque black
cardboard over it. After all of the measurements were taken with the spectroradiometer,
the camera was put back in the same position that it was before it was moved.
Next, the SFR target was imaged a second time, but this time the target was
placed in the upper left corner of the same cropped image area that had been used
previously (see Figure 52 below). The photographer did not refocus the camera before
imaging this target. This target was imaged at the nominal exposure settings.
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Figure 52. Placement of the SFR target in the CS1 cropped image
area. The knife-edges used in the analysis are circled in red.
For the next target, the noise target, which is shown in Figure 37, the cropped
image area was changed by cropping the scanned image area so that it only included the
noise chart, not the Halon and museum description. This was done in order to further
reduce the camera's scanning time. Again, there was no need for the photographer to
refocus the camera before imaging this target, because it was at the same distance from
the camera as the previous target. It was imaged at the nominal exposure settings five
times.
The depth of field target was set up on the easel next. Because there were
unwanted shadows on this target, the lights had to be moved closer to each other so that
they illuminated this target more from the front. The lights were the only things that
were changed from the set-up shown in Figure 48 above. The schematic of this new set
up is shown in Figure 53, on the right. The image on the left in Figure 53 is a digital
photograph of this set-up.
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Figure 53. Image (left) and schematic (right) of the CS1 set-up for the depth of field target
imaging.
The scanned image area of this target was cropped so that only the depth of field chart
was inside the cropped image area. This cropping was done; again, to reduce the amount
of time it took to scan the image. The photographer focused on the edge of the center
square, the
3" high square. The exposure time was changed in order to compensate for
the repositioning of the lights. It was determined, again using the Silver Fast Leica SI
software's lightness control by changing the exposure in the prescan so that the white of
the depth of field chart was maximum undipped. The resulting exposure time was
0.055s and the aperture remained at f/8.
The monochromator instrument was the final thing to be imaged. The set-up for
the monochromator imaging is shown in Figure 54.
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Figure 54. Image (left) and schematic (right) of the CS1 set-up for the monochromator instrument
imaging.
There were no lights on when the monochromator was imaged. The photographer
focused the camera so that the opening of the monochromator sphere was in focus. The
aperture was opened all the way up to f/2.8 in order to maximize the amount of light
being imaged by the camera. The optimal exposure time was determined to be 0. 1 16s.
Because the image was scanned from top to bottom, in order to reduce the scanning time,
the camera was aimed at the spot of light coming out of the monochromator, so that it
was centered at the top of the scan. The cropped area was adjusted so that it was slightly
larger than the spot of light. Prior to the monochromator instrument imaging, the color
management was turned off so that no profiles (camera and working space) were
assigned to the images. In other words, the workflow shown in Figure 50 was not used in
this case, except for the automatic tone curve application that the capture software made
to each image, which was overlooked and not turned off, but should have been. This was
done in order to obtain images that were as raw as possible. Thirty-six images were
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taken as the monochromator bandpass peak settings ranged from 380nm to 730nm in
lOnm increments. These images were saved as 16-bit RGB tiffs. Following the imaging,
the PR650 spectroradiometer was used to measure the monochromator at the same
bandpass peak settings that were imaged. This concluded the imaging procedure of case
study one. Before the case study was ended, the photographer was asked to make his best
possible visual match with the Davidson & Hemmendinger Color Rule under the Lowel
Scandles lights.
Subsequent to the CS1 imaging session, the photographer was asked to image a
Macbeth ColorChecker DC target that was correctly exposed, underexposed, and
overexposed, and a gray card that was correctly exposed. These images, like the images
taken of the monochromator instrument, had no profiles assigned to them, but the capture
software applied the tone curve. The ColorChecker DC images were taken at apertures
off/8, f/16, and f/5.6 with a constant exposure time, which was not recorded. The gray
card was imaged at an aperture of f/8 with the same exposure time. The camera, lights,
and easel set-up was similar to that shown in Figure 48, but in this case, only one light
was used on each side, not two.
4.3.3 Case Study One: Results and Discussion
Colorimetric Accuracy ofDigital Imaging Workflow
Figure 55 shows the CIELAB error vector plots between the
spectrophotometrically measured fish painting data and the lightness corrected digital
master fish painting image CIELAB data. Table XVI shows the mean AE,*, of the fish
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and flower paintings between the spectrophotometrically measured data and the lightness
corrected digital master paintings image CIELAB data.
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Figure 55. CS1 CIELAB a* vs. b* (left) and C*ab vs. L* (right) error vector plots of the
fish painting uniform patch areas between the measured patch data (dot) and the digital
master image patch data (point of vector arrow).
Table XVI. CS1 mean AEoo offish and flower paintings'22 total uniform patch areas
between the measured spectral reflectance and the CIELAB data of the digital master
image.
Lab Image Data
Lab Image Normalized to
Halon L* = 100
AEp,
Digital Master Image 12.26 12.22
The AEoo values shown in Table XVI are large. There is a small amount of
improvement in the AEoo value after the lightness correction. The causes of the color
difference error can be seen in Figure 55. In general, the digital master image is more
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chromatic and darker than the measured spectral reflectance data. There is some hue
error, especially in the blue pigments.
System Spatial Uniformity
The results of the system spatial uniformity for CS 1 are shown in Figure 56. A
table of supplemental data, Table 7-1, is in Appendix 7.1.
Y Position X Position
Figure 56. CS1 system spatial uniformity surface plot of % difference
from luminance (Y) mean of gray card target.
In CS1, the photographer used a light meter during the set-up of the lights. The
system spatial uniformity surface plot in Figure 56 shows that there was slightly more
light on the right side of the gray card target image and slightly less light on the left and
upper edges in comparison to the middle of the image.
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Tone Reproduction
The results of the tone reproduction for CS1 are shown in Figure 57. A table of
supplemental data, Table 7-VI, is in Appendix 7.2.
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Figure 57. CS1 OECF curves.
The OECF curves for each channel have a different gamma encoding. The
working space profile, ProPhoto RGB, which the CS1 images get converted to when
opened, has a gamma encoding of 1.8 for all three channels. This means that the images
will get interpreted with a gamma encoding that is different than the gamma encoding of
the image.
Color Reproduction Accuracy
Spectral Sensitivity
In the CS 1 imaging procedure, the OECF target was not imaged with the same
settings as the monochromator images. Instead, the photographer later imaged a Macbeth
ColorChecker DC target that was correctly exposed, underexposed, and overexposed, and
a gray card that was correctly exposed with the same settings used as the monochromator
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images taken during the CS1 imaging session. Relative luminances were determined
based on the measured reflectance of the central ColorChecker DC grayscale chart
patches. In order to obtain the relative luminance data, the Y tristimulus value was first
calculated for each of the 16 grayscale patches using their spectral reflectances, the CIE
2
observer and the spectral power distribution of the taking illuminant (Lowel Scandles)
(see Equation 7 for this calculation). Equation 39 was used to calculate the relative
luminances, /, for each patch of the ColorChecker DC grayscale.
/ = (T/Tmax)*100 (39)
This calculation was performed based on the assumption that the illumination of the
CCDC grayscale was uniform. The plot in Figure 56 of the system spatial uniformity of
CS1 shows that this was an accurate assumption since the camera and lights were set up
the same, so the gray card image was not used. The resulting OECF curves were similar
to the OECF curves in Figure 57 in the range of digital count values that were used in the
monochromator images, so the OECF data shown in Figure 57 was used, instead, to
linearize the monochromator RGB image data.
The relative spectral sensitivity results for CS1 are shown in the left plot of Figure
58 and the relative spectral sensitivity curves rotated to fit the CIE
2
observer color-
matching functions are shown in the right plot. These relative spectral sensitivities are
those of the camera combined with the Leica daylight balancing/IR cut-off filter.
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Figure 58. CS1 relative spectral sensitivities (left) and relative spectral sensitivities
(dotted line) rotated to fit the CIE2 observer (right).
The plots in Figure 58 show that even though an IR cut-off filter was used in the camera,
there was a significant amount of long-wavelength visible radiation being imaged by the
camera. The high amount of sensitivity of the camera to the longer wavelength part of
the spectrum causes a color, such as the cobalt blue pigment, with a significant amount of
reflectance in this part of the spectrum to be imaged more red (purple) in color. The lack
of fit of the relative spectral sensitivities to the CIE2 observer color-matching functions
(shown in the plot on the right of Figure 58) can be explained by the shifts in peak
sensitivities, a stronger (green channel) or weaker (red and blue channels) peak
sensitivity, a negative lobe in the green channel, and less overlap between the channels.
The p-factor results for CS 1 are shown in Table XVII.
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Table XVII. CS1 p-factor results.
Detector
ColorMatching
Functions
Taking Illuminant
(Measured CCT1
Viewing
Illuminant
p-Factor
Camera
CIE 2 Observer
Scandles (4834K)
D50
0.68
D 0.79
CIE2
Observer
Scandles (4834K) 0.82
D50 1.00
The p-factor results in CS1 show that the digital imaging system as a whole, produced a
p-factor of 0.68, which is significantly less than the desired p-factor of 0.90. There is an
improvement in the p-factor when the taking illuminant is not taken into account.
Target-based Color Reproduction Accuracy
In Figure 59, the CIELAB error vector plots are shown between the measured
patch data and the image patch data of the Macbeth ColorChecker for CS1 using the Lab
image data, which was normalized so that the Halon L* equaled 100.
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Figure 59. CS 1 CIELAB a* vs. b* (left) and C*ab vs. L* (right) error vector plots of the
Macbeth ColorChecker between the measured patch data (dot) and the lightness corrected
Lab image patch data (point of vector arrow).
In CS1, the a* vs. b* plot in Figure 59 shows that the more chromatic colors had a larger
error than the neutral colors and these errors were mostly in hue. The errors in the C*ab
vs. L* plot were larger. Generally, the image data are systematically lighter than the
measured data.
Figure 60 is a histogram of the AE^ error distributions of the Macbeth
ColorChecker for CS1, which was evaluated, again, using the lightness corrected Lab
image data.
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Figure 60. CS1 histogram of the AEqo error distributions of the
Macbeth ColorChecker between the measured patch data and the
lightness corrected Lab image patch data.
This graph shows that, since most of the error bars are on the right side, the color
difference errors were relatively high.
In Table XVIII, the mean, standard deviation and the
90th
percentile data are
given for the AE*ab and AE00 data between the measured patch data and the image patch
data for each color reproduction accuracy chart in CS1.
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Table XVIII. CS1 mean, standard deviation, and 90th percentile of the AE*ab and AE00
data between the measured patch data and the image patch data for each color
reproduction accuracy chart.
Lab Image Data Lab Image Normalized to Halon L* = 100
Color
Reproduction
Accuracy
Chart
AE^h AEoo AEfab Moo
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90*
Perc.
Mean
Std.
Dev.
90th
Perc.
ColorChecker
DC
9.48 5.71 17.92 6.68 2.70 10.45 11.11 5.55 18.51 7.98 2.70 11.85
ColorChecker 11.15 4.50 17.77 8.27 2.60 11.84 13.05 4.51 19.98 9.77 2.78 12.92
Esser 11.92 8.41 22.36 7.04 3.13 11.22 13.41 8.40 21.91 8.19 2.82 11.70
Esser
Grayscale
5.67 4.17 10.86 4.50 2.45 7.59 7.37 3.64 10.22 5.73 2.06 7.43
BCRA 12.54 8.06 20.73 8.47 3.81 12.96 14.29 8.19 22.31 9.85 3.91 14.78
Blue
Pigments
15.46 3.67 19.69 10.73 3.02 14.18 16.79 3.49 20.93 11.25 3.30 14.78
Pigment
Target
22.38 22.99 47.39 14.35 12.42 25.82 23.31 22.50 47.37 15.21 11.88 26.01
Kodak Color
Separation
12.70 6.13 20.94 7.68 2.75 11.78 14.03 5.66 21.68 8.63 2.70 12.48
Kodak
Grayscale
7.74 5.04 16.82 6.06 3.06 11.27 8.88 4.44 16.46 6.96 2.69 11.06
IT8 8.54 4.78 14.68 5.48 1.88 8.35 10.38 4.53 16.08 6.83 1.71 9.11
IT8
Grayscale
7.08 2.01 10.65 5.57 1.26 7.15 8.54 1.41 10.44 6.63 1.04 8.07
Mean 11.33 6.86 19.98 7.71 3.55 12.06 12.83 6.57 20.54 8.82 3.42 12.74
What can be seen from this table is that the lightness corrected image data had higher
AE*
h and AEon values in comparison to the measured data than the non-lightness
corrected image data. Also, when comparing the lightness corrected AE00 values, the
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color reproduction accuracy of the Esser Grayscale chart was the most accurate followed
by the IT8 Grayscale chart. The Pigment Target chart was reproduced the least
accurately, followed by the Blue Pigments and the BCRA charts. It is preferred, since
this testing procedure is geared toward imaging paintings, that the Macbeth ColorChecker
DC, the Macbeth ColorChecker, the Blue Pigments, and the Pigment Target charts are
reproduced the most accurately. In this case, the CCDC and CC charts were reproduced
intermediary in accuracy and the Blue Pigments chart and the Pigment Target chart were
reproduced the least accurately compared to the other charts. The mean AE*ab values of
all of the color charts were poor compared to the desired value of 2.00.
Table XIX. CS 1 mean, standard deviation, and 90th percentile of the AE*ab and AEqo data
between the measured patch data and the image patch data for the Macbeth ColorChecker
and ColorChecker DC charts using both the lightness corrected Lab image patch data and
the RGB image patch data (CCDC characterization chart data used to build a linearized
RGB to XYZ 3x3 transform) to determine the CIELAB data.
Color Reproduction
Accuracy Chart
AE*ab AEoo
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
ColorChecker DC
(Lab/Profile)
11.11 5.55 18.51 7.98 2.70 11.85
ColorChecker DC
(RGB/CCDC)
4.73 4.34 8.68 2.97 2.03 6.32
ColorChecker (Lab/Profile) 13.05 4.51 19.98 9.77 2.78 12.92
ColorChecker
(RGB/CCDC)
5.32 3.59 10.12 2.85 1.56 5.12
Table XIX compares the color differences between the image CIELAB data determined
using an embedded profile in Adobe Photoshop (the first evaluation method described
in Section 3.4.2), which are listed in Table XVIII above, and determined using an OECF
linearization combined with a 3x3 RGB to XYZ transform created and optimized with
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the CCDC data (the second evaluation method described in Section 3.4.2). The data in
this table show that the simple 3x3 transformation performed significantly better for both
charts. This means that there can be an improvement in the embedded profile used at the
museum.
Metamerism
Table XX shows the D&H Color Rule metameric match data of CS1. The Lowel
Scandles taking illuminant was the illuminant for all three matches in this case study.
Table XX. CS1 D&H Color Rule metameric matches and the AE*ab or AEoo color
differences of each metameric match as "seen" by the camera and CIE 2 observer under
the Lowel Scandles taking illuminant.
Detector
Metameric
Match
Camera
CIE 2
Observer
Camera
CIE 2
Observer
AE*ab AEoo
Camera U-18 1.03 13.91 0.83 15.70
CIE 2
Observer
K-10 11.92 0.85 14.10 0.86
Photographer H-9 13.86 3.52 15.73 3.77
What can be seen from Table XX is that none of the three detectors had the same match
under the same illuminant, which means that the camera is not
"seeing"
the same colors
of the D&H Color Rule as that of the photographer or the CIE
2
observer. The
difference in the match between the CIE
2
observer and the photographer could be
caused by the photographer having slightly different spectral sensitivities (color-matching
functions), since the CIE
2
observer is only an average human observer response. The
color differences of the CIE
2
observer and photographer's metameric matches as
"seen"
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by the camera are very large, which reiterates the fact that their spectral sensitivities
differ. The same is true for the CIE 2 observer as the detector of the camera match in
CS1.
Noise
Image Noise
Table XXI shows the image noise results of CS1 for each channel and the mean
of all three channels.
Table XXI. CS1 image total, fixed pattern and temporal noise results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Total Average Noise
(DC)
329.28 334.98 458.25 374.17
Total Signal to Noise
Ratio
40.09 38.48 28.97 35.85
Fixed Pattern Average
Noise (DC)
175.06 199.65 310.58 228.43
Fixed Pattern Signal to
Noise Ratio
75.41 64.56 42.74 60.90
Temporal Average
Noise (DC)
278.89 268.99 336.95 294.94
Temporal Signal to
Noise Ratio
47.34 47.91 39.39 44.88
Black Temporal
Average Noise (DC)
327.20 302.39 450.16 359.92
For CS1, the total average noise exceeds the desirable amount ofnoise limit of 257
digital counts in all three channels. Table XXI shows that the blue channel had
significantly more total noise than the other two channels and the red channel had the
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least amount of total noise in CS1 . The amount of temporal noise is greater than the
fixed pattern noise.
Color Noise
Table XXII shows the color noise results for CS1.
Table XXII. CS1 color noise results of selected patches of the Macbeth ColorChecker.
ColorChecker
Patch
Mean Normalized
DC
%Steindard D<
'Norm. D<
.viation MCDM
R G B R G B AE*ab AEo
Red (15) 0.39 0.34 0.28 1.16 1.39 3.06 1.96 1.66
Green (14) 0.73 0.64 0.57 0.45 0.54 0.90 0.99 0.77
Blue (13) 0.48 0.48 0.64 0.77 0.82 0.75 1.15 0.75
Cyan (18) 0.36 0.43 0.27 1.25 0.94 3.18 1.96 1.01
Magenta (17) 0.57 0.52 0.70 0.62 0.75 0.69 1.05 0.63
Yellow (16) 0.62 0.73 0.74 0.52 0.48 0.70 0.99 0.67
White (19) 0.68 0.56 0.20 0.53 0.57 11.79 4.32 1.40
Gray (22) 0.40 0.35 0.63 1.04 1.31 0.77 1.38 0.71
Black (24) 0.68 0.45 0.43 0.51 0.80 1.26 1.19 0.64
Mean 0.76 0.84 2.57
MMCDM 1.67 0.92
The data in Table XXII show that, for the most part, there were small differences
between the amounts of noise of each color patch. The % standard deviation results show
that the red channel had the least amount of color noise and the blue channel had the
most. The AE00 color difference results show that the magenta patch, the black patch and
the yellow patch had the least amount of color noise and the red and white patches had
the most amount of color noise.
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Dynamic Range
Table XXIII shows the dynamic range results of CS1 for each channel and the
mean of all three channels.
Table XXIII. CS1 dynamic range results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
ISO Digital Still Camera
Dynamic Range (Luminance
Ratio)
700.74 749.54 721.26 723.85
ISO Digital Still Camera
Dynamic Range (Density)
2.85 2.87 2.86 2.86
Theoretical Dynamic Range
(Density)
4.81 4.81 4.81 4.81
In CS 1 , the measured dynamic range was significantly less than the theoretical dynamic
range in all three channels. The green channel had the most amount of dynamic range of
the three channels and the red channel had the least.
Spatial Cross-talk
Table XXIV shows, for each channel, the mean linearized value of all 30 gray
patch means, the percent relative maximum difference, and the percent relative standard
deviation values for CS1.
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Table XXIV. CS1 summary of spatial cross-talk results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Mean Linearized DC 0.19 0.19 0.31 0.23
Relative Maximum
Difference (%)
4.49 3.98 9.02 5.83
Relative Standard
Deviation (%)
1.59 1.37 2.92 1.96
The data in Table 7-XI for CS1 in Appendix 7.3 show that the mean digital count value
of a gray patch that is surrounded by white in one image is, for the most part, higher than
the value of the patch in the same position surrounded by black in the other image. This
is always true for the blue channel. This shows that spatial cross-talk is having an effect
on the image. Table XXIV shows that the spatial cross-talk affected the blue channel the
most and the green channel the least in CS1.
Spatial Frequency Response (SFR)
The results of the SFR for CS1 are shown in Figure 61 and Table XXV.
178
Red Channel ^-^ Red Channel
- - - Green Channel
1
Center Horizontal Blue Channel
1
Center Vertical
' ' Blue Channel
0.9 \ 09
08 \ 08
0.7 \ 0.7 \
BE n. ^J. Hall Sampling \ Hall Sampling
A \
05
0.5 \
04
0.3
0.2
0.2 -
0.1 svV 0 1 -
0 I
** ' **=___ ^ ._--.-. - "">-.-s I, ^r_ Tl
0 1 0.2 03 04 05 06 07 0.8 0.9 1 0 1 0.2 0 3 0 4 0.5 0.6 0.7
Frequency (cy/pixel) Frequency (cy'pixal)
^^ Red Channel
,
- - - Green Channel
Corner Horizontal -- Slue Channel Corner Vertical
V-
09
V. 0.9
'
08 \ 0.8 \s .
07
\\.
0 7 .
Eos \ \ Hall SamPUn9 - 06 \ v% Hall Sa\ *'\
mplmg
0.5 \\\ -
0.4 0.4 -
03 \ *V -
02
X. *" 0.2 %v -
tx> -.<->...>5 0 1 V *>.,!, -
0
C
* ^o**^^*:
- - *v_^ 5*^,
0
1 c
i
^^-^^~
-"';
_r -.-__-__-..*__.
0 1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.1 0.2 0 3 0.4 0 5 0.6 0 7 08 09
Frequency (cy/pxel] Frequency (cy/pixel)
Figure 61. CS1 SFR of center horizontal edge (top left), center vertical edge (top right),
upper left corner horizontal edge (bottom left), and upper left corner vertical edge
(bottom right).
Table XXV. CS1 SFR area results.
Edge
Area Under SFR Curve From Frequencies of 0.0 to 0.5cy/pixel
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Center
Horizontal
0.431 0.415 0.395 0.414
Center Vertical 0.474 0.452 0.441 0.455
Corner
Horizontal
0.504 0.550 0.545 0.533
Corner Vertical 0.485 0.548 0.569 0.534
Mean 0.484
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It is evident, from the data shown in Table XXV and Figure 61, that the SFR in
the vertical direction was, generally, better than the SFR in the horizontal direction, more
so in the center of the image area than the corner. Since this camera is a scanning camera
that scans vertically (from top to bottom), this implies that the SFR caused by the linear
array itself was better than the SFR caused by the linear array's scanning. Secondly, the
SFR in the corner (off-axis) was better than the SFR in the center (on-axis) of the cropped
image area. Thirdly, the red channel SFR was higher than the green channel, which was
slightly higher than the blue channel in the center of the image area, but the red channel's
SFR was worse than the blue and green channels in the corner of the image area.
Color ChannelRegistration
Table XXVI shows the results of the color channel registration for CS1.
Table XXVI. CS1 color channel registration results.
Edge
Misregistration Shift ( pixels)
Red Channel Green Channel Blue Channel
Center Horizontal 0.066 0.000 0.527
Center Vertical 0.005 0.000 0.083
Corner Horizontal 0.129 0.000 0.373
Corner Vertical 0.071 0.000 0.305
Maximum 0.129 0.000 0.527
Mean 0.067 0.000 0.322
MeanofRGB Channels 0.130
*Green channel used as reference
It is evident, from the data in Table XXVI, that the blue channel misregistration
shift was much greater than that of the red in comparison to the green channel. The
maximum amount ofmisregistration was approximately half of a pixel, which was on the
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blue channel's center horizontal edge. Out of the four edges, the center vertical edge had
the least amount ofmisregistration shift. The misregistration error on the horizontal
knife-edge was greater than that of the vertical edge in both the center and comer of the
cropped image area. Since this camera is a scanning camera that scans vertically (from
top to bottom), this implies that the misregistration error caused by the linear array itself
was less than that caused by the linear array's scanning.
Depth ofField
Figure 62 shows the plot of the depth of field distance vs. area under the SFR
curve for the vertical edge of each color channel for CS 1 .
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Figure 62. CS1 depth of field area under SFR curve vs.
distance of the vertical edge.
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Differences between the red, green and blue color channels in the plot in Figure
62 were caused by their misregistration shifts (see the Color Channel Registration part of
this section). Two pieces of information can be obtained about the depth of field image
of CS 1 from this plot. One is that the sharpness, and therefore the depth of field, of the
image decreased as the camera-to-subject distance changed. The other is that the
focusing method (looking through the ground glass), which was used to focus on the 3"
high column during the imaging of the depth of field target, was not accurate. Instead of
the focus being at the focus aim point, it was at least 3" farther away from the camera.
4.4 Case Study Two
Case study two, CS2, was performed on July 8-9, 2004.
4.4.1 Case Study Two: Digital Imaging System Description
The camera used at the museum's studio, which was located in an art collection
storage space, was a Phase One PowerPhase FX (SN: EG000472) digital camera, which
is a 3-channel (RGB) tri-linear-array-CCD scanning back camera that scans from left to
right across the image plane. The maximum native resolution of the camera is 10,500p x
12,600p. The scanning back was on a TTI 4x5 view camera body. The lens used was a
150mm Schneider enlarging lens. The filter used behind the lens was a Phase One
tungsten balancing/IR cut-off filter. The camera was set up on a copy stand and the
distance of the lights from the table was adjustable. This camera is typically used to
image paintings (varnished and unvarnished) and other flat works, such as photographs,
prints and drawings, for the purpose of protecting vulnerable originals from use, to
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document conservation treatment, and to include the digital images in a collection
management system. Reproductions are created in the forms of prints and Internet
images. Three people in the photography department at the museum can operate this
camera. Two photographers did the imaging, one on the first day and the other on the
second day. The photographers did receive background training for this camera system.
There were two TTI Reflective Lighting tungsten lights, which each had 4
OSRAM 250W Quartz Halogen photo optic bulbs with diffusers in front of them, used to
light the scene. In his day-to-day imaging, the photographer does not usually change the
positions of the lights when a new object is imaged unless the object being imaged
changes drastically in size. When the light positions are changed, the uniformity of it is
checked with a light meter. Table XXVII shows the CCT, chromaticity coordinates, and
luminance of this illumination. Figure 63 shows the relative spectral power distribution
of the TTI tungsten lights. These data were obtained by measuring the Halon, which was
placed in the scene, with a calibrated PR650 spectroradiometer.
Table XXVII. TTI tungsten taking illuminant characteristics
Correlated Color Temperature 2980K
Chromaticity x
(2 Observer) 0.4419
Chromaticity y
(2 Observer) 0.4119
Luminance (2 Observer) 1274cd/m2
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Figure 63. Relative spectral power distribution of the TTI tungsten lights
that were used in the CS2 set-up.
The capture software used was Image Capture 3.5.2 for Phase One FX. The
monitors used were a Barco monitor, on which the visual corrections were made, and an
Apple LCD display, which was not used to make visual corrections. The Barco monitor
was set so that it had a color depth of millions of colors, a resolution of 1 152dpi x 870dpi
at 80Hz, a gamma of 2.2 and a 5500K white point.
4.4.2 Case Study Two: Imaging Procedure
At the start of the case study on day one, a piece of black board, which was used
as the background during the imaging, was placed on the copy stand table and taped
there. The monochromator instrument was first to be imaged. The set-up for the
monochromator imaging is shown in Figure 64. The labeled distances are approximate.
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Figure 64. Image (left) and schematic (right) of the CS2 set-up for the
monochromator imaging.
There were no lights on when the monochromator was imaged. The photographer
focused the camera so that the opening of the monochromator sphere was in focus. The
aperture was opened all the way up to f/4 in order to maximize the amount of light being
imaged by the camera. The optimal exposure time was determined to be l/10s. The ISO
speed was set to 200 and remained at that setting throughout the entire case study
imaging procedure. In order to reduce the scanning time, the scanned image area was
cropped so that it was slightly larger than the spot of light coming out of the
monochromator. Prior to the monochromator instrument imaging, the color management
was turned off so that no profiles (camera and working space) were assigned to the
images. Also, any automatic corrections that the software would make to the images
were turned off. This was done in order to obtain images that were as raw as possible.
Thirty-six images were taken as the monochromator bandpass peak settings ranged from
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380nm to 730nm in lOnm increments. These images were saved as 16-bit RGB tiffs.
Following the imaging, the PR650 was used to measure the monochromator at the same
bandpass peak settings that were imaged. It was found, during these measurements, that
the monochromator bandpass had shifted down approximately 20nm during shipping. In
other words, when the bandpass peak should have been at 380nm, it was actually at about
360nm. Because of this shift, the PR650 spectroradiometer was not sensitive enough to
measure the 360nm and 370nm bandpass peaks. In the spectral sensitivity analysis, these
bandpass peaks were omitted and only the bandpass peak range of 380nm to 710nm was
analyzed.
Next, the monochromator was removed and the paintings were next to be imaged.
Before the paintings were set-up on the copy stand table, the
26" by 22" image area was
marked out and the Halon was centrally taped at the top, along with the case study-
imaging description label. The two paintings (flower and fish) were then placed inside
the marked-out area. The photographer was asked to set up the camera and lights in the
same way that he would if he were imaging paintings in his usual everyday imaging at
the museum. He was asked to light the entire marked out area. The photographer
decided to leave the lights in the same position that they were from his previous imaging
and he didn't think that it was necessary to check the illumination uniformity with a light
meter. Figure 65 shows how the copy stand was set up for the imaging of the paintings.
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Figure 65. Image (left) and schematic (right) ofCS2-imaging set-up. The OECF target was
being measured by the PR650 spectroradiometer when this image was taken.
After the copy stand was set up, the photographer placed a QpCard 101 in the
scene with the paintings, which he later used as a gray balance reference guide. Next, he
focused the camera on the two paintings manually, using a frequency-based focusing tool
in the image capture software. He set the lens aperture, which was continuous, to f/1 1 at
the camera. Then the image was scanned in preview mode. The photographer was asked
to make sure that the Halon was not clipped in the scanned image. The photographer
determined the exposure time in the image capture software so that the digital count value
of the Halon was maximum undipped. The exposure time of l/20s. and aperture of f/1 1
became the nominal exposure settings of the case-study-imaging session. The ISO speed
setting remained at 200. The scanned image of the paintings was not cropped. The scan
method in the image capture software was set to "high
resolution,"
which scanned the
image so that only half of the pixels were present in the final image. Therefore, the
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image area was half of the native resolution. After the paintings image was scanned, it
was exported from the capture software and saved in the Macintosh byte order as a 16-bit
RGB tiff file. This image is denoted as the "camera" image in Figure 66.
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Figure 66. Flowchart of CS2 digital imaging workflow. A green background in the
diamond means that the action was performed in the capture software. A red background
in the diamond means that the action was performed in Adobe Photoshop.
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The image capture software had automatically applied a tone curve before the
"camera"
image was exported. A screen shot of the linear tone curve that was applied in the Phase
One Image Capture software is shown in Figure 67.
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Figure 67. Screen shot of the tone curve applied by the CS2 capture
software.
The photographer was then asked to do any corrections to the paintings image that
he would normally do before storing the image as the digital master file. In response to
this, the photographer opened the
"camera" image in Adobe Photoshop, assigned a
camera profile to the image and converted it to a working space. This image was saved
as the digital master 16-bit RGB tiff image file (see Figure 66). The digital master file
had an effective resolution of 229ppi and the file size was 189MB. Because the
photographer usually also creates a visually corrected image, he was asked to visually
correct the paintings digital master image and save it. Figure 66 shows what processing
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the photographer did to the visually corrected image before it was saved as a 16-bit RGB
tiff image file. It took the photographer approximately 15 minutes to do the visual
corrections. When this image was visually corrected, both paintings were corrected as if
they were one painting since they both contained the same pigments. During the visual
correction, the photographer turned off the TTI tungsten lights and viewed the paintings
under two "D50" fluorescent lights. The image in Figure 68 shows the photographer
making his visual corrections. Table XXVIII shows the CCT, chromaticity coordinates,
and luminance of the viewing illumination. Figure 69 shows the relative spectral power
distribution of the fluorescent viewing illumination. These data were obtained by
measuring the Halon, that was in the scene, with a calibrated PR650 spectroradiometer.
1
I
1
Figure 68. Image ofCS2 photographermaking visual
corrections to the paintings image.
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Table XXVIII. 4963K fluorescent viewing illuminant characteristics.
Correlated Color Temperature 4963K
Chromaticity x (2 Observer) 0.2540
Chromaticity y (2 Observer) 0.3538
Luminance (2 Observer) 401.7cd/m2
CS2 Viewing Illuminant
4963K Viewing
Illuminant
-D50
380 480 580 680 780
Wavelength (nm)
Figure 69. Relative spectral power distribution of the CS2 viewing
illumination. CIE illuminant D50 is included for comparison.
In the next part of the case study, the copy stand set-up remained the same.
Unless otherwise specified, the images taken in the remainder of the case study were
saved as both "camera" and digital master images with the same digital workflow as
shown in Figure 66. The paintings were replaced by each of the three color-
reproduction-accuracy targets (see Figures 25, 26, and 27) one at a time, which were each
imaged once at the nominal exposure settings. The photographer refocused the camera
before each image was taken. The scanned image area remained uncropped for these
images. The system-spatial-uniformity-gray-card target, shown in Figure 13, was imaged
next, after the photographer refocused. It was imaged at the nominal exposure settings
and in the same, uncropped area as before. It was imaged twice. For the second image,
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the two gray cards were each rotated 180. In the same way, after refocusing, the spatial
cross-talk target, shown in Figure 38, was imaged next, twice. In the second image, the
spatial cross-talk target was rotated 180.
The next target that was imaged by the photographer was the noise target, which
is shown in Figure 37. It was not necessary to refocus the camera before imaging this
target because it was the same distance from the camera as the previous target. The
image scanning area was cropped down so that the scanning time was decreased. It was
imaged at the nominal exposure settings five times. The spatial-frequency-response
target, shown in the left image in Figure 39, was the next target to be imaged. Again,
there was no need for the photographer to refocus the camera before this target was
imaged. This target was scanned, uncropped, at the nominal exposure settings. The SFR
target was then imaged a second time at the nominal exposure settings, but this time the
target was placed in the upper left corner of the uncropped image area (see Figure 70
below). The photographer did not refocus the camera before imaging the SFR target
again.
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Figure 70. Placement of the SFR target in the
CS2 uncropped image area. The knife-edges
used in the analysis are circled in red.
This concluded the imaging on the first day of the case study. Before the case
study was ended for the day, the photographer was asked to make his best possible visual
match with the Davidson & Hemmendinger Color Rule under the TTI tungsten lights.
On the second day ofCS2, a different photographer did the imaging. The first
target that she imaged was the OECF target, shown in Figure16. The photographer made
sure that the target was in sharp focus and the scanned image area remained uncropped.
This target was imaged three times. It was imaged once at the nominal exposure settings,
a second time overexposed, by setting exposure time to 1/1Os. and keeping the aperture
the same, and a third time underexposed, by, again, keeping the aperture the same and
setting the exposure time to l/60s. The OECF target was then imaged three more times
at the same exposure settings as before. This time, like the monochromator instrument
imaging, the color management was turned off so that no profiles (camera and working
space) were assigned to the images. Also, any automatic corrections that the software
would make to the images were turned off. These three images were saved as 16-bit
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RGB tiffs. After the OECF target was imaged, it was measured with the PR650
spectroradiometer, whichwas set up on a tripod at an angle to the OECF target that was
approximately the same as the camera. All twelve of the patches were measured from the
darkest patch to the lightest patch. The Halon was also measured. While each patch was
being measured by the spectroradiometer, the rest of the target was masked by placing a
piece ofopaque black cardboard over it. After all of the measurements were taken with
the spectroradiometer, it was removed.
Before the depth of field target was imaged next, the settings were returned to the
same settings as the first set ofOECF images, which is the same as the "camera" and
digital master file, shown in Figure 66. Because there were unwanted shadows on the
depth of field target, the lights had to be moved closer to each other so that they
illuminated this target more from above. The lights were the only things that were
changed from the set-up shown in Figure 65 above. The schematic of the new set-up is
shown in Figure 71 .
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Figure 71. Schematic of the CS2 set-up for the depth of field
target imaging.
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The photographer focused on the edge of the center square, the
3" high square. The
exposure time was changed in order to compensate for the repositioning of the lights.
The new exposure time was l/40s. and the aperture remained the same. This concluded
the imaging procedure of case study two. After the imaging procedure was finished,
measurements were made off of the monitor with the PR650 spectroradiometer. First, the
visually corrected paintings image was opened in Adobe Photoshop with the embedded
HUAM-RGB profile used and the eleven uniform patches of pigment of each painting
were zoomed in on and measured. Then the digital master image with the ColorChecker
target in it was opened with the embedded HUAM-RGB profile used and each of the 24
patches were measured. Next, the ColorChecker digital master image was cropped down
and, using the paint bucket tool, was filled with red (255, 0, 0), green (0, 255, 0), blue (0,
0, 255), white (255, 255, 255), black (0, 0, 0), and grays with equal digital values of 24,
48, 90, 180, and 224, consecutively. Each of these colors were measured with the PR650
spectroradiometer. Finally, the Halon was placed on the monitor and the ambient room
light that was hitting the monitor was measured. Before the case study was ended, the
photographer was asked to make her best possible visual match with the Davidson &
Hemmendinger Color Rule under the TTI tungsten lights.
4.4.3 Case Study Two: Results and Discussion
Colorimetric Accuracy ofDigital Imaging Workflow
Figure 72 shows the CIELAB error vector plots between the
spectrophotometrically measured fish painting data and the lightness corrected digital
master fish painting image CIELAB data, between the lightness corrected digital master
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fish painting image CIELAB data and the lightness corrected visually corrected fish
painting image CIELAB data, and between the spectrophotometrically measured fish
painting data and the CIELAB data obtained from the CRT spectral radiance
measurements of the non-lightness corrected visually corrected image. Table XXIX
shows the mean AE^ of the fish and flower paintings between the spectrophotometrically
measured data and the lightness corrected digital master paintings image CIELAB data,
the lightness corrected visually corrected paintings image CIELAB data and the CRT
spectral radiance measurement CIELAB data.
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Figure 72. CS2 CIELAB a* vs. b* (left) and C*ab vs. L* (right) error vector plots of the
fish painting uniform patch areas between the measured patch data (dot) and the 1.
Digital master image patch data (point of black vector arrow), 2. Visually corrected
image patch data (point of green vector arrow), and 3. Spectroradiometric measurements
of the CRT monitor of the non-lightness corrected visually corrected image patch data
(point of blue vector arrow).
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Table XXIX. CS2 mean AEoo offish and flowerpaintings'22 total uniform patch areas
between the measured spectral reflectance and the CIELAB data of the digital master
image, visually corrected image, and the CRT spectroradiometric measurements of the
visually corrected image.
Lab Image Data
Lab Image Normalized to
Halon L* = 100
AE0
Digital Master Image 6.87 4.01
Visually Corrected Image 6.94 7.58
CRT Measurements 5.75 N/A
Since the purpose of visual editing the digital master image is to improve its color
accuracy (make it appear more like the original), it would be expected that the AE^ of the
visually corrected image would be less than the digital master image. It would also be
expected that the green error vectors would be the same length as, but in the exact
opposite direction than the black vectors in Figure 72, that is, aiming back to the
spectrophotometrically-measured values depicted by the colored dots. The results show
that the AE^, of the visually corrected image is larger than that of the digital master
image. The green vectors should point to the measured values (colored dots) in Figure
72, but, for the most part, they do not. Also, it would be expected, if the monitor was
calibrated accurately, that the CRT blue error vectors would point to the
same place as the visually corrected image green vectors, which means that the
photographer would see the same colors on the monitor that are in the visually corrected
image file. This is not always the case, as can be seen in Figure 72. Even though there
were inaccuracies of the monitor calibration, the AE^, of the CRT measurements were
smaller than those of the digital master, which shows that the photographer did improve
the color of the image on the monitor, but those improvements did not get stored in the
visually edited image file itself, which will be viewed
later on a different monitor.
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The AEqo values shown in Table XXIX are not very large. There is a small
amount of improvement in the AEqo value after the lightness correction for the digital
master image, but the color difference gets larger after the lightness correction of the
visually corrected image. The causes of the color difference error can be seen in Figure
72. Overall, the error vectors are short (the amounts of error are small). In general, the
digital master image is slightly less chromatic and darker than the measured spectral
reflectance data, and the visually corrected image is more chromatic than the measured
spectral reflectance data and the digital master image.
System Spatial Uniformity
The results of the system spatial uniformity for CS2 are shown in Figure 73. A
table of supplemental data, Table 7-II, is in Appendix 7. 1. The camera image of the gray
card target was used for this analysis.
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Figure 73. CS2 system spatial uniformity surface plot of % difference
from luminance (Y) mean of gray card target.
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In CS2, the photographer did not use a light meter during the set-up of the copy
stand lights. The system spatial uniformity surface plot in Figure 73 shows that there was
a hot spot on the right side of the gray card target image and much less light on the left
and upper edges in comparison to the middle of the image.
Tone Reproduction
The results of the tone reproduction for CS2 are shown in Figure 74. A table of
supplemental data, Table 7-VII, is in Appendix 7.2. The digital master images of the
OECF target were used for this analysis.
Red (1-2.24) Green (y~1.89) Blue (y-1.97)
0.2 0 4 0.6 0
Normalized DC
0.2 0.4 0.6 0.8
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Normalized DC
Figure 74. CS2 OECF curves.
The OECF curves for each channel have a different gamma encoding. The
photographer clipped the green channel at a digital count value that was less than the
maximum during the imaging. The working space profile, HUAM-RGB-D5o-2.2 gamma-
7-01, which the CS2 images get converted to when opened, has a gamma encoding of 2.2
for all three channels. This means that the images will get interpreted with a gamma
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encoding that is different than the gamma encoding of the image, except for the red
channel.
Color Reproduction Accuracy
Spectral Sensitivity
The relative spectral sensitivity results for CS2 are shown in the left plot of Figure
75 and the relative spectral sensitivity curves rotated to fit the CIE
2
observer color-
matching functions are shown in the right plot. These relative spectral sensitivities are
those of the camera combined with the Phase One tungsten balancing/IR cut-off filter.
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Figure 75. CS2 relative spectral sensitivities (left) and relative spectral sensitivities
(dotted line) rotated to fit the CIE
2
observer (right).
From the plots in Figure 75, one can infer that there was a significant amount of UV
radiation being imaged by the camera since the spectral sensitivities increase at 380 and
390 nm. The lack of fit of the relative spectral sensitivities to the CIE
2
observer color-
matching functions (shown in the plot on the right of Figure 75) can be explained by the
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shifts in peak sensitivities, a weaker (green and blue channels) peak sensitivity, and a
negative lobe in each of the channels.
The p-factor results for CS2 are shown in Table XXX.
Table XXX. CS2 p-factor results.
Detector
ColorMatching
Functions
Taking Illuminant
(Measured CCT)
Viewing
Illuminant
p-Factor
Camera
CIE 2 Observer
TTI tungsten (2980K)
D50
0.79
D,n 0.82
CIE 2
Observer
TTI tungsten (2980K) 0.98
D,n 1.00
The p-factor results in CS2 show that the digital imaging system as a whole, produced a
p-factor of 0.79, which is less than the desired p-factor of 0.90. There is a slight
improvement in the p-factor when the taking illuminant is not considered. The effect of
just the taking illuminant further greatly increases the p-factor.
Target-based Color ReproductionAccuracy
In Figure 76, the CIELAB error vector plots are shown between the measured
patch data and the image patch data of the Macbeth ColorChecker for CS2 using the Lab
image data, which was normalized so that the Halon
L* equaled 100. The camera images
of the color targets were used for this analysis.
202
a*
vsb
100
50
h 0
-50
-100
100r
Chroma vs Lightness
_ >w "*
60
J> ~V>
40
20*
-100 -50 0
a*
50 100 20 40 60 80 100 120
C*ab
Figure 76. CS2 CIELAB a* vs. b* (left) and C*ab vs. L* (right) error vector plots of the
Macbeth ColorChecker between the measured patch data (dot) and the lightness corrected
Lab image patch data (point of vector arrow).
In CS2, the a* vs. b* plot in Figure 76 shows that the more chromatic colors had a larger
error than the neutral colors. Both plots show that, in general, the errors were caused by
the image data being systematically less chromatic than the measured data.
Figure 77 is a histogram of the AEoo error distributions of the Macbeth
ColorChecker for CS2, which was evaluated, again, using the lightness corrected Lab
image data.
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Figure 77. CS2 histogram of the AEqo error distributions of the
Macbeth ColorChecker between the measured patch data and the
lightness corrected Lab image patch data.
This graph shows that, since most of the error bars are on the left side, the color
difference errors were relatively low in comparison to the other case studies.
In Table XXXI, the mean, standard deviation and the 90th percentile data are
given for the AE*ab and AE00 data between the measured patch data and the image patch
data for each color reproduction accuracy chart in CS2.
204
Table XXXI. CS2 mean, standard deviation, and 90th percentile of the AE*ab and AE00
data between the measured patch data and the image patch data for each color
reproduction accuracy chart.
Lab Image Data Lab Image Normalized to Halon L* = 100
Color
Reproduction
Accuracy
Chart
M_tab AEoo AEfab Aioo
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
ColorChecker
DC
8.22 4.87 13.37 4.99 1.58 6.82 7.52 3.54 10.93 5.26 1.38 7.04
ColorChecker 8.96 4.97 15.70 4.15 1.37 5.83 8.87 2.45 12.80 6.07 1.25 7.69
Esser 10.81 4.45 16.30 6.79 2.76 8.74 5.60 3.61 10.62 3.13 2.37 4.71
Esser
Grayscale
7.00 1.08 8.03 6.09 0.82 6.79 4.08 1.32 5.92 3.93 0.96 5.24
BCRA 10.70 7.24 21.23 4.98 2.31 7.01 10.62 4.88 17.17 6.58 2.14 9.09
Blue
Pigments
6.16 0.46 6.79 3.97 0.46 4.64 5.56 0.38 5.98 4.22 0.54 5.03
Pigment
Target
12.40 6.07 21.49 6.53 2.17 8.59 8.25 3.87 12.71 4.59 1.92 7.18
Kodak Color
Separation
9.71 4.37 16.98 6.15 1.79 9.10 6.04 3.58 12.19 4.03 2.35 7.97
Kodak
Grayscale
5.73 0.93 7.18 4.88 0.84 6.01 3.60 1.08 5.31 3.52 1.08 5.21
IT8 10.24 3.50 14.68 6.57 1.11 7.96 6.06 3.60 10.84 3.59 1.78 6.32
IT8
Grayscale
6.23 2.22 9.34 5.57 1.77 8.40 5.77 3.06 10.37 5.11 2.32 8.52
Mean 8.74 3.65 13.74 5.52 1.54 7.26 6.54 2.85 10.44 4.55 1.64 6.73
What can be seen from this table is that the lightness corrected image data had lower
AE*
h and AEn0 values in comparison to the measured data than the non-lightness
corrected image data. Also, when comparing the lightness corrected AE00 values, the
color reproduction accuracy of the Esser chart was the most accurate followed by the
205
Kodak Grayscale chart. The BCRA chart was reproduced the least accurately, followed
by the ColorChecker and the ColorChecker DC charts. It is preferred, since this testing
procedure is geared toward imaging paintings, that the Macbeth ColorChecker DC, the
Macbeth ColorChecker the Blue Pigments and the Pigment Target charts are reproduced
the most accurately. In this case, the CCDC and CC charts were reproduced very
inaccurately and the Blue Pigments and the Pigment Target charts were reproduced
intermediary in accuracy compared to the other charts. The mean AE*ab values of all of
the color charts were inadequate compared to the desired value of 2.00.
Table XXXII. CS2 mean, standard deviation, and 90th percentile of the AE*ab and AEqo
data between the measured patch data and the image patch data for the Macbeth
ColorChecker and ColorChecker DC charts using both the lightness corrected Lab image
patch data and the RGB image patch data (CCDC characterization chart data used to
build a linearized RGB to XYZ 3x3 transform) to determine the CIELAB data.
Color Reproduction Accuracv
Chart (Image
Data/Transformation)
AE*ab Moo
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
ColorChecker DC (Lab/Profile) 7.52 3.54 10.93 5.26 1.38 7.04
ColorChecker DC (RGB/CCDC) 5.26 3.74 9.66 3.41 1.90 6.02
ColorChecker (Lab/Profile) 8.87 2.45 12.80 6.07 1.25 7.69
ColorChecker (RGB/CCDC) 6.65 3.48 11.71 4.75 2.58 9.31
Table XXXII compares the color differences between the image CIELAB data
determined using an embedded profile in Adobe Photoshop (the first evaluation method
described in Section 3.4.2), which are listed in Table XXXI above, and determined using
an OECF linearization combined with a 3x3 RGB to XYZ transform created and
optimized with the CCDC data (the second evaluation method described in Section
3.4.2). The data in this table show that the simple 3x3 transformation performed better
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for both charts. This means that there can be an improvement in the embedded profile
used at this museum.
Metamerism
Table XXXIII shows the D&H Color Rule metameric match data of CS2. The
TTI tungsten taking illuminant was the illuminant for all three matches in this case study.
The camera image of the D&H Color Rule was used for this analysis.
Table XXXIII. CS2 D&H Color Rule metameric matches and the AE*ab or AEoo color
differences of each metameric match as "seen" by the camera and CIE 2 observer under
the TTI tungsten taking illuminant.
Detector
Metameric
Match
Camera
CIE 2
Observer
Camera
CIE 2
Observer
AE*ab AEo
Camera U-13 0.76 7.33 0.63 4.96
CIE 2
Observer Q-14 5.33 0.52 4.24 0.61
Photographer 0-12 5.48 3.79 5.52 4.52
What can be seen from Table XXXIII is that none of the three detectors had the same
match under the same illuminant, which means that the camera is not
"seeing"
the same
colors of the D&H Color Rule as that of the photographer or the CIE
2
observer. The
difference in the match between the CIE
2
observer and the photographer could be
caused by the photographer having slightly different spectral sensitivities (color-matching
functions), since the CIE
2
observer is only an average human observer response. The
color differences of the CIE
2
observer and photographer's metameric matches as
"seen"
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by the camera are large, which reiterates the fact that their spectral sensitivities differ.
The same is true for the CIE2 observer as the detector of the camera match in CS1.
Noise
Image Noise
Table XXXIV shows the image noise results of CS2 for each channel and the
mean of all three channels. The digital master images of the noise target were used for
this analysis.
Table XXXIV. CS2 image total, fixed pattern and temporal noise results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Total Average Noise
(DC)
697.97 616.57 844.14 719.56
Total Signal to Noise
Ratio
13.93 16.04 12.51 14.16
Fixed Pattern Average
Noise (DC)
617.03 580.05 763.16 653.41
Fixed Pattern Signal to
Noise Ratio
15.75 17.05 13.83 15.54
Temporal Average
Noise (DC)
326.26 209.06 360.78 298.70
Temporal Signal to
Noise Ratio
29.79 47.32 29.26 35.46
Black Temporal
Average Noise (DC)
390.36 178.18 323.77 297.44
For CS2, the total average noise greatly exceeds the desirable amount ofnoise limit of
257 digital counts in all three channels. Table XXXIV shows that the blue channel had
significantly more total noise than the other two channels and the green channel had the
least amount of total noise in CS2. The amount of temporal noise is significantly less
than the fixed pattern noise.
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Color Noise
Table XXXV shows the color noise results for CS2. The camera image of the
Macbeth ColorChecker chart was used for this analysis.
Table XXXV. CS2 color noise results of sel ected patches of the Macbeth ColorChecker.
ColorChecker
Patch
Mean Normalized
DC
% Standard Deviation
(Norm. DC)
MCDM
R G B R G B AE*ab 4Eo
Red (15) 0.33 0.26 0.22 2.18 1.58 1.97 1.48 1.30
Green (14) 0.63 0.51 0.45 1.20 0.92 1.04 1.30 1.05
Blue (13) 0.35 0.41 0.49 2.10 1.09 0.92 1.47 1.24
Cyan (18) 0.29 0.35 0.25 2.73 1.33 1.96 1.60 1.05
Magenta (17) 0.43 0.43 0.53 1.76 1.03 0.89 1.43 1.19
Yellow (16) 0.44 0.64 0.61 1.74 0.75 0.79 1.36 0.81
White (19) 0.63 0.39 0.22 1.18 1.25 2.42 1.42 0.77
Gray (22) 0.26 0.31 0.47 2.91 1.56 1.01 1.62 0.91
Black (24) 0.62 0.30 0.31 1.17 1.42 1.44 1.38 0.78
Mean 1.89 1.21 1.38
MMCDM 1.45 1.01
The data in Table XXXV show that there were small differences between the amounts of
noise of each color patch. The % standard deviation results show that the green channel
had the least amount of color noise and the red channel had the most. The AE00 color
difference results show that the black patch and the yellow patch had the least amount of
color noise and the red and blue patches had the most amount of color noise.
Dynamic Range
Table XXXVI shows the dynamic range results of CS2 for each channel and the
mean of all three channels. The digital master images of the noise target were used for
this analysis.
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Table XXXVI. CS2 dynamic range results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
ISO Digital Still Camera
Dynamic Range (Luminance
Ratio)
395.03 930.94 595.49 640.49
ISO Digital Still Camera
Dynamic Range (Density)
2.60 2.97 2.77 2.81
Theoretical Dynamic Range
(Density)
4.81 4.81 4.81 4.81
In CS2, the measured dynamic range was significantly less than the theoretical dynamic
range in all three channels. The green channel had significantly more dynamic range
than the other two channels and the red channel had the least amount of dynamic range.
Spatial Cross-talk
Table XXXVII shows, for each channel, the mean linearized value of all 30 gray
patch means, the percent relative maximum difference, and the percent relative standard
deviation values for CS2. The digital master images of the spatial cross-talk target were
used for this analysis.
Table XXXVII. CS2 summary of spatial cross-talk resu ts.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Mean Linearized DC 0.23 0.35 0.32 0.30
Relative Maximum
Difference (%)
5.63 5.40 8.54 6.52
Relative Standard
Deviation (%)
1.98 2.00 3.27 2.42
The data in Table 7-XII for CS2 in Appendix 7.3 show that the mean digital count value
of a gray patch that is surrounded by white in one image is always higher than the value
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of the patch in the same position surrounded by black in the other image. This shows that
spatial cross-talk is having an effect on the image. Table XXXVII shows that the spatial
cross-talk affected the blue channel the most in CS2.
Spatial Frequency Response (SFR)
The results of the SFR for CS2 are shown in Figure 78 and Table XXXVIII. The
digital master images of the resolution target were used for this analysis.
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Figure 78. CS2 SFR of center horizontal edge (top left), center vertical edge (top right),
upper left corner horizontal edge (bottom left), and upper left comer vertical edge
(bottom right).
Table XXXVIII. CS2 SFR area results.
Edge
Area Under SFR Curve From Frequencies of 0.0 to 0.5cy/pixel
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Center
Horizontal
0.617 0.724 0.637 0.659
Center Vertical 0.546 0.657 0.563 0.589
Corner
Horizontal
0.630 0.677 0.642 0.650
CornerVertical 0.572 0.593 0.528 0.565
Mean 0.616
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It is evident, from the data shown in Table XXXVIII and Figure 78, that the SFR
in the horizontal direction was better than the SFR in the vertical direction. Since this
camera is a scanning camera that scans horizontally (from left to right), this implies that
the SFR caused by the linear array itself was better than the SFR caused by the linear
array's scanning. Secondly, the SFR in the center (on-axis) was about equal, generally,
to the SFR in the corner (off-axis) of the uncropped image area. It varies, depending on
the channel. Thirdly, the green channel SFR was higher than both the red and blue
channels in the center and corner of the image area.
Color Channel Registration
Table XXXIX shows the results of the color channel registration for CS2. The
digital master images of the resolution target were used for this analysis.
Table XXXIX. CS2 color channel registration results.
Edge
Misregistration Shift (pixels)
Red Channel Green Channel Blue Channel
Center Horizontal 0.266 0.000 0.267
Center Vertical 0.332 0.000 0.304
Corner Horizontal 0.098 0.000 0.111
Corner Vertical 0.007 0.000 0.252
Maximum 0.332 0.000 0.304
Mean 0.176 0.000 0.234
MeanofRGB Channels 0.136
Note: Green channel used as reference
It is evident, from the data in Table XXXIX, that, generally, the amount of
misregistration shift was about the same for the red and blue channels in comparison to
the green channel. The maximum amount ofmisregistration was less than 0.4 pixels.
Out of the four edges, the center vertical edge had the most amount ofmisregistration
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shift. The misregistration error on the vertical knife-edge was, generally, greater than
that of the horizontal edge in both the center and comer of the uncropped image area.
Since this camera is a scanning camera that scans horizontally (from left to right), this
implies that the misregistration error caused by the linear array itself was less than that
caused by the linear array's scanning.
Depth ofField
Figure 79 shows the plot of the depth of field distance vs. area under the SFR
curve for the horizontal edge of each color channel for CS2. The camera image of the
depth of field target was used for this analysis.
Figure 79. CS2 depth of field area under SFR curve vs.
distance of the horizontal edge.
Differences between the red, green and blue color channels in Figure 79 were caused by
their misregistration shifts (see the Color Channel Registration part of this section). Two
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pieces of information can be obtained about the depth of field image of CS2 from this
plot. One is that the sharpness, and therefore the depth of field, of the image decreased as
the camera-to-subject distance changed. The other is that the focusing method (using a
frequency tool in the image capture software), which was used to focus on the
3" high
column during the imaging of the depth of field target, was reasonably accurate. The
focus point was only about
0.25" further away from the camera than it should have been.
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4.5 Case Study Three
Case study three, CS3, was performed on July 14-15, 2004.
4.5.1 Case Study Three: Digital Imaging System Description
The camera used at the museum's studio was a Sinar Sinarback 54H (SN:
26108654HFO) digital back camera, which is a 3-channel (RGB) area array CCD
camera. The maximum native resolution of the camera is 4,080p x 5,440p. The digital
back was on a Horseman 4x5 view camera body, which had a Rollie electronic shutter.
The lens was a 100mm f/4 Rodenstock Apo Sironar digital HR lens. The filter used
between the CCD and the lens was a Sinar IR cut-off filter. This camera is typically used
to image paintings (varnished and unvarnished) and other flat works, such as photographs
and large works on paper not suitable for imaging on a copy stand, for the purpose of
protecting vulnerable originals from use, to document conservation treatment, and to
include the digital images in a collection management system. Reproductions are created
in the forms of prints and Internet images. One person in the photography department at
the museum can operate this camera. The photographer did not receive official
background training for this camera system, but was helped by the sales person who sold
them the camera.
There were four Speedotron (Model: MW20QC) Xenon strobe lights in a 202VF
light unit used to light the scene. These strobe lights had a UV correction filter over the
bulb. In his day-to-day imaging, the photographer does not change the positions of the
lights unless the object being imaged changes drastically in size. Table XL shows the
CCT and chromaticity coordinates of this illumination without the UV correction filter
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over the bulb. Figure 80 shows the relative spectral power distribution of the MW20QC
strobe lights, also without the UV correction filter over the bulb. These data were
obtained from the bulb manufacturer, because it could not be measured with the PR650
spectroradiometer.
Table XL. Speedotron MW20QC Xenon strobe taking
illuminant (without UV correction filter) characteristics.
Correlated Color Temperature 6628K
Chromaticity x (2 Observer) 0.3127
Chromaticity y (2 Observer) 0.3145
CS3 Taking Illuminant
2.0
0.0
MW20QC Xenon
Strobes w/o UV
D65
380 480 580 680
Wavelength (nm)
780
Figure 80. Relative spectral power distribution of the Speedotron strobe
lights (without the UV correction filter) used in the CS3 set-up. CIE
illuminant D65 is included for comparison.
The capture software used was Sinar CaptureShop 4.0.15. The monitor used was
a Sony Artisan monitor, on which the visual corrections were made. This monitor was
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set so that it had a color depth ofmillions of colors, a resolution of 1 152dpi x 870dpi at
75Hz, a gamma of 1 .8 and a 5400K white point.
4.5.2 Case Study Three: Imaging Procedure
At the start of the case study on day one, a piece of black board, which was used
as the background during the imaging, was placed on the easel and clamped there. This
board was approximately the size of the
26"
x
22"
marked out area, so it defined the
image area. The Halon was centrally taped to the top of the board, along with a case-
study-imaging description label. The two paintings (flower and fish) were placed in front
of the black board below the Halon and description label. The photographer was asked to
set up the camera, lights, and easel in the same way that he would if he were imaging
paintings in his usual everyday imaging at the museum. He was asked to light the entire
black board. The photographer used the tiles on the floor to make sure that the lights
were equidistant from the easel and the camera and to center the camera with respect to
the easel. The camera monopod was set up on a track in the middle of the room. The
photographer used a level to make sure that it was parallel to the easel. The photographer
decided to leave the lights in the same position that they were from his previous imaging.
The two lights on the left, when facing the easel, were set to 1 1/3 stops brighter than the
two lights on the right, using the power supply box, for the purpose of increasing contrast
and sharpness in the images. The illumination uniformity was not checked with a light
meter. Figure 8 1 shows how the camera and lights were placed in relation to the easel
during the imaging procedure. The labeled distances are approximate.
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Figure 81. Schematic of the CS3-imaging set-up.
After the camera, lights, and easel were set up, the photographer placed a gray
card to the left of the paintings, which he later used for gray balancing, or neutralizing.
Next, he created a shading reference, which is controlled using the Sinar CaptureShop
software. The photographer pulled a piece of light gray seamless paper down in front of
the paintings, which he used to create the shading reference (Sensor+Lens+Scene). This
shading reference is used to automatically correct for illumination or spatial non-
uniformity when an image is taken with the Sinarback 54H. Next, he focused the camera
on the two paintings manually by looking at a magnified area of the live image preview.
He set the lens aperture to f/1 7.8 at the camera. He took a four-shot image of the
paintings. He used the n-picker tool in the image capture software to neutralize the image
by clicking on the gray card. The photographer was asked to determine the nominal
exposure time by making sure that the Halon was not clipped. He determined the
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exposure time by reimaging the paintings and reneutralizing the images until the digital
count value of the Halon was maximum undipped. The exposure time (controlled at the
camera), which was equivalent to the integration time (controlled in the image capture
software) was l/15s. This exposure time and the f/17.8 aperture became the nominal
exposure settings of the case-study-imaging session. The ISO speed was set to 25 and
remained there for the rest of the imaging procedure. The paintings image that was
exposed at the nominal exposure was then exported and saved in the IBM PC byte order
as a 16-bit tiff file. This image was called the digital master. Figure 82 shows what was
automatically applied to the digital master in the image capture software before it was
saved. The neutralizing, as described above, was done manually by the photographer.
Other than assigning a camera profile (created in CaptureShop using a Macbeth
ColorChecker DC target), applying the shading reference, unsharp masking, and
converting the image to the ProPhoto RGB working space profile, there were a few other
settings in the CaptureShop software that also got automatically applied to the digital
master image. The saturation was set to 100%, the tone curve was set to linear, the amore
SW was set to one, the color alchemist was set to medium, the flash was set to early, the
light meter setting was set to underexposed, and the adaptive compensation was on. Dark
correction was also performed automatically for every image by the image capture
software. The digital master file had an effective resolution of 173ppi and the file size
was 129MB.
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Sinar 54H
made using
CCDC target
correct
illumination
non-uniformity
using n-picker in
camera soft.
increase
contrast
Digital Master
ProPhoto RGB
amt: 300%
radius: 0.3p
threshold: Olevels
8-bit RGB
Visual correction under 5407K. lights on Sony Artisan monitor
Figure 82. Flowchart of CS3 digital imaging workflow. A green background in the
diamond means that the action was performed in the capture software. A red background
in the diamond means that the action was performed in Adobe Photoshop.
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Because the photographer usually creates a visually corrected image, he was
asked to visually correct the paintings digital master image and save it. Figure 82 shows
what processing the photographer did to the visually corrected image before it was saved
as an 8-bit tiff image file. Prior to the visual processing, the photographer opened the
digital master image in Adobe Photoshop. The photographer's reasoning behind
increasing the contrast and saturation was that, in his opinion, people preferred the digital
images when they resembled a chrome transparency in appearance. The image had to be
converted to an 8-bit image, because the version ofAdobe Photoshop that he was using
would not allow him to adjust the saturation of a 16-bit image. When this image was
visually corrected, both paintings were corrected as if they were one painting since they
both contained the same pigments. It took the photographer approximately 20 minutes to
do the visual corrections. During the visual correction, the photographer turned off the
lights and viewed the paintings under a panel of six Macbeth 5400K fluorescent lights.
The image in Figure 83 shows how these lights were used to illuminate the paintings.
They were set-up on a ceiling track as shown in Figure 83.
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Figure 83. Image of viewing lights
illuminating the paintings during the
CS3 visual corrections.
Table XLI shows the CCT, chromaticity coordinates, and luminance of the
viewing illumination. Figure 84 shows the relative spectral power distribution of the
fluorescent viewing illumination. These data were obtained by measuring the Halon, that
was in the scene, with a calibrated PR650 spectroradiometer.
Table XLI. Macbeth 5407K fluorescent viewing illumination characteristics.
Correlated Color Temperature 5407K
Chromaticity x
(2 Observer) 0.3347
Chromaticity y
(2 Observer) 0.3526
Luminance (2 Observer) 138.9cd/m2
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5407KViewing Illuminant
380 480 580
Wavelength (nm)
680 780
Figure 84. Relative spectral power distribution of the CS3 viewing
illumination.
This concluded the first part of the case study.
In the second part of the case study, the camera and lights set-up remained the
same. Unless otherwise specified, the images taken in the second part were taken as
four-shot images and saved as digital master files with the same digital workflow as
shown in Figure 82. Also, the image area remained uncropped throughout the entire
imaging process. The paintings were replaced by each of the three color-reproduction-
accuracy targets (see Figures 25, 26, and 27) one at a time, which were each imaged once
at the nominal exposure settings. The photographer refocused the camera before each
image was taken. The system-spatial-uniformity-gray-card target, shown in Figure 13,
was imaged next, after the photographer refocused. It was imaged at the nominal
exposure settings. It was imaged twice. For the second image, the two gray cards were
each rotated 180. In the same way, after refocusing, the spatial cross-talk target, shown
in Figure 38, was imaged next, twice. In the second image, the spatial cross-talk target
was rotated 180.
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The next target that was imaged by the photographer was the noise target, which
is shown in Figure 37. It was not necessary to refocus the camera before imaging this
target because it was the same distance from the camera as the previous target. It was
imaged at the nominal exposure settings five times. The spatial-frequency response
target, shown in the left image in Figure 39, was the next target to be imaged. Again,
there was no need for the photographer to refocus the camera before this target was
imaged. The target was imaged at the nominal exposure settings. The SFR target was
then imaged a second time at the nominal exposure settings, but this time, the target was
placed in the upper left corner of the uncropped image area (see Figure 85 below). The
photographer did not refocus the camera before imaging the SFR target again.
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Figure 85. Placement of the SFR target in the
CS3 uncropped image area. The knife-edges
used in the analysis are circled in red.
The OECF target, shown in Figure 16, was the next target to be imaged. There
was no need for the photographer to refocus before imaging this target because it was at
the same distance from the camera as the previous target, the SFR target. This target was
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imaged three times. It was imaged once at the nominal exposure settings, a second time
overexposed, by setting the aperture to f/8.3 and keeping the exposure time the same, and
a third time underexposed, by, again, keeping the exposure time the same and setting the
aperture to f/32.3. The OECF target was then imaged three more times at the same
exposure settings as before. This time, prior to the image being taken, the color
management was turned off, except for the assignment of the camera profile, because it
couldn't be turned off. Also, all of the automatic corrections that the software would
make to the images were turned off and the n-picker was not used by the photographer.
These would be the same settings used when the monochromator instrument was imaged
later in the CS3 imaging procedure. These three images were saved as 16-bit RGB tiffs.
Because there were strobe lights used in the imaging procedure, it was not possible to
measure the luminances of the OECF chart with the PR650 spectroradiometer. In order
to predict the relative luminances, one of the gray cards (see Figure 13) was placed at the
same position where the OECF target was. It was imaged four times. The first and
second time it was imaged, the color management and capture software settings were the
same as the second set of OECF images and the future monochromator instrument
images. For the second image, the gray card was rotated 180. This concluded the
imaging on the first day of the case study.
At the beginning of the second day of the case study, the single gray card was
imaged a third and fourth time. When it was imaged this time, the settings were returned
to the same settings as the first set of OECF images, which is the same as the digital
master file, shown in Figure 82. Again, for the fourth image, the gray card was rotated
180.
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The depth of field target was set up on the easel next. Because there were
unwanted shadows on this target, the lights had to be moved closer to each other so that
they illuminated this target more from the front. The power of the lights were decreased
by 2 1/3 stops so that the exposure would remain at the nominal exposure settings. The
lights were the only things that were changed from the set-up shown in Figure 81 above.
A digital photograph and a schematic of the new set-up are shown in Figure 86.
Figure 86. Image (left) and schematic (right) of the CS3 set-up for the depth of field target imaging.
The photographer focused on the edge of the center square, the
3" high square.
The only difference between this image and the digital master image shown in Figure 82
was that the photographer was unable to use the n-picker on the gray card, because it was
removed.
The monochromator instrument was the final thing to be imaged. The set-up for
the monochromator imaging is shown in Figure 87.
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Figure 87. Image (left) and schematic (right) of the CS3 set-up for the monochromator
instrument imaging. The PR650 spectroradiometer was being used to measure the
monochromator instrument when the photograph on the left was taken.
There were no lights on when the monochromator was imaged. The photographer
focused the camera so that the opening of the monochromator sphere was in focus. The
aperture was opened up all the way up to f/4 in order to maximize the amount of light
being imaged by the camera. The optimal exposure time was determined to be l/2s. The
integration time was set to the same time. Prior to the monochromator imaging, the color
management was turned off, except for the assignment of the camera profile, because it
couldn't be turned off. Also, all of the automatic corrections that the software would
make to the images were turned off and the n-picker was not used by the photographer.
In other words, the workflow of the digital master image shown in Figure 82 was not
used in this case, except for the assignment of the camera profile. This was done in order
to obtain images that were as raw as possible. In order to minimize the image capture
time, the monochromator images were taken as one-shot images. Thirty-six images were
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taken as the monochromator bandpass peak settings ranged from 380nm to 730nm in
lOnm increments. These images were saved as 16-bit RGB tiffs. Following the imaging,
the PR650 spectroradiometer was used to measure the monochromator at the same
bandpass peak settings that were imaged. This concluded the imaging procedure of case
study three.
After the imaging procedure was finished, measurements were made off of the
monitor with the PR650 spectroradiometer. First, the visually corrected paintings image
was opened in Adobe Photoshop with the embedded ProPhoto RGB profile used and
the eleven uniform patches of pigment of each painting were zoomed in on and
measured. Then the digital master image with the ColorChecker target in it was opened
with the embedded ProPhoto RGB profile used and each of the 24 patches were
measured. Next, the ColorChecker digital master image was cropped down and, using
the paint bucket tool, was filled with red (255, 0, 0), green (0, 255, 0), blue (0, 0, 255),
white (255, 255, 255), black (0, 0, 0), and grays with equal digital values of 24,48,90,180,
and 224, consecutively. Each of these colors were measured with the PR650
spectroradiometer. Finally, the Halon was placed on the monitor and the ambient room
light that was hitting the monitor was measured. Before the case study was ended, the
photographer was asked to make his best possible visual match with the Davidson &
Hemmendinger Color Rule under the 5400K fluorescent viewing lights, since it was not
possible for him to do it with the strobe lights.
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4.5.3 Case Study Three: Results and Discussion
Colorimetric Accuracy ofDigital Imaging Workflow
Figure 88 shows the CIELAB error vector plots between the
spectrophotometrically measured fish painting data and the lightness corrected digital
master fish painting image CIELAB data, between the lightness corrected digital master
fish painting image CIELAB data and the lightness corrected visually corrected fish
painting image CIELAB data, and between the spectrophotometrically measured fish
painting data and the CIELAB data obtained from the CRT spectral radiance
measurements of the non-lightness corrected visually corrected image. Table XLII shows
the mean AE^ of the fish and flower paintings between the spectrophotometrically
measured data and the lightness corrected digital master paintings image CIELAB data,
the lightness corrected visually corrected paintings image CIELAB data and the CRT
spectral radiance measurement CIELAB data.
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Figure 88. CS3 CIELAB a* vs. b* (left) and C*ab vs. L* (right) error vector plots of the
fish painting uniform patch areas between the measured patch data (dot) and the 1.
Digital master image patch data (point of black vector arrow), 2. Visually corrected
image patch data (point of green vector arrow), and 3. Spectroradiometric measurements
of the CRT monitor of the non-lightness corrected visually corrected image patch data
(point of blue vector arrow).
Table XLII. CS3 mean AEoo offish and flower
paintings'22 total uniform patch areas
between the measured spectral reflectance and the CIELAB data of the digital master
image, visually corrected image, and the CRT spectroradiometric measurements of the
visually corrected image.
Lab Image Data
Lab Image Normalized to
Halon L* = 100
Moo
Digital Master Image 10.54 6.78
Visually Corrected Image 10.56 8.41
CRT Measurements 9.79 N/A
Since the purpose of visual editing the digital master image is to improve its color
accuracy (make it appear more like the original), it would be expected that the AE^ of the
visually corrected image would be less than the digital master image. It would also be
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expected that the green error vectors would be the same length as, but in the exact
opposite direction than the black vectors in Figure 88, that is, aiming back to the
spectrophotometrically-measured values depicted by the colored dots. The results show
that the AE^ of the visually corrected image is larger than that of the digital master
image. The green vectors should point to the measured values (colored dots) in Figure
88, but, for the most part, they do not. Also, it would be expected, if the monitor was
calibrated accurately, that the CRT measurements blue error vectors would point to the
same place as the visually corrected image green vectors, which means that the
photographer would see the same colors on the monitor that are in the visually corrected
image file. This is not always the case, as can be seen in Figure 88. Even though there
were inaccuracies of the monitor calibration, the AE^ of the CRT measurements were
slightly smaller than those of the digital master, which shows that the photographer did
improve the color of the image on the monitor, but those improvements did not get stored
in the visually edited image file itself, which will be viewed later on a different monitor.
The AEqo values shown in Table XLII are not large. There is an improvement in
the AEqo value after the lightness correction for the digital master image and the visually
corrected image. The causes of the color difference error can be seen in Figure 88.
Overall, the error vectors are short (the amounts of error are small). In general, the
digital master image is darker than the measured spectral reflectance data, and the
visually corrected image is more chromatic than the digital master image and more
chromatic and darker than the measured spectral reflectance data.
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System Spatial Uniformity
The results of the system spatial uniformity for CS3 are shown in Figure 89. A
table of supplemental data, Table 7-III, is in Appendix 7.1.
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Figure 89. CS3 system spatial uniformity surface plot of % difference
from luminance (Y) mean of gray card target.
In CS3, the photographer could not use a light meter during the set-up of the
lights because they were Xenon strobes, but he did apply a shading reference in the image
capture software to correct for illumination non-uniformity. The system spatial
uniformity surface plot in Figure 89 shows that there were slight variations in the
uniformity of the gray card target image, but the distribution of the non-uniformities is
uneven without any systematic trend.
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Tone Reproduction
The luminance values on the y-axis of the OECF curves that were determined for
CS3 were obtained differently than the other case studies (see section 3.3). The
luminances of the OECF target patches could not be measured with the PR650
spectroradiometer because strobes were used as the taking illuminant. Because of this,
relative luminances were determined based on the measured reflectance of the OECF
chart patches and the Halon. In order to obtain the relative luminance data, the Y
tristimulus value was first calculated for each of the 12 OECF chart patches and the
Halon using their spectral reflectances, the CIE
2
observer and the spectral power
distribution of the taking illuminant (Xenon strobes) (see Equation 7 for this calculation).
Equation 39 was used to calculate the relative luminances, /, for each patch of the OECF
chart and the Halon. This calculation was performed based on the assumption that the
illumination of the OECF patches and Halon was uniform. The plot in Figure 89 of the
system spatial uniformity of CS3 shows that this was an accurate assumption, so the gray
card image was not used to adjust for illumination non-uniformity. The results of the
tone reproduction for CS3 are shown in Figure 90. A table of supplemental data, Table
7-VIII, is in Appendix 7.2.
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Figure 90. CS3 OECF curves.
The OECF curves for each channel have a different gamma encoding. The
photographer clipped the green channel at a digital count value that was less than the
maximum during the imaging. For the blue channel OECF measurement, the
overexposed image did not include digital count values on the top flat part of the curve,
but the data on the other part of the curve were sufficient when the OECFs were used in
other parts of the testing procedure. The working space profile, ProPhoto RGB, which
the CS3 images get converted to when opened, has a gamma encoding of 1.8 for all three
channels. This means that the images will get interpreted with a gamma encoding that is
different than the gamma encoding of the image, except for the green channel.
Color Reproduction Accuracy
Spectral Sensitivity
The procedure used to determine the OECF curves in order to linearize the
monochromator RGB image data were the same as what was described in the tone
reproduction section above, except the OECF image used to determine the curves was the
one imaged with the same settings as the monochromator images. The resulting OECF
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curves were not smoothly curved. Instead of using these curves, since the Sinar
CaptureShop .cs files were conveniently saved, they were used to create a tone curve and
linearize the spectral sensitivity image data. The raw linear data were extracted from the
.cs4 files to obtain the linear OECF curves, and the raw linear data were extracted from
the .csl files to obtain the monochromator image data. The inverse OECF was then
applied to the .csl data to obtain linearized RGB image data, which were divided by the
measured summed spectral radiances as described in section 3.4.1.
The relative spectral sensitivity results for CS3 are shown in the left plot of Figure
91 and the relative spectral sensitivity curves rotated to fit the CIE
2
observer color-
matching functions are shown in the right plot. These relative spectral sensitivities are
those of the camera combined with the Sinar IR cut-off filter.
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Figure 91. CS3 relative spectral sensitivities (left) and relative spectral sensitivities
(dotted line) rotated to fit the CIE
2
observer (right).
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The plots in Figure 91 show that there was a significant amount of UV radiation being
imaged by the camera. The lack of fit of the relative spectral sensitivities to the CIE2
observer color-matching functions (shown in the plot on the right of Figure 91) can be
explained by the shifts in peak sensitivities, a stronger (red channel) and weaker (blue
channel) peak sensitivity, and a negative lobe in the green channel.
The p-factor results for CS3 are shown in Table XLIII.
Table XLIII. CS3 p-factor results.
Detector
ColorMatching
Functions
Taking Illuminant
(Measured CCT)
Viewing
Illuminant
p,-Factor
Camera
CIE2 Observer
Xenon strobe (6628K)
D50
0.81
D.50 0.82
CIE 2
Observer
Xenon strobe (6628K) 0.99
Dso 1.00
The p-factor results in CS3 show that the digital imaging system as a whole, produced a
p-factor of 0.81, which is less than the desired p-factor of 0.90. There is a slight
improvement in the p-factor when the taking illuminant is not taken into account.
Target-based Color Reproduction Accuracy
In Figure 92, the CIELAB error vector plots are shown between the measured
patch data and the image patch data of the Macbeth ColorChecker for CS3 using the Lab
image data, which was normalized so that the Halon
L* equaled 100.
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Figure 92. CS3 CIELAB a* vs. b* (left) and C*ab vs. L* (right) error vector plots of the
Macbeth ColorChecker between the measured patch data (dot) and the lightness corrected
Lab image patch data (point ofvector arrow).
In CS3, the a* vs. b* plot in Figure 92 shows that the more chromatic colors had a larger
error than the neutral colors. Both plots show that, in general, the errors were caused by
the image data being systematically less chromatic than the measured data. The C*ab vs.
L* plot further shows that the image data were also darker than the measured data.
Figure 93 is a histogram of the AEoo error distributions of the Macbeth
ColorChecker for CS3, which was evaluated, again, using the lightness corrected Lab
image data.
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Figure 93. CS3 histogram of the AE^ error distributions of the
Macbeth ColorChecker between the measured patch data and the
lightness corrected Lab image patch data.
This graph shows that, since most of the error bars are on the right side, the color
difference errors were relatively high.
In Table XLIV, the mean, standard deviation and the 90th percentile data are
given for the AE*ab and AE00 data between the measured patch data and the image patch
data for each color reproduction accuracy chart in CS3.
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Table XLIV. CS3 mean, standard deviation, and 90th percentile of the AE*ab and AE00
data between the measured patch data and the image patch data for each color
reproduction accuracy chart.
Lab Image Data Lab Image Normalized to Halon L* = 100
Color
Reproduction
Accuracv
Chart
AE^h AEao AE*ah Aoo
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
ColorChecker
DC
9.75 3.32 13.27 7.21 2.30 9.44 3.12 1.99 4.87 2.11 0.92 3.14
ColorChecker 10.64 3.24 14.69 7.38 1.80 9.17 3.60 2.63 7.51 1.99 0.91 3.10
Esser 13.13 3.61 17.79 9.88 2.76 11.48 6.24 5.15 9.31 3.88 2.72 5.39
Esser
Grayscale
11.28 1.82 12.34 9.13 1.54 10.69 4.02 2.73 7.38 3.55 1.61 5.53
BCRA 11.16 4.07 14.73 7.61 1.91 9.73 4.78 3.56 9.74 2.93 1.40 5.08
Blue
Pigments
10.47 2.82 13.54 7.29 2.39 9.84 3.16 1.17 4.46 1.37 0.73 2.43
Pigment
Target
14.15 4.49 20.20 8.53 2.51 11.90 9.85 6.12 18.08 5.02 2.71 9.47
Kodak Color
Separation
14.23 2.50 17.26 10.21 1.30 11.81 6.41 4.19 10.99 4.32 2.13 7.83
Kodak
Grayscale
11.76 1.34 13.84 9.13 1.43 11.24 5.41 2.02 8.81 4.30 1.05 6.06
IT8 11.15 2.71 14.11 8.06 1.99 10.00 4.51 2.64 7.20 2.85 1.14 4.11
IT8
Grayscale
8.67 3.21 13.15 6.97 2.69 9.60 2.59 0.85 3.74 2.46 0.76 3.46
Mean 11.49 3.01 14.99 8.31 2.06 10.45 4.88 3.00 8.37 3.16 1.46 5.05
What can be seen from this table is that the lightness corrected image data had lower
AE*
h and AE00 values in comparison to the measured data than the non-lightness
corrected image data. Also, when comparing the lightness corrected AE00 values, the
color reproduction accuracy of the Blue Pigment chart was the most accurate, followed
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by the ColorChecker chart. The Pigment Target chart was reproduced the least
accurately, followed by the Kodak Color Separation and the Kodak Grayscale charts. It
is preferred, since this testing procedure is geared toward imaging paintings, that the
Macbeth ColorChecker DC, the Macbeth ColorChecker the Blue Pigments and the
Pigment Target charts are reproduced the most accurately. In this case, the Pigment
Target was reproduced very inaccurately and the CC, CCDC and Blue Pigments charts
were reproduced intermediary in accuracy compared to the other charts. The mean AE*ab
values of all of the color charts were adequate compared to the desired value of 2.00.
Table XLV. CS3 mean, standard deviation, and 90th percentile of the AE*ab and AEqo data
between the measured patch data and the image patch data for the Macbeth ColorChecker
and ColorChecker DC charts using both the lightness corrected Lab image patch data and
the RGB image patch data (CCDC characterization chart data used to build a linearized
RGB to XYZ 3x3 transform) to determine the CIELAB data.
Color Reproduction Accuracv
Chart (Image
Data/Transformation)
AE*ah AEoo
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
ColorChecker DC (Lab/Profile) 3.12 1.99 4.87 2.11 0.92 3.14
ColorChecker DC (RGB/CCDC) 2.68 1.93 4.60 1.74 0.88 2.65
ColorChecker (Lab/Profile) 3.60 2.63 7.51 1.99 0.91 3.10
ColorChecker (RGB/CCDC) 5.24 1.77 7.41 3.97 1.02 4.91
Table XLV compares the color differences between the image CIELAB data determined
using an embedded profile in Adobe Photoshop (the first evaluation method described
in Section 3.4.2), which are listed in Table XLIV above, and determined using an OECF
linearization combined with a 3x3 RGB to XYZ transform created and optimized with
the CCDC data (the second evaluation method described in Section 3.4.2). The data in
this table show that the simple 3x3 transformation performed better for the CCDC chart
and worse for the CC chart. The CCDC chart was used to create the 3x3 transform, so its
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color reproduction accuracy would be expected to perform better than the CC chart. This
means that there can be an improvement in the embedded profile used at the museum, but
the profile that they used already performs satisfactorily.
Metamerism
Table XLVI shows the D&H Color Rule metameric match data of CS3. The
Speedotron MW20QC Xenon strobe taking illuminant was the illuminant for the camera
and CIE 2 observer matches in this case study. The photographer made his match under
the fluorescent viewing illumination since it was impossible for him to make the match
under the strobe lights. For this reason, only the color differences with the CIE
2
observer as the detector could be calculated for the photographer's match under the
viewing illuminant.
Table XLVI. CS3 D&H Color Rule metameric matches and the AE*ab or AE00 color
differences of each metameric match as "seen" by the camera and CIE 2 observer under
the Speedotron MW20QC Xenon strobe taking i luminant.
Detector
Metameric
Match
Camera
CIE 2
Observer
Camera
CIE 2
Observer
AE*ab AEoo
Camera S-15 3.14 7.80 2.89 8.59
CIE 2
Observer
L-12 7.24 0.81 7.76 0.79
Photographer L-12 N/A 2.52 N/A 3.16
It would be expected that the photographer's metameric match in Table XLVI would be
different from the camera and CIE
2
observer matches because the illuminant is
different, but the CIE
2
observer match is the same as the photographer's match. This
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doesn'tmean that they have similar spectral sensitivities, because of the difference in the
illuminant. The camera and CIE 2 observer detectors did not have the same match under
the same illuminant, which means that the camera is not "seeing" the same colors of the
D&H Color Rule as that of the CIE2 observer. Since there is a high color difference
when the CIE 2 observer is the detector of the camera's match, it would be expected that
the photographer's match would also have a high color difference if the illuminant were
the same, since the CIE 2 observer is an average human observer response. The color
differences of the CIE 2 observer's metameric matches as "seen" by the camera is large,
which reiterates the fact that their spectral sensitivities differ. The same is true for the
CIE2 observer as the detector of the camera match in CS3.
Noise
Image Noise
In CS3, a dark correction was performed automatically by the image capture
software for every image taken. Table XLVII shows the image noise results of CS3 for
each channel and the mean of all three channels.
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Table XLVII. CS3 image total, fixed pattern and temporal noise results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Total Average Noise
(DC)
721.64 593.05 665.93 660.21
Total Signal to Noise
Ratio
12.61 15.22 14.51 14.11
Fixed Pattern Average
Noise (DC)
602.95 499.61 567.94 556.83
Fixed Pattern Signal to
Noise Ratio
15.10 18.07 17.01 16.73
Temporal Average
Noise (DC)
396.51 319.52 347.71 354.58
Temporal Signal to
Noise Ratio
22.96 28.25 27.78 26.33
Black Temporal
Average Noise (DC)
437.64 347.70 364.24 383.19
For CS3, the total average noise greatly exceeds the desirable amount of noise limit of
257 digital counts in all three channels. Even though the noise images were dark
corrected in order to reduce the amount of fixed pattern and total noise, the application of
the unsharp mask to the digital master image enhanced the amount ofnoise present (see
the SFR Results and Discussion part of this section below for more details). Table
XLVII shows that the red channel had more total noise than the other two channels and
the green channel had the least amount of total noise in CS3. The amount of temporal
noise is significantly less than the fixed pattern noise.
Color Noise
Table XLVIII shows the color noise results for CS3.
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Table XLVIII. CS3 color noise results of selected patches of the Macbeth ColorChecker.
ColorChecker
Patch
Mean Normalized
DC
% Standard Deviation
(Norm. DC)
MCDM
R G B R G B AE*ab AEo
Red (15) 0.27 0.22 0.18 3.15 2.99 3.46 1.12 0.88
Green (14) 0.53 0.44 0.39 2.26 2.14 2.27 1.19 0.93
Blue (13) 0.31 0.34 0.43 3.12 2.42 2.26 1.17 1.02
Cyan (18) 0.24 0.28 0.17 3.58 2.72 3.76 1.19 0.89
Magenta (17) 0.39 0.37 0.48 2.43 2.11 1.91 1.06 0.95
YeUow (16) 0.41 0.54 0.49 3.13 2.17 2.31 1.34 0.95
White (19) 0.50 0.36 0.14 2.70 2.76 5.80 1.40 0.94
Gray (22) 0.25 0.26 0.43 3.35 2.69 2.31 1.16 0.77
Black (24) 0.46 0.28 0.27 2.01 2.18 2.29 1.01 0.69
Mean 2.86 2.46 2.93
MMCDM 1.18 0.89
The data in Table XLVIII show that there were small differences between the amounts of
noise of each color patch. The % standard deviation results show that the green channel
had the least amount of color noise and the blue channel had the most. The AE00 color
difference results show that the black patch and the gray patch had the least amount of
color noise and the blue, magenta, and yellow patches had the most amount of color
noise.
Dynamic Range
Table XLIX shows the dynamic range results of CS3 for each channel and the
mean of all three channels.
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Table XLIX. CS3 dynamic range results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
ISO Digital Still Camera
Dynamic Range (Luminance
Ratio)
342.19 474.02 516.29 444.17
ISO Digital Still Camera
Dynamic Range (Density)
2.53 2.68 2.71 2.65
Theoretical Dynamic Range
(Density)
4.81 4.81 4.81 4.81
In CS3, the measured dynamic range was significantly less than the theoretical dynamic
range in all three channels. The blue channel had the most amount of dynamic range of
the three channels and the red channel had the least.
Spatial Cross-talk
Table L shows, for each channel, the mean linearized value of all 30 gray patch
means, the percent relative maximum difference, and the percent relative standard
deviation values for CS3.
Table L. CS3 summary of spatial cross-talk results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Mean Linearized DC 0.16 0.17 0.20 0.18
Relative Maximum
Difference (%)
5.14 4.91 9.23 6.43
Relative Standard
Deviation (%)
1.96 1.76 3.05 2.26
The data in Table 7-XIII for CS3 in Appendix 7.3 show that the mean digital count value
of a gray patch that is surrounded by white in one image is always higher than the value
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of the patch in the same position surrounded by black in the other image. This shows that
spatial cross-talk is having an effect on the image. Table L shows that the spatial cross
talk affected the blue channel the most in CS3.
Spatial Frequency Response tSFR)
The results of the SFR for CS3 are shown in Figure 94 and Table LI.
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Figure 94. CS3 SFR of center horizontal edge (top left), center vertical edge (top right),
upper left corner horizontal edge (bottom left), and upper left comer vertical edge
(bottom right).
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Table LI. CS3 SFR area results.
Edge
Area Under SFR Curve From Frequencies of 0.0 to 0.5cy/pixel
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Center
Horizontal 0.973 0.834 0.853 0.887
Center Vertical 0.891 0.787 0.830 0.836
Corner
Horizontal 0.984 0.854 0.870
0.903
Corner Vertical 0.882 0.763 0.816 0.821
Mean 0.862
The plots in Figure 94 show how the unsharp masking that was applied by the
photographer to the digital master image in this case study effected the SFR results.
Although the unsharp masking increased the SFR over the range of spatial frequencies, it
also increased the amount of noise at those frequencies. The lack of smoothness of the
SFR curves in Figure 94 illustrates the presence of this noise. It is evident, from the data
shown in Table LI and Figure 94, that the SFR in the horizontal direction was better than
the SFR in the vertical direction. Secondly, the SFR in the corner (off-axis) was better
than the SFR in the center (on-axis) of the uncropped image area in the horizontal
direction, but the opposite was true in the vertical direction. Thirdly, the red channel SFR
was higher than the blue channel, which was slightly higher than the green channel.
Color Channel Registration
Table LII shows the color channel results for CS3.
248
Table LII. CS3 color channel registration results.
Edge Misregistration Shift (pixels)
Red Channel Green Channel Blue Channel
Center Horizontal 0.122 0.000 0.003
Center Vertical 0.034 0.000 0.052
Corner Horizontal 0.066 0.000 0.001
Corner Vertical 0.050 0.000 0.090
Maximum 0.122 0.000 0.090
Mean 0.068 0.000 0.036
Mean ofRGB Channels 0.035
Note: Green channel used as reference
The camera used in CS3 has an area array CCD. It is evident, from the data in
Table LII, that the red channel and blue channel misregistration shifts were comparable in
comparison to the green channel. The maximum amount of misregistration was
approximately 0.1 pixels, which was on the red channel's center horizontal edge. The
blue channel's corner horizontal edge had the least amount ofmisregistration shift. The
misregistration error on the horizontal knife-edge was comparable to that of the vertical
edge in both the center and corner of the uncropped image area.
Depth ofField
Figure 95 shows the plot of the depth of field distance vs. area under the SFR
curve for the horizontal edge of each color channel for CS3.
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Figure 95. CS3 depth of field area under SFR curve vs.
distance of the horizontal edge.
Differences between the red, green and blue color channels in the plot in Figure 95 were
caused by their misregistration shifts (see the Color Channel Registration part of this
section). The plot also shows that the sharpness of the image did not change very much
as the camera-to-subject distance changed, which means that the depth of field was large.
The accuracy of the focusing method (looking at a magnified area of the live image
preview), which was used to focus on the
3" high column during the imaging of the depth
of field target, is hard to determine because the depth of field was so large. The unsharp
mask that was applied to the digital master image caused the plot to have a very large
area under the SFR curve (see the SFR part of this section).
4.6 Case Study Four
Case study four, CS4, was performed on July 20-21, 2004.
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4.6.1 Case Study Four: Digital Imaging System Description
The camera used at the museum's studio was a Better Light 6000-2 (SN: 1688,
Model: 6150) digital camera, which is a 3-channel (RGB) tri-linear-array-CCD scanning
camera that scans from right to left across the image plane. The maximum native
resolution of the camera is 8,000p x 6,000p. The digital back was on a Sinar 4x5 view
camera body. The lens was a 210mm f/5.6 MC Sinaron SE 75. The filter used between
the lens and CCD was a Better Light daylight balancing/IR cut-off filter. This camera is
typically used to image paintings (varnished and unvarnished), other flat works, such as
large works on paper, and 3D sculptures, for the purpose ofprotecting vulnerable
originals from use and to include the digital images in a collection management system.
Reproductions are created in the form ofprints. Three people in the photography
department at the museum can operate this camera. The photographer did not receive
background training for this camera system, but he did see a demonstration of the camera
system and image capture software.
There were four Broncolor HMI F 1200 lights, each of which had reflectors and a
VWFL lens, used to light the scene indirectly by bouncing the light off of white walls and
a
12'
ceiling. These lights simulated daylight illumination. In his day-to-day imaging,
the photographer does changes the positions of the lights for every object being imaged.
Table LIII shows the CCT, chromaticity coordinates, and luminance of this illumination.
Figure 96 shows the relative spectral power distribution of the HMI lights. These data
were obtained by measuring the Halon , which was placed in the scene, with a calibrated
PR650 spectroradiometer.
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Table LIII Broncolor HMI F 1200 taking illuminant characteristics.
Correlated Color Temperature 5086K
Chromaticity x (2 Observer) 0.3429
Chromaticity y (2 Observer) 0.3528
Luminance (2 Observer) 552.2cd/m2
CS4 Taking Illuminant
2.5
S 2.0
" = 1 _r
<*> 1.5
Broncolor HMI
F 1200
D50
380 480 580 680
Wavelength (nm)
780
Figure 96. Relative spectral power distribution of the Broncolor HMI F
1200 lights that were used in the CS4 set-up. CIE illuminant D^ is
included for comparison.
The capture software used was Better Light ViewFinder 5.3.4. The monitor used
was aMitsubishi Diamond Pro 2060u monitor, on which visual corrections were made.
This monitor was set so that it had a color depth ofmillions of colors, a resolution of
1 1 52dpi x 870dpi at 75Hz, a gamma of 2.2 and a 6500K white point.
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4.6.2 Case Study Four: Imaging Procedure
At the start of the case study on day one, a piece ofblack foam core board, which
was used as the background during the imaging, was placed on the easel and taped there.
Then the 26" x 22" image area was marked out and the Halon was centrally taped at the
top, along with the case-study-imaging description label. Inside the marked-out area
were also placed the two paintings (flower and fish). The photographer was asked to set
up the camera, lights and easel in the same way that he would ifhe were imaging
paintings in his usual everyday imaging at the museum. He was asked to light the entire
marked-out image area. The camera, lights and easel were not set up from previous
imaging, so he set everything up from scratch. The photographer used a level to make
sure that the camera, which was set up on amonopod, was parallel to the easel. The
illumination uniformity was not checked with a lightmeter. Figure 97 shows how the
camera and lights were placed in relation to the easel during the imaging procedure. The
labeled distances are approximate.
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White Walls .
Better
Light
Figure 97. Image (left) and schematic (right) of the CS4-imaging set-up. The reflector had not yet
been set up when the image on the left was taken.
After the camera, lights, and easel were set up, the photographer focused the
camera on the paintings, manually at the camera, by looking through the ground glass.
Then he placed aMacbeth ColorChecker target in front of the paintings. He prescanned
the image and determined what the cropped image area would be in order to minimize the
scanning time. Figure 98 shows approximately where the paintings image was cropped.
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Figure 98. CS4 native resolution and cropped painting
image area in pixels.
The aperture, which was continuous, was set to f/1 1. The photographer was asked
to determine the nominal exposure time by making sure that the Halon was not clipped.
He determined the exposure time, which was controlled in the image capture software, by
adjusting the exposure time until the prescanned image had the correct exposure, which
was when the Halon had digital count values that were maximum undipped. The
exposure time of 1/1 5s. and the aperture off/1 1 became the nominal exposure settings of
the case-study-imaging session. The ISO speed was set to 300. Still using the
prescanned image, the photographer checked the spatial illumination uniformity by
comparing the values across the even-toned black background in the image capture
software. Then, in the prescanned image, the photographer used four patches of the
ColorChecker grayscale to create a tone curve in the image capture software. Figure 99
illustrates this. The tone curve is shown on the right side of the screen shot.
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Figure 99. Screen shot of the prescanned image with the ColorChecker (left) and the tone
curve that was created using four of the grayscale patches (right).
The photographer, in his usual imaging, sometimes uses the target consisting ofblack and
white edges shown in Figure 99 as a guide when focusing. He did not use it during the
case study.
The ColorChecker was then removed and the paintings image was then scanned at
the nominal exposure settings. This image was automatically exported into Adobe
Photoshop where it was saved in the Macintosh byte order as an 8-bit RGB tiff file.
This image was called the digital master. Figure 100 shows what was automatically
applied to the digital master in the image capture software and in Adobe Photoshop
before it was saved. There was no camera profile assigned. The tone curve, shown in
Figure 99 above, was applied and the image was converted to a working space profile.
The digital master file had an effective resolution of235ppi and the file size was 87MB.
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created using
CC grayscale
Digital
Attributes_22_
Space
Digital Master
orange, red, blue-purple, dk.
green, flower bkg, entire image
Visually
Corrected
Ji
8-bit RGB
Figure 100. Flowchart of CS4 digital imaging workflow. A green background in the
diamond means that the action was performed in the capture software. A red
background in the diamond means that the action was performed in Adobe
Photoshop.
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Because the photographer usually creates a visually corrected image, he was
asked to visually correct the painting's digital master and save it. Figure 100 shows what
processing the photographer did to the visually corrected image in Adobe Photoshop
before it was saved as an 8-bit tiff image file. When this image was visually corrected,
both paintings were corrected as if they were one painting since they both contained the
same pigments. When the photographer adjusted the selective color, for the most part, he
selected parts of the flower painting and adjusted different colors separately. If the fish
painting had the same colors that he selected in the flower painting, they were also
adjusted simultaneously. It took the photographer approximately one hour to do the
visual corrections. The photographer made the visual adjustments under the same
Broncolor HMI F 1200 lights. He put a hood over himself and the monitor to avoid flare
on the monitor when he was making his visual judgments. Figure 101 shows an image of
the photographer making his visual adjustments.
Figure 101. Image ofCS4 photographer making visual corrections to the
paintings image.
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This concluded the first part of the case study.
In the second part of the case study, the camera and lights set-up remained the
same. Unless otherwise specified, the images taken in the second part were saved as
digital master files with the same digital workflow as shown in Figure 100. The paintings
were replaced by each of the three color-reproduction-accuracy targets (see Figures 25,
26, and 27) one at a time, which were each imaged once at the nominal exposure settings.
The photographer refocused the camera before each image was taken. The cropped area
remained the same as it was for the paintings image. The system-spatial-uniformity-
gray-card target, shown in Figure 13, was imaged next, after the photographer refocused.
It was imaged at the nominal exposure settings. It was imaged twice. For the second
image, the two gray cards were each rotated 180. In the same way, the spatial cross-talk
target, shown in Figure 38, was imaged next, twice. In the second image, the spatial
cross-talk target was rotated 180. The next target that was imaged after refocusing by
the photographer, this time using the frequency-based focusing tool in the image capture
software, was the spatial-frequency-response target, which is shown on the left side of
Figure 39. This target was also imaged at the nominal exposure settings and in the same
cropped image area. The SFR target was then imaged a second time at the nominal
exposure settings, but this time, the target was placed in the upper left comer of the
cropped image area (see Figure 102 below). The photographer did not refocus the
camera before imaging the SFR target again.
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Figure 102. Placement of the SFR target in the CS4 cropped
image area. The knife-edges used in the analysis are circled in red.
The next target that was imaged by the photographer was the noise target, which
is shown in Figure 37. It was not necessary to refocus the camera before imaging this
target because it was the same distance from the camera as the previous target. The
cropped image scanning area was reduced in order to further decrease the camera's
scanning time. It was imaged at the nominal exposure settings five times.
The OECF target, shown in Figure 16 was the next target to be imaged. Again,
there was no need for the photographer to refocus before imaging this target. The
cropped image scanning area was increased again to approximately what it was for the
paintings image. This target was imaged three times. It was imaged once at the nominal
exposure settings, a second time overexposed, by setting the exposure time to l/8s. and
keeping the aperture the same, and a third time underexposed, by, again, keeping the
aperture the same and setting the exposure time to l/30s. The OECF target was then
imaged three more times at the same exposure settings as before. This time, prior to the
image being taken, the color management was turned off so that the image was not
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converted to the Digital Attributes working space profile. Also, the automatic tone
corrections made in the image capture software were removed and replaced by a linear
curve. These images were saved as 16-bit RGB tiff images. After the OECF target was
imaged, the camera position was marked and the PR650 spectroradiometer, which was
set up on a tripod, was put in its place and aimed at the OECF target. It was then moved
closer to the target in order to fit the area to be measured by the spectroradiometer inside
each of the twelve patches on the OECF chart. All twelve of the patches were measured
from the darkest patch to the lightest patch. The Halon was also measured. While each
patch was being measured by the spectroradiometer, the rest of the target was masked by
placing a piece of opaque black cardboard over it. After all of the measurements were
taken with the spectroradiometer, it was removed and the camera was put back into place.
This concluded the imaging on the first day of the case study.
At the beginning of the second day of the case study, the depth of field target was
set up on the easel. Before the depth of field target was imaged, the settings were
returned to the same settings as the first set ofOECF images, which is the same as the
digital master file, shown in Figure 100. The photographer focused on the edge of the
center square, the
3" high square, using the frequency-based focusing tool in the image
capture software. This target was imaged at the nominal exposure settings, and cropped.
The monochromator instrument was the final thing to be imaged. The set-up for
the monochromator imaging is shown in Figure 103.
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Figure 103. Image (left) and schematic (right) of the CS4 set-up for the monochromator
instrument imaging.
There were no lights on when the monochromator was imaged. The photographer
focused the camera so that the opening of the monochromator sphere was in focus. The
aperture was opened all the way up to f/5.6 in order to maximize the amount of light
being imaged by the camera. The ISO speed was changed from 300 to 424. The optimal
exposure time was determined to be l/8s. The PR650 spectroradiometer was also set up
in front of the camera (see Figure 103) so that it could take measurements simultaneously
as the camera was scanning the images. Because the scanned image area was cropped so
that it was slightly larger than the spot of light coming out of the monochromator, the
spectroradiometer did not interfere with the images. Prior to the monochromator
imaging, the color management was turned off so that the image was not converted to the
Digital Attributes working space profile. Also, the automatic tone corrections made in
the image capture software were removed and replaced by a linear curve. This was done
in order to obtain images that were as raw as possible. Thirty-six images and
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spectroradiometer measurements were taken simultaneously as the monochromator
bandpass peak settings ranged from 380nm to 730nm in lOnm increments. These images
were saved as 16-bit RGB tiff images. This concluded the imaging procedure of case
study four.
After the imaging procedure was finished, measurements were made off of the
monitor with the PR650 spectroradiometer. First, the visually corrected paintings image
was opened in Adobe Photoshop with the embedded Digital Attributes profile used and
the eleven uniform patches of pigment of each painting were zoomed in on and
measured. Then the digital master image with the ColorChecker target in it was opened
with the embedded ProPhoto RGB profile used and each of the 24 patches were
measured. Next, the ColorChecker digital master image was cropped down and, using
the paint bucket tool, was filled with red (255, 0, 0), green (0, 255, 0), blue (0, 0, 255),
white (255, 255, 255), black (0, 0, 0), and grays with equal digital values of 24,48,90,180,
and 224, consecutively. Each of these colors were measured with the PR650
spectroradiometer. Finally, the Halon was placed on the monitor and the ambient room
light that was hitting the monitor was measured. Before the case study was ended, the
photographer was asked to make his best possible visual match with the Davidson &
Hemmendinger Color Rule under the Broncolor HMI F 1200 lights.
4.6.3 Case Study Four: Results and Discussion
Colorimetric. Accuracy ofDigital Imaging Workflow
Figure 104 shows the CIELAB error vector plots between the
spectrophotometrically measured fish painting data and the lightness corrected digital
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master fish painting image CIELAB data, between the lightness corrected digital master
fish painting image CIELAB data and the lightness corrected visually corrected fish
painting image CIELAB data, and between the spectrophotometrically measured fish
painting data and the CIELAB data obtained from the CRT spectral radiance
measurements of the non-lightness corrected visually corrected image. Table LIV shows
the mean AE^ of the fish and flower paintings between the spectrophotometrically
measured data and the lightness corrected digital master paintings image CIELAB data,
the lightness corrected visually corrected paintings image CIELAB data and the CRT
spectral radiance measurement CIELAB data.
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Figure 104. CS4 CIELAB a* vs. b* (left) and C*ab vs. L* (right) error vector plots of the
fish painting uniform patch areas between the measured patch data (dot) and the 1.
Digital master image patch data (point of black vector arrow), 2. Visually corrected
image patch data (point of green vector arrow), and 3. Spectroradiometric measurements
of the CRT monitor of the non-lightness corrected visually corrected image patch data
(point of blue vector arrow).
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Table LIV. CS4 mean AE0o offish and flower paintings' 22 total uniform patch areas
between the measured spectral reflectance and the CIELAB data of the digital master
image, visually corrected image, and the CRT spectroradiometric measurements of the
visually corrected image.
Lab Image Data
Lab Image Normalized to
Halon L* = 100
AEoo
Digital Master Image 12.71 13.32
Visually Corrected Image 9.69 10.32
CRT Measurements 7.36 N/A
Since the purpose of visual editing the digital master image is to improve its color
accuracy (make it appear more like the original), it would be expected that the AE^ of the
visually corrected image would be less than the digital master image. It would also be
expected that the green error vectors would be the same length as, but in the exact
opposite direction than the black vectors in Figure 104, that is, aiming back to the
spectrophotometrically-measured values depicted by the colored dots. The results show
that the AE^ of the visually corrected image is smaller than that of the digital master
image. The green vectors should point to the measured values (colored dots) in Figure
104, but, for the most part, they do not. The black error vectors are long for some of the
colors, which means that these colors of the digital master image are very inaccurate.
The green error vectors are short, which means that the photographer changed the color
of the digital master very little. Also, it would be expected, if the monitor was calibrated
accurately, that the CRT measurements blue error vectors would point to the same place
as the visually corrected image green vectors, which means that the photographer would
see the same colors on the monitor that are in the visually corrected image file. This is
generally not the case, as can be seen in Figure 104. Even though there were inaccuracies
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of the monitor calibration, the AE^, of the CRT measurements were smaller than those of
the digital master and the visually corrected image, which shows that the photographer
did improve the color of the image on the monitor, but those improvements did not get
stored in the visually edited image file itself, which will be viewed later on a different
monitor.
The AEqo values shown in Table LIV are large. There is an increase in the AE^,
value after the lightness correction for the digital master image and the visually corrected
image. The causes of the color difference error can be seen in Figure 104. In general, the
digital master image is more chromatic than the measured spectral reflectance data, and
the visually corrected image is slightly darker than the digital master image.
System Spatial Uniformity
The results of the system spatial uniformity for CS4 are shown in Figure 105. A
table of supplemental data, Table 7-IV, is in Appendix 7.1.
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Figure 105. CS4 system spatial uniformity surface plot of % difference
from luminance (Y) mean of gray card target.
In CS4, the photographer did not use a light meter during the set-up of the lights,
but checked the uniformity of the digital counts of the image in the image capture
software. Also, the lighting was indirect. The system spatial uniformity surface plot in
Figure 105 shows that the left side of the gray card target image was of higher luminance
than the right side.
Tone Reproduction
The results of the tone reproduction for CS4 are shown in Figure 106. A table of
supplemental data, Table 7-IX, is in Appendix 7.2.
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Figure 106. CS4 OECF curves.
The OECF curve for the green channel has a different gamma encoding than the
red and blue channels. The working space profile, Digital Attributes_22_Space, which
the CS4 images get converted to when opened, has a gamma encoding of 2.2 for all three
channels. This means that the images will get interpreted with a gamma encoding that
significantly different than the gamma encoding of the image.
Color Reproduction Accuracy
Spectral Sensitivity
The relative spectral sensitivity results for CS4 are shown in the left plot of Figure
107 and the relative spectral sensitivity curves rotated to fit the CIE
2
observer color-
matching functions are shown in the right plot. These relative spectral sensitivities are
those of the camera combined with the Better Light daylight balancing/IR cut-off filter.
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Figure 107. CS4 relative spectral sensitivities (left) and relative spectral sensitivities
(dotted line) rotated to fit the CIE2 observer (right).
The plots in Figure 107 show that there was a significant amount of UV radiation being
imaged by the camera. The lack of fit of the relative spectral sensitivities to the CIE 2
observer color-matching functions (shown in the plot on the right of Figure 107) can be
explained by the shifts in peak sensitivities, a weaker (red and blue channels) and
stronger (green channel) peak sensitivity, and a negative lobe in the green channel.
The p-factor results for CS4 are shown in Table LV.
Table LV. CS4 p-factor results.
Detector
ColorMatching
Functions
Taking Illuminant
(Measured CCT)
Viewing
Illuminant
p-Factor
Camera
CIE2 Observer
HMI (5086K)
D50
0.80
D 0.80
CIE 2
Observer
HMI (5086K) 0.95
D,n 1.00
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The p-factor results in CS4 show that the digital imaging system as a whole, produced a
p-factor of 0.80, which is less than the desired p-factor of 0.90. There is no improvement
in the p-factor when the taking illuminant is not taken into account.
Target-based Color Reproduction Accuracy
In Figure 108, the CIELAB error vector plots are shown between the measured
patch data and the image patch data of the Macbeth ColorChecker for CS4 using the Lab
image data, which was normalized so that the Halon L* equaled 100. The camera images
of the color targets were used for this analysis.
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Figure 108. CS4 CIELAB a* vs. b* (left) and C*ab vs. L* (right) error vector plots of the
Macbeth ColorChecker between the measured patch data (dot) and the lightness corrected
Lab image patch data (point of vector arrow).
In CS4, the a* vs. b* plot in Figure 108 shows that the more chromatic colors had larger
errors than the neutral colors. The a* vs. b* plot shows that the errors were both in hue
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and chroma, depending on where the color lies in the CIELAB color space. The C*ab vs.
L* plot shows that most of the error was caused by the image data being systematically
lighter than the measured data.
Figure 109 is a histogram of the AE0o error distributions of the Macbeth
ColorChecker for CS4, which was evaluated, again, using the lightness corrected Lab
image data.
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Figure 109. CS4 histogram of the AE^ error distributions of the
Macbeth ColorChecker between the measured patch data and the
lightness corrected Lab image patch data.
This graph shows that, since most of the error bars are on the right side, the color
difference errors were relatively high.
In Table LVI, the mean, standard deviation and the
90th
percentile data are given
for the AE*ab and AE00 data between the measured patch data and the image patch data
for each color reproduction accuracy chart in CS4.
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Table LVI. CS4 mean, standard deviation, and 90th percentile of the AE*ab and AE00 data
between the measured patch data and the image patch data for each color reproduction
accuracy chart.
Lab Ima ee Data Lab Image Normalized to Halon L* = 100
Color
Reproduction
Accuracy
Chart
AE!* AEoo AE*ab AE
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90^
Perc.
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90^
Perc.
ColorChecker
DC
16.59 8.00 23.72 11.89 5.46 17.12 17.71 8.08 24.53 12.72 5.65 18.20
ColorChecker 18.72 6.40 26.01 13.71 4.35 17.65 19.81 6.46 26.51 14.58 4.56 18.59
Esser 19.32 5.52 26.39 12.91 2.39 15.45 20.42 5.50 27.57 13.78 2.54 16.45
Esser
Grayscale
11.70 4.50 16.39 9.11 3.95 13.64 12.79 4.82 17.81 9.88 4.20 14.64
BCRA 18.58 10.00 33.28 12.22 5.58 17.68 19.67 9.98 33.52 13.03 5.77 18.80
Blue
Pigments
21.46 4.77 28.04 13.83 4.91 18.95 22.50 4.74 28.95 14.58 4.99 19.78
Pigment
Target
22.51 11.65 43.65 12.20 3.43 16.10 23.38 11.90 45.23 12.82 3.54 16.86
Kodak Color
Separation
16.54 7.62 26.64 9.49 3.25 11.70 17.37 7.49 27.86 10.04 3.34 12.56
Kodak
Grayscale
10.67 4.66 15.53 8.22 3.56 12.66 11.30 4.84 16.64 8.68 3.81 13.66
IT8 15.61 5.44 20.41 10.46 2.93 13.99 16.71 5.61 21.60 11.24 3.16 15.00
IT8
Grayscale
10.72 4.24 16.34 8.55 3.72 14.22 11.58 4.75 17.73 9.16 4.08 15.22
Mean 16.58 6.62 25.13 11.14 3.96 15.38 17.57 6.74 26.18 11.86 4.15 16.34
What can be seen from this table is that the lightness corrected image data had higher
AE*ab and AE00 values in comparison to the measured data than the non-lightness
corrected image data. Also, when comparing the lightness corrected AE00 values, the
color reproduction accuracy of the Kodak Grayscale chart was the most accurate
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followed by the IT8 Grayscale chart. The ColorChecker DC and Blue Pigment charts
were reproduced the least accurately, followed by the Esser chart. It is preferred, since
this testing procedure is geared toward imaging paintings, that the Macbeth ColorChecker
DC, the Macbeth ColorChecker the Blue Pigments and the Pigment Target charts are
reproduced the most accurately. In this case, the CCDC and Blue Pigment charts were
reproduced very inaccurately and the ColorChecker and the Pigment Target charts were
reproduced intermediary in accuracy compared to the other charts. Overall, this
museum's digital imaging system reproduced neutrals the best. The mean AE*ab values
of all of the color charts were very poor compared to the desired value of 2.00.
Table LVII. CS4 mean, standard deviation, and 90th percentile of the AE*ab and AEqo data
between the measured patch data and the image patch data for the Macbeth ColorChecker
and ColorChecker DC charts using both the lightness corrected Lab image patch data and
the RGB image patch data (CCDC characterization chart data used to build a linearized
RGB to XYZ 3x3 transform) to determine the CIELAB data.
Color Reproduction Accuracv
Chart (Image
Data/Transformation)
AE*ah AEoo
Mean
Std.
Dev.
90th
Perc.
Mean
Std.
Dev.
90th
Perc.
ColorChecker DC (Lab/Profile) 17.71 8.08 24.53 12.72 5.65 18.20
ColorCheckerDC (RGB/CCDC) 3.89 4.06 8.85 2.27 1.57 4.35
ColorChecker (Lab/Profile) 19.81 6.46 26.51 14.58 4.56 18.59
ColorChecker (RGB/CCDC) 4.88 3.66 9.38 2.62 1.69 4.42
Table LVII compares the color differences between the image CIELAB data determined
using an embedded profile in Adobe Photoshop (the first evaluation method described
in Section 3.4.2), which are listed in Table LVI above, and determined using an OECF
linearization combined with a 3x3 RGB to XYZ transform created and optimized with
the CCDC data (the second evaluation method described in Section 3.4.2). The data in
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this table show that the simple 3x3 transformation performed significantly better for both
charts. This means that there can be a great improvement in the embedded profile used at
this museum.
Metamerism
Table LVIII shows the D&H Color Rule metameric match data of CS4. The HMI
taking illuminant was the illuminant for all three matches in this case study.
Table LVIII. CS4 D&H Color Rule metameric matches and the AE*ab or AE00 color
differences of eac
the HMI taking il
h metameric match as "seen"
uminant.
by the camera and CIE
2
<observer under
Detector
Metameric
Match
Camera
CIE 2
Observer
Camera
CIE 2
Observer
4E*,b 4Eoo
Camera U-20 2.99 15.32 2.07 16.20
CIE 2
Observer
K-10 15.35 0.50 19.00 0.46
Photographer 1-9 16.04 2.51 19.78 2.69
What can be seen from Table LVIII is that none of the three detectors had the same
match under the same illuminant, which means that the camera is not
"seeing"
the same
colors of the D&H Color Rule as that of the photographer or the CIE
2
observer. The
difference in the match between the CIE
2
observer and the photographer could be
caused by the photographer having slightly different spectral sensitivities (color-matching
functions), since the CIE
2
observer is only an average human observer response. The
color differences of the CIE
2
observer and photographer's metameric matches as
"seen"
by the camera are very large, which reiterates the fact that their spectral sensitivities
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differ. The same is true for the CIE 2 observer as the detector of the camera match in
CS4.
Noise
Image Noise
Table LIX shows the image noise results of CS4 for each channel and the mean of
all three channels.
Table LIX. CS4 image total, fixed pattern and temporal noise results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Total Average Noise
(DC)
2.90 2.67 2.94 2.84
Total Signal to Noise
Ratio
22.26 24.87 21.23 22.79
Fixed Pattern Average
Noise (DC)
2.37 2.29 2.63 2.43
Fixed Pattern Signal to
Noise Ratio
27.17 28.98 23.79 26.65
Temporal Average
Noise (DC)
1.66 1.37 1.33 1.45
Temporal Signal to
Noise Ratio
38.82 48.45 47.09 44.79
Black Temporal
Average Noise (DC)
2.66 1.73 1.98 2.12
For CS4, the total average noise exceeds the desirable amount of noise limit of 1 digital
count in all three channels. Table LIX shows that the blue channel had more total noise
than the other two channels and the green channel had the least amount of total noise in
CS4. The amount of temporal noise is less than the fixed pattern noise.
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Color Noise
Table LX shows the color noise results for CS4.
Table LX. CS4 color noise results of selected patches of the Macbeth ColorChecker.
ColorChecker
Patch
Mean Normalized
DC
% Standard Deviation
(Norm. DC)
MCDM
R G B R G B AE*ab AEoo
Red (15) 0.61 0.48 0.38 1.06 1.33 2.18 2.00 1.36
Green (14) 0.90 0.79 0.74 0.31 0.34 0.43 0.88 0.69
Blue (13) 0.61 0.68 0.80 1.09 0.50 0.40 1.21 0.94
Cyan (18) 0.51 0.59 0.40 1.49 0.64 2.00 1.83 1.01
Magenta (17) 0.74 0.72 0.84 0.52 0.47 0.34 0.99 0.84
Yellow (16) 0.72 0.88 0.88 0.67 0.23 0.30 0.94 0.59
White (19) 0.90 0.70 0.35 0.30 0.56 2.68 1.62 0.65
Gray (22) 0.49 0.55 0.78 1.58 1.04 0.46 1.53 0.94
Black (24) 0.89 0.55 0.56 0.24 0.95 0.86 1.20 0.62
Mean 0.81 0.67 1.07
MMCDM 1.36 0.85
The data in Table LX show that there were small differences between the amounts of
noise of each color patch. The % standard deviation results show that the green channel
had the least amount of color noise and the blue channel had the most. The AEoo color
difference results show that the yellow patch and the black patch had the least amount of
color noise and the red and cyan patches had the most amount of color noise.
Dynamic Range
Table LXI shows the dynamic range results of CS4 for each channel and the mean
of all three channels.
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Table LXL CS4 dynamic range results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
ISO Digital Still Camera
Dynamic Range (Luminance
Ratio)
546.84 823.65 852.25 740.91
ISO Digital Still Camera
Dynamic Range (Density)
2.74 2.92 2.93 2.87
Theoretical Dynamic Range
(Density)
2.41 2.41 2.41 2.41
In CS4, the measured dynamic range was greater than the theoretical dynamic range in all
three channels. The blue channel had the most amount of dynamic range of the three
channels and the red channel had the least.
Spatial Cross-talk
Table LXII shows, for each channel, the mean linearized value of all 30 gray
patch means, the percent relative maximum difference, and the percent relative standard
deviation values for CS4.
Table LXII. CS4 summary of spatial cross-talk results.
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Mean Linearized DC 0.28 0.28 0.35 0.30
Relative Maximum
Difference (%)
3.37 2.76 5.76 3.97
Relative Standard
Deviation (%)
0.71 0.73 1.88 1.11
The data in Table 7-XIV for CS4 in Appendix 7.3 show that the mean digital count value
of a gray patch that is surrounded by white in one image is always higher than the value
of the patch in the same position surrounded by black in the other image. This shows that
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spatial cross-talk is having an effect on the image. Table LXII shows that the spatial
cross-talk affected the blue channel the most in CS4.
Spatial Frequency Response (SFR)
The results of the SFR for CS4 are shown in Figure 1 10 and Table LXIII.
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Figure 110. CS4 SFR of center horizontal edge (top left), center vertical edge (top right),
upper left corner horizontal edge (bottom left), and upper left comer vertical edge
(bottom right).
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Table LXIII. CS4 SFR area results.
Edge
Area Under SFR Curve From Frequencies of 0.0 to 0.5cv/pixel
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
Center
Horizontal 0.584 0.628 0.636 0.616
Center Vertical 0.559 0.591 0.593 0.581
Corner
Horizontal 0.584 0.613 0.626 0.608
Corner Vertical 0.542 0.568 0.576 0.562
Mean 0.592
It is evident, from the data shown in Table LXIII and Figure 1 10, that the SFR in
the horizontal direction was better than the SFR in the vertical direction. Since this
camera is a scanning camera that scans horizontally (right to left), this implies that the
SFR caused by the linear array itself was better than the SFR caused by the linear array's
scanning. Secondly, the SFR in the center (on-axis) was slightly better than the SFR in
the corner (off-axis) of the cropped image area. Thirdly, the green and blue channel
SFRs, which were approximately the same, were higher than the red channel.
Color Channel Registration
Table LXIV shows the color channel registration results for CS4.
Table LXIV. CS4 color channel registration results.
Edge
Misrt.gistrationShift (pixels)
Red Channel Green Channel Blue Channel
Center Horizontal 0.007 0.000 0.012
Center Vertical 0.025 0.000 0.051
Corner Horizontal 0.141 0.000 0.053
Corner Vertical 0.001 0.000 0.033
Maximum 0.141 0.000 0.053
Mean 0.043 0.000 0.037
MeanofRGB Channels 0.027
Note: Green channel used as reference
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It is evident, from the data in Table LXIV, that the red channel and blue channel
misregistration errors were comparable in comparison to the green channel. The
maximum amount of misregistration wass less than 0.2 pixels. Out of the four edges, the
corner horizontal edge had the most amount of misregistration shift in the red and blue
color channels. The red channel's corner vertical edge had the least amount of
misregistration error. The misregistration error on the horizontal knife-edge was
comparable to that of the vertical edge in both the center and corner of the cropped image
area.
Depth ofField
Figure 111 shows the plot of the depth of field distance vs. area under the SFR
curve for the horizontal edge of each color channel for CS4.
Figure 111. CS4 depth of field area under SFR curve vs.
distance of horizontal edge.
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Differences between the red, green and blue color channels in the plot in Figure 1 1 1 were
caused by their misregistration shifts (see the Color Channel Registration part of this
section). Two pieces of information can be obtained about the depth of field image of
CS4 from this plot. One is that the sharpness, and therefore the depth of field, of the
image decreased as the camera-to-subject distance changed. The other is that the
focusing method (using a frequency tool in the image capture software), which was used
to focus on the 3" high column during the imaging of the depth of field target, was not
accurate. Instead of the focus being at the focus aim point, it was about 1.5" farther away
from the camera. There appears to be a dependency of the SFR on the location of the 13
horizontal edges in the image, which is why the curve in Figure 1 1 1 is not smooth. Since
the SFR results shown in Figure 110 and Table LXIII show that the effect of the location
of an edge in the image on the SFR is very small, this was probably caused by the depth
of field target not being completely parallel to the camera (from the left side to the right
side) when it was imaged.
4.7 Case Study Comparison
The four museum case studies were performed on the digital camera systems used
by each museum for their typical digital imaging of paintings for archiving. The
photographer at each museum followed their typical imaging procedures. The cameras,
lights and workflows were all different among the four museums. The museums were
not chosen based on their differences, but because they were early adopters of digital
imaging. The two sections that follow compare results of the four museums for each of
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the two parts of the case studies. The first part analyzed each museum's digital imaging
workflows. The second part characterized their camera systems.
4.7.1 Paintings Comparison
Figure 1 12 shows the comparison of the digital master Lab images of the
paintings between the four museum case studies. These images are not corrected for
lightness to make the L* of Halon equal to 100.
Figure 106. Digital master painting Lab images, from left to right, CS1,
CS2, CS3, and CS4.
The painting images shown in Figure 112 are similar to a typical painting image
that would be stored as the digital master in the digital archive. Without being able to
compare it to the original, a scholar, for example, looking at any one of these images
282
would probably think that it is a true representation of the actual painting. Given the
large color differences between these paintings, this thinking is not reality. The cobalt
blue pigment, which, as mentioned before, is one of the hardest pigments to reproduce
because it is seen as blue in color, but reflects a lot of red light in the longer wavelength
part of the visible spectrum, is located on the left hand side of the vase in the flower
painting. The effect of the long wavelength reflectance tail is most apparent in the flower
painting image of CS4, causing the cobalt blue pigment to be reproduced as purple.
Figure 1 13 shows the comparison of the visually corrected Lab images of the paintings
between the museum case studies CS2, CS3, and CS4 (CS1 did not create a visually
corrected image). These images are also not corrected for lightness to make the L* of
Halon equal to 100.
Figure 107. Visually corrected painting Lab images, from
left to right, CS2,CS3,CS4
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Even though there is a noticeable change in the color of these images from the
digital master images, there is still a large amount of color difference between the
museums. The purple appearance of the cobalt blue in CS4 was improved after visual
editing of the digital master image. Table LXV compares the mean AEqo of the fish and
flower paintings across the four museum case studies.
Table LXV. CS1, CS2, CS3, and CS4 mean AEqo offish and flower
paintings'22 total
uniform patch areas between the measured spectral reflectance and the CIELAB data of
the digital master image, visually corrected image, and the CRT spectroradiometric
measurements of the visually corrected image.
Lab Image Data
Lab Image Normalized to
Halon L* = 100 CRT
MeasurementsDigital
Master
Visuallv
Corrected
Digital
Master
Visuallv
Corrected
AEoo
CS1 12.26 N/A 12.22 N/A
CS2 6.87 6.94 4.01 7.58 5.75
CS3 10.54 10.56 6.78 8.41 9.79
CS4 12.71 9.69 13.32 10.32 7.36
The Lab Image Data columns correspond to the images in Figures 1 12 and 113
above. CS4 had the largest amount of color inaccuracies in the digital master, followed
by CS1, then CS3, and CS2 had the least amount of color inaccuracies. After visual
corrections of the digital master image, CS4's color inaccuracies improved the most.
CS2 and CS3's color inaccuracies became slightly worse. In CS2, CS3 and CS4, the
CRT measurements had a smaller mean AEqo value, which means that in all three cases,
the CRT monitor was not calibrated accurately and the photographer saw improvements
in color on the monitor when he was making the visual corrections, but these
improvements were not stored in the visually corrected image files. Table LXVI further
explains the inaccuracies of the monitor calibrations. This table shows the mean and max
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AE*ab and AE00 between the CIELAB data calculated from the CRT monitor
spectroradiometric measurements (in the same way as the CRT measurements of the
painting uniform areas) of the digital master file of the Macbeth ColorChecker and the
CIELAB data of the Lab image of the ColorChecker digital master file for CS2, CS3, and
CS4. There was no visual editing in CS1, so these monitor measurements were not
performed.
Table LXVI. CRT monitor calibration accuracy mean and maximum color differences of
the Macbeth ColorChecker between CRT spectroradiometric measurements of the digital
master file and digital master Lab image data of CS2, CS3, and CS4.
AE*ab AEo0
Mean Max Mean Max
CS2 1.87 3.82 1.24 2.04
CS3 2.36 3.23 1.80 2.57
CS4 6.06 16.02 3.42 7.85
The color difference values in Table LXVI would be approximately 0.00 if the
monitors were calibrated accurately. CS2 had the most accurately calibrated monitor and
CS4 had the least.
There are numerous differences between the painting images shown in Figures
1 12 and 1 13 above. Color differences are the most obvious differences, but there are also
spatial differences. The results and discussion sections (sections 4.3.3, 4.4.3, 4.5.3, and
4.6.3) explain the results of the digital master image characterizations for each museum
case study. The next section, section 4.7.2, compares the characterization results between
the four case studies.
The causes of the color and spatial differences in the digital master files can be
attributed to the different camera systems and imaging procedures used by each museum.
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The digital master images are visually edited by different photographers, causing the
visually corrected images to also look different. Table LXVII lists other causes for the
differences in appearance of the visually corrected images; the differences between the
four case studies' viewing environments in which the visual editing was performed.
Table LXVII. Parameters of viewing illumination and monitor for CS2, CS3, and CS4
used for the visual correction of the paintings.
CS2 CS3 CS4
Viewing
Illumination
Type
Fluorescent Fluorescent HMI
Viewing
Illumination
Measured
CCT
4963K 5407K 5086K
Viewing
Illumination
Measured
Luminance
401.7cd/m2 138.9cd/m2 552.2cd/m2
Monitor Type Barco Sony Artisan
Mitsubishi
Diamond Pro
Monitor
Measured
CCT
6031K 5198K 6258K
Monitor
Measured
Peak
Luminance
75.32cd/m2 67.5cd/m2 77.3cd/m2
In CS2, CS3, and CS4, both the correlated color temperatures and the luminance
levels between the illumination under which the paintings were viewed and the monitor
on which the paintings image was viewed are different for each case study. When
comparing across the three case studies, all of the parameters listed in Table LXVII are
different, further explaining the differences in the visually corrected paintings images
among the museums.
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The working space profiles embedded by each case study, that the paintings
images get converted to when opened, had white points of 5000K for CS2, 5000K for
CS3, and 6500K for CS4. This means that the images will get interpreted with white
points at these correlated color temperatures, which are all different than the white points
of the monitors used in each case study to color correct the paintings images.
4.7.2 Characterization Comparison
In this section, the results of the characterizations of the digital master images of
the targets used in the testing procedure for CS1, CS2, CS3, and CS4 are compared. In
CS2, the camera image is evaluated instead of the digital master image for some of the
image quality parameters (see section 4.4.3 for which image is used for each image
quality parameter). Keep in mind that this section does not just compare the camera
systems themselves, but each museum's digital imaging workflow in creating a digital
master image. Table LXVIII compares the mono-numeric metric values for each image
quality parameter of the four museum case studies. A discussion of the table follows the
table along with some supplemental tables and figures, which further illustrate the
comparisons. The results below indicate that none of the
museums'digital imaging
workflows and digital camera systems performed the better than the others for every
image quality parameter tested in the museum case studies.
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Table LXVIII. Summarization of the characterization mono-numeric metrics for
comparison of CS1, CS2, CS3, and CS4 results.
Image Oualitv Parameter M(
mo-numeric Metric Value
CS1 CS2 CS3 CS4
System Spatial Uniformity
Max AE00 fromMean ofAll Patches
2.04 3.90 1.16 2.01
Tone Reproduction
Mean Gamma ofRGB Channels 2.80 2.03 1.70 3.70
Color Reproduction Accuracy - Spectral
Sensitivity
(i-Factor (Camera - CIE 2 Observer, Taking Illuminant
-D50)
0.68 0.79 0.81 0.80
Color Reproduction Accuracy - Target-based
Mean
AE0090th
Percentile ofAll Charts ofNormalized
CIELAB Image Data - Halon L* = 100
12.74 6.73 5.05 16.34
Noise - Image
Mean ofRGB Channels Total Signal to Noise Ratio
35.85 14.16 14.11 22.79
Noise - Color
MMCDM
0.92 1.01 0.89 0.85
Dynamic Range
Mean ofRGB Channels ISO DSC Dynamic Range
(Density)
2.86 2.81 2.65 2.87
Spatial Cross-talk
Mean ofRGB Channels ofRelative Maximum Difference
(%)
5.83 6.52 6.43 3.97
Spatial Frequency Response
Mean ofMean ofRGB Channels Across Four Edges -
Area Under SFR Curve From Frequencies of 0.0 to 0.5
cy/pixel
0.484 0.616 0.862 0.592
Color Channel Registration
Mean ofRGB Channels Across Four Edges -
Misregistration Shift (pixels)
0.130 0.136 0.035 0.027
Depth of Field
Mean ofMean ofRGB Channels Across 13 Distances
Normalized by the Largest RGB Channel Mean - Area
Under SFR Curve From Frequencies of0.0 to 0.5 cy/pixel
0.645 0.531 0.967 0.630
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System Spatial Uniformity
Table LXVIII shows that CS3 had the lowest system spatial uniformity AE00and
CS2 had the highest AE00. The lower the AE00 value is, the better the system spatial
uniformity. The system spatial uniformity surface plots of % difference from luminance
(Y) mean of gray card target for the four case studies are plotted again in Figure 1 14 for
comparison purposes.
CS1 CS2
X Position X Position
CS3 CS4
Y Position X Position
Figure 1 14. System spatial non-uniformity results comparison of the four case studies.
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From these data, it can be concluded that metering of the entire image area or
doing a correction of non-uniformities using the image capture software before imaging
every painting helps to reduce system spatial non-uniformities.
Tone Reproduction
Table LXVIII shows that all of the museums' images had a different gamma
encoding that was greater than 1.0. The gamma encoding results from one museum is not
necessarily better than that of any another museum. The gamma encoding can be
imposed on an image by the camera's profile, the image software, or through post
processing, such as in Adobe Photoshop. If the gamma encoding is known, it can show
what the actual gamma encoding of each channel is and if there is any unwanted clipping.
It is preferable that the gamma encoding of the image is interpreted at the same gamma
encoding when it is converted to the working space profile so that the tonal relationships
remain accurate when the image is opened in the future.
Color ReproductionAccuracy
Spectral Sensitivity
Table LXVIII shows that the p-factors of the CS2 through CS4 digital imaging
systems ranged from 0.68 to 0.81, with the p-factor of CS3 being the highest. The p-
factor of CS 1 was lower than the other case studies. The closer that the p-factor value is
to unity, the better that the spectral sensitivities match the CIE
2
observer color-
matching functions under the D^ taking illuminant, or a linear combination of these
color-matching functions. The p-factor results can be improved by using a taking light
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source with its spectral power distribution closer to the rendering illuminant, D50 in this
case, or a camera with better inherent spectral sensitivities.
Target-based Color ReproductionAccuracy
The lightness corrected (normalized Lab image data, where the Halon L* was set
equal to 100) image data were used in this section for the purpose of comparing across
the four museum case studies' target-based color reproduction accuracy results. The
90th
percentile of the mean AE00 of all 1 1 of the color reproduction accuracy charts of this
image data is compared in Table LXVIII. The 90th percentile was used rather than the
average because in visual experiments evaluating color quality, maximum errors better
correlate with perceived quality (Day, 2004). The lower this value is, the better the target-
based color reproduction accuracy. The digital imaging system of CS4 (16.34) had the
highest 90th percentile AE00 and the digital imaging system of CS3 (5.05) had the lowest.
The comparison of the target-based color reproduction results across the four case studies
do not correlate exactly with the comparison of the spectral sensitivity results. This is
because the target-based results were affected by the accuracy of the profile, which helps
to overcome spectral sensitivity limitations. Overall, the target-based color errors were
small when the p-factor was large, but there was a large range in the
90th
percentile AE00
values over the small range in p-factor values. Figures 1 15 and 1 16 below compare the
mean and
90th
percentile AE00 values, respectively, for each chart across all four museum
case studies.
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Figure 1 15. Color reproduction accuracy comparison of four museum case
studies. The mean AE00of each color chart of the normalized Lab image data,
where the Halon L* was set equal to 100 (see Tables XVIII, XXXI, XLIV, and
LVI), is plotted.
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Figure 116. Color reproduction accuracy comparison of four museum case
studies. The
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percentile AE00of each color chart of the normalized Lab image
data, where the Halon L* was set equal to 100 (see Tables XVIII, XXXI, XLIV,
and LVI), is plotted.
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The shape of the bar plots in Figures 1 15 and 1 16 are basically the same. These
figures show that the color difference errors of CS1 and CS4 are much larger than CS2
and CS3. These figures also show that there was no single chart that was always
reproduced the most accurately or inaccurately by all four of the museum case studies.
For example, the Blue Pigment chart was produced the most accurately by CS3, but the
least accurately by CS4.
Figure 1 17 shows a visual comparison of the color differences of the Lab digital
master images of the Macbeth ColorChecker without any lightness correction, which
were converted into the sRGB color space. This was done by first, converting the Lab
images to CIELAB images, second, converting the CIELAB values into XYZ tristimulus
values, then using a chromatic-adaptation transform to transform the D50 XYZ tristimulus
values to D65 XYZ tristimulus values, and finally, converting these values into the sRGB
color space. The measured ColorChecker data's XYZ tristimulus values were calculated
using the CIE
2
observer and CIE illuminant D50, and then also converted into the sRGB
color space (after the same chromatic-adaptation transform was used). See standard IEC
61966-2-1 (1999) and IEC 61966-2-1 Amendment 1 (2003) for the details about the
sRGB transformation calculation. The colors of the image in Figure 1 17 appear as if they
would if the digital master files were all opened and displayed on the same device.
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i ii 1 1
1 M
Figure 1 17. Color reproduction accuracy comparison of the CS1 (top left), CS2
(top right), CS3 (bottom left) and CS4 (bottom right) Macbeth ColorChecker Lab
digital master images to the measured data (center) rendered using illuminant D50.
The CS2 and CS3 ColorChecker charts were reproduced more accurately than the CS 1
and CS4 ColorChecker charts. There is a noticeable difference in hue, chroma and
lightness of almost every patch of the ColorChecker in the four case studies in
comparison to the measured ColorChecker, shown in Figure 117.
The amount of color difference errors resulting in all four case studies is mostly
dependent on the spectral sensitivities of the camera system and the accuracy of the
profiles used in each case study. Since the spectral sensitivities of the camera cannot be
changed, except with the use of filters, it is easier to create a profile that is as accurate as
possible. The profiles should be optimized using a target representing the pigments and
materials being imaged with the camera. Any combination of the Macbeth
ColorChecker, Macbeth ColorChecker DC, Blue Pigments, and Pigments Target charts
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would be sufficient to use when optimizing the profiles. Figures 118 and 1 19 compare
the mean and
90th
percentile AE00 color differences between the image CIELAB data
determined using an embedded profile in Adobe Photoshop (the first evaluation method
described in Section 3.4.2), and determined using an OECF linearization combined with a
3x3 RGB to XYZ transform created and optimized with the CCDC data (the second
evaluation method described in Section 3.4.2). The data in these figures show that the
simple 3x3 transformation performed significantly better than the case study profiles for
the Macbeth ColorChecker chart in CS1, CS2, and CS4.
csi CS2 CS3
Case Study
CS4
Case study
embedded profile
OECF linearization +
3x3 transform
Figure 1 18. Comparison of the color accuracy, mean AE00, of the Macbeth
ColorChecker chart between using each case study's embedded profile
and using the OECF to linearize the RGB data followed by a simple 3x3
transform (optimized using the Macbeth ColorChecker DC) from RGB to
XYZ tristimulus values to evaluate the color accuracy.
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] Case study
embedded profile
I OECF linearization +
3x3 transform
CS1 CS2 CS3
Case Study
CS4
Figure 1 19. Comparison of the color accuracy,
90th
percentile AE00, of the
Macbeth ColorChecker chart between using each case study's embedded
profile and using the OECF to linearize the RGB data followed by a
simple 3x3 transform (optimized using the Macbeth ColorChecker DC)
from RGB to XYZ tristimulus values to evaluate the color accuracy.
Metamerism
The metameric matches of each museum case study cannot be compared to each
other because the illuminant under which the matches were made by the camera, CIE2
observer and photographer were different. The main purpose of including the D&H
Color Rule in the testing procedure was to determine whether or not the photographer's
spectral sensitivities (color-matching functions) were the same as the camera and the
standard CIE2 observer using a visual tool. In other words, this tool demonstrates how
closely what the photographer sees resembles what the camera
"sees,"
and what the
standard CIE 2 observer would see. Figure 120 shows how the metameric matches,
which were made using the D&H Color Rule by the camera and photographer, differed
for each museum case study.
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Figure 120. Davidson & Hemmendinger Color Rule matameric matches made by the
photographer and camera in each of the four museum case studies.
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The images in Figure 120 are the digital master Lab images of the D&H Color
Rule, which were cut out of the target images and rotated. The CS3 camera and
photographer were each viewing the match under different illuminations. There is no
"correct"
metameric match that can be made using the D&H Color Rule. The match
depends on the light source under which the match is made and the inherent spectral
sensitivities of the detector. If the metameric matches were the same for the camera and
the photographer in each case study, then this would indicate that there would be no or a
small amount of visual corrections to the images after digital capture, because the image
would appear and have CIELAB values that were similar or the same as the original
painting.
Noise
Image Noise
The results in Table LXVIII compare the signal-to-noise ratios of the four
museum case studies. The higher this value is, the less noise the images have. CS1 had
the least amount of noise, followed by CS4. CS2 and CS3 had the largest amount of
noise in comparison to the other case studies. There are a few trends, with a couple of
exceptions, in the image noise data among the four museum case studies discussed in the
CS Results and Discussion sections. The green channel had the least amount of total
image noise. The blue channel had the most amount of total image noise. Since noise is
inevitable in almost any digital camera system, it would be expected that the noise would
be reduced by the camera manufacturer as much as possible in the green channel, since
the average human visual system is most sensitive to that channel. More noise in the blue
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channel is preferable, since the average human visual system is the least sensitive to noise
in this channel. However, the absolute sensitivity of the blue channel is usually the
lowest because blue filters used in color cameras have low transmittance and CCD
sensors have low quantum efficiency in the blue range.
CS3 was the only case study that had a digital camera system that automatically
subtracted a dark correction image in order to reduce fixed pattern and total noise.
Although this is preferred, the reason that it had the lowest SNR compared to the other
three case studies was probably because of the un-sharp masking that was applied to the
digital master image. Other than dark correction image subtraction, using a low ISO
speed and short exposure time when imaging will also help in the reduction of the image
noise level. However, this may not be possible depending on the luminance of the
lighting.
Color Noise
The MMCDM results in Table LXVIII are similar among the four museum case
studies. The smaller the MMCDM value, the less color noise a digital camera has. The
color noise MMCDMs of the four museum case studies were small. CS4 had the least
amount of color noise and CS2 had the most. The comparison of the results in Table
LXVIII between the four museums are not correlated with the comparison of the color
reproduction accuracy or the image noise results. There are a few trends, with a couple
of exceptions, in the color noise data among the four museum case studies discussed in
the CS Results and Discussion sections. Similar to the trends discussed in the Image
Noise part of this section above, the green channel had the least amount of color noise
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and the blue channel had the most amount of color noise. The black and yellow patches
had the least amount of noise. The red patch had the most amount of noise.
Dynamic Range
The results in Table LXVIII comparing the dynamic ranges of the four museum
case studies show that they are very similar to each other. The higher the dynamic range
of the imaging system, the better the potential tonal range of the images. The CS4
images were 8-bit, so the ISO 15739 dynamic range calculation was less accurate than
when the 16-bit images were used in CS1-CS3, because there was less precision in this
calculation. A trend found in the dynamic range data among the four museum case
studies discussed in the CS Results and Discussion sections was that the red channel had
the most dynamic range in comparison to the green and blue channels.
In order to obtain the most dynamic range achievable by a digital imaging system,
the amount of spatial cross-talk or flare should be reduced as much as possible.
Depending on the tonal range of the paintings being imaged by the photographers in their
day-to-day imaging at the museum, the maximum dynamic range achievable by their
imaging system may not always be necessary in order to reproduce the tonal range of
painting accurately.
Spatial Cross-talk
The results in Table LXVIII comparing the spatial cross-talk of the four museum
case studies show that CS2 had the highest mean relative maximum percent difference of
the RGB channels and CS4 had the lowest. The higher the relative maximum difference
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of the gray patches, the more spatial cross-talk. A trend found in the spatial cross-talk
data among the four museum case studies discussed in the CS Results and Discussion
sections was that the blue channel had the most spatial cross-talk in comparison to the red
and green channels. In order to reduce the amount of spatial cross-talk, or image flare, in
a digital image, the image area surrounding the painting being imaged should be as dark
as possible.
Spatial Frequency Response (SFR)
The SFR results in Table LXVIII comparing the four museum case studies show
that CS3 had the highest SFR, which is mostly caused by the unsharp masking that was
applied to the digital master files by the photographer. CS1 had the lowest SFR value of
the four museum case studies. The closer that this value is to unity, the better the
preservation of detail of the original object that the image has, or the sharper it is. The
SFR data among the four museum case studies discussed in the CS Results and
Discussion sections showed that for the scanning linear array cameras (CS1, CS2, and
CS4), the SFR caused by the linear array itself was better than the SFR caused by the
linear array's scanning. The area array Sinar Sinarback 54H camera used in CS3 had an
SFR that was better in the horizontal direction than the vertical direction. In the museum
case studies, the SFR in the centers of the images were not always better than in the
corners of the cropped or uncropped image areas.
The SFR results of the case studies could have been affected by the tool used for
focusing the images before capture. In CS1, the photographer focused by looking
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through the ground glass, whereas in CS2, CS3, and CS4, a magnification tool or
frequency focusing tool in the image capture software was used to focus the images.
Color Channel Registration
The results in Table LXVIII comparing the mean amount ofmisregistration shift
across the four edges and three channels show that all of the misregistration errors were
acceptably less than 0.5 pixels. The closer the misregistration is to zero the better the
color channel registration. The results show that CS4 had the least amount of
misregistration error, followed by CS3. CS2 had the most amount of misregistration
error. It would have been expected that CS3 would have the least amount of
misregistration error, since it is an area array camera, but the digital imaging system in
CS4 had very small misregistration errors for a scanning linear array camera. Similar to
the SFR results in the SFR part of this section above, in the museum case studies, the
color channel registration in the centers of the images were not always better than in the
corners of the cropped or uncropped image areas.
Depth of Field
The depth of field results in Table LXVIII are the means of the red, green, and
blue channels of the mean SFR area value of the area under SFR curve vs. distance plots,
in the CS Results and Discussion sections (also shown in Figure 121 below), normalized
by the maximum mean SFR area of the RGB channels (see Tables 7-XV to 7-XIX in
Appendix 7.4) in the area under the SFR curve vs. distance plots. This value can range
from zero to unity. The closer this value is to unity, the more depth of field the image
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had. If this value had a value of one, the curve in the area under the SFR curve vs.
distance plots would be a straight horizontal line. The values in Table LXVIII show that
CS3 had the largest depth of field over the 6" distance range. CS2 had the smallest depth
of field.
The mono-numeric depth of field values in Table LXVIII summarize the depth of
field of the four case studies reasonably accurately, but because none of the focus points
coincided with the focus aim points and they were located at different distances for each
case study, this mono-numeric metric does not tell the whole story. For this reason, the
area under the SFR curve vs. distance plots are plotted again in Figure 121 for
comparison purposes.
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Figure 121. Depth of field results comparison of the four case studies.
Table LXIX lists the characteristics of the parameters that have a significant effect
on each museum case study's depth of field results. In order for a painting image to have
an adequate depth of field, the f-number should be high (small aperture), the lens should
have a short focal length, and the camera-to-subject distance should be large.
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Table LXIX. Factors that influenced the depth of field results of CS1, CS2, CS3, and
CS4.
CS1 CS2 CS3 CS4
Lens
Manufacturer Leica Schneider Rodenstock Sinar
Lens Focal Length 100mm 150mm 100mm 210mm
Lens Aperture f/8 f/11 f/17.8 f/11
Camera-to-Subject
Distance
81" 41" 72" 79"
The data in Table LXIX show that CS3, which had the largest depth of field, used the
shortest focal length lens and the smallest lens aperture and had a large camera-to-subject
distance, whereas CS2, which had the smallest depth of field of the four museum case
studies, used a larger focal length lens and a larger aperture and had the smallest camera-
to-subject distance of the four case studies.
305
5. Conclusions
The testing procedure described in this thesis can be used to provide objective
measures of a range ofperformance characteristics of digital-camera systems and
workflows, which are used in cultural heritage institutions to document archival quality
digital master reproductions of their painting collections. Cultural heritage institutions
can store future characterization data as metadata with their images. Also, digital camera
manufacturers can use this characterization data to see where imaging systems need
improvements for cultural heritage applications.
This testing procedure was used to perform four benchmarking case studies in
American museums, which were all early adopters ofdigital-image archiving. As a result
of these case studies, many differences were discovered among their current digital-
imaging practices, which points out the need for standardization in American museums.
Ideally, a raw digital image should be captured and stored as a digital master with
the characterization metadata of the digital-imaging system and the targets themselves.
This way, the digital information is as accurate as possible and if, in the future, there is an
improvement in the way digital data are interpreted, the raw data and the information
about the means by which it was formed can be retrieved. Cultural heritage institutions
should also document their digital-imaging workflows. When a painting is digitized, an
accurate archival quality reproduction of the painting should be the goal of the
photographer. In other words, the photographer should not image the painting with a
specific reproduction purpose in mind. After a painting is imaged and the raw data
stored, derivatives can then be made in the form of reproductions.
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7. Appendices
The appendices below contain some supplemental tables and graphs that list and
describe meaningful data resulting from CSO through CS4, which were in too large of
amounts to include in the body of this thesis.
Appendix 7.1: System Spatial Uniformity SupplementalData
Tables 7-1 through 7-IV include supplemental data for the analysis of the CS1
through CS4 system spatial uniformity, respectively. The procedure that was used to
determine these data for all of the case studies is described in section 3.2. Plots of the
percent difference of each patch from the luminance mean of all 36 patches are used to
summarize these data in the Results and Discussion section of each case study (see
Figures 56, 73, 89, and 105 in the System Spatial Uniformity part of sections 4.3.3, 4.4.3,
4.5.3, and 4.6.3, respectively). The maximum AE00 between the patches and the mean of
all the patches is a mono-numeric metric that summarizes each case study's system
spatial uniformity results and is listed in Table LXVIII in section 4.7.2 for CS1 through
CS4 as a metric of comparison between the four case studies. At the bottom of each table
in this Appendix are the digital camera ISO speed and exposure settings used by the
photographer in each case study for the gray card images that were evaluated for system
spatial uniformity.
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Table 7-1. CS1 system spatial uniformity luminance (Y) and CIELAB results of
Patch
#
% Difference From
Luminancem Mean of All
Patches
CIELAB Daita From Mean ofAll Pa tches
AL* Aa* Ab* AC*
***"
ab AE*lh Alao
1 -1.7 -0.51 -0.72 0.31 -0.48 0.93 0.96
2 -0.2 -0.05 -0.59 0.27 -0.42 0.65 0.72
3 0.5 0.15 -0.05 -0.29 0.26 0.33 0.25
4 -0.2 -0.04 0.45 -0.42 0.53 0.62 0.54
5 0.8 0.23 0.66 -0.58 0.74 0.90 0.79
6 2.0 0.59 0.35 -0.11 0.20 0.70 0.60
7 L -0.9 -0.27 -0.75 0.41 -0.58 0.89 0.93
8 0.9 0.28 -0.58 0.38 -0.51 0.75 0.73
9 1.6 0.49 0.03 -0.23 0.22 0.54 0.39
10 1.5 0.45 0.53 -0.37 0.51 0.78 0.70
11 2.7 0.82 0.79 -0.56 0.76 1.26 1.10
12 4.0 1.19 0.46 -0.11 0.23 1.28 1.03
13 -1.0 -0.30 -0.80 0.47 -0.65 0.97 1.00
14 0.8 0.24 -0.60 0.40 -0.54 0.76 0.75
15 1.6 0.49 0.03 -0.24 0.24 0.55 0.39
16 2.2 0.67 0.56 -0.38 0.53 0.95 0.82
17 3.3 0.98 0.80 -0.60 0.81 1.40 1.18
18 4.1 1.22 0.44 -0.12 0.24 1.30 1.04
19 -2.1 -0.62 -0.86 0.56 -0.75 1.19 1.14
20 -0.3 -0.07 -0.66 0.46 -0.61 0.81 0.81
21 0.5 0.17 0.01 -0.17 0.17 0.24 0.17
22 1.5 0.46 0.57 -0.35 0.50 0.81 0.75
23 2.4 0.73 0.81 -0.57 0.78 1.24 1.09
24 3.3 1.00 0.45 -0.11 0.23 1.10 0.91
25 -3.6 -1.09 -0.93 0.63 -0.84 1.56 1.40
26 -2.0 -0.59 -0.72 0.52 -0.68 1.06 0.98
27 -1.3 -0.39 -0.07 -0.11 0.09 0.41 0.32
28 0.1 0.04 0.48 -0.24 0.37 0.54 0.57
29 0.9 0.27 0.75 -0.46 0.66 0.92 0.90
30 1.5 0.46 0.38 0.00 0.10 0.60 0.59
31 -6.6 -2.02 -1.10 0.83 -1.07 2.45 2.04
32 -4.7 -1.43 -0.89 0.73 -0.93 1.84 1.54
33 -4.0 -1.22 -0.24 0.13 -0.19 1.25 0.95
34 -3.3 -0.99 0.31 -0.01 0.10 1.04 0.83
35 -2.5 -0.76 0.57 -0.25 0.40 0.98 0.88
36 -2.0 -0.59 0.15 0.17 -0.12 0.63 0.51
Maximum 2.45 2.04
ISO: N/A, Exposure Time: 0. 1 1601 19s ., Integration Time: 0.1 1601 19s. F-stop: 8
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Table 7-II. CS2 system spatial uniformity luminance (Y) and CIELAB results of
differences between each of 36 evenlv spaced patches and the mean of all 36 patches.
Patch
#
% Difference From
Luminance (Y) Mean of All
Patches
CIELAB Daita From Mean olF All Patches
AL* Aa* Ab* AC*a^ ab AE*ab AE^
1 -9.3 -2.58 -0.06 -0.19 0.17 2.58 2.16
2 -2.6 -0.68 0.75 -0.12 0.29 1.02 1.16
3 -0.2 -0.02 0.80 -0.51 0.68 0.94 1.07
4 2.1 0.59 0.77 0.07 0.12 0.97 1.17
5 1.4 0.41 0.31 0.03 0.04 0.52 0.55
6 -1.1 -0.27 -0.26 0.75 -0.78 0.84 0.65
7 -4.4 -1.18 -0.42 -0.12 0.05 1.26 1.15
8 2.4 0.68 0.45 -0.13 0.22 0.83 0.83
9 4.8 1.32 0.70 -0.65 0.80 1.63 1.46
10 7.3 1.96 0.72 -0.01 0.18 2.09 1.87
11 7.1 1.92 0.28 -0.04 0.10 1.94 1.60
12 4.3 1.18 -0.26 0.60 -0.64 1.35 1.09
13 -3.1 -0.81 -0.56 -0.25 0.16 1.01 1.06
14 3.3 0.91 0.35 -0.23 0.30 1.00 0.88
15 5.4 1.46 0.58 -0.63 0.74 1.70 1.46
16 8.5 2.26 0.66 0.01 0.15 2.35 2.04
17 8.6 2.30 0.17 0.01 0.03 2.31 1.88
18 6.3 1.70 -0.47 0.56 -0.63 1.85 1.55
19 -4.5 -1.21 -0.71 -0.13 0.01 1.41 1.42
20 2.1 0.60 0.06 -0.21 0.22 0.64 0.52
21 4.5 1.23 0.31 -0.61 0.66 1.40 1.14
22 6.8 1.82 0.36 -0.09 0.17 1.86 1.56
23 6.8 1.83 -0.08 -0.09 0.07 1.83 1.49
24 4.6 1.25 -0.75 0.65 -0.77 1.59 1.49
25 -9.0 -2.48 -0.72 -0.08 -0.03 2.58 2.30
26 -3.0 -0.78 0.00 -0.02 0.02 0.78 0.64
27 -0.9 -0.20 0.13 -0.51 0.53 0.57 0.42
28 2.0 0.57 0.14 0.07 -0.04 0.59 0.51
29 1.7 0.50 -0.25 0.03 -0.08 0.56 0.54
30 -0.6 -0.14 -0.86 0.76 -0.89 1.16 1.26
31 -15.7 -4.46 -0.72 0.05 -0.17 4.52 3.90
32 -9.4 -2.61 -0.04 0.14 -0.14 2.61 2.18
33 -8.0 -2.19 0.04 -0.38 0.38 2.23 1.85
34 -5.0 -1.35 0.02 0.26 -0.25 1.37 1.13
35 -5.2 -1.39 -0.38 0.15 -0.22 1.45 1.27
36 -7.8 -2.14 -1.04 0.87 -1.02 2.54 2.34
Maximum 4.52 3.90
ISO: 200, Exposure Time: l/20s., Integration Time: l/20s., F-stop: 1 1
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Table 7-III. CS3 system spatial uniformity luminance (Y) and CIELAB results of
differences between each of 36 evenlv spaced patches and the mean of all 36 patches.
Patch
#
% Difference From
Luminancem Mean of All
Patches
CIELAB Daita From Mean ofAll Pa tches
AL* Aa* Ab* AC*_,h AE*,b AEjo
1 -1.9 -0.47 0.06 -0.06 0.08 0.48 0.44
2 2.5 0.60 0.12 -0.12 0.16 0.62 0.56
3 -0.2 -0.04 0.08 0.00 0.04 0.09 0.10
4 -0.4 -0.10 0.03 -0.11 0.11 0.15 0.12
5 2.7 0.66 0.06 -0.15 0.16 0.68 0.61
6 1.5 0.36 -0.09 -0.13 0.07 0.40 0.37
7 0.3 0.07 0.05 -0.01 0.03 0.09 0.09
8 2.3 0.55 0.15 0.00 0.08 0.57 0.53
9 -2.2 -0.54 0.08 0.11 -0.05 0.56 0.52
10 0.0 0.01 0.07 -0.06 0.09 0.09 0.08
y 11 2.9 0.71 0.00 -0.13 0.11 0.73 0.66
12 1.1 0.27 -0.08 -0.09 0.03 0.29 0.28
13 1.5 0.36 0.07 -0.01 0.04 0.37 0.34
14 0.3 0.08 0.07 0.07 -0.02 0.13 0.14
15 -3.0 -0.74 0.03 0.13 -0.10 0.75 0.68
16 -0.2 -0.05 0.05 -0.03 0.05 0.08 0.08
17 2.9 0.70 0.00 -0.07 0.05 0.70 0.63
18 0.1 0.03 -0.14 -0.01 -0.06 0.14 0.17
19 -1.8 -0.44 0.02 0.07 -0.05 0.44 0.40
20 0.2 0.06 0.07 0.04 0.00 0.10 0.11
21 -1.3 -0.32 0.00 0.10 -0.08 0.34 0.30
22 -0.1 -0.02 0.04 -0.06 0.07 0.07 0.06
23 1.8 0.43 0.00 -0.06 0.05 0.44 0.40
24 0.8 0.19 -0.14 -0.03 -0.04 0.24 0.24
25 -1.5 -0.37 -0.03 0.11 -0.11 0.39 0.35
26 -0.8 -0.20 0.04 0.11 -0.08 0.23 0.21
27 -3.5 -0.86 -0.01 0.12 -0.11 0.87 0.80
28 0.5 0.13 0.01 -0.09 0.09 0.16 0.14
29 0.7 0.18 -0.06 -0.04 0.01 0.19 0.18
30 0.1 0.02 -0.13 0.04 -0.10 0.14 0.15
31 1.5 0.36 -0.02 0.06 -0.06 0.37 0.33
32 -2.5 -0.61 -0.04 0.06 -0.07 0.61 0.56
33 -5.0 -1.24 -0.12 0.19 -0.23 1.26 1.16
34 1.5 0.36 -0.02 -0.06 0.04 0.37 0.33
35 -1.0 -0.23 -0.08 0.01 -0.04 0.24 0.23
36 0.4 0.11 -0.15 0.09 -0.15 0.20 0.20
Maximum 1.26 1.16
ISO: 25, Exposure Time: l/15s., Integration Time: l/15s. , F-stop: 17.8
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Table 7-IV. CS4 system spatial uniformity luminance (Y) and CIELAB results of
Patch
#
% Difference From
Luminance fV_ Mean nf All
Patches
CIELAB DaitaFrom Mean ofAll Pa tches
AL* Aa* Ab* AC*ab AE*lb AEgj,
1 1.5 0.53 -0.05 -0.49 0.46 0.72 0.50
2 2.8 0.95 0.08 -0.52 0.52 1.08 0.70
3 5.0 1.68 0.04 -0.63 0.61 1.80 1.17
4 1.1 0.37 0.08 -0.12 0.14 0.40 0.26
5 -1.4 -0.45 -0.01 0.04 -0.04 0.45 0.30
6 -4.2 -1.43 -0.29 0.09 -0.16 1.47 1.01
L 7 1.5 0.50 -0.05 -0.32 0.30 0.60 0.42
8 3.8 1.26 0.09 -0.40 0.41 1.33 0.86
9 4.9 1.64 0.04 -0.44 0.43 1.70 1.11
10 1.4 0.49 0.07 0.03 0.00 0.50 0.34
11 -0.6 -0.20 0.00 0.18 -0.17 0.27 0.18
12 -3.6 -1.22 -0.30 0.23 -0.30 1.28 0.88
13 0.8 0.27 -0.01 -0.21 0.20 0.34 0.23
14 3.5 1.17 0.15 -0.33 0.36 1.23 0.80
15 4.5 1.52 0.10 -0.34 0.35 1.56 1.01
16 1.2 0.42 0.16 0.10 -0.05 0.46 0.36
17 -0.8 -0.26 0.04 0.24 -0.22 0.35 0.25
18 -3.9 -1.33 -0.24 0.27 -0.33 1.37 0.92
19 0.5 0.17 0.05 -0.17 0.17 0.24 0.15
20 3.4 1.14 0.16 -0.26 0.29 1.18 0.77
21 4.5 1.50 0.11 -0.29 0.31 1.53 1.00
22 0.7 0.24 0.22 0.24 -0.17 0.40 0.39
23 -1.3 -0.43 0.07 0.31 -0.27 0.53 0.38
24 -4.6 -1.55 -0.24 0.37 -0.42 1.61 1.08
25 -0.5 -0.16 0.00 -0.04 0.04 0.17 0.11
26 2.5 0.83 0.10 -0.20 0.21 0.86 0.56
27 3.7 1.25 0.10 -0.22 0.24 1.28 0.83
28 -0.3 -0.08 0.22 0.35 -0.27 0.42 0.43
29 -2.5 -0.84 -0.01 0.47 -0.45 0.97 0.64
30 -5.6 -1.92 -0.28 0.53 -0.59 2.01 1.34
31 -1.5 -0.51 -0.01 0.00 -0.01 0.51 0.34
32 0.3 0.12 0.00 -0.06 0.06 0.13 0.09
33 1.4 0.48 0.00 -0.11 0.11 0.50 0.33
34 -3.6 -1.20 0.12 0.51 -0.46 1.31 0.90
35 -5.9 -2.02 -0.16 0.61 -0.63 2.12 1.40
36 -8.5 -2.92 -0.35 0.58 -0.65 3.00 2.01
Maximum 3.00 2.01
ISO: 300, Exposure Time: l/15s., Integra tion Tinie: l/15s., F-stop: 11
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Appendix 7.2: Tone Reproduction Supplemental Data
Tables 7-V through 7-IX include supplemental data for the analysis of the CSO
through CS4 tone reproduction, respectively. These tables list the mean digital counts of
the OECF target 12 patches and Halon for each exposure. They also list the measured
luminances of each patch and the Halon, which were measured with a PR650
spectroradiometer. The procedure that was used to collect these data is described in
section 3.3. The legend in Figure 17, which is a plot of the CSO OECF curves, shows the
exposure times and aperture settings for the OECF images taken in CSO. The legends in
similar plots of the OECF curves for CS1 through CS4, which are in the Results and
Discussion section of each case study (see Figures 57, 74, 90, and 106 in the Tone
Reproduction part of sections 4.3.3, 4.4.3, 4.5.3, and 4.6.3, respectively), show the
exposure times and aperture settings for the OECF images taken in these four case
studies.
Table 7-V. CSO tone reproduction measured luminance of each of 12 OECF target
patches and Halon and the mean digital counts of each of the 12 patches and the Halon of
four exposure levels used to capture each image.
Patch
#
|
i
-Q
O
o
PM
____
o
Nominal Exposure Overexposed Underexposed 1 Underexposed 2
o
a*
__.
3
VI
R
s
e_
OJ
o
C
c
I
3
-J
Mean
DC
Mean
DCc
Mean
DC
Mean
DC
Mean
DCc
Mean
DC
Mean
DC
Mean
DCC
Mean
DC
Mean
DC
Mean
DCG
Mean
DC
1 32.65 2319.1 2973.7 2592.0 3927.1 4961.5 4476.6 1439.9 1647.6 1512.5 998.8 L 1034.7 1006.7
2 51.74 3589.4 4819.6 4572.8 5850.3 7593.2 7153.3 2069.2 2843.3 2629.6 1317.7 1584.1 1511.6
3 101.70 6078.9 8092.5 7845.4 9032.1 11848.0 11452.0 3742.7 5241.1 5030.0 2217.1 3097.6 2985.3
4 143.90 7347.1 9967.3 9680.7 11231.0 14424.0 14012.0 4870.7 6708.6 6460.8 2939.3 4144.5 4002.7
5 234.90 10231.0 13353.0 13072.0 14680.0 18978.0 18576.0 6553.7 9233.5 8944.1 4299.1 6102.4 5909.2
6 315.60 12055.0 15684.0 15327 0 17267.0 22084.0 21658.0 8051.2 10906.0 10651.0 5403.3 7379.5 7214.3
7 461.60 14605.0 18946.0 18586.0 20655.0 26488.0 26025.0 10172.0 13341.0 13076.0 6504.2 9192.2 8906.0
8 595.20 17013.0 21826.0 21485.0 23990.0 30363.0 29908.0 11902.0 15521.0 15225.0 7897.5 10738.0 10517.0
9 811.90 19461.0 25091.0 24686.0 27255.0 34748.0 34195.0 13717.0 17917.0 17613.0 9428.8 12522.0 12296.0
10 975.00 21285.0 27216.0 26807.0 29714.0 37609.0 37056.0 15094.0 19526.0 19190.0 10494.0 13729.0 13467.0
11 1498.00 26028.0 33273.0 32816.0 36069.0 45724.0 45146.0 18521.0 24036.0 23661.0 13034.0 17078.0 16777.0
12 2047.00 29958.0 38106.0 37627.0 41336.0 52224.0 51632.0 21529.0 27638.0 27253.0 15184.0 19765.0 19446.0
Halon 2231.00 31380.0 39441.0 38884.0 43254.0 54032.0 53286.0 22643.0 28636.0 28204.0 15968.0 20502.0 20139.0
318
Table 7-VI. CS1 tone reproduction measured luminance of each of 12 OECF target
patches and Halon and the mean digital counts of each of the 12 patches and the Halon of
three exposure levels used to capture each image.
Patch
#
Measured
Luminance
(cd/m2)
CIE 2
observer
Nominal Exposure OverexDosed UnderexDosed
Mean
ECS
Mean
DC
Mean
DC
Mean
2CE
Mean Mean
DC,
Mean
2CE
Mean
DC
Mean
DC
1 2.94 3519.9 2910.6 3064.5 6551.1 5314.3 4640.4 2062.6 1850.2 2056.5
2 6.09 5680.0 4950.2 5108.1 10433.0 9843.4 9206.1 2238.8 2063.1 2272.1
3 13.00 11208.0 10823.0 11112.0 17888.0 17721.0 17530.0 2728.4 2585.3 2843.2
4 19.20 14733.0 14604.0 14772.0 21934.0 21989.0 21828.0 3292.0 3065.2 3606.9
5 34.40 20934.0 20932.0 21186.0 29620.0 29753.0 29821.0 6249.8 6050.4 6793.6
6 46.80 24408.0 24491 .0 24567.0 34410.0 34623.0 34495.0 8453.2 8347.5 8922.3
7 71.90 30437.0 30453.0 30796.0 42581.0 42714.0 43007.0 12517.0 12468.0 13087.0
8 96.10 35004.0 35073.0 35188.0 48783.0 48982.0 48984.0 15412.0 15422.0 15793.0
9
,_
134.00 40947.0 40810.0 41329.0 56029.0 55991 .0 56400.0 18847.0 18778.0 19268.0
10 159.00 44600.0 44587.0 44988.0 59406.0 59478.0 59679.0 20832.0 20834.0 21229.0
11 249.00 55000.0 55004.0 55415.0 65259.0 64955.0 65267.0 26491 .0 26528.0 26871 .0
12 337.00 60479.0 60555.0 60713.0 65259.0 64955.0 65267.0 30922.0 31048.0 31277.0
Halon 393.00 61694.0 61687.0 63491 .0 65259.0 64955.0 65267.0 32503.0 32566.0 33264.0
Table 7-VII. CS2 tone reproduction measured luminance of each of 12 OECF target
patches and Halon and the mean digital counts of each of the 12 patches and the Halon of
three exposure levels used to capture each image.
Patch
#
Measured
Luminance
(cd/m2)
CIE 2
observer
Nominal Exposure Overexposed Underexposed
Mean
SCE
Mean
DC
Mean
DC
Mean
2CE
Mean
DC
Mean
DC
Mean
DCr
Mean
DC
Mean
DC
1 10.60 10475.0 10011.0 9167.5 12215.0 11603.0 10470.0 9179.5 8813.9 8197.5
2 19.50 11569.0 11211.0 10322.0 14053.0 13673.0 12478.0 9625.2 9288.3 8641 .2
3 43.30 14244.0 14079.0 13076.0 18276.0 18195.0 16898.0 10697.0 10453.0 9732.9
4 63.50 16144.0 16105.0 15106.0 21193.0 21300.0 20041.0 11570.0 11388.0 10650.0
5 114.00 20268.0 20344.0 19188.0 27162.0 27447.0 26051.0 13572.0 13455.0 12614.0
6 158.00 23004.0 23221.0 22182.0 31094.0 31586.0 30386.0 15032.0 14981.0 14183.0
7 242.00 27845.0 28113.0 26872.0 37829.0 38372.0 36918.0 17614.0 17606.0 16658.0
8 325.00 31451.0 31882.0 30827.0 42843.0 43589.0 42427.0 19661.0 19727.0 18856.0
9 438.00 36405.0 36832.0 35516.0 49574.0 50267.0 48827.0 22508.0 22578.0 21550.0
10 543.00 39353.0 39900.0 38789.0 53594.0 54427.0 53311.0 24250.0 24400.0 23453.0
11 842.00 48308.0 48943.0 47666.0 62827.0 57005.0 65216.0 29603.0 29842.0 28714.0
12 1140.00 55146.0 55862.0 54835.0 63193.0 57041 .0 65239.0 33832.0 34206.0 33092.0
Halon 1270.00 56791.0 56229.0 57883.0 63193.0 57041.0 65239.0 35089.0 35366.0 34648.0
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Table 7-VIII. CS3 tone reproduction measured luminance of each of 12 OECF target
patches and Halon and the mean digital counts of each of the 12 patches and the Halon of
three exposure levels used to capture each image.
Patch
#
Relative
Luminance
(cd/m2)
CIE 2
observer
Nominal Exposure OverexDosed UnderexDosed
Mean
DCE
Mean
DC
Mean
DC
Mean
dce
Mean
DC
Mean
DCB
Mean
DCE
Mean
DCc
Mean
DC
1 1.18 4194.2 3692.3 3411.8 8528.0 7876.3 6876.1 2213.1 1850.7 1764.3
2 1.77 5619.2 5357.3 5057.1 11605.0 11404.0 10382.0 2713.5 2440.8 2353.8
3 3.67 7974.9 7954.9 7719.6 16906.0 17223.0 16192.0 3693.3 3518.7 3473.2
4 5.33 9831.3 9900.3 9709.5 20902.0 21400.0 20347.0 4419.7 4333.5 4248.8
5 8.75 13596.0 13726.0 13579.0 28835.0 29621.0 28395.0 5948.6 5958.7 5869.2
6 12.31 16428.0 16539.0 16493.0 34554.0 35402.0 34198.0 7104.2 7140.0 7072.7
7 18.54 20338.0 20463.0 20434.0 43009.0 44036.0 42599.0 8806.3 8876.6 8812.6
8 24.81 23864.0 23948.0 23992.0 50366.0 51547.0 50014.0 10352.0 10426.0 10385.0
9 32.93 28591.0 28655.0 28798.0 60300.0 59746.0 59942.0 12397.0 12456.0 12442.0
10 39.57 31442.0 31469.0 31674.0 65051.0 59844.0 61340.0 13695.0 13741.0 13750.0
11 61.06 40688.0 40702.0 41080.0 65134.0 59846.0 61354.0 17718.0 17764.0 17821.0
12 82.58 47940.0 48010.0 48429.0 65134.0 59846.0 61354.0 20939.0 20996.0 21087.0
Halon 100.00 52500.0 52128.0 52764.0 65134.0 59846.0 61354.0 22943.0 22793.0 22976.0
Table 7-IX. CS4 tone reproductionmeasured luminance of each of 12 OECF target
patches and Halon and the mean digital counts of each of the 12 patches and the Halon of
three exposure levels used to capture each image.
Patch
#
Measured
Luminance (cd/m2)
CIE 2 observer
Nominal Exposure OverexDosed UnderexDosed
Mean
DCR
Mean
DC
Mean
DCB
Mean
DCR
Mean
DC
Mean
DCB
Mean
DCR
Mean
DC
Mean
DC
1 12.00 19.4 14.7 11.3 39.1 31.5 26.3 6.5 3.5 2.4
2 13.30 28.7 25.7 22.4 54.9 49.5 43.7 12.0 9.5 7.5
3 19.80 50.3 49.8 46.2 94.0 92.7 86.8 24.9 23.8 22.0
4 26.90 72.2 72.8 68.7 119.8 120.4 116.0 36.0 35.5 33.6
5 45.70 108.3 110.1 107.0 152.9 154.5 151.9 58.0 59.1 56.8
6 62.30 133.3 134.7 132.5 176.0 177.5 175.4 80.7 82.1 79.9
7 92.70 158.8 160.3 158.6 200.7 202.0 200.5 109.3 110.7 109.1
8 122.00 181.3 182.4 180.7 220.0 221.0 219.9 133.0 134.1 132.9
9 162.00 198.9 200.0 199.0 234.3 235.1 234.4 151.8 152.9 152.0
10 198.00 212.1 212.8 211.9 241.6 242.1 241.7 165.6 166.7 165.9
11 311.00 234.3 234.9 234.6 251.8 252.0 251.9 194.5 195.6 195.2
12 397.00 245.0 245.5 245.2 255.0 255.0 255.0 214.1 215.1 214.8
Halon 552.00 249.3 249.7 250.0 255.0 255.0 255.0 225.1 226.0 227.3
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Appendix 7.3: Spatial Cross-talk Supplemental Data
Figure 7-1 shows the target, also shown in Figure 38, imaged in the testing
procedure to evaluate spatial cross-talk. The 15 equally spaced gray squares in the target
oriented at
0
are labeled with the same number in Figure 7- la as the corresponding gray
patch in Figure 7- lb (target is oriented at 180), which it was compared to (see section
3.7 for the description of this comparison in the testing procedure).
Figure 7-1 a, b. Spatial Cross-talk target oriented at
0
(left) and Spatial Cross-talk target
oriented at
180 (right).
Tables 7-X through 7-XIV include supplemental data for the analysis of the CSO
through CS4 spatial cross-talk, respectively. The data listed in these tables are the
linearized (inverse OECF applied) normalized (DC / maxDC) mean RGB image data of
the 15 gray patches of each of the two images (oriented at
0
and 180). The procedure
that was used to analyze these data for all of the case studies is described in section 3.7.
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Table 7-X. CSO spatial cross-talk linearized normalized mean digital counts of 15 gray
patches obtained from images of target oriented at 0 and 180.
Patch #
Mean DC al 0 Mean DC at 180
R G B R G B
1 0.1605 0.1664 0.1963 0.1542 0.1597 0.1839
2 0.1553 0.1624 0.1873 0.1570 0.1645 0.1878
3 0.1546 0.1632 0.1859 0.1571 0.1654 0.1886
4 0.1502 0.1594 0.1815 0.1568 0.1667 0.1912
5 0.1485 0.1584 0.1801 0.1528 0.1629 0.1892
6 0.1649 0.1692 0.2006 0.1583 0.1624 0.1875
7 0.1608 0.1670 0.1923 0.1583 0.1641 0.1877
8 0.1590 0.1653 0.1890 0.1591 0.1655 0.1892
9 0.1550 0.1625 0.1848 0.1581 0.1659 0.1904
10 0.1505 0.1584 0.1805 0.1580 0.1661 0.1934
11 0.1654 0.1686 0.1987 0.1590 0.1624 0.1873
12 0.1637 0.1693 0.1961 0.1562 0.1607 0.1850
13 0.1607 0.1664 0.1908 0.1577 0.1635 0.1878
14 0.1573 0.1639 0.1875 0.1558 0.1621 0.1885
15 0.1519 0.1588 0.1823 0.1569 0.1636 0.1923
Table 7-XI. CS1 spatial cross-talk linearized normalized mean digital counts of 15 gray
patches obtained from images of target oriented at 0 and 180.
Patch #
Mean DC at 0 Mean DC at 3180
R G B R G B
1 0.1924 0.1920 0.3176 0.1936 0.1930 0.3081
2 0.1917 0.1925 0.3087 0.1981 0.1984 0.3153
3 0.1943 0.1963 0.3106 0.2017 0.2024 0.3253
4 0.1923 0.1923 0.3070 0.2009 0.2000 0.3298
5 0.1924 0.1926 0.3055 0.2001 0.1983 0.3306
6 0.1910 0.1906 0.3148 0.1927 0.1917 0.3042
7 0.1922 0.1937 0.3086 0.1952 0.1952 0.3083
8 0.1950 0.1969 0.3110 0.1998 0.2003 0.3195
9 0.1919 0.1921 0.3056 0.1 990 A 0.1979 0.3234
10 0.1921 0.1921 0.3031 0.2004 0.1987 0.3312
11 0.1870 0.1861 0.3055 0.1891 0.1879 0.2985
12 0.1913 0.1922 0.3066 0.1917 0.1910 0.3015
13 0.1941 0.1958 0.3081 0.1953 0.1958 0.3098
14 0.1916 0.1913 0.3038 0.1948 0.1929 0.3136
15 0.1893 0.1891 0.2983 0.1980 0.1958 0.3248
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Table 7-XII. CS2 spatial cross-talk linearized normalized mean digital counts of 15 gray
patches obtained from images of target oriented at 0 and 180.
Patch #
Mean DC al 0 Mean DC at 3180
R G B R G B
1 0.2356 0.3593 0.3339 0.2235 0.3412 0.3077
2 0.2314 0.3529 0.3239 0.2341 0.3561 0.3224
3 0.2345 0.3565 0.3220 0.2389 0.3619 0.3263
4 0.2298 0.3497 0.3137 0.2428 0.3687 0.3337
5 0.2279 0.3479 0.3085 0.2392 0.3637 0.3324
6 0.2349 0.3593 0.3319 0.2229 0.3408 0.3047
7 0.2337 0.3578 0.3260 0.2280 0.3487 0.3139
8 0.2354 0.3580 0.3225 0.2351 0.3571 0.3218
9 0.2303 0.3514 0.3137 0.2365 0.3612 0.3268
10 0.2268 0.3461 0.3062 0.2380 0.3638 0.3332
11 0.2286 0.3498 0.3234 0.2171 0.3331 0.2990
12 0.2323 0.3562 0.3251 0.2209 0.3372 0.3044
13 0.2316 0.3529 0.3172 0.2279 0.3478 0.3131
14 0.2300 0.3504 0.3123 0.2289 0.3488 0.3162
15 0.2225 0.3399 0.3002 0.2343 0.3582 0.3266
Table 7-XIII. CS3 spatial cross-talk linearized normalized mean digital counts of 15 gray
patches obtained from images of target oriented at 0 and 180.
Patch #
Mean DC at 0 Mean DC at 3180
R G B R G B
1 0.1598 0.1705 0.2026 0.1585 0.1688 0.2008
2 0.1578 0.1687 0.1988 0.1628 0.1734 0.2050
3 0.1605 0.1714 0.1998 0.1666 0.1770 0.2101
4 0.1595 0.1706 0.1989 0.1677 0.1791 0.2135
5 0.1583 0.1699 0.1971 0.1655 0.1764 0.2129
6 0.1603 0.1712 0.2025 0.1596 0.1698 0.2007
7 0.1595 0.1708 0.1998 0.1611 0.1715 0.2035
8 0.1621 0.1726 0.2004 0.1658 0.1757 0.2085
9 0.1609 0.1726 0.1992 0.1663 0.1779 0.2113
10 0.1573 0.1679 0.1946 0.1656 0.1763 0.2134
11 0.1603 0.1707 0.2026 0.1600 0.1704 0.2023
12 0.1582 0.1690 0.1989 0.1572 0.1668 0.2001
13 0.1634 0.1738 0.2024 0.1634 0.1739 0.2074
14 0.1663 0.1777 0.2055 0.1668 0.1775 0.2141
15 0.1575 0.1683 0.1960 0.1652 0.1752 0.2131
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Table 7-XIV. CS4 spatial cross-talk linearized normalized mean digital counts of 15 gray
patches obtained from images of target oriented at 0 and 180.
Patch #
Mean DC at0 Mean DC at 180
R G B R G B
1 0.2806 0.2787 0.3583 0.2721 0.2719 0.3390
2 0.2793 0.2784 0.3542 0.2836 0.2811 0.3508
3 0.2808 0.2795 0.3515 0.2857 0.2821 0.3540
4 0.2732 0.2734 0.3439 0.2811 0.2799 0.3541
5 0.2642 0.2646 0.3327 0.2705 0.2707 0.3475
6 0.2783 0.2777 0.3564 0.2723 0.2710 0.3364
7 0.2807 0.2799 0.3532 0.2779 0.2776 0.3456
8 0.2828 0.2797 0.3509 0.2857 0.2821 0.3536
9 0.2738 0.2742 0.3426 0.2781 0.2783 0.3507
10 0.2652 0.2643 0.3305 0.2700 0.2710 0.3473
11 0.2742 0.2736 0.3502 0.2667 0.2671 0.3335
12 0.2834 0.2815 0.3565 0.2741 0.2741 0.3434
13 0.2855 0.2816 0.3543 0.2780 0.2769 0.3474
14 0.2767 0.2757 0.3445 0.2715 0.2724 0.3456
15 0.2633 0.2629 0.3308 0.2696 0.2705 0.3473
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Appendix 7.4: Depth of Field Supplemental Data
Tables 7-XV through 7-XIX include supplemental data for the analysis of the CSO
through CS4 depth of field, respectively. These data are the areas under the SFR curve
from frequencies of 0.0 to 0.5 cy/pixel of the SFR curves for each distance on the depth
of field target, which are plotted in the figure that goes along with each table (Figures 7-2
through 7-6, respectively). The SFR data used to describe the depth of field at each
distance were either obtained, in each case study, from the horizontal or vertical edges,
whichever had the best SFR results from the SFR analysis.
The procedure that was used to determine these data for all of the case studies is
described in section 3.10. A plot of the SFR area data shown in Tables 7-XV through 7-
XIX versus their corresponding distance on the depth of field target was used to
summarize these data in the Results and Discussion section of each case study (see
Figures 62, 79, 95, and 1 1 1 in the Depth of Field part of sections 4.3.3, 4.4.3, 4.5.3, and
4.6.3, respectively). For CSO, this plot is shown in Figure 44 in section 3.10. The mean
of the mean areas under the SFR curves of the RGB channels across the 13 distances,
included in the tables below, which were normalized by the maximum SFR area in each
table below, is a mono-numeric metric that summarizes each case study's depth of field,
which was used in Table LXVIII in Section 4.7.2 for CS1 through CS4 to compare the
depth of field across the four museum case studies.
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Figure 7-2. CSO depth of field SFR of horizontal edges of depth of field target image for
red, green and blue channels (from left to right).
Table 7-XV. CSO depth of field areas under the SFR curves (from 0.0 to 0.5 cy/pixel)
shown in Figure 7-2 for each distance on the depth of field target for the red, green and
blue channels.
Distance From
Center 3"
Square (in.)
Area Under SFR Curve From Frequencies of 0.0 to 0.5cv/uixel
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
-3 0.225 0.215 0.222 0.221
-2.5 0.256 0.241 0.249 0.249
-2.0 0.282 0.262 0.270 0.271
-1.5 0.309 0.280 0.288 0.292
-1.0 0.428 0.356 0.360 0.381
-0.5 0.486 0.400 0.405 0.430
0 0.583 0.470 0.476 0.509
0.5 0.694 0.548 0.554 0.598
1.0 0.703 0.556 0.558 0.606
1.5 0.656 0.522 0.520 0.566
2.0 0.566 0.459 0.456 0.493
2.5 0.424 0.354 0.344 0.374
3.0 0.355 0.306 0.297 0.319
Mean 0.409
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Figure 7-3. CS1 depth of field SFR of vertical edges of depth of field target image for
red, green and blue channels (from left to right).
Table 7-XVI. CS1 depth of field areas under the SFR curves (from 0.0 to 0.5 cy/pixel)
shown in Figure 7-3 for each distance on the depth of field target for the red, green and
blue channels.
Distance From
Center 3" Square
(in.)
Area Under SFR Curve From Frequencies of 0.0 to 0.5cv/pixel
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
-3 0.478 0.513 0.553 0.515
-2.5 0.450 0.492 0.525 0.489
-2.0 0.414 0.463 0.497 0.458
-1.5 0.371 0.416 0.453 0.413
-1.0 0.333 0.379 0.409 0.373
-0.5 0.308 0.344 0.373 0.342
0 0.272 0.304 0.332 0.303
0.5 0.252 0.278 0.299 0.277
1.0 0.242 0.259 0.281 0.261
1.5 0.220 0.241 0.259 0.240
2.0 0.211 0.228 0.239 0.226
2.5 0.202 0.213 0.225 0.213
3.0 0.194 0.206 0.219 0.206
Mean 0.332
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Figure 7-4. CS2 depth of field SFR of horizontal edges of depth of field target image for
red, green and blue channels (from left to right).
Table 7-XVII. CS2 depth of field areas under the SFR curves (from 0.0 to 0.5 cy/pixel)
shown in Figure 7-4 for each distance on the depth of field target for the red, green and
blue channels.
Distance From
Center 3" Square
(in.)
Area Under SFR Curve From Frequencies of 0.0 to 0.5cv/nixel
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
-3 0.181 0.173 0.181 0.179
-2.5 0.206 0.194 0.202 0.201
-2.0 0.258 0.244 0.260 0.254
-1.5 0.334 0.316 0.341 0.330
-1.0 0.450 0.420 0.459 0.443
-0.5 0.572 0.568 0.594 0.578
0 0.561 0.599 0.575 0.578
0.5 0.410 0.451 0.408 0.423
1.0 0.299 0.321 0.289 0.303
1.5 0.226 0.244 0.219 0.230
2.0 0.185 0.198 0.178 0.187
2.5 0.150 0.166 0.151 0.156
3.0 0.131 0.138 0.131 0.133
Mean 0.307
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Figure 7-5. CS3 depth of field SFR ofhorizontal edges ofdepth of field target image for
red, green and blue channels (from left to right).
Table 7-XVIII. CS3 depth of field areas under the SFR curves (from 0.0 to 0.5 cy/pixel)
shown in Figure 7-5 for each distance on the depth of field target for the red, green and
blue channels.
Distance From
Center 3" Square
(in.)
Area Under SFR Curve From Frequencies of 0.0 to 0.5cv/oixel
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
-3 0.972 0.810 0.854 0.879
-2.5 0.977 0.810 0.852 0.880
-2.0 0.973 0.813 0.859 0.882
-1.5 0.985 0.819 0.866 0.890
-1.0 0.988 0.812 0.858 0.886
-0.5 0.985 0.813 0.854 0.884
0 0.948 0.789 0.825 0.854
0.5 0.984 0.801 0.839 0.875
1.0 0.964 0.787 0.827 0.859
1.5 0.946 0.774 0.810 0.843
2.0 0.956 0.772 0.812 0.847
2.5 0.922 0.750 0.792 0.821
3.0 0.896 0.727 0.761 0.795
Mean 0.861
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Figure 7-6. CS4 depth of field SFR of horizontal edges of depth of field target image for
red, green and blue channels (from left to right).
Table 7-XIX. CS4 depth of field areas under the SFR curves (from 0.0 to 0.5 cy/pixel)
shown in Figure 7-6 for each distance on the depth of field target for the red, green and
blue channels.
Distance From
Center 3" Square
(in.)
Area Under SFR Curve From Frequencies of 0.0 to 0.5cv/pixel
Red
Channel
Green
Channel
Blue
Channel
Mean ofRGB
Channels
-3 0.443 0.383 0.382 0.403
-2.5 0.395 0.347 0.349 0.364
-2.0 0.435 0.483 0.509 0.476
-1.5 0.491 0.559 0.597 0.549
-1.0 0.424 L 0.453 0.545 0.474
-0.5 0.323 0.395 0.448 0.388
0 0.325 0.391 0.450 0.389
0.5 0.303 0.368 0.421 0.364
1.0 0.216 0.249 0.267 0.244
1.5 0.223 [ 0.255 0.270 0.249
2.0 0.219 0.246 0.259 0.241
2.5 0.165 0.179 0.182 0.176
3.0 0.163 0.176 0.191 0.177
Mean 0.346
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