I. INTRODUCTION
T RADITIONAL monochrome and RGB imaging systems produce two-dimensional (2-D) images, which are appropriate for display purposes. However, when a computer vision system attempts to recognize, interpret, and track objects in a 2-D image, the task becomes error-prone because object size, distance, and shape are not always readily determinable. For such computer scene analysis, it is beneficial to provide the image-processing algorithm with depth information from which these parameters can be robustly determined. Three-dimensional (3-D) cameras, which include optical time-of-flight (TOF) cameras described herein, provide such depth information. Generally, 3-D acquisition techniques can be classified into two broad categories: geometrical methods [1] , [2] , which include stereo and structured light, and electrical methods, which include ultrasound or optical TOF described herein. The operating principle of optical TOF is based on measuring the total time required for a light signal to reach an object, be reflected by the object, and subsequently be detected by a TOF pixel array. Optical TOF methods can be classified in two subcategories: 1) based on stopwatch technique [3] , [4] and 2) accumulated charges principle [5] , [8] .
Stopwatch TOF methods are commonly implemented using single-photon avalanche diodes (SPADs) [9] . In this method, the round-trip time of a single light pulse is measured by generating a trigger signal to stop the time measurement in the circuit upon detection of the reflected signal [4] . The reported range of operation varies from a few meters to several kilometers using low optical signal power [3] . For good depth resolution, the imagers are required to emit and detect picosecond laser pulses [10] . Moreover, on-chip time-to-digital or time-to-amplitude converters required for this approach can use a significant pixel area, which can limit pixel array sizes. Pixel arrays of size 32 32 [3] and 4 64 [11] have been demonstrated with pixel sizes of 58 58 m and 130 300 m , respectively.
In the most common embodiment of accumulation-based TOF imagers, such as the one described in this work, the phase difference between the amplitude modulated emitted light wave and the detected wave reflected off the object is measured from which the distance is calculated. Photo-generated charges are integrated over a long period of time, and the distance is computed from the integrated signal. These methods classify the photons arriving at a pixel into two or more groups based on their arrival time. This process is achieved using either an external shutter or on-chip CMOS/CCD structures. In this approach, the depth resolution increases with the light source modulation frequency. A depth resolution of 5 cm was demonstrated in [5] at 7.5 m and 20 MHz, and a precision of 2.7 cm was shown in [7] over a range of 0.2-6 m at 50 MHz. Generally, charge integration can be achieved at the pixel level with less silicon area, enabling larger arrays. An example of a large array was demonstrated in [8] with an array size of 176 144 with 40 m pixel pitch.
In this work, the goal is to design and develop a 3-D imaging technology for gesture and identity recognition in living room 0018-9200 © 2014 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/ redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. applications. The same components and techniques can be used in battery-operated devices with much lower power consumption because the area to be illuminated is far smaller resulting in lower power in both the light source and chip due to very short integration times. The requirements for the 3-D system include several difficult to meet constraints, such as a wide field of view (FOV) of , and a small minimum detectable object size of 2 cm 2 cm for detecting hand gestures at 3.5 m. Moreover, a large depth range of 0.8 m to 3.5 m and reflectivity between 10%-100% should be accommodated, and all objects that meet the minimum object size and reflectivity criteria anywhere in the scene, even in the presence of 3 Klx of bright indoor ambient light, should be imaged within an uncertainty spec of 1% of the object distance (and 1.5% accuracy error). To avoid excessive blurring, the data must be acquired in less than 20 msec. Calibration time must be kept to a minimum, and accuracy and performance must be maintained over millions of parts and over relatively uncontrolled operating conditions.
In this paper, we will present the detailed design of the 512 424 TOF system-on-chip (SoC) designed in a TSMC 0.13 m CMOS process, suitable for use in Microsoft Kinect for XBOX ONE that meets the indoor requirements explained above. In the following sections, we will start with a brief introduction of the operating principle of our TOF system. Then, we will explain the sensor chip architecture focusing on the main blocks from pixel design to readout engine. Finally, we will show experimental results from the sensor system.
II. PHASE TIME-OF-FLIGHT
The operation principle of a TOF depth sensor is illustrated in Fig. 1 . The signal amplitude transmitted by the optical source is represented as , where is the modulation frequency. The TOF required for this signal to traverse the distance to the object, be reflected, and subsequently be detected by the TOF sensor introduces a phase shift , where is the speed of light in air. The amplitude of the received signal is a function of several factors, such as input light power and reflectivity of the object, however, the phase shift depends only on the distance of the photodetector to the object and the refractive index of the medium where the imaging takes place.
In our TOF chip, the clocks driving the optical detector and the optical source are modulated in synchrony. The received signal is mixed with a phase-delayed form of the signal driving the optical source , which after low-pass filtering yields . This on-chip mixing is achieved by differentially modulating the quantum efficiency of the detectors in the pixel array as described in Section III-A. The quantum-efficiency-modulation (QEM)-based detection can be performed at different input signal phases, such as 0 , 90 , 180 , 270 . This multiphase measurement yields output values such as and and enables calculation of a unique phase angle for each distance independent of the received signal amplitude . In theory, two phases are sufficient for this calculation; however, using more than two phases can cancel offsets, and reduce harmonics in the measurements thereby resulting in much better depth data. Fig. 2 illustrates the phase , as a function of distance for three different modulation frequencies. As shown in Fig. 2(a) , at low frequency , the phase wraparound takes place less frequently, allowing an extended range of operation without ambiguity in the measured distance. However, a given phase uncertainty yields a large depth uncertainty as shown. Fig. 2(b) shows a high-frequency operation, in which the phase wraparound takes place at shorter distances, causing more ambiguity (more possible solutions) in the distance measurement. However, depth uncertainty is smaller for a given phase uncertainty. Fig. 2(c) shows another high-frequency operation. Using two frequencies, for example, and shown in Fig. 2(b) and (c), it is possible to disambiguate the distance measurement by picking a consistent depth value across the two frequencies [12] , [13] , as shown in Fig. 2(b) and (c). The depth values for and are then averaged together to produce an even smaller depth uncertainty than either or alone. This uncertainty is approximately the uncertainty of the average frequency of and applied to the total integration time required. Fig. 3(a) shows the sequence of operations. The first phase is obtained for frequency (e.g., 80 MHz) of Fig. 2(b) , then the phase is obtained for frequency (e.g., 100 MHz) of Fig. 2(c) . Finally, a formula that disambiguates and combines the phase from frequencies and is applied to yield the final depth result. The uncertainty (jitter) of the final calculated depth is approximately the same as using a frequency (e.g., 90 MHz) for the combined integration time as shown in Fig. 3 (b). It can be shown that the range over which unambiguous operation is possible is many times greater than either or (e.g., the operating range is often proportional towhich in this case is 100 MHz 80 MHz 20 MHz).
III. SENSOR CHIP ARCHITECTURE
A block diagram of the TOF SoC architecture is illustrated in Fig. 4 , and a chip micrograph is presented in Fig. 5 . The sensor array is comprised of 512 424 fully differential TOF pixels. The pixel array is divided into a top and bottom half each driven by separate clock drivers and with pixel outputs read out from each half separately. A high-speed internal oscillator drives a clock generator, which generates the pixel clocks as well as the modulation signal to the light source. Modulation frequency and relative phase of the pixel clocks and the light source modulation signal are programmable. Programmable gain differential amplifiers (PGA), one for each of the 512 columns across both the top and bottom of the pixel array, are used to condition the array's analog output. The outputs of each of four adjacent PGAs are multiplexed into 256 10 bit ADCs (128 each on the top and bottom of the pixel array). Each of the 256 ADCs operates at a conversion rate of 8 MS/s, resulting in a row conversion rate of 2 GS/s.
The operation of the chip is managed by two shutter engines (top and bottom) and a micro-sequencer state machine. The shutter engines process the ADC outputs generated from the top and bottom halves of the pixel array normalizing for the correct integration time and gain. The programmable micro-sequencer maximizes flexibility in performance tuning of the sensor, by allowing adjustment of the sequencing and timing of the pixel and light source clocks, received light integration, array readout, and transfer of data to the external data interface. The micro-sequencer program is stored in the on-chip SRAM. The chip's pixel data output is controlled by the read-out engine, which reads shutter engine results from the FIFO in I/O Buffer RAM and packetizes them for transmission via a MIPI high speed serial interface. The main blocks of the sensor architecture are described in more detail below. These poly gates create electric fields that attract and collect photo charges based on their arrival time under the gate oxide. Collected photo charges always remain under the gate where they are initially collected and ultimately diffuse slowly by selfrepulsion under each poly gate to an collection node (FD A, B). A p-type doped area between the gates creates a potential barrier that ensures charges collected by one poly gate are never transferred to an adjacent poly gate even if one is at a higher potential. Fig. 6 shows the electric field lines for the case of A gates biased at 0 V and B gates at 3.3 V. The electric field lines run tangent to the boundary of the A and B zones (never from A to B), so charges never transfer from A to B. The large photonic charge collection region, ZoneA of A, is shown with dark electrical field lines. Most photo charges generated in ZoneA while ClkA is high are predominantly collected by poly gate A, and only a few photo charges generated in ZoneB, shown with light electrical field lines, are collected by poly gate B. When ClkB is high and ClkA is low, poly gate B will predominantly collect photogenerated charges. Thus, our TOF detector is collecting and assigning photocharges with their arrival time with respect to the modulation clocks ClkA and ClkB. As the sizes of ZoneA and ZoneB are modulated under the influence of ClkA and ClkB, this method is called differential Quantum Efficiency Modulation (QEM) [6] .
A. Pixel Design
The charge assignment (classification to PG A or B) in the above method occurs simultaneously with charge collection under the poly gates, and does not need the additional step of shifting charges from one gate to another, which is usually used in other TOF detector methods making it very well suited for high modulation frequency. Ultimately charges are collected at the (remote)
node, but timing of that operation does not need to be accomplished rapidly as it is completely decoupled from the critical charge assignment operation.
In order to achieve high modulation contrast (MC) at high frequencies, the chip was fabricated by using a 0.13 m mixedsignal low-power CMOS process with minor modifications to support efficient TOF operation. Starting epi material was optimized in thickness and dopant concentration for maximum performance. Special attention was paid to produce a desirable doping gradient and avoid unintentional side effects such as auto-doping. Dedicated implant steps were adopted in pixels to set the required work functions, and provide suitable isolation and well profiles. Five layers of aluminum metal were used to enable front-side illumination and facilitate pixel design, power distribution and SoC integration. Microlenses are added after CMOS processing and are codesigned with the pixels to double the effective fill-factor. All optical interfaces were properly managed to minimize reflection.
The TOF pixels designed here operate with an MC of 67.5% at 50 MHz (and down to 56.5% at 130 MHz) and a responsivity of 0.14 A/W at 860 nm. The MC is calculated from the experimentally measured convolution curve of the pixel differential signal versus the complete cycle phase shift of the modulated light source, wherein MC is equal to maximum differential signal divided by common mode signal (after ambient subtraction): maximum of . This MC measurement is independent of both active light source power and room ambient light. However the method measures the MC of the system taking into account the characteristics of the actual laser used in the production system (i.e., MC of the chip with a perfect laser is higher than stated here). Each pixel in the 512 424 array is 10 m 10 m, and has a fill-factor of 31% without lens, and 60% with lens. The pixel is fully differential, which makes it resistant to many design issues that plague single-ended designs, but makes matching and symmetry very important. As shown in the schematics in Fig. 7 , the pixel is comprised of 10 NMOS transistors, which include a pair of native source followers and row-select for each side and 2 MIM Caps and to store the integrated signal. The sequence of operation for one particular frequency and phase is shown in the timing diagram of In a multi-shutter scenario, this sequence of operation is repeated with different exposure times (e.g., ) followed by sampling of the integration signal before the pixel is Reset again for the next light phase/frequency. To avoid pixel Common-Mode saturation in the presence of large amounts of ambient light e.g., sunlight while still remaining sensitive to the differential signal due to active modulated light, the common mode dynamic range of the pixel can be increased by an operation called common-mode-reset (CMR) [14] . The sequence of operation during CMR is shown in Fig. 7 which results in node being connected to node and to . Using the theory of conservation of charges, if capacitors and are connected as shown in Fig. 8(a) , while resulting in common-mode being preserved while differential signal is destroyed. By cross-connecting the two storage MiM capacitors in the pixel [ Fig. 8(b) ], the common-mode signal while the differential signal . This results in the differential signal being preserved while the common-mode signal is cancelled thus increasing the common mode dynamic range without a need for reset. In the absence of circuit parasitics, the kT/C noise introduced by this operation is only in the common mode domain and does not affect the differential signal. However, in the presence of circuit parasitics, neither is the common-mode cancelled completely nor is the differential signal preserved fully nor kT/C cancelled fully. Thus the CMR operation should be used sparingly depending on the ambient light conditions to minimize differential signal loss.
B. Amplifiers and ADC
TOF creates constraints on readout circuits similar to those on higher frame rate cameras. Multi-phase, multi-frequency operations restrict the light exposure time available for each image capture. Readout time must be minimized so that available exposure time is maximized. Motion blur constraints further reduce the time available for exposure and readout.
The readout architecture shown in Fig. 9 achieves high throughput by combining a 10 m pitch column amplifier with a 40 m pitch 4:1 multiplexed ADC. Readout speed is further doubled by dedicating independent readout circuits to the top and bottom halves of the sensor array. A total of 256 ADCs and 1024 amplifiers produce over 2 GS/s and can perform a complete sensor array (differential) readout in approximately 100 us. This represents higher readout capacity/pixel than most other reported RGB cameras [15] - [17] and is comparable to high definition cameras.
An offset-cancelled switched-capacitor programmable-gain circuit amplifies the small differential voltages generated by the pixel to levels suitable for digital conversion. It also desensitizes the system performance from ADC noise while achieving a column gain mismatch of less than 1%. During the first phase of operation, the sensor outputs are connected to the bottom plates of while the amplifier offset is connected to the top plates. During the second phase, the input signal is amplified by shorting the bottom plates together and transferring the input capacitor charge to the feedback capacitors. The gain is then (1) Multigain operation occurs during the third phase when the amplifier output is compared with the ADC reference voltage. If the output voltage is too large, then more feedback capacitance is added, thus decreasing the gain. This overflow event is reported to the system along with the ADC data.
It has been noted in [13] that most image sensor designs with more than 200 Mpixel/s readout capacity use column-parallel ADCs. The settling time constant in a CMOS circuit is generally given by (2) Sampled kT/C noise limits the smallest allowable capacitance for a given noise floor. Since decreasing settling time requires quadratically more current, architectures with greater numbers of slower ADCs will usually use less power than architectures relying on a small number of very fast ADCs.
The most common column parallel ADC architectures are Single Slope (SS), Cyclic, and Successive Approximation (SAR). SS converters require clock cycles for conversion and are not suitable for the very high readout rates required in this TOF application. Cyclic converters require one or more precision opamps per converter. While SAR converters require a precision DAC, very fast charge redistribution DACs implemented in low voltage thin-oxide transistors make this a promising architecture for this application.
The block diagram of the ADC is shown in Fig. 10 . The differential input is sampled on 192 fF sampling capacitors while a mid-scale value is selected on the capacitive charge redistribution DAC. Successive approximation logic then drives a binary search driven by decisions from a latching comparator with schematic shown in Fig. 11 .
The DAC includes a 16-segment thermometer-coded main DAC coupled to a 6 bit binary weighted sub-DAC. All of the DAC capacitors are implemented as multiples of a 6 fF MIM unit-capacitor. Globally generated reference levels are locally buffered in each of the 256 converters to allow for fast settling. Thin-oxide transmission gates, small capacitance, and a high performance comparator allow an 80 MHz decision rate and 8 MS/s sampling rate for 10 bit conversions. The conversion speed is limited primarily by settling of the reference lines connected to the bottom plates of the DAC capacitors.
Each ADC is 40 m wide matching 4 pixel widths and is 550 m tall. Measured performance includes differential nonlinearity LSB, integral nonlinearity LSB, and Noise Floor LSB. The ADC has a 650 mV differential full-scale range while operating from a 1.5 V supply and dissipating 750 W. The local reference buffers are counted in both the area and power reported.
C. Clock Generation
The clock generation block creates the pixel array (A and B) and light source clocks from a common high speed clock root, the current controlled oscillator (ICO). Thus the relative phase (and frequency) of the clocks are precisely controlled. The block diagram of the clock generation is shown in Fig. 12 . It takes a two-phase, high frequency input (up to 1.6 GHz), from the ICO and produces light-source, and pixel array clock outputs. The linear feedback shift registers (LFSRs) are loaded by the micro-sequencer (described later) and produce an output pulse when their programmed count is reached. They are composed of true single-phase clock (TSPC) dynamic flip-flops [18] shown in Fig. 13(a) which are capable of operating at frequencies of 1.6 GHz and are arranged in two 8 bit shift register stages each running at the ICO clock rate. The value loaded in the cycle counter LFSR determines the cycle count and the edges of the generated clocks are determined by the pattern loaded into the other LFSRs. Inserted between each 8 bit LFSR output and the RS-latch inputs is the half-cycle logic circuit shown in Fig. 13(b) . This logic allows selectively adding a half-cycle of the ICO clock to the output pulse by utilizing the other phase of the ICO clock, making half-cycle resolution possible.
The frequency-lock loop, depicted in Fig. 14 , is composed of a high frequency divider, frequency control, spread spectrum (SS) control, 12 bit current-mode DAC, and a four stage differential ICO. The frequency-lock loop has both fast and slow lock modes. The digital feedback loop can be enabled and disabled on the fly by the micro-sequencer, more importantly the closed-loop DAC code can be stored and restored for each frequency to facilitate fast frequency switching.
The closed-loop mode is employed during the time that the image sensor is not actively capturing an image in order to correct for slow frequency drift mechanisms. In a similar manner, the ICO frequency is intentionally dithered to spread the frequency spectrum. This is accomplished by putting the frequency-lock loop in open-loop mode and updating the DAC code with respect to the closed-loop value appropriately to generate a desired frequency dithering. To achieve a wide capture range, symmetric-load delay cells are employed with an optimized load biasing scheme. The ICO is a four-stage differential ring oscillator composed of symmetric-load delay cells shown in Fig. 14(e) . The circuit is realized with replica biasing, shown in Fig. 14(b) , and a symmetric-load delay cell, depicted in Fig. 14(c) and offset voltage insensitive ac-coupled level-shifter stages in Fig. 14(d) which have time-constants designed to support the lowest frequency required. The combination of the symmetric-load delay cell and the proposed replica biasing extends the frequency capture range. The replica bias circuit consists of a half delay-cell in a feedback loop which serves to keep the of the P-channel load transistors of the delay cell equal to . This arrangement forces the delay cell load impedance to be ; where, is proportional to and the voltage across . The frequency that the oscillator can support given the diode connected bias reference in Fig. 14(a) is given by
where 1 10 (A/V ), and (F) for this design. The ICO frequency versus current for the proposed replica bias reference in Fig. 14(b) is given by (4) where mV for this design. Fig. 15 shows a comparison of ICO frequency versus current given by (3) and (4) for the diode connected bias reference and proposed replica bias reference, respectively. The replica biasing circuit manipulates the curve of the loads of the differential delay cell to extend the frequency capture range of the ICO, at both low-and high-frequency extremes, well beyond what would normally be possible with comparable ICOs [19] ; moreover, it can be tuned by the selection of the independent variable . The replica biasing keeps the loads in the linear region overcoming the drawbacks listed for the symmetric-load delay cell in [20] while drawing on its strength of good power supply noise rejection. Diode-connected clamps, not shown, are added in parallel with the loads to limit the swing at low frequency with minimal impact to the high-frequency performance. The replica bias circuit keeps the load , where is proportional to . must be chosen to keep the sufficiently low to keep the load transistors in the triode region of operation while keeping the loop gain sufficiently high to sustain oscillation at the lowest targeted for the design. The typical capture range for this ICO design spans 320 MHz to 4 GHz; note that lower frequencies are possible, this design is intentionally limited by a pedestal current.
D. Shutter Engine
The shutter engine receives data from the ADC and performs three important functions. First, it performs differential CDS to remove differential reset kT/C noise in the Pixel. Differential CDS reset values are stored in on-chip RAM and are subtracted from the final values read from the Pixel.
Second, it normalizes (multiplies by a coefficient) the digital input data with respect to the amplifier gain, correcting for known amplifier gain variation using per amplifier calibration data. Two tag bits generated by the array column amplifiers in Fig. 9 are used to determine the gain used and the corresponding normalization coefficients.
Third, it merges the data from multiple shutters choosing the best shutter value for each Pixel. This selects the shutter with the highest valid signal value not corrupted by saturation. To select the best shutter for each pixel, the Shutter Engine extrapolates the correlated value of an earlier (shorter) shutter to the time of the current shutter. If the value of the current shutter is significantly below the expected value, it is assumed that the current value has been corrupted by saturation and the earlier value is used. All pixel values, regardless of the actual shutter time, are normalized (multiplied by a normalization factor) to the longest possible shutter.
The result is sent to the ReadOut engine, which serializes the data across the 4 serial MIPI channels. Since the MIPI throughput is only 1/3 of the maximum possible transfer rate from the Shutter Engine, the ReadOut engine maintains a small memory to temporarily buffer the data. Fig. 16 summarizes the flowchart of the shutter engine operation.
E. Micro-Sequencer
To allow late binding optimization of sensor operation for a particular application (e.g., number of shutters, gains, cap- tures, frequencies, or ordering of captures), the operation of the sensor is defined by a series of instructions downloaded into the sensor at boot time and interpreted by the micro-sequencer. The micro-sequencer uses a custom instruction set that can be divided into three categories; sequential instructions that provide arithmetic operations and flow control, sequential instructions that control analog and digital on-chip states, and custom 'wave' instructions that provide parallel generation of multiple pixel and analog control signals.
Wave instructions define a set of rising and falling edge timings for one or more of the pixel or analog control signals to allow generation of complicated control signal sequencing of practically any length. Wave instructions are user defined, and their definition is stored in a section of RAM called wave RAM. Wave instructions contain a pointer to the location in wave RAM where the definition of that wave instruction is stored.
IV. EXPERIMENTAL RESULTS
Our sensor is packaged in a chip-on-board (COB) module. This construction optimizes for thermal conductivity and optical performance while keeping costs in line for a consumer market product. The COB module consists of a 4 layer PC board with metal stiffener and offset-type thermal vias to help dissipate up to 2.5 W typical thermal load and keep below 5 m of thermal-induced focus shift. A five-plastic-element F1.0 lens with FOV maximizes light gathering efficiency. A Near-IR narrowband-pass filter is integrated in the lens barrel to block all ambient light except in the narrow 860 nm wavelength range of the camera illumination system.
The phase shift measurement is proportional to the radial distance from the object to the center of the lens. The radial measurement is combined with the lens' intrinsic parameters to transform each pixel measurement into a point in (X, Y, Z) space. The active brightness image represents the amount modulated IR light returned to the sensor independent of ambient light. Various noise cancellation and filtering techniques are applied. Highly noisy and erroneous pixels are marked as invalid (shown in black).
In order to characterize the data, the camera is positioned on a rail in front of a Lambertian wall with 10% reflectivity perpendicular to the lens optical axes. The camera is positioned at seven discrete distances from the flat wall measured w.r.t. the principal point of the lens. At each of the seven distances 100 frames of the depth images are collected under normal room lighting and under ambient light at 2.2 w/cm /nm. The mean of these images is plotted versus distance in Fig. 17 as well as depth accuracy and depth noise (standard deviation). Fig. 18 shows examples of actual depth and active IR images produced by the sensor. Fig. 18(a) is a single active brightness (amount of IR light returned) image. Fig. 18(b) is a single Z-depth (proportional to the phase shift) image presented in a coarse color map. The wide FOV of lens allows six people to easily fit within the image. The high accuracy and sensor resolution of 512 424 makes it possible to detect fine features like clothes wrinkles as shown in Fig. 18 (c) that displays the average of 100 frames data as a point cloud in a 3-D mesh. However, this high accuracy depth image requires taking the average of many frames at a near distance from the sensor, which might not be suitable for real time application. Fig. 19 presents the measured IR signal versus SNR for a scene, which spans the dynamic range of the sensor for several configurations of amplifier gain and number of shutters. As shown in the two single-shutter plots, higher gain results in improved SNR but lower dynamic range. The multishutter figures illustrate the dynamic range improvement achievable by using a multishutter approach. A combined approach of multishutter The high dynamic range of the sensor is shown in real images presented in Fig. 20 . The image on the top shows the full 512 424 resolution of the sensor with one person at about 80 cm and another at about 500 cm. The image at the bottom is zoomed in on the person 500 cm away to show more details. However very few pixels cover the zoomed area, which results in a lower image quality. Table I summarizes our chip's main performance characteristics, and Table II compares our chip with other state of the art TOF image sensors in the literature [21] . This comparison highlights many strengths of our TOF chip. As far as we know our TOF sensor has the highest pixel resolution with the smallest pixel pitch among all published TOF sensors. It provides full frame rate operation, and operates at the highest modulation frequency (above 100 MHz) with excellent modulation contrast (above 55%). Our system achieves very good depth linearity at even low target reflectivity. Finally, our chip and system has been available commercially in millions of Kinect for XBOX ONE Systems.
V. CONCLUSION
We have introduced a high-performance, high-resolution TOF depth image sensor that meets the constraints of indoor natural user interface and gaming applications. The sensor was designed in a TSMC 0.13 m CMOS process and consumes 2.1 W when used in the long-range large-FOV living-room scenario. The pixel design enables high MC (67%@50 MHz) at high modulation frequencies (up to 130 MHz) using a fully differential QEM TOF. The sensor allows for high-dynamic-range operation though the use of multigain and multishutter. A built-in programmable micro-sequencer maximizes operational flexibility allowing the sensor operating parameters to be tuned for maximum performance.
