We consider algorithms for simulation of iterated Itô integrals with application to simulation of stochastic di erential equations. The fact that the iterated Itô integral
Introduction
The numerical solution of stochastic di erential equations (SDEs) has attracted quite a lot of attention during the years. Consider the multi-dimensional SDE d X (t) = b(X (t); t) dt + (X (t); t) dW (t);
(1.1)
where X (t) is a d-dimensional vector and W (t) is an m-dimensional vector of independent standard Brownian motions. The functions b(X (t); t) and (X (t); t) are measurable mappings from R d × R to R d and from R d × R to R d × R m , respectively. The above equation is here interpreted in the Itô sense.
A solution to (1.1) is said to be strong if there exists a solution for each given Wiener process W . A solution is said to be pathwise unique if any two strong solutions to (1.1) for a given Wiener process W and a given initial value X (0) have the same sample paths a.s. If the functions b(x; t) and (x; t) are Lipschitz continuous in x and satisfy a linear growth condition in x then a unique strong solution to (1.1) exists. If the linear growth condition is violated the solution can "explode", i.e. reach inÿnity in ÿnite time. This means that the solution only exists on a bounded time interval, whose length, in general, is a function of the initial value. This is of course a well-known problem present already in the deterministic setup.
Explicit solutions to (1.1) can only be found in a few special cases, so that in general we are conÿned to computing numerical solutions. A sequence {X h (t); 06t6T } of numerical approximations, for h ¿ 0, of a strong solution {X (t); 06t6T } is said to converge at rate O(h ) if
E|X (T ) −X h (T )| = O(h ) as h → 0:
Here h is called the step size.
The di usion coe cient of the SDE (1.1) satisÿes the so-called commutativity condition if where the di erential operator L i is given by
'i (x; t) @ @x ' :
In the general case where (x; t) does not satisfy (1.2), it is not possible to generate numerical approximations converging faster than O(h 1=2 ) unless the iterated Itô integrals I ij (t n ; t n + h) = tn+h tn s tn dW i (u) dW j (s) are included in the numerical scheme (see e.g. R umelin, 1982) . Milshtein (1974) proposed a numerical scheme that converges strongly at rate O(h) if b ∈ C 1; 1 (R d × R + ) and ∈ C 2; 1 (R d × R + ). In this scheme the kth component of the approximation is given bỹ
ki W i (t n ; t n + h) where W i (t n ; t n + h) = W i (t n + h) − W i (t n ).
In the present paper we study methods for simulation of the iterated Itô integrals. Since the distributions of I ij (t n ; t n +h), W i (t n ; t n +h) and W j (t n ; t n +h) do not depend on t n , we hereafter set t n = 0 and write W i (h) for W i (0; h), W j (h) for W j (0; h) and I ij (h) for I ij (0; h). Note that I ii (h) = ( W i (h)) 2 =2 − h=2. It is quite a di cult task to simultaneously generate the iterated Itô integrals I ij (h) and Wiener increments W i (h) and W j (h) with prescribed accuracy. Kloeden and Platen (1995, p. 347 ) describe an approximative method based on Fourier expansion of the Brownian bridge process. Gaines and Lyons (1994) suggest a method based on Marsaglia's "rectangle-wedge-tail" for the case m = 2. In the present paper we consider a number of di erent methods that make use of the fact that the iterated Itô integrals, conditioned on the Wiener increments, have an inÿnitely divisible distribution. We also show this inÿnitely divisible distribution to be, apart from an additive constant, of the so-called class G type. The methods cover the case m = 2. In simulating strong approximations of a given SDE it is of primary interest to generate approximations of the iterated Itô integrals with a prescribed mean-square error (MSE), see e.g. Kloeden and Platen (1995, pp. 362-363) ; therefore we focus our attention on this measure of deviation below.
LÃ evy (1951) calculated the characteristic function of the conditional distribution of the so-called LÃ evy stochastic area integral. This integral, denoted by A ij (h), is deÿned as
There is also another important relation between A ij (h) and I ij (h), W i (h) and W j (h). Using
it is clear that
2. Distributional properties of the iterated Itô integral 2.1. Characteristic functions LÃ evy (1951) (see also Talacko, 1956; LÃ evy, 1965, pp. 329 -333) showed that the characteristic function of the conditional distribution of A ij (h) given W i (h) and W j (h) is
Hence (1.4) gives
The conditional characteristic function ' Iij(h)| Wi(h); Wj(h) (t) can be viewed as the characteristic function of a sum Y 1 (h)+Y 2 (h)+Y 3 (h) of three independent random variables. The ÿrst one, Y 1 (h), has characteristic function ' Y1(h) (t) = (th=2)=sinh(th=2), which is the characteristic function of a logistic random variable. We can view Y 1 (h) as the distribution of I ij (h) conditioned on W i (h) = W j (h) = 0. We can generate Y 1 (h) by the inverse method, i.e. pick U ∈ U (0; 1) and let Y 1 (h) = (h=2 ) log(U=(1 − U )). The second random variable, Y 2 (h), has characteristic function
and the third one, Y 3 (h), has a distribution degenerate at ah. From a simulation point of view Y 2 (h) is the di cult part since there is no known closed form for its distribution function. LÃ evy (1951) proved that I ij (h) has an inÿnitely divisible distribution. We also see that Y 1 (h); Y 2 (h) and Y 3 (h) have inÿnitely divisible distributions. Before proceeding we recall some facts about such distributions.
Inÿnitely divisible distributions
A random variable X is said to be inÿnitely divisible (ID) if for every n there exist i.i.d. random variables X (n) 1 ; : : : ; X (n) n such that
This implies that the characteristic function of X , ' X (t), can be written as
where ' X (n) (t) is a characteristic function for each n¿1 (see e.g. Breiman, 1968, pp. 191-192) . The characteristic function of an ID random variable can be written in the following form, the so-called LÃ evy-Khinchine canonical representation,
where Â(x) is called the LÃ evy-Khinchine measure (see e.g. Lukacs, 1970) . Another possible representation is the LÃ evy canonical representation
If 2 = 0 then X is said to have no Gaussian component. If X has ÿnite variance the somewhat simpler Kolmogorov representation
can be used (see e.g. Lukacs, 1970) . If the Kolmogorov measure K(x) has no mass at zero then X has no Gaussian component. If X has a symmetric distribution the corresponding characteristic function is real and symmetric. For a symmetric ID random variable with ÿnite variance and no Gaussian component we have the representation
Properties of the characteristic function of the iterated Itô integral
As stated before, I ij (h) can be viewed as a sum of three independent random variables Y 1 (h); Y 2 (h) and Y 3 (h). We now focus our attention on Y 2 (h), with characteristic function (2.3).
It is easily seen that this is the characteristic function of an ID random variable. Moreover, since ' Y2(h) (t) is integrable, the distribution of Y 2 (h) has a density. ' Y2(h) (t) even has ÿnite moments of all orders, giving that the density of Y 2 (h) is inÿnitely di erentiable. The characteristic function is itself inÿnitely di erentiable which implies that Y 2 (h) has ÿnite moments of all orders. Indeed, ' Y2(h) (z) is analytic for −2 =h ¡ Im(z) ¡ 2 =h, whence the distribution has exponential moments. Therefore the tail of the distribution, T (x), is exponentially decreasing, i.e.
where F(x) is the distribution function of Y 2 (h) (Lukacs, 1983, p. 16) The density of Y 2 (h) is also unimodal at zero since ' Y2(h) (t) is real and symmetric having the representation
where g(t) is a characteristic function, see e.g. Lukacs (1983, p. 49) . LÃ evy (1951) showed that ' Y2(2 ) (t) has Kolmogorov measure
This implies that Y 2 (h) has no Gaussian component. The LÃ evy-Khinchine measure can now be obtained as
(2.6) 3. Simulation algorithms
A generalisation of Bondesson's method
Bondesson (1982) proposed a method for simulating positive ID random variables based on a so-called shot-noise representation. The basic idea is to approximate the ID random variable with a sum of random variables, one for each point T k of a homogeneous Poisson process on (0; ∞). Let {X (u); u ¿ 0} be a family of independent (of each other and of the Poisson process) but in general not identically distributed random variables. More precisely, X (u) has distribution function H (x; u), where
, being the intensity of the Poisson process. This is an integral representation of the LÃ evy measure of the ID random variable. Written out in detail Bondesson's method is as follows:
(1) Let T k ; k = 1; 2; : : : ; be points of a Po( ) process on (0; ∞) in increasing order.
where T ¿ 0 is a truncation time.
As T → ∞, Z(T ) converges in distribution to the appropriate ID distribution. Since Bondesson's method only deals with positive ID random variables we need to generalise it to the case of symmetric ID random variables with ÿnite variance. In this case we need that
2 , i.e. an integral representation of the Kolmogorov measure. This can be shown quite straightforwardly. Let Z be a symmetric ID random variable with ÿnite variance. From (2.4) we have that the characteristic function of Z, ' Z (t), can be represented as
where the Kolmogorov measure is symmetric. It easily seen that we can choose each distribution H (d x; u); u ¿ 0, symmetric as well. Now let T ¿ 0 be a truncation time and T k as above be points of a homogeneous Poisson process {J (s); s ¿ 0} with intensity . Let
The points of the Poisson process on (0; T ) conditioned on J (T ) is the ordered sample from J (T ) i.i.d. random variables uniformly distributed on (0; T ). But the distribution of the sum is independent of the ordering of the points, so we can take T 1 ; : : : ;
where ' X (u) (t) is the characteristic function of X (u). Now
A change of order of integration yields
we have exactly the Kolmogorov representation of Z.
There are, of course, several possible choices of H (x; u). From a practical point of view we want to have control of the behaviour of the tail sum
Two extreme cases can be obtained; either the convergence is fast enough for the tail sum to be neglected or the convergence is slow enough for the tail sum to be approximated by a Gaussian variable. Another important point is that it should be easy to simulate from H (x; u).
A further property, which we will utilise below to improve the simulation algorithms, is that the tail sum Z tail (T ) is independent of Z(T ). This follows since {X (u)} is family of independent random variables and the Poisson process has independent increments.
As mentioned above, we are interested in the MSE of the approximation. In order to compute the MSE we need to deÿne the random variable Z and its approximation Z(T ) on the same probability space. This is easily achieved if the random variable Z(∞) is well deÿned, i.e. if the sum X (T k ) converges, since we can then take Z = Z(∞). It follows easily by the independent increments of the Poisson process that Z(∞) has variance
Provided this variance is ÿnite, which we have assumed, the above sum converges a.s. and in mean-square sense. This follows by using independent increments once again, and by invoking the two-series theorem for the a.s. convergence.
Method A
According to (2.5) we should choose H (x; u) such that
One possible choice is to let H (d x; u) have point masses 1=2 at g(u) and −g (u) , where g(u) = log((1 + u)=u), and let = 2 . This leads to the following algorithm:
2 (h) = (h=2 )Z(T ) from the generalised Bondesson method with
where {B(t)} is a family of i.i.d. random variables with
Method B
The characteristic function ' Y2(2 ) (t) can be written as LÃ evy, 1951) . Hence Y 2 (h) can be viewed as a sum of compound Poisson random variables. This leads to the following simulation algorithm:
2 ); k = 1; : : : ; n. B2. Simulate X ik ∼ Laplace(1=k); i = 1; : : : ; N k ; k = 1; : : : ; n. B3. Deÿne
As n → ∞, Y (n) 2 (h) converges in distribution to Y 2 (h). This method is, in fact, equivalent to choosing = 2 , H (d x; u) = ( 1 + u =2) exp(−|x| 1 + u ) dx and T = n in the generalised Bondesson method, i.e. X (u) ∼ Laplace(1= 1 + u ). Damien et al. (1995) proposed the following method for simulating ID random variables:
Method C
(1) Let X 1 ; : : : ; X n be n i.i.d. samples from the distribution (1=k)Â(x), where Â(x) is the ÿnite LÃ evy-Khinchine measure of the ID random variable and k is its total mass. (2) Simulate
(1 + X 2 i ) ; i = 1; : : : ; n:
As n → ∞, Z (n) converges in distribution to the appropriate ID distribution. We now obtain the following method for simulating the iterated Itô integrals:
where Z (n) is a sample from the Damien, Laud and Smith algorithm with dÂ(x) given by (2.6), given by (2.1) and with k = 1:176680161 2 .
As n → ∞, Y
2 (h) converges in distribution to Y 2 (h). The samples from dÂ(x)=k can be generated with rejection from the Laplace distribution with rejection constant r = 1:10528854. The constants k and r were computed numerically.
Mean square rate of convergence
In this section we compute the MSE for methods A and B. For method C we have not been able to carry out an analysis of this kind. Indeed, for this method we could not deÿne Y 2 (h) and its approximation on a common probability space. Note that all expectations in this and the following sections are taken conditionally on unless explicitly stated.
We start with method A.
2 (h) be the tail of the approximating sum in this method and let 2 T denote its variance. 
T as T → ∞:
Moreover; the right-hand side is an upper bound on 2 T for each T ¿ 0.
Proof. We have
A change of variables y = 1=u yields
L'Hospital's rule shows that
The bound 2 T 6(h =2 ) 2 =T follows from the inequality log(1 + y) ¡ y; y ¿ 0.
Thus, the mean-square distance between Y 2 (h) and Y
2 (h) is asymptotically decreasing at rate 1=T .
We now turn to method B.
2 (h) be the tail of the approximating sum in this method and let 2 n denote its variance.
Theorem 2. The MSE for method B is
Moreover; the right-hand side is an upper bound on 2 n for each n¿1.
Proof. The characteristic function of n is
where c = h=2 . The variance of n is
The same rate of decay is obtained by approximating the sum from below.
Hence the mean-square distance between Y 2 (h) and Y
4. Improved rate of convergence through tail approximation
Asymptotic normality of the tail sums
For both methods A and B the variance of the tail of the approximating sum is asymptotically decreasing at rate T −1 as T → ∞. We will now show that both tail sums are asymptotically Gaussian. Again we ÿrst look at method A. Let By the mean value theorem,
where ∈ [0; 1=T ]. For su ciently large T the integrand f(y) is increasing on [0; 1=T ]. We can therefore bound f( ) from above and below by f(1=T ) and f(0), respectively, i.e.
Hence log ' T =˜ T (t) → −t 2 =2 for each t and the ÿrst part result follows. The second part follows as T =˜ T → 1.
We now turn to method B. Let Theorem 4. n =˜ n → N(0; 1) and n = n → N(0; 1) in distribution as n → ∞:
Proof. If we normalise n by its asymptotic standard deviation˜ n we obtain
where b = 1=(2 2 ). We approximate the sum from above and below by integrals,
Evaluating the last integral we get
Using the same technique when evaluating the ÿrst integral in (4.1) leads to the same lim inf , so that
which completes the proof of the ÿrst part. The second part follows as˜ n = n → 1.
Modiÿed simulation algorithms
The asymptotic normality of the tail sums together with their independence of the corresponding main approximating random variables suggest us to modify methods A and B by adding Gaussian random variables with suitable variances. Hence we deÿne the following methods.
where G A and G B are standard Gaussian variables independent of Y (T ) 2 (h) and Y (n) 2 (h). We remark that methods A and B provide random variables with the correct variance EY 2 (h) 2 , while the variances given by methods A and B are somewhat too large. To calculate the MSE for methods B and B we shall use that the tail sum n has a class G distribution. We therefore ÿrst recall some facts about such distributions.
Class G distributions
An interesting subclass of the symmetric ID distributions is the so-called class G. This class consists of variance mixtures of standard Gaussian random variables with the mixing distributions being positive and ID. Some very common symmetric ID distributions are class G, e.g. Laplace, Gaussian and logistic. Now let X g be a class G random variable. This is equivalent to that X g can be factorised as a product of independent random variables
where G is a standard Gaussian random variable and Y is a positive ID random variable. The density of X g is given by
A random variable X g has a class G distribution if and only if its characteristic function has the form
where the function (t), t¿0, has a completely monotone derivative and (0) = 0 (Rosinski, 1990) . Recall that a function f(t) is called completely monotone if
dt n ¿0 for each n¿0: Since class G distributions are conditionally Gaussian, the conditional characteristic function is of the type
Hence,
which is the Laplace transform of the mixing distribution evaluated at t 2 =2. Thus Y has Laplace transform
Coupling of tails
Proposition 5. The tail sum for method B is of class G.
Proof. We have that
where c = h=(2 ). Each term in the sum has a completely monotone derivative, hence so has the sum and the result follows.
Notice that by taking n=0 in the above proof it follows that Y 2 (h) itself is of class G. A di erent and perhaps more intuitive proof of Proposition 5 is obtained by utilising the inÿnite divisibility of the Poisson process and by observing that each random variable X (T k ) added in the Bondesson interpretation of method B is Laplace distributed, i.e. is a normal variance mixture.
The tail sum of method B is asymptotically Gaussian and since we know that the tail sum has a class G distribution this implies that the normalised mixing distribution converges in distribution to one, cf. (4.2). We will now show that the normalised mixing distribution converges to one in mean-square sense. This can then be utilised to increase the mean-square convergence rate for the approximating sum.
We can write the tail sum n as product of a standard Gaussian random variable G and the square root of an independent positive ID random variable V n , i.e.
where c = h=(2 ). This function is closely related to the cumulant generating function of V n .
Lemma 6. Furthermore, we have that
Approximating the sums with integrals gives the bound on the second term holds since˜ n is an upper bound on n . Hence,
which proves the result.
We now consider a coupling between the random variable n and its approximations in methods B and B , respectively, by using the same standard Gaussian random variable in both the true tail sum and its approximations. That is, we put the random variable G B in methods B and B equal to the random variable G in (4.3). Thus the true tail sum n and its approximations n G B and˜ n G B are now deÿned on a common probability space. This is called a coupling of these random variables. By a coupling is generally meant to deÿne random variables with prescribed marginal distributions on common probability space. Usually, this construction involves introducing some kind of dependence. The following theorem shows that the particular coupling given above works well for our present purposes.
Theorem 7. For method B we obtain by coupling the MSE
for each n¿1. For method B we obtain by coupling the MSE
for each n¿1.
Proof. For method B we have
Using Lemma 6, the ÿrst part of the theorem follows. The second part follows similarly.
The theorem thus shows that methods B and B have MSEs decreasing at rate 1=n 2 , as opposed to the slower rate 1=n for methods A and B. This can be explained as follows. For method B, the MSE is equal to 2 n = EV n . For method B , the MSE is dictated by the variance of V n , which decays faster than its mean. For method B an extra smaller order term is added because of the di erence between 2 n and˜ 2 n . By the L 2 -Wasserstein distance between two distributions F 1 and F 2 , both with ÿnite variance, is meant the minimum mean-square distance between random variables deÿned on a common probability space and having marginal distributions F 1 and F 2 , respectively. Theorem 7 thus provides an upper bound for the L 2 -Wasserstein distance between the distribution of n and a normal distribution.
For method A we have not been able to carry out an analysis similar to the above one. We do conjecture, however, that the distribution of its tail sum T is a Gaussian variance mixture not in class G; in fact we can show that it is not in class G. If the conjecture is true one could of course construct a coupling as above to analyse methods A and A . simulation of 4n + 2 standard normal variables, whereas method A requires one logistic variable, one Poisson variable, and on the average 2T uniform variables (yielding the points of the Poisson process). We ÿnd that method A requires less work than does the method of Kloeden et al., although method A involves logarithms, and thus advocate method A in preference to the latter. Method B has an MSE twice as big as that of method A and does not require less computations for a given n, and should thus not be used.
However, our main interest is, of course, in the case when h and Dh are small, so that the faster convergence rate of methods B and B becomes an advantage. Both methods require, for a given n, the simulation of one logistic variable, one Poisson variable, one normal random variable, and, on the average, 2n uniform variables and 2n Laplace variables. Method B su ers from the slight drawback that 2 n is not available in closed form, but this number can easily be computed beforehand for various n and tabulated. Method B has an MSE that is bounded by 1 + 3 2 =(2n) times the MSE of method B , cf. Theorem 7. Thus for a given step size h, method B , on the average, requires an n-value that is at most E 1 + 3 2 =2 ≈ 1:89 times larger than that of method B . However, as the step size h tends to zero methods B and B asymptotically require the same number of terms in the approximating sum. To see this, one needs to do a more careful analysis than in (5.1) of the n required to achieve a given MSE in method B ; it involves solving a cubic equation and we do not show these computations here.
From a practical point of view, the di erence in e ciency between method A on one hand and methods B and B on the other hand will be more pronounced as the step size h tends to zero.
The notion of complexity for a method can also be viewed in di erent way. Assume that we want to simulate an SDE with a mean error E|X h (T ) − X (T )|6 ; how much work is required to accomplish this? If we measure work by the number of random variables that needs to be simulated, we obtain W KPW ( ) ∼ −2 for Milshtein combined with the Kloeden, Platen and Wright method and W NM ( ) ∼ −3=2 for Milshtein combined with our new methods B and B . The notation W M ( ) ∼ − means that as → 0, the number of random variables needed to achieve the accuracy for the method M is O( − ). If we compare this with the Euler method which has W EULER ( ) ∼ −2 , it is evident that there is no gain in using Milshtein combined with the Kloeden et al. method since it requires no less (in practice even more) work than the Euler method to obtain the same accuracy. The Euler method is also easier to implement and faster to execute provided that the evaluations of the drift and dispersion functions are not too time-consuming compared to generation of the normal random variables. This clearly shows why it is crucial to have a convergence rate faster than h 2 =n in the approximation of the iterated Itô integrals. The method by Gaines and Lyons di ers from all the above ones in that it is exact and based on inversion of the joint characteristic function of 2 and the LÃ evy stochastic area integral A ij (2 ) (see (1.3)) rather than on a probabilistic representation and analysis of the iterated Itô integral. It is certainly also the fastest method; Gaines and Lyons report that simulation of two Wiener increments and one iterated Itô integral takes about the same time as the simulation of approximately 14 standard normal variables. However, the method is also by far the most complicated one to implement and indeed sometimes -although seldomly -requires on-line numerical Fourier inversion of the characteristic distribution. Hence code for this operation must be included in the simulation package. Moreover, exact simulation of the iterated Itô integrals is not really necessary since other sources of error, such as the time discretisation, also in uence the precision of the solution.
A problem that has not been addressed in this article is the weak approximation of SDEs, i.e. estimation of an expectation E[f(X (T ))] of the process at some time T rather than a pathwise approximation. For weak approximation it is possible to replace the iterated Itô integrals by random variables with considerably less complicated probabilistic structure and still obtain a convergence rate of O(h) in the weak sense. Moreover, it is possible to use the same type of extrapolation methods as in the deterministic case to improve the accuracy of the approximation (e.g. Romberg extrapolation, Talay and Tubaro, 1990) .
