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Abstract
The paper is concerned with scheduling problems with multiprocessor tasks and presents conditions under which such problems
can be solved in polynomial time. The application of these conditions is illustrated by two quite general scheduling problems. These
results are complemented by a proof of NP-hardness of the problem with a UET task system, two parallel processors, the criterion
of total completion time, and precedence constraints in the form of out-trees.
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1. Introduction
This paper is concerned with computational complexity of scheduling problems with multiprocessor tasks and
presents both polynomial solvability and NP-hardness results. The introduction of multiprocessor tasks allows to relax
the limitation of the classical scheduling models by permitting tasks that require more than one processor simultaneously.
We study the following quite general scheduling model, where a set N = {1, 2, . . . , n} of n tasks is to be processed
on the set M = {M1,M2, . . . ,Mm} of m processors. All processors are available from time t = 0. Each processor
can process no more than one task at a time. In order to be processed, each task j requires one or several processors
simultaneously during pj units of time. The processing time pj is an integer and satisﬁes the inequality pj p, where p
remains the same for all instances of the considered problem. The number of processors required by task j is denoted by
sizej , and these processors must belong to a prespeciﬁed subset M(j) ⊆ M . No preemptions are allowed, therefore if
sizej processors start executing task j, then they continue this until completion, i.e. during pj time units. The processing
of each task j cannot commence before a nonnegative integer release time rj . The restrictions on the order in which
tasks can be processed are deﬁned by the precedence constraints in the form of an anti-reﬂexive, anti-symmetric and
transitive relation on N. If task j precedes task g, denoted by j → g, then the processing of task g can commence only
after the completion of task j. If there is no g such that j → g, then j is called a terminal task.
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To deﬁne a schedule  it sufﬁces to specify for each task j the completion time Cj () and the subset of processors
M(, j) ⊆ M(j) which is actually used to process this task in schedule . Alternatively, instead of completion times,
one can use starting times Sj (), where Sj ()=Cj ()−pj . We assume that a nondecreasing function j is associated
with each task j, and our goal is to minimize the criterion
() = 1(C1())  2(C2())  · · ·  n(Cn()) =
n⊙
j=1
j (Cj ()),
where the operation  satisﬁes the following conditions:
(a)  is commutative and associative;
(b) inequality 12, where 1 and 2 are arbitrary numbers, implies that 1  2   for all ;
(c) there exists  such that for any ,  = .
Note that (a)–(c) are satisﬁed, for example, by the operation + with = 0 and by the operation max with = −∞.
In the popular three-ﬁeld notation || (see for example [1])  deﬁnes the processor environment,  speciﬁes the
task characteristics, and  denotes the optimality criterion. Using this notation, the above problem can be denoted by
Gm|prec,M(j), rj , pj p, sizej |,
where Gm speciﬁes that any instance of the problem has the same number m of processors; prec indicates the presence
of precedence constraints; M(j) and sizej reﬂect the fact that every task j can be processed only on speciﬁed processors
and the given number of these processors must be used simultaneously; rj indicates the presence of release times; and
pj p speciﬁes that all pj are integer and bounded above by a constant p, which remains the same for all instances of
the considered scheduling problem. If the term prec is omitted, then there are no precedence constraints. In some parts
of this paper we will replace the term prec by either out-tree or q-chain indicating that the set of precedence constraints
is restricted to either out-trees or a collection of chains, each containing at most q elements. If the term rj is omitted,
then each task j has the same release time rj = 0.
If M(j) = M , then the considered problem converts into Pm|prec, rj , pj p, sizej | problem with m parallel
processors. If |M(j)| = sizej , then we have a problem with dedicated processors (see for example [3]). The latter
problem can be denoted by Gm|ﬁxj , prec, rj , pj p, |. Another particular case of Gm|prec,M(j), rj , pj p, sizej |
was considered in [9], where it was assumed that the partially ordered set of tasks is a collection of chains each composed
of k tasks and the set M is also partitioned into k disjoint subsetsM1, . . . ,Mk . Using the terminology of [9], every chain
is a job to be processed in k stages with the assumption that at stage i each job must be processed on processors fromMi .
In [9], it was assumed that the number of stages k and the number of parallel processors mi at any stage i are ﬁxed for all
instances of the problem. These assumptions were reﬂected in the notationFk(Pm1, . . . , Pmk)|pij p, sizeij |, where
pij is the processing time of the jth task in the ith chain (job). For more information on scheduling of multiprocessor
tasks we refer the reader to [5].
Section 2 is concerned with a question of what particular cases of theGm|prec,M(j), rj , pj p, sizej | problem can
be solved in polynomial time and presents necessary and sufﬁcient conditions for polynomial solvability. In particular,
these conditions imply the existence of polynomial-time algorithms for the following problems:
• Gm|q-chain,M(j), pj p, sizej |, where  is either maxj∈N˜ {Cj () − dj }, or maxj∈N˜ max[Cj () − dj , 0], or∑
j∈N˜ max[Cj () − dj , 0], or
∑
j∈N˜ wjCj (), or
⊙
j∈N˜ (Cj ()), where wj are nonnegative numbers,  is an
arbitrary nondecreasing function, N˜ is the set of all terminal tasks, and dj is a due time associated with task j.
• Pm|M(j), pj p, sizej |∑j wjUj , where wj are nonnegative numbers,
Uj(Cj ()) =
{
0 if Cj ()dj ,
1 otherwise,
and dj is a due time associated with task j.
It is easy to see that Gm|q-chain,M(j), pj p, sizej | can be viewed as a generalization of the ﬂow-shop model. The
ideas related to those presented in this section can be found in [3,6,8–10].
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In studying computational complexity it is important to draw a borderline between polynomially solvable and NP-
hard problems. We contribute to these efforts in Section 3 by proving NP-hardness of P2|out-tree, pj =1, sizej |∑ Cj ,
where the term pj = 1 speciﬁes that each task requires only one unit of processing time. This result strengthens the
corresponding result in [2].
2. Polynomial solvability results
Since the polynomial procedure presented in this section requires an estimate of the schedule length, in Section 2.1
we introduce a notion of an active schedule for which the schedule length can be estimated. If release times are too far
apart, then the problem can be split into several subproblems with not overlapping optimal active schedules, so that in
each subproblem the schedule length is bounded above by some polynomial of the number of tasks.
The dynamic programming procedure presented in this section constructs an optimal schedule slice by slice, where
each slice corresponds to a unit time interval. It is convenient to represent such slices by (n+m)-dimensional vectors
introduced in Section 2.2.
For some problems with the criterion
∑
wjUj , the tardy tasks, i.e. tasks j that do not meet their due times dj , can be
scheduled in any order after the tasks that are completed on time. This observation leads to the notion of a -essential
subset of tasks introduced in Section 2.3. This subsection also completes the description of the dynamic programming
procedure and presents conditions under which this procedure constructs an optimal schedule in polynomial time.
Sections 2.4 and 2.5 illustrate applications of these results.
2.1. Active schedules
Without loss of generality, we will assume that if j → g, then rj + pj rg . If this condition does not hold, then the
release times can be recalculated in O(n2) time.
In what follows, we will consider not only schedules for the entire partially ordered set of tasks, but also for its
different subsets, assuming that the precedence constraints between tasks from the same subset are preserved. We will
refer to such a schedule as a schedule for the corresponding subset. If there is no reference to a subset, then we will
assume that we consider a schedule for the entire set N. Consider subsets N ′ ⊆ N and N ′′ ⊆ N ′ and a schedule ′ for
N ′. The reduction of ′ onto N ′′ is the schedule ′′ for N ′′ such that for all j ∈ N ′′
Cj (
′′) = Cj (′) and M(′′, j) = M(′, j).
We will denote the reduction of ′ onto N ′′ by ′
N ′′ . We will say that task j, not necessarily from N ′, can be ′-scheduled
at an integer time point t if rj  t ; Cg(′) t , for each g such that g → j ; and there are sizej processors from M(j)
which in accordance with ′
(N ′−{j}) are idle in the time interval [t, t + pj ]. The smallest integer at which a task j can
be ′-scheduled will be denoted by t (j, ′). We will say that a schedule ′ is active if Sj (′) = t (j, ′), for any task
j ∈ N ′.
For any task j ∈ N let Q(j) be the set of all predecessors of j, i.e. Q(j) is the set of all tasks g such that g → j .
We will say that a subset N ′ ⊆ N is Q-closed if it contains tasks together with all their predecessors, or equivalently if
Q(j) ⊂ N ′ for each j ∈ N ′. Let  be an arbitrary schedule for some Q-closed subset N ′ of N, and let j be an arbitrary
task from N ′. Obviously
max
(
rj , max
g∈Q(j) Cg()
)
 t (j, ).
Any time interval in [max(rj ,maxg∈Q(j) Cg()), t (j, )] during which all processors are idle has length less than pj ,
because otherwise j can be -scheduled during this idle period. Hence, the total length of such time intervals is less
than |N ′|pj . On the other hand, in [max(rj ,maxg∈Q(j) Cg()), t (j, )], the total length of time intervals during which
at least one processor is busy cannot be greater than
∑
g∈(N ′−{j}) pg . Hence
t (j, ) − max
(
rj , max
g∈Q(j) Cg()
)
<
∑
g∈(N ′−{j})
pg + |N ′|pj (2n − 1)p,
and each t (j, ) can be calculated in O(n) time.
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Lemma 1. Let  be a schedule for some Q-closed subset N ′ of N. If for some j ∈ N ′, t (g, ) = Sg() for all
g ∈ Q(j) ∪ {j}, then the length of any time interval in [rj , Sj ()] during which all processors are idle is less than p.
Proof. Suppose that rj  t1, t2Sj (), all processors are idle in the time interval [t1, t2], and t2 − t1p. Among
all tasks g ∈ Q(j) ∪ {j} satisfying Cg()> t2 select a task with the smallest release time rg . Since q → g implies
q ∈ Q(j) and rq < rg , task g has no predecessors processed after t2. Therefore g can be -scheduled in the time interval
[t2 − pg, t2] which contradicts the fact that t (g, ) = Sg(). 
Let r1 < · · ·<rk be all distinct release times, and let N1, . . . , Nk be the corresponding subsets of tasks, that is, Ni
is the set of all tasks j satisfying rj = ri . Without loss of generality we will assume that r1 =0. In what follows Cmax()
will denote the maximum completion time in schedule .
Lemma 2. If for each positive integer e < k∑
j∈⋃ei=1 Ni
pj + (e − 1)p > re+1, (1)
then for any active schedule 
Cmax()<
∑
j∈N
pj + (k − 1)p. (2)
Proof. Consider an active schedule . Suppose that in this schedule all processors are idle in a time interval [t1, t2]
and Sj () = t2 for some task j. We will call such a time interval an idle period. If rj < t2, then t (j, )< t2 = Sj (),
which contradicts the fact that  is active. Hence, each idle period has some ri as its right end-point. Therefore, if the
length of each such interval is less than p, then (2) holds.
Suppose that at least one time interval [t1, t2] in [0, Cmax()] in which all processors are idle has the length greater
than or equal to p. Among all such time intervals select one with the largest t2. Let it be the time interval [	1, 	2].
According to Lemma 1 there exists rh such that rh > 	2 − p and for each g ∈ ⋃i<h Ni , Cg()	1. Since after 	2
there are only k − h points that can serve as a right end-point of an idle period and each such period has the length less
than p, it follows that
Cmax()	2 +
∑
j∈⋃ih Ni
pj + (k − h)p< rh +
∑
j∈⋃ih Ni
pj + (k − h + 1)p
and taking into account (1) with e = h − 1
<
∑
j∈⋃i<h Ni
pj + (h − 2)p +
∑
j∈⋃ih Ni
pj + (k − h + 1)p =
∑
j∈N
pj + (k − 1)p
which completes the proof. 
Let  be an arbitrary schedule for some Q-closed subset X0 of N. Consider an iterative procedure which starts with
the schedule 0 =  and at each iteration i either terminates or constructs a schedule i for some subset Xi ⊆ N . The
procedure terminates if all tasks j ∈ N are scheduled and satisfy Sj (i−1) = t (j, i−1). Otherwise, the procedure
selects a task with the smallest completion time among all tasks j satisfying Sj (i−1)> t(j, i−1). If such a task does
not exist, then the procedure selects an arbitrary task from N − Xi−1 that does not have a predecessor in N − Xi−1.
Denote the selected task by ji . The procedure then constructs a schedule i for Xi = Xi−1 ∪ {ji}, where
Sj (
i ) =
{
Sj (i−1) if j 	= ji,
t (j, i−1) if j = ji,
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and
M(i , j ) = M(i−1, j) for all j 	= ji .
Since each t (j, i−1) can be calculated in O(n) time, each iteration can be accomplished in O(n2) time.
On the other hand, for any iteration i, i−1Xi−{ji } = iXi−{ji }, and therefore t (ji , i−1) = t (ji , i ). If g → ji , then
Cg(
i−1) = Cg(i )Sji (i ),
and consequently schedules i−1Xi−{g} and 
i
Xi−{g} coincide in the time interval [0, Cg(i )]. This implies that t (g, i−1)=
t (g, i ). Hence we have t (g, i ) = Sg(i ) and t (ji , i ) = Sji (i ). Therefore by Lemma 1,
rji +
∑
g∈(Xi−{ji })
pg + |Xi |p>Sji (i ),
and if ji = ji+q , then
rji Sji+q (i+q)<Sji (i ) < rji + (2n − 1)p.
Thus the procedure terminates in O(n2) iterations with an active schedule ¯ such that Cj (¯)Cj () for all j ∈ X0.
Suppose that (1) does not hold for all e, and let e∗ be the smallest e satisfying∑
j∈⋃i e Ni
pj + (e − 1)pre+1.
Consider two subproblems—one with the task set
⋃
ie∗ N
i and another with the task set
⋃
i>e∗ N
i
. Let ′ and ′′ be
optimal schedules for the ﬁrst and second subproblem, respectively. Without loss of generality we will assume that ′
is active, because otherwise it can be converted into an active schedule using the polynomial-time procedure described
above. Let ¯ be the schedule, where
M(¯, j) = M(′, j) and Cj (¯) = Cj (′) for any j ∈
⋃
ie∗
Ni
and
M(¯, j) = M(′′, j) and Cj (¯) = Cj (′′) for any j ∈
⋃
i>e∗
Ni .
Lemma 2 implies that Cmax(′)re
∗+1
, and hence ¯ is a feasible schedule for the original problem. On the other hand,
for any schedule ∗, which is optimal for the original problem,⊙
j∈⋃i e∗ Ni
j (Cj (
′))
⊙
j∈⋃i e∗ Ni
j (Cj (
∗))
and ⊙
j∈⋃i>e∗ Ni
j (Cj (
′′))
⊙
j∈⋃i>e∗ Ni
j (Cj (
∗)).
Using properties (a) and (b) of operation , we have⊙
j∈N
j (Cj (¯)) =
⊙
j∈⋃i e∗ Ni
j (Cj (
′)) 
⊙
j∈⋃i>e∗ Ni
j (Cj (
′′))

⊙
j∈⋃i e∗ Ni
j (Cj (
∗)) 
⊙
j∈⋃i>e∗ Ni
j (Cj (
∗))
=
⊙
j∈N
j (Cj (
∗)).
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Hence, ¯ is optimal for the original problem, and the original problem can be decomposed into two independent
subproblems with task sets
⋃
ie∗ N
i and
⋃
i>e∗ N
i
, respectively. Given this observation, without loss of generality
in what follows, we will assume that (1) holds for all e < k. We will also denote∑j∈N pj + (k − 1)p by T. Note that
T 
∑
j∈N p + (n − 1)p = (2n − 1)p.
2.2. Schedule representation
Let  be a schedule for some Q-closed subset N ′ ⊆ N , then this schedule at any integer time point t can be described
by an (n + m)-dimensional vector u = (u1, . . . , un+m). The ﬁrst n elements of this vector correspond to tasks and the
remaining m elements are related to machines. If j ∈ N ′, then
uj =
{
pj if tSj (),
0 if tCj (),
pj + Sj () − t if Sj ()< t <Cj ().
Hence for each j ∈ N ′, uj is the remaining processing time which task j has at time point t. If j /∈N ′, uj is either
0 or pj and uj = 0 implies that ug = 0 for all tasks g such that j → g. This means that if N ′ 	= N , then a vector
representing  at some integer time point is not unique, and all such vectors differ in elements associated with the tasks
which constitute the set N−N ′. This is convenient in the sequential process of constructing an optimal schedule, which
will be discussed later, and is related to the notion of a -essential subset of tasks which will be introduced in Section
2.3. If j is not a -essential task, then uj = 0 will be interpreted as an indication that the decision not to include j in the
-essential subset has been already made. In this case, all successors of j also will not be included. For any 1 im
u(n+i) =
{
0 if Mi is idle in the time interval [t, t + 1],
j if Mi processes task j in the time interval [t, t + 1].
Hence, if an (n+m)-dimensional vector u represents some schedule at an integer time point t, then this vector satisﬁes
the following conditions:
(f1) uj ∈ {0, 1, . . . , pj }, for all 1jn;
(f2) un+i ∈ {0, 1, . . . , n}, for all 1 im;
(f3) if 0<uj <pj , then there exists un+i such that un+i = j ;
(f4) if un+i = j > 0, then uj > 0;
(f5) if un+i = j > 0, then there exist exactly sizej elements ux , x >n, such that ux = j ;
(f6) if un+i = j > 0, then Mi ∈ M(j);
(f7) if un+i = j > 0, then rj  t + uj − pj ;
(f8) if un+i = j > 0 and g → j , then ug = 0.
Again, let  be a schedule for some Q-closed subset N ′ ⊆ N and t be an integer. There are two (n+m)-dimensional
vectors u and v representing  at time points t and t + 1, respectively, and satisfying for each j ∈ N the following
conditions:
(r1) if un+i = j , then vj = uj − 1;
(r2) if 0<vj <pj and vn+i = j , then un+i = j and uj = vj + 1;
(r3) if uj = 0, then vj = 0;
(r4) if vj = 0, uj = pj and j /∈⋃mi=1{un+i}, then vg = 0 for all tasks g such that j → g.
Let u be an (n + m)-dimensional vector satisfying conditions (f1)–(f8) for some t = 	, then the set of all (n + m)-
dimensional vectors v, satisfying conditions (f1)–(f8) for t = 	 + 1 as well as conditions (r1)–(r4), will be denoted
by R	(u). Let 0 be the (n + m)-dimensional zero vector, then for any t we have Rt(0) = {0}. Consider a sequence of
(n + m)-dimensional vectors u0, . . . , uT. In what follows, the xth component of the vector uq will be denoted by uqx .
We will say that a sequence of vectors u0, . . . , uT is feasible if u0 satisﬁes conditions (f1)–(f8) for t = 0 and u0j = pj
for all 1jn; u	 ∈ R	−1(u	−1) for all 1	T ; and uT = 0.
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Lemma 3. For any feasible sequence u0, . . . , uT there exists a schedule  for a Q-closed set such that each uq
represents  at t = q.
Proof. Let N ′ = (⋃mi=1⋃T−1q=0 {uqn+i})∩N . Consider a schedule  for N ′ such that for anyj ∈ N ′ this task is processed
on processor Mi in a time interval [	, 	+1] if and only if u	n+i =j . Conditions (f4), (f1), (r2), (r1), and (f3) imply that if
the processing of a task commences, then it will continue during exactly pj time units. Conditions (r3) and (f4) ensure
that once completed the processing of a task will never be resumed again. Conditions (f5) and (f6) guarantee that if
task j is processed during some unit time interval, then in this interval task j is processed by exactly sizej processors
from the set M(j). Conditions (r2) and (f5) imply that during pj time units each task j is processed by the same set of
processors.
Consider two arbitrary tasks j and g such that j /∈N ′ and j → g. Since j /∈N ′, in accord with conditions (f1) and
(f3) for any 0xT the element uxj is equal to either pj or 0. Let y be the smallest x for which uxj =0. Then according
to conditions (r4) and (r3) uxg = 0 for all xy, and therefore, due to (f4) task g cannot be processed after time point y.
On the other hand, by condition (f8), task g cannot be processed before this time point either. Thus g /∈N ′ and the set
N ′ is Q-closed.
Due to conditions (f7) and (f8) processing of each task commences only after its release time and after the completion
of all its predecessors. It is obvious that according to  no two tasks are processed at the same time by the same processor.
Hence,  is a feasible schedule for N ′. 
2.3. Conditions for polynomial solvability
Recall that without loss of generality we assume that any instance of the problem Gm|prec,M(j), rj , pj p,
sizej | satisﬁes (1) for all e < k. Hence according to Lemma 2, for any active schedule , Cmax()T =∑j∈N pj +
(k − 1)p. Although it is well known that the problem Gm|prec,M(j), rj , pj p, sizej | is NP-hard, some important
particular cases allow polynomial-time algorithms. A particular case can be deﬁned, for example, by specifying a
type of precedence constraints, or a processor environment, or a criterion. In order to state conditions for polynomial
solvability we need the following deﬁnition. A Q-closed subset N ′ ⊆ N will be called -essential if
⊙
j∈N
j (Cj ()) =
⊙
j∈N ′
j (Cj ()) 
⊙
j∈(N−N ′)
j
(∑
v∈N
pv + (k − 1)p
)
.
Thus, if j /∈N ′, then the replacement of Cj () by T does not change the value of the criterion. Hence, in constructing
an optimal schedule ∗, it sufﬁces to construct its reduction onto some ∗-essential subset of tasks, since, as has been
shown above, the extension of this reduction to the whole N can be accomplished in polynomial time. For example,
only tasks j satisfying the inequality Cj ()dj are essential for the criterion
∑
j∈N wjUj (Cj ()). Note that N itself
is -essential.
In what follows, by saying that a procedure constructs a set we mean that it enables us to generate one by one all
elements of this set. Therefore, if the procedure is polynomial time, then the number of elements in the corresponding
set is bounded above by some polynomial.
Theorem 4. A particular case of the Gm|prec,M(j), rj , pj p, sizej | problem is polynomially solvable if and only
if there exists a polynomial-time procedure that for any instance of this particular case constructs a set U of (n + m)-
dimensional vectors containing all elements of a feasible sequence representing ∗N∗ for some optimal active schedule
∗ and some ∗-essential subset N∗.
Proof. Suppose that a particular case of the problem Gm|prec,M(j), rj , pj p, sizej | is polynomially solvable and
let ¯ be an optimal schedule constructed by the corresponding polynomial-time algorithm. Then as has been shown
above, in O(n4) time ¯ can be converted into an optimal and active schedule ∗. By Lemma 2, Cmax(∗)<T . Given
∗, one can construct in polynomial time a feasible sequence of (n+m)-dimensional vectors u0, . . . , uT representing
∗N∗ , where N∗ =N . Observe, that ut = 0 for all tCmax(∗). Hence, there exists a polynomial-time procedure which
constructs the set U = {u0, . . . , uT} satisfying conditions of the theorem.
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Suppose now that there exists a polynomial-time procedure that constructs a set U containing all elements of a
feasible sequence y0, . . . , yT representing ∗N∗ for some optimal active schedule ∗ and some ∗-essential subset N∗.
Let U0 be the set of all u ∈ U such that uj = pj , for all j ∈ N , and each u satisﬁes conditions (f2), (f5), (f6) as well
as condition (f7) for t = 0. Now we consider a sequence of sets U0, . . . , UT such that for any integer 	<T
U	+1 =
⋃
u∈U	
(R	(u) ∩ U).
For each 0 t < T and each u ∈ Ut , let E(u) be the set of all j such that 1jn, uj = 1, and j ∈⋃mi=1{un+i}, and let
t (u) =
{⊙
j∈E(u) j (t + 1) if E(u) 	= ∅,
 otherwise.
Recall that  is the element satisfying the condition    =  for any . For each 0 t < T and each pair of vectors
u ∈ Ut and v ∈ U ∩Rt(u), let S(u, v) be the set of all j such that 1jn, uj = pj , vj = 0, and j /∈⋃mi=1{un+i}, and
let

(u, v) =
{⊙
j∈S(u,v) j (T ) if S(u, v) 	= ∅,
 otherwise.
Let u0, . . . , uT be an arbitrary sequence such that u0 ∈ U0, uT = 0 and u	 ∈ U ∩ R	−1(u	−1), for all 0< 	T . Since
yt ∈ Ut , for all 0 tT , at least one such sequence exists. Each such sequence is feasible and gives a number⊙
0 t<T
{t (ut )  
(ut , ut+1)}.
Let w0, . . . , wT be a sequence with the smallest associated number. According to Lemma 3 the sequence w0, . . . , wT
corresponds to a schedule ′ for the Q-closed subset N ′ = (⋃mi=1⋃T−1q=0 {wqn+i})∩N . Given w0, . . . , wT, the schedule
′ can be constructed in O(n) time. As has been shown above, there exists a polynomial-time algorithm allowing to
construct an active schedule ′′ for N satisfying Cj (′′)Cj (′) for all j ∈ N ′. Because ∗ is an optimal schedule and
N∗ is a ∗-essential subset of N,⊙
0 t<T
{t (yt )  
(yt , yt+1)} = (∗)(′′)
⊙
0	<T
{t (wt )  
(wt , wt+1)}
and by the selection of w0, . . . , wT

⊙
0 t<T
{t (yt )  
(yt , yt+1)}.
Therefore, ′′ is an optimal and active schedule, and it remains to show how to construct w0, . . . , wT.
In accord with the standard dynamic programming approach, consider functions 0(v), . . . ,T (v) deﬁned on
U0, . . . , UT , respectively, where for all v ∈ U0
0(v) = 0(v)
and for each 1 tT and all v ∈ Ut
t (v) = min{u: v∈Rt−1(u) and u∈Ut−1}{t−1(u)  
(u, v)  t (v)}. (3)
Now we can compute consequently functions 1(v), . . . ,T (v) recording for each v ∈ Ut a vector, denoted by pr(v),
on which the minimum in (3) is attained. Accomplishing these calculations, we construct a sequence w0, w1, . . . , wT
by backtracking starting with wT = 0 and using the relation wt = pr(wt+1).
In order to show that all these calculations can be accomplished in polynomial time, we observe that the set U can
be constructed by a polynomial-time procedure and therefore has cardinality bounded above by some polynomial of
n. Since, for any vector u ∈ U , conditions (f1)–(f6) and (f8) can be checked in O(n2) time, without loss of generality
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we will assume that any vector u ∈ U satisﬁes these conditions. Let t be an arbitrary integer, satisfying the inequalities
1 tT . Then we can construct Ut and calculate t by checking for each v ∈ U condition (f7) and conditions
(r1)–(r4) for every u ∈ Ut−1. Condition (f7) can be checked in time bounded above by a constant, and for each
u ∈ Ut−1 conditions (r1)–(r4) can be checked in O(n2) time. Since |Ut−1| |U |, in constructing Ut and calculating t
we consider only O(|U |2) pairs formed by u ∈ Ut−1 and v ∈ U . Alternatively, the conclusion that w0, w1, . . . , wT can
be constructed in polynomial time can be drawn from the fact that the computation of 1(v), . . . ,T (v) is equivalent
to ﬁnding a shortest path in a graph with the number of nodes bounded above by |U |T . 
Let ⇒ be an arbitrary anti-reﬂexive, anti-symmetric and transitive relation on N. We will say that two tasks j and g
are (⇒)-unrelated if neither j ⇒ g nor g ⇒ j . A subset of the set N is (⇒)-unrelated (or is a set of (⇒)-unrelated
tasks) if any pair of tasks in this set is (⇒)-unrelated.
Theorem 5. A particular case of Gm|prec,M(j), rj , pj p, sizej | is polynomially solvable if and only if there exists
a polynomial-time procedure that for any instance of this particular case constructs an anti-reﬂexive, anti-symmetric
and transitive relation ⇒ on N satisfying the following two conditions:
(s1) there exists an optimal and active schedule ∗ and a ∗-essential subset N∗ such that for any pair of tasks j and
g the relation j → g implies j ∈ N∗ and for any pair of tasks j ∈ N∗ and g ∈ N∗ the relation j ⇒ g implies
Sj (∗)Sg(∗);
(s2) the cardinality of any (⇒)-unrelated set is bounded above by a constant which remains the same for all instances.
Proof. Suppose that a particular case of the problem Gm|prec,M(j), rj , pj p, sizej | is polynomially solvable and
let ¯ be an optimal schedule constructed by the corresponding polynomial-time algorithm. As has been shown above,
in polynomial time ¯ can be converted into an active optimal schedule ∗. Then for any pair of tasks j and g we deﬁne
j ⇒ g if and only if Sj (∗)<Sg(∗). It is obvious that this relation can be constructed in O(n2) time and that the
cardinality of any (⇒)-unrelated set cannot exceed the number of processors. Hence, (s1) and (s2) hold with N∗ =N .
Now suppose that there exists a polynomial-time procedure satisfying the conditions of the theorem. Suppose that the
maximum possible cardinality of a (⇒)-unrelated set is . Then according to Dilworth’s theorem [4], for any instance
of the considered problem, the partially ordered set (N,⇒) can be decomposed into  disjoint chains. As has been
pointed out in [10] this decomposition can be accomplished in O(n2.5).
For each 1f , letFf = {j1f , . . . , j
|Ff |
f } be the set of tasks constituting the fth chain, where jef ⇒ je+1f , for
all 1e < |Ff |. Let ∗ and N∗ be the optimal schedule and the ∗-essential subset speciﬁed in the statement of the
theorem. Since N∗ is ∗-essential, it is Q-closed. Moreover, for any integer t > 0 there exists an (n + m)-dimensional
vector u representing ∗N∗ at time point t such that, for any j
e
f /∈N∗, ujef = 0 if and only if ujxf <pjxf for all tasks
jxf ∈ N∗ with x < e. Consider an arbitrary sequence u0, . . . , uT of (n + m)-dimensional vectors representing ∗N∗ at
time points 0, 1, . . . , T and satisfying this condition together with the condition that u0j = pj for all 1jn. Then
ut ∈ Rt−1(ut−1) for all t > 0. Because ∗is active and (1) holds for all e < k, uT = 0. Therefore, this sequence is
feasible.
Let U be the set of all (n + m)-dimensional vectors, satisfying the conditions (f1)–(f8) as well as the additional
condition (f9) stated below. This condition associates with each u ∈ U and each f, 1f , a number e(f ) which
varies from vector to vector, and is stated as follows:
(f9) for each set Ff , either all elements ujef <pjef (in this case e(f ) = 0), or there exists an index e(f ) such that
ujef
<pjef
, for every e < e(f ), and ujef = pjef for every ee(f ).
Hence, e(f ) indicates what tasks of the chainFf have been already assigned for processing and what tasks are still
waiting for this decision. Note that all vectors in the feasible sequence u0, . . . , uT belong to U. To construct a vector
from U we need
• to select e(1), . . . , e(), which can be done in no more than (n + 1) different ways;
• to select values for all un+i , which can be done in no more than nm different ways;
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• to select values for all uj such that j ∈ ⋃mi=1{un+i}, which can be done in no more than pm different ways, and
assign values for all other uj , which can be accomplished in O(n) time;
• to check conditions (f1)–(f8), which can be accomplished for each vector in O(n) time.
Hence, there is a polynomial-time procedure which constructs U for any instance of the problem. Therefore, by
Theorem 4 the problem can be solved in polynomial time. 
2.4. Generalized job-shop with restricted length of routes
In this subsection we will consider a model in which the partially ordered set of tasks is a collection of disjoint chains
A1, . . . , A, each containing no more than q elements, where q remains the same for all instances of the problem. We
will indicate this in the three-ﬁeld notation by replacing the term prec by q-chain. Since the ﬂow-shop and job-shop
models are concerned with scheduling a ﬁnite set of jobs each processed in several stages and since a job can be viewed
as a chain of tasks, where each task corresponds to a stage, the considered model relates to these classical models. We
will say that j is a terminal task if it has no successors in the relation →. Based on the fact that the criterion value in
the classical ﬂow-shop and job-shop models is calculated using the completion times of the jobs, we will assume that
j (t) =  for every nonterminal task j and each integer 1 tT .
Let ni be the number of tasks in chainAi , and let {ji1, . . . , jini }, where jie → jie+1 for all e <ni , be the set of all tasks
constituting this chain. The following two theorems are based on the idea of splitting the set of all chains into groups,
where chains Ab and Ac belong to the same group if and only if nb = nc, and for every 1enb, M(jbe) = M(jce),
pjbe = pjce , and sizejbe = sizejce . Since the number of tasks in a chain cannot exceed q, the processing time of a task
can assume only one of p possible values, the set M(j) associated with task j is a subset of the set of only m processors,
and sizej  |M(j)|, the number of groups ∑qv=1[p∑mi=1 iCim]v , where Cim is a binomial coefﬁcient.
Let  be the set of functions j associated with all terminal tasks. Even if for two tasks, j and g, j = g , we
consider them as two distinct elements of . Deﬁne a relation → on , where j → g if and only if either
j (t2)  g(t1)j (t1)  g(t2),
for all pairs of integers 1 t1 < t2T , and at least one of these inequalities is strict, or
j (t2)  g(t1) = j (t1)  g(t2),
for all pairs of integers 1 t1 < t2T , and j <g.
Theorem 6. If the relation → is transitive and the cardinality of any (→)-unrelated set is bounded above by a constant
remaining the same for all instances of Gm|q-chain,M(j), pj p, sizej |, then this problem is solvable in polynomial
time.
Proof. We will deﬁne a relation ⇒ on tasks that belong to different chains of the same group and are at the same
position in the respective chains. More speciﬁcally, jbe ⇒ jce if and only if Ab and Ac are from the same group
and jbnb → jcnc . Since → is anti-reﬂexive, anti-symmetric and transitive relation, the relation ⇒ also has these
properties. Moreover, let  be the maximum possible cardinality of an (→)-unrelated set, then the maximum cardinality
of an (⇒)-unrelated set cannot be greater than the constant q. On the other hand, since T (2n − 1)p, the relation
→ can be constructed in O(n3) time. Given →, the relation ⇒ can be constructed in O(n2) time.
Now suppose that for some schedule ′ and two arbitrary chains Ab and Ac from the same group such that jbnb →
jcnc , there exists a pair of tasks satisfying the inequality Sjbe (
′)>Sjce (′). By simple interchange arguments one can
show the existence of a schedule ′′, where Sj (′′) = Sj (′) for any j which does not belong to Ab and Ac;
Sjbe (
′′) = min[Sjbe (′), Sjce (′)]
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for any jbe; and
Sjce (
′′) = max[Sjbe (′), Sjce (′)]
for any jce. Since jbnb → jcnc , (′′)(′). Therefore, there exists an optimal and active schedule ∗ satis-
fying the condition that for any pair of tasks j and g the relation j ⇒ g implies the inequality Sj (∗)Sg(∗).
Since the set N is ∗-essential, we conclude that the conditions of Theorem 5 hold, and therefore the problem
Gm|q-chain,M(j), pj p, sizej | is solvable in polynomial time. 
Let N˜ be the set of all terminal tasks, then Theorem 6 implies polynomial solvability of Gm|q-chain,M(j), pj p,
sizej |, for  = maxj∈N˜ {Cj () − dj };  = maxj∈N˜ max[Cj () − dj , 0];  =
∑
j∈N˜ max[Cj () − dj , 0]; and  =∑
j∈N˜ wjCj (). In particular, taking q = 1 we have N˜ = N , and therefore obtain the polynomial solvability of
Pm|pj p, sizej ,M(j)| for all above mentioned criteria.
Theorem 7. If all tasks from the same chain have the same release times then the problem
Gm|q-chain, rj ,M(j), pj p, sizej |
⊙
j∈N˜
(Cj ),
where  is an arbitrary nondecreasing function, is solvable in polynomial time.
Proof. As in Theorem 6, we deﬁne the relation ⇒ only on tasks that belong to different chains of the same group
and are at the same position in the respective chains. More speciﬁcally, jbe ⇒ jce if and only if either rjbe < rjce , or
rjbe = rjce and b< c. As has been shown above, the number of groups  is bounded above by a constant which remains
the same for all instances of the considered problem. Since the maximum possible cardinality of an ⇒-unrelated set
cannot exceed q, this maximum cardinality is also bounded above by a constant remaining the same for all instances
of the problem.
By simple interchange arguments one can prove the existence of an optimal and active schedule ∗ such that
Sjbe (
∗)Sjce (∗) if jbe ⇒ jce. Because the set N is ∗-essential the relation ⇒ satisﬁes Theorem 5, and the considered
problem is solvable in polynomial time. 
2.5. The criterion of total weight of tardy tasks
Consider the problem Pm|M(j), pj p, sizej |∑ wjUj . Similar to Section 2.4, we split the set of all tasks into
groups G1, . . . ,Gh, where two tasks j and g belong to the same group Gi if and only if M(j) = M(g), pj = pg , and
sizej = sizeg . We deﬁne an anti-reﬂexive, anti-symmetric and transitive relation ⇒ on N, where j ⇒ g if and only if
these tasks belong to the same group and either dj < dg , or dj = dg and j <g. Again, similar to Section 2.4, since the
number of all possible values pj is p, the number of all possible values of sizej cannot exceed m, and the number of
all possible subsets M(j) is not greater than 2m, the maximum possible cardinality of any set of ⇒-unrelated tasks is
bounded above by a constant remaining the same for all instances of the problem.
Let ∗ be an optimal and active schedule, then the set N∗ of all tasks j satisfying the condition Uj(Cj (∗)) = 0 is
∗-essential. Using simple interchange argument, it is easy to show that without loss of generality we can assume that
if j ∈ N∗ ∩ Gi and g ∈ N∗ ∩ Gi , for some 1 ih, then j ⇒ g implies Sj (∗)Sg(∗). Therefore, the relation ⇒
satisﬁes the conditions of Theorem 5, and the problem Pm|M(j), pj p, sizej |∑ wjUj is solvable in polynomial
time.
3. NP-hardness results
As has been shown in Section 2.4, the Pm|pj p, sizej |∑ wjCj problem is solvable in polynomial time. In this
section we show that the introduction of precedence constraints even in the form of out-trees turns this problem into
NP-hard. Below we present a reduction of the 3-partition problem to a decision version of the P2|out-tree, pj =
1, sizej |∑ Cj problem. The 3-partition problem can be stated as follows.
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of aj 2-tasks
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of aj 1-tasks
The out-tree corresponding to
the integer aj ∈
j
j
Fig. 1.
Instance: A set of positive integersA= {a1, . . . , a3z} together with a positive integer b such that∑3zi=1 ai = zb and
for all i ∈ {1, . . . , 3z}
b
4
<ai <
b
2
. (4)
Question: Does there exist a partition of the setA into z subsetsA1, . . . ,Az, such thatAi ∩Aj =∅ for all i 	= j ,
and the sum of the elements of each subset is equal to b?
Since the 3-partition problem is NP-complete in the strong sense [7], the presented proof will imply the NP-hardness
in the strong sense of the corresponding scheduling problem.
For each instance of the 3-partition problem we construct the corresponding set of tasks N, precedence constraints
represented by a collection of out-trees, and the threshold C.All these elements constitute a decision scheduling problem
requiring an answer to the following question: does there exist a feasible schedule  such that∑
j∈N
Cj ()C. (5)
For convenience, a task j is called a w-task if sizej = w. For each 1j3z we introduce two sets of tasks Mj1 and
M
j
2 , where |Mj1 | = |Mj2 | = aj . All tasks in Mj1 are 2-tasks and form a chain which will be referred to as Mj1 -chain.
Every task in Mj2 is a 1-task and is a successor of the last task of the above mentioned chain (see Fig. 1).
Let M1 =⋃3zj=1 Mj1 and M2 =⋃3zj=1 Mj2 , we have |M1| = |M2| = zb.
For each 1 iz we introduce a set of tasks Ki1, where |Ki1| = b, and for each 1 iz − 1 we introduce two sets
of tasks Ki2 and K
i
3, where |Ki2| = |Ki3| = 2zb2. All these tasks are 1-tasks. Tasks from each set Kiv form a chain which
will be referred to as a Kiv-chain. All these chains are linked as follows (see Fig.2):
• for every 1 iz − 1, the last task in the Ki1-chain has two successors—the ﬁrst task in the Ki2-chain and the ﬁrst
task in the Ki3-chain;
• for every 1 iz − 1, the last task in the Ki2-chain precedes the ﬁrst task in the Ki+11 -chain.
Therefore, all K1-, K2-, and K3-chains form an out-tree, which will be referred to as K-out-tree. Let
K1 =
z⋃
i=1
Ki1, K2 =
z−1⋃
i=1
Ki2 and K3 =
z−1⋃
i=1
Ki3.
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Finally, let K4 be the set of 2-tasks, where
|K4| = 2
|M1|+|K1|+|K2|∑
j=1
j .
And N = M1 ∪ M2 ∪ K1 ∪ K2 ∪ K3 ∪ K4.
In order to specify threshold C we consider a schedule ̂ satisfying conditions (t1)–(t4) listed below. Note that the
schedule ̂ may not satisfy the precedence constraints, and therefore may be infeasible.
(t1) For each 1 iz, b tasks from M1 are processed in the time interval [(2b+2zb2)(i−1), (2b+2zb2)(i−1)+b].
(t2) For each 1 iz, b tasks from Ki1 and b tasks from M2 are processed in parallel in the time interval [(2b +
2zb2)(i − 1) + b, (2b + 2zb2)(i − 1) + 2b].
(t3) For each 1 iz − 1, 2zb2 tasks from Ki2 are processed in pairs with 2zb2 tasks from Ki3 in the time interval[(2b + 2zb2)(i − 1) + 2b, (2b + 2zb2)i].
(t4) All tasks from K4 are processed in the time interval [(2b + 2zb2)(z− 1)+ 2b, (2b + 2zb2)(z− 1)+ 2b + |K4|].
Then the threshold is deﬁned by C =∑j∈N Cj (̂). Note that any schedule satisfying (t1)–(t4) yields the same value
of C.
In what follows, for any integer t, the time interval [t − 1, t] will be called time slot t.
Lemma 8. For any schedule , optimal for the criterion∑ Cj ,
max
j∈N Cj () = |M1| + |K1| + |K2| + |K4|, (6)
max
j∈N−K4
Cj () + 1 = min
j∈K4
Cj (). (7)
Proof. Let  be an arbitrary optimal schedule. It follows from optimality of  that the time interval [0,maxj∈N Cj ()]
does not contain any time slot in which both processors are idle. Suppose that  does not satisfy (6). Since each task
in K4 is a 2-task and does not have any successor,  can be transformed into a schedule  in which all tasks from
N − K4 are processed in the same order as in , all tasks from K4 are processed after all tasks from N − K4, and
maxj∈N Cj ()=maxj∈N Cj (). Because the set K4 is comprised of 2-tasks, the optimality of  implies the optimality
of , and since  does not satisfy (6)
max
v∈N−K4
Cv() |M1| + |K1| + |K2| + 1.
Consider a schedule  where all tasks from M1 are processed in the time interval [0, zb]; for each 1 iz, all tasks
from Ki1 are processed in the time interval [zb + (b + 2zb2)(i − 1), zb + (b + 2zb2)(i − 1) + b] each in pair with a
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task from M2; for each 1 iz − 1, all tasks from Ki2 are processed in the time interval [zb + (b + 2zb2)(i − 1) +
b, zb + (b + 2zb2)i] each in pair with a task from Ki3; and all tasks from K4 are processed in the time interval[(2b + 2zb2)(z − 1) + 2b, (2b + 2zb2)(z − 1) + 2b + |K4|]. It is easy to see that  is feasible. Because the set M1 is
comprised of 2-tasks,
∑
v∈N−K4
Cv()<
|M1|+|K1|+|K2|∑
i=1
2i = |K4|.
Since ∑
v∈K4
Cv() = |K4| max
v∈N−K4
Cv() + 1 + 2 + · · · + |K4|
and ∑
v∈K4
Cv() = |K4| max
v∈N−K4
Cv() + 1 + 2 + · · · + |K4|,
we have∑
v∈N
Cv() −
∑
v∈N
Cv() =
∑
v∈N−K4
Cv() −
∑
v∈N−K4
Cv() +
∑
v∈K4
Cv() −
∑
v∈K4
Cv()
> − |K4| + |K4|
(
max
v∈N−K4
Cv() − max
v∈N−K4
Cv()
)
0,
which contradicts the optimality of , and therefore the optimality of .
Let  be an optimal schedule, then (6) implies that every task in the set K1 ∪ K2 is processed in  in parallel with a
task from the set M2 ∪ K3. Since the time slot maxj∈N−K4 Cj () contains two 1-tasks and the set K4 is comprised of
2-tasks, the optimality of  implies (7). 
LetS1 be the set of all schedules , satisfying (6) and (7). By Lemma 8, if  is optimal, then  ∈S1. Therefore in
what follows, only schedules  ∈S1 will be considered. In order to further narrow the set of schedules, let us consider
the subsetS2 ⊂S1, where  ∈S2 if  ∈S1 and for any 1 iz − 1 each task in Ki2 is processed in  in pair with
a task from Ki3. The introduction ofS2 is justiﬁed by the following lemma.
Lemma 9. For any schedule  ∈S1 there exists a schedule ′ ∈S2 such that∑
v∈N
Cv(
′) =
∑
v∈N
Cv().
Proof. Let  ∈S1. Suppose that there exists i for which at least one task in Ki2 is not processed in pair with a task from
Ki3. Let i
′ be the smallest such i and Ki′2 ={j1, . . . , j2zb2} and Ki
′
3 ={q1, . . . , q2zb2}, where je → je+1 and qe → qe+1
for all 1e2zb2 − 1. Denote by w the smallest e for which tasks je and qe are not processed in pair. From (6)
and (7)
max
v∈N−K4
Cv() = |M1| + |K1| + |K2|.
Moreover, the set M1 is comprised of 2-tasks that cannot be processed in parallel with any other task, and tasks from
K1 ∪K2 form a chain. Hence, each time slot 1 tmaxv∈N−K4 Cv() contains exactly one task from M1 ∪K1 ∪K2.
Since the ﬁrst tasks in Ki2- and K
i
3-chains have the same predecessors, Cjw()<Cqw(). On the other hand, since
|Ki2| = |Ki3|, for all 1 iz − 1, all tasks constituting
⋃
i<i′ K
i
3 have completion time less than Cjw(). Because the
last task in the Ki′2 -chain precedes every task in
⋃
i>i′ K
i
3, none of these tasks can be processed in parallel with jw
either. Therefore, there exists task g ∈ M2 such that Cg() = Cjw().
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Consider a new schedule , where for each u ∈ N
Cu() =
{
Cu() if u ∈ N − {qw, g},
Cg() if u = qw,
Cqw() if u = g.
In other words,  is obtained from  by interchanging qw and g. It is easy to see that  ∈ S1 and ∑v∈N Cv() =∑
v∈N Cv(). Repeating such an interchange, we arrive at a schedule ′ ∈S2, satisfying
∑
v∈N Cv(′)=
∑
v∈N Cv().

Lemma 9 implies that the set S2 contains at least one optimal schedule. In what follows, only set S2 will be
considered.
Lemma 10. If  ∈S2 is an optimal schedule, then for each 1 iz − 1
max
v∈Ki2
Cv() − min
v∈Ki2
Cv() + 1 = 2zb2. (8)
Proof. Since  ∈S2, the set of tasks that are processed in  in the time interval [minv∈Ki2 Cv()− 1,maxv∈Ki2 Cv()]
is comprised of 2zb2 tasks from Ki2, processing in parallel with 2zb
2 tasks from Ki3, and maybe some tasks from M1,
which all are 2-tasks. Let M1i be the set of these 2-tasks. If for some i
max
v∈Ki2
Cv() − min
v∈Ki2
Cv() + 1> 2zb2,
then M1i 	= ∅. Consider ′ ∈S2 such that
• Cj (′) = Cj () for all j ∈ N − (Ki2 ∪ Ki3 ∪ M1i );
• tasks, constituting Ki2, are processed in the interval [minv∈Ki2 Cv()−1,minv∈Ki2 Cv()−1+2zb
2], each in parallel
with a task from Ki3;• tasks, constituting M1i , are processed in the interval [minv∈Ki2 Cv() − 1 + 2zb
2,maxv∈Ki2 Cv()].
Because M1i is comprised of 2-tasks,∑
v∈N
Cv(
′)<
∑
v∈N
Cv()
which contradicts the optimality of . 
If  ∈ S2, then every task from K1 is processed in this schedule in parallel with a task from M2. Since each task
from Ki2 has bi predecessors in K1, exactly bi tasks from M2 are completed in  by the time maxv∈Ki2 Cv(). These bi
tasks from M2 have at least bi predecessors in the set M1. Therefore for any 1 iz − 1,
max
v∈Ki2
Cv()(2b + 2zb2)i.
Lemma 11. If  ∈S2 and
max
v∈Ki2
Cv() = (2b + 2zb2)i, (9)
for every 1 iz − 1, then a 3-partition exists.
Proof. Let  ∈S2 and let (9) hold for every 1 iz−1. We will say that a time point t is regular if for any 1u3z
and for any task j ∈ Mu1 ∪Mu2 the completion of j by time t implies the completion of all tasks in Mu1 ∪Mu2 by time t.
Suppose that for some i the time point t = maxj∈Ki1 Cj () − 2b is regular. By (9) and the fact that  ∈ S2, in this
schedule exactly b tasks from M1 and exactly b tasks from M2 are processed in the interval [t, t + 2b]. Let ai1 , . . . , aiw
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be the elements of the setA corresponding to these b tasks from M2, then
∑w
k=1 aikb. On the other hand, each task
in Mik1 is a predecessor of all tasks from M
ik
2 . Since t is regular, all tasks of
⋃w
k=1 M
ik
1 must be processed in the time
interval [t, t + 2b]. Therefore,
w∑
k=1
aik =
∣∣∣∣∣
w⋃
k=1
M
ik
1
∣∣∣∣∣ b.
The above inequalities imply that
∑w
k=1 aik =b, and taking into account (4), we obtain w=3. Consequently, ai1 , ai2 , and
ai3 form a set of a 3-partition. Moreover, all tasks, constituting
⋃
v∈{1,2}
⋃3
k=1 M
ik
v are processed by t + 2b. Therefore,
if i < z, then t=max
j∈Ki+11 Cj ()−2b is also regular. To complete the proof, observe that t=maxj∈K11 Cj ()−2b=0
is regular. 
Theorem 12. A schedule  satisfying (5) exists if and only if the answer for the corresponding 3-partition problem is
positive.
Proof. Suppose that a 3-partition A1, . . . ,Az exists, and for each i, Ai = {ai1 , ai2 , ai3}. Then there is a feasible
schedule  such that
• for each 1 iz, tasks from Mi11 ∪Mi21 ∪Mi31 are processed in the time interval [(2b+2zb2)(i−1), (2b+2zb2)(i−
1) + b];
• for each 1 iz, tasks from Mi12 ∪ Mi22 ∪ Mi32 are processed in the time interval [(2b + 2zb2)(i − 1) + b, (2b +
2zb2)(i − 1) + 2b] in parallel with tasks from Ki1;
• tasks from K4 and all Ki2 and Ki3 are processed in accord with (t3) and (t4).
Since this schedule satisﬁes all conditions (t1)–(t4), it also satisﬁes (5).
Suppose that a 3-partition does not exist. By Lemma 9, the set S2 contains at least one optimal schedule. Denote
this schedule by ∗. We will show that∑
j∈N
Cj (
∗)>C.
Since ∗ is optimal, the above inequality implies that there is no schedule satisfying (5).
Since a 3-partition does not exist Lemma 11 implies that there exists i such that
max
v∈Ki2
Cv(
∗)> (2b + 2zb2)i.
Let e be the smallest i satisfying this inequality and let 	 = (2b + 2zb2)(e − 1). Note that if e > 1, then 	 =
max
v∈Ke−12 Cv(
∗). Since ∗ ∈S2, there are exactly b time slots in the time interval [	,minv∈Ke2 Cv(∗)−1] containing
1-tasks. Let  be the number of 2-tasks processed in this interval, then
= min
v∈Ke2
Cv(
∗) − 1 − 	− b = max
v∈Ke2
Cv(
∗) − 2zb2 − 	− b
> (2b + 2zb2)e − 2zb2 − 	− b = b.
Among all 2-tasks processed in the time interval [	,minv∈Ke2 Cv(∗)−1] select −b tasks with the largest completion
times. Consider a new schedule ′ (probably not feasible), in which all tasks but the selected ones are processed in the
same order as in ∗, and the selected tasks are processed immediately after the last task from Ke2 . By Lemma 10, each
selected 2-task is followed in ∗ by 4zb2 1-tasks from Ke2 ∪ Ke3 . Hence,∑
v∈N
Cv(
∗)
∑
v∈N
Cv(
′) + 2zb2.
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Repeating this transformation if necessary, we arrive at a schedule ′′, possibly infeasible, satisfying for all i
max
v∈Ki2
Cv(
′′) = (2b + 2zb2)i
and such that∑
v∈N
Cv(
∗)
∑
v∈N
Cv(
′′) + 2zb2. (10)
Observe that
• the schedule ′′ satisﬁes conditions (t3) and (t4);
• the number of 2-tasks processed in this schedule in each time interval [(2b+2zb2)(i −1), (2b+2zb2)(i −1)+2b],
i = 1, 2, . . . , z, is exactly b;
• each task from Ki1 is processed in this interval in pair with a task from M2.
Then changing, if necessary, the order in which these pairs of 1-tasks and 2-tasks are processed in each time interval
[(2b + 2zb2)(i − 1), (2b + 2zb2)(i − 1) + 2b], we obtain a schedule ̂ satisfying all conditions (t1)–(t4). This
transformation can increase the total completion time associated with each interval [(2b+2zb2)(i−1), (2b+2zb2)(i−
1) + 2b] by at most b2. Therefore,∑
v∈N
Cv(̂)
∑
v∈N
Cv(
′′) + zb2. (11)
From (10) and (11) we have∑
v∈N
Cv(
∗)
∑
v∈N
Cv(
′′) + 2zb2
∑
v∈N
Cv(̂) − zb2 + 2zb2
=
∑
v∈N
Cv(̂) + zb2 = C + zb2 >C
which completes the proof. 
4. Concluding remarks
As have been shown in Sections 2.4 and 2.5 the conditions for polynomial solvability presented in this paper are
useful in establishing the complexity status of various scheduling problems. More problems with unknown complexity
status can be found in the website
http://www.mathematik.uni-osnabrueck.de/research/OR/class
The result presented in Section 3 strengthens the corresponding result in [2]. The similar problem with the precedence
constraints in the form of in-trees also tends out to be NP-hard in the strong sense [11].
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