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PRIME AND SEMIPRIME QUANTUM LINEAR SPACE SMASH PRODUCTS
JASON GADDIS
Abstract. Quantum linear spaces are a large class of pointed Hopf algebras that include the Taft algebras
and their generalizations. We give conditions for the smash product of an associative algebra with a quantum
linear space to be (semi)prime. These are then used to determine (semi)primeness of certain smash products
with quantum affine spaces. This extends Bergen’s work on Taft algebras.
1. Introduction
A classical algebraic problem is to study how the prime and semiprime conditions are behaved with respect
to various extensions. For example, if R is a prime ring, then an Ore extension R[x;σ, δ], with σ ∈ Aut(R)
and δ a σ-derivation, is prime [6, Theorem 2.9]. The case of a group ring extension is already more sensitive.
By [8, Theorem 1], the group ring KG is prime, where K is a field, if and only if G has no nonidentity finite
normal subgroup. Montgomery and Passman studied the question for crossed products [7]. In [1], Bergen
considered the question of semiprimeness and primeness for Taft algebra smash products with associative
algebras. This paper is an attempt to generalize these methods to a larger class of pointed Hopf algebras,
namely quantum linear spaces over finite abelian groups.
Throughout, k is an algebraically closed, characteristic zero field. Let θ ∈ N, G a finite abelian group,
g = g1, . . . , gθ ∈ G, and χ = χ1, . . . , χθ ∈ Gˆ such that χi(gi) ≥ 2. The Hopf algebra B(G, g, χ) is generated
over k by grouplikes G and the (gi, 1)-skew-primitive elements x1, . . . , xθ with relations
gxi = χi(g)xig, x
mi
i = 0, xixj = χj(gi)xjxi,
for all g ∈ G and i 6= j. We call B(G, g, χ) a quantum linear space (QLS) over G and refer to θ as its rank.
Let α ∈ k, n,m ∈ Z+ such that m | n, and let λ be a primitive mth root of unity. The generalized Taft
algebra Tn(λ,m, α) is generated by a grouplike element g and a (g, 1)-skew primitive element x subject to
the relations
gn = 1, xm = α(gm − 1), gx = λxg.
A QLS has rank 1 if and only if it is a generalized Taft algebras Tn(λ,m, 0) and Tn(λ, n, 0) ∼= Hn(λ), the
(standard) Taft algebra. For a QLS B, we denote by Bi the subalgebra of B generated by {gi, xi} and it is
clear that Bi ∼= T|gi|(λi,mi, 0).
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We say a Hopf algebra H acts on an algebra R (from the left) if R is a left H-module via h⊗ r 7→ h · r,
h · 1R = ε(h)1R, and h · (rr
′) =
∑
(h1 · r)(h2 · r
′) for all h ∈ H and r, r′ ∈ R. Alternatively, we say R is
a (left) H-module algebra. In this case, the smash product algebra R#H is R ⊗H as a k-vector space, with
elements denoted by r#h for r ∈ R and h ∈ H , and multiplication given by
(r#h)(r′#h′) =
∑
a(h1 · b)#h2h
′ for all r, r′ ∈ R and h, h′ ∈ H,
where the summand is written in Sweedler notation. This paper is primarily concerned with studying the
smash product R#B where R is an associative algebra and B is a QLS.
Throughout, unless otherwise stated, let B = B(G, g, χ) denote a rank θ QLS and R a B-module algebra.
Set S to be the subalgebra of R#B generated by r#1 for all r ∈ R and 1#xi for i = 1, . . . , θ. Then
R#B = S#G. We frequently drop the # notation when writing elements. Finally, set Sk to be the
subalgebra of S generated by R and {x1, . . . , xk}, with S0 = R.
Each gi induces an automorphism σi of R. Similarly, each xi induces a σi-derivation δi of R. To avoid
excessive notation, we simply use gi and xi, respectively, for the automorphisms/skew-derivations.
We define the following invariant subalgebras of R,
R〈xi〉 = {r ∈ R : xi(r) = 0} R
〈gi〉 = {r ∈ R : gi(r) = r}
Rx =
θ⋂
i=1
R〈xi〉 RG =
θ⋂
i=1
R〈gi〉 RB = Rx ∩RG.
For an ideal of I of R, set I∗ = I ∩R∗ where ∗ is one of the superscripts above.
A subset R′ of R is said to be B-stable if h(A) ⊂ A for all h ∈ B. This is equivalent to xi(A) ⊂ A for
i = 1, . . . , θ and g(A) ⊂ A for all g ∈ G. If I is a B-stable ideal of R, then IB is an ideal of RB.
We establish two main results in this work. The first concerns semiprimeness of smash products.
Theorem 1 (Theorem 2.3). The smash product R#B is semiprime if and only if, after possibly reordering,
⋂θ
i=1 R
〈xi〉 is semiprime, xθ(L) 6= 0 for all nonzero left ideals L of R, and for all k ∈ {1, . . . , θ−1}, xk(L) 6= 0
for all nonzero left ideals L of
⋂θ
j=k+1 R
〈xj〉.
Theorem 1 reduces to [1, Theorem 4] in the case that B is a Taft algebra. Similarly, we extend Bergen’s
result [1, Theorem 8] to the case of an arbitrary QLS. Here tχ, χ ∈ Gˆ, is a psuedo-trace on R.
Theorem 2 (Theorem 3.7). The smash product R#B is prime if and only if tχ(L) has zero left annihilator
for every B-stable left ideal L 6= 0 of R and χ ∈ Gˆ.
In practice, it will be easier to apply the following corollary to domains
Corollary 3 (Corollary 3.9). The smash product R#B is prime if and only tχ(R) 6= 0 for all χ ∈ Gˆ if and
only if, after possibly reordering, xk+1(Rk) 6= 0 for k ∈ {0, . . . , θ− 1} and for each χ ∈ Gˆ there exists a ∈ R
x
such that g(a) = χ(g−1)a for all g ∈ G.
2
Our examples feature QLS actions on certain quantum affine spaces
kp[u1, . . . , un] = k〈u1, . . . , un : uiuj = pijujui〉,
where p = (pij) satisfies pii = 1 and pij = p
−1
ji for all i 6= j. The simplest such algebra, when n = 2, is
simply called a quantum plane and the single nontrivial parameter pij is denoted by p.
2. Semiprimeness of smash products
In this section we establish criteria for a smash product between an associative algebra and a QLS to be
semiprime. Our first results generalize [1, Theorem 4] to the case of a QLS.
Lemma 2.1. The smash product R#B is semiprime if and only if S is semiprime
Proof. Suppose R#B is a semiprime and I is a nilpotent ideal of S. Set I ′ =
∑
g∈G g(I), whence I
′ is a
nilpotent G-stable ideal of S. Thus, I ′(S#G) = (S#G)I ′ so I ′ is a nilpotent ideal of R#B. Since R#B is
semiprime, then I ′ = 0. It follows that I = 0 and so S is also semiprime. Conversely, assume S is semiprime.
Since R#B = S#G and chark = 0, then (1) holds by [4, Theorem 7]. 
Bergen proved the following lemma in the Taft algebra case. However, as the relation between the orders
of g and x do not factor into the computations, one may directly port results over to the more general
context.
Lemma 2.2. Let T = Tn(λ,m, 0) and let R be a T -module algebra. Then R#T is semiprime if and only if
R〈x〉 is semiprime and x(L) 6= 0 for every nonzero left ideal L of R.
Proof. By Lemma 2.1, it suffices to prove that R#〈x〉 is semiprime if and only if R〈x〉 is semiprime and
x(L) 6= 0 for every nonzero left ideal L of R. One may now apply the proof of [1, Theorem 4]. 
We are now ready for our main result of the section. The idea is to inductively build S and use repeated
applications of Lemma 2.2.
Theorem 2.3. The smash product R#B is semiprime if and only if, after possibly reordering,
(1)
⋂θ
i=1R
〈xi〉 is semiprime,
(2) xθ(L) 6= 0 for all nonzero left ideals L of R, and
(3) for all k ∈ {1, . . . , θ − 1}, xk(L) 6= 0 for all nonzero left ideals L of
⋂θ
j=k+1 R
〈xj〉.
Proof. By Lemma 2.1, R#B is semiprime if and only if S is semiprime. Since S ∼= Sθ−1#〈xθ〉, then by
Lemma 2.2, S is semiprime if and only if S
〈xθ〉
θ−1 is semiprime and xθ(L) 6= 0 for all nonzero left ideals L of
Sθ−1.
Let L be a nonzero left ideal of Sθ−1. Denote by L
′ the set of leading coefficients of elements of L. Then
L′ is a left ideal of R and by hypothesis, L′ 6= 0. If xθ(L) = 0, then xk(L
′) = 0. This is also true in reverse. If
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L is a nonzero ideal of R, then L extends to an ideal L′′ of S whose coefficients are elements of L. Obviously,
if xθ(L) = 0, then xθ(L
′′) = 0 and so we conclude that S is semiprime if and only if S
〈xθ〉
θ−1 is semiprime and
xθ(L) 6= 0 for all nonzero left ideals L of R.
Let xα denote a monomial in the xi, i ∈ {1, . . . , θ − 1}. Let p ∈ Sθ−1 and write p =
∑
i rix
αi , ri ∈ R. As
the xi skew commute,then xθ(xi) = 0. Hence, xθ(p) =
∑
xθ(ri)x
αi and so xθ(p) = 0 if and only if ri ∈ R
〈xθ〉
for all i. That is,
S
〈xθ〉
θ−1 = R
〈xθ〉#〈x1, . . . , xθ−1〉 =
(
R〈xθ〉#〈x1, . . . , xθ−2〉
)
#〈xθ−1〉.
Applying Lemma 2.2 again, we have that S
〈xθ〉
θ−1 is semiprime if and only if
(
R〈xθ〉#〈x1, . . . , xθ−2〉
)〈xθ−1〉
is
semiprime and xθ−1(L) 6= 0 for all nonzero left ideals L of R
〈xθ〉#〈x1, . . . , xθ−2〉. Using the trick above we
can restate the last condition as xθ−1(L) 6= 0 for all nonzero left ideals L of R
〈xθ〉.
Furthermore, using our above calculations we see that
(
R〈xθ〉#〈x1, . . . , xθ−2〉
)〈xθ−1〉
=
(
R〈xθ〉
)〈xθ−1〉
#〈x1, . . . , xθ−2〉
=
(
R〈xθ〉 ∩R〈xθ−1〉
)
#〈x1, . . . , xθ−2〉.
Continuing in this way, we establish the theorem. 
There is at least one key instance where this condition will fail, namely when R〈x1〉 = R〈x2〉 6= 0.
Example 2.4. Let B = B(G, {g1, g2}, {χ1, χ2}) where G = 〈g1〉 × 〈g2〉 ∼= Zn × Zn and A = kp[u1, u2] with
p a primitive kth root of unity, k > 1. Let ω be a primitive nth root of unity and recall that λi = χi(gi) for
i = 1, 2. Set χ1(g1) = χ2(g1) = ω and χ2(g2) = χ1(g2) = ω
−1. By [5, Proposition 2.1], k | n and for i = 1, 2,
gi(u1) = pu1, gi(u2) = λ
−1
i pu2, xi(u1) = 0, xi(u2) = u1.
A straightforward check shows that this defines an action of B on A. Furthermore, by [5, Lemma 2.1],
R〈x1〉 = R〈x2〉 = k[u1, u
n
2 ], and so x1(L) = 0 for any left ideal L of k[u1, u
n
2 ], contradicting Theorem 2.3 (3).
Hence, A#B is not semiprime.
The criteria of Theorem 2.3 simplify considerably in the case that R is a domain. We then apply this to
a case where the smash product is semiprime.
Corollary 2.5. (1) If R is semiprime, then R#B is semiprime if and only if, after possibly reordering,
⋂θ
i=1R
〈xi〉 is semiprime, xθ(I) 6= 0 for all nonzero ideals I of R, and for all k ∈ {1, . . . , θ − 1},
xk(I) 6= 0 for all nonzero ideals I of
⋂θ
j=k+1 R
〈xj〉.
(2) If R is prime, then R#B is semiprime if and only if, after possibly reordering,
⋂θ
i=1R
〈xi〉 is
semiprime, xθ(R) 6= 0 and for all k ∈ {1, . . . , θ − 1}, xk
(⋂θ
j=k+1 R
〈xj〉
)
6= 0.
(3) If R is a domain, then R#B is semiprime if and only if, after possibly reordering, xθ(R) 6= 0 and
for all k ∈ {1, . . . , θ − 1}, xk
(⋂θ
j=k+1 R
〈xj〉
)
6= 0.
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Proof. We will prove (1) following [1, Corollary 5]. Parts (2) and (3) follow similarly.
If we assume R#B is semiprime, then the conditions must hold by Theorem 2.3. Conversely, assume the
conditions hold and let L be a nonzero left ideal of R such that xθ(L) = 0. Then RL ⊂ L so
0 = xθ(RL) = gθ(R)xθ(L) + xθ(R)L = xθ(R)L,(2.6)
whence (Lxθ(R))
2 = L(xθ(R)L)xθ(R) = 0. As Lxθ(R) is a nilpotent left ideal of the semiprime ring R, then
Lxθ(R) = 0 and so
xθ(LR) = gθ(L)xθ(R) + xθ(L)R = gθ(L)xθ(gθ(R)) = gθ(Lxθ(R)) = 0.
But 0 6= L2 ⊂ LR and LR is a two-sided ideal of the semiprime ring R, contradicting our hypothesis. Thus,
xθ(L) 6= 0. A similar proof works in the subrings as well. 
Example 2.7. Let p be a primitive nth root of unity, n > 1 and let A = kp[u1, u2, u3] with
p =


1 p p−1
p−1 1 p−1
p p 1

 .
Let G = 〈g1〉 × 〈g2〉 ∼= Zn × Zn and consider the rank 2 QLS B = B(G, g, χ) with data
χ1(g1) = p
−1, χ1(g2) = p, χ2(g1) = p
−1, χ2(g2) = p
−1.
We define an actions of B on A by setting g1 = diag(p, p
2, 1), g2 = diag(p, 1, p
2), x1(u2) = u1, x2(u3) = u1,
and xi(uj) = 0 for all other i, j. As A is a domain, we may apply Corollary 2.5 (3). Note that x2(u3) = u1 6= 0,
so x2(A) 6= 0. Moreover, A
〈x2〉 = k[u1, u2, u
n
3 ] and x1(u2) = u1 6= 0 so x1(A
〈x2〉) 6= 0. Thus, A#B is
semiprime.
3. Primeness of smash products
In this section, we give criteria for a smash product R#B to be prime. The next result is another instance
where we may apply Bergen’s result almost directly, this time [1, Lemma 3].
Lemma 3.1. Let T = Tn(λ,m, 0) and let R be a T -module algebra. If R
〈x〉 is semiprime and L is a left
ideal of R such that δ(R) 6= 0, then xm−1(L) is a left ideal of R〈x〉 that is not nilpotent.
Our next goal is to generalize the previous lemma to the QLS setting. For a rank θ QLS we set
x =
θ∏
i=1
xni−1i .
We set
Rk :=
k⋂
i=1
R〈xi〉
so that Rθ = R
x. Occasionally, we will let R0 = R
〈x0〉 = R.
The next two results establish non-nilpotency of certain ideals in R.
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Lemma 3.2. Suppose, after possibly reordering, that each Rk is semiprime, k ∈ {1, . . . , θ}, and L is a left
ideal of R such that xk+1(Lk) 6= 0 where L0 := L and Lk = x
nk−1
k (Lk−1) for k ≥ 1. Then x(L) is a left
ideal of Rx that is not nilpotent.
Proof. Applying Lemma 3.1 to the left ideal L and the semprime ring R1, we have that x1(L) 6= 0 implies
xn1−11 (L) is a left ideal of R
〈x1〉 that is not nilpotent. Suppose for some k ≥ 1 that Lk is a left ideal of Rk
such that xk+1(Lk) 6= 0. As Rk+1 is semiprime, then applying Lemma 3.1 again we have that x
nk+1−1
k+1 (Lk)
is a left ideal of Rk+1 that is not nilpotent. The result follows by induction. 
Lemma 3.3. If, after possibly reordering, each Rk is semiprime, k ∈ {0, . . . , θ− 1}, and I 6= 0 is a B-stable
ideal of R, then IB is not nilpotent.
Proof. As I is B-stable, x1(I) ⊂ I. Since we assume that R = R0 is semiprime, then it follows from [2,
Theorem 5] that I1 = I
〈x1〉 is a non-nilpotent ideal of R1.
Suppose inductively that Ik = I ∩Rk is a non-nilpotent ideal of Rk. If a ∈ Ik, then for all i = 1, . . . , k,
xi(xk+1(a)) = χk+1(gi)xk+1(xi(a)) = 0.
Thus, xk+1(Ik) ⊂ Ik. As Rk is semiprime then again by [2, Theorem 5] we have that Ik+1 = I
〈xk+1〉
k is a
non-nilpotent ideal of Rk+1. Thus, by induction I
x = Iθ is a non-nilpotent ideal of R
x = Rθ.
The elements of G skew-commute with the xi, so I
x is a G-stable ideal of Rx. By [3], this implies that
IB = (Ix)G is not nilpotent. 
A B-module algebra R is said to be B-prime if IJ = 0 implies I = 0 or J = 0 for every pair of B-stable
ideals I, J of R.
Lemma 3.4. If RB is prime, then R is B-prime.
Proof. Suppose I, J are nonzero B-stable ideals of R. Then IB, JB are nonzero B-stable ideals of RB by
Lemma 3.3. Then 0 6= IBJB ⊂ IJ by the primeness of RB. Hence, IJ 6= 0 and so R is B-prime. 
The next set of results generalize [1, Lemma 6].
Lemma 3.5. For each χ ∈ Gˆ, define
eχ =
1
|G|
∑
g∈G
χ(g)g ∈ B.
(1) The eχ are orthogonal idempotents of B such that
∑
χ∈B eχ = 1.
(2) For all h ∈ G, heχ = eχh = χ(h
−1)eχ.
(3) For all xi, eχxi = xieχ⊗χi .
Proof. The first two statements are well-known. For (3) we need only note the following,
eχxi =
1
|G|
∑
g∈G
χ(g)gxi =
1
|G|
∑
g∈G
χ(g)χi(g)xig = xi
1
|G|
∑
g∈G
(χ⊗ χi)(g)g = xieχ⊗χi . 
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The idempotents appearing in Lemma 3.5 are distinct from those in [1]. For χ ∈ Gˆ we define
tχ := eχx.
Throughout, we let χ0 denote the trivial representation, e0 = eχ0 , and t0 = tχ0 . An easy computation shows
that gt0 = t0 = ε(g)t0 for all g ∈ G and xit0 = 0 = ε(xi)t0 for all i so that t0 is a left integral for B.
Lemma 3.6. For every two-sided ideal I 6= 0 of R#B, there exists a B-stable left ideal L 6= 0 of R such
that Ltχ ⊂ I, for some χ ∈ Gˆ.
Proof. Let I be a nonzero ideal of R#B and let m = xα11 · · ·x
αθ
θ be a monomial of maximal degree such that
Im 6= 0. As xix = 0 for all i but x 6= 0, then 0 6= Im ⊂ (R#G)x. Since
∑
χ∈Gˆ eχ = 1, then there exists
χ ∈ Gˆ such that
0 6= Imeχ ⊂ (R#G)xeχ.
By Lemma 3.5, xeχ = eχ′x for some χ
′ ∈ Gˆ. Thus, (R#G)xeχ = (R#G)eχ′x = (R#G)tχ′ . Orthogonality
of the idempotents implies (kG)eχ′ = keχ′ and so the elements of (R#G)tχ′ (and hence of Imeχ) are of the
form atχ′ for a ∈ R. It follows that I contains nonzero elements of this form.
We now know that that there exists χ ∈ Gˆ such that
L = {a ∈ R : atχ ∈ I}
is a nonzero left ideal of R. We claim that L is stable under the action of the G and the xi. Let a ∈ L and
choose a corresponding atχ ∈ I. For h ∈ G, χ(h)hatχ ∈ I and so by Lemma 3.5,
χ(h)hatχ = χ(h)h(a)htχ = h(a)χ(h)χ(h
−1)tχ = h(a)tχ.
Thus, h(a) ∈ L. Similarly, for each xi,
xiatχ = (xia)tχ = (gi(a)xi + xi(a))tχ = (gi(a)eχ⊗χ−1
i
xix) + xi(a)tχ = xi(a)tχ.
Thus, xi(a) ∈ L, completing the proof. 
As observed above, t0 is a left integral of B. Thus, for any h ∈ B and r ∈ R, hrt0 = h(r)t0. In particular,
tχrt0 = tχ(r)t0. We say t0 is a trace and note that t0 is effectively a map from R to R
H .
For each χ ∈ Gˆ, define the map πχ : R#B → R#B that is the identity on R and the xi, and πχ(h) = χ(h)h
for all h ∈ G. Then πχ extends to an automorphism of R#B. Moreover, πχ restricts to an automorphism
of B and to kG. If χ′ ∈ Gˆ, then
πχ(eχ′) =
1
|G|
∑
g∈G
χ′(g)χ(g)g = eχ′⊗χ.
Consequently, if χ0 is the trivial character, then πχ(eχ−1) = e0.
Theorem 3.7. The smash product R#B is prime if and only if tχ(L) has zero left annihilator for every
B-stable left ideal L 6= 0 of R and χ ∈ Gˆ.
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Proof. Assume R#B is prime. Let L 6= 0 a B-stable left ideal of R and let χ ∈ Gˆ. Suppose a ∈ R such that
atχ(L) = 0. By Lemma 3.5, Leχ0x is a nonzero left ideal of R#B. Then for any r ∈ R, tχrtχ0 = tχ(r)tχ0 .
Thus, (atχ)(Ltχ0 ) = atχ(L)tχ0 = 0, whence atχ is the left annihilator of Leχ0x. By primeness, atχ = 0 so
a = 0.
Conversely, assume R#B is not prime and let I, J be nonzero ideals in R#B such that IJ = 0. By Lemma
3.6, there exists nonzero B-stable left ideals L,L′ of R and χ, χ′ ∈ Gˆ such that Ltχ ⊂ J and L
′tχ′ ⊂ I.
Applying πχ−1 we have πχ−1(I)πχ−1 (J) = 0 so that Ltχ0 ⊂ πχ−1(J). Thus, there is no loss in assuming
Ltχ0 ⊂ J . Now
L′tχ′(L)tχ0 = (L
′tχ′)(Ltχ0) ⊂ IJ = 0.
This completes the proof as L′ 6= 0 and L′ lies in the annihilator of tχ′(L). 
Recall that a ring R is reduced if it has no nonzero nilpotent elements.
Corollary 3.8. Let R be a reduced B-module algebra. The following are equivalent.
(1) R#B is prime.
(2) RB is prime and tχ(R) 6= 0 for all χ ∈ Gˆ.
(3) R is B-prime and tχ(R) 6= 0 for all χ ∈ Gˆ.
(4) tχ(I) has zero left annihilator in R for every nonzero B-stable ideal I of R and every χ ∈ Gˆ.
Proof. (1)⇒ (2) Let a, b ∈ RB be nonzero. Then Rb is a nonzero B-stable left ideal of R. By Theorem 3.7,
at0(Rb) 6= 0 and
0 6= at0(Rb) = at0(R)b ⊂ aR
Bb.
Thus, aRBb 6= 0 and so RB is prime. Moreover, by Theorem 3.7, tχ(R) 6= 0 for all χ ∈ Gˆ.
(2)⇒ (3) This follows from Lemma 3.4.
(3) ⇒ (4) Let I be a nonzero B-stable ideal of I. It suffices to prove that tχ(I) for all χ ∈ Gˆ. By [9,
Theorem 2], if tχ vanishes on I then it vanishes on all of R. The hypothesis implies this cannot happen.
(4)⇒ (1) Let L be a nonzero B-stable left ideal of R and χ ∈ Gˆ. By Theorem 3.7, it suffices to prove that
tχ(L) has zero left annihilator in R. The left/right annihilators are equal by hypothesis and so are two-sided
ideals. Let U = l. ann(L) and V = l. ann(U). Since U and V are B-stable and 0 6= L ⊂ V , then
Utχ(V ) ⊂ UV = 0,
so U ⊂ l. ann(tχ(V )) and thus U = 0. Again by [9, Theorem 2], if atχ(L) = 0, then atχ(R) = 0. Thus, our
hypothesis implies a = 0. That is, l. ann(tχ(L)) = 0, so R#B is prime. 
For χ ∈ Gˆ, set νn(χ) to be the nth Frobenius-Schur indicator. That is, νn(χ) =
1
|G|
∑
g∈G χ(g
n). As G is
abelian, χ(gn) = (χ(g))n = (χ⊗ χ⊗ · · · ⊗ χ)(g) = χn(g), then νn(χ) = ν1(χ
n) and it follows from standard
character theory that ν1(χ
n) = 0 if and only if χn is the trivial character. Thus, ν1(χ
n) = 0 if and only if
|χ| | n.
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We now simplify the criteria for determining whether a smash product is prime when the base ring is a
domain.
Corollary 3.9. Let R be a B-module algebra that is a domain. The following are equivalent.
(1) R#B is prime.
(2) tχ(R) 6= 0 for all χ ∈ Gˆ.
(3) After possibly reordering xk+1(Rk) 6= 0 for k ∈ {0, . . . , θ− 1} and for each χ ∈ Gˆ there exists a ∈ R
x
such that g(a) = χ(g−1)a for all g ∈ G.
Proof. (1)⇔ (2) This follows by Corollary 3.8.
(2) ⇒ (3) Let χ ∈ Gˆ, so tχ(R) 6= 0. Since tχ = eχx, then x(R) 6= 0 and so xk+1(Rk) 6= 0 for
k ∈ {0, . . . , θ − 1}. Thus Rx 6= 0 by Lemma 3.2. As the elements of G skew-commute with the xi, then
G acts on Rx. Fix χ ∈ Gˆ and set m to be the order of χ in Gˆ. We claim there exists a ∈ Rx such that
g(a) = χ(g−1)a. We can decompose Rx into weight spaces according to the powers of χ. That is,
Rx =
m−1⊕
i=0
(Rx)i,
where (Rx)i = {r ∈ R
x : g(r) = χ(gi)r for all g ∈ G}. Let a ∈ (Rx)i for some i, 0 ≤ i ≤ m− 1. Then
eχ(a) =
1
|G|
∑
g∈G
χ(g)g(a) =
1
|G|
∑
g∈G
χ(g)χ(gi)a =
1
|G|
∑
g∈G
χ(gi+1)a = νi+1(χ).
By the discussion above, eχ(a) = 0 if and only if i 6= m− 1. Since we assume that tχ(R) 6= 0, then it follows
that there exists a ∈ (Rx)m−1 such that g(a) = χ(g
−1)a for all g ∈ G.
(3)⇒ (2) After reordering, xk+1(Rk) 6= 0 for k ∈ {0, . . . , θ − 1}. Then x(R) is a nonzero left ideal of R
x
by Lemma 3.2. Let χ ∈ Gˆ and assume that there exists a ∈ Rx such that g(a) = χ(g−1)a for all g ∈ G.
Choose r ∈ R such that x(r) = a. By [9, Theorem 6], tχ vanishes on x(R) if and only if it vanishes on R.
Now
tχ(r) = eχ(a) =
1
|G|
∑
g∈G
χ(g)g(a) =
1
|G|
∑
g∈G
χ(g)χ(g−1)a = a.
Consequently tχ 6= 0. 
Example 3.10. Let A and B be as in Example 2.7 and recall that A#B is semiprime. By computations in
that example, A〈x2〉 = k[u1, u2, u
n
3 ] and x1(u2) = u1 6= 0, so x1(A
〈x2〉) 6= 0, thus we have satisfied the first
part of Corollary 3.9 (3). However, we note that Ax = k[u1, u
n
2 , u
n
3 ] and so g1(a) = g2(a) for all a ∈ A
x. It
follows that the second part of Corollary 3.9 (3) cannot be satisfied. Simply choose a character χ ∈ Gˆ such
that χ(g−11 ) 6= χ(g
−1
2 ). Hence, A#B not prime.
Example 3.11. Let ξ be a primitive third root of unity and let A = kp[u1, u2, u3, u4] with
p =


1 ξ ξ 1
ξ2 1 ξ2 ξ
ξ2 ξ 1 ξ
1 ξ2 ξ2 1

 .
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Let G = 〈g1〉 × 〈g2〉 ∼= Zn × Zn and consider the rank 2 QLS B = B(G, g, χ) with data
χ1(g1) = ξ, χ1(g2) = ξ, χ2(g1) = ξ
2, χ2(g2) = ξ
2.
Then B acts on G by setting g1 = diag(ξ, 1, 1, ξ
2), g2 = diag(1, ξ
2, ξ2, ξ), x1(u3) = u1, x2(u4) = u1, and
xi(uj) = 0 for all other i, j.
Now, as above, we have A〈x1〉 = k[u1, u2, u
3
3, u4]. Since x2(u4) = u1, then we have x2(A
〈x1〉) 6= 0.
Moreover, Ax = k[u1, u2, u
3
3, u
3
4]. Now, g1(u
k
1u
ℓ
2) = ξ
kuk1u
ℓ
2 while g2(u
k
1u
ℓ
2) = ξ
2ℓuk1u
ℓ
2. Thus, given χ ∈ Gˆ,
we can set a = uk1u
ℓ
2 and we need only choose an appropriate value of k and ℓ so that χ(g
−1
1 ) = g1(a) and
χ(g−12 ) = g2(a). It follows now from Corollary 3.9 that A#B is prime.
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