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PSEUDOTROPICAL CURVES
SERGEI LANZAT AND MICHAEL POLYAK
Abstract. We propose a generalization of tropical curves by dropping
the rationality and integrality requirements while preserving the bal-
ancing condition. An interpretation of such curves as critical points
of a certain quadratic functional allows us to settle the existence and
uniqueness problem. The machinery of dual polygons and the intersec-
tion theory also generalize as expected. We study the homology of a
compactified moduli space of rigid oriented marked curves. A weighted
count of rational pseudotropical curves passing through a generic col-
lection of points is interpreted via top-degree cycles on the moduli. We
construct a family of such cycles using quantum tori Lie algebras and
show that in the usual tropical case this gives the refined curve count
of Block and Go¨ttsche. Finally, we derive a recursive formula for this
Lie-weighted count of rational pseudotropical curves.
1. Introduction and main definitions
1.1. Motivation. Tropical geometry is a rapidly developing field of mathe-
matics that uses combinatorial and piecewise linear structures to study and
solve problems in different fields such as optimization, combinatorics, al-
gebraic geometry, integrable and dynamical systems, applied mathematics,
economics, computational biology, etc. For a brief introduction to tropical
geometry see e.g. [12, 19, 22, 24] and references within. In particular, trop-
ical geometry is a powerful tool for exploring algebraic varieties. Algebraic
varieties can be degenerated to tropical varieties, which are polyhedral com-
plexes satisfying certain combinatorial properties. While they have a simple
combinatorial structure, tropical varieties encode a lot of information about
the geometry of the initial varieties and allow one to translate complicated
algebraic or geometric problems into a simple combinatorial language.
The most classical and well-studied case of algebraic varieties is that of
algebraic curves. A tropical counterpart of plane algebraic curves are bal-
anced rational metric graphs in the plane. Loosely speaking, a plane tropical
curve is a finite union of rays and segments, each endowed with a slope vec-
tor whose coordinates are integer (and directions are rational) and a positive
integer multiplicity; the balancing condition means that at every vertex the
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sum of the outgoing slope vectors counted with their multiplicities adds up
to zero.
In a number of works coming from different areas we see the appearance
of similar graphs, but with arbitrary edge vectors without any integral-
ity/rationality conditions on their slopes and coordinates. In particular,
in algebraic geometry objects of this nature had appeared in a number of
different problems, see e.g. [5], [6], [14], [17], [18], [20].
We propose a unified treatment of such generalized objects, which we
call pseudotropical curves, by dropping the rationality and integrality con-
ditions while preserving the balancing condition. Apart from their direct
applications to above mentioned problems (which cannot be treated by the
classical tropical technique requiring rationality/integrality), our approach
offers a new viewpoint and provides new tools for studying the standard
tropical curves. Firstly, separating the integrality conditions from the rest
leads to a better understanding of the underlying nature and core prop-
erties of tropical curves. Secondly, relaxing the rationality and integrality
conditions allows slope vectors to vary in continuous or smooth families,
enabling one to study the dependence of moduli and enumerative character-
istics of curves on these parameters (see e.g. Section 6.3); we expect this to
lead to some interesting differential equations. Thirdly, dealing with more
general objects gives additional degrees of freedom, which gives rise to an
additional flexibility of the theory (e.g., it leads to new recursion relations
in enumerative problems, see Section 7).
1.2. Structure of the paper. In the Subsection 1.3 below we introduce
the basic object of our study - the notion of plane pseudotropical curves. In
Section 2 we interpret plane pseudotropical curves as critical points of a cer-
tain quadratic functional and study the existence and uniqueness problem in
terms of solutions of the discrete Laplace equation with the Neumann-type
boundary condition. In Section 3 we define dual polygons, study the inter-
sections of plane pseudotropical curves and prove the Be´zout’s and Bern-
stein’s theorems. In Section 4 we define orientations of plane pseudotropical
curves, introduce a notion of rigid marked curves and study moduli spaces of
rational oriented plane pseudotropical curves. In Section 5 we study the top
homology of a compactified moduli space of marked plane pseudotropical
curves; we study an enumerative problem of a weighted count of rational
irreducible plane pseudotropical curves passing through a generic collection
of points and interpret it as a generalized degree of the evaluation map. In
Section 6 we show how to produce generalized degrees as above in terms of
quantum tori Lie algebras and study the corresponding enumerative prob-
lem. In particular, in the classical tropical case we identify our weighted
curve count with the refined count of Block and Go¨ttsche [4]. In Section 7
we derive a recursive formula for the above Lie-weighted count of rational
irreducible plane pseudotropical curves.
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1.3. Definition of plane pseudotropical curves. In this section we de-
fine the notion of plane pseudotropical curves that generalizes that of plane
tropical curves. For the basic notions of tropical curves, see [8, 9, 10, 21, 22].
Consider a simple finite graph (i.e., a finite 1-dimensional CW-complex
without loops and multiple edges) without bivalent vertices. Let Γ be its
subset obtained by removing all univalent vertices. We shall use the follow-
ing notations:
• V – the set of vertices of Γ,
• E – the set of edges of Γ,
• E∞ – the set of legs, i.e. (half-open) edges of Γ incident to univalent
vertices,
• E0 = E r E∞ – the set of bounded edges,
• ∂e – the set of vertices incident to the edge e.
For convenience we will usually assume that the set of legs is ordered: E∞ =
{e1, e2, . . . , en}. Abstract tropical curves are metric graphs, where lengths
of some edges are allowed to be infinite:
Definition 1.1. An abstract tropical curve is a pair (Γ, `), where ` is a
complete intrinsic metric, defined by prescribing (positive, real) length le
to each bounded edge e ∈ E0 and +∞ to each leg of Γ. A curve (Γ, `) is
irreducible of genus g if Γ is connected and g = 1 − |V | + |E0| is the first
Betti number b1(Γ) of Γ.
Definition 1.2. A parameterized plane pseudotropical curve is a triple
(Γ, `, h) such that
(i) (Γ, `) is an abstract tropical curve and
(ii) h : Γ → R2 is a continuous proper map satisfying the following
properties:
(a) The map h is an affine map on each edge e ∈ E. Namely, let
v ∈ ∂e; then there is a vector ξv(e) ∈ Th(v)R2 such that the
restriction h|e of h to e is given by h(v) + t ξv(e) with t ∈ [0, le].
We assume that ξv(e) 6= 0 for e ∈ E∞.
(b) For a fixed vertex v, the vectors ξv(e) satisfy the balancing con-
dition ∑
e:v∈∂e
ξv(e) = 0, (1)
Note that if ∂e = {v, v′} then ξv(e) = −ξv′(e).
We shall often work with oriented edges, so that ∂e = e+ − e−, where
e ∈ E0 is oriented from the starting vertex e− towards the terminal vertex
e+. In this case we will define ξ(e) as ξe−(e). Note that ξ(−e) = −ξ(e),
where −e is e with the opposite orientation. Also, throughout the paper we
always orient all legs towards infinity.
Two parameterized plane pseudotropical curves (Γ, `, h) and (Γ′, `′, h′)
are isomorphic if there exists an isometry ρ : (Γ, `) → (Γ′, `′) such that
h = h′ ◦ ρ. A plane pseudotropical curve is an isomorphism class C of a
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parameterized plane pseudotropical curve (Γ, `, h). A plane pseudotropical
curve is irreducible of genus g if an underlying abstract curve is such. An
irreducible plane pseudotropical curve of genus zero will be called a rational
plane pseudotropical curve.
A ∆-set of C is the (ordered) set of vectors ξ along the legs of Γ, i.e.
∆(C) = {ξ(e1), ξ(e2), . . . , ξ(en)} .
Note that the fact that all vertices of C are balanced implies that all vectors
in the ∆-set sum up to zero:
∑n
i=1 ξ(ei) = 0. It is convenient to think intu-
itively about legs as about edges towards an “infinite” vertex; the condition
that all vectors in the ∆-set sum up to zero then means that this vertex is
balanced.
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Figure 1. An abstract curve, a plane pseudotropical curve
and its ∆-set
Throughout the paper we will identify R2 with C.
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2. Interrelations with variational calculus
2.1. Plane pseudotropical curves as critical points. We shall inter-
pret plane pseudotropical curves (in particular, the balancing condition of
Definition 1.2) as critical points of a certain quadratic functional in a varia-
tional problem with boundary constrains. The existence of such curves will
be seen as a consequence of the existence and uniqueness of a solution of
the discrete Laplace equation with the Neumann-type boundary condition.
Fix an abstract tropical curve (Γ, `). Assume that Γ is connected (other-
wise consider the problem separately on every connected component of Γ)
and all bounded edges of Γ are arbitrarily oriented.
We will use (with minor modifications) a standard terminology from elec-
tric networks (see e.g. [2]). A complex-valued potential on Γ is a function
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φ : V → C. A boundary current on Γ is a function ξ : E∞ → C. Define the
Neumann power functional Pξ(φ) ∈ R by
Pξ(φ) =
∑
e∈E0
|φ(e+)− φ(e−)|2
2le
−
∑
e∈E∞
Re
(
ξ(e) · φ(e−)
)
. (2)
We are looking for functions φ : V → C that minimize the Neumann power
functional Pξ(φ) for a given boundary current ξ. Given φ, we extend ξ to a
global current ξ˜ : E → C by
ξ˜(e) =
φ(e+)− φ(e−)
le
for any e ∈ E0 (so ξ˜(e) is the “slope”, i.e. rate of change, of φ along e per
unit length).
Proposition 2.1. A potential φ : V → C minimizes the Neumann power
functional Pξ(φ) if and only if the global current is balanced at every vertex,
i.e., for any v ∈ V we have∑
e: v=e−
ξ˜(e) =
∑
e: v=e+
ξ˜(e)
Proof. Note that the quadratic part of Pξ (see (2)) is a real-valued non-
negative quadratic form on CV = (R2)V . It follows that φ minimizes Pξ if
and only if φ is its critical point. Denote φ = φ1 + iφ2, ξ = ξ1 + iξ2 and
ξ˜ = ξ˜1 + iξ˜2. Then we have
Pξ(φ) =
2∑
i=1
(
(φi(e
+)− φi(e−))2
2le
−
∑
e∈E∞
ξi(e) · φi(e−)
)
It follows that for any v ∈ V and i = 1, 2 we have
δPξ
δφi(v)
=
∑
e∈E0:
v=e+
φi(e
+)− φi(e−)
le
−
∑
e∈E0:
v=e−
(φi(e
+)− φi(e−)
le
−
∑
e∈E∞:
v=e−
ξi(e) =
=
∑
e∈E: v=e+
ξ˜i(e)−
∑
e∈E: v=e−
ξ˜i(e) .
This proves the statement. 
2.2. Graph Laplacian. Let us reformulate the criticality condition in terms
of a weighted discrete Laplace operator on Γ. Denote by C0 ∼= CV and
C1 ∼= CE spaces of 0-cochains and 1-cochains of Γ with coefficients in C,
respectively. Define d : C0 → C1 and d∗ : C1 → C0 by
(dφ)(e) =
{
φ(e+)−φ(e−)
le
, if e ∈ E0
0, if e ∈ E∞ (d
∗ψ)(v) =
∑
e∈E:
v=e+
ψ(e)−
∑
e∈E:
v=e−
ψ(e).
Also, consider a zero extension of ξ from a function on E∞ to a 1-cochain
in C1 by setting ξ(e) = 0 for any e ∈ E0; by abuse of notation denote
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this cochain by ξ ∈ C1. Consider a weighted discrete Laplace operator
∇2 := d∗d : C0 → C0. The proof of Proposition 2.1 implies that φ ∈ C0
minimizes the Neumann power functional Pξ if and only if
∇2(φ) = −d∗ξ. (3)
We can consider ξ as a normal derivative of φ along legs at boundary
vertices (i.e., vertices incident to legs). Therefore, (3) can be seen as a
discrete version of a classical Neumann problem (explaining, in particular,
the term “Neumann power functional”).
In a basis of C0 given by some ordering V = {v1, · · · , vk} of the set of
vertices, the matrix of ∇2 is equal to the usual weighted Laplacian matrix
Λ of Γ, see [11, 3]. Its elements Λij are given by
Λij =

∑
e: vi∈∂e
l−1e , if i = j
−l−1e , if ∂e = {vi, vj}
0, otherwise.
The matrix representation of −d∗ξ in the same basis of C0 is given by a
column vector b with bi =
∑
ξ(e), where the sum is over all e ∈ E∞ with
e− = vi. Thus the matrix representation of (3) is given by
Λφ = b ,
where φ is a column vector with entries φ(vi).
2.3. Existence and uniqueness. Next, we shall prove the existence and
uniqueness theorem for the discrete Neumann problem.
Proposition 2.2. Let (Γ, `) be an abstract tropical curve. Given a boundary
current ξ on Γ, there exists a solution φ ∈ C0 to the discrete Neumann
problem (3) if and only if
∑
e∈E∞ ξ(e) = 0. Any two solutions differ by a
constant function on V .
Proof. We are looking for solutions of the linear system Λφ = b. Note that
by definition of Λ the sum of coefficients in every row and column equals
zero. Therefore, if there is a solution to the system we have that
∑
i bi = 0,
hence
∑
e∈E∞ ξ(e) = 0.
The opposite direction and the uniqueness follow from a well-known fact1
that for a connected graph Γ the kernel of Λ is 1-dimensional and is spanned
by (1, . . . , 1)t. 
Corollary 2.3. For any abstract tropical curve (Γ, `) and a boundary cur-
rent ξ : E∞ → C r {0} with ∑e∈E∞ ξ(e) = 0, there exists a corresponding
plane pseudotropical curve C with ∆-set ∆(C) = {ξ(ei)}ni=1. Such a curve C
is unique up to a translation in R2. For an irreducible abstract tropical curve
1See e.g. [11, Lemma 13.1.1] in the case of the standard Laplacian matrix; the same
proof works in the weighted case. For an alternative proof see [3].
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(Γ, `) of genus zero the corresponding slope vectors {ξ˜(e)}e∈E0 on bounded
edges do not depend on the metric `.
Proof. Indeed, Proposition 2.2 implies that there exists a solution φ to the
discrete Neumann problem (3). This solution defines a parametrization of
(Γ, `) in the following way: for any vertex v ∈ V we define h(v) = φ(v) ∈
C = R2. The balancing conditions for the resulting curve readily follow from
Proposition 2.1. Translations of this curve in R2 correspond to additions of
constant functions to φ, so the uniqueness follows from Proposition 2.2.
Now, let (Γ, `) be an irreducible abstract tropical curve of genus zero. For
|E0| = 0 the last statement is trivial. For |E0| > 0, note that there is always
a vertex v with a unique adjacent bounded edge e ∈ E0 with v = e+. Indeed,
remove all (open) legs of Γ; the remaining graph is a tree and hence has a
leaf; take it to be v. The balancing condition forces a unique extension ξ˜(e)
of the boundary current ξ to this edge. Remove v with all adjacent legs and
make e into a leg with the slope ξ˜(e). The statement follows by induction
on the number |E0| of bounded edges of Γ. 
2.4. Star-mesh transform. The theory of electrical networks also suggests
various interesting transformations of pseudotropical curves. Let us briefly
describe some of them leaving details to an interested reader.
Firstly, one can consider a more general class of underlying graphs, allow-
ing bivalent vertices and/or multiple edges. Namely, let (Γ, `, h) be a param-
eterized plane pseudotropical curve and e be its bounded edge of length l.
Then one can replace e by a pair of edges as shown in Figure 2a (respectively,
Figure 2b) with lengths l′, l′′ so that l = l′ + l′′ (l−1 = l′ −1 + l′′ −1, respec-
tively). The parametrization h remains unchanged in case of a bivalent
vertex of Figure 2a. In case of a double edge of Figure 2b, the parametriza-
tion h remains unchanged on all vertices and slopes ξv(e
′), ξv(e′′) of the two
new edges are defined by l′ · ξv(e′) = l′′ · ξv(e′′) = l · ξv(e). Bivalent vertices
can also be considered as marked points (see Section 4.2).
e"
e’e"e’ e
a b
Figure 2. Graphs with bivalent vertices and multiple edges.
Secondly, one can apply the following celebrated star-mesh transform,
see Figure 3a. Let (Γ, `, h) be a parameterized plane pseudotropical curve
and v be its vertex not incident to legs. Let vi, i = 1, . . . , s be the set of its
neighboring vertices and li, i = 1, . . . , s be the set of lengths of corresponding
edges e0i connecting v with vi. Replace the star of v by a complete graph
Ks on the vertices vi, i = 1, . . . , s with lengths of new edges eij , connecting
vi with vj , given by lij =
li · lj
(l1 + l2 · · ·+ ls) . The parametrization h remains
unchanged on all vertices (except v), and slopes ξvi(eij) are defined by lij ·
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ξvi(eij) = h(vj) − h(vi). The proof follows from the Schur complement
identity applied to the Laplace matrix Λ of Γ.
a b
Figure 3. Star-mesh and Y -∆ transforms.
In particular, for s = 2 we recover the transformation of a bivalent vertex
considered above. For s = 3 this transformation is known also as a Y -∆
transform, see Figure 3b. It preserves the number of bounded edges and thus
has an inverse, known as a ∆-Y transform. The corresponding formulas are
li =
lij · lik
l12 + l23 + l31
, ξvi(e0i) = ξvi(eij) + ξvi(eik) ,
where (ijk) is a cyclic permutation of (123). For s > 3 the star-mesh
transformation is not invertible in general without additional constraints on
values of lij .
3. Dual polygons and intersections of pseudotropical curves
3.1. Dual polygon and plane pseudotropical curves. We shall gener-
alize to a pseudotropical case the notion of a dual polygon with the dual
subdivision corresponding to a tropical curve. Let C = [(Γ, `, h)] be a plane
pseudotropical curve with a ∆-set ∆(C). We orient all legs of Γ towards
infinity and orient all bounded edges of Γ arbitrarily, see Section 1.3 for con-
ventions. In the case when the immersion h : Γ→ R2 is sufficiently general,
i.e. self-intersection points of h(Γ) are isolated, let G be a graph, obtained
from h(Γ) by considering all nodes (i.e., self-intersection points) of h(Γ) as
vertices. New vertices subdivide corresponding edges of h(Γ) so that the
resulting graph is planar. Orientations, slope vectors ξ(e) and lengths of
new edges are inherited from the original edges in an obvious way. Since
new vertices are balanced, G can be considered as a plane pseudotropical
curve with the same ∆-set and mapping h (but possibly of a higher genus).
See Figure 4.
In the degenerate case when the immersion h : Γ → R2 has non-isolated
self-intersections, a similar construction of G requires additional steps. Non-
isolated self-intersections appear when images of edges/legs intersect along
intervals, see Figure 5a. In this case to construct the graph G we treat
isolated self-intersection points as above, transforming them to vertices;
as for self-intersections along intervals, we apply transformations of addi-
tion/removal of 2-valent vertices and merging of multiple edges into single
edges, as described in Section 2.4 (see Figure 2). See Figure 5b. Edges of
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Figure 4. Transforming nodes into vertices.
the resulting graph G are equipped with orientations, slope vectors ξ(e) and
lengths according to formulas of Section 2.4, so that all vertices of G are
balanced.
Figure 5. Degenerate immersions.
Denote by G∗ a planar graph dual to G, i.e. a graph obtained by placing
a vertex in each region of G (i.e., a connected component of R2rG) and, if
closures of two regions of G share a common edge e, connecting the corre-
sponding vertices of G∗ by an edge e∗ which intersects only e. Regions of G∗
correspond to vertices of G. A problem of realizing G∗ by a reciprocal of G,
i.e., a graph with straight edges orthogonal to these of G is well-studied; the
standard approach involves the Maxwell-Cremona lifting. Since in our case
G is already realized as a balanced (a.k.a. stressed) graph, the procedure is
quite simple.
We define a dual (complete) metric `∗ on G∗ by setting l∗e∗ = l−1e for every
bounded edge e of G and l∗e∗ = 1 for every leg e of G. Also, we equip every
edge e∗ of G∗ with a dual slope vector ξ∗(e∗) obtained from ξ by rotating it
counterclockwise by 90-degrees and rescaling: ξ∗(e∗) := (l∗e∗)−1 ·
√−1 · ξ(e)
(so that ξ∗(e∗) = le ·
√−1 · ξ(e) for e ∈ E0 and ξ∗(e∗) = √−1 · ξ(e) for
e ∈ E∞). Note that the metric `∗ and the rescaling factor in the definition
of ξ∗ are chosen so, that the resulting collection of slope vectors satisfies the
balancing condition at every vertex of G∗ which is dual to a bounded region.
We shall define a map h∗ : G∗ → C ∼= R2 as follows. Fix a spanning rooted
tree T in G∗. Define h∗ arbitrarily (say, by 0) in the root vertex v∗0. For any
other vertex v∗ of G∗ there exists a unique 1-chain C(v∗) =
∑
e∗∈C(v) e
∗ of
oriented edges e∗ of T such that ∂C(v∗) = v∗ − v∗0. Define
h∗(v∗) =
∑
e∗∈C(v∗)
l∗e∗ · ξ∗(e∗) =
∑
e∗∈C(v∗)
√−1 · ξ(e) .
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Finally, extend h∗ to an affine map h∗ : G∗ → R2. Note that the image
h∗(G∗) does not depend on a metric ` on Γ. See Figure 6.
ξ5
ξ6
ξ4
ξ2
ξ3
ξ1
∆*(v)
(C)*∆
5
1
24
6
3
∆G
v
** 6h  (e  )
Figure 6. Newton polygon h∗(G∗).
Proposition 3.1. The map h∗ : G∗ → R2 does not depend on the choice of
a rooted tree T up to a translation in R2. Its image h∗(G∗) forms a convex
polygon with a convex subdivision.
Proof. Recall that we have ξ(−e) = −ξ(e) (and thus ξ∗(−e∗) = −ξ∗(e∗)),
so when we move the root of T to a neighboring vertex along an edge e∗
of G∗ the map h∗ changes by an additive constant ±√−1 · ξ(e), i.e., by a
translation in R2. To prove an independence of h∗ on a choice of the tree T
it suffices to prove that for any closed oriented path Z of edges in G∗ one has∑
e∗∈Z
l∗e∗ · ξ∗(e∗) = 0. But cycles in G∗ are generated by boundaries of regions
of the graph G∗; for such a positively (i.e., counterclockwise) oriented cycle
Z(v) along the boundary of the region R(v) dual to a vertex v of G we have∑
e∗∈Z(v)
l∗e∗ · ξ∗(e∗) =
∑
e∗∈Z(v)
√−1 · ξ(e) = √−1 ·
∑
e:v∈∂e
ξv(e) = 0
due to the balancing condition in the vertex v of G. Moreover, the image
under h∗ of the boundary of the region R(v) forms a closed convex polygon;
indeed, as we follow a sequence of edges e∗ along ∂R(v) counterclockwise,
arguments of the corresponding vectors ξv(e) of dual edges meeting in the
vertex v (and hence arguments of ξ∗(e∗)) are non-decreasing in S1. De-
note such polygon (with a counterclockwise orientation, inherited from the
positive orientation of ∂R(v)) by ∆∗(v), see Figure 6.
Similarly, note that the image under h∗ of the “outer perimeter” of G∗ (i.e.
the set of all vertices of G∗ dual to unbounded regions of G and edges {e∗i }mi=1
connecting them) form a closed convex polygon. Indeed, up to translations,
images h∗(e∗i ) are obtained from vectors ξ(ei), i = 1, 2, . . . ,m of ∆(C) simply
by a 90-degrees counterclockwise rotation. Since
∑m
i=1 ξ(ei) = 0, segments
h∗(e∗i ) form a unique (up to translations) closed convex polygon. Note also,
that since all legs are oriented towards infinity, this polygon inherits the
counterclockwise orientation. Denote it by ∆∗(C). See Figure 6.
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It suffices to prove that each point p in R2rh∗(G∗) is covered by at most
one such polygon ∆∗(v), so interiors of different polygons ∆∗(v) do not in-
tersect and define a convex subdivision of ∆∗(C). Obviously, if a point -
let’s denote it by ∞ - is chosen sufficiently far from h∗(G∗) then it is not
covered by any such polygon ∆∗(v). Since all ∆∗(v) are counterclockwise ori-
ented, the number of polygons covering p equals to the intersection number
I
(∑
v
∆∗(v), [p]− [∞]
)
of the 2-chain
∑
v ∆
∗(v) with the 0-chain [p]− [∞],
where the summation is over all vertices of G. Alternatively, this number
can be calculated as the intersection number I
(
∂(
∑
v
∆∗(v)),−[p,∞]
)
of
the 1-chain ∂(
∑
v ∆
∗(v)) with a 1-chain −[p,∞] represented by a generic
simple path connecting p and ∞. Note that for any bounded edge e of G
with ∂e = e+ − e− the corresponding dual edge e∗ enters in the boundary
∂(∆∗(e±)) of two neighboring polygons ∆∗(e±) with opposite orientations,
so ∂(
∑
v ∆
∗(v)) = ∂∆∗(C). Thus
I(
∑
v
∆∗(v), [p]− [∞]) = I(∂∆∗(C),−[p,∞]) ∈ {0, 1}
depending on whether p lies outside or inside ∆∗(C) and the statement
follows. 
In the pseudotropical setting, the convex polygon ∆∗(C) together with
its subdivision as in the proof above (see Figure 6) plays the role of the
Newton polygon with a subdivision corresponding to a tropical curve in a
toric surface. Also, it is easy to define a degree of a plane pseudotropical
curve that recovers the degree of algebraic curves in P2, i.e. curves with
the Newton polygon that is the convex hull of the set {(0, 0), (d, 0), (0, d)}.
However, unlike in the standard tropical setting, the degree deg(C) may not
be an integer:
Definition 3.2. Let C = [(Γ, `, h)] be a plane pseudotropical curve with a
∆-set ∆(C). A convex polygon ∆∗(C) bounded by the outer perimeter of
h∗(G∗) is called the dual polygon of C. The convex subdivision of ∆∗(C)
given by ∆∗(v) for all vertices v of G is called the dual subdivision of C.
Note that
Area(∆∗(C)) =
∑
v
Area(∆∗(v)) , (4)
where the summation is over all vertices of G and Area(A) is the Euclidean
area of A. The degree deg(C) of C is
deg(C) :=
(
2Area(∆∗(C))
) 1
2 =
(
2
∑
v
Area(∆∗(v))
) 1
2
. (5)
3.2. Bernstein’s and Be´zout’s Theorems for plane pseudotropical
curves. Classical theorems of algebraic geometry have their tropical ana-
logues. Many of them can be generalized to the case of plane pseudotropical
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curves in a straightforward manner. Below we provide generalizations of
tropical Be´zout’s and Bernstein’s theorems (see [19, Theorem 4.6.8] and [26,
Theorem 9.5]).
Definition 3.3. Let C1 = [(Γ1, `1, h1)] and C2 = [(Γ2, `2, h2)] be two plane
pseudotropical curves. We say that C1 and C2 are in general position with
respect to each other, if h1(Γ1) and h2(Γ2) intersect each other transversally
in inner points of edges. Let p ∈ h1(Γ1) ∩ h2(Γ2) be an intersection point
of two edges h1(e1) and h2(e2). Define the local intersection multiplicity
Ip(C1, C2) of C1 and C2 in p as
Ip(C1, C2) = | det(ξ(e1), ξ(e2))| (6)
and the total intersection multiplicity of C1 and C2 as
I(C1, C2) =
∑
p∈h1(Γ1)∩h2(Γ2)
Ip(C1, C2) .
Recall the notions of Minkowski sum and mixed area. Let A,B ⊂ R2
be two compact convex sets. The Minkowski sum A  B of A and B is a
compact convex set in R2 defined by
AB = {a+ b|a ∈ A, b ∈ B}.
In particular, if both A and B are convex polygons, A  B is a convex
polygon with the set of edges obtained by merging sets of edges of A and
B. The mixed area Area(A,B) of A and B is given by
Area(A,B) =
1
2
(Area(AB)−Area(A)−Area(B)). (7)
Theorem 3.4. Let C1 = [(Γ1, `1, h1)] and C2 = [(Γ2, `2, h2)] be two plane
pseudotropical curves in general position. Then
I(C1, C2) = 2Area(∆
∗(C1),∆∗(C2)) ≥ deg(C1) · deg(C2) .
Moreover, I(C1, C2) = deg(C1) · deg(C2) if and only if the dual polygons
∆∗(C1) and ∆∗(C2) are homothetic2.
Proof. Let C1 unionsqC2 = [(Γ1 unionsqΓ2, `1 unionsq `2, h1 unionsqh2)] be a (reducible) plane pseu-
dotropical curve. Since ∆(C1 unionsq C2) = ∆(C1) unionsq ∆(C2), the dual polygon
∆∗(C1 unionsq C2) is the Minkowski sum ∆∗(C1)  ∆∗(C2) of two dual poly-
gons ∆∗(C1) and ∆∗(C2). From (7) and (4) it follows that the doubled
mixed area 2Area(∆∗(C1),∆∗(C2)) is summed up from the areas of paral-
lelograms ∆∗(p) ⊂ ∆∗(C1 unionsqC2) dual to the intersection points p ∈ h1(Γ1)∩
h2(Γ2). Since Area(∆
∗(p)) = Ip(C1, C2) by (6), the equality I(C1, C2) =
2Here we consider polygons ∆∗(C1) and ∆∗(C2) as the convex hull of their points.
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2Area(∆∗(C1),∆∗(C2)) follows. The rest follows from Minkowski’s first in-
equality3 which states that
Area(A,B) ≥ (Area(A) ·Area(B)) 12
and the equality holds if and only if A and B are homothetic, see [25,
Theorem 7.2.1].

Corollary 3.5. If the dual polygons of plane pseudotropical curves C1 and
C2 are homothetic, then deg(C1 unionsq C2) = deg(C1) + deg(C2).
4. Marked curves, their orientations and moduli
In this section we define orientations of plane pseudotropical curves and
introduce a notion of rigid marked curves. We then study moduli spaces
of rational oriented plane pseudotropical curves for a suitable number m =
|∆| − 1 of marked points and analyze the corresponding evaluation maps.
4.1. Moduli of plane pseudotropical curves and their orientations.
We say that two plane pseudotropical curves C = [(Γ, `, h)] and C ′ =
[(Γ′, `′, h′)] with equal ∆-sets have the same combinatorial type, if Γ is home-
omorphic to Γ′ (preserving the ordering of legs). Corollary 2.3 implies that
the set of lengths {le}e∈E0 and a point h(v∗) ∈ R2 for a fixed root vertex
v∗ ∈ V defines a curve C uniquely. It follows that lengths {le}e∈E0 and a
point h(v∗) ∈ R2 are free coordinates on a set M∆(µ) of plane pseudotrop-
ical curves C = [(Γ, `, h)] of a combinatorial type µ.
In particular, after an ordering of E0 and a choice of a root vertex v∗, the
set M∆(µ) can be identified with an (unbounded) open convex polyhedron
M∆(µ) ∼= (R+)|E0| × R2 (8)
in a real vector space R|E0| × R2. A permutation of E0 and a different
choice v′∗ of a root vertex lead to an obvious linear coordinate change on
(R+)|E
0|×R2 by the corresponding reordering of the coordinates on (R+)|E0|
and a translation by the vector h(v∗) − h(v′∗) on R2. In particular, the
Jacobian of such a coordinate change equals to ±1 depending on the parity
of the permutation. We define an orientation of M∆(µ) in an obvious way,
using the identification (8) above4. Namely, we choose an orientation of the
vector space RE0 , i.e., a sign-ordering of the set E0 of internal edges and
complete it by the standard orientation of R2. Here by a sign-ordering of a
set we mean an ordering up to even permutations.
3Minkowski’s first inequality follows from the celebrated Brunn-Minkowski theorem,
see [25, Theorem 7.1.1]; its higher dimensional generalization is the Alexandrov-Fenchel
inequality, see [25, Theorem 7.3.1]
4It coincides with Kontsevich’s orientation of a graph complex in an even-dimensional
case, see [15].
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Denote codim(µ) :=
∑
v∈V
(val(v)− 3) . Then we have
|E0| = |E∞|+ 3g − 3− codim(µ) = |∆|+ 3g − 3− codim(µ) ,
where g = g(Γ) is the genus of a graph Γ of type µ. So the set M∆(µ)
can be also identified with (R+)|∆|+3g−3−codim(µ)×R2. Note that for a fixed
|∆| and g top-dimensional polyhedra M∆(µ) correspond to combinatorial
types µ with codim(µ) = 0, i.e., to combinatorial types of 3-valent graphs. In
particular, for g = 0 top-dimensional polyhedra correspond to combinatorial
types of 3-valent trees.
Remark 4.1. In case of 3-valent graphs the number |∆| + 3g − 3 is the
complex dimension of the moduli space of Riemann surfaces of genus g with
|∆| punctures, as expected from the theory of harmonic amoebas of [17] and
their tropicalization (see [18]). Note that the corresponding moduli space of
genuine plane tropical curves (with a fixed ∆-set of integral vectors) is of
dimension |∆| + g − 1 (see [21, Proposition 2.23]). Thus, while for g =
0 dimensions of these spaces coincide, for g > 0 these spaces are quite
different; in the tropical case parameters {le}e∈E0 satisfy 2g constraints and
fail to be free coordinates.
In the rest of the paper we consider only curves of genus zero, leaving the
higher genus case for a future study.
Moduli spaces M∆(µ) corresponding to different combinatorial types of
rational curves with n legs can be glued together to produce a grand moduli
space of curves. Its top-dimensional homology has a nice structure and can
be identified with a certain quotient space of trivalent trees (see Definition
5.3 of Jacobi space Jn in Section 5). However, having in mind an enumerative
geometry, we construct below a refined moduli space of rigid marked curves
with the same homology (but a different polyhedral structure), so that our
enumerative problems may be restated in the language of evaluation maps
and the intersection theory, see Theorem 5.10.
4.2. Moduli of marked rational curves. We modify definitions of Sec-
tions 1.3 and 4.1 to include marked points.
Let 0 < m < n and let (Γ, `) be an abstract rational tropical curve
with the set E∞ = {e1, . . . , en+m} of legs. We shall call the last m legs en+i,
i = 1, . . . ,m the marked legs of Γ and denote by Em the set {en+1, . . . , en+m}
of marked legs. Also, call the corresponding vertices zi = e
−
n+i, i = 1, . . . ,m
the marked vertices (or marked points) of Γ.
Similairly to Section 4.1, we define
Definition 4.2. A tuple (Γ, `, h,m) is called a parameterized m-marked
curve if (Γ, `, h) is a parameterized plane pseudotropical curve with an ex-
ception that every marked leg en+i is contracted by h to a point h(zi), i.e.
ξ(en+i) = 0 for all i = 1, . . . ,m.
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In figures we draw marked legs as dashed and marked vertices zi as fat
points.
Two parameterized m-marked curves (Γ, `, h,m) and (Γ′, `′, h′,m) have
the same combinatorial type, if there is an isomorphism ρ : Γ→ Γ′ (preserv-
ing markings and the ordering of legs). Moreover, these curves are called
isomorphic, if ρ above is an isometry such that h = h′ ◦ ρ. The isomor-
phism class C of (Γ, `, h,m) is called a (rational) m-marked curve. A curve
C = [(Γ, `, h,m)] is non-degenerate, if for every unmarked vertex v of Γ
vectors ξv(e) span R2.
A ∆-set ∆(C) of an m-marked curve C = [(Γ, `, h,m)] is the (ordered)
set of vectors ξ along unmarked legs of Γ, i.e.,
∆(C) := {ξ(e1), . . . , ξ(en)} .
All other notions and statements of Sections 1–3 extend to the case of marked
curves. Notably, Proposition 2.2 holds for a general boundary current ξ
(in particular, when ξ(e) = 0 for some e ∈ E∞), so Corollary 2.3 holds
also for marked curves. Thus every marked curve C = [(Γ, `, h,m)] of a
fixed combinatorial type µ is uniquely defined by the lengths {le}e∈E0 of its
bounded edges together with an image h(v∗) ∈ R2 of a root vertex v∗ ∈ V .
Moreover, slope vectors {ξ(e)}e∈E0 do not depend on lengths {le}e∈E0 , but
only on ∆ and the combinatorial type µ of C (see Corollary 2.3).
We are interested only in some special types of markings:
Definition 4.3. An m-marked curve C = [(Γ, `, h,m)] is called rigid, if each
connected component of Γr Em is a tree with at most one leg.
Example 4.4. For n = 2 and m = 1 there is only one type of curves, see
Figure 7a; it is rigid. For n = 3 and m = 1 there are three types of non-rigid
curves (which differ by the labels on the legs) with two trivalent vertices
and one rigid type with a 4-valent vertex. See Figure 7b. For n = 3 and
m = 2 there are 22 types of curves: 12 types (which differ by the labels on
the legs) with 3 trivalent vertices, 9 types with one trivalent (either marked
or unmarked) vertex and one 4-valent vertex, and one type with a 5-valent
vertex. Thirteen rigid types are shown in Figure 7c, and 9 non-rigid types
are shown in Figure 7d.
Note that since we assume that m < n, the rigidity condition gives a
non-trivial restriction on the maximal possible number of bounded edges of
rigid trees with n unmarked and m marked legs. Indeed, a straightforward
check shows that while for m ≥ n−1 the maximal number of bounded edges
is m + n − 3 (attained on trivalent trees as expected), for m ≤ n − 1 this
number is 2m − 2 and trees with a larger number of bounded edges fail to
be rigid.
Remark 4.5. Our initial assumption m < n on the number m of marked
points will become more clear when we shall consider the evaluation map,
mapping a curve into images of its m marked points (see Definition 4.11 be-
low), and interpret counting of curves in terms of intersections in homology,
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a b c d
Figure 7. Examples of rigid and non-rigid marked curves.
see Theorem 5.10. In order for the homology intersection theory to work,
we shall need a certain balance of dimensions, assured by the fact that for
m < n the maximal number of bounded edges is exactly 2m− 2.
Denote by M∆(µ) the set of rigid m-marked curves of a combinatorial
type µ and the ∆-set ∆. We define coordinates and orientations on the
space M∆(µ) as in Section 4.1 above. Namely, after an ordering of the set
E0 of internal edges of a graph Γ of the combinatorial type µ and a choice
of a root vertex v∗, the spaceM∆(µ) can be identified with an (unbounded)
open convex polyhedron (R+)|E
0| × R2 in a real vector space R|E0| × R2.
An orientation of M∆(µ) is once again given by a sign-ordering of the
set E0 (together with the standard orientation on the R2-factor). Define
codim(µ) := m− n+ 1 + ∑
v∈V
(val(v)− 3). Then (since we work with trees)
we have |E0| = 2m− 2− codim(µ), so the dimension of M∆(µ) equals to
dimM∆(µ) = 2m− codim(µ) .
We define the closure M∆(µ) in a straightforward manner, as the stan-
dard closure (R≥0)|E
0|×R2 of the open polyhedron (R+)|E0|×R2 in R|E0|×
R2. Each relatively open cell in ∂
(
(R≥0)|E
0|×R2) corresponds to the interior
of the intersection of (R≥0)|E
0| × R2 with a hyperplane {le = 0} for some
e ∈ E0 and can be identified with M∆(µe), where µe is a combinatorial
type of a graph Γ/e, obtained from Γ by a contraction of the (bounded)
edge e. It follows that ∂M∆(µ) is the union ∪IM∆(µI) over non-empty
subsets I ⊂ E0 and µI is a combinatorial type of a graph obtained from Γ
by contractions of all edges in I.
Denote by M∆,n,m the set of all rigid m-marked irreducible curves with
the ∆-set ∆, |∆| = n. The space M∆,n,m is stratified by combinatorial
types of curves and we have
M∆,n,m =
⋃
µ
M∆(µ) =
(⊔
µ
M∆(µ)
)/ ∼ , (9)
where the union is over all combinatorial types µ of parameterized rigid
m-marked curves with the ∆-set ∆ and C ∼ C ′ if and only if C = C ′.
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The following proposition about the polyhedral structure ofM∆,n,m can be
directly transferred from [9] including the proof:
Proposition 4.6 (Cf. [9, Proposition 3.12]). For m < n the moduli space
M∆,n,m has a structure of a polyhedral complex of top dimension 2m. The
corresponding (closed) faces of codimension k are given by the sets M∆(µ)
for all combinatorial types µ of codim(µ) = k.
In the rest of the paper we shall consider the case of m = n − 1 marked
legs (so that dimM∆,n,n−1 = 2m = 2n− 2) that is relevant to enumerative
problems of Sections 5–7. The case m < n − 1 is related to a study of
descendant Gromov-Witten-type invariants and more complicated counting
problems, so we postpone it to a forthcoming paper.
Let us study the structure of M∆,n,n−1 in the crucial cases n = 2, 3:
Example 4.7. For m = n − 1 = 1 and a ∆-set ∆ = {ξ,−ξ} there is
only one combinatorial type µ of rigid curves, shown in Figure 7a, so that
M∆,2,1 ∼= R2 (with the coordinate being the position of the only marked
vertex).
For m = n−1 = 2 and a ∆-set ∆ = {ξ1, ξ2, ξ3} there are 6 top-dimensional
faces, corresponding to combinatorial types µij , 1 ≤ i 6= j ≤ 3 of curves,
with µij being the type corresponding to z1 incident to ei and z2 incident to
ej , see Figures 7b, 8. All six closed faces M∆(µij) ∼= (R≥0)2 ×R2 are glued
along their boundary strata as shown in Figure 8, resulting in the polyhedral
structure on M∆,3,2 ∼= R2 × R2.
2
3
1
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1
2
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1
2
1
2
12
23
13
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32
31
21
Figure 8. Moduli of rigid curves for m = n− 1 = 2.
4.3. Top-dimensional faces of M∆,n,n−1 and their orientations. For
m = n − 1 there is an additional structure on top-dimensional faces of
M∆,n,m. Indeed, let Γ be a rigid tree of a combinatorial type µ with
codim(µ) = 0. But for m = n − 1 we have codim(µ) = ∑
v∈V
(val(v) − 3),
so all (in particular, marked) vertices of such a tree Γ are trivalent. Thus
Γ r Em consists of m + 1 = n connected components and the rigidity con-
dition of Definition 4.3 implies that every connected component of Γr Em
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contains exactly one leg. This important observation leads, in particular, to
an alternative description of orientations.
Definition 4.8. A Lie-orientation of a trivalent tree with n unmarked and
m marked legs is a choice of a cyclic ordering of half-edges in each of the
n − 2 unmarked vertices of the tree, up to negating any two such cyclic
orderings.
We claim that a choice of a Lie-orientation of a rigid trivalent tree Γ of
a combinatorial type µ with codim(µ) = 0 is equivalent to an orientation of
M∆(µ). Indeed, fix a cyclic order of half-edges at every unmarked vertex.
As observed above, every connected component of Γr Em has exactly one
leg; direct all edges in each such connected component towards its unique
leg, see Figure 9a. We shall call such a choice of directions on edges the
outer flow.
21
3
1 5
34
1
2
2
4
4 32
1
3
5
2
1
4
a b c
Figure 9. Outer flow and cyclic orientations.
In each unmarked vertex v there are exactly two incoming and one out-
going half-edges. The cyclic order determines the order e1(v) ∧ e2(v) of the
two incoming half-edges at v, see Figure 9b. Note that since these half-edges
are incoming, they belong to bounded edges only and vice-versa: for every
bounded edge one of its half-edges is incoming for some unmarked vertex.
Order unmarked vertices vi, 1 ≤ i ≤ n− 2 arbitrarily. A sign-ordering
(e1(v1) ∧ e2(v1)) ∧ (e1(v2) ∧ e2(v2)) ∧ · · · ∧ (e1(vn−2) ∧ e2(vn−2))
determines an orientation onM∆(µ). Reorderings of n−2 unmarked vertices
lead to even permutations of 2(n − 2) = 2m − 2 bounded edges and thus
preserve this orientation. We thus obtain
Proposition 4.9. Oriented top-dimensional faces of M∆,n,n−1 are in one-
to-one correspondence with Lie-oriented rigid trivalent trees with n unmarked
and n− 1 marked legs.
We shall call such Lie-oriented rigid trivalent trees (n, n − 1)-trees for
short. In figures we shall always draw them using the outer flow directions on
edges and the counterclockwise cyclic ordering of half-edges in all unmarked
vertices (unless indicated otherwise). See Figure 9c.
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4.4. Multiplicities, orientations and evaluation map. Fix an orienta-
tion orµ on a top-dimensional face M∆(µ) of M∆,n,n−1.
Definition 4.10. Let C = [(Γ, `, h,m)] be a curve in M∆(µ). Fix an
ordering e1(v)∧e2(v) of the two incoming half-edges at each unmarked vertex
v, consistent with the orientation orµ. Define the multiplicity mult(C, orµ)
of C as
mult(C, orµ) :=
∏
v
det (ξv(e1(v)), ξv(e2(v))) , (10)
where the product is over all n− 2 unmarked vertices of C.
By definition, mult(C, orµ) depends only on the sign-ordering of bounded
edges, i.e., only on the orientation orµ and mult(C,−orµ) = −mult(C, orµ).
Recall that C is non-degenerate, if for every unmarked vertex v of Γ vectors
ξv(e) span R2. Non-degeneracy of C can be restated as mult(C, orµ) 6=
0. For a non-degenerate curve C we call the orientation orµ positive, if
mult(C, orµ) > 0. We shall alternatively call it the blackboard orientation,
since the choice of the blackboard order of incoming slope vectors (and the
induced order of the corresponding half-edges) at each unmarked vertex of
C defines the positive orientation on M∆(µ).
Recall that slope vectors on edges of C depend only on µ (see discussion
in Section 4.2 and Corollary 2.3). Thus we may denote mult(µ, orµ) =
mult(C, orµ).
Definition 4.11. We define the evaluation map ev by
ev :M∆,n,m → (R2)m, ev([(Γ, `, h,m)]) = (h(z1), . . . , h(zm)).
Recall that dimM∆,n,m = 2m, so ev is a map between spaces of the same
dimension. Denote by ev|µ the restriction of ev to M∆(µ).
Example 4.12. Consider a curve C with m = n− 1 = 1 of Figure 7a. The
unique marked vertex is also a root v∗, thus ev : R2 → R2 is the identity
map and mult(C,+1) = 1, where +1 stands for the positive orientation of
M∆,2,1 ∼= R2.
Consider a Lie-oriented curve C of Figure 7b with m = n − 1 = 2 and
a ∆-set ∆ = {ξ1, ξ2, ξ3}. We have M∆,3,2 ∼= R2 × R2, glued from six top-
dimensional closed facesM∆(µij), see Example 4.7 and Figure 8. Choose the
orientation orµij on M∆(µij) given by the counterclockwise cyclic order of
edges in the only unmarked vertex v for each combinatorial type µij shown
in Figure 8. These orientations induce opposite orientations on common
boundaries of M∆(µij) and thus define a global orientation on M∆,3,2 ∼=
R2 × R2.
Define εij = +1 if (ijk) is an even permutation of (123) and εij = −1 if
(ijk) is odd, see Figure 8. Let ξi = (xi, yi) and ξj = (xj , yj) be the slope
vectors along legs ei and ej (and thus, by balancing, also on bounded edges
connecting v with z1 and z2). The multiplicity of C is mult(C, orµij ) =
det(ξi, ξj) if εij = +1 and mult(C, orµij ) = det(ξj , ξi) if εij = −1. Thus
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by the balancing condition mult(C, orµij ) = det(ξ1, ξ2) = det(ξ2, ξ3) =
det(ξ3, ξ1) is constant on the whole moduli space M∆,3,2.
Denote by l1 and l2 lengths of bounded edges connecting v with marked
vertices z1 and z2, respectively. The Lie-orientation orµij of C determines
the order of the two incoming half-edges of C in v and hence defines the
orientation εij(l1 ∧ l2) of R|E0| = R2, see Figure 8. Choose v∗ = z2 as the
root vertex. Then ev : M∆,3,2 ∼= R2 × R2 → (R2)2 is given by a PL-map,
glued from linear maps ev|µij on each of the six faces M∆(µij) of M∆,3,2.
These maps are given by
ev|µij : (l1, l2, h(v∗)) 7→ (evij(l1, l2) + h(v∗), h(v∗)) ,
where evij(l1, l2) = l1ξi − l2ξj . In the positive coordinates (l1, l2, h(v∗)) for
l1∧ l2-orientation and (l2, l1, h(v∗)) for l2∧ l1-orientation the matrix of ev|µij
is
(
Aijσij I2
0 I2
)
, where I2 is the 2 × 2 identity matrix, Aij is the matrix(
xi −xj
yi −yj
)
and σij = I2 if εij = +1 and σij =
(
0 1
1 0
)
if εij = −1. The
determinant of ev|µij is
εij(−xiyj + xjyi) = −εij det(ξi, ξj) = −mult(C, orµij ) .
If vectors of ∆ do not span R2, then rank(Aij) = 1, mult(C, orµij ) = 0 and
the image of ev is 3-dimensional. If vectors of ∆ span R2, then rank(Aij) = 2,
mult(C, orµij ) 6= 0 and the image
⋃
i,j evij(M∆(µij)) is R2 with the polyhe-
dral structure induced from that on M∆,3,2, see Figure 10. The resulting
PL-map ev : R4 → R4 is a bijection of degree − sign (mult(C, orµij )) =
− sign (det(ξ1, ξ2)). In particular, if one chooses the blackboard orientation
on each M∆(µij) then ev : R4 → R4 is a bijection of degree −1.
l1
l2
i jev
−ξj
ξi
1
2
j
k
i
ξ1
ξ3
ξ2
13
12
31
2123
32
Figure 10. PL-structure of ev.
Proposition 4.13. Under the identificationM∆(µ) ∼= (R≥0)|E0|×R2 given
by an ordering of E0 and a choice of a root vertex (and the standard coordi-
nates on (R2)m) the evaluation map ev is linear on each face M∆(µ). On a
top-dimensional face M∆(µ) of M∆,n,n−1 equipped with an orientation orµ
the determinant of ev|µ in the coordinates above equals (−1)
n mult(µ, orµ).
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Proof. For any marked vertex zi, i = 1, . . . , n − 1 there exists a unique 1-
chain Ci =
∑
e∈Ci e of oriented bounded edges of Γ such that ∂Ci = zi− v∗.
Since the components of ev are h(zi) =
∑
e∈Ci le · ξ(e) + h(v∗), every h(zi)
is given by a linear combination of certain le’s and h(v∗), so ev is linear on
each face M∆(µ).
To compute the determinant of ev on a top-dimensional face M∆(µ)
we closely follow the proof of [9, Proposition 3.8], modifying it appropri-
ately for the pseudotropical case. We proceed by induction on the number
|E0| = 2m − 2 of bounded edges. For m = 1, 2 the statement follows from
calculations in Example 4.12. For m > 2, let C = [(Γ, `, h,m)] be a rigid
curve of type µ (with the Lie-orientation orµ and the outer flow directions
of edges). We shall use the edge-cut procedure shown in Figure 11 and de-
scribed below to split C into two rigid curves C± with smaller numbers of
bounded edges.
e
Γ −Γ Γ +∼ ∼
v
*
Γ +
e
−Γ
v
*
e
a b
Figure 11. Edge-cut of a rigid curve.
Choose a bounded edge e of Γ, such that each connected component of Γ
after the removal of an interior of the edge e contains at least one bounded
edge. Let Γ˜± be the connected component containing e±, see Figure 11a.
If ξ(e) = 0, then ev|µ is not injective (since all curves which differ by the
length le of e have the same image), so det(ev|µ) = 0. On the other hand,
in this case slope vectors incident to e+ do not span R2 so mult(C, orµ) = 0
and the proposition follows. Therefore we may assume that ξ(e) 6= 0.
Equip Γ˜± with directions, lengths and slope vectors along all edges as
in Γ. Denote by Γ− the graph obtained from Γ˜− by an addition of a new
unmarked leg incident to e− with the slope vector ξ(e). In a similar way,
denote by Γ+ the graph obtained from Γ˜+ ∪ {e} by an addition of one new
marked and one unmarked leg incident to the vertex e−, with slope vectors
0 and −ξ(e) respectively, see Figure 11b. Denote by m± the number of
marked legs of Γ˜± (so m− + m+ = m + 1). Order the legs of Γ± following
their relative order in Γ (with the new marked leg on Γ+ being the last
marked leg). The outer flow and the Lie-orientation of Γ induce those on
Γ± and make them into a pair of rigid Lie-oriented curves C± with m±
marked and m± + 1 unmarked legs.
Note that the determinant of ev does not depend on an order of legs, order
of bounded edges and a choice of the root vertex, but only on the orientation
of the corresponding curve. Thus we may choose orders of legs and bounded
edges of Γ so that edges of Γ− precede those of Γ+ and use the same ordering
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(up to a shift) on Γ±. Also, we may choose v∗ = e− as the root vertex on
all three curves Γ, Γ±. With these choices the matrix of ev has the block
form
(
A− 0
0 A+
)
, while matrices of ev on Γ± are A− and
(
A+ 0
0 I2
)
,
respectively. The induction hypothesis implies the proposition.

Corollary 4.14. If mult(µ, orµ) 6= 0, the map ev is injective on M∆(µ)
and the blackboard orientation onM∆(µ) maps to (−1)n times the standard
orientation of (R2)n−1.
5. Homology of moduli spaces
In this section we study the top homology of the compactified moduli
space M̂∆,n,n−1 and identify it with a certain quotient of the space of (n, n−
1)-trees.
Note that cells of the polyhedral complexM∆,n,n−1 are not compact; we
shall compactify this complex as follows. Since M∆,n,n−1 is locally com-
pact and Hausdorff, it admits a one-point compactification M̂∆,n,n−1 =
M∆,n,n−1∪{C∞}. Here the “infinite” point C∞ corresponds to all sequences
of rigid (n − 1)-marked curves such that some of their lengths le, e ∈ E0
tend to +∞.
Formula (9) implies that the top homology H2n−2(M̂∆,n,n−1;Q) is iso-
morphic to a Q-vector space spanned by oriented compactified closed cells
M̂∆(µ) =M∆(µ) ∪ {C∞} for all combinatorial types µ with codim(µ) = 0
modulo gluing relations, dictated by gluings in (9) along faces of codimension
one. Note that such faces correspond to a contraction of some bounded edge
in a graph of type µ. Since both cells and gluing relations are encoded by
combinatorial types of graphs, the space H2n−2(M̂∆,n,n−1;Q) is isomorphic
to the Q-vector space spanned by combinatorial types µ of trivalent trees
appearing in (9) modulo relations arising from identifications of common
combinatorial types of graphs µe, obtained by contractions of a bounded
edge e. This is a certain genus-0 version of Kontsevich’s graph homology,
see [15].
5.1. Gluings of top-dimensional faces. Recall once again that for an
(n, n−1)-tree Γ of type µ every connected component of ΓrEm has exactly
one leg. Thus there are no bounded edges in Γ with both ends in marked
vertices; the only types of bounded edges of Γ are those incident either to
two unmarked vertices or to one marked and one unmarked vertex. Let us
call them edges of type I and type II, respectively. It follows that there
are only two kinds of combinatorial types µe on the boundary of M∆(µ)
with codim(µe) = 1 corresponding to a contraction of a bounded edge e
of type I or II, respectively. We shall denote the corresponding parts of
the boundary of M∆(µ) by ∂IM∆(µ) and ∂IIM∆(µ), respectively. Let us
describe combinatorial types µ that degenerate to a fixed combinatorial type
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ν in ∂IM∆(µ) or ∂IIM∆(µ). A graph of such a combinatorial type ν is a
rigid tree with all trivalent vertices, except for one four-valent vertex. If
we forget the rigidity condition, then there are three combinatorial types of
trivalent trees degenerating to ν, obtained from ν by splitting the four-valent
vertex into two adjacent trivalent vertices. Orienting all edges as above, we
see that for ν ∈ ∂IM∆(µ) all three types are rigid, see Figure 12.
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Figure 12. Boundary of type I.
For ν ∈ ∂IIM∆(µ), however, one of these trees (the marked I-graph) does
not satisfy the rigidity condition of Definition 4.3, see Figure 13.
i i
j
i
j
non−rigid
H X Iν
Figure 13. Boundary of type II.
Thus in the space M̂∆,n,n−1 top-dimensional faces are glued together
along their common boundaries in triples in the case of type I and in pairs
in the case of type II. See Figure 14.
H I
X
Figure 14. Gluing faces along common boundaries.
To understand the gluing relations we should determine which orienta-
tions of top-dimensional faces induce the same orientation on their common
boundary of codimension one. A comparison of Lie-orientations of IHX-
graphs with orderings of half-edges shown in Figure 12 gives (ei ∧ ej) ∧
(el ∧ ek) for the H-graph, (ej ∧ el)∧(ek ∧ ei) for the X-graph, and (ej ∧ ek)∧
(ei ∧ el) for the I-graph, so these Lie-orientations of X and I-graphs induce
the same orientation on the common boundary face, while the orientation
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induced by the H-graph is the opposite. Similarly, a comparison of Lie-
orientations with orderings of half-edges shown in Figure 13 gives ei ∧ ej
for the marked H-graph and ej ∧ ei for the marked X-graph, so these Lie-
oriented graphs induce opposite orientations on the common boundary face.
Orientations of top-dimensional faces and combinatorics of their gluings
along ∂IM∆(µ) and ∂IIM∆(µ) motivates the following definition:
Definition 5.1. Let Jrign,n−1 be the Q-vector space spanned by isomorphism
classes of (n, n − 1)-trees modulo the following antisymmetry (AS), Jacobi
(IHX) and marked point (MP) relations:
= − (AS)
− − = 0 (IHX)
− = 0 (MP)
Here, in each relation, we assume that the graphs (including cyclic orders
at each unmarked vertex) are the same outside the indicated fragments and
all unmarked vertices in figures are oriented counterclockwise unless shown
otherwise.
Summarizing analysis in Section 5 we conclude
Theorem 5.2. H2n−2(M̂∆,n,n−1;Q) is isomorphic to the space Jrign,n−1 of
(n, n− 1)-trees.
Note that while the moduli space itself explicitly depends on the ∆-set, the
structure of its top homology H2n−2(M̂∆,n,n−1;Q) depends only on |∆| = n.
Unfortunately, the number of generators of the vector space Jrign,n−1 rapidly
grows with n: for n = 3 up to a choice of a Lie-orientation there are six
(3, 2)-trees (which correspond to six top-dimensional faces µij of M∆,3,2,
see Example 4.7), while for n = 4 there are already 48 corresponding (4, 3)-
trees. While these are convenient for understanding the polyhedral structure
of M∆,n,n−1, top homology H2n−2(M̂∆,n,n−1;Q) can be better understood
in terms of unmarked trees. Indeed, relations (MP) allow one to signifi-
cantly reduce the number of generators, identifying rigid trees which differ
by positions of marked points. This leads to an alternative definition of the
vector space Jrign,n−1.
Namely, define a forgetful “marking-removal” map f as follows: remove all
open marked legs and “smooth out” the resulting marked 2-valent vertices of
an (n, n−1)-tree T to obtain a trivalent tree f(T ) with n ordered unmarked
legs. A Lie-orientation of f(T ) is induced from T .
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Definition 5.3. The Jacobi space Jn is the Q-vector space spanned by
isomorphism classes of Lie-oriented trivalent trees with n (unmarked) legs
modulo the antisymmetry (AS) and Jacobi (IHX) relations.
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Figure 15. Marking-removal and marked canonical repre-
sentatives.
Lemma 5.4. The quotient map f defines an isomorphism f : Jrign,n−1 → Jn
of vector spaces.
Proof. In each equivalence class T of Lie-oriented rigid marked trees we
choose as a canonical representative a Lie-oriented tree T∗ with each marked
vertex zi, i = 1, . . . , n − 1 adjacent to the corresponding unmarked leg
ei (except for the last unmarked leg en). See Figure 15b. It is easy to
check that relations (MP) allow one to identify any other representative of
this class with T∗. Therefore out of all (AS) and (IHX) relations we may
leave only relations between canonical representatives. The identification
of unmarked trees in Jn with canonical representatives in J
rig
n,n−1 gives the
desired isomorphism. 
Corollary 5.5. H2n−2(M̂∆,n,n−1;Q) is isomorphic to the Jacobi space Jn
of Lie-oriented trivalent trees.
Example 5.6. For n = 3 there is only one type of trivalent trees, so the
space J3 is one-dimensional; and indeed H4(M̂∆,3,2;Q) = H4(S4;Q) = Q,
see Example 4.7.
For n = 4 the space J4 is generated by three types I, H, X of triva-
lent trees with four ordered legs modulo the (IHX) relation. The com-
binatorics of this space is described by the tripod graph, see Figure 16a.
Thus H6(M̂∆,4,3;Q) ∼= J4 is two-dimensional. Two generating cycles are
e.g. ZHX and ZHI with ZHX(H) = ZHX(X) = 1, ZHX(I) = 0 and
ZHI(H) = ZHI(I) = 1, ZHI(X) = 0.
For n = 5 the space J5 is generated by 15 types of trivalent trees with five
ordered legs, modulo 10 (IHX) relations. The combinatorics of this space
is described by the Petersen graph, see Figure 16b. Thus H8(M̂∆,5,4;Q) ∼=
J5 is 6-dimensional. Some generating cycles related to an enumeration of
certain curves will be constructed in Example 5.15.
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Figure 16. Combinatorics of spaces Jn for n = 4, 5.
5.2. Weighted count of rigid plane pseudotropical curves. In this
section we study an enumerative problem of a weighted count of rational
irreducible plane pseudotropical curves with a fixed ∆-set ∆ passing through
a collection p ⊂ (R2)m of m = n − 1 points in general position. For this
purpose we interpret a weighted count of curves as a generalized degree of
the evaluation map.
Extend ev to a map
êv : M̂∆,n,n−1 → (R2)n−1 ∪ {∞} ∼= S2n−2
by êv(C∞) =∞. Unfortunately, êv is not continuous:
Example 5.7. Let Ct, t > 0 be a family of degenerate curves of Example
4.12 with ∆ = {(−1, 0), (−1, 0), (2, 0)}, m = n−1 = 2, both marked vertices
z1 and v∗ = z2 mapped to h(z1) = h(z2) = (0, 0) and the unmarked vertex v
mapped to h(v) = (t, 0). We have (l1, l2, h(v∗)) = (t, t, (0, 0)) and ev(Ct) =
((0, 0), (0, 0)) ∈ (R2)2, so Ct → C∞ as t→∞, but ev(Ct)→ ((0, 0), (0, 0)) 6=
∞.
This, however, cannot happen if one considers only non-degenerate curves.
Indeed,
Lemma 5.8. Let Ct be a family of curves in a top-dimensional faceM∆(µ)
with mult(µ, orµ) 6= 0 such that Ct → C∞ as t→∞. Then ev(Ct)→∞.
Proof. By Proposition 4.13, the restriction ev|µ of ev to M∆(µ) is an in-
vertible linear map, so ||(ev|µ)
−1|| 6= 0. A standard inequality ||Ax|| ≥
1
||A−1|| ·||x|| for an invertible linear operator A : Rd → Rd shows that Ax→∞
as x→∞ and implies the lemma. 
Let M̂reg∆,n,n−1 be the subset of M̂∆,n,n−1 corresponding to all non-degenerate
curves; its finite part is a polyhedral subcomplex of M∆,n,n−1 generated
by all top-dimensional faces M∆(µ) with mult(µ, orµ) 6= 0. On the space
M̂reg∆,n,n−1 there is a preferred orientation, namely, the blackboard orienta-
tion on each of its top-dimensional faces. The Lemma above shows that
the restriction of êv to êv : M̂reg∆,n,n−1 → S2n−2 is continuous. Therefore,
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for any cycle Z ∈ Z2n−2(M̂∆,n,n−1;Q) supported on M̂reg∆,n,n−1 its push-
forward êv∗(Z) ∈ Z2n−2(S2n−2;Q) is well-defined and defines a pushforward
class êv∗([Z]) ∈ H2n−2(S2n−2;Q). Denote
degZ(ev) := IS2n−2(êv∗([Z]), [pt])
the intersection number of êv∗([Z]) with the class [pt] of a point in S2n−2.
Definition 5.9. Let D ⊂ (R2)n−1 is the union ∪µ ev(M∆(µ)) over all types
µ such that either codim(µ) > 0 or ev is not injective on M∆(µ) (i.e.,
mult(µ, orµ) = 0). We say that an (ordered) collection p = (p1, . . . , pn−1) ∈
(R2)n−1 ⊂ S2n−2 of n− 1 points in R2 is in general position5 if p /∈ D.
For such p denote by N∆(µ,p) the (geometric) number of rigid (n − 1)-
marked plane pseudotropical curves of a combinatorial type µ with a ∆-set
∆ through p, i.e., with h(zi) = pi, i = 1, . . . , n − 1. Note that N∆(µ,p)
equals ether 0 or 1 for any µ; indeed, if mult(µ, orµ) = 0 then N∆(µ,p) = 0
by definition of general position and if mult(µ, orµ) 6= 0 then ev|µ is injective.
By the invariance of the homological intersection number and Corollary
4.14 we finally obtain
Theorem 5.10. Let p ∈ (R2)n−1 r D be a collection of n − 1 points in
R2 in general position and let Z =
∑
µ Zµ · M̂∆(µ) ∈ Z2n−2(M̂∆,n,n−1;Q)
be a cycle supported on M̂reg∆,n,n−1, equipped with the blackboard orientation.
Then the Z-weighted number
N∆,Z(p) :=
∑
µ
Zµ ·N∆(µ,p) (11)
of curves through p does not depend on the collection p and equals to
(−1)n degZ(ev).
Remark 5.11. Note that this is the Z-weighted number of (n− 1)-marked
rational curves equipped with an ordering of unmarked legs, which induces
the ordering of the ∆-set via the assignment ξi = ξ(ei). To get a more com-
mon count of curves with unordered legs (and unordered ∆-set) we should
normalize N∆,Z by considering
1
|Aut(∆)|N∆,Z . Here, Aut(∆) is the automor-
phism set of ∆, i.e., pi ∈ Sn such that ξpi(i) = ξi for all i = 1, . . . , n.
In many cases M̂reg∆,n,n−1 = M̂∆,n,n−1, so the requirement that the cycle
Z is supported on M̂reg∆,n,n−1 is trivial. In particular, this happens if the
∆-set is sufficiently generic. Namely, we shall call the set ∆ 3-independent,
if for any partition of the index set 1, . . . , n into three non-empty subsets Ii,
i = 1, 2, 3 vectors ηi =
∑
k∈Ii ξk, i = 1, 2, 3 are not all parallel.
5 Note that by Proposition 4.13 the set D is of measure 0 in S2n−2; indeed, ev|µ is
linear, so if it is not injective on some face, the dimension of its image drops at least by
one.
28 SERGEI LANZAT AND MICHAEL POLYAK
Lemma 5.12. Let ∆ be 3-independent. Then M̂reg∆,n,n−1 = M̂∆,n,n−1.
Proof. Suppose that a curve C in some top-dimensional cell M∆,n,n−1(µ)
is degenerate. Then three slope vectors ξv(e) at some trivalent unmarked
vertex v do not span R2, i.e. they are all parallel; it remains to notice that
they can be written as ηi =
∑
k∈Ii ξk, i = 1, 2, 3, where Ii is the subset of
legs in each of the connected component of C r {v}. 
Example 5.13. Consider curves of Example 4.12.
For m = n − 1 = 1 and a ∆-set ∆ = {ξ,−ξ} we have M̂reg∆,2,1 =
M̂∆,2,1 = S2, êv : S2 → S2 is the identity map and D = ∅. For any
p ∈ R2, N∆(µ, p) = 1 is the number of lines through p in the direction ξ and
N∆(µ, p) = degZ(ev) = 1.
For m = n − 1 = 2 and a ∆-set ∆ = {ξ1, ξ2, ξ3} with det(ξ1, ξ2) 6= 0
we have M̂reg∆,3,2 = M̂∆,3,2 ∼= (R2 × R2) ∪ {∞} = S4, see Example 4.7.
The set D consists of p = (p1, p2) ∈ (R2)2 such that p1 − p2 is parallel
to ξi, i = 1, 2, 3. Pick the top-dimensional cycle Z =
∑
µij
M̂∆(µij) (so
Zµ = 1 for all µij). For any p ∈ (R2)2rD, N∆,Z(p) is then the (geometric)
number of tripods with legs in directions of ∆ through p. The map êv :
M̂∆,3,2 ∼= S4 → S4 is a bijection of degree −1, see Example 4.12. Thus
degZ(ev) = IS2n(êv∗([Z]), [pt]) = −1 and for any p ∈ (R2)2 r D Theorem
5.10 implies that N∆,Z(p) = (−1)3 · (−1) = 1.
5.3. Counting caterpillar curves. Let us illustrate the counting proce-
dure based on Theorem 5.10 on an example of caterpillar curves.
Consider a top-dimensional face M∆(µ) of M̂∆,n,n−1. A trivalent tree
Γ of a combinatorial type µ is an (s, t)-caterpillar, 1 ≤ s < t ≤ n, if all
unmarked vertices can be connected by a non-self-intersecting path of edges
Lst(Γ) (the “body” of the caterpillar), starting at the leg es and ending at
the leg et (the “head” and the “tail” of the caterpillar). To assure that
any such face belongs to M̂reg∆,n,n−1, a weaker version of 3-independence will
suffice: we say that the ∆-set ∆ is (s, t)-independent, if for any partition
of the index set 1, . . . , n into three non-empty subsets Ii, i = 1, 2, 3 with
s ∈ I1, t ∈ I2 and |I3| = 1 vectors ηi =
∑
k∈Ii ξk, i = 1, 2, 3 are not all
parallel. Let us also define the sign of an (s, t)-caterpillar curve C of type µ
as follows. We follow the polygonal path h(Lst(Γ)) of edges in h(Γ) starting
at h(es) and ending at h(et) and count unmarked edges approaching it from
the right. We set εst(C) = +1 if this number is even, and εst(C) = −1 if
it is odd. An example of signs εst for H, X and I plane curves is shown in
Figure 17.
Proposition 5.14. Let ∆ be an (s, t)-independent ∆-set for some 1 ≤ s <
t ≤ n and let p ∈ (R2)n−1 r D be a collection of n − 1 points in R2 in
general position. Then the algebraic number of rigid (s, t)-caterpillar curves
PSEUDOTROPICAL CURVES 29
=ε13 = −1ε24
=ε12 ε = +134
2
41
I 3
=ε13 = −1ε24
=ε14 ε23= +1
2
1 4
X 3
=ε12 = −1ε34
=ε ε23= +114
H2
1 4
3
t s
Figure 17. Abstract and plane caterpillar curves.
in M̂∆,n,n−1 through p (i.e., with marked points at p), counted with signs
εst, does not depend on p.
Proof. Define a (2n − 2)-chain Zst =
∑
µ Zst(µ) · M̂∆(µ) with Zst(µ) = 1
if µ is a combinatorial class represented by an (s, t)-caterpillar (with the
orientation shown in Figure 17) and Zst(µ) = 0 otherwise. Note that if ∆ is
(s, t)-independent, then Zst is supported onMreg∆,n,n−1, similarly to the proof
of Lemma 5.12. The sign εst of a caterpillar curve simply indicates whether
the orientation on Figure 17 is the same as (or opposite to) the blackboard
orientation.
The chain Zst is a cycle. Indeed, we should check that coefficients Zst(µ)
satisfy (IHX) and (MP) equations. But Zst(µ) do not depend on the posi-
tion of marked points, so satisfy the (MP) equation. Moreover, it is easy
to see that either none or exactly two trees appearing in (IHX) are (s, t)-
caterpillars; a comparison of their signs εst in Figure 17 shows that the
(IHX) equation is also satisfied. 
Example 5.15. Consider n = 5. Recall that H8(M̂∆,5,4;Q) ∼= J5 and the
combinatorics of J5 is described by the Petersen graph, see Example 5.6.
Cycles Z12, Z13, Z14 and Z15 are shown in Figure 18. It is easy to check
that cycles Zst generate H8(M̂∆,5,4;Q) ∼= J5.
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Figure 18. Caterpillar cycles Z12, Z13, Z14 and Z15 in J5.
6. Lie algebras and enumeration of rational curves
6.1. Top-dimensional cycles and Lie algebras. The space M̂∆,n,n−1
contains many interesting cycles in H2n−2(M̂∆,n,n−1;Q) ∼= Jrign,n−1 ∼= Jn−1
(and in its complexification). The space Jn−1 can be viewed as a diagram-
matic version of a Lie algebra, so cycles are closely related to the so-called
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weight systems arising from Lie algebras. We shall skip this construction in
the general case, specializing instead to a family g~ of Lie algebras suitable
for the enumeration of rational plane pseudotropical curves – known as the
quantum sine, trigonometric, or quantum tori Lie algebras. Initiated by
Arnold [1] in the classical case ~ = 0, they were extensively studied over
the years both by mathematicians and physicists, see e.g. [7]. Lately they
reappeared e.g. in [16].
To define g~ we first define a quantum number [x]~ for ~ ∈ Cr 2 · Z and
x ∈ R by
[x]~ =
epii~x/2 − e−pii~x/2
epii~/2 − e−pii~/2 =
sin(pi~x/2)
sin(pi~/2)
. (12)
For ~ = 0 we have lim
~→0
[x]~ = x for any x ∈ R, so we define6 [x]0 = x.
Now, let A be the Abelian group generated by ξi ∈ ∆ with the antisym-
metric bilinear form A × A → R given by α × β := det(α, β). Let g~ be a
Lie algebra generated by {Lα}α∈A and the Lie bracket [Lα, Lβ] =
∑
γ
cγαβLγ
with cγαβ = [α× β]~ · δ γα+β, i.e.,
[Lα, Lβ] = [α× β]~ Lα+β . (13)
Here, the identity [−x]~ = −[x]~ implies antisymmetry and the trigonometric
formula 2 sin(a) sin(b) = cos(a − b) − cos(a + b) implies the Jacobi identity
for the bracket:
cγβα = −cγαβ , (14)∑
ν
(
cναβ · cτνγ − cναγ · cτνβ − cνβγ · cταν
)
= 0. (15)
It is also convenient to define a symmetric tensor tαβ = δα+β,0 in order to
raise indices of structural constants: cβγα :=
∑
ν c
β
ανtνγ . Using the definition
of cγαβ it is easy to check that c
βγ
α are antisymmetric w.r.t upper indices:
cγβα = −cβγα . (16)
An A-coloring (or “A-state”) s of an (n, n−1)-tree Γ of type µ (equipped
with a Lie-orientation and an outer flow directions of edges) is an assignment
s : E → A; an A-coloring is compatible with ∆, if each unmarked leg ei of
Γ is colored by ξi for i = 1, . . . , n and each marked leg is colored by 0.
Fix an ordering e1(v), e2(v) of the incoming half-edges at each unmarked
vertex v, consistent with the Lie-orientation of Γ. The local weight w(v; s)
of an unmarked trivalent vertex v with the incoming half-edges e1(v), e2(v)
colored by α and β and the outgoing half-edge colored by γ is defined by
w(v; s) = cγαβ. The local weight w(v; s) of a marked trivalent vertex v with
outgoing unmarked edges colored by α and β is defined by w(v; s) = tαβ.
6 For ~ = 2k, k 6= 0 the situation is different. We still have lim
~→2k
[x]~ = x for any x ∈ Z.
However, for non-integer x’s the function ~ 7→ [x]~ has poles at ~ = 2k, k 6= 0.
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The global weight W (Γ; s) of an A-coloring s of Γ is defined by taking the
product of local weights over all vertices of Γ:
W (Γ; s) =
∏
v
w(v; s) .
In particular, for m = n − 1 = 1 a 1-marked line, i.e., a rational 1-marked
plane pseudotropical curve with the ∆-set ∆ = {ξ,−ξ} has only one marked
vertex of weight tξ(−ξ) = 1, so its weight is 1 independently on the vector ξ.
Note that due to our choice of the structural constants cγαβ and t
αβ there is
only one A-coloring s∆ of Γ compatible with ∆ which may give a non-zero
weight W (Γ; s), namely the one which defines a balanced global current ξ˜
on Γ, see Corollary 2.3 and Figure 19.
−α αα β
α+β 
Figure 19. Colorings around unmarked and marked ver-
tices.
Finally, the weight of Γ is defined as the formal sum Z∆,~(Γ) =
∑
s
W (Γ; s)
over all A-colorings compatible with ∆; thus Z∆,~(Γ) = W (Γ; s∆). Since
Z∆,~(Γ) depends only on the combinatorial type µ and the Lie-orientation
orµ of Γ, we shall also denote it by Z∆,~(µ, orµ). Note that Z∆,~(µ,−orµ) =
−Z∆,~(µ, orµ). Also, since the structural constants cγαβ are defined via the
cross product of vectors, the weight Z∆,~(µ, orµ) = 0 for any degenerate µ,
i.e., for mult(µ, orµ) = 0.
Extending Z∆,~ by linearity to the C-linear function on the Q-vector space
spanned by (n, n− 1)-trees we get
Proposition 6.1. The function Z∆,~ factors through the (AS), (MP) and
(IHX) relations, thus descends to a linear function Z∆,~ : J
rig
n,n−1 → C.
Proof. The weights Z∆,~ of graphs satisfy the (AS) relation due to (14).
The weights of shown fragments of the colored H, X, I graphs of Figure
20a below are
∑
ν c
ν
αβ · cτνγ ,
∑
ν c
ν
γα · cτβν and
∑
ν c
ν
βγ · cταν respectively, thus
satisfy the (IHX) relation due to (15).
The weights of shown fragments of the colored marked H, X graphs of
Figure 20b below are
∑
ν c
γ
ανtνβ = c
γβ
α and
∑
ν c
β
ναtγν = −cβγα respectively,
thus satisfy the (MP) relation due to (16). 
Remark 6.2. In view of the forgetful isomorphism f : Jrign,n−1 → Jn−1 the
value Z∆,~(µ, orµ) may be calculated as follows: drop all markings of an
(n, n − 1)-tree Γ of type µ and direct all edges of the resulting unmarked
Lie-oriented tree f(Γ) towards the last n-th leg (the “root”), see Figure 15a.
Color incoming legs ei, i = 1, . . . , n − 1 with vectors −ξi (and the outgoing
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Figure 20. Colored I,H,X and marked H,X graphs.
leg en with ξn = −
∑n−1
i=1 ξi), extending it uniquely to other edges using the
balancing condition, see Figure 19a. The global weight of f(Γ) is again
defined as the product of local weights cγαβ over all trivalent vertices of f(Γ);
note that since all vertices of f(Γ) are unmarked, we don’t use the tensor tαβ.
By construction this weight equals to the weight W (Γ∗; s∆) of the canonical
representative Γ∗ of the equivalence class of Γ in J
rig
n,n−1, see Figure 15b and
Lemma 5.4 (and thus equals to the weight Z∆,~(Γ) = W (Γ; s∆) of Γ).
Let Z~ be a C-valued (2n − 2)-chain Z~ =
∑
µ Z∆,~(µ, orµ) · M̂∆(µ) in
M̂∆,n,n−1. Using the identification of Jrign,n−1 with H2n−2(M̂∆,n,n−1;Q), see
Theorem 5.2, we obtain
Corollary 6.3. The chain Z~ is a cycle with [Z~] ∈ H2n−2(M̂∆,n,n−1;Q)⊗
C. The cycle Z~ is supported on M̂reg∆,n,n−1 (i.e., on faces, corresponding
to non-degenerate types µ). If M̂reg∆,n,n−1 is equipped with the blackboard
orientation, the cycle Z~ is positive, i.e. Z∆,~(µ, orµ) > 0 for any µ in Z~.
In view of Theorem 5.10 we therefore conclude
Corollary 6.4. Let p ∈ (R2)n r D be a collection of n − 1 points in R2
in general position. The Z~-weighted number N∆,Z~ = N∆,Z~(p) of curves
through p does not depend on the collection p and equals to (−1)n degZ~(ev).
Remark 6.5. Some authors (see [7]) consider the Lie algebra structure on
g~ given by [Lα, Lβ] = r sin
(
pi~α×β2
)
· Lα+β for arbitrary complex constant
r. Our choice r = sin(pi~/2)−1 gives the usual q-numbers so [Lα, Lβ] =
(α × β) · Lα+β in the limit ~ → 0. Other values of r can be obtained by a
suitable rescaling Lα → rLα of the basis and result in the same cycle Z~ up
to multiplication by a constant.
In the following sections we shall study N∆,Z~ for ~ = 0.
6.2. Quasi-classical limit of weights. In the quasi-classical limit ~ → 0
the only non-trivial structural constants of the Lie algebra g0 are c
α+β
αβ =
[α× β]0 = α× β and cαβα+β = [β × α]0 = β × α.
The Jacobi identity (15) becomes in this case the quadratic Plu¨cker rela-
tion in the real Grassmanian Gr(2, 4). Indeed, note that for τ = α+ β + γ
PSEUDOTROPICAL CURVES 33
vectors α, β, γ and −τ can be arranged into a 2×4 real matrix such that the
sum of entries in each row is zero. Denote by pij its (i, j)-th minor; since the
sum of entries in each row is zero, we have p13 +p23−p34 = p12 +p32−p24 =
p12 + p13 + p14 = 0. Then (15) becomes
p12(p13 +p23)−p13(p12 +p32)−p23(p12 +p13) = p12p34−p13p24 +p23p14 = 0 .
(17)
It remains to notice that the matrix above determines a 2-plane in R4 lying
in the subspace orthogonal to the vector (1, 1, 1, 1). Denote by Gr0(2, 4) the
subvariety of Gr(2, 4), consisting of such 2-planes. The equation (17) is the
standard Plu¨cker relation on Gr0(2, 4).
Structural constants of the Lie algebra g~ provide an ~-deformation pij 7→
[pij ]~ of the Plu¨cker coordinates pij on Gr
0(2, 4). A natural question is
whether there exist other continuous deformations of the Plu¨cker coordinates
on Gr0(2, 4) of the form pij 7→ ϕ(pij). The next proposition shows that up to
linear reparametrizations any such deformation coinsides with pij 7→ [pij ]~:
Proposition 6.6. Let ϕ : R→ C be a non-linear continuous function. Then
it preserves the Plu¨cker relation on the subvariety Gr0(2, 4) if and only if it
has the form ϕ(x) = r sin(kx) with r, k ∈ C.
Proof. In view of (17), we are looking for the continuous solutions to the
functional equation ϕ(x)ϕ(y + z)− ϕ(y)ϕ(x− z)− ϕ(z)ϕ(x+ y) = 0 for all
x, y, z ∈ R. Substituting y = z, we get the following functional equation:
ϕ(x)ϕ(2y) = ϕ(y)(ϕ(x + y) + ϕ(x − y)) for all x, y ∈ R. By [23, Theorem
2.7] the only continuous solutions of this equation are ϕ(x) = kx or ϕ(x) =
r sin(kx) for some r, k ∈ C. 
6.3. Dependence on the ∆-set. Note that coefficients Z∆,~(µ, orµ) of Z~
smoothly depend on vectors ξi, i = 1, . . . , n. This leads to various interesting
consequences.
Let us illustrate this on an example of (s, t)-caterpillar curves which we
considered in Section 5.3. Take ~ = 0 and fix a pair (s, t) of indices 1 ≤ s <
t ≤ n. Consider a deformed ∆-set
∆ε = {ξ1, . . . , (1 + ε)ξs, . . . , ξt − εξs, . . . , ξn}
depending on a parameter ε ∈ R. Then each Z∆ε,0(µ, orµ) is polynomial
in ε of a degree at most n − 2 and we may consider terms of each degree
separately. In particular, from the construction of Z0 it is easy to see that
the leading coefficient of εn−2 is non-zero only if a tree Γ representing µ is
an (s, t)-caterpillar; for any such Γ (with the blackboard orientation) the
coefficient is a2n−2 =
∏
i det(ξi, ξs) where the product is over all i 6= s, t.
Thus, up to a multiplication by a2n−2, top degree terms of Z0 coincide with
the (s, t)-caterpillar cycle Zst of Section 5.3.
6.4. Relation to classical enumerative problems. Let us consider the
case of genuine rational tropical curves on a tropical toric surface. This
corresponds to a ∆-set ∆ = {ξi}, i = 1, 2, . . . , n, such that ξi ∈ Z2.
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For such a ∆-set, plane pseudotropical curves become genuine tropical
curves after two minor modifications. Firstly, we should drop the ordering
of legs. Secondly, we should add a notion of primitive integer vectors ξpr(e)
along edges and corresponding multiplicities m(e) ∈ Z of edges: vectors ξ(e)
should be written as a product m(e)ξpr(e) with m(e) being the GCD of the
coordinates of ξ(e).
Now we can compare our weighted number N∆,~ with the refined count
of rational tropical curves introduced by Block and Go¨ttsche [4] (for the
invariance of this count and its comparison to the usual count of complex
and real tropical curves see [13]). There are slight differences in notations
and normalizations. Namely, we use a slightly different notation for quantum
numbers: [x]y in notations of [4] equals our [x]~ for y = e
pii~. Also, in order to
count curves with unordered legs as in [4] we should consider the normalized
number 1|Aut(∆)|N∆,Z~ , see Remark 5.11. Apart from that, the only non-
trivial difference in the setup is the presence of an orientation of the moduli
space M̂∆,n,n−1 and an ordering of incoming half-edges in unmarked vertices
(consistent with the orientation of M̂∆,n,n−1) required in the definition of
vertices’ weights [α× β]~, while Block and Go¨ttsche [4] consider the weight
[|α× β|]~ corresponding to an unordered pair of edges.
To compare signs involved in these formulas for a graph Γ of a com-
binatorial type µ, fix an ordering of the incoming half-edges e1(v), e2(v)
incident to v at each unmarked vertex v of Γ, consistent with the ori-
entation orµ. Note that by the definition (12) of quantum numbers we
have [α × β]~ = sign(det(α, β)) · [|α × β|]~. Thus, using the definition (10)
of mult(µ, orµ), we may rewrite the global weight Z∆,~(µ) = W (Γ; s∆) =∏
v[ξv(e1(v))× ξv(e2(v)]~ as
Z∆,~(µ) = sign(mult(µ, orµ)) ·
∏
v
[|ξv(e1(v))× ξv(e2(v)|]~ ,
where the product is over all unmarked vertices of Γ, see Equation (10). In
particular, for the blackboard orientation we have sign(mult(µ, orµ)) = +1,
thus Z∆,~(µ) =
∏
v[|ξv(e1(v))× ξv(e2(v)|]~. Therefore we can conclude that
the normalized Z~-weighted number 1|Aut(∆)|N∆,Z~(p) of curves through p
coincides with the corresponding Block-Go¨ttsche’s refined count of rational
tropical curves.
Remark 6.7. Recall that the refined count of [4] interpolates between the
tropical Gromov-Witten invariant (counting complex curves) for y = epii~ =
1 and the tropical Welschinger invariant (counting real curves) for y =
epii~ = −1, see [13, Theorem 1]. Thus in the tropical case 1|Aut(∆)|N∆,Z~
equals to the tropical Gromov-Witten invariant for ~ = 0 and to the tropical
Welschinger invariant for ~ = 1. If we denote the tropical complex multi-
plicity |ξv(e1(v))×ξv(e2(v))| of v by wC(v), then the real multiplicity wR(v) of
v is usually defined to be 0 if wC(v) is even and (−1)
wC(v)−1
2 if wC(v) is odd.
In the general pseudotropical case, wC(v) is not necessarily an integer; thus
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wR(v) = [wC(v)]1 = sin(pi ·wC(v)/2) may take non-integer values between −1
and 1. This sheds a new light on the real multiplicity wR(v).
7. Recursive formula
In this section we shall derive a recursive formula for the numbers N∆,~.
Since we shall be now interested only in its dependence on the vectors in ∆,
let us fix ~ and use a shorthand notation N(∆) := N∆,~.
7.1. Notations and definitions. For n > 3 fix a ∆-set ∆ = {ξ1, . . . , ξn}
and a configuration p = (p1, . . . , pn−1) ∈ (R2)n−1 rD of n− 1 points in R2
in general position. We shall take one of the points – say, pn−1 – close to
infinity in certain direction, while keeping all other marked points in a small
disk D around the origin. To describe the structure of curves through p we
shall need some notations.
Let C = [(Γ, `, h, n − 1)] be a curve in a top-dimensional face M∆(µ).
Two connected components of Γr Em incident to zn−1 contain two legs of
Γ; denote them by s and t, so that det(ξs, ξt) ≥ 0. Denote also by L a path
of edges of Γ starting at s and ending on t, numbering unmarked vertices
v1, v2, . . . , vk on L in the order of their passage along L. The complement
Γ r L of L consists of k connected components; denote by Γj , j = 1, . . . , k
a component meeting L at vj . See Figure 21. Let Ii be the set of indices of
all legs of Γ in Γj ; denote nj := |Ij |. Note that
∑
nj = n−2 and together s,
t and subsets (I1, . . . , Ik) define a partition S of {1, . . . , n}. Equip Γj with
Lie-orientations at vertices, slope vectors, lengths of edges and ordering of
legs inherited from Γ. Consider the edge of Γj meeting L at vj as the last,
(nj +1)-st, leg of infinite length with the slope vector ηj := −
∑
i∈Ij ξi. This
data makes Γj into an nj-marked curve Cj = [(Γj , `|Γj , h|Γj , nj)]. The outer
flow directions of edges inherited from Γ implies that all curves Cj are rigid.
See Figure 21.
vk
v2
n−1
v1s tL
Γk
2Γ
Γ1
z
Figure 21. Cutting Γ along the path L.
Lemma 7.1. Suppose that all marked points pi, i = 1, . . . , n− 2 (except for
pn−1) lie in a small disk of radius ε around the origin. Let C ∈ ev−1(p) be
a curve of a combinatorial type µ with mult(µ, orµ) 6= 0. Then there is a
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constant cµ ∈ R (depending only on µ) such that all vertices of h(ΓrL) lie
in a disk of radius c · ε around the origin.
Proof. We repeat the argument of Lemma 5.8. Each vertex of ΓrL belongs
to Γj for some j = 1, . . . , k. Denote by µj the combinatorial type of Γj .
The rigid marked curve Γj is non-degenerate, since mult(µ, orµ) 6= 0 so
at any vertex v of Γ (and thus, in particular, of Γi) slope vectors ξv(e)
span R2. Thus by Proposition 4.13 the restriction ev|µj of ev to M∆(µj)
is an invertible linear map, so
∣∣∣∣∣∣(ev|µj )−1∣∣∣∣∣∣ 6= 0. Finally, the inequality
||x|| ≤ ||A−1|| · ||Ax|| for an invertible linear operator A : Rd → Rd implies
the lemma for cµ = max
j
∣∣∣∣∣∣(ev|µj )−1∣∣∣∣∣∣. 
7.2. Taking a marked point to infinity. Now, take pn−1 close to infinity
in some sufficiently generic (different from directions of vectors
∑
i∈I ξi for all
subsets I of 1, 2, . . . , n) direction ξ0, while keeping all other marked points in
a small disk around the origin. Let C ∈ ev−1(p) be a non-degenerate curve
through p. By the above Lemma, enlarging the initial disk we can assure
that all (both marked and unmarked) vertices of h(ΓrL) lie in a small disk
D. Due to our generic choice of direction ξ0 and the fact that pn−1 is close to
infinity we may also assume that the pair of edges in L incident to zn−1 map
outside D. Then the image h(Γ) of C looks as shown in Figure 22: pn−1 lies
on h(L), with all vertices of h(ΓrL) being inside D and k edges in h(ΓrL)
starting in D and ending in vertices h(vj) on h(L). The balancing condition
implies that the path h(L) of edges is convex and does not intersect D.
Moreover, directions of vectors ξ0 and ηj ’s satisfy the following properties.
Let us call a collection (ζ1, . . . , ζm) of m ≥ 2 non-zero vectors in R2 ordered
counterclockwise if det(ζi, ζj) ≥ 0 for any i < j. In other words, we call
the collection counterclockwise ordered, if points ζi/||ζi|| appear on the unit
half-circle in the order prescribed by their indices. Then the triple (ξs, ξ0, ξt)
is counterclockwise ordered; moreover, since vertices vj are numbered in the
natural order of their passage along L, the tuple (ξs, η1, . . . , ηk, ξt) is also
ordered counterclockwise. See Figure 22.
ξ 0
ξ s
ξ t
Γkh( )
Γ1h( )
ηk
η1
ηk
η1
η2
Γ1h( )
Γ2h( )
Γkh( )
D
n−1p
h(L)
D
Figure 22. Taking a marked point to infinity.
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It remains to find the weight Z∆,~(Γ) of such a curve Γ. Note that the
slope vectors along edges of L can be reconstructed directly from S and ∆.
Indeed, it is easy to see that the slope vector of the edge connecting vj−1
with vj is −ξs + η1 + · · ·+ ηj−1. Since the other slope vector entering vj is
ηj , we can easily compute the weight [ξvj (e1)× ξvj (e2)]~ of the vertex vj . To
stress its dependence on the partition S = ({s}, {t}, I1, I2, . . . , Ik) we denote
it by wj(S)):
wj(S) :=
∑
i,m
det(ξi, ξm)

~
, i ∈ Ij , m ∈ {s} ∪ I1 · · · ∪ Ij−1 .
Thus we have
Z∆,~(Γ) =
k∏
j=1
wj(S) · Z∆,~(Γj) . (18)
Each of the curves Cj passes through a sub-collection pj ⊂ p of nj points.
Note that the number of partitions of {p1, . . . , pn−2} into k sub-collections
pj of nj points is
(n−2)!
n1!n2!...nk!
.
7.3. The recursion formula. We are finally ready to state a recursive
formula for N({ξ1, . . . , ξn}), n > 3 in terms of N({ξi1 , ξi2 , . . . , ξim ,−ηj}) for
various subsets of ξ-vectors with m ≤ n − 2. Recall that for n = 2 the
weight Z∆,~ of a 1-marked line with the ∆-set ∆ = {ξ,−ξ} is always 1,
independently on the vector ξ, so we have N({ξ,−ξ}) = 1 for any ξ (since
there is one line passing through a point p1 in any fixed direction ξ). Thus
we already know the values of N(ξi,−ξi) = 1 and N({ξ1, ξ2,−ξ1 − ξ2}) =
[|det(ξ1, ξ2)|]~ for |∆| = 2, 3. Thus the recursion allows one to calculate
N({ξ1, . . . , ξn}) for any given n and a ∆-set ∆ = {ξ1, . . . , ξn}.
Definition 7.2. Let ∆ = {ξ1, . . . , ξn} be a ∆-set. Fix a unit vector ξ0. For
a subset I = {i1, . . . , im} of indices let us introduce a shorthand notation
N(I) = N({ξi1 , . . . , ξim ,−
∑
i∈I
ξi}) .
An (ordered) partition S = ({s}, {t}, I1, I2, . . . , Ik) of {1, . . . , n} into two
1-element subsets {s},{t} and k non-empty subsets Ij is admissible w.r.t. ∆
and ξ0, if the triple (ξs, ξ0, ξt) and the tuple (ξs, η1, . . . , ηk, ξt) are counter-
clockwise ordered.
As we have seen in Section 7.2 above, to any curve C through p we can
assign such an admissible partition and a splitting of the curve into L and
curves Cj through sub-collections pj of marked points. Vice versa, suppose
that we are given an admissible partition S with Ij = {i1, . . . , inj}, j =
1, . . . , k and an arbitrary partition of {p1, . . . , pn−2} into k sub-collections
pj of nj points. For j = 1, . . . , k define ∆j = {ξi1 , . . . , ξin} and trace any
curve Cj with the ∆-set ∆j through pj . Then there is a unique curve
C through p corresponding to such a collection of curves: we merge Cj ’s
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together with L (note that the slope vectors of L can be found directly from
S and ∆, so h(L) can be uniquely traced through pn−1; admissibility of S
guarantees that it is possible). The weight of this curve is given by Equation
(18). Summarizing the analysis in Section 7.2, we thus conclude with
Theorem 7.3. Fix a ∆-set ∆ = {ξ1, . . . , ξn} with n > 3 and a configuration
p = (p1, . . . , pn−1) ∈ (R2)n−1 rD of n− 1 points in R2 in general position.
Fix a direction ξ0 in which we slide the marked point pn−1 to infinity. Then
N(∆) = N({ξ1, . . . , ξn}) =
n−2∑
k=1
∑
S
(n− 2)!
n1!n2! . . . nk!
k∏
j=1
wj(S) ·N(Ij)
Here the sum is over all admissible (k+2)-partitions S = ({s}, {t}, I1, . . . , Ik)
of {1, . . . , n} as above and nj = |Ij |, j = 1, . . . , k.
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