Abstract. We consider r-ramification ultradifferentiable classes, introduced by J. Schmets and M. Valdivia in order to study the surjectivity of the Borel map, and later on also exploited by the authors in the ultraholomorphic context. We characterize quasianalyticity in such classes, extend the results of Schmets and Valdivia about the image of the Borel map in a mixed ultradifferentiable setting, and obtain a version of the Whitney extension theorem in this framework.
Introduction
Spaces of ultradifferentiable functions are subclasses of smooth functions on an open set U ⊆ R d having a prescribed growth control on the functions and all their derivatives. Classically, in the literature this growth is measured either by a weight sequence M (e.g. see [11] ) or a weight function ω (e.g. see [3] ) and it is shown that in general both methods yield different classes, see [1] . In both settings one can distinguish between the Roumieu type and Beurling type spaces. In this paper we will exclusively consider classes of both types defined by a weight sequence, respectively denoted by E {M} (U, C) and E (M) (U, C) (see Subsection 2.1 for the precise definition), or by E [M] (U, C) when both are referred to at the same time. Analogously, motivated by solving difference and differential equations, there do also exist classes of ultraholomorphic functions defined in terms of a sequence M (mostly of Roumieu type). The functions are defined on unbounded sectors of the Riemann surface of the logarithm, and in this case the weights M control the growth of the complex derivatives. Closely related are classes of functions admitting asymptotic expansion (again on unbounded sectors of the Riemann surface of the logarithm). For more details and the historic development we refer to the introduction of [9] and the references therein.
An important question in both the ultradifferentiable and ultraholomorphic situation is to establish sufficient and necessary conditions on M under which the Borel map B 0 , which assigns to f the infinite jet (f (j) (0)) j∈N , is onto the corresponding sequence spaces Λ {M} or Λ (M) (defined in Subsection 2.9), see [15] , [25] and [20] . In the ultradifferentiable setting the so-called strong non-quasianalyticity condition (γ 1 ) is characterizing this behavior for both types as shown in [15] . In order to study the surjectivity of the (asymptotic) Borel map (or even to show the existence of continuous linear extension operators, i.e. right inverses of the Borel map) for ultraholomorphic classes defined by M (see [9, Section 4] and [6, Section 3.3] , concentrating on the Roumieu type), different (auxiliary) spaces of smooth functions have been introduced and used, whose elements f are having ultradifferentiable growth conditions not for all derivatives f (j) , j ∈ N, but only for all f (rj) , j ∈ N, where r ∈ N ≥1 is a (ramification) parameter. The characterization of the surjectivity of the Borel map in these r-ramified classes, done for both the Roumieu and the Beurling type in [23] , has been important for our results in [9] . See Sections 2.9 and 5.3 for recalling the definitions of the mentioned spaces in the present work.
Closely related, one may consider D [M] ([−1, 1]), the subsspace of E [M] (R, C) whose elements' support is contained in [−1, 1]. In [24] a complete characterization of the fact that Λ [M] ⊆ B 0 (D [N ] ([−1, 1])) was given in a mixed setting between two classes defined by generally different sequences M and N , both not having (γ 1 ) necessarily, see also in [2] for the weight function setting and in [4] working with the more general Whitney jet mapping on compact sets (but assuming more restrictive standard conditions on the weights).
The main aim of this article is to transfer the mixed-setting results from [24] to these (non-standard) r-ramified classes, and the motivation of this question was arising when inspecting the proof of the surjectivity of the asymptotic Borel map in ultraholomorphic classes [9, Thm. 4.14 (i)] for sequences with the property of derivation closedness. Indeed, without this additional assumption on M , one obtains a result similar to those in [24] that we have just described, providing information on the image of the Borel map on a r-ramification space in the mixed situation between M = (M p ) p and the forward-shifted sequence N = (N p ) p with N p = M p+1 . We expect that a characterization of such situation in terms of some precise growth condition involving M , N and r, as contained in this paper, will be helpful to obtain mixed results for the (asymptotic) Borel map in ultraholomorphic classes defined by weight sequences, i.e. to transfer the results from [9] to a mixed framework with a control on the loss of regularity. Related to this aim is the following: In [10] and [8] the authors have introduced ultraholomorphic classes defined in terms of weight functions ω and shown partial extension results in this setting. A joint future research will be to completely transfer the results from [9] to the weight function setting, and obtain also in this context some mixed extension procedures.
The paper is organized as follows: First, in Section 2, we collect and summarize all necessary notation and conditions on weight sequences M , which will be important later on. Moreover we introduce the classical spaces of ultradifferentiable functions defined by weight sequences, the most important ultradifferentiable r-ramification function spaces and the corresponding sequence spaces. In Section 3 we prove the main result for the Roumieu case (see Theorem 3.2), in Section 4 for the Beurling case (see Theorem 4.2) and which is reduced to the Roumieu case by using a technical result from [4] . In the proofs we are following the ideas from [24] and make necessary changes to deal with parameter r. Even in the case r = 1, and which yields the main statement [24, Theorem 1.1], we are dealing with a slightly more general approach than in [24] since our assumptions on M and N are weaker, see Remarks 3.3 and 4.3.
In Section 5 we introduce all further ultradifferentiable r-ramification function classes from [23] and prove that the main results from the previous sections also hold true (see Theorem 5.5) . The special case M = N , by assuming some mild standard growth conditions on M , shows that property (γ r ) is characterizing the surjectivity of the Borel map in all r-ramification test function spaces (of both types), whereas in [23] it has been only obtained and used that (γ r ) is a necessary condition for having surjectivity. In Section 5.7 we show that the new introduced mixed conditions (M, N ) SVr and (M, N ) γr can also be used to characterize the surjectivity of the more general jet mapping in the mixed weight sequence setting (of Roumieu type) and hence gives a Whitney extension theorem involving a ramification parameter r. Finally, in Section 6, we prove a full characterization of the (non)quasianalyticity of all ultradifferentiable r-ramification function classes by using the classical Denjoy-Carleman theorem for ultradifferentiable classes. Here and in several other questions under consideration in this article the so-called r-interpolating sequence introduced in [23] (see 2.5) will play an important role: It helps to reduce the r-ramified ultradifferentiable framework to the classical one.
1.1. General notation. Throughout this paper we will use the following notation: We denote by E the class of (complex-valued) smooth functions, C ω is the class of all real analytic functions. We will write N >0 = {1, 2, . . . } and N = N >0 ∪ {0}. Moreover we put R >0 := {x ∈ R : x > 0}, i.e. the set of all positive real numbers.
) and x 0 ∈ U we introduce the Borel map defined by For any weight sequence M and r > 0 we put
M is called strongly log-convex if (lc) holds for the sequence m. If M is log-convex and normalized, then both M and the mapping j → (M j ) 1/j are nondecreasing, e.g. see [21, Lemma 2.0.4] . In this case we get M k ≥ 1 for all k ≥ 0 and
Some properties for weight sequences are very basic and so we introduce for convenience the following set:
(2) M has moderate growth if
A weaker condition is derivation closedness,
Note that we can replace in both conditions M by m or by any M 1/r (by changing the constant C).
If M is log-convex then using Carleman's inequality one can show (for a proof see e.g. [ 
. Hence in our notation we have now
and (γ 1 ) if
By [15, Proposition 1.1] both conditions are equivalent for log-convex M and for this proof condition (nq), which is a general assumption in [15] , was not necessary, see also [7, Theorem 3.11] . In the literature (γ 1 ) is also called "strong nonquasianalyticity condition." Moreover in [23] the following generalization has been introduced (for r ∈ N ≥1 ):
Of course, this condition makes sense for all r > 0 and consequently M has (γ r ) if and only if M 
and call them equivalent if M ≈ N :⇔ M N and N M. In the relations above one can replace M and N simultaneously by m and n because M N ⇔ m n. 
and the Beurling type class by
where we have put
For compact sets K with sufficiently regular boundary
is a Banach space where E(K, C) denotes the space of Whitney jets in K which can be identified with the class of smooth functions on the interior K • with globally bounded derivatives. We have the topological vector space representations
and (2.6)
From the definitions it is obvious that
Of course this definition can be extended to any subclass S ⊆ E. 
2.3. Relevant conditions for characterizing the surjectivity of the Borel map. For p, s ∈ N >0 given and two arbitrary sequences M, N ∈ R
.
We point out that the choice j = 0 yields
hence up to a constant a lower bound is always (M p ) 1/p . The next result proves a control from above (see [24, 2(a) 
]).
Lemma 2.4. Let M and N be log-convex weight sequences satisfying M ≤ CN for some C > 0, then we get
Similarly we get
Let M, N ∈ LC such that M ≤ CN for some constant C > 0 and let r ∈ N ≥1 . We consider now the following two conditions in the mixed weight sequence setting, for the definition even any r > 0 makes sense:
So (M, N ) SVr is the r-ramification generalization of the characterizing condition ( * ) in [24, p. 385] (taking r = 1 yields ( * )), whereas (M, N ) γr is the generalization of condition (γ r ) from [23] to a mixed setting, since (M, M ) γr is (γ r ) for M .
By Lemma 2.4 we immediately get that (M, N ) γr implies (M, N ) SVr for any s ∈ N >0 . If e.g. M ∈ LC satisfies (mg), which is in this case equivalent to 
We summarize some elementary facts:
and by denoting π
(with π M,r 0 := 1) we see (2.14)
Hence M ∈ LC if and only if P M,r ∈ LC and moreover we can show:
Lemma 2.6. Let M ∈ LC, r ∈ N ≥1 and P M,r be the r-interpolating sequence, then M does have (mg) if and only if P M,r does have (mg).
Proof. It is well-known (e.g. see [17, Lemma 2.2] ) that for M ∈ LC condition (mg) is equivalent to having sup p≥1 µ2p µp < ∞. On the one hand, for all k ∈ N and j ∈ {1, . . . , r} we have 2(rk + j) ≤ r(2k + 1) + r, hence by (2.14)
we have
On the other hand, the choice j = r in (2.14) yields
For arbitrary r ∈ N ≥1 by (2.14) we have that Lemma 2.7. Let M ∈ LC, r ∈ N ≥1 and P M,r be the r-interpolating sequence, then the following are equivalent:
Finally the next result generalizes [23, Lemma 2.3 (a)] to a mixed setting.
Lemma 2.8. Let M, N ∈ LC, r ∈ N ≥1 and P M,r , P N,r be the corresponding r-interpolating sequences. Then the following are equivalent:
Proof. We follow the proof given in [23, Lemma 2.3 (a)].
(i) ⇒ (ii) By using (2.14) we have
where in the last estimate we have used that
taking into account again (2.14).
2.9.
Associated sequence and test function spaces. Let M ∈ R N >0 be a weight sequence and for a given sequence a := (a p ) p ∈ C N we put
and introduce Λ M,h := {(a p ) p ∈ C : |a| M,h < ∞}. Furthermore we set
and
resp. Λ {M} with a natural projective, respectively inductive, topology via
If M ∈ LC, then both spaces are rings with respect to convolution
In this estimate we have used that M is log-convex and normalized, so
Let M be a weight sequence and r ∈ N ≥1 . Then for each h > 0 and a > 0 we define the Banach space
and the Roumieu type class
which is a countable (LB)-space, respectively
which is a Frechét space (see [23, Section 3] ). For convenience we put f r,M,h := sup n∈N,x∈R
h n Mn . If r = 1, then we precisely obtain the spaces considered in [24] and
Remark 2.10. We finish this section with the following comments:
(i) In the main results Theorem 3.2 and Theorem 4.2 equivalently we could replace
The spaces obviously do coincide as sets by composing the functions with a dilation, see also Lemma 3.5 below.
(ii) It is not automatically clear that the classes introduced in (2.16) and (2.17) are nontrivial, i.e. = {0}. In Section 6 we will characterize the nontriviality in terms of M as in the classical Denjoy-Carleman theorem and we will see that this question is characterized by the nonquasianalyticity of P M,r , see Lemma 2.7 and also Lemma 3.5 below.
The image of the Borel mapping in the Roumieu case
Let, from now on in this section, M, N ∈ R N >0 and r ∈ N ≥1 be such that
Concerning these conditions we give the following comments.
Of course L≈N and so we can assume from now on without loss of generality that even M ≤ N holds true (and which will simplify the notation).
(ii) For all M ∈ LC and r > 1 condition (II) R,r does imply
and nothing is to prove. If r ∈ N ≥2 , then we have M p ≥ C rp p! r for some 0 < C ≤ 1 and all p ∈ N, hence by (2.13)
where C 1 is a suitable positive constant depending only on r; consequently
The goal is to prove the following characterization which is generalizing [24, Theorem 1.1].
Theorem 3.2. Let M and N be as assumed above and r ∈ N ≥1 . Then
Remark 3.3. This theorem extends [24, Theorem 1.1] also to general r-interpolating spaces because there only the case r = 1 was considered. But even in this case our approach is slightly stronger than the result from [24] since our assumptions on M and N are more general. More precisely: 
In particular one can say: ϕ is a nontrivial function (ϕ(0) = 1) with compact support and ϕ ∈ E {M} (R, C) (take h = 2). Thus the ultradifferentiable class E {M} is nonquasianalytic.
In the next statement we will use the previous result to justify that the class D r,{M} ([−a, a]) defined in (2.16) is nontrivial. As mentioned before, for a complete characterization (also for the Beurling case) we refer to Section 6 below and we will have to make use of the following construction (for the Roumieu case) in the first main result Theorem 3.6.
Lemma 3.5. Let M ∈ LC and r ∈ N ≥1 be given and assume that (nq r ) holds true. Then we get for all
Proof. We set a := 
For the Beurling type we have to recall that in the proof of [15, Theorem 2.1 (a)(i)] even a sequence (χ p ) p of functions with compact support in the ultradifferentiable class E (P M,r ) (R, C) has been constructed and which satisfies χ Using this preparation we are able to generalize [24, Theorem 3.2] . We are going to follow the original proof and make adjustments where necessary. Theorem 3.6. Let M and N be as assumed above and r ∈ N ≥1 be given. If (M, N ) SVr holds true, then there exists d > 0 such that for all c ∈ N >0 there exists a continuous linear extension map
Proof. For convenience we write λ p,s instead of λ M,N p,s . Let h ≥ 1 (large) be arbitrary but fixed and s ∈ N >0 be coming from (M, N ) SVr . For p ∈ N we consider the sequence τ p := (τ p j ) j≥0 defined by
By (2.9) (with C = 1) we see that each τ p is increasing since λ p,s ≤ ν p ≤ ν 2p+1 and so
is log-convex (and its quotients are tending to infinity).
< ∞ we can apply Lemma 3.5
The case p ∈ N >0 . Property (M, N ) SVr means that there exists some A > 1 such that for all p ∈ N >0 we can estimate as follows
Applying Lemma 3.4 for each sequence T p , p ∈ N >0 , we get that there exists
h,p (0) = δ j,0 for all j ∈ N and satisfying for all t ∈ R:
where for the second inequality we have put k j ∈ N satisfying (2p + k j )r < j ≤ (2p + k j + 1)r (if k j = 0, then the product is understood to be equal 1, so |̺
We introduce the smooth function χ : R → R defined by
and in the next step we have to estimate all (rj)-derivatives of χ h,pr for each p ∈ N.
The case p = 0. We have |χ
M0 for all t ∈ R and j ∈ N. The case p ∈ N >0 : We are going to prove
First the Leibniz-formula gives (since (t p ) (j) = 0 for any j > p) that:
We point out that t ∈ [−2Arp/(hλ p,s ) 1/r , 2Arp/(hλ p,s ) 1/r ] and moreover rj − rp ≤ l and l ≤ rj
Now we have to distinguish between two cases:
Mp s p Nj and so the previous estimate shows (by having s ∈ N ≥1 ) (3.6) |χ
Case 1, subcase (b), j = p. In this case (λ p,s ) p−j = 1 and since
This proves
Case 2, p ∈ N >0 and 2p < j ⇔ 2rp < rj. By (3.2) we have |̺
)/r for all l > 2rp and k l ∈ N satisfying (2p + k l )r < l ≤ (2p + k l + 1)r. In this case we are interested in such values satisfying 0 ≤ k l ≤ j − 2p − 1. In the estimate we decompose the sum
In the first sum we have used again (3.8) (note that j > p).
To prove (⋆) we have to estimate as follows: First, since ν p ≥ 1 for all p ∈ N and
Second we have by log-convexity and since j − l/r ≥ 0 ⇔ rj ≥ l:
Thus by combining both estimations we get as desired
This finishes the proof of (3.4).
The case j = 0 and
> 0 and by applying Stirling's formula lim inf p→∞
and we get sup p∈N>0 p (λp,s) 1/r < ∞. We can choose now some number l ∈ N >0 large enough, depending on given s and r and satisfying . We may suppose from now on that h ∈ N >0 and h ≥ l r . For this particular h we summarize: 
h,p (0) = δ l,0 for all p ∈ N (and arbitrary h) and definition (3.3) imply that
We put d := l 1/r (2 + 1/(2A)) (also depending on s and r via chosen l) and let c ∈ N >0 be arbitrary but fixed. Consider a sequence a = (a p ) p ∈ Λ M,c , then
where the last inequality holds by the choice of d. Note that by the choice of l in (c) we have
So we can define the extension map
Note that the number d is not depending on chosen c and that
cl,rp (0) = 0 for all k ∈ {1, . . . , r − 1}. Now we are going to prove the second half of Theorem 3. 
holds. Then for all s ∈ N >0 there exists h ∈ N >0 such that there exists a continuous linear extension map
Proof. For j ∈ N consider the continuous linear functional 
as l → ∞. So a j = f (rj) (0) for all j ∈ N, i.e. φ(a) = ψ(f ) which proves the claim.
Since we are dealing with two countable (LB)-spaces we can apply Grothendieck's factorization theorem (e.g. see [14, 24.33] ) to obtain
We endow E with the Banach space structure coming from its canonical identification with
) and denote its norm by · E .
So the mapping φ : Λ M,2s → E is continuous and linear between Banach spaces, hence
For p ∈ N let e p := (δ p,j ) j∈N , the p-th unit vector. We have |e p | M,2s = 1 (2s) p Mp and so clearly e p ∈ Λ M,2s for each p ∈ N. By (3.10) there exists χ p ∈ D r,N,h ([−1, 1]) such that φ(e p ) = ψ(χ p ) and χ p r,N,h ≤ 2 φ(e p ) E . For this last inequality recall that · E is the norm on the quotient space E with φ(e p ) E = inf{ f r,N,h : f ∈ φ(e p ) = ψ(χ p )}. Hence we get
and summarizing
Consider now the series T s (a) := 
for all a ∈ Λ M,s . Finally we have
For the next theorem we need the following result, see [5, Lemma 1.3.6].
Lemma 3.8. Let l ∈ N >0 and a 1 , . . . , a l be a nonincreasing sequence of positive real numbers with
where J l := {j ∈ N >0 : 1 ≤ j ≤ l, a j+1 < a j or j = l}.
Our next result proves the converse statement of Theorem 3.6 and generalizes [24, Theorem 3.5].
Proof. By Proposition 3.7 there exist s ∈ N >0 and a continuous linear extension map T from Λ M,1 into D r,N,s ([−1, 1] ). We choose D > max{1, T } and 1 > h > 0 to be small enough to guarantee 0 < 4hs 2 < 1/2. For p ∈ N >0 we consider the (increasing) sequence τ p := (τ p j ) j≥1 defined by 
Finally, for all p ∈ N >0 and 0 ≤ j ≤ p − 1 we introduce the function
We want to apply Lemma 3.8 and first note that ̺ p,j is smooth on R. Of course it is smooth on (−∞, 0) and on (0, +∞) and since χ 
Concerning the index in the summation we recall that we can start at k = rp, since τ p j = τ p j+1 for 1 ≤ j ≤ rp − 1, and moreover τ p j = τ p j+1 for r(p + i) < j < j + 1 ≤ r(p + i + 1) for any i ∈ N. Then we estimate as follows for k ≥ p ⇔ rk ≥ rp:
which was used for the last estimate. On the other hand we have for all p ∈ N >0 , 0 ≤ j ≤ p − 1 and k ≥ p:
which holds because
Using these estimates we are going to prove now for each z as in (3.12):
This holds by the following calculation and the sufficient small choice of h:
In the next step we prove for any z > 0 as in (3.12) that
Let p ∈ N >0 and 0 ≤ j ≤ p − 1, we distinguish two cases:
For the last step we have used (3.15) and 2
For the last inequality we have also used s j ≤ s p since j ≤ p. Hence, by choosing z =
and which is possible by (3.12) and having (nq r ) for N , we obtain for all p ∈ N >0 and 0 ≤ j ≤ p − 1 (3.17)
, where the last inequality holds since ( 
The image of the Borel mapping in the Beurling case
Let from now on in this section M, N ∈ R N >0 and r ∈ N ≥1 be such that (I) and (III) from Section 3 are valid and moreover (i) Again we can assume without loss of generality that even M ≤ N holds true.
The goal of this section is to prove the following characterization. also for general r-interpolating spaces, and even in the case r = 1 our approach is slightly stronger than the result from [24] since (i) we only require M N instead of the stronger assumption µ p ≤ ν p for all p ∈ N and (ii) assumption (nq r ) for N is not needed because even in the general setting analogously as commented in Remark 3.3 above the inclusion (4.1) does imply that D r,(N ) ([−1, 1]) is nontrivial and Theorem 6.1 yields (nq r ) for N .
The strategy is to reduce the proof to the Roumieu case, as it has been done in [24, Section 4] , and to do so we will have to apply the following result, see [4, Lemme 16] .
Lemma 4.4. Let (α k ) k∈N>0 be a sequence of non-negative real numbers such that ∞ k=1 α k < ∞. Furthermore let β = (β k ) k∈N>0 and γ = (γ k ) k∈N>0 be sequences of positive real numbers such that lim k→∞ β k = 0 = lim k→∞ γ k , and assume γ is nonincreasing. Then there exists a sequence (λ k ) k∈N>0 such that
Theorem 4.5. Let M and N be as assumed above, r ∈ N ≥1 and satisfying (M, N ) SVr . Then we have
for all p ∈ N and h ∈ N >0 and which gives
Now define a sequence (ǫ p ) p∈N>0 by ǫ p := sup k≥p
, which is clearly nonincreasing and
. By (4.2), standard assumption (II) B,r on M and Stirling's formula we have β k → 0 as k → ∞. γ = (γ k ) k is nonincreasing and tending to 0 by (2.1). So we can apply Lemma 4.4 to obtain a sequence θ = (θ k ) k∈N>0 such that θ is nondecreasing, tending to ∞, θ k γ k is nonincreasing and finally θ k β k → 0 as k → ∞. W.l.o.g. we can assume θ 1 = 1 and moreover we have θ k γ k → 0, since
In the next step we apply Lemma 4.4 to α
, where ⌊k/2⌋ denotes the integer part of k/2 and we put θ 0 := 1. This can be done
Hence we obtain another sequence θ ′ = (θ ′ p ) p∈N>0 which is nondecreasing, tending to infinity, θ
Since θ is nondecreasing, θ p ≥ 1 for each p we also obtain
Using (4.4) we are going to show:
since θ is nondecreasing, θ p ≥ 1 for each p and for the last inequality we have used
. Summarizing we end up with
, now apply (4.4).
We introduce sequences R = (R p ) p and S = (S p ) p defined by
We summarize:
is nonincreasing (and tending to 0 as k → ∞).
(ii) S is log-convex since (σ k )
r is nonincreasing (and tending to 0
which tends to 0 as k → ∞. We have used that θ is nondecreasing with θ 1 = 1, and finally
The conclusion follows by applying Stirling's formula. (vi) lim k→∞ (S k ) 1/k = ∞ holds by (iii) and (v), in fact we even have lim k→∞
Let p ∈ N >0 and 0 ≤ j ≤ p − 1 be arbitrary, then we calculate as follows by using (M, N ) SVr in the second estimate below:
The continuity of φ follows5. Special cases and consequences 5.1. The constant case M = N . We are going to apply the results from Sections 3 and 4 to the case M = N . In this case (M, N ) γr is precisely condition (γ r ) from [23] (see Section 2.1) and implies (M, M ) SVr . The special case r = 1 yields (γ 1 ) from [15] respectively ( * ) in [24, p. 385] with
So we can reformulate and generalize [24, Theorem 3.6] where only the Roumieu case was considered (for r = 1) and even in this situation we have a slightly more general statement because (nq) on M is not assumed in our result. As mentioned in [24] the case r = 1 is reproving one of the main results from [15] . But also there assumption (nq) on M , which was called (γ) and a basic property, is superfluous as we have already commented in [9, Def. 4.3, Thm. 4.4, p. 154]. Note that the following result for r ≥ 2 provides a characterization of the surjectivity of the restriction mapping in terms of condition (γ r ) which has not been obtained in [23] .
Theorem 5.2. Let M be as assumed above and r ∈ N ≥1 , then the following are equivalent: and for all s, p ∈ N >0 we get
hence we estimate for any p ∈ N >0 as follows:
where the last inequality holds for some D ≥ 1 large. This proves (γ r ) for M . We put
respectively for the Beurling type classes where ∃ h > 0 is replaced by ∀ h > 0.
We will now see that Theorem 3.2, respectively Theorem 4.2, remains true if we replace
by any of the new classes above (respectively for the Beurling case).
First, we note that An immediate consequence of the first inclusion is that Theorem 3.6 in the Roumieu, respectively Theorem 4.5 in the Beurling case, can be generalized as follows:
Theorem 5.4. Let M and N be given satisfying (I), (III) and (II) R,r in the Roumieu, or (I), (III) and (II) B,r in the Beurling case for some r ∈ N ≥1 . If (M, N ) SVr holds true, then we get An immediate consequence of these results is that the inclusion
SVr and as already seen in (iii) in Remark 3.3 we get condition (nq r ) for N . So in any case (nq r ) is not required as a standard assumption for the weight N .
Thus we can summarize all our results in the following final statement:
Theorem 5.5. Let M, N ∈ R N >0 be given satisfying (I), (III) and (II) R,r in the Roumieu, or (I), (III) and (II) B,r in the Beurling case for some r ∈ N ≥1 . Then the following are equivalent:
We point out that, as obtained in Theorem 5.2, the special case M = N yields the characterization of the surjectivity of the Borel map for all r-ramification spaces in terms of condition (γ r ) for M . This fact has not been obtained in [23] , where only the necessity of (γ r ) has been shown. In [23, Proposition 4 .2] the nonquasianalyticity for E r,(N ) was assumed.
Example 5.6. We illustrate now that we can have situations in which the proof of [9, Thm. 4.14 (i)] yields direct consequences in the mixed setting but such that a direct application of the results from [23] 
5.7.
An application to a Whitney extension theorem in the mixed setting. Using the ramification conditions in this present work we are able now to reformulate and generalize the results from [19, Section 5.4] and in this section the restriction r ∈ N ≥1 will be not necessary since no ramification spaces are involved. First we have to introduce the notion of an associated weight function.
For an abstract introduction of the associated function we refer to [12, Chapitre I], see also [11,
1/p holds for all p ∈ N >0 . Moreover under this assumption t → ω M (t) is a continuous nondecreasing function, which is convex in the variable log(t) and tends faster to infinity than any log(t p ), p ≥ 1, as t → ∞. lim p→∞ (M p ) 1/p = ∞ implies that ω M (t) < ∞ for each finite t, and this shall be considered as a basic assumption for defining ω M . One may also introduce the function
which allows us to write
For all t, s > 0 we get [19, Lemma 5.7] as follows.
Lemma 5.8. Let M, N ∈ LC be given with µ ≤ ν (which implies M ≤ N ) and satisfying (M, N ) γr for some arbitrary r > 0. Then the associated weight functions are satisfying ∃ C > 0 ∀ t ≥ 0 :
By applying (5.4) the right-hand side gives C r ω M (t r ) + C, whereas the left-hand side gives
v 1+1/r dv. Finally, by replacing on both sides t r by t, we are done.
Now we are proving the converse statement, here we have to make use of (mg) and we are generalizing [7, Corollary 4.6 (iii) ] to a mixed setting.
Lemma 5.9. Let M, N ∈ LC be given with µ ≤ ν (which implies M ≤ N and µ r ≤ ν r for all r > 0), such that M does have (mg) and, moreover, the condition (5.5) is satisfied. Then, (M, N ) γr holds.
Proof. To avoid technical complications in the proof we assume that the sequences p → µ p and p → ν p are strictly increasing. This can be done w.l.o.g. by passing, if necessary, to equivalent sequences as follows: First one can construct µ = ( µ p ) p and ν = ( ν p ) p such that µ p ≤ µ p ≤ aµ p and ν p ≤ ν p ≤ aν p holds true for some constant a > 1 and all p ∈ N and both p → µ p and p → ν p are strictly increasing. Then put µ p := a −1 µ p , ν p := a ν p , hence both p → µ p , p → ν p are still strictly increasing, and µ ≤ ν implies µ ≤ µ ≤ a ν ≤ ν. By considering M and N in the obvious way, we see that M is equivalent to M , N is equivalent to N and also the inequality (5.5) is preserved with ω M substituted by ω M and ω N substituted by ω N , since M ≤ M , N ≥ N , and so ω M (t) ≥ ω M (t) and ω N (t) ≤ ω N (t) for every t > 0. If we can deduce from this inequality that ( M , N ) γr holds, it is clear that also (M, N ) γr will be valid, as desired.
Since M does have (mg) (and which is preserved by switching to any equivalent sequence), by the estimate given in the proof of [7, Theorem 4.4 (ii)], we have ω M (t) ≤ AΣ M (t) + A for some A ≥ 1 and all t ≥ 0. Hence, replacing t by t r in (5.5), we get
for some C 1 > 0 (large) and all t ≥ 0. The monotonicity of Σ N and (5.3) together imply
So, the left-hand side in (5.7) can be estimated as
and we put p = Σ N (t r ) ≥ 1, we may compute and estimate the last integral as
Gathering this with (5.7) and (5.8) we deduce that
Since µ ≤ ν we have Σ M (t) ≥ Σ N (t) for every t, and so for all t ≥ ν 1/r 1
we have the inequality
For any q ∈ N >0 , we choose t = µ 1/r q in (5.9) and deduce that
as desired.
The next result characterizes the possibility of obtaining mixed Whitney extension results in terms of the mixed conditions with a ramification parameter r. It generalizes to any r > 0 the result for r = 1 obtained by A. Rainer and the third author [19, Theorem 5.9] , and it improves it by dropping the moderate growth condition for N . Also, for r = 1 one recovers the central theorem in the Roumieu version of [4] , which is indeed used in our arguments. We are considering, for a compact set E ⊆ R n , the class B {M} (E) of Whitney ultrajets of Roumieu type defined by M , for a precise definition we refer to [19, Definition 2.7] . Finally let j ∞ E be the jet mapping which assigns to each smooth function f defined in R n the infinite jet consisting of its partial derivatives of all orders restricted to E (i.e. j ∞ {x0} is the Borel map B x0 ).
Theorem 5.10. Let M, N ∈ LC be given with µ ≤ ν and such that M satisfies (mg). Moreover assume that 
(ii) The associated weight functions satisfy ∃ C > 0 ∀ t ≥ 0 :
If in the assumption above r ∈ N ≥1 and P M,r , P N,r are denoting the corresponding r-interpolating sequences, then moreover (i) − (iv) are equivalent to
(ii ′ ) The associated weight functions satisfy ∃ C > 0 ∀ t ≥ 0 :
Remark 5.11. (5.10) does precisely mean that both sequences (µ j /j r ) j≥1 and (ν j /j r ) j≥1 are almost increasing. As shown in [7, Theorem 3.11] we have γ(M ), γ(N ) ≥ r with γ(M ) denoting the growth index introduced in [25] , see also [9] , and moreover we can replace M and N by equivalent sequences M and N such that j → Proof. First, as seen in Section 2.3, whenever M has (mg) we get the equivalence of (iii) and (iv). Moreover, Lemmas 5.8 and 5.9 show the equivalence of (ii) and (iii) under the same condition. Assume now that (M, N ) γr holds true. Then (nq r ) holds for N and by Remark 5.11 and assumption (5.10) we can replace M and N by M and N such that (( M j ) 1/r /j!) j and (( N j ) 1/r /j!) j are logconvex. Equivalence preserves (mg) for M , (nq r ) for N (by Carleman's inequality) and finally ( M , N ) γr . Thus we are able to apply [4, Theorem 11] 
1/r /j!) j (our notation for weight sequences differs from the one used in [4] by a factorial term), which yields (i).
For proving (i) ⇒ (iii) we just need to apply [4, Proposition 27] For the additional part we remark that by Lemma 2.6 also both P M,r , P N,r ∈ LC do have (mg), π M,r ≤ π N,r holds by µ ≤ ν and (2.14). Since (P = r for all k 2 ∈ N and j ∈ {1, . . . , r}. Hence we can apply the above arguments to P M,r and P N,r instead of M and N and the equivalences (i ′ ) − (iv ′ ) follow. Finally, as shown in Lemma 2.8, we have (iii) ⇔ (iii ′ ).
6. Characterization of (non)quasianalyticity for r-ramification ultradifferentiable classes
The aim of this final section is to characterize the nonquasianalyticity resp. nontriviality of all classes of ultradifferentiable functions in this paper defined in (2.16) and (2.17) and Section 5. We follow mainly the ideas in the proof of [5, Theorem 1.3.8] and divide the result into two parts. We start with the following lemma. And this fact has already been shown in Lemma 3.5 (recall that in this situation P M,r satisfies (nq) and so E [P M,r ] is nonquasianalytic, see Lemma 2.7).
To prove the second part of the main statement we are going to show the following result. Lemma 6.3. Let M ∈ LC and r ∈ N ≥1 . If M does not satisfy (nq r ), then D r, [M] , L r, [M] , N r, [M] and E r, [M] are quasianalytic.
Proof. By (5.1) it suffices to prove the quasianalyticity for E r, [M] and moreover by the last inclusion there and Lemma 2.7 we are done. Recall that for the proof of this inclusion the Gorny-Cartan inequalities have been applied and here we want to give a second direct proof applying Lemma 3.8 (i.e. follows. If we assume that u is a smooth function, ∞ j=1 a j = ∞ holds true and (6.1) is valid for all j ∈ N (or for all j in an infinite subset of N, so J l is infinite), then by (6.2) we get u ≡ 0.
We distinguish now some cases. First, let us assume that there exists u ∈ E r,{M} such that u (j) (0) = 0 for all j ∈ N, then we apply Lemma 3.8 to a j := for all k ∈ N and j ∈ {1, . . . , r} (see (2.14)), by taking j = r we see that π M,r r(k+1) < π M,r r(k+2) if and only if µ k+1 < µ k+2 holds true. Since M ∈ LC we get lim p→∞ µ p = ∞, hence the set J ∞ := {p : µ p < µ p+1 } for the sequence a j := 1 π M,r j is infinite and it is contained in the set {rk : k ∈ N}. Write J ≡ J ∞ = {rk i : i ∈ N} for some subsequence (k i ) i of indices satisfying µ ki+1 > µ ki for all i ∈ N.
If now (nq r ) is violated, i.e. j u (rn+j) (1) = 0 for all n ∈ N and j ∈ {1, . . . , r − 1}. Applying now the above argument to v yields v ≡ 0 and so u ≡ 0 which proves the injectivity of B 1 . Finally, if u (j) (x 0 ) = 0 for all j ∈ N and 0 < x 0 < 1, then write u 1 := u| [0,x0] , u 2 := u| [x0,1] and consider v 1 defined by v 1 (x) := u 1 (x) for 0 ≤ x ≤ x 0 , v 1 (x) := 0 for x 0 < x ≤ 1 and v 2 defined by v 2 (x) := 0 for 0 ≤ x ≤ x 0 , v 2 (x) := u 2 (x) for x 0 ≤ x ≤ 1. We apply the previous steps to v i and conclude v i ≡ 0 which implies u i ≡ 0, i = 1, 2, too. Thus u ≡ 0 and the injectivity of B x0 is shown. This proves the injectivity of B x for any x ∈ [0, 1] and so the quasianalyticity for the class E r,{M} follows.
The quasianalyticity for the Roumieu type classes implies the quasianalyticity for the Beurling type classes by the obvious inclusion.
J 3948-N35, as a part of which he has been an external researcher at the Universidad de Valladolid (Spain) for the period October 2016 -December 2018.
