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ABSTRACT
Modified gravity and massive neutrino cosmologies are two of the most interesting
scenarios that have been recently explored to account for possible observational devi-
ations from the concordance Λ-cold dark matter (ΛCDM) model. In this context, we
investigated the large-scale structure of the Universe by exploiting the DUSTGRAIN-
pathfinder simulations that implement, simultaneously, the effects of f (R) gravity and
massive neutrinos. To study the possibility of breaking the degeneracy between these
two effects, we analysed the redshift-space distortions in the clustering of dark matter
haloes at different redshifts. Specifically, we focused on the monopole and quadrupole
of the two-point correlation function, both in real and redshift space. The deviations
with respect to ΛCDM model have been quantified in terms of the linear growth rate
parameter. We found that redshift-space distortions provide a powerful probe to dis-
criminate between ΛCDM and modified gravity models, especially at high redshifts
(z & 1), even in the presence of massive neutrinos.
Key words: galaxies: haloes - cosmology: theory, large-scale structure of Universe,
cosmological parameters - methods: numerical, statistical
1 INTRODUCTION
A theory of gravity is required to describe the spatial prop-
erties and dynamics of the large-scale structure (LSS) of the
Universe. The observational data collected during the last
decade provided strong support to the concordance ΛCDM
model, which, with only 6 free parameters, yields a consis-
tent description of the main properties of the LSS (see e.g.
Tonry et al. 2003; Bel et al. 2014; Hamana et al. 2015; Planck
Collaboration et al. 2016a,b; Alam et al. 2017a; Alsing et al.
2017; Abbott et al. 2018; Planck Collaboration et al. 2018;
Pacaud et al. 2018; Joudaki et al. 2018; Valentino et al. 2018;
Jones et al. 2018). The ΛCDM model assumes General Rel-
ativity (GR) as the theory describing gravitational interac-
tions, the standard model of particles and the Cosmological
Principle, asserting that the Universe is statistically homo-
geneous and isotropic on large scales. In this framework, the
? E-mail: joegarciafa@unal.edu.co
Universe is currently dominated by the dark energy (DE), in
the form of a cosmological constant, responsible for the late-
time cosmic acceleration (Riess et al. 1998; Schmidt et al.
1998; Perlmutter et al. 1999), and by a CDM component that
drives the formation and evolution of cosmic structures.
A possible critical tension in the ΛCDM scenario con-
sists in the discrepancy recently observed in H0 and σ8 mea-
surements when different probes at high and low redshifts
are used (see Planck Collaboration et al. 2016d; Riess et al.
2016; Bernal et al. 2016; Planck Collaboration et al. 2018).
Massive neutrinos, the only (hot) dark matter (DM) candi-
dates we actually know to exist, can affect these observables
and have several cosmological implications (e.g. Lesgourgues
& Pastor 2006; Marulli et al. 2011; Costanzi et al. 2014;
Battye & Moss 2014; Villaescusa-Navarro et al. 2014; En-
qvist et al. 2015; Roncarelli et al. 2015; Zennaro et al. 2018;
Poulin et al. 2018a). However, it has been recently shown
that a strong observational degeneracy exists between some
modified gravity (MG) models and the total neutrino mass
© 2019 The Authors
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(Motohashi et al. 2013; He 2013; Baldi et al. 2014; Giocoli
et al. 2018), giving rise to an intrinsic limitation of the dis-
criminating power of many standard cosmological statistics
(Peel et al. 2018b; Hagstotz et al. 2018). MG models rep-
resent one of the most viable alternatives to explain cosmic
acceleration (for a review see e.g. Joyce et al. 2016). They
must satisfy solar system constraints, and at the same time
be consistent with the measured accelerated cosmic expan-
sion and large-scale constraints (see e.g. Uzan 2011; Will
2014; Pezzotta et al. 2017; Collett et al. 2018, and references
therein).
A powerful cosmological probe to discriminate among
these alternative frameworks is provided by the redshift-
space galaxy clustering on different scales (see e.g. Arnouts
et al. 1999; Blake & Glazebrook 2003; Percival et al. 2007;
Guzzo et al. 2008; Blake et al. 2011; Marulli et al. 2012a,b; de
la Torre et al. 2013; Beutler et al. 2014; Alam et al. 2017b;
Sa´nchez et al. 2017; Satpathy et al. 2017; Pezzotta et al.
2017). In this paper we investigate the spatial properties
of the LSS of the Universe focusing on MG models based
on the Hu & Sawicki (2007) f (R) gravity. It is well known
that the large-scale velocity field, as captured by e.g. the
velocity power spectrum, is more sensitive to modifications
of gravity as compared to the matter density distribution
(Jennings et al. 2012) and can therefore increase the signal
associated with a deviation from standard GR. In the recent
work by Hagstotz et al. (2019), some kinematic information
encoded by the velocity power spectrum and by the velocity
dispersion around massive clusters as extracted from a new
suite of MG cosmological simulations – the DUSTGRAIN-
pathfinder simulations (Giocoli et al. 2018) – was employed
for the first time to disentangle the f(R)-massive neutrino
degeneracy. In the present work we investigate the informa-
tion gain coming from the large-scale velocity field through
the redshift-space distribution of biased tracers, such as
CDM haloes expected to host galaxies and galaxy clus-
ters. The current work follows from the analysis presented
in Marulli et al. (2012b), who investigated the real-space
and redshift-space clustering properties of CDM halo cat-
alogues extracted from N-body simulations assuming cou-
pled dark energy (cDE) models. Here we extend the lat-
ter analysis by exploiting the DUSTGRAIN-pathfinder sim-
ulations, to explore the possible cosmic degeneracies intro-
duced by a hot DM component consisting of massive neu-
trinos. Moreover, the statistical methodology is significantly
updated, to closely match the one currently used to anal-
yse real datasets. As in Marulli et al. (2012b), we focus on
the redshift-space anisotropic two-point correlation function
(2PCF) of CDM haloes, in real and redshift space. However,
instead of analysing the two-dimensional (2D) 2PCF, we will
perform a joint analysis of the monopole and quadrupole
moments. Moreover, differently from Marulli et al. (2012b),
we will perform a full Monte Carlo Markov Chain (MCMC)
statistical analysis to derive posterior constraints on cosmo-
logical parameters, with a full covariance matrix estimated
with bootstrap (instead of just diagonal Poisson errors), and
extracting information on the linear bias of CDM haloes and
on the linear growth factor in terms of bσ8 and fσ8 (instead
of just measuring the linear distortion parameter, β).
The paper is structured as follows. In Section 2 we
summarise the theoretical framework of the Hu & Sawicki
(2007) f (R) model used in our work, and the cosmological
effects of massive neutrinos. In Section 3 we introduce the
set of DUSTGRAIN-pathfinder N-body simulations and the
selected CDM halo samples, while the analyses of real-space
and redshift-space clustering are presented in Sections 4 and
5, respectively. The modelling of dynamic redshift-space dis-
tortions and the derivation of the parameter constraints are
described in Section 6. Finally, in Section 7 we summarise
the main results of this work and draw our conclusions.
2 MODIFIED GRAVITY MODELS AND
MASSIVE NEUTRINOS
Among the proposed extensions of GR, we consider the one
based on the following modified Einstein-Hilbert action:
S =
∫
d4x
√−g
(
R + f (R)
16piG
+ Lm
)
, (1)
where R is the Ricci scalar, G is the Newton’s gravitational
constant, g is the determinant of the metric tensor gµν , and
Lm is the Lagrangian density of all matter fields1. A plausi-
ble f (R) function able to satisfy the solar system constraints
and, at the same time, to mimic the ΛCDM expansion his-
tory of the Universe, is given by:
f (R) = −m2
c1
(
R
m2
)n
c2
(
R
m2
)n
+ 1
, (2)
where the mass scale m is defined as m2 ≡ H20ΩM, and c1,
c2 and n are non-negative free parameters of the model (Hu
& Sawicki 2007). For this f (R) model, the background ex-
pansion history is consistent with the ΛCDM case by choos-
ing c1/c2 = 6ΩΛ/ΩM, where ΩΛand ΩMare the dimensionless
density parameters for vacuum and matter, respectively. The
scalar field fR ≡ df (R)/dR adds an additional degree of free-
dom to the model, whose dynamic in the limit of | fR |  1
and | f /R|  1 can be expressed in terms of perturbations of
the scalar curvature, δR, and matter density, δρ:
∇2 fR = 13 (δR − 8piGδρ) . (3)
Comparing to the ΛCDM model expansion history, and
under the condition c2(R/m2)n  1, the scalar field can be
approximated by:
fR ≈ −n c1
c22
(
m2
R
)n+1
. (4)
Thus, for n = 1 the model is fully specified by only one free
parameter c2, which in turn can be expressed in terms of the
dimensionless scalar at present epoch, fR0, given by:
fR0 ≡ − 1c2
6ΩΛ
ΩM
(
m2
R0
)2
. (5)
Under these assumptions, the modified Einstein’s field equa-
tions for f (R) gravity lead to a dynamical gravitational po-
tential, Φ = ΦN − δR/6, that satisfies the following equation:
∇2Φ = −16piG
3
δρ − 1
6
δR , (6)
1 We use natural units c = 1. The Greek indices, µ and ν, run
over 0, 1, 2, 3.
MNRAS 000, 1–16 (2019)
Clustering in MG with massive neutrinos 3
Table 1. Summary of parameters used in the DUSTGRAIN-pathfinder simulations considered in this work: fR0 represents the modified
gravity parameter, mν is the neutrino mass in Electronvolt, ΩCDM and Ων are the CDM and neutrino density parameters, m
p
CDM and m
p
ν
are the CDM and neutrino particle masses (in M/h), respectively. The value in the last column displays the σ8 parameter at z = 0,
which corresponds to the linear density fluctuations smoothed on a scale of 8h−1 Mpc, computed from linear theory.
Simulation name Gravity model fR0 mν [eV] ΩCDM Ων m
p
CDM [M/h] m
p
ν [M/h] σ8
ΛCDM GR – 0 0.31345 0 8.1 × 1010 0 0.842
f R4 f (R) −1 × 10−4 0 0.31345 0 8.1 × 1010 0 0.963
f R5 f (R) −1 × 10−5 0 0.31345 0 8.1 × 1010 0 0.898
f R6 f (R) −1 × 10−6 0 0.31345 0 8.1 × 1010 0 0.856
f R4 0.3eV f (R) −1 × 10−4 0.3 0.30630 0.00715 7.92 × 1010 1.85 × 109 0.887
f R5 0.15eV f (R) −1 × 10−5 0.15 0.30987 0.00358 8.01 × 1010 9.25 × 108 0.859
f R5 0.1eV f (R) −1 × 10−5 0.1 0.31107 0.00238 8.04 × 1010 6.16 × 108 0.872
f R6 0.06eV f (R) −1 × 10−6 0.06 0.31202 0.00143 8.07 × 1010 3.7 × 108 0.842
f R6 0.1eV f (R) −1 × 10−6 0.1 0.31107 0.00238 8.04 × 1010 6.16 × 108 0.831
0
150
300
450
600
750
CDM fR4 fR4_0.3eV
0
150
300
450
600
750
y 
[M
pc
/h
]
fR5 fR5_0.1eV fR5_0.15eV
0 150 300 450 600 750
0
150
300
450
600
750
fR6
0 150 300 450 600 750
x [Mpc/h]
fR6_0.06eV
0 150 300 450 600 750
fR6_0.1eV
5 × 100
6 × 100
7 × 100
8 × 100
9 × 100
1 × 101
2 × 101
3 × 101
4 × 101
5 × 101
6 × 101
7 × 101
8 × 101
9 × 101
1 × 102
n C
D
M
[M
pc
2 h
2 ]
Figure 1. Maps of the projected number density of CDM haloes in the mass range
[
4 × 1012, 7 × 1014] M/h extracted from the
DUSTGRAIN-pathfinder simulations at z = 0. The boxes have been divided into 300×300 pixels and the colorbar indicates the normalised
number of CDM haloes nCDM per unit area (2.5 × 2.5 Mpc2h−2).
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being ΦN the Newtonian potential.
Massive neutrinos suppress the clustering below their
thermal free-streaming scale and change the matter-
radiation equality time (Lesgourgues & Pastor 2006). They
also affect the non-linear matter power spectrum (Brand-
byge et al. 2008; Saito et al. 2008, 2009; Brandbyge &
Hannestad 2009, 2010; Agarwal & Feldman 2011; Wagner
et al. 2012), the halo mass function (Brandbyge et al. 2010;
Marulli et al. 2011; Villaescusa-Navarro et al. 2013), the
clustering properties of CDM haloes and redshift-space dis-
tortions (Viel et al. 2010; Marulli et al. 2011; Villaescusa-
Navarro et al. 2014; Castorina et al. 2014, 2015; Zennaro
et al. 2018), and the scale-dependent bias (Chiang et al.
2018). As they are non-relativistic particles at late times,
massive neutrinos contribute to the total energy density of
the Universe ΩM , so that ΩM = ΩCDM + Ωb + Ων , where
ΩCDM and Ωb are the dimensionless density parameters for
CDM and baryons, respectively, and the contribution related
to the massive neutrino component, Ων , can be expressed in
terms of the total neutrino mass, mν ≡ ∑i mνi , as follows:
Ων =
Σimνi
93.14 h2eV
. (7)
Several astronomical observations provide upper limits on
the total neutrino mass, that results around 0.1 − 0.3 eV,
under the assumption of standard GR (see e.g. Seljak et al.
2006; Riemer-Sørensen et al. 2013; Lu et al. 2015, 2016;
Cuesta et al. 2016; Kumar & Nunes 2016; Ye`che et al. 2017;
Poulin et al. 2018b).
However, one of the most important goals of current cos-
mology is to extract robust, model-independent constraints
on neutrino masses. It is thus crucial to investigate whether
the cosmological effects of massive neutrinos might be de-
generate with MG models, which would severely affect the
constraints. Cosmological probes able to distinguish between
these two effects are required to achieve tight constraints on
both MG and massive neutrinos (He 2013; Motohashi et al.
2013; Baldi et al. 2014; Bellomo et al. 2017; Wright et al.
2017; Peel et al. 2018b; Giocoli et al. 2018). In the following
sections, we will address this issue focusing in particular on
the halo clustering, modelled through DM N-body simula-
tions that include simultaneously both effects.
3 N-BODY SIMULATIONS AND HALO
SAMPLES
We use a subset of the DUSTGRAIN-pathfinder (Dark Uni-
verse Simulations to Test GRAvity In the presence of Neu-
trinos) cosmological N-body simulations, which is part of a
numerical project aimed at investigating possible cosmic de-
generacies, such as the ones between f (R) models and mas-
sive neutrinos, that is the subject of the present work. In a
series of recent papers, these simulations have been exploited
to investigate several features related to weak-lensing statis-
tics (Giocoli et al. 2018; Peel et al. 2018b), to the abundance
of massive haloes (Hagstotz et al. 2018) and to explore cos-
mic degeneracies using machine learning techniques (Peel
et al. 2018a; Merten et al. 2018).
The DUSTGRAIN-pathfinder runs have been performed
using the MG-Gadget code (Puchwein et al. 2013), which is a
modified version of GADGET (Springel 2005) implementing
the Hu & Sawicki (2007) f (R) gravity model, with a mix-
ture of cold and hot DM components, the latter made up
of massive neutrinos. The simulations were carried out in a
box of (750 Mpc/h)3 volume, with periodic boundary condi-
tions, and 7683 DM particles. The cosmological parameters
assumed for all the considered models at z = 0 are con-
sistent with Planck 2015 constraints (Planck Collaboration
et al. 2016c): ΩM ≡ ΩCDM +Ωb +Ων = 0.31345, Ωb = 0.0481,
ΩΛ = 0.68655, H0 = 67.31 km s−1 Mpc−1, As = 2.199 × 10−9,
ns = 0.9658 and σ8 = 0.847.
We identify haloes in the particle distribution using the
Spherical Overdensity (SO) algorithm termed Denhf (Tor-
men 1998; Tormen et al. 2004; Giocoli et al. 2008; Despali
et al. 2016). We chose this method over the Friends-of-
Friends (FoF) group finding algorithm by Davis et al. (1985),
because it appears to be slightly closer to physical models of
halo formation, and because of its resemblance to the def-
inition of the mass in observational data sets. Specifically,
for each particle we compute the local DM density by calcu-
lating the distance di,10 to the tenth nearest neighbour. In
this way, we assign to each particle a local density ρi ∝ d−3i,10.
Next, we sort the particles by density and define the position
of the densest particle as the centre of the first halo. Around
this centre, the algorithm grows a sphere with a certain av-
erage density, that in this work has been chosen to be 200
times the critical density of the Universe. At this point we
assign all particles within the sphere to the newly identified
halo, removing them from the global list of particles. Subse-
quently, the densest particle of the remaining distribution is
chosen and the process is repeated several times, until none
of the remaining particles has a local density large enough
to be the centre of a 10 particle halo. In numerical simu-
lations containing massive neutrinos, we assume that they
contribute only to the expanding cosmological background
metric (Castorina et al. 2014) and thus, when identifying
the haloes, we link together only DM particles.
Tab. 1 presents an overview of the main parameters of
each simulation, such as the fR0 values, the total neutrino
mass, the total CDM density constrast, ΩCDM, and the mass
of the DM particles. In all cases, the scalar at present epoch,
| fR0 |, is in the range 10−4−10−6, as suggested by Hu & Saw-
icki (2007), to be consistent with distance-based measure-
ments of the expansion history. The total neutrino masses
considered in this work are mν = 0, 0.06, 0.1, 0.15, 0.3 eV.
As shown in Fig. 1 at z = 0, the density distributions of
CDM haloes predicted by the MG models considered show
notable differences, as it can be appreciated, for instance,
comparing f (R) and f (R) + mν models.
For the clustering analysis presented in the following
Sections, we make use of halo samples from each of the nine
models presented in Tab. 1, restricting our analysis in the
mass range Mmin < M < Mmax, where Mmin = 4 × 1012M/h
and Mmax = 7 × 1014, 4 × 1014, 3 × 1014, 2 × 1014, 1014M/h
at z = 0, 0.5, 1, 1.4, 1.6, respectively.
4 CLUSTERING IN REAL SPACE
In this Section, we describe the methodology used to quan-
tify the halo clustering in real space, focusing on the first
multipole moment of the 2PCF, that is the monopole. All
the numerical computations in the current Section and in the
MNRAS 000, 1–16 (2019)
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Figure 2. The real-space 2PCF ξ0 of CDM haloes for all the models of the DUSTGRAIN-pathfinder project at three different redshifts:
z = 0 (left column), z = 1 (central column), z = 1.6 (right column). From top to bottom, the panels show the f R4, f R5 and f R6 models,
respectively, compared with the results of the ΛCDM model. The error bars, shown only for the ΛCDM model for clarity reasons, are
the diagonal values of the bootstrap covariance matrices used for the statistical analysis. Percentage differences between f (R), f (R) +mν
and ΛCDM predictions are in the subpanels, while the shaded regions represent the deviation at 1σ confidence level.
following ones have been performed with the CosmoBolog-
naLib, a large set of free software libraries that provide all the
required tools for the data analysis presented in this work,
including the measurements of all statistical quantities and
the Bayesian inference analysis2 (Marulli et al. 2016).
2 Specifically, we used CosmoBolognaLib V5.0. The Cos-
moBolognaLib are entirely implemented in C++. They also
provide the possibility to be converted in Python modules
through wrappers. Both the software and its documenta-
4.1 The two-point correlation function
We measure the 2D 2PCF, ξ(r, µ), with the Landy & Szalay
(1993) estimator given by:
ξˆ(r, µ) = DD(r, µ) − 2DR(r, µ) + RR(r, µ)
RR(r, µ) , (8)
tion are freely available at the public GitHub repository:
https://github.com/federicomarulli/CosmoBolognaLib.
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where µ is the cosine of the angle between the line
of sight and the comoving halo pair separation, r, and
DD(r, µ), RR(r, µ), and DR(r, µ) represent the normalised
number of data-data, random-random and data-random
pairs, respectively, in ranges of r and µ. We consider in-
termediate scales from 1h−1 Mpc to 50h−1 Mpc, in 25 loga-
rithmic bins. The random samples used are ten times larger
than the halo ones. The 2PCF uncertainties are estimated
with the bootstrap method, by dividing the original data
sets into 27 sub-samples, which are then re-sampled in 100
data sets with replacement, measuring ξ(r, µ) in each one of
them (Efron 1979; Barrow et al. 1984; Ling et al. 1986).
It is convenient to expand the 2D 2PCF in terms of
Legendre polynomials, Ll(µ), as follows:
ξ(s, µ) ≡ ξ0(s)L0(µ) + ξ2(s)L2(µ) + ξ4(s)L4(µ) , (9)
where each coefficient corresponds to the lth multipole mo-
ment:
ξl(r) =
2l + 1
2
∫ +1
−1
dµ ξ(r, µ)Ll(µ) . (10)
The clustering multipoles are computed with the integrated
estimator (e.g. Kazin et al. 2012), which consists in calcu-
lating ξ(r, µ) in 2D bins and then integrating it as follows:
ξˆl(r) =
2l + 1
2
∫ +1
−1
dµLl(µ)
DD(r, µ) − 2DR(r, µ) + RR(r, µ)
RR(r, µ) .
(11)
In real space the full clustering signal is contained
in the monopole moment ξ0(r). Fig. 2 shows ξ0(r) of
CDM haloes for all models considered in the DUSTGRAIN-
pathfinder project, at three different redshifts z = 0, 1, 1.6.
Subpanels show the percentage difference between MG mod-
els [ f (R) with and without massive neutrinos], and the
ΛCDM model, computed as ∆ξfR = 100(ξfR−ξΛCDM)/ξΛCDM.
The clustering properties of f R4 and f R4 0.3eV models
at z = 0 are the ones that deviate the most from ΛCDM, with
a significant clustering suppression at scales larger than 10
h−1 Mpc. This is expected, as the fR0 value of these models
is the most extreme one considered, marginally compatible
with the constraints from solar system observations (Hu &
Sawicki 2007). At higher redshifts the f R4 0.3eV monopole
gets closer to the ΛCDM one, due to the effect of massive
neutrinos. A similar, though less significant, effect is found
also for f R5, f R5 0.15eV and f R5 0.1eV models. The clus-
tering suppression is further reduced in the f R6, f R6 0.06eV
and f R6 0.1eV models, so that they appear highly degener-
ate with ΛCDM at all the scales and redshifts considered,
with deviations smaller than 2%.
4.2 The halo biasing function
To characterise the relation between the halo clustering and
the underlying mass distribution, we estimate the effective
halo bias. In the linear regime, the bias is approximately
independent of the scale, depending only on halo masses and
redshifts. In our mass-selected samples, this quantity can be
computed as follows, averaging in a given scale range:
〈b(z)〉 =
〈√
ξhalo,fR
ξDM,ΛCDM
〉
, (12)
where ξhalo,fR and ξDM,ΛCDM are the CDM halo 2PCF of
the DUSTGRAIN-pathfinder models and the CDM 2PCF
estimated in ΛCDM, respectively. Eq. (12) is obtained by
Fourier transforming the non-linear matter power spectrum
computed with CAMB, including HALOFIT (Lewis et al.
2000; Smith et al. 2003). The latter simulates the apparent
bias that would be assessed in a f (R) Universe if a ΛCDM
model was wrongly assumed to predict the DM clustering
(see Marulli et al. 2012a, for more details). The apparent ef-
fective bias is then estimated by averaging the bias b(M, z)
over a set of CDM haloes with given mass Mi :
b(z) = 1
Nhalo
Nhalo∑
i=1
b(Mi, z) . (13)
In order to compare measurements in f (R) and f (R) + mν
scenarios with the ΛCDM ones, we consider the theoretical
effective bias proposed by Tinker et al. (2010), computed
with the so-called CDM prescription (Villaescusa-Navarro
et al. 2014), that is, using the linear CDM+baryons power
spectrum3, and replacing ρm with ρCDM (Castorina et al.
2014). The CDM prescription has, however, a minor impact
on the results presented in this work. Comparing to the re-
sults obtained with the total matter power spectrum, we
found deviations on the estimated halo bias smaller than
1% for f R5 + mν and f R6 + mν models, and of about 3%
for f R4 + mν model. Fig. 3 shows the mean apparent effec-
tive bias as a function of redshift, averaged over the range
10h−1 Mpc< r <50h−1 Mpc, whereas Fig. 4 shows how it
changes as a function of scale. The error bars are computed
by propagating the 2PCF uncertainties obtained with the
bootstrap method (see Section 4.1). Dashed lines represent
the theoretical expectations by Tinker et al. (2010), while
the shaded region shows a 10% difference with respect to
the central value. The effective bias increases as a function of
redshift, as expected (Matarrese et al. 1997; Ma 1999). The
predicted effective bias of all the models considered appears
quite indistinguishable from the ΛCDM case, when it is nor-
malised to the σ8 values of the DUSTGRAIN-pathfinder cos-
mologies, that is assuming ξDM, f (R) = ξDM,ΛCDM(σ8), where
ξDM,ΛCDM(σ8) is computed by setting the amplitude of the
primordial curvature perturbations to the values required to
have the σ8 values of the f (R) models (see e.g. Marulli et al.
2011, 2012b). The largest deviation occurs at z = 1.6 for the
f R4 0.3eV model, though it is in any case not statistically
significant (between 5% and 7%, averaging over different dis-
tances larger than 10h−1 Mpc). As a counterpart, the most
degenerate model is f R6, both with and without massive
neutrinos, which is in agreement with ΛCDM better than
2% at all scales.
5 CLUSTERING IN REDSHIFT-SPACE
Spectroscopic surveys observe a combination of density and
velocity fields in redshift space. Specifically, the observed
redshift, zobs, of extragalactic sources is a combination of
the cosmological redshift, zc , due to the Hubble flow, and
3 Both PCDM+b
lin
(k) and Pm
lin
(k) can be directly obtained with
CAMB, since PCDM
lin
(k) = T 2CDM/T 2mPmlin(k), where TCDM(k) and
Tb (k) are the corresponding transfer functions.
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Figure 3. The coloured solid lines represent the apparent effective halo bias, 〈b〉, as a function of redshift, averaged in the range
10h−1 Mpc< r <50h−1 Mpc. Black lines show the theoretical ΛCDM effective bias predicted by Tinker et al. (2010) (dashed), normalised
to the σ8 values of each DUSTGRAIN-pathfinder simulation, while the cyan shaded areas show a 10% error.
an additional term caused by the peculiar velocities along
the line of sight:
zobs = zc + (1 + zc)
®v · xˆ
c
xˆ , (14)
where xˆ is a unit vector along the line of sight, so that the
contribution of peculiar motions is given by ®v‖ = ®v · xˆ. As
a consequence, redshift-space catalogues appear distorted
with respect to the real-space ones. Since in N-body sim-
ulations both positions and peculiar velocities are known,
the distorted mass distribution in redshift space can be de-
rived directly. Specifically, we first convert the comoving co-
ordinates of each CDM halo, {x, y, z}, into polar real-space
coordinates {R.A., Dec, zc}, relative to a given virtual ob-
server placed at random, where R.A. and Dec are the Right
Ascension and Declination, respectively. Then, we estimate
the observed redshifts using Eq. (14). Finally, we convert
back {R.A., Dec, zobs} into distorted comoving coordinates
{x’, y’, z’}, mimicking the redshift space.
Redshift-space distortions turned out to be one of the
most powerful cosmological probes to test the gravity theory
on the largest scales (Kaiser 1987; Guzzo et al. 2008; Simp-
son & Peacock 2010; Jennings et al. 2012; Raccanelli et al.
2012; He et al. 2018). In redshift space, the spatial statistics
of cosmic tracers, such as the 2PCF and power spectrum, are
anisotropic due to the dynamic distortions along the line of
sight (Hamilton 1998; Scoccimarro 2004): at large scales the
matter density distribution appears squashed along the line
of sight, while an opposite stretching distortion is present at
small scales, the so-called fingers of God (FoG) effect (Jack-
son 1972).
The effect of redshift-space distortions on the 2PCF
is shown conveniently by decomposing the pair comoving
distances into their parallel and perpendicular components
to the line of sight, that is ®s = (s‖, s⊥). Hereafter, we will
use s to indicate redshift-space coordinates. The anisotropic
redshift-space 2PCFs, ξ(s⊥, s‖), of all our DUSTGRAIN-
pathfinder halo catalogues at z = 1.6 are shown in Fig. 5.
Similarly to the real-space case, the 2PCF predicted by the
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Figure 5. Contour lines of the 2D 2PCF of the DUSTGRAIN-
pathfinder simulations at z = 1.6. Each quadrant refers to a differ-
ent set of models, as labelled in the plot. The iso-curves plotted
are ξ(s⊥, s‖ )= {0.3, 0.5, 1.0, 1.4, 2.2, 3.6, 7.2, 21.6}.
f (R) model with | fR0 | = 10−6, both with and without mas-
sive neutrinos, is quite similar to the ΛCDM one. On the
other hand, the | fR0 | = 10−4 model with massless neutrinos
predicts a lower signal on all scales.
As described in Section 4.1, the 2D 2PCF can be con-
veniently expressed in the Legendre multipole base. We fo-
cus here only on the first two even multipoles of the 2PCF,
that is the monopole, ξ0, and the quadrupole, ξ2. The sig-
nal in the other even multipoles of the redshift-space 2PCF
of CDM halo in the considered simulations is negligible,
while odd multipoles vanish by symmetry. Fig. 6 shows the
monopole and quadrupole of the redshift-space 2PCF of all
the halo catalogues considered in this work. As expected,
the {| fR0 | = 10−4,mν = 0.3eV} model is the one that differs
the most from ΛCDM. This is particularly evident in the
monopole. On the other hand, the quadrupole appears less
sensitive to the effect of the alternative cosmologies consid-
ered, both with and without massive neutrinos. The percent-
age differences with respect to the ΛCDM case are shown in
the lower panels. For the quadrupole they are always smaller
than 5%, whereas for the monopole they can reach up to
10%.
6 MODELLING THE DYNAMIC
REDSHIFT-SPACE DISTORTIONS
To quantify the effects of f (R) gravity and massive neutri-
nos on redshift-space clustering distortions, we perform a
statistical analysis aimed at extracting constraints on the
growth rate of matter perturbation from the monopole and
quadrupole of the redshift-space 2PCF of CDM haloes. Fol-
lowing Marulli et al. (2012b), we start analysing the ratio
between the redshift-space and real-space monopoles, which
depends directly on the linear distortion parameter, β:
ξ0(s)
ξ0(r)
= 1 +
2
3
β +
2
5
β . (15)
MNRAS 000, 1–16 (2019)
Clustering in MG with massive neutrinos 9
−40
0
40
80
120 z = 0.5ΛCDM
fR4
fR4 0.3eV
−10
0
10
0 10 20 30 40 50
−20
0
20
−40
0
40
80
120 z = 1.0
−10
0
10
0 10 20 30 40 50
−20
0
20
−40
0
40
80
120 z = 1.6
−10
0
10
0 10 20 30 40 50
−20
0
20
−40
0
40
80
120
s2
ξ(
s)
ΛCDM
fR5
fR5 0.15eV
fR5 0.1eV
−10
0
10
∆
ξ 0
[%
]
0 10 20 30 40 50
−20
0
20
∆
ξ 2
[%
]
−40
0
40
80
120
−10
0
10
0 10 20 30 40 50
−20
0
20
−40
0
40
80
120
−10
0
10
0 10 20 30 40 50
−20
0
20
−40
0
40
80
120 ΛCDM
fR6
fR6 0.06eV
fR6 0.1eV
−10
0
10
0 10 20 30 40 50
−20
0
20
−40
0
40
80
120
−10
0
10
0 10 20 30 40 50
s [Mpc/h]
−20
0
20
−40
0
40
80
120
−10
0
10
0 10 20 30 40 50
−20
0
20
Figure 6. The redshift-space monopole (upper curves) and quadrupole (lower curves) moments of the 2PCF of the DUSTGRAIN-
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The linear distortion parameter is defined as follows:
β ≡ f (Ωm)
b
' Ωm(z)
γ
b
, (16)
where f (Ωm) ≡ d ln D/d ln a is the linear growth rate, D is
the linear density growth factor, b is the linear CDM halo
bias and γ is the gravitational growth index, which depends
on the gravity theory. In GR, it can be demonstrated that
γ ∼ 0.545 (Wang & Steinhardt 1998; Linder 2005).
The results of this analysis are shown in Fig. 7, at three
different redshifts, for all the models considered. The hori-
zontal lines in each panel show the ΛCDM predictions com-
puted with the linear biases by Tinker et al. (2010), nor-
malised at the σ8 values of each model (Marulli et al. 2012b).
Thanks to the latter normalisation, all the considered mod-
els agree remarkably well with the ΛCDM predictions, par-
ticularly at scales beyond 10h−1 Mpc. These results show
that the effect of f (R) gravity models, with or without mas-
sive neutrinos, on the redshift-space monopole of the halo
2PCF is strongly degenerate with σ8, similarly to what was
previously found in real space (see Fig. 3). This result also
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Figure 7. Ratio between the redshift-space and real-space 2PCF monopoles at redshifts z = 0.5 (left column), z = 1 (central column),
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confirms what found by Marulli et al. (2012b) for cDE mod-
els with massless neutrinos. Similar conclusions have been
reached by Villaescusa-Navarro et al. (2018), who investi-
gated the redshift-space clustering in massive neutrino cos-
mologies.
Due to the σ8-degeneracy, the redshift-space 2PCF
monopole alone is not sufficient to discriminate among these
alternative cosmological frameworks. To break the degener-
acy, the full 2D clustering information has to be extracted.
As explained in Section 5, it is enough though to consider
only the first two even multipoles, that is the monopole and
the quadrupole (see Fig. 6).
To construct the likelihood, we consider the so-called
dispersion model (Peacock & Dodds 1994). Though it has
been shown that it can introduce systematics in the linear
growth rate measurements (see e.g. Bianchi et al. 2012; de
la Torre & Guzzo 2012; Marulli et al. 2017, and references
therein), the dispersion model is accurate enough for the
purposes of the present work, that consists in quantifying
the relative differences between f (R) models and ΛCDM.
In the following, we briefly summarise the main equa-
tions of the dispersion model (see e.g. de la Torre & Guzzo
2012, for more details). Assuming the plane-parallel approxi-
mation, the redshift-space power spectrum of matter density
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fluctuations, Pzs(k, µ), can be parametrised as follows:
Pzs(k, µ) =
(
1 +
f
b
µ2
)2
F(k, µ, Σs)b2P(k, µ) , (17)
where the first term on the right-hand side is the linear
Kaiser term, b is the linear bias and P(k, µ) is the matter
density power spectrum in real space. F(k, µ, Σs) is a damp-
ing function used to describe the FoG at small scales given
by:
F(k, µ, Σs) = 1(1 + k2µ2Σ2s )
, (18)
where the streaming scale Σs is a free model parameter
(Kaiser 1987; Hamilton 1992; Fisher & Nusser 1996). The
model 2PCF multipoles are obtained by Fourier transform-
ing the power spectrum multipoles, Pl(k), as follows:
Pl(k) =
2l + 1
2
∫ +1
−1
dµP(k, µ)Ll(µ) , (19)
ξl(s) =
il
2pi2
∫
dkk2Pl(k) jl(ks) , (20)
where jl are the lth-order spherical Bessel functions (for
more details see e.g. Pezzotta et al. 2017).
The dispersion model (Eqs. 17, 18) can be written
in terms of three free parameters, fσ8, bσ8 and ΣS , that
we constrain by minimising numerically the negative log-
likelihood:
−2 lnL =
N∑
i, j=1
[
ξDl (si) − ξMl (si)]Cl(si, sj )−1[ξDl (sj ) − ξMl (sj )
]
,
(21)
with N being the number of bins at which the multipole
moments are estimated, and the superscripts D and M re-
ferring to data and model, respectively. The covariance ma-
trix Cl(si, sj ) is computed from the data with the bootstrap
method:
Cl(si, sj ) =
1
NR − 1
NR∑
n=1
[
ξnl (si) − ξ¯l(si)][ξnl (sj ) − ξ¯l(sj )
]
, (22)
where the indices i and j run over the 2PCF bins, l =
0, 2 correspond to the multipole moments considered, ξ¯l =
1/NR ∑NRn=1 ξnl is the average multipole of the 2PCF, and
NR = 100 is the number of realisations obtained by resam-
pling the catalogues with the bootstrap method. To assess
the posterior distributions of the three model parameters, a
MCMC analysis is performed. The fitting analysis is limited
to the scale range 10 ≤ r [Mpc h−1] ≤ 50, assuming flat priors
in the ranges 0 ≤ fσ8 ≤ 2, 0 ≤ bσ8 ≤ 3 and 0 ≤ ΣS ≤ 2.
As an illustrative example, Fig. 8 shows the fσ8-bσ8
posterior constraints, marginalised over Σs, obtained from
the MCMC analysis of ξ0, ξ2 and ξ0 + ξ2 of a ΛCDM halo
mock sample at z = 0.5. As it is well known, a joint analysis
of the redshift-space monopole and quadrupole is required
to break the degeneracy between fσ8 and bσ8, as it is shown
in the Figure. We apply this analysis to all the DUSTGRAIN-
pathfinder mock catalogues. Fig. 9 shows the monopole and
quadrupole measurements compared to best-fit model pre-
dictions. The latter are obtained by assuming the dispersion
model, with ΛCDM power spectrum, normalised to the σ8
values of each DUSTGRAIN-pathfinder simulation. As in all
previous plots, this method simulates the statistical analysis
that would be performed if the real cosmological model of
the Universe was one of the f (R) assumed scenarios, with
or without massive neutrinos, while a ΛCDM model was in-
stead erroneously assumed to predict the DM clustering.
Fig. 10 shows the fσ8-bσ8 posterior contours, at 1 −
2σ, for all models and redshifts considered. This represents
our main result: the alternative MG models considered in
this work can be clearly discriminated at z & 1, also in the
presence of massive neutrinos whose masses are chosen to
introduce strong degeneracies in linear real-space statistics.
A final summary of all our fσ8, bσ8 and Σs cosmo-
logical constraints is presented in Fig. 11. At low redshifts,
the fσ8 posteriors of almost all the f (R) models consid-
ered appear statistically indistinguishable from ΛCDM (as
already evident in Fig. 10). Nevertheless, at higher redshifts
they are clearly no more degenerate. This is an interesting
result, given that the next-generation dark energy experi-
ments, such as the ESA Euclid mission (Laureijs et al. 2011),
will mainly probe the high redshift (z > 1) Universe. To in-
vestigate how our estimated uncertainties on ∆ fσ8 and ∆bσ8
depend on the survey volume, we repeated our analysis on
5 smaller sub-boxes, extracted from the original simulation
snapshots, with increasing sides, Lbox = 350, 450, 550 and 650
Mpc h−1. We found approximately linear relations between
the estimated uncertainties and the survey volume. Consid-
ering the volume of surveys like Euclid, we expect that the
uncertainties on both fσ8 and bσ8 will be about 10 times
smaller relative to the values estimated in the current anal-
ysis. However, there are many complications affecting the
analysis on real data, that might significantly increase the es-
timated uncertainties. Reliable forecasts should include both
statistical and systematic uncertainties possibly caused by
observational effects, such as e.g. redshift measurement er-
rors, photometric and spectrophotometric calibration, sky
brightness variations, geometric selections.
7 CONCLUSIONS
We investigated the clustering and redshift-space distortions
of CDM haloes in MG models, with and without massive
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Figure 9. The measured redshift-space 2PCF multipole moments for the ΛCDM (points with errorbars) model compared to the best-fit
posterior models, at three different redshifts (z = 0.5, 1 and 1.6, columns from left to right), for the different MG models (as labelled in
the plot).
neutrinos. The present work is a follow-up to the analyses
presented in Marulli et al. (2012b), who investigated the
halo clustering properties in cDE cosmological scenarios. In
particular, this paper extended the analysis to f (R) models,
investigating at the same time the effects of including mas-
sive neutrinos. Specific combinations of parameters in f (R)
gravity and neutrino masses are considered to investigate
possible cosmic degeneracies in the spatial properties of the
LSS of the Universe. The family of MG models analysed in
this work mimics the ΛCDM background expansion on large
scales, being also consistent with solar system constraints
(Hu & Sawicki 2007).
In this work we studied whether redshift-space distor-
tions in the 2PCF multipole moments can be effective in
breaking these cosmic degeneracies. The analysis has been
performed using mock halo catalogues at different redshifts
extracted from the DUSTGRAIN-pathfinder runs, a set of
N-body simulations of f (R) models with and without mas-
sive neutrinos (Giocoli et al. 2018; Peel et al. 2018b,a;
Merten et al. 2018). We considered intermediate scales,
below 50h−1 Mpc, focusing on the first two even multi-
pole moments of the 2PCF. We exploited a Bayesian sta-
tistical approach to assess posterior probability distribu-
tions for the three free parameters of the dispersion model
{ fσ8, bσ8, ΣS}. The main result that came out from this
analysis is that redshift-space distortions of 2PCF multi-
poles are effective probes to disentangle cosmic degeneracies,
though only at large enough redshifts (z & 1). In fact, the
linear growth rate constraints obtained from all the analysed
f (R) mock catalogues are statistically distinguishable from
ΛCDM predictions, at all redshifts but z = 0.5, as shown in
Fig. 10 and 11.
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