Abstract-Typical evolutionary algorithms (EAs) exploit the different space-search properties of variation operators such as crossover, mutation, and local optimization. There are also various operators in each element. This paper provides an extensive empirical study on the synergy among multiple crossover operators. We choose a number of different crossover operators in an EA and investigate whether or not their combinations outperform the sole usage of the best crossover operator. The traveling salesman problem and the graph bisection problem were chosen for experimentation. Strong synergy effects were observed in both problems.
I. INTRODUCTION
C ROSSOVER and mutation are the two major variation operators in an evolutionary algorithm (EA). Their individual properties have been investigated extensively [5] , [8] , [19] , [21] , [24] , [25] , [27] . Crossover operators generate new solutions by blending two solutions; mutation operators often maintain solution diversity in a population by slight perturbation of solutions and also help search broadly. Crossover and mutation may complement each other and produce a synergy due to their different space-traversal styles. Typically, only one type of crossover and one type of mutation are employed in any single experiment.
Julstrom [12] , [13] proposed a mechanism for adaptively assigning crossover and mutation probabilities during the execution of a steady-state genetic algorithm (GA). In this mechanism, an operator's probability is always proportional to the contribution that the operator has made recently. However, the mechanism did not show improvement over a counterpart GA with fixed operator probabilities. Tuson and Ross [26] also investigated a method to adjust operator probabilities during a GA run, according to the performance of the operators. They set initial probabilities of operators, where and . After every unit interval, they ranked the operators according to their performances and assigned new probabilities to the operators according to their ranks. Their adaptation mechanism was not superior to the performance of a GA with fixed pretuned operator probabilities. Recently, Ho et al. [9] reported that they could improve the performance of a GA by adapting the mutation and the crossover rates dynamically throughout Manuscript received August 28, 2000; revised February 16, 2001 . This work was supported in part by KOSEF's Statistical Research Center for Complex Systems at Seoul National University and in part by Brain Korea 21 Project. The RIACT at Seoul National University provided research facilities.
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the run of a GA. Murata and Ishibuchi [20] examined the performance of various crossover and mutation operators and that of various combinations of these operators. They tested seven crossover operators and five mutation operators for the flowshop scheduling problem. They showed that the combination of the best crossover and the best mutation did not give the best performance among all combinations. They also revealed that there exist both positive and negative combination effects of crossover and mutation operators.
On the other hand, various crossovers also differ in their traversal styles of solution space. Some studies have been conducted to examine the synergy produced by combining such different styles of traversal. Spears [23] tested an adaptive strategy with two different crossovers. Two-point crossover and uniform crossover were applied with varying rates, which favored the best performing crossover operator thus far. For -peak problems, the performance of a GA with these adaptive crossover rates was always intermediate between the two GAs with individual crossovers; a synergy effect was not observed. Our preliminary study [10] showed performance improvements by using multiple crossover operators within a GA implementation. It examined the synergy of multiple crossover operators using five-point crossover, cycle crossover [22] , and two-dimensional (2-D) geographic crossover [16] for the very large scale integration (VLSI) cell placement problem. We tested three adaptive strategies for mixing different crossovers: the first is similar to Spears' [23] , the second is the opposite of Spears' strategy (favoring the crossover that has less affected the population), and the third strategy tries to balance the occupancy rates of solutions generated by different crossovers in the population. The performance of the first strategy was consistent with that of Spears' adaptive crossover. Both the second and the third strategies performed better than any of the individual crossovers. To the best of our knowledge, this was the first result that showed the synergy of multiple crossovers. However, in the preliminary study, no synergy was observed for the traveling salesman problem (TSP).
There have been a number of other studies with adaptive multiple operators [1] , [6] . Eiben et al. [6] compared the performance of crossovers in an adaptive GA framework with competing subpopulations. They divided a population into a number of subpopulations and assigned crossovers to subpopulations so that each subpopulation uses a particular crossover. Subpopulations with successful crossovers grow and those with unsuccessful crossovers shrink. In their experiment, the adaptive GA was not able to outperform the standard GA using the best crossover alone. Aizawa et al. [1] designed a parallel GA with multiple operators. They executed a GA with a partially matched crossover, order crossover, cycle crossover, subinverse, subrotation, and mutation for TSP, and chose the three most effective operators. The results of a GA with these 1089-778X/02$17.00 ©2002 IEEE three operators were better than that of the original GA with all six operators. However, they did not examine whether or not multiple operators could outperform the best single operator.
Most studies have given preference to operators that performed well so far and were not able to improve the performance of GAs. In this paper, we perform an extensive experimental study to examine the synergy effects among different crossovers. The basis for judgment is simple: "Does a combination of multiple crossovers perform better than the best crossover among them?" Consider two crossovers and . Assume without loss of generality that crossover performs better than when used alone. If the mixing of and performs better than the sole usage of , we say that crossovers and have synergy. The rest of this paper is organized as follows. In Section II, we describe the strategies to determine the operator probabilities. In Section III, test problems, parameters of GAs, and experimental plots are described. In Section IV, we present the experimental results. Finally, we draw our conclusions in Section V.
II. STRATEGIES FOR DETERMINING OPERATOR PROBABILITIES
Given different crossover operators , let be the probability of applying . Then, we can denote a combination of different crossovers by (where ). In this paper, we study instances with or . We used four strategies to determine the operators' probabilities as described in the following.
Strategy 1 adaptively assigns an operator probability to each crossover according to the occupancy rate of the solutions generated by the crossover in the population. With a population of size , let the number of solutions that were generated by each TABLE II  TSP TEST RESULTS FOR THE INSTANCE ATT532 crossover be , respectively, . Then, the application rate of crossover operator becomes , . Strategy 1 is similar to the direction taken by most existing studies, favoring better-so-far operators (e.g., [23] ).
Strategy 2 is the opposite of Strategy 1, i.e., the operator probability is anticorrelated with the occupancy rate. We implemented it as follows. First, we sort in decreasing order the numbers of solutions that are generated by the crossover operators. Let be the sorted numbers of solutions. Then, operator probability is assigned to the crossover with the lowest occupancy rate, is assigned to the crossover with the second lowest occupancy rate, and so on. Strategy 2 favors the crossovers that have affected fewer members of the current population. By doing so, Strategy 2 prevents a certain crossover operator from dominating the population and intends more exploration.
Strategy 3 maintains the occupancy rate of each crossover as close as possible to . This can be implemented by simply choosing every time the crossover with the least occupancy rate. The motivation for Strategy 3 is identical to that of Strategy 2.
Strategy 4 maintains operator probabilities of all crossover operators with an expected rate regardless of the occupancy rates. This strategy determines a crossover at random every time a crossover is needed.
III. EXPERIMENTAL SETUP
In order to study the synergy of multiple crossover operators, we conducted tests with two problems: 1) the TSP and 2) the graph bisection problem. These two problems are representative NP-hard problems [7] and have been studied extensively. According to the INSPEC 1 database, approximately 1700 and TABLE III  TSP TEST RESULTS FOR THE INSTANCE GR666 700 related papers have been published on these topics, respectively, during the past five years. In this section, we first give a brief account of TSP and the graph bisection problem, then describe the GAs that we used here, and finally describe the experimental plots.
A. Traveling Salesman Problem
The TSP is the problem that, given cities and the distance between every pair of cities, seeks a minimum-length tour that visits every city exactly once. Formally, given a set of cities and distance for each pair , we want to find a permutation of the cities that minimizes the tour length (where denotes the th city in the sequence ). There are two different versions of the TSP: 1) symmetric TSP and 2) asymmetric TSP. In a symmetric TSP, is equal to , for all pairs . We only consider the symmetric TSP in this paper.
B. Graph Bisection Problem

Given a graph
, where is the set of vertices and is the set of edges, a graph bisection is a partitioning of the vertex set into two disjoint subsets of the same size. The goal of the graph bisection problem is to find a graph bisection that minimizes the number of edges whose endpoints are in different subsets. Formally, a bisection of the graph is such that , and . The cut size of a graph bisection is defined to be . The graph bisection problem aims to minimize the cut size.
C. Experimental Plots
For TSP, we chose four crossover operators (five-point crossover, cycle crossover [22] , natural crossover [14] , [15] , TABLE IV  TSP TEST RESULTS FOR THE INSTANCE DSJ1000 and uniform crossover [25] ) that are expected to afford significantly different search styles from one another. Multipoint crossover and uniform crossover are considerably different in terms of positional and distributional bias [2] . The cycle crossover operator performs recombination under the constraint that each city comes from one parent or the other. The natural crossover is a 2-D crossover that maximally uses the geographical information in problem instances. We used TSP instances in the TSPLIB95 2 benchmark suite. We chose four benchmark problems of sizes ranging from 532 to 1000 cities.
We first measured the performance of each crossover separately. We next combined two different crossovers out of the four and finally combined three different crossovers out of the four. By doing this, ten different combinations of crossovers are possible. We examined the performance of the four strategies described in Section II for all these combinations. 
D. Parameters of Genetic Algorithms
We used steady-state hybrid GAs with population size 50. The parameters used in the GA's are the following.
1) A proportional selection scheme where the best individual has four times greater chance of being selected than the worst. 2) A replacement scheme where: a) the more similar parent in Hamming distance to the offspring is replaced if the offspring is better; b) if not, the other parent is replaced if the offspring is better; and c) if not again, the worst in the population is replaced. 3) A stochastic random -change mutation, where the expected value of is 0.01 times the number of nodes (nodes mean cities for TSP and vertices for graph bisection problem). 4) Local optimization heuristics: Lin-Kernighan algorithm [18] for TSP and Bui and Moon's variation [4] of the Kernighan-Lin algorithm [17] for the graph bisection problem. 5) A stop condition in which the GA stops when 50% of the population is occupied by solutions with the same quality or when the best solution of the population has not been improved on over 2000 consecutive generations for TSP and a stop condition in which the GA stops when 60% of the population is occupied by solutions with the same quality for the graph bisection problem. For the genetic encoding of TSP solutions, we used two encodings according to the underlying crossovers: 1) locus-based "linear" encoding proposed in [3] for five-point crossover, cycle crossover, and uniform crossover and 2) the graphic image of a tour for natural crossover. The reason why we chose locusbased linear encoding is that we decided to include the five-point crossover in the study; if we had used an order-based encoding, the five-point crossover would be an unreasonable choice. When using this encoding scheme, the chromosome consists of an array of integers. The th element represents the city following city in the tour. For the graph bisection problem, locus-based encoding with binary strings was used without equivocation. In this encoding scheme, a chromosome corresponds to a bipartition of the graph . Each gene corresponds to a vertex in the graph. A gene has value zero if the vertex belongs to set ; otherwise, it has value one.
IV. EXPERIMENTAL RESULTS
A. Experimental Results for the Traveling Saleman Problem
Tables I-IV show the test results for TSP. The results are obtained from 100 runs for the instances rat575, att532, and gr666 and from 50 runs for dsj1000. The column "Instance" has the instance name and the optimal solution (in parentheses). The column "Strategy" lists the strategies described in Section II. The column "Combination" lists the combinations of underlying crossovers. The columns "Best," "Average," and " " show the best, average, and group standard deviation of 100 (50) trials, respectively. The bold-faced numbers in the column "Average" indicate the occurrences of synergy. The columns "Gen" and "Time" show the average generations of a GA run and the average central processing unit (CPU) seconds taken on a Pentium III 450-MHz personal computer.
In the experiment with rat575, the combinations (five-point, cycle) and (five-point, uniform) under Strategy 1 and the combination (five-point, natural, uniform) under Strategy 3 showed the best performance. If two strategies produce the same result, a reasonable tiebreaker is to give preference to the strategy consuming less running time. In this context, the combination (five-point, uniform) under Strategy 1 performed best. In the experiment with att532 and gr666, the combination (five-point, uniform) under Strategy 2 and Strategy 1 performed best, respectively. For the TSP, all combinations of crossovers showed some synergy and especially the five-point crossover showed more synergy with the other crossover operators (34 out of 40 cases). On the other hand, cycle crossover and uniform crossover showed the weakest synergy with others. Note also that synergy effects were usually accompanied by running time reductions with respect to the slower crossover in each combination. For example, with rat575, the combination (five-point, cycle) showed synergy with 47%-80% reduction in running time against cycle crossover; with att532, the combination showed visible synergy with 34%-78% reduction in running time. Fig. 1 shows the typical synergistic form of multiple crossover operators for TSP. The figure compares the performance and the running time of the individual runs of five-point crossover and uniform crossover and those of the combination of the two crossovers for gr666. In the figure, the left axis Table V tabulates the results of Tables I-IV with respect to the  strategies. Each element in the table is in the form , where is the number of synergy effect occurrences and is the number of cases in which the corresponding strategy performed best among the four strategies. Strategy 1 showed the strongest synergy and Strategy 4 was the runnerup. Strategy 2 and Strategy 3 also showed synergy for around 30% and 23% of the test cases, respectively. We depict in Fig. 2 the transition of occupancy rates of solutions generated by two different crossovers: 1) five-point crossover and 2) uniform crossover. The graph att532 was used as a typical example. Under Strategy 1, fivepoint crossover tends to dominate the population quickly and remains dominant thereafter. Table VI summarizes the results of  Tables I-IV with respect to the types of combinations. For cosmetic reasons, we denote five-point crossover, cycle crossover, natural crossover, and uniform crossover by 5, , , and , respectively. The combinations , and displayed more frequent occurrences of synergy than others. From a qualitative point of view, showed the best performance.
From the results, we can observe that the synergy effects depend strongly on the types of combinations, the strategies, and the instances. A notable phenomenon is that Strategy 1 showed the strongest synergy effect both in the number of occurrences and in the strength (quality). The same direction of adaptation did not show any synergy in previous studies [6] , [10] , [23] , [26] . We note also that Strategy 4, which simply chooses a crossover operator at random, produces synergy in over 35% of the test cases.
B. Experimental Results on Graph Bisection Problems
Tables VII-XII show the test results for the graph bisection problem. The result is from 1000 trials for each case. The organization of the tables is the same as that of the tables for the TSP. The combination of five-point crossover and 2-D geographic crossover showed synergy for all the graphs. On the other hand, the combination (five-point, uniform) did not show synergy except for two cases (G1000.20 under Strategy 2 and Strategy 3). This is quite the opposite of the results for TSP.
For the graphs G500.2.5, G1000.2.5, and G1000.20, the combination (2-D geographic, uniform) under Strategy 3 performed best among the others. The same combination of crossovers under Strategy 2 performed best for the graph G500.20. The combination (uniform, 2-D geographic) and the combination (five-point, 2-D geographic, uniform) showed synergy for four graphs out of six. We could often observe synergy for the graphs G500.2.5, G500.20, G1000.2.5, and G1000.20; however, for U500.05 and U1000.05, we could observe synergy in only one and two cases, respectively. Fig. 3 shows the transition of occupancy rates for graph G1000.20 when 2-D geographic crossover and uniform crossover are combined. The tendencies of the transition are similar to those of TSP. Fig. 4 shows the typical synergistic form of multiple crossover operators for the graph bisection problem. This figure compares the performance and running time of the individual runs of 2-D geographic crossover and uniform crossover and those of the combination of the two crossovers for G1000. 20 . In contrast to the case of TSP, the synergy was accompanied by a slight running time increase. Table XIII summarizes the results of Tables VII-XII with respect to the strategies. The meaning of each element is the same as in Table V . Here, Strategies 3 and 4 showed the most occurrences of synergy effects. With regard to the strength of synergy, Strategy 3 was clearly the winner. Table XIV summarizes the results of Tables VII-XII with respect to the types of combinations. We denote five-point crossover, 2-D geographic crossover, and uniform crossover by 5, , and , respectively. The combination showed the most frequent occurrences of synergy by a slight margin over the combinations and . However, with regard to the quality, the combination was clearly the winner. It performed best in all of the 24 cases without exception. If one had to decide on an official version for this case, the combination under Strategy 3 would be the definite choice.
C. Discussion
It was shown that for both problems, the results obtained with multiple crossover operators were better than the results with any single crossover operator. However, the combination types of crossover operators and the strategies that produce synergy were different depending upon the problems and the instances.
In the experiments with TSP, Strategy 1 performed best both in the numbers of occurrences and in the strength. As mentioned in the introduction, the same direction in mixing operators did not show any synergy in previous studies. These results are also different from those of our preliminary study [10] in which Strategy 2 and Strategy 3 showed stronger synergy than Strategy 1. In the experiments with the graph bisection problem, Strategy 3 showed the strongest synergy. These results are also different from those of [10] in which Strategy 2 outperformed Strategy 3. However, they are consistent with [10] in that it is more effective to favor operators that have so far contributed less. Another interesting contrast between the test results of TSP and those of the graph bisection problem is that the combination of five-point crossover and uniform crossover showed the strongest synergy for the former but showed little synergy for the latter.
This finding is thought to be largely due to the differing problems investigated: -peak problems in [23] , the VLSI cell placement problem in [10] , TSP, and the graph bisection problem in this paper. Different sets of parameters in the GAs might also affect the outcome, although it is not an issue that can be examined by a simple test.
V. CONCLUSION
This paper showed that the careful combination of multiple crossover operators can produce synergy. We performed extensive experiments with two combinatorial optimization problems. The total CPU time expended was over 37 million seconds ( 428 CPU days). We tested four strategies to exploit the synergy of multiple crossover operators. We observed synergy in both problems but the respective synergistic tendencies showed considerable differences. For the TSP, the strategy that prefers operators that have performed well so far produced stronger synergy. On the other hand, for the graph bisection problem, the strategies that give more probability to operators that have so far contributed less produced stronger synergy. It seems difficult for a certain strategy to be generally superior to other strategies. The analysis of mechanisms operating inside the synergy effects would appear to be an interesting research topic. In summary, combining multiple crossover operators did show synergy and relevant studies will be interesting research topics. 
