Abstract-We present a new transform for EEG signals whose basis functions are well suited to represent the large-scale dynamics associated with event related potentials. The method involves instantiating an approximate model of the electrical properties of the brain as a conductor medium and then studying the free vibrational modes of the model. These form a set of basis functions, which we call eigenbrains, that can be used to meaningfully re-represent the brain's electrical activity. Eigenbrains are compared to principal component analysis and independent component analysis to highlight differences and similarities.
I. INTRODUCTION
Various linear transformations and basis changes on EEG signals have been proposed in the literature to combine different channels and to extract meaningful components. The most widespread ones are Principal Component Analysis (PCA) and Independent Component Analysis (ICA).
PCA has been used as a tool for the analysis of EEG and Event Related Potentials (ERPs) since the mid sixties [1] - [3] . PCA is based on the idea that the data are a linear combination of "principal components" which need to be identified. PCA components are orthogonal and they maximally account for the variance present in the data. Because of this, it is often possible to accurately represent the original data with a small set of components. Spatial PCA is used in ERP analysis to find components that represent the covariance in the measurements taken at different electrodes, typically measured over multiple epochs. These components are obtained by extracting the eigenvalues and eigenvectors of the covariance matrix.
More recently ICA [4] has seen considerable popularity in EEG and ERP analysis [5] - [7] . If a set of signals is the result of linearly superimposing statistically independent sources, ICA can decompose the signals into their primitive sources or "independent components". When ICA is applied to the signals recorded at different electrodes on the scalp, it can separate important sources of EEG and ERP variability. This can then be exploited, for example, for removing artifacts.
Both PCA and ICA rely on some assumptions. PCA is linear (it assumes that channels do not interact), it assumes that the major sources of variance (the principal components) are orthogonal, and it implicitly assumes that only the amplitudes of brain activity varies, not its spatial position. ICA, too, assumes the linearity of the brain as a conduction medium. Furthermore it assumes the statistical independence of the sources of electrical activity, the fixed position of such sources, the absence of conduction delays in the brain, and the non-Gaussianity of the statistical distributions of the sources.
In this paper we introduce a new representation for EEG signals based on a set of functions, which we call eigenbrains, that are particularly suitable to represent the largescale dynamics associated with ERPs. The method has some similarity with PCA in that eigenbrains are the eigenvectors of a matrix, they are orthogonal and we assume linearity. However, unlike for PCA, we formulate an approximate model of the brain as a collection of coupled harmonic oscillators, and the matrix is its representation. The eigenbrains represent the free vibrational modes of the model. The paper is organised as follows. In Section II we present the eigenbrains technique. We apply it to experimental data and compare it with PCA and ICA in Section III. We draw some conclusions in Section IV.
II. EIGENBRAINS
PCA assesses how two variables are related via their covariance. However, covariance is not the only way to represent interactions. In EEG, variables represent the voltage measured at different electrodes. So, it would make sense to assess the degree of interaction between variables in terms of similarity or dissimilarity between voltages. This is, rather obviously, naturally represented by voltage differences. When the magnitude of the difference between the voltages measured at two electrodes is consistently small, we can infer that the portion of the brain being traversed by currents flowing from one electrode to the other has very high conductance. 1 Conversely, when the magnitude of the difference in voltage between a pair of electrodes is consistently large, we can infer that there is a low conductance between them.
In the eigenbrains technique, we assess the strength of the interaction between variables in exactly these terms (with a minor correction to avoid divisions by zero). More precisely, let s i (t) be the time-varying signal at channel i and s ij (t) = s i (t) − s j (t). Also, let W = (w ij ) be the matrix of pairwise interaction strengths associated with the model. We set
1 Note that this is a model of behaviour, i.e., we do not try to distinguish between conductance due to the physical proximity between the electrodes and conductance due to long distance connections between brain regions. where f (s ij ) is the mean absolute value or the root mean squared value of s ij , although, for space limitations, in this paper we will only report results for the former, i.e.,
We can interpret this with either a mechanical or an electrical analogy. Embracing the former, we can imagine the EEG electrodes as masses organised in a mesh. Each mass can slide up or down along the vertical direction (i.e., orthogonally to the mesh) and is connected to other masses (electrodes) by springs as illustrated in Fig. 1(a) . The matrix W represents the stiffness of the springs. Using an electrical analogy, instead, we can imagine that the EEG electrodes are the nodes in an LC electrical circuit such as the one shown in Fig. 1(b) . The nodes are connected to ground via a capacitor and an inductor and between them via capacitors.
With either analogy, the eigenbrains, i.e., the eigenvectors of the matrix W , are the free vibrational models of the corresponding model of the brain.
III. EXPERIMENTATION
We applied our approach to data collected in an experiment related to the development of a brain-computer interface. In this section we describe the experiment and our results.
A. Participants
We used data from 3 participants: A aged 28 (male), B aged 25 (male) and C aged 21 (female). Participants were right handed and with normal or corrected to normal vision. 
B. Procedure and Apparatus
Eight grey circles and a fixation cross are shown on an LCD screen. At 200 ms intervals, one of the circles is flashed, as shown in Fig. 2 . The flash lasts for 100 ms. Circles are randomly flashed. However, after flashing, a circle is not allowed to flash again until all other circles have flashed. We term this a cycle. To limit the risks of perceptual errors (such as repetition blindness) occurring, the last circle to flash in a cycle is not allowed to be the first in the following cycle.
Participants were comfortably seated on an armchair with their eyes at approximately 80 cm from the screen. Data were collected from 64 electrode sites using a BioSemi ActiveTwo EEG system. The EEG channels were referenced to the mean of the electrodes placed on either earlobe. The data were initially sampled at 2048 Hz and then sub-sampled at 256 Hz.
Participants were instructed to focus their attention on a particular circle on the screen. To facilitate this, they were asked to count how many times that particular circle flashed during a sequence of stimulus presentations (a block). Each run of our experiments involved 8 blocks, one for each of the eight possible target circles. Each block contained between 20 and 24 cycles. Each participant performed two runs, i.e., a total of approximately 2,800 stimulus flashes. Fig. 3(a) shows the six eigenbrains (i.e., the eigenvectors of W ) corresponding to the largest (in magnitude) eigenvalues of the simplified brain model obtained using Eqs. (1) and (2) . Let us briefly analyse them. E0 represents a patterns of activation where the anterior pole frontal region and the centro-parietal regions are both active, but one is positive while the other is negative. E1 represents the same counteractivation pattern but for the frontal electrodes and the parieto-occipital region. E2 represents the activation of the central region. E3 represents counter-lateralised activation. E4 and E5 represent second order vibrational modes where multiple areas are jointly active or inactive at the same time.
C. Results
We can project the EEG channels along some of the eigenbrains (via scalar product) to see which vibrational modes are active at different times in the ERP produced by a stimulus. In Fig. 3(b) we show the mean of the projections of our epochs along E0-E3 for target (target0-target3) and non-target stimuli (ntarget0-ntarget3). Note that we see significant differences in the projections for targets and non-targets corresponding to the N1, N2 and P3 ERP components. In particular, E2 appears to be a P3 detector, which was expected given its on-centre off-surround shape.
For comparison we also ran ICA (using JadeR) on the same data set. Fig. 4(a) shows the 6 most important independent components found by ICA. These appear to be much less symmetric and large-scale than the eigenbrains. Also, they are much harder to explain in terms of their associated brain activity than the eigenbrains. As shown in Fig. 4(b) , there is a good separation between the projections for targets and non-targets in some time windows. However, projections represent multiple potentials more often than the eigenbrains (e.g., I2 picks up N1, N2, P3 and a late action-planning potential).
For further comparison, we have also applied PCA to the same data. In Fig. 5(a) we show the six most representative eigenvectors produced via PCA and in Fig. 5(b) we show the projection of the EEG channels along the first four of these vectors. As one can see, while a couple of the components are reasonably symmetric and similar to our eigenbrains, the other components seem to be focused on specific electrodes and look more similar to those of ICA. The projections in While the visual inspection of components and their use to re-represent EEG are useful and suggest that eigenbrains are meaningful, we also want to see whether the use of eigenbrains can aid the automated single-trial classification of ERPs.
To study this aspect we used the EEG projections produced by the 6 most important eigenbrains, PCA components, and ICA components, respectively, and sampled them at 7 time steps: 100ms, 200ms, ..., 700ms (at each time step we averaged a window of 150ms of signal). This produced a vector of 42 features for each epoch in our data set. We then used these data with the corresponding labels (target or nontarget) to train a Fisher's linear discriminant classifier. We used 5-fold cross-validation recording the classification error obtained with each fold. The mean and standard deviation of these errors for different EEG representations are reported in Tab. I. As one can see, eigenbrains compare well with both ICA and PCA.
To verify the statistical significance of these results we computed the p values for the one-sided, two-sample Kolmorogov-Smirnov test. As shown in Tab almost statistically superior to PCA as well.
IV. CONCLUSION
We have proposed a new representation for EEG signals which is based on the an approximate model of the brain as a collection of coupled harmonic oscillators. The parameters of the model are stored in a matrix. Its entries represent the strength of the interactions between oscillators. These can be interpreted mechanically as spring stiffnesses or electrically as conductances. The eigenvectors of the matrix-the eigenbrains-are the free vibrational modes of the system.
As we have experimentally illustrated, the low-frequency eigenbrains are particularly suited to represent the large- scale dynamics associated with ERPs. Specifically, they seem to capture, perhaps better than ICA and PCA, spatial and temporal activation patters typically used by human experts to describe and characterise ERPs. We have also shown that the application of eigenbrains to the automated single-trial classification of ERPs has significant promise. Naturally, since the sources of brain activity are not known in our experiments, we cannot claim that Eigenbrains are generally more accurate representations of such sources of brain activity than ICA and PCA. In the future, we hope to be able to establish this more firmly by either using data sets in which the putative brain sources are known in advance (e.g., those generated by the stimulation of the primary sensory cerebral areas) or using simulations in which the characteristics of the sources are known in advance. Also, in future research we want to extend the eigenbrains technique and to deploy it in both brain-computer interfaces and in psycho-physiological studies.
