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Most existing slit spectrometers disperse light into spatially separated spectral components 
and then record this spectral information on a photodetector (PD), normally in the form of an 
array. We propose an alternative system and method that allow for a small and reversible 
spatial overlap or multiplexing of image spectral components on individual pixels of a PD 
array. The spectral components are subsequently de-multiplexed by digitally processing 2-D 
data from the PD array.  Our reversible spectral multiplexing method involves introduction of 
an intentional image pixel spread and of a small dispersive shift of the spectral components of 
each image pixel by a weak dispersive element (weakly diffracting diffraction grating or 
prism). Relations between image feature size, full spectral range and number of spectral bands 
are discussed. Results of computer simulations show that our method enables a regular digital 
imaging system based on an imager "chip" (e.g. CCD or CMOS type) and equipped with a 
light dispersing element to serve as an imaging spectrometer and to perform spectral imaging.    
OCIS codes: 300.6190  Spectrometers, 110.0110  Imaging systems, 260.2030  Dispersion, 
170.3880  Medical and biological imaging.   2 
1. Introduction 
Spectral (including hyperspectral) imaging provides a 2-D image of a polychromatic 
object in several parts of the spectrum. There are many known and potential uses of such 
imaging. Exemplarily, spectral images of chemical or biochemical objects
1,2 can enable "optical 
biopsy" based on label-free or tagless optical detection of diseased, infected, inflamed or 
otherwise "abnormal" tissue. Real-time spectral imaging can be especially important for in-vivo 
applications, in terms of enabling instant detection of tumors, visualization of tumors during 
operations and as a key enabler to closed loop invasive medical procedures. 
A straightforward way to perform spectral imaging includes the use of a set of narrow 
band-pass filters
2 at the entrance of an imaging system. The spectral filters may constitute a 
removable set affecting the entire aperture of the imaging camera lens. However, filter changing 
may be problematic, particularly in miniature or real-time spectral imagers. Alternatively, 
spectral filtering may be provided by arrays of micro-spectral filters matching the PD pixel scale, 
as done in RGB cameras. However, creation of narrow band-pass filters typically involves 
multiple layer coatings, which are extremely difficult if not impossible to form on micro-sized 
pixels. 
Fig. 1 shows a simplified optical scheme for a classical slit spectrometer. A slit S  is 
illuminated by a polychromatic light source. A lens L images the slit on a PD array D. A 
dispersive optical element (diffraction grating or prism) G  spatially separates wavelengths 
(creating a "rainbow") so that they appear on different pixels of D. The different wavelengths in 
the rainbow do not overlap. The spectral distribution of light power is therefore converted into a 
spatial intensity distribution, whereby the intensities of different wavelengths are completely 
separated in space (not overlapping). In classical spectral analysis, every single pixel of a PD 
array receives light power of a single wavelength or of a narrow wavelength band.  
One may view spectral imaging as a type of spectral analysis at the pixel level.  Spectral 
analysis is usually performed by spectrometer devices using a strong chromatic dispersive optical 
element (diffraction grating or prism)
3. A spectral imaging arrangement may obviously be 
obtained by equipping an imaging camera with a dispersive optical element.  This works   3 
perfectly for an isolated single pixel or for a single column of pixels in a 2-D image, but not for a 
complete 2-D image. The problem with application of spectral analysis to complete 2-D images 
is in the obvious overlap between spectral "rainbows" from different image pixels.  
There are known extensions of classical spectral analysis that are applied to the 
separation of a single column of a 2-D image at a time, implemented by a scanning arrangement 
or by a column-masking spatial light modulator
4.  There are also several methods that permit 
multiplexing of spectral and spatial information
5-8. For example, Hadamard transform 
spectroscopy uses multiplexing for improving signal-to-noise ratio. Rotating prism chromo-
tomography
6 and non-scanning tomographic spectral imaging
7,8 make use of the central slice 
theorem for several spectral-spatial projections of a spectral cube. Note however that 
tomographic spectral imaging algorithms do not have a clear physical sense and require 
complicated processing of large volumes of spectral and spatial data. 
In this paper, we propose a new method for performing spectral imaging using a PD array 
or imager chip (such as CCD or CMOS imager chips). A characteristic feature of the method 
involves spectral multiplexing and de-multiplexing on a detector pixel scale, wherein the 
multiplexed spectra at each such pixel originates from different points of an imaged object. Our 
method allows a pre-determined small overlap (multiplexing) between spectral components of 
different image pixels in a 2-D image related to different points of the object, and introduces a 
spectral restoration (de-multiplexing) algorithm for the subsequent digital restoration of the 
image at each wavelength band of the spectrum. The restoration (de-multiplexing) is a result of a 
"compromise" between spatial and spectral resolutions of the image. The method is somewhat 
analogous to techniques used in counterfeit prevention and digital holography, in the sense that 
there is encoding and decoding of images. However, in contrast with those applications, the 
coding/encoding here is spectral.  
2. Model of a spectral imaging with multiplexing 
  Our spectral imaging procedure starts with an extended object O, which contains light 
with several radiation wavelengths at every object point. Accordingly, every point (pixel) of an 
image of object O contains spectral components, which need to be extracted for the purpose of 
spectral imaging. The problem is that it is impossible to measure the spectral components of the 
entire image directly with one PD array, because any PD integrates intensity, without any   4 
distinction with respect to wavelengths. To distinguish between spectral components of the 
image, we propose to use a weakly dispersive optical element in an optical arrangement of 
spectral imaging as shown in Fig 2.   
  The scheme in Fig. 2 combines an imaging function with a wavelength dispersion 
function and includes a camera lens L, a PD arrayD and a dispersive optical element  G . The 
camera lens images extended object O to the sensitive plane of the PD. The dispersive optical 
element introduces a weak, lateral, dispersive wavelength-dependent shift. In this arrangement, 
dispersive optical elementG  decomposes the spectral components of the object at every image 
point and shifts them to different neighboring points on the image plane. This provides a 
"spectral and spatial multiplexing" on the sensitive surface of the PD array i.e. a pre-determined 
small overlap of spectral components originating from different points of the image on each PD 
pixel.  
We now proceed to build a model of the overlap of the spectral components at each PD 
pixel in order to allow the restoration of the original spectral composition of the image pixels. 
Assume that the wavelength range extends from a wavelength  min λ  to a wavelength max λ  and that 
it contains several (S ) bands of the spectrum.  Object O is continuous and described, for each 
wavelength  λ  of spatially incoherent illumination, by an intensity function  () , oo I λ x  of 2-D 
Cartesian object coordinates  () , o oo x y = x . The scale of  o x  corresponds to the geometrical 
dimensions of the object. The imaging system transfers the 2-D object to an image with 2-D 
Cartesian image coordinates  () , x y = x , in accordance with a geometrical magnification 
coefficient V , which represents the ratio of the image dimensions over the object dimensions. 
Image coordinates  x are related to object coordinates  o x and to V  as  
  o V = xx  .  (1) 
A common practice in an imaging system is to introduce, for each wavelength, an "ideal 
image"  () ˆ , I λ x , which is a function of 2-D Cartesian coordinates that follows exactly the 
object’s intensity function  () , oo I λ x  but in the new 2-D Cartesian image coordinates  () , x y = x , 
in accordance with equation:   5 
  () ˆ , , o II
V
λλ ⎛⎞ = ⎜⎟
⎝⎠
x
x   .  (2) 
The function  () ˆ , I λ x  contains both spatial and spectral components of ideal image intensity and 
therefore we may refer to it as the ideal image or as "spectral components" of the ideal image. 
We assume that the camera lens has an incoherent point spread function (PSF)  () , h λ x . The 
actual image  () , I λ x  is a convolution of the ideal image  () ˆ , I λ x  with  () , h λ x :  
  () ( ) ( )
2 ˆ ,, , I hI d λλ λ ′′′ =− ∫ xx x x x  .  (3) 
A feature size, i.e. the smallest detail of an actual image  () , I x λ  is denoted now asΔ . 
The dispersive optical element has a spectral response  () η λ  and introduces a dispersive 
lateral shift  () () () () , xy dd λλ λ = d  on a wavelength λ  relative to a reference wavelength  0 λ  
for which  () 0 0 λ = d . In particular, we may choose 0m i n λλ = ,  0m a x λλ =  or  () 0m i n m a x 2 λλλ =+ . 
Within the complete wavelength range  λ Δ , a complete lateral dispersive shift  d Δ  is calculated 
as: 
  () () max min d λλ Δ= − dd . (4) 
The PSF of a spectral imaging system having a camera lens and a dispersive optical element is 
just a shifted and weighted version of  () , h λ x : 
  ( ) () () () , , d hh λη λ λ λ =⋅ − xx d . (5) 
Accordingly, a "spectrally multiplexed" image created with the dispersive optical element will 
feature a multiplexing between spectral components of different image points:   
  ()( ) ( ) () , , JI λη λ λ λ =⋅ − xx d   .  (6) 
We now have to consider a sampling of our equations, both for the convenience of 
numerical calculations and for accounting for the pixelated nature of the PD array. Fig. 3 shows   6 
the pixelated structure of a 2-D image on a PD array with pixel pitches of  xy δδ × ,  in the 
respective  x and  y  orthogonal directions.  An image that would be formed if a dispersive 
optical element is not installed contains a limited number of rows R  and columns C  numbered 
by two indices   0,..., 1 lR =−  and  0,..., 1 mC =− .  The PD array needs an extra number of 
pixels, depicted by dashed lines, for acquiring the lateral dispersive shift created by the 
dispersive optical element in the last (right) columns.  
Sampled 2-D images  () ˆ , I λ x  and  () , I λ x  are described by 3-D arrays 
()
,
j
l m I  and 
()
, ˆ j
l m I  
where indices  , lm correspond to the 2-D Cartesian image coordinates  , yx and index  j  
corresponds to the wavelength λ , with ranges of  0,..., 1 l R =− ,  0,..., 1 mC =−  and   
0,..., 1 jS =− . The 3-D array 
()
,
j
l m I  is interpreted in the literature
1 as a 3-D spectral cube of the 
image. Array
()
,
j
l m I  contains both spatial and spectral components of actual image intensity and 
therefore we may see it as the actual image or as spectral components of the actual image. 
For pixelation of the dispersive shift, we define an effective pitch δ  as a projection of a 
cell with dimensions  xy δδ ×   on the direction of dispersive shift  () λ d . The spectral range 
max min λλ λ Δ= −  extending from  min λ up to  max λ  is then naturally divided into S  equal spectral 
bands with a width of  S δλ λ =Δ  corresponding to δ . In the particular case when the dispersive 
element is a blazed diffraction grating with period Λ  and 1
st order diffraction efficiency  () η λ , 
() λ d is defined by: 
  () ()
0
00 tan ff
λλ
λθ λ
−
=≅
Λ
dd d , (7) 
f  is the effective distance from the diffraction grating to the sensitive plane of the PD,  0 d  is a 
grating vector perpendicular to the grating grooves in the plane of the grating substrate and the 
diffraction angle  () θλ is described by a 1
st order grating equation: 
  () sin
λ
θλ=
Λ
, (8) 
 Eq. (7) may be rewritten in a pixelated form as:    7 
  () ()
() ()
00 ,
jj
xy d jj d jj αβ =⋅ − =⋅ − ⎢⎥ ⎢⎥ ⎣⎦ ⎣⎦  ,  (9) 
where  ⋅ ⎢⎥ ⎣⎦  denotes the floor function,  , αβ are coefficients and index  0 j  corresponds to 
wavelength  0 λ .  After sampling, Eq. (3) and Eq.(6) yield: 
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  ( )( )
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, ,
jj
yx
jj j
lm ld md JI η
−− =    (11) 
where 
() j η , 
() () ,
jj
x y d d  and 
()
,
j
l m h  are the pixelated versions of  () η λ ,  () x d λ ,  () y d λ ,   () , h λ x , 
with the pixel pitch of δλ in wavelength, and of  y δ , x δ  in coordinates. Shifted pixels that fall 
out of range for indices are assumed to be zeros.  
An important feature of our method relates to the match required between the actual 
image and the dispersive shift. In particular, the complete lateral dispersive shift  d Δ  needs to be 
equal to the image feature size Δ , i.e.  d Δ= Δ . Accordingly, the number of PD pixels  within a 
feature size Δ  should match the number of wavelength ranges S  that might be resolved in the 
spectral imaging arrangement. The required match can be implemented in two different ways: 
either as a rough feature object or, alternatively, as a blurred camera.  
 
A.  Rough feature object. This relates to an object having an image with a rough feature 
size  d Δ=Δ , even though the camera lens provides an image which is essentially 
identical to the ideal image, 
() ()
,, ˆ jj
l ml m I I =  . Such an object may be created in a computer 
by setting some groups of pixels to be identical, therefore constituting "macro-pixels".  
B.  Blurred camera. This relates to a blur introduced by either a small defocusing or a 
programmed aberration, resulting in a PSF 
()
,
j
lm hΔΔ with roughly a width  d Δ=Δ . Then, 
even an object with a fine feature size gives an image 
()
,
j
l m I  with a rough feature size 
Δ ,  related to the ideal image 
()
, ˆ j
l m I  by convolution Eq.(10).   8 
In either case, a PD array integrates the intensity of all the wavelengths incident at each 
PD pixel, in accordance with the PD's spectral sensitivity 
() j p , as 
 
()
1
det ( )
,,
0
S
j j
l ml m
j
J pJ
−
=
=∑  (12)   
where 
()
,
j
l m J  is defined by dispersive shift Eq. (11). Combining Eqs. (11) and (12) yields a 
pixelated model for the spectral overlap (multiplexing): 
 
()
( )( )
1
det ( )
, ,
0
jj
yx
S
j j
lm ld md
j
Jg I
−
−−
=
=∑ , (13)   
where  
 
() () () jj j gp η =  (14) 
is the combined spectral curve of the dispersive element and the PD. 
It is important to note that in the case of regular imaging ( () 0 λ = d ), all the spectral 
information 
()
,
j
l m I  is lost in 
det
, l m J . In the alternative case, with a dispersive optical element included 
in the imaging system, the spectral data 
()
,
j
l m I  is not lost, even though it is overlapping 
(multiplexed) between the PD pixels and on each PD pixel as 
det
, l m J . The detected intensity 
det
, l m J  
may be digitally processed in order to restore the spectral information at each pixel 
()
,
j
l m I .  
3. Row-wise spectral imaging 
 
  In order to proceed with the model of pixelated spectral multiplexing and de-multiplexing 
in more detail, we consider a "row-wise" object having a rough feature size  x Δ=Δ  in the row 
direction, and any feature size (rough or not) in the column direction. Based on dispersion Eq. 
(7), a spectral band width δλ is matched to the PD row pixel pitch  x δ  as: 
  xf
δλ
δ =
Λ
  .  (15)   9 
A dispersive element for row-wise arrangement acts in the direction of the x-axis, i.e. 
() () ()
0 ,0
jj j
xy dd j j d == − =   and  
 
()
0
1
det ( )
,,
0
S
j j
l ml m j j
j
Jg I
−
−+
=
=∑ . (16)   
Fig. 4  illustrates stages of a spectral overlap (multiplexing) and de-multiplexing procedure for a 
row-wise rough feature  x Δ object containing light with several wavelengths in each image pixel. 
In the procedure, dispersive optical element G  spatially separates the wavelengths of each image 
pixel and induces an overlap between them. PD array D summarizes the intensity of all 
wavelengths. Finally, digital processing de-multiplexes the spectral data. In this case, row pixel 
pitch  x δ  corresponds to a spectral band  S δλ λ =Δ , while a row-wise "macro-pixel" with 
dimension  x S x δ Δ= ⋅  contains S  pixels with identical intensity and corresponds to a spectral 
range  S λδ λ Δ=⋅ . Therefore, each row of the image is divided into K C S =  macro-pixels, 
which are disjoint blocks of S  adjacent pixels. A mathematical definition of identical pixels in 
the macro-pixel can then be written as:  
 
() ()
,,
jj
l kS p lk I ⋅+ ≡Γ ￿ ,   0,..., 1, 0,..., 1 kK pS =− =− ￿  ,  (17) 
where an array 
()
,
j
lp Γ  with reduced dimensions  0,..., 1, 0,..., 1 k Kp S =− =−  describes spectral 
intensity in macro-pixels. Obviously the value of  0,..., 1, 0,..., 1 k Kp S =− =−  is related with 
()
,
j
l k S I ⋅  by equation 
() ()
,,
jj
l pl k S I ⋅ Γ= .  Note that the number of spatial pixels in a row is reduced S  
times, from C  in 
()
,
j
l k S I ⋅  to K  in 
()
,
j
lp Γ . This reduction may be treated as a compromise between the 
numbers of restored spectral and spatial pixels, so that the total number of pixels in row 
C K S =⋅  remains the same. 
  Equation (16) combined with restriction 0 p j S ≤−< ￿  and  0 j =0  yields  
 
() ()
1
det ( ) ( )
,, ( 1 ) ,
10
p S
jj jj
l kS p l k S S p j lkS p j
jp j
Jg I g I
−
⋅+ −⋅++− ⋅+−
=+ =
=+ ∑∑
￿
￿￿ ￿
￿
, (18) 
Upon applying Eq. (17), Eq. (18) converts to   10
 
() ()
1
det ( ) ( )
,, 1 ,
10
p S
jj jj
l kS p lk lk
jp j
Jgg
−
⋅+ −
=+ =
=Γ + Γ ∑∑
￿
￿
￿
  .  (19) 
Equation (19) defines the overlap between adjacent image pixels created for the optical encoding 
of the spectral information in such a form that may be sensed by the PD array for further 
restoration (de-multiplexing) of the spectral information.  
Now, for each row with number  0,..., 1 l R =−  we introduce a vector of intensity on the 
PD, as 
  { } ()
det det det det det
,, 0 , 1 , 1 , ,..., ,
T
ll m l l l C S JJ J J +− == J  (20) 
where  0,..., 1 m CS =+ −  and the symbol  ()
T
⋅  denotes the operation of transposing a row vector 
to a column vector. Note that 
det
l J  has an extended length CS +  due to the spectral shift of  1 S −  
pixels introduced by the dispersive element. One of the S  additional pixels is zero and kept for 
the consistency of matrix calculations, as marked by the dashed lines in Fig 3. We also introduce 
a macro-pixel intensity vector  
  { } ()
( ) (0) (1) ( 1) (0) (1) ( 1) (0) (1) ( 1)
,, 0 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , ,..., , , ,..., ,..., , ,..., ,
T jSS S
ll k l l l l l l l K l K l K
−− −
−− − =Γ =Γ Γ Γ Γ Γ Γ Γ Γ Γ Γ  (21) 
where  0,..., 1 kK =−  and  0,..., 1 jS =− . The vector  l Γ  is organized in a way that the spectral 
components of each macro-pixel are located next to each other according to their spectral 
ordering to form the macro-pixel, and the macro-pixels are bundled next to each other according 
to the order in the non-dispersed  image. Note that the dimensions   () 1 C SK S += +⋅ of the two 
vectors 
det
l J  and  l Γ  are the same for each   0,..., 1 lR =− . Eq. (19) can then be conveniently 
rewritten in matrix form, as: 
 
det
ll =⋅ JM Γ  (22) 
with a band diagonal matrix M of size  () C S + by () C S +  which is built according to Eq. (19) 
and    11
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…
 (23) 
We assume that an inverse matrix 
1 − M  exists and can be calculated by a numerically stable 
algorithm. This is true at least for the special case in which the spectral multiplexing weights 
() j g  are equal. To illustrate our construction, assume C =9, S =3 and K  is 3 pixels. The matrix 
M becomes tri-diagonal , with dimensions () C S + =12, as 
 
 
100
1100
11100
011100
0011100
0011100
0011100
0011100
0001110
0 011100
0 01110
0 0111
⎛⎞
⎜⎟
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⎜⎟
⎜⎟
⎜⎟
⎜⎟
⎜⎟ = ⎜⎟
⎜⎟
⎜⎟
⎜⎟
⎜⎟
⎜⎟
⎜⎟
⎜⎟ ⎜⎟
⎝⎠
M  (24) 
and is obviously invertible, with an inverse matrix   12
 
1
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01 1 0 0
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1 10 1 100
0 1 10 1 100
10 1 10 1 100
11 0 11 0 11 0 0
01 1 01 1 01 1 0
1 01 1 01 1 01 1 0 0
1 10 1 10 1 10 1 1 0
0 11 0 11 0 11 0 1 1
−
⎛⎞
⎜⎟ − ⎜⎟
⎜⎟ −
⎜⎟ − ⎜⎟
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⎜⎟
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⎜⎟ −−−
⎜⎟
−−− ⎜⎟
⎜⎟ −−−− ⎜⎟ ⎜⎟ −−−− ⎝⎠
M  (25) 
  Matrices of larger dimensions need to be calculated numerically. For an invertible matrix 
M, we can find: 
 
1d e t
ll
− =⋅ Γ MJ (26) 
After multiplication, we obtain a vector  l Γ  with () C S +  components. The last S  components 
have to be omitted to conform to the original row dimension C  and accordingly, the matrix 
dimensions are RC × .  Those last S  components are expected to be zero, as they are added only 
mathematically. An appropriate re-ordering of pixels 
()
,
j
lk Γ  finalizes the row-wise algorithm of 
finding the spectral solution from the spectrally multiplexed measured data.  
4. Combined row-wise and column-wise spectral imaging 
 
  Direct application of our algorithm to 2-D images 
()
,
j
lm I  may result in anisotropic 
featuresize which is larger in direction of rows compared with that in direction columns. 
Specifically, de-multiplexed "row-wise" image 
()
,
j
lk Γ  contains RK ×  pixels,  S  times less than 
the original number of pixelsRC × .  The row-wise model maintains only S  of every SS ×  
pixels and therefore incurs a relative loss of 
1 S
S
−
 of the original image pixels. An interpolation   13
()
,
j
lk Γ  in the row direction by simply repeating each column S  times results in a row interpolated 
image
()
,
j
l m H :  
 
() ()
,,
jj
l kS p lk H ⋅+ =Γ ￿ ,   0,..., 1 pS =− ￿ ,         0,..., 1, 0,..., 1, lR kK =− =−  (27) 
but does not improve the image quality due to the large feature size. An image of better quality 
can be obtained by applying a cubic interpolation
9 on each row number l  in 
()
,
j
lk Γ  to obtain 
horizontally interpolated image 
()
,
j
l m H  with a row length that is S  times that in 
()
,
j
lk Γ . However, 
this still results in a vertical "striped" appearance due to the row-wise processing of the image. 
  Another model of spectral multiplexing and de-multiplexing considers a dispersive 
element acting in the direction of the  y -axis and a "column-wise" object that has a rough feature 
size along every image column, but may have any feature size in a row. The algorithm is 
essentially the same as above, with an obvious exchange between rows and columns resulting in 
a vertically interpolated image denoted as 
()
,
j
l m V , where  0,..., 1, 0,..., 1 lR mC =− =− .  In order 
to enhance the quality and feature size of the reconstructed 2-D spectral image, we propose to 
use a pair of PD arrays (or split a single array into two sub-arrays) and a pair of dispersive 
elements, one acting in the "row-wise" direction (x-axis) and another in the "column-wise" 
direction ( y axis). The quality of the reconstructed image 
()
,
j
lm Q  is enhanced by combining 
()
,
j
l m H  
and 
()
,
j
l m V   by either of two alternatives: 
•  An arithmetic averaging method, wherein  
 
() ()
,, ()
, 2
jj
l ml m j
lm
H V
Q
+
= . (28) 
•  A gradient-based method, wherein for each spectral band j ,  pixels of 
()
,
j
l m Q  are selected 
as either 
()
,
j
l m H  or 
()
,
j
l m V . Specifically, 
()
,
j
l m Q  is selected as 
()
,
j
l m H  if the modulus of the numerically 
estimated 2-D gradient of 
()
,
j
l m H  is smaller than that of 
()
,
j
l m V .    14
The combined row-wise and column-wise spectral imaging method maintains  1 SS +− of 
every  SS ×  pixels and therefore incurs a relative loss of 
2 1 S
S
− ⎛⎞
⎜⎟
⎝⎠
 pixels, which is smaller than 
the 
1 S
S
−
 loss of the row-wise spectral imaging method. Moreover, the visual quality of the 
reconstructed image is improved. 
  
5. Computer simulation results 
  Verification of the spectral imaging methods suggested above was done by computer 
simulations involving three ( 3 S = ) spectral bands, visually represented in our pictures (online) 
as red, green and blue colors. Figs. 5-8 display computer simulation results for spectrum 
multiplexing and de-multiplexing for a sample of a Tilia stem. The results were obtained using 
() () 1 1, 3
jj p η ==  where  0,1,2 j =  represent the red, green and blue colors, respectively. Fig. 5 
displays the original image 
()
,
j
l m I  of the sample with three spectral bands. Fig. 6 displays rough 
feature size images for the sample, with computer simulated macro-pixels according to Eqs. (17) 
and (27).  Fig. 6(a) depicts row-wise macro-pixels, manifested as vertical stripes and magnified 
as a fragment in Fig. 6(c).  Fig. 6(b) depicts column-wise macro-pixels, manifested as horizontal 
stripes and magnified as a fragment in Fig. 6(d).   
Fig. 7 displays spectrally multiplexed (overlapped) rough feature size images for the 
sample, with a computer simulated lateral spectral dispersive shift and macro-pixels according to 
Eqs. (19) and (22). The color images refer to a light beam incident on a PD. The gray level 
images refer to a PD with uniform spectral sensitivity, which disregards wavelengths and 
integrates total light power. Fig. 7 (a) depicts a row-wise spectral multiplexing according to Eq. 
(27) magnified as a fragment in Fig. 7(c). The red and blue columns at, respectively, the right 
and left ends of the image are due to the lateral spectral shift. Fig. 7(b) depicts a column-wise 
spectral multiplexing magnified as a fragment in Fig. 7(d).  The red and blue columns at the top 
and bottom ends of the image, respectively, are due to the lateral spectral shift. Fig. 7(e) depicts a 
row-wise spectral multiplexing picture at PD. Fig. 7(f) depicts a column-wise spectral 
multiplexing picture at PD. Figs. 7(e),(f) were obtained using Eq. (22). Finally, Fig. 8 displays   15
spectral de-multiplexed (reconstructed) rough feature size computer simulated images for the 
same sample. The de-multiplexing was obtained using Eq. (26).  Fig. 8(a) shows a row-wise de-
multiplexed image and Fig. 8(b) shows a column-wise de-multiplexed image. The images show 
macro-pixels and blur. Furthermore, the images are geometrically distorted by uneven row-wise 
and column-wise blurring. Figs. 8(c), (d) display the results of a cubic interpolation that was 
applied on the row-wise and column-wise de-multiplexed images, respectively. These results that 
a simple cubic interpolation rectifies the stripy artifact in Figs. 8(a), (b), however it does not help 
to fix the anisotropic blur. The results of the image-reconstruction enhancement are shown in 
Fig. 8(e) and Fig. 8(f). Fig. 8(e) shows the result of the average-based 2-D image enhancement 
according to Eq. (28). This enhancement partially eliminates the blurring. Fig. 8(f) shows the 
result of the gradient-based 2-D image enhancement, combined with cubic interpolation. This 
enhancement eliminates the blurring in both row and column directions. However, this technique 
results in an image that resembles an oil painting, which is tolerable since the original geometry 
of the image is not affected. 
6. Conclusions and discussion 
  We present a new multiplexed spectrum approach that enables an imaging system based 
on a regular single (or double) chip PD array, combined with a dispersive element (diffraction 
grating or prism) and a digital image processor, to serve as an imaging spectrometer. This 
enablement is achieved by allowing a compromise between the spatial resolution of a spectral 
image and the number of spectral bands used in the imaging. The compromise involves matching 
the lateral dispersive shift introduced by the dispersive element to a rough feature size of the 
image and subsequent photodetection of spatially overlapped spectral components of different 
image pixels.  The method proposed in this paper may be seen as a case intermediate between 
two boundary cases. One boundary case refers to classical spectroscopy, which works with a 
non-overlapping spectrum. The other boundary case refers to grey level registration of a color 
picture, which provides an overlapping spectrum in which the spectral information is lost. In our 
method, spectral components are partially allowed to overlap, but the spectral information is not 
lost and is even restored in a refined form. The overlaps of spectrum extend within several 
neighboring photodetector pixels and are provided by a prism or a weak diffraction grating 
working in a first diffraction order. Computer simulations show that spectral components with a   16
rough feature size are indeed restored by the de-multiplexing algorithm. Furthermore, the 
proposed method is not limited to certain parts (colors or wavelengths) of the spectrum, but is 
applicable to any part of the spectrum that can be sensed with PD arrays, in particular the entire 
spectrum from DUV to FIR. Most importantly, the method does not require certain optical 
elements such as moving or rotating filters that inherently increase the size of an imager. 
Consequently, spectral imaging systems based on this method are expected to be naturally 
amenable to miniaturization and low cost production.    
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Figure captions 
 
Fig. 1. Simplified optical scheme for a classical spectrometer. Slit S  is illuminated by a 
polychromatic light source, lens L images the slit on a PD array D, and dispersive element 
G spatially separates the wavelengths such that they appear on different pixels of D. 
 
Fig. 2. Optical scheme of our spectral imaging arrangement. An extended object O contains 
light with several wavelengths in each pixel and its image is imaged onto a PD array D by lens 
L. Dispersive optical element G spatially separates the wavelengths of each image pixel and  
introduce an overlap between different pixels.  
 
Fig. 3. Pixelated structure of a 2-D image on a PD array.  , xy δδ  are pixel pitches in x and  y  
directions,  x Δ  is a macro-pixel pitch,   0,..., 1 lR =−  is the row number and  0,..., 1 mC =−  is 
the column number. Pixels marked by dashed lines are used in the spectral algorithm. 
 
Fig. 4. Stages of spectral overlap (multiplexing) and de-multiplexing procedure for a row-wise 
rough feature object. Extended object O contains light with several wavelengths in each pixel. 
The dispersive optical element (not shown) spatially separates the wavelengths of each pixel and 
induces overlap between them on each PD pixel.  Photodetector D summarizes the intensity of 
all wavelengths and finally, digital processing de-multiplexes the spectral data.  x δ  is the 
photodetector pixel pitch,  x Δ  the  macro-pixel pitch. 
 
Fig. 5. Original image of a Tilia stem sample, with three spectral bands 
 
Fig. 6. Rough feature size images for a sample of a Tilia stem, with computer simulated macro-
pixels. (a) Row-wise macro-pixels; (b) Column-wise macro-pixels;   (c) Fragment, with row-
wise macro-pixels; (d) Fragment, with column-wise macro-pixels. 
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Fig. 7. Spectrally multiplexed (overlapped) rough feature size images for a sample of a Tilia 
stem, with computer simulated spectral dispersive optical element and macro-pixels. Color 
images refer to the light beam incident on the photodetector. Gray images refer to a 
photodetector that disregards wavelengths: (a) Row-wise, spectral multiplexing; (b) Column-
wise, spectral multiplexing; (c) Fragment, row-wise spectral multiplexing; (d) Fragment, 
column-wise spectral multiplexing; (e) Row-wise, at photodetector;  (f) Column-wise, at 
photodetector.  
 
Fig. 8. Spectral de-multiplexed (reconstructed) rough feature size computer simulated images for 
a sample of a Tilia stem. (a) Row-wise de-multiplexed image; (b) Column wise de-multiplexed 
image; (c) The cubic-interpolated row-wise de-multiplexed image; (c) The cubic-interpolated 
column-wise de-multiplexed image. (e) The average-based 2-D image enhancement; (f) The 
gradient-based 2-D image enhancement.  
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Fig.  1. Simplified optical scheme for a classical spectrometer. Slit S  is illuminated by a 
polychromatic light source, lens L images the slit on a PD array D, and dispersive element 
G spatially separates the wavelengths such that they appear on different pixels of D.   21
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.  2. Optical scheme of our spectral imaging arrangement. An extended object O contains 
light with several wavelengths in each pixel and its image is imaged onto a PD array D by lens 
L. Dispersive optical element G spatially separates the wavelengths of each image pixel and  
introduce an overlap between different pixels.  
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Fig.  3. Pixelated structure of a 2-D image on a PD array.  , xy δδ  are pixel pitches in x and  y  
directions,  x Δ  is a macro-pixel pitch,   0,..., 1 lR =−  is the row number and  0,..., 1 mC =−  is 
the column number. Pixels marked by dashed lines are used in the spectral algorithm. 
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Fig.  4. Stages of spectral overlap (multiplexing) and de-multiplexing procedure for a row-wise 
rough feature object. Extended object O contains light with several wavelengths in each pixel. 
The dispersive optical element (not shown) spatially separates the wavelengths of each pixel and 
induces overlap between them on each PD pixel.  Photodetector D summarizes the intensity of 
all wavelengths and finally, digital processing de-multiplexes the spectral data.  x δ  is the 
photodetector pixel pitch,  x Δ  the  macro-pixel pitch. 
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Fig.  5. Original image of a Tilia stem sample, with three spectral bands 
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Fig.  6. Rough feature size images for a sample of a Tilia stem, with computer simulated macro-
pixels. (a) Row-wise macro-pixels; (b) Column-wise macro-pixels;   (c) Fragment, with row-
wise macro-pixels; (d) Fragment, with column-wise macro-pixels.   26
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Fig.  7. Spectrally multiplexed (overlapped) rough feature size images for a sample of a Tilia 
stem, with computer simulated spectral dispersive optical element and macro-pixels. Color 
images refer to the light beam incident on the photodetector. Gray images refer to a 
photodetector that disregards wavelengths: (a) Row-wise, spectral multiplexing; (b) Column-
wise, spectral multiplexing; (c) Fragment, row-wise spectral multiplexing; (d) Fragment, 
column-wise spectral multiplexing; (e) Row-wise, at photodetector;  (f) Column-wise, at 
photodetector.    27
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Fig.  8. Spectral de-multiplexed (reconstructed) rough feature size computer simulated images 
for a sample of a Tilia stem. (a) Row-wise de-multiplexed image; (b) Column wise de-
multiplexed image; (c) The cubic-interpolated row-wise de-multiplexed image; (c) The cubic-
interpolated column-wise de-multiplexed image. (e) The average-based 2-D image enhancement; 
(f) The gradient-based 2-D image enhancement.  
 