This paper takes a portfolio view of consumer credit. Default models (credit-risk scores) estimate the probability of default of individual loans. But to compute risk-adjusted returns, lenders also need to know the covariances of the returns on their loans with aggregate returns. Covariances are independently relevant for lenders who care directly about the volatility of their portfolios, e.g. because of Value-at-Risk considerations or the structure of the securitization market. Cross-sectional differences in these covariances also provide insight into the nature of the shocks hitting different types of consumers.
A basic principle of financial economics is that risk is properly viewed in a portfolio context. That is, the relevant measure of an investment's risk (i.e., the measure relevant for discounting) is the risk that it adds to the portfolio of all investments. The traditional subject of portfolio-risk research has been equities. By contrast consumer loans have received little academic analysis, especially portfolio-level analysis, even though they are typically held in large portfolios of thousands or even millions of loans, orders of magnitude more populated than most equity portfolios. The consumer credit market in the US is quite large, amounting to about $7 trillion by 2000 (of which about $5.4 trillion is mortgage debt, $800 billion is other installment debt, and $700 billion is revolving debt) [Federal Reserve System (2001) ]. Much of this debt is originated by large, national lenders. The debt is typically either held by the originator in large portfolios, or sold into large securitization pools [e.g., see Gorton and Souleles (2004) ].
The goal of this paper is to provide a portfolio view of consumer credit. Lenders usually gauge the risk of their consumer loans by credit-risk scores, which measure a consumer's expected probability of default in isolation (a first moment). But the aggregate volatility of a portfolio of loans also depends on the cross-sectional covariances of the default risks of its component loans (second moments), which likely vary across borrowers. For example, the economies of some regions of the country are more cyclical than others. Suppose that default rates in Alaska have a relatively low covariance with default rates in other states; i.e., that Alaskans default relatively less when people in other states default relatively more, and vice versa. Then loans to Alaskans would entail less 'covariance risk' and so bring diversification benefits to a large portfolio of debt, contributing relatively little to the volatility of the portfolio. This paper uses a unique panel dataset of credit bureau data to construct measures of covariance risk analogous to those from equity research, and more generally to study the cross-sectional distribution of credit. We analyze the underlying demographic determinants of consumers' covariance risk, and test whether consumers with lower covariance risk (among other characteristics) receive more credit, ceteris paribus (c.p.). We also measure the effect of the credit scores on the amount of credit, and contrast this with the effect of covariance risk.
There are several reasons for lenders to care about covariance risk. First, the insight of Sharpe (1964) and Lintner (1965) applies to all assets, not just equities: In equilibrium, the market price of a consumer loan should depend on the risk that the loan adds to the market portfolio. If, analogously to the literature on equity investors, we take consumer lenders to be optimizing primarily over their own asset class, in this case consumer loans, then the riskadjusted expected return of a consumer loan would decline as its covariance with the return on the market portfolio of all consumer loans declines.
Second, there are several important institutional features of the consumer credit market that directly motivate lenders to regulate the volatility of their portfolios. Lenders typically assess the adequacy of their capital through 'Value-at-Risk' calculations, which estimate the probability that losses at the portfolio-level exceed some given threshold [e.g., see Saunders (1999) ]. Indeed, the new Basel Accord requires lenders to set their capital levels as a function of such calculations. Also, many lenders rely on securitization to finance a large part of their loans. If total losses in a pool of securitized loans exceed a given threshold, the securitization typically either defaults or enters early amortization, a pre-payment risk for the lender. The portfolio risk of the pool determines how the securitization must be structured to avoid such outcomes and receive desired bond ratings.
1 Hence the insight of Markowitz (1959) applies to the construction 1 For instance, imagine that a lender knows, based on credit-risk scores, that the expected default rate on a pool of consumer receivables is 5%. This is consistent with two very different scenarios: 1) in a state of the world that occurs 5% of the time (e.g. a recession), everyone in the pool defaults, and 2) everyone in the pool has an independently-of portfolios of consumer loans: If a lender cares about the risk that a loan adds to his portfolio, he should prefer loans with low covariance risk, c.p.
Our methodology is analogous to that of the equity-pricing literature. Using individual consumers as our unit of observation, we track their credit scores to approximate the monthly returns experienced by their lenders. We then aggregate these individual time series into a time series of aggregate returns on consumer loans, and compute each consumer's 'default beta' as the covariance of his individual returns with the aggregate returns. These default betas measure consumers' covariance risk.
After computing the default betas, we investigate two key issues. First, is there systematic heterogeneity in the betas across consumers? For instance, how does covariance risk vary with income and age and with local economic conditions? The answers to such questions help characterize the shocks hitting different types of consumers, and so are of macroeconomic interest. 2 The answers are also of interest from the point of view of a lender. A lender can directly compute the beta of a current borrower assuming that a suitable time series of her credit usage is available in-house. But in the absence of such a time series, a potential new borrower's beta must be estimated from her current characteristics. The second issue we investigate is whether empirically lenders put some weight on covariance risk in determining the amount of credit they distributed 5% probability of defaulting, so in all states of the world 5% of the pool defaults. In scenario 1 the individual receivables are perfectly correlated (maximal covariance), whereas in scenario 2 they are uncorrelated. The lender would presumably prefer scenario 2, c.p. Since a constant 5% of the pool is defaulting in every given year, the aggregate cash flows from the pool are smooth relative to scenario 1. This makes it easier to securitize the pool, since a claim on say the first 95% of the pool's cash flows would pay 100 cents on the dollar no matter what. By contrast, a lender in scenario 1 has a problem. No claim on the pool is risk-free without complete creditenhancement. Hence the receivables' covariance structure determines how the pool can be carved into different securities, and the type and amount of credit-enhancement required. The securitization market shows informal appreciation of this covariance risk, in that a new issue's prospectus will usually include some information regarding the diversification of the pool, such as its distribution across geographic and other characteristics (e.g., the age/seasoning of the debts).
provide. It is well known that lenders take into account a consumer's expected probability of default, in particular as measured by his credit score. The open question is whether consumers with greater covariance risk obtain less credit, even controlling for their scores and other factors.
We compare the heterogeneity in covariance risk with the heterogeneity in credit risk as measured by the credit scores, and also compare the effect on credit of covariance risk with the effect of the credit scores. More generally, this is the first paper we know of to systematically study the determinants of the cross-sectional distribution of credit using the comprehensive credit bureau data.
We obtain two key sets of results. First, there is significant systematic heterogeneity across consumers in covariance risk. Covariance risk is higher for younger and single consumers, lower-income consumers, those who rent rather than own, and those from states with higher rates of divorce and lower rates of health-insurance coverage. Consumers with high covariance risk also tend to have low credit scores (high default probabilities). Second, the amount of credit obtained by consumers significantly increases with their credit scores, c.p. Even controlling for the credit scores and other factors, the amount of credit significantly declines with consumers' covariance risk, c.p.. We find declines in both non-revolving debt and especially revolving debt such as bankcard credit, in the number of loans and in the dollar value of credit limits extended.
It appears that some lenders do take covariance risk into account, at least in part, in determining the amount of credit they provide. Nonetheless, the effect of covariance risk on credit is much smaller in magnitude than that of the credit scores.
The rest of the paper is divided into five sections. Section I discusses how we extend asset pricing theory to consumer credit. Section II describes the dataset, and Section III our 2 Souleles (2004) finds that 'aggregate' macroeconomic shocks have disparate effects across different types of econometric methodology. Section IV reports the results, and Section V concludes.
I. Applying Asset-Pricing Theory to Consumer Credit
As Markowitz (1959) observes, the risk of a security that affects the risk borne by its investors is the risk that it adds to a well-diversified portfolio. Consequently, risk-averse investors should prefer securities whose payoffs covary relatively less with their current portfolios, c.p. Sharpe (1964) and Lintner (1965) show that, in equilibrium, all investors hold the value-weighted portfolio of all assets, and so they predict that investors prefer lower covariance with this portfolio. Specifically, they predict that expected returns are linear in betas.
The standard application of this covariance-pricing theory is to equities. Much of the equity market is held through well-diversified portfolios, so it is plausible that there is greater investor demand for stocks with a low covariance vis-à-vis the value-weighted portfolio of all equities (i.e., for stocks with a low CAPM beta). This theory is relatively easy to test because equity-return data are widely available. Empirical research (e.g., Fama and MacBeth (1973)) generally supports covariance-pricing: Stocks with higher CAPM betas have historically paid higher subsequent returns on average.
Our analysis applies this covariance-pricing intuition to consumer credit, where data has been more scarce. Like stocks, consumer credit is also held through well-diversified portfolios.
In fact, the major components of household debt, i.e., mortgages, car loans and bankcard debt, are held almost exclusively in portfolios with thousands or even millions of loans, so by this measure there is even greater diversification in the consumer credit market than in the stock households. Pesaran et al. (2004) analyze heterogeneity in credit-risk diversification across firms.
market. This suggests that consumer lenders might prefer lending to consumers who bring a covariance benefit to the aggregate portfolio of consumer loans.
The equity-market literature relates expected stock returns to covariances relative to the market portfolio of equities, which is only a subset of the market portfolio of all assets. Strictly speaking, this is consistent with the underlying theory under the additional simplifying assumption that equities are held by investors who hold only equities. We can motivate our application to consumer credit analogously, by assuming that consumer loans are held by agents who hold only (or largely) consumer loans. As discussed above, institutional features of the consumer lending market provide independent motivation for our application.
The equity-market literature focuses on the pricing of securities, taking the quantities of securities to be fixed. That is, the preference for lower covariance is associated with a higher price, not higher quantity. However, if quantities are endogenous we should expect adjustment of both quantities and prices in equilibrium. Both are surely endogenous even in the short run in the consumer credit market, so in this case covariance theory would predict that credit supply increases as covariance risk declines, c.p. Indeed, the credit bureaus collect rich data on the quantities of credit, not the prices (nor interest rates), so this is the prediction on which we focus.
To apply covariance theory to consumer credit we need to calculate the return that a consumer's lenders make on their loans to him during each month. Unlike stocks, consumer debt is not publicly marked to market. Even the credit bureaus do not directly record these returns, but we can proxy for them by using the reported time-variation in consumers' probability of repayment. The change in this probability approximates the price return on loans to the consumer.
Our dataset includes for each consumer monthly observations of their Fair Isaacs
Company (FICO) credit-risk score, which is the industry-standard measure of consumers' default risk. The credit scores aim to summarize the information in each consumer's credit file regarding the probability of being seriously delinquent over the next two years, where 'seriously delinquent' means anything from 90+ days delinquent to bankrupt. 3 In practice lenders rely very heavily on the scores in setting their credit policy for each consumer, often using them as summary statistics for the consumer's credit-worthiness and profitability [Moore (1996) ]. Thus we let p i,t be the default probability implied by consumer i's credit score as of date t.
We can use these default probabilities to mark to market a stylized consumer credit.
Consider a consumer who has borrowed one dollar and promised to repay it at a future date, so that the market value of the loan on date t is approximated by 1-p i,t , the current probability of repayment. Then the return on the loan at date t is approximated by p i,t-1 -p i,t , the change in the probability of repayment. Because it is more natural to analyze the change in p rather than -1 times the change in p, we analyze p i,t -p i,t-1 . That is, we refer to changes in the probability of default --and 'default betas' --as opposed to changes in the probability of repayment. Because we will look at covariances between time series that have both been multiplied by -1, this normalization is of no consequence.
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II. Data Description
This paper uses a unique, proprietary panel dataset of credit files from one of the major U.S. credit bureaus, Experian. The dataset tracks approximately 100 thousand randomly sampled 3 Gross and Souleles (2002) More generally, we need only that the p we use be linear in default probability. As noted below, this means that the credit scores need to be transformed, because they are calibrated as a non-linear function of default probability. 5 The sample is a geographically stratified random sample. The dataset includes an artificially generated ID variable that allows us to cross-link the various data available for a given individual without identifying the individual. 6 The unit of observation in the data is an individual, not a household. Thus it is not possible to study issues like risksharing within households. If both members of a couple are jointly responsible for a loan, e.g. a mortgage, then the loan will appear in both of their credit files. It is not possible to directly adjust for such joint accounts in the data, though the analysis of credit allocations below will control for the sample members' demographic characteristics, including marital status and gender. 7 Bankcards include general purpose credit cards like Visa, Mastercard, Discover, and Optima cards, as opposed to cards from retailers. Since the unit of observation is an individual, not a trade, consumers with multiple bankcards or multiple other trades appear in the sample just once.
about 80% of the credit-file sample, though some variables are populated more than others. 8 We further augment this individual-level data with measures of local economic conditions in the region in which each consumer lives (based on state and zip codes), such as the state unemployment and divorce rates. These individual and regional variables allow us to investigate the underlying demographic determinants of covariance risk. Table 1 The resulting dataset is ideally suited for the purposes of this paper. Most notably it includes the credit-risk scores, which summarize lenders' own expectations regarding consumers' probabilities of default -the first moments p. We do not need to estimate these probabilities ourselves; we use the actual (calibrated) probabilities that the lenders themselves use. With a long time series of credit scores for each consumer, we can compute for each consumer the covariance -a second moment -of the time series of changes in his probability of default with the corresponding aggregate time series. Also, we have rich measures of the credit obtained by each consumer, so we can test whether credit supply varies with the consumer's covariance risk, even controlling for his credit score and other characteristics.
The credit score measures the likelihood of default over the next 24 months. While it is scaled from 300-850 (with larger values representing smaller likelihoods of default), it was originally calibrated from actual default rates. We invert this calibration to recover the underlying default probability units. For each consumer i and month t we produce p i,t , the expected probability of default.
9 Then r i,t ≡ p i,t -p i,t-1 is the monthly change in the probability of default.
As discussed above, with its sign reversed, r i,t proxies for the monthly return to lending to the consumer. Table 1 the potential scope for diversification of consumer loans, we first contrast the results of holding diversified and undiversified portfolios of various sizes. Figure 1 illustrates the distribution of 'long-run returns' across various portfolios, using the 3-year change in the probability of default, [e.g., Solnik (1974) ].
The (lower) line labeled 'random' allocates consumers randomly across the 100 portfolios. The resulting standard deviation drops quickly with portfolio size, from about 1.6%
for a portfolio with only one consumer, to only .06% for a portfolio with six hundred consumers, with most of the decline coming from the first few hundred consumers. This decline suggests a large scope for diversification. Lenders do not, however, hold exactly equally weighted, random portfolios of consumer loans. For comparison, the line labeled 'geo-undiversified' reflects the geographically worst diversified portfolio, successively adding to each portfolio the consumer with the next closest zip code in the sample. 10 The standard deviation still drops quickly with portfolio size. Nonetheless for a portfolio of size 600 it drops to only about .10%, about twothirds larger than for the random portfolio. This difference suggests that the costs of holding default in 1997:03. As a robustness check we also estimated a logit model of default over the next two years as a function of a cubic polynomial in the initial score. This produced very similar results to those below. 10 To construct the random portfolios, within each portfolio we randomly ranked each consumer 1-600, then formed portfolios of size 1-600 based on these ranks. We compute the mean return r *,long within each portfolio, and then compute the cross-sectional standard deviation of r *,long across the 100 portfolios. We repeat this exercise 10 times and graph the average results. To start each of the 100 geographically undiversified portfolios, we randomly sampled consumers subject to the constraint that the consumer have 600 unselected consumers around him (in zip-code space). To each of these starting portfolios we add the consumer with the closest zip code, among the remaining consumers, to the first portfolio-member's zip code.
undiversified portfolios, even large portfolios, can be significant. More generally, these results suggest that there might be substantial systematic heterogeneity in default risk across consumers of different characteristics, including here geographic location. It remains to be seen whether lenders take this heterogeneity into account in extending credit.
III. Econometric Methodology
We begin by estimating consumers' default betas, by computing the covariance of the time series of each consumer's monthly changes in default probability with the corresponding time series for the monthly 'aggregate' changes in default probability. Specifically, for each consumer i, we run the following time-series regression:
where r *t is the cross-sectional average of the change in default probabilities r i,t within the entire sample in month t. The resulting coefficient β i is consumer i's 'default beta'. A larger default beta represents greater covariance risk.
Below we study how these betas affect credit supply, including the change in credit over the final year of the sample period, 1999:03-2000:03. Accordingly, to avoid endogeneity, we compute the betas in equation (eq.) (1) using data from the preceding part of the original sample period, 1997:04 through 1999:03. Reducing the beta-estimation period increases the estimation error in our betas, making it harder to find an effect of the betas on credit. 11 Even so, almost a fifth of the resulting betas are statistically significantly different, at the 5% level, from 1.0 (the 11 To improve precision we limited the sample to consumers where the default probabilities p are available for all 24 months after the first month of the sample, i.e. 1997: 04-1999:03 . This retains about 94% of consumers. Hence in eq.
(1) r it is available for every month t=1997: :03 for all consumers. The results below are similar, though sometimes less significant, on including the consumers with fewer available observations of p.
average beta). This suggests that the informational content of the estimated betas is relatively high.
We also considered a number of robustness checks in computing the default betas. For instance, we computed analogous betas using the change in credit scores directly (Score t -Score t-1 ), as opposed to the change in the calibrated probabilities of default. We also used nonoverlapping, two-month changes in the default probabilities (p t -p t-2 ). The conclusions below are robust to these alternatives, though sometimes somewhat weaker in magnitude using the twomonth changes because of the smaller effective sample.
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After computing the default betas, we investigate two issues. First, is there systematic heterogeneity in the betas? Second, do lenders take covariance risk into account in determining the amount of credit they provide? We compare the results with analogous results using the credit scores.
To investigate the first issue, heterogeneity in the default betas, we estimate the following equation, cross-sectionally across consumers i:
where vector X i includes the key demographic characteristics of consumer i available in the dataset. These variables are flexibly specified as a series of indicator variables. To maintain sample size, instead of dropping observations with missing demographic characteristics, we include additional indicator variables for the missing values with the corresponding original indicator variables then set to zero.
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12 We do not include stock returns as an independent variable in eq. (1), partly due to the differences in the way that they and our changes in default probabilities are computed. The correlation between r *t and monthly returns on the S&P 500 stock index is negative (recall that r *t is -1 times the estimated return) but statistically insignificant. 13 The indicator 'DemographicsMis' in the tables refers to a subset of the auxiliary demographic dataset, constituting about 20% of total sample consumers (Table 1) , for whom the individual-level demographic variables are mostly all
We sometimes augment these individual-level demographic variables with measures of local economic conditions in the region in which each consumer lives. Gross and Souleles (2002) show that such economic variables can improve predictions of consumer default, even after controlling for the credit scores. Unemployment measures the state-level unemployment rate.
This data is available monthly. Since the betas are computed using data starting in 1997:04, we take the unemployment rate from 1997:03. This timing allows us to assess the effect of unemployment on subsequent default behavior. It is also consistent with the point of view of a lender who wishes to estimate betas for potential new customers using already available information. X i also includes the fraction of people in the state without health insurance (Noinsurance) and the divorce rate in the state (Divorce). These variables are available only annually, and so we take them from 1997. In specifications including the regional variables, the standard errors are adjusted to allow for within-state correlation. 
where Credit i represents various measures of the credit granted to consumer i, and Score i is i's credit-risk score. The score summarizes the expected probability of default. Although lenders are known to rely heavily on the scores in allocating credit, since the scores are not available in traditional household datasets used in previous studies, their importance in credit supply has not been previously systematically studied. Since larger scores imply a smaller probability of default, we expect to find larger scores associated with more credit, c.p. We will quantify how much credit increases with the score.
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By contrast, less is known about the extent to which lenders also take covariance risk into account. They might put some weight on diversifying their loans across certain characteristics, but this weighting might be done informally, not systematically. If lenders exhibit some 16 We use in eq. (3) the scores and not the underlying probabilities of default because lenders themselves use the scores, not the probabilities directly. The conclusions below are robust to using cubic polynomials in the scores. Hence the default betas are not simply picking up nonlinearities in the effect of the scores. Eq. (3) introduces the scores linearly only for ease of exposition. Also, we report the results estimating eq. (3) by OLS, but the estimated effects are quantitatively similar using tobit models. Since the vast majority of the sample has credit relationships, the reported results emphasize the intensive margin using OLS. Some recent papers have analyzed the effects of credit scores and credit quality on mortgage debt; see e.g. Pennington-Cross and Nichols (2000), Barakova et. al. (2003) , and Chomsisengphet and Elul (2004) .
preference for consumers with low covariance risk, even after controlling for consumers' credit scores, the coefficient γ 2 on the default beta will be negative. On the other hand, if lenders care only about the first moment of default, then γ 2 will be insignificantly different from zero.
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Of course, the probabilities of default, and so the credit scores, are themselves influenced by the amount of debt consumers hold. Covariance risk might also be affected by debt. To minimize endogeneity, in eq. (3) Eq. (3) will sometimes also control for X i , the same individual-level demographic characteristics and state dummy variables described above. Including these variables does not imply that lenders directly condition on them in setting credit supply; the variables might simply be correlated with other factors on which lenders condition, including e.g. application data that is not available in the credit bureau files. 19 Nonetheless we sometimes include X i in order to test whether any estimated effect of the default beta on credit might reflect the correlation of beta with demographic and regional characteristics. This provides a more conservative estimate of the effect of beta. If beta is significant even controlling for X i , then beta contains additional 17 To minimize the role of outliers when the estimated betas are used as independent variables, in eqs. (3) and (4) below we drop betas with absolute values above 10. Such outliers represent only about 1-2% of the sample. In eq.
(2), which has beta as the dependent variable, we do not drop the outliers in the reported results, but we have verified that the conclusions are not driven by outliers. 18 Eqs. (3) and (4) do not take into account the fact that the default betas were estimated in a previous stage, and so their reported standard error must be interpreted with some caution. Nonetheless, as noted above, measurement error in the betas could substantially attenuate their point estimate, making it on balance harder to find that they have a significant effect on credit.
information relevant for credit allocations above and beyond the heterogeneity studied in eq. (2).
On the other hand, if X i is significant or reduces the significance of beta, it remains possible that the demographic variables in X i are still partly picking up aspects of covariance risk that are not fully captured by the imperfectly measured beta. X i also helps control for differences across households in the demand for credit.
The credit bureaus characterize credit relationships by type, one of the key distinctions being revolving versus non-revolving credit. Non-revolving credit consists mostly of mortgages, auto loans, and other installment loans. Such loans typically involve borrowing a fixed amount against a given purchase and repaying this amount with interest over time according to a prearranged schedule. By contrast, revolving loans are typically open-ended and uncollateralized.
The most important example is bankcard credit cards, which give the borrower a flexible line of credit. In addition to having different contractual features, revolving and non-revolving loans can differ in the type of information available to lenders, in addition to credit bureau information, that might help them assess the covariance risk of different consumers. For both types of loans lenders can obtain additional information at the time of application, but the application information is typically richer for non-revolving loans. On the other hand, credit card issuers continue to manage their credit limits over time. In doing so they can take advantage of the rich information that they internally accumulate over time concerning the past behavior of their customers.
Accordingly, to allow for potential differences in the ability and practice of different lenders to assess and put weight on consumers' covariance risk, in eq. (3) we use different 19 Indeed, under the Equal Credit Opportunity Act lenders cannot directly condition on certain demographic characteristics, including gender, age and marital status, as well as race, religion and national origin.
measures of Credit00 . We distinguish the number of non-revolving and revolving trades. Since the latter largely reflects bankcards, we also consider the dollar-magnitude of revolving credit by studying total bankcard credit limits for each consumer. Compared to non-revolving debt, with revolving debt one can more readily distinguish credit supply from credit demand by focusing on credit limits as opposed to credit balances.
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Even though the credit score and default beta used in eq. (3) are lagged, and so contain only information available by 1999:03, some of the credit relationships recorded in the dependent variable might have been initiated before 1999:03. To minimize any resulting endogeneity, we also estimate the relation between credit and beta in differences: give some consideration to covariance risk in allocating credit, since eq. (4) controls for both beta and the change in the score separately (and sometimes also for the demographic characteristics and state dummies in X i ).
21
IV. Results
We begin by analyzing the estimated default betas. Is there systematic heterogeneity in the betas across consumers, which lenders can potentially take into account in supplying credit?
We next proceed to analyze the actual supply of credit. Do consumers with greater covariance risk obtain less credit, even controlling for their expected probability of default (as measured by the credit scores) and other factors? Table 2 presents tests for heterogeneity in the estimated default betas, following eq. (2).
As a starting point, column (1) considers only individual-level demographic characteristics. The omitted demographic categories are low income (below $25 thousand), young (below age 30), unmarried, female, one child, one adult, renter, and not a business owner. The indicator variables bankcard balances in eq. (3), and for the change in balances in eq. (4), despite the potential endogeneity of balances. 21 One could additionally consider in eq. (4) the effect of a change in beta, but it cannot be readily estimated in the data. E.g., betas estimated over two-year windows will be slow to adjust over time, and 1999:03-2000:03 would be a short period for estimating the updated value of beta. Similarly in eq. (3), one could consider the effect on credit of the 'contemporaneous' beta, instrumenting for it with a lagged beta, but it is difficult to estimate a contemporaneous beta corresponding to Credit00 at the point in time 2000:03.
for missing or unknown demographic values are labeled with the suffix 'Mis'. 22 The demographic variables are jointly statistically significant, and many are individually significant.
Starting at the top of the column, the default betas significantly decline with income. The beta of a high-income consumer (above $50 thousand) is about 0.24 smaller than that of a low-income consumer, c.p. Relative to the average beta of 1.0, this effect is also economically significant.
The betas also decline monotonically with age, with the effect large in magnitude. Consumers aged 60 and above have average betas about .42-.56 smaller than those of young consumers.
Hence high-income and older consumers exhibit less covariance risk -they are less likely to default when the aggregate default rate is high, and vice versa, relative to other consumers. The betas are also smaller for consumers who are married, female, have children, or own their homes.
By contrast, business ownership is insignificant, but that might be driven by the small incidence of business ownership reported in the data.
Column (2) instead considers regional economic conditions in the state in which the consumer lives. These conditions are measured as of 1997, in order to see their effect on the default betas, which were estimated over 1997-1999. The regional variables are jointly significant. The betas significantly increase with the fraction of people in the state lacking health insurance and with the divorce rate in the state. The coefficient on the state unemployment rate is also positive, though insignificant. Hence, in addition to increasing the probability of default, as previously studied, adverse regional conditions also tend to increase covariance risk. Column (3) includes both the individual and regional characteristics. The results are qualitatively similar to those in the previous columns, though the divorce rate is less significant in conjunction with the individual controls. 22 Recall that for missing values the corresponding original indicator variables are set to zero, so the coefficients on Column (4) replaces the regional controls with state dummy variables, which control for all state-level geographic effects on covariance risk. The (unconditional) sample average default betas vary substantially across states, ranging from about .7 in Vermont and Alaska to about 1.3 in Delaware. Generally the betas tend to be larger in the South and smaller in New England. 23 In column (4) of Table 2 the state dummies (not shown) are jointly statistically significant. That is, even controlling for the available individual-level characteristics, the betas still vary significantly across states. Nevertheless the individual characteristics remain significant.
For comparison, column (5) repeats the specification of column (3) using the credit score in 1999 as the dependent variable instead of the default beta. It is important to recognize that the score does not directly condition on the individual and regional demographic control variables used here. (Indeed, the controls come from different datasets.) Instead, the results simply reflect reduced-form correlations between these demographic characteristics and the credit bureau information predictive of default that is used in constructing the scores (mostly debt holdings and repayment histories). 24 Because they tend to be less likely to default, high-income, older, married, and home-owning consumers have significantly larger scores. Scores also tend to be greater in states with lower rates of unemployment, divorce, and lack of health insurance, though only the latter is statistically significant.
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the 'Mis' indicators should be interpreted relative to the omitted categories. 23 In light of the smaller bin sizes, these unconditional results by state drop outliers in the betas, as in Tables 3 and 4 . 24 According to Fair Isaacs, about 35% of the score reflects measures of payment history, 30% amounts owed, 15% length of credit history, 10% new credits applied for, and 10% other factors such as the mix of credit types. The scores are not functions of demographic characteristics like gender and marital status disallowed under the Equal Credit Opportunity Act [Fair Isaacs (2005) ]. 25 The significance of regional shocks might vary with the sample period. Our sample period ends before the 2001 recession, so there might not be enough variation in unemployment in the sample to attain significance in Table 2 . By contrast, Gross and Souleles (2002) found that cross-state differences in unemployment rates were correlated with consumer bankruptcy probabilities over their 1995-97 sample period.
Notably, the effects of the demographic characteristics on the scores in column (5) usually have the opposite sign as their effects on the default betas in column (3). For instance, younger and lower-income consumers tend to have both lower scores and higher betas, and so might receive less credit for both reasons. Hence, consumers who are risky in terms of their default probability (the first moment p) also tend to have greater covariance risk (the second moment β). This could reflect the possibility that consumers who are near the edge of default (with large p) are very vulnerable to aggregate shocks, whereas those far from default might face more idiosyncratic shocks. As a result, the betas and the scores overall have a negative correlation (of about -.2 and significant), as is also evident in Table 1 .
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In all columns in Table 2 the R 2 is relatively small, indicating that the individual and regional characteristics explain only a small fraction of the cross-sectional variation in the credit scores and estimated default betas. This could partly reflect measurement error in the demographic characteristics. The R 2 is much smaller for the betas however, which could reflect the imprecision in their estimation. 27 Nonetheless the individual and regional variables are jointly statistically very significant in explaining the betas in columns (1)-(4). We conclude that there is significant systematic heterogeneity across consumers in their default betas. Table 3 tests whether the differences in consumers' default betas affect the amount of credit they actually receive. The four pairs of columns consider the total number of credit trades, the number of non-revolving and revolving trades, and total credit card limits for each consumer, respectively. Following eq. (3), to minimize endogeneity credit is measured as of 2000 26 Suppose consumer i's probability of default can be described as P it = δ i + γ i Y t , where δ i captures his average probability of default, and γ i his sensitivity to an aggregate state variable Y such as the business cycle (consistent with heterogeneity in the default betas). These results are consistent with δ i and γ i being positively correlated.
(Credit00), whereas the credit score is taken from 1999 and the default beta is computed over 1997-1999. Table 3 begins with the total number of trades, AllTrades00. Column (1) includes as independent variables only the credit score and beta. The score has a large, positive effect on the number of trades. This effect is highly significant, with a t-ratio above 100. Cross-sectionally, increasing the score by one standard deviation (about 0.9) increases the number of trades on average by about 2 (≈ .9*2.095), c.p. Since the average number of trades is under 7, this effect is also economically quite significant. As expected, credit scores play an important role in the allocation of credit. The coefficient on the default beta is also significant, with a negative sign.
Consumers with greater covariance risk do in fact obtain less credit, even controlling for their expected probability of default. Cross-sectionally, a one standard deviation increase in beta (about 2.5 in this sample) reduces the total number of trades by about 0.22. While this effect is much smaller than that due to the score, it is nonetheless statistically significant.
Column (2) adds the individual-level demographic characteristics and state dummies (not shown). The individual and state variables are each jointly significant, though less so than the credit score. Ceteris paribus, the number of trades increases with income, and exhibits an inverted-U shape life-cycle profile in age, peaking in the 50s. These effects are large in magnitude, with high-income and middle-aged (50-59) consumers having about 1.3 more trades on average than low-income and young consumers. The number of trades is also larger for consumers who are married and have larger households. Homeowners and business-owners also hold significantly more trades.
27 Tables 3 and 4 below will control for the same demographic characteristics as in Table 2 . Hence the significance of beta in Tables 3 and 4 implies that the variation in beta unexplained in Table 2 cannot reflect only measurement error.
Adding the demographic characteristics and state dummies increases the R 2 somewhat relative to column (1), but as already explained this does not imply that lenders directly condition on these variables. Moreover these variables can of course also capture differences across consumers in the demand for credit, not just in the supply of credit. Nonetheless, controlling for the individual and state variables has little effect on the coefficients for beta and the score.
Columns (3) and (4) show analogous results for only non-revolving trades. The pattern of coefficients is qualitatively similar to that for all trades, except for gender and an earlier peak in the effect of age. Beta again has a significant negative effect.
Columns (5) and (6) instead isolate only revolving trades. The results are quantitatively similar to those in the first two columns for all trades. This is not surprising since the majority of total trades are revolving. The coefficient on beta for revolving trades (column (5)) is almost four times that for non-revolving trades (column (3)), a somewhat larger effect than the ratio of revolving to non-revolving trades. Moreover, the R 2 for revolving trades is much larger. While the demographic controls provide relatively less incremental explanatory power for revolving trades (columns (6) relative to (5) versus columns (4) relative to (3)), the default betas and especially the credit scores are relatively more significant in explaining revolving trades (columns (5) versus (3)).
Columns (7) and (8) instead consider total credit card limits. In column (7) the credit score has a significant and large, positive effect on credit. Cross-sectionally, increasing the score by one standard deviation increases average credit limits by about $13 thousand. The default beta again has a significant negative effect. A one standard deviation increase in beta reduces credit limits by almost $900, a substantial amount. Column (8) adds the individual characteristics and state dummies, which again are each jointly significant. The pattern of signs on the coefficients is qualitatively similar to that in column (2). The demographic effects are often large in magnitude.
The credit limits of high-income and middle-aged consumers are $8-12 thousand larger on average than those of low-income and young consumers, c.p. Homeowners and business owners also have relatively large credit limits.
Overall, the results of Table 3 suggest that lenders put some weight, at least implicitly, on covariance risk in their decisions about credit allocation, though much less weight than on the credit scores. Moreover, given the negative correlation between the score and the default beta (and the imprecision in estimating the beta), by regulating the score lenders also indirectly regulate their covariance risk at the same time. To illustrate the potential effect of the correlation between the two measures of risk, one can re-estimate eq. (3) without the credit score. This significantly increases the magnitude of the estimated coefficients on beta, by almost half for non-revolving debt in column (3) and by about three times for revolving debt in columns (5) and (7). Table 4 instead investigates the relation between credit and beta in differences, following eq. (4). In columns (1) and (2) zero. In column (1), the lagged number of trades has a significant negative coefficient. Thus the increase in credit is smaller for consumers starting with a greater amount of credit, suggesting some mean reversion in the reported amount of credit across consumers. On the other hand, the indicator for zero credit also has a significant negative coefficient, consistent with a potential discontinuity at zero: Consumers starting with no credit receive relatively less credit going forward.
The coefficient on the change in the credit score is significantly positive, with a large tratio of about 40. To interpret its effect, consider a consumer with a beta of zero. If her score increases by .6 (the cross-sectional standard deviation in d(Creditscore)), over the next year this would boost her number of trades by, on average, (0.6)(0.628) ≈ .38, c.p. Even when estimated in differences using only within-consumer variation, the score continues to have a substantial effect on the amount of credit, even within a short period of 12 months. Nonetheless the coefficient on the default beta is significantly negative, implying that consumers with greater covariance risk on average experience smaller increases in credit over time. Notably, the interaction of beta with the change in score has a significant negative effect. For a given increase in the score, consumers with higher covariance risk do in fact receive a smaller increase in credit. Consider for comparison a second consumer, same as the first except that his beta is not zero but 2.5, one standard deviation higher. Even with no change in his credit score, the growth in his number of trades would be lower on average by (2.5)(0.019) ≈ 0.048, c.p. If his score increases by .6, this would have the additional effect of boosting his number of trades by, on average, .38-(0.6)(2.5)(0.029) ≈ 0.333, c.p. So overall after a .6 increase in score, the second consumer would experience over the next year a net increase in trades of 0.333-0.048 ≈ 0.29, which is about 25% less than the first consumer facing the same increase in score.
Column (2) adds the individual demographic characteristics and state dummies, which are again each jointly significant. For instance, the change in the number of trades between 1999 and 2000 is on average greater for higher-income consumers, but smaller for older consumers.
Nonetheless the coefficients on both beta and the interaction of beta with the change in score remain significant and negative. Moreover, the R 2 starts large at .31 in column (1) and increases very little in column (2). Hence, after differencing out fixed effects in the level of credit, much more of the variation in the change in credit is accounted for by the covariates in column (1), especially the change in score and its interaction with beta, than by the demographic controls.
In columns (3) and (4), for non-revolving trades, while the effects of beta and its interaction term remain negative in sign, the interaction term is less statistically significant, especially in column (4). By contrast, in columns (5) and (6) for revolving trades, both beta and its interaction term are significantly negative. The patterns of the other coefficients in columns (3)-(6) are generally qualitatively similar to those in columns (1) and (2).
In column (7) for total bankcard limits, beta and the interaction term again have significant negative effects. For a consumer with zero beta, if her score increases by .6, over the next year her credit limits would increase on average by about $1000, c.p. For an otherwise similar consumer with a one standard deviation larger beta, the resulting increase in limits, including both the interacted and uninteracted effect of beta, would be only about $200, substantially smaller. In column (8) the pattern of demographic coefficients is generally qualitatively similar to that in column (2), with the exception that the effect of age is positive.
Overall, the results of Table 4 imply that consumers with greater covariance risk obtain significantly less credit over time. Covariance risk appears to be particularly important for revolving credit. This could reflect the fact that providers of revolving credit have available a rich prior performance history for their borrowers.
V. Conclusion
This paper takes a portfolio view of consumer credit. It uses a unique credit bureau dataset to estimate the covariance risk of individual consumers and to analyze its underlying demographic determinants, as well as more generally the determinants of the cross-sectional distribution of credit, including the credit scores.
We obtain two key sets of results. First, there is significant systematic heterogeneity across consumers in covariance risk. Covariance risk tends to be higher for younger and single consumers, lower-income consumers, those who rent rather than own, and those from states with higher rates of divorce and lower rates of health-insurance coverage. Consumers with high covariance risk also tend to have low credit scores (high default probabilities). Second, the amount of credit obtained by consumers significantly increases with their credit scores, and, especially for revolving credit, significantly decreases with their covariance risk. This conclusion holds both in levels (in the cross-section) and in differences (for given consumers over time). It appears that some lenders assess borrowers' covariance risk, at least implicitly, and put some weight on it in determining the amount of credit they provide. Nonetheless the effect of covariance risk on credit is much smaller in magnitude than that of the credit scores, suggesting the possibility that lenders might benefit from more systematic and quantitative consideration of covariance risk. Creditscore is the FICO credit bureau score/100. Credit limits are in $1000s. AllTrades00 >0 is an indicator for having a positive numbers of trades, etc. Columns (3) and (4) split the sample at the average credit score of 6.45. 
