This paper considers a p-dimensional time series model of the form We first investigate the asymptotic behavior of the first k largest eigenvalues of the sample covariance matrices of the time series model. We then propose an estimator of ϕ and use it to test for near unit roots. Simulations and empirical applications are also conducted to demonstrate the performance of the statistic.
for estimating autoregressive roots near unity, and Moon and Phillips [17] for GMM estimation of panel data models with roots near unity. In the past two decades or so, there have been studies on testing unit roots and/or near unit roots in panel data settings. One key contribution is by Choi [9] . Some other contributions include Levin, Lin and Chu [16] , Im, Pesaran, and Shin [13] , Chang [7] , Pesaran [20] , Pesaran, Smith and Yamagata [22] and Pesaran [21] .
As demonstrated in Zhang, Pan and Gao [31] , existing unit root tests available for the panel data setting are not directly applicable for the case where the cross-sectional dimension is proportional or greater than the time series sample size. To address a corresponding issue for the near unit case, we propose a new statistic for testing near unit roots in the highdimensional setting. One particular feature of the proposed test, which is quite different from those proposed in Zhang, Pan and Gao [31] , is that the proposed test basically mimics the original version of the unit root test for the low-dimensional case. Since the development of the theory for the proposed test relies on some asymptotic properties of the largest eigenvalues of high-dimensional sample covariance matrices, we will briefly discuss the relevant literature in the rest of this section.
In recent years, large sample properties for high-dimensional sample covariance matrices, including their eigenvalues and eigenvectors, have been proved to be extremely useful. In fact, random matrix theory provides many useful methods for estimation and testing procedures in high-dimensional data analysis. With respect to eigenvalues and eigenvectors, asymptotic properties for the largest eigenvalues are interesting and useful. There are currently two main lines of research about asymptotic distributions of the largest eigenvalues of highdimensional random matrices. The first line of research is concerned with the Tracy-Widom law. It is well known that limiting distributions of the largest eigenvalues of high-dimensional random matrices, such as Wigner matrices, follow the Tracy-Widom law, which was originally discovered by Tracy and Widom in [28] and [29] for Gaussian Wigner ensembles. The largest eigenvalue of the Wishart matrix was investigated in Johnstone [14] . Recent progress for general sample covariance matrices has also been made, and we refer to Bao, Pan and Zhou [5] , Han, Pan and Zhang [12] and El Karoui [11] among others.
Empirical data from finance, speech recognition and wireless communication often implies that some extreme eigenvalues of sample covariance matrices are well separated from the rest. This introduces the second line of research about the spiked eigenvalues, which was first proposed in Johnstone [14] . There are some significant studies in recent years on the behaviour of these spiked eigenvalues. For instance, the CLTs of the largest eigenvalues of complex Gaussian sample covariance matrices with a spiked population were investigated in Baik et al. [3] , which also reported an interesting phase transition phenomenon. Baik and Silverstein [4] further considered almost sure limits of the extreme sample eigenvalues of the general spiked population. Paul [19] established a CLT for the spiked eigenvalues under the Gaussian population and the population spikes being simple. The asymptotic distribution of the extreme sample eigenvalues of the general spiked population with arbitrary multiplicity numbers was further reported in Bai and Yao [2] .
Most of the existing studies rely on the assumption that the observations of high dimensional data are independent. However, observations of high-dimensional data in economics and finance, for example, are often highly dependent. Zhang, Pan and Gao [31] may be the first paper to deal with the largest eigenvalues of sample covariance matrices generated from high-dimensional nonstationary time series data. Unfortunately, the result of [31] is also limited. It only considers the case that there is a unit root in the time series. As we know, there are many time series with near unit roots and it is hard to use the theory of [31] to deal with them. So we need some more general results. This paper establishes the asymptotic behaviour of the first k largest eigenvalues of the sample covariance matrices of the time series model with near unit root. Another contribution of this paper is that it develops a new near unit root test. We conclude this section by giving its organization. Section 2 establishes an asymptotic distributional theory for the first several largest eigenvalues of the covariance matrix of a high-dimensional dependent time series. Section 2 also proposes a new near unit root test that is devoted to testing nonstationarity for high dimensional dependent data. Section 3 evaluates both the size and power properties of the proposed test. Section 4 concludes the paper with some remarks.
Appendix A establishes some useful lemmas for the largest eigenvalues of sample covariance matrices and the proof of the main theorems in section 2. Appendix B gives and proves the truncated versions of lemmas in Appendix A by truncating linear processes. Appendix C gives the proofs of lemmas in Appendix A.
Asymptotic Theory

Matrix models
The paper is to investigate high-dimensional sample covariance matrices for nonstationary time series. Let Y tj be MA(q) with q being either fixed, or tending to infinity at a certain rate, or ∞.
Define the linear processes Y tj by
where q i=0 |b i | < ∞, and {Z ij } are independent and identically distributed (i.i.d.) random variables with EZ ij = 0, E|Z ij | 2 = 1 and
a p-dimensional time series. Consider a p-dimensional time series model of the form:
where {δ t } 0≤t≤T is non-random or independent of {x t − δ t } 0≤t≤T , ϕ ≤ 1 and
We also define two
consisting of the initial vector x 0 of the time series.
Throughout the paper, we make the following assumptions about the coefficients b i and Σ:
(A3) There exist two positive constants M 0 and M 1 such that Σ 2 ≤ M 0 and
Assumption A1 implies that the linear process can include MA(q) models and AR(1) models.
Assumption A2 is easily satisfied. Here · 2 stands for either the spectral norm of a matrix or the Euclidean norm of a vector. Then Assumption A3 is common. Assumption A4 shows that we do not require p and T to be of the same order, which is being commonly used in the random matrix theory literature.
Remark 1. Assumptions A3 and A4 may lead to the main challenge of the model. Since there is no extra structural assumption on Σ and p may be very large, it's hard to get a consistent estimator of Σ (or the cross-section dependence). Then most of the existing methods may not work.
We can also define a i as follows.
Now we also need to make some assumptions about Z ij and x 0 − δ 0 .
(A5) {Z i,j } are i.i.d random variables with mean zero, variance one and finite fourth moment.
, where t can be either positive or negative integer (for the purpose of introducing A7 below).
is independent of z t for any t, in which {Z j } are i.i.d random variables with mean zero, variance one and finite fourth moments. The coefficients satisfy
We would like to remark that Assumption A7 implies Assumption A6.
We next specify assumptions about ϕ.
(A8) The unknown ϕ satisfies:
The choice of ϕ in (2.4) covers many important cases where both unit-root and near-unit root scenarios can be accommodated. If Assumptions A4 and A8 hold and q is bounded, Assumption A9 automatically holds.
We next specify assumptions about {δ t } 1≤t≤T .
(A10) {δ t } 0≤t≤T is non-random or independent with {x t − δ t } 0≤t≤T and trace(
Remark 2. Note that the order of T t=1 δ t (I − H)δ t may be different from that of T t=1 δ t δ t . For example, consider δ t = g t 1 +δ t where g t is large and δ t 2 is small. One may find that
The test statistics and asymptotic theory
We propose our statistics based on a new estimator of ϕ. The basic idea is as follows.
The largest challenge of our model is that Σ is hard to be estimated. From the main theoretical results of [31], we find that when ϕ = 1, the largest eigenvalues of B depend on a i tr(Σ) and a i tr(Σ 2 ), which can be estimated. So we consider the general case of ϕ → 1 and then prove that the largest eigenvalues depend on a i tr(Σ), a i tr(Σ 2 ) and ϕ. When we obtain the estimators of a i tr(Σ) and a i tr(Σ 2 ), we can develop a relation between the largest eigenvalue and ϕ. Then we can find an estimator for ϕ from the largest eigenvalue.
Since there is some difficult to get an explicit expression based on ϕ in some steps, we introduce θ as follows. Define π > θ ϕ,1 > · · · > θ ϕ,T > 0 are the solutions of the equation
The computational procedure is as follows.
Step 1: Define the sample covariance matrix B by
where X = (x 1 , · · · , x T ) and H = 1 p 11 with 1 being a 1 × p column vector.
We calculate the largest eigenvalue ρ 1 of B.
Step 2: Estimate q by calculating (
Step 3: Calculateμ
Hereμ m is the estimator of the term which includes a i tr(Σ).
Step 4: Define
We can obtain the largest solutionθ of h(θ) = 0 on (0, π).
Step 5: Define
From (2.6), we can calculateφ = g 1 (θ).
Step 6: Definè
HereS σ 2 ,m is the estimator of the term which includes a i tr(Σ 2 ).
We first establish the following theorem, which will be used in the proof of Theorem 2 below.
Theorem 1. Suppose that Assumptions A1-A5 and A7-A11 hold. Then, Theorem 2. Suppose that Assumptions A1-A5 and A7-A11 hold.
(1) Then the solutionθ is unique such that
so that h(θ) = 0 = 1.
(2.13)
It is also stressed that T N is applicable in many different choices of ϕ involved in (2.4).
For a general form of
, we consider both unit-root and near unit root scenarios:
As shown in the simulation studies in Section 3 below, T N works well numerically.
Simulation
Estimation of q
Generally, the estimation of q can be done as follows. Calculate
Comparison with some existing tests
There are several existing unit root tests for panel data. Some of them consider the case where there is no cross-sectional dependence and such test don't work when there is cross-sectional dependence (see, for example, the IPS test proposed in [13] ). To test for nonstationarity in the panel data case with cross-sectional dependence, [7] showed that the Bootstrap method with estimation of Σ performs better for the case where p is fixed and T is large. In [31], the simulation results have showed that Bootstrap-OLS t * ols and the F-statistic corresponding to Bootstrap-OLS F * ols in [7] don't produce good size and power properties when p is large. Now we run some simulations to show that there are similar problems for the near unit root case when p is large.
We use the setting y t = z t , δ t = 0 and Σ = Σ i,j = 0.3 |i−j| . We compare the size performance of our test T N with the two tests t * ols and F * ols under H 0 with x 0 = 0. Table 1-3 report the results of the three tests based on 1000 replications, 500 bootstrap replications and different values of p and T . The nominal size throughout this section is set to be 0.05.
Tables 1-3 below show that when p becomes large, both t * ols and F * ols have a poor size property even though y t is independent over t. They don't work for the near unit root when p is large. • Table 4 shows that the test T N has good sizes and power values even when p and T are as small as 10 and 20, respectively. Meanwhile, the power values increase when χ increases, and the sizes become stable even when p increases to 80. Table 4 particularly reveals some findings for the case where the null hypothesis is a unit root of the form:
H 0 : ϕ = 1, and the alternative is a near unit root of the form:
. In this setting, the power values are quite substantial with 0.239 for the case of (p, T ) = (10, 20) .
• Tables 5-7 have similar features to those observed in Table 4 , but there are some differences. For instances, Table 5 shows that when H 0 : χ = 
however, when the departure is substantial, the power values increase significantly, and they also increase when either p or T increases. As shown in the simulation study, some of the existing tests proposed for the lowdimensional setting don't work well numerically. The proposed test however has good size and power properties in the finite-sample cases.
[30] Yao, J.F., Zheng, S. R. 
A Proofs of the main results
We first will give some lemmas which are proved in the supplementary file.
Define for k = 1, · · · , T ,
where θ ϕ,k is defined in (2.6).
We also define
Lemma 1. Suppose that Assumptions A1-A5 and A7-A9 hold. Let ρ k be the kth largest eigenvalue of B. When k is fixed, the random vector
converges weakly to a zero-mean Gaussian vector w = (w 1 , · · · , w k ) with the covariance function cov(w i , w j ) = 0 for any i = j and var(w i ) = 1.
Lemma 2.
If the Assumptions A1-A7 and A9 hold, then
Lemma 3. Under the conditions specified in lemma 2,
and γ ϕ,1
Proof
Note that λ ϕ,1 = 1 g 2 (θ ϕ,1 ) and (A.4), (2.12) then follows.
Proof of Theorems 2: At first we prove (2.13). From Lemmas 1-2 we have
Similarly we obtain
Thus (2.13) follows from the continuity of h(θ).
We next prove that the solution is unique. It suffices to prove that f (θ) is monotone on the interval (
We rewrite θ = T π T +ı where 0 < ı < 1. Then 
(A.14)
Then the solution is unique. Now we prove (2.14). Sinceθ ∈ (
). This, together with (A.14), implies that
Then we use Taylor expansions. We only need to prove f (θ) = O p (1) for anyθ between θ ϕ,1
andθ. Since (A.16) ensures that θ ϕ,1 andθ are very close, it's not hard. The proof of (2.15) is similar. We ignore the details.
B Results for truncated matrices
This section is to consider the truncated version of the sample covariance matrix. The overall strategy of the proof, which needs more delicate analysis, is similar to that of [31] . However for the completeness of the proof and for facilitating the readers we repeat some necessary steps in [31] and still use the same notation as in [31] .
To this end, define
with l = max{p, T }, a truncated version of Y tj in (2.1). However, to simplify notation, we let b i = 0 for all i > l in this section, so that we still use Y ij instead of Y ij,l . In this way a i defined in (2.3) and Y tj in (2.1) respectively become
Furthermore let F = (F ij ) be a T × (T + l) matrix with
It follows that Y = FZ p , where Z p is a (T +l)×p random matrix with (Z p ) i,j = Z i−l,j . For the sake of notation simplicity, we below denote Z p by Z and (
We then have A = FF . We would remind readers that l depends on T so that a |i−j| depends on T.
We also assume that x 0 = 0 and δ t = 0 in this section.
Note that we have studied the case ϕ = 1 in [31]. Below we deal with with the case of ϕ < 1.
B.1 Eigenvalues of C
We below investigate the eigenvalues and eigenvectors of C ϕ FF * C ϕ * = C ϕ AC ϕ * at first. These are crucial steps.
Since it's very hard to find the eigenvalues of C ϕ AC ϕ * directly we use the following strategy. At first, we note that the eigenvalues of C ϕ AC ϕ * and AC * ϕ C ϕ are the same. We obtain the eigenvalues and eigenvectors of C * ϕ C ϕ by first studying (C * ϕ C ϕ ) −1 . The next key step is to approximate the eigenvalues of CAC * . Our results are summarized in the following series of Lemmas and Theorems.
The first two lemmas describe the eigenvalues of C * ϕ C ϕ and decide their limits.
Lemma 4. Let λ ϕ,1 ≥ λ ϕ,2 ≥ · · · ≥ λ ϕ,T ≥ 0 be the eigenvalues of C * ϕ C ϕ . We then have 
for any fixed k.
Lemma 6. Using the notation in Lemma 4, under the assumption (A9),
for any fixed k. Futhermore, when T is big enough there exists a independent constant Υ > 0 such
for any k.
Lemma 7 below specifies the eigenvectors of C * ϕ C ϕ .
Then {x k , 1 ≤ k ≤ T } are orthogonal and satisfy for any k
Lemma 8.
Then {ỹ k } 1≤k≤T are orthogonal and the jth element ofỹ k , y k,j , satisfies
Lemma 9 gives the approximation to the eigenvalues of AC * ϕ C ϕ .
Lemma 9. Define γ ϕ,k by
When T (1 − ϕ) is bounded, for any fixed constant k ≥ 1, there is a constant c ϕ,k such that
Let β ϕ,1 ≥ β ϕ,2 ≥ · · · ≥ β ϕ,T be the eigenvalues of AC * ϕ C ϕ . If A satisfies the assumptions (A1) and (A2), then for any fixed integers i ≥ 1 and j ≥ 1 the following holds
For any > 0 there exists T 0 and k 0 where k 0 is a fixed number independent of T such that when 
Lemma 11. (Lemma C.6 in [31]) Suppose that A satisfies the assumptions (A1) and (A2). For
any > 0, we can find T 0 and k 0 , where k 0 is a finite number independent of T , such that when
Lemma 12. Suppose that A satisfies the assumptions (A1) and (A2). For any > 0, we can find T 0 and k 0 , where k 0 is a finite number independent of T , such that when T ≥ T 0 ,
Proof of Lemma 4:
. We can verify that the entries of the inverse matrix C ϕ −1 , a T × T lower triangular matrix, are of the form
It follows that M i,j , the elements of M T = (C * ϕ C ϕ ) −1 , satisfy
By the cofactor expansion we obtain a recurrence relation as following
Consider λ ∈ (0, 4) at first. Hence we may write λ = λ(θ) = 1 + ϕ 2 + 2ϕ cos θ. We can further solve (B.18) to get
When sin θ = 0, g T (λ) = 0 is equivalent to
and
3) gives T different solutions which satisfy h T (θ) = 0 and sin θ = 0. On the other hand, observe that there are at most T solutions for g T (λ) = 0. The proof of (B.3) is complete.
Proof of Lemma 6:
Recalling the proof of Lemma 4, θ ϕ,k ∈ [
). Then we can find that both T 2 (1 + cos θ ϕ,k ) and T 2 (1 − ϕ) 2 are bounded for any fixed k. So we can proof (B.6).
We next prove (B.7), Write
For any k, we define
From (B.4), (B.19) and (B.20), we can find that
It follows that
(1 − ϕ) sin(
Then we can find that
This, together with (B.1), implies that
This, together with (B.32), implies that
It follows that 
Lemmas 7 can be verified with some straightforward computations and the simple fact that sin(k + j)θ + sin(k − j)θ = 2 sin kθ cos jθ. (B.37)
We ignore the details here.
Proof of Lemma 8: From (B.8) we obtain
Lemma 8 can be then proved with some straightforward computations. We ignore details here.
Proof of Lemma 9:
Let's prove (B.13) at first. Note that
For a fixed k, we can find a j k to satisfy
and that
The assumption (A1) implies that
From the assumption (A2), (B.41) and truncation conditions we can find
In view of (B.5), (B.12) and (B.42), we have (B.13).
Now we consider the eigenvalues of AC * ϕ C ϕ . From Lemmas 4-8, we can write C * ϕ C ϕ as
ϕ V ϕ , where
Then we just need to consider the eigenvalues of
Note that x j,f −h + x j,f +h = 2 * (−1) h x jf cos(hθ ϕ,j ). Theñ
. Then we can write
This, together with (B.13), leads to (B.14).
Proof of Lemma 12: From (B.7) we can find that
This, together with (B.6) and (B.16), implies (B.17).
B.2 Eigenvectors of C ϕ AC * ϕ
This section is to investigate the eigenvectors of C ϕ AC * ϕ . Recalling (B.10), we normalize {x k } 1≤k≤T to get {ỹ k } 1≤k≤T . Then we study the eigenvectors of of AC * ϕ C ϕ by representing them with {ỹ k } 1≤k≤T . At last we give some result about the eigenvectors of C ϕ AC * ϕ which is necessary for the future proof. Our results are the following.
Lemma 13. Let {u k } 1≤k≤T be orthogonal and real vectors such that u k = 1 and
where {λ ϕ,j } are given in Lemma 4.
. Then {s k } 1≤k≤T are orthogonal and
Proof of Lemma 13:
and (B.48), we have f k = 1 and
From (B.45) and (B.53), we have
(B.55) By (B.9), (B.10), (B.43) and (B.49), we have 
From (B.46), we have
This, together with (B.54)-(B.57), implies that
By Lemma 9, for any fixed k we have
Note that {u k } 1≤k≤T are orthogonal and {ỹ k } 1≤k≤T are orthogonal. When k = m, from (B.9), (B.10) and (B.49) we have
This implies that
. We have
Note that (B.58) is equivalent to 
In view of (B.13)-(B.14), we have
| is bounded. It follows that (B.63) implies that υ 2 11 = 1 + O(T −1 ) and Σ T j=2 υ 2 1j = O(T −1 ). From (B.62), for any k = 1 we have
This implies υ 2 k1 = O(T −1 ). It's similar to obtain that υ 2 22 = 1 + O(T −1 ) and υ 2 k2 = O(T −1 ) for any k = 2.
By repeating these steps we conclude that υ 2 kk = 1 + O(T −1 ) for any fixed k. This implies (B.51).
Proof of Lemma 14: Note that {s k } 1≤k≤T are orthogonal and real due to orthogonality of {u k } 1≤k≤T .
We conclude from (B.9) and (B.49) that
where
By Hölder's inequality, we have
Recalling A = FF * , we have
Since A is a Hermitian Toeplitz matrix, from [18] ,
By (B.41) we can get
From Lemma 5, (B.51), and (B.56) we can obtain that for any fixed k,
This, together with (B.13), implies that for any fixed k,
Similarly, we can also obtain that
Let S k,M,j be the jth element of s k,M and S k,R,j be the jth element of s k,R . From (B.11), (B.51) and (B.66) and the assumption (A1) we can obtain that for any fixed k,
It follows from (B.65)-(B.68) that for any fixed k, We can deal with
by the same methods of Appendix B in [31] . For the part about ∆, assumption A8 ensures that
. The other part is similar.
C.2 The proof of Lemmas 2-3
At first we consider the impact of δ t . Recalling the definition ofμ m , we writè
which is ensured by Assumption A11. The other parts involving (δ i − δ i−1 ) are similar. Note that assumptions A8 and A10-A11 ensure that δ t does not change the asymptotic properties of the estimators. In the following part of this subsection we only consider the case when δ t = 0.
Proof of Lemma 2: At first by (2.2) we write (x t − x t−1 ) as follows
Recalling the assumptions (A7) and (A8) one can find that E (ϕ − 1)ϕ t−1 x 0 2 → 0. Below for facilitating statements we ignore the term and write
Recalling the notationx f,g below (2.11) we can write Ex t,t−j when j ≥ 1 as
We next analyze these term by term.
The terms A ktj , k = 1, · · · , 6 can be rewritten as follows:
From (C.6)-(C.11) we conclude that
Similarly Ex t,t can be written as Similarly, for 1 ≤ f ≤ m, Proof of Lemma 3: Now we definȇ x t,s = (x t − x t−1 ) (x s − x s−1 ) .
We also replacex t,s byx t,s inS σ 2 ,0 andS σ 2 ,m and get S σ 2 ,0 and S σ 2 ,m . In fact the differences betweenS σ 2 ,0 and S σ 2 ,0 are the ones between Σ 1/2 (I − H)Σ 1/2 and Σ. So we just need to study S σ 2 ,0 and S σ 2 ,m then replace Σ by Σ 1/2 (I − H)Σ 1/2 .
. We rewrite (x t − x t−1 ) as follows 
