Abstract. In this paper we study continuity and invertibility of pseudodifferential operators with non-regular Banach space valued symbols. The corresponding pseudodifferential operators generate analytic semigroups on the Sobolev spaces W k p (R n , E) with k ∈ N0, 1 ≤ p ≤ ∞. Here E is an arbitrary Banach space. We also apply the theory to solve nonautonomous parabolic pseudodifferential equations in Sobolev spaces.
Introduction
In the present work, we regard symbols in the space S m,ρ 1,0 (R n , E) with m ∈ R, ρ ∈ N 0 and E being an arbitrary Banach space. We say that a ∈ S m,ρ 1,0 (R n , E) if a ∈ C ρ (R n , E) and if for all α ∈ N n 0 with |α| ≤ ρ there exists a c α > 0 such that
Here ξ := 1 + |ξ| 2 , ξ ∈ R n . Because of Mikhlin's theorem (see [BL76] and [NNH02] ) the pseudodifferential operator or the Fourier multiplier induced by a,
is continuous if a ∈ S 0,n+1 1,0 (R n , L (E 1 , E 2 )) and E 1 , E 2 are Hilbert spaces. Here F and F −1 denote the Fourier transform and the inverse Fourier transform, respectively. In practice one would like to have the validity of this result for arbitrary Banach spaces E 1 , E 2 . But, this is impossible in light of an observation of G. Pisier: If the Mikhlin theorem is valid on L p (R n , E) for L (E)-vector-valued symbols, then E is isomorphic to a Hilbert space (see [LLM98] for a proof).
Therefore, in order to obtain versions of Mikhlin's theorem, one has to, for example, change the space scale L p (R n , E), make additional conditions for (1), or impose conditions on the geometry of the Banach space E. On one hand, Amann has shown in [Am97] , Theorem 6.2, that for arbitrary Banach spaces E 1 and E 2 and a ∈ S m,n+1 1,0 (R n , L (E 1 , E 2 )) that the pseudodifferential operator F −1 aF : B s+m p,q (R n , E 1 ) −→ B s p,q (R n , E 2 ) (s ∈ R, p, q ∈ [1, ∞]) is continuous, where B s p,q (R n , E) denotes the Besov space. On the other hand, Weis proved in [We01] for UMD spaces E 1 and E 2 and symbols a in S 0,1 1,0 (R, L (E 1 , E 2 )) which fulfill a stronger condition than (1), that F −1 aF : L p (R, E 1 ) −→ L p (R, E 2 ) (for 1 < p < ∞) is continuous. Similar results were obtained in [PS06] . By a UMD space E one understands a Banach space for which the Hilbert transform is continuous from L p (R, E) to L p (R, E) for 1 < p < ∞, or equivalently, for which the function m(t) = |t| −1 t is a Fourier multiplier on L p (R, E) (1 < p < ∞). This implies reflexivity of E (see [Am95] , Remark 4.4.2).
In order to achieve an optimal value of ρ in (1), one has to regard the geometry of the Banach spaces E 1 , E 2 . Girardi and Weis considered in [GW03] Banach spaces E 1 , E 2 of Fourier type p, 1 ≤ p ≤ 2, (i.e. Banach spaces E i for which the Fourier transform is continuous of L p (R n , E i ) into L p (R n , E i ) with 1 p + 1 p = 1), and symbols a ∈ S 0,ρ 1,0 (R n , L (E 1 , E 2 )). Under these conditions, they proved that for all s ∈ R, r, q ∈ [1, ∞], the pseudodifferential operator F −1 aF : B s r,q (R n , E 1 ) −→ B s r,q (R n , E 2 ) is continuous, if ρ = n p +1. For for arbitrary Banach spaces E 1 , E 2 the Fourier type equals p = 1, and one obtains Theorem 6.2 in [Am97] . If E 1 , E 2 are uniformly convex Banach spaces (thus having Fourier type p > 1), see [Bo87] , one can choose ρ = n.
Many applications to problems of physics and biology, e.g. models for reaction-diffusion processes (see [Am00] ), suggest the necessity to regard Banach space-valued symbols. The space considered in [Am00] is the vectorvalued Sobolev-Slobodeckii space W s 1 (R n , L 1 (Y, µ)), s / ∈ N, and it is wellknown that L 1 (Y, µ) is not a reflexive space. For this reason, we would like to obtain a version of the Mikhlin theorem (like in [Am97] ) for Banach space-valued symbols, in which the correspondent pseudodifferential operator generates an analytic semigroup on W k p (R n , E), 1 ≤ p ≤ ∞. As a consequence, one obtains existence and uniqueness of solutions of parabolic pseudodifferential equations.
Therefore, we regard arbitrary Banach spaces E i , i = 0, 1, 2, the vector space V (R n , E i ) := and symbols a ∈ S m,ρn 1,0 (R n , E 1 ) with regularity ρ n := n + 1, n ∈ N odd, n + 2, n ∈ N even.
We will show (see Theorem 3.1) that there exists a unique linear map
with a (D) ∈ L(B s+m p,q (R n , E 2 ) , B s p,q (R n , E 0 )) such that its restriction on every intersection C ∞ b (R n , E 2 ) ∩ B s+m p,q (R n , E 2 ) (s ∈ R, p, q ∈ [1, ∞]) coincides with the classical definition of the pseudodifferential operator a (D) in [Ku81] , which has been defined by means of an oscillatory integral. In this way, we show that suitable restrictions of the operator − a (D) generate analytic semigroups on the Besov spaces B s p,q (R n , E 0 ) and C ∞ -semigroups on the Sobolev spaces W k p (R n , E 0 ). Thus we obtain results similar to those in [Am97] : Using a (D) ∈ L(B s+m p,q (R n , E 2 ) , B s p,q (R n , E 0 )), the continuous embedding
and some properties of Banach space interpolation, we will show that the W k p −realization of parabolic pseudodifferential operators are the negative generators of analytic semigroups on W k p (R n , E 0 ) with 1 ≤ p ≤ ∞ (see Theorem 3.14). Therefore, we obtain the existence and uniqueness of solutions for a non-autonomous Cauchy problem in Sobolev spaces W k p (R n , E) (see Theorem 4.3).
For vector-valued differential operators, generation of an analytic semigroup on L p (R n , E 0 ), C 0 (R n , E 0 ) and BU C (R n , E 0 ) was shown by Amann in [Am01] . Pseudodifferential operators with smooth symbols (with respect to the dual variable ξ) were considered in [Ki03] . In [Ki01] , the generation of an analytic semigroup in L p (R n , E 0 ) (1 ≤ p < ∞) was shown for suitable parabolic vector-valued pseudodifferential operators where the symbols are assumed to have a homogeneous principal part and regularity greater than or equal to 2n + 1. Apart from generalizing these results, the method used in the present paper will allow us to consider x-dependent symbols in a forthcoming publication.
The plan of the paper is as follows: After some preliminary definitions and remarks in Section 2, we prove in Section 3 the main results of the present paper on continuity (Theorem 3.1) and on generation of an analytic semigroup (Theorem 3.14). As an application, we prove in Theorem 4.3 the existence and uniqueness of the solution of a non-autonomous Cauchy problem in the Sobolev spaces W k p (R n , E). The constants C 1 , . . . , C 15 , M 1 are rigourously calculated, because we will explore stability conditions for an adequate family of pseudodifferential operators in Remark 4.4.
Preliminary definitions and remarks
In the following, E and E i always denote arbitrary Banach spaces with norm · E and · E i , respectively, and L (E 1 , E 0 ) the space of linear, continuous maps of E 1 into E 0 . The definitions and properties of functions spaces are taken from [Am97] . In particular, S (R n , E) denotes the Schwartz space of rapidly decrasing functions, C k b (R n , E), k ∈ N 0 , is the space of all functions u : R n → E such that ∂ α u is bounded and continuous on R n for all |α| ≤ k, BU C k (R n , E) is the space of all u ∈ C k (R n , E) such that ∂ α u is bounded and uniformly continuous on R n for all |α| ≤ k and BU C(R n , E) := BU C 0 (R n , E).
The Besov space B s p,q , the homogeneous Besov spaceB s p,q and the small Besov space spaces b s p,q are defined as follows: For s ∈ R and p, q ∈ [1, ∞] one defines the E-valued Besov space of order s by
with norm
where S (R n , E) is the space of the E-valued tempered distributions,
and (ψ j ) j∈N 0 is a resolution of unity which is constructed in the following way: For ψ ∈ S (R n ) := S (R n , C) with supp ψ ⊂ {x ∈ R n : |x| ≤ 2} and ψ (x) = 1 on |x| ≤ 1,
one defines ψ(x) := ψ(x)−ψ(2x), ψ j (x) := ψ(2 −j x) for x ∈ R n and ψ 0 := ψ, ψ −1 := 0. The sequence (ψ j ) j∈N 0 satisfies:
as well as
Moreover, for each α ∈ N n 0 there exists a constant c α > 0 such that
One defines the Banach spacesB s p,q (R n , E) and b s p,q (R n , E) as the closures of S (R n , E) and B s+1 p,q (R n , E), respectively, where the closure is taken with respect to the norm · B s p,q . The following three lemmas will be crucial for the main results in Section 3.
Lemma 2.1. Let s ∈ R and p, q ∈ [1, ∞]. Then we have:
Here → denotes continuous embedding and d → denotes continuous and dense embedding.
c) For each ε > 0 and 1 ≤ q 0 , q 1 ≤ ∞,
Proof. See [Am95] , Chap. 5 or [Sc86] .
By Definition and Lemma 2.1 a), it follows immediately that
Also one can easily see, using again the previous Lemma, that if B ∈ {b,B, B}, 1 ≤ p, q 1 , q 2 ≤ ∞, t > s and E 1 → E 0 , then
If E 1 d → E 0 , the continuous embedding (20) is always dense, except when B =B and q 1 or q 2 is ∞. Moreover
It only remains to prove the density. In the case p < ∞, the density in (22) follows from Lemma 2.1 a) and (8) and
On the other hand, let (ϕ j ) j∈N 0 be another partition of the unity as in (8). Then one obtains from (5) and the fact that convolution corresponds to multiplication of the Fourier transform
2 Here (E0, E1) θ,q denotes the real interpolation space with exponent θ and parameter q between the Banach spaces E1 and E0. 3 OM (R n , E) denotes the space of E-valued slowly increasing smooth functions on R n . For the result on convolution see [Am97] , Th. 3.6.
and Theorem 1.9.9 in [Am03] it follows that for all j, k ∈ N 0
where the constant
and
Thus, it follows from Theorem 1.9.9 in [Am03] , for each α ∈ N n 0 , that
This finishes the proof.
where the constant C 1 is given by
β 2 |β| and ω n denoting the volume of the unit ball in R n .
Proof. For all j ∈ N 0 , we have
where ψ = ψ in the case j = 0. Now, let 1 B be the characteristic function of B, and let α ∈ N n 0 with |α| ≤ n + 1 and j ∈ N. Then for all ξ ∈ R n we obtain
An analogous result is obtained for j = 0 with ψ = ψ. Therefore,
and for all j ∈ N 0 and |α| ≤ n + 1 we have
.
From the last inequality, the equality
and the inequality |x|
(cf.
[Ku81]), the condition ρ ≤ n + 1 is not sufficient, because
with δ = 0 and τ = 0, and the oscillatory integral in (26) exists if n + τ < 2l and n + m 1 − δ < 2l , where 2l ( l ∈ N 0 ) denotes the necessary number of derivatives in the variable ξ (see [Ku81] ). We obtain the condition n < 2l
and therefore we consider in this paper ρ ≥ ρ n , where ρ n is the smallest even number greater than n (see (3)).
Main results
Theorem 3.1 (and definition of the operator a (D)). Let m ∈ R, a ∈ S m,ρn 1,0 (R n ; E 1 ) and
. Then it holds:
a) There exists a map T :
Proof. The proof of a) is done in four steps:
is continuous. For this purpose one calculates
where χ j := 1 i=−1 ψ j+i and * • is the convolution relative to the multiplication • (see [Am97] ). From this and from Lemma 2.3 it follows for all u ∈ B s+m p,
for all 1 ≤ p ≤ ∞ and 1 ≤ q < ∞ (see Lemma 2.2), there exists a unique linear continuous extension
of a (D) giving I).
5 that is, a continuous bilinear map with an operator norm smaller than or equal to 1.
III) One defines
and by a s−1,p,q (D) in the other cases. T is well-defined on V (R n , E 2 ) and fulfills a) for all q < ∞.
IV) The case q = ∞ can be treated using real interpolation theory.
6 In fact, from B s+m p,∞ (R n , E 2 ) = (B s+m−1 p,1
,∞ , and from
. From this, (27) and a) assertion b) follows.
for all u ∈ B s+m p,q (R n ; E 2 ), where C 3 = 3(2π)
3.1. Analytic semigroups. In this subsection we will assume that
From this and Corollary 3.2 it follows that
These notations will be used in Proposition 3.5 and Corollary 3.6 to prove that the operator −A in (28) is sectorial and hence it generates an analytic semigroup on B s p,q (R n , E 0 ), when the symbol a is parabolic in the sense of Definition 3.4. In the following we introduce the notation ρ(A) for the resolvent set of A, R(λ, A) := (λI − A) −1 , with λ ∈ ρ(A), for the resolvent operator of A and
6 A good summary of vector-valued Besov spaces and interpolation properties of these spaces can be found in [Am97] , Chapter 5 and [Lu95] , Chapter 1.
a ray in C, and set
Then there exist constants
Moreover,
Proof. First we will show two assertions. Assertion I: Let θ = 0 in the hypotheses. Then there exist constants
and A ∈ A 0,M .
Proof of Assertion I:
We select a r 0 > r, ε 0 := arcsin( 1 2(M +1) ) and define Σ * ε 0 ,r 0 := {λ ∈ C : Re λ ≥ r 0 and |arg(λ)| ≤ ε 0 } and
Then it follows from |λ| = |i Re λ − Im λ| and
It is clear due to the hypotheses that {s ∈ R : s ≥ r 0 } ⊂ St 0,r ⊂ ρ(A) for all A ∈ A 0,M . For all λ ∈ Σ * ε 0 ,r 0 and s as in (29) we get that
From this and a Neumann series argument it follows that B :
On the other hand we have that Proof of Assertion II : Let θ ∈ (0, 2π) and O : C → C defined by O (z) := e −iθ z, z ∈ C, a rotation function. It is clear that O is bijective and O −1 (z) = e iθ z, z ∈ C. By hypotheses one knows that St θ,r ⊂ ρ(A) for all A ∈ A θ,M and furthermore
Therefore e −iθ A ∈ A 0,M for all A ∈ A θ,M , because R µ, e −iθ A = e iθ R (λ, A) for all λ = µe iθ ∈ St θ ⊂ ρ(A), and
for all λ ∈ St θ,r and A ∈ A θ,M . Thus, we get from the Assertion I that
Consequently Assertion II is proven. In order to finish the proof of this proposition it is sufficient to show that
There C 4 := max M , M 1 + 2 M . For it, let A ∈ A θ,M , λ ∈ Σ ε θ θ,r θ and λ θ := r θ e iθ ∈ St θ,r . From |λ θ | = r θ ≤ |λ| and
it follows that
Moreover, it follows from Assertion II that
and therefore for all x ∈ E 1 (and hence (λ − A) x ∈ E 0 ) we obtain
. From this and (32) we get
this yields the assertion (31).
Definition 3.4. Let m ∈ R + , ρ ∈ N 0 and a ∈ S m,ρ
) with constants ω and κ, if there are constants ω ≥ 0 and κ > 0, so that for all (ξ, µ) ∈ R n ×R + 0 with |ξ, µ| ≥ ω and θ ∈ − π 2 , π 2 , a(ξ) + µ m e iθ I : E 1 −→ E 0 is bijective,
Here, ξ, µ := 1 + |ξ| 2 + µ 2 and |ξ, µ| := |ξ| 2 + µ 2 .
In the following proposition, we denote for R ≥ 0 and 0 < θ ≤ π Σ θ,R := {λ ∈ C : |λ| ≥ R and |arg(λ)| ≤ θ} , and in his proof we will use the inequality
where m ≥ 0 (this inequality is obtained from 1 ≤ (1 + t) m and t m ≤ (1 + t) m for all t ≥ 0).
Moreover, assume that all a ∈ A are parabolic in S m,ρn 1,0 (R n , L (E 1 , E 0 )) with the same constants ω ≥ 0 and κ > 0, and A := a(D)
(1 + |λ|) 1−j (λ + a)
(1 + |λ|)
,R and all a ∈ A, where the constants
are independent of λ and a. Furthermore,
where
Proof. This follows from Theorem 7.2 in [Am97] .
Propositions 3.3 and 3.5 imply:
Moreover, assume that all a ∈ A are parabolic with the same constants ω ≥ 0 and κ > 0, and A := a(D)
, a ∈ A. Then, there exist constants 7 C 9 > 0, C 9 = C 4 (C 6 ), 0 < ϑ < π/2 and R > 0, so that 8 Σ π 2 +ϑ,R ⊂ ρ (−A) and
where C 9 is independent of λ and a. Therefore, the operator
generates an analytic semigroup 9 on B s p,q (R n , E 0 ) for each a ∈ A. Furthermore, −A generates a strongly continuous semigroup on
Definition 3.7 (the realization of an operator). Let A : D(A) ⊂ E 0 → E 0 a linear operator and E 1 → E 0 . Then one defines the E 1 −realization of A (denoted with A E 1 ) by If the operator A is closed, then the realization
is closed, too. In this case, D (A E 1 ) , · D(A E 1 ) is a Banach space with the graph norm:
We will show in the following that a suitable realization of the oper-
. For this purpose, we introduce the following notation
From this and (13 )- (17) follows that
On the basis of the above results and notations one obtains, similar to the proof of the Theorem 7.6 in [Am97], the following assertion:
Proposition 3.8. Let the hypotheses of the Proposition 3.5 be satisfied, α ∈ (0, 1),
and B as in (40), and let now
generates a C ∞ −semigroup of singular type α on the space F k p (R n , E 0 ). Strictly speaking, there are constants M > 0, ω ∈ R and θ ∈ π 2 , π , wich do not depend on a and λ, such that {λ ∈ C : λ = ω and |arg (λ − ω)| < θ} =:
for all λ ∈ S θ, ω and a ∈ A. Moreover, it holds
Proof. First one shows equality (43) with the help of Proposition 3.5 and Corollary 3.6. Afterwards, one uses Proposition 3.5, the continuous embeddings
for all 0 < ε < δ < m and F k p := F k p (R n , E 0 ), and interpolation properties of the Besov space to prove that
for all λ ∈ S θ, ω and a ∈ A.
Setting ε =
(1−α)δ 1+α , we obtain (42). Remark 3.9. Let A be as in Proposition 3.8 and let
(see Corollary 3.6). Then u = (λ + A)
Now, we ask ourselves whether
we will show in Theorem 3.14 and Corollary 3.15, that the F k p -realization of the operator − a (D) generates an analytic semigroup on the spaces F k p (R n , E 0 ). Generation of analytic semigroup on L p (R n , E 0 ), C 0 (R n , E 0 ) and BU C (R n , E 0 ) was proven by H. Amann in [Am01] , but this referred to L (E 0 ) −vector valued and parabolic differential operators. In [Ki01] was proven the generation of analytic semigroup on L p (R n , E 0 ) (1 ≤ p < ∞) by suitable parabolic pseudodifferential operators with L (E 0 ) −valued symbols of order m > 1, which have homogeneous principal part and in the dual variable ξ regularity greather than or equal to 2n + 1. 
for all ξ ∈ R n , λ ∈ Σ π 2 ,R , a ∈ A and 0 < |α| ≤ ρ, where C 10 := ρC 5 (see Proposition 3.5).
Remark 3.11. It was shown in [Ba09] that the set {b λ :
Proof of Lemma 3.10. Let β ∈ N n 0 with |β| ≤ ρ and |λ|
PSEUDODIFFERENTIAL OPERATORS ON VECTOR-VALUED SOBOLEV SPACES
Now, let α ∈ N n 0 with 0 < |α| ≤ ρ. Since ∂ α ξ (λ + a) −1 is a sum of terms of the form
with α i ∈ N n 0 \ {0}, α 1 + ... + α j = α and j = 1, .., |α|, it follows from (48) that
for all ξ ∈ R n , λ ∈ Σ π 2 ,R and a ∈ A which finishes the proof of the lemma.
In the following section non-autonomous evolution equations will be considered and therefore we will show the validity of the following proposition for a family of parabolic symbols. But before we mention an elementary lemma.
Lemma 3.12. Let χ ∈ S (R n ) with χ (0) = 1. Then:
Proof. See [Ku81] , Lemma 6.3.
In Lemma 3.12 we can choose c α = 2 |α|−σ 2 χ |α|−σ, |α| , where
is the standard seminorm in S(R n ). In the following Proposition
) be bounded and k ∈ N 0 . Moreover, we suppose that all symbols a ∈ A are parabolic with the same constants ω ≥ 0 and κ > 0. Then there exist constants R > 0 and 0 < θ i < 1, i = 0, 1, such that
,R and a ∈ A. There,
Proof. We can suppose without loss of generality that R 1 in Remark
we have to calculate the derivatives ∂ 
,R , |λ| := µ m ,λ := µ −m λ and |β| ≤ k:
with
and χ ε (ξ, η) := χ (εξ) χ (εη) for all ξ, η ∈ R n , 0 < ε < 1, χ is a function in S (R n ) with χ ≡ 1 on |ξ| ≤ 1 and χ ≡ 0 on |ξ| ≥ 2. It observes that in (49) ∂ β x u ∈ L p (R n , E 0 ) for all |β| ≤ k. Now we will show the following assertion. Assertion: i) There exist constants 0 < θ i < 1, i = 0, 1, such that for all ε ∈ (0, 1), η ∈ R n , λ ∈ π 2 ,R (|λ| = µ m ) and a ∈ A:
There, C * and θ i are independent of ε, η, λ and a.
ii) There is a strongly measurable function K :
,R and a ∈ A, where the constantĈ > 0 is independent of λ and a.
Proof of i):
Let α ∈ N n 0 with |α| > 0. Then
and with this
because e i(µξ)·η − 1 ≤ 2 |µξ| θ |η| θ for all ξ, η ∈ R n and 0 < θ < 1. On the other hand, we obtain from Lemma 3.10 and Lemma 3.12:
for all ξ, η ∈ R n , 0 < ε < 1, λ ∈ π 2 ,R and a ∈ A. Then
Now we show that there is 0 < θ i < 1 such that I(θ i , n + i) < ∞ for i = 0, 1.
(1) We consider first the case 0 < m < n:
In case of |α| = n we can choose θ 0 ∈ (0, 1) such that θ 0 < m, because m > 0. Then
where ω n denotes the volume of the unit ball in R n . In case of |α| = n + 1 we can also choose θ 1 ∈ (0, 1) such that m > 1 − θ 1 . Then we have
because θ 1 + m − 1 > 0 and θ 1 − m − 1 = (θ 1 − 1) − m < 0. Therefore for 0 < m < n and |α| = n + i, i = 0, 1, there are θ i ∈ (0, 1) and
,R and η ∈ R n . (2) Now we consider the case m ≥ n + 1:
We choose θ 0 ∈ (0, 1) such that θ 0 < m. Then we have |α| + m − θ 0 > n and therefore I(θ 0 , |α|) = nω n 1 n + 1 m−θ 0 < ∞. If we define θ 1 := θ 0 , we have that there exists θ i ∈ (0, 1), i = 0, 1, such that
,R and η ∈ R n . (3) Finally we consider the case n ≤ m < n + 1 : If |α| = n we can estimate like in the former case. Then we have to consider only |α| = n + 1. 0, 1) . Therefore, for n ≤ m < n + 1 and |α| = n + i, i = 0, 1, there exists θ i ∈ (0, 1), such that
,R and η ∈ R n .
We have shown that for m > 0 and |α| = n, n + 1, there exists θ i ∈ (0, 1),
,R and η ∈ R n . Therefore we have
In the same way we obtain
From this two last inequalities assertion (i) follows with
Proof of ii): Let ε, ε ∈ (0, 1) , ξ, η ∈ R n and λ ∈ Σ π 2 ,R . Then, analogous to the proof of Assertion i), it is obtained that
. From this, Lemma 3.12 and the dominated convergence Theorem it is obtained
,R , and therefore there exists a strongly measurable
Furthermore the function K satisfies, due to (51), the following:
for all λ ∈ Σ π 2 ,R and a ∈ A. This shows ii). Now we get from (49), the assertions i)-ii) and the dominated convergence theorem that for all |β| ≤ k, λ ∈ Σ π 2 ,R and u
,R and a ∈ A. One proves the case p = ∞ in analogous form. For that, one must replace above |β|≤k by max |β|≤k and eliminate the exponent p.
In the following we prove the main theorem of this article.
Theorem 3.14. Let m > 0, k ∈ N 0 , F k p = W k p for 1 ≤ p ≤ ∞ and B as in (40). We will assume that m > k in case p = ∞. Moreover, let A := {a τ : τ ∈ I} ⊂ S m,ρn 1,0 (R n , L (E 1 , E 0 )) a bounded family of parabolic symbols with the same constants ω ≥ 0 and κ > 0,
for all λ ∈ Σ π 2 +ϑ, R and τ ∈ I, with M 1 the constant given in Proposition 3.13 and C 4 (M 1 ) defined like in Proposition 3.3. Therefore
Proof. From (43) we know that
. (57) Moreover it follows from Proposition 3.5 the existence of a constant R 1 ≥ 0 such that
On the other hand, since the maps
are bijective, it holds that
Furthermore one obtains from
Then, according to Proposition 3.13, there exist a constant R 2 ≥ R 1 such that for all λ ∈ Σ π 2 ,R 2 and τ ∈ I :
Now, we prove the inequality (63) for all u ∈ W k ∞ (R n , E 0 ) under the hypothesis that in this case m > k. Let m > k, then there exists some r 1 ∈ R (e.g. r 1 = k−m 2 ) with r 1 < k < r 1 + m. Now, we choose a R 3 ≥ R 2 such that it holds (57), (63), for all λ ∈ Σ π 2 ,R 3 y τ ∈ I and such that the maps
are bijective and continuous (this is possible due to Corollary 3.2 and Proposition 3.5). Then
2 ∈ R with r 1 < r 2 < k and r := r 2 − r 1 > 0. It is clear that ψ l ∈ S r,ρn 1,0 (R n ) and u l := ψ l (D)u ∈ C ∞ b (R n , E 0 ). From this, (57), (65) and (37) it follows that there are constants c i , i = 1, 2, 3, such that for all λ ∈ Σ π 2 ,R 3 and τ ∈ I:
,R 3 and τ ∈ I. Therefore
,R 3 and τ ∈ I. Then (54) follows from Proposition 3.3. The assertions (55) and (56) follow from Corollary 3.2 and from equalitẙ
In fact, from Definition 3.7 with p for 1 ≤ p < ∞ and with this (55) is proven. Analogous one shows (56).
Corollary 3.15. Let conditions as in Theorem 3.14 for the case p = ∞,
and let B be as in (40). Then a) The operator
generates an analytic semigroup on F k ∞ (R n , E 0 ) for all τ ∈ I. Exactly, there exist constants ϑ ∈ 0,
for all λ ∈ Σ π 2 +ϑ, R and τ ∈ I.
b)
and from definition of the realization of a operator one obtains that
Because of B k+m ∞,∞ (R n , E 0 ) → B k+m ∞,∞ (R n , E 0 ) (see (19)) and
By Proposition 3.8 there exists a constant R > 0 such that for all λ ∈ π 2 ,R , τ ∈ I the maps
are bijective, and so we infer that
From this, from Theorem 3.14 and definitions of the norms
we conclude the assertion (71). b) The proofs of the continuous immersions in (72) are similar to the proofs of (55) and (56).
Remark 3.16. Let m ∈ R and ρ ∈ N 0 . We define S m,ρ (R n , E) as the space of all functions a ∈ S m,ρ 1,0 (R n , E), which have a function a 0 ∈ S m,ρ 1,0 (R n , E), so that a − a 0 ∈ S m−1,ρ 1,0 (R n , E) and a 0 (tξ) = t m a 0 (ξ) for all t > 0 and ξ ∈ R n \ {0} .
The symbol a 0 is called the main part of a and we regard S m,ρ (R n , E) with the norm a S m,ρ (R n ,E) := a 0 S m,ρ (R n ,E) + a − a 0 S m−1,ρ (R n ,E)
. for all t ∈ J, where the constant c 1 does not depend on t. Furthermore there are constants c 2 > 0 and R > 0 independent of t (due to Proposition 3.5 and B k+m p,∞ (R n , E 0 ) → B k+θm p,∞ (R n , E 0 )) such that λI + a(t, D)
for all λ ∈ Σ π 2 ,R , t ∈ J and j = θ, 1. Now we take some ω ≥ R (thus ω ∈ Σ π 2 ,R ). Then we get for all t, t ∈ J that There, η ∞ := c 1 c 2 2 a(·, ·) C α is a constant independent of t. Therefore, it holds (78) for q = ∞ and all θ ∈ ]0, 1[. Now, let θ ∈ R with 0 < θ < θ < 1. Then we get for all q ∈ 
for all λ > R and k = 1, 2, . . . , where : τ ∈ I (see Definition 21 and Proposition 2.3 in [Ka70] ). These Remarks will be useful for the analysis, in an forthcoming paper, of the semilinear pseudo differential equation ∂ t u + a(t, D)u = f (t, u), 0 < t ≤ T, u(0) = u 0 .
on the Sobolev space W k p (R n , E), 1 ≤ p < ∞.
