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ABSTRACT

The advancement of semiconducting materials is paramount to the future of
electronics. Organic semiconducting materials are of particular interest due to their
significantly lower processing cost compared to traditional inorganic semiconducting
materials, such as silicon.1 However, the present toolkit for solution-based controlled
growth of polycrystalline thin films is lacking. Therefore, the purpose of this research is to
build such a toolkit, wherein tunable parameter relationships of organic thin-film growth
are evaluated and compared both experimentally and computationally. A multi-scale
model has been developed,2,3 which combines mean field rate equations with a
self-consistent treatment of the critical stable monomer cluster size, and a stochastic
treatment of nucleation once beyond the critical monomer concentration. The result of the
simulation is a 2D monomer concentration landscape and a map of crystal locations; the
evolution of each component can be viewed over the time span of the experiment. Using
bright-field fluorescence video-microscopy, the same information is obtained experimentally.
Computational and experimental spacing statistics, radial monomer concentrations, and
parameter relationships are explored using these methods. Understanding these factors will
further our ability to understand fundamental parameter relationships of OVLS
(organic-vapor-liquid-solid) deposition, polycrystalline thin-film nucleation and the ability
to predict optimal parameters for thin-film architectural growth patterns; one such example
being shape engineering crystals to grow in holey patterns for novel applications, such as
photonics.4 Furthermore, a phototransistor, fabricated using the OVLS deposition scheme,
is characterized and compared to a recently-published and structurally-similar device.
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Chapter One
Introduction
Given the growing global need for energy sources, wherein global energy consumption
is projected to increase by one gigawatt per day,1 it is vital to search for energy
consumption-lowering technologies. One pathway is to lower the energetic processing cost
of electronics, and one method is to explore organic electronic materials, as opposed to
traditional inorganic materials.
Silicon, the industry standard
which has dominated for over 70
years, requires 2,500 °C to melt
for purification, while organics
of interest such as tetracene
and other acenes (Figure 1.1)
require processing temperatures
of merely 200-400 °C.
Although there have been
small breakthroughs in finding
low temperature Si processing
Figure 1.1 Acenes of interest and their melting points. schemes, none that substantially
lower the processing temperature

are ready for large scale manufacturing.5 These acenes of interest are also readily available,
as many are products of combustion, and those that are not can be synthesized using said
available acenes. Due to the vast prevalence of semiconductors in all technologies, they are
of great interest for the development organic electronics.
Semiconductor materials are an integral part of almost all electronics; their
advancement is a necessity to the future of technology. A semi-conductive material is
defined by having greater conductance than an insulator, and less than that of metals.
This in-between range allows for semi-conductive materials to be used as logic operators in
electronics. These differences in conductance are due to the differences in band gaps
(Figure 1.2).
Band gaps represent the amount of energy required to excite an electron from their
valence band to a conduction band. Conductors, such as metals, have no band gap,
allowing for free electron flow in the presence of an electric field. Insulators, such as glass,
have a very large band gap, such that excitation and flow to a conduction band requires
too much energy (>10 eV) to be useful. But, the band gap for a semiconducting material is
small enough such that given a material-dependent amount of applied energy, an electron
from the valence band can reach the conduction band (1-4 eV).6
Therefore, semiconductors are used as on/off switches for processes in circuits because
the voltage applied may allow or prevent electronic passage to the conduction band,
depending on the magnitude of the voltage applied and the band gap of the material. For
these reasons semiconductors are used in field-effect transistors,7–9 light-emitting diodes
(LEDs),10–12 sensor arrays,13 and photovoltaics,1,14 as well as photonic applications.15,16
Because inorganic semiconducting materials have been the standard, there is
well-defined research dictating growth control and a much greater understanding of the
thermodynamics and kinetics of inorganic crystal growth. This is where the current
understanding of organic crystal nucleation and growth needs to be expanded upon, in
order to further production capabilities to that of inorganics. In order to develop a tool kit,
2

Figure 1.2 Band theory diagram. A depiction of the band gap differences between
conductors, semiconductors, and insulators.17
allowing for such an understanding of the parameterization for controlled organic crystal
growth, a thorough understanding must be had of the underlying chemistry of the system.
For this reason, model development and analysis is pertinent to understanding tunable
parameter relationships, and size and spacing statistics, for thin film polycrystalline
nucleation.
Conveniently, the study of spacing statistics for comparable systems has existed for
almost 100 years! Thanks to the industrial revolution and the progression of statistical
analysis, variables effects on particle size distribution made its debut in industrial
applications. A few such examples include particle size distributions in cements and that of
pigments in paints,18,19 and metal powder particle size distributions, used to determine the
best electrode deposition parameters.20 These models evolved to apply to metal cluster size
distributions for sub-monolayer metal thin-film growth, encompassing concepts and data
directly comparable to this research.21,22 It is important to note that the terms crystal,
stable cluster, and island will be used interchangeably in this thesis, as will the terms
cluster and aggregate, and monomer and particle.
Our interest is specifically in crystal nucleation in a solvent environment, which
contrasts with most previous models that have been designed around molecular-beam
epitaxy (MBE) thin film deposition. MBE is a common process for high purity thin film
deposition; metal is slowly heated while the system is under ultra-high vacuum,
3

sublimating metal atoms and depositing onto the substrate. The models we will discuss
have been designed with the goal of fitting experimental MBE scaling statistics. The most
important difference between these two deposition approaches, is that in solvent the critical
cluster size (i∗ ) is significantly larger (generally greater than 50 monomers) in a solvent
environment than it is in MBE deposition (less than 5 monomers). The critical cluster size
is one less than the number of monomers beyond which the addition of further monomers
lowers the overall system free energy. This concept will be further discussed in Chapter 2,
Section 2.1. Due to the large difference in the size of i∗ , nucleation in a solvent requires
significantly more monomers in the system for nucleation to occur. This leads to issues
concerning computational cost if we were to directly apply models designed for low i∗ to
large i∗ systems.
There are a variety of models presently used to simulate nucleation in small i∗
systems. Common approaches for such simulations include kinetic Monte Carlo (KMC),
molecular dynamics (MD), and mean field rate equation (MFRE) models. There are
several issues with employing these approaches for our solvent-based system. For example,
MD simulations are generally unsuitable for such an application because of the lengthy
time scale of our regime, and number of monomers needed. There have been refinements to
MD that allow for longer time range accessibility, however for our experiments in
particular, which involves time scales of over 400 seconds and a grid size of 4,000,000
square microns, those refinements are not quite applicable yet.23 KMC simulations have
proven useful for MBE deposition simulations due to their atomistic approach, even for
nucleation on patterned substrates, but lack the complexity to accurately model our
regime, and the number of walkers (particles on the substrate that "walk" around) required
would cause too great of a computational cost.24 MFRE approaches have proven very
useful for the expansion of scaling theories, however they lack the statistical resolution we
require. For these reasons, we have developed a multi-scale model, wherein nucleation is
treated stochastically once beyond the critical monomer concentration, and combined with
4

a self-consistent treatment of the critical stable cluster size, which is incorporated into
mean field rate equations.
To evaluate the accuracy of the multi-scale model, experimental data is needed for
comparison. Bright-field videomicroscopy is used to experimentally monitor monomer
concentration and crystal locations as functions of time. These data sets can also be
compared to experimental data, as well as to scaling models derived from MBE
experiments.
A major motivation for designing a new model is our unique approach to
polycrystalline thin film nucleation. Our regime consists of a constant flux of crystalline
material onto a solvent-coated substrate, referred to as organic-vapor-liquid-solid (OVLS)
deposition. The vapor-liquid-solid (VLS) method was originally developed for the growth
of high-quality silicon whiskers with electronic applications.25 As time progressed, this
concept was further applied to other inorganic compounds and the methodology was
expanded upon. One such example being the breakthrough of low temperature (>200 °C)
crystal growth to the micrometer scale and larger, using a solution-liquid-solid deposition
scheme.26 However, this pales in comparison to the discovery of the OVLS regime we
employ. Prior to the OVLS scheme, thin film crystals generally could only be grown to a
few microns, forming micro-crystalline and amorphous films, leading to comparably poor
charge carrier mobility.27 When tetracene monomers are fluxed at a constant rate onto a
solvent-coated substrate, tetracene crystals can be grown to several hundred microns in
length.27 This is the procedure we base our crystal nucleation and growth schemes from,
allowing us to grow large, high-quality crystals for device fabrication.
To summarize, the goal of this research is to begin to build a tool kit for controlled
polycrystalline thin-film nucleation and growth in solvent. This will be accomplished by
analyzing parameters and scaling relationships generated by computational simulation and
physical experiment. Computational results will also be applied to traditional small i∗
based models to explore how large i∗ systems fit with the small i∗ narrative. Controlled
5

architectural growth and device fabrication will also be explored to build our tool kit of
applications of the OVLS technique.

6

Chapter Two
Background
2.1

The Multi-scale Model
The multi-scale model describes a burst nucleation (BN) regime, originally described

by LaMer and Dinegar (LD),28 under a classical nucleation theory (CNT) approach. BN is
comprised of three phases: induction, nucleation, and growth (Figure 2.1).
During the induction
regime, monomer concentration
increases linearly due to the constant
flux (F ) of new monomers onto a 2D
grid, representing a solvent-coated
substrate. Here we are
operating under the assumption that
monomer concentration is consistent
throughout the z axis, liquid
Figure 2.1 Sample multi-scale model data, showing
the changes in monomer and stable cluster concen- thickness. This assumption allows
trations over time during a burst nucleation regime.
us to make calculations in 2D, and
then rescale them to 3D parameters.
Monomers dissolve into the solvent, and are allowed to diffuse, wherein movement is

dependent on the diffusion constant (D), solved for analytically via the 2D diffusion
equation. Once the nucleation regime begins, the entire 2D grid space is at the critical
concentration (n∗ ), beyond the required monomer concentration for solvent saturation
(nsat ). Once enough crystals have nucleated, the likelihood of a monomer finding a crystal
is much larger than that of aggregating and nucleating with other monomers. Here, the
growth regime begins, where monomer concentration drops because all are adhering to
crystals approximately as soon as they are arriving, causing the end of nucleation. This
process can be represented by two coupled mean field rate equations (MFRE) (Equations
2.1 and 2.2).
dN
= KnP (n, i∗ )
dt

(2.1)

dn
= F − KnP (n, i∗ ) − KnN
dt

(2.2)

Equation 2.1 expresses rate of nucleation (or stable cluster formation) over time (N
and t, respectively) in terms of the collision and capture kernel K (Equation 2.3), the
concentration of sub-critical clusters, consisting mostly of monomers (n), and the
concentration of clusters with monomer concentration n and size i∗ , P (n, i∗ ) (Equation
2.4). The terms n and P (n, i∗ ) give the rate at which monomers collide with critical
clusters, while K converts this rate into a probability of a given number of monomers
sticking to a given cluster.
Because the continuous flux of crystalline materials onto the substrate is the only
source of new monomers, the change in monomer concentration over time (Equation 2.2)
can be computed by subtracting monomers lost to nucleated crystals and sub-critical
clusters from the flux.

K = 4πa(i∗ )1/3 D
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(2.3)

The collision and capture kernel K can be thought of as a “sticking coefficient.” It
determines how many monomers will adhere to a nearby crystal or sub-critical cluster by
converting the rate of monomer-monomer or monomer-crystal collision to a probability.
The probability dictates how many monomers of those that have collided will "stick." For
this reason, the cross sectional surface area, with monomer radius a, is combined with D
and i∗ . This expression is a modified version of the Smoluchowski coagulation equation.
The concentration of aggregates of size i and monomer concentration n is dictated by
Equation 2.4, where T is temperature, and k is the Boltzmann constant. The expanded
form of this function, as is directly written in the simulation, is developed below, beginning
with the system’s free energy (Equation 2.5).
h

P (i, n) = ne

∆Gi (n) = −(i − 1)kT ln (

−∆Gi (n)
kT

i

(2.4)

n
) + 4πσa2 (i2/3 − 1)
sat
n

(2.5)

The free energy is comprised of two terms. The first is the free energy of the
monomers, and the second is the free energy of clusters of size i, assuming spherical
monomers and clusters. The monomer free energy term comes from the change in entropy
when a monomer is added when going from a sub-critical to critical stable cluster size.
Equation 2.6 is the result of plugging Equation 2.5 into Equation 2.4, and rearranging.
This is the explicit form used in the simulation.
n
P (i, n) = n( sat )e
n
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−4πσa2 (i2/3 −1)
kT



(2.6)

As previously discussed, the self-consistent
treatment of the critical cluster size,
i∗ , is unique to this model. This is achieved
by repeatedly solving for i∗ at each grid
space while checking for nucleation. When
the system’s free energy is plotted against
i, the curve in Figure 2.2 is observed.
The peak denotes the minimum number
of monomers in a stable cluster, because
additional monomers cause the free energy

Figure 2.2 Free energy in Joules versus cluster size in monomers.

to decrease. Therefore, the cluster is increasing in stability once past i∗ . For this reason, i∗
can simply be solved for by taking the derivative of P (n, i∗ ) with respect to i and
rearranging (Equation 2.7).
8πσa2
i (n) =
n
3kT ln ( nsat
)
∗



3

(2.7)

Equations 2.3 and 2.6 can be substituted into 2.1, resulting in 2.8. This is the explicit
form, wherein the critical cluster size, calculated using Equation 2.7, is consistently
calculated and re-substituted into Equation 2.8 for each grid space during the simulation.
n
N (t) = KP (n, i∗ ) = 4πa(i∗ )1/3 Dn2 ( sat )e
n



−4πσa2 (i2/3 −1)
kT



(2.8)

Now that the fundamentals of the model have been defined, algorithmic functionality
can be summarized. During the induction regime, the critical cluster size i∗ is very large,
reducing P (n, i∗ ) to approximately zero. For this reason, we can assume no nucleation is
occurring, and we start the simulation at the concentration given by the product of the flux
and induction time at all grid spaces. Grid cell size is an input parameter, which we set to
1 µm. Grid boundaries are periodic.
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The initial concentration (n0 ) of tetracene in solvent is well above the saturation
concentration (nsat ), because crystal nucleation is already statistically very unlikely, and
nucleation is treated stochastically. Then, the nucleation regime begins. Flux is still
constant, and monomer movement is dictated by analytical solutions to the 2D diffusion
equation. The probability of nucleation is weighed against a random number, where
nucleation probability is dictated by the critical cluster concentration. If the concentration
is larger than the random number, a crystal nucleates at that grid space. The nucleation
regime then continues until monomer concentration drops, and the growth regime begins,
where all new monomers are more likely to find a crystal than aggregate with other
monomers.

The end result of a simulation can
be represented as a 2D monomer concentration
map (Figure 2.3). Areas with greater
monomer concentration are closer to white,
while areas of low monomer concentration
are black. This is because nucleated crystals
become monomer sinks, causing radial depletion
zones around them. From this example
Figure 2.3 An example of a monomer
concentration map at the end of a
simulation, where areas of high monomer
concentration are white, and low
concentration areas are black. A crystal
can be found at the center of each black
dot.

output, spacing statistics can be extrapolated,
such as nearest neighbor and Voronoi cell area
distributions. Crystal sizes and growth rates
are also extrapolated, where size is dictated
by the number of monomers in a crystal.
In order to further evaluate the

functionality and accuracy of the model, an additional version of the simulation has been
created such that experimental crystal locations and nucleation times are input. Stochastic
11

nucleation is turned off in this version of the simulation. The only nucleation occurring is
dictated by user input, which comes from experiment. This allows for thorough
comparative study of the differences between experiment and model. Growth rates,
depletion zones, and monomer concentration landscapes will be evaluated.

2.2

Application of Bright-field Fluorescence
Videomicroscopy for Experimental Parameter
Extrapolation
Input parameters required to run the simulation include the flux, monomer diffusion

coefficients, temperature, monomer saturation concentration, and cluster surface energy.
These input parameters must match the experimental parameters to be useful for
comparative analysis. Although flux and diffusion are varied widely to explore the model’s
behavior, experimental reference values are needed to determine other parameters.
Additionally, knowing the experimental reference values, particularly flux and diffusion, for
a given experiment provide more tangible meaning to the observer when exploring varied
simulation input parameter analysis.
Monitoring monomer concentrations and crystal locations during polycrystalline
thin-film nucleation is accomplished via bright-field fluorescence videomicroscopy. The
setup consists of a deposition chamber (Figure 2.4) and a dual-channel camera with
specialized optics (Figure 2.5) for simultaneously observing multiple fluorescence
wavelengths.
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The deposition chamber (Figure
2.4) includes an enclosed cylinder with
a heat source for the vaporization of the
crystalline material of choice, a nitrogen
inlet valve to prohibit oxidation reactions,
and a clear glass window for viewing with
the microscope above. Crystalline material
is placed in a crucible that has an exit hole
of ≈ 300 µm as additional control over the
flux rate. The heat source is a nichrome
wire surrounded by ceramic blocks. The
vessel is repeatedly purged with nitrogen
to thoroughly minimize oxygen presence.

Figure 2.4 A diagram of the diffusion
chamber.

Nitrogen is also used as a carrier gas during
deposition. The substrate, coated in a thin layer of Lumogen Red saturated solvent, is
adhered to the bottom of the window. A thermocouple is used to monitor the temperature
of the window, for regulation via water cooling system, and to be used as a simulation
input parameter.
The solvent must be saturated with a fluorescent dye, such as Lumogen Red, for
several reasons. Lumogen Red allows us to divide the monomer fluorescence signal by the
solvent thickness during post-processing, a requirement to treat the system as 2D.
Additionally, areas of the substrate with greater monomer concentrations block the
Lumogen Red fluorescence signal, giving relative concentration data. Per the definition, the
critical monomer concentration (1.6 × 106 monomers/µm3 )29 is assumed to be the
concentration observed in the bulk of the grid space or substrate the moment the first
crystal nucleates. This, in combination with the minimum monomer concentration of zero,
gives a quantitative concentration scale if we assume the relationship between pixel
13

brightness and monomer concentration to be linear.

Flux is calculated similarly. The monomer
concentration at the start of the nucleation phase
is known, as is the time duration of the induction regime.
Therefore, flux can simply be solved for by dividing
the critical monomer concentration by the time span of
the induction regime. Constant flux is ensured by using a
shutter to block the substrate until the crucible is at the
desired temperature. Equation 2.8 relates the remaining
two simulation input parameters required, the diffusion
constant and cluster surface energy. These values are
computed by fitting experimental data to Equation 2.8.
The optical set up for the dual channel camera
is depicted in Figure 2.5. A UV ring light is attached
to the microscope objective for electron excitation.
Fluorescence emitted is separated with a dichroic mirror.
The Lumogen Red reference fluorescence signal passes
through the mirror, while the tetracene fluorescence
signal is directed to another mirror, and reflected
towards the camera. Both signals pass through band

Figure 2.5 Optics framework
for monitoring solvent thickness
and monomer concentration or
crystal locations on a Lumogen
Red saturated solvent coated
glass slide.

pass filters before reaching the camera, such that the
signals of interest are isolated. Tetracene monomers and Lumogen Red fluoresce at 475 and
700 nm, respectively, therefore shortpass 473 ± 24 nm and long pass 700 ± 50 nm filters
are used. Tetracene crystals fluoresce at 535 nm. At the end of an experiment the
Lumogen Red channel filter is replaced with a 572 ± 23 nm bandpass filter to note crystal
locations. This framework allows us to monitor monomer concentration in real time during
14

crystal nucleation and growth.
Radial concentration plots are used to compare results from the multi-scale model,
fluorescence experiment, and to an analytical solution to the 1D diffusion equation
(Equation 2.9, where x is the distance away from the crystal).
By separating variables and setting the boundary conditions: n(x, 0) = n∗ , n(0, t) = 0,
and

∂n
|
∂x x=R

= 0, the solution is given in Equation 2.10.
∂ 2n
∂n
=D 2 +F
∂t
∂x

n(x, t) =

X
j

"



2 #
4n∗
(2j + 1)π
(2j + 1)π
t + Ft
sin
x exp −D
(2j + 1)π
2R
2R

(2.9)

(2.10)

An Introduction to Small i∗ Based Scaling Models

2.3
2.3.1

Background

All models discussed here were developed using KMC simulations and MBE
experimental data. As previously mentioned, KMC simulations are computationally
expensive and can only handle small i∗ values. This is because during KMC simulations,
the locations of all individual monomers are tracked at every step, as are their movements
to new locations, leading to great computational expense even in small i∗ systems.
However, the multi-scale model allows for thousands of monomers to be present at a single
grid space, due to the 1 µm2 grid space size, treated to be coated with a 0.1 µm thick
solvent layer (these parameters can be changed, but all data discussed here was collected
using these settings). This leads to a few discrepancies when calculating parameters and
applying these scaling models to our multi-scale model. In order to accurately compare
scaling, computation of some parameters must be slightly altered in order to put
multi-scale model results or parameters in terms of those of KMC simulations.
15

A common parameter necessary for relevant discussion of size scaling is R, which
describes the ratio of flux to diffusion in a unitless fashion. Physically, R describes how far
a monomer can diffuse during the time it takes another monomer to flux onto the same
space the diffusing monomer started on. The diffusing monomer also arrived at its starting
space via flux.30 This measure was designed with KMC simulations in mind, where physical
measures of distance are trivial, because space is made up of L2 sites, which do not
inherently need to represent a physical space. The diffusion time (τ , in s) is the average
time it takes a monomer to randomly walk and end on an adjacent site, and is given in
Equation 2.11. The distance (d, in µm) is the diameter of a site. The rate R can then be
described by the reciprocal of the product of F and τ , as written in Equation 2.12.

τ=

d2
2D

(2.11)

R=

1
Fτ

(2.12)

Coverage (θ) is also subsequently calculated slightly differently than in traditional
KMC approaches. KMC approaches calculate coverage by dividing the number of
monomers in all stable clusters by the number of total sites in the 2D grid. But KMC
models take an atomistic approach, while in our experiments a monomer represents an
entire molecule, which cover more space once nucleated. To account for this, we refer to
the experimentally determined unit cell of tetracene, and calculated the molecular volume
3

of crystallized tetracene to be 322 Å .31 Fractional coverage can then be calculated by
multiplying the sum of all monomers within stable islands by this molecular volume, and
dividing by the total volume of the substrate and solvent layer.
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2.3.2

Amar & Family, 1994

One of the most influential papers in this field is the 1994 Amar and Family paper,
Critical Cluster Size: Island Morphology and Size Distribution is Submonolayer Epitaxial
Growth.32 This paper introduces a general scaling form (Figure 2.6), where Ns (θ) is the
island size distribution as a function of coverage θ, where islands contain s atoms, and S is
the average island size (Equation 2.13). The embedded analytical function Fi (u) given in
Equation 2.14 is a heuristically predicted scaling form, that predicts how island size
distributions scale with increasing critical island sizes i*.

Ns (θ) = θS −2 Fi (s/S)

1/ai

Fi (u) = Ci ui e−iai u

(2.13)

(2.14)

The general scaling form is constricted to the sum rules noted in Equation 2.15, allowing
for the scaling constants Ci (Equation 2.16) and ai (Equation 2.17) to be derived, where
Γ(j) is the gamma function.
Z

∞

Z
Fi (u)du =

0

∞

Fi (u)udu = 1

(2.15)

0

(i+1)(a )

i
iai
Ci =
ai Γ[(i + 1)ai ]

(iai )ai =

Γ[(i + 2)ai ]
Γ[(i + 1)ai ]
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(2.16)

(2.17)

Data from both KMC simulations
and experiments are compared to
this analytical form. The experimental
data consists of iron deposition
onto an iron substrate. The island
size distribution of the experimental
data is then fit to each value of
i explored (i = 1, 2, 3) to determine the
Figure 2.6 The size scaling model proposed by
Amar and Family for i=1, 2, and 3.

critical island size for submonolayer
homoepitaxial growth of iron. Both

experimental and KMC data fit the analytical form with great agreement. For this reason,
we are curious as to how this analytical form compares to distributions extrapolated from
our data. This leads us to question, does this model describe size distributions of systems
with large i values, and can this model accurately predict the i∗ value of our one of
simulations? Can fitting this form to other distributions of our data give us any insight on
additional universal scaling patterns of submonolayer island growth and nucleation?

2.3.3

Mulheran & Blackman, 1995

In their 1995 paper, Capture Zones and Scaling in Homogeneous Thin-film Growth,
Mulheran and Blackman delve into the fundamental cause of scaling in submonolayer thin
film growth.33 The main focus of the paper consists of capture zone and island size scaling
through Voronoi cell tessellation applications. Capture zones are approximated by Voronoi
cell areas, and island sizes are approximated under the assumption that island growth can
be represented by the product of Voronoi cell area and flux. By integrating this growth
rate, sizes are approximated, and compared to actual size. Although this approximation
was fairly successful, the portion of the paper we are more interested in is the
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semiempirical form presented (Equation 2.18) to predict the scaling of capture zones.
Voronoi cell areas are a common capture zone approximation; the predicted scaling form is
compared against Voronoi cell area distributions for several simulations.
Gγ (u) =

γ γ γ−1 −γu
u e
Γ[γ]

(2.18)

Here γ is a parameter that describes the magnitude of exclusion, and was found to
equal 3.61 for a randomly point-deposited Voronoi cell tessellated matrix or grid with no
exclusion. In this setting exclusion refers to the degree at which points are removed from a
grid of randomly distributed points for the distribution of Voronoi cell areas to match that
of the form given in Equation 2.18. As γ increases, the degree of exclusion increases. This
tells us that a larger γ correlates with a larger capture zone. By applying this scaling form
and theory, we can discuss the degree of exclusion when this form is fit to Voronoi cell area
distributions from multi-scale model simulations, and comment on what that means for our
large i∗ system versus small i∗ systems.

2.3.4

Evans & Bartelt, 1996

Evans and Bartelt derive the exact scaling form of island size distributions in their
1996 paper, Exact Island-size Distributions for Submonolayer Deposition: Influence of
Correlations Between Island Size and Separation.34 Their proposed scaling form disagrees
with MF size scaling predictions, and claim this disagreement is due to the previously
unexplored dependence of size on the probability of an island of size s to capture diffusing
adatoms. This probability is referred to as the capture number (σs ). The dependence of
size on capture number is quantified by plotting normalized sizes against their respective
capture number, divided by the average capture number for islands of size s (σavg ).
Capture numbers can be calculated using the aggregation rate used in their simulations
(Equation 2.19).
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Ragg (s) = hσs N1 Ns

(2.19)

However, first a counter must be implemented to obtain Ragg (s). Once the desired
coverage is reached, nucleation and flux are turned off to decrease noise, and a counter, Ms ,
is used to monitor how many adatoms would be captured by islands of size s (Equation
2.20).

Ragg (s) = ∆t−1 L−2 [Ms (t + ∆t) − Ms (t)]

(2.20)

By plotting s/savg against σs /σavg , a linear trend is observed with a slope of about
2/3 when s/savg is greater than 1. Applying a MF approach naturally applies the
assumption that σs = σavg , causing aforementioned discrepancy. But, this analysis has only
been performed for a small i∗ system. In Chapter 4, a similar analysis will be discussed
where island sizes, growth rates (by definition, growth rates must be exactly proportional
to capture numbers), and other parameters are evaluated in our large i∗ system.

2.3.5

Pimpinelli & Einstein, 2007

In 2007 the Pimpinelli and Einstein paper, Capture-zone Scaling in Island Nucleation:
Universal Fluctuation Behavior, scaling phenomena is analyzed by applying a generalized
Wigner surmise distribution.35 The Wigner surmise describes the probability distribution
of nuclear energy level spacing of heavy atoms.36 The generalized Wigner surmise
(Equation 2.21) replaces constants specific to its original nuclear system with normalizing
parameters, aβ (Equation 2.22) and bβ (Equation 2.23). These parameters were derived by
again satisfying Equation 2.15.

2

Pβ (u) = aβ uβ e−bβ u
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(2.21)

aβ = 2Γ(

β + 2 β+1
β + 1 β+2
) /Γ(
)
2
2

(2.22)

β+1 2
β+2
)/Γ(
)]
2
2

(2.23)

bβ = [Γ(

Equation 2.21 predicts the capture zone size distribution, dependent on β, "the sole
Wigner surmise parameter," which is dependent on dimension d (Equation 2.24).
β = (2/d)(i + 1)

(2.24)

Although this dimensional dependence is well supported in the case of d=1, predicting
the nearest-neighbor distance probability distribution closely, the 2D case does not
effectively predict the Voronoi cell area tesselation distribution for the KMC data used in
their study. How well the generalized Wigner surmise and it’s dimensional dependent
parameter β predict spacing distributions in our large i∗ system will be evaluated.

2.4

Organic Field-effect Transistors
There has been some introduction to the basic theory of semiconductor materials and

semiconductor applications, but precisely how do they function in a transistor? OFETs are
comprised of several layers of different materials, each with an important function.
A simple transistor has four major components: the gate, dielectric, semiconductor,
and source and drain electrodes (Figure 2.7). The gate can be thought of as a faucet,
controlling the flow of current, depending on the applied voltage. If the voltage is too low,
current is not passed, the faucet is off. The minimum applied voltage allowing for current
to flow, to turn the faucet on, is the threshold voltage (VT ). A good OFET should have a
very low threshold voltage, because this is a voltage required to get your device, such as
your phone or computer, to make some function occur. The layer above the gate is the gate
dielectric. The dielectric layer functions like a capacitor, causing charge separation when a
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gate voltage (VG ) is applied. This stabilizes charge carriers in the semiconductor layer. The
semiconductor material is sandwiched by source and drain electrodes on the top layer. This
design allows for control of the magnitude of current flow from the source to drain
electrodes, due to the induced field effect upon applying gate and drain voltages (VD ).
Because our interest is solely in
exploring organic semiconductor materials
using our OVLS deposition scheme,
common industry or research standard
materials are chosen for device components.
The journey of device fabrication and
measurement will be discussed in Chapter

Figure 2.7 An OFET diagram, where VG is
the gate voltage, and VD is the drain voltage.

7.
OFET fabrication and characterization are necessities to prove the importance and
validity of our methods. The low cost and ease of our semiconductor material processing
methods are of particular significance. High quality crystals are very easily grown on
substrates with a simple hot plate set up (Figure 2.8). The procedure begins by spin
coating the solvent of choice onto the substrate, and inverting the substrate over a
containment column. Crystalline material placed on the hot plate is vaporized and
dissolved into the solvent, allowing for the solvent to become critically saturated, driving
nucleation. Once sufficient crystal nucleation and growth has occurred, the substrate is
removed and allowed to cool to room temperature. Solvent is then removed, by rinsing
with a volatile solvent such as isopropanol, and further drying in a vacuum oven. A shadow
mask can then be secured onto the substrate for electrode evaporation, or electrodes can be
applied manually.
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Figure 2.8 Fabrication scheme for 9,10-diphenylanthracene OFETs.

2.5

Photoconductivity
Materials exhibiting photoconductivity have greater conductivity when exposed to

light at wavelengths within their absorbance range to excite an electron from its valence
band to the conduction band. This function is parallel to that of an OFET, the major
difference being the energy source modulating current flow from the source to drain
electrodes is light, as opposed to a gate bias. The increase in conductivity is dependent on
the number of electrons excited to the conduction band as a result of the light exposure,
and the charge carrier mobility. Photoconductor applications include photovoltaics,
OLEDs, and photodetectors.37–39
The setup for these measurements is again similar
to that of an OFET. For a simple two-terminal device,
all that is needed is a nonconducting substrate, source
and drain electrodes, photo-conductive material, and
a light source tunable to excitation wavelengths of the
Figure 2.9 A photoconductor
diagram.

photoconductive material (Figure 2.9). Measurements
consist of applying enough voltage to achieve constant
23

current (I0 ), and then exposing the sample to an excitation wavelength repetitiously, such
that greater current (I) is clearly caused by light exposure.
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Chapter Three
Methods
3.1

Substrate Cleaning
Glass substrates must be thoroughly cleaned to remove dust and organic

contaminants in order to obtain a clear diffusion video or high-quality device (ITO coated
glass slides, Delta Technologies, X218). This requires all cleaning to be done in a dust-free
hood. The process begins with successive sonicated baths (Fisherbrand FB11203 Series
Ultrasonic Cleanser) at 34 kHz for 20 minutes each. The first bath contains 1% v/v
Micro90 detergent in 18 MΩ water (hereafter referred to as ‘nanopure’), followed by a base
bath consisting of 1 M KOH in HPLC grade isopropanol, and lastly a bath of nanopure.
Slides are stored in nanopure, and should be sonicated again in the nanopure bath directly
before use. The substrate is now clean, however if the substrate’s purpose is to be used in a
diffusion video, the organic wettability must be improved. To do so, an additional bath in
squalane at the same settings ends the glass substrate preparation.
Silicon wafers (Virgina Semiconductor, 10-9492) are first cut into approximately 1
inch by 1 inch squares and then cleaned using the standard RCA-1 method.40
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3.2

Diffusion Chamber and Deposition Video Collection
The diffusion chamber is an enclosure that includes a nichrome wire, which heats

ceramic blocks surrounding a crucible. The crucible contains the organic crystalline
materials of choice, and has a small (≈ 300 µm) outlet hole to behave as a quasi-Knudsen
cell. The nichrome wire is heated using a power supply with thermocouple feedback. The
exterior of the chamber is water cooled by a Brinkmann water cooler and low temperature
thermostat (RM20 and RE106, respectively). The solvent-coated substrate is adhered to
the viewing window with kapton tape. During deposition nitrogen is used as a carrier for
the organic vapor. A shutter is used to precisely control the substrate’s exposure to organic
vapor. Before exposing the substrate to the vapor, the tetracene is purified by heating to
205 to sublime impurities, resulting in higher quality deposited films. The temperature of
the substrate is monitored and controlled with a set of thermoelectric elements surrounding
a sapphire window to which the substrate is affixed.
Approximately 1 mL of filtered (0.45 µm pore size) squalane, saturated with Lumogen
Red, is spin coated on the substrate at 8000 rpm for 2 minutes. At this setting the solvent
thickness, calculated using intereferometry and a calibration curve, is 0.1 µm.17
Above the viewing window is a Mitutoyo microscope (FS70Z-S), with a Hamamatsu
camera (C11440 ORCA-FLASH4.0LT+ W-View Gemini) mounted on top for video
collection. The excitation light source is a ThorLabs 420 nm LED (M420L3), which is
guided through a fiber optic cable to a ring light, fit around the objective lens of the
microscope. Emission is first separated through a Chroma dichroic mirror with a 535 nm
longpass filter (T535lpxr-UF2); the separated fluorescence emission is then filtered to
reduce noise. Tetracene monomer fluorescence passes through a shortpass 473 ± 24 nm
Chroma filter (ET473/24M), while Lumogen Red fluorescence passes through a long pass
700 ± 50 nm Chroma filter (ET700/50). At the end of the video, once well into the growth
regime, the tetracene monomer filter is replaced with a filter to collect crystal tetracene
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fluorescence, a Chroma 572 ± 23 nm bandpass filter (ET572/23m). The software Fiji was
used for all video processing.41

3.3

Crystal Growth for Device Fabrication
One mL of bis(2-ethylhexyl) sebacate (BES) is spin coated onto a clean substrate at

6000 rpm for 1 minute. The substrate is placed solvent-side down onto the containment
column, on a hotplate. Approximately 1 mg of organic crystalline material is heated on the
hot plate within the column, vaporizing and dissolving into the solvent. After
crystallization, the substrate is thoroughly rinsed with HPLC grade isopropanol and then
left to air dry. Once dry, the substrate is placed in a vacuum oven, heated to allow for
slight annealing ( 65 °C for 9,10-DPA), and left under vacuum at 100 Torr for a minimum
of 3 days. Evaporated metal electrodes were applied using a Denton Explorer 14 thermal
evaporator. Silver epoxy electrode material is from Circuit Works (CW2460), and the
gallium-indium liquid electrode material is from Sigma Aldrich (495425). Manual electrode
application techniques are discussed in Chapter 7.
Conductivity measurements are obtained using a Keithley source meter (model 2450)
and Signatone tungsten probes (SE-T). Light sources for photoconductivity measurements
are a ThorLabs 450 nm laser (CPS450) and an Ushio xenon lamp (UXL-450S-O).
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Chapter Four
Comparative Analysis of Small versus
Large i∗ System Properties
A multitude of various distributions have been generated to study the fundamental
spatial properties of our large i∗ simulation landscapes. We began our analysis by varying
flux and diffusion constants, because they are some of the most fundamental parameters
across all island formation models. Figure 4.1 shows normalized growth rate,
nearest-neighbor (NN) distance, Voronoi cell area, and size distributions, from a small
sample of the multi-scale model simulations conducted with varied flux and diffusion values.
These simulations shared the same input parameters except for flux and random number
seeds, and results displayed here represent the results of all varied flux and diffusion
simulations conducted, all except for the size distributions. Island size distributions are
well known to scale when R is large, but coverage and island density must be taken into
account (Equation 2.13), hence the unique y-axis units of the island size distribution. No
average size distribution is given in Figure 4.1 d, because a rational average cannot be made
while the y-axis is as presented, due to the variance of coverage values between simulations.
These varied flux experiments show uniform behavior for Voronoi cell area and
nearest-neighbor distributions, suggesting these spatial relationships are as presented
regardless of flux or diffusion. The distribution of growth rates is particularly Gaussian,
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Figure 4.1 Preliminary results of various normalized distributions of multi-scale
model simulations, where all parameters are the same for each run except for
random number seeds and flux. Flux is in units of monomers/µm3 s. The
parameter set includes: D = 422 µm2 /s, nsat = 3.36 × 105 monomers/µm3 ,
n∗ = 1.6 × 106 monomers/µm3 , γ = 1 (unitless), T = 333 K, σ = 0.0217 J/m2 ,
time step for monomer accretion and checking for nucleation = 0.25 s, solvent
thickness = 100 nm, grid size = 2000 µm by 2000 µm, where each grid cell is 1
µm2 . Unless otherwise stated, these are the parameters used for all simulation
data presented here.
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but the data plotted here comes from simulations that are well into the growth regime.
How growth rates change over time and under different circumstances will be discussed in
depth later in this chapter.
However, there is appreciable noise in all distributions. In order to adequately
compare to models proposed in the papers discussed previously, noise must be reduced.
This has been accomplished by repeating runs with different random number seeds,
averaging, then taking the average of those averages. This has been completed for 5 sets of
simulations (Figure 4.2, a-c), where each set consists of 10 simulations. More data is
needed to generate completely smooth curves, but the curves here will suffice for the
purposes of this analysis. Due to the unique y-axis of the size distribution, island size data
from 10 simulations were combined and scaled appropriately to generate a smoother size
distribution curve (Figure 4.2, d). The data combined is the same data that is presented in
Figure 4.1, d.
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Figure 4.2 The average distributions for Voronoi cell areas, nearest-neighbor
distances, and growth rates for a set of 10 runs are plotted, as well as the average
distribution of the set of 5 those averages. As for the size distribution, island size
data for 10 runs were combined and then scaled appropriately to account for the
combination of data.
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4.1

Amar & Family
We will begin our comparative

analysis with the Amar and Family
paper, Critical Cluster Size: Island
Morphology and Size Distribution
in Submonolayer Epitaxial Growth.
Figure 4.3 shows the size scaling
distribution where R = 0.065. Several
theories claim size distribution to be
dependent on the critical island size.32
As previously discussed in Section
2.3.2, a general size distribution
scaling form is proposed (Equation
2.14). When this model is fit to the

Figure 4.3 Amar and Family’s model of size
distribution, fit to a size distribution comprised of
a combination of 10 simulations’ island size data,
from multi-scale model experiments, scaled to
compensate for data combination.

multi-scale model’s size distribution
(Figure 4.3), the critical island size is predicted to be 12 monomers.
But, if i∗ is calculated for every grid space at every nucleation check, what is
considered the "real" i∗ for a given multi-scale model run? This value is determined by
applying CNT, and finding the minimum i∗ (i∗CN T ) during the experiment (Figure 4.4).
The i∗ for the simulations that were averaged and fit is 58 monomers. When i∗ = 58 is
plugged into this model, the distribution peaks at N (θ)S 2 /θ = 6, which is very far from
what is observed in our size distribution. Although the predicted i∗ values are not
extremely close, this shows that the Amar and Family general scaling form (Equation 2.14)
predicts the general trend of change in size distributions when i∗ increases far beyond the
computational predictability of the traditional KMC models. Future analysis to expand
upon this trend includes fitting the Amar and Family model to additional multi-scale
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Figure 4.4 Example data from a multi-scale model simulation depicting the
relationship between i∗ and P (i∗ , n) over the course of burst nucleation. According
to CNT, P (i∗ , n) peaks when i∗ is at a minimum. This lets us solve for i∗CN T , an
important value used in analysis with other models. The input parameters match
those stated in the Figure 4.1 caption, except F = 12970 monomers/µm3 s.
model simulation size distributions which have different i∗ values.

4.2

Mulheran & Blackman
The Mulheran and Blackman scaled Voronoi cell area distribution predicts the

Voronoi cell area distribution generated from an averaged set of multi-scale model
simulations exceptionally well (Figure4.5). This fit requires the scaling parameter γ = 8.3,
which is very close to the γ value fit to small i∗ distributions of 8. A γ value of 8
corresponds to a system that has removed 30% of the randomly placed points removed
from the system, and the distribution shape is dictated by the exclusion or diffusion zone
around the islands, which have low monomer concentrations, preventing additional island
nucleation in that area. The closeness of these γ also suggest that the relative capture zone
sizes of small i∗ systems are very similar, and only slightly smaller, than those found in a
large i∗ system. If Voronoi cell area is an accurate measure of capture zone area, then this
suggests that capture zone area distributions in large i∗ systems are very similar if not
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Figure 4.5 Mulheran and Blackmans’ semiempirical form predicting the Voronoi
cell area distribution of islands plotted against the Voronoi cell area distribution
from 5 averaged sets of data from multi-scale model simulations
approximately equal to that of small i∗ systems.

4.3

Pimpinelli & Einstein
Pimpinelli and Einstein proposed a Voronoi cell size distribution based on the Wigner

surmise dimension-dependent scaling. To compare to this model, first, we plotted the
Wigner surmise scaling predictions for d = 1 and 2, and compared to our normalized
distributions of nearest-neighbor distance and Voronoi cell area (Figure 4.6).
There is clear disagreement between the predicted scaling distributions and our data.
This suggests that, although the claim that scaling can be tied directly to dimensionality is
supported by small i∗ spatial statistics, it does not hold up well for large i∗ scaling
statistics in its’ present form. But, it is possible that Equation 2.24, which dictates the
scaling parameter β, requires slight changes to accurately parameterize for large i∗ systems.
Figure 4.7 shows the normalized multi-scale model data again, but now the Wigner surmise
scaling function is fit to our data. Both Voronoi cell area and nearest-neighbor distance
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Figure 4.6 The Wigner surmise based scaling model is plotted for β = 29 and 58,
the result of setting d = 1 and 2, and i = 58 in Equation 2.24. A normalized
nearest-neighbor distribution from a set of simulations where i∗ = 58 is also
modeled.
distributions are fit strikingly well, but the β value 3.9 is far from the dimension and
critical island size based predicted value. The convergence of the two multi-scale model
distributions, despite being of different dimensions, tells us that in terms of Wigner surmise
predicted scaling, dimension becomes trivial in large i∗ systems. It is possible that a
correction factor could scale β to appropriately encompass large i∗ Voronoi cell area and
nearest-neighbor distance scaling, but in its’ current form large i∗ system scaling is not
predicted by the form presented in the referenced 2007 paper. The reason why these curves
fit so well could be explained by the origin of the Wigner surmise and the nature of crystal
nucleation in solvent.
We begin the discussion of why these curves are so well-fit by the Wigner surmise
model with examples of Voronoi cells tessellated around island locations from a set of
simulations that have reached the growth regime (Figure 4.8). The R values for the
simulations’ crystal locations depicted in alphabetical order are 2.1, 0.67, 0.22, 0.10, 0.045,
and 0.0080. The monomer landscapes from the same simulations used in Figure 4.8 are
presented in Figure 4.9. These images illustrate how R affects the number of crystals that
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can nucleate before the system comes to the steady-state growth regime. The images also
show why Voronoi cell area distributions are equivalent regardless of R. Figure 4.8 e and f
show this particularly clearly; these two tessellations look very similar despite the fact that
Figure 4.8 f shows a 1000 by 1000 um2 section of its substrate while Figure 4.8 shows the
entire 2000 by 2000 um2 simulation space. The same logic can be applied to explain why
nearest-neighbor distributions follow the same pattern.

Indeed, the average
nearest-neighbor and Voronoi cell
area distributions shown in Figures
4.1 and 4.2 have very similar shapes
and all peak at about 1.2. These
spatial patterns can be explained
by the tendency for crystals to
nucleate in areas of higher monomer
concentrations, and areas of
Figure 4.7 Pimpinelli and Einsteins’ general
Wigner surmise scaling function, Pβ (u), is plotted
against normalized Voronoi cell area and nearest
neighbor distance distributions extrapolated from a
selection of multi-scale model simulations.

higher monomer concentration tend
to be farthest from already-nucleated
crystals’ capture zones. This is also
why the generalized Wigner surmise

approach models spacing parameters in our simulations well; because the generalized
Wigner surmise approach comes from the probability distribution of energy level spacings
of heavy atoms. Higher energy levels are more tightly packed, but also naturally still want
to remain as far from each other as possible for stability. The same is true for crystal
spacing, because the probability of crystal formation is highest in regions of greater
monomer density, which tend to be further away from other crystals.
To summarize, the parameter β does not fit in to the large i∗ discussion due to the lack
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Figure 4.8 Crystal locations from the same simulations depicted in Figure 4.9 are
presented with their Voronoi cell polygons. All landscapes are given in their
original scale except for image f. For better visibility of the Voronoi cells, only a
1000 by 1000 µm2 section (or 1/4 of the landscape) is shown.
of correlation between β and the spacing statistics described in Figure 4.6, but the general
trend of how the Wigner surmise based scaling functions change with larger critical island
sizes shows that this model is still relevant and has value in understanding the factors
governing size, growth, and spacing statistics of submonolayer thin-film island nucleation.

4.4

Evans & Bartelt
The relationship between size and capture number was explored in the 1996 Evans

and Bartelt paper, Exact Island-size Distributions for Submonolayer Deposition: Influence
of Correlations Between Island Size and Separation,34 but does this relationship hold in a
large i∗ system? To investigate this question, sizes and growth rates, divided by their
respective averages, have been plotted (Figure 4.10 a). Due to fundamental differences in
simulation functionality, we have chosen to use growth rates in place of capture numbers;
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Figure 4.9 Monomer landscapes are represented above for simulations with
varying R ratios, where brighter areas have grater monomer concentrations. Each
landscape pictured represent a 2000 by 2000 µm2 substrate, with input parameters
that only differ in flux and diffusion constants. In their respective order, the R
values are 2.1, 0.67, 0.22, 0.10, 0.045, and 0.0080.
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because both of these variables give the number of new adatoms on an island for a given
time step, they represent the same concept.
Unlike the trend seen in the Evans and Bartelt paper, the relationship between size
and growth rate changes drastically depending on where the system is in the burst
nucleation process (Figure 4.10 a). At 105 s, the simulation is in the middle of the
nucleation phase. At 117 s, the last island has just formed, and at 400 s, the system is at
steady state, and all islands are growing at a constant rate. The curve given by the size
and growth rate plot at 105 s can be explained by observing how islands grow over time.
The dashed lines in Figure 4.11 b illustrate this case. The moments after an island
nucleates, it’s growth rate drops as rapidly depletes monomers in it’s direct vicinity or
capture zone. This tells us that newly-nucleated crystals tend to be those on the right side
of the curve in Figure 4.10 a, while older crystals tend to be on the left side. The newer
crystals are smaller but have larger growth rates, while the older crystals are larger but
have smaller growth rates. This pattern is lost as time passes, as can be seen when the
nucleation regime has ended at 117 s.
Evans and Bartelt also analyzed island size dependence on Voronoi cell area, which
lead them to similar results: a linear increase once s/aavg is greater than one. But once
again the equivalent plot made from the multi-scale model’s results showed no direct
agreement (Figure 4.10 b; this and subsequent plots will be discussed in greater detail in
the following section). However, the approximate linearity during the growth regime for
both Figures 4.10 a and b show that Evans and Bartelt’s claim that these concepts are
intrinsically related is undeniable. This analysis will continue in a more general form in the
next section to further expand upon the relationships between fundamental parameters.
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Figure 4.10 A selection of plots made to observe relative spatial relationships
between measurands throughout the burst nucleation process. Data plotted comes
from one multi-scale model simulation, with input parameters set to mimic
previous experimental results.
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Figure 4.11 Crystal sizes and growth rates are plotted over time. The input
parameters for the simulations’ results plotted only differ in flux, and whether or
not nucleation is turned off after the first crystal forms. Flux is in units of
monomers/um3 s. The R values for the curves displayed, in order of increasing flux
values, are 0.67, 0.22, and 0.15.

4.5

Spacing and Scaling Correlations and
Interpretations
To fully evaluate basic spatial parameter correlations, all combinations of normalized

size, growth rate, Voronoi cell area, and nearest-neighbor distributions have been plotted
over the course of a simulation (Figure 4.10).
For all plots, there is little correlation between any parameters, other than size and
growth rate. There is loose correlation between nearest-neighbor distance and Voronoi cell
area, but this is not noteworthy due to the intrinsic similarity of the two concepts; a small
Voronoi cell area is naturally more likely to have a shorter nearest-neighbor distance,
because nearest-neighbor distances govern Voronoi cell shapes. The relationship between
nearest-neighbor distances and Voronoi cell areas is unchanging after all crystals have
nucleated, which can be observed by the fact that all points for 117 s and 400 s are eclipsed
by one another in Figure 4.10 e.
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Voronoi cell area plots have better correlation with size and growth rate plots than
nearest-neighbor distance. This is unsurprising, because Voronoi cell areas take more
spatial data into account. Imagine two crystals that nucleated very close to teach other,
while all other neighboring crystals are much further away. Although these two crystals
have a small nearest-neighbor distance, their Voronoi cell areas can be relatively large,
allowing them to grow into relatively larger crystals, despite having small nearest-neighbor
distances. These correlations explain why the relationships between sizes and growth rates
over time are roughly mirrored when Voronoi cell areas or nearest-neighbor distances are
plotted against growth rates.
As for the relationships between sizes growth rates, which were briefly discussed in the
previous section, there are more correlations to evaluate. In particular, the relationships
between these variables and R are of interest. Figure 4.11 shows how size and growth rates
change over time depending on R, where R values are 0.67, 0.22, and 0.15, in order of
increasing flux rates. The behavior of the growth rates shortly after nucleation can be
explained by the R values. When R is relatively larger, a given monomer can travel a
greater distance before the next monomer is fluxed onto the first monomer’s starting space,
the growth rate will slowly decrease and then level out. If R is comparatively smaller, then
a given fluxed on monomer will not travel very far before another monomer is fluxed onto
its starting place. This causes the growth rate to dip and then increase, as the capture
zone is depleted but then refilled due to the high flux rate, but not immediately refilled,
due to the lower relative diffusion rate. Growth then drops again as other crystals nucleate
and adsorb monomers, and then levels out as the last crystals nucleate, and all crystals go
into a steady-state growth regime, where growth rates no longer change and are dependent
on the flux rate and on crystal size/capture zone. If the flux rate is large, then the constant
growth rates of all crystals should also be relatively large. Once steady-state is reached the
growth rates of all crystals sum to the flux rate multiplied by the area (or volume,
depending on the units of flux) of the substrate. In order to evaluate when during the
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nucleation regime islands begin to affect each others’ growth, simulations were performed
wherein only one island nucleates, so that the size and growth rate over time can be
compared to the equivalent island in a regular simulation, with all equivalent input
parameters. Where the curves for each set of input parameters diverge tells us exactly
when additional crystal nucleation affects the size and growth of the first crystal.
This bring us to one of the few concepts we have that can be used to directly bridge
the gap between small and large i∗ systems. We have discussed the basic observable affects
of varied R values, but we have not thoroughly discussed exactly why R is so important to
size scaling in particular. In small i∗ systems, when R is sufficiently large, size distributions
are equivalent when coverage is properly accounted for. We have shown several size
distributions so far, but not with varying coverage.
We can begin to answer that
question by looking at size distributions over
time for a simulation with input parameters
that mimic experimental settings(Figure
4.12). Curves vary widely in peak
and shape, meaning this experiment cannot
be considered in the large R range. The
curves skewed to the right at times before 32
s are due to the burst of nucleation; many
Figure 4.12 A selection of size distributions
have been plotted to observe any size scaling
phenomena for simulations were R = 0.065.
Because of the wide variation in distribution
shape, size does not scale as a function of
coverage under these circumstances.

crystals have just nucleated but haven’t had
enough time to grow. The growth regime
begins just at 32 s, which is when the
curves are no longer skewed. This begs the
question; is it possible for sizes to scale with

coverage in systems that undergo the burst nucleation regime? Because this simulation
mirrors common physical experiment, we can expect that most OVLS depositions of
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experimentally-reasonable settings are also not in the large R scaling regime. In an effort
to produce large R size scaling, we have set input parameters to maximize R while keeping
reasonable computational expense.
Because fewer crystals
nucleate in simulations with larger R
values, simulation data from several
runs must be combined to produce
curves smooth enough to evaluate,
making this analysis computationally
more expensive. The multi-scale
model can be used for simulations
with larger R values, but at

Figure 4.13 Size distributions are plotted over
the time of writing this thesis, Figure time to determine if size is scaling with coverage in
4.13 depicts the size distributions as this sample simulation, where R = 0.67. Curves do
not lie on top of each other, and therefore size is
functions of coverage for the largest
not scaling with coverage in this set of simulations.
The data plotted consists of 7 combined simulations
presentable R-valued simulations we wherein the only difference in input parameters is
have available. From Figure 4.13 we the random number seed.
can conclude that size does not scale
with coverage, for R = 0.67.
Because the multi-scale model can be pushed much further with respect to large R
simulations, we intend to continue pushing the simulation in that direction. Additionally,
we will be modifying input parameters in an attempt to force small i∗ values and observe
the effects. An important goal is to bridge the gap between small and large i∗ and R
simulations and models, so that we can determine exactly where our large i∗ simulations fit
into the small i∗ narrative that has been defined and explored over the last several decades.
But, the other major goal of this project is to expand our understanding of how well this
model describes experimental monomer landscapes over time, which will be discussed next.
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Chapter Five
Monitoring the Monomer Concentration
Landscape During Polycrystalline
Nucleation via Fluorescence
Videomicroscopy
The ability to directly compare the results of a model to a matching experiment is an
extremely powerful tool to confirm or deny the accuracy of an applied model. By applying
the videomicroscopy technique described in Section 2.2, we are able to quantitatively
compare experimental results with those of the multi-scale model. Previously, only a
handful of parameters have been explored bridging the multi-scale model simulation results
to experimental data, such as crystal location density and spacing statistics, so the ability
to directly visualize the spatiotemporal evolution of the monomer concentration landscape
across nucleation and growth regimes adds new dimensions of information.
To begin, stills of the video that will be discussed can be observed in Figure 5.1. At
120 and 310 s (all times are with respect to the onset of deposition), monomer
concentration is rising consistently during the induction regime. By 370 s, several monomer
depletion zones have formed, meaning crystals are nucleating. The subsequent frames show
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Figure 5.1 Stills from a processed fluorescence video depicting the increase in
monomer concentration during the induction regime, followed by the formation of
crystal nucleation induced monomer depletion zones. Brighter areas represent
areas of greater monomer concentration. Each still has a width and height of 1.8
by 1.6 mm, respectively. The crystalline material is tetracene, and the solvent is
lumogen-red saturated squalane.
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the depletion zones widen while additional crystals continue to nucleate. Some depletion
zones have begun to overlap, but there is still plenty of space for new crystals. By 500 s, all
crystals have nucleated, the system is in steady state, and there is significant overlap
between nearby depletion zones. Because the brightness of each pixel is proportional to
monomer concentration at that location, and the maximum brightness achieved before
nucleation can be estimated as the critical concentration, the concentration profile of each
depletion zone can likewise be estimated.
After the nucleation process has been observed, filters are exchanged to isolate
crystalline tetracene fluorescence signal and identify crystal locations. This is depicted in
the upper image of Figure 5.2, while the bottom image shows the same area, but was
captured under white-light illumination using a microscope with partially-crossed
polarizers. The contrast was maximized for best view of the crystals. Differing shades of
grey in this image are caused by interference effects and reflect changes in solvent
thickness, as discussed in the following.
The multi-scale model treats nucleated crystals as point-islands, causing circular
monomer depletion zones around each point. However, large tetracene crystals form
rod-like shapes under the parameters used in this video; tetracene can form small circular
crystals, but they are far too small to extrapolate substantial monomer depletion zone
plots given the dramatic loss of resolution. With the present experimental set up, not
enough monomer fluorescence signal is produced to be captured with a higher
magnification objective. For these reasons, we accept that the multi-scale model should not
be expected to accurately predict the exact monomer concentration landscape seen in the
video once the process is well into the growth regime.
The shaded contours around the crystals are due to inconsistent solvent thickness
across the substrate. At the beginning of the experiment the solvent layer is uniform, but
over time the crystals become large enough to perturb the solvent layer. To ensure that
solvent is indeed unperturbed until late in the growth regime, video of this same
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experimental setup has been taken, but under white light such that solvent thickness can
be monitored. When the solvent becomes perturbed, Newtonian fringes appear around the
crystals; A large crystal in the bottom left corner of Figure 5.2 shows a clear example of
this.

This phenomenon has the potential
to skew the monomer signal, and the reason
for the use of the Lumogen Red standard.
Areas with thicker solvent have the
potential to contain more monomers than
areas of thinner solvent, but the thicker
areas will also exhibit greater Lumogen Red
signal. By dividing the monomer signal by
the Lumogen Red signal, we are accounting
for variations in solvent thickness.
An important assumption made in the
multi-scale model is that a 2D grid space
can represent a 3D space when the monomer
concentration is uniform all throughout
that space, and that the solvent thickness is
uniform everywhere. We cannot assume that

Figure 5.2 The upper image was acquired
directly after the fluorescence video was
the monomer concentration is consistent
recorded. The lower image was taken by
with the solvent thickness when the solvent using an optical microscope with
slightly-crossed polarizers, and drastically
layer becomes nonuniform. However, solvent
increasing the contrast to best view crystal
is only perturbed when the crystals become locations. The scale bar is 1 mm.
large and rod-like. Therefore this constraint
on analysis is not particularly problematic, because as previously discussed, the
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discrepancy between crystalline shapes in the model versus experiment already leads us to
the conclusion that the model is less applicable to the experiment once crystals are large.
Finally we present
the radial concentration plots for
a selected crystal over time (Figure
5.3). These curves were generated
by taking the normalized integrated
pixel brightness intensities around
concentric circles as a function
of depletion zone radius, where the
center is determined by the location
on the crystal that generates the
most regular, least noisy radial plots. Figure 5.3 Radial concentration plots over time
produced by dividing pixel brightness by average
pixel brightness and integrating around the crystal
The y-axis of Figure 5.3 should be
center in concentric circles. This crystal was
treated as a qualitative estimation of estimated to have nucleated at 372 s.
the monomer concentration values.
Pixel brightness was converted to concentration by assuming the average pixel brightness
just before nucleation (n∗p ) is equal to the critical concentration, and was set as such. The
average pixel brightness at x = 0 (nsat
p ) was estimated by extrapolating radial curves at the
last few time steps, and equated to the saturation concentration. Pixel brightness was then
converted to monomer concentration (n) using Equation 5.1, where nsat = 3.36 × 105
monomers/µm3 , and n∗ = 1.6 × 106 monomers/µm3 ).

∗
sat
n = nsat + (np − nsat
)/(n∗p − nsat
p )
p )(n − n

(5.1)

Figure 5.4 displays the resulting monomer concentration radial plots for the same crystal as
used in Figure 5.3. The input parameters for the simulation matched those of the
experiment, where the diffusion constant was estimated to be 422 µm2 /s, based on previous
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experiments. Additional simulations with the same input parameters but varied diffusion
constants were performed and resulted in radial plots of nearly indiscernible difference.

However, under this conversion
scheme, the monomer concentration
landscape is less consistent
than expected. In particular, the
depletion zones have greater variability
in minimum pixel brightness
at times long after nucleation,
where we expect the brightness to
be near the saturation concentration.
But this is often not the case, and
could be caused by signal interference
from Lumogen Red, variable liquid
thickness, or some unknown source.
Additional videos and experiments
are needed to concretely submit
an accurate method of pixel brightness
to monomer concentration conversion.
Additionally, because the exposure
Figure 5.4 With parameters set to mimic the
fluorescent videomicroscopy experiment, including
time is 10 s, crystal nucleation
crystal location and nucleation times, radial
concentration over time has been plotted for the
times were estimated in an effort to
same crystal as that observed in Figure 5.3.
increase the accuracy of the monomer
landscape during the simulation with experimental crystal time and location nucleation.
Nucleation times were estimated by taking the difference between pixel brightness values,
at ≈ 10 µm away from the crystal center, from the frame before and the frame after
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Figure 5.5 Images showing the results of a multi-scale model simulation with
input parameters reflecting those of the experiment, captured with fluorescence
videomicroscopy. The crystal pointed to is the crystal analyzed via radial
concentration plots.
nucleation, and dividing by the smallest difference in brightness in the set of crystals, then
scaled up by multiplying by 10 s.
Although the experimental data has appreciable noise, the same general trends in
curvature can be seen in both the experiment and multi-scale model results. An important
detail the model reflects more distinctly is the subtle increase in concentration at greater
distances from the crystal center, which exceed the concentration prior to this crystal’s
nucleation. This occurs because the surrounding area is receiving more monomers from the
flux thanthe rate at which that crystal can adsorb. But, as more crystals nucleate in that
area, the concentration falls again, as can be seen from t = 441 s and onward in Figure 5.4.
The time scale of this increase in concentration is comparable between experiment and the
multi-scale model for the initial few time steps presented; all experimental curves cross the
pre-nucleation concentration in between 80 and 100 µm, which agrees well for the model
curves until t > 381 s. Not only do these trends of surpassing the concentration prior to
nucleation provide excellent evidence of model and experiment agreement, but also prove
that the drops in concentration at small radii are not due to solvent thinning around the
crystal.
By using the multi-scale model to mimic experimental results, we can also predict
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some behavior that the noise in the experimental curves prohibit us from viewing. For
example, it is expected that the location at which this crystal nucleated must have been
relatively higher in monomer concentration than other nearby areas before nucleation,
because higher monomer concentrations drive nucleation. This can be seen in the
multi-scale model curve for t = 371 s; the concentration decreases as the distance away
from the crystal x increases. The lower concentration at 200 µm can also be explained by
the presence of another crystal approximately 350 µm from the crystal we of interest.
Figure 5.5 denotes the crystal we are investigating, and in the frame at t = 372 s, the
crystal responsible for the decrease in pre-nucleation concentration at large radii can be
found to the right of the denoted crystal.
Kinks can also be seen in the multi-scale model curves for t = 461 and 481 s, and are
due to an additional nearby crystal that nucleated at 446 s, 165 µm away (to the upper
right from the designated crystal in Figure 5.5 at t = 447 s). But, the experimental curve
set does not explicitly show evidence of the new crystal. A reason for this may be the
limited accuracy in crystal center assignments when tabulating crystal locations in the
video. The conversion ratio for µm to pixels is 7.4 µm/pixel, therefore the improper
assignment of crystal centers can lead to disagreement between experiment and multi-scale
model monomer concentration landscape results. However, these crystals also grow in rods
while the multi-scale model treats crystals as point islands, which take up no physical
space, and form a circular depletion zones. Once crystals become rod-like in shape, this
assumption of circular depletion zones becomes less accurate; some amount of error on this
front is anticipated. Such error can be alleviated through crystal location reassignment in
areas of concentration topographical disagreement between the multi-scale model and
experiment, but the process would be costly.
The analytical solution to the 1D diffusion equation has also been plotted for cases
where F = 0 and F = 0.03 monomers/site · s(under the constraints described in Section
2.2) for comparison (Figure 5.6). The purpose of presenting these analytical solutions is to
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Figure 5.6 An analytical solution (Equation 2.10) to the 1D diffusion equation
(Equation 2.9), describing the relative relationships between distance from a
crystal, monomer concentration, and time, is plotted. Here, R = 10, n∗ = 1, and
the sum is taken for 1000 terms. In the graph to the right, F = 0 monomers/site · s,
and in the graph to the left, F = 0.03 monomers/site · s. Experimental curves have
also been scaled down for comparison and are represented as dashed lines.
Artificial data points at 0,0 have been added to the experimental curves.
add to qualitative discussion, hence the scaling of time, distance, and monomer
concentration, are all only relative. The behavior at t = 15 s is the behavior at t = ∞
when F = 0; if F 6= 0, the only difference in the curve will be a greater magnitude of
monomer concentration once the pre-nucleation concentration has been surpassed.
Experimental and multi-scale model data have been scaled to fit the analytical
models, and artificial data points at 0,0 have also been added. With the appropriate
scaling (distance from the crystal was divided by 25, and nsat was subtracted from the
monomer concentration, and then divided by (n∗ − nsat )), the experimental curve for t =
420 s fits the analytical model for t = 2 s very well. The experimental curves for t = 380
and 480 s are also overlaid, to show how the experimental curves move through the
analytical plots, following the same trend in curvature as t increases. The analytical model
behavior at small radii fit the experimental data notably better than the multi-scale model.
The multi-scale model curves at small radii have much steeper slopes and are less linear
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than both the analytical and experimental curves; this is a likely area of the multi-scale
model that could use improvement. A possible reason for the starkly-steep slopes is
insufficient resolution, wherein a potential technique could be to impose an additional grids
within the grid cells surrounding the crystal centers.
Setting aside the differences in y-axis scaling, the shapes of the curves overall hold
similar forms over time, which is a promising sign. Monomer concentration landscapes have
never before been observed and quantified (to our knowledge), and therefore the fact that
general trends between how we expect monomer depletion zones to look and behave are
similar what we see experimentally, is an encouraging sign of progress, and that we are on
the right track. With additional experimental data, a more thorough analysis can be
performed, wherein the analytical and multi-scale model curves can also be more finely
tuned to reflect the parameters of the experiment.
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Chapter Six
Architectural Control of Organic Crystal
Growth
A major advantage of the OVLS deposition scheme is the ability to grow crystals into
unique shapes and patterns with minimal defects by introducing obstructions to the
substrate. Photolithography is a common technique used to produce integrated circuits,
patterned with micron resolution. To pattern substrates, the photoresist is spin coated
onto the substrate and placed on a hot plate to evaporate solvent. A photomask with the
desired pattern is placed onto the substrate, then exposed to UV light. If the photoresist
used is positive tone, the areas exposed to UV will crosslink and become solid; if the resist
is negative, the exposed areas are degraded. For negative tone resist, the substrate is
heated again to crosslink the polymer. Both types of resist are lastly rinsed with developer,
removing degraded resist (Figure 6.1).
Using photolithography we can pattern substrates and proceed using the OVLS
deposition scheme, resulting in holey crystals for example, when deposition takes place on
a grid of photoresist columns (Figure 6.2). Potential pplications for such crystals include
photonics, phononics, and one day even pre-patterned crystalline integrated circuits.
However, it is worth noting that the grid spacing of our patters are not small enough for
any phononic effects to be observed, but the technique itself is a stepping stone to such
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Figure 6.1 Photolithography scheme for a positive photoresist.

Figure 6.2 Photoresist and patterned crystal examples. From left to right: an
example of a grid of photoresist pillars on glass, an anthracene crystal grown on an
ITO slide patterned with photoresist pillars, and anthracene crystals grown onto a
novel photoresist patterned substrate. Both anthracene images are viewed with
crossed polarizers.
novel applications. Nucleation can also be isolated on top of pillars, giving direct
applications to LED arrays and back-plane displays.42
The OVLS deposition process has been refined for the repeatable production of large
crystals with fewer imperfections. Low flux rates are optimal for the growth of large
crystals, because lower flux rates allow more time for diffusing monomers to adhere to a
crystal, rather than aggregate with other monomers.
Sublimation temperatures slightly below the melting point have provided the best
results. For example, the pyrene sample pictured in Figure 6.3 was obtained by sublimating
powdered pyrene on a hot plate at 120 °C for one hour. But, some crystalline materials do
not form reproducible large crystals as easily, and require greater parameter control, such
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Figure 6.3 Large perforated pyrene crystals, viewed with crossed polarizers, and a
close up of one of the crystals. The pitch between pillars is 10 µm.

Figure 6.4 Two large perforated 9,10-DPA crystal, viewed with crossed polarizers.
Both images are from the same sample, but in different locations. The pitch
between pillars in the image on the left is 5 µm, and 2 µm on the right.
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as using a crucible for flux control. The small exit hole of the crucible limits the amount of
crystalline material that can exit the crucible at any given time. Large patterned 9,10-DPA
crystals can be grown with much greater success when a crucible is used. Figure 6.4 shows
the results of 9,10-DPA growth using a crucible, heated to 220 °C for 90 minutes.

The chemistry between the substrate, solvent,
and photoresist also add more elements for control
of nucleation and growth. For example, if a patterned
substrate is coated with a thin layer of a solvent that
has a large contact angle on that substrate, the solvent
tends to bead up around the photoresist. This phenomena
could be used to "guide" nucleation and growth around
the substrate. In Figure 6.5, the edge of the crystal grown
in the grid pattern extrudes past the grid at a consistent
distance from the pattern. Surfactants can also be used
to treat the substrate for the desired surface chemistry.
Figure 6.5 A 9,10-DPA
Some patterned crystalline samples suggest
crystal halts growth past a
certain distance away from the
that even the geometry of the obstruction could also
patterned portion of the
substrate. This is another area be used for novel controlled nucleation. Figure 6.6 shows
of the same sample presented
selective nucleation around star-shaped photoresist pillars.
in Figure 6.4; the distance
between pillars is 5 µm.
After this substrate was patterned with photoresist, it was
treated with RainX to improve wetting with BES. The
contact angle of BES on a RainX-treated glass slide was measured to be less than 3°,
therefore we can expect that the liquid layer was even, and had minimal build-up around
the pillars. One reason the observed selective nucleation may occur, is the inner angle of
the star.
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A study that used molecular
dynamics simulations to model
ice formation in inert wedge-shaped
substrates concluded that
there are preferential angle measures
which lead to increased nucleation
rates.43 Two of the three determined
angles that increased nucleation
(70° and 110°) match the molecular

Figure 6.6 Anthracene crystals nucleated around
star-patterned photoresist pillars; the distance
lattice angles of ice. The third angle,
between pillars is 250 µm, each star has a 50 µm
45°, was speculated upon. The most diameter, and the picture was taken with crossed
polarizers.
important detail here is the that the
wedges with angles matching those of the lattice angles increased nucleation, and given
that the inner angles of the photoresist stars are approximately 252°, double that of the
anthracene lattice angle of 125°,44 relationships between substrate angle, crystalline lattice
structure, and nucleation rates would be fascinating to explore in this setting. The inner
angles of perforated anthracene crystals can also form hexagonal shapes around photoresist
pillars, with inner angles comparable again to the lattice angle of 125°. Figure 6.7 shows a
close up of a perforated anthracene sample that has formed hexagonal holes around the
photoresist pillars, and was imaged using fluorescence microscopy. This raises the question,
can nucleation be controlled by simply matching the angle of the crystalline lattice of a
given material to an angle enclosed on the substrate? This concept combined with the
previously discussed effects of solvent, endless possibilities of substrate obstruction
patterns, provide boundless options for architectural crystalline growth.
Now that novel, large organic crystals can be grown cheaply and with confidence,
what can be done with them? The next step in exploring the direct applications of large
patterned crystals is thorough characterization. Do holey crystals have any unique
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Figure 6.7 A fluorescence image of a perforated anthracene sample. The pitch
between pillars is 10 µm. This sample was imaged by Griffin Reed.
electronic properties? What additional modes of crystal growth control can be imposed?
Future work in this project begins with device fabrication, and the continued traversal of
parameter variation, to continue to find and refine techniques of nucleation and growth
control.
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Chapter Seven
Device Fabrication and
Photoconductivity Measurements
The fabrication and characterization of devices comprised of any unique
semiconductor material is paramount to the validation of the material’s relevance.
Although devices of patterned crystals were not successfully fabricated here, the
groundwork has been laid for future patterned crystal device characterization.

Device
fabrication was attempted with a
selection of electrode and substrate
materials. The initial design
consisted of a silicon substrate
and thermally-evaporated gold
electrodes; but contact between the
probes, electrode, and/or crystals
were insufficient. Additionally,
the probes very easily penetrated
through the gold electrodes

Figure 7.1 An IV curve for a 9,10-DPA device with
silver epoxy electrodes and silicon substrate. The
curve has been smoothed using the Lowess method.
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and top layers of the silicon wafer,
shorting the circuit by passing current through the wafer instead of the crystal. In an effort
to promote contact, the device was placed in a vacuum oven for several days following
electrode deposition, in an effort to remove any air trapped between the electrodes and
crystals, hindering the contact. Electrode thickness was also increased from 100 to 500 to
avoid substrate penetration. Both of these approaches failed to yield any successful
measurements. Hoping that the major problem with this design was the substrate
penetration, the silicon substrate was replaced with glass. Unfortunately, even with the
thicker electrodes, no successful measurements were made. Next the electrode material was
changed to a liquid silver epoxy. The probe tips were very carefully dipped into the epoxy,
such that a tiny drop was visible on the very end. If the drop was too large, placement
would become difficult because the epoxy would obstruct the view of the crystal though
the microscope. If the drop was too small, contact would be insufficient.
Sufficient contact was finally
accomplished on a silicon substrate,
allowing for the collection
of conductivity measurements, such
as IV curves (Figures 7.1 and 7.2)
and additional photoconductivity
measurements (Figure 7.4).
This device can be seen in Figure
7.3. This image was taken several
months after it’s characterisation;
Figure 7.2 An IV curve for a 9,10-DPA device while
the device is exposed to a 450 nm laser. The device is over that time the area
comprised of silver epoxy electrodes and a glass
around the device accumulated
substrate. The curve has been smoothed using the
Lowess method.
some unknown particulate.
Figure 7.1 depicts the IV
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Figure 7.3 The characterized device with silver epoxy electrodes and silicon
substrate. On the left, the device is images with slightly crossed polarizers (15°),
and polarizers are completely crossed in image on the right.
curve while the photoconductor is unexposed to an exciting light source, while Figure 7.2
shows the curve when the device is exposed to a 450 nm laser. For both cases, Von ≈ 6 V,
and Vof f ≈ 3 V, therefore Von/of f = 2 V. The low threshold voltage indicates minimal traps
within the crystal and crystal-electrode interfaces. Applied voltage was limited to 10 V
because current behavior becomes more erratic at larger voltages, posing the danger of
device degradation. Additional measurements for more devices of the same structure are
needed to generate smoother, average IV and photoconductivity curves.
Despite the crudeness of this design and the limitation of having only acquired
two-terminal measurements, the present results suggest the device may actually be a
competitor to the most recently published DPA phototransistor. The characterized device
published in 2019 consisted of thin films of vacuum-deposited 2,6-DPA on OTS treated
silicon, with gold electrodes.45 The fact that their device used 2,6-DPA while we used
9,10-DPA is important and interesting, because 2,6-DPA has been reported to have 10
times the charge carrier mobility than that of 9,10-DPA.11,46 Despite this key discrepancy,
the peak current of their 2,6-DPA device when supplied 40 V and exposed to UV light
approaches 0.09 mA, while our device peaks at 0.08 mA with 6 V applied; but we must
keep in mind that differences is cross-sectional areas in these semiconducting materials
have not been accounted for here, therefore we can only state that these devices are
qualitatively comparable, and we should not over credit to this measurement.
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The pulse experiment carried out for the 2,6-DPA device resulted in peaks at 700 pA
while 100V were applied, making the 9,10-DPA device significantly more efficient by
comparison. 2,6-DPA was evaporated under vacuum for produce a thin film on the device,
as opposed to a single crystal crystal device, is a likely culprit for the similarity in
electronic properties despite the differences in charge-carrier mobility between the two DPA
species. Our device also touts a much more ideal threshold voltage of 6 V, as opposed to
the 2,6-DPA device threshold of 34 to 50 V. The cause of the large threshold voltage was
claimed to be high contact resistance, which could explain why our attempted devices with
evaporated gold electrodes proved unfruitful; not enough voltage was applied get past the
contact resistance. The success of our electrode contact must be at least partly due to the
use of liquid electrodes, suggesting that the use of liquid electrodes is likely worth more
investigation.
Several more experiments were conducted in an effort to determine why the previous
devices designs did not work, and to design a more novel device. After it was discovered
that the silver epoxy provided sufficient probe to crystal contact, additional device
measurements were attempted with crystals that had thermally evaporated gold electrodes.
Probes were dipped with the epoxy, then placed onto gold pads, but not touching the
crystal. No measurements accomplished any charge transfer, suggesting that the problem
with this design is the crystal to electrode contact.
Due to the crudeness of using an uncured silver epoxy as electrodes, liquid
indium-gallium electrodes were tried next. This material presented several challenges. To
begin, the liquid has a very high surface tension, making it difficult to control the amount
dispensed from a syringe, or to place on the tip of a probe. When the liquid was syringed
directly onto a substrate, there was not enough control to stop from the liquid engulfing
the entire crystal. When a syringe was used to transfer a drop onto a probe directly, the
drop was often too large; if the dispensed amount was too small, the liquid would coat the
probe tip, and no drop would form. Major problems with having too large of a drop is that
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Figure 7.4 The 9,10 DPA device is pulsed with a 450 nm laser with an applied
voltage of 5 V, while the current is measured.
because the high surface tension causes the drop to remain in a sphere shape, you can’t see
if the electrode is actually touching the crystal upon placement. Although successful
measurements were not made with the liquid electrodes, it was determined that the most
effective mode of electrode application is to syringe a drop onto a clean, disposable
substrate, and push the probe through the top of the liquid drop, to coat the probe tip and
pull off some additional material to hang off the probe. Unfortunately, this method still
requires a large amount of space around the crystal for electrode placement (it is much
easier to place small drops of the epoxy on the probe tip, these liquid metal drops are still
notably larger). The crystals that remain on the substrate after solvent removal are very
well adhered to the surface, making it difficult to remove crystals that are near the crystal
of interest for measurement. This, in combination with the issue of seeing whether or not
the electrode is making contact, are the challenges to overcome before successfully
characterizing a device with liquid metal electrodes.
Despite only accomplishing a preliminary characterization, the development of a
device that can be characterized was a long journey and a great feat. These preliminary
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results are unexpectedly significant, demonstrating the importance of future
experimentation with these materials and concepts.
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