On Fuzzy Clustering based Correlation  by Sato-Ilic, Mika
 Procedia Computer Science  12 ( 2012 )  230 – 235 
1877-0509 © 2012 Published by Elsevier B.V. Selection and/or peer-review under responsibility of Missouri University of Science and Technology. 
doi: 10.1016/j.procs.2012.09.061 
Complex Adaptive Systems, Publication 2
Cihan H. Dagli, Editor in Chief
Conference Organized by Missouri University of Science and Technology
2012- Washington D.C.
On Fuzzy Clustering based Correlation
Mika Sato-Ilic∗
Faculty of Systems and Information Engineering, University of Tsukuba, Tennodai 1-1-1, Tsukuba, Ibaraki 305-8573, Japan
Abstract
This paper presents a fuzzy clustering based correlation which measures the similarity of the ordinary correlation
of objects and the correlation of the classiﬁcation structures of the objects. This correlation is derived from self-
organized dissimilarity which measures dissimilarity of a pair of objects and classiﬁcation structures of the objects.
It is known that this dissimilarity performs better for noisy data. In this paper, we ﬁrst describe the performance of
the self-organized dissimilarity in the framework of the clustering model. Next, we show how to obtain the fuzzy
clustering based correlation from the self-organized dissimilarity. Finally, we provide a numerical example of the
use of fuzzy clustering based correlation. Our target data is high-dimension and low-sample size (HDLSS) data in
which the number of variables is much larger than the number of objects. Recently the analysis of this type of data
has gained tremendous interest. However, with this data, since we cannot obtain the correct solution as eigen-values
of the covariance matrix of variables, we cannot obtain a result of the ordinary principal component analysis (PCA).
We show that by exploiting the proposed fuzzy clustering based correlation, we can solve this problem and obtain the
result of PCA with better performance.
c©2012 Published by Elsevier B.V.
Keywords: cluster-based correlation, fuzzy clustering model, self-organized dissimilarity, high-dimension and
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1. Introduction
HDLSS data have been obtained in various areas, such as genomics, bioinformatics, chemometrics, brain sciences,
and functional data analysis. This paper presents a fuzzy clustering based correlation of variables (dimensions) and
the application of the correlation to principal component analysis (PCA) for HDLSS data. The purpose of PCA [6] is
to reduce the number of variables (dimensions), the need to employ PCA for this type of data is increasing. However,
it is known that the covariance matrix of objects approximately becomes a scaled identity matrix as the number of
variables increases with a ﬁxed number of objects, that is, all the eigen-values of the covariance matrix of variables are
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approximately the same in this case. In addition, it is known that the largest eigen-value of sample covariance matrix
of variables does not converge to the population counterpart. [1], [2], [4], [5] That is, mathematically we cannot
obtain correct solutions as eigen-values of the covariance matrix of variables for HDLSS data. Therefore, if we apply
ordinary PCA to HDLSS data in which the number of variables is much larger than the number of objects, then we
cannot obtain any correct results. In order to solve this problem, this paper proposes a new type of correlation with
respect to variables which includes a correlation of classiﬁcation structures of variables over the clusters. From the
combination of the two kinds of correlations, we rectify the problem of not being able to obtain correct solutions as
eigen-values of the covariance matrix of variables for the HDLSS data. The proposed correlation theoretically derived
from a fuzzy self-organized dissimilarity of objects which includes a dissimilarity between classiﬁcation structures
of the objects in a classiﬁcation space. This dissimilarity is deﬁned based on an assumption that similar objects
have similar classiﬁcation structures. Therefore this correlation can measure similarity of two kinds of correlations,
correlation of variables and correlation of classiﬁcation structures, and self-organized dissimilarity between objects.
This paper consists of the following: Section 2 describes a fuzzy clustering model and self-organized fuzzy cluster-
ing by using the idea of the fuzzy clustering model and self-organized similarity. Based on the idea of self-organized
similarity, section 3 proposes a fuzzy clustering based correlation of variables and section 4 presents a new PCA
exploiting the fuzzy clustering based correlation of variables. Section 5 describes a numerical example and section 6
contains conclusions.
2. Fuzzy Clustering Model and Self-Organized Fuzzy Clustering
The merits of the fuzzy clustering models [9] are: 1) the amount of computation necessary for the identiﬁcation of
the models is much less than in a hard clustering model [13], and 2) one can obtain a suitable ﬁtness by using fewer
clusters. The basic fuzzy clustering model is the following additive fuzzy clustering model deﬁned as:
si j =
K∑
k=1
uiku jk + εi j, i, j = 1, · · · , n, (1)
where uik is a fuzzy grade which represents the degree of belongingness of an object i to a cluster k, and satisﬁes the
following conditions:
uik ∈ [0, 1],
K∑
k=1
uik = 1. (2)
Where n is a number of objects and K shows a number of clusters. si j is similarity data between objects i and j and
satisﬁes a condition si j ∈ [0, 1].The product uiku jk is the degree of simultaneous belongingness of objects i and j to a
cluster k. That is, the product denotes the degree of the sharing of common properties and si j is explained as the sum
of the sharing of common properties of objects i and j. Then we ﬁnd U = (uik) which minimize the following sum of
square error η2 under the conditions shown in equation (2).
η2 =
n∑
i j=1
(si j −
K∑
k=1
uiku jk)2. (3)
When we obtain the result of the degree of belongingness for the fuzzy clustering model, there are times when we
cannot obtain a suitable result because the data is too complex or distributes almost uniformly. In order to obtain a
clearer and crisper result for such a data, we have proposed a fuzzy clustering model based on self-organized similarity
using the result of the above fuzzy clustering model. [10] In this method, we deﬁne the fuzzy self-organized similarity
as follows:
s˜i j = si j/
K∑
k=1
(uik − u jk)2, i, j = 1, · · · , n. (4)
Where s˜i j shows the fuzzy self-organized similarity between objects i and j and uik shows the degree of belongingness
of an object i to a cluster k obtained by applying a similarity data si j to the fuzzy clustering model shown in equation
(1). By recursively using the fuzzy self-organized similarity in the algorithm, this method obtains a clearer and crisper
result. The method consists of the following three steps:
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(Step 1) Apply the similarity data for model (1). Obtain the solution Uˆ = (uˆik).
(Step 2) Using the obtained Uˆ and the fuzzy self-organized similarity shown in equation (4), calculate the fuzzy
self-organized similarity. If uˆik = uˆ jk, ∀k, ∃i, j, then s˜i j ≡ si j, ∃i, j. Using calculated s˜i j,∀i, j, go back to step
1 and obtain the new result of U˜ = (u˜ik).
(Step 3) Evaluate the ﬁtness shown in equation (3) using U˜ and compare with the ﬁtness using Uˆ. Repeat from
steps 1 to 3.
Equation (4) shows that if objects i and j have a similar degree of belongingness for the obtained clusters, that is, if
uik and u jk are similar to each other over the K clusters, then the similarity between objects i and j becomes larger. So,
this similarity is self-organizing according to their degree of belongingness for the obtained clusters in each iteration
based on an assumption that similar objects have similar classiﬁcation structures. In addition, we exploit a merit of
the fuzzy clustering, that is, we can obtain the result U = (uik) as continuous values shown in equation (2). In step 2,
from equation (4), we can calculate the diﬀerence of classiﬁcation structures of objects i and j as
K∑
k=1
(uˆik − uˆ jk)2. (5)
If uˆik is obtained as a result of a hard clustering, that is uˆik satisﬁes a condition of uˆik ∈ {0, 1}, then expression (5) does
not measure the dissimilarity between a pair of classiﬁcation structures.
3. Fuzzy Clustering based Correlation of Variables
Based on a similar idea of the fuzzy self-organized similarity shown in equation (4), we deﬁne a fuzzy self-
organized dissimilarity as follows [11]:
d˜i j =
K∑
k=1
(uik − u jk)2
p∑
a=1
(xia − x ja)2, (6)
where,
X = (xia), i = 1, · · · , n, a = 1, · · · , p (7)
is a n× p data matrix when n is a number of objects and p is a number of variables. In equation (6), we can see that if
objects i and j have similar degree of belongingness for the obtained clusters, then the dissimilarity between objects i
and j becomes smaller. This is subsequently obtained from equation (4). In that sense, we may consider the following
equation as the fuzzy self-organized dissimilarity.
d˜i j =
√√ K∑
k=1
(uik − u jk)2 +
p∑
a=1
(xia − x ja)2. (8)
In equation (8), as similar to equation (6), we accomplish satisfactorily the monotonousness between two dissimilarity
structures which are dissimilarity of degree of belongingness and the dissimilarity of objects. However, in equation
(8), we cannot consider the interaction between two kinds of dissimilarity structures. That is, in equation (6), we
can consider not only the monotonousness of dissimilarity, but also the interaction between dissimilarity structure
consisted of uik and dissimilarity structure consisted of xia. In equation (6), if the observed data is dissimilarity, then
we can rewrite equation (6) as follows:
d˜i j =
K∑
k=1
(uik − u jk)2dˆi j,
where dˆi j is an observed dissimilarity between objects i and j. The observed dissimilarity dˆi j can be explained by the
estimate xia as the result of multidimensional scaling [3], [8]. Multidimensional Scaling (MDS) is a method for cap-
turing eﬃcient information from observed dissimilarity data by representing the data structure in lower dimensional
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spatial space. As a metric MDS (principal coordinate analysis), the following model has been proposed.
di j ≈ {
p∑
a=1
dκ(xia, x ja)} 1κ .
In this model, di j is an observed dissimilarity between objects i and j and xia is a point of an object i with respect
to dimension a in p dimensional conﬁguration space. dκ(xia, x ja) shows dissimilarity between objects i and j with
respect to dimension a and usually dκ(xia, x ja) =| xia − x ja |κ. When κ = 2, this model can be rewritten as follows:
d2i j =
p∑
a=1
(xia − x ja)2 + εi j.
εi j is an error between the model and the data. Without loss of generality, we put dˆi j ≡ d2i j, then equation (6) can be
rewritten as follows:
d˜i j =
K∑
k=1
(uik − u jk)2(
p∑
a=1
(xia − x ja)2 + εi j) =
K∑
k=1
(uik − u jk)2
p∑
a=1
(xia − x ja)2 +
K∑
k=1
(uik − u jk)2εi j.
In this equation, the ﬁrst term means that if the dissimilarity between classiﬁcation structures of objects i and j is
smaller, then the revised self-organized dissimilarity between objects i and j becomes smaller. In addition, the second
term means if the error (noise) of dissimilarity between objects i and j is larger, then the revised self-organized
dissimilarity becomes larger. That is, this self-organized dissimilarity can measure not only dissimilarity of objects
but also dissimilarity of classiﬁcation structures of the objects. In addition, this self-organized dissimilarity induces a
learning process of the noise (error) of dissimilarity data.
Suppose
si j ≡
K∑
k=1
uiku jk, sˆi j ≡
p∑
a=1
xiax ja. (9)
Then equation (6) is rewritten as:
d˜i j = (sii + s j j)(sˆii + sˆ j j) + 4si j sˆi j − 2{(sii + s j j)sˆi j + (sˆii + sˆ j j)si j}. (10)
We normalize uik and xia for each object as:
u∗ik ≡
uik − 1K
σ(u)i
, x∗ia ≡
xia − x¯i
σ(x)i
, σ(u)i =
√√√√ K∑
k=1
(uik − 1K )
2
K − 1 , σ
(x)
i =
√√√√ p∑
a=1
(xia − x¯i)2
p − 1 , x¯i =
p∑
a=1
xia
p
. (11)
Then equation (6) should be changed as follows:
d˜∗i j =
1
K − 1
K∑
k=1
(u∗ik − u∗jk)2
1
p − 1
p∑
a=1
(x∗ia − x∗ja)2 = 4{1 + s∗i j sˆ∗i j − (s∗i j + sˆ∗i j)}, (12)
where
s∗i j ≡
1
K − 1
K∑
k=1
u∗iku
∗
jk, sˆ
∗
i j ≡
1
p − 1
p∑
a=1
x∗iax
∗
ja. (13)
From equation (11), s∗i j and sˆ
∗
i j shown in equation (13) are correlation of degree of belongingness of objects i and j
over the K clusters and correlation of objects i and j over p variables, respectively. From equation (12), we obtain the
following fuzzy clustering based correlation as:
ci j ≡ s∗i j + sˆ∗i j = s∗i j sˆ∗i j −
d˜∗i j
4
+ 1. (14)
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In equation (14), we can see that the proposed correlation consists of two kinds of correlations, sˆ∗i j and s
∗
i j, which
are correlation of objects and correlation of classiﬁcation structures of the objects. In addition, from equation (14),
we can see that the fuzzy clustering based correlation measures similarity of the two kinds of correlations which is
represented by s∗i j sˆ
∗
i j and the self-organized dissimilarity between the objects which is denoted as d˜
∗
i j. That is, the
proposed correlation includes features of the self-organized dissimilarity.
4. Principal Component Analysis used Fuzzy Clustering based Correlation
Suppose we obtain a data as a high-dimension low-sample size data. That is, in this data the number of variables
(dimensions) is very much larger than the number of objects. We denote this situation as p >> n in equation (7) and
rewrite the data matrix of variables with respect to objects as follows:
X˜ = Xt = (x˜ai), a = 1, · · · , p, i = 1, · · · , n, p >> n. (15)
For the data X(p >> n), we cannot apply directly the principal component analysis (PCA), due to the inconsistency of
eigen-values of the sample covariance matrix with respect to variables, although one of the purposes of this analysis
is the reduction of the number of dimensions (variables). Therefore, for X˜ shown in equation (15), we calculate the
following fuzzy clustering based correlation with respect to variables:
c˜ab ≡ s˜∗ab + ˜ˆs∗ab = s˜∗ab ˜ˆs∗ab −
˜˜d
∗
ab
4
+ 1, (16)
where s˜∗ab shows correlation of degree of belongingness of variables a and b over the K clusters and ˜ˆs
∗
ab shows
correlation of variables a and b over n objects. That is,
s˜∗ab ≡
1
K − 1
K∑
k=1
u˜∗aku˜
∗
bk,
˜ˆs∗ab ≡
1
n − 1
n∑
i=1
x˜∗ai x˜
∗
bi,
u˜∗ak ≡
u˜ak − 1K
σ˜(u)a
, x˜∗ai ≡
x˜ai − ¯˜xa
σ˜(x)a
, σ˜(u)a =
√√√√ K∑
k=1
(u˜ak − 1K )
2
K − 1 , σ˜
(x)
a =
√√√√ n∑
i=1
(x˜ai − ¯˜xa)2
n − 1 , ¯˜xa =
n∑
i=1
x˜ai
n
.
Equation (16) is basically the same as equation (14) and the only diﬀerence is whether it is the correlation of variables
or the correlation of objects. Note that ordinary PCA uses the correlation matrix of variables ˜ˆS = (˜ˆs∗ab) to obtain the
principal components when the data is normalized for each variable. However, due to the inconsistency of the eigen-
values of the sample covariance matrix in the case of the high-dimension low-sample size data, we cannot obtain any
correct result of PCA by using only ˜ˆS . However, by adding the s˜∗ab which is the correlation of degree of belongingness
of variables a and b over the K clusters to the ordinary correlation ˜ˆs∗ab, we can use the correlation with respect to
variables and obtain the result of the PCA.
Then, the α-th principal component zα of X˜ (p >> n) is deﬁned as follows:
zα = X˜ lα, (17)
where ltα = (lα1, lα2, · · · , lαn), and lα satisﬁes the conditions ltα lα = 1, ltα lβ = 0, α  β. lα is obtained as the
corresponding eigen-vector for the α-th largest eigen-value of C˜ = (c˜ab) shown in equation (16).
5. Numerical Example
We use gene expression data for prostate cancer. [14] The data consists of 32 objects (subjects) with respect to
12626 variables (genes) shown in equation (15). As external classiﬁcation information, 32 objects are labeled into two
clusters of which 23 objects are from shavings of prostate tissue with cancer and 9 objects from shavings of prostate
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tissue without cancer. Figure 1 shows the result of the proposed PCA shown in equation (17). We use the result of the
fuzzy clustering of variables when we assume the number of clusters is 2. This is a typical high-dimension low-sample
size data and we cannot apply ordinary PCA to reduce the number of dimensions from the given dimension of 12626.
Therefore, we calculate the proposed correlation shown in equation (16). In order to obtain the fuzzy clustering result,
we use the fanny method. [7] From the result shown in ﬁgure 1, we can see that the objects are successfully classiﬁed
into the two given groups. That is, in this ﬁgure, 24 - 32 show objects without cancer and the other numbers show
objects with cancer. This means that our proposed PCA could reduce the 12626 dimensions to three dimensions and
also this method can obtain the adaptable result of objects for the externally given information of the classiﬁcation
structure of data. As a comparison, ﬁgure 2 shows the result of the ordinary PCA, from which we cannot see any clear
classiﬁcation. In addition, the cumulative proportion of the three components of the proposed PCA is 0.63 and the
cumulative proportion of the three components of the ordinary PCA is 0.32. From these comparisons, we can see that
the proposed PCA has a better performance when compared with the ordinary PCA.
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Figure 1 Result of the Proposed Correlation Figure 2 Result of the Ordinary PCA of Cancer Data
based PCA of Cancer Data
6. Conclusion
This paper presents a fuzzy clustering based correlation and its use for principal component analysis for high-
dimension and low-sample size (HDLSS) data. The new correlation can overcome the problem that ordinary covari-
ance of variables for HDLSS data and measure the similarity of two kinds of correlations and induce the self-organized
dissimilarity of objects including the feature of similarity of classiﬁcation structures of objects. A numerical example
shows better performance.
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