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l. Introduction and summary 
In this paper we consider the question of whether the known homotopy 
extension theorems carry over to uniform homotopies. This problem 
arose in the course of a study of uniform homotopy groups, where several 
extensions of uniform homotopies had to be performed. Actually these 
homotopies were defined on particular sets, so that the extensions could 
have been obtained in each case by special means. However, since the 
matter may have independent interest, it was investigated in general, 
and some results are presented in this paper 1 ). 
We consider the category of spaces with a separated uniform structure, 
and uniformly continuous mappings; for brevity the spaces are called 
simply uniform spaces; the mappings, u-maps; and equivalences, u-
homeomorphisms. 
The initial sections are devoted to routine preliminary work on u-maps 
of metric spaces. Section 2 contains an extension theorem for u-maps 
with images in Banach spaces of bounded families of real numbers; this 
parallels the Tietze-Urysohn extension theorem for continuous functions. 
Our original treatment was based on the work of KmszBRAUN [8], 
VALENTINE [ll], MICKLE [10], and especially Me SHANE [9]; but now 
that a comprehensive paper by ARONSZAJN and PANITCHPAKDI [2] has 
appeared we omit here what the reader may find in it. 
Sections 3 and 4 define and study a uniform version of absolute neigh-
borhood retracts, in which not only the embedding is u-homeomorphic 
and the retraction is a u-map, but also the neighborhood is required to 
be a uniform neighborhood. Most of the results in these sections are 
similar to well known theorems for continuous ANR's; two exceptions 
are Theorem 4, and the restrictive hypotheses required by Theorem 8. 
The proofs are omitted whenever they can be obtained as trivial modi-
fications of those contained for instance in Hu's book [6]. The proof of 
Theorem 5 requires a u-homeomorphic embedding of metric spaces into 
1 ) This paper is a condensation of the first part of a Ph. D. thesis presented in 
May 1955 to the University of Notre Dame. The uniform homotopy groups (see 
Bull. Amer. Math. Soc., Nov. 1955, p. 568-9) formed the second part. The author 
wishes to thank Professor KY FAN for his very helpful encouragement and advice 
in this study. 
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a suitable universal space, to substitute the Kuratowski embedding used 
in the continuous case; we use the very simple isometric embedding 
given by FRECHET. 
Finally section 5 contains the extension theorems for uniform homo-
topies from metric into uniform spaces. 
2. Extensions of uniformly continuous maps 
Given au-map f: X~ Y and a subset X0 C X, the restriction fo off 
to X0 is denoted as usual by /0 = /JX0 , and f is called a u-extension of /0 
over X. 
A subset X0 of a uniform space X is said to have the uniform extension 
property (u-EP) in X with respect to a uniform space Y if every u-map 
f: X0 ~ Y has au-extension over X. The subset X0 is said to have the 
uniform neighborhood extension property (u-NEP) in X with respect to Y 
if every u-map f: X0 ~ Y has a u-extension over U(X0}, where U is 
some entourage of the uniform structure of X, and U(X0)={x E XI 
(y, x) E U for some y E X0}. We call U(X0} a uniform neighborhood of X0• 
For a metric X, the uniform structure is determined by a distance 
function d, and in X x X the sets of the form U.=d-1([0, e]), e>O form 
a fundamental system of entourages, so that in this case we may assume 
that a uniform neighborhood is actually an a-neighborhood, and further-
more, closed in X whenever necessary. 
A subset X0 of a uniform space X is said to have the uniform ab8olute 
extension property (u-AEP) in X, if X0 has the u-EP in X with respect 
to every uniform space Y. The subset X0 is said to have the uniform 
absolute neighborhood extension property (u-ANEP) in X, if X0 has the 
u-NEP in X with respect to every uniform space Y. 
Observe that in all the above definitions X0 need not be closed in X. 
We consider now the question of when two juxtaposed u-maps match 
in the sense that each one u-extends the other. Precisely: we say that a 
pair of subsets A, B of a uniform space X have the u-map matching 
property if given any pair of u-maps f: A~ Y and g: B ~ Y into any 
uniform space Y, such that f/A n B=g/A n B, the juxtaposed map 
{ f(x) q;(x)= g(x) 
for x EA (2.1) for x E B 
is au-map q;: AU B ~ Y. For a metric space X we have the following 
sufficient condition: 
Lemma. The subsets A and B of a metric space X have the u-map 
matching property if: given an e> 0, there exists a 15>0 such that x1 E A, 
x2 E B, d(xv x2) < 15 imply the existence of an x0 E A n B satisfying 
d(xv x0) < e and d(x2, x0) <e. 
The proof, as well as the obvious generalization for a uniform space X, 
are left to the reader. A more convenient condition is given by the 
following: 
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Corollary. The condition of the Lemma is satisfied if: 
(2.2) there exists a constant M such that for every pair x1 E A, x2 E B one 
can find an x0 E A n B with d(xv x0) < M d(xv x2) and 
d(x2, x0)<M d(xv x2). 
In what follows a metric space of all bounded families of real numbers 
y= {n•}.ex' indexed by any set K, and with distance d(yv y2) =sup Jni -n2/ 
vEK 
is called an (m)-space. Any metric space X can be isometrically embedded 
into an (m)-space with index set X, if we map x EX into the family 
{nz}zex defined by 
(2.3) 1J"=d(x, z)-d(z, z0 ) z EX 
where z0 is any fixed point in X. (Cf. [5], and [3], p. I87). A parallelopiped 
in an (m)-space is a set of the form P= IT I•, where the I• (the pro-
vex 
jections of P) are closed, uniformly bounded intervals of the real axis. 
Hence a parallelopiped may also be given as P={yJJn·-no/<ex•} where 
y0 ={1Jo}veK and a={ex"}veK also belong to the (m)-space; the point y0 
is the center, and a is the semidiagonal of P. If ex• =ex (ex> 0) for all v, 
the parallelopiped is called a (solid) sphere of radius ex; notation: E(y0, ex). 
Clearly the spheres E 1(Yv ex1 ) and E 2(y2, ex2) intersect if and only if 
d(Yv Y2) <ext+ ex2· Also : 
(2.4) The intersection of two parallelopipeds is a paralleopiped if it is 
not empty. 
(2.5) For an arbitrary index set J, if the parallelopipeds in the family 
{Pi}ieJ intersect two by two, then n Pi is not empty. Since any one 
iEJ 
of the P's is compact in the product space topology, this reduces 
to the case of a finite J, that one proves by induction starting 
from J ={I, 2, 3} and applying (2.4). Or, using projections, one 
can see that it is enough to establish the corresponding statement 
for segments on a line. 
This implies that (m)-spaces are hyperconvex (Cf. [2]) Now, parallel-
opipeds are bounded, and a bounded u-map admits a subadditive modulus 
of continuity, hence ( [2], § 2, Theo. 4): 
Theorem I. Every subset X0 of a metric space X has the u-EP in 
X with respect to any parallelopiped in any (m)-space. 
This is also related to a result of KATETOV [7]. 
3. Uniform retractions and u-ANR's 
Let X 0 be a subset of a uniform space X. Au-map e: X--+ X0 is called 
a u-retraction of X onto X 0 if eJX0 is the identity map of X 0 • Then X 0 
is necessarily closed in X, and it is called a u-retract of X. The subset 
X 0 is said to be a uniform neighborhood retract (u-NR) of X if there exists 
a uniform neighborhood U(X0} and a u-retraction from U(X0 ) onto X 0 • 
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A few simple examples in the Euclidean plane illustrate the difference 
between these definitions and the usual ones. (i) The circumference ..Xo 
of a disk X without center is a continuous retract, but not a u-retract 
of X. (ii) The set formed by the union of the graph of y= -1 x 2 and +x 
the x-axis is a neighborhood retract, but not a u-NR of the plane. 
(iii) The same is true of the graph of r=e6, -oo<O<;;O, as a subset of 
the unit disk minus the origin. 
Theorem 2. A closed subset X 0 of a uniform space X has the u-ANEP 
in X if and only if X 0 is a u-NR of X. 
Theorem 3. A closed subset X 0 of a uniform space X has the u-AEP 
in X if and only if X 0 is a u-retract of X. 
A metric space X is called a uniform absolute neighborhood retract 
(u-ANR) if any u-homeomorphic image of X as a closed subset of any 
metric space Y is necessarily a u-neighborhood retract of Y. To simplify 
proofs, we identify· a uniform space with its u-homeomorphic images. 
Theorem 4. A dense subset X 0 of a u-ANR space X is a u-ANR. 
Proof: Given a u-homeomorphic embedding of X 0 as a closed subset 
of a metric space Y, one can extend it by continuity to au-homeomorphic 
embedding of X in the completion Y of Y. Then XC X0 , but also 
X0 n Y =X0 (closures in Y), consequently: 
(3.1) Y n X =X0 • And 
(3.2) X is closed in Y u X =Z. In fact, given any y E Y- X= Y- X 0 
we have d(y, X)=d(y, X0)>0. 
Now X is a u-ANR; by (3.2) there exists then an e-neighborhood 
U,(X) in Z and a u-retraction (}: U,(X)--+ X. And e' =elY maps the 
e-neighborhood Y n U,(X) of Y n X= X 0 in Y onto X 0 ; this shows 
that e' is the desired u-neighborhood retraction, and establishes the 
theorem. 
Theorem 5. A bounded metric space X is a u-ANR if and only if 
every closed (or bounded closed) subset S 0 of an arbitrary metric space S 
has the u-NEP in S with respect to X. 
Proof: To show the necessity, we consider X as u-homeomorphically 
embedded into some (m)-space B; cf. (2.3). Consider a fixed coordinate 
'Y/0 of B; we may assume that X C B1 = {y E B J 'f/0 = 0}. Given a u-map 
f: S 0 --+ X, by Theorem l it has a u-extension g1 : S--+ B with values in 
the smallest parallelopiped containing f(S0); this means that g1(S) C B1. 
For each s E S we take g0(s) = 1 !(~(~~o) as the 'f/0 coordinate of a point 
in B, whose remaining coordinates (in B1 ) are given by g1 ; the function 
g(s) = (g0(s), g1(s)) from S into B thus defined is a u-map. 
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Now X is closed in the subset Y =Xu g(S) of B. In fact, its closure 
in B: XC B1 ; since S0 is closed, g0(s)>0 for s ES-S0 , so that 
B1 II g(S -S0) =c/>; on the other hand g(S0 ) = (g0(S0), g1(S0}) = (0, /(S0)) C X. 
These three facts give (X- X) II g(S) = cf>. Then X II Y =X II [X u g(S)] = 
=XU [(X-X)ng(S)]u [Xng(S)]=X; as asserted. 
By assumption X is a u-ANR; there exists then an c:>O and a u-retrac-
tion e: U,(X) --+X. Since g(S0 ) C X, we can find a b > 0 such that the 
b-neighborhood V 6(S0 ) in S satisfies g[V6(S0)] C U,(X). Hence we may 
define the desired u-neighborhood extension f* : V6(S0 ) --+X off by f* = eg. 
To establish the sufficiency consider any embedding X= X C Y. Then 
the identity map q; : X --+X has a u-neighborhood extension <P : U,(X) --+X; 
this shows that X is a 'U-ANR, and completes the proof. 
Corollary. Every parallelopiped in any (m)-space is a u-ANR. 
4. Operations on u-ANR's 
In this section we consider some operations that can be performed on 
known u-ANR's to obtain new sets with the same property. Theorem 4 
was already a result of this type; the ones that follow are obtained as 
applications of Theorem 5. 
Theorem 6. If a closed subset X0 of a bounded u-ANR space X is 
a u-NR of X, then X 0 is a u-ANR. 
Let {x.}.ex be any family of metric spaces with distance functions 
{d.}. Throughout this paper we shall take in the product space X= II X. 
the distance: veK 
(4.1) d=sup d. 
veK 
provided it is finite. 
Theorem 7. Let Xv X 2 be bounded metric spaces. Then the product 
space xl X x2 is a u-ANR if and only if both xl and x2 are u-ANR's. 
Theorems 4 to 7 have obvious counterparts for uniform retractions 
and uniform absolute retracts (u-AR's); the parallel of Theorem 7 is 
also true for the product X of any bounded family of u-AR's if one takes 
in X the distance function (4.1). 
In the continuous case, the u~ion of two closed ANR subsets of a metric 
space, whose intersection is an ANR, is also an ANR ([1]). This is not 
true for tt-ANR's, as the second example of section 3 shows. There the 
two subsets do not satisfy the condition of the u-map matching lemma; 
we do not know whether the adition of this condition is sufficient to make 
this theorem true for u-ANR's. Below we prove only a particular case, 
that suffices for the application in section 5. 
Denote by I the closed unit interval [0, 1] of the real line. 
Theorem 8. Let X 0 be a closed bounded u-ANR subset of a u-ANR 
space X. Then the subset T =(X x {0}) u (X0 x I) of X x I is a u-NR 
of X x I, and if X itself is bounded, T is a u-ANR. 
5 Series A 
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Proof: To simplify notation we let 
Y =X xI, y= (x, t) (x EX, O<t< 1). 
Let Yv Y2 be the closed subsets of Y defined by 
Y1 ={(x, t) E Yid(x, X0)<t}, Y2 ={(x, t) E Yid(x, X0)>t}. 
We have then 
yl u Y2=Y=X X I 
X 0 x I C Y1 X x {0} C Y2 
Since X0 is a u-ANR and X 0 x {0} is closed in Y1 n Y2 , there exists 
an e0 >0 and au-retraction IX: u.,(X0 x {0})---+ X 0 x {0} from the closed 
So-neighborhood of Xo X {0} in yl n y2 onto Xo X {0}. Call F = u.,(Xo X {0}) 
for brevity; since Y1 n Y2 is closed in Y, F is also closed in Y. Define 
IX*:FUT---+T by 1X*(y)=1X(Y) for yEF; IX*(y)=y for yET. The sets 
F and T satisfy condition (2.2): given any pair y1 = (xv t1) E F and 
y2=(x2, t2) ET, their distance is (cf. (4.1)): 
(4.2) d(yv y2)=max {d(x1, x2), J~-t2 J}; 
take an x0 E X 0 such that d(x0, x1) < 2d(X0 , x1) and put Yo= (x0 , 0); then 
Yo E F n T and 
(4.3) d(yv y0)=max {d(x0, x1), t1}<2t1 =2d(X0, x1). 
Now either y2 EX x {0} or y2 E X 0 x I. If t2= 0 then 
t1 <max {d(x1, x2), t1}=d(y1, y2 ). 
If x2 E X 0 then d(X0, x1) < d(x2, x1). In any case by ( 4.3), d(yv y0 ) < 2d(yv y2 ) 
and so d(y2, y0 ) < 3d(yv y2). This shows that Yo satisfies (2.2) if we take 
M = 3. Consequently IX* is a u-retraction. 
Since F U (X0 xI) is closed in Y1 and IX*[F U (X0 xI)] is contained 
in the u-ANR space X 0 xI, by Theorem 5 the partial u-map 
IX* J [F U (X0 xI)] has au-extension {31 : U.,[F U (X0 x I)]---+ X 0 xI for 
some e1 >0 and corresponding e1-neighborhood in Y1 • By similar reasons 
IX*I[Fu(X x {O})]hasau-extension{J2 : U.,[Fu(X x {0})]---+X x {O}for 
some e2 >0 and corresponding e2-neighborhood in Y2• Let e=min {e0, ev e2} 
and call V1(X0 x I), V2(X x {0}) and V(T) the closed e-neighborhoods of 
the indicated sets in Yv Y 2 and Y respectively. Then: 
(4.4) 
Also it is clear that 
(4.5) G= V1(X0 x I) n V2(X x {0})= V(T) n Y1 n Y2 C F. 
and from the definition of {J1 and {J2 
(4.6) 
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Because of (4.5) and (4.6) we may define {J: V(T) __,... T by 
for y E V1(X0 x I) 
for y E V2(X x {0}). 
In order to show that {J is au-neighborhood retraction it suffices to verify 
that 
(4.7) V1(X0 x I) and V2(X x {0}) satisfy condition (2.2). 
For any pair y1 = (xv t1) E V1(X0 x I) and y2= (x2, t2) E V2(X x {0}), with 
distance (4.2), let t0 =d(xv X0).;;;;t1 and put y0 =(xv t0) E Y1 n Y2 ; then 
also y0 E G. If t0 > t2 : 
d(y0 , y2)=max {d(x1 , x2), it0 -t2i}<d(yv y2), 
and 
d(yo, Yt) = t1- to< t1- t2 < d(Yv Y2) ; 
If t2;;;.t0 , from t2-t0 .;;;;d(x2, X0)-t0 .;;;;d(x2, x1) we obtain 
d(yo, Y2) = d(xl, X2) < d(yl, Y2), 
and 
d(yo, Yt) =t1 -to< itt- t2l + lt2- to I< 2d(yv Y2). 
Thus y0 always satisfies (2.2) with at most M = 2. 
This proves that T is a u-neighborhood retract of X x I. 
Since both X and I are u-ANR's, their product is also one (Theorem 7), 
and so is T if X is bounded (Theorem 6). 
5. Uniform homotopies; extension theorems 
A family of u-maps he: X__,... Y (O.;;;;t.;;;; I) from a metric space X into 
a uniform space Y is called a uniform homotopy or u-homotopy if the 
transformation h: X xI__,... Y defined by h(x, t)=h1(x) is a u-map from 
the product space X x I into Y. (Cf. [4]). 
Let f: X__,... Y be a given u-map and X 0 a subset of X. Au-homotopy 
h1 : X 0 __,... Y is called a partial u-homotopy off if fiX0 =h0• The subset X 0 
has the u-homotopy extension property (u-HEP) in X with respect to a 
uniform space Y if every partial u-homotopy h1 : X 0 __,... Y (O.;;;;t.;;;; I) of 
an arbitrary u-map f : X __,... Y has a u-extension ht : X __,... Y ( 0.;;;; t.;;;; I) 
such that h6 =f. The subset X 0 is said to have the u-absolute homotopy 
extension property (u-AHEP) in X, if it has the u-HEP in X with respect 
to every uniform space Y. 
Theorem 9. If Y is a bounded u-ANR, then every closed subset X 0 
of an arbitrary metric space X has the u-HEP in X with respect to Y. 
Theorem IO. A closed subset X 0 of a bounded u-ANR space X has 
the u-AHEP in X if and only if X 0 is a u-ANR. 




X 0 has the u-AHEP in X, 
T has the u-AEP in X x I. 
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By Theorem 3 this is also equivalent to: 
(5.3) T is a u-retract of X x I. 
As in the last part of Theorem 8, this implies that: 
(5.4) Tis a u-ANR, 
but conversely, if (5.4) holds, there exists an e-neighborhood of T in 
X xI and a u-neighborhood retraction a: U.(T)-+ T. Define cp: X-+ I 
by cp(x)=max {0, 1-~d(x, X0)}, then a u-retraction e: X xI-+ T is 
given by e(x, t) = a(x, tcp(x)); and we have (5.3). 
Finally, if we identify X 0 with the subset X 0 x {l} ofT, an application 
of Theorem 6 shows that (5.4) implies: 
(5.5) X 0 is a u-ANR; 
the converse is given by Theorem 8. 
Remark. Our initial definitions in sections 2 and 3 concerned separated 
uniform spaces and uniformly continuous maps. Then the study of u-ARN's 
led us to consider the same maps of metric spaces (a full subcategory). 
The last theorem is for u-homotopies from bounded u-ANR into uniform 
spaces. 
One may start with the subcategory of metric spaces and uniformly 
continuous mappings admitting a subadditive modulus of continuity 
(cf. [9]; and [2], § l); call these U-maps, and correspondingly U-ANR's, 
& c. Then the lemma takes the following form: 
Lemma. The subsets X, (i= 1; 2) of the metric space X have the U-
map matching property if there exists a function J.(t), O<t<oo, O,;;;J.(t),;;;oo 
that is non-decreasing, subadditive and goes to 0 with t, such that for any 
pair X.; EX; one can find an X0 E X 1 n X2 with d(x0 , xi) <;J.(d(x1, x2)). 
The proof is clear if we observe that the conditions on J. are those for 
·subadditive moduli of continuity, and that these may be added and 
composed to give new subadditive moduli. The corollary is as before. 
For U-maps, Theorem l requires no boundedness condition, and one 
may drop the words "any parallelopiped in" from its statement. As a 
consequence, the various boundedness conditions H.ppearing in the re-
maining theorems may also be omitted. The last theorem would be for 
·u-homotopies from U-ANR into metric spaces. 
However, because of the applications to uniform homotopy groups, 
it was preferred to let the range . of homotopies be any (Hausdorff) 
uniform space. 
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