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Abstract 
The presence of gas in engine liquid cooling systems can have severe consequences for 
engine efficiency and life. The presence of stagnant, trapped gases will result in cooling 
system hotspots, causing gallery wall degradation through thermal stresses, fatigue and 
eventual cracking. The presence of entrained, transient gases in the coolant flow will act to 
reduce its bulk thermal properties and the performance of the system’s coolant pump; 
critically the liquid flow rate, which will severely affect heat transfer throughout the engine 
and its ancillaries. The hold-up of gas in the pump’s impellor may cause the dynamic seal to 
run dry, without lubrication or cooling. This poses both an immediate failure threat should 
the seal overheat and rubber components melt and a long term failure threat from 
intermittent quench cooling, which causes deposit formation on sealing faces acting to 
abrade and reduce seal quality. Bubbles in the coolant flow will also act as nucleation sites 
for cavitation growth. This will reduce the Net Positive Suction Head available (NPSHA) in 
the coolant flow, exacerbating cavitation and its damaging effects in locations such as the 
cylinder cooling liners and the pump’s impellor.  
This thesis has analysed the occurrence of trapped gas (air) during the coolant filling 
process, its behaviour and break-up at engine start, the two-phase character of the coolant 
flow these processes generate and the effects it has on coolant pump performance. Optical 
and parametric data has been acquired in each of these studies, providing an understanding 
of the physical processes occurring, key variables and a means of validating numerical 
(CFD) code of integral processes. From the fundamental understanding each study has 
provided design rules, guidelines and validated tools have been developed, helping cooling 
system designers minimise the occurrence of trapped air during coolant filling, promote its 
breakup at engine start and to minimise its negative effects in the centrifugal coolant pump. 
It was concluded that whilst ideally the prevention of cooling system gases should be 
achieved at source, they are often unavoidable. This is due to the cost implications of finding 
a cylinder head gasket capable of completely sealing in-cylinder combustion pressures, the 
regular use of nucleate boiling regimes for engine cooling and the need to design cooling 
channel geometries to cool engine components and not necessarily to avoid fill entrapped 
air. Using the provided rules and models, it may be ensured stagnant air is minimised at 
source and avoided whilst an engine is running. However, to abate the effects of entrained 
gases in the coolant pump through redesign is undesirable due to the negative effects such 
changes have on a pump’s efficiency and cavitation characteristics. It was concluded that the 
best solution to entrained gases, unavoidable at source, is to remove them from the coolant 
flow entirely using phase separation device(s). 
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1.1 Research Background 
With recent and upcoming emission legislation placing large demands on engine efficiency, 
the drive to continually reduce powertrain losses and improve the performance of sub-
systems results in ever increasing system complexity. This can significantly increase the 
design time and cost associated with engine development. 
Designers are continually looking for tools to improve engine design processes, 
predominantly those which improve accuracy, decrease cost and minimise product time to 
market, helping make engine manufacture more profitable and give a competitive advantage. 
Computational fluid dynamics (CFD) is a recently developed tool being used to these ends. 
CFD enables the virtual modelling of a fluid flow process in order to assess various designs 
and how they perform. It reduces the need for tangible models which realise fluid flow 
processes in order to assess design performance via experimental data. Prototyping in this 
way is historically the most costly and time consuming part of engine development and so its 
reduction through CFD aids design processes greatly. 
The CFD tool is a relatively recent innovation, with its use only being realised commercially 
in the early 1990s (Versteeg and Malalasekera 2007). Given this, and that its outputs are 
based purely on mathematical calculation, there is often a lack of trust in outputs; critically 
in how representative they are of the ‘real’ fluid flow scenarios they represent. To overcome 
this, it is becoming common practice to validate CFD models using experimental data 
obtained from a realised rig modelling the same flow scenario. Whilst in the first instance 
this process is less efficient than previous prototyping methods, once validated, a CFD 
model can be applied to new geometries with confidence that it will deliver correct results. 
The work in this thesis was borne from a need for experimental data which could validate 
CFD solver outputs for the liquid filling of a medium duty, off-highway, compression 
ignition engine’s cooling jacket for Caterpillar’s Industrial Power Systems Division (IPSD); 
a prominent diesel engine manufacturer. The primary purpose of the model was to predict 
the occurrence of trapped air during coolant filling, helping prevent it in new engine designs. 
Stagnant gases in liquid cooling jackets have been recognised for their detrimental effect on 
system performance (Rundle 1999). They are something cooling system designers try to 
avoid and this work provides a design tool and guidelines to aid this. 
The primary goal in cooling system design is to ensure an engine runs at a temperature 
providing good efficiency whilst protecting system materials and components from failure. 
This results in coolant gallery design being predominantly for correct liquid velocities and 
subsequent heat transfer coefficients (HTCs). Should the design for these contradict that for 
avoiding fill entrapped air it is likely that some air may be unavoidably trapped. Equally, 
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should a cooling system be successfully designed to avoid trapped air during filling, if that 
engine is then filled off-level, for example in an off-highway machine on a hill side, this 
could negate the design process, creating new system highpoints which still trap air. With an 
awareness that trapped air may not be entirely avoidable, it becomes important to understand 
how this air behaves at engine start, quantify the effects it has on system performance and 
define alternative means of its abatement. 
Air entrainment in liquid circuits is a phenomenon faced by many industries, not least engine 
manufacturing. Being hard to model and predict in liquid flows, the full effect entrained air, 
or indeed any gas, will have on functionality is hard to determine. From research thus far, it 
is shown that a liquid-gas flow, as would be generated subsequent to air being trapped 
during coolant filling, would have two main impacts on the performance of an engine’s 
cooling circuit. Firstly, it will act to reduce the heat absorption and carrying capacity of the 
coolant since the addition of gas reduces bulk density and specific heat capacity (Cengel and 
Boles 2007, Ghajar and Tang 2009). Secondly, coolant gas content will act to reduce 
pumping efficiency (Poullikkas 1992, 1999, 2000) and so reduce the flow rate of coolant 
around the system for a fixed pump/engine speed. Put together, these effects reduce the heat 
transfer coefficients around an engine. To account for this, it is common for engine 
designers to use factors of safety in their designs, which result in pumps being oversized and 
flow rates higher than actually needed. With an ever increasing need to reduce parasitic 
losses on engine power, this is a luxury designers can no longer afford and there is now a 
drive to downsize engine components. For this to happen, designers must first have an 
appreciation of what the safety factors are there to counter. 
To understand and quantify the effects entrained gases have on cooling system performance 
the two-phase character of the flow first needs to be identified. Previous research provides a 
good guide to how this information might be obtained, showing the best metrics for 
characterising a two-phase gas-liquid flow to be regime (Taitel and Dukler 1976, Thome 
2007), void fraction (Thome 2006) and bubble size (Shepard 2011). Techniques, both optical 
and intrusive, have also been developed to determine each of these for a given flow 
(Hetsroni 1982, Delhaye and Cognet 1982, Shepard 2011, Oxford Lasers 2012, 
Thome 2007). Despite this knowledge, very little is known about the character of coolant 
flow in an IC engine’s cooling jacket. What little is known is insufficient to provide full flow 
characterisation and thus enable the specification of a device which would effectively and 
efficiently remove cooling system gases. Work in this thesis aims to address these 
shortcomings and, based on obtained knowledge, begins to define a means of mitigating 
gaseous coolant flow so that designers can start downsizing system components with 
confidence and minimum risk. 
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1.2 Research Novelty and Knowledge Contribution 
Engine coolant flows are hard to model and predict due to their multi-phase nature. The 
interactions between liquid and gas phases are often chaotic and random, especially in 
systems where a turbulent, high Reynolds number flow dominates as is commonly the case 
in an engine’s liquid cooling jacket. Work in this thesis aims to build on knowledge about 
two-phase gas-liquid flows with specific application to engine jacket cooling systems. This 
contribution and novelty comes in three parts: Experimental Methods, Experimental Results 
and Numerical Models. 
 
Experimental Methods 
1. An optical procedure for spatially tracking the liquid-air interface in a transparent 
cavity undergoing liquid filling or draining. 
 
Experimental Results 
1. Data characterising the coolant filling event in a 1:1 scale, transparent replica of an 
engine’s lower cylinder head cooling core. 
2. Data characterising the break-up of stagnant air pockets in an engine’s cooling 
jacket when subjected to passing liquid velocities realistic of those in an engine 
cooling system at start-up. 
3. Data characterising the two phase regime and bubble size composition of coolant 
flow on a fired, medium duty, off-highway, compression ignition engine at first 
starts following cooling system filling. 
4. Data characterising the two-phase performance of a centrifugal pump with specific 
application to an engine’s cooling system and a known two-phase flow character. 
 
Numerical Models 
1. A validated CFD model for predicting the behaviour and break-up of fill entrapped 
air at engine start-up. 
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1.3 Thesis Overview 
Chapter 1 of this thesis has provided an introduction to the research, how it was founded by 
a OEMs need for empirical data on the coolant filling process, the questions this led to 
regarding the effects cooling system gases have on system performance and how they might 
be mitigated. The contribution of this research to existing knowledge is also provided, 
outlining the methods, data and numerical tools derived which are novel. 
Chapter 2 reviews current knowledge on cooling system design with a specific focus on 
design for gas presence. Two-phase flow literature is reviewed to provide an understanding 
of the data needed to characterise gas-li quid coolant flow, enabling its control and 
manipulation. Popular analytical techniques used for measuring a flow’s properties are 
reviewed with a focus on optical diagnostics for their value in being non-intrusive. Finally, a 
review of CFD is performed, specifically on methods of its validation in flows similar to 
those under consideration. 
Chapter 3 provides procedure, data and conclusions for optically diagnosing the coolant 
filling of a 1:1 scale, transparent replica of an engine’s lower cylinder head cooling core. 
The process for CFD validation using this data is also supplied. The optical techniques 
described in this chapter include high speed imaging, digital particle image velocimetry 
(DPIV) and a novel approach developed for spatially tracking the liquid-air interface over 
the filling time period which utilises fluorescent phase tagging and digital image processing 
in Matlab. 
Chapter 4 provides procedure, data and conclusions for optically diagnosing the air pocket 
breakup process in both the optical cavity used in Chapter 3 and in specially designed 
geometries, simplified to trap gas in a manner similar to an engine cooling system whilst 
enabling the unrestrained application of optical diagnostic tools. A CFD model is presented 
for predicting air pocket breakup in the same geometries. The model validation process is 
explained. Conclusions are drawn about the value of the CFD design tool and how the 
break-up process could contribute to the two-phase nature of coolant at engine start-up. 
Design rules are provided which ensure fill entrapped gases will not remain stagnant at 
engine start. 
Chapter 5 details work carried out on a firing, medium duty, off highway compression 
ignition engine to characterise the two-phase nature of the coolant flow at engine starts 
immediately after cooling system filling. The flow is diagnosed through an optically 
accessed coolant by-pass hose using strobe lighting and an SLR camera. Raw image data 
provides flow regime and digital image processing in Matlab provides bubble size 
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information. Conclusions are drawn about how the data may be applied and further work 
which would build upon it. 
Chapter 6 details an optical and parametric study of a centrifugal coolant pumps 
performance in various two-phase flow conditions. The experimental rig, data acquisition 
procedure and data reduction methodology are explained. The presented data assesses the 
influence of various inlet void fractions on the performance of the pump operating at 
different speeds and in systems of varying resistance, as found in its application. 
Conclusions are drawn about the data’s value and application in diagnosing engine coolant 
flows. Areas for further work are discussed. 
Chapter 7 provides a review of the data and knowledge delivered by this thesis and the 
proposed further work. Methods of mitigating the effects of cooling system gases are 
reviewed, identifying factors which need incorporating into cooling system design processes 
in the future. The author’s thoughts are provided on where the future of engine cooling 
system design lies and suitable areas for further research. 
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2.1 Introduction 
The aim of this section is to review current knowledge on engine cooling system design, in 
particular reviewing studies about the effects of trapped and entrained air/non-condensing 
gas on cooling system performance. Gaps in knowledge that lead to inadequate gas 
abatement methods are identified and thereby key areas for further study. 
Background knowledge is reviewed on two-phase gas-liquid flow and the experimental 
techniques suited to its study, helping guide the work at hand gathering data and 
understanding about gaseous flows within engine jacket cooling systems. 
2.2 Engine Cooling System Fundamentals 
The historic and prime function of an engine’s cooling system is to dissipate the heat 
generated by combustion, ensuring engine temperatures do not exceed the physical working 
properties of materials. Over recent years, however, the purpose of the cooling system has 
gone far beyond this and in modern IC engines it helps control parameters such as fuel 
efficiency, power output and emissions. Rajoo, Noor and Bakar (2002) demonstrated 
experimentally that for a 70oC to 90oC increase in coolant temperature there is 
approximately an 11% decrease in the amount of specific fuel consumed (g.kWh-1). They 
attributed this to a reduction in frictional losses at higher temperatures given the change of 
lubricant properties. Thomas, Saroog, Rajak and Muthiah (2011) showed contrastingly that 
reduced coolant temperatures can increase the volumetric efficiency and so provide greater 
torque output, helping mitigate the increase in fuel consumption. They also showed that 
engine temperature can effect emissions, with more carbon dioxide (CO2) and hydrocarbons 
(HCs) present at lower temperatures versus more carbon monoxide (CO) and nitrogen 
oxides (NOx) at higher temperatures. Research shows that aside from protecting an engine 
from failure, a cooling system must be carefully designed for any application to provide the 
needed power, fuel efficiency and emissions. 
Since their conception, there have been many variants of cooling system design. These can 
be categorised broadly into two areas: air cooled and liquid jacket cooled systems. Before 
the operation of each is explained, it is first important to understand the primary modes of 
heat transfer on which both systems rely: natural and forced convection. Whilst in recent 
years some new/additional cooling methods have been adopted, for example controlled, 
nucleate boiling which is discussed later in the chapter, convective heat transfer has been the 
foundation of cooling system design since their conception and remains so even in modern 
day engines. Cengal and Boles (2007) provided a detailed description of the convective heat 
transfer modes and how both are governed by Newton’s law of cooling: 
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 ?̇?𝑐𝑜𝑛𝑣 = ℎ𝐴 (𝑇𝑠 − 𝑇𝑓 ) [2.1] 
Where ?̇?𝑐𝑜𝑛𝑣 is the heat transfer (Watts or J.s
-1) from the surface being cooled, A is the 
cooled surface area (m2), Ts is the temperature (K) of the surface, Tf is the temperature (K) 
of the bulk fluid in contact with the surface and h is the convective heat transfer coefficient 
(HTC)(W.m-2.K-1). The HTC is a parameter defined by the cooling fluids properties: thermal 
conductivity, specific heat capacity and dynamic viscosity, its velocity and turbulence at the 
point of heat transfer and the geometry of the cooled region. In complex geometries the HTC 
is often incalculable without empirical data. 
The key difference between natural and forced convection is how the fluid flows over the 
cooled surface, hence the difference in HTC. In natural convection, the fluid is initially 
stationary/stagnant. As it heats near the hot surface, thermal gradients cause the fluid to 
move due to density variations. Hot fluid is replaced by cooled, denser fluid and so a slow, 
laminar flow ensues across the surface. In forced convection the fluid is ‘forced’ or pumped 
over the surface and so has velocity given to it by means other than thermal gradients. 
Forced convection is the preferable mode in cooling systems given the higher flow velocities 
and subsequent high HTCs achievable. It is very difficult in engine design, however, to 
ensure that a high coolant velocity occurs across all heated surfaces. This is due to cooling 
system design often being secondary to the placement of key engine components such as the 
cylinders, valves and ports. The occurrence of coolant stagnation around a system is often 
unavoidable and designers need to ensure these occur at uncritical locations where natural 
convection can supply sufficient cooling. Hoag and Brasmer (1989) and Gavali, Subbarao 
and Marathe (2007) provided good examples of the knowledge and processes currently 
applied to characterising coolant flow structures. They used CFD to identify and rectify 
flows such as vortexes, which can lead to localised stagnation and reduced heat transfer. 
Whilst both air and liquid cooled systems utilise convection heat transfer modes, both are 
considerably different in design. The largest difference between air and liquid jacket cooled 
systems is the cooling medium on which each relies. As suggested by their names, air cooled 
systems rely on air as the cooling fluid, whilst liquid jacket systems use a pumped liquid or 
coolant as the cooling medium.  
Air cooled systems rely on there being sufficient air flow in their application’s environment 
to provide cooling. To aid the rejection of heat, the engine is commonly covered in fins to 
provide a large surface area, a method proven valid by Newton’s law of cooling. The key 
advantage of air cooled engines is that they do not require a cooling jacket or pump and so 
are far simpler and cheaper to design than liquid cooled systems and come without the 
parasitic losses found in driving the cooling medium. Air cooled systems are, however, 
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much larger than their liquid cooled counterparts due to surface fins. Air cooled engines are 
typically found in niche applications where there is either a very low power demand; hence, 
need for cooling, or where there is an abundance of high velocity, low temperature air, for 
example domestic lawn mowers and generators, or some motorcycles and aircraft 
respectively. 
 
Figure 2.1 - Schematic of an Air Cooled IC Engine 
In liquid cooled systems, liquid coolant flows through cooling galleries/channels integral to 
the engine’s design and thus absorbs heat from the combustion process. The coolant is 
usually a mixture of water and glycol based additives. The water provides an excellent heat 
sink given its high specific heat capacity and thermal conductivity, whilst the additives 
enhance its other characteristics by reducing its freezing point for use in cold climates, 
increasing its boiling point to enable engines to run hotter, inhibiting corrosion which given 
many engines are composed of ferrous materials, can help prevent cooling gallery 
restrictions/blockages and also by reducing water’s surface tension, which aids its 
‘wetability’ and so its ability to make contact with and cool hot surfaces.  
In both systems, the combustion generated heat must at some point be transferred to the 
engine’s environment. Liquid cooled systems, unlike air cooled systems which do this 
directly from the engine’s surface via fins, use a dedicated heat rejection component in the 
cooling circuit. This takes the form of a radiator or heat exchanger, application dependant. 
By removing the heat rejection process from the engine, it is made more efficient. This is 
due to radiators and heat exchangers being designed for this specific function and because 
they can be better positioned in an application to ensure factors such as an optimum air flow. 
Liquid cooling systems also provide a good level of control over localised temperatures 
within an engine. This is achieved through the use of geometry and heat/user actuated 
valves, which can vary liquid flow rates locally within the cooling system and so control 
heat flux. These advantages mean liquid cooling circuits can be designed to provide much 
Direct Air Cooling 
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Surface fins 
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greater efficiency, despite inherent pumping losses and control over engine temperature than 
air cooled systems. This leads to their more common adoption in modern IC engine 
applications. 
 
Figure 2.2 - Schematic of a Liquid Cooled IC Engine 
Within the field of liquid cooling systems there are again two sub-categories of design: 
thermo-syphon and mechanical pump type systems. The difference between the two is how 
liquid flow is induced around the cooling circuit. In thermo-syphon systems, flow is induced 
in a manner similar to that of natural convection. As coolant is heated in the engine, it rises 
up through the system due to a reduction in its density. This heated coolant travels into a 
radiator positioned above the engine in which it rejects heat, gains density, falls through the 
radiator and back down a pipe to the engine’s coolant inlet. Thermo-syphon systems are 
more efficient than pumped systems in that they use the engine’s own heat to generate flow 
rather than an externally driven pump. They are, however, very restrictive of coolant flow 
and so a system’s heat transfer capacity. They also require very careful design in aspects 
such as radiator positioning to ensure optimal flow rates are achieved. This makes them time 
consuming and expensive to develop and fault prone in operation (Rundle 1999).  
In mechanical pump type systems, power is taken directly from the engine’s crankshaft 
through a gear, belt or chain drive to a mechanical pump which generates coolant flow. Such 
pumps are usually radial flow/centrifugal in design and whilst they result in a direct loss of 
useable power from an engine, they are very simple and robust devices whose flow can be 
made to match any application based on adjustment of pump size. Their performance is easy 
to predict for single phase flow and so the design of systems utilising them is simpler, less 
time consuming and less costly. Engine reliability and cost usually come before power and 
efficiency in consumer demand (Joyce 2012). This has resulted in mechanically driven 
liquid cooling systems being the more commonly adopted option in modern IC engines. 
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Research in this thesis considers only liquid jacket cooling systems utilising mechanically 
driven coolant pumps. This is for their dominance in IC engine applications today and so 
their improvement being key to the continued advance of engine performance. The core 
components of such a system are provided in Figure 2.3.  
 
Figure 2.3 - Schematic of an IC Engine’s Liquid Cooling Circuit 
In these systems the coolant pump and thermostat housing usually fasten directly to the 
engine, forming an integral part of the cooling gallery design. At engine start, the pump’s 
impellor will begin to spin, driving flow through the cylinder block and up through the head 
gasket into the cylinder-head, both of which have cooling galleries designed for specific, 
optimised flows and so are often geometrically complex. Figure 2.4 provides an example of 
this complexity, showing the cylinder block and head cooling geometry for an off-highway, 
medium duty, direct injection, compression ignition engine, courtesy of IPSD. 
 
Figure 2.4 – IPSD 6-Cylinder Engine Cooling Jacket Geometry 
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Depending on the application and emissions level of an engine, additional ancillaries may 
also be in use. For example, a heater matrix in passenger vehicles or an EGR cooler in recent 
low emission diesel engines such as depicted in Figure 2.4. The I/O for such will usually be 
in the cylinder block and head regions of the cooling circuit. 
Having passed through the engine and ancillaries, heated coolant will travel out of the 
cylinder head through a thermostat housing. Here, depending on the temperature of the 
engine, the coolant will flow one of two ways: if at operating temperature, the thermostat 
will be open and so coolant will travel to the radiator/heat exchanger network, where it will 
reject heat and re-enter the coolant pump for recirculation. If below operating temperature, 
for example just after a cold start, the thermostat will be closed and coolant will by-pass the 
radiator/heat exchanger and travel straight back to the pump for redelivery to the engine. The 
by-pass route enables the engine to warm up and reach a state of optimised performance 
sooner. 
During heating, the specific volume of coolant increases. Given that liquid has negligible 
compressibility, it is important for there to be an expansion chamber in the cooling circuit to 
allow for this, preventing the failure of a gasket and expulsion of coolant. Compressibility is 
facilitated in an expansion chamber by the inclusion of a trapped air pocket. The chamber 
usually doubles as the system fill location and so the inclusion of trapped air is achieved 
through only filling the system to a pre-defined level. The location of the expansion chamber 
varies between applications. It is common for the expansion tank to either be in a separate 
bottle, as shown in Figure 2.3, or to be included in the top of the radiator. Included in the 
expansion chamber is a pressure relief valve, which ensures should system pressure exceed 
the permissible, only air will be ejected, not coolant. These valves are usually set to open at 
a pressure well above atmospheric, typically in the range 1.1 to 1.5 bar, gauge. By operating 
at an elevated pressure, the boiling point of the coolant is raised. Rundle (1999) provides that 
for every 7 kPa system pressure increase, the boiling point of coolant is increased by 3oC. In 
selecting a pressure relief setting, it is standard practice to consider an engine’s highest 
temperature when in application, i.e. when at highest load in the hottest environment. Whilst 
the setting must be high enough to prevent coolant boiling, it must be low enough to ensure 
fixed seals in the system will not fail. 
Thus outlined are the fundamentals of engine cooling, by way of the need for cooling, the 
primary heat transfer modes, system design types and the function of the mechanically 
pumped, liquid jacket system, of focus in this research. With this knowledge, the 
implications and abatement of cooling system gases can be better explained. 
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2.3 Implications of Cooling System Gases 
The ability liquid cooled systems afford designers in controlling localised engine 
temperatures is becoming increasingly important with ever higher engine power densities, 
the need for component downsizing and improved fuel economy. As designers strive for 
greater control of temperatures around an engine, so cooling systems become more complex 
and temperature tolerances grow tighter. 
In the design of cooling systems, designers need confidence that the assumptions they make 
are accurate of the real scenario, or else errors may occur and temperatures deviate from 
those designed. A key assumption commonly made is that cooling galleries are filled with 
100% coolant and that coolant entering the system, at pump outlet, is single phase liquid 
(Soman & Mulemane 2007, Fontanesi & Giacopini 2010, Arici, Johnson & Kulkarni 1999). 
In reality there are often stagnant and transient gases around the cooling system, causing 
heat transfer to deviate from that assumed. Until late, this deviation is accounted for by 
design safety factors, for example oversized pumps and higher than needed flow rates. With 
the need to downsize components and reduce powertrain losses, however, this is becoming 
less feasible and the presence of cooling system gases must be accounted for by alternative 
means. 
To highlight the potential impacts cooling system gases will have on system performance 
and so the importance of accounting for them during design, figures provided by Cengal and 
Boles (2007) and Poullikkas (1992) are quoted in Table 2.1 and Figure 2.5 respectively. 
Table 2.1 shows typical HTCs for both liquids and gases in various forms as could apply to a 
liquid cooling system. Figure 2.5 shows how a centrifugal pumps performance can change 
with increasing flow gas content. 
 
Table 2.1 - List of HTCs for different media and convection modes; figures courtesy of Cengel and Boles (2002) 
Convection Type Medium HTC Range (W/m2K) Engine Cooling System Scenario 
Free/Natural/Unforced 
Gas 2 - 25 Stationary trapped gas pocket 
Liquid 50 - 1000 Stationary liquid phase       (stagnation point) 
Forced 
Gas 25 - 250 Slug of air travelling through the cooling system 
Liquid 50 - 20 000 Single phase liquid coolant flow (pumped) 
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Figure 2.5 – Loss of Centrifugal Pump Head for Increasing Flow Gas Content (Adapted from Poullikkas 1992) 
Note that figures quoted in Table 2.1 are for liquid and gas in their separated states. More 
realistic for a cooling system with entrained gas would be a well mixed two-phase gas-liquid 
flow, the precise HTC of which is much harder to determine. Ghajar and Tang (2009) 
provided a simple relationship which they claimed can calculate such a HTC approximately 
for two-phase gas-liquid flows in vertically inclined pipes. This is shown in Equation 2.2 
and defines the two-phase HTC (hTP) as the sum of the convective HTCs of the two phases 
in their respective volume fractions. 
 ℎ𝑇𝑃 = (1 − 𝛼)ℎ𝐿 + 𝛼ℎ𝐺 [2.2] 
Where hL is the HTC of the liquid phase (W.m-2.K-1), hG is the HTC of the gas phase 
(W.m-2.K-1) and 𝛼 is the void fraction (volumetric gas content) of the flow being considered. 
Gajar and Tang (2009) compared this model with empirical data and showed it to predict 
actual HTC to within 15% for 83% of the data collected and to within 30% for 96% of the 
data collected. 
Data supplied by Poullikkas (1992) in Figure 2.5 is for a centrifugal pump designed to 
service nuclear reactor cooling systems; hence, an application quite removed from that of an 
IC engine. His later work (Poullikkas 1998, 2000) suggested that to fully understand the 
implications a two-phase flow will have on a specific centrifugal pumps performance, 
experimental data is needed. To the author’s knowledge, no such data exists for a centrifugal 
pump servicing an IC engine’s liquid cooling jacket. Additionally, due to the variety of 
pump impellor designs used in IC engine applications, such data would likely be non-
transferable. 
0% 2% 4% 6% 8% 10% 12% 14%
To
ta
l P
um
p 
He
ad
 (m
)
Void Fraction (% Air by Volume)
Pump Head Vs. Void Fraction Data
Poullikkas (1992)
Single Phase Pump Head
Pu
m
p 
St
al
lin
g
 2.3 Implications of Cooling System Gases 
16 
 
To understand how a liquid cooling system will perform with gas presence, it is important to 
fully define these two impacts. Poullikkas (1992) and Gajar and Tang (2009) demonstrated 
the key metric for this to be the coolant’s void fraction. To the author’s knowledge, only one 
piece of work to-date has acquired this data for an IC engine’s cooling jacket. Garg, Marano, 
Colvin and Jakupco (1997) used an electrical conductivity method to measure coolant void 
fraction in a pick-up truck, a heavy diesel truck and a passenger car whilst assessing the 
performance of a ‘de-gas’ bottle: a device designed to remove gases entrained in the coolant 
flow through phase separation. They claimed a data accuracy of +/-0.5% on any void 
fraction reading which is good relative to other void fraction measurement techniques, as 
reviewed later in this chapter. They acknowledged, however, that the data has limited time 
resolution and cannot detect rapid changes in coolant gas content, as thought to occur at 
thermostat opening. They reported void fractions in excess of 10% during their vehicle 
testing, which coupled with Poullikkas (1992) shows the high potential for flow loss through 
pump stalling. Whilst providing novel and valuable data in the subject, the work does have 
some limitations. Left unconsidered are the sources of entrained gas and their reduction 
therein. The implications of entrained gases are also left un-quantified and thus their 
mitigation through better component design, for example, by improving a pumps two-phase 
performance. The transferability of their data might also be limited given the vast design 
differences from one cooling system to the next. Additionally, Poullikkas (1992), 
Caridad et al. (2008) and Rosa, Franca and Riberio (2001) showed that in the subject of two-
phase centrifugal pumping and phase separation, as well as void fraction, flow regime and 
bubble size are of great importance to pump/separator performance. These are metrics left 
unconsidered by Garg, Marano, Colvin and Jakupco (1997). 
In summary, the key short-term impacts cooling system gases will have on system 
performance are: a reduced coolant heat transfer capacity and a reduced coolant flow rate 
due to a loss of pump performance. Both of these result in an engine working at higher 
temperatures than those designed. Rundle (1999) and Zimmermann (2003) provided some of 
the implications of allowing an engine to overheat, as could occur from unconsidered 
coolant gas content: 
• Lubricating media such as oil will stop working effectively causing increased wear 
(reduced life) on engine components.  
• Oils may break down producing harmful gases and liquids, some of which are 
varnishes and can build up on components causing inefficiencies, increased wear 
and corrosion due to their acidic nature. 
• Components may ‘burn-out.’ This is where materials melt and fail under the 
excessive heat. Common components include cylinder head valves and their seats. 
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• Sealing/mating faces may warp causing leaks, for example, at the cylinder block-
head interface. 
In addition to the immediate issue of engine overheating, cooling system gases also have 
some longer term detrimental effects. These include exacerbated cavitation and increased 
pump dynamic seal wear. 
Cavitation is a phenomenon in which liquid is vaporised due to localised pressure falling 
below the liquid’s saturation point. It results in many small vapour bubbles occurring in the 
liquid. As these bubbles pass out of the low pressure region, they coalesce. Coalescence 
occurs in an implosion event, releasing a lot of energy in the form of high liquid velocity, 
pressure and heat, which if close to a surface, for example a cooling gallery wall, can cause 
plastic deformation or even material removal. The macroscopic effects of cavitation can be 
seen by the pitting of component surfaces. It is a subject well researched in the area of IC 
engine cooling for the damage it causes to system components. Cavitation can occur 
anywhere in an IC engine’s cooling jacket, although the more common locations are in the 
cylinder cooling liner galleries, adjacent to the combustion event and in the coolant pump.  
In cooling galleries, the vibration of gallery walls generates a sinusoidal pressure wave 
across the coolant, the negative nodes of which can generate cavitation if they fall below the 
liquid’s saturation pressure. A major source of vibration is the combustion event and so 
cooling galleries immediately adjacent to this are most susceptible to cavitation, whilst those 
further away will see a reduced, damped vibration, which depending on the engine’s design, 
may or may not be adequate to cavitate the coolant. Considerable research has been 
performed to assess this process and how it may be prevented both by cooling gallery and 
coolant design. A comprehensive overview of the subject and existing research is provided 
by Hercamp (1991).  
 
Figure 2.6 – Schematic of Cylinder Liner Cavitation Corrosion (Hercamp 1991) 
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In the coolant pump cavitation typically occurs on the low pressure side of impellor blades, 
resulting in impellor pitting and over time a loss of pumping efficiency. Williams (2009) 
provided an overview of cavitation in engine coolant pumps and provided how it may be 
avoided by consideration of a variable known as the Net Positive Suction Head (NPSH). 
NPSH is a variable which defines how close a liquid is to cavitating, taking account of its 
temperature and pressure (static and dynamic), as it enters the pump. 
 
𝑁𝑃𝑆𝐻 = 𝑃𝑆𝐴𝐵𝑆 −  𝑃𝑉 +  𝑉122𝑔  [2.3] 
Where 𝑃𝑆𝐴𝐵𝑆 is the absolute pressure head (m) of the liquid at the point normally considered 
the pump inlet, 𝑃𝑉 is the vapour/saturation pressure head (m) of the liquid at the temperature 
and concentration considered, 𝑉1 is the liquid velocity (m.s
-1) at pump inlet and g is the 
standard gravity constant (9.81 m.s-2). Pressure head (m) is further defined as 
 
𝑃𝑆𝐴𝐵𝑆 =  𝑃𝜌𝜌𝑔 [2.4] 
Where P is pressure (Pa) and ρ is the fluids density (kg.m-3). 
Williams (2009) provided that NPSH is a parameter now widely used to help pump and 
engine OEMs work together in matching a pump with a given cooling circuit. An engine 
OEM can provide the NPSH available (NPSHa) in the coolant leaving the circuit while the 
pump OEM can provide the NPSH required (NPSHr) by the coolant pump at rated speeds. 
Providing NPSHr < NPSHa it is assumed cavitation is avoided. 
Brennen (1995) explored the subject of cavitation and bubble dynamics in depth. The 
knowledge he provided demonstrates the key limitations of the NPSH metric. NPSH 
assumes the homogeneous nucleation of vapour bubbles in the liquid. This is where vapour 
pockets form at random locations in the liquid phase and at pressures very close to the 
liquid’s saturation point. In reality, wall defects and liquid impurities will provide voids in 
the liquid flow and so preferential sites for vapour formation/boiling. This is known as 
heterogeneous nucleation and generally occurs at pressures above the liquid’s saturation 
point; hence, is the more common mode of cavitation.  
Brennen (1995) described a phenomenon known as cavitation hysteresis. This is where the 
pressure needed to originally start cavitation in a liquid flow is less than that required to stop 
it. This pressure difference was attributed to cavitation bubbles themselves forming 
nucleation sites in the flow and so increasing the bulk fluid’s saturation pressure from that 
originally observed for single phase liquid. It can be inferred that pockets of non-condensing 
gas, for example air bubbles, would have a similar effect. 
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Auret, Damm, Wright and Robinson (1993) looked specifically at the presence of air in a 
flow of water and its effects on cavitation. They provided that whilst the presence of air does 
promote cavitation by providing nucleation sites, the compressibility of air acts to absorb the 
energy released during cavitation collapse and so reduces surface erosion/pitting. Figure 2.7 
provides their empirically derived data for surface erosion by cavitation versus water-air 
flow void fraction. They hypothesised that as void fraction approaches zero, erosion rate 
falls dramatically given there are no nucleation sites and homogenous nucleation ensues, 
assuming no other flow impurities or wall defects exist. 
 
Figure 2.7 – Cavitation Erosion Vs. Two-Phase Water-Air Void Fraction (Auret, Damm, Wright and Robinson (1993)) 
Figure 2.7 shows that a significant drop in cavitation erosion only occurs as void fraction 
exceeds approximately 7%. From data provided by Poullikkas (1992) it can be assumed void 
fraction must not exceed this in an engine cooling jacket because of the potential loss of 
pump flow. Thus for the permissible void fractions in an engine’s cooling jacket, assuming 
negligible other flow impurities, the presence of non-condensing gases in the form of 
bubbles will increase the likelihood of cavitation and thus component wear beyond that 
anticipated during design. 
Dynamic seals are another area of considerable research due to the common perception that 
they are the single greatest weak point in an engine’s cooling system. The dynamic seal in an 
engine’s cooling jacket is used to seal the drive shaft for the coolant pump. Figure 2.8 
provides a schematic of a typical coolant pump seal. 
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Figure 2.8 – Coolant Pump Mechanical Seal Cross-Sectional Schematic 
The most common failure mode for these seals is known as ‘Filming Failure.’ This is where 
deposits build up on sealing faces over time, causing the faces to sit apart, abrade and 
gradually lose their sealing ability. Considerable research has been performed on this failure 
mode for seals servicing radial flow/centrifugal pumps in many applications, not least the IC 
engine. A key study for the research at hand was performed by Stafford (1993). In this the 
deposits on the sealing faces were analysed, revealing a dominant source to be the glycol 
based additives found in liquid coolant. 
Coolant flowing adjacent to the mechanical seal during operation plays the role of both 
cooling the sealing faces and providing a lubricating film between them. For coolant 
deposits to be found on the sealing faces suggests that it is being vaporised in the lubricating 
film. No literature can be found on precisely how this vaporisation takes place, but two 
modes are hypothesised: 
1. Shear forces between static and rotary faces generate cavitation in the lubricating 
film. 
2. Short-term dry running of the seal allows it to heat up before being quench cooled, 
resulting in coolant vaporisation. 
It is the latter of these which is of interest to the research at hand. Due to the seal sitting 
central to the axis of pump impellor rotation, it is situated in a region of low pressure, thus 
should gas/air be present, it could coalesce in close proximity to the seal, allowing it to 
temporarily dry run. Kaco, a prominent mechanical seal OEM, acquired videos of their seals 
dry-running during product testing.  
Provided during private communication with one of Kaco’s customers, IPSD, when watched 
in full these videos show that a seal running fully submerged in room-temperature liquid will 
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operate at approximately 40 oC. When run with just a ‘trickle’ of coolant for lubrication and 
cooling, seal face temperature reaches 200 oC in just 10 minutes and steam can be seen 
around the seal as the trickle feed of coolant is vaporised. When run completely dry, the seal 
reaches 200 oC in a similar amount of time, yet when re-submerged in coolant rapidly cools 
back to approximately 40 oC with large quantities of steam visible around the seal. 
Whilst demonstrating the potential for film build up on sealing faces by coolant 
vaporisation, the videos also highlight the potential for immediate seal failure through the 
melting/decomposition of the rubber gaiter supporting the static sealing face. 
Depending on sealing face materials the severity of the filming failure mode varies. There 
are typically two materials used in sealing faces: silicon carbide (SiC) and graphite (C). 
SiC-SiC seals are much more resilient to filming failure that SiC-C seals. This is attributed 
to them being much harder and more resistant to abrasion. SiC is, however, a much better 
conductor of heat, meaning that should the seal be run dry for a prolonged period of time (in 
excess of 10 minutes), the rubber gaiter is more likely to fail. 
In the petroleum, heavy-duty chemical and gas industries, the API610 standard governs the 
design of centrifugal pumps to minimise the occurrence of such seal failures, as outlined by 
Smith (1998). The standard is written by both the users and manufacturers of the pumps and 
ensures pump service requirements are met throughout the market; requirements such as a 5 
year minimum service life. The API 610 standard lays out very specific guidelines to how a 
seal should be designed, for example, that it should be modular and serviceable in nature. It 
also gives specific parameters required of its install location in the pump, helping mitigate 
factors such as gas coalescence and dry running. 
Displayed by the API610 standard is a highly regulated set of design rules for centrifugal 
pumps. No such standard exists for IC engines and pumps remain variable in quality and still 
on occasion fail on the engines they service, most commonly due to their mechanical seals. 
Fordyce and Crane (2009) provided additional information on seal failure modes and means 
of their mitigation should further reading be desired. 
Now outlined are the short and long-term effects of cooling system gas presence. In 
summary, cooling system gases lead to an engine working at higher temperatures than 
expected, with increased wear occurring to cooling gallery walls, the pump’s impellor and 
the pump’s mechanical seal. Combined, these effects lead to a reduced engine service life 
and all but cavitation provide the potential for immediate failure should the level of gas in 
the system become too high. 
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2.4 Sources of Cooling System Gas 
Sources of gas in an engine’s cooling system are numerous. The foremost contributors are as 
follows: 
Coolant Filling 
When the cooling system is filled, typically at times of maintenance or initial engine build, 
complexities in system geometry can act to trap air. The largest source of trapped air in the 
cooling system is usually the expansion chamber, where for the purposes of allowing liquid 
expansion during heating, air is intentionally trapped. Depending on where the expansion 
chamber is located determines the impact it will have. If in the top of the radiator and so 
subject to high liquid flow velocities, it is more likely to entrain in the liquid and cause 
problems. If removed to a separate, stagnant tank it will likely have a lesser effect. 
Exhaust Gases 
Heywood (1988) stated that in-cylinder pressures for a direct injection, compression ignition 
engine can exceed 80 bar, gauge. Cooling system pressure relief for such engines is typically 
in the range 1.1 to 1.5 bar, gauge. This pressure differential places a high demand on the 
cylinder head gasket which has to prevent combustion gases, predominantly CO2, escaping 
the cylinders and leaking into other parts of the engine, such as the crankcase, lubricant 
galleries and cooling jacket. Beatenbough (1967) stated a typical exhaust gas leak rate into 
the cooling jacket to be in the range 0.28 to 5.66 LPM per cylinder and that an engine’s size 
and design will determine where in this range it is: greater cylinder displacements and 
pressures will generate higher leak rates. It is assumed the injected gaseous volume is 
accounted for by the pressure relief cap opening and ejecting some of the air expansion 
volume. It is then hoped the injected gas coalesces in the expansion volume where it will 
cause minimum detriment to system performance. 
Air Suction 
Before the cooling system is pressurised, typically at cold starts, it is common for system 
pressure to be below atmospheric. This is due to the contraction of coolant during the 
previous engine shutdown/cooling-off period. In addition to this globally low pressure, at 
cold start the pumps inlet pressure will drop even lower given the impellor’s suction. Whilst 
this pressure differential will be small relative to those seen at the head gasket, less than 
1 bar, should a seal in the cooling circuit be faulty it is possible that air may be drawn into 
the system. 
Coolant Boiling 
Coolant boiling in an engine’s cooling system may be categorised into three areas: nucleate-
boiling, film-boiling and after-boiling. 
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Nucleate-boiling is a regime of much previous research for the advantages it provides over 
conventional forced convection cooling. It is a process by which coolant is vaporised on the 
surface of cooling gallery walls through the absorption of heat. A vapour pocket will grow 
on a surface until it reaches a critical radius, at which point the passing liquid flow will 
detach it from the wall and carry it away through the cooling system where it will condense 
in the cooler, bulk liquid. The vaporisation process generates a much greater heat flux from 
the hot surface than forced convection alone and so it is one engine designers try to utilise in 
critical heat flux regions such as the cylinder head. Zimmermann (2003) provided an optical 
study of the nucleate boiling regime in which he provides a good overview of the process 
and the advantages it provides over conventional engine cooling. 
Nucleate-boiling must, however, be used with great care. Should a vapour pocket not detach 
from a surface, for instance if it occurs in a region of low liquid velocity, a regime known as 
film-boiling may occur. In this process vapour pockets on a surface coalesce, creating a 
vapour film which does not detach and acts to reduce heat flux from the wall, given the low 
HTC of gas relative to liquid. Film boiling will result in system hot-spots and the potential 
for engine failure should a gallery wall become too hot. 
After-boiling is an event which occurs at engine shutdown. When an engine is turned off 
coolant flow immediately ceases, given the coolant pump is typically driven from the 
crankshaft. High cooling gallery wall temperatures remain, however, and without flowing 
coolant present to take away the heat, coolant boiling ensues. If the engine is allowed to cool 
to a state of equilibrium with its surroundings this poses no problem as the vaporised coolant 
will re-condense. Should the engine be restarted before the vapour has re-condensed, 
however, gas may be transported through the system causing the impacts outlined 
previously. 
Out of these sources, the coolant filling phenomena can be said to be the most critical. Gas 
ingress through exhaust gas blow by and air suction are a function of engine seal 
design/quality; a subject of much variability depending on the cost vs. quality balance of an 
engine’s design and indeed the technology is available to have highly effective seals 
removing these sources entirely, but usually at high cost. 
Coolant boiling is least critical despite causing a significant gas fraction in the coolant flow. 
This is due to such gases usually being re-condensable before reaching critical components, 
such as the coolant pump and in the case of nucleate boiling, provides an effective cooling 
regime in itself. 
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On this reasoning, the research at hand focuses on the occurrence of cooling system gas 
through the coolant filling event and its subsequent behaviour at engine start. Further 
research in this chapter will include a search of literature about air entrapment during liquid 
filling, to identify previous work on this topic and how the issue has been addressed in IC 
engines previously.  
2.5 Air Entrapment in Liquid Filling 
The potential for trapped air during cooling system filling is widely recognised as an issue 
for address both in the design of jacket cooling systems and in the definition of filling 
processes. It is now common practice in vehicle service centres to use a technique known as 
vacuum filling when replacing engine coolant. This process fills the system whilst under a 
negative pressure or vacuum. This causes air in the system to expand, meaning that per unit 
volume, the mass of air is less. It also causes flexible hoses in the system to collapse, thus 
reducing the volume of air in the system before filling starts (Potak (2011)). However, it 
must be noted that while the vacuum filling process acts to minimise the amount of trapped 
air, it does not facilitate its complete removal. Most components in the cooling circuit are 
not flexible and so cannot collapse. Whilst filling these regions under a negative pressure 
acts to reduce the amount of trapped air, it does not prevent it entirely. Also, whilst used by 
most service centres, vacuum filling equipment can be costly and is not globally used, 
meaning engines must still be designed for the less efficient process of filling via the filler 
neck at atmospheric pressure. In such cases it is the role of the designer to avoid air 
entrapment. 
Whilst in cooling system design it is recommended to avoid geometries likely to trap air, to 
the author’s knowledge no literature exists providing how this may be achieved, for 
example, by the use of design rules or a specific design tool such as CFD. As outlined in the 
introduction to this thesis, cooling system design often comes secondary to the placement of 
key engine components such as cylinders, valves and ports. This results in designers being 
heavily restricted in both the size and placement of the cooling jacket. It is also regularly 
found that the need to avoid air entrapment is superseded by the need for adequate coolant 
velocities and subsequent convective HTCs. 
In off-highway vehicular applications, the challenge is even greater. The high points in a 
cooling jacket which trap gas when the engine is filled horizontally will change when the 
engine is filled off-level, for example in a tractor on a hill side. This means that should a 
designer manage to work around the space and heat transfer restrictions, the end-user’s 
coolant filling process could still act to negate any design for avoiding fill entrapped air. 
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A successful method for preventing fill entrapped air can be found in the design of larger 
engines, for example some marine diesel engines. Here vents are placed on system high 
points, which during filling the user can open, enabling the escape of air and an almost 
complete reduction in the volume of trapped air post-fill. An image of this is provided in 
Figure 2.9, courtesy of a marine engineer working with BP shipping. 
 
Figure 2.9 - Marine Diesel Engine Cylinder Heads Displaying Manual Cooling System Venting Method 
Similar solutions can also be found in some passenger vehicle applications. Due to the size 
of smaller engines though, it is not feasible to place a vent to all system high-points. This is 
because of the density of components in the cylinder head making the placement of vents 
difficult and because the profitability of smaller engines is less, so the added design 
complexity is less cost effective. The training and knowledge of technicians servicing such 
engines also cannot be guaranteed, meaning they may not know to open vents during filling 
and so could negate the investment of their use. Vents found in passenger vehicles are 
typically singular and only vent the single highest point in a system. They are similar to the 
vacuum filling method in that they only facilitate the partial de-aeration of the cooling 
jacket. Additionally, such a method may not work at all in off-highway vehicles given the 
issue arising of variable system highpoints. 
It can be understood with these challenges why trapped air is often seen as unavoidable in 
many IC engine cooling systems. To abate its effects it has been common practice to 
incorporate safety factors in design, which result in oversized pumps and higher than needed 
coolant flow rates. The need to downsize engines and reduce parasitic losses means that this 
procedure is no longer adequate and designers must mitigate trapped gases by alternative 
means. 
Manual vents (removable bolts) in 
the cylinder head allowing air to 
escape during cooling system filling. 
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To demonstrate the presence and appearance of fill entrapped air, Figure 2.10 shows images 
taken of coolant flow inside clear pipes and in a clear covered coolant pump serving a 
6-cylinder, 6.6 L diesel engine. Images were taken at first start following a fill event. Clearly 
visible is a bubbly/slug flow regime in the clear tube and gas being held up at the centre of 
the pumps impellor. This provides a qualitative indication of the amount of entrained air in 
the cooling system. It can be assumed there may still be a significant amount of stagnant air 
trapped around the cooling circuit. 
 
Figure 2.10 – Aerated Coolant Flow Occurring at First Start Following System Filling 
Whilst there is little design information on how to avoid fill entrapped air in IC engine 
cooling systems, there are other industries which have similar issues and provide an example 
of the types of guidance designers need to help them avoid trapped air/gas. 
In the casting and injection moulding industries the inclusion of an air pocket during 
mould/die filling will result in part defects and a direct reduction of product value. This has 
resulted in design for avoiding trapped gases being an area of considerable study. Gebellin, 
Cendrowicz, Cirre-Torres and Jolly (2006) provided an example of such research. They 
presented optical experimental data for a mould undergoing wax filling whilst assessing the 
influence of factors such as flow rate, gating (cavity I/O) position and temperature on 
various phenomena including air entrapment. They refer to other work in which their data 
was applied to numerical model validation, delivering a design tool for predicating the fill 
process to accompany their experimentally derived findings. While such casting/moulding 
based sources provide useful information regarding filling process variables and suitable 
diagnostic techniques, including how to optically access a closed cavity, casting and 
injection moulding as applications have fundamental differences to that of IC engine cooling 
system filling, in both process temperatures and filling medium properties, which make the 
transferability of data and conclusions limited. 
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Sources which link more closely with the application of engine cooling system filling are in 
the field of “micro-reservoir” filling, for applications such as cooling systems in electronics. 
Due to cavity size, the key metrics affecting the fill event in this field are slightly different. 
Liquid-wall interactions have much more impact; hence, the variables of liquid surface 
tension and wall surface roughness. The methods used for their experimental interrogation 
are, however, very informative and applicable to many up-scaled scenarios. For example the 
use of transparent geometries upon which optical diagnostic tools may be applied (Tseng et 
al. (2002)). 
In summary, very little is known about the air entrapment processes in engine cooling 
system filling, other than it typically occurs at system highpoints which in the majority of 
applications cannot be avoided. Engine OEMs and users are aware of its occurrence and in 
some applications do implement design features and processes to try and minimise it, for 
example high point vents and vacuum filling. Such processes are, however, of limited use in 
the IC engine industry as a whole, generally due to design restrictions, cost restrictions and 
end-user fill process variability. Design rules and validated design tools that exist in the 
casting/moulding and micro-cooling industries for avoiding trapped air in closed cavity 
filling would be of great value in IC engine design. 
2.6 Methods of Abating Transient and Entrained Cooling System Gases 
With the knowledge that air is being unavoidably trapped in an engine’s cooling system 
during filling, engine designers commonly implement processes and devices to abate the 
effects of trapped air post-fill, during the first moments of engine start-up. These are 
commonly known as ‘de-aeration’ processes and tools. 
The most common de-aeration process is that of running an engine until no gas is visible at 
engine coolant outlet. This is determined when the liquid level in the expansion tank is no 
longer dropping and/or when no bubbles can be seen in the liquid flow leaving the engine. 
The latter is only applicable to scenarios where there is optical access to the coolant flow in 
the engine’s outlet hose. This process makes several vital assumptions about the behaviour 
of gas in the cooling system at engine start and if proven false, would make the process 
ineffective. These are that: 
- All trapped air will be dislodged and flow with the coolant at engine start. None will 
remain stagnant within the cooling jacket. 
- All transient air, entrained in the coolant flow, will separate in the top of the 
engine/radiator facilitating its observation by the user in the expansion tank by a 
drop in liquid level. It will not remain entrained in the liquid coolant flow. 
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The SAE provided a “Surface Vehicle Information Report” (SAE 2004) in which several test 
processes were suggested to assess the de-aeration potential of a cooling system.  
The first of these described the above method of observing gas leaving the engine at first 
start. It suggested a good metric for measuring the separation efficiency of the radiator top 
tank to be how long it takes for air to stop appearing at engine outlet. If it takes longer than 
25 minutes then the design is said to be unacceptable. 
The second and third processes assessed the ‘continuous de-aeration’ potential of the system. 
Both processes suggested artificially injecting air into the cooling jacket whilst monitoring 
system performance metrics. These included the pump’s pressure differential, coolant flow 
rate, air flow rate at the fill location and the volume of ejected coolant. Whilst some limits 
are provided for these metrics, for example coolant flow rate which must not drop below 
50% of its rated value, it is recommended that engine vendor specifications be used. 
Tests are also suggested which assess a systems ‘drawdown volume’. The document defined 
the drawdown volume as the amount of coolant which can be removed from the system 
before a 15% loss in pump pressure differential is observed due to the ‘drawdown’ of air. 
This value is usually expressed as a percentage of total system volume. The document 
advises that the drawdown volume should not be less than 12% of the systems volume 
inclusive of the expansion volume and the high to low level marks in the expansion/fill tank. 
The drawdown volume can be viewed as the amount of excess coolant in the system used to 
allow for gas presence. 
The main limitation of these processes is that they do not indicate whether any stagnant 
gas/air exists around the cooling jacket. They make the assumption that all air 
becomes/remains entrained in the coolant flow. They also do not provide how gas injection 
rates are to be determined; hence, the void fraction of the coolant, given it will be different 
from one engine design to the next.  
Also unconsidered by these processes are the effects entrained gases will have if the 
thermostat is closed. In this scenario all coolant flow will loop past the radiator in the by-
pass hose to the pump, where it will be recirculated around the engine. In this state, any 
entrained gases cannot leave the engine and will result in reduced performance until the 
thermostat opens and de-aeration can begin. 
Should a standard cooling system design not see adequate de-aeration when assessed by 
these methods, there are additional tools/devices that can be placed in the cooling circuit to 
aid de-aeration. These are known as phase separation devices and come in several forms. 
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The most commonly used device is the ‘Shunt-Tank.’ A Shunt-Tank provides a reservoir of 
coolant in the system and is typically located at the thermostat’s outlet to the radiator. As 
coolant is run through the tank, the large volume acts to reduce coolant velocity, allowing 
gas to travel to the top of the tank by its gravitational buoyancy, coalesce and so separate 
from the liquid coolant. Shunt tanks regularly form the expansion area of a system and so 
provide a fill location which can be observed by a user, allowing any drop in liquid level to 
be noted and rectified. The main limitations of Shunt-Tanks are that they increase the 
packaging size and weight of an engine and should coolant velocity become too great, may 
become a source of system gas as opposed to a rectifier, given gases may not have time to 
separate within the tank and turbulence may act to entrain the gaseous expansion volume. 
They are, however, the cheaper of the de-aeration devices and create little pressure 
drop/flow restriction.  
In private communications IPSD provided a useful guide to Shunt Tank design 
(unpublished) which highlighted critical design features needing consideration to ensure a 
Shunt Tank performs as required. These included aspects such as port sizing to ensure 
minimal flow restriction, the minimum tank liquid level to ensure gas is not re-entrained 
even when working on a tilt and de-aeration capability, based on prominent liquid flow rates 
and gas amounts. They quantified the amount of entrained gas by considering system 
sources. They recognised the dominant contributors of cooling system gas to be the cylinder 
head gasket (exhaust gas leakage) and the coolant filling process (air entrapment). 
 
Figure 2.11 – Shunt-Tank Schematic 
Should a Shunt-Tank be unviable for an application, for example in motorsport where 
packaging size and weight pose major design constraints, if de-aeration is needed, it is more 
common to use a device known as a ‘Swirlpot.’ Instead of using gravity to drive separation, 
Swirlpots rotate the coolant, generating a vortex and so an artificial pressure gradient, which 
again utilises phase density differences to create buoyancy and separate the liquid and gas. 
Because rotating the flow can generate a much greater pressure differential than gravity 
alone, the large body of water utilised in Shunt-Tanks to slow down the flow and provide 
greater gas habitation time is not needed in Swirlpots, meaning they can be made much 
smaller and lighter. The downside of Swirlpots is that they create a larger flow restriction 
Dropping Liquid Level
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than Shunt-Tanks, given a lot of energy is needed to drive the vortex. This means a larger 
coolant pump is needed in the system. The larger pump coupled with the added design 
complexity of Swirlpots results in them being the more costly of the two solutions; hence, 
their seldom adoption anywhere but in motorsport. Coalesced gas in a Swirlpot is drawn 
from the low pressure centre of the vortex and taken to a system safe point, such as the 
expansion tank, where a liquid level drop may be noted and rectified by the user. 
 
Figure 2.12 – Swirlpot Schematic 
The negative impacts of Shunt-Tanks and Swirlpots may be reduced through the use of 
bypass lines. By removing the requirement for full coolant flow separation on a single pass 
of the cooling system, the devices can be made smaller with a reduced pressure differential, 
improving how they integrate with an engine’s cooling system and packaging environment. 
Such methods do, however, result in a reduced rate of gas extraction. 
Unlike Shunt-Tanks, no design guides are available for the development of Swirlpots. Off-
the-shelf products appear crude in design and no specification is provided detailing their 
separation efficiency and/or effects on system coolant flow/pressure differential. It is to be 
concluded that the design of such devices is either closely protected and so unpublicised or 
else is an area of limited past research. Information on their general design principle can, 
however, be found in other industries. 
Centrifugal separation is a subject of great importance in several industrial sectors, ranging 
from domestic vacuum cleaners to the petrochemical industry, where centrifuges are used to 
separate the multiphase flows coming from oil wells, enabling the accurate metering of well 
productivity. Applications dealing with liquid-gas flows are of prime concern for this 
research. Centrifugal separation in the petrochemical industry provides such applications and 
whilst these devices are large plant type machines and so unsuited to the majority of IC 
engine environments, for example under the hood of a vehicle, they share many of the flow 
processes and design features of Swirlpots and are an area of much greater publicity. 
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Rosa, Franca and Riberio (2001) provided a paper of particular relevance to the subject at 
hand. Whilst the purpose of their research was to improve the larger plant type separators 
used in the petrochemical industry, all of their experimental testing was carried out on 
scaled-down models making their data and conclusions more transferable to IC engine 
applications. Their study broke the design of the separator down into three sections: the 
‘Expansion Chamber,’ the ‘Helix Channel’ and the ‘Pool,’ additionally termed as the 
primary, secondary and tertiary separation processes respectively.  
 
Figure 2.13 – Oil-Gas Centrifugal Separator Design (Rosa, Franca and Riberio (2001)) 
They optically assessed each section in order to understand the design parameters and flow 
characteristics which affect their function. In the design of the separator they assessed the 
influence of chamber diameter, length and helix angle. It was noted that in the Helix 
Channel and Pool regions of the separator, due to centrifugal forces being much less than in 
the Expansion Chamber, gravitational forces begin to dominate the separation action and 
bubble size becomes an important parameter. By prolonging bubble habitation time in these 
regions, by a reduced helix angle, an improved separation was achieved. 
In the Expansion Chamber, they claimed 70% of the gas was removed straight away by the 
strong centrifugal forces. The main factor affecting separation in this region was said to be 
the flows void fraction. Their analysis showed that if the fraction of liquid becomes too high, 
the Chamber becomes flooded resulting in reduced separation and if too low/the gas fraction 
becomes too high, the gas core in the chamber’s centre grows too large, thinning and 
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displacing the surrounding liquid film, resulting in liquid being carried over into the gas 
outlet tube at the top of the separator. 
There are two key limitations of the research performed by Rosa, Franca and Riberio (2001) 
making its application to IC engine cooling systems of limited success. The first is device 
size. Whilst the devices assessed were miniaturised prototypes, the smallest was still in 
excess of 4 m in length making it unsuitable in most engine installations. The second is the 
two-phase media being analysed. Under consideration was oil and gas, the properties of 
which will be considerably different to the coolant-air mixture found in engine cooling 
systems. 
Many additional sources exist providing an insight into the design of centrifugal separators 
in the petrochemical industry, demonstrating both the empirical and numerical methods 
suited to their assessment, some examples being Marins et al. (2010) with their empirical 
analysis using Particle Image Velocimetry (PIV) and Laser Doppler Anemometry (LDA), 
Erdal et al. (1997) who performed a numerical study but validated their code using some 
intrusive probes and Nagdewe et al. (2008) who performed an entirely numerical study to 
better understand the parameters effecting separation efficiency. All such sources, while 
providing knowledge and understanding of centrifugal separation principle, provide data of 
limited application to engine cooling systems. It should also be noted that in some cases 
separator design deviated significantly from that defined by Rosa, Franca and 
Riberio (2001), suggesting there are many options to consider in their development. 
To summarise, processes exist which enable manufacturers to assess how well a cooling 
system will cope with entrained gases, both by how effectively gases are ejected from the 
system and by the effect they have on pump pressure rise and flow. Such processes establish 
design factors such as the correct coolant fill level and whether or not an additional de-
aeration device is needed. Should additional de-gassing systems be needed, there are two 
common design types available: gravitational and centrifugal separators, commonly named 
“Shunt-Tanks” and “Swirlpots” respectively. The key drawbacks of such devices are the size 
and weight they add to an application and the flow restriction they place in the cooling 
circuit, which can result in a larger pump being needed. To abate these negative effects 
bypass lines may be used, meaning not all coolant flow is treated on a single pass of the 
cooling system. This reduces device size and flow circuit restriction but inevitably also 
reduces the rate of gas extraction. The key metrics affecting separator performance are flow 
void fraction and bubble size. Knowledge of these metrics in engine cooling systems is 
found to be limited, however, suggesting they are neglected in the design of most current IC 
engine phase separators.  
 2.7 Two-Phase Flow Characterisation 
33 
 
2.7 Two-Phase Flow Characterisation 
A scientist would state that there are four phases: solid, liquid, gas and plasma. By 
definition, a two-phase flow is a streamline in which two of these phases co-exist. Of interest 
to the work at hand are two-phase flows containing the gas and liquid phases, given that this 
best represents the scenario within an engine liquid cooling jacket under two-phase 
(entrained gas) conditions. 
The first step to analysing the effects a two-phase flow will have in such a hydraulic system 
is to characterise it. Two-phase gas-liquid flows come in many forms, ranging from 
dispersed bubbly flows where liquid is the bulk medium, to fine mist flows in which gas is 
the bulk medium. These ‘forms’ are commonly termed flow regimes or patterns and during 
the 1950s-80s were the subject of much research to understand the flow parameters which 
affected them and their transitions. Thome (2007) provided a synopsis of key research from 
this time period, outlining the full range of gas-liquid flow regimes possible in both vertical 
and horizontal pipe flow and the maps developed to predict their transitions: 
2.7.1 Two-Phase Flow Regimes 
Vertically Oriented Tubes: 
 
Figure 2.14 - Two-Phase Flow Patterns in Vertical Up-flow (Adapted from J.R. Thome 2007) 
Bubbly: Flow characterised by a continuous liquid phase in which discrete bubbles of 
varying size are dispersed uniformly across the pipe’s diameter. Bubbles are generally all 
spherical and much smaller than the diameter of the tube itself. 
Slug: Increased void fraction sees bubbles colliding and coalescing forming voids/gas 
pockets of a size similar to the tube’s diameter. Voids are bullet shaped, often called “Taylor 
Bubbles” due to their instability and are separated by slugs of continuous liquid phase which 
Bubbly Slug Churn Wispy-Annular Annular
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may contain small bubbles. Voids are surrounded by liquid at their interface with the 
cavity/tube walls. This liquid film is not affected by in-tube flow and may flow in an 
opposing direction. 
Churn: Often seen as an intermediate regime between slug and annular flow, churn flow 
occurs when flow velocity is increased in a given slug flow scenario. Flow structure 
becomes unstable with fluid observed to travel up and down in an oscillatory motion due to 
combating effects of shear flow and gravity flow. Net flow is, however, in upwards 
(pumped) direction. Churn is a regime to be avoided due to the destructive nature of the 
oscillating voids on tube networks.  
Annular: The preferred regime in two-phase pipe flows due to its stability. The annular 
flow is one in which the interfacial shearing effects of the high velocity gas on the liquid 
film becomes dominant over gravity and a liquid film on the tube walls is formed with gas 
flow dominating up the tube’s centre. The gas flow may have liquid droplets dispersed in it 
to such an extent that liquid volume is almost equal to that in the film layer at the wall. The 
film layer has high frequency waves and ripples in its surface. 
Wispy - Annular: This occurs when the droplets dispersed in the centre-pipe gas flow (in 
annular flow) start to form coherent structures as clouds or “wisps.” 
Mist: Occurs at very high gas flow rates. The liquid film is thinned by the gas shearing 
effect until it is destroyed and the liquid phase is dispersed in the gas flow as fine droplets 
(the opposite of the bubbly flow regime). Droplets are very hard to visualise without special 
magnification and lighting. 
Horizontally Oriented Tubes: 
 
Figure 2.15 - Two-Phase Flow Patterns in Horizontal Flow (Adapted from J.R. Thome 2007) 
kk kk
kkkk
kkkk
kk
kk
Bubbly Slug
Plug Annular
Stratified
Wave
Annular with Mist
Flow
 2.7 Two-Phase Flow Characterisation 
35 
 
As many of these flow regimes are similar to those found in vertical pipe flow, their 
characteristics shall not be redefined, rather their differences shall be highlighted. 
Bubbly: In these flows, bubbles tend to be more dense in the upper half of the tube due to 
their buoyancy. At high shear force, however, (high liquid flow rates) this is overcome and 
bubbles are evenly distributed across the pipe’s diameter, appearing identical to bubbly 
flows in vertical tubes. 
Stratified: At low liquid/gas velocities complete phase separation occurs in the pipeline. 
Due to the gases lesser density relative to the liquid it is situated in the top half of the pipe 
(due to being buoyant) with the liquid situated in the bottom half. There is a clear interface 
between the two fully “stratified” phases. 
Stratified – Wavy: Increased gas velocity in the stratified flow regime will generate a 
“wavy” interface between the gas and the liquid. Wave amplitude can be significant and is 
dependent on relative phase velocities. 
Intermittent: If gas flow rate is increased yet more, interface waves start reaching the top of 
the tube, wetting the entire tube diameter with a thin film. As such waves are intermittent 
(separated by series of smaller waves), the regime is known as “intermittent” flow. It is a 
composite of the plug and slug flow regimes: 
- Plug Flow: Liquid “plugs” the same diameter as the pipe flow intermittently down 
the streamline, separated by pockets of air. Air pockets between “plugs” appear as 
elongated bubbles due to there still being a liquid film along the bottom of the tube. 
This regime is also sometimes referred to as “elongated bubble flow.” 
- Slug Flow: At higher gas velocities bubbles between “plugs” grow in diameter, both 
reducing plug length and liquid film thickness along the bottom of the tube. 
Annular Flow: Identical to that describe in vertical flow, except that the film thickness in 
the lower half of the pipeline is thicker than in the top (due to gravity). As gas flow rate 
increases the top half of the pipe becomes dry first resulting in a “stratified-wavy” with 
“mist” flow regime. 
Mist Flow: Identical to that described in the vertical flow regime. 
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Whilst the dominant regime to be expected in a liquid cooling jacket is dispersed bubbly 
flow, given the high liquid fraction, flow turbulence and previous work by Garg, Marano, 
Colvin and Jakupco (1997), due to localised void fraction and phase velocities around the 
system varying, it is possible that at different times, engine conditions and system locations 
different flow patterns may occur. For example, if in a region of low liquid velocity and next 
to a source of gas: a leaking gasket or a boiling surface, a slug flow regime could occur. Or 
if adjacent to a stagnant trapped air pocket something similar to stratified flow may occur.  
It is important to have an appreciation of the various gas-liquid regimes when studying two-
phase engine coolant flows so that they might be recognised and correctly analysed to 
understand their implications on system performance. Given the difference in phase 
distribution between each regime, their impacts on pump performance and heat transfer will 
also be different. The difference in regime heat transfers is highlighted by Ghajar and Tang 
(2009) when providing Equation 2.2: the two-phase convective HTC for a vertical bubbly 
flow, when they state the assumption of a homogenous phase mixture. It is the 
unpredictability of two-phase distributions that makes their instantaneous heat transfer very 
difficult to calculate/predict. 
Accepting that regime can significantly affect the influence a two-phase flow will have on an 
engine cooling system’s performance, understanding the variables which effect regime 
transition become important. For this, regime transition maps may be used. 
 
 
2.7.2 Two-Phase Flow Regime Transition Maps 
Several models have been developed which enable the prediction of flow regimes in a given 
two-phase gas-liquid flow for supplied input parameters. These models are presented in the 
form of flow pattern maps and have been developed for horizontal and vertical pipe flow. 
Thome (2007) provided the most regularly quoted maps to be: Hewitt and Roberts (1969) 
for vertical up-flow pipe regimes and Baker (1954) and Taitel and Dukler (1976) for 
horizontal pipe flow regimes.  
All models rely on the flow being adiabatic (no heat transfer) meaning they are of limited 
use in condensing/evaporative scenarios, but for non-condensable gas situations, such as 
those in engine cooling systems suffering entrained air, they are highly applicable. 
 
 2.7 Two-Phase Flow Characterisation 
37 
 
Prediction of Vertical Pipe-Flow Regimes 
Hewitt and Roberts’ Model (1969) 
 
Figure 2.16 – Redrawn from Hewitt & Roberts Model (1969) for Predicting Two-Phase Flow Regime in Vertical Pipe Flow 
 
Where: 
UG = Gas mass velocity (kg. m-2 .s-1) 
UL = Liquid mass velocity (kg. m-2. s-1) 
𝜌𝜌𝐿 = Liquid Density (kg.m
-3) 
𝜌𝜌𝐺 = Gas Density (kg.m
-3) 
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Prediction of Horizontal Pipe-Flow Regimes 
Baker’s Model (1954) 
 
Figure 2.17 – Redrawn from Baker’s Model (1969) for Predicting Two-Phase Flow Regime in Horizontal Pipe Flow 
Where: 
UG = Gas mass velocity (kg. m-2 .s-1) 
UL = Liquid mass velocity (kg. m-2. s-1) 
λ = Gas phase parameter, calculated by: 
 
𝜆 =  � 𝜌𝜌𝐺
𝜌𝜌𝐴𝑖𝑟
𝜌𝜌𝐿
𝜌𝜌𝑊𝑎𝑡𝑒𝑟
�
0.5
 [2.5] 
Ψ = Liquid phase parameter, calculated by: 
 
Ψ =  �σWater
σ𝐿
� ��
µ𝐿
µ𝑊𝑎𝑡𝑒𝑟
� �
𝜌𝜌𝑊𝑎𝑡𝑒𝑟
𝜌𝜌𝐿
�
2
�
1
3
 [2.6] 
𝜌𝜌𝐿 = Liquid Density (kg.m
-3) 
𝜌𝜌𝐺 = Vapour/Gas Density (kg.m
-3) 
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𝜌𝜌𝐴𝑖𝑟 = Air Density (kg.m
-3) 
𝜌𝜌𝑊𝑎𝑡𝑒𝑟 = Water Density (kg.m
-3) 
σWater = Water’s Surface Tension (N.m
-1) 
σ𝐿 = Liquid Surface Tension (N.m
-1) 
µ𝐿 = Liquid Dynamic Viscosity (N.s.m
-2) 
µ𝑊𝑎𝑡𝑒𝑟 = Water’s Dynamic Viscosity (N.s.m
-2) 
Note that if mediums being used are in fact water and air, values λ and Ψ are both 1, hence 
the only values required to use the model are the liquid and gas mass flow rates.  
 
Taitel and Dukler’s Model (1976) 
This model is based on Taitel and Dukler’s analytical analysis of the flow transition 
mechanisms. They defined four dimensionless parameters which enable two-phase flow 
regime prediction in horizontal flows: the Martinelli parameter - X, the gas Froude number - 
FrG and the parameters T and K. 
 
 
Figure 2.18 – Redrawn from Taitel and Duklers (1976) Model for Predicting Two-Phase Flow Regime in Horizontal Pipe Flow 
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The formula for each parameter is as follows: 
Martinelli Parameter 𝑋 = �(𝑑𝑃/𝑑𝑥)𝐿(𝑑𝑃/𝑑𝑥)𝐺�12 [2.7] 
   
Gas Froude Number 𝐹𝑟𝐺 = 𝑈𝐺[𝑑𝑖𝑔𝜌𝜌𝐺(𝜌𝜌𝐿 −  𝜌𝜌𝐺)]12 [2.8] 
   
Parameter T 𝑇 = � (𝑑𝑃/𝑑𝑥)𝐿
𝑔(𝜌𝜌𝐿 −  𝜌𝜌𝐺)�12 [2.9] 
   
Parameter K 𝐾 = 𝐹𝑟𝐺𝑅𝑒𝐿12 [2.10] 
   
Pressure Gradient  
for Phase k 
(𝑑𝑝/𝑑𝑧)𝑘 =  −2𝑓𝑘𝑈𝑘2𝜌𝜌𝑘𝑑𝑖  [2.11] 
   
Laminar Flow Friction 
Factor for Phase k 
(Rek<2300) 
𝑓𝑘 =  16𝑅𝑒𝑘 [2.12] 
   
Turbulent Flow Friction 
Factor for Phase k 
(Rek>4000) 
𝑓𝑘 = 0.079
𝑅𝑒𝑘
1/4 [2.13] 
   
Reynolds Number for  
Phase k 
𝑅𝑒𝑘 =  𝑈𝑘𝑑𝑖𝜇𝑘  [2.14] 
 
Where –  
𝑈𝑘  = mass velocity (kg.m-2.s-1) for given phase (k) 
𝜌𝜌𝑘 = density (kg.m
-3) for given phase (k)  - Constant 
di = internal pipe diameter (m)  - Constant 
𝜇𝑘 = dynamic viscosity (N.s.m
-2) of given phase (k)  - Constant 
g = standard gravity constant (9.81 m.s-2) 
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Taitel and Dukler (1976) in the definition of their model provided a useful qualitative 
description of the flow processes occurring at each regime transition, helping provide 
understanding beyond that given by the maps alone. For example, it is said the transition 
from an intermittent (‘I’) to a dispersed bubble (‘DB’) regime occurs when liquid phase 
turbulence overcomes the gas’s buoyancy and slugs of gas become entrained in the liquid 
and broken down. Unlike other models, Taitel and Dukler (1976) took account of flow 
turbulence, as demonstrated by their use of the Reynolds number (Re). Whilst this provides 
a clear advantage of using the Taitel and Dukler (1976) model, it does create a point of 
ambiguity, in that they did not suggest how to use the model should turbulence be 
transitional: 2300<Re<4000. 
There has been little advance on these maps since their first derivation with respect to non-
condensing two-phase regimes. They have, however, been developed for condensing flows 
by Kattan, Thome and Favrat (1998), El Hajal, Thome and Cavallini (2003) and Jassim, 
Newel and Chato (2006) to aid their work predicting heat transfer in evaporating and 
condensing tube networks. 
Whilst enabling the prediction of flow regime and so approximate phase distributions in a 
two-phase flow scenario, all models are developed and based on simplistic pipe flow. This is 
demonstrated in the Taitel and Dukler (1976) model which requires an internal pipe diameter 
(di). Due to the geometric complexity found in an IC engine’s cooling jacket, if applied, the 
accuracy of these models may be limited.  
It can be concluded that while such models may not provide an accurate prediction of flow 
regime around an engine’s cooling jacket, they can indicate probable regimes and thus the 
analytical tools most suited to a more detailed study. With this in mind, Figure 2.20 provides 
the Taitel and Dukler (1976) model overlaid with a range of possible positions for a two-
phase coolant-air flow as may be found in an IC engines cooling jacket. Values of T and X 
were calculated based on constants provided in Table 2.2, a liquid flow rate range based on 
that seen in an IPSD 4-cylinder engine operating from 800 to 2000rpm, as shown in 
Figure 2.19 and a 1 to 20% void fraction range, so one in excess of the pumps operational 
limits, as defined by Poullikkas (1992). The geometry considered is that of the coolant by-
pass hose on such an engine, which has an internal diameter of 20 mm. The effects of 
coolant temperature are also considered and the resulting change in fluid properties. 
Table 2.2 provides fluid properties at both 0 oC and 100 oC which coincide with the blue and 
red regions of Figure 2.20 respectively. 
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Table 2.2 – Two-Phase Coolant-Air Flow Constants in a Tube of 20mm I.D. - representative of an IPSD By-Pass Tube 
 
 
Figure 2.19 –IPSD Coolant Pump Flow Data for a 4-cylinder, Medium Duty Diesel Engine 
 
Figure 2.20 - Two-Phase Flow Pattern Map of Taitel and Dukler (1976) Overlaid With a Representative Coolant Flow 
CONSTANTS
Gas Density (ρG)
- Air
1.293 @ 0oC
0.946 @ 100oC
kg.m-3
Liquid Density (ρL)
- 50:50 Ethylene Glycol and Water
1090 @ 0oC
1036 @ 100oC
kg.m-3
Dynamic Viscosity Gas (µG)
- Air
0.000010286 @ 0oC
0.000024376 @ 100oC
Pa.s
Dynamic Viscosity Liquid (µL)
- 50:50 Ethylene Glycol and Water
0.008447 @ 0oC
0.001577 @ 100oC
Pa.s
Hydraulic Diameter (di)
- Internal Diameter of By-Pass Hose
0.02 m
Standard Gravity Constant (g) 9.81 m.s-2
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This analysis shows is that in an engine cooling system, at a point of flow convergence such 
as the by-pass hose or engine top/bottom hose, the most likely two-phase regime is a 
dispersed bubbly flow, as previously expected. However, parameters in this analysis may 
vary locally around the cooling jacket, critically phase velocities and void fraction, which 
could result in alternative regimes occurring. Such locations include the cylinder block and 
head, where coolant flow will divide between each cylinder, likely seeing an unequal phase 
split; hence, void fraction and variable velocities down each branch. Flow regime maps are 
limited in these regions due to their geometric complexity. 
Additionally, unconsidered by the analysis are the pumping losses seen when increasing 
flow void fraction. This will change the flow data shown in Figure 2.19 and result in reduced 
flow velocities throughout the cooling jacket. Reducing liquid velocity will result in 
variables T and X reducing, increasing the likelihood of an intermittent (slug) flow regime. 
Based on this analysis, technologies specifically suited to the study of bubble and slug flow 
regimes are reviewed in coming sections. Key features of interest include: 
• Bubble/slug size and distribution in the flow, given these differentiate bubble and 
slug regimes from others (Thome (2007)). These metrics are important when 
considering flow heat transfer and whether calculation assumptions are valid. They 
also aid the design of phase separation devices for the removal of gases entrained in 
a liquid coolant flow. 
• Flow void fraction. This is critical for understanding cooling system performance 
losses, critically heat transfer and pumping losses (Gajar and Tang (2009), 
Poullikkas (1992)). Void fraction data would also enable improved mapping of 
coolant flow on regime transition models, such as that presented by Taitel and 
Dukler (1976). 
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2.7.3 Bubble/Slug Size and Distribution Measurement 
There are several analytical techniques applicable to the characterisation of two-phase gas-
liquid flows, including, but not limited to, those of the bubble and slug regimes. These can 
be broadly categorised into intrusive, laser based and image-processing based 
technologies. 
Intrusive technologies are often limited in that they affect the parameters of the flow they are 
designed to measure. They create a flow obstruction and so pressure gradients which will 
affect bubble trajectory and so distribution. They will also cause bubble break-
up/coalescence and so alter bubble size. Despite this they are still commonly used due to 
being cheap, simple to use and applicable to many pipe flow scenarios. A good example of 
an intrusive device applied to bubble diagnostics is provided by Prasser, Scholz and Zippe 
(2001), in which an electrical conductivity sensor was developed with a temporal resolution 
high enough to detect individual bubbles. They validated the sensor’s output using 
simultaneous high speed imaging which, whilst showing the sensor to be accurate of the 
incoming flow, did show it altering the bubble size and distribution down-stream. They 
applied their sensor to pipes of 51.2 mm internal diameter and so of close likeness to many 
cooling system hoses. 
Delhaye and Cognet (1983) provided the proceedings to a symposium titled “Measuring 
Techniques in Gas-Liquid Two-Phase Flows” in which many laser based approaches to 
characterising gas-liquid flows are presented. Outlined in Delhaye and Cognet (1983) are the 
techniques of Holography, Laser Doppler Velocimetry (LDV), Phase Doppler Anemometry 
(PDA) and Particle Image Velocimetry (PIV). Outputs of each technology are outlined in 
Table 2.3. 
Of the laser based techniques only Holography and PIV offer ‘field-of-view’ data, as 
opposed to the point measurement data provided by LDV and PDA. This means they only 
need to be setup/used once to characterise an entire flow section, whereas LDV/PDA would 
require repeat runs throughout a flow’s cross-section to provide an as thorough 
characterisation. 
Laser based approaches are often complex and require refinement for the specific flow under 
consideration. They are most commonly found in laboratory environments and to be applied 
to an engine cooling jacket in a test cell environment may be limited given the optical 
access, space and lighting control required. This is particularly the case with Holography 
whose setup is the most complex of all the techniques. PIV is found to be the most 
applicable technique given the range of data it can provide and equipment being available 
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‘off-the-shelf’ from OEMs such as TSI and LaVision, albeit at high cost relative to intrusive 
technologies. 
Table 2.3 – Laser Based Approaches to Measuring Bubble Size and Distributions in Gas-Liquid Flows 
Laser Based Technique Outputs 
Holography Provides a three dimensional (3D) image of 
the flow which may be analysed using image 
post-processing for bubble size and 
distribution. Can account for non-spherical 
bubbles by being 3D. Example provided by 
Peterson, Tankin and Bankoff (1983). 
Laser Doppler Velocimetry (LDV) Provides point velocity data. May be applied 
to bubble velocity measurement providing 
bubble size does not exceed that of the 
control/measurement volume. Alternatively 
may be used to analyse liquid phase 
velocities through the use of tracer particles. 
Example provided by Marie and Lance 
(1983). 
Phase Doppler Anemometry (PDA) Provides point velocity and size data. May 
be applied to bubble size and velocity 
measurement providing bubble size does not 
exceed that of the control/measurement 
volume. May also be used to analyse liquid 
phase velocities through the use of tracer 
particles. Example provided by Laakkonen 
et al. (2005). 
Particle Image Velocimetry (PIV) Provides 2D or 3D flow velocity field data. 
Can incorporate multiple components of a 
multiphase flow if florescence is used. 
Example provided by Sathe et al. (2010). 
 
Finally worth mentioning are digital image processing (DIP) techniques. In a manner similar 
to the proprietary codes found in PIV software, images may be analysed mathematically to 
deduce the characteristics of features they contain, for example bubble size and distribution 
in an imaged bubbly gas-liquid flow. It is through the analysis of image intensity values that 
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this is facilitated and so image quality is key to providing accurate data. A quality image is 
one which provides in-focus, sharply edged features with a high contrast between them and 
their surroundings. For example, in an image of a bubbly flow where bubble size must be 
measured, an ideal image would be one where the bubbles were entirely white, the 
liquid/background entirely black and the bubbles in good focus, providing a large; hence, 
detectable, intensity step at their circumference. Obtaining ideal images is often very 
difficult though, particularly in gas-liquid flows where phase interfaces will scatter light and 
given their fluid/variable nature, can cause large variations in image intensity from one 
image to the next. Techniques such as fluorescence tagging and backlight illumination are 
often utilised to provide the needed intensity gradients between the phases, improving the 
performance of DIP, as demonstrated by Milenkovic, Yadigaroglu and Sigg (2010). Whilst 
proprietary code is available to size bubbles in images, for example the Visisizer software 
provided by Oxford Lasers (Zimmermann (2003), Oxford Lasers (2012)), it is only 
applicable to certain flow types due to variable illumination, fluid properties, void fraction 
and flow regime causing variable intensity values/ranges from one imaged flow to the next. 
It is regularly seen that custom code is required to get the best performance and so data 
accuracy out of DIP (Shephard (2011) and Kaidi et al. (2006)). 
 
Figure 2.21 – Backlit Bubbly Flow (Milenkovic, Yadigaroglu and Sigg (2010)) 
 
Figure 2.22 – Fluorescent Tagging in Bubbly Flows (Milenkovic, Yadigaroglu and Sigg (2010)) 
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Figure 2.23 – Digital Image Processing for Bubble Size in Gas-Liquid Flows (Shephard (2011)) 
Application of all these technologies to bubble/slug analysis is found to vary between in-situ 
and remote, sampled analyses. Whilst remote analysis of a flow creates the issues of 
sampling statistical error and possible data corruption through modification of bubble size 
and distribution in the sampled branch, it does increase the range of applicable technologies 
and also their performance, given an idealised data acquisition flow path can be created in 
the sampled line. A common method of sampling two-phase gas liquid flows is using 
capillary tubes, as demonstrated by Barigou and Greaves (1991) and 
Laakkonen et al. (2005). 
Whilst there are many technologies suited to the analysis of bubble/slug two-phase flows, it 
is seen the most regularly used and in the authors perspective, most beneficial, are those of 
PIV and DIP, given both processes are non-intrusive/optical and provide field-of-
view/image data which, while analysed to provide valuable numeric data, also deliver a 
qualitative/visual indication of the flow processes being assessed. On this reasoning these 
processes are reviewed in greater detail later in this chapter to determine their direct 
applicability to characterising engine coolant flows. 
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2.7.4 Two-Phase Flow Void Fraction Measurement 
What is Void Fraction? 
Before analytical techniques suited to the study of void fraction are explored, it is first 
important for the reader to understand what void fraction is and how it is different to the 
similar metric of vapour quality. 
Void fraction (α) is a spatial ratio, defining the amount of space occupied by gas in a region 
relative to the total space of the region. Void fraction can be defined as both a function of 
space and of time in a two-phase gas-liquid flow. There are four key void fraction 
definitions. These are: 
• Local Void Fraction – This is a point measurement in a flow where the time air is 
sensed (t) is taken as a ratio over the total sensing time (T). 
• Chordal Void Fraction  – This takes a line/vector across a flow path and measures 
the ratio of gas length in the vector to total vector length (m). 
• Cross-Sectional Void Fraction – This takes a cross-sectional slice of a flow path 
and measures the ratio of gas area to total flow area (m2). 
• Volumetric Void Fraction – This takes a sample volume of flow and measures the 
ratio of gas volume to total volume in the sample (m3). 
 
 
Figure 2.24 – Void Fraction Types (Adapted from Thome (2006)) 
1). Local Void Fraction 2). Chordal Void Fraction
3). Cross-Sectional Void Fraction 4). Volumetric Void Fraction
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Depending on the sensing technology, different void fraction types are provided. Local and 
chordal void fractions require the assumption that the phases of the flow are homogeneously 
mixed and so no localised high/low values exist to bias the local reading. This is a severe 
limitation of such sensors, given that if the flow is not well mixed, in the case of stratified 
flow, slug flow or non-dispersed bubbly flow, large errors may occur, as shown in 
Figure 2.25. If multiple local/chordal sensors are used, however, it is possible to overcome 
this and additionally provide flow phase distributions. This will result in a significant 
increase in sensor cost and complexity though. This again highlights the importance of 
understanding flow regime in the region being characterised before selecting an 
experimental technology. 
 
Figure 2.25 – Local and Chordal Void Fraction Dependency on Sampling Location and Flow Regime 
Vapour quality (x) instead provides a ratio of phase masses (m) and so is linked to void 
fraction only by phase density (ρ). The definition of vapour quality is similar to that of void 
fraction given it is the mass of gas relative to the total mass in a flow sample: 
 𝑥 = 𝑚𝐺𝐴𝑆
𝑚𝐺𝐴𝑆 +  𝑚𝐿𝐼𝑄𝑈𝐼𝐷 [2.15] 
Vapour quality is a metric more commonly used when considering condensing gas-liquid 
flows, given it helps indicate the phase mass transfer from one point, temperature or time to 
another. In non-condensing flows it is assumed the vapour quality is constant, given no 
condensation/evaporation processes are taking place.  
Unlike vapour quality, void fraction cannot be considered constant around a non-condensing 
gas-liquid circuit. This is due to gas volume being a product of temperature and pressure, 
both of which will vary in a circuit such as an engine’s cooling jacket. This means that for a 
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sensed void fraction, conversions are required based on known/measured pressure and 
temperature to deduce void fraction elsewhere in the same circuit.  
Given the combinative gauge errors associated with such a process, it is preferred to gather 
void fraction information directly from the site requiring further analysis, for example 
adjacent to a cooling gallery wall where heat flux must be determined or at pump inlet to 
accurately determine pump performance. Due to void fraction gauge limitations, outlined 
shortly, direct measurements are often unfeasible and readings may only be obtained from 
hoses external to the engine (Garg, Marano, Colvin and Jakupco (1997)) or from sampling 
lines which provide idealised conditions. 
Where void fraction is not directly measured, it is necessary to know pressure and 
temperature both at the location of measured void fraction and at the location for subsequent 
analysis. To save quoting void fraction readings for measured pressure and temperature it is 
normal to quote either a vapour quality value (x) or a void fraction value for standard 
temperature and pressure conditions (αSTP), both of which can be assumed constant around a 
circuit with a homogeneous phase mixture and non-condensing gas. 
Sensing Technologies 
The measurement of void fraction is a subject of considerable research for its importance in 
understanding gas-liquid flows and how they impact an application. This research has been 
primarily founded by two sectors: the nuclear power industry to understand reactor coolant 
flows and enable mitigation of LOCA (loss of coolant accidents) and the petrochemical 
industry, to enable the accurate metering of multiphase flows in oil wells, where a 0.3% 
gauge error can result in a £350,000 per annum ambiguity in a single wells productivity 
(TUV NEL (2010)). Key sources providing the different meter types and their function in 
depth are Hewitt (1978), Hetsroni (1982), Delhaye and Cognet (1983), Leblond and 
Stepowski (1994) and Falcone, Hewitt and Alimonti (2010).  
The purpose of this section is to provide an overview of the meter types most suited to void 
fraction measurement in an engine cooling jacket and the key advantages/limitations of each. 
Excluded from consideration are meters which require flow to be taken through specialised 
geometries/remote devices for assessment, given that if incorporated in a cooling circuit they 
would alter the systems operational characteristics, for example by reducing pump flow rate 
due to an increased system resistance. This would result in different amounts of gas 
entrainment and reduce data’s representativeness of actual coolant flow. These devices 
include Coriolis/vibrating tube type meters and quick closing valve type meters. 
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The first technology to consider is that of imaging. Using the same techniques identified for 
optically measuring bubble size and distribution in a flow, these meters work on the 
assumption that if bubble size is known, gas volume in the field of view can be 
approximated and if the total volume of the imaged region is known, void fraction can be 
calculated. Oxford Laser’s Visisizer equipment (www.oxfordlasers.com) is a key example of 
such a device using this technique. The main limitation of these devices is that it is very 
difficult to characterise all gas in an imaged flow, given factors such as high 
density/overlapping/coalescing bubbles or very small bubbles making gas pockets 
indiscernible. The accuracy of such meters is very dependent on image quality and the DIP 
programs ability to overcome these issues. Additionally, obtaining optical access to flows is 
often unfeasible, given the transparent piping materials needed and the physical access 
required around the pipe for imaging hardware: cameras and lighting.  
It can be concluded that while imaging techniques provide valuable field-of-view 
measurements, and thereby volumetric void fraction data, they can be extremely inaccurate 
given that they depend largely on the appearance of gas in the flow, the imaging setup and 
the DIP program performance. They are also only applicable to optically accessed flows. 
Due to this, the adoption of such techniques industrially is limited and most examples are 
found in controlled, laboratory environments (Zimmermann (2003)). 
To overcome the shortcomings of imaging whilst maintaining its non-intrusive nature, there 
have been several diagnostics principles and subsequent meter types developed which are all 
commonly found in industrial applications. These include: 
• Attenuation type meters 
• Impedance type meters 
• Acoustic type meters 
Attenuation type meters work on the principle that at different void fractions, a gas-liquid 
flow will attenuate photons/electromagnetic (EM) waves differently, given the light-path’s 
density will change. It is typically the higher frequency, shorter wavelength waves which are 
used: Ultraviolet (Ramaswamy, Agamy and Banerjee (1983)), X-ray (Fournier and Jeandey 
(1983) and Narabayashi et al. (1983)) and Gamma (Chan (1983)), given they are less likely 
to scatter/reflect off liquid-gas interfacial surfaces and create signal noise. A typical 
hardware arrangement for an attenuation type meter is shown in Figure 2.26. 
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Figure 2.26 – Attenuation Type Void Fraction Meter Schematic – Single Beam Type 
It is generally accepted that for EM transmission through a single phase, attenuation will 
occur exponentially following Lambert-Beer absorption principles, as shown in 
Equation 2.16. 
 𝐼 =  𝐼𝑊𝑒(−µ𝜌𝑑𝑖) [2.16] 
Where µ is the decay coefficient for a specific phase, ρ is the phase density (kg.m-3) and di is 
the pipe diameter/beam path length (m). 
The typical approach for calibrating such meters is to measure received intensity (I) for the 
two single phase states: single phase liquid/zero void fraction (IL) and single phase gas/100% 
void fraction (IG). Then, assuming a linear change in beam absorption coefficient between 
the two phase states, void fraction (α) may be determined for a received two-phase intensity 
(ITP) by Equation 2.17. 
 
𝛼 =  ln 𝐼𝑇𝑃 − ln 𝐼𝐿ln 𝐼𝐺 − ln 𝐼𝐿  [2.17] 
Fournier and Jeandey (1983) provide the two main sources of uncertainty in attenuation type 
meters to be from a phenomenon known as ‘beam hardening’ and from EM source emission 
variation, termed ‘statistical uncertainty’. 
Beam hardening uncertainty is generated due to the assumption of a constant beam 
absorption coefficient for a single phase: constants µL and µG for IL and IG respectively. In 
reality, absorption coefficient changes as a product of beam intensity/photon energy, as 
provided in Figure 2.27 for water (Fournier and Jeandey (1983)).  
EM Emitter EM Receiver
Attenuation of Beam 
Received Intensity (I)Incident/Transmitted 
Intensity (Iw)
Reflection & Absorption
Vs.
Transmission
Gas-Liquid 
Flow
 2.7 Two-Phase Flow Characterisation 
53 
 
 
Figure 2.27 - Mass Absorption Coefficient of Water versus EM Beam Energy (adapted from Fournier & Jeandey, 1983) 
Shown is that as beam energy decreases, absorption increases. This is due to low energy 
photons being more easily absorbed by a media, meaning only high energy photons reach 
the receiver in the form of a ‘hardened’ beam, which will have a different absorption 
coefficient to the ‘unhardened’ incident beam. One method of mitigating this is to place 
solid mediums in front of the EM source, removing the low energy photons and hardening 
the beam before it crosses the flow, thus making the absorption coefficient more constant 
and improving the validity of signal processing assumptions. 
Statistical uncertainty occurs as a product of source emission variability. Beam intensity, 
either incident or received: IW, IL, IG or ITP, is quantified by a photon count. It is necessary 
during signal analysis to assume a constant rate of photon emission from the source; hence, a 
constant received count for a fixed attenuating medium. In reality this is not true and the 
count rate (R – counts per second) from a given source will fluctuate with a standard 
deviation (σR) as defined by Equation 2.18. 
 𝜎𝑅
𝑅
=   � 1
𝜏𝑅
 [2.18] 
 
Where τ is the counting time (s). It can be seen from this that the longer the counting time, 
the less the standard deviation or statistical uncertainty in a measured intensity. To extend 
the counting time, however, results in attenuation meters having a reduced sampling 
frequency. An off-the-shelf X-Ray meter, Air-X by DSi, which uses a low intensity 
Cadmium-109 source, requires a counting time in excess of 10 s, providing a void fraction 
sampling rate of 0.1 Hz. In a high velocity flow such as that found in an engine’s cooling 
jacket, this will result in a 10 s average of void fraction which will not pickup localised high-
points posing a threat to system performance, for example, through pump stalling/flow loss. 
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The solution to minimising both sources of uncertainty is to increase source intensity/energy. 
This will act to harden the incident beam, reducing the transmission beam hardening effect 
and increase the emission count rate (R), so enabling a reduced counting time for the same 
statistical uncertainty. A balance must be met, however, between the need to minimise 
uncertainty and increase sampling frequency and the need to minimise the biological hazard 
posed by the ionising radioactive source. Mudde, Bruneau and Van Der Hagen (2005) show 
that a Gamma sourced meter can provide viable readings up to a 100Hz sampling frequency 
/ 10ms counting time. Their five Caesium-137 sources, however, pose a severe biological 
hazard in their unshielded states. Many industries do not want the added risk of having 
radioactive sources on-site whether shielded or not, given the additional health and safety 
control measures required. 
Single beam attenuation type meters, such as shown in Figure 2.26, provide chordal void 
fraction data. As previously outlined, this may result in errors if the flow is not 
homogenously mixed. To reduce these errors meters utilising multiple beams (Mudde, 
Bruneau and Van Der Hagen (2005)) and/or multiple detectors (Chan (1983)) are commonly 
used, thus taking several chordal measurements across the flow area. In addition to void 
fraction such meters can also provide an indication of void distribution, valuable if trying to 
determine flow regime and/or localised flow properties for heat transfer calculations. 
Impedance type meters measure the electrical capacitance or conductance of a gas-liquid 
mixture which, like EM wave absorptivity, vary with void fraction. The relationship between 
void fraction (α) and admittance (A), the opposite of impedance, is often derived from 
Maxwell (1881) equations. Due to the α-A relationship being dependant on flow regime, as 
found by Bouman et al. (1974) and shown in Figure 2.27, different signal processing 
algorithms are required for each. The α-A relationship for dispersed bubbly flow is provided 
in Equation 2.19, as expected to be applicable in engine coolant flows. 
 𝛼 =   � 𝐴 − 𝐴0
𝐴 + 2𝐴0� �𝐶𝐺 + 2𝐶𝐿𝐶𝐺 − 𝐶𝐿 � [2.19] 
Where A is the measured admittance (S), A0 is the admittance for single phase liquid and CL 
and CG are either: 
• The conductivity (S.m-1) of the liquid and gas phases respectively if conductivity is 
dominating. 
• The dielectric constants of the liquid and gas phases respectively if capacity is 
dominating. 
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Conductivity indicates the ease at which electricity can pass through a substance. It is the 
inverse of resistivity (Ω.m). If conductivity is dominating the flowing medium may be 
classified as an electrical conductor.  
Capacity/capacitance (Farad) is a substance’s ability to hold electrical charge. Capacitive 
materials are all electrical insulators and so for capacity to dominate in an application, the 
flowing fluid must be non-conductive. 
It is possible, however, for materials to demonstrate both conductive and capacitive 
characteristics. It is unclear from literature at what point capacity or conductivity become 
dominant. Falcone, Hewitt and Alimonti (2010) described such meters but with a specific 
focus on their application in the petrochemical industry where, in addition to detecting 
entrained gas, they are used to determine flow fractions in liquid-liquid (multi-component) 
flows containing oil and brine (sea water). They suggested the tipping point from either 
conductivity or capacity to be when the dominant liquid is either a conductor (brine) or an 
insulator (oil) respectively. They stated that if a flow is close to the point of transition it can 
be a significant source of data uncertainty and highlights a key limitation of impedance type 
meters. 
An ethylene-glycol data sheet provided by MEGlobal (2008) suggested engine coolant will 
display both conductive and capacitive characteristics. Work performed by Garg, Marano, 
Colvin and Jakupko (1997) using an electrical impedance meter to monitor engine coolant 
void fraction suggested, however, that conductivity effects are dominant. 
 
Figure 2.27 – Effect of Two-Phase Flow Regime on Electrical Admittance (Bouman et al. (1974)) 
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Figure 2.27 highlights the second main limitation of the electrical impedance approach. For 
a flow of unknown character/regime, application of an impedance meter may be severely 
limited given an appropriate signal processing algorithm cannot be selected. In the case of an 
engine cooling jacket, whilst a dispersed bubbly flow is expected based on analysis of the 
Taitel and Dukler (1976) model, as previously outlined it is highly likely alternative regimes 
will exist locally around the cooling jacket which could cause severe meter error if near the 
point of data acquisition.  
The sensitivity of meter output to regime may be limited by using complex signal processing 
techniques and multiple electrodes. Whilst more expensive, such a setup will also enable the 
tomographic imaging of the flows cross-section, helping indicate phase distributions and 
provide a cross-sectional void fraction value. Such work was demonstrated by 
Xei, Plaskowski and Beck (1989). 
In comparison with attenuation meters, impedance meters provide a cheaper, simpler and 
less hazardous option for measuring void fraction but come with greater error due to flow 
regime signal dependency and sensitivity to a flows capacity and conductivity 
characteristics. Due to the high sampling frequencies achievable with impedance meters, 
unlike their attenuation counterparts, time-averaging of void fraction is possible without a 
significant loss in temporal resolution. This can help reduce meter error but does result in 
any tomographic information being lost. 
Garg, Marano, Colvin and Jakupko (1997) highlighted an additional drawback of electrical 
impedance meters to be electrode fouling, caused by liquid contaminants/additives. Film 
build-up on electrodes acted to alter the signal processing constant A0, meaning meter 
calibration had to be re-performed periodically. 
The final non-intrusive technology to consider is that of acoustical metering. A range of 
meter types exist which measure the properties of a fluid flow based on sound propagation. 
The key differences between each meter type are: 
• The wavelength of sound used for analysis 
• The properties of sound propagation analysed 
• Whether sound is used actively or passively 
• The flow properties provided in the meters output 
Short wavelength, high frequency acoustical meters, often called ultrasonic meters, are 
applicable to measuring void fraction and void distribution. Ultrasonic sound/pressure waves 
are applied to the flow through pipe walls and due to the wavelength of the sound being of 
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similar magnitude to flow void/bubble size, it is reflected from gas-liquid interfaces as 
echoes which, when analysed provide the number and position of interfaces in a passing 
flow. 
Reflected sound may be analysed by two methodologies. The first is to measure its intensity 
which, through analysis of sound attenuation, can be related to distance travelled and so the 
position of the reflective gas-liquid interface. The second is to analyse the Doppler shift 
between the incident and reflected sound waves. This is where coherent wave interference 
produces high and low pressure bands which can be analysed to provide interface position. 
The main and quite severe limitation of ultrasonic meters is that they cannot detect beyond 
the first bubble the sound wave hits. Whilst there is some propagation of sound beyond the 
first liquid-gas interface, its later reflection and return attenuation result in the signal being 
too weak to diagnose. To overcome this multiple ultrasonic transducers can be used, 
positioned along the length and around the circumference of a pipe. Even in such complex 
and costly devices, however, it is still seen that if there is a high density of bubbles across 
the whole diameter of a pipe, those in the centre cannot be detected and void 
fraction/distribution readings may be severely erroneous. A good description of such meters 
is provided by Murai et al. (2009) who proposed a method of overcoming the ‘line-of-site’ 
issue to be by using complex data processing algorithms. 
 
Figure 2.28 –Ultrasonic Void Fraction Meter Line-of-Site Error – Adapted from Murai et al. (2009) 
The void fraction measurement provided by ultrasonic meters is a chordal void fraction, 
although due to the outlined limitation it must be assumed that there is only a single void in 
a given chord unless multiple transducers are used. 
In longer wavelength acoustical meters, sound in the flow can be measured passively to 
deduce properties such as flow velocity and time-averaged volumetric void fraction. Passive 
sound is generated in fluid flows due to system pumps, flow junctures and general 
turbulence causing pressure waves which propagate axially with the flow, often being wave-
guided by the flow domain walls/pipe. These waves are of audible frequencies: 100 to 
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1000 Hz and typically have wavelengths greater than 1 m. By having a wavelength much 
greater than impurities and voids in the flow, sound propagation is unimpeded, unlike in 
ultrasonic meters. O’Keefe et al. (2008) describe a device using an array of sensors situated 
axially along the external wall of a pipe which can detect these pressure/acoustic waves and 
measure their velocity to determine void fraction, given sound velocity is also a function of 
void fraction, as shown in Figure 2.30. 
The device described by O’Keefe et al. (2008) is available off-the-shelf from a company 
called CiDRA, who provide it has a measurable void fraction range of 0-20%. O’Keefe et 
al. (2008) say the principle of operation for such meters relies on gas being homogeneously 
dispersed throughout the flow ensuring a constant sound wave velocity across the pipes 
cross-section. This shows such devices to have vulnerability to flow regimes in which gas is 
not dispersed, for example in slug and non-dispersed bubbly flows. 
 
Figure 2.29 – Example Illustration of Naturally Occurring Acoustic Waves Propagating Axially in a Pipe Flow Scenario                          
(O’Keefe et al. (2008)) 
 
Figure 2.30 – Relationship between Void Fraction and Speed of Sound in an Example Gas-Liquid Flow                            
(Adapted From O’Keefe et al. (2008))  
The main advantage of sonar/acoustic type meters over other technologies is that no 
modification to the flow domain is necessary. Sound travels easily through tube/flow domain 
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walls and can be measured by sensors clamped externally and non-intrusively. Additionally, 
it is claimed by OEMs that such meters are very simple and quick to setup. Such OEMs 
include CiDRA with their SONARtrac range of meters and Siemens with their SITRANS 
FUS1010 ultrasonic meter. 
It must, however, be questioned of all meters monitoring flow acoustics how well signal 
frequencies would be detected in coolant flow on a running engine. O’Keefe et al. (2008) 
suggest flow turbulence alone can provide enough sound for a viable signal. It is unclear 
how these sensitive meters would respond to sound sources such as cylinder liner vibration, 
which itself, provides pressure fluctuations adequate to cause coolant cavitation. It is 
possible that with ultrasonic type meters there would be an adequate difference between 
noise and signal frequencies so that effective filtering could be performed. This is much less 
likely with audible range acoustical meters. 
A common theme between all meter types reviewed so far is that void fraction determination 
is based on the analysis of flow density. Given the presence of gas acts to reduce the density 
of the flow relative to a single phase liquid state, it is a useful indicator of gas fraction. It is 
found all chordal, cross-sectional and volumetric void fraction data types are provided from 
such density based meters. Local void fraction meters, however, work differently. 
Local void fraction meters or point probes provide an on/off signal output which relates to 
whether liquid or gas is being detected at a given point in time. Over a logged time period, 
the total duration gas is detected, for example the total time an ‘off’ signal is generated, can 
be taken as a fraction of the total logging period to provide the void fraction at a sensed 
location. If a meter provides enough temporal response and the velocity of the flow is 
known, point probes can also be used to detect the size of gas pockets, given bubble radius 
can be equated to the time period of a single ‘off’ state. 
The method of providing an on/off trigger for liquid/gas detection varies between three 
probe types: conductivity probes, optical probes and thermal anemometer probes 
(Hetsroni (1982)). 
Conductivity probes work on a similar principle to impendence type meters except that 
instead of admittance being measured between electrodes on pipe walls, conductivity probes 
measure the admittance from a single probe tip in the flow to the metallic wall of the pipe. 
As a pocket of gas passes the probe tip, admittance/conductivity is lost and the output signal 
shows a state switch accordingly. 
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Optical probes work by monitoring the change in refractive index that occurs as a gas pocket 
passes the probe tip. Light is delivered via fibre optic to the probe tip where it is impinged 
on a translucent material. If liquid is present at the probe tip the refractive index change from 
the material to the liquid is small and light passes through the material into the flow. If a gas 
pocket is present at the probe tip, the refractive index change is large and impinged light is 
reflected back into the probe to be received by a photo transistor. Depending on the photo 
transistors signal, a trigger is provided in the probes output indicative of gas/liquid presence. 
Thermal anemometers operate by monitoring heat flux at the probe tip. Electrical current is 
supplied to a piece of resistive wire situated in the probe tip. This causes the wire to heat up, 
which in turn causes a change in its resistivity. Depending on whether the probe tip is cooled 
by liquid or gas will determine its temperature and so resistivity. The probes output is 
triggered when a change in resistance is observed characteristic of a change of phase at the 
tip. 
The main limitation of point measurement devices such as these is that they are intrusive and 
so alter the properties of the flow being measured. This results in their application to 
measuring features such as bubble size being severely limited, as identified in the last 
section. For providing time averaged void fraction data, however, they present a cheaper, 
simpler and more robust solution that density based multi-phase meters. Due to providing 
point/local void fraction data, when using these meters the assumption of homogeneous 
phase mixing is needed, unless multiple probes are employed, which increases cost, 
complexity and flow obstruction.  
 
Thus outlined are the principle technologies applicable to monitoring engine cooling system 
void fraction. The reader should note that provided is a very brief overview of each 
technology and all outlined meters have considerable underlying complexity for which 
source materials should be referred, critically Falcone, Hewitt and Alimontin (2010), who 
provided the most recent review of such technologies. 
Whilst the relative advantages and disadvantages of each meter type have been reviewed, the 
author wishes to draw attention to a limitation shared by all the attenuation, impedance and 
acoustical type meters. That is their general susceptibility to variable flow conditions, such 
as variable fluid properties, temperatures, pressures, rates and regimes.  
A key example of this is the fact liquid density changes with temperature. Given the 
temperature range seen in an engine’s cooling jacket from cold start to standard running 
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conditions and that all such meters rely on flow density analysis for void fraction, if 
unconsidered, temperature change will result in severe data error. Of the commercially 
available meters, only Air-X by DSi was found to account for temperature change by 
including a temperature sensor inside the meter and by providing a temperature calibration 
process to be performed by the user for any new liquid medium. 
Of all the commercially available meters reviewed, none catered for the range of flow rates, 
temperatures and pressures found in an engine’s cooling jacket. Private communications 
with General Electric, an impedance meter OEM, revealed that error figures quoted for 
multiphase meters are often for specific parameter ranges and can deviate greatly out of 
these. To apply any of the reviewed meters to the research at hand would require very 
careful consideration of coolant flow properties and how these would impact the acquired 
data. Careful testing and calibration would be needed of any meter before it could be 
successfully applied to gathering representative data from an engine’s liquid cooling jacket, 
as was demonstrated by Garg, Marano, Colvin and Jakupko (1997). It is likely that meter 
customisation would be required to attain the best results. 
Table 2.4 is provided to show estimated flow conditions over which a suitable meter would 
need to operate. As the comments column indicates, however, some of these can vary 
considerably from one engine to another, typically by its size and application. The figures 
provided are for a typical medium duty, off-highway diesel engine, such as those supplied 
by IPSD. 
 
Table 2.4 – Coolant Flow Conditions Over Which a Suitable Multiphase Meter Would Need to Operate 
   
Parameter Typical Range Comments
Temperature -40 to 110oC
This is typical for most engines operating with a liquid cooling 
system using standard ethylene-glycol and water mixtures that are 
applied across the world (over a large range of ambient conditions).
Pressure 0.5 - 2.1 bar, abs.
Some systems may use higher rated pressure relief valves than this. 
The fact the bottom end pressure is below atmospheric accounts for 
the coolant's contracted state at cold start.
Rate 30 to 350 LPM
This range will deviate greatly by engine type,  application and 
sensing location in the cooling jacket. Conversions to velocity will 
be required based on the pipe diameter in which the flow is to be 
sensed.
Liquid Medium Ethylene-Glycol and Water Mixture Ethlene-Glycol concentrations vary, but a typically maximum is 50% 
by volume.
Gas Mediums Air, Exhaust Gases and Water Vapour See the sources of cooling system gas in Section 2.4.
Two-Phase Regime Slug and Bubbly Flow
Whilst expected to predominantly be a bubbly flow, slug flow may 
occur, at which times it needs identifying and data error correctly 
quantifying.
Void Fraction Range 0 to 20% 20% is in excess of any value at which a coolant pump would stall.
Sensing Conditions Optical and/or Non-Intrusive
Should flow circuit resistance be varied, flow conditions will change, 
changing the amount and configuration of entrained gas from that 
found in reality.
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2.8 Optical Diagnostics for Experimental Modelling 
Provided in the last section are a range of techniques and metering technologies applicable 
to characterising the two-phase nature of coolant flow on a running engine. Among these 
were several optical techniques, which were recognised for their value in providing not only 
numerical data about flow properties, but also for providing a qualitative, visual display of 
the fluid flow processes being analysed. 
In addition to characterising coolant two-phase regime, bubble size and void fraction, such 
techniques are also recognised for their potential use in delivering other key elements of the 
current research. Identified in this chapter is a lack of knowledge about the events which 
precede the occurrence of a two-phase gas-liquid flow in a cooling jacket. Specifically, little 
is known of the air entrapment process during coolant filling and the variables affecting its 
occurrence. How trapped air is then displaced and entrained in the coolant flow is unclear 
and the implications it has on key system components such as the pump have been left 
without quantification. 
It is regularly found in past research that to obtain the best results from optical diagnostic 
tools analyses are best performed in controlled environments, such as a laboratory, away 
from the difficulties of on-engine testing where optical and physical accessibility issues pose 
a severe challenge. To enable this, it has become common and accepted practice to recreate 
engine geometries and their internal flows in simplified test rigs which isolate the specific 
flow process requiring analysis in a transparent model. 
Such approaches have been used to assess many aspects of engine operation, not least that of 
cooling. Possibly the most publicised example is that of the optical engine, which makes use 
of quartz materials to facilitate optical diagnostics of in-cylinder flows (Rimmer (2010)). An 
example of relevance to this research is provided by Hoag and Brasmer (1989). Here the 
cooling geometry for a diesel engine cylinder head was manufactured from plexiglass, 
enabling the high speed imaging of seeded flows within to deduce flow velocity in valve 
bridges; an area requiring optimal heat flux to avoid the thermal degradation of gallery walls 
from the high temperature exhaust gases. 
Whilst such remote analyses would not be applicable to characterising coolant flow regime, 
bubble size and void fraction given all are a product of total system design, they would be 
ideally suited to the analysis of coolant filling flows, highlighting in detail how air is trapped 
and subsequently entrained at engine start in geometries realistic of engine cooling galleries. 
Remote analysis of the coolant pump is also a viable process and was demonstrated by pump 
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studies performed in other industries where clear covers and/or impellors were used to 
provide optical access (Murakami and Minemura (1977) and Westra et al. (2010)). 
The techniques of Particle Image Velocimetry (PIV) and Digital Image Processing (DIP) 
have been identified previously as those favoured for use in the current research, given the 
field-of-view data they provide and the range of flow features they can numerically quantify. 
This section aims to provide a more in-depth overview of each technology. Additionally, the 
use of fluorescence in both techniques is discussed for the advantages it provides when 
imaging multi-phase flows. 
2.8.1 Particle Image Velocimetry (PIV) 
Raffel et al. (2007) described PIV in depth, providing a comprehensive guide to its modern 
day application in fluid flow scenarios. To replicate all of this here would not be practical. 
Rather the main points of note about the technique will be summarised and how it may be 
facilitated in liquid coolant flows. 
Principle of Operation 
PIV works by seeding a fluid flow with small tracer particles which, when imaged moving 
in the flow, can be analysed to deduce flow properties such as velocity, turbulence and 
vorticity.  
Particle selection is a very important part of PIV, as particles must be sufficiently small to 
follow the fluid flow faithfully, so when tracked display fluid properties accurately, yet be 
sufficiently large to be seen by the imaging hardware. To aid the detection of particles, laser 
light is commonly used for illumination. The high intensity of such light enables very small 
particles to be used which, while following the fluid flow faithfully, scatter enough of the 
impinged laser light to be seen by the recording optics.  
The laser light is typically sent into an imaged region in a sheet, so illuminating a thin two-
dimensional slice of the flow to be analysed. The light is pulsed at a rate dependant on 
camera magnification and fluid flow velocity. Recording optics are set to record a single 
image or frame at each laser pulse. The output of this process is a record of “still” images 
(frames) displaying particles in the flow.  
When processing recorded images, they are broken down into small interrogation regions, 
typically either 16x16 or 32x32 pixels in size. Image processing is performed on each 
interrogation region to detect the tracer particles. Corresponding interrogation regions are 
compared between frames in a process known as cross-correlation. This is a statistical 
analysis which determines the mean displacement of particles in each interrogation region. 
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Displacement is then divided by the time between frames to provide a velocity vector per 
interrogation region. Given only a single, mean velocity vector is provided per interrogation 
region, the smaller these are the high the spatial resolution of the PIV process. It is also 
important to avoid flow velocity gradients in a single interrogation region, given they will 
not be displayed by a region’s single average velocity vector and will result in data error. 
Note that in digital PIV, as is most commonly used now opposed to film recordings, particle 
displacement is measured in pixels, hence raw velocity output data is in pixels per second. 
To turn this into real space velocity, SI units of metres per second, a calibration is required. 
For this the imaged region must be supplied with calibration data, i.e. the number of pixels 
per millimetre. This can be obtained from a known feature size in the image, for example a 
pipe’s diameter if imaging pipe flow. If in free space then a custom calibration is needed. 
This can take any form so long as it is flat, i.e. can sit in the imaged plane and it displays 
units of distance. Often used is graph paper, which can be focussed on simply by imaging 
hardware and displays clear units of distance. 
As mentioned, the time between laser pulses/images (dt) is a function of camera 
magnification and fluid flow velocity. This time dictates how far particles will move 
between frames in the fluid flow. If a particle moves too far between two successive images 
it is hard to track, given it may leave an interrogation region preventing its cross-correlation. 
This can generate data noise/error in the form of spurious velocity vectors, which are 
produced by incorrect particle pairing. This error source is often called ‘particle image shift 
error’ and must be minimised in any PIV application. The image shift/pixel displacement of 
a particle per unit time is a product of image magnification (pixels per m) and flow velocity 
(m.s-1). Accepting that magnification is fixed to that needed to observe the desired region 
and fluid velocity is that of the application, the user must control time dt to optimise particle 
image shift. 
Fluid flow velocities in some applications can be very high, resulting in the needed time 
between frames being very small to ensure a correct particle image shift. In some cases 
lasers are incapable of pulsing at the high frequencies needed. To overcome this issue, it is 
typical to use two lasers with their beams accurately aligned, which can be pulsed in quick 
succession to provide the short time dt. This is known as ‘single shot PIV’ given it can only 
provide image pairs at slow frequencies. To provide continuous capture of high velocity 
flows it is necessary to use high frequency lasers and cameras which dramatically increase 
setup cost. 
Note that the process now described is a very high level description of PIV and there are 
many more complexities to it which must be understood and considered before applying the 
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tool to a fluid flow scenario. Detail on all of these complexities is provided by 
Raffel et al. (2007) and where relevant in any subsequent work will be clearly referenced 
and explained. Critically, this will include sources of error in its application, their 
minimisation and quantification. 
Seeding Liquid Flows 
The seeding of a flow with small tracer particles not only facilitates PIV but also improves 
the performance of other less complex imaging techniques, for example in high speed 
imaging seeding helps the observer see the fluid flow paths in an otherwise transparent 
medium and in SLR imaging, seeding can provide flow streamlines if exposure is elongated. 
Of specific interest to the current research is how to seed liquid flows. By understanding 
how liquid coolant interacts with entrained bubbles or stagnant pockets of gas/air in a 
cooling system, their behaviour and control may be better defined. Raffel et al. (2007) 
showed that liquids are generally easy to seed by merely adding the desired amount of 
seeding to the liquid reservoir and mixing. Typical seeding materials suited to liquids are 
supplied in Table 2.5. 
 
Table 2.5 - Liquid Seeding Materials and Sizes from Raffel et al. (2007) 
 
 
An interesting point of note regards seeding is that when illuminated close to sources of 
image noise, for example a reflective liquid-gas interface or flow domain boundary, it is 
often hard to detect and data may be lost in such areas. To prevent this it is possible to use 
fluorescently tagged particles which, when illuminated fluoresce and emit light of a different 
wavelength to the incident laser light. Light filters can be placed in front of recording optics 
to filter out all laser light, hence stray reflections and noise, transmitting only the signal light 
generated by fluorescing particles in the flow. Examples of where fluorescence is used to 
this effect are provided by Tseng et al. (2002) and Toth, Anthoine and Riethmuller (2009).  
Phase Material Typical Diameter (μm) 
Solids 
Polystyrene 10 - 100 
Aluminium Flakes 2 - 7 
Hollow Glass Micro-Spheres 10 - 100 
Granules for Synthetic Coating 10 - 500 
Liquids Different Oils 50 - 500 
Gases Oxygen Bubbles 50 - 1000 
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2.8.2 Digital Image Processing (DIP) and Matlab 
While much of the image processing required in PIV is now performed integrally to 
proprietary software, for example INSIGHTTM with TSI’s PIV equipment and DaVisTM in 
LaVision’s system, removing user input, it is often still necessary to create custom 
diagnostic tools for investigating certain aspects/elements of a flow. To this end it is 
important to understand the methodology of processing digital images to obtain the desired 
data from them.  
As with PIV the subject of Digital Image Processing (DIP) is a complex and in depth one 
with many published sources of information. As such it would impractical to provide a 
comprehensive guide here. Rather an overview of the basic principles will be provided. For 
more information the reader is referred to Gonzalez and Woods (2002). 
When attempting to process a digital image it is important to first understand what an image 
is. A digital image can be viewed as a two-dimensional matrix of numbers, with numerical 
values corresponding to image light intensity. Depending on the convention in use values 
will vary, but often in the field of optical diagnostics images are taken in greyscale, which 
provides image intensity increments from total black, zero, to total white, 255. The size of 
the matrix depends on the picture quality or chip size, i.e. the number of pixels in the chip. 
Each pixel corresponds to a single matrix intensity value. From reviewed sources, PIV kits 
and other optical imaging hardware typically come with chips sized 1000 x 1000 pixels 
(approx.), i.e. defining an image by 1,000,000 numeric intensity values. 
By having an image in such a numeric fashion, analysing it becomes a process of matrix 
manipulation and mathematics. Digital images can be analysed for many possible outcomes. 
Some of these are as follows: 
• Image Enhancement. 
• Image Restoration. 
• Colour Image Processing. 
• Wavelets (image resolution representation). 
• Compression (function of wavelets). 
• Morphological Processing. 
• Segmentation. 
• Representation and description. 
• Feature Recognition. 
Gonzalez and Woods (2002) 
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From this list of DIP applications, for the diagnostics of engine cooling systems it can be 
assumed the most useful will be feature recognition, for example in identifying particles in a 
seeded flow or liquid-gas interfaces in two-phase flow. 
Given an image as described, i.e. as a two-dimensional matrix of numeric intensity data, 
objects can be classified numerically based on their intensity in the image and so identified. 
For such detection to work successfully there must be sufficient intensity difference/contrast 
between the object(s) and their surroundings. If this is not the case, objects will merge with 
their surroundings and be less detectable. To exacerbate the contrast between objects and 
their surroundings it is typical to filter and transform image intensities, for example by 
selecting all intensities corresponding to an object and increasing them, or vice versa, detect 
all intensities other than objects and set them to zero. This process is known as thresh-
holding and is one of a number of tools available to enhance an image and improve the 
object detection process. 
In PIV, object/particle detection is performed integrally to the proprietary software. In 
analyses where custom features of an image are to be detected and characterised, for 
example bubbles and their sizes, it is often necessary to use custom code. Customised DIP is 
a labour and time intensive process and the quality of output data is often subject to a user’s 
skill. 
When performing their own DIP, a user has two options. They can either use dedicated 
image processing software, for example Paint Shop Pro by Jasc or Image-Pro Plus by 
MediaCybernetics, or else they can create their own tailored code for image analysis in 
languages such as C, C++, Visual Basic or Matlab. 
Dedicated image processing software is often useful for performing basic functions such as 
contrast manipulation or image enhancement. Image-Pro Plus is even capable of detecting 
objects in an image. When it comes to classifying detected objects, however, such software 
often falls down given the range of classification types that would be necessary for just one 
object. For example, in classifying a bubble a user may desire bubble position, bubble 
radius/diameter, bubble circumference, bubble volume or even bubble eccentricity. To cater 
for all possible objects and subsequent classification types is not feasible in code designed to 
be transferable between analyses. When such detailed information is required it is necessary 
to generate custom code. 
In generating custom code for multiphase flow analysis previous literature indicates Matlab 
to be of great value over other languages (Shephard (2011) and Kaidi et al. (2006)). Unlike 
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languages such as C, C++ or Visual Basic, Matlab specialises in DIP (among other 
mathematical applications).  
Matlab has its own proprietary language which a user can generate to obtain a desired 
mathematical function, for example, the function of reading in an image and logging it as a 
numeric intensity matrix, then searching through the matrix for desired values and 
neighbourhoods which define an object, such as a particle or bubble.  
Matlab provides a powerful tool for self-designed diagnostic study of recorded image data, 
such as that obtained during optical diagnostic studies. The tool is described in detail by 
many people, for example Attaway (2009) or Beucher and Weeks (2007). Where relevant in 
further study, such sources will be appropriately referenced. 
In summary, DIP coupled with Matlab provides a valuable methodology enabling the 
custom analysis of any imaged fluid flow scenario. Both are heavily documented and 
developed practices which make them very appropriate for further successful work in the 
proposed field: diagnosing multi-phase fluid flows in engine cooling systems. 
2.8.3 Fluorescent Tagging in Liquid Flows 
Already mentioned briefly is the use of florescence in the tagging of particles for PIV to aid 
their detection by imaging hardware. Fluorescent tagging is fit for use in almost all liquid 
tracking scenarios, for example in the detection of species concentrations, demonstrated by  
Hoffmann, Schluter and Rabiger (2006) or in the detection of interfacial relationships in 
two-phase gas-liquid flows, demonstrated by Milenkovic, Yadigaroglu and Sigg (2010). 
The value of fluorescence is that it increases the signal to noise ratio (SNR) from any flow 
feature of interest, improving subsequent DIP and data accuracy. When imaging multiphase 
flows it is of value for highlighting phase interactions. It can provide a greater contrast 
gradient from one phase to another, so making their interface more detectable. For the 
research at hand considering gas-liquid coolant flow it is a useful tool. 
There are two techniques widely used for creating fluorescence in liquids. These are: 
• Soluble powders which dissolve in a bulk liquid (fluorescing dye), making the 
entire medium fluoresce under laser light. 
• Fluorescent solids which can be dispersed in a bulk liquid, for example the 
fluorescence tagged seeding sometimes used for PIV.  
Another great advantage of both forms of florescence tagging is that the properties of the 
medium being made fluoresce are negligibly effected by the chemical addition due to how 
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little is needed, <0.1 g per litre in some cases. This is of value when acquired data is being 
applied to numerical model validation, for example CFD, given it allows the assumption and 
use of standard properties for common fluids. 
To conclude is that fluorescence provides a valuable addition to any imaging technique. In 
PIV is aids particle detection and noise reduction and in general imaging it can be used to 
better define flow features, for example by providing greater contrast between phases. If DIP 
is to be performed, fluorescence will enhance its speed, accuracy and simplicity. 
2.9 Computational Fluid Dynamics (CFD) 
One of the main initial goals of this thesis and inherent project work was to obtain data in 
order to validate the IPSD CAE teams CFD models of the coolant filling process in diesel 
engines, enabling the prediction and elimination of air entrapment in future cooling system 
designs. This section aims to provide an understanding of the fundamentals behind CFD and 
the typical experimental data sets which could provide accurate validation of the tool’s 
outputs.  
2.9.1 CFD Overview 
CFD is a recently developed tool enabling designers to simulate fluid flow situations on a 
computer, as opposed to building functional prototypes for testing, which is both a costly 
and time consuming process. Hence CFD enables a significant reduction in the time and cost 
associated with getting a new product to market. 
The main drawback of CFD is that in the first instance of its use modelling a new flow 
scenario, experimental data is required to verify the outputs, both ensuring solver accuracy 
and giving user/stakeholders confidence in future data and designs produced from the 
model’s use. 
Versteeg and Malalasekera (2007) discussed CFD at great depth. From them it is possible to 
gain an understanding of precisely what CFD is, it’s typical outputs and how they can be 
verified using experimental data. 
Versteeg and Malalasekera (2007) stated that CFD is the analysis of any system involving 
fluid flow, heat transfer and associated phenomena such as chemical reactions by computer 
based simulation. From this it makes sense that such a tool, if working correctly, would be 
ideal for the design and assessment of engine cooling systems, where both fluid flow and 
heat transfer are critical parts of the engine’s cooling process. 
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In their opening chapter Versteeg and Malalasekera (2007) explained the process of CFD at 
a high level, from which it can be gleaned some of the requirements of any experimental 
model needed to validate the tool. The process described is as follows: 
Step 1: “Pre-Processor” 
This is the definition of the geometry to be analysed, otherwise known as the flow 
“Domain,” the resolution of the analysis, i.e. how fine the analysis mesh is, the boundary 
conditions for each mesh element/cell which contacts a domain boundary and the properties 
of the medium/fluid being assessed. 
All of these can be defined in proprietary software provided by commercial CFD vendors, 
for example STAR-CCM+® by CD-adapco or Fluent® by ANSYS.  
Setting up the flow scenario is often the most time consuming part of an analysis, given it is 
labour intensive and often needs revisiting to ensure solver outputs are correct. 
Step 2: “Solver” 
Whilst at a fundamental level this is the most complex part of CFD given it contains the 
mathematics behind the solutions, from a software user point of view it is a simple process 
as it consists of selecting the solver/mathematical technique needed and clicking “solve” on 
the defined or “pre-processed” scenario. 
Versteeg and Malalasekera (2007) provided that there are three distinct CFD solvers: 
• Finite Difference 
• Finite Element 
• Spectral 
The finite difference approach is the most commonly applied commercially due to being the 
simplest to understand, based on a conservation approach between cells in a mesh. While the 
math behind each approach is rigorous, for the purpose of work in this thesis an 
understanding is not required. Rather the target of this review is an appreciation of CFD 
outputs and corresponding empirical data which can validate them. 
Step 3: “Post-Processor” 
In this step the raw numeric data provided by the solver is processed to provide a 
visualisation of what the fluid is doing. Regards CFD validation, this is only useful for a 
subjective/visual comparison of CFD outputs with experimental results. For a quantified 
comparison raw numeric data must be used. It is normal to decide on the solver outputs 
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requiring quantification before it is run and in the pre-processing stage setup monitors to log 
the desired data. 
Commercially available CFD software provides several visualisation options. Most 
commonly used is a view of the flow domain containing one of the following flow 
displayers: Vector plots, Line and shaded contour plots or Particle streamlines (Versteeg and 
Malalasekera (2007)). 
If these outputs are compared with those provided from PIV software, typically vector fields 
or contour plots, it is clear how a good subjective visual comparison could be performed 
between CFD and experimental results to get an initial view of model accuracy and where in 
the domain deviations are occurring. 
2.9.2 CFD Validation 
From the description of the general CFD process provided by Versteeg and 
Malalasekera (2007) many of the conditions and results required of a validating 
experimental model can be defined. Firstly, it is recognised that all experimental domains, 
boundary conditions and fluid properties must be precisely matched with those in CFD to 
ensure results from the two are comparable. Where provided by an experimental technique, 
it is then valuable to perform a qualitative comparison of the experimental and numerical 
visualisations. This will provide an immediate visual indication both of solver accuracy and 
aspects of the flow requiring further quantified study/validation. 
The quantified validation of CFD solver outputs requires comparison of metrics which 
characterise the flow being assessed. These metrics commonly include flow velocities, 
pressures, temperatures, instantaneous particle positions and in the case of multi-phase 
flows, phase interface positions. From this it is seen that validation can come from many 
experimental sources. 
Versteeg and Malalasekera (2007) provide the most common metric to compare is that of 
flow velocity. They suggest experimental techniques suited to acquiring such data to be 
Particle Image Velocimetry (PIV), Laser Doppler Velocimetry (LDV) or Hot Wire 
Anemometry (HWA). All of these processes have been reviewed in this chapter. Whilst 
preferential is the field-of-view data and visualisations provided by PIV, due to the physical 
and optical access limitations inherent in some flow scenarios, it is often necessary to use 
invasive techniques such as HWA. 
Given the focus of work at hand being two-phase liquid-gas flows, it can be assumed phase 
interfacial positions and interactions will also be a key metric to compare. The experimental 
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technique most suited to this has been identified as fluorescent imaging coupled with DIP in 
Matlab, given the method is non-invasive and proven in such applications (Milenkovic, 
Yadigaroglu and Sigg (2010)). As with PIV, however, such an approach may be limited if 
not applied to test rigs with good optical and physical access. If data is needed from a 
complex device, for example an engine’s cooling jacket, alternative tools may be necessary. 
Such are outlined previously in this chapter. 
Unfortunately, no studies can be found detailing the validation of liquid-gas flows in engine 
cooling jackets. Previous CFD studies of engine cooling systems are all aimed at predicting 
heat flux. Validation approaches consist of velocity and/or surface temperature comparisons 
(Hoag et al. (1993), Wang et al. (2007)) and all assume a single phase liquid flow. The 
closest comparable studies are those assessing the two-phase interactions in mobile liquid 
tanks. These focus predominantly on the ‘sloshing’ motion of the liquids, for example fuels, 
in their tanks and how this affects vehicle performance, for example by the forces it imparts 
on tank support structures or the noises it generates. The similarities the sloshing process has 
with those in a liquid cooling jacket, for example the coolant filling event and air 
entrapment, suggest the modelling techniques used in such sources may be of value in this 
work. Due to their focus being on noise and the induction of forces, however, it is found 
their validation approaches are of limited applicability. Examples of this work are provided 
by Rakheija and Siddiqui (2008), IU, Kelghorn and Mills (2004) and Balthy et al. 2011. 
 
In summary, CFD provides a valuable tool to aid designers create new fluid flow situations 
both quickly and accurately without the need for extensive experimental simulation which is 
both expensive and time consuming. However, the tool does need verification in any new 
fluid flow situation being modelled. This is typically done by obtaining experimental data 
about the situation which is comparable to the CFD results. Without validation little 
confidence can be held in CFD’s outputs. Experimental processes typically used are 
consistent with those already reviewed in this chapter. 
Whilst several publicised CFD studies exist for engine coolant flows, none can be found 
relating directly to the work at hand understanding the coolant filling event, air entrapment, 
subsequent air break up and how entrained gases effect the performance of an engine’s 
centrifugal coolant pump. Knowledge from modelling other fluid flow scenarios may, 
however, be of use for the similarities they have with those under consideration. A key 
example of this is the liquid sloshing process in transportation tanks. 
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2.10 Summary & Conclusions of Reviewed Knowledge 
This chapter has reviewed the fundamentals of engine cooling system design by way of heat 
transfer processes and system design types. The system type of specific interest to this 
research has been outlined, namely the mechanically pumped liquid jacket cooling system. 
The key implications of gas in the liquid cooling jacket have been discussed and divided into 
primary and secondary impacts. Primary impacts are: 
• A loss of coolant flow rate/velocity due to gas hold up in the pump. 
• A reduction in coolant’s bulk thermal conductivity which acts to reduce heat flux 
around the cooling jacket, both in heat absorption and rejection processes. 
Secondary impacts are: 
• Exacerbated cavitation, primarily in the coolant pump and around cylinder walls. 
• Increased pump dynamic seal wear. 
Sources and types of cooling system gas have been explained. These include air, water 
vapour and exhaust gases, produced from coolant filling, coolant boiling and leaking gaskets 
respectively. Air entrapment during coolant filling was identified for specific attention 
during this study, given it is an area of little previous research and other sources are found to 
be more easily abated by improving seal quality (a cost issue) and by ensuring vapours re-
condense before being recirculated, which is expected in the radiator during heat rejection. 
Current methods of preventing fill entrapped air have been reviewed and shown to be flawed 
in that they do not facilitate the complete reduction of trapped air and only apply to a small 
section of the IC engine market. Other industries where fill entrapped gas is also an issue 
have been assessed and shown to have design guides, processes and tools in place which 
would be of great value in IC engine cooling system design. 
SAE cooling system test procedures have been reviewed, which assess how a well a system 
performs in ridding itself of entrained gases when running. These were found to be severely 
flawed, however, in that they assumed all cooling system gases would be entrained in the 
coolant flow and none would remain stagnant/trapped around the cooling jacket. 
Devices for removing transient, entrained gases from the coolant flow have been reviewed. 
These included gravitational and centrifugal separation devices, commonly called 
“Shunt-Tanks” and “Swirlpots” respectively. Whilst Swirlpots were the most beneficial in 
terms of their size and weight, little information is available regarding their design and test 
processes, meaning their capabilities cannot be confirmed. Such devices also do not abate 
the occurrence and effects of stagnant gases around the cooling jacket. 
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All the implications of and abatement methods for cooling system gases were found to be 
dependent on the amount and appearance of gas in the coolant flow. Critical metrics were 
found to be flow void fraction, two-phase regime and bubble size. Only one source could be 
found detailing the analysis of any of these in an engine’s cooling jacket and presented data 
is found to have limited transferability and only assesses the metric of void fraction (Garg, 
Marano, Colvin and Jakupco (1997)). 
The fundamentals of two-phase gas-liquid flows were reviewed in terms of the regime types 
found in horizontal and vertical flows and the maps developed which enable flow regime 
prediction. The Taitel and Dukler (1976) model for horizontal gas-liquid flow was used to 
show a high likelihood that coolant flow would be of the dispersed bubble regime. 
Analytical techniques suited to the study of bubbly flows were reviewed. These included 
methods of sizing and positioning bubbles in a flow as well as measuring overall flow void 
fraction. Found in this review was that optical/imaging techniques would provide the most 
comprehensive data but are limited in situations where good optical and physical access are 
not available. Remote, optical rigs have been discussed for use in the current research. 
Found to be the most applicable techniques were those of Particle Image Velocimetry (PIV) 
and Digital Image Processing (DIP) coupled with the use of fluorescent flow tagging and 
Matlab. Each has been reviewed in greater detail to fully understand process complexities 
and applicability to the subject at hand. 
Finally, a high level overview of CFD was provided, explaining the basic ‘black box’ 
approach to using such software. This was to identify the typical outputs of CFD and what 
experimental methods would best provide its validation data. The purpose of this was to 
understand how a key research objective would be met: the validation of IPSD’s CFD 
models, providing data longevity and transferability in the form of cooling system design 
models. 
This review has identified the porosity in current knowledge regarding engine cooling 
system design for gas presence. It has guided the research at hand to ensure it delivers: 
• Design rules, guidelines and tools (CFD) to help designers both avoid air entrapment 
during filling and ensure that should air be unavoidably trapped, as if often the case, it 
will not remain stagnant whilst the engine is running, allowing its effects to be 
mitigated by a de-gassing/phase separation system. 
• Data characterising the two-phase nature of coolant flow on a running engine in order 
to better determine the implications of entrained gases and methods of abating them. 
• Data detailing cooling system pump performance when pumping gaseous flows, given 
no such knowledge exists specifically for pumps servicing IC engines.
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3.1 Introduction 
This chapter outlines the work undertaken in optically diagnosing the liquid filling of a 1:1 
scale section of an engine’s cooling system. Detail is provided of the experimental setup, 
optical diagnostic procedure, results and digital image analysis performed. 
The chapter is concluded with what the data tells us about the filling process, the occurrence 
of trapped air and the key variables affecting it. Work performed by the IPSD CAE team is 
also shown, displaying how the acquired empirical data was used to validate their CFD 
coolant filling model. 
3.2 Objectives and Required Data Sets 
The primary objective of this study was to acquire empirical data which would validate a 
CFD model of the coolant filling event, providing a design tool capable of predicting trapped 
air. Chapter Two, however, highlighted additionally that very little is known of the coolant 
filling event in general and variables that affect trapped air in cooling channel geometries. In 
other industries, namely injection moulding, it was found that to avoid trapped air not only 
do CFD design tools exist, but also design rules and guidelines which are of great value to 
mould designers. These would be of equal value in engine cooling system design and so 
were another desired outcome of the work detailed in this chapter. 
To achieve these objectives, several data types were defined which delivered both: the 
parametric study of the coolant filling event indicating key variables affecting trapped air 
and the data needed to confidently validate a CFD model. These were: 
• High speed videos showing the fill process qualitatively, highlighting critical areas regard 
air entrapment and locations suited to further, more detailed study. 
• Data to quantify the fill process: 
o Phase (liquid-air) interface position over the fill period. Whilst providing data from 
across the filling time period to validate the CFD model, the final interface level 
gave a clear indication of control variable impact on the amount of trapped air. 
o Liquid flow velocity data over the fill period. This provided further validation for 
the CFD model and also acted to validate findings of the interface tracking exercise. 
The process being modelled was to be representative of that performed by the end-user. 
Thus, control variables in data runs were selected based on those found in the field: 
• Liquid flow rate. 
o Simulating variable end-user liquid supply mechanisms. 
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• Back-pressure on the filled geometry. 
o As outlined shortly, only a section of the cooling system was analysed. To ensure 
the observed fill process was realistic of that in a real engine, geometry back 
pressure was applied, simulating the restriction imposed on the evacuated air flow 
by downstream geometries in a real cooling jacket. 
• Inclination/tilt of the filled cavity. 
o Simulating an engine being filled off-level. 
From these needed data types and variables, data sets were defined which provided the 
desired investigative outcomes within the needed timeframe: 
• High-speed video of filling. 
o Videos providing a high level qualitative assessment of the fill process. 
o On the flat (no tilt) with atmospheric backpressure. 
o Multiple flow rates. 
• Liquid-air interface tracking during filling. 
o In a single region (time restricted). The region of interest was defined based on 
findings of the high speed videos. 
o Variables per data run: 
 Input flow rate. 
 Geometry tilt. 
 Geometry backpressure. 
• Liquid velocities during filling. 
o In a single region (time restricted). Region was the same as for interface tracking. 
o Variables were also the same as those performed in interface tracking, although 
sometimes reduced to particular parameters of interest. 
Note that data set variables have not been quantified here. Details will be provided in later 
sections of this chapter respective of the run/data type being collected. Please also note that 
data sets have been listed chronologically. 
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3.3 Experimental Apparatus 
3.3.1 Cooling Cavity Recreation 
The original and primary purpose of this study was to provide IPSD with empirical data 
enabling validation of their CFD coolant filling model. To deliver the data it was decided an 
optical rig would be created, identical in geometry to a section of the total cooling jacket 
from one of their current engines. The geometry chosen for analysis was the lower cylinder 
head cooling core for a single cylinder, depicted in Figures 3.1 to 3.3 (CAD courtesy of 
IPSD). As outlined in Chapter Two, the use of an optical rig instead of a real engine 
facilitated the optimal use of optical diagnostic tools and so improved the scope and quality 
of attainable data. 
 
Figure 3.1 - IPSD 6-Cylinder Engine - COMPLETE Cylinder Head Cooling Channel Geometry 
 
Figure 3.2 - IPSD 6-Cylinder Engine – LOWER CORE Cylinder Head Cooling Channel Geometry (ALL CYLINDERS) 
Lower Core 
Upper Core 
Thermostat Housing/ Coolant 
Outlet to Radiator 
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Figure 3.3 - IPSD Engine – LOWER CORE Cylinder Head Cooling Channel Geometry (SINGLE CYLINDER) 
The geometry shown in Figure 3.3 is identical in both the 4 and 6 cylinder engines 
manufactured by IPSD in the chosen range. It is a critical area of the engine’s cooling 
system as it is responsible for maintaining thermal stability around the high temperature 
valves, exhaust ports and cylinder head flame face. 
The CAD of this geometry was taken and inverted for re-machining in a block of clear 
Acrylic. Due to the geometric complexity involved, the model was sectioned to make 
machining possible, as shown in Figures 3.4 to 3.7.   
  
 Figure 3.4 - Rig Geometry Slice 1 - BASE SECTION  Figure 3.5 - Rig Geometry Slice 2 - MIDDLE SECTION 
  
Figure 3.6 - Rig Geometry Slice 3 - TOP SECTION Figure 3.7 - Rig Geometry Outlet 
Coolant Inlets 
Coolant Outlet to 
Upper Core 
Valve Passageways 
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This machining was performed by ARRK Product Development Group Limited, who 
specified the process consisted of: 
1). CNC machining the geometry in each slice from a solid acrylic block. 
2). Hand finishing each slice as needed. 
3). Flame finishing all machined surfaces. This process consists of using a small 
blow torch fuelled with either Butane or Propane to heat the acrylic surface to 
just below melting: glass transition/Tg for the polymer, at which point it softens 
and peaks/troughs in the surface lessen due to surface tension. This process gives 
an excellent surface finish and gave the finished part good optical clarity. 
Hand finishing and flame polishing are manual processes, so the quality of produced parts is 
highly dependent on operator skill. To ensure the final geometry was an accurate 
representation of its parent CAD model, the cavity was reverse engineered. Each acrylic 
section was scanned using an optical line scanner coupled to a Faro Arm. The combined 
accuracy of this gauge was stated as 250 µm (0.25 mm). 
As the cavity sections were made from transparent acrylic, each had to be coated in a white 
powder applied by a solvent spray to give the necessary surface reflective properties for the 
line scanner. The output of this setup was a cloud of three-dimensional data points taken 
from each scanned surface.  
Using proprietary software: Geomagic’s Studio 10TM, the point-cloud data was processed. 
Noise and unwanted data points were reduced/removed and the “clean” data compared with 
the idealistic CAD model. This process and its outputs are shown pictorially in Figures 3.8 
to 3.12. 
 
Figure 3.8 - Example Point Cloud Data - Bottom Section (with noise removed) 
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Figure 3.9 - Scan Data aligned with CAD Model and Variances Colour Coded (BOTTOM SECTION) 
 
 
Figure 3.10 - Scan Data aligned with CAD Model and Variances Colour Coded (MIDDLE SECTION TOP VIEW) 
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Figure 3.11 - Scan Data aligned with CAD Model and Variances Colour Coded (MIDDLE SECTION BOTTOM VIEW) 
 
 
Figure 3.12 - Scan Data aligned with CAD Model and Variances Colour Coded (TOP SECTION BOTTOM VIEW) 
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Sections of Figures 3.8 to 3.12 coloured grey are where there was insufficient scan data to 
perform a comparison. Despite these areas, typically steep/vertical edges, there was still 
significant data gathered about each section enabling a good estimation of manufactured part 
tolerance; hundreds of thousands of sample points per section. 
Specific 3D variance information for each section is shown in Figures 3.8 to 3.12. Average 
cavity deviation from the CAD model across all sections was + 0.193 mm / - 0.092 mm. 
This was within the specified gauge tolerance of 0.25 mm and for further accuracy a CMM 
would have been required. Further geometry validation was not performed, however, given 
the measured deviation was already within 5% of the CFD model’s 5 mm base size and it 
was decided the geometry provided a close enough representation of the domain being 
numerically modelled. It should also be noted that this geometric variance was much 
improved from that found in on-engine geometries which are produced using the sand 
casting process, specified by Kalpakjian & Schmid (2006) to have a tolerance of 
+/- 1.6 to 4 mm. 
By having the cavity made in sections and not as a whole, it was possible to disassemble and 
clean between runs, improving data quality and removing the need for multiple articles at 
additional cost. 
The finished and assembled article is shown in Figure 3.13. In the engine this cavity was fed 
from the cylinder cooling jacket. The CAD geometry of this (all cylinders) is shown in 
Figure 3.14. To make the flow in the cavity representative of what was happening in the real 
engine it was fed from a simplified version of one cylinder’s cooling jacket: a simple annular 
cylinder, see Figure 3.15. 
Geometry tilt was enabled using a specially designed stand which provided two rotational 
degrees of freedom. This is shown in Figures 3.15 and 3.16. 
 
 
Figure 3.13 - Photo of Final Machined Geometry for Interrogation 
Middle Section 
Top Section 
Base Section 
Outlet 
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Figure 3.14 - IPSD 6-Cylinder Engine – Cylinder Cooling Jacket (CAD Courtesy of IPSD) 
 
Figure 3.15 - Complete Test Rig in Situ on Variable Tilt Stand 
 
Figure 3.16 - CAD of Variable Tilt Stand 
Passages to lower head core                              
(used geometry) 
Oil Cooler 
Annular Cylinder 
Cavity inlets from approximated 
cylinder cooling jacket below 
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3.3.2 Fluid Circuit 
To supply the optical cavity, a fluid circuit was required which would replicate the 
end-user’s coolant filling process. This circuit was designed to be simple to use, provide a 
high level of control over the fill process and ensure good process repeatability. It is shown 
schematically in Figure 3.17. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.17 - Fluid Circuit for Cooling Rig Geometry (Filling Runs) 
3.3.3 Fluid System Hardware 
Pump – The pump was specified based on the following criteria: 
• It would provide the required flow rate easily without cavitating. 
• It could handle contaminants in the liquid, for example seeding and dyes. 
• It would be self-priming. 
• It could handle continuous/prolonged use. 
The pump which best suited these criteria was a garden pond pump, as it could handle 
“dirty” water; hence any small contaminants to be used, could be used continuously and was 
submersible, hence self-priming. The pump’s flow rate at 4 m head height was stated as 
150 LPM by the OEM, well in excess of that needed. To reduce the pump’s outlet flow 
down to the flow rate(s) specified by IPSD for coolant filling, the pump’s outlet was split 
into two: one providing the rig’s inlet, the other a by-pass to all rig circuitry, which carried 
Rotameter 
Pressure Indicator 
Needle Valve 
Pressure Transducer 
Control 
Box 
Rig Geometry (Incl. Cylinder) 
1.6L Volume (Approx.) 
 
Tap Water 
Flush Feed 
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Optical Level Sensor 
Warm            
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Manual Ball Valves 
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the majority of the pump’s outlet flow. This by-pass, situated in the reservoir tank, could be 
regulated down using a gate valve, providing the necessary pressure and flow to the rig. This 
method ensured the pump was not overly restricted, reducing the chance of cavitation and 
helping ensure the rig’s supply was single phase liquid. 
Other components in the fluid circuit were fairly standard and easily specified, providing the 
needed functionality. The principle behind the fluid circuit’s operation was as follows: 
At the pumps outlet to the rig, a gate valve was used to minutely regulate the flow rate. The 
flow rate itself was monitored in two stages. A rotameter was used to give an instantaneous 
readout of flow rate in LPM during the setup/configuration of a data run and a turbine flow 
meter provided an accurate record of flow rate over a data run period, giving an indication of 
flow variation. Accurate to +/- 3% of its reading, the turbine flow meter provided a square 
pulsed voltage output of frequency proportional to the flow rate passing through it. A data 
logger was attached to this output enabling pulses to be recorded which, through subsequent 
processing in Matlab for frequency, provided flow rate information. 
Before entering the rig, the flow passed through a solenoid valve. This valve could be 
manually or automatically triggered. During a filling data run the user would manually 
trigger the valve to open via the control box and when the run was complete, i.e. when liquid 
left the top of the rig, a pulsed signal from an optical liquid-level sensor triggered the valve 
to close, making runs repeatable. The liquid level sensor was positioned in pipework 
vertically above the rig, approximately 700 mm from cavity outlet. 
The rig could be drained following a data run from an outlet in the bottom of the annular 
cylinder. Manually activated ball valves were used to control and direct flow down this 
channel back to the liquid reservoir. Connected to this drain channel were mains water and 
hot air supply feeds, enabling the rig to be flushed following a data run containing 
dyes/seeding and then dried out, reducing the need for rig disassembly and cleaning which 
could result in scratches to the acrylic cavity. 
In the circuitry above the cavity, in addition to the optical level sensor, there was a 
piezoelectric pressure transducer coupled with a needle valve. These were used to model 
system back-pressure in data runs when required, demonstrating the effects of downstream 
geometry in a real engine. 
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3.3.4 Imaging Hardware 
The arrangement and type of imaging hardware used varied depending on the data run being 
performed. The setup of hardware will be explained in each data run as appropriate. The 
following provides a list of all the imaging hardware used during the filling data sets with an 
appropriate description. 
Cameras – Several cameras were used through the course of data capture. For the majority 
of qualitative imaging work a Photron FastCam APX RS high speed camera was used 
(1024x1112 pixel, 8-bit greyscale). For the majority of quantitative data capture cameras 
produced by either TSI (PIVCAM 10-30 Model 630046) or Kodak (Megaplus, Model 
ES1.0) were used, both identical in specification (1000x1016 pixel, 8-bit greyscale). 
Laser – If a laser was needed, it was the same throughout. This was a NewWave ResearchTM 
Solo III PIV twin Nd:YAG laser, emitting pulsed laser light of 100 mJ per pulse, 532 nm 
wavelength and 6 ns pulse width. The laser came in a set with a TSI camera (mentioned) and 
the two could be run in sequence using a PC with TSI’s INSIGHTTM software and a 
synchroniser to perform Particle Image Velocimetry (PIV).  
Synchroniser (TSI Model 610034) – This was used in conjunction with the camera, laser, 
computer and a pulse emitter (a Thurlby Thandar Function Generator – TGP110 10 MHz 
Pulse Generator). It ensured that laser pulses and image capture were synchronised and 
tailored to the settings specified in the computer software (INSIGHTTM). Data acquisition 
was triggered through the synchroniser using the pulse emitter, which was also used to 
trigger data acquisition in the flow rate data logger, thus all data acquisition could be 
synchronised through a single button. 
Light Filters – Different light filters were used in different runs, useful when used in 
conjunction with fluorescing fluids/particles to filter out other light/noise sources. The use of 
specific filters will be explained in the appropriate sections. 
Tracer Additives – Fluorescein 548 by Photonic Solutions was used for fluorescent runs. 
Black drawing ink was used for darkening the liquid in high speed videos. 30-50 µm glass 
micro-sphere seeding (Expancel 551DE40d42) was used to provide liquid tracing in PIV and 
to whiten liquid in high speed videos. 
White Light Sources – In runs where laser light was not required, for example in the 
qualitative high speed videos of filling, a white light source was used. White light was 
generated by a high energy bulb in an enclosed box and delivered down fibre optics which 
could be positioned to illuminate as needed. 
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3.4 Data Acquisition 
3.4.1 Liquid Filling Process Variables 
Flow Rates: 1.3, 1.7, 2.0, 2.5 and 3.0 litres per minute (LPM) 
These were derived from data provided by IPSD. An average fill was stated as being 
10.0 LPM. For a 6 cylinder engine this gave a 1.7 LPM flow rate per cylinder. For a 4 
cylinder engine it gave a 2.5 LPM flow rate per cylinder. Taking values +/-20% of these 
average rates allowed for end-user process variability: 1.3, 2.0 and 3.0 LPM. 
Note that where it is stated only two flow rates were used in a particular interrogation this 
means only the average flow rates of 1.7 LPM and 2.5 LPM. 
Rig Tilt Angles (2 Axis): -5o, -2.5o, 0o (flat), +2.5o, +5o  
These angles were provided by IPSD as being those they must allow for in the end-user 
coolant filling process. 
Tilt reference conventions are shown in Figures 3.18 and 3.19. Rig tilt was set using a 
Vernier height gauge to measure the height of each corner of the aluminium table to which 
the optical cavity was mounted. 
 
 
Figure 3.18 - Z-Axis Rig Tilt 
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Figure 3.19 - X-Axis Rig Tilt 
Back Pressure: 1 and 1.4 bar, absolute. 
The backpressure variable was introduced to simulate downstream cooling system geometry 
that would exist following the rig geometry in a real engine. Most data runs were performed 
using atmospheric (1 bar, abs.) back pressure. To see whether the back pressure variable had 
any effect on filling data, some repeat runs were performed at 1.4 bar, abs. This was the 
maximum back pressure achievable given the pump used and the rig outlet being open just 
enough to permit filling; well in excess of any back pressure further cooling system 
geometry would create. 
Liquid Medium: Water and Cat Extended Life Coolant (ELC) 
The liquid used in most runs was tap water at room temperature (~20oC). In some runs 
additives were used to enable liquid tracking and/or to provide custom liquid intensities in 
images to simplify image processing. 
In a few runs a 50:50, water: ethylene-glycol mixture was used, i.e. real engine coolant. As 
with the back pressure variable, runs performed with this liquid were repeats of those 
performed with water to see the effect on result data. The actual engine coolant used was 
proprietary to Caterpillar, labelled “Cat ELC (Extended Life Coolant) 50/50 Premix with 
Embitterment.” See manufacturer’s safety data sheet (MSDS) in appendices for more details. 
Where the liquid was changed, the flow meter was re-calibrated to ensure the flow rate 
reading was accurate, accounting for changes in liquid properties. 
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3.4.2 High Speed Imaging of Filling 
High speed videos were taken of the fill event to provide high level qualitative information 
about the process and help fulfil several of the study objectives: 
• Validate CFD modelling visually. 
• Indicate areas of trapped air following filling. 
• Indicate the structure of filling, i.e. what features are covered and when. 
• Help indicate areas of the cavity which would provide good locations for further 
more quantified study. 
This section details the data acquisition process and results taken from the optical cavity in 
plan view. Images acquired show the cavity in its entirety; see Figure 3.20. This gave the 
initial high level/qualitative understanding of the fill process and trapped air pocket 
formation required in this early study. 
 
Figure 3.20 - High Speed Imaging View Perspective: PLAN 
Methodology & Result Data 
Figure 3.21 displays the optical setup used in the acquisition of plan view high speed videos. 
Due to space limitations the cavity was viewed through a plain, front coated mirror. White 
light was chosen for illumination because in this case, the intensity of a laser was not needed 
and the safety implications of using white light were preferable: cabinet interlocks, guarding 
and laser related protocols were not needed. The camera/imaging hardware used was a 
Photron FastCam APX RS. 
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Figure 3.21 - Schematic of High Speed Imaging, Plan View, Hardware Setup 
Due to data at this stage being acquired for the cavity with no back pressure, pipework 
downstream of the optical geometry was removed (see Figure 3.17) to ensure there was no 
obstruction to the plan-view optical access. Filling in each data run ended when liquid was 
observed at rig outlet in taken images. 
To aid the identification of liquid and air locations in images over the fill event, liquid 
colouring was used. This was applied in two stages. The first stage imaged the early parts of 
filling in which the base of the geometry was submerged. For this the liquid was coloured 
white by the addition of glass microsphere seeding, sized 30-50 µm. This gave good contrast 
between the filling medium and its black background: the rubber gasket at the bottom of the 
cavity. The second stage imaged the latter parts of the fill process, in which upper regions of 
the geometry became submerged and air pockets were formed. For this the liquid was 
colored black using water soluble dye. Given the refractive index change from acrylic to 
water is significantly less than that for acrylic to air, a greater amount of incident white light 
reflected from cavity walls in regions of trapped air, making them appear brighter in images. 
By colouring the liquid black this mechanism was emphasised and areas of trapped air made 
more visible. 
Data was acquired for the two average flow rates of 1.7 LPM and 2.5 LPM with no tilt 
applied, i.e. the optical cavity’s base was level/parallel with ground. This created four filling 
videos: two with white liquid showing initial filling and two with black liquid showing 
trapped air pocket formation/final fill stages. Capture frame rate was set to 125 fps for 
1.7 LPM data runs and 250 fps for the faster 2.5 LPM data runs. 
In real time, even at 2.5 LPM the fill process took approximately 7 seconds, which at 
250 fps generated over 1700 images. It would be impractical to display all of these here and 
so provided are a few images from across each of the stages being observed: initial and final 
filling at each of the assessed flow rates. These are provided in montage Figures 3.22 to 
3.25.  
Liquid Filled Cavity
Plain Front Coated 
Mirror High Speed Camera    
(Photron FastCam APX RS)
White Light Illumination
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Stage 1 – Initial Filling 
1.7 LPM: 
 
 
 
Figure 3.22 – Montage Image Sequence for 1.7 LPM High Speed Imaging, Early Fill Stages 
0.1s 1.9s
The beginning of a data run was signified by the
appearance of liquid at the 4x cavity inlets from the
cylinder region below.
White liquid gave a high contrast with the black
rubber gasket at the base of the cavity, showing
clearly the horizontal progression of the phase
interface.
2.7s 4.4s
The order in which regions in the bottom of the
cavity were filled provided a valuable comparison
metric for validating equivalent CFD outputs.
7.8s 8.1s (Final State)
Whilst the white liquid showed clearly the base of the
geometry being submerged, the occurrence, size and
position of trapped air pockets was unclear, i.e. the
submersion of the cavity’s ceiling was not visible.
Regions in the bottom of the cavity were still being
covered even towards the end of the fill event (just
before liquid appeared at cavity outlet). These were
high regions in the cavity and coincided with the
largest pockets of trapped air.
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2.5 LPM: 
 
Figure 3.23 – Montage Image Sequence for 2.5 LPM High Speed Imaging, Early Fill Stages 
As indicated by the annotations in Figures 3.22 and 3.23, whilst colouring the liquid white 
clearly showed the filling of base regions of the geometry (‘Early Fill Stages’), the 
occurrence, size, shape and position of trapped air pockets was unclear as the ceiling of the 
cavity became submerged. To show this time period and the occurrence of trapped air more 
clearly, the liquid was coloured black, as shown in Figures 3.24 and 3.25 (‘Final Filling’). 
0.5s 1.0s
The structure of filling (order of features covered)
was the same at 2.5 LPM as at 1.7 LPM. The higher
flow rate did, however, see a quicker fill event.
1.3s 2.0s
Whilst the order of features covered at 2.5 LPM was
the same as at 1.7 LPM, the quicker event saw them
covered at an earlier time. This provided another
valuable metric for validating CFD outputs.
3.9s 5.6s (Final State)
Optical distortion when looking through the
complex cavity walls meant liquid position could
be deceptive. This meant caution had to be taken
when using raw image data for CFD validation.
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Stage 2 – Final Filling 
Please note that to aid reader understanding, images have been edited to more clearly show 
where the liquid was in contact with the ceiling of the cavity: areas of total black/zero 
intensity. 
1.7 LPM: 
 
 
Figure 3.24 – Montage Image Sequence for 1.7 LPM High Speed Imaging, Late Fill Stages 
3.6s 4.5s
Intuitively, it was the lowest areas of the cavity’s
ceiling which came into contact with the liquid
(became submerged) first.
Note that these images begin when liquid was first
observed to contact the cavity’s ceiling.
6.0s 7.7s
7.9s 8.1s (Final State)
The base areas of the geometry which were last to be
submerged (see ‘Early Fill Stages’) coincided with the
largest final trapped air pockets.
Also quite intuitively, it was geometric ‘steps’ (high
points) in the ceiling of the cavity which appeared to
be the root cause of trapped air.
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2.5 LPM: 
 
 
Figure 3.25 – Montage Image Sequence for 2.5 LPM High Speed Imaging, Late Fill Stages 
Conclusions to High Speed Video Data 
• Filling, while quicker at higher flow rates, followed a very similar structure for 
the range of fill rates considered, i.e. the order of features covered during filling 
did not change. 
• Air pockets were left in the cavity following filling at all flow rates. 
• For this range of flow rates no difference in final air pocket location or size 
could be deduced, accepting that the analysis at this point was still qualitative. 
• Even at final fill stages, base sections of the rig were only just being covered. 
These areas coincided with the largest pockets of final trapped air identified. 
• Given the many sites of trapped air, several viable regions were identified for 
further quantified study. 
2.5s 3.0s
As with the early filling stages, the submersion of the
cavity’s ceiling followed the same structure at both
assessed flow rates, although it was quicker at
2.5 LPM.
4.3s 5.6s (Final State)
Areas adjacent to the cavity’s outlet saw little/no
trapped air due to it being able to escape during
filling.
    
3.4 Data Acquisition 
 
96 
 
3.4.3 Liquid-Air Interface Tracking During Filling 
The aim of this exercise was to acquire two-dimensional spatial data for the liquid-air 
interface over the filling time period for a range of control variables. 
The analysis was performed on a localised region of the geometry only. This region was 
chosen based on two key findings of the high speed videos. Firstly, the location saw a 
significant amount of trapped air and so the final interface level would provide a good 
indication of control variable impact on trapped air amount in the region. Secondly, the 
location saw liquid movement over the whole fill-event time period, maximizing the data 
with which the CFD model could be validated for a single region. 
Hardware Setup and Methodology 
A schematic of the main hardware used and its arrangement during interface tracking is 
displayed in Figure 3.26. The chosen interrogation region is highlighted in orange. 
Figure 2.27 shows the precise location of this region from measurement axes: 
• X-axis –Base of Acrylic cavity/ cavity inlet gasket. 
• Y-axis – LHS of Acrylic cavity. 
• Z-axis – Front of Acrylic cavity. 
 
 
Figure 3.26 – 2D Interface Tracking Imaging Hardware Setup 
Interrogation Region
Twin Nd:YAG Laser 
(λ = 532 nm)
Lens (200 mm Micro Nikkor)
CCD (TSI, 1000 x 1016 pixel)
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Figure 3.27 - Location of Interrogation Region in Real Space (Dimensions in mm) 
Whilst filling began from the base of the annular cylinder below the optical cavity, data was 
only desired for the time period when liquid was filling the optical cavity itself. This meant 
that data capture began (t=0s) when liquid passed the cavity’s inlet gasket. 
Due to the camera shown in Figure 3.26 not capturing flow at the cavity’s inlet, it was not 
possible to say when the liquid first entered the cavity and so with this camera alone, the 
time datum could not be defined. To solve this, a second camera was used. Frame linked 
with the first camera, the second camera imaged the cavity’s inlet and so provided, to the 
nearest frame, the time datum (t = 0 s). 
When on tilt, liquid would not enter all inlets at the same time. For this reason, in tilt runs 
the second camera would always be watching the lowest inlet, i.e. the first to see liquid. This 
second camera is shown schematically in Figure 3.28, watching one of the four inlets.  
 
Figure 3.28 - Time Datum Camera Arrangement 
Side View
Plan View
Interrogation 
Region
x-axis y-axis
z-axis
Inlet Gasket 
(t  = 0s)
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This methodology meant that error in the temporal domain became a product of the frame 
rate used for image capture. This varied between data runs and will be presented with result 
data. 
Illumination in these data runs was provided by the Nd:YAG laser described in section 3.3.4. 
The 532 nm laser beam was sent through a cylindrical lens providing a light sheet, used to 
illuminate the rig geometry as shown in Figures 3.26 and 3.29. 
To aid camera detection of liquid in the rig a fluorescing dye was added to the water supply: 
Fluorescein 548. When illuminated/pumped with the green 532 nm laser light, this caused 
the liquid to fluoresce, providing yellow light of approximately 570 nm. 
Shown in Figure 3.29 are two 570 nm long-pass filters. These allowed the fluorescence 
through to the cameras but removed all shorter wavelengths, critically in this case the 
532 nm laser light, from taken images. This process removed all image noise in the form of 
laser scatter from the internal surfaces of the acrylic cavity. It also helped reduce background 
white light noise. 
 
Figure 3.29 -  Imaging Hardware Setup (Plan View) With Light Filters 
The laser sheet was delivered to the interrogation region via plain, front coated mirrors. 
Shown in Figure 3.29 is a single mirror used to send the sheet across the entire geometry, 
illuminating both the interrogation region viewed by CCD 1 and the inlet viewed by CCD 2. 
In reality, the inlet and interrogation region were not on the same plane and some secondary 
mirrors were required to split the light sheet, delivering illumination to the inlet and 
interrogation region separately. 
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Also shown in Figure 3.29 is the use of a 200 mm lens on CCD 1 and a 50 mm lens on 
CCD 2. Camera two’s lens was uncritical as its only function was to display liquid at the rigs 
inlet. Camera one, however, needed the relatively long focal length lens.  
When using short focal length lenses to image the interrogation region (CCD 1) the surfaces 
of the rig’s sectional interfaces were being seen and were acting as mirrors. This was 
problematic in that areas of the interrogation region were being obscured by reflections. By 
using the 200 mm lens, it was ensured that light received by CCD 1 from the interrogation 
region was travelling with a low angle of divergence and came almost in parallel with the 
cavity’s sectional interfaces, meaning very little of the mirroring surfaces could be seen. 
This phenomenon is shown schematically in Figure 3.30. 
 
Figure 3.30 - Schematic of Cavity Sectional Interface Reflection Phenomenon 
Note that Figure 3.30 only shows a single sectional interface. As three sections composed 
the rig geometry, there were in fact two surfaces where this phenomenon was an issue. 
The camera’s vantage point determined whether the underside or the top side of the 
interfaces were seen, i.e. which mirroring surface. The camera’s centreline was always set to 
the centre of the interrogation region, which for this region coincided (coincidentally) with 
the middle-top sectional interface, meaning reflections in this case were removed. By using 
the long (200 mm) focal length lens, the “Missing/Erroneous Data Region” shown in 
Figure 3.30 from the bottom-middle sectional interface was minimised.  
 
Reflective Interface 
570nm 
Filter Lens 
Receiving CCD 
Missing/Erroneous 
Data Region 
Problematic Light Path 
Short Focal Length 
(E.G. 50mm) 
Laser Sheet/ 
Interrogation Region 
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Figure 3.31 - Long Focal Length Reduction of Sectional Interface Reflection Error 
Following image capture, a means of converting image data (pixels) into real space 
information (mm) was needed. For this a calibration process was performed. Typically on 
such laser-camera setups reference scale, for example graph paper, may be used by imaging 
it in the interrogation region, counting the pixels between two measurement data lines and 
assuming a constant pixel per millimetre conversion factor across the whole region. 
Unfortunately in this case such a method could not be used. Due to the geometric 
complexity of the optical cavity, light arriving at CCD 1 had undergone considerable 
refraction as it passed through the cavity walls. This caused image distortion and a variable 
calibration factor (pixels per millimetre) across the entire interrogation region. Also, when 
looking through the rig, while the clarity was good, imaging graph paper (blue lines on white 
background) proved unviable due to there not being enough contrast variation to make the 
blue lines identifiable. 
To overcome these issues, a method similar to that used by Elkins et al. (2004) was utilised. 
A custom calibration piece was designed and manufactured which fit precisely into the 
interrogation region, displaying accurate, clearly identifiable spatial data. 
CO2 laser cutting was used to create a black acrylic disk, shaped to the profile of the 
interrogation region. This was achieved using profile data extracted from the CAD geometry 
of the cavity. This disk was then laser etched with small dots spaced 1 mm apart, and larger 
dots spaced 5 mm apart. These etched markings were filled with white paint, providing a 
good contrast difference with the surrounding black acrylic and making them clearly visible 
in the calibration images taken. 
This information is shown pictorially in Figures 3.32 to 3.34. 
 
Reduced Angle of Divergence of Light 
Received from Interrogation Region Minimised 
Missing/Erroneous 
Data Region 
Long Focal Length 
(200mm- Used) 
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Figure 3.32 - Extraction of Profile Data from Cavity's CAD Geometry Enabling Calibration Piece Creation 
 
Figure 3.33 - Application of Spatial Data to Calibration Piece (1 mm spaced small dots, 5 mm spaced large dots) 
 
Figure 3.34 - Laser Cut, Etched and Filled Calibration Piece 
Before use, the calibration piece was analysed metrologically, i.e. the precise locations of the 
spatial data points were assessed as to validate grid accuracy following the laser machining 
process. For this an OGP Smartscope Flash 200 optical measuring device was used, resolute 
to 1 µm. The results of the inspection showed the average spot positioning inaccuracy to be 
+/-0.040 mm. This was communicated to the IPSD CAE team who, using the data for CFD 
validation, were able to insert some error bars on their comparison model. For the purposes 
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of understanding the coolant filling process and variables effecting air entrapment, this 
40 µm inaccuracy was deemed negligible due to being constant throughout runs, hence not 
affecting relationships seen and conclusions drawn.  
With this validated calibration piece, the interrogation region could then be calibrated. 
Example calibration images are shown in Figure 3.35. 
       
Figure 3.35 - Example Calibration Images; LHS Dry/Empty, RHS Wet/Full 
Note that calibration was re-performed every time the camera or rig was repositioned, for 
example between data runs of varying rig inclination/tilt. To illuminate the calibration grid 
for the calibration images, white light sources were used. 
During filling, the medium the interrogation region was viewed through changed. Initially, 
when the cavity was empty, the region would be viewed through air. During filling this 
would change to water (or real coolant depending on the run). This change resulted in 
differing light paths coming from the interrogation region for different fill states. To account 
for this, two calibrations were needed for some runs: one with the rig full of water and one 
with it empty. Examples of both of these have been shown in Figure 3.35. Note the 
difference in appearance of spot locations: due to water’s refractive index being much closer 
to the Acrylic’s, distortion was much less when the rig was full than when it was empty. 
How the two calibrations were used in unison to analyse retrieved filling image data is 
explained shortly in “Data Processing.” 
To apply these calibration images to fill level image data, a Matlab program was written 
within the research group (courtesy of Dr. Edward Long) which read in the calibration 
images, turned them into numeric greyscale data, detected the white markings by their 
intensity classification and logged their pixel location in the image alongside the user input 
real space position of each marking. This information could then be applied to image data, 
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accounting for optical distortion seen when looking through the cavity and providing the 
liquid-air interface position in real space over the filling time period. 
 
Figure 3.36 - Matlab Output after Reading in Image Calibration Information (Dry Calibration) 
Shown in Figure 3.36 is the use of only some of the calibration piece’s spatial information. 
Taken were nine vertical lines spaced 5 mm apart. Result data will clearly show these lines 
as the points of data acquisition within the interrogation region, with each line corresponding 
to real space within the cavity as shown in Figure 3.36. 
It should be noted that while the calibration grid provided spatial data across the 
interrogation region, it also provided a means of aligning the laser sheet and focussing the 
camera on the region; critical aspects of the laser-camera setup. 
  
54.5 59.5 64.5
69.5
74.5
79.5
84.5
89.5
94.5
Millimetre locations from LHS of acrylic rig
54.5 59.5 64.5 
69.5 
74.5 
79.5 84.5 
89.5 94.5 
Millimetre locations from LHS of acrylic rig 
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Data Processing 
With the rig hardware fixed in position and the calibration performed as detailed, data runs 
were then undertaken. An example of some raw image data is shown in Figure 3.37. Shown 
are three frames from across a data run of one hundred. Visible is the fluorescein’s 
florescence only, with all laser light having been filtered out and background white light 
kept to a minimum by using a short camera exposure time. 
 
Figure 3.37 - Example Raw Image Data for a Flat, 2.5 LPM fill rate, No Back Pressure Run 
The number of frames taken over a fill event was limited by the computer hardware being 
used. Image data had to be saved straight to RAM which on the computer in question limited 
the process to one hundred frames when two cameras were working simultaneously. 
Variable fill rates and rig inclinations resulted in a different fill process duration from one 
data run to another. This meant that to maximise the amount of data in each run, utilising as 
many of the 100 frames within the fill time as possible, the frame rate had to be varied. The 
specific frame rate used in a run will be presented alongside the result data and its 
implications highlighted, for example accuracy of the time datum (t = 0 s). 
To process the acquired image data, as with the calibration images, a Matlab program was 
written within the research group (courtesy of Dr. Edward Long) which would read in the 
images, convert pixel intensities into quantitative greyscale values between 0 and 255 and 
read down the pixel values corresponding to each of the 9 calibrated inspection lines. The 
gradient of light intensity values along these vectors was plotted and using appropriate 
limits, the liquid-air interface could be detected and positioned in the image. The interface’s 
pixel location was then compared with the calibration data and the interface positioned in 
real space for that frame. Using loops, all frames in a data run were analysed in this way 
providing numeric quantification of the interface’s real-space position over the filling time 
period. 
A key output of this program was a three-dimensional graphical representation of the 
interface’s position from rig inlet versus time across the 9 vectors in the interrogation region, 
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as demonstrated in Figure 3.38 for a 2.5 LPM run using water with no applied tilt or back 
pressure. This helped highlight whether the program was correctly detecting the liquid-air 
interface and whether the programs intensity thresholds needed changing. If the image 
sequence had been processed correctly, the numeric values founding the graph were 
exported and saved. 
 
Figure 3.38 - Example Graphical Output from Interface Detection Matlab Program 
Stated previously was that for some of the data runs it was necessary to use a mixture of 
calibrations; some wet (liquid filled) and some dry (empty). This was required due to there 
being two liquid-air interfaces in the taken images. These are shown in Figure 3.39. 
 
Figure 3.39 - Example Raw Image Data, Mid-Fill, With Annotation on the Two Visible Interfaces 
Interface 2
Interface 1
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The reason for seeing two interfaces was that the light from the interface took two routes out 
of the optical cavity, as shown in Figure 3.40. Put simply, one interface was a result of 
looking through air in the cavity and the other was a result of looking through liquid. 
As the interface passed the centreline of the camera the two interface lines came together 
and above the centre line only one interface was visible: interface 2, that seen through liquid 
in the cavity. The camera could no longer see the interface through air.  
Below the camera’s centreline the interface seen through air was the correct one to track and 
for this the “dry” calibration was used. Above the camera’s centreline the “wet” calibration 
was used as the interface was being seen through liquid. 
 
Figure 3.40 - Correct Interface Tracking Below the Camera's Centreline 
 
Figure 3.41 - Correct Interface Tracking Above the Camera's Centreline 
 
Camera Centreline 
Interface 2                     
(The false interface 
seen through water) 
Interface 1                     
(The true interface 
seen through air) 
Water 
Air 
CCD 
200mm 
 548nm 
 
Acrylic 
Laser Sheet 
 
“Interface 2”                             
(Now the true interface seen 
through water – interface 1 
can no longer be seen) 
Water 
Air 
CCD 
200mm 
 548nm 
 
Acrylic 
Camera Centreline 
Laser Sheet 
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Note that the camera’s centreline could not be shifted to either the bottom or the top of the 
interrogation region, enabling just one interface to be tracked because: 
1. Reflections from rig sectional interfaces would cause large areas of lost data. 
2. The entire region would not be captured on the imaging chip. 
It was found that in some of the data runs the interface never got above the centreline of the 
camera/interrogation region, so only the dry calibration was needed. In some of the runs, 
however, it was found the interface travelled well above the centreline, for example in some 
of the tilt work. This meant both dry and wet calibrations had to be used/combined.  
This was done by analysing the recorded image data with both wet and dry calibrations, 
comparing the liquid height vs. time graphs and noting the point at which the graphs for each 
calibration intersected. This was typically around the camera’s centreline. Each data set 
could then be trimmed and attached to the other, effectively dividing the image data into two 
sets; approximately into data from below the camera’s centreline, analysed with a dry 
calibration and that above the camera’s centreline, analysed with a wet calibration. 
To ensure the correct interface was detected by the Matlab program, i.e. the top one in every 
case, the triggering intensity limits within the program had to be controlled. If limits were set 
wrongly, the correct interface could be missed and a lower incorrect one picked up. Due to 
the laser sheet lensing as it passed through the acrylic cavity walls, there were several bright 
and dark fringes that could have been misinterpreted as the liquid-air interface if the top 
edge were to be missed. This effect is shown in Figure 3.42. 
 
Figure 3.42 – Example of the Lensing Effect the Acrylic Geometry had on the Laser light 
Laser Light 
Geometry acting as a lens caused light and dark 
fringes across the interrogation region – careful 
programming ensured these were not seen as 
the phase interface. 
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In addition to processing image data, a Matlab program was written to process the liquid 
flow meter’s pulsed output. The flow meter pulse data logger was signalled to start capture 
on the same trigger as image capture, hence pulse data could be trimmed to the precise fill 
period using the known sampling frequency and the 1st frame of fill (t=0 sec), provided by 
camera/CCD 2. The program’s output provided a graph of flow rate versus fill time 
alongside the average flow rate over the whole fill event. It was found that due to liquid head 
height and thus pump back pressure increasing over the filling period, the flow rate dropped 
slightly from that set. It was also found that setting the flow rate using the gate valve was 
very difficult to make repeatable and two runs with the same target flow rate could be 
slightly different. To account for these irregularities, the average logged flow rate for each 
run accompanies the processed data enabling better understanding of repeat run irregularities 
and to improve the validity of CFD comparisons. 
The data acquisition and processing sequence is now described in full. The following section 
presents the results of this process, as applied with a range of control variables. 
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Results 
To recap, the variables under inspection were input flow rate, rig tilt in 2 axis, cavity 
backpressure and filling medium. These variables were put together into a matrix of rig 
interrogations to perform. These runs are shown in Table 3.1. 
Table 3.1 - 2D Interface Tracking Interrogations 
Interrogation Label 
Rig Tilt 
Flow Rates (LPM) 
Back 
Pressures 
(bar abs.) 
Filling 
Mediums            
(all @ 20oC) 
Z- Axis 
(degrees) 
X- Axis 
(degrees) 
1 Flat 0 0 1.3 1.7 2.0 2.5 3.0 1   Water   
2 Tilt +Z +5 0 1.3 1.7 2.0 2.5 3.0 1   Water   
3 Tilt +Z +2.5 0 1.7     2.5   1   Water   
4 Tilt -Z -2.5 0 1.7     2.5   1   Water   
5 Tilt -Z -5 0 1.7     2.5   1   Water   
6 Tilt +X 0 +5 1.7     2.5   1   Water   
7 Tilt -X 0 -5 1.7     2.5   1   Water   
8 Compound Tilt +2.5 -2.5 1.7     2.5   1   Water   
9 Back Pressure 0 0      2.5   1 1.4 Water   
10 Real Coolant 0 0 1.3 1.7 2.0 2.5 3.0 1   Water CAT ELC 
11 Real Coolant & Tilt +5 0 1.3 1.7 2.0 2.5 3.0 1   Water 
CAT 
ELC 
NB – Please refer to Figures 3.18 and 3.19 for tilt references 
The interrogations in Table 3.1 are listed chronologically. Note that after interrogation 2 the 
flow rates being assessed were reduced to the two pivotal ones: 1.7 LPM and 2.5 LPM. This 
was due to flow rate having no effect on the fill event other than a quicker moving fluid 
interface. 
Each interrogation produced a significant amount of data. It would be unfeasible to insert all 
of this here. Rather pivotal graphs and figures are displayed which help explain the stated 
findings. 
Figures 3.43 and 3.44 show example outputs for Interrogation 1. Figure 3.43 shows the 
interface position versus time graph for all 5 flow rates at 74.5 mm from the LHS of the 
acrylic rig. Visible in this graph is the difference in gradient for each flow rate: the higher 
the flow rate the steeper the gradient, or higher the interface velocity. Figure 3.44 shows the 
final interface position for each flow rate across the whole interrogation region. Shown is an 
average of the last 10 recorded readings of interface position for each flow rate. To be seen 
in this graph is the similarity of final interface position for all flow rates, indicating that the 
amount of trapped air in this region was unaffected by flow rate for the assessed range. 
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These findings confirm quantitatively those found in the high speed qualitative videos 
performed previously. 
 
Figure 3.43 - Example graph showing the fill profile for all 5 flow rates at one sampling location in the interrogation 
region (no tilt, no back pressure) – Interrogation One 
 
Figure3.44 - Final Interface Level - 5 Flow Rates - Interrogation One 
Also to be seen in Figure 3.43 are the repeat runs performed for each flow rate, labelled A 
and B accordingly. Repeat runs were performed for every interrogation, helping identify and 
reduce anomalous data and any human error occurring in the execution of a data set. 
These findings of flow rate vs. interface position vs. time remained the same for 
interrogation two, at which point the number of flow rates being used were reduced. All 
further interrogations also confirmed these findings, if at just two flow rates: 1.7 LPM and 
2.5 LPM. 
The main variable found to effect the filling process was rig tilt. Figures 3.45 to 3.51 show 
final interface positions for runs of various rig tilt: interrogations two to eight in Table 3.1.  
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Figure 3.45 - Final Fill Heights, Interrogation Two 
 
Figure 3.46 - Final Fill Heights, Interrogation Three 
 
Figure 3.47 - Final Fill Heights, Interrogation Four 
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Figure 3.48 - Final Fill Heights, Interrogation Five 
 
Figure 3.49 - Final Fill Heights, Interrogation Six 
 
Figure 3.50 - Final Fill Heights, Interrogation Seven 
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Figure 3.51 - Final Fill Heights, Interrogation Eight 
Please note that plots of an unlabelled colour are repeat runs of those labelled. The CAD 
image of the geometry in each figure shows an exaggeration of the tilt being interrogated. 
The effect rig tilt had on the final fill level was fairly intuitive: 
• If the rig was tilted as to elevate the interrogation region and place its position 
relative to the rig’s outlet higher, the final interface level would be lower and more 
air would be trapped in the region; shown in interrogations 2, 3 and 6. 
• If the rig was tilted as to lower the interrogation region and place its position 
relative to the rig’s outlet lower, the final interface level would be higher and less 
air would be trapped in the region; shown in interrogations 4, 5 and 7. 
• Final interface level was always at an angle approximately equal to that of the tilt 
angle relative to the inlet gasket, i.e. the final interface was always parallel with the 
ground. Exceptions to this rule only occurred where the liquid met the cavity wall 
and a meniscus layer effected interface shape. Such exceptions can be seen in 
interrogations 4, 5 and 7. 
In addition to final fill level, rig tilt was also found to affect the interface position versus 
time graph for each interrogation. Taking one point in the interrogation region: 74.5 mm 
from the LHS of the acrylic rig, Figures 3.53 to 3.59 show the fill profile variations resulting 
for different angles of tilt. 
 
Figure 3.52 – Location of Presented Data in Interrogation Region: 74.5 mm from LHS of Acrylic Rig 
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Figure 3.53 – Interface Position vs. Time, Interrogation Two 
 
Figure 3.54 – Interface Position vs. Time, Interrogation Three 
 
Figure 3.55 – Interface Position vs. Time, Interrogation Four 
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Figure 3.56 – Interface Position vs. Time, Interrogation Five 
 
Figure 3.57 – Interface Position vs. Time, Interrogation Six 
 
Figure 3.58 – Interface Position vs. Time, Interrogation Seven 
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Figure 3.59 – Interface Position vs. Time, Interrogation Eight 
As with the final fill level, the effect rig tilt had on the interface position versus time graphs 
was quite intuitive: 
• If the rig was tilted as to lower the interrogation region relative to the cavity inlets, a 
“sloshing” motion would occur, whereby the liquid once passed the rig’s inlet(s) 
would rush into the region, causing a rapid increase in interface level, followed by 
approximately half a second where there was no interface advance. This “pause” 
was generated as other areas of the rig filled to reach the same level as the partially 
filled interrogation region. Following this “pause,” the fill height then increased at a 
slower more constant rate to the final fill level for that interrogation. This effect is 
shown in interrogations 4, 5 and 7. 
• If the rig was tilted as to raise the interrogation region relative to cavity inlets, the 
effect was to delay the time taken for liquid to reach the interrogation region and for 
the interface’s velocity, once detected, to be very steady/constant until the final 
interface level was reached. This is shown in interrogations 2, 3 and 6. 
• Compound tilt performed in interrogation 8 displays a mixture of both of these 
trends. 
In Figures 3.53 to 3.59 some discrepancies between repeat runs become apparent. In most 
this is a difference in gradient/interface velocity. As mentioned previously, the stated flow 
rates were the target flow rates, not always the actual flow rates observed. Table 3.2 
provides the actual flow rates for interrogations one to eight, as provided by the flow meter 
pulse data logger. These can be referenced to previous graphs to understand repeat run 
gradient deviation. Also provided in Table 3.2 are the frame rates used in each data run and 
their induced time domain errors; see methodology for detail of this relationship. 
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Table 3.2 - Actual Flow Rates for Interrogations 1-8 with Respective Time Domain Errors 
Interrogation Label 
  
Target Flow Rates (LPM) 
1.3 1.7 2.0 2.5 3.0 
Run A Run B Run A Run B Run A Run B Run A Run B Run A Run B 
1 Flat 
A
ct
ua
l F
lo
w
 R
at
es
 (L
PM
) 
1.25 1.24 1.66 1.72 1.98 2.02 2.41 2.47 2.92 2.91 
2 Tilt +Z 1.28 1.31 1.74 1.67 1.96 1.98 2.39 2.41 2.75 2.83 
3 Tilt +Z   1.86 1.69   2.47 2.41   
4 Tilt -Z   1.62 1.75   2.5 2.56   
5 Tilt -Z   1.66 1.7   2.43 2.44   
6 Tilt +X   1.52 1.39   2.47 2.66   
7 Tilt -X   1.72 1.67   2.93 2.92   
8 Compound Tilt   1.75 1.65   2.59 2.46   
Frame Rate Used (fps) 5 5 8 10 12 
Time Domain Error (+/- Sec) 0.20 0.20 0.13 0.10 0.08 
 
Another deviation to be seen between some repeat runs is in final interface height. Where 
this was the case, a third run was always performed (not shown) to identify which of the two 
runs was spurious. Through this process it became apparent that it was not through human or 
process error that interface heights were different, rather it was caused from the poor 
repeatability of the fill process itself. This difference in fill height for runs of the same input 
parameters was highlighted to the IPSD CAE team who were able to increase the data error 
bars on their CFD comparison model. The main example of this is in Interrogation Four; 
Figure 3.55, where there is 2 mm difference in the final interface height for the 1.7 LPM 
runs. 
The last two interrogations performed were those looking at back pressure and real coolant 
effects. The purpose of these interrogations was to gain an understanding of whether/how 
these variables affected the fill event and/or the amount of trapped air observed. It was found 
that the fill process was unaffected by either variable. Figures 3.60 and 3.61 show the 
interface vs. time graph and the final interface position graph for data runs with variable 
back pressure: Interrogation 9. 
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Figure 3.60 – Interface Position vs. Time, Interrogation Nine: Variable Back Pressure 
 
Figure 3.61 - Final Fill Heights, Interrogation Nine: Variable Back Pressure 
Shown in Figures 3.60 and 3.61 are back pressure data runs titled “Original” and “New.” In 
order to quantify any difference rig back pressure imposed on the fill event, data was 
compared to data runs of no back pressure. No back pressure data was taken from previous 
interrogations titled “Original,” and re-performed data runs, titled “New.” These new runs 
were performed to assess the reproducibility of data acquisition, given the rig had been re-
setup since the original runs were performed.  Also note that the term “Max. BP” referred to 
the maximum back pressure achievable given the supply pump’s outlet pressure, which was 
1.4 bar; well in excess of that seen in any real engine geometry during filling. 
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The data shows that back pressure had no effect on the fill event, either in final fill level or 
interface position vs. time. It also shows that the data acquisition process was very 
reproducible, with repeat run deviation being minimal and within the repeatability of the fill 
process itself. 
Interrogations performed looking at real coolant effects are displayed with the same format: 
runs with real coolant are compare with “Original” and “New” runs which were performed 
with just water. For these interrogations two angles of tilt were assessed: flat (no tilt) and +5o 
z-axis tilt. Multiple flow rates were also assessed, validating previous trends regard flow rate 
vs. interface movement. Data from these runs is shown in Figures 3.62 to 3.65. Specific flow 
rates are provided in the data labels on each graph. 
 
Figure 3.62 – Interface Position vs. Time, Interrogation Ten: Variable Filling Medium 
 
Figure 3.63 - Final Fill Heights, Interrogation Ten: Variable Filling Medium 
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Figure 3.64 – Interface Position vs. Time, Interrogation Eleven: Variable Filling Medium 
 
Figure 3.65 - Final Fill Heights, Interrogation Eleven: Variable Filling Medium 
Data in Figures 3.62 to 3.65 shows that the use of real coolant, i.e. Cat Extended Life 
Coolant, induced no change to pre-existing fill data using just water. Confirmed by this data 
are several observations made previously: 
• Final interface height is unaffected by flow rate. 
• Interface velocity is proportional to the flow rate. 
• Tilt effects the fill strategy and final interface level as outlined previously. 
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Conclusions to Interface Tracking Data 
• For the range of flow rates considered typical in the coolant filling process, the 
amount of trapped air in the observed region remains constant: 
o Final interface height was the same for all flow rates at a fixed angle of tilt. 
o No correlation could be determined from the slight variations seen. 
• The velocity of the liquid-air interface during filling was proportional to the input 
flow rate: the higher the flow rate the greater the velocity. 
o Higher input flow rates resulted in a steeper gradient in the interface 
position vs. time graphs. 
• The amount of air trapped in a specific region is a product of the region’s position 
relative to the cavity’s outlet. The higher its position the more air it will trap. This 
was taken from: 
o Rig tilt inducing the largest change in final fill levels, i.e. the raising and 
lowering of the interrogation region relative to the cavity’s outlet. 
o The higher the interrogation region relative to cavity outlet, the lower the 
final interface height, indicating more trapped air in the region. 
• Rig tilt affected interface movement in the observed region over the fill event: 
o The profile of the interface position vs. time graph varied depending on the 
angle of tilt. 
o There were two typical trends seen. They transitioned around the zero tilt 
point: whether the observed region was above or below the nearest inlet. 
These trends are described in the results section. 
• A strange anomaly was observed in interrogations 4, 5 and 7: the final interface 
level was not flat. It is believed this was due to wall meniscus effects. 
• Data obtained is realistic of the actual fill event in an engine’s cooling system. 
o The fill event on an actual engine sees back pressure on the analysed cavity 
due to downstream geometry. This variable was analysed in some repeat 
data runs and shown to have no effect on the fill process. 
o The fill event on an actual engine uses real coolant; a mixture of water and 
ethylene glycol. Several repeat runs were performed using Cat Extended 
Life Coolant as the filling medium. These runs showed no change from 
filling data obtained using just water, proving all existing data to be realistic 
of the on-engine scenario. 
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Error Sources 
Process specific errors have been highlighted previously when appropriate to the work being 
described. The following summarises these and provides an approximation where possible. 
Time Series: see Table 3.2. 
Spatial Information: 
• Calibration Error: 
o Laser etching of spatial marks on calibration piece. Obtained using an OGP 
Smartscope Flash 200 optical measuring device, this error was measured as 
+/- 0.040 mm. 
o Calibration piece positioning in the optical cavity. This was quantified by 
comparing a fixed point in the optical cavity with a point on the calibration 
piece between various data runs (separate calibration images). Whilst this 
process did not provide the absolute error in calibration piece position from 
defined datums, it did indicate the repeatability of positioning the piece in 
the optical cavity between data runs. The fixed point used in the cavity was 
a defect/mark on the surface of the cavity wall. This was compared with a 
local calibration data point as shown in Figure 3.66 and gave an error of 
+/- 2 pixels. An average of 19 pixels per millimetre was taken to present this 
in real space terms and provided a repeatability error of +/- 0.1 mm. 
 
Figure 3.66 – Calibration Piece Positioning Repeatability 
Cavity        
Wall      
Surface
Defect
Pixel distance (n) compared between calibration images.
5 images compared showing average variance of 2 pixels.
n
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• Optical (Digital Image Processing) Error: 
o Detection and positioning of calibration spatial data. The Matlab program 
detected the centroid of etched calibration points by finding the centre of 
their intensity mass. Locations were provided to integer pixel values, so 
centroid position error was approximately +/- 0.5 pixels. Taking an average 
of 19 pixels per millimetre gave a real space error of +/- 0.03 mm. 
o Detection and positioning of the liquid-air interface. The top edge of the 
rising liquid was detected by measuring the intensity gradient down a data 
image. When a rapid change of intensity occurred, for example the liquid-air 
interface, this provided a gradient spike. Spikes were thresholded to ensure 
the correct interface was detected. The position of a spike/the liquid-air 
interface was provided to an integer pixel value, resulting in an error of 
approximately +/- 0.5 pixels. Taking an average of 19 pixels per millimetre 
gave a real space error of +/- 0.03 mm. 
• Total Spatial Error: 
o This was approximated by summing each error value in its quadrature, thus 
accounting for the independence of each error source: 
�0.042  +  0.12  + 0.032  + 0.032  =  +/− 0.116 𝑚𝑚 
Flow Rate: 
• Manufacturer supplied flow meter error was +/- 3% of a reading. For each target 
flow rate this gave an error of: 
o 1.3+/- 0.04 LPM. 
o 1.7+/- 0.05 LPM. 
o 2.0+/- 0.06 LPM. 
o 2.5+/- 0.08 LPM. 
o 3.0+/- 0.09 LPM. 
• Data averaging. The flow rate fluctuated over the filling time period due to varying 
fluid head height and pump outlet irregularities. Flow rate figures provided in 
Table 3.2 are averages for the flow rate data over each data run. 
Rig Tilt: 
• Rig tilt was set by measuring the height of each corner of the tilting stand using a 
Vernier height gauge, accurate to +/- 0.02 mm and applying trigonometry. 
• Using this gauge error and the length of each side of the tilting table 
(325 x 215 mm), error in each axis of tilt was calculated: 
o Z-axis: +/- 0.0070. 
o X-axis: +/- 0.0110. 
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Back Pressure: 
• This was measured using a pressure transducer of rated range 0 to 5 bar, absolute. 
OEM stated error for this was <0.3% full scale. Thus maximum error was 
+/- 0.015 bar.  
Other: 
• Human Error: 
o Aspects such as re-assembling the rig after cleaning and the possible 
geometric alterations incurred. 
• Realised rig geometry vs. CAD: 
o Average deviation measured as + 0.193 mm / - 0.092 mm, using an optical 
line scanner coupled to a Faro arm. 
• Other domain deviations from the CAD geometry being used for CFD analysis: 
o Rubber gasket thicknesses at cavity inlet and nozzle inlet at base of 
cylindrical region. 
Whilst recognised as potential sources of error, these were considered negligible relative to 
the other, quantified errors. 
 
 
 
 
Comments on Data Error: 
Shown in result data are repeat runs where control variables were kept constant to assess fill 
process repeatability. In some cases, interface position between repeat runs deviated by as 
much as 2 mm. 
The summation of quantified error sources falls well below 2 mm, thus data 
acquisition/processing error cannot be held accountable for the total deviation seen between 
repeat data runs. This deviation has been attributed to variability inherent to the fill process 
itself and that likely to occur in a real engine undergoing coolant filling. It has been 
suggested that should the numerical model’s outputs fall within 2 mm of the empirical data, 
it should be within the acceptance criteria.  
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3.4.4 Particle Image Velocimetry (PIV) of Filling 
In addition to the interface tracking data, a well established form of CFD validation is 
through fluid velocity comparison. This section describes work performed gathering liquid 
phase velocity data during the coolant filling process. The technique used for this was 
particle image velocimetry (PIV), a well established empirical technique used for measuring 
fluid velocities unobtrusively/optically. 
Hardware Setup and Methodology 
PIV, while well established, is a complex technique and one which requires a good 
understanding in order to implement successfully with minimum error. Chosen for use was 
the single camera PIV system described in section ‘3.3.4 Imaging Hardware.’ 
To make the acquired data as useful as possible, it was taken from within the same region as 
the interface tracking work. This acted to both validate previous data and provide further 
understanding about the filling process in the region. Unlike the custom Matlab code used 
during interface tracking, the PIV software in use; INSIGHTTM by TSI, did not allow for 
optical distortion in raw image data. This proved problematic when imaging through the 
geometrically complex cavity walls and resulted in only a 5x5 mm region being interrogated 
where it was found there was minimal distortion. This 5x5 mm region is displayed in 
Figure 3.67 in red and in Figure 3.68 relative to the datum axes.  
Whilst it would have been possible to post-process data outside of INSIGHTTM to account 
for and map out the optical distortion using the calibration grid described in the interface 
tracking methodology, this is a process fraught with errors, particularly in areas of 
compressive distortion where to correctly remap an image new pixels would need creating 
and interpolating. Additionally, due to rig sectional interfaces causing reflections and lost 
data in thin horizontal bands across images: see Figure 3.68, even with a distortion-corrected 
image, particle displacement data would still have been lost. Thus it was decided to avoid 
attempting a larger, distortion corrected interrogation region. 
The PIV hardware arrangement was very similar to that used during interface tracking. The 
laser source used for single pulse illumination previously was used for dual pulse 
illumination during PIV, providing the two frames required for cross-correlation.  To detect 
when liquid first entered the cavity and so define the time datum (t=0 s), a second camera 
was again used, imaging one of the cavity’s four inlets. This resulted in PIV data having the 
same time domain error as interface tracking data: 1/frame rate. Figure 3.67 provides a 
schematic of the hardware arrangement for the PIV data runs. Note that the second, time 
datum camera has been excluded from this. 
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To ensure the chosen interrogation region had a low level of optical distortion and so a 
constant calibration factor (pixels per millimetre), the region was analysed quantitatively. 
The calibration piece used in the interface tracking work (Figure 3.68) was again imaged in 
the cavity with the 5x5 mm region magnified. Matlab was used to detect the spatial data in 
the 5x5 mm region and to quantify the deviation between spot positions. Note that only the 
‘wet’ (full cavity) calibration image was needed as it was just the liquid phase being tracked, 
i.e. only light received from below the liquid-air interface was being analysed. See 
Figures 3.40 and 3.41 for more information about why this was important. 
The outcomes of this process were average pixel per millimetre values in the x and y axes 
with a maximum and minimum deviation. This data is provided in Table 3.3. 
 
Figure 3.67 – Schematic of PIV Hardware Setup and Interrogation Region (in red) 
 
Figure 3.68 – Wet/Full Calibration Image with Labelled PIV Interrogation Region 
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Top Acrylic Section of Cavity
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Table 3.3 – PIV Calibration Factor Uncertainty 
 
Uncertainty in calibration factor relates directly to uncertainty in PIV velocity data. Thus the 
deviations shown in Table 3.3 apply to velocity data presented later in this chapter. Whilst 
some of this uncertainty is attributed to optical distortion when imaging through acrylic 
cavity walls, also accountable are the errors accrued through the calibration piece’s 
manufacturing process and the subsequent digital image processing (DIP) in Matlab. 
Calibration factors input into the INSIGHTTM software were taken from the Matlab study of 
the calibration piece and were 0.014 mm/pixel in the x-axis and 0.015 mm/pixel in the 
y-axis; the inverse of the mean pixel per millimetre values provided in Table 3.3. For 
processing result image pairs, they were divided into 16x16 pixel interrogation windows for 
cross-correlation. Based on each window being provided a single velocity vector, this 
resulted in approximately 470 velocity values over the 5x5 mm region at 0.23 mm intervals 
per image pair. Image pairs were captured at a rate of 10 Hz, providing velocity field data 
every 0.1 seconds over the fill event. 
The filling medium used was tap water at room temperature: approximately 20oC. This was 
seeded with glass microspheres sized 30-50 μm. The range of input variables assessed was 
much reduced from the interface tracking work. Assessed were just two flow rates: 2.5 LPM 
and 3.0 LPM at a single angle of tilt: flat (zero tilt). Repeat runs were performed for each 
flow rate, providing an understanding of process repeatability and enabling the detection of 
any clearly anomalous/erroneous data. 
Variables of back pressure and filling medium were not assessed due to them having no 
influence on the fill event in previous interface tracking data. Geometry tilt was not assessed 
due to project time constraints and the thorough tilt study already undertaken in the interface 
tracking work. 
 
 
Axis Mean Number of Pixels per Millimetre Deviation
+1.5%
-2.1%
+1.9%
-2.6%
X
Y
71
68
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Results 
The output of the PIV study was a series of velocity vector field plots with accompanying 
raw data. Each plot corresponded to a cross-correlated frame pair, which were taken every 
0.1s during a data run. 
Due to the interrogation region’s base being 25.5 mm from the cavity’s inlet gasket, there 
was a significant amount of run time when there was no data available for capture due to 
liquid not having reached this level. The vector plots provided are from when liquid first 
appeared in the interrogation region, several seconds since the liquid passed the cavity inlet 
gasket and the data run began. The reason for the time series not starting from when liquid 
appeared in the interrogation region was to make the time series and fill level comparable 
with that in the interface tracking data. 
The image sequence shown in Figure 3.69 provides the vector plots associated with a single 
2.5 LPM data run. 
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Figure 3.69 – Montage Image Sequence for 2.5 LPM PIV 
4.7s 4.8s
4.9s 5.0s
5.1s 5.2s
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Figure 3.69 – Montage Image Sequence for 2.5 LPM PIV 
5.3s 5.4s
5.5s 5.6s
5.7s 5.8s
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Figure 3.69 – Montage Image Sequence for 2.5 LPM PIV 
5.9s 6.0s
6.1s 6.2s
6.3s 6.4s
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The data shown in Figure 3.69 is in good agreement with interface tracking data for 
2.5 LPM at zero tilt, shown in Figures 3.43 and 3.44: 
• Interface position vs. time is the same. 
• Final interface height is the same. 
In addition, the PIV data shows liquid flow direction and velocity magnitude during 
different stages of the fill event: 
Initially, flow direction was to the left of the interrogation region away from cavity’s outlet 
(time 4.7 s – 5.0 s). This implies that geometry to the left of the region was being filled. This 
finding agrees with interface tracking data which showed interface movement in areas to the 
left of the region at this time. Velocity magnitude was relatively low at this stage of the data 
run, typically less that 0.016 m.s-1. 
At 5.1 s a reversal in flow direction was observed as the final interface level was reached. At 
5.2 s to 6.4 s the flow travelled to the right, towards cavity outlet. Velocity magnitude 
peaked at approximately 0.040 m.s-1, just after the flow reversal (time 5.4 s and 5.5 s). This 
suggests a ‘rush’ of liquid occurred from the filled geometry to the left of the interrogation 
region towards the cavity’s outlet. 
Between 5.7 s and 6.4 s an equalisation of velocity magnitude occurred across the region, 
with fewer localised high/low values. During this time the final liquid-air interface appeared 
to oscillate. This finding also agrees with the interface tracking data which showed an 
inconstant final interface level. 
 
 
The image sequence shown in Figure 3.70 provides the vector plots associated with a single 
3.0 LPM data run. 
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Figure 3.70 – Montage Image Sequence for 3.0 LPM PIV 
3.9s 4.0s
4.1s 4.2s
4.3s 4.4s
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Figure 3.70 – Montage Image Sequence for 3.0 LPM PIV 
4.5s 4.6s
4.7s 4.8s
4.9s 5.0s
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PIV data presented in Figure 3.7 for a 3.0 LPM flow rate agrees well with the trends 
identified for 2.5 LPM data, in that liquid flow direction is the same over the course of the 
fill event. The differences between the data sets are intuitive: 
• 3.0 LPM data is quicker to reach the final interface level. 
• 3.0 LPM data sees higher liquid phase velocity magnitudes. 
The 3.0 LPM PIV data also agrees well with the interface tracking data for 3.0 LPM at zero 
tilt; see Figures 3.43 and 3.44. 
It should be noted that repeated runs were very similar to those shown, indicating a good 
repeatability in the fill event regards flow direction and velocity magnitude. This is a trend 
not observed in the interface tracking data which showed the fill event to be quite 
unrepeatable in some cases. 
Conclusions to PIV Data 
PIV data shows the fill event to be an intuitive process, with liquid flowing into regions 
being filled at a velocity magnitude proportional to that of the inlet flow rate. 
Given the small size of the interrogation region, it was hard to obtain a clear picture of 
surrounding flow structures. This would be especially interesting during flow reversal, when 
filling ended and flow turned towards the cavity’s outlet. Given the interrogation region was 
not on a direct route from rig inlet to outlet, there must have been a re-circulating flow in the 
area around the interrogation region, creating the observed movement once filling ended. An 
understanding of this recirculation region could be very valuable, helping identify factors 
affecting the liquid’s interaction with the trapped air pocket. If such geometric and inlet flow 
parameters could be identified, it may be possible to define ways of reducing the amount of 
trapped air during filling and/or better facilitate its removal post fill: 
• Liquid drag on trapped air could be increased, helping pull it towards the outlet. 
• Liquid could be impinged on trapped air in such a way as to displace it and carry it 
away. 
Whilst only over a small region, the data still supplied a valuable means of validating CFD 
code of the fill event. It provided fluid flow direction at different fill times and respective 
velocities. The effect of input flow rate on localised liquid velocities is also shown. Each of 
these is an important aspect of the fill event which previous data does not provide. The use 
of such data for CFD validation will give additional confidence in model outputs. 
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PIV Error Sources 
A large amount of previous research regarding the PIV process has been dedicated to 
identifying and minimising process errors (Putman 2011, Anandarajah 2005). It has been 
shown that seeding material size, density and homogeneity, light sheet thickness and 
uniformity, the time interval between laser pulses and data processing/correlation routines 
can all introduce considerable errors in velocity data if incorrectly defined. 
Raffel et al. (2007) specified that the absolute measurement error in the estimation of a 
single displacement vector (εtot) using PIV is composed of two error types: bias error (εbias) 
and random error (εrms). 
 𝜀𝑡𝑜𝑡 =  𝜀𝑏𝑖𝑎𝑠 +  𝜀𝑟𝑚𝑠 [3.1] 
Bias errors are those which skew results by a fixed amount away from a true value and are 
generally resolved by using data offsets and/or by altering data analysis routines. Random 
errors are much harder to resolve and remain in data as uncertainty.  
PIV errors often have their roots in the experimental setup and can be limited by good 
experimental practice and planning. It is believed that a well conducted PIV study can result 
in an error of less than +/- 4% in derived velocity data (Adrian 1997).  
Parameters recognised for effecting PIV error were provided by Raffel et al. (2007) and 
included: 
• Particle size and image diameter. 
• Particle image shift. 
• Data filtering. 
• Displacement gradients. 
• Particle image density. 
• Out-of-plane motion. 
• Background image noise. 
This section describes these errors, methods of their minimisation and quantifies them for 
the current study.  
Note that each error source is discussed in some depth and the full quantification process is 
explained with the aim that in later chapters, when PIV error is stated, the reader can refer to 
this section for an understanding of how it was derived. 
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Particle Size and Image Diameter 
Discussed in Chapter Two was the requirement of PIV seeding particles to be both small 
enough to follow the flow faithfully and large enough to scatter adequate light for 
observation by recording optics. The optimum size of a seeding particle may be determined 
through mathematical analysis of viscous drag forces acting on a particle and its resulting 
dynamic response to flow fluctuations versus its light scattering characteristics 
(Raffel et al. 2007). 
In the current study glass micro-sphere seeding sized 30-50 µm was used to trace a flow of 
low velocity water (Expancel 551DE40d42). Using Stoke’s Drag Law and the equation of 
motion for a particle of known radius, it is possible to define the viscous force acting on this 
particle size range when dispersed in a flow of water. This can then be used to determine 
particle frequency response to changes in the water’s velocity. Whilst neglecting shear 
effects and centrifugal forces, such analytical studies provide an indication of seeding 
particle suitability in a fluid flow application. For most purposes, if mean particle velocity is 
within 0.1% of local mean liquid velocity, seeding size is deemed acceptable. The size of 
particle required to satisfy this response can be defined as (Drain 1980): 
 𝑎𝑝2 < 0.1µ𝑓𝑙𝑢𝑖𝑑𝑓𝑢𝜌𝜌𝑝  [3.2] 
Where ap is the particle radius (m), fu is the maximum frequency response of the 
particle (Hz), µfluid is the viscosity of the fluid: water (Pa.s) and ρp is the density of the 
seeding material (kg.m-3). Using constants provided in Table 3.4 the maximum frequency 
response of particles at the two extents of the used size range: 30 to 50 µm, were determined. 
Table 3.4 – Seeding Particle Density and Dynamic Viscosity of Water 
 
• Particle Diameter of 30 µm: 
𝑓𝑢 < 0.1�µ𝑓𝑙𝑢𝑖𝑑𝑎𝑝2𝜌𝜌𝑝 � = 0.1 � 0.001002(0.000015)2 𝑥 42� = 10603 𝐻𝑧 
• Particle Diameter of 50 µm: 
𝑓𝑢 < 0.1�µ𝑓𝑙𝑢𝑖𝑑𝑎𝑝2𝜌𝜌𝑝 � = 0.1 � 0.001002(0.000025)2 𝑥 42� = 3817 𝐻𝑧 
Property Value Unit 
Particle Density (ρp) 42 +/- 4 kg.m-3 
Viscosity of Water at 20oC (µfluid) 0.001002 Pa.s 
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For the current study assessing a small 5x5 mm region in which a slow, steady liquid flow 
was eminent, such frequency response was deemed well in excess of that needed. 
The second requirement of a tracer particle is to scatter enough light to enable its location to 
be accurately detected and cross-correlated between frames. The manner in which a particle 
scatters light affects its appearance/size in taken images. A particle’s image size is a metric 
which relates directly to PIV measurement uncertainty. Raffel et al. (2007) provided that the 
optimum particle image diameter is slightly over two pixels, determined through Monte 
Carlo simulations of particle image diameter versus uncertainty in particle displacement. 
Raffel et al. (2007) explained that as a particle’s image diameter becomes too small its 
centroid/position cannot be accurately determined. The method of finding a particle image’s 
centre is to a fit a curve, typically Gaussian, to its intensity profile and find the curve’s peak. 
If there are not enough intensity values/pixels across a particle image this process becomes 
erroneous and particle displacement values tend towards integers in a phenomenon known as 
peak locking, which results in a loss of sub-pixel resolution. Peak locking introduces severe 
bias error to PIV data and is most commonly avoided by increasing particle image diameter. 
Raffel et al. (2007) defined particle image diameter (di) as a product of a PIV systems 
diffraction limited particle diameter (ddiff), physical particle diameter (dp = 2ap) and image 
magnification (M0), as shown in Equation 3.3. 
 𝑑𝑖 = �(𝑀0𝑑𝑝)2 + 𝑑𝑑𝑖𝑓𝑓2  [3.3] 
The diffraction limited particle diameter is further defined by Equation 3.4. 
 𝑑𝑑𝑖𝑓𝑓 = 2.44 (1 + 𝑀0).𝐹#.𝜆𝑙𝑎𝑠𝑒𝑟 [3.4] 
Where λlaser is the wavelength of the laser light (m) and 𝐹# is the ratio of focal length, FL (m), 
to the aperture diameter, da (m), such that: 
 𝐹# = 𝐹𝐿
𝑑𝑎
 [3.5] 
Image magnification (M0) is defined as the ratio of imaging array size, Ac (m2), to the 
imaged area size, Ai (m2), such that: 
 𝑀0 = 𝐴𝐶𝐴𝑖  [3.6] 
The diffraction limited particle diameter is the smallest image a particle can create on an 
imaging chip for a given optical setup. Above the diffraction limit, particle image 
diameter is directly proportional to physical particle diameter. Below the diffraction limit, 
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this proportionality is lost and whatever the physical size of a particle, it will always appear 
the same size (ddiff) on the imaging chip. This relationship is shown in Figure 3.71. 
 
Figure 3.71 – Particle Image Diameter Versus Physical Particle Size 
In most PIV setups it is found physical particle size has to be so small as to follow the flow 
faithfully that when imaged, the diffraction limited particle diameter governs the particle 
image diameter and the (𝑀0𝑑𝑝)2 aspect of Equation 3.3 becomes negligible. This was not 
the case in the current study, however. 
Due to using considerable magnification of the 5x5 mm region and a large physical particle 
size relative to many other studies, for example those analysing air flows which require 
much smaller particles, typically less than 1 µm diameter, to follow the flow, it was found 
that this study was not diffraction limited, i.e. in Figure 3.71 it was operating in the region of 
proportionality. 
Table 3.5 provides the imaging setup parameters used during this study, the resulting 
diffraction limited particle diameter and particle image diameter. 
Whilst the nominal particle image diameter obtained was 4.2 pixels, slightly greater than the 
optimal 2 pixels (approx.), Raffel et al. (2007) provided data showing the increased data 
uncertainty of this to be less than 0.007 pixels, approximately 0.015 pixels in total. Given the 
70 pixels per millimetre calibration factor (approx.), this indicated particle image size in this 
study to contribute a particle displacement uncertainty of +/- 0.000214 mm. 
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Table 3.5 – Coolant Filling PIV Optical Setup Parameters 
 
Particle Image Shift 
Also outlined in Chapter Two was the importance of optimising particle displacements/ 
image shift between cross-correlated image pairs to improve the detection and tracking of 
particles. If particles move too far between successive images, they may move between 
interrogation regions or out of the illuminated plane resulting in them being lost. New 
particles may also appear in the interrogation region which cannot be correlated with the 
first frame. These issues result in an increased cross-correlation uncertainty and so in the 
derived x and y particle displacement and velocity values. 
To minimise particle image shift uncertainty, a general rule of thumb is to keep particle 
displacement below one quarter of the interrogation region. In this study interrogation 
regions sized 16x16 pixels were used meaning the time between frames, dt, was set to obtain 
particle displacements of approximately 4 pixels. Note that between data runs, due to the 
increase in flow rate: 2.5 LPM to 3.0 LPM, time dt had to be reduced to maintain this 4 pixel 
particle image shift. Setting dt was a process of trial and error during data acquisition. The 
final particle image shift obtained for the two PIV data runs is provided in Figure 3.72. 
Note that in some investigations velocity variations across the imaged field of view can 
result in such a small particle displacement being unfeasible. This is because in low velocity 
areas there may not be enough particle movement to resolve velocity, but by elongating dt to 
mitigate this, in high velocity regions particles may be lost. In such cases larger interrogation 
regions are required so that greater particle displacements may be used without the loss of 
particles in areas of high velocity. This, however, results in a reduced velocity data spatial 
resolution and can cause increased error from displacement gradients as discussed shortly. In 
Parameter Value
Magnification (M0) 1.464
Physical Particle Diameter (dp) 4 x 10-5 +/- 1x10-5 m
F# 4
Diffraction Limited Particle Size (ddiff) 1.28 x 10-5 +/- 1.4 x 10-5 m
5.99 x 10-5 +/- 1x10-5 m
4.20 +/- 1 Pixel
m
Imaging Array Size (Ac) 3.076 x 10-4
Imaging Area Size (Ai) 2.101 x 10-4
Unit
m2
m2
Laser Wavelength (λlaser) 532 x 10-9
Particle Image Size (di)
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the current study due to the range of velocities in the field of view being small, the 16x16 
pixel interrogation region size and 4 pixel particle displacement was feasible. 
 
Figure 3.72 – Particle Image Shift: Frequency for Average Filling Vector Fields 
Data supplied by Raffel et al. (2007) suggested that a 4 pixel particle image shift in a 
16x16 pixel interrogation region would create an approximate +/- 0.05 pixel error which for 
the 70 pixel per millimetre calibration factor (approx.) in the data at hand created a particle 
displacement uncertainty of +/- 0.000714 mm. 
Data filtering 
The occurrence of spurious velocity vectors and noise is often unavoidable, especially close 
to flow domain walls or phase interfaces where unwanted light scatter and image distortion 
can occur. To minimise this noise result data may be statistically filtered, for example by 
localised median or average filtering. Despite reducing anomalous data, this inevitably 
results in error through data estimation. In the current study data averaging was avoided to 
ensure any correctly detected velocities were not altered. Instead, velocity thresh-holding 
was used to remove spurious vectors. Resulting data holes were then filled by interpolation. 
Whilst this method still created estimated data, it did not affect change in any of the 
correctly deduced velocity values as average or median filtering may have. 
In each presented data run: 2.5 LPM and 3.0 LPM, the ratio of estimated/interpolated data to 
measured data was always below 25%. 
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Displacement Gradients 
As discussed, PIV is based on the discretisation of an imaged area into interrogation regions, 
each of which is then statistically analysed / cross-correlated to provide a spatially averaged 
velocity value per region. If all particles in an interrogation region are moving with the same 
velocity, this spatial averaging will incur minimal error. If there are velocity gradients 
present, however, as occur in most real flows, they will not be represented in the single, 
averaged velocity value and error may occur. 
The best example of this error is provided in the case of a vortex, where in a localised region 
a particle’s velocity will vary through 360 degrees. If the radius of a vortex is of a similar 
order to interrogation region size, this circular flow structure will not be shown in result 
data, given the spatial resolution is not great enough. Additionally, displacement gradients 
within each interrogation region will contribute significant error to their averaged velocity 
values. This is incurred as follows: 
During cross-correlation particle image intensities are compared by being overlaid on one 
another and when there is a correlation peak, i.e. when particle image patterns in the two 
cross-correlated regions are most closely matched, the x and y axis displacements from one 
image to the next to achieve the correlation are logged. If particle displacement gradients 
exist across an interrogation region, however, i.e. one particle moves further or in a different 
direction to another, the matching of particle image intensities will lose precision and the 
correlation peak will be less discernible. The error begins in a phenomenon known as peak 
spreading, in which the Gaussian correlation peak begins to widen. If the displacement 
gradient is large enough a phenomenon known as peak splintering occurs, where several 
correlation peaks exist, i.e. there are multiple positions at which particle image pairs are 
optimally matched. The highest peak is typically selected but given this may be biased 
towards more intense particle images, it can create severe error in the measured/mean 
displacement values. 
Uncertainty in PIV velocity data as a product of displacement gradients is extremely hard to 
determine. Lawson (1995) defined a semi-empirical relationship, Equation 3.7, which 
provides an estimation of this uncertainty (𝜎𝐸). 
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Where 𝑉0 is the fluid velocity magnitude at the centre of the interrogation region (m.s
-1), N is 
the number of particles in the interrogation region, L is the length of the interrogation 
region (m), W is the width of the interrogation region (m), u is the x-axis velocity 
component (m.s-1) and v is the y-axis velocity component (m.s-1). 
Equation 3.7 may be applied to a singular interrogation region to determine particle 
displacement gradient error as a percentage the region’s mean displacement value. To aid 
reader understanding, Figure 3.73 provides the layout of a typical interrogation region grid 
and the key variables in such an analysis. Note that in applying Equation 3.7 it is necessary 
to compute a velocity gradient in a third, z-axis (∂ 𝑢
∂ 𝑧
 and ∂ v
∂ 𝑧
 ) which Lawson (1995) 
supplied can be achieved by averaging the gradients calculated in the x and y axes. 
 
Figure 3.73 – Interrogation Region Grid with Key Variables for Understanding Particle Displacement Gradient Error  
To apply Equation 3.7 to an entire imaged region or indeed over a sequence of image pairs, 
such as acquired in data sets, averaging of interrogation region uncertainty values is 
required. Using parameters shown in Table 3.6, average uncertainty values from across the 
2.5 LPM and 3.0 LPM filling data runs were calculated using Matlab. 
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Table 3.6 – Displacement Gradient Error Calculation Constants 
Variable Value Comments 
N 5 
See Particle Image Density Error for why 
this value was selected 
W 16 Pixels 
71 Pixels per mm in the x-axis resulted in 
W = 0.000225m 
L 16 Pixels 
68 Pixels per mm in the y-axis resulted in 
L = 0.000235m 
dx 2x16 Pixels 
71 Pixels per mm in the x-axis resulted in 
dx = 0.000451m 
dy 2x16 Pixels 
68 Pixels per mm in the y-axis resulted in 
dy = 0.000471m 
 
• Mean 2.5 LPM displacement gradient uncertainty: 
o +/- 2.5% 
o Using an approximate 4 pixel particle displacement and the current study’s 
70 pixel per millimetre calibration factor (approx.) results in a particle 
displacement uncertainty of +/- 0.00143 mm. 
• Mean 3.0 LPM displacement gradient uncertainty: 
o +/- 1.9% 
o Using an approximate 4 pixel particle displacement and the current study’s 
70 pixel per millimetre calibration factor (approx.) results in a particle 
displacement uncertainty of +/- 0.00109 mm. 
Particle Image Density 
This is the number of particles in an interrogation region, otherwise known as seeding 
density. Generally the more correlating particle image pairs there are between interrogation 
regions the better the accuracy, i.e. the higher the seeding density the better. This is limited 
at the point when individual particles may not be detected due to them either overlapping or 
being clipped at the edges of an interrogation region. 
Monte Carlo simulations performed by Keane and Adrian (1992) and surmised by Raffel et 
al. (2007) suggested that minimally three or four particle image pairs are needed for a high 
data yield during cross-correlation of interrogation regions. 
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In the current study, obtaining the correct seeding density was an iterative process. Water 
was run through the optical cavity continuously while seeding particles were slowly added to 
the reservoir tank. After each seeding addition, the fluid circuit was given time for the 
particles to disperse, after which the number of particles in a 16x16 pixel area were counted, 
with the target being five. Figure 3.74 displays an example 16x16 pixel region once the 
desired seeding density was obtained. 
 
Figure 3.74 – Particle Image Density in Example 16x16 Pixel Region of Flow 
Data supplied by Raffel et al. (2007) indicated that for a particle image density of 5.2 and a 
particle image shift greater than 0.5 pixels, the data uncertainty generated due to seeding 
density would be approximately +/- 0.04 pixels. In the current study, using the approximate 
70 pixel per millimetre calibration factor, this gave a particle displacement uncertainty of 
+/- 0.000571 mm. 
Out of Plane Motion 
Similar to particle image shift error which focused on the loss of particles within the 
illuminated interrogation plane, in highly three dimensional flows particles may also be lost 
due to them travelling out of the laser light sheet. 
Unlike in-plane particle loss, where cross-correlation fails due to the clipping and/or entire 
loss of matching particles, out-of-plane loss sees a gradual reduction in the particle image 
intensity peak as a particle travels out of the laser sheet. Both in-plane and out-of-plane 
particle losses have the same effect, however, of reducing the number and accuracy of 
particle image cross-correlations/peak fits. Methods of specifically improving out-of-plane 
losses were provided by Raffel et al. (2007) and included: 
5 Particle Images
Particle Image 
Clipping
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• Increasing laser sheet thickness. 
• Reducing the time between frames, dt. 
• Averaging the out-of-plane velocity component across an imaged region and 
accommodating for it with a parallel offset in laser sheet position between paired 
images. 
Raffel et al. (2007) stated the best means of overcoming out-of-plane particle losses to be by 
combining all three methods. 
In the current study the laser sheet was approximately 1 mm thick. The mean particle image 
shift was approximately 4 pixels which, using a 70 pixel per millimetre calibration factor 
meant for an out-of-plane velocity similar to that in-plane, between cross-correlated images 
particles would traverse 6% of the laser sheet’s thickness. This was much less than the 
optimised 25% in-plane traverse of an interrogation region, suggesting out-of-plane particle 
loss would not be significant. 
To give confidence that out-of-plane velocity was similar to in-plane velocity a basic 
Reynolds calculation was performed: 
𝑅𝑒 =  𝜌𝜌𝑊𝑎𝑡𝑒𝑟𝑉𝐷𝐻
µ𝑊𝑎𝑡𝑒𝑟
=  998.2 𝑥 0.0621 𝑥 0.01608 0.001002 = 994.78 
Where: 
• ρ𝑊𝑎𝑡𝑒𝑟 = Density of water at 20oC = 998.2 kg.m-3 
• V = Mean fluid velocity = 0.0621 m.s-1  
o For a single rig inlet at 3 LPM overall flow rate                                        
(0.75 LPM single inlet flow rate)  
o For an inlet area of 2.01x10-4 m2                                                                
(taken from the CAD model of the geometry). 
• DH = Hydraulic diameter = 4 x AreaPerimeter = 0.01608 m 
• µ𝑊𝑎𝑡𝑒𝑟 = Dynamic viscosity of water at 20oC = 0.001002 Pa.s 
As the calculated Reynolds number was less than 2300 the flow was assumed to be laminar. 
This suggested flow velocities were uniform and predictable, giving confidence that 
out-of-plane motion was very similar to in-plane motion. Note the worst case condition was 
taken for the Reynolds number calculation: that for the greatest assessed flow rate at rig 
inlet, where velocity would be the greatest anywhere in the cavity due to there being the 
smallest cross-sectional area. 
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Background Image Noise 
Optimum background in PIV images is total black (greyscale – 0), thus any non black areas 
can be assumed particles to be tracked. This is extremely difficult to achieve, however, due 
to secondary light scatter from the illumination source and background white light creating 
unwanted image intensity and noise. Providing the scattered light from particles is 
sufficiently more intense than noise sources, i.e. there is a good signal to noise ratio (SNR), 
particles should still be correctly detected, however. 
In the current study, to minimise background image noise several steps were taken: 
• All room lighting was off during data capture making the laser sheet the only light 
source.  
• A matt black acrylic sheet was positioned behind the cavity, ensuring scattered laser 
light was not observed behind the interrogation region. 
• The acrylic walls were cleaned with Methanol before each data run ensuring no dirt 
would be detected as a particle or would obscure the field of view. 
Despite the black acrylic back-drop, secondary laser light scatter was still present in images 
due to reflections from the rig’s internal surfaces/features. The imaged 5x5 mm region was, 
however, situated away from cavity walls helping to minimise this noise source. 
To quantify background image noise in taken images, sample interrogation regions were 
taken into Matlab and the particle peak intensities compared with background/baseline 
noise. An example contour plot of one such interrogation region is shown in Figure 3.75 and 
corresponds to the raw image shown in Figure 3.74. 
This process showed that on an 8-bit greyscale 0-255 axis, baseline intensities were 
approximately 100 and signal/peak particle intensities were generally greater than 200. This 
gave an SNR of 2:1 and a noise level of 50%, approximately. 
Data supplied by Raffel et al. (2007) indicated a 50% background image noise level would 
generate a +/- 0.1 pixel uncertainty in particle displacement data. Using the 70 pixel per 
millimetre calibration factor (approx.) in the current study indicates a +/- 0.00143 mm 
uncertainty in derived displacement data. 
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Figure 3.75 – Contour Plot of Example Interrogation Region; Used for Background Noise Analysis 
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To surmise the total error present in the PIV data shown in this chapter, each particle 
displacement uncertainty was summed in its quadrature, accounting for error source 
independence. This gave a total uncertainty of +/- 0.00203 mm (0.14 pixels) for 3.0 LPM 
data and +/- 0.00223 mm (0.16 pixels) for 2.5 LPM data.  
Figure 3.76 displays again the particle displacement frequencies taken from average vector 
field plots for both 2.5 LPM and 3.0 LPM data runs. Overlaid on this are the corresponding 
displacement errors. This graph suggests that for the majority of data (displacement 
3-4 pixels) error/uncertainty was approximately +/- 4%. Similar to the error derived for 
interface tracking data, this provides an acceptance criterion for CFD model validation. 
 
Figure 3.76 – Total Particle Displacement Error 
Additional error in PIV data to consider comes from: 
• Flow meter error: +/- 3% of reading 
o 2.5 +/- 0.075 LPM 
o 3.0 +/- 0.09 LPM 
• Time domain error. A product of data capture rate (frames per second) 
o 10 fps = +/- 0.1 s error (same on all PIV data runs) 
• Calibration error: 
o 2.5 LPM 
 + 1.5% / - 2.1% 
o 3.0 LPM 
 + 1.9% / - 2.6% 
Please see the methodology section for how this was determined. 
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3.5 Computational Fluid Dynamics (CFD) Validation 
This chapter has outlined the three techniques used to provide empirical data characterising 
the coolant filling process. To highlight the value of this data this section will explain and 
demonstrate its application to CFD validation. 
Work described and displayed in this section was performed by CFD specialist Jean-Yves 
Tillier; a member of the IPSD CAE team, based in Peterborough, UK. CFD was performed 
using Star-CCM+® software. 
3.5.1 The Model 
The purpose of the CFD model was to provide a design tool capable of predicting air 
entrapment in engine cooling systems during filling. Prime aims of the model were: 
• Accurate outputs. 
• A reasonable run time. 
• Applicability to all engine cooling geometries. 
• Suited for use in engine design processes. 
The internal geometry of the rig described in section 3.3.1: ‘Cooling Cavity Recreation’ was 
taken and meshed in order to create the model. Figure 3.77 shows this visually.  
 
 
Figure 3.77 – CFD Mesh of Rig Geometry 
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Jean-Yves Tillier supplied model parameters as: 
• 1.25 million cells representing the fluid volume. 
• Base size 5 mm . 
• 1.25 mm prism layer thickness (1.5 mm in the cylinder core). 
• Time step 0.001 to 0.002 seconds. 
• Surface tension 0.09 N.m-1. 
• Wall contact angle 90o. 
 
3.5.2 High Speed Imaging Validation 
Provided in Figure 3.78 is the final fill state for a CFD solution with input parameters: 
• 2.5 LPM fill rate. 
• Zero tilt. 
• Zero back-pressure. 
Volume fraction of water is colour coded, indicating regions of trapped air. 
 
Figure 3.78 – CFD Solution for Coolant Filling at 2.5 LPM, Zero Tilt – Final Fill State 
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To validate such predictions, Matlab was used to overlay CFD graphical outputs onto high 
speed images, enabling a visual, qualitative assessment of deviations. Montage Figures 3.79 
and 3.80 provide examples of such analyses for the cavity in plan view.  
Figure 3.79 provides comparison for early stages of the fill event, in which high speed 
images used a white coloured medium to better identify liquid movement in the bottom of 
the cavity. For the purpose of validation, these high speed images were colour inverted, 
showing a black liquid on a white background. This contrasted well with the CFD output for 
liquid-air interface position, overlaid on high speed images in green with some transparency. 
 
 
 
Figure 3.79 – CFD vs. High Speed Imaging Validation at 2.5 LPM, Zero Tilt – Montage for EARLY FILL STAGES 
 
Cavity Inlets at   
Time = 0s.          
Note distorted 
appearance of high 
speed imaging inlets 
on the left. 
CFD                          
Liquid-Air Interface 
High Speed Video 
Liquid-Air Interface 
 Green lines define 
domain boundaries – 
large rings indicate 
cylinder region below 
head cavity 
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Figure 3.79 – CFD vs. High Speed Imaging Validation at 2.5 LPM, Zero Tilt – Montage for EARLY FILL STAGES 
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Liquid-Air Interface 
High Speed Video 
Liquid-Air Interface 
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high speed images 
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Steep curvature of 
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Montage Figure 3.80 provides the latter part of the fill process: the occurrence of trapped air 
pockets. High speed images in this case have not been colour modified, but have been given 
some transparency, helping to contrast with the CFD output. 
 
Figure 3.80 – CFD vs. High Speed Imaging Validation at 2.5 LPM, Zero Tilt – Montage for LATE FILL STAGES 
Slight disagreements 
between CFD and 
High Speed Imaging 
 
Turbulent air removal 
mechanism in right-
hand end of cavity is 
seen by both CFD and 
High Speed Imaging 
 
    
3.5 Computational Fluid Dynamics (CFD) Validation 
 
155 
 
 
 
Figure 3.80 – CFD vs. High Speed Imaging Validation at 2.5 LPM, Zero Tilt – Montage for LATE FILL STAGES 
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High Speed Imaging 
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Discussion and Conclusions 
The qualitative validation performed shows the CFD prediction and empirical high-speed 
images for the fill event to be in good general agreement, both with liquid position over the 
fill event and in the occurrence and size of trapped air pockets. 
There were some small discrepancies seen though. Aspects such as: 
• Slight misalignment of liquid interfaces, labelled in figures. 
• High speed images not filling the rig in the plane of view as much as the CFD 
prediction. 
Both of these can be attributed to validation process error, by way of slight fill time 
misalignment accounting for small interface position irregularities and optical distortion in 
the acrylic cavity making liquid appear differently to the undistorted CFD output. Distortion 
was particularly visible in the top left of images and at cavity edges; see Figure 3.81. 
 
Figure 3.81 – Obscured and Distorted Regions in High Speed Images 
A discrepancy observed which could not be attributed to process error was the CFD’s 
prediction of trapped air in lower geometry regions, regions which empirical data showed to 
be completely filled. This deviation was small but could warrant further investigation to 
improve CFD accuracy. It is possible the occurrence of this trapped air would be seen 
empirically if more data runs were performed, given the variability of the fill event itself. 
Due to the single view angle and qualitative nature of this validation, the model could only 
be said to be approximately accurate in its coolant filling prediction. Further quantitative 
validation helped improve this, validating areas such as: 
• Final interface height in regions of trapped air . 
o Difficult to see in current analysis given the plan view nature of high speed 
images. 
• Interface position (mm) and liquid phase velocities (m/s) over the fill event.  
Example areas where steep 
acrylic curvature reflects 
light and obscures liquid 
below; typically in areas of 
trapped air due to high 
refractive index change 
 
Area of significant 
optical distortion 
causing liquid to 
appear differently to 
that in CFD 
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3.5.3 Liquid-Air Interface Tracking Validation 
Whilst primarily to provide numerical, quantified validation of the CFD model, the pictorial 
nature of this raw data gave a useful means of performing another visual validation, similar 
to that performed with high speed imaging. Figure 3.82 helps explain this qualitative 
comparison/validation exercise. Provided is a single frame from an empirical filling video 
showing the final fill state in the interrogation region. This is also shown overlaid on the 
CFD output for the same scenario. This run was performed using water at 20oC and had 
input parameters: 2.5 LPM flow rate, no tilt and atmospheric back pressure. 
  
 
 
Figure 3.82 – Visual Comparison of Liquid-Air Interface – FINAL STATE – 2.5 LPM, No Tilt 
This visual comparison was performed over the whole video/all frames. Snapshots of this 
are provided in montage Figure 3.83. 
 
Figure 3.83 – Montage of Frames from Fluid Interface Visual Comparison – 2.5 LPM, No Tilt 
CFD liquid-air 
interface in blue 
 
Empirical liquid-air 
interface in orange 
 
Data sampling 
locations in green 
 
Overlay 
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Figure 3.83 – Montage of Frames from Fluid Interface Visual Comparison – 2.5 LPM, No Tilt 
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Figure 3.83 – Montage of Frames from Fluid Interface Visual Comparison – 2.5 LPM, No Tilt 
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Figure 3.83 – Montage of Frames from Fluid Interface Visual Comparison – 2.5 LPM, No Tilt 
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Findings of this qualitative comparison showed the empirical and CFD data to be in good 
general agreement regards interface movement: position and velocity over the fill event. As 
found with high speed video validation though, there were some slight discrepancies. Visible 
was a small misalignment of interface position at various times over the fill event and the 
final interface level appeared to be ~1-2 mm higher in empirical data than the CFD 
predicted. 
Due to empirical image data suffering from optical distortion, this qualitative comparison 
only had limited value. To account for this and confirm findings, image processing was 
performed, as described in section 3.4.3, whereby a calibration was used to map distortion 
out of the interrogation region. This distortion free interface data allowed for a more 
accurate, quantitative validation of CFD outputs. Such a comparison is provided in 
Figure 3.84. Shown is empirical data from runs using water, with no tilt, at atmospheric back 
pressure and at all five assessed flow rates. This is a replica of data shown in Figure 3.42. 
Overlaid and labelled on this is the equivalent CFD data. Provided is the data for just one 
sampling location: 74.5 mm from the LHS of the acrylic rig. Note that at the time of writing, 
CFD validation was not complete: Jean-Yves Tillier had only performed CFD simulations 
for 4 of the 5 flow rates, as shown in Figure 3.84 and only for the geometry on the flat/with 
no tilt. Whilst a quantified comparison was performed for all sampling regions labelled in 
Figure 3.82, only one is shown, highlighting the main points of note from the validation thus 
far. 
 
 
Figure 3.84 – Numeric Comparison of Liquid-Air Interface Position Data – No Tilt 
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This quantitative assessment confirms findings of the initial visual comparison. Key aspects 
of the assessment are labelled in Figure 3.84 and are as follows: 
• Good agreement of interface velocity/gradient for each flow rate. 
• Close matching interface position over fill event, except in final interface level. Any 
slight deviations are within empirical process repeatability and error. 
• Filling “pause” identified in previous empirical data is mimicked in CFD. 
• Agreed time for liquid appearance in the interrogation region. 
• Misalignment of final interface position: 
o CFD predicts a ~2 mm lower final interface in the region, indicating more 
trapped air. 
o Empirical fill event is slightly longer due to this, filling at the same rate as 
CFD, but to a higher final level. 
o Error in empirical data acquisition could not account for consistency and 
magnitude of deviation. 
Discussion and Conclusions 
Whilst many aspects of the CFD model are proven accurate of the real filling scenario, one 
of its main functions was shown to be in disagreement with empirical data: trapped air 
prediction by final interface level. From review of data acquisition processes, the reason for 
this was identified: 
In empirical data sets, once the geometry was filled, liquid left the cavity and travelled 
vertically upwards through pipe work to an optical level sensor which sent a trigger pulse to 
stop the flow at rig inlet via a solenoid valve. This optical level sensor/switch was 
approximately 700 mm vertically above the cavity inlet gasket. This post-rig geometry was 
not replicated in the CFD domain. The additional liquid height resulted in a hydrostatic 
pressure being applied in the rig geometry after the fill event was complete, acting to 
compress trapped air pockets, thus causing the liquid-air interface to rise. From basic static 
pressure principles: Equation 3.8, this pressure was calculated: 
 𝑃 =  𝜌𝜌𝑔ℎ + 𝑃0 [3.8] 
Where P is the pressure (Pa) at a point of vertical distance h (m) from the free surface, ρ is 
the medium’s density (998 kg.m-3 for water at 20oC), g is the standard gravity constant 
(9.81 m.s-2) and P0 is atmospheric pressure (100 kPa), giving: 
𝑃𝐸𝑚𝑝𝑖𝑟𝑖𝑐𝑎𝑙 = (998 𝑥 9.81 𝑥 0.7) + 1𝑥105 =  106.85 𝐾𝑃𝑎 at cavity inlet 
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CFD filling simulation ended at rig outlet, approximately 125 mm above the cavity inlet 
gasket, giving: 
𝑃𝐶𝐹𝐷 = (998 𝑥 9.81 𝑥 0.125) + 1𝑥105 =  101.22 𝑘𝑃𝑎 at cavity inlet 
These calculations show that the empirical model had 5.56% more pressure acting to 
compress air pockets at the end of the fill event than the CFD model. Using Equation 3.9 the 
effect of this additional pressure on trapped air pocket size was determined: 
 𝑍 =  𝑃𝑉𝑚
𝑅𝑇
 [3.9] 
Where Z is the gas compressibility factor, P is the pressure around the air pocket (Pa), Vm is 
the molar volume of the air pocket (m3.mol-1), R is the ideal gas constant (J.(K.mol)-1) and T 
is the temperature (K). Taking parameters Z, R and T to be constant (k) and rearranging for 
Vm gives Equation 3.10: 
 𝑉𝑚 =  𝑘 𝑥 1𝑃 [3.10] 
If pressure (P) in Equation 3.10 is increased by 5.63%, it can be seen gas volume (Vm) will 
decrease by 5.63% due to the inversely proportional relationship. To see this effect 
empirically and validate the reasoning, some images were taken of the interrogation region 
with liquid at cavity outlet, 125 mm from inlet and with liquid at the level sensor, 700 mm 
from inlet. These images are contrast enhanced and overlaid in Figure 3.85 showing the 
interface position change for the two different head pressures. 
 
 
Figure 3.85 – Final Interface Level Change For Different Liquid Outlet Heights 
Interface with Liquid at Level Sensor 
Interface with Liquid at Rig Outlet 
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When compared to the CFD validation results, final interface height deviations are very 
similar; as shown in Figure 3.86, suggesting this was the reason for the validation 
irregularity. 
 
Figure 3.86 – Final Interface Level Deviation Accounted for by Hydrostatic Pressure Applied Post-Fill 
Information from this analysis was fed back to Jean-Yves Tillier who, to see if CFD results 
would behave the same way for increasing liquid head, increased liquid density in a 
simulation so that with liquid at cavity outlet the pressure acting on the trapped air pocket 
would be the same as that seen empirically. This showed the model to respond correctly with 
a 1-2 mm increase in final interface level. 
With this irregularity accounted for, the CFD model agrees well with empirical data used 
thus far in the validation exercise. 
3.5.4 Summary and Further Work 
Jean-Yves Tillier has created a computational model predicting air entrapment during 
coolant filling. He has performed a partial validation of the model using both qualitative and 
quantitative empirical data provided from processes outlined in this chapter. Further work is 
to continue the validation exercise using the remainder of supplied empirical data: 
• Interface tracking information at various tilt angles. 
• Liquid phase velocities over the fill event. 
Of particular interest is whether the CFD can recreate the liquid recirculation seen in the PIV 
empirical data for the observed 5x5 mm region and whether through geometric alterations 
this could be utilised to limit the occurrence of trapped air and/or promote its removal post 
fill, for example at engine start. The latter of these possibilities is studied further in the next 
chapter. 
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Thus far, the CFD model is very accurate for the empirical fill event. The main deviation 
seen in final liquid-air interface height has been accounted for and highlights the value of 
such validation exercises. The deviation was a result of downstream geometry in the 
empirical model not being replicated in CFD and causing a rig back-pressure post-fill acting 
to compress trapped air. Downstream geometries in real engine cooling systems will also 
have this effect, so by showing that the CFD model can account for this gives more user 
confidence in its outputs. 
Jean-Yves Tillier supplied the CFD model run time to be 3 days on 44 processors. Whilst 
significant, this is much less time than prototype build and test would require, which is the 
alternative to computational modelling. 
Thus satisfied were two of the model’s objectives: 
• Accurate outputs, with validation to date. 
• A reasonable run time. 
Regards the model’s applicability to further cooling system designs, given the geometric 
complexity of the cavity assessed, confidence is held that model outputs will remain 
accurate.  
Upon completion of the validation exercise, the model was to be integrated into a standard 
work procedure (SWP), useable by any engine designer to reduce/remove trapped air in 
cooling system geometries. This use of the model highlights the value of the acquired 
empirical data and the longevity it will have in future engine design processes. 
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3.6 Chapter Summary and Conclusions 
This chapter has detailed the acquisition and application of empirical data characterising the 
coolant filling of a 1:1 scale section of an engine’s liquid cooling jacket. 
The data supplied is novel and enables the validation a CFD design tool which will provide a 
new and valuable method for cooling system designers to avoid trapped air during cooling 
system filling. 
In addition, the acquired data provides an insight into the coolant filling process and 
variables affecting the occurrence of trapped air. Shown is that liquid flow rate, for the most 
likely range, will have negligible impact on the amount or location of trapped air in a 
cooling jacket following filling. The same was found of cooling medium properties: whether 
anti-freeze was present or not and geometry back pressure, which will vary around a cooling 
system based on restriction of the evacuated air flow. 
Geometric tilt/inclination was the key variable found to affect trapped air’s occurrence. It 
was found that in a specific region of a cooling system geometry, the region’s vertical 
position relative to geometry outlet would strongly influence the amount of trapped in the 
region. Shown was that as a region is elevated relative to the geometry’s outlet, which in 
data runs was achieved through rig tilt, more air would be trapped in the region. Similarly if 
the region is lowered, less air would be trapped. 
The main conclusion drawn from this finding was that even in a cooling system optimised to 
avoid trapped air during coolant filling, for example through the use of a CFD design model, 
the end-users filling process could still act to negate the design, for example if filling occurs 
on a steep incline. Some design rules are proposed, however, which will reduce a design’s 
sensitivity to inclination: 
• Ensure the ceiling of a geometry is on a smooth, upward incline towards geometry 
outlet, i.e. that angle θ in Figure 3.87 is obtuse.  
• Ensure that even at the greatest filling inclination an end-user will use, angle θ is 
adequate to ensure the ceiling of a geometry will never be horizontal, or worse, that 
regions of the geometry may be raised vertically above the outlet. 
These rules are quite intuitive and conclusions to be drawn about why they are not already 
implemented in cooling system design are important. 
Due to the position of key engine components such cylinders, valves, ports, head bolts etc. 
placing a large restriction on cooling system design, optimised geometries to ensure trapped 
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air is avoided are not always feasible. It may and often is necessary to design cooling 
channel geometries which will trap air during filling to ensure engine components are 
adequately cooled when an engine is running. 
It was with the awareness that trapped air is not entirely avoidable that work detailed in 
coming chapters was undertaken, providing knowledge of what becomes of fill entrapped air 
at engine start-up and what implications it has on cooling system performance. 
 
Figure 3.87 – Coolant Filling Summary Diagram: Variables Affecting Fill Entrapped Air 
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4.1 Introduction 
Chapter Three provided a comprehensive study into the occurrence of trapped air in an 
engine’s cooling jacket during filling. It was concluded that whilst designs may be optimised 
to minimise trapped air, variable end-user filling processes and cooling system design 
restrictions make it inevitable that some may still occur. 
The aim of work in this chapter was to understand what happens to trapped air at engine 
start-up and to provide experimentally validated design rules and a CFD design tool to 
ensure that should air be unavoidably trapped during coolant filling, none will remain 
stagnant at engine start which, being the worst case for engine cooling, would result in 
localised hot spots and the potential for rapid engine failure. 
The study began by obtaining qualitative high speed video data of the air pocket break-up 
process in the same optical cavity as used in Chapter Three: the lower cylinder head cooling 
core from a current IPSD engine. The cavity was filled and subjected to liquid flows realistic 
of those found in the actual engine when running. The behaviour of trapped air pockets was 
observed and conclusions drawn. This led to the development of simplified rigs/geometries 
which, while trapping air in a similar manner to the real geometry, provided improved 
optical access and so enhanced the acquired data characterising the air-pocket breakup 
process. Data conclusions led to the definition of design rules, helping designers ensure that 
no air/gas remains stagnant in an engine’s cooling jacket at start-up. 
A CFD model was created and applied to several flow scenarios in the same flow domain as 
one of the simplified geometries. The acquired empirical data was applied to validating the 
solver’s outputs providing user confidence in its predictions and suitability for use in cooling 
system design processes. 
The chapter is concluded with a discussion of what the acquired data tells us about the air 
pocket breakup process generally and the value of the derived design rules and CFD design 
tool. 
Thus the work in this chapter was divided into five sections: 
i. Air pocket break-up in a real cooling geometry. 
ii. Air pocket break-up in simplified cooling geometries. 
iii. Design rules for avoiding stagnant pockets of air/gas. 
iv. A model for predicting trapped air’s behaviour at engine start. 
v. Model validation. 
vi. Chapter summary and conclusions.  
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4.1.1 Chapter Scope and Considerations 
Excluded from studies detailed in this chapter were several engine running variables which 
would be expected to affect trapped air pocket movement/behaviour. Critically, these 
included: 
• Engine vibration. 
• Increasing engine temperature following start-up. 
• Vehicle movement and change of engine inclination. 
Engine vibration would result in oscillating cooling gallery walls which would encourage 
liquid movement and promote the liquid-air interactions which this chapter will show are 
key to entraining and removing pockets of trapped air. Increasing engine temperature would 
result in the expansion of trapped air pockets which this chapter also suggests will encourage 
its removal for a constant liquid flow and geometry. Increasing temperature would reduce 
the mass of trapped air but would not change its volume and thus the area it covers on an 
uncooled gallery wall. By neglecting these two variables the presented data provides a worst 
case scenario in which trapped air is to be removed: that using liquid flow alone 
The variable of engine inclination was interrogated during coolant filling data runs in 
Chapter Three. Conclusions to those studies indicated that engine inclination will strongly 
influence trapped air’s behaviour and depending on the type of inclination this could either 
be to promote or inhibit its removal. Its effects were, however, intuitive, reducing the value 
of reassessing this variable in the current study. Additionally, unlike in the coolant filling 
process, angles of inclination whilst an engine is running cannot be limited by an engine 
OEM in procedural documentation. This results in their effects being out of an engine 
designer’s control. This is another reason for the variable being neglected in the current 
study. 
What this chapter considers are the effects of flow and geometry on the behaviour of trapped 
air pockets. Both are parameters which the designer has great control over yet are quite 
unpredictable in the effects they will have on trapped air pocket break-up. This data provides 
novel knowledge of great value in engine development processes for mitigating the effects 
of trapped gases around the cooling jacket.  
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4.2 Air Pocket Break-Up in a Real Cooling Geometry 
The geometry used for this study was the lower cylinder head cooling core from a current 
IPSD engine, as depicted in Figure 4.1. This geometry was recreated in a transparent acrylic 
cavity as shown in Figure 4.2, facilitating the application of optical diagnostic 
tools/techniques. The fabrication and validation of this optical test rig was detailed in 
Chapter Three. 
Previous filling data sets have shown significant amounts of air being trapped in this 
geometry, shown qualitatively in Figure 4.3. The purpose of this study was to identify what 
happens to these areas of trapped air upon initial engine start. In order to do this, flow within 
the cavity had to be made realistic of that seen during engine running/start-up. 
 
Figure 4.1 – CAD of a Single Cylinder Head Lower Cooling Core from an IPSD Engine (Applicable to 4 & 6 Cyl. Products), 
CAD Courtesy of IPSD 
 
Figure 4.2 – Transparent Recreation of a Single Cylinder Head Lower Cooling Core for Optical Analysis 
 
Figure 4.3 – Resulting Trapped Air Following Cavity Filling; Geometry in Plan View 
Middle Section 
Top Section 
Base Section 
Outlet 
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4.2.1 Engine Running Flow Characteristics 
Whilst an engine is running, the driving force for coolant flow is the system’s pump. 
Typically used in IC engine applications are centrifugal pumps for being robust by design 
and for having a high flow output for their size relative to other pumping technologies. 
Flow rate through an engine’s coolant pump is governed by three factors: the pump’s design, 
speed and the cooling circuit’s resistance to flow. When designing a cooling system and 
pump to be paired together, good practice is to ensure cooling system resistance/pressure 
differential aligns with the point of maximum pump efficiency, often referred to as the 
pump’s specification point. This is the point at which the ratio of hydraulic pump power (W) 
to pump shaft power (W) is at a maximum. This point varies depending on pump speed and 
design and achieving the correct flow circuit resistance across all operating conditions can 
be a complex process. 
The lower cylinder head cooling core being analysed was the same in both the IPSD 
6-cylinder and 4-cylinder engines of the chosen range. The coolant pump used on both 
engines was also the same and was their ‘Mid Flow Coolant Pump.’ Figure 4.4 shows the 
performance curves for this pump with the specification points clearly labelled at the two 
tested nodes of operation: 1400 and 2200 engine RPM (eRPM). The 4 and 6 cylinder 
engines had their cooling system resistances matched to these specification points resulting 
in both having the same coolant pump flow curve, also labelled in Figure 4.4. This data was 
supplied by the pump’s OEM: Concentric Pumps Ltd. 
 
Figure 4.4 – IPSD ‘Mid-Flow’ Coolant Pump Performance Curves, Specification Points and 4/6 Cylinder Flow Curve 
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Whilst both the 4 and 6 cylinder engines had the same flow rate at the coolant pump (for a 
given engine/pump speed), because the flow would branch equally in the block between 
each cylinder, the two engines saw a different flow rate per cylinder. 
Table 4.1 provides the flow data applicable to each engine both at the pump and in a single 
cylinder for the operational engine speed range. Single cylinder flow for the 4 and 6 cylinder 
engines was 1/4 and 1/6 of the total pump flow for each engine respectively and reflects the 
flow rates seen in the single cylinder geometry being analysed in this study. 
Table 4.1 – Flow Rate Data for the Optical Cavity Representing Engine Running Conditions 
 
Note that the pump’s drive ratio was 1:2, resulting in pump speed (pRPM) being two times 
that of the engine (eRPM). 
To generate, control and monitor a representative flow through the optical cavity, a new 
fluid circuit was needed. This is shown schematically in Figure 4.5. 
 
Figure 4.5 – Fluid Circuit Providing Liquid Flow Rates Equivalent to Engine Running 
Engine Speed 
(eRPM)
Pump Speed 
(pRPM)
Coolant Pump 
Flow Rate (LPM)
Optical Cavity Flow Rate 
for 4-Cylinder (LPM)
Optical Cavity Flow Rate 
for 6-Cylinder (LPM)
800 1600 74 19 12
1000 2000 93 23 16
1200 2400 112 28 19
1400 2800 130 33 22
1600 3200 149 37 25
1800 3600 168 42 28
2000 4000 186 47 31
2200 4400 205 51 34
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4.2.2 Fluid System Hardware  
To generate the higher flow rates required during this study, IPSD provided one of their 
‘High-Flow’ coolant pumps, suited to one of their larger 6-cylinder engines. This pump is 
shown in Figure 4.6. 
 
Figure 4.6 –IPSD ‘High-Flow’ Coolant Pump, Suited to Current 6-Cylinder Product 
This pump attached to the cylinder block on the engine it serviced forming an integrated part 
of the cooling gallery’s design. For this reason a custom stand had to be built, supporting the 
pump on the rig table and turning pump I/Os into useable ducts. An exploded view of this 
arrangement is shown in Figure 4.7. 
 
 
Figure 4.7 – Coolant Pump Stand and I/O Adaptation 
Pump Outlet
By-Pass Hose Pump Inlet
Pump Drive Shaft 
(To Impellor)
Radiator Pump Inlet
System Liquid I/O Points
    
4.2 Air Pocket Break-Up in a Real Cooling Geometry 
 
175 
 
The stand shown in Figure 4.7 was composed of laser cut 15 mm steel plate with outlet ducts 
of turned steel tubing. Unexploded parts in Figure 4.7 were M.I.G. welded in the 
arrangement shown. Exploded parts were bolted together around rubber gaskets for sealing. 
All stand components were spray painted in matt black preventing corrosion, with particular 
care taken to cover internal liquid flow paths. 
The pump, gear driven on an engine, in this case was driven directly from behind via a 
1.1 kW motor. The motor was powered by a variable speed controller, capable of spinning 
the motor from 0 to 80 Hz in increments of 0.1 Hz. This gave a maximum pump speed of 
4800 RPM. 
The finalised pump component of the fluid circuit is shown in Figure 4.8. 
 
Figure 4.8 – Pump Component of ‘High Flow’ Fluid Circuit 
 
The reservoir tank shown in Figure 4.5 was much larger than the one used in previous filling 
data sets. This was to help ensure good gravitational separation of incoming aerated flow by 
increasing its tank habitation time, helping provide single phase liquid at pump inlet. Also 
visible in Figure 4.5 is the direct route from pump outlet back to the reservoir tank passing 
only through a gate valve. This provided a by-pass to the optical cavity, allowing pump 
outlet pressure to be reduced, helping minimise impellor loading and damage. 
To govern flow rate during a data run, pump speed was controlled via the motor controller 
and pressure to the cavity controlled by the gate valve in the by-pass line. To fill the cavity, 
the pump was not required. By virtue of the reservoir tank being above the optical cavity, 
Pump Inlets
Pump Outlet
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head pressure provided the low (0 to 3 LPM) flow rates needed. The regulator gate valve at 
cavity inlet was used to ensure filling flow rate did not exceed those used in Chapter Three. 
Flow through the optical cavity was monitored via a rotameter and paddle wheel type flow 
metre. The rotameter provided an instantaneous reading of flow rate in the range 5 to 
52 LPM and the paddle wheel flow meter enabled the logging of flow rate in the range 6 to 
45 LPM. The paddle wheel flow meter provided a pulsed voltage output of frequency 
proportional to the flow rate passing through it. By logging this pulse data, flow rate could 
be deduced via Matlab code. Data logging start was on a pulse trigger, provided by a 
Thurlby Thandar function generator (TGP110 10 MHz Pulse Generator) and so could be 
linked with other data acquisition equipment, for example cameras, enabling flow rate to be 
deduced in specific image frames. Manufacturer supplied error for this meter was +/- 7% of 
its reading within its calibrated range. 
It was found that the use of such flow monitors severely restricted flow through the optical 
cavity, as seen previously in filling data sets. This resulted in a maximum flow through the 
cavity of 34 LPM, with the cavity by-pass valve fully closed and the pump at 
80 Hz/4800 pRPM. This provided data simulating engine speeds of: 
• 800 eRPM to 1460 eRPM on a 4-cylinder engine 
• 800 eRPM to 2200 eRPM on a 6-cylinder engine 
Whilst not covering highest engine speeds, this did provide information for likely start-up 
speeds following a cooling system filling event, as was the scenario being assessed. 
Following data runs, the cavity could be drained via a manual ball valve at its base 
facilitating rig disassembly and cleaning. 
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4.2.3 Imaging Hardware & Methodology  
The desired data was to provide a qualitative understanding of trapped air pocket behaviour 
under engine running flow conditions. For this, high speed imaging was used, providing 
image data highly resolute in the time domain depicting air pocket motion. The setup used 
was the same as in qualitative coolant filling data sets, explained previously in Chapter 
Three. This setup is shown again in Figure 4.9. 
 
 
Figure 4.9 – High Speed Imaging Setup for Observing Air Pocket Behaviour under Engine Running Flow Conditions 
 
This arrangement provided a plan view of the rig geometry in taken images, showing all 
trapped air pockets and their behaviour for varying flow rates. The CAD version of the 
geometry is shown in Figure 4.10, demonstrating the viewpoint the optical setup gave. 
The imaging hardware used included a Photron high-speed camera, plain front coated mirror 
and high intensity white light source. Detail on each of these items was provided in Chapter 
Three. 
 
Figure 4.10 - High Speed Imaging View Perspective: PLAN 
 
Optical Cavity 
Plain Front Coated 
Mirror High Speed Camera   
(Photron FastCam APX RS) 
White Light Illumination 
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To improve the appearance of trapped air pockets, the liquid (water at 20oC) was dyed black. 
This was also the same technique as used in filling data sets where a black liquid better 
displayed air pocket formation. The reasoning behind this was explained in Chapter Three. 
Figure 4.11 provides an annotated photo of the entire system’s setup on the test bed 
enclosure. 
 
Figure 4.11 – Annotated Photo of High Speed Imaging Setup 
 
Data runs performed inspected both transient and static liquid flow rates and their effect on 
trapped air. In transient runs, flow rate was manually varied via the motor controller. Flow 
rate was taken from just below an engine idle equivalent to the maximum flow rate 
attainable and back again. The idea of this was to: 
• Understand the relationship between liquid flow rate/engine speed and trapped air 
pocket movement. 
• Identify critical flow rates for air flushing to be further investigated in static flow 
rate data runs. 
• Provide before and after images of trapped air having been subjected to engine 
running flow conditions. 
Liquid/Coolant Reservoir
Dyed Black Liquid in Clear 
PVC Tubing
Plain Front Coated Mirror
Rotameter
Paddle Wheel Flow Meter
Photron High Speed Camera
Motor and Pump Visible at 
Rear of Cabinet
White Light Fibre Optic 
Illumination
Variable Speed Motor 
Controller
Optical Cavity on Variable 
Tilt Stand
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Figure 4.12 provides the flow meter data recorded for one such ‘transient’ run. Also plotted 
are the equivalent 4 and 6 cylinder engine speeds. Data run duration was 41s. This was 
limited by hardware capability: 
• Image data was saved to the camera’s internal hard drive during capture, the size of 
which limited capture to 2050 frames at 1000x1000 pixel resolution. 
• 50 fps was the lowest frame rate available giving the 41s data acquisition time 
whilst providing enough temporal resolution to resolve air pocket motion. 
Shown as a dotted line in Figure 4.12 is the engine idle point: 800 eRPM. This indicates the 
run time at which liquid flow rate equated to idle on 4 and 6 cylinder engines. Result image 
data provided spans the time 11.5 s to 29.7 s: from 6-cylinder idle to idle. 4-cylinder idle to 
idle is incorporated within this, as shown in Figure 4.12. 
Note that while repeat ‘transient’ runs were performed to assess the repeatability of findings, 
only one run is displayed, showing the key findings of note. Repeat runs were seen to be 
very repeatable accepting that the analysis was only qualitative at this point. 
Result image data for this run is shown shortly in the ‘Results’ section. 
 
Figure 4.12 – Flow Rate Information for ‘Transient Flow’ Data Run with Equivalent Engine Speeds 
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Following transient flow data runs, no key flows could be identified for their irregular effect 
on trapped air pockets. Instead, static flows were chosen from across the measurable range: 
6 to 34 LPM. The purpose of these data runs was to determine whether trapped air pocket 
behaviour would be the same for static flows as at their respective points in a transient flow 
run. This information would help identify: 
• If/how transient and static engine speeds differ in how they remove air. 
• Whether the amount of air removed is time as well as flow rate dependant. 
Flow rates chosen for interrogation are shown in Table 4.2 alongside their equivalent engine 
speeds. 
Table 4.2 - Static Flow Rates Assessed and Equivalent Engine Speeds 
 
Five seconds of video was recorded at 50 fps for each static flow rate. Flow rates were 
attained by slowly increasing fluid circuit pump speed (Figure 4.5) between each acquired 
video to the next target flow rate.  
Flow Rate (LPM) 4 Cylinder Engine Speed (RPM) 6 Cylinder Engine Speed (RPM) 
14 602 902 
20 859 1289 
26 1117 1676 
32 1375 2062 
   
  Out of Engine Running Conditions 
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4.2.4 Results 
Transient Flow Rate 
Provided in montage Figure 4.13 is a series of frames between run times 11.5 s and 29.7 s 
for the transient flow data depicted in Figure 4.12. Image frames corresponding to times 0s 
and 41s are provided showing the before and after effect of the run on trapped air pockets. 
 
 
 
Figure 4.13 – Montage Image Sequence for Transient Flow Rate Data Run 
Run Time = 00.0s
Flow Rate = 00.0LPM
Run Time = 11.5s
Flow Rate = 12.4LPM
Start State (Following Rig Filling)
Initial Trapped 
Air Pockets.
All air removed from RHS                 
at very low flow rates                                            
(6-cylinder engine idle equivalent).
Fluctuations 
and bubble 
break away in 
valve bridge.
Run Time = 13.5s
Flow Rate = 16.4LPM
Run Time = 15.5s
Flow Rate = 21.0LPM
Gradual decay of LHS air 
pocket as flow rate increases.
Run Time = 17.5s
Flow Rate = 24.2LPM
Run Time = 19.5s
Flow Rate = 28.6LPM
Bubble seen 
to rotate 
indicating 
region of 
recirculation.
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Figure 4.13 – Montage Image Sequence for Transient Flow Rate Data Run 
 
Run Time = 21.5s
Flow Rate = 31.8LPM
Run Time = 23.5s
Flow Rate = 32.6LPM
The rate of air pocket removal/break-up 
slows down
Trapped air in the bottom centre of images 
sees no change throughout the data run
Run Time = 25.5s
Flow Rate = 33.7LPM
Run Time = 27.5s
Flow Rate = 25.2LPM
As flow rate is reduced, trapped 
air pockets are seen to expand.
Even at the maximum flow rate (2200 eRPM
for the 6-cylinder) trapped air is still present.
Run Time = 29.7s
Flow Rate = 12.4LPM
Run Time = 40.94s
Flow Rate = 00.0LPM
End State
As flow rate falls to zero, 
air in this region moves to 
join air in the LHS of the 
cavity.
Residual Trapped 
Air Pockets.
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Static Flow Rates 
Shown in montage Figure 4.14 are a series of single frames, each taken from videos of static 
flow rate data runs. The static flow rate under assessment in each frame is overlaid and 
corresponds with information provided in Table 4.2. Note that frames provide a frozen shot 
of air pockets, and over a time period, i.e. the 5 second videos, bubble oscillation was 
apparent. These frames provide the general appearance: size and position, of trapped air for 
each flow rate, which remained constant. 
 
 
 
 
Figure 4.14 – Montage Image Showing a Single Frame from Each Static Flow Rate Data Run 
 
Flow Rate = 14 LPM
4cyl. Engine Speed = 597 RPM
6cyl. Engine Speed = 898 RPM
Flow Rate = 20 LPM
4cyl. Engine Speed = 854 RPM
6cyl. Engine Speed = 1283 RPM
Gradual air pocket 
decay apparent even 
at static flow rates
Increasing flow rate appears to be the largest 
factor affecting air pocket removal - each 
incremental increase sees a considerable air 
pocket size reduction
Flow Rate = 26LPM
4cyl. eRPM = 28.6LPM
6cyl. eRPM = 28.6LPM
Flow Rate = 32LPM
4cyl. eRPM = 28.6LPM
6cyl. eRPM = 28.6LPM
= 26 LPM
Engine Speed = 1111 RPM
Engine Speed = 1670 RPM
= 32 LPM
Engine Speed = 1360 RPM
Engine Speed = 2044 RPM
Even when left at the maximum flow rate 
considerable trapped air remains in the geometry 
The size and position of trapped air is consistent 
with that seen in transient flow rate videos for 
the same flow rates
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4.2.5 Observations & Conclusions 
The following provides key observations and initial conclusions to the image data: 
• There is a clear link between flow rate and the amount of trapped air in the cavity: the 
higher the flow rate the less trapped air was seen. 
• When transitioning from high to low flow rates in transient flow data, trapped air 
pockets increased in size. This was attributed to liquid dynamic pressure acting to 
compress air pockets: at lower flow rates this decreased and air was uncompressed. 
• Static flow rate data agreed well with transient flow data in air pocket position and size 
at respective flow rates. 
• Static flow rate data showed that if left at a constant engine speed for a period of time 
trapped air would slowly reduce. This was seen by how for a constant flow, small 
bubbles would occasionally break away from larger regions of trapped air. This was a 
very slow process relative to the air breakup seen in transient flow data. It was 
attributed to the instability of the liquid-air interface occasionally bringing air pocket 
edges to points where they could be broken away by surrounding liquid flow. 
• Trapped air in the RHS of images/the cavity was flushed out at flow rates well below 
engine running/idle. From study of the cavity’s geometry and observation of trapped 
air’s breakup in the LHS of the cavity, it can be said the lower the pocket of trapped air 
in the cavity, or the less the geometric ‘step’ between it and the outlet, the less the flow 
rate needed to remove it/entrain it in the liquid flow. 
• Air pocket removal from the cavity was mostly incremental. Only at very low flow 
rates were larger pockets of air observed to leave the cavity as a whole, for example air 
in the RHS of the cavity/images. This led to the conclusion that coolant flow post-
cavity would be bubbly in regime, with brief slug flow likely when engine running flow 
rates first occur. 
• Air pockets located in regions of high liquid flow velocities, typically direct links from 
rig inlet to outlet, saw earlier removal at lower flow rates than air pockets in regions of 
lesser velocity or regions further removed from direct inlet to outlet flow paths. For 
example, air trapped close to valve bridges was removed at low flow rates relative to air 
positioned in the top left and in the bottom centre of images, which was not removed 
even at 34 LPM (the maximum flow rate). 
These observations are based on a qualitative assessment of data videos, a snapshot of which 
are provided in result image montages. Further work in this chapter aims to verify and build 
on these findings. 
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4.3 Air Pocket Break-Up in Simplified Cooling Geometries 
The study detailed in section 4.2 was of the air pocket break-up process in geometry and at 
flow rates realistic of those in an engine cooling system at first start following system filling. 
Due to the geometric complexity and the desire to capture the behaviour of trapped air 
across the entire ceiling of the assessed cavity, the study was limited to a qualitative, visual 
analysis of the air pocket breakup process. 
The study showed that while the process at a high level was predictable, for example a 
higher flow rate resulted in more trapped air being removed and for the specific geometry 
showed regions where trapped air was and was not removed, it gave little indication of the 
underlying fluid flow processes controlling air pocket break-up, which would enable its 
accurate prediction and promotion in other cooling system geometries. The data it provided 
was also of limited use regards CFD model validation due to the optical distortion inherent 
in imaging through the complex cavity walls and the lack of metrics quantifying the air 
pocket breakup process. 
This study overcame these issues by using simplified flow geometries, idealised for optical 
diagnostics, which trapped air in a manner representative of that seen in an actual cooling 
system (see Chapter Three) whilst allowing the acquisition of high quality data facilitating 
the derivation of design rules and a CFD design tool to help designers avoid the occurrence 
of stagnant air/gas in the cooling jacket at engine start.  
To make efficient use of time, the beginning stages of this study were delegated to an 
undergraduate student as their third year individual project. The student, Michael Ansah, 
was responsible for designing and developing the optical rigs and with supervision/guidance, 
applying optical diagnostic tools to obtain the desired data characterising the air pocket 
breakup process. He was responsible for approximately 10% of the work described in the 
following experimental sections of this chapter. 
4.3.1 The Simplified Cooling Geometries and Optical Test Rig 
The geometric complexity of a liquid cooling jacket is considerable. To list and characterise 
all inherent geometric features and subsequently interrogate their effect on trapped air pocket 
behaviour would result in an abundance of data runs which would have been unfeasible to 
undertake in the allotted time. Instead, specific geometric features of interest were identified 
from the study performed in section 4.2 for having an effect on trapped air pockets and in 
the current study were used as control variables.   
Identified in section 4.2 was that the behaviour of a trapped air pocket is largely dependent 
on its position relative to the cavity’s inlets and outlet (I/O). It was observed that air pockets 
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on the direct flow path from inlet to outlet saw earliest removal/entrainment at the lowest 
flow rates and those furthest away from this flow path, typically at the extremities of the 
cavity, saw latest removal at the highest flow rates, if they were removed at all. 
This finding led to the geometric control variable in this study being inlet position relative to 
a fixed trapped air pocket and cavity outlet. All other geometric features of assessed 
geometries were kept constant. The chosen air trap region and outlet position were derived 
from findings in Chapter Three and provided a simplified version of the layout seen in the 
lower cylinder head cooling core that affected trapped air, see Figure 4.15. 
 
Figure 4.15 – Chosen Air Trap Region and Outlet Position: Geometric Constants 
It was decided that in the allotted time period for the undergraduate project: approximately 
nine months, two optical cavities could feasibly be built and interrogated. To determine the 
characteristics of the two inlet configurations, the student (Michael Ansah) used CFD to 
two-dimensionally model a single phase liquid flow within the chosen geometry for a range 
of inlet positions. The two geometries chosen following this analysis are shown in Figures 
4.16 and 4.17.  
 
Figure 4.16 – Geometry One: Bottom Inlet. Preliminary Single Phase 2D CFD Velocity Output (Ansah 2011) 
Air Trap Region
Cavity Outlet
180
45
10020
Dimensions in mm
10
55
    
4.3 Air Pocket Break-Up in Simplified Cooling Geometries 
 
187 
 
 
Figure 4.17 – Geometry Two: Side Inlet. Preliminary Single Phase 2D CFD Velocity Output (Ansah 2011) 
‘Geometry One’ utilised an inlet in the bottom of the cavity and of the two was the most 
representative of the lower cylinder head cooling core’s inlet/outlet positions. ‘Geometry 
Two’ utilised an inlet at the side of the trapped air pocket’s location and was chosen for the 
high liquid velocities it created in the region of trapped air. The preliminary CFD modelling 
of liquid inside the geometries showed their internal flow structures to be considerably 
different. This was valuable given it would provide contrasting and wide ranging data upon 
which to base the desired design rules. 
Labelled in Figures 4.16 and 4.17 is how each inlet was shaped. This was performed in both 
geometries as to impinge the incoming liquid flow on to the air trap wall/surface and to see 
the resulting effects on trapped air pocket behaviour. It was desired in both geometries to 
encourage liquid-air interactions given it would be primarily through observation of the 
liquid-air interface that both the design rules and anticipated CFD design tool would be 
validated. 
The geometries were fabricated by laminating three laser cut acrylic sheets together: 
i. A black acrylic back sheet, 10 mm thick. 
ii. A clear acrylic centre sheet, 5 mm thick containing the flow geometry. 
iii. A clear acrylic front sheet, 10 mm thick. 
This is shown pictorially in Figures 4.18 and 4.19 for both geometries.  The front and back 
sheets were made of thicker material to give them additional stiffness, helping them clamp 
and seal around the centre sheet. The centre sheet was made just 5 mm thick as to limit 
three-dimensional flow in the cavity, making it as realistic of that in the early two-
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dimensional design models as possible. The rear sheet was made of black acrylic as opposed 
to clear to limit background white light behind the cavity generating noise in image data. 
 
Figure 4.18 – Geometry One: Bottom Inlet Cavity Assembly 
 
Figure 4.19 – Geometry Two: Side Inlet Cavity Assembly 
Note that imaging the flow through a flat acrylic sheet meant there was negligible optical 
distortion and image calibration factors (pixels per millimetre) could be assumed constant 
across images, simplifying any data processing and reducing error. 
To ensure flow in the cavity was unsusceptible to movement in the flexible PVC hosing 
which composed the fluid circuit a liquid reservoir was built which, mounted below the 
cavity as shown in Figure 4.20, acted to diffuse the incoming flow. 
The rig was mounted to the same variable tilt stand used to support the lower cylinder head 
cooling core in previous studies. As outlined in the introduction, however, rig inclination 
was not varied in this study and the stand was fixed in the horizontal position. 
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Figure 4.20 – Mounted Optical Cavity and Liquid Reservoir 
The assembled rig shown in Figure 4.20 was serviced by a modified version of the fluid 
circuit described in section 4.2. This is shown schematically in Figure 4.21. The key change 
for this study was the use of a second ‘Low Flow’ line to provide the monitoring capability 
for the full flow rate range to be interrogated, as discussed shortly. 
 
Figure 4.21 – Fluid Circuit Providing Liquid Flow Rates Equivalent to Engine Running 
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4.3.2 Liquid Flow Rate Definition and Monitoring 
Unlike previous studies in which flow rates realistic of those found in an actual cooling 
system were upheld, this study assessed flow rates from almost zero (0.5 LPM) up to the 
amount required to entirely remove air from the assessed geometries: approximately 
22 LPM for Geometry One and 5 LPM for Geometry Two.  
Given the data’s application to engine cooling system design, however, it was still desired to 
identify which flows within these ranges best represented those seen in a real cooling jacket. 
Whilst realistic coolant flow rates were defined in section 4.2 for the single cylinder 
geometry assessed, the geometries in this study had a considerably smaller flow area than 
the original lower cylinder head cooling core, meaning that the same flow rates would not be 
representative of the real-life scenario. It was decided that to find flow rate ranges for the 
simplified geometries which were comparable to those defined for the real geometry 
assessed in section 4.2, liquid turbulence (Reynolds Number) at geometry inlet would be 
matched. For the single cylinder lower head cooling core assessed in section 4.2, the flow 
rate range determined was 12 to 51 LPM which encompassed both the 4 and 6 cylinder 
engines the geometry applied to. 
Using Equations 4.1 to 4.3 the Reynolds numbers corresponding to these flow rates across 
the real cavity’s inlets were calculated. These are shown in Table 4.3 alongside the 
calculation constants. 
 
Flow Area (A) 
[m2] 
 
 
𝐴 =  𝜋 �𝐷𝐻2 �2 
 
 
[4.1] 
 
 
Volumetric Flow Rate (Q) 
[m3.s-1] 
 
 
𝑄 =  𝐴𝑉 
 
 
[4.2] 
 
 
Reynolds Number (Re) 𝑅𝑒 =  𝜌𝜌𝑉𝐷𝐻
µ
 [4.3] 
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Table 4.3 – Single Cylinder Lower Head Cooling Core (Real Geometry) Inlet Flow Characteristics 
 
The inlet flow areas of the two simplified geometries were taken from their CAD models 
and representative hydraulic diameters calculated using Equation 4.1. Inlet velocity values 
were then calculated for each geometry using Equation 4.3 and the Reynolds numbers for 
the real geometry (Table 4.3). Equation 4.2 was then used to calculate representative flow 
rate ranges for each geometry. This data is provided in Table 4.4. 
Table 4.4 – Geometry One and Geometry Two (Simplified Geometries) Inlet Flow Characteristics 
 
To summarise this process, flow rate ranges were derived for Geometry One and Geometry 
Two which were realistic of the flows seen in a real IC engine’s cooling jacket by virtue of 
having the same inlet Reynolds number. 
These ranges, corresponding to 3953 < Re < 16848, were: 
• Geometry One (Bottom Inlet): 
o ~3 to 13 LPM 
• Geometry Two (Side Inlet): 
o ~2 to 8 LPM 
Parameter Value Unit 
Hydraulic Diameter (DH)       
of a single inlet 
0.016 m 
Volumetric Flow Rate (Q) 
across the four inlets 
12 to 51 LPM (non S.I.) 
0.0002 to 0.00085 m3.s-1 (S.I.) 
Dynamic Viscosity of Water 
(µ) 
0.001002 at 20oC Pa.s 
Density of Water (𝜌𝜌) 998.2 at 20 oC kg.m-3 
Total Inlet Area (A) 
 (four inlets) 
0.000804 m2 (Calculated Eq. 4.1) 
Liquid Velocity (V)                     
at cavity inlet 
0.248 to 1.057 m.s-1 (Calculated Eq. 4.2) 
Reynolds Number (Re)        
at cavity inlet 
3953 to 16848 
Dimensionless 
(Calculated Eq. 4.3) 
All Turbulent (>2300) 
 
0.0002 m2 0.0001 m2
0.0160 m 0.0098 m
Min. 0.248 m.s-1 Min. 0.405 m.s-1
Max. 1.057 m.s-1 Max. 1.726 m.s-1
0.000050 m3.s-1 0.000030 m3.s-1
2.98 LPM 1.82 LPM
0.000211 m3.s-1 0.000129 m3.s-1
12.68 LPM 7.77 LPM
Geometry One: Bottom Inlet Geometry Two: Side Inlet
Inlet Velocity (V)
Inlet Area (A)
Effective Hydraulic Diameter (DH)
Inlet Velocity (V)
Inlet Area (A)
Effective Hydraulic Diameter (DH)
Inlet Flow Rate (Q)
Max.
Min. Min.
Max.
Inlet Flow Rate (Q)
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Whilst the acquired data analyses flow rates beyond these ranges, it is made clear in the 
results section which data falls within these bands and so is comparable to actual engine 
coolant flow. 
To set and log flow rate over the course of data runs two pairs of flow meters were used 
providing a ‘low range’ and ‘high range’ flow detection capability:  
• Low Range – 0.5 to 5.5 LPM: 
o Rotameter calibrated for range 0.8 to 10 LPM. This was used for setting the 
flow rate during a data run of less than 5.5 LPM. 
o Turbine type meter calibrated in range 0.5 to 5.5 LPM with a +/- 3% error. This 
was used for data logging over the course of a data run and was the limit to the 
assessable flow range. 
• High Range – 6 to 45 LPM: 
o Rotameter calibrated for range 5 to 52 LPM. This was used for setting the flow 
rate during a data run of more than 6.0 LPM. 
o Paddle wheel type meter calibrated in range 6 to 45 LPM with a +/- 7% error. 
This was used for data logging over the course of a data run and was the limit to 
the assessable flow range. 
Incorporation of these meters into the fluid circuit was shown in Figure 4.21. 
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4.3.3 Data Acquisition Hardware, Methodology and Results 
This study utilised three optical techniques to characterise the air pocket break-up process. 
Chronologically these were: 
i. High Speed Imaging: 
• Visualising phase interactions. 
ii. Long Exposure SLR Imaging: 
• Visualising liquid streamline flow structures. 
iii. Particle Image Velocimetry: 
• Providing liquid phase velocity data. 
Water (20oC) was used as the liquid medium in all data runs for its optical clarity. To give it 
traceability in image data, it was seeded with glass microspheres sized 30 to 50 µm 
(Expancel 551DE40d42). 
The CCD/camera in all data runs was positioned to view the front of the optical cavity as 
shown in Figure 4.22. Magnification was set to utilise as much of the imaging chip as 
possible for capturing the air pocket breakup process within the optical geometry.  
 
Figure 4.22 – Camera/CCD Positioning in Data Runs and the Imaged Region 
The following sections provide detail of each applied optical technique and the results it 
provided. 
 
 
Imaged Region  
(All Data Sets)
Camera/CCD
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4.3.3.1 High Speed Imaging (HSI) 
For high speed image capture a Photron FastCam APX RS camera was used, detail of which 
was provided in Chapter Three. White light was used for illumination, delivered from a high 
energy halogen bulb by two optical fibres. At the end of each fibre was a light sheet optic 
which, situated either side of the geometry as shown in Figure 4.23, illuminated just the 
central acrylic sheet, minimising reflections and scatter from the front and rear sheets. 
 
Figure 4.23 – High Speed Imaging Hardware Setup 
The approach to high speed data acquisition was similar to that in section 4.2. Initially, 
transient flow rate runs were performed, identifying critical flow rates at which further, 
steady state investigations could then be undertaken. The flow rates assessed in these runs 
for both geometries are shown in Figure 4.24 by the acquired flow meter data. Note that for 
Geometry One (bottom inlet) the assessed flow rates spanned the operating ranges of both 
applied flow meters (paddle wheel and turbine type meters). This resulted in two separate 
transient flow rate runs being performed on Geometry One, assessing the ‘low range’ and 
‘high range’ flows each meter was calibrated for, as keyed in Figure 4.24. 
 
Figure 4.24 – Flow Rate (LPM) Versus Time (s) Data for Transient Flow Rate Data Runs – Both Geometries 
Images from across these transient flow rate runs are displayed in Figures 4.25 and 4.26. 
Fibre Optic to 
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Geometry One (Bottom Inlet): Transient Flow Rates 
 
 
 
 
 
Figure 4.25 – Montage Image Sequence for Low and High Range Transient Flow Rates (GEOMETRY ONE) 
0.0s
Geometry One
Starting State
Low Range Transient: 2 LPM
Equivalent Engine RPM: N/A
Geometry One
Mid/Intermittent Regime
Low Range Transient: 4 LPM
Equivalent Engine RPM: 940
13.4s
Air Trap Region
Inlet
Outlet
Note difference in                   
Low Range: 4LPM and               
High Range: 6LPM.   
See following notes for 
reasoning .
Geometry One
Starting Regime
High Range Transient: 6 LPM
Equivalent Engine RPM: 1220
Geometry One
Starting Regime
High Range Transient: 8 LPM
Equivalent Engine RPM: 1500
3.8s 4.2s
Air displaced and 
removed to LHS of air 
trap region
Geometry One
Mid/Intermittent Regime
High Range Transient: 10 LPM
Equivalent Engine RPM: 1780
Geometry One
Mid/Intermittent Regime
High Range Transient: 12 LPM
Equivalent Engine RPM: 2060
4.7s 5.1s
Oscillatory wave occurs
- Random removal of air 
to LHS of trap region
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Figure 4.25 – Montage Image Sequence for Low and High Range Transient Flow Rates (GEOMETRY ONE) 
Geometry One
Mid/Intermittent Regime
High Range Transient: 14 LPM
Equivalent Engine RPM: N/A
Geometry One
Ending Regime (Begins)
High Range Transient: 16 LPM
Equivalent Engine RPM: N/A
5.6s 6.1s
Oscillatory wave breaks 
down air pocket removing 
sections to the LHS of 
trap region
Geometry One
Ending Regime
High Range Transient: 18 LPM
Equivalent Engine RPM: N/A
Geometry One
Ending Regime
High Range Transient: 20 LPM
Equivalent Engine RPM: N/A
6.6s 7.1s
Remaining air coalesces         
and is dragged down 
RHS wall
Geometry One
Ending Regime
High Range Transient: 22 LPM
Equivalent Engine RPM: N/A
Geometry One
Final State
High Range Transient: 22 LPM
Equivalent Engine RPM: N/A
7.6s 13.0s
Air pocket broken down 
and entrained in high 
velocity inlet flow
Residual bubbles in low 
pressure/recirculation 
regions
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Geometry Two (Side Inlet): Transient Flow Rates 
 
 
 
Figure 4.26 – Montage Image Sequence for Low Range Transient Flow Rates (GEOMETRY TWO) 
Geometry Two
Low Range Transient: 2.2 LPM
Equivalent Engine RPM: 850
0.0s 4.9s
Geometry Two
Low Range Transient: 1.5 LPM
Equivalent Engine RPM: N/A
Air Trap Region
Inlet
Outlet Inlet jets onto the air 
pocket, displacing it 
towards the outlet.
7.3s
Geometry Two
Low Range Transient: 2.9 LPM
Equivalent Engine RPM: 1010
9.5s
Geometry Two
Low Range Transient: 3.6 LPM
Equivalent Engine RPM: 1170
Coander effect at inlet 
results in liquid clinging   
to the air-trap wall/surface. As air pocket gets smaller 
break-up becomes more 
gradual. Discrete bubbles 
are broken off LHS of main 
air pocket.
12.0s
Geometry Two
Low Range Transient: 4.3 LPM
Equivalent Engine RPM: 1340
15.4s
Geometry Two
Low Range Transient: 5.0 LPM
Equivalent Engine RPM: 1500 Final State
After air pocket removal 
small bubbles remain 
trapped in regions of low 
pressure/recirculation
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It was identified during transient flow rate interrogations of Geometry One (bottom inlet) 
that there were three modes/regimes of air pocket breakup/removal, as labelled in 
Figure 4.25. These were termed: 
i. Starting Regime (~ 7 LPM) : 
• A steady air removal regime in which liquid was seen to displace the air 
pocket facilitating its removal to the left of the images/air-trap region. 
ii. Mid/ Intermittent Regime (~ 15 LPM) : 
• A very unsteady/unpredictable regime in which the air pocket was seen to 
oscillate between the left and right hand sides of the air-trap region with air 
being removed randomly in large slugs. 
iii. Ending Regime (~ 22 LPM) : 
• A steady regime in which the much reduced trapped air pocket was 
displaced to the right hand side (RHS) of images/the air-trap region, dragged 
down the RHS wall of the cavity and eventually broken up and entrained in 
the high velocity liquid at cavity inlet. 
Steady/constant flow rate data sets were undertaken for each identified regime. It was found, 
however, that when assessing steady state flow rates each regime occurred at lower flow 
rates than found in transient runs: 
i. Starting Regime ~ 4.5 LPM. 
ii. Mid/Intermittent Regime ~ 6.5 LPM. 
iii. Ending Regime ~ 12.1 LPM. 
This was attributed to there being more time for a given flow rate to remove trapped air in 
steady/constant flow rate data runs and as air pocket size reduced, subsequent regimes were 
induced. Thus a key observation was that air pocket breakup was not just affected by flow 
rate, but also by time and air pocket size. This observation accounts for the discrepancy 
observed between the ‘low range’ and ‘high range’ data sets noted in Figure 4.25 for 
Geometry One: at 4 LPM in the ‘low range’ data run more air had been removed than at 
6 LPM in the ‘high range’ run. This was attributed to 4 LPM in the ‘low range’ run having 
been reached at a much later real time than the 6 LPM flow rate in the ‘high range’ run, as 
shown in Figure 4.24. 
In Geometry Two (side inlet) there was only one regime identified, which dominated 
throughout the air pocket removal process. This was similar to the ‘Starting Regime’ 
identified for Geometry One in that it saw the steady, predictable displacement of trapped air 
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towards the left of the cavity and the outlet. So when undertaking steady state runs, instead 
of having target regimes to interrogate, three flow rates were chosen from across the range 
required to remove the trapped air. 
As with Geometry One, the removal of air in Geometry Two was a product of time and air 
pocket size as well as flow rate, resulting in steady state flow rates being less than those in 
transient runs for the same air pocket behaviour to be observed. The steady/constant flow 
rates assessed in Geometry Two were: 2.0, 3.4 and 3.9 LPM. 
All of the steady/constant flow rate data runs undertaken are shown graphically in 
Figure 4.27, again using the acquired flow meter data. 
 
Figure 4.27 – Flow Rate (LPM) Versus Time (s) Data for Steady/Constant Flow Rate Data Runs – Both Geometries 
Note that similarly to the transient flow rate data runs, the steady state runs were all 16.4 s in 
duration. This was determined by the imaging hardware’s capability. Frames were captured 
at 125 fps which, given the high speed camera’s internal hard disc size: 2050 frames at 
1000x1000 pixels resolution (2 Gb approximately), meant only 16.4 s of video could be 
acquired. 
Results from the steady state flow rate assessments are presented in Figures 4.28 and 4.29 
with annotations highlighting key features of the air pocket breakup process in both 
geometries. 
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Geometry One (Bottom Inlet): Steady/Constant Flow Rates 
 
 
 
Figure 4.28 – Montage Image Sequence for Steady/Constant Flow Rates (GEOMETRY ONE)  
Geometry One
Steady/Constant Flow Rate: 4.5 LPM
Equivalent Engine Speed: 1010 RPM
Starting Regime:
Inlet flow impinges on the centre of the trapped air 
pocket, displacing it  downwards at the  left and right  of 
the air trap region.
Displaced air enters high velocity flow at the LHS of air 
trap region, gets broken away from  the bulk air pocket, 
entrained and removed from the cavity.
Air Trap Region
Oscillating 
Wave
Geometry One
Steady/Constant Flow Rate: 6.5 LPM
Equivalent Engine Speed: 1290 RPM
Mid/Intermittent Regime:
As the air pocket reduces in size and flow rate increases, 
an oscillating wave occurs in the liquid-air interface. The 
wave displaces air in an oscillatory fashion from the LHS 
to the RHS of the air trap region.
Occasionally (randomly) the wave will have such a great 
amplitude that the air pocket thins in the centre. Air to the 
LHS detaches and is entrained in high velocity liquid in 
large slugs.
Most air is removed in this regime.
Thinning
Geometry One
Steady/Constant Flow Rate: 12.1 LPM
Equivalent Engine Speed: 2074 RPM
Ending Regime:
Air remaining in the RHS of the air trap region after the 
turbulent mid/intermittent regime is often then broken 
down (sometimes it remains intact), but in all cases 
coalesces to the RHS of the air trap region.
As flow rate increases the small air pocket is slowly 
dragged down the RHS wall. Its position on this wall is 
almost completely dependant on liquid flow rate – little 
turbulence/unpredictability exists.
When the air pocket reaches high velocity inlet flow it is 
broken down, entrained and removed from the cavity.
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Geometry Two (Side Inlet): Steady/Constant Flow Rates 
 
 
 
Figure 4.29 – Montage Image Sequence for Steady/Constant Flow Rates (GEOMETRY TWO) 
Geometry Two
Steady/Constant Flow Rate: 2.0 LPM
Equivalent Engine Speed: 800 RPM
Liquid entering at inlet does not have enough energy to 
remove trapped air and just displaces it slightly to the 
left.
Inlet flow is jetted downwards, around the trapped air 
pocket which is acting like a flow boundary/wall.
Geometry Two
Steady/Constant Flow Rate: 3.4 LPM
Equivalent Engine Speed: 1127 RPM
As liquid flow rate increases, cavity inlet flow has more 
energy and begins to displace air to the left, out of the air 
trap geometry.
Through its own buoyancy (mainly) displaced air then 
rises to cavity outlet where high velocity liquid leaving 
the cavity entrains and carries it away.
Unlike Geometry One, liquid only has to displace the air 
pocket horizontally to remove it, not vertically 
downward, thus less energy/ a lower flow rate is needed 
in Geometry Two to remove all trapped air.
Buoyancy 
dominates 
removal at 
this point
Geometry Two
Steady/Constant Flow Rate: 3.9 LPM
Equivalent Engine Speed: 1243 RPM
As air pocket size deteriorates, the inlet liquid jet 
impinges on it less directly. Air removal becomes more 
incremental as small air bubbles are broken off the left 
hand end of the air pocket.
A tipping point is reached when inlet flow rate becomes 
that great that even the small trapped air pocket is 
displaced. It is dragged along the top wall of the cavity 
towards the outlet.
Once pushed past the left hand end of the air trap region 
all air is then broken down, entrained and removed in the 
high velocity liquid flow.
Residual bubbles are seen to reside in regions of 
recirculation/low pressure.
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4.3.3.2 Long Exposure SLR Imaging 
For SLR image data acquisition a Canon EOS 30D camera was used. Unlike other 
CCDs/cameras used in this thesis which provided images of approximately 1 megapixel 
resolution, this camera provided much higher resolution with images of 8.2 megapixels 
(3504 x 2336 pixels). White light was used for illumination and was applied in the same 
manner with the same hardware as shown in Figure 4.23 for high speed imaging. 
During image capture the camera’s exposure time was elongated, causing liquid seeding 
particles to generate image ‘streaks,’ indicative of flow streamlines, thus showing liquid 
flow structures and helping provide an understanding of the liquid-air interface’s behaviour. 
This methodology was applied to both assessed geometries for a transient flow rate. Camera 
exposure time in each data run was defined through a trial and error approach. The length of 
particle streaks in images was related directly to liquid velocity/flow rate and so an exposure 
time was selected for each transient run which provided the best visualisation of flow 
structures across the assessed flow range. 
A specific aim of this study was to highlight the liquid flow structures accountable for the air 
removal regimes identified in high speed imaging data. This was desired especially for 
Geometry One in which regime transition occurred and a highly erratic interface was 
observed in certain conditions. 
In high speed images the air pocket removal regime was shown to be a product of time and 
air pocket size/shape as well as liquid flow rate. High speed image data shows the 
relationship between regime and these variables clearly and so in this study time and flow 
rate were not logged. Rather, images were taken at each regime which could then be related 
back to the high speed image data providing an improved understanding of the trapped air 
pocket’s behaviour at such times. 
Long exposure SLR images are presented in two sections: 
• Geometry One (Bottom Inlet): Transient Flow Rate (Figure 4.30) 
• Geometry Two (Side Inlet): Transient Flow Rate (Figure 4.31) 
Air pocket removal regimes are labelled in images as appropriate. To aid reader 
understanding and mitigate the loss of image quality during printing, in addition to 
annotations, graphics have been overlain on images to better highlight the flow structures 
indicated by streaking particles. 
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Geometry One (Bottom Inlet):  Transient Flow Rate 
 
 
 
 
 
 
Figure 4.30 – Montage Image Sequence for SLR Image Streamlines (GEOMETRY ONE)  
Starting Regime
As flow rate increases the main flow path 
extends upwards into the centre of the 
trapped air pocket.
Air at the left and right of the trap location 
is displaced downwards. Air at the left is 
broken away into high velocity bulk flow. Main/Bulk Flow Path Recirculation / Eddies
Recirculation
Flow path divergence with 
increasing flow rate
Mid/Intermittent Regime
As the air pocket decreases in size, the 
liquid’s flow domain changes and grows.
In the Starting Regime, the eddies 
generated at the RHS of the inlet 
dissipated into the bulk flow path.
As the air pocket reduces in size, these 
eddies are no longer directed into the bulk 
flow, but exist all along its top edge.
Eddie movement along this edge is what 
causes the oscillating liquid-air interface.
Ending Regime
Once the air pocket becomes small enough 
and so has less buoyancy, it begins to be 
displaced to the RHS of the air trap region.
This displacement of the air pocket again 
creates a new liquid flow domain. The 
previous string of eddies is cut off by the 
air pocket in its new position. Where they 
were is replaced by a single large region of 
recirculation.
As flow rate increases, this large 
recirculation region gains energy, 
displacing the air pocket down the RHS
wall until it is broken down and entrained at the cavity’s inlet. During the air pocket’s transit down the RHS 
wall, the counter rotating eddies either side act to gradually break it down, detaching small bubbles as shown.
Detachment of 
small bubbles
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Geometry Two (Side Inlet):  Transient Flow Rate 
 
 
 
 
 
 
 
Figure 4.31 – Montage Image Sequence for SLR Image Streamlines (GEOMETRY TWO)  
Whilst there is a low flow rate the inlet 
liquid jet does not have enough energy to 
overcome the air pocket’s buoyancy. 
Liquid is diverted downwards where it 
diffuses in the larger volume.
The air pocket acts as a solid but 
deformable body.
Inlet 
Jet
As liquid flow rate increases, the inlet jet 
travels further into the air trap region, 
displacing air into the high velocity liquid 
at the LHS of the cavity where it is broken 
down and removed.
At this range of flow rates and above, 
gradual air pocket decay occurs as well, 
independent of flow rate. This is by virtue 
of the high velocity liquid entraining small 
bubbles at the trailing (LHS) edge of the 
air pocket.
A large recirculation region below the bulk 
flow path is generated.
Incremental breakup by 
passing high velocity 
liquid into small bubbles
Due to the Coander effect, the inlet liquid 
jet clings to the air trap wall/surface, 
impinging liquid directly on the trapped air 
pocket.
As flow rate increases more air is removed 
and the recirculation zone below the bulk 
flow path increases in diameter.
Once all trapped is removed the low 
pressure in the centre of the recirculation 
zone traps residual bubbles.
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4.3.3.3 Particle Image Velocimetry (PIV) 
PIV was performed to obtain liquid phase velocity data, providing quantification of the flow 
structures identified in the long exposure SLR images. 
The PIV imaging hardware and processing software was the same as that used and described 
in Chapter Three: TSI’s single shot NewWaveTM PIV system utilising INSIGHTTM 
processing software. Figure 4.32 shows the arrangement of the PIV hardware in the current 
study. 
 
Figure 4.32 – PIV Hardware Arrangement 
Please note that PIV fundamentals were described in Chapter Two and should be referred to 
for an explanation of how the presented data was derived. Process error sources were 
described in Chapter Three when the technique was applied to coolant filling flows. Whilst 
error is quantified and provided for data in this study, for its derivation process the reader is 
referred to Chapter Three. 
PIV data in this study assessed steady/constant flow rates in both geometries from across the 
ranges necessary to remove all trapped air. Flow rates interrogated in Geometry One were: 
5.0, 6.7, 8.3, 10.0, 11.7, 13.3 and 15.0 LPM 
These flow rates encompassed all three air removal regimes identified for Geometry One 
during high speed imaging data sets. Flow rates interrogated in Geometry Two were: 
1.0, 2.0, 3.0 and 3.5 LPM 
NewWaveTM
Double Pulse (Twin) 
Nd:YAG Laser
TSI Camera
1000 x 1016 pixels
Greyscale
Laser Sheet
λ = 532nm
1 mm thick (approx.)
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As observed previously, repeat runs required slightly different flow rate ranges for the same 
air pocket behaviour to be observed. This can be seen in this case by comparing PIV flow 
rate ranges with those used in high speed imaging: both of which were the ranges required to 
remove all trapped air from the two geometries. This occurred due to run time and air pocket 
size/shape also affecting air pocket break up.  
It was observed that when transitioning (increasing) between the flow rates in two 
successive PIV data runs, even after reaching the target flow rate, air removal was still 
occurring. After a period of time, flow in both geometries would reach a stabilised condition 
in which air pocket size remained constant. It was concluded from this that for any 
incremental increase in flow rate, air pocket size would exponentially decrease, converging 
on an ‘equilibrium’ condition in which air pocket size was constant. All PIV data runs were 
performed for the geometries in this ‘equilibrium’ state. 
As flow rate was increased the time between laser pulses was decreased as necessary to 
ensure an adequate particle image displacement: always below ¼ of an interrogation region. 
In this study interrogation region size was set to 16x16 pixels. This meant particle image 
displacement was always below 4 pixels. 
The calibration factor in all cases was measured as 7 pixels per millimetre (140 µm per 
pixel) and was assumed constant across the imaged area. This resulted in a velocity data 
point every 2.28 mm across a processed image. 
Image pairs were acquired at a rate of 10 Hz. 50 image pairs were acquired for each assessed 
flow rate, providing data for a 5 s time period in each run.  
The results to this PIV analysis are shown in Figures 4.33 and 4.34 for both assessed 
geometries. Velocity vector fields were selected to best convey the key findings of the air 
pocket breakup processes. They consist of both instantaneous and averaged velocity fields 
from across the steady/constant flow rate data runs performed.  
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Geometry One (Bottom Inlet): Steady/Constant Flow Rates 
 
 
 
Figure 4.33 – Montage Image Sequence for PIV Data (GEOMETRY ONE) 
Geometry One
Average 5 s Vector Field
Steady/Constant Flow Rate: 5.0 LPM
Equivalent Engine Speed: 1080 RPM
Starting Regime:
As previously described.
Air Trap 
Region
Inlet
Geometry One
Instantaneous Vector Field
Steady/Constant Flow Rate: 6.7 LPM
Equivalent Engine Speed: 1318 RPM
Starting to Mid/Intermittent Regime Transition
Many small vortexes seen to 
propagate along the top edge of the 
main/bulk flow path.
Turbulence in the liquid-air interface 
begins due to the vortexes.
Air
Geometry One
Instantaneous Vector Field
Steady/Constant Flow Rate: 6.7 LPM
Equivalent Engine Speed: 1318 RPM
Starting  to Mid/Intermittent Regime Transition
Occasional larger vortexes occur  
causing the air pocket thinning 
observed in HSI & SLR image data.
Air
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Figure 4.33 – Montage Image Sequence for PIV Data (GEOMETRY ONE) 
Geometry One
Instantaneous Vector Field
Steady/Constant Flow Rate: 8.3 LPM
Equivalent Engine Speed: 1542 RPM
Mid/Intermittent Regime
Large vortexes occur more regularly 
causing an oscillatory air pocket 
motion from left to right as the 
vortexes propagate below the  
liquid-air interface.
If a vortex is large enough the air 
pocket will thin so much that break 
up occurs. Air to the left of the trap 
region is swept into the main flow 
stream by the propagating vortex.
Air
Geometry One
Average 5 s Vector Field
Steady/Constant Flow Rate: 10.0 LPM
Equivalent Engine Speed: 1780 RPM
Mid/Intermittent Regime
Average vector fields show clearly 
the region in which vortexes 
propagate.
The greater the flow rate / the 
smaller the air pocket the wider this 
band is.
Air
Geometry One
Average 5 s Vector Field
Steady/Constant Flow Rate: 11.7 LPM
Equivalent Engine Speed: 2018 RPM
Mid/Intermittent to Final Regime Transition
As the trapped air pocket gets smaller the liquid flow 
domain changes. The main liquid flow path starts to 
branch at the LHS of the air trap region generating a 
recirculation zone. This pushes the air pocket to the 
RHS of the air trap region. 
The air pocket’s new position and shape act to reduce 
the width of the vortex band. Vortexes are diverted 
into the bulk flow stream where they diffuse, thus 
reducing liquid-air interface turbulence.
Thinning 
vortex 
band
Air
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Figure 4.33 – Montage Image Sequence for PIV Data (GEOMETRY ONE)  
Geometry One
Instantaneous Vector Field
Steady/Constant Flow Rate: 13.3 LPM
Equivalent Engine Speed: N/A (>2200 RPM)
Ending Regime
As flow rate increases, the recirculation 
zone at the LHS of the air trap region gains 
velocity. It impinges on the remaining 
trapped air, overcomes its buoyancy and 
drags it down the RHS wall.
The large recirculation zone drives the small 
vortexes into the bulk flow stream where 
they are dissipated, reducing liquid-air 
interface turbulence.
Air
Geometry One
Average 5 s Vector Field
Steady/Constant Flow Rate: 13.3 LPM
Equivalent Engine Speed: N/A (>2200 RPM)
Ending Regime
Flow past the ‘tip’ of the remaining trapped air 
breaks away small bubbles. This only accounts 
for a low level of air removal, however.
Once the flow rate is great enough to push the 
air pocket all the way down to the cavity’s 
inlet, high velocity liquid in the bulk flow path 
breaks it down and removes it.
Air
Geometry One
Average 5 s Vector Field
Steady/Constant Flow Rate: 15.0 LPM
Equivalent Engine Speed: N/A (>2200 RPM)
Final State (All Air Removed)
NOTE: Image noise caused loss of data in 
several images. This appears in vector fields 
as ‘holes’/missing vectors. The cause of this 
was secondary scattering of laser light from 
acrylic cavity walls.
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Geometry Two (Side Inlet): Steady/Constant Flow Rates 
 
 
 
Figure 4.34 – Montage Image Sequence for PIV Data (GEOMETRY TWO) 
Air Trap 
Region
Geometry Two
Average 5 s Vector Field
Steady/Constant Flow Rate: 1.0 LPM
Equivalent Engine Speed: N/A (<800 RPM)
Air removal in Geometry Two was much 
more steady and predictable than in Geometry 
One with less liquid-air interface turbulence.
PIV data reiterated the observations made for 
the geometry previously in high speed and 
SLR imaging studies.
Air
Geometry Two
Average 5 s Vector Field
Steady/Constant Flow Rate: 3.0 LPM
Equivalent Engine Speed: 1033 RPM
The student found applying PIV in Geometry Two to 
be more troublesome than in Geometry One. 
With the laser sheet impinging on the geometry from 
the LHS, liquid below the air pocket was in some areas 
illuminated through the liquid-air interface. The 
interface acted to lens the light, creating constructive 
and destructive interference fringes/patterns which 
changed constantly with the interface’s shape and 
introduced image noise and data error/loss. Data from 
such regions must be used with caution.
Geometry Two
Average 5 s Vector Field
Steady/Constant Flow Rate: 3.5 LPM
Equivalent Engine Speed: 1150 RPM
Final State (All Air Removed)
Due to the large range of velocities found in Geometry 
Two, in areas of extreme low velocity, for example 
vortex centres, particle displacements could not be 
resolved and data holes/missing vectors occurred.
Use of a larger interrogation region size was considered 
to increase the PIV system’s dynamic range, but was not 
applied due to the loss in data’s spatial resolution and the 
increased displacement gradient error it would incur.
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4.3.4 Data Error 
Error in the presented data falls into two categories: 
• Liquid flow rate error, applicable to: 
o High speed imaging and PIV data runs. 
• Liquid velocity error, applicable to: 
o PIV data runs only. 
Error in liquid flow rate was a product of the meters used during data acquisition. These 
were described in section 4.3.2 and their integration into the fluid circuit was shown in 
Figure 4.21. Presented flow rate values were derived from the pulse data provided by the 
paddle wheel and turbine type flow meters. The error associated with each meter was 
obtained from their respective data sheets, provided by their manufacturers. In this study, 
these meters were applied to measuring two flow rate ranges, previously categorised as the 
‘low’ and ‘high’ flow ranges. Each range and respective meter type/error was as follows: 
• 0.5 to 5.5 LPM (low range) 
o Turbine flow meter 
o +/- 3% error (of a reading) 
• 6.0 to 45.0 LPM (high range) 
o Paddle wheel flow meter 
o +/- 7% error (of a reading) 
 
Liquid velocity error was harder to determine given it was subject to the experimental setup 
used during PIV. The following provides a summary of the PIV process errors attributed to 
this study. For a detailed account of how these were derived the reader is referred to Chapter 
Three. 
Particle Image Size Error: +/- 0.016 pixels 
Particle Image Displacement Error: +/- 0.05 pixels 
Displacement Gradient Error: +/- 8% (approximately across both geometries). 
Particle Image Density Error: +/- 0.04 pixels 
Background Image Noise Error: +/- 0.1 pixels 
Summing these errors in quadrature and assuming a 4 pixel particle displacement (dominant 
in high velocity regions of flow fields), this gives an approximate PIV data error of +/- 8.5%. 
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4.3.5 Observations and Conclusions 
Observations to specific data runs and inherent flows were provided alongside result image 
data. This section aims to make broader observations about the air pocket breakup process 
and enable conclusions to be drawn which facilitate the development of rules for avoiding 
stagnant gases in an engine’s cooling jacket whilst it is running. 
At a simplistic level, data has shown that of the two geometries, trapped air was most easily 
removed from Geometry Two (side inlet). Geometry One (bottom inlet) required four times 
the flow rate of Geometry Two to remove all trapped air and at this flow rate was well in 
excess of any representative ‘real’ engine running condition. 
Despite this finding, however, and the fact that both geometries saw very different air 
removal processes, it was observed that fundamentally, both geometries depended on the 
same two criteria for air pocket removal to be successful: 
(1) The air pocket must be displaced from the original trap location. 
(2) The air pocket must be broken down into smaller bubbles. 
(1) was seen to be a precursor for (2) and both together were required for trapped air to be 
removed. 
To understand why one geometry performed better than the other and to develop design 
rules for avoiding stagnant air during engine running, the reasoning behind these criteria had 
to be understood. 
The importance of point (2) can be understood from two-phase bubbly flow literature. It has 
been shown that there are three forces acting on an entrained bubble in a two-phase 
streamline: inertial, drag and buoyancy forces (Brennen 1995) and so govern its trajectory. 
For the current study inertial forces may be neglected given the small mass and velocity of 
trapped air in the two geometries. Thus it can be understood that bubble trajectory depended 
predominantly on the balance between liquid drag force (FD) and bubble buoyancy force 
(FB). Munson, Young and Okiishi (2002) provided that each of these forces is a function of 
bubble diameter (D) as defined in Equations 4.4 and 4.5. 
Liquid Drag Force 𝐹𝐷 = 𝑓(𝐷2) [4.4] 
Buoyancy Force 𝐹𝐵 = 𝑓(𝐷3) [4.5] 
 
These relationships show that as bubble diameter (D) becomes large, buoyancy forces will 
dominate a bubble’s trajectory. 
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In the current study it is the trapped air pocket’s buoyancy which holds it in the air trap 
region. For impinged liquid to entrain the air pocket and remove it from the geometry, it can 
be seen from literature that it must first be broken down to enable liquid drag forces to take 
control of its trajectory. 
Over the course of the data runs, the rate and size of bubbles detaching from the bulk air 
pocket was seen to vary. It was observed that to facilitate the breakup of the air pocket 
(detachment of bubbles) it had first to be displaced from its stable state position, i.e. that at 
zero liquid flow. The displacement of the trapped air pocket was always accompanied by 
liquid-air interface turbulence and so a change in air pocket shape. Critically, it was the 
localised thinning of the air pocket which was seen to best facilitate bubble detachment.  
In Geometry Two, this happened throughout air pocket removal at the LHS of the air trap 
region, as shown in Figure 4.35. 
 
Figure 4.35 – The Two Criteria for Trapped Airs Removal: Geometry Two 
In Geometry One, the detachment rate and size of bubbles varied by the identified air 
removal regime: ‘starting’, ‘mid/ intermittent’ and ‘ending’. The starting regime was similar 
to the process observed in Geometry Two: air being displaced and broking up to the left of 
the air trap region. Unlike Geometry Two, however, as the air pocket reduced in size during 
the starting regime, the liquid flow domain changed and no longer acted to displace the air 
pocket in a manner promoting bubble detachment. 
Between the starting regime and mid/intermittent regime, there was a stage in which very 
little air was removed due to the net liquid drag force acting to push the air pocket into the 
air trap region, combining with the air’s own buoyancy, keeping it close to the afore 
mentioned ‘stable state’ in which the detachment of bubbles was prohibited. 
(1) Bulk Air Pocket   
Displacement
(2) Bubble 
detachment and 
entrainment in 
liquid flow
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As flow rate increased beyond this condition, eddies were seen to propagate from the 
cavity’s inlet up and along the liquid-air interface. These eddies were caused by a 
combination of factors. They were originally generated at cavity inlet, in the wake of the 
geometry transitioning from the liquid reservoir to the assessed air-trap region. This 
geometry was not visible in the acquired image data, but is highlighted later in the chapter 
when the numerical modelling of Geometry One is described. Following generation, the 
eddies propagated upwards and were seen to grow in energy/diameter. This was due to them 
entering the shear layer between the bulk flow path and the large trapped air pocket. Their 
effect was to displace and thin the air pocket, causing large slugs of air to detach which were 
then easily broken down by the surrounding liquid flow. It is believed that without them, the 
starting regime would have transitioned straight to the ending regime with little air removal 
in between. 
Once the bulk air pocket was reduced in size to such that the eddies could no longer interact 
with it, the ending regime began. This was where a large secondary recirculation flow 
displaced the air pocket down the RHS wall of the geometry until it was finally broken up 
and entrained in the high velocity liquid flow at the cavity’s inlet. 
Unlike the entire air removal process in Geometry Two, which was driven by the primary 
inlet to outlet flow path, in Geometry One the ending regime was driven by the secondary 
recirculation flow. By its secondary nature this had a lower velocity than the primary 
streamline passing through the geometry. It is for this reason that such a high final flow rate 
was required to remove the remaining trapped air: the recirculation region needed enough 
velocity to push the air all the way down the RHS wall to the inlet. 
Thus outlined are the key observations and conclusions to data acquired in this study. They 
contributed directly to the definition of the design rules provided in the next section. 
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4.4 Design Rules for Avoiding Stagnant Pockets of Air/Gas 
The following design rules are aimed to help cooling system designers ensure that should 
air, or indeed any gas, settle around an engine’s cooling jacket whilst it is shut down, it will 
not remain stagnant/stationary at start-up causing hot spots and the potential for rapid engine 
failure. This includes air entrapped during the coolant filling process, as studied in Chapter 
Three, as well as any gases generated/recirculating whilst an engine is running which will 
rise and coalesce at high points in the cooling jacket at shutdown, for example exhaust gases 
emanating from the cylinder head gasket. 
Rules are listed in order of effectiveness with 1 being most effective. 
Design Rules: 
1. Design for high wall velocities. 
Emulate Geometry Two: utilise phenomenon such as the Coander effect where possible. 
This will act to sweep/displace trapped air horizontally which was observed to be more 
effective than using a vertical jet of liquid to try and displace the air pocket vertically 
downwards. If the impinged flow can be the cavity’s main inlet to outlet streamline it 
will also help, given it will have significantly more energy/velocity than any secondary 
flow structure. This is a rule designers already commonly apply in ensure high cooling 
gallery wall convective heat flux. 
2. Jet incoming flow onto the air trap wall/surface. 
Encourage liquid-air interactions which promote air displacement, breakup and 
entrainment. Even if the bulk air pocket cannot be dragged towards cavity outlet, 
interactions will promote steady decay and removal of small bubbles which follow 
liquid flow more faithfully and so are more easily removed. 
3. Design for liquid turbulence. 
Ensure liquid below the air pocket is turbulent. Even if liquid is not directly impinged 
on the air pocket in a manner to remove it, the unsteady nature of turbulent flow will 
still act to gradually break down the air. This would emulate Geometry One in the 
mid/intermittent regime which, without eddies/turbulence, would have seen little air 
removed until the end of the ending regime and thus at a much higher flow rate. 
4. Ensure an air pocket is located on the main inlet to outlet flow path. 
If the air trap location is not near either cavity inlet or outlet, by ensuring it is still on a 
bulk flow path will ensure high liquid velocities which are proven beneficial for 
removing air: they promote turbulence and so the necessary liquid-air interactions.  
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4.5 A Model for Predicting Trapped Air’s Behaviour at Engine Start 
Whilst the design rules derived in this chapter help designers understand the parameters and 
geometries affecting trapped air break up, they do not provide complete confidence that in a 
given design/geometry there will be no trapped/stagnant air present whilst an engine is 
running. 
This section details the development of a CFD model capable of predicting trapped air’s 
behaviour at engine start. Once integrated in engine design processes, the model will provide 
confidence that a new design, developed using the aforementioned design rules, will perform 
as desired regards the break-up of trapped air/gases at engine start. 
4.5.1 Domain and Mesh 
The development of the model to date has been based in one of the domains assessed in the 
last section: Geometry One (bottom inlet). This domain was chosen of the two previously 
used for the range of air pocket breakup processes/regimes observed which would give depth 
to the validation achievable with the acquired empirical data. 
The model was created in STAR-CCM+®, a proprietary CFD code distributed by 
CD-adapco, by the author. The domain, identical to the rig geometry designed by the 
undergraduate Part C student: Michael Ansah, was imported as it existed on the 
experimental test bed, incorporating not only the laminated air trap geometry, but also the 
liquid reservoir below and the first 50 mm of pipework connecting it to the fluid circuit, see 
Figure 4.36. 
 
Figure 4.36 – Geometry One: CFD Model Domain 
This 3D geometry was meshed using a Trimmer type volume mesh of base size 20 mm. A 
one cell thick prism layer was used throughout the domain with cells sized 10% of base. In 
Pressure Outlet 
Boundary
Mass Flow    
Inlet Boundary
Air Trap 
Geometry
Liquid 
Reservoir
    
4.5 A Model for Predicting Trapped Air’s Behaviour at Engine Start 
 
217 
 
the air trap region itself all cells were further refined to 2% of base which was required to 
provide good spatial resolution of the liquid-air interface: a key model performance metric. 
The entire geometry consisted of 334917 cells. 
 
Figure 4.37 – Mesh of the Air Trap Geometry under Assessment 
4.5.2 Solver Models and Inlet Boundary Conditions 
An implicit unsteady solver was used to provide the time resolved outputs necessary to 
capture the transient air pocket removal process. To model the phase interface a Volume Of 
Fluid (VOF) method was used within which standard RANS (Reynolds Averaged Navier 
Stokes) equations defined the behaviour of each phase: water and air at 20oC. To model 
turbulence the k-ω model was used. This was opted for over the default k-ε turbulence 
model for being better at resolving flows near walls and thus in enclosed cavities such as 
that being assessed. It also performs better under adverse pressure gradients which were 
known to be present in the air pocket breakup process by the vortices observed during 
experimental testing. 
The selection of models was based on guidance notes provided in the STAR-CCM+® user 
guide (CD-adapco 2011) and also on the advice of IPSD personnel who had created 
two-phase liquid-gas models previously. Where neither provided specific model parameters 
to use, the default values were taken. During the simulations, parameters were adjusted to 
improve the alignment of results with empirical data, as shortly described. Figure 4.38 
provides a summary of all the applied models. 
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Figure 4.38 – Model Selection 
A problem inherent in using the VOF model is that it is poor at discretising individual small 
bubbles in a two-phase flow. It is most suited to predicting free surfaces between large, 
separated liquid-gas volumes, for example liquid sloshing in a water tank. This posed a 
challenge in the current study where initially, while the ideal criteria was met with a large 
trapped air pocket, as the run progressed air pocket breakup generated many small bubbles 
which could not be resolved.  
The representation the VOF method provides of smaller air pockets is a reduced average 
void fraction in a region. In simulations of Geometry One this resulted in the liquid-air 
interface diffusing into a colour coded band indicative of regional void fraction, losing the 
definition of the liquid-air interface, as shown in Figure 4.41 at the beginning of a solution. 
 
Figure 4.40 – VOF Interface Diffusion 
Initialised   
State
Liquid
Air
Liquid
Air
??
Void Fraction (Volume Fraction Air)
1.00.80.60.40.20.0
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To overcome this issue, a solution provided by IPSD was to place an ‘isosurface’ at a 
specific void fraction value to represent the liquid-air interface. They had previously found a 
value of 0.2 be representative in the scenarios they were assessing. The visual output this 
provided is shown in Figure 4.42 for the same scene shown in Figure 4.41. 
 
Figure 4.41 – Isosurface for Representing VOF Phase Interface 
Whilst the VOF method could not resolve the breakaway of individual bubbles, it was 
observed of empirical data that this would not matter, given that once a bubble had broken 
away from the bulk air pocket its trajectory was dominated by liquid drag forces which acted 
to remove it from the geometry. The isosurface provided the key metrics desired of the 
model: air pocket position, size and shape over the course of a simulation, all of which could 
be compared directly to the empirical data for validation. 
As the validation sections describe, however, the void fraction value at which the isosurface 
was placed severely affected the predicted phase interface’s position and shape. It was found 
over the course of a run, void fraction values which gave the best phase interface match with 
empirical data would change. For this reason, an additional output of the model was a scene 
displaying an isosurface at all void fraction values, helping identify which value provided 
the best results in a given run/at a given run time. For the majority of data, a value of 0.4 was 
found to produce the best match between CFD and empirical data and so was used for CFD 
outputs containing a single isosurface. Where other values were more appropriate it is 
highlighted. 
Thus there were two key visual outputs (scenes) from the CFD model: 
1. The flow domain containing a single isosurface at a void fraction of 0.4. 
2. The flow domain containing multiple isosurfaces at void fraction values ranging 
from 0.1 to 0.9. 
Liquid-air interface 
represented by an isosurface 
at 0.2 void fraction
Air
Liquid
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To make these outputs comparable with PIV data, colour coded velocity vectors for the 
liquid phase were also included. To trace just the liquid phase a field function had to be 
used, distinguishing between liquid and air in the domain. This distinction was set at the 
same void fraction value as the most representative isosurface: 0.4.  
Both of these scenes are shown in Figure 4.43 and were output from the model at every 
time-step. 
 
Figure 4.43 –Output Scenes for Model Refinement and Validation 
The time-step(s) used when running the model were kept as small as possible to maximise 
model accuracy whilst keeping run time reasonable. Between each simulation they varied to 
ensure they were a common factor of the time increments used in the comparable 
experimental data, thus output images could be compared directly to their equivalents in the 
experimental data sets. For solutions comparable with PIV data, the time-step used was 
0.01s (1/10th that of PIV data). For solutions comparable with high speed imaging (HSI) data 
the time-step used was 0.008s (equal to the 125 fps used for image capture). 
Twenty inner iterations were performed per time-step (the default value). To increase the 
number of inner iterations beyond this acted to severely increase model run time and did not 
produce any significant change in resultant data. 
The inlet boundary condition was set as a mass flow inlet (kg.s-1). To be representative of the 
inlet used in experimental tests, a transient flow rate had to be specified. It would have been 
unrealistic to state a constant mass flow given in reality it took the fluid circuit’s pump time 
to speed up and to use a constant value would likely have produced an erroneous prediction 
of the trapped air pocket’s behaviour. 
The model was solved twice for two inlet boundary conditions. The first solution assessed 
the same constant flow rates as used during PIV data sets. The inlet mass flow rate for this 
All Isosurfaces 
(0.1 to 0.9 Void Fraction)
Single Isosurface 
(0.4 Void Fraction)
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run is shown in Figure 4.44. It started at zero and slowly increased to the first constant flow 
rate for assessment: 5.0 LPM (0.083 kg.s-1). It held at this flow rate for 5 s; the same time 
period used in PIV data runs, then again slowly increased to the next flow rate for 
assessment: 6.7 LPM (0.111 kg.s-1) where it held for further 5 s. It continued in this fashion 
until all air was removed from the cavity. 
The second solution assessed an inlet boundary condition/flow representative of the transient 
run performed during high speed imaging data sets. In this run, inlet flow rate again started 
at zero and was linearly increased until the empirical data’s starting flow rate was attained: 
6 LPM at the same time as it was attained: 3.8 s. It then followed the flow meter data 
recorded for the experimental data run. This is shown graphically in Figure 4.45 and can be 
related back to the original data run shown in Figure 4.24. 
 
Figure 4.44 – Inlet Boundary Condition for Assessing Static Flow Rates used in PIV Data Runs                                     
(Time Step = 0.01 s, 16 Hour Run Time Approx. on 2 Cores) 
 
Figure 4.45 – Inlet Boundary Condition for Assessing Transient Flow Rate used in High Speed Imaging Data Runs 
(Time Step = 0.008 s, 20 Hour Run Time Approx. on 2 Cores)  
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4.5.3 Solver Outputs and Visual Validation 
The initial validation of solver outputs fell into two stages: 
1. Visual comparison of liquid phase velocities. For this the PIV data was used and 
compared with the CFD results for the first boundary condition assessing 
constant/static flow rates (Figure 4.44). Only one of the two CFD output scenes was 
used for this comparison given the visualised liquid phase velocities were the same 
in each. 
2. Visual comparison of phase interface shape and position. For this the high speed 
imaging (HSI) data was used and compared with the CFD results for the second 
boundary condition assessing a transient flow rate (Figure 4.45). Both CFD scenes 
were used in this exercise, demonstrating how different isosurfaces best represented 
the phase interface at different times/flow rates. 
Select images are provided from each stage of the comparative study which best 
demonstrated the key observations.  
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Stage One: Comparison of Liquid Phase Velocities – CFD Vs. PIV 
 
 
 
Montage Figure 4.46 – CFD Vs. PIV: Liquid Phase Velocity Comparison for Static Flow Rates 
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PIV Vector Field             
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Montage Figure 4.46 – CFD Vs. PIV: Liquid Phase Velocity Comparison for Static Flow Rates 
Comments and Observations to Velocity Comparison 
Comment (1): The CFD model resolved velocity poorly in regions where void fraction was 
greater than zero (100% liquid). 
Comment (2): The band of eddies along the top of the bulk/main flow path was thinner in 
CFD than in PIV. This was attributed to the 0.1 void fraction isosurface intersecting where 
the eddies should have been and velocity being poorly resolved above it; see Comment (1). 
Comment (3): During the transition from 8.3 to 10.0 LPM the CFD erroneously predicted 
all air being removed from the cavity. It was observed over each 5 second static flow rate 
period that the CFD predicted a constant decay in air pocket size. In empirical data it was 
observed that air pocket size decayed exponentially once a static flow rate was reached, 
converging on a constant size (see Figure 4.49). This difference resulted in CFD predicting 
earlier removal/breakup of the air pocket than occurred experimentally. 
 
General Observations: Liquid flow structures and velocity magnitudes in general were well 
reproduced by the CFD. The diffusion of the liquid-air interface inherent in using the VOF 
solver resulted in erroneous/unresolved velocity values in regions of the cavity where there 
was not 100% liquid. 
Air pocket behaviour is reviewed in more detail in the next stage, but in this comparison 
CFD was shown to overestimate air pocket removal by gradual decay. Air pocket position 
was, however, correctly predicted for any air remaining in the cavity.  
CFD Vector Field
10.0 LPM
Inlet
PIV Vector Field             
10.0 LPM Average Field
Inlet
Comment (3)
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Stage Two: Comparison of Phase Interface Position and Shape – CFD Vs. HSI 
Matlab was used to bring the scenes for assessment into a single, comparative image, the 
format/content of which is shown in Figure 4.47. 
 
Figure 4.47 – Image Format for Visually Comparing Numerical and Experimental Outputs 
Above each assembled image is the relevant real time value for the scenes, the flow rate and 
the dominant air removal regime. 
CFD – Single phase interface 
represented by a single isosurface 
at a void fraction value of 0.4.
CFD – Multiple phase interface 
options represented by isosurfaces 
at void fraction values 0.1 to 0.9.
Empirical Data:
• High Speed Imaging for transient flow rate assessment.
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Montage Figure 4.48 –Visual Validation of Transient Flow Rate Inlet Boundary Condition: CFD Vs. High Speed Images 
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Montage Figure 4.48 –Visual Validation of Transient Flow Rate Inlet Boundary Condition: CFD Vs. High Speed Images 
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Montage Figure 4.48 –Visual Validation of Transient Flow Rate Inlet Boundary Condition: CFD Vs. High Speed Images 
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Comments and Observations to Phase Interface Comparison 
Comment (1): In some cases/regions it was found a low void fraction isosurface (0.1 or 0.2) 
would represent regions of bubbly flow. 
Comment (2): For the starting air removal regime, it was found an isosurface void fraction 
value of 0.2 better represented the interface shape than the 0.4 value used. Due to there being 
little void fraction diffusion (isosurface spreading) at this point, however, most isosurfaces 
(0.2 to 0.9) provided a fair representation of air pocket size. 
Comment (3): As the mid/intermittent air removal regime began, the chosen isosurface (0.4 
void fraction) represented the trapped air pocket well in size, shape and position. 
Comment (4): As flow rate increased it was found isosurfaces began to spread, especially at 
the RHS of the cavity/images, meaning correct isosurface selection became more important. 
Comment (5): The air pocket oscillation characteristic of the mid/intermittent air removal 
regime was not replicated in the CFD. Whilst the phase interface did oscillate; a product of 
the propagating vortices below it, no oscillation was severe enough to generate the air pocket 
thinning and breakup seen in the empirical data. It is hypothesised that this was because the 
CFD only provided an average flow field and thus did not replicate the extreme eddies seen 
to drive the mid/intermittent regime. It is also possible that due to void fraction diffusion, the 
correct eddy velocity could not be determined below the phase interface (see velocity 
comparison notes), resulting in the size of eddies necessary to drive the mid/intermittent 
regime not occurring. 
Comment (6): The eddies generating the mid/intermittent regime were seen to propagate 
from the gasket restriction at the cavity’s inlet: a small and simple feature seen to have a 
large effect on the removal of the trapped air pocket. 
Comment (7): The CFD predicted an alternative air removal process to that seen during the 
empirical mid/intermittent regime. It saw air removal at the RHS of the air trap region, 
something not replicated in the high speed imaging data. Whilst an inaccurate process, it did 
account for the air not removed by the actual mid/intermittent regime and resulted in air 
pocket size, shape and position when the ending regime began being almost correct. 
Comment (8): CFD predicted the ending regime very well. It created the same recirculation 
region in the LHS of the air trap region as seen in the empirical PIV/SLR data which acted 
to drag the air pocket down the RHS domain wall. 
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Comment (9): The time, flow rate and manner in which the remaining trapped air was 
entrained at geometry inlet were all correctly predicted by the CFD with the 0.4 void 
fraction isosurface. 
 
General Observations: The transient flow rate CFD solution was found to predict air 
pocket size much more accurately than the static flow rate solution. At a static flow rate the 
CFD overestimated the gradual decay of air pocket size. The static flow rate CFD solution 
(Figure 4.44) was approximately 70 s long, significantly longer than the transient flow rate 
solution (Figure 4.45) which was only 10 s long, approximately. This extra time enabled the 
erroneous ‘gradual decay’ mode of air pocket removal to produce visible discrepancies 
between the CFD outputs and empirical PIV data which were not seen in the shorter 
transient flow rate solution. 
Figure 4.49 provides a schematic of the gradual decay rates observed experimentally and 
numerically for a constant flow rate, helping clarify this observation. 
 
Figure 4.49 – Schematic of Air Pocket Decay Rates at a Fixed Inlet Flow Rate:                                                               
Highlighting the Main Numerical Vs. Experimental Discrepancy 
Aside from this, empirical and numerical data agreed well (visually). In the transient flow 
rate solution the average air pocket size, position and shape throughout the run were well 
predicted and the time at which it was finally removed was predicted almost to the frame 
(+/- 0.008 s approx.). 
In the static flow rate run, despite the highlighted discrepancy, liquid phase velocities were 
mostly accurate of those seen experimentally and whilst the air pocket’s size was erroneous 
later on in the CFD solution, at the beginning its size and shape were well reproduced 
(before the gradual decay mode had a visible effect). 
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4.5.4 Quantitative Model Validation 
To build upon the observations of the visual validation exercise, a quantified comparison 
was performed between model outputs and empirical data. The aim of this was not only to 
provide greater confidence in the model’s predictions but also to quantify its performance, 
showing a user numerically its accuracy in predicting air pocket breakup in a given flow 
scenario. 
The metric taken for comparison was the volume of trapped air in the assessed geometry 
over the course of the numerical solutions and experimental data runs. Whilst indicative of 
the rate of air pocket breakup for various boundary conditions/liquid flow rates, this 
comparison also showed the CFD model’s accuracy in predicting the time and flow rate at 
which all air would be removed from the geometry: a key output of any subsequent 
simulation using this model to assess cooling system design. 
Images were taken from across the two data runs performed, assessing both static and 
transient liquid flow rates from both the CFD and experimental visual data sets. For the 
static flow rate comparison raw PIV image data was used. For the transient flow rate 
comparison the High Speed Imaging (HSI) data was used. Of the CFD outputs the one 
displaying a single isosurface at a void fraction value of 0.4 was used for comparison in both 
transient and static flow rate cases. 
The detection and sizing of trapped air pockets in the images fell into three stages. In the 
first stage each image was imported into Matlab where by loops each was: 
• Cropped to show just the air trap region (region of interest). This minimised image 
data size, speeding up processing. 
• Halved in all intensity values. The reason for this is explained shortly. 
• Output to file. 
In the second stage, each of the ‘pre-processed’ images was taken into image editing 
software (Jasc Paint Shop Pro 8TM) where manually, all trapped air pockets were outlined 
and bounded pixels were given a greyscale intensity value of 255 (total white). This was a 
labour intensive process and the validity of its outputs was subject to user skill in correctly 
identifying and outlining regions of trapped air. For this reason the capability of the process 
was assessed. This capability study is detailed shortly when the error associated with the 
validation exercise is explained. 
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In the third and final step, each image was again imported into Matlab, where by loops each 
was individually processed to detect and measure the volume of trapped air. This was 
achieved through first thresholding image intensity values, setting all those below 255 to 
zero, thus leaving only the trapped air in the image with any intensity. Note that because in 
the first step all intensities were halved, nothing but the trapped air pocket could have the 
maximum greyscale 255 intensity. The image was then converted into a binary (black and 
white) image of ones and zeros, in which any pixel value of one coincided with a region of 
trapped air. The Matlab functions ‘bwlabeln’ and ‘regionprops’ were used to label each 
region of connected intensity in the binary image and return its image area in pixels. 
Figure 4.50 shows this air pocket sizing process pictorially for a single experimental (HSI) 
image.  
 
Figure 4.50 – Process for Sizing Trapped Air Pockets in HSI, PIV and CFD Image Data 
To calculate the volume of the trapped air pocket (VREAL), it was assumed the two-
dimensional image area occupied by the air pocket continued backwards with straight edges 
to the domain’s rear wall, 5 mm back. Thus the trapped air’s volume was calculated using 
Equation 4.6.  
Step One: 
Crop air trap region and half image intensities
Step Two: 
Manually outline trapped air pocket and set 
bounded pixel values to 255 (total white)
Step Three: 
Threshold image making all intensities less than 
255 equal to zero. 
Detect and measure the area of connected 
intensities (the trapped air pocket’s image area)
Area = 126,545 Pixels)
100 mm
RAW IMAGE
(HSI, PIV or CFD)
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Real-Space Air Pocket 
Volume 
𝑉𝑅𝐸𝐴𝐿 = 𝐴𝐼𝑀𝐴𝐺𝐸 𝑥 𝐷𝑅𝐸𝐴𝐿 𝐶2  [4.6] 
Where AIMAGE is the pixel area of the detected air pocket in an image, DREAL is the depth of 
the domain (5 mm) and C is the calibration factor (pixels per millimetre). 
In the first step when the image was cropped, image width was set to the width of the air trap 
region which in real space was 100 mm. Matlab took the width of each image and divided it 
by 100 which gave the calibration factor (C) in pixels per millimetre. 
In step two of this process when manually outlining trapped air pockets, it was necessary to 
use selection criteria to ensure ‘untrapped’/entrained air was not incorrectly included in the 
‘trapped’ air volume value, for example, bubbles broken away from the bulk trapped air 
pocket which were being carried away by the liquid. The key criterion used was that for any 
air pocket to be outlined it had to be against the flow domain wall. The principle of this was 
that once an air pocket was away from the cavity wall, in an engine it would no longer pose 
an immediate threat to surface cooling. Additionally, for an air pocket to be away from the 
cavity walls liquid drag forces must be overcoming its buoyancy, dominating its trajectory 
which would indicate it is ‘entrained’ and not ‘trapped.’ 
This selection filter had the additional benefit of ensuring any characterised air pockets were 
at least partially bounded by the flow domain wall, increasing the validity of the assumption 
that air pocket edges were straight in the depth direction, minimising uncertainty in data 
acquired using Equation 4.6. 
One in every five images was taken for analysis from across each visual data set. For the 
static flow rate data this gave approximately 140 images for processing (CFD and PIV 
combined). For the transient flow rate data it gave approximately 200 images for processing 
(CFD and High Speed Imaging (HSI) combined). This gave a trapped air volume sampling 
frequency of 2 Hz and 25 Hz for the static and transient flow rate data sets respectively. 
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Results 
Figures 4.51 and 4.52 show the trapped air pocket’s volume versus time over the course of 
the static and transient flow rate data sets respectively for both numerical (CFD) and 
experimental (PIV and HSI) data types. Also included in the graphs is the liquid flow rate 
and the number of trapped air pockets at a given moment in time, helping relate the data 
back to the visual validation exercise and the various air removal regimes identified. 
 
Figure 4.51 – CFD Vs. PIV: Trapped Air Pocket Volume for Static Liquid Flow Rates 
 
Figure 4.52 – CFD Vs. HSI: Trapped Air Pocket Volume for a Transient Liquid Flow Rate 
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Note that in the assessment of static flow rates, data was only captured while the flow rate 
was steady/constant. In the graph shown in Figure 4.51 air pocket size has been interpolated 
between assessed flow rates to help give data continuity and highlight the differences 
between the CFD and PIV data. 
Comments and Observations to Quantitative Trapped Air Volume Comparison 
The quantitative comparison reiterates many of the observations made when comparing the 
numerical and experimental data types visually.  
The comparison of static flow rate data: Figure 4.51, shows clearly the overestimated 
gradual decay of air pocket size predicted by the CFD. At each assessed liquid flow rate the 
PIV data indicates a constant air pocket size whereas the CFD predicts a gradual decay. The 
rate of decay predicted increases with liquid flow rate. 
In the comparison of transient flow rate data: Figure 4.52, this gradual decay air removal 
mode is less apparent due to the real-time duration of the data being much shorter than that 
in Figure 4.51 and no flow rate being held constant to separate the effects of time and liquid 
flow rate on air pocket size. 
Due to the gradual decay mode not having a significant effect in transient flow rate data, the 
time and flow rate at which all air was removed from the cavity is in good agreement 
between the CFD and HSI data. CFD sees all air being removed at 7.72s and the HSI sees 
complete air removal at 7.76s: a 0.04s / 0.5% deviation. The flow rate at this point is the 
same for both data types: 21.3 LPM. 
Over the course of data runs discrepancies seen between CFD and experimental air pocket 
sizes can, for the majority, be put down to isosurface selection in CFD. When the CFD 
predicts a larger air pocket than shown experimentally, a greater void fraction isosurface 
would be more accurate. Conversely, when the CFD shows a smaller air pocket than shown 
experimentally, a lower void fraction value would be more accurate. Figure 4.53 helps 
clarify this observation. 
The data indicates that the 0.4 void fraction isosurface provides the best 
balance/approximation of phase interface position across the data runs. This is displayed by 
how the blue (experimental) and red (numerical/CFD) traces intersect in both figures, 
showing that at different stages void fraction values both higher than 0.4 and lower than 0.4 
would be the most accurate. The maximum trace separation either side of intersection points 
are approximately equal, suggesting the 0.4 value provides the best average/balance across 
the data. 
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Figure 4.53 – Effect of Isosurface Selection on Trapped Air Volume 
Aside from the overestimated gradual decay mode, there was only one other significant 
deviation between CFD and experimental outputs. This is shown in the transient flow rate 
assessment: Figure 4.52, during the mid/intermittent air removal regime. 
During this stage of the air removal process the experimental HSI data saw the trapped air 
pocket break up into several large pieces of air that later coalesced as the ending regime 
began. This breakup and coalescence was not replicated in the CFD (by any isosurface).  
As the air pocket was dragged down the RHS wall of the cavity following the 
mid/intermittent regime, the HSI data suggested its size remained fairly constant whereas the 
CFD predicted a gradual decay. The gradual decay in this case improved the accuracy of the 
CFD, given it accounted for the air removal not seen in the CFD during the turbulent 
mid/intermittent regime.  
0.9 Void Fraction
0.1 Void Fraction
Increasing the isosurface’s 
void fraction value will act to 
decrease the air pocket’s 
volume and vice-versa.
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Validation Error Sources 
In the process outlined for acquiring trapped air pocket volume data, two error sources were 
identified which this section aims to quantify, indicating the validity of data shown in 
Figures 4.51 and 4.52. These were: 
• Non-straight air pocket edges in the depth direction, causing uncertainty in the use 
of Equation 4.6 which assumes a constant air pocket area in/out of the imaged plane. 
• Error in the manual identification and outlining of air pocket edges in step two of the 
sizing process. 
1. Non-Straight Air Pocket Edge Uncertainty  
It was stated in the description of the air pocket sizing process that only air in contact with 
cavity walls was considered. This meant that part of the air pockets boundary could 
confidently be considered flat/straight in the depth direction given it was laser cut acrylic. 
Matlab was used to find the length of air pocket edges in each image not bound by an acrylic 
cavity wall, thus those accountable for uncertainty in the calculated volume values. This 
process is shown pictorially in Figure 4.54 for an example transient flow rate image from 
HSI data. Note the continuation of the air pocket sizing process shown in Figure 4.50. 
 
Figure 4.54 – Matlab Process for Finding Length of Air Pocket Edge Bound Only By Liquid 
Step Two: 
Manually outline trapped air pocket and set 
bounded pixel values to 255 (total white).
Step Three: 
Threshold image making all intensities less than 
255 equal to zero. 
Detect and measure the area of connected 
intensities (the trapped air pocket’s image area).
Area = 126,545 Pixels)
ERROR ANALYSIS: Step 1
Edge detect the air pocket from Step 3.
Interface Length = 
536 Pixels
ERROR ANALYSIS: Step 2
Edges bound by cavity wall set to zero  intensity.
Image search performed (‘find’) for remaining 
intensities greater than zero.
Length of search result provides length of  phase 
interface (air pocket edge bound by liquid).
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It was observed in image data that the phase interface in some places had a thickness, giving 
ambiguity as to where the outline of an air pocket should be. An example of this is shown in 
Figures 4.55 and 4.56 for a HSI and CFD image respectively, where the thickness of the 
phase interface is outlined in red. This thickness was attributed to the interface not being flat 
in the depth direction (out of the imaged plane).  
 
Figure 4.55 – Phase Interface Thickness and Position Ambiguity: HSI 
 
Figure 4.56 – Phase Interface Thickness and Position Ambiguity: CFD 
When outlining air pockets in the sizing process, it was assumed the air pocket edge was in 
the centre of this ambiguous band. It is acknowledged, however, that the interface may not 
be a linear line from the front of the cavity to the back and using the centre of this band may 
not provide a correct approximation of the interface’s true position. To determine the 
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maximum error this process contributed to the air pocket volume data, images were 
manually inspected to find the maximum thickness of the phase interface. 
It was observed that for the majority of data the phase interface was always less than 10 
pixels thick. An interface of this thickness is shown schematically in Figure 4.57. 
 
Figure 4.57 – Phase Interface Thickness and Position Ambiguity: Cross-Sectional Schematic 
Using each data set’s calibration factor, the area of the red region in Figure 4.57 could be 
calculated. This was then multiplied by the length of the phase interface in each image to 
determine the total volume of the ambiguous interface. This value was then halved to 
account for the chosen phase interface being in the centre of the ambiguous band. 
The resulting value for each image provides a +/- approximation for volumetric error in the 
total trapped air volume value. Figures 4.58 and 4.59 shows this data for each data run. 
Taking a mean of each of these traces provides uncertainty values of: 
• HSI – Transient Flow Rate Solution =  +/- 0.06 ml 
• CFD – Transient Flow Rate Solution =  +/- 0.05 ml 
• PIV – Static Flow Rate Solution =  +/- 0.04 ml 
• CFD – Static Flow Rate Solution =  +/- 0.05 ml 
Rear Cavity Acrylic Wall 
(10 mm Thick)
Front Cavity Acrylic Wall 
(10 mm Thick)
Flow Domain                      
(5 mm Thick)
Cross-Section of Optical Geometry in 
Region of Phase Interface
~10 Pixel Position 
Ambiguity
Image Data
View Perspective
Phase  Interface 
Appearance in 
Image
Phase  interface chosen 
when processing images
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Figure 4.58 – Uncertainty in Static Flow Rate Trapped Air Volume Data  
 
Figure 4.59 – Uncertainty in Transient Flow Rate Trapped Air Volume Data 
The spikes seen in the experimental uncertainties in Figures 4.58 and 4.59 arise from sudden 
increases in phase interface length (the length of air pocket boundaries adjacent to liquid). 
These sudden increases are a product of bubble breakup or increasing complexities in air 
pocket shape: phenomena found in experimental data rather than in numerical/CFD data.  
    
4.5 A Model for Predicting Trapped Air’s Behaviour at Engine Start 
 
241 
 
2. Manual Air Pocket Identification Error 
Assessment of this error source fell into two stages. The first assessed the precision of the air 
pocket sizing methodology by using it to measure a known volume in the geometry 50 
times: the volume of the entire air trap region, shown in Figure 4.60. This is an approach 
similar in nature to a Type One gauge capability study. 
 
Figure 4.60 – Total Volume of Air Trap Region 
The second stage assessed the repeatability of measurements. For this one of the raw data 
images was taken and assessed 50 times with the air pocket sizing methodology. To provide 
a worst case scenario, one of the more testing experimental images was selected in which the 
air pocket’s shape was complex, meaning its manual outlining was more labour intensive 
and subject to variation. This raw image is shown in Figure 4.61 and was taken from the HSI 
data set assessing a transient liquid flow rate. Whilst the true size of this air pocket was 
unknown, its measurements provided an indication of process repeatability when measuring 
a shape more complex than that shown in Figure 4.60. 
 
Figure 4.61 – Image Used to Assess Air Pocket Sizing Repeatability 
True Volume = 19.635 ml
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The results of the two studies were as follows: 
• Stage One – Precision Measurements                                                                        
50x Measurements of Total Volume of Air Trap Region 
• Average Value: 20.549 ml   (True Value: 19.635 ml) 
• Maximum Value: 21.082 ml 
• Minimum Value: 20.189 ml 
• Standard Deviation: 0.149 
• Stage Two – Repeatability Measurements                                                                        
50x Measurements of a Single Raw Data Image 
• Average Value: 8.832 ml 
• Maximum Value: 9.034 ml 
• Minimum Value: 8.560 ml 
• Standard Deviation: 0.111 
 
Figure 4.62 – Precision and Repeatability Studies, Raw Results 
 
Figure 4.63 – Precision Study, Frequency Results 
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Figure 4.64 – Repeatability Study, Frequency Results 
This data indicates that in a single measured value of trapped air volume there may be a 
+ 4.6% overestimation of the true/actual air pocket volume. Due to this being constant 
between numerical and experimental data types, however, it has little effect on the 
findings/observations of the validation exercise. 
Additionally, due to the measured repeatability of the air pocket sizing process, volume 
values are subject to a + 0.202 / - 0.272 ml uncertainty which may explain some of the 
fluctuations observed in data when volume was expected to be constant, for example in the 
PIV data assessing static liquid flow rates: Figure 4.51. 
 
 
Validation Error Summary 
Non-Straight Air Pocket Edge Uncertainty: +/- 0.05 ml (mean value) 
Repeatability Measurement Uncertainty: +/- 0.237 ml (mean value) 
Absolute Error in Measured Volumes: + 4.6% of true value 
  
0
1
2
3
4
5
6
7
8
9
8.5 8.65 8.8 8.95 9.1
Fr
eq
ue
nc
y
Trapped Air Pocket Size (ml)
Repeatability Measurements (Air Volume in Sample Raw Image) -
Frequency of Volume Measurements
    
4.5 A Model for Predicting Trapped Air’s Behaviour at Engine Start 
 
244 
 
4.5.5 Remarks on Model Validity and Application 
The validation process has shown the CFD model to be highly valid in its predictions of 
transient flow rate boundary conditions. Critically, the flow rate at which all air was 
removed was consistent with that seen experimentally: 21.3 LPM and the time was accurate 
to within 0.04 s. The mode of air pocket removal at this point was also correctly recreated. 
For static flow rates, the model showed accuracy in predicting liquid phase velocities and air 
pocket position but overestimated its gradual decay, predicting its removal earlier and at a 
lower flow rate than seen experimentally. 
When applying the model to engine cooling system design, a designer must be aware of 
these capabilities and limitations. It is recommended that the model be applied to an 
increasing coolant flow rate/engine speed scenario. This would supply a prediction for the 
worst case air pocket removal process: that ignoring the gradual decay seen over time at a 
steady flow rate/engine speed. It would indicate the peak flow rate/engine speed required to 
remove all trapped air and so define an important performance metric for the design being 
assessed. It would also display the dominant air removal mechanisms, which are the more 
effective and which might be exacerbated by design ‘tweaks’ to promote air pocket removal. 
When using the model it is advised that both output scenes are used: that with a single 
isosurface at a 0.4 void fraction value and that with multiple isosurfaces ranging 0.1 to 0.9 
void fraction values. Whilst the 0.4 isosurface provided the best representation of the phase 
interface across the range of assessed boundary conditions, through consideration of all the 
isosurfaces more understanding can be gleaned about where bubble breakup is occurring: 
sometimes shown by lower void fraction surfaces and where the majority of air in a domain 
is situated: shown by higher void fraction surfaces. 
As domain size increases, however, for example to an entire engine cooling jacket, the 
multitude of isosurfaces may become confusing in visualisations and it may become 
necessary to colour code them, reduce their number or possibly only use the most valid 0.4 
isosurface. 
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4.5.6 Model Further Work 
Further work for the design model falls into two areas: 
• Development/refinement based on findings of this study. 
• Further validation against acquired empirical data. 
One of the key limitations identified of the model’s development to date is the diffuse void 
fraction band representing the phase interface. This band makes the interface’s position 
ambiguous and so also the size and position of the trapped air pocket. The validation 
exercise performed has identified a void fraction value of 0.4 to best represent the phase 
interface across the range of boundary conditions assessed. At specific times/flow rates, 
however, it was identified that alternative values would be more accurate of the experimental 
data. It is acknowledged that if the diffuse void fraction band could be reduced there would 
be both: less ambiguity in model outputs and more confidence in what they display. 
The diffuse phase interface is a product of the VOF method used to model the multiphase 
flow. It is advised in the use of this model (CD-adapco 2011) that a good measure to reduce 
phase interface spreading is to reduce cell size in its vicinity and/or the implicit unsteady 
solver’s time-step. Whilst cellular refinement has already been performed in the air trap 
region to 2% of the base size, it is possible further refinement could render improved results. 
This is equally true of reducing the time-step which for this study was set at 0.01s and 
0.008s for the static and transient boundary conditions respectively. The trouble of these 
measures is that they both act to increase the solver’s run time. It is advised an investigation 
be carried out as to how fine the mesh size/time-step can be made before model run time 
becomes unfeasible and what benefit is gained in the model’s outputs. 
When selecting the VOF solver for this study, a selection process was performed in which 
other multiphase modelling methods were considered. Offered in the Star-CCM+® software 
used were the additional methods of Lagrangian and Multiphase Segregated Flow. It is 
stated in the Star-CCM+® user guide (CD-adapco 2011) that both of these methods are most 
suited to disperse multiphase flows, were no phase is in equilibrium and one of the phases is 
the bulk carrier phase. It is stated that the VOF method is suited to the opposite of this, in 
situations where the phases form large, separated structures in the flow domain. 
Unfortunately in the air pocket breakup scenario being assessed both of these conditions 
exist. Initially with the large, static trapped body of air the VOF method is highly suited and 
indeed the validation results reflect this. As air pocket breakup ensues, however, critically in 
the mid/intermittent regime identified for the geometry assessed, errors are apparent in the 
VOF outputs and it may be possible an alternative model would perform better at such times 
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given the scenario is closer to that of a dispersed two-phase flow in which the air is entrained 
in the liquid phase. It is advised in further work that some experimentation be performed 
with the Lagrangian and Multiphase Segregated Flow techniques to assess their capabilities 
in modelling the air pocket breakup process. 
Lastly, for study completeness, it is advised that the model’s validation incorporate the 
experimental data provided for the second geometry assessed in section 4.3: that utilising an 
inlet to the RHS of the air trap region. Whilst this second geometry’s air pocket breakup 
process was much more stable and predictable than that used in the validation to date, its 
inclusion will add value to the overall design tool given it takes the validation process as far 
as possible with the experimental data available and so acts to give greater user confidence 
in model outputs. Its inclusion may also shed light on some of the discrepancies seen in the 
current validation: critically that of the gradual air pocket decay the CFD predicts which 
rendered some of its outputs inaccurate of experimental data.  
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4.6 Chapter Summary and Conclusions 
The focus of this chapter has been on the breakup of trapped air in an engine’s cooling 
system at start up. The process has been experimentally assessed in transparent/optical 
cavities both geometrically identical to those found in an engine’s cooling system and 
simplified to provide idealised optical access. The quality of the acquired data has facilitated 
the development of design rules and a CFD design tool aimed at promoting and predicting 
the removal of trapped gases. The design rules give guidance on geometric features and flow 
characteristics seen to promote the breakup and removal of trapped air and so those to aim 
for in the design of cooling system components. The CFD model provides a means of 
evaluating cooling system designs, giving both visual and quantified information about the 
air pocket breakup process and whether a given geometry will or will not incur stagnant 
pockets of gas while an engine is running. 
Whilst the CFD model is still in the early stages of its development, initial validation studies 
have been encouraging. The model has been proven very accurate in predicting the time and 
liquid flow rate at which all trapped air will be removed from a geometry for a transient inlet 
boundary condition, but the air removal mechanisms it shows are in some places incorrect. 
For longer real-time solutions and/or static boundary conditions, it also has a tendency to 
overestimate the rate of air pocket removal. Further work has been defined through which 
the model maybe further developed to improve its accuracy in these areas and to expand its 
validation by incorporating more of the acquired experimental data. 
A broad conclusion drawn from work in this chapter is that the breakup of trapped air 
pockets is a complex process and is a function of time as much as geometry and liquid flow 
rate. Unlike its original entrapment: studied in Chapter Three, the process of removing air 
through liquid interaction is unintuitive and the value of the derived design rules and CFD 
model are high. To the author’s knowledge neither has previously existed in engine design 
processes and the CFD model, even at its early stage of development/validation, provides a 
tool surpassing any in a designer’s arsenal for ensuring there are no stagnant gases trapped 
around an engine’s cooling system whilst it is running. 
The next chapters in this thesis investigate what becomes of fill entrapped air once it has 
been successfully removed from its trap location. This chapter has shown that on the whole, 
air pocket breakup is incremental, suggesting that downstream coolant flow will be of the 
dispersed bubble two-phase regime. The next chapter aims to verify this hypothesis and 
further knowledge by characterising the two-phase nature of coolant flow on a running 
engine at first start after the cooling system is filled. 
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5.1 Introduction 
This thesis has shown that the occurrence of air in an engine’s cooling jacket during filling 
and its subsequent breakup at engine start will lead to there being a two-phase gas-liquid 
flow around a cooling jacket whilst an engine is running. 
The aim of work in this chapter was to characterise the nature of this two-phase coolant flow 
on a real, firing engine at first starts following cooling system filling. 
5.2 Two-Phase Flow Diagnostic Review 
Literature reviewed in Chapter Two identified three key metrics required to fully 
characterise a gas-liquid flow, such as exits in an engine cooling jacket at first start after 
system filling. These were: two phase regime, void/droplet size and void fraction. The 
following provides a brief review of each: 
Flow Regime: 
This identifies how phases in the flow interact: whether the phases are separate in the flow 
domain or whether one is the bulk carrier phase of the other dispersed phase. The various 
types of regime are divided between those found in horizontal and vertical flows and were 
described fully in Chapter Two. 
Void/Droplet Size: 
This metric is only relevant when the flow under consideration is not of a separated regime, 
i.e. only when one phase is dispersed in the other bulk, carrier phase. The metric provides 
classification of the shape of the dispersed, carried phase by its diameter, surface area and/or 
volume. 
Void Fraction: 
This is the volume fraction of the total flow that is gas. It is often expressed as a percentage. 
The diagnostic tools available to acquire these data types are numerous. Chapter Two 
identified that in an idealised environment, for example a laboratory, the optical tools of PIV 
and holographic imaging would offer the highest quality data given the field of view and 
potential three-dimensional information each can provide. Due to data acquisition in this 
chapter being from a running engine situated in a test cell, however, both optical and 
physical access to the flow prohibited the use of such advanced optical techniques. 
    
5.2 Two-Phase Flow Diagnostic Review 
 
250 
 
Other techniques/meters considered were those of: 
• Imaging with digital image processing, for example Oxford Laser’s Visisizer 
apparatus. 
• Electro-Magnetic (EM) attenuation type meters, for example gamma and x-ray 
densitometers. 
• Electrical impedance type meters, for example the custom setup used by 
Garg, Marano, Colvin and Jakupco (1997). 
• Acoustic type meters, for example the Siemens FUS1010 ultrasonic meter. 
It was highlighted in Chapter Two that the use of any invasive and/or sampling type 
technique had to be avoided, given it would alter the operational characteristics of the 
cooling system: flow rate vs. engine speed, thus affecting the breakup of fill entrapped air 
and its appearance in the flow at engine start. This eliminated the use of many ‘off-the-shelf’ 
type meters, for example Oxford Laser’s Visisizer and Air-X by DSi, which both required 
the branching and extending of cooling system circuitry to incorporate their idealised 
sampling chambers. 
It was also identified in Chapter Two that all the non-optical techniques: EM attenuation, 
electrical impedance and acoustical, whilst more capable than basic imaging techniques in 
providing void fraction data, were limited in the knowledge they provided of flow 
void/bubble sizes and also required knowledge of the flow’s regime before use to ensure the 
correct meter type (chordal, cross-sectional or volumetric) and in some cases data processing 
routine, were selected. 
Whilst Chapter Four suggested that at first start the dominant regime would be a dispersed 
bubbly flow, the unknown distribution of bubbles and the possibility of alternative regimes 
meant the use of these techniques was limited. It was decided for work in this chapter that 
because so little was known about the coolant flow’s two-phase character, a customised 
imaging approach would be adopted, providing a non-invasive, ‘look-see’ investigation.  
Image data was acquired through an optically accessed coolant hose and in its raw format 
provided a qualitative understanding of flow regime. Digital Image Processing (DIP) in 
Matlab gave air pocket size information but because not all air in the flow could be 
classified, void fraction was left without quantification. The data provides a clear indication 
of techniques suited to the further study of coolant flow to determine its void fraction and 
also gives a novel insight into the flow’s character which is of great value in determining its 
implications on cooling system performance and how it might be mitigated. 
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5.3 Methodology 
5.3.1 Engine Details 
The optical investigation was carried out on an IPSD 4-cylinder, 4.4 litre, Tier II emissions 
compliant diesel engine. Cooling system geometry and operational flow rates were very 
similar in this engine to those considered in Chapters Three and Four. This meant the 
amount of fill entrapped air and its breakup would be representative of that observed 
previously. The engine was situated in a Loughborough University test cell as shown in 
Figure 5.1. 
 
Figure 5.1 – Tier II Engine in-situ at Loughborough University – Setup before Data Acquisition Alterations 
In order to correctly adapt the engine’s cooling system for data acquisition, some specific 
engine and test cell information had to be considered. This is provided in the following and 
was sourced from appropriate engine manuals and test cell technical staff/engine users. It is 
referred to in the methodology section when engine adaptations are explained: 
• Maximum coolant pump flow rate: 320 LPM, seen at 2500 RPM (engine speed). 
• Cooling system pressure relief cap rated at 1.1 bar, gauge. 
• Thermostat begins opening in temperature range 79oC to 84oC. 
• Thermostat is fully open at 93oC and radiator bypass is fully closed. 
• The specific engine to be tested was found to run between 78oC-79oC unless under 
extreme dynometer loading, suggesting under no load the thermostat would only just 
open. Maximum temperature ever seen for the engine was 84oC. 
• Shown in Figure 5.1 are the engine’s cooling system I/Os. Rather than being connected 
to and cooled by a radiator, as is typical in the engine’s industrial applications, the I/Os 
were connected to a heat exchanger network, supplied as part of the cell’s services. 
Coolant Expansion 
Chamber/ Header Tank
Cooling System 
Outlet/Thermostat Housing
Cooling System Inlet Hose
(From Cell Heat Exchanger)
Cooling System Outlet Hose
(To Cell Heat Exchanger)
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5.3.2 Time Period, Location & Engine Condition for Data Acquisition 
The time selected for data acquisition has already been highlighted and was initial engine 
start following cooling system filling. The location for data acquisition was the radiator 
by-pass hose and was selected for being: 
• A point of flow convergence, thus all entrained air would be displayed. 
• An inlet to the coolant pump, thus a region where any entrained gas would have 
severe consequences for system performance. 
• A component simply modified to provide optical access for data acquisition. 
The position of this hose is labelled in the Figure 5.2. Its CAD model is shown in Figure 5.3. 
 
Figure 5.2 – A Simplified Schematic of the Tier II Engine’s Cooling Circuit 
 
Figure 5.3 – By-Pass Hose CAD: Data Sampling Location 
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To ensure the acquired data was representative of a real-life/in-service scenario, the engine 
was always cold at first start, representing its typical state following a coolant filling event 
and the duration of data capture was limited to the engine’s warm-up period: until it reached 
79oC. Above this, the thermostat would be open and coolant would flow through the cell 
heat exchanger circuit. Due to the heat exchanger being unrealistic of the radiator(s) used in 
the majority of the engine’s applications, the effects it would have on entrained air were 
incomparable: how it might trap entrained air in the heat exchanger loop or dilute the 
fraction of entrained air by the additional liquid volume. Thus the acquired data ignores any 
effects an engine’s heat rejection device may have, considering only the warm-up period and 
air trapped in the cylinder block and head cooling galleries. 
The control variable used during data acquisition was engine speed (RPM). Being directly 
related to coolant pump speed and thus coolant flow rate, it was believed following findings 
in Chapter Four that the higher the engine speed, the more fill entrapped air would be 
entrained and so would be visible in the acquired image data.  
Due to engine speed being an end-user controlled variable, in-service start-up speeds could 
be anywhere in the operable range which for the engine being assessed was 800 to 
2500 RPM. This study interrogated engine speeds in the range 800 to 2000 RPM in 
200 RPM increments. Note that to cold start the engine at 100% throttle to 2500 RPM was 
deemed too detrimental on engine life and even at 2000 RPM special precautions were taken 
to reduce engine wear, such as pre-heating lube oil. 
To summarise the data acquisition time period, location and engine conditions selected for 
analysis, Table 5.1 provides an overview of key facts. 
Table 5.1 – Time Period, Location and Engine Conditions for Data Capture 
Data Acquisition Parameters Details 
Time Period 
Initial engine start following cooling system filling. 
Repeat starts following a fill are assessed to see their 
effect on entrained air. 
Location By-pass hose: cylinder head outlet to coolant pump 
Engine Condition 
During warm-up period - Room Temperature to 79oC - 
Until flow is observed at thermostat outlet to heat 
exchanger. 
Variable engine speeds, assessing the effect of coolant 
flow rate on entrained air: 800 RPM to 2000 RPM in 
200 RPM increments. 
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5.3.3 Optically Accessing the By-Pass Hose 
The by-pass hose on the engine was situated between the thermostat housing in the cylinder 
head and the rear of the timing case, providing a direct link from engine cooling gallery 
outlet to coolant pump inlet, allowing coolant to by-pass the heat exchanger/radiator. This 
position is shown in Figure 5.4. 
 
Figure 5.4 – By-Pass Hose Position on the IPSD Engine 
To gain optical access inside the by-pass hose, several constraints had to be considered. 
Firstly, any viewing window had to be well sealed, preventing coolant leakage at the 
elevated temperatures and pressures seen in a cooling jacket. 
Secondly, the viewing window had to be large enough and positioned adequately to allow 
the optical and physical access required for imaging and illumination equipment. This meant 
that whilst providing optical access to the entire hose cross-section, any viewing window 
had to be positioned to facilitate its observation by a camera and its illumination by a light 
source. This was quite challenging given the hose’s close proximity to both the engine’s 
timing case and inlet manifold which severely restricted its physical and optical 
accessibility. 
The desire to keep the investigation as realistic of an in-service scenario as possible meant 
the viewing window had to be made minimally intrusive of flow within the by-pass hose. To 
improve the quality of image data, however, and simplify its post-processing (DIP) it was 
also desired to keep the window flat, so minimising optical distortion. Given the hose was 
circular, by using a flat window flow domain alterations were unavoidable. These were 
minimised though, by ensuring the window did not protrude into the flow past the wall of 
the hose. 
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Hose Outlet
Engine Inlet Manifold 
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Difficult from RHS
By-Pass Hose Outlet to 
Time Case, Providing 
Direct Link to Pump 
Inlet
Thermostat Housing
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At its centre-point, the hose had a 20 mm internal diameter and a 2 mm wall thickness. For a 
viewing window to encompass this diameter and provide an adequate seal whilst not 
encroaching on the flow, it was necessary to add material around the hose upon which the 
window could be mounted. This took the form of an aluminium cube, sized 40x40x40 mm, 
shown in Figure 5.5. 
 
Figure 5.5 – Aluminium Cube Upon Which The By-Pass Hose Viewing Window Was Mounted 
This cube was fixed around the by-pass hose using bolts and silicon sealant. A square hole 
was then machined in the centre of a selected side measuring 20x20 mm to a depth adequate 
to show the entire hose cross-section. This is shown in Figure 5.6. 
 
Figure 5.6 – Cube Assembly around By-Pass Hose Centre Part with Viewing Hole 
To seal this hole while maintaining optical access, a clear polycarbonate window was 
manufactured. Cheap, readily available and easily machined in house, polycarbonate 
provided a replaceable window with good optical qualities and excellent strength 
characteristics. Its design and arrangement with the hose assembly is shown in Figures 5.7 
and 5.8. 
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Figure 5.7 – Polycarbonate Viewing Window  
 
Figure 5.8 – Window and By-Pass Hose Assembly  
Note the dimension ‘d’ labelled in Figure 5.7. This was carefully defined to ensure the 
window’s internal surface was parallel with the internal wall of the by-pass hose, thus 
ensuring minimal alteration of the tube’s original geometry. 
To exert pressure on the window, hold it in place and create a seal, holes were drilled in the 
surrounding aluminium, tapped with M4 threads and bolts with washers used, as shown in 
Figure 5.9. 
 
Figure 5.9 – Optically Accessed By-Pass Hose  
d
Rubber gasket to help 
seal mating faces
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Due to the close proximity of the timing case to the by-pass hose on the engine, excess 
aluminium had to be machined, allowing the modified hose to fit in position. The finished 
article is shown in Figure 5.10 after this machining process. To prevent unwanted reflections 
from the aluminium surface, the viewing face was painted matt black. 
  
Figure 5.10 – Completed Top-View By-Pass Hose 
Considering the ‘top-view’ orientation of the window, it was possible coolant flow images 
would give an exaggerated/biased appearance of air due to its buoyancy/gravity bringing it 
up against the polycarbonate surface. Additionally, because the window would only provide 
a single vantage point of the flow, bubble distribution would only be shown in two 
dimensions, not three as desired. To overcome these issues a second hose was manufactured, 
optically accessed from the side rather than the top. Due to the close proximity of the inlet 
manifold to the by-pass hose, optical access to this ‘side-view’ hose was via a mirror, as 
shown in Figure 5.11. The ‘side-view’ hose was manufactured in an identical manner to the 
‘top-view’ hose, except that a different side of the aluminium cube was selected for the 
window and additional holes were drilled for mounting the mirror. 
 
Figure 5.11 – Completed Side-View By-Pass Hose 
White Flow 
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White Flow 
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Before use both by-pass hoses were leak tested. A rig was built which could pressurise the 
tubes’ interior with compressed air. Each tube was placed in boiling (100oC) water and 
pressurised to 1.5 bar, gauge (2.5 bar, absolute). Any leaks were identified as bubbles whilst 
the tube was submerged. From this the adapted by-pass hoses were shown fit and safe for 
use on the engine where maximum coolant temperature was 84oC and maximum system 
pressure was 1.1 bar, gauge. 
The final features of note in the modified hoses were the white markings at the edges of the 
viewing windows, labelled in Figures 5.10 and 5.11. These were created using white paint 
and were used as targets for focusing recording optics and also to give a fixed point in 
images which in post-processing (DIP) could easily be classified by their high intensity 
values. The importance of these easily detected markings is outlined later in the chapter. 
5.3.4 Controlled Filling and Draining of the Engine Cooling System 
In order to gather data immediately after cooling system filling, a process was required for 
draining and filling the engine’s cooling system in a controlled and repeatable manner. 
Additionally, with data needing to be representative of an engine in-service, the filling 
process had to replicate that performed by the end-user. This process consists of filling the 
system via the header tank at a flow rate of approximately 10 LPM. This flow rate was 
defined by IPSD as a mean for off-highway engines of this size. 
A schematic of the assessed engine’s cooling system as it might exist in field use is shown in 
Figure 5.12. Flow channels in this schematic are arrowed and labelled to indicate fluid flow 
during the end-user performed coolant filling process. Note vector style and colour which 
indicates medium type as keyed. The filling process depicted is mid-way complete, as shown 
by liquid vectors changing to air vectors. 
 
Figure 5.12 – Coolant Filling Process Schematic – As Performed in-field by the End-User 
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To fill the cooling system and trap air in a manner realistic of that in the field, fluid flow 
paths shown in Figure 5.12 between the coolant pump and fluid valve had to be upheld. 
Figure 5.13 provides a schematic of the engine cooling system as it existed in the 
Loughborough University test cell and the coolant filling process used to maintain these 
flow paths. 
 
Figure 5.13 – Coolant Filling Process Schematic – As Performed for Data Acquisition in-Cell 
To keep the filling process simple, quick and repeatable, a pump was used in conjunction 
with a gate valve which regulated the flow to below 10 LPM. This was situated in a 
reservoir tank below the engine and supplied liquid via clear PVC hosing to a drain point in 
the cooling system which, while providing a useful location to fill the system when the 
pump was on, also enabled its draining back to the reservoir tank when the pump was 
switched off. When draining, valves connecting the engine to the heat exchanger circuit 
were closed, ensuring these lines were not de-primed. 
The only other alteration made to the cooling circuit was the addition of a liquid flow meter 
at the thermostat’s outlet to the heat exchanger network. This was used to indicate whether 
coolant was flowing through the heat exchanger network at any time during a data run and 
was a secondary means to coolant temperature in detecting when the thermostat opened and 
the data acquisition time period was over.  
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5.3.5 Imaging Hardware and Methodology 
The time period for data acquisition has been stated as the time taken for the engine to warm 
up from room-temperature/cell temperature to 79oC; thermostat opening temperature. The 
time taken for this varied depending on engine speed. At 800 RPM it was approximately 30 
minutes. At 2000 RPM it was approximately 10 minutes. 
To get an initial estimation of the coolant flow’s regime and appearance during this time 
period, a Sony HandiCam was used to observe the optically accessed by-pass hose. To avoid 
any aeration bias due to the air’s buoyancy and to indicate phase distribution in the vertical 
plane, the side-view hose was used, providing the top to bottom view of the flow. For 
illumination, a high intensity continuous white light source was used, delivered via fibre 
optics. Whilst poor image quality at just 0.2 Megapixels, the recordings were quick to obtain 
and provided direction for further, higher quality study. Figure 5.14 helps show the optical 
access used during this process. Note that during image capture, greater magnification was 
used than is shown in Figure 5.14, so as to provide better resolution of the flow (pixels/mm) 
by utilising more of the camera’s imaging chip to capture just the mirror. 
 
Figure 5.14 – Optically Accessed Coolant Flow – Side View 
These preliminary videos assessed 3 engine starts following a single cooling system fill 
event at 800 RPM. Due to the continuous illumination, this imaging setup was unable to 
‘freeze’ the flow and so air appeared very blurred. Despite this, the videos still provided 
some useful findings: 
• A lot of air was visible in the first 30 seconds following engine start-up. 
• After 3 minutes of continuous running the flow appeared to be single phase liquid, 
given no air could be identified in images. 
• Each repeat start showed the same trend: air was always present but after several 
minutes none was discernible. 
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These findings directed further study to the first 4 minutes of a single engine start. This time 
period was shown to encompass the worst case aeration condition and its decay to apparent 
single phase liquid with a 1 minute margin of safety. Findings also showed that repeat starts 
were important, each seeing a renewed ‘burst’ of air early on. 
From this, specific data runs were defined within the overall time period of engine warm-up. 
These are shown in Table 5.2.  
Table 5.2 – Image Capture Sequences for On-Engine Coolant Flow Characterisation – Per Engine Speed 
 
The sequence of runs shown in Table 5.2 was performed for each engine speed. From 
information provided by engine users, the 16 minutes (960s) total run duration was 
estimated as being within the engine’s warm-up period for most engine speeds. If the 
thermostat was observed to open in a particular run, it would be noted and result data treated 
with this knowledge. 
To image the flow, a Canon EOS 30D SLR camera was used. This provided good resolution 
with an 8.2 Megapixel chip size (3504 x 2336 pixels) and colour images, which give more 
information per pixel than other greyscale techniques, improving the performance of image 
post-processing (DIP). The maximum frame rate (fps) achievable with this camera was 
approximately 1 fps when in motored capture mode. Whilst a slow frame rate relative to 
techniques such as high speed imaging, it permitted a long period of data acquisition. This 
was needed to capture images throughout the 16 minute (960 s) period identified. 
Coupled to the Canon camera was a 105 mm Nikon lens, providing the required 
magnification of the by-pass hose viewing window. This was focused during setup using 
targets placed inside the by-pass hose: painted white marks, as mentioned in section 5.3.3. 
In order to ‘freeze’ the flow in taken images, illumination was provided by a strobe, high 
intensity, white light source, with a pulse width of 10µs. The selection of this was based on 
the worst case (highest) coolant flow possible and the resultant flow velocity in the by-pass 
hose: 
Engine Start Following                
A Fill Event 
Image Capture Time Duration  / 
Sec 
Cumulative Run Time   / 
Sec 
1 240 240 
2 240 480 
3 240 720 
4 240 960 
      
  
Time Interval Between Starts   / 
Sec 20 
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Worst case (highest) flow rate: 𝑄 = 320𝐿𝑃𝑀 = 0.32𝑚3/ min = 5.33𝑥10−3 𝑚3/𝑠 
Cross-sectional area of by-pass hose: 𝐴 =  𝜋𝑟2 =  𝜋 𝑥 0.012 =  3.142𝑥10−4 𝑚2 
Worst case velocity in by-pass hose:  𝑉 =  𝑄
𝐴
=  5.33𝑥10−3
3.142𝑥10−4 = 16.98  𝑚/𝑠 
In the 10µs period of illumination (T) provided by the strobe unit, the ‘worst case’ flow 
travels a distance of: 
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑇𝑟𝑎𝑣𝑒𝑙𝑙𝑒𝑑 = 𝑉 𝑥 𝑇 =  1.698𝑥10−4 𝑚 = 0.1698 𝑚𝑚 
Given the 20x20 mm window size, the worst case image blurring was: 
0.1698
20
= 0.85% of the flow’s image size (pixels) in the direction of motion 
This blurring was negligible, providing images with a ‘frozen’ flow, showing any transient 
air-pockets/bubbles with crisp, clean edges. Additionally, as this calculation was for a worst 
case scenario, image blurring in data was actually much less than 0.849%. 
Illumination was delivered to the interrogation window via fibre optics. These were 
positioned to provide front illumination of the flow. The strobe was triggered by the pulse 
signal generated at the camera’s flash port during each image, synchronising image capture 
and illumination. 
To ensure vibration during engine running was not transmitted to the imaging hardware, 
which could cause its damage and/or misalignment during data capture, all hardware was 
mounted independently of the engine and its mountings. Figures 5.15 to 5.17 provide images 
of this arrangement in the test cell. 
 
Figure 5.15 – Imaging Hardware Arrangement for On-Engine Aeration Monitoring (A) 
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Figure 5.16 – Imaging Hardware Arrangement for On-Engine Aeration Monitoring (B) 
 
Figure 5.17 – Front Strobe Illumination of Top-View By-Pass Hose 
To facilitate the safe control of image capture, the camera was triggered remotely in the 
engine control room adjacent to the test cell. Image preview was also sent to a monitor in the 
control room, removing the need to continuously enter the cell, checking hardware position 
and image quality. 
Preliminary data runs using this hardware arrangement observed coolant flow in the side-
view by-pass hose. Providing a top to bottom view of the flow, this hose eliminated any 
aeration bias resulting from gravitational separation as could occur in the top view hose and 
indicated the distribution of air in this axis/plane. Two sample images obtained in these 
preliminary runs are provided in Figures 5.18 and 5.19, taken from a run at 800RPM and so 
at the lowest flow rate seen in the hose and that most likely to see phase separation from 
gravity. 
Observation 
Window from Cell 
Control Room
Shoe Taking Flash 
Signal from Camera
Hardware Mounted 
Independently of 
Engine and its 
Mountings
    
5.3 Methodology 
 
264 
 
 
Figure 5.18 – 800RPM – First Start Following Fill – Side View By-Pass Hose – T =  19s 
 
Figure 5.19 – 800RPM – First Start Following Fill – Side View By-Pass Hose – T =  22s 
These images show air in the flow to be dispersed throughout the hose’s cross-section, 
meaning negligible phase separation was occurring even at the lowest engine running flow 
rates. This finding was consistent in all images taken during these preliminary runs, 
providing confidence that any data obtained from the top-view hose would be un-biased in 
its display of air. From this, it was decided the top-view by-pass hose would be used for the 
remainder of data acquisition given the improved image quality it provided over the side-
view hose: 
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• Improved physical access to top-view window meant illumination could be made 
more equal across the image. 
o Side view images saw shadowing in areas due to poor light source positioning; 
a result of poor physical access to window given its proximity to the engine’s 
inlet manifold. 
o Reflections were seen coming off the polycarbonate window in side-view 
images, creating bright points in the image and making the flow hard to 
observe. This was seen much less with the top-view hose where the angle of 
incident light on the window was greater and so less likely to reflect. 
• Direct optical access to flow improved image quality. 
o The side-view window was imaged via a mirror. The engine test cell was not a 
clean environment, especially during engine running and this arrangement 
resulted in two surfaces becoming dirty during a run rather than just one, 
obscuring/blurring taken images over time more than the top view hose. 
• Improved optical access to flow. 
o Side-view images saw a loss of view due to the close proximity of the engine’s 
inlet manifold obscuring/overhanging the mirror. 
Some of these issues are shown in Figures 5.18 and 5.19. Also visible in these images is that 
magnification of the flow was not at its optimum: that to make the flow as large as possible 
on the imaging chip, maximising resolution (pixels per mm). This was to account for engine 
vibration/movement, seen to be at its worst during engine start up. The lesser magnification 
ensured the entire flow would always be in the image. It was a method maintained when 
imaging the top-view by-pass hose. 
For reference, Figure 5.20 provides an example image taken from the top view by-pass hose. 
Labelled are key image features which remained constant in all raw result data.  
 
Figure 5.20 –Example Raw Result Image Showing Key Features 
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5.4 Raw Image Data and Observations 
Table 5.3 provides a review of the data runs performed. A sample of the acquired image data 
is then presented, annotated with qualitative observations about what they show of the 
coolant flow’s character and the effects of engine speed and repeat starts. 
Table 5.3 – On-Engine Aeration Monitoring Data Runs 
 
 
 
Figure 5.21 –Result Raw Image Data: A Sample of the Acquired Images with Annotations 
Engine 
Speed / RPM
No. of Engine Starts 
Following Filling
Data Acquisition Time 
Period (Per Start) / s
Total Run Time / s Imaging 
Rate (fps)
800 4 240 960 1
1000 4 240 960 1
1200 4 240 960 1
1400 4 240 960 1
1600 4 240 960 1
1800 4 240 960 1
2000 4 240 960 1
Total Time (s)                      
/ No. of Frames: 6720
On the first start following filling, there was a 
very brief period of slug flow as the engine 
came up to speed (run time < 5 s). This was 
seen for all engine speeds.
Slug flow identified by:
• Distinctive bullet shaped ‘Taylor’ bubbles.
• Bubble size ≈ tube diameter (20mm).
All Engine Speeds
Time < 5 s from First Start
Once the engine reached the pre-set        
start-up speed, the dominant  two-phase 
regime in all data was a dispersed bubbly 
flow, characterised by:
• Bubble size always << tube diameter.
• Bubbles homogeneously dispersed 
across the imaged area. 
Bubbles were seen to vary considerably in 
size:
• The higher the engine speed the smaller 
the bubbles appeared.
• As a run progressed bubble size would 
deteriorate.
800 RPM
Start 1
Time ~ 10 s
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Figure 5.21 –Result Raw Image Data: A Sample of the Acquired Images with Annotations 
1200 RPM
Start 1
Time ~ 10 s
1600 RPM
Start 1
Time ~ 10 s
As engine speed was increased, while 
bubble size got smaller, bubble image 
density also got greater.
Above 1200 RPM individual bubbles 
became hard to discern in images due to 
their small size, overlapping and 
coalescing nature.
2000 RPM
Start 1
Time ~ 10 s
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Figure 5.21 –Result Raw Image Data: A Sample of the Acquired Images with Annotations 
800 RPM
Start 1
Time ~ 200 s
Over the 4 minute period of a single start, 
bubble size reduced dramatically.
At the end of a run, bubbles were hard to 
discern due to there size: they scattered 
little light and became indistinguishable 
from the image background.
This was the same for all engine speeds, 
although at higher speeds bubble size 
reduction was more rapid: at 2000 RPM it 
took only ~60 s for the flow to have 
reached this state as opposed to ~200 s at 
800 RPM.
White focussing mark was 
obscured, suggesting the 
presence of many small 
bubbles / a foaming flow.
~ 20 s After Engine Shutdown
All Runs
All Engine Speeds
The existence of many small bubbles was 
proven at engine shutdown when through 
their buoyancy they rose up against the 
viewing window, appearing as foam 
between engine starts.
1200 RPM
Start 3
Time ~ 10 s
At all repeat starts there appeared a new 
‘burst’ of air as the engine came up to speed. 
This was always bubbly in regime, however, 
with slug flow only occurring on starts 
immediately after system filling.
The longer the engine had been left 
shutdown between starts the larger these 
bubbles appeared, suggesting a gradual 
coalescence process whilst the engine was 
not running.
In general, the ‘burst’ of air was always very 
short lived and the flow quickly (< 20 s) 
regained the state observed before the engine 
was shutdown: a liquid flow containing very 
small, hard to discern bubbles which would 
rise up against the viewing window at engine 
shutdown. The higher the engine speed, the 
quicker this state would be regained.
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Summary of Observations: 
• All engine speeds saw a brief period of slug flow on the first start following a fill 
event. 
• Slug flow turned into bubbly flow once the engine reached its start-up speed. 
• The higher the engine speed the smaller the bubbles on initial start. 
• As a run progressed bubble size reduced. The higher the engine speed the quicker 
bubble size appeared to decay. 
• At the end of a run there were still many bubbles, but due to their small size, few 
were visible. Their presence was apparent at engine shutdown when they rose up 
against the viewing window and started to coalesce, appearing as foam in images. 
• Repeat engine starts all showed a renewed surge of bubbles. These then decayed in 
size in the same manner as previously described until the flow reached a constant 
state in which the many small, indiscernible bubbles were again present. 
• The renewed surge of bubbles at each restart was attributed to the coalescence of air 
during each shutdown period. 
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5.5 Image Processing for Bubble Size 
Image processing was performed to ascertain bubble sizes in image frames where individual 
bubbles could be detected. By doing this for multiple frames in a given run, a quantitative 
assessment was provided, validating and elaborating on previous qualitative observations. 
Image processing was performed predominantly in Matlab, although as the following 
process steps describe, proprietary image processing software also played a key role. 
5.5.1 Process Steps 
Step 1: Crop the Interrogation Window  
To account for engine vibration and window movement between frames, a detection 
algorithm was written which could detect the edges of the optical window, enabling the user 
to crop just the flow for further processing. This was where the aforementioned white 
markers were of great value, providing a large intensity step at the window edge which was 
easily detected. 
 
Figure 5.22 – Window Edge Detection Enabling Image Cropping and Calibration Factor Calculation 
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Step 2: Obtain the Calibration Factor 
Knowing the window to be 20x20 mm and having obtained the pixel distance between 
window edges in Step 1, the pixel/mm calibration factor could be calculated for the image. 
By doing this for every image it was ensured any variations in magnification were accounted 
for. This was especially important between data runs when imaging hardware had been 
reconfigured. 
The calibration factor was of use in later steps, where bubble radius in pixels was taken and 
converted to real space millimetres. 
 
Step 3: Process the Image to Enable Bubble Detection 
Using the position of the detected window edges, the raw image was cropped and a new 
program variable created containing just the flow to be analysed. 
 
Figure 5.23 – Cropping of Flow to be Processed 
This new (cropped) image was then enhanced to enable the detection of bubbles. Firstly, a 
moving average function was used to blur the image, removing all feature detail, for 
example bubbles, whilst maintaining the mean regional intensities. This blurred image was 
placed into a new variable and subtracted from the original cropped image. This step acted 
to equalise image intensities, making the use of subsequent image filtering and thresholding 
functions more effective. 
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Figure 5.24 – Image Intensities Equalised to Improve Filtering Performance 
Next, a customised filter was applied to remove/suppress all ‘background’ (non-bubble) 
intensities and increase those corresponding to bubble edges. These filters were defined by 
sampling images in PaintShop Pro 8TM; proprietary image processing software. By taking the 
images in colour, features in the images (background and bubble edges) could be defined by 
their intensity in three colour channels: Red, Greed and Blue (RGB). This meant that when 
the specific intensity ranges in each colour band were embedded into a filter, they were very 
effective in targeting only the features intended. 
 
Figure 5.25 – Image Filtering to Exacerbate Bubble Intensities and Suppress Noise 
Kernal Averaging 
(Blurring) of 
Cropped Image
‘Blurred Image’ Subtracted from ‘Cropped Image’ to Equalise Intensity
Cropped Image Blurred Image
Suppression of ‘Background’ 
intensities and exacerbation of 
‘Bubble’ intensities.
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Due to this intensity filter targeting specific pixels within the defined bands, it resulted in 
image grain noise: outlying/individual pixels (of low connectivity) which the filters failed to 
detect/correctly treat. To suppress this, an adaptive, low pass filter was used, supplied as part 
of Matlab’s image processing toolbox: ‘wiener2.’ This filter raster scans an image using a 
kernel of user defined size. The mean and standard deviation of pixel intensities in each 
kernel are assessed and noise identified and suppressed. The identification of noise can be 
either a user defined method or the default method. In this process the default method was 
used which calculates the average variance of pixel values from the kernel’s mean and 
selects any pixel whose value exceeds this variance. Selected pixels are reassigned the 
kernel’s mean value. Due to this filter only being applicable to greyscale (two-dimensional) 
images, the colour (RGB) image was broken down into three separate greyscale images 
corresponding to each colour channel. Each image was treated with the filter then 
reassembled back into a single colour image. The result of this process is shown in 
Figure 5.26. 
 
Figure 5.26 – Adaptive Filtering to Remove Image Grain Noise 
Any intensity values remaining at this point corresponded to air/bubbles in the image. A 
severe contrast stretch was performed, polarising image intensity, making these remaining 
values all constant and maximum in all colour channels. This facilitated use of the bubble 
detection function, detailed in the next step. 
 
Figure 5.27 – Final Contrast Stretch, Polarising Image into Bubbles and Non-Bubbles 
Grain noise filtering using 
function ‘Wiener2’
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Step 4: Detect Bubbles, Apply Best Fit Circles, Log Radii, and Obtain Average for Frame 
All remaining regions of high intensity and connectivity (‘objects’) were labelled in the 
image (Figure 5.27) using the Matlab function ‘bwlabeln.’ This function returns a variable of 
the same size as the original image but rather than having pixel intensity values, each pixel 
corresponding to a detected ‘object’ is given an integer value, ascending by the order in 
which ‘bwlabeln’ detected it: 1,2,3,4…..etc. to the number of ‘objects’. Any region of an 
image not and ‘object,’ i.e. the background, is given pixel values of zero. 
The function ‘regionprops’ was then used to characterise each detected object by its shape. 
The properties returned by this function can be user specified and are any in the list shown in 
Figure 5.28. For the definition of each property the reader is referred to the Matlab help 
menu/image processing toolbox. 
 
Figure 5.28 – Shape Properties Obtained About Each Detected Object (Air Pocket) In Images 
In addition to these properties, the radius of each object was calculated using the returned 
‘Area’ value (pixel area of detected objects - A). This was achieved using Equation 5.1 and 
the assumption of a circular object. 
Radius of a Circle (r) 𝑟 = �𝐴
𝜋
 [5.1] 
Filters were applied to logged objects based on their eccentricity and radius, removing 
anything that was not circular enough to be a bubble, anything too small which could be 
noise and anything too large which could be connected/overlapping bubbles. These filter 
parameters were program variables which the user could vary between images to optimise 
detection. It was found the smallest detectable bubble radius remained constant in all images 
at 5 pixels; approximately 55 µm using an average 90 pixel per millimetre calibration factor. 
For each processed image, a visual check was performed to assess the validity of bubble 
detection. Each unfiltered object was plotted on the original, cropped image with a circular 
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marker, of radius equal to that calculated for the object and at a position equal the object’s 
‘Centroid’. All of the filtered objects which did not meet the size and eccentricity criteria 
were plotted with a blue rectangle around an object’s ‘BoundingBox’ (extremities). 
Figure 5.29 provides an example of such an image used for visual inspection. 
 
Figure 5.29 – Visual Check of Bubble Detection Validity 
Variables in the program would be tweaked to optimise the detection in each image. Typical 
variables to change included the maximum bubble size and eccentricity filters and also the 
final contrast stretch’s parameters, used when preparing the image for bubble detection. 
Once a satisfactory/optimum detection had been achieved, the valid bubble radii would be 
averaged, providing a mean bubble radius for the image. By considering each image across 
each data run, a mean bubble radius value was provided at a frequency of 1 Hz; the same 
frequency as image capture (1 fps). 
Note that the air bounded by blue boxes in Figure 5.29 signifies the air that the program 
could not characterise. It is the exclusion of this air that resulted in flow void fraction (% air 
content) being incalculable. 
Additionally, the exclusion of air in the determination of mean bubble size resulted in 
random and bias error in result data. This is discussed further in the results section. 
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5.5.2 Results 
Figures 5.30 and 5.31 provide plots of average detected bubble radius over the course of the 
800 RPM and 1000 RPM data runs. It was found at engine speeds above these bubbles were 
two small and dense in images to make image processing effective. Also plotted in each 
figure is the normalised sample size. It was found over the course of an engine start that 
bubble size deteriorated, resulting in many bubbles falling below the detectable limit (5 pixel 
radius). This caused a reduction in sample size which made taken averages more sensitive to 
spurious detections, as shown in plots by occasional anomalies later on in each run. The 
sample size is given to indicate the level of this sensitivity, helping explain anomalous 
points. It is normalised to avoid confusion between it and the absolute amount of air in the 
flow, which it does not represent. Dotted, grey, vertical lines in each plot represent an engine 
stop/start. There was an approximate 20 s pause at each stop/start which is not shown in the 
graphs’ time series. Images containing slug flow at early engine start-up are omitted from 
plotted data; hence data begins ~5 s into engine start, once a bubbly regime is established. 
 
Figure 5.30 – Average Detected Bubble Radius during the 800RPM Engine Starts 
 
Figure 5.31 – Average Detected Bubble Radius during the 1000RPM Engine Starts 
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Bubble radii averages plotted in Figures 5.30 and 5.31 omit air in the flow which falls into 
the categories of: 
• Bubble radius below 5 pixels / ~55µm. 
• Overlapping bubbles / highly dense bubbly regions of flow. 
Reasons for this have been stated. The impact of these omissions on presented data is: 
• Average bubble size per frame being biased upwards, given it does not incorporate 
smaller, undetectable bubbles. These smaller bubbles are only seen in the flow at 
engine shutdown when they settle against the viewing window as foam. 
• Random error through the omission of visible air in the flow which could consist of 
bubbles sized to disagree with stated averages. 
What is provided by the data is a sample averaged range of bubble sizes seen in the flow and 
the trends seen in this size range over the data run time period. Figure 5.32 provides the 
overall outcome of the image processing exercise, which is a time line showing coolant flow 
composition by bubble size range over the course of an engine start after cooling system 
filling. 
 
 
Figure 5.32 – Two-Phase Flow Regime and Bubble Size Composition for Start 1, 800RPM 
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Figure 5.32 shows the degradation in bubble size for an initial engine start following a fill 
event at 800 RPM.  Processed 1000 RPM data and observations on 1200 to 2000 RPM raw 
image data suggests all runs see the same bubble size degradation, but at a quicker rate the 
higher the engine speed. 1000 RPM data sees fewer bubbles sized >120 µm than 800 RPM 
data, also confirming previous observations that higher engine speeds see smaller bubbles on 
initial start-up.  
The ‘End-State’ of coolant aeration in all runs appears to be the same and well approximated 
by that shown in Figure 5.32: 
• Bubbly two-phase flow in which bubble sizes are almost all below 55 µm. 
o The presence of this size range is confirmed by foam at the viewing window 
after every engine shutdown. 
• A small but steady number of bubbles in the range 55 to 80 µm. 
• Very occasional bubbles from larger size ranges are seen; signified by the dotted 
blue lines in Figure 5.32. 
At engine shutdown air in the flow is seen to coalesce as foam at the viewing window. By 
making the assumption this phase separation and bubble coalescence process is occurring 
throughout the cooling system, it can be understood why larger bubble size ranges are seen 
on engine restarts. It can be concluded that the longer the time period between engine starts, 
the greater the coalescence and the larger the bubble sizes seen on engine restart. Restarts 
see degradation of coalesced bubbles back to the defined ‘End-State’ in the same manner as 
first starts following cooling system filling. 
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5.6 Applications of Data 
5.6.1 Void Fraction Measurement Techniques 
The importance of quantifying flow void fraction as well as regime and bubble size has been 
explained previously. It is key to both understanding and mitigating the effects of entrained 
gases on cooling system and engine performance. Whilst the acquired data does not provide 
the desired metric of coolant void fraction, it does indicate the techniques suited to its 
acquisition in further work. 
Critical to this is the two-phase regime information this chapter provides for coolant flow on 
a running engine. This is shown to be predominantly a dispersed (homogenously mixed) 
bubbly flow of high bubble density. With this knowledge the various void fraction 
measurement techniques reviewed in Chapter Two and at the beginning of this chapter can 
be assessed and filtered based on their capabilities. 
Shown to be ill suited for use are the majority of imaging techniques. This is due to them 
only providing line-of-site data which, given the high density of bubbles in the coolant flow, 
their small size and overlapping nature, means not all air/gas in the flow will be clearly 
captured, making its characterisation infeasible as the study in this chapter shows. 
Also eliminated are acoustic type meters. Ultrasonic meters suffer the same line-of-site issue 
as imaging techniques and the longer, audible wavelength type meters will suffer from 
severe signal noise given all the background vibrations found on a running engine. 
This leaves electromagnetic (EM) attenuation and electrical impedance type meters. Of the 
EM attenuation meters, a single source (chordal) type meter is found to be most suitable. 
Being of lower cost than multi-source/beam meters, these would also require less physical 
space, making them simpler to incorporate into the cooling system’s circuitry. Whilst the 
single beam only provides a chordal void fraction value, the homogenous distribution of air 
found in this chapter suggests the returned reading would be valid of the flow’s whole 
cross-section. Due to the high velocity of coolant flow, however, and the potential rapid 
changes in void fraction, a high sampling frequency would be needed. This would require an 
emission source of high intensity, as detailed in Chapter Two. Given the types of source 
found in these meters: ionising, radioactive sources producing either X-ray or Gamma 
radiation, the use of such meters would incur severe health and safety implications. 
Overcoming these health and safety issues are electrical impedance meters. Using electricity 
as the sensing medium, these meters offer exceptionally high data sampling frequencies. 
Their key limitation identified in Chapter Two was in how the raw signal must be processed. 
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Firstly, the correct algorithm must be selected to account for the flow regime being 
monitored. Whilst the coolant flow is predominantly bubbly in nature, this would cause 
issues when an engine is first started due to the brief slug flow observed. Secondly, as with 
all void fraction meters, the signal is dependent on flow temperature, meaning careful meter 
calibration would be needed. To the author’s knowledge, no suitably calibrated electrical 
impedance meter exists to buy off-the-shelf, unlike with attenuation meters, for example the 
Air-X unit supplied by DSi. Another drawback of electric impedance meters is the issue of 
electrode fouling. This was an issue highlighted by Garg, Marano, Colvin and 
Jakupco (1997) in their assessment of coolant void fraction, when fouled electrodes acted to 
change the meter’s calibration constants. For short term studies such as performed in this 
chapter, electrode fouling would not be expected to be an issue. For longer term monitoring 
of engine coolant flow, however, for example of engines in the field, it is something that 
would require careful consideration. 
Of the considered techniques, it is the electrical impedance meter that would be most suited 
for attaining the void fraction data at the times and conditions used in this study. Whilst such 
a meter would require customisation to integrate it into the cooling system and self-
calibration for void fraction and temperature, it would provide an exceptional sampling 
frequency and would not have the same health and safety implications of using an EM 
attenuation type meter. So long as the signal was processed for a bubbly flow regime, 
literature also suggests the meter would be accurate (Falcone, Hewitt and Alimonti (2010)), 
except during the brief periods of slug flow observed. The signal processing algorithm for 
bubbly flow was presented in Chapter Two. 
Also to be considered in the design of an electrical impedance meter is the coolant flow’s 
conductivity. If poorly conductive it is suggested that dielectric (capacitive) constants be 
used in processing raw signal data. If conductive, conductivity constants must be taken. An 
ethylene-glycol data sheet provided by MEGlobal (2008) suggested in coolant flow 
conductivity would dominate over capacity, although this would be worth validating for 
different types (brands) and concentrations of engine coolant. 
5.6.2 Coolant Flow Modelling 
In addition to defining further diagnostic tools, the acquired data also provides great value in 
the modelling of engine coolant flows.  
As Chapter Two outlines, the majority of current cooling system design processes are based 
on the assumption of an incompressible, single phase liquid coolant flow. This thesis has 
shown that this is not the case, especially following the filling of the cooling jacket. If design 
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is to incorporate the effects of entrained gases, their appearance in the flow must first be 
fully understood. 
Data in this chapter provides how pockets of gas in the flow are distributed: homogeneously 
and the dominant bubble size range found: < 55 µm radius. These are parameters required 
when modelling a two-phase coolant flow, given an air pocket’s position and size in a flow 
domain will greatly affect its trajectory: whether it will follow the flow faithfully or 
potentially be held up in a region, sitting against a cooling gallery, coalescing with other air 
pockets and reducing heat flux. Literature provided by Munson, Young and Okiishi (2002) 
and Brennen (1995) provided detail on bubble size and the effects it can have on the 
behaviour of air/gas in a gas-liquid two-phase flow. 
In addition to helping model coolant flow around the cooling jacket, the bubble size and 
regime information will become important when trying to mitigate entrained gases. 
Discussed in Chapter Two was the use of phase separators to remove entrained gases from 
the coolant flow. The size of bubbles and the flow regime at a separator’s inlet will severely 
affect its performance and in separator design must be considered to provide features such as 
an adequate habitation time and/or pressure gradient to ensure acceptable separation is 
achieved. 
Whilst knowledge of bubble size and distribution alone provide an important step forward in 
our understanding about coolant flow’s two phase nature, it is also important for the defined 
further work to be carried out to understand common void fractions found in the coolant 
flow. This would provide key modelling metrics such as the number of bubbles present for a 
specified size range and the coolant flow’s thermal properties.  
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5.7 Chapter Summary & Conclusions 
Images of coolant flow in the by-pass hose of a running IPSD engine have provided the two-
phase regimes and bubble size ranges occurring at a time shown by previous work to be 
worst case for coolant aeration: engine starts immediately after cooling system filling. 
The first start following cooling system filling sees a brief (less than 5 s) period of slug flow 
as the engine comes up to the start-up speed selected. Once at speed, the flow regime 
becomes bubbly, with bubbles of many different sizes visible in the range 0 to ~200µm 
radius. Over the course of a 4 minute engine run period, average bubble size in the flow 
reduces. This is believed to be a product of complex cooling system geometries and rotating 
components such as the pump impellor acting to break down the bubbles. The higher the 
engine speed the quicker the reduction in bubble size. After four minutes bubbles are almost 
all below 55 µm in radius and are indiscernible in images of the transient flow. At engine 
shutdown, these bubbles rise up against the viewing window as a foam, proving their 
existence. The coalescence of these bubbles whilst an engine is shutdown causes a renewed 
burst of larger bubbles at an engine’s restart. 
Due to the small size and overlapping nature of some bubbles in the flow, not all air could be 
detected and measured. This was particularly an issue at the end of data runs when almost all 
air in the flow was below the detectable size limit of 55 µm. This meant flow void fraction 
could not be determined; a critical metric in assessing air’s impact on cooling system 
performance. The acquired data does, however, provide an important stepping stone in 
identifying a suitable technique for acquiring void fraction data. A review of multiphase 
metering techniques and their capabilities/limitations has suggested an electrical impedance 
approach would be most suited to acquiring the data, although careful customisation is 
required to integrate such a meter into a cooling circuit with a correct calibration and signal 
processing routine. 
The acquired data also provides key metrics required when modelling a gas-liquid coolant 
flow. Air pocket size and position will greatly affect its trajectory in a flow domain and so 
the implications it will have on system performance. This data is a vital enabler and step 
forward in cooling system design, promoting the use of two-phase coolant flow models now 
there are experimentally derived input parameters to ensure their real-world validity. By 
acknowledging the presence of cooling system gases and accounting for them in design 
processes, they can be effectively mitigated; reducing design uncertainty and so margins of 
safety factored into cooling system components. The improved confidence provided that a 
system will operate as designed will allow for the downsizing of components, for example 
the coolant pump, reducing parasitic losses on engine power and so increasing its efficiency.
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6.1 Introduction 
Previous chapters in this thesis have studied the occurrence of gas during the coolant filling 
event, its breakup at engine start and the character of the two-phase coolant flow the 
processes generate when an engine is running. The primary aim of this chapter was to 
understand the implications a gas-liquid coolant flow would have on the performance of an 
engine’s cooling system. Focus is placed on a component in which entrained gases have 
historically been a problem: the centrifugal pump. 
The chapter begins with a review of background knowledge in the field of two-phase 
centrifugal pumping, building and elaborating on the information provided in Chapter Two. 
This is to give the reader an appreciation of existing knowledge in the field and how the 
studies performed in this chapter add to it. 
The objectives of the current research are then outlined and the approach taken to acquire the 
necessary data is detailed. The presented data provides a parametric study of pump 
performance metrics versus various inlet void fractions, pump speeds and cooling system 
resistances as would occur in the pump’s real-world application. It is backed with high speed 
imaging data from within the pump which helps clarify reasons for trends observed in the 
parameter study. Comparisons are drawn between the acquired data and that provided in 
previous two-phase pump studies with the aim of assessing the transferability of information 
from one pump study to another. 
Applications of the acquired data are then discussed, showing how it is of direct value in 
cooling system design and on-engine coolant flow diagnostic study, both in the 
determination of flow void fraction by monitoring coolant pump losses and in quantifying 
the losses in system heat transfer for entrained gases, incorporating the effects of pumping 
losses and the reduction seen in the coolant flow’s bulk thermal properties. 
The chapter is closed with a summary and conclusions section, discussing what has been 
delivered by the chapter and its overall value to the IC engine industry. 
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6.2 A Background on Two-Phase Centrifugal Pumping 
The centrifugal coolant pump in a liquid jacket cooling system has been outlined in Chapter 
Two by way of its purpose and its general susceptibility to gas entrained in the coolant flow. 
This section aims to delve further into pump functionality, specifically under two-phase gas-
liquid flow conditions. Previous work on the subject will be reviewed to fully understand the 
implications of such flows in centrifugal pumps and current means of their mitigation. 
6.2.1 Principle of Operation and Design Features of a Centrifugal Pump 
Centrifugal pumps are typically used in applications requiring high flow rates and low 
pressure gradients, hence their common application in engine cooling jackets where coolant 
flow rate is preferential over pressure given it is the velocity of coolant over a heated surface 
that predominantly affects the convective heat transfer coefficient (HTC). 
Energy to drive the coolant pump is invariably supplied directly from the engine via a gear, 
chain or belt. This energy goes to rotating the pump’s drive shaft which in turn drives the 
pump’s impellor, integral to its operation. The impellor converts the input shaft power into 
hydraulic power in the coolant flow. It achieves this by taking coolant supplied to its centre 
(its eye) and displacing it radially outward with blades. Displaced, high pressure coolant at 
the impellor’s circumference is contained by the pump’s casing/volute. This then delivers 
pressurised coolant to the pumps outlet/discharge point where it leaves the pump at high 
velocity into the engine’s cooling jacket. The efficiency of a pump is given as the ratio of 
hydraulic power in its discharge line to the input shaft power required to drive the impellor 
and overcome frictional losses. 
 
Figure 6.1 - Centrifugal Pump Impellor Schematic 
The hydraulic power provided by a centrifugal pump and its efficiency in generating it are 
both governed by many design features. The following provides an example of these with 
sources where further information may be found: 
pRPM
Vein
Eye (Suction)
Blade
Discharge
Volute
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 Impellor Design: 
• Material, surface roughness, diameter, width, containment (shrouded/ part-shrouded/ 
open), blade angle, blade number and vein geometry. 
(Bachus and Custodio (2003), Munsen, Young and Okiishi (2002), Yedidjah (1988), 
Akdemir, Kocoglu and Kayisoglu (2006) and Li (2002)). 
Impellor Speed: 
• This determines the rate at which coolant is displaced. Whilst in most engines 
impellor speed is directly related to engine speed given the direct drive, some 
engines use more expensive electronic and/or magnetic clutch type coolant pumps, 
which operate at a speed to meet a sensed engine heat transfer demand.  
(Master Pumps and Power (2012), Concentric Pumps (2012), Cho et al. (2004), 
Keller et al. (2010)). 
Volute design: 
• Required to nozzle impellor outlet flow to the pump’s discharge point, the volute’s 
shape can severely impact pump efficiency.  
(Yang, Kong and Chen (2011), Evans (2012)). 
• Careful volute design is also required to ensure a balanced pressure around the 
impellor’s circumference. Without this, off-axis loading would occur, increasing 
wear on drive shaft bearings and seals.  
(Master Pumps and Power (2012)). 
With all of these design variables it can be understood why there are so many variants of 
centrifugal pump found in IC engine applications. Impellors range from being formed sheet 
or cast metal materials to being injection moulded polymer composites. They can be 
anywhere from totally open (un-shrouded) to totally closed (double shrouded) and come in 
many different shapes and sizes. In some designs it is even observed that there is no specific 
volute and the impellor discharges directly into the cylinder block cooling galleries. This 
being the case, it is impossible to assess any single pump design and hope findings shall be 
applicable across the whole IC engine industry. The pump assessed in this chapter follows 
on from the geometries and corresponding engines assessed previously in this thesis and 
relates to a medium duty, off-highway diesel engine, as discussed later in the chapter. The 
design it utilises is applicable to many IC engine applications, however, given it uses a 
closed-type composite impellor which is becoming the modern day preference for the 
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improved strength, cost and efficiency characteristics it provides over the previous metallic, 
open/semi-open type impellors. 
In addition to providing the necessary coolant flow velocity and mechanical efficiency, the 
centrifugal pump must also be designed robustly. Discussed in Chapter Two was the NPSH 
(Net Positive Suction Head) metric and its importance for determining whether or not a 
coolant pump will cavitate in a planned application. In initial pump design the common aim 
is to minimise the NPSH the pump requires (NPSHr). With many of the aforementioned 
design features there is a balance to be met between maximising pump outlet flow and 
efficiency whilst minimising NPSHr. A good example of this is with the pressure differential 
observed across the impellor’s radius. Whilst a greater differential will produce a greater 
head and more hydraulic power, it will generate a lower pressure at the impellor’s eye, 
increasing the likelihood of cavitation. As with pump flow and efficiency, there are many 
design features which can be controlled to minimise cavitation whilst maintaining a good 
pump performance, but all increase pump complexity and cost. 
Once a pump has been designed for the needed hydraulic power, efficiency and life, it must 
then be considered how it may be incorporated into an engine cooling jacket. It was briefly 
outlined in Chapter Four that good practice is to ensure the pump operates at its point of 
maximum efficiency. Figure 6.2 provides an example pump performance chart for an IPSD 
coolant pump, as previously shown in Chapter Four. Shown is how the efficiency curve 
peaks at a certain coolant flow rate and pump pressure differential at two interrogated pump 
speeds. It must be ensured that frictional losses in an engine’s cooling circuit match this 
point of pump operation and thus adhere to the pumps ‘specification points.’ 
 
Figure 6.2 – Example Centrifugal Pump Performance Curves (Provided by Concentric Pumps Ltd.) 
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In many IC engine applications, especially those seen in off-highway machines, engine 
buyers/users will choose to provide their own cooling pack for the engine: radiator/heat 
exchanger, given it may require careful sizing and placement in a specific application, for 
example under the hood of a vehicle. The effects this has on system performance must also 
be considered. Typically, the additional geometry adds to the resistance/pressure differential 
of the pre-existing system. It is for this reason the core engine cooling gallery resistance is 
placed to the right hand (high flow) side of the efficiency peaks in Figure 6.2, allowing for 
the envisaged end-user increase in system pressure differential. 
Note that whilst the restriction/resistance the cooling system places across the pump must be 
controlled to maximise pumping efficiency, the effects this has on the coolant’s available 
NPSH (NPSHA) at pump inlet must also be considered and so whether or not the pump will 
cavitate given the OEM specified NPSHR value. 
With all of these design considerations the complexity of designing and incorporating a 
centrifugal pump into an engine’s cooling jacket can be appreciated. To then begin 
compensating for unknown quantities and regimes of entrained gases brings this complexity 
to a new level. 
As the next section shows, existing knowledge of how gas behaves in a centrifugal pump is 
extensive. To the author’s knowledge, however, none to date has been applied specifically to 
the design of IC engine coolant pumps. This fact is highlighted by the lack of knowledge 
about engine coolant flow’s two-phase character which, as also explained in the next section, 
is necessary to correctly design a pump to cope with a two-phase gas-liquid flow. 
6.2.2 Implications of Gas-Liquid Flows on Centrifugal Pump Performance 
The implications for the coolant pump of having gas entrained in the coolant flow were 
broadly categorised into three areas by Chapter Two: 
1. Impellor Losses. 
2. Seal Damage. 
3. Exacerbated Cavitation. 
Of these impacts, it was losses in the impellor which were recognised as posing the most 
severe and immediate threat given the potential loss of coolant flow and rapid engine failure 
to follow. 
Whilst rapid failure of the seal is also possible, this was shown to be unlikely given it 
requires the seal to run completely dry/without coolant for in excess of 10 minutes. More 
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likely is the ‘filming’ failure mode identified in which the seal is intermittently quench-
cooled, causing deposits to build up on sealing faces, leading to their gradual abrasion and 
degradation. 
Similarly, cavitation is a failure mode which occurs over a long time-period. Whilst the 
presence of bubbles will exacerbate its occurrence by providing nucleation sites for 
cavitation growth, the impellor pitting and fissures it creates will still only cause a gradual 
decline in pumping efficiency and a potential failure mode in the long-term. 
The focus of this chapter is on the immediate issue of impellor clogging and stalling, given 
this can be generated even by short periods of increased coolant gas content. The next 
section reviews current knowledge on how gas accumulates in the impellor, the implications 
it has and how they might be mitigated. 
6.2.2.1 Gas Hold-Up in the Impellor 
As previously outlined, whilst considerable research has been performed in this area, to the 
author’s knowledge none has been publicised with specific application to engine cooling 
systems. The majority of knowledge comes from the petrochemical industry in which the 
pumping and metering of multiphase flows from oil wells is a major financial concern. The 
nuclear power industry also provides some key pieces of information from the research 
performed looking at how LOCA (loss of reactor coolant accidents) can be avoided. 
The majority of recent publications focus on the optimisation of the impellor to cope with 
various amounts and configurations of gas in the liquid flow and use numerical modelling 
for the quick, low cost results it can provide. A good example of this is the work performed 
by Caridad et al. (2008) who used CFD to predict and improve the behaviour of gas in the 
impellor of a submersible pump used in the petroleum industry. 
For the current investigation it is the older, experimentally based studies which are of most 
value, however, given they provide more insight and discussion into the fundamental 
problem of gas hold-up in the impellor than modern sources, which themselves in many 
cases, reference and use older sources to validate their numerically derived results. 
Poullikkas (1992) provided one such source. He stated that as a two-phase gas-liquid flow 
enters the impellor, due to the large pressure differential seen across the impellor’s diameter 
and from one side of a blade to the other, the flow undergoes phase separation, whereby the 
less dense gaseous phase gets trapped in the low pressure regions, acting to restrict impellor 
veins/liquid flow paths and so reduce the volumetric output of the impellor. He said the 
majority of trapped gas would appear as an asymmetric ring about the impellor’s centre. 
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The severity of this effect is based on a few factors. As a pocket of gas enters the impellor 
several forces act on it. It is the balance of these forces which decides whether or not the 
pocket will stay within the impellor or be carried through to the pumps outlet. These forces 
are: 
• Drag forces on a bubble from the surrounding liquid phase acting to carry it through 
the pump and not let it be trapped. 
• Coriolis forces, where due to the impellor’s rotation and the circular motion of air 
pockets/bubbles, gas experiences centrifugal force acting towards the outer edge of 
the impellor and out of the pump. 
• Buoyancy forces, where due to its lesser density relative to the surrounding liquid 
phase, gas is attracted to the low pressure regions in the impellor (its centre and the 
low pressure side of blades), which act as trap sites and generate phase slip. 
 
Figure 6.3 - Forces Acting on Bubbles/Gas Pockets in the Impellor of a Centrifugal Pump 
These forces are shown schematically in Figure 6.3. If the net force acting on a gas 
pocket/bubble is not to carry it out of the impellor, then gas will be ‘held-up,’ blocking 
liquid flow paths and causing inefficiencies. Poullikkas (1992) provided that the effect of 
reducing vein depth is that liquid flow velocity increases but pump head and volumetric 
output reduces, very similar to flow through a closing gate valve. To determine the resultant 
of the forces acting on gas as it travels through the impellor, hence whether or not it will be 
trapped and the effect this will have on pump performance, many factors must be taken into 
account, not least those of bubble size, inlet flow regime and void fraction. 
Poullikkas (1992) conducted an experimental investigation of the gas hold-up process in a 
nuclear reactor cooling system’s centrifugal pump. Figure 6.4 displays his findings of pump 
performance versus increasing flow void fraction. 
Liquid Drag
Buoyancy
Coriolis
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Figure 6.4 - Typical Pump Performance Degradation Curves (Adapted from Poullikkas, 1992) 
Due to the interrogated pump being of a different application and so design to the IC engine 
pumps under consideration, the flow rate and head axes in Figure 6.4 have been left without 
quantification. What is shown is how a pump’s performance changes relative to its single 
phase condition with increasing flow void fraction. Poullikkas (1992) took from this specific 
void fraction ranges and how they affected pump performance: 
• Void fraction < 3% saw little change in pump performance from single phase liquid 
flow. 
• 3% < void fraction < 9% saw a significant drop in pump performance, more the 
higher the void fraction in this range. 
• Void fraction > 9% saw total stalling of the pump and loss of flow. 
Poullikkas (1992) is supported by many other sources, both in principle and specific figures. 
IPSD took some qualitative videos of one of their coolant pumps operating under gas-liquid 
flow conditions. The pump cover was replaced with one made of transparent material so the 
impellor could be observed. A schematic of their test layout is shown in Figure 6.5 and a 
single frame from the video in Figure 6.6. 
 
Figure 6.5 - Experimental Setup for Qualitative Observation of an IPSD Coolant Pump's Impellor 
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Figure 6.6 - Single Frame from a Video Taken by IPSD of a Coolant Pump Running in Gas-Liquid Flow Conditions 
Seen in the videos was as stated by Poullikkas (1992): an asymmetric gas ring forming at the 
centre of the impellor. To take from the videos additionally, is that at higher pump speeds 
the apparent size of the trapped air pocket reduces. This could be attributed to the rising 
pressure in the pump’s volute compressing the gas as the rotational velocity increases. 
The void fraction figures stated by Poullikkas (1992) were confirmed by Wilson, Roll and 
Cappelino (1992) who performed similar research into impellor optimisation for pumping 
two-phase gas-liquid flows with focus on applications in the paper and chemical processing 
industries. 
To reduce the effect of vein blockage Poullikkas (1992) and Wilson, Roll and 
Cappelino (1992) recommended a mixing region behind the impellor. The theory of this is 
that incoming flow passing through the eye of the impellor is allowed to pass out the other 
side, dragging off the gas accumulation, breaking it down into small bubbles between the 
impellor and the casing which are then entrained and carried by the liquid flow out of the 
pump. This process is shown schematically in Figure 6.7. 
 
Figure 6.7 - De-shrouding Impellors to Improve Two-Phase Gas-Liquid Efficiency with Mixing Region 
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To facilitate this process of mixing and unclogging of impellor veins, the flow must be able 
to pass through the impellor’s centre. Some impellors are designed with shrouds which 
prevent/restrict this, see Figure 6.8. The idea of the shroud is that is keeps the fluid in the 
veins for the full diameter of the impellor, thus increasing the pump’s volumetric efficiency 
(Munson, Young and Okiishi (2002)). Without shroud(s) the fluid may exit the impellor 
veins axially at any point on the impellor’s radius, reducing liquid’s contact time with 
impellor blades and so the energy imparted to the flow. However, by not having shrouds, or 
by being “open” the mixing process is better facilitated and the pump is made more suitable 
for pumping flows with gas entrainment. Poullikkas (1992) and Furukawa, Shirasu and 
Sato (1995) supplied that open-impellor pumps can increase two-phase pumping ability to 
around 30% void fraction. 
 
Figure 6.8 – Three Predominant Impellor Enclosure Types 
It is clear from literature that a balance must be found between the improved single-phase 
efficiency of shrouded impellors and the ability to cope with gas-liquid mixtures provided by 
open impellors. This balance is usually a product of the specific flow under consideration: 
the expected inlet void fraction, bubble size and regime, among other flow properties. 
Furukawa, Shirasu and Sato (1995) suggested that placing static veins inside the pump’s 
casing would act to reduce bubble size before entering the impellor, thus helping gas remain 
entrained. They also suggested placing holes in the impellor shrouds would encourage the 
mixing process shown in Figure 6.7. Murakami and Minemura (1977) showed that reducing 
the number of impellor blades will act to improve its two-phase performance too. For the 
many closed type impellor’s found in IC engine cooling systems, such as depicted in 
Figure 6.9 and assessed in the coming sections, these seem sensible first steps in improving 
their gas handling capabilities. 
Single ShroudOpen Closed/Double Shroud
    
6.2 A Background on Two-Phase Centrifugal Pumping 
 
295 
 
 
Figure 6.9 - IPSD ‘High-Flow’ Coolant Pump Showing Double Shrouded (Closed) Impellor 
6.2.3 Knowledge Limitations 
Whilst knowledge in the field of two-phase centrifugal pumping is extensive, due to little 
being directed specifically at engine cooling systems, there are some limitations in what it 
provides. 
The majority of pump applications considered in existing research are for steady state 
conditions in which pump speed is constant and that to provide optimum performance for 
the fluid and system in which the pump operates. This deviates greatly from the duty cycle 
required of an IC engine’s coolant pump where, directly driven by the engine in many cases, 
it needs to perform optimally throughout a large speed range (1000s of RPM). Additionally, 
the design of pumps in other industries is often considerably different to those found in IC 
engines. The packaging envelope of an IC engine places large restrictions on the permissible 
size and weight of a coolant pump which often generates complex, application specific 
designs. 
To correctly abate the effects of entrained gases in a coolant pump the nature of the two-
phase flow at inlet must also be well understood. Whilst earlier in this thesis coolant flow 
bubble size and regime were identified at a coolant pump’s by-pass hose inlet, without the 
third key metric of void fraction the full implications of coolant flow in the pump cannot be 
determined/predicted. In addition to assessing pump designs of limited applicability to IC 
engine cooling jackets, previous studies also fail to deliver adequate information about the 
coolant flow’s two-phase character. 
The work in this chapter aims to address these short-comings in current knowledge. The next 
section provides the objectives of the current study, showing how the desired knowledge is 
delivered and contributes in the field of two-phase centrifugal pumping with specific 
application to IC engine cooling systems.  
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6.3 Objectives of the Current Study 
The key objective of work outlined forthwith was to understand how an IC engine’s coolant 
pump would perform for flows of varying gas content. To make the data representative of 
the pump’s in-service conditions, in addition to flow void fraction the variables of pump 
speed and flow circuit resistance were included, representing the range of engine speeds 
found in application and the unknown restriction of different engine cooling systems. 
To deliver this data, a parametric study of the pump was performed, whereby pump 
performance parameters were monitored as control variables were changed: void fraction, 
pump speed and flow restriction. To help explain the trends and phenomena seen in the 
acquired data, high speed imaging was performed within the impellor, providing qualitative 
image data indicating regions of gas hold up. 
The application of the acquired data was then assessed with the objective of identifying 
suitable metrics to output from the study to ensure data transferability and usefulness. These 
applications included: determining coolant void fraction on a running engine through the 
monitoring of coolant pump performance, validating numerical (CFD) code of gas-liquid 
flows in the centrifugal pump and, possibly most importantly for work in this thesis, 
quantifying the losses of heat transfer around a cooling jacket per unit of entrained gas. 
Thus the objectives fell into three categories: 
1. Acquire pump two-phase performance data for conditions representative of 
those found in-service. 
2. Acquire image data from within the pump’s impellor showing reasons for the 
observed performance characteristics. 
3. Supply output metrics/graphs enabling the further application of data to 
understanding cooling system performance: 
 In-field void fraction measurements. 
 CAE code validation. 
 Heat transfer implications of entrained gases. 
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6.4 The Coolant Pump 
The coolant pump assessed was one manufactured by Haldex-Concentric Pumps Limited 
and was designed to service one of the larger 6-cylinder engines manufactured by IPSD. It is 
commonly called the ‘High-Flow’ coolant pump in the range of engines it suits. An 
exploded view of this pump is provided in Figure 6.10, highlighting its key components. The 
OEM supplied performance curves for this pump are shown in Figure 6.11. 
 
Figure 6.10 - IPSD ‘High-Flow’ Coolant Pump – Exploded CAD View  
 
Figure 6.11 - IPSD ‘High-Flow’ Coolant Pump – OEM Single Phase Performance Data  
Please note that the pump speeds (RPM) quoted in Figure 6.11 are double their respective 
engine speeds (RPM) given the 1:2 gear drive ratio. 
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6.4.1 Coolant Pump Modifications 
As outlined in the objectives, a key part of this study was the acquisition of optical/image 
data from inside the pump to help explain trends observed in the parametric study and show 
locations of gas hold-up in the impellor. 
To enable this, the pump had to be optically accessed. This was achieved through re-
manufacturing the pump’s impellor and front cover in clear material. The manufacturing 
process used was Stereolithography (SLA); an additive manufacturing technique well suited 
to the prototyping of complex parts such as the impellor. The material used was Accura 60, a 
photo-curable transparent resin. In its hardened state this material provides strength 
properties similar to those of polycarbonate. The limitation of the material is the temperature 
it can be taken to whilst maintaining these robust properties. Having a glass transition 
temperature of 58oC meant data runs had to be performed well below this: at room 
temperature (~21oC). Representative of an engine in a cold-start state, however, the acquired 
data followed on well from that obtained in previous chapters when initial engine starts 
following cooling system filling were being assessed. 
Due to the stair stepping phenomena inherent in all additively manufactured parts, some 
hand finishing was required to provide a good optical clarity. This involved the polishing of 
surfaces with care being taken to ensure minimal material was removed, thus not altering 
geometry significantly from that found in the original part. Clear lacquer was then used 
which, filling any surface defects, acted to provide smooth, optically clear surfaces. 
The resulting parts are shown in Figures 6.12 and 6.13 next to their original, opaque 
counterparts. Note that to improve the optical clarity when imaging through the front cover, 
its external surface was made totally flat, so minimising optical distortion. Due to being an 
external surface, this incurred no change to the pump’s internal flows or performance. 
 
Figure 6.12 – LEFT: Original, Injection Moulded Composite Impellor. RIGHT: Additively Manufactured Transparent Impellor 
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Figure 6.13 – LEFT: Original, Cast Aluminium Front Cover. RIGHT: Additively Manufactured Transparent Front Cover 
6.4.2 Coolant Pump Fixture and Drive 
The optically accessed pump was assessed in a controlled, laboratory environment in which 
all the desired performance metrics could simply and repeatably be obtained. Given the 
pump was not mounted to an engine, a custom stand was required, offering both the fixture 
needed to position and hold the pump and the ducts required to utilise the pump’s inlets and 
outlet. The stand used was the same one as detailed in Chapter Four. This is shown again in 
Figure 6.14. 
 
Figure 6.14 – Stand Used for Holding Modified Pump during Data Acquisition and for Providing Usable Ducts to Pump I/Os 
Pump Outlet
By-Pass Hose Pump Inlet
Pump Drive Shaft 
(To Impellor)
Radiator Pump Inlet
System Liquid I/O Points
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The pump was driven directly from behind using a 1.1 kW motor, as shown in Figure 6.15. 
 
Figure 6.15 – Pump Direct Motor Drive Arrangement 
The motor was powered by a variable speed controller capable of running the pump from 
0 to 3200 RPM, providing coverage of representative engine speeds in the range 800 to 
1600 RPM. 
Not shown in Figure 6.15 is the torque meter and shaft speed sensor used during data 
acquisition. These enabled the calculation of shaft input power to the pump. Detail of these 
sensors is provided in the next section alongside the fluid circuit and its associated sensing 
devices. 
 
6.5 Fluid Circuit and Sensing Hardware 
The fluid circuit used in this study was designed based on four fundamental requirements: 
1. It could create, monitor and control a two-phase gas-liquid flow of known 
ratio and rates. 
2. The two-phase gas-liquid flow generated would be of the dispersed bubble 
regime, representing that seen on a running engine (Chapter Five). 
3. It could provide a range of resistances to flow through the pump which 
encompassed that found on a real engine: the pump’s specification points. 
4. It incorporated sensing equipment providing all the raw data needed to 
calculate the desired pump performance metrics. 
A schematic of the fluid circuit used to meet these requirements is shown in Figure 6.16, 
labelled with key system components. 
Pump Inlets
Pump Outlet
1.1 kW Motor
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Figure 6.16 – Fluid Circuit for Data Acquisition 
Components in the circuit were linked by 50 mm I.D. galvanised steel piping, connected at 
junctures by reinforced silicone hoses or British Standard Pipe (BSP) threads and fittings. 
The flowing mediums were water and air. The temperature of air was assumed equal to that 
of the water after injection into the system. Water temperature was monitored via a k-type 
thermocouple in the ‘Gravitational Separator’/ liquid reservoir. Flow around the circuit was 
assumed isothermal, i.e. constant and equal to that measured in the liquid reservoir. 
The way the circuit functioned was as follows: 
1. Liquid left the ‘Gravitational Separator’ and passed immediately through a liquid flow 
meter. The flow meter, whilst encompassing the full range of pump operational flow 
rates and providing good measurement accuracy was sensitive to any entrained gases, 
hence its position in the single phase liquid part of the flow loop. The meter provided 
two outputs: one visual, giving an immediate indication of liquid flow rate (LPM) and 
the other a pulsed signal, of frequency proportional to the flow rate which could be 
logged over prescribed time periods, for example a data run. Liquid flow in the circuit 
was driven by the coolant pump, thus the liquid flow meter provided a ‘response’ 
variable that indicated how the pump was performing. 
 
2. Following the liquid flow meter, the liquid flow passed around a 90o bend in the 
pipework. At this juncture, a second, smaller bore pipe (8 mm I.D.) was positioned 
coaxially to the main pipe and delivered a controlled flow of compressed air to the 
liquid flow. Air down this smaller bore pipe was metered externally to the flow loop 
using a gas mass flow meter and controller, calibrated for air in the range 0 to 50 LPM. 
This meter provided a measure of gas volumetric flow rate through the pump at 
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standard temperature and pressure (21.4oC and 1.013 bar). The flow rate of air was 
manually adjusted between data runs to control flow void fraction. A two-way ball 
valve was used in the air supply line which allowed air to be quickly turned on/off for a 
pre-set flow rate in the controller. 
 
3. At the outlet of the small bore pipe was a sintered brass air filter with pores sized 40 to 
100 µm. This ensured the injection of air generated many small bubbles in the liquid 
flow and was an approach similar to that used by Shephard (2011) to the same effect. 
The high velocity, turbulent liquid flow acted to distribute the bubbles homogenously 
across the flow’s cross-section, thus generating the dispersed bubble regime desired. 
The character of this flow was visually validated using a clear section of square tubing 
at pump inlet. The flat walls of this tubing meant there was minimal optical distortion 
when observing the flow. 
 
4. As the liquid-gas flow entered the pump a Druck pressure transducer was used to 
provide its pressure. The pressure at pump exit was provided from a Kistler pressure 
transducer. Combatively, these pressure sensors provided the pump’s pressure 
differential (dP): a key response variable indicating pump performance. The pressure 
sensors and system temperature gauge also gave a means of calculating the local void 
fraction of the flow as it entered and left the pump. This was important given the 
volume of air in the flow varied with pressure and temperature. 
 
5. As the flow left the pump it passed through a gate valve. The position of this valve was 
varied to control the resistance of the flow circuit. Its effects were controlled by 
observing pump dP and setting it to a desired node of operation whilst pumping single 
phase liquid. These nodes are outlined later in the chapter when the data runs are 
explained. 
 
6. Having passed through the valve, the two-phase flow was then piped back to the 
reservoir tank. The large volume of liquid in the tank acted to slow down the flow and 
baffles were used to elongate its path. These methods both acted to prolong the 
habitation time of air bubbles in the tank, allowing them to separate from the liquid 
flow by their own buoyancy. 
 
7. The de-gassed liquid then left the tank and was recirculated through the flow loop.  
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There were several limitations in using this flow circuit to model an engine’s cooling 
system. These were: 
• The system could not be pressurised, given the gravitational separator was open to 
atmosphere. This meant that the system was only representative of an engine at cold 
starts. The liquid head height above the pump I/Os was, however, made realistic of 
that on an engine by controlling the height of the liquid reservoir and its fill level. 
• The system could not be run at high temperature due to the optical components in 
the pump. This also meant the system was only comparable to an engine at cold 
starts. 
• Water was used in the system as opposed to real coolant, i.e. a 50:50 ethylene-glycol 
water mixture. This was necessary for two reasons: 
1. Water provided the needed optical clarity inside the impellor to clearly 
observe the behaviour of entrained air. 
2. The liquid flow meter was only calibrated for water and the cost of 
recalibration was prohibitive for the benefit of using real coolant. 
The use of water was the only limitation of the system which caused it to deviate 
from any condition found in an actual engine. This effect was, however, quantified 
by comparing the pumps single phase performance with water to that provided by 
the pump’s manufacturer, shown in Figure 6.11, using real coolant. 
Whilst the sensing equipment in the experimental setup has been briefly described, Table 6.1 
is provided to give a comprehensive list with detail of each device’s use in the setup and 
associated meter error. Errors are quoted from manufacturer product data sheets unless 
otherwise stated. 
Data acquisition was synchronised from all sensors using a Thurlby Thandar function 
generator (TGP110 10 MHz Pulse Generator) which provided a manual trigger pulse to the 
data logging equipment. 
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Table 6.1 – Sensing Equipment, Use in the Experimental Setup and Error 
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6.6 Data Acquisition Variables 
For each performed data run, the acquisition hardware detailed in the previous section 
provided several raw data types. These consisted of Control and Response variables and 
were as follows: 
Control Variables – Variables the user would set for each data run: 
• Volumetric air flow rate (SLPM). Air flow was driven by a compressed air supply 
and was assumed constant during data runs at the values set and displayed by the gas 
mass flow meter/controller. 
• Pump inlet and outlet pressures (bar) for single phase liquid flow. This governed the 
flow circuit’s resistance to pump flow and so the effect of varying cooling system 
geometry. Being effected by pump performance, however, these were also 
monitored during each data run to observe how they changed with flow void 
fraction. 
• Pump speed (RPM). Whilst set at the beginning of a data run, this was seen to 
change with varying shaft torque and so as a product of flow void fraction and pump 
performance. For this reason, pump speed was also logged over each data run. 
Response Variables – Variables the user would log over the course of each data run: 
• System temperature (oC). No change in this was observed for the time duration of a 
single data run. Thus only a single reading was taken each time. 
• Volumetric liquid flow rate (LPM). 
• Pump inlet and outlet pressures (bar). 
• Pump speed (RPM). 
• Pump drive shaft torque (Nm). 
6.6.1 Data Reduction and Performance Metrics 
Desired of this study were pump performance metrics for varying inlet void fractions. The 
desired metrics were as follows: 
• Pump efficiency. 
• Pump hydraulic power (Watts). 
• Pump shaft power (Watts). 
• Pump head (m). 
• Volumetric liquid flow rate (LPM). 
• Pump pressure differential (bar). 
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Whilst liquid flow rate and pump pressure differential were metrics directly obtained from 
the raw data, all the other performance metrics required calculating. For this, Equations 6.1 
to 6.4 were used. 
Pump Efficiency (𝜂) 𝜂 =  𝑊𝐻𝑦𝑑.
𝑊𝑆ℎ𝑎𝑓𝑡
  [6.1] 
   
Hydraulic Power (𝑊𝐻𝑦𝑑.) 
[W] 
𝑊𝐻𝑦𝑑. = ?̇?𝑇𝑃 .𝑔.𝐻𝑇𝑃 [6.3] 
   
Drive Shaft Power (𝑊𝑆ℎ𝑎𝑓𝑡) 
[W] 
𝑊𝑆ℎ𝑎𝑓𝑡 = 𝑁?̇? [6.2] 
   
Two-Phase Pump Head 
(𝐻𝑇𝑃) 
[m] 
(Poullikkas, 1992, 1998) 
 
 
 
 
 
𝐻𝑇𝑃=  � 𝑃2
𝜌𝜌𝑇𝑃,2.𝑔 −  𝑃1𝜌𝜌𝑇𝑃,1.𝑔�+  �(1 − 𝑥)𝑉𝐿22 − 𝑉𝐿122𝑔 �+  �𝑥 𝑉𝐺22 − 𝑉𝐺122𝑔 �+  �𝑥 𝑅𝑇
𝑔
𝑙𝑜𝑔10
𝑃2
𝑃1
� 
[6.4] 
(Static Two-Phase  
Head (HStatic)) 
 (Liquid Kinetic Energy 
Head (HKE,Liquid)) 
 (Gas Kinetic Energy  
Head (HKE,Gas)) 
 (Compressibility 
Head (HComp)) 
Where –  
Subscripts 1, 2, L, G and TP represent pump inlet, pump outlet, liquid phase, gas phase and 
two-phase respectively. 
N is the drive shaft torque (N.m). 
?̇? is the drive shafts angular velocity 
(rad.s-1). 
P is the pressure (bar).  
𝜌𝜌 is the density (kg.m-3). 
V is the velocity (m.s-1). 
x is the vapour quality  
(phase mass ratio). 
T is the temperature (K). 
g is the standard gravity constant  
(9.8067 m.s-2). 
R is the universal gas constant  
(8.3145 J.K-1.mol-1). 
?̇? is the mass flow rate (kg.s-1). 
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The two-phase density of the flow (𝜌𝜌𝑇𝑃) was assumed to be uniform across the flow’s cross-
section given the homogenous bubble distribution and was approximated using Equation 6.5. 
Two-Phase Density (𝜌𝜌𝑇𝑃) 
[kg.m-3] 
𝜌𝜌𝑇𝑃 = ?̇?𝑇𝑃𝑄𝑇𝑃 = ?̇?𝐿 +  ?̇?𝐺𝑄𝐿 +  𝑄𝐺    [6.5] 
Where –  
Q is the volumetric flow rate of each phase (m3.s-1). 
?̇? is the mass flow rate of each phase (kg.s-1). 
It was assumed that because there were no vapours present in the flow, there was no phase 
mass transfer, thus the mass flow rates of each phase (?̇?𝐿 and ?̇?𝐺) remained constant and 
the vapour quality (x) could be defined by Equation 6.6 for given volumetric flow readings. 
Vapour Quality (𝑥) 𝑥 =  𝑚𝐺̇
𝑚𝐺̇ + 𝑚𝐿̇  [6.6] 
It was also assumed that the volumetric flow rate of water (𝑄𝐿) remained constant, given it 
was considered an incompressible liquid and that its mass flow rate could be deduced using 
Equation 6.7. 
Liquid Mass Flow Rate (?̇?𝐿) 
[kg.s-1] 
?̇?𝐿 =  𝑄𝐿 .𝜌𝜌𝐿  [6.7] 
The volumetric flow rate of air (𝑄𝐺) was not assumed constant, given it was a compressible 
gas. It was assumed to follow the ideal gas law (Equation 6.8) and was defined at points 
about the fluid circuit (1 and 2) using the known pressures and system temperature. Note 
that the compression of air as it passed through the pump was assumed isothermal, i.e. that 
any generated heat was immediately dissipated to the surrounding liquid phase and global 
flow temperature remained constant and equal to that measured in the liquid reservoir. 
Equation 6.8 was also used to convert the STP volumetric air flow rate at the meter into a 
mass flow rate (𝑚𝐺̇ ) which, being constant as previously stated, could be used as an 
intermediary metric from which local volumetric air flow rates could be determined. 
Volumetric Gas Flow Rate (𝑄𝐺) 
[m3.s-1] 
𝑄𝐺  =  𝑚𝐺̇ 𝑅𝑇  𝑃  [6.8] 
With a known volumetric gas flow rate at points 1 and 2 (pump inlet and outlet), the void 
fraction could also then be determined at each of these locations using Equation 6.9. 
    
6.6 Data Acquisition Variables 
 
308 
 
Void Fraction (𝛼) 𝛼 =  𝑄𝐺
𝑄𝐺 + 𝑄𝐿 [6.9] 
With the void fraction known at pump inlet and outlet, the area of the flow’s cross-section 
occupied by liquid and gas in each of these locations could then be approximated using 
Equations 6.10 and 6.11. 
Area Occupied by Gas (𝐴𝐺) 
[m2] 
𝐴𝐺 =  𝜋𝑟2 𝛼 [6.10] 
Area Occupied by Liquid (𝐴𝐿) 
[m2] 
𝐴𝐿 =  𝜋𝑟2 (1 − 𝛼) [6.11] 
Where r is the radius of the pipe at inlet (1) or outlet (2). 
With known areas of the flow occupied by liquid and gas, their superficial velocities could 
then be calculated, again at pump inlet and outlet, using Equations 6.12 and 6.13.  Note that 
these equations assume the phases are in a separated state as shown in Figure 6.17 which 
was the only false assumption made during this data reduction exercise. This was necessary, 
however, to provide phase velocity values for substitution into Equation 6.4 to determine the 
liquid and gas kinetic energy heads. 
Superficial Velocity of Gas (𝑉𝐺) 
[m.s-1] 
𝑉𝐺 =  𝑄𝐺𝐴𝐺 [6.12] 
   
Superficial Velocity of Liquid (𝑉𝐿) 
[m.s-1] 
𝑉𝐿 =  𝑄𝐿𝐴𝐿 [6.13] 
 
 
Figure 6.17 – Separated Phase Assumption for Superficial Gas Velocity Calculation 
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Whilst the assumption shown in Figure 6.17 and applied in Equations 6.12 and 6.13 was 
invalid, it is shown in previous literature (Poullikkas 1992, 1998) to provide a better 
approximation of pump two-phase head than the assumption of the whole flow cross-section 
being just liquid, negating the gas kinetic energy head aspect of Equation 6.4 entirely, or by 
assuming gas velocity to be equal to that of the surrounding liquid, which is also incorrect 
given there will be slippage between the two phases as they pass through the pump. 
The decision to use the pump two-phase head model defined in Equation 6.4 came after 
considering various alternatives. Whilst there are many empirically derived relationships for 
calculating pump head based on known flow void fractions, most are developed ‘externally’ 
to a specific pump and so take no account of the phenomenological processes occurring in 
the pump’s casing and are commonly rendered of limited applicability to pumps of different 
design. 
Shown to be of more value are those relationships derived based on the actual flow 
processes occurring inside the pump’s impellor. Two commonly quoted relationships are 
those provided by Furuya (1985) and Kosmowski (1983), shown in Equations 6.14 and 6.15 
respectively. 
Two-Phase Pump Head (HTP) [m] (Furuya, 1985): 
𝐻𝑇𝑃 =  �𝑃2− 𝑃1𝜌𝑇𝑃.𝑔 � +  �(1 − 𝑥) 𝑉𝐿22 −𝑉𝐿122𝑔 � +  �𝑥 𝑉𝐺22 −𝑉𝐺122𝑔 �    [6.14] 
Two-Phase Pump Head (HTP) [m] (Kosmowski, 1983): 
𝐻𝑇𝑃 =  �(1−𝛼1)(𝑃2−𝑃1)+ 𝛼1𝑃1𝑙𝑛(𝑃2𝑃1)𝑔[(1−𝛼1)𝜌𝐿𝑅𝑇𝐺+𝛼1𝑃1] � +  �𝑉22−𝑉122𝑔 �    [6.15] 
Whilst both models account for the fundamental head components of pressure and kinetic 
energy, both have limitations in the assumptions they make about the nature of gas in the 
flow. 
The model provided by Furuya (1985) accounts for slip between the phases by using phase 
specific velocities but assumes the gas to be incompressible, so does not account for head 
lost to compressing the gas phase. The model provided by Kosmowski (1983) incorporates 
gas phase compressibility but neglects phase slippage, assuming liquid and gas velocities to 
be equal as shown in Equation 6.15 by the use of non-phase specific velocities at pump inlet 
and outlet (V1 and V2). This means the reduction in gas velocity as it passes through the 
impellor due to opposing buoyancy forces is neglected. 
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The model used and shown in Equation 6.4 is a simplified version of that defined by 
Poullikkas (1992, 1998) and incorporates both the gas phase’s compressibility and phase 
slippage. The full version of the relationship also accounts for phase mass transfer, but given 
in the current study the flow was a mixture of room-temperature water and air 
(non-condensing/evaporating), this was assumed negligible and the additional terms were 
removed. The relationship is an adaptation of the standard single phase pump head equation 
shown in Equation 6.16. If there was no gas present in the flow and the vapour quality (x) 
was equal to zero, each additional term would cancel and the relationship would return to 
that shown in Equation 6.16. 
Single Phase Head Relationship 𝐻 = 𝑃1 − 𝑃2
𝜌𝜌.𝑔 + 𝑉12 −  𝑉222.𝑔  [6.16] 
The relationships now described were embedded into a Matlab code which was used to 
import the raw experimental data and output the desired pump performance metrics. The 
next section explains the various data runs undertaken to provide these metrics for the pump 
operating conditions being assessed. 
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6.7 Data Run Methodology 
Data runs were performed in two broad categories: 
1. Data runs assessing variable cooling circuit resistance. 
2. Data runs assessing variable engine/pump speed. 
The data runs in each category are explained in the following two sections. 
To help understand the trends observed in the acquired data, high speed video/images were 
captured within the pump whilst operating for a range of the two-phase gas-liquid conditions 
assessed. The hardware arrangement used to acquire this image data is shown in Figure 6.18. 
 
Figure 6.18 – High Speed Imaging Hardware Schematic 
Due to using continuous white light illumination for video capture, a very short camera 
exposure time was required in order to adequately ‘freeze’ the flow and air bubbles within 
the pump. This was constant between all videos and was 1/10,000th of a second. A 3000 fps 
image sampling rate was used across data capture which was found to provide a good spatial 
resolution of impellor rotation and air pocket movement between frames across the assessed 
pump speed range. 
For each recording, two complete revolutions of the impellor were captured. Given the 
repeatable/cyclical nature of the process being observed, this provided a sufficient amount of 
data for the location and nature of gas hold-up to be noted. 
Continuous White 
Light Illumination 
From Halogen High 
Intensity Source
High Speed Camera 
(Photron FastCam APX RS)
Flow Inlet
Flow Outlet
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6.7.1 Variable Flow Circuit Resistance Data Runs 
In these data runs the aim was to vary the restriction placed on coolant pump’s outlet whilst 
observing its gas handling capability. The pump was held at a constant speed of 2800 RPM 
throughout, which was representative of a 1400 RPM engine speed. Not far from the 
mid-point of the pump’s in-service speed range, this coincided with one of the original test 
speeds used by the pump’s OEM: Haldex-Concentric Pumps and so provided a useful test 
point for comparison purposes. 
In undertaking the study it was first necessary to define the pump’s single phase, zero void 
fraction (100% liquid) performance for the full range of flow circuit resistances possible in 
the experimental setup. This is shown in Figure 6.19. This then enabled nodes of operation 
to be selected at which two-phase gas-liquid studies could be carried out. These are labelled 
in Figure 6.19 with red squares as keyed. 
 
Figure 6.19 – Coolant Pump Single Phase Performance, 2800 RPM, Variable Flow Circuit Resistance 
For each selected node of operation, the gas content of the flow would be incrementally 
increased at the gas mass flow meter/controller (SLPM) until the pump lost prime/stalled. 
For each increase in air flow rate, raw data would be acquired for a 50 s time period. Flow 
void fraction at each point of data acquisition would later be deduced through data 
processing in Matlab with the relationships defined in section 6.6.1. Data across the 50 s 
time period was averaged, giving mean pump performance information for each data run. 
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The key outcome of this assessment was the pump performance chart shown in Figure 6.19 
with additional lines falling away/below the single phase curve indicating the pump’s 
performance at increasing levels of flow void fraction. The lower extremities of the area 
bounded by these lines indicate the pump’s stall point at each node of pump operation (flow 
circuit resistance), i.e. the maximum flow void fraction at which the pump could maintain a 
liquid flow. This graph is presented in the results section with observations and conclusions 
about what it means for the pump’s on-engine function. Previous knowledge and high speed 
videos are used to provide reasoning for the observed data trends and pump performance 
characteristics. 
6.7.2 Variable Pump Speed Data Runs 
The main objective of these data runs was to observe how the pump’s two-phase 
performance would vary for different pump speeds. Data was captured for these runs at a 
single cooling system resistance. Following the previous study it was identified that lower 
flow restrictions gave the pump better gas handling capability, i.e. it could reach higher void 
fractions before stalling. For this reason, the variable speed data runs were carried out at the 
minimum possible flow circuit resistance: that with the pump’s outlet gate valve fully open. 
Whilst not on the pump’s specification point, this enabled more data to be obtained from 
which trends could be seen, relating pump two-phase performance to pump speed. The pump 
speeds assessed ranged from 1600 to 3200 RPM in 400 RPM increments. This corresponded 
to an engine speed range of 800 to 1600 RPM in 200 RPM increments. Whilst short of the 
2500 RPM maximum engine speed, it was found the 1.1 kW motor used to drive the pump 
was insufficient to drive it to speeds above 3200 RPM.  
In addition to assessing pump speed, these data runs also assessed how the pump behaved at 
the moment when gas entrainment began and how it would recover if the flow became single 
phase once more. This was achieved through turning the air supply on and off during a data 
run and observing how pump performance changed. This was important to see the rate of 
performance decline/recovery for changes in flow gas content and so how quickly the 
pump’s impellor would fill/rid itself of air. 
Similar to the variable system resistance data runs, at each pump speed the air flow rate was 
incrementally increased until the pump lost prime/stalled. For each increase in air flow rate 
data was recorded for a 50 s time period, in which air flow would be turned on at 10 s and 
off at 35 s providing a 25 s window in which data could be locally averaged to see mean 
pump performance at the assessed conditions. Pump behaviour at 10 s and 35 s was used to 
indicate the pump’s decline and recovery characteristics to varying levels of flow void 
fraction. 
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Figure 6.20 shows the interrogated nodes of pump operation on its performance chart. These 
are shown as red squares (keyed) along the pump speed curve at the assessed flow circuit 
resistance. 
 
Figure 6.20 – Coolant Pump Single Phase Performance, Variable Speed, Constant Flow Circuit Resistance 
In the results section, Figure 6.20 is re-supplied but with additional lines indicating how 
pump performance falls away from each node of single phase operation for increasing flow 
gas content.  
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6.8 Results 
Results to the outlined studies are split into four sections: 
1. High Speed Imaging (HSI) results. 
• Annotated images from across the acquired video data displaying the key findings. 
2. Variable flow circuit resistance results. 
• A summary data chart showing pump pressure differential versus liquid flow rate 
for increasing flow void fraction and flow circuit resistance.  
• Charts showing pump liquid flow rate and pressure differential independently 
against flow void fraction at each assessed flow circuit resistance. 
• Key observations are noted for each chart. 
3. Variable pump speed results. 
• A summary data chart showing pump pressure differential versus liquid flow rate 
for increasing flow void fraction and pump speed. 
• Charts showing pump liquid flow rate and pressure differential independently 
against flow void fraction at each assessed speed. 
• Pump decline/recovery characteristics, demonstrated using charts of pump flow 
rate and pressure differential versus time. 
• Key observations are noted for each chart provided. 
4. High Level Pump Performance Metrics and Data Comparisons 
• Charts showing the behaviour of high level pump performance metrics (Head (m), 
Mechanical Power (W), Hydraulic Power (W) and Efficiency) versus flow void 
fraction.  
• These charts are provided to show performance metrics comparable to the pump 
OEM’s data and previous centrifugal pump two-phase studies. Comparisons are 
performed and key observations noted.  
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6.8.1 High Speed Imaging (HSI) Results 
Images provided in this section show the pump impellor operating in conditions ranging 
from single phase liquid flow up to the point of it stalling due to elevated flow void 
fractions. As the following sections show, the void fraction required to stall the pump varied 
by its operating condition: speed and flow circuit resistance. It was found the appearance of 
air in the impellor was a product of how close the pump was to stalling rather than the 
absolute void fraction value. For this reason, presented images are labelled not with void 
fraction, but with normalised numbers ranging from zero (0) to one (1), where zero is the 
pump operating under single phase liquid conditions and one is the pump operating with 
total loss of prime. 
 
 
 
 
Figure 6.21 – High Speed Imaging Result Montage Showing Optical Pump Impellor Operating in Gas-Liquid Conditions 
At this node of operation the pump is performing as 
designed and acquired parametric data is comparable 
with the OEM’s original performance data.
0.0 – Single 
Phase Liquid
Impellor Inlet/Eye
Volute
Impellor Blade
Pump Outlet
Direction of Rotation Impellor Vein
Here, the pump is operating with only a slight loss in 
performance. Greater image intensity can be seen on the 
low pressure side of blades at the impellor’s inlet/eye, 
suggesting the accumulation/hold-up of air bubbles. The 
majority of gas appears to travel straight through the 
impellor, however, suggesting that at low void fractions, 
whilst the pump is still operating with a high flow rate, 
liquid drag forces overcome the buoyancy of most air 
pockets, carrying them through the impellor and to pump 
outlet.
Greater image intensity suggests the 
hold-up of air
0.1
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Figure 6.21 – High Speed Imaging Result Montage Showing Optical Pump Impellor Operating in Gas-Liquid Conditions 
As the flow’s gas fraction is increased the accumulation 
of bubbles on the low pressure side of impellor blades 
becomes more pronounced and pump performance 
begins to drop precipitously. Bubbles are more evenly 
distributed across the impellor’s diameter than shown in 
the previous image in which they were concentrated 
about the eye of the impellor.
The gas pocket in the centre of the image is between the 
impellor and pump front cover. Due to having little effect 
on flow through the impellor itself, this gas accumulation 
is thought to have small effect on pump performance. 
The radius of this air pocket grows with increasing flow 
void fraction.
0.2
As flow void fraction is increased again, the regions of 
high bubble density inside the impellor start to detach 
from the impellor’s eye and move radially outwards, still 
at greatest density on the low pressure side of blades.
The behaviour of air in the left hand side of the impellor 
seems to lag behind that seen on the right, for example, in 
this image bubbles are closer to the impellor’s eye on the 
left than on the right. This is attributed to liquid 
flow/velocity on the left hand side being less than on the 
right and the impellor’s pressure differential being 
greater due to the flow being displaced into the smallest 
region of the volute and the furthest point from the 
pump’s outlet. Thus buoyancy forces dominate more over 
liquid drag forces in the left than in the right of the 
impellor.
0.3
Here, the movement of high bubble concentrations 
detailed in the last image continues (radially outward 
with increasing flow void fraction). 
The accumulation of air at the impellor’s centre (between 
the impellor and front cover) has grown and it can now 
be seen that it’s centre is slightly off the axis of impellor 
rotation. It’s does, however, appear to sit concentrically 
(approximately) with the high bubble concentrations seen 
inside the impellor, suggesting its position can be used as 
an indicator of gas hold-up further back in the pump –
inside the impellor and possibly even further back, in the 
pump’s casing and near the mechanical seal (not visible 
in taken images).
0.4
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Figure 6.21 – High Speed Imaging Result Montage Showing Optical Pump Impellor Operating in Gas-Liquid Conditions 
As the high bubble concentrations inside the impellor 
approach the volute/impellor circumference, liquid can 
be observed rushing from the eye of the impellor to the 
region of high bubble density.
That the liquid in the impellor can be observed and is not 
just transparent, as was shown in the single-phase liquid 
condition, serves as evidence of there being a continuous 
phase interface within the impellor and so that there is 
complete phase separation occurring. This shows that 
there is a coalescence of air at the centre of the impellor 
and that flow within the impellor veins is of a stratified 
(separated) two-phase regime.
Whilst high image intensity at the outer edge of the 
impellor shows the high concentration of bubbles, it is 
thought this is just a mixing region/ point of flow regime
0.5
transition, whereby the separated, stratified regime in the veins becomes bubbly. This indicates that the 
majority of gas hold-up inside the impellor is in fact not in the region of high image intensity, but rather is 
bound by this region and encompasses the entire centre of the impellor. The depth of this gas core (in/out of 
imaged plane) will determine the restriction placed on liquid flow passing through the impellor veins.
Continuous phase 
interfaces visible inside 
impellor veins
In this image the pump is over halfway to its stall-point. 
The off-axis gas ring visible at the impellor’s centre 
between the impellor and front cover has grown 
considerably in size and phase separation (stratified flow) 
inside the impellor veins is clearly visible.
The high image intensity at the edge/circumference of the 
impellor begins to saturate the imaging chip, preventing 
the resolution of individual bubbles. These regions 
signify the transition of high void fraction, stratified flow 
within the impellor to lower void fraction bubbly flow in 
the pump’s volute, thus that there is a difference in flow 
gas content between the impellor’s centre and pump 
outlet and that a considerable amount of gas is being 
held-up.
0.6
[In this image and those to come the F# of the imaging 
lens was increased as to reduce global image intensity. 
As outlined in the previous image, light scatter by phase 
interfaces, especially in regions of high bubble density, 
was acting to saturate the imaging chip. By increasing the 
F# gas pockets inside the pump were better resolved].
Once the high concentration of air bubbles in each vein 
reaches the outer edge of the impellor, increasing flow 
void fraction acts to reduce their size rather than displace 
them further. Both the movement and reduction in size of 
these bubbly regions indicates the gas core inside the 
impellor is growing with increasing flow void fraction.
Additionally, bubbles in the flow around the impellor (in 
the volute and between the impellor and front cover) are 
much smaller than seen previously. This is attributed to
0.7
flow rate/velocity through the impellor decreasing and so each air pocket/bubble seeing more passes of the 
impellor as it rotates, acting to break them down.
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Figure 6.21 – High Speed Imaging Result Montage Showing Optical Pump Impellor Operating in Gas-Liquid Conditions 
With the reduction in liquid flow velocity in the volute of 
the pump and so at pump outlet, bubbles that have 
escaped the impellor initially are drawn back in to it. This 
is due to their buoyancy carrying them to the impellor 
(towards the low pressure) before the liquid flow can 
carry (drag) them out of the pump’s outlet.
As the air core inside the impellor reaches the impellor 
edge, air is seen to escape from inside the impellor to join 
the air pocket situated between the impellor and the front 
cover. This is shown in images by an increase in the 
number of bubbles surrounding the central air pocket and 
a rapid increase in the air pocket’s radius.
0.8
With the air pocket inside the impellor encompassing its 
entire diameter, total loss of flow occurs. With this, the 
low pressure region in the centre of the impellor 
dissipates.
All air previously trapped inside the impellor by the low 
pressure rises up to the top of the volute. Remaining 
liquid falls to the bottom of the volute. The liquid 
remaining inside the impellor’s cavity is surprisingly 
little and barely touches the bottom edge of the impellor.
0.9 – Point 
of Stall
Note that depending on the position/height of the pump’s 
outlet in the total flow circuit, the accumulated gas could 
pass through the pump by it’s gravitational buoyancy. 
Any re-priming of the pump would, however, regenerate 
the artificial pressure gradients and with the gas in it’s 
large, coalesced state, it would quickly be drawn back 
from pump outlet into the impellor where de-prime 
would quickly re-occur. 
This process was observed experimentally when trying to 
prime the pump in the first instance, during fluidic circuit 
filling before data acquisition began.
1.0 – Final State 
(Total Loss of Prime)
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Summary of High Speed Video Observations 
• For low flow void fractions, before a significant loss of pump performance is observed, 
bubbles mostly travel straight through the impellor and to pump outlet. 
• A slight increase in flow void fraction sees bubbles starting to accumulate on the low 
pressure side of impellor blades close to the eye of the impellor. A small air pocket also 
forms at the impellor’s centre between it and the pump’s front cover. 
• As flow void fraction increases, the density of bubbles on the low pressure side of 
impellor blades increases and the gas pocket trapped between the impellor and front 
cover grows in size. 
• With each incremental increase in flow void fraction the regions of high bubble density 
in the impellor are displaced radially outwards. 
• Between the high density regions of bubbles and the impellor’s eye a stratified 
(separated) two-phase flow is seen in the veins of the impellor, suggesting the region of 
high bubble density is in fact a point of flow regime transition, where liquid and gas 
phases mix to create the bubbly flow seen in the pump’s volute. 
• Once flow void fraction is high enough, phase mixing regions in each vein reach the 
edge of the impellor and across the entire diameter of the impellor there exists a 
stratified two-phase flow. 
• The coalescence of gas generating the separated flow regime in each impellor vein 
reaches the edge of the impellor and begins to leak over the impellor’s shrouds. This 
was observed by a sudden increase in size of the air pocket trapped between the 
impellor and the pump’s front cover. 
• At this point, the centre of the impellor contains predominantly gas and liquid flow 
through the pump ceases. The low pressure at the impellor’s centre dissipates and the 
phases separate in the pump’s casing by gravitational separation. 
Figure 6.22 shows a side-view cross-sectional schematic of the impellor in its housing and 
the observed behaviour of gas hold-up for increasing flow void fraction. 
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Figure 6.22 – Impellor Side-View Cross-Sectional Schematic Showing the Main Observations of High Speed Imaging Results 
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6.8.2 Variable Flow Circuit Resistance Results 
Figure 6.23 shows the summary graph described in the data run methodology section for 
varying flow circuit resistances. 
 
Figure 6.23 – Variable Flow Circuit Resistance Results – Constant Pump Speed – Increasing Flow Void Fraction 
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Shown in Figure 6.23 is how pump liquid flow and pressure differential deteriorate for 
increasing flow void fraction at various flow circuit resistances. The key finding of this 
study was that at low pumping restrictions the pump can handle much greater flow gas 
content (void fraction) before stalling than at high restrictions. It was observed that at the 
minimum assessed flow circuit restriction the pump could operate continuously at 7% inlet 
void fraction, whereas at the maximum restriction assessed it could only operate up to 2% 
inlet void fraction.  
The reason for this change in resilience can be understood by considering the force balance 
acting on an air pocket passing through the impellor. At lower pumping restrictions liquid 
flow rate/velocity through the impellor is greater, meaning the drag force acting on air 
bubbles to carry them through the pump is greater. The pump’s pressure differential at lesser 
flow circuit restrictions is also smaller, meaning the buoyancy force acting to trap air within 
the impellor is minimised. 
To compare this finding with High Speed Imaging data, it can be understood that per unit 
increase in flow void fraction, the growth of trapped air pockets inside the impellor will be 
more at higher flow circuit resistances, given the force balance acting on air bubbles inside 
the impellor is acting more to trap them. 
When relating these observations to cooling system design, it can be concluded that the less 
restrictive the cooling circuit is on coolant pump output, the more gas content the flow can 
have before the system will fail due to pump stall. A balance must be found, however, 
between the need to enable the pump to work at greater void fractions and the need for 
pumping efficiency, achieved if the pump operates at its specification point, at which data 
shows pump stall will occur at approximately 5% inlet void fraction. 
Whilst highlighting the benefits of working at lower flow circuit restrictions, the data also 
indicates the risks involved with allowing engine user’s/buyers to supply their own cooling 
pack (radiator/heat exchanger) as occurs in many of the applications the assessed coolant 
pump suits. In most cases this will act to increase the cooling system’s pressure differential 
and so reduce the coolant void fraction at which the pump will stall. 
Finally, whilst avoiding total pump failure/stall is important, what must also be taken from 
the acquired data is the loss of pump performance seen up to this point. At the minimum 
flow circuit resistance assessed it was shown that the pump could operate continuously at up 
to 7% inlet void fraction. At this point, however, there was a 47% drop in liquid flow rate 
and a 68% drop in pressure differential from that seen when pumping single phase liquid. 
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This shows that whilst the pump’s stall point can be improved by reducing cooling system 
resistance, such measures may be redundant given the potential loss of liquid flow and so 
engine cooling occurring before the stall point is reached. 
Figures 6.24 and 6.25 are provided to indicate how the loss of pump flow and pressure 
differential change with increasing flow circuit resistance and void fraction up to the point of 
stall. To make data from each flow circuit resistance comparable, the y-axes in Figures 6.24 
and 6.25 are normalised to show the percentage loss from the single phase performance 
value at each node of operation. Flow circuit resistance in each figure is quantified by the 
flow circuit’s pressure differential (equal to the pump’s pressure differential) in single phase 
conditions, denoted ‘dP.’ The terminus of each line defines the point at which pump stall 
occurred. 
 
Figure 6.24 – Percentage Loss of Pump Liquid Flow for Increasing Void Fraction at Various Flow Circuit Resistances 
 
Figure 6.25 – Percentage Loss of Pump Pressure Differential for Increasing Void Fraction at Various Flow Circuit Resistances 
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Figures 6.24 and 6.25 show that whilst lower flow circuit resistances enable the pump to 
stall at higher void fractions, they also see a greater loss of performance (flow and pressure 
differential) per unit increase in void fraction up to the point of stall.  
Below 1% inlet void fraction all resistances see little loss of performance (<5%). Between 
2% and 4.5% void fraction the differences between resistances become pronounced, with 
high flow circuit resistances (0.77 to 0.91 bar dP) seeing less loss in performance than low 
resistances (0.41 to 0.68 bar dP). The exception to this trend was found at the highest 
assessed system resistance: 1.04 bar dP. It is thought this anomaly occurred due to the 
pump’s inlet flow regime at this node becoming slug flow. It was found at below 1.5 litres 
per second liquid flow (approx.) that the liquid turbulence in flow circuit pipework was 
insufficient to maintain the homogenous bubbly flow observed at the higher flow rates. Due 
to being well away from any ‘real’ engine cooling system condition though, i.e. the pump’s 
specification point, this anomaly was not of great concern. 
Upon review, it can be said the optimum flow circuit restriction is approximately 
0.77 bar dP. Slightly higher than the pump’s specification point, this node of operation saw 
the low pumping losses for increasing void fraction characteristic of high flow circuit 
restrictions whilst its stall point (4.5% void fraction) was only slightly below those found in 
low flow circuit restrictions. 
For the purposes of cooling system design, however, the cooling circuit resistance selected 
must reflect a known two-phase character of coolant flow. The maximum void fraction seen 
in the cooling jacket must be determined and a suitably low cooling circuit resistance used to 
avoid pump stall at any point during engine operation. The higher this resistance can be 
made though (or lower the maximum void fraction) the less the pumping losses for 
increasing void fraction. This once again emphasises the importance of knowing the two-
phase nature of coolant flow in the cooling jacket during design. 
It must also be highlighted that once a cooling circuit resistance has been selected for 
optimal two-phase pump performance, the standard pump efficiency and NPSH design 
considerations need to be incorporated, i.e. for normal pump operating conditions (not 
necessarily the point of maximum void fraction) how efficient is the pump’s use of 
mechanical power from the engine and will it cavitate? 
As highlighted earlier in the chapter, to allow for gas entrainment in the coolant flow 
increases the complexity of cooling system design considerably. What this section provides, 
however, is how it may be achieved regards selecting a flow circuit resistance.  
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6.8.3 Variable Pump Speed Results 
Figure 6.26 shows the summary graph described in the data run methodology section for 
varying pump speed. 
 
Figure 6.26 – Variable Pump Speed Results – Constant Flow Circuit Resistance – Increasing Flow Void Fraction 
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The lines tailing away from each single phase node of assessment indicate the pump’s 
performance for increasing flow void fraction at each assessed pump speed. The fact that 
each line overlays the others and all follow the pump speed curve for the assessed cooling 
circuit resistance indicates that the effect of increasing flow void fraction is to reduce pump 
flow rate and pressure differential in a manner very similar to that seen for reducing engine 
speed.   
Due to the overlapping nature of plot lines in the standard pump performance chart 
(Figure 6.26), it does not display data trends as well as found previously in the varying flow 
circuit resistance data. Instead, Figures 6.27 and 6.28 are provided to show the behaviour of 
pump flow and pressure differential versus void fraction independently at each assessed 
speed. Like Figures 6.24 and 6.25, the y-axes of these graphs are normalised to show the 
percentage loss of performance metrics, so making different engine speeds comparable.  
 
Figure 6.27 – Percentage Loss of Pump Liquid Flow for Increasing Void Fraction at Various Pump Speeds 
 
Figure 6.28 – Percentage Loss of Pump Pressure Differential for Increasing Void Fraction at Various Pump Speeds 
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Immediately visible in this data is that the maximum void fraction attained was much greater 
than seen previously in the variable flow circuit resistance data runs. The reason for this is in 
how the data was derived. Unlike the variable flow circuit resistance data which was derived 
from time averaging long periods of raw data (50 s) for the pump running in a continuous 
(unchanging) condition, the varying pump speed data was derived through time averaging 
just 5 s of raw signal data. This time period is shown in Figure 6.29 for the liquid flow rate 
data channel in the 2400 RPM data, provided as an example.  
 
Figure 6.29 – Example Raw Data Plot Showing Time-Averaged Period for Performance Data Acquisition 
This 5 s period (27.5 to 32.5 s) was chosen for being that least effected by the air supply 
being turned on/off. Data was used from any run in which pump stall did not occur and the 
pump recovered its single phase performance once the air supply was turned off. As 
Figure 6.29 shows, this resulted in the incorporation of air flow rates (void fractions) at 
which if the pump had been run continuously, stalling would have occurred (9 and 10 SLPM 
air in this example). What this shows of pump performance is that for short periods of time 
(less than ~25 s) the pump can run with void fractions exceeding those that stall it if run 
continuously. For the pump assessed at the flow circuit resistance assessed, this meant that 
whilst stalling would normally occur at approximately 7% pump inlet void fraction, for short 
periods of time void fractions of double this (up to ~14%) would still avoid pump stall, as 
shown in Figures 6.27 and 6.28. 
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In addition to this finding, Figures 6.27 and 6.28 also show a general trend suggesting that at 
higher speeds the pump sees a reduced loss in performance for increasing flow void fraction. 
This finding can be understood by again considering the force balance acting on an air 
pocket/bubble passing through the impellor. As pump speed is increased, so does the 
Coriolis force acting on an air pocket, working with liquid drag forces and against buoyancy, 
helping to carry the air pocket through the impellor and prevent it being trapped. This 
suggests that in designing a coolant pump the use of a smaller impellor which spins at 
greater velocity to deliver the same flow may help improve its two-phase performance. This 
would, however, increase pump noise and wear. Implications on pumping efficiency and 
NPSHR would also need considering. 
6.8.3.1 Pump Decline and Recovery Characteristics 
Outlined in the data run methodology section was that when assessing variable pump speed 
a secondary objective was to observe how pump performance would decline and 
subsequently recover for the introduction and removal of gas in the liquid flow. This was 
achieved in data runs as shown in Figure 6.29: by turning the air supply on at 10 s and off at 
35 s whilst observing pump performance metrics. Figure 6.29 shows the behaviour of liquid 
flow rate through the pump for one speed: 2400 pRPM. Similar data was obtained for the 
range of speeds assessed and each logged data channel. It was found the decline and 
recovery characteristics of the pump were quite repeatable between engine speeds. 
Figure 6.30 shows the pump pressure differential data for the same data runs shown in 
Figure 6.29. Labelled are the decline and recovery characteristics of note which were 
constant for the range of data acquired. 
 
Figure 6.30 – Example Raw Data Plot Showing Pump Decline/Recovery Characteristics 
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Comment (1) – The large dip in performance seen immediately after air was turned on or off 
was a product of the air supply mechanism in the fluid circuit. Air was turned on/off during 
a data run using a two-way ball valve, as shown previously in the fluid circuit: Figure 6.16. 
This was a manual process and so resulted in slight variations in the times at which air was 
turned on and off, but nominally these were 10 s and 35 s respectively. When turning the 
valve, whilst a quick process, in its mid-point position a link was created between 
atmospheric air and the pump’s low pressure inlet line, as shown in Figure 6.31. This caused 
a brief surge of uncontrolled air to be drawn through the pump creating these dips in 
performance. 
 
Figure 6.31 – Air Supply On/Off Control Mechanism (Two-Way Ball Valve) 
Due to this flow circuit limitation, it was not possible to observe the effects of different 
amounts of air flow on the decline/recovery characteristics of the pump. What the data does 
show, however, is that for a change in air flow the pump’s response is very rapid, with the 
performance dips spanning a time gap of approximately 1 s. This suggests that whatever the 
starting flow conditions within the impellor, for an increase in flow gas content the low 
pressure regions will immediately fill with gas to a state respective of the flow’s void 
fraction. The expulsion or air from these low pressure regions is shown to be equally quick 
when flow void fraction is reduced. This highlights pump performance sensitivity to even 
short periods of elevated coolant void fraction. 
Comment (2) – Signal oscillations immediately after the first dip were a product of the gas 
mass flow meter’s response to change in the air flow line’s outlet pressure. During the 
switching of states (air off to on), air outlet went from atmospheric pressure to a much lower 
pump inlet pressure. This meant the flow controller had to restrict air flow to maintain the 
same volumetric rate. The pump’s performance oscillations demonstrate the flow 
controller’s response time in achieving the correct air flow restriction. The use of the two-
way ball valve was to help minimise this response time, given a straight ball valve would 
have created an even greater pressure differential between the air flow off and on states 
which the controller would have had to account for. 
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Comment (3) – Once signals stabilised for a given air flow rate, ‘steady-state’ pump 
performance could be observed. It was found that for a given engine speed there would be a 
maximum air flow rate at which a tipping point would be reached: 8 SLPM in the example 
shown in Figure 6.30. Above this, the pump would be unable to run continuously and pump 
performance data would see a steady decline over the remaining ‘air-on’ time period. Due to 
air flow rate being constant, as liquid flow rate fell the void fraction of the flow increased; 
see Equation 6.8. This would cause the pump’s performance to decline further and so a 
snow-balling effect would occur.  Just before the pump would stall, due to the high void 
fractions and low liquid flow rates, slug flow was observed in the pump’s inlet line, as 
shown in Figure 6.32. 
 
Figure 6.32 – Transition to Slug Flow Regime Observed at Pump Inlet as Stalling Begins 
As slugs of air entered the pump its performance would start to oscillate, as labelled in 
Figure 6.30. It was found, however, that even in this state of almost complete flow loss 
pump recovery could still occur. This is demonstrated by the 10 SLPM data run in 
Figure 6.30. There reached a point though, when air flow rate was too great and pump 
performance decline so rapid that complete stall occurred before the air supply was turned 
off, making pump recovery impossible. This is demonstrated by the 11 SLPM data run in 
Figure 6.30. 
Comment (4) – Whilst it was observed pump performance recovery was rapid once the air 
supply was turned off, this was contradicted by the 7, 8, 9 and 10 SLPM data runs in 
Figure 6.30. The reason for these higher air flow rates taking longer to recover was that they 
took longer to draw all residual air out of the pump’s inlet line. The low liquid flow rates 
seen whilst the pump operated in these two-phase states was insufficient to carry all air from 
the gas injection site to the pump, so when the air supply was turned off and liquid flow rate 
started to increase, accumulations of gas in the inlet line would be entrained and drawn 
through the pump, prolonging its state of reduced performance. This effect was exacerbated 
the higher the air flow rate in a data run. In the 9 and 10 SLPM runs secondary dips in 
Normal Operating Condition Slug Flow Observed Just Before Pump Stall
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performance can be seen as the pump recovers. These were due to large slugs of air being 
drawn out of the pump’s inlet line which had been trapped during the pump’s state of 
reduced performance. This suggests that in data runs where a continuous operating state was 
not achieved, calculated void fraction values are subject to some uncertainty due to air being 
held-up at the injection site, not being entrained in the liquid flow and so not adding to the 
void fraction at pump inlet. 
Comment (5) – Shown in Figure 6.30 is that in the 11 SLPM data run, even after complete 
pump stall, there is some residual pressure differential. This is attributed to signal 
noise/uncertainty from the pressure sensors. Due to pump’s pressure differential reading 
being a product of two sensors, this noise/uncertainty was generally greater than that seen in 
other sensors, for example the liquid flow meter, given it represented the combined meter 
uncertainty. The same noise/uncertainty can be seen by the spread in the single phase 
operating states recorded for each data run. These anomalies provide an indication of data 
error/uncertainty and reproducibility.  
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6.8.4 High Level Pump Performance Metrics and Data Comparisons 
So far in the presented results, pump performance has been expressed as a function of liquid 
flow rate (litres per second) and pump pressure differential (bar). In the IC engine industry 
these are the typical metrics supplied with a coolant pump to quantify its performance, as 
demonstrated in the OEM’s performance curves shown previously in Figure 6.11. For such 
data to be transferable to new applications it must be assumed that the pumped medium’s 
density remains the same, given this strongly influences any pressure rise seen across a 
pump. In the IC engine industry this assumption is relatively valid given the dominant use of 
ethylene-glycol and water mixtures (engine coolant). In other industries the assumption is 
less valid, for example in the oil and gas industries where flows can range from brine to oil 
to gas and any mixture thereof. Here, instead of pump pressure differential, pump head (m) 
is plotted against liquid flow rate to quantify pump performance. Unlike pressure 
differential, the pump head metric takes account of fluid density and so makes data from 
different pumping applications more comparable.  
In the current study the pumped fluids were water and air at room temperature (~21oC) in 
various ratios/fractions. To make the acquired data comparable with that provided by the 
pump’s OEM where real coolant at 80oC was used, both were adapted to present pump 
performance in terms of pump head (m) versus volumetric liquid flow (litres per second). 
This data is shown in Figure 6.33 for the pump operating at 2800 RPM. Note that the OEM’s 
data only assesses the pump’s single phase (liquid) performance at this speed. 
 
Figure 6.33 – Variable Flow Circuit Resistance Results – Constant Pump Speed – Increasing Flow Void Fraction 
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The derivation of pump head for both data types was achieved using the relationships 
defined earlier in the chapter when the data reduction methodology was explained. The 
density of each fluid at their respective temperatures was taken from Perry and 
Green (1984). 
Shown in Figure 6.33 is that while the shut-off head of the pump was in good agreement 
between both the current study and pump OEM data, there were some discrepancies 
observed as flow circuit resistance was decreased. These are attributed predominantly to the 
reproducibility of the pump performance data, given the two data sets were acquired at 
different locations in different flow circuits with different sensing hardware. It is also 
thought that the re-fabrication of the impellor in the current study to provide optical access 
accounted for some of the data differences. The fact that pump OEM data incorporated much 
lower flow circuit resistances was attributed to their experimental setup not requiring a large 
gravitational separator tank with the associated pressure losses, which in the current study 
was needed to enable the two-phase analysis. 
In addition to making the acquired data comparable with that given by the pump’s OEM, the 
use of pump head also makes data comparable to previous pump studies performed in 
different industries and applications. In Figures 6.34 data from a study performed by 
Murakami and Minemura (1977) is provided which can be compared to that output from the 
current study (Figure 6.33). Their study assessed the behaviour of three impellor types on 
two-phase pumping performance. All impellors were of a single shroud (semi-open) type 
design and had identical radii of 112 mm. The difference between them was the number of 
blades used: 3, 5 and 7. The example suite of data they provided in their paper was for the 5 
bladed impellor operating at its rated speed of 1750 RPM and is that shown in Figure 6.34 
(redrawn). Note for reference that the current study’s impellor was of a double shrouded 
(closed) type design with 6 blades and had a radius of 46 mm. 
Whilst the data shown in Figure 6.34 is that for a much larger pump than used in the current 
study and so absolute performance values cannot be compared, the losses observed for 
increasing flow void fraction were very similar. Critically, these were: 
• At higher flow circuit resistances pump performance loss per unit void fraction was 
less. 
• At lower flow circuit resistances the pump could maintain operation (did not stall) 
for much greater performance losses. 
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Figure 6.34 – Two-Phase Centrifugal Pump Performance Data. Adapted from Murakami and Minemura (1977) 
The data presented by Murakami and Minemura (1977) also displayed some discrepancies 
when compared with the current data. It was shown in current data that the lower the flow 
circuit resistance the greater the void fraction the pump could handle before stalling. This 
was an intuitive finding when the force balance acting on an air pocket in the impellor was 
considered. In the data provided by Murakami and Minemura (1977) the greatest void 
fraction attained was shown to be at one of the higher flow circuit resistances assessed, 
countering what was shown in the current study. The highest void fraction they attained was 
also greater than that found in the current study: 9.1% versus 7%. The reason for this is 
thought to be that their assessed impellor was more open (had fewer shrouds) than the 
currently studied closed type impellor and so by the design suggestions given by 
Poullikkas (1992) and Wilson, Roll and Cappelino (1992), had an improved gas handling 
capability. 
These observations show that while discrepancies exist between the two-phase assessments 
of different pump designs, many findings/trends remain the same. This gives confidence that 
conclusions and design suggestions given for improving a pump’s two-phase performance in 
other industries/applications will be applicable to centrifugal pumps used for IC engine 
cooling. When redesigning a coolant pump to improve its two-phase performance, however, 
due to the observed discrepancies it is important that a new study be performed to give 
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absolute, pump specific performance metrics, given these cannot be inferred from previous 
studies of differing pump designs. 
The comparison of current data with that supplied by previous studies is only possible for 
the variable flow circuit resistance data acquired. For this data, the current study provides 
little novelty in the findings it shows regards the pump’s two phase performance other than 
in its application to engine cooling systems. Where more novelty is provided is in the data 
assessing variable pump speed and its effects on two-phase pump performance. Whilst 
valuable to IC engine coolant pump design where pumps need to operate over a considerable 
speed range, no previous study can be found which uses pump speed as a control variable to 
provide metrics comparable to those in the current study, meaning the data is of value in the 
field of two-phase centrifugal pumping generally. The majority of previous studies only 
consider the single ‘normal operating speed’ for the assessed pump, specified by the OEM. 
This is highlighted in Figure 6.34 where for the data presented by Murakami and 
Minemura (1977) the pump specification line (maximum pump efficiency) is vertical, 
whereas in the data acquired in this study and provided by IC engine coolant pump OEMs, 
the specification line follows a curve as shown in Figure 6.33, encompassing the maximum 
efficiency points for each pump speed. 
The effects of speed on pump flow and pressure differential for increasing void fraction were 
presented in the previous section. Shown in Figures 6.35 to 6.38 are the effects of speed on 
the higher level performance metrics of head (m), drive power (W), hydraulic power (W) 
and efficiency (%) for increasing void fraction, which to the author’s knowledge provides 
novel data in the field of two-phase centrifugal pumping. These are presented for a single 
flow circuit resistance: the lowest assessed, which provided the largest range of data from 
which trends could be observed given the higher void fractions attained. Like the last 
section, y-axis variables have been normalised to show percentage loss, so making data from 
different speeds comparable. For additional reader information, the single phase values for 
each performance metric at each pump speed are provided in Table 6.2. 
Table 6.2 – Single Phase Pump Performance Values at Lowest Assessed Flow Circuit Resistance (Variable Speed) 
Performance Metrics 
Pump Speed (pRPM) 
1600 2000 2400 2800 3200 
Liquid Flow (L/s) 
Si
ng
le
 P
ha
se
 
V
al
ue
s (
3 
s.f
.) 
2.77 3.46 4.27 4.90 5.56 
Pressure Differential (bar) 0.15 0.23 0.34 0.46 0.60 
Head (m) 1.62 2.53 3.77 5.03 6.67 
Drive Power (W) 204 335 535 805 1130 
Hydraulic Power (W) 43.8 85.7 158 242 363 
Efficiency (%) 21.5 25.6 29.5 30.1 32.1 
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Figure 6.35 – Percentage Loss of Pump Head for Increasing Void Fraction at Various Pump Speeds 
 
Figure 6.36 – Percentage Loss of Pump Drive Power for Increasing Void Fraction at Various Pump Speeds 
 
Figure 6.37 – Percentage Loss of Pump Hydraulic Power for Increasing Void Fraction at Various Pump Speeds 
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Figure 6.38 – Percentage Loss of Pump Efficiency for Increasing Void Fraction at Various Pump Speeds 
The data shown in Figures 6.35 to 6.38 reiterates many of the points made previously when 
observing pump flow and pressure differential losses (Figures 6.27 and 6.28), for example, 
there is a general trend suggesting lower pump speeds see greater losses per unit void 
fraction than higher speeds. This correlation is less apparent for these metrics than seen 
previously, however, with more exceptions to the rule. 
A new phenomenon observed in Figures 6.35 to 6.38 was that for void fraction in the range 
0 to ~1.5 % there is little/no loss in pump performance. In some cases it was even observed 
performance would improve for these small amounts of gas entrainment. This is attributed to 
the compressed air supply in the fluid circuit contributing energy to the flow by the 
additional volumetric air flow rate. Whilst in an actual cooling jacket this increase in 
performance is not expected, this phenomenon highlights how for void fractions below 
~1.5%, pumping losses may be seen as acceptable given there is very little deviation from 
pump design conditions. High speed imaging data can be used to give additional reason to 
this finding in how for low void fractions, air was seen (for the majority) to pass straight 
through the pump’s impellor, avoiding being trapped/held-up in regions of low pressure and 
so not restricting flow through the impellor’s veins. 
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6.9 Data Summary and Conclusions 
Provided in the previous section are results to studies of a centrifugal coolant pump’s 
performance in various two-phase gas-liquid flow conditions. The variables of flow circuit 
resistance and pump speed were assessed to determine how cooling system geometry 
(restriction) and engine speed affect the pump’s two-phase performance. High speed 
videos/images of flow within the impellor were used to help explain the identified trends. 
The decline and recovery characteristics of the pump for changing flow void fraction were 
also observed. The presented data was compared with previous studies of similar nature in 
other industries for pumps of different application to assess the transferability of data and 
conclusions from such studies. The pump’s single phase performance data was also 
compared with the original OEM data to provide an understanding of study reproducibility 
and the effects of using the refabricated optical pump components. This section provides a 
summary of the key observations made to these results and conclusions about what they 
mean for engine cooling system design. 
6.9.1 Changing the Cooling System’s Resistance to Pump Flow 
Increasing the flow circuit’s resistance was found to reduce the void fraction at which the 
pump would stall. The losses per unit void fraction were, however, reduced over those seen 
at lesser resistances. A balance must be found between the need to cope with elevated flow 
void fraction without stalling; aided by lower system resistances, and the need to reduce 
pump performance loss for void fractions below the stall value; aided by higher system 
resistances. This balance may be found by monitoring the coolant flow in question and 
observing the maximum void fraction seen at any point during pump/engine operation. A 
cooling system resistance may be selected by matching the pump’s stall point to the 
maximum void fraction value (with a suitable safety factor). Note that the selected resistance 
value may deviate from the pump’s specification (maximum efficiency) point, in which case 
a new balance must be considered and whether the negative effects of coolant void fraction 
can be minimised by other means, for example, phase separation or gas reduction at source. 
6.9.2 Changing Pump Speed 
There was a general trend suggesting greater pump speeds saw a reduced loss in pump 
performance per unit void fraction. This suggested a reduction in pump impellor size and 
increase in speed would be beneficial. A study is required, however, of the two-phase 
performance benefits this would provide versus the implications on other aspects of pump 
design, for example, NPSHR, efficiency, noise and wear. The benefits of increasing pump 
speed were not as pronounced as those seen for changing flow circuit resistance, meaning 
they are less likely to outweigh any negative implications of reducing impellor size. 
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6.9.3 Pump Decline/Recovery Characteristics 
For a fixed change in flow void fraction (increase or decrease) below the pump’s stall point, 
the pump’s performance responded rapidly, reaching a new and continuous state of 
performance in less than ~1 s.  
For an increase in flow gas content which exceeded the pump’s stall point, stall would not 
necessarily occur in this ~1 s time period. The pump’s performance would show an 
exponential decay until stall occurred, the coefficient of which varied depending by how far 
the stalling void fraction was exceeded: the higher the void fraction the quicker the decline 
in pump performance. It was shown that for up to ~7% above the stalling void fraction the 
pump could maintain operation and still recover for up to 25 s at the lowest assessed flow 
circuit resistance. At the point of stall, due to liquid flow velocity being so low, gas at pump 
inlet started to coalesce, generating slug flow which caused pump performance to oscillate 
moments before total flow loss occurred. It was found that even in this state of almost 
complete stall, the pump could still recover should the supply of air at inlet be 
reduced/turned-off. 
This study showed overall that for short periods of time the void fraction that would stall the 
pump in continuous conditions could be exceeded and is an observation to be factored in 
when defining the flow circuit’s resistance, as described previously. 
6.9.4 Comparison of Data with OEM Data Sheets and Previous Two-Phase Studies 
Comparing the acquired single phase pump performance data with that provided by the 
pump’s OEM indicated the data acquisition process to have limited reproducibility. This is 
discussed further in the following section which assesses the error in presented data.  
Comparison of the acquired two-phase data with that provided by Murakami and 
Minemura (1977) showed that whilst discrepancies exist in absolute performance values 
from one study to another, general trends remain the same regards pump performance loss 
for increasing void fraction and changes in flow circuit resistance. Concluded from this was 
that high level (qualitative) information provided in previous two-phase pump studies, 
despite focussing on different industries and for pumps of alternative applications, would be 
transferable to IC engine coolant pumps. Critically, this includes the methods previous 
studies have shown are effective at abating the effects of gas entrainment in a centrifugal 
pump, for example, de-shrouding/placing holes in the pump’s impellor (Poullikkas (1992) 
and Wilson, Roll and Cappelino (1992)), reducing bubble size at pump inlet (Furukawa, 
Shirasu and Sato (1995) and Caridad et al. 2008) and reducing the number of impellor 
blades (Murakami and Minemura (1977)).  
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6.10 Data Error 
Over the course of this chapter error sources in both the data acquisition hardware and 
methodology have been touched upon and detailed where appropriate. This section aims to 
summarise these sources and supply how they affect the presented data. 
6.10.1 Acquisition (Meter) Error 
Table 6.1 shown earlier in the chapter provided a list of each piece of sensing hardware used 
in the experimental setup, its purpose and associated error. Table 6.3 is given to show how 
each raw data variable was affected by these meter errors. Note that where Table 6.1 
presented meter error as an indeterminate (+/-) percentage of the meter’s full scale (F.S.), 
Table 6.3 presents it as an indeterminate (+/-) percentage of each meter reading. This 
conversion was achieved by taking the maximum and minimum data values recorded for 
each variable, plotting percentage F.S. error from one extreme to the other and taking a mean 
value. Thus provided is an average reading error from across the measured range in each 
data channel. This conversion was necessary to determine the accrued errors in the higher 
level (calculated) metrics, as outlined shortly. 
Table 6.3 – Indeterminate Error in Raw Data Metrics: Mean Percentage Error of a Reading 
Raw Data Metric Indeterminate Errors                        (+/- % Reading) 
Volumetric Liquid Flow Rate (m3.s-1) 1.00 
Volumetric Air Flow Rate (m3.s-1) 0.18 
Pump Inlet Pressure (Pa) 0.23 
Pump Outlet Pressure (Pa) 1.47 
Pump Speed (rad.s-1) Negligible (0) 
Pump Drive Shaft Torque (Nm) 1.49 
Temperature (K) 0.51 
 
To approximate how these meter errors propagated into all of the calculated metrics, 
relationships provided in the data reduction methodology section were used in conjunction 
with rules of error quantification provided by Pentz and Shott (1992), whereby indeterminate 
(+/-) errors in equation variables were summated in their quadrature. It is advised in these 
rules that if variables are combined as a sum or difference, absolute error values should be 
used and if combined by a product, quotient or power relationship, fractional (%) errors 
should be used. For this analysis fractional errors were used throughout due to the 
complexity of data reduction relationships and expanse of data which would make the use of 
absolute values and presentation of resulting error impractical. This inaccuracy results in the 
error analysis providing a ‘worst case’ for determined error: that assuming the error in 
summed or subtracted variables to have equal/maximum weighting in relationships. 
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Table 6.4 presents the results of this error analysis for each key variable used during data 
reduction. Constants in the data reduction relationships were assumed to have no associated 
error, for example the STP conditions for the air mass flow meter’s calibration. 
Table 6.4 – Indeterminate Error in Calculated Metrics 
Calculated Variables Summated Errors               (+/- % Value) 
Pressure Differential (dP)[Pa] 1.49 
Gas Mass Flow Rate (?̇?𝐺)[kg.s
-1] 0.18 
Liquid Mass Flow Rate (?̇?𝐿)[kg.s
-1] 1.00 
Vapour Quality (x) 1.03 
Inlet Gas Volumetric Flow Rate (𝑄𝐺1)[m
3.s-1] 0.59 
Outlet Gas Volumetric Flow Rate (𝑄𝐺2)[m
3.s-1] 1.57 
Inlet Flow Void Fraction (α1)[%] 1.30 
Outlet Flow Void Fraction (α2)[%] 2.44 
Inlet Flow Area Gas (AG1)[m2] 1.30 
Inlet Flow Area Liquid (AL1)[m2] 1.30 
Outlet Flow Area Gas (AG2)[m2] 2.44 
Outlet Flow Area Liquid (AL2)[m2] 2.44 
Inlet Flow Gas Velocity (VG1)[m.s-1] 1.43 
Inlet Flow Liquid Velocity (VL1)[m.s-1] 1.64 
Outlet Flow Gas Velocity (VG2)[m.s-1] 2.90 
Outlet Flow Liquid Velocity (VL2)[m.s-1] 2.64 
Inlet Two-Phase Density (ρTP,1)[kg.m-3] 1.54 
Outlet Two-Phase Density (ρTP,2)[kg.m-3] 2.12 
Static Two-Phase Pump Head (HStatic)[m] 3.01 
Liquid Kinetic Energy Pump Head (HKE,Liquid)[m] 6.38 
Gas Kinetic Energy Pump Head (HKE,Gas)[m] 6.55 
Gas Compressibility Pump Head (HComp)[m] 1.81 
Total Two-Phase Pump Head (HTP)[m] 9.81 
Shaft Power (WShaft)[W] 1.49 
Pump Hydraulic Power (WHyd.)[W] 9.85 
Pump Efficiency (η)[%] 9.96 
 
The increased error observed for higher level performance metrics was the reason for most 
presented data being kept as low level as possible: liquid flow rate, pump pressure 
differential and void fraction in most cases. By comparing the error values in these variables 
with the presented data it can be concluded that meter error has little/no effect on the arising 
conclusions regarding how pump performance changes with flow void fraction, system 
resistance and/or pump speed. 
For the data presented showing higher level metrics such as Pump Head, Hydraulic Power 
and Efficiency, error is greater and the data should be used with suitable caution. The 
increased error in these variables may account for the reduced correlation observed in 
Figures 6.35 to 6.38 when assessing pump speed effects on pump performance.  
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6.10.2 Reproducibility Error 
The reproducibility of the acquired data was briefly discussed when it was compared with 
that provided by the coolant pump’s OEM for single phase liquid flow. This section aims to 
reiterate and build on these observations.  
To assess data reproducibility, it is normal to compare data acquired for the same conditions 
by different people, at different times and possibly using different equipment at different 
locations. For the current data, there were two comparisons of this nature possible. The first 
was that already outlined, comparing the current data with that provided by the pump’s 
OEM for the pump operating under single phase liquid flow conditions at a single speed of 
2800 RPM over a range of flow circuit resistances. The second, not previously detailed, was 
the comparison possible between repeated data sets performed in the current study. As 
shown in the methodology and result sections, numeric data acquisition fell into two 
categories, that assessing variable flow circuit resistance and that assessing variable pump 
speed. These two studies were performed several weeks apart. By comparing data acquired 
for the same conditions in the two studies, i.e. for data runs in which the studies overlapped, 
another indication of reproducibility was provided. This overlapping data was for the pump 
operating at 2800 RPM at the lowest assessed flow circuit resistance for a range of two-
phase flow (void fraction) conditions. 
Figure 6.40 shows all of these comparable data sets and is labelled with comments which 
discuss the similarities and discrepancies shown. It is identified which discrepancies may be 
attributed to differences in experimental setup/procedure and which to the poor 
reproducibility of the data itself. 
 
Figure 6.40 – Data Reproducibility – Comparison of Data from Repeated Analyses of the Same Pump Operating Conditions 
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Comment (1) – The ‘shut-off’ head (zero flow) was in close agreement between the current 
data and the OEM’s original data: 10.7 m versus 10.9 m respectively. This was well within 
the summated meter error for the pump head metric in the current study. 
Comment (2) – As flow rate was increased discrepancies were observed between the current 
data and that provided by the OEM. These were attributed to poor process reproducibility, 
changes incurred using the optical pump impellor for the current study and the influence of 
the OEM using real coolant at 80oC versus the current study which used water at 21oC. Note 
that whilst the head metric accounts for density differences between pumped media, it does 
not account for any other change in fluid properties, for example, changes in viscosity and 
surface tension. It is the change in these variables with the increase in temperature and 
ethylene-glycol concentration that limits the current study’s applicability to actual coolant 
flow on a running engine. 
Comment (3) – The OEM’s ability to assess much lower flow circuit resistances was 
attributed to them not requiring a large liquid reservoir and the associated pressure drop in 
their fluid circuit. This was needed in the current study to facilitate phase separation, a 
necessity when performing the two-phase data runs. 
Comment (4) – Between the varying flow circuit resistance and varying pump speed data 
runs performed in the current study, there were discrepancies between the pump’s two-phase 
performance characteristics seen at 2800 RPM at the lowest assessed flow circuit resistance. 
Data assessing variable system resistance saw an 8.9% lower flow rate and a 3.3% lower 
head under single phase conditions than was shown in the variable speed runs. This 
deviation is attributed predominantly to poor process reproducibility. A little is, however, 
thought to have been incurred due to subtle piping alterations performed in the weeks 
intervening the two studies when other projects/tests were carried out on the flow rig. These 
are believed to have slightly changed the flow circuit’s minimum resistance. These 
discrepancies were not of great concern given the main findings from this chapter focus on 
the losses seen in pump performance for increasing flow void fraction rather than absolute 
values. As Figures 6.41 and 6.42 show, these were in good agreement for the repeat data 
runs until the point of stall. 
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Figure 6.41 – Data Reproducibility – % Head Loss vs. Void Fraction for Repeated Data Runs 
 
Figure 6.42 – Data Reproducibility – % Liquid Flow Loss vs. Void Fraction for Repeated Data Runs 
Comment (5) – Data from runs assessing variable pump speed were found to achieve much 
greater void fractions before stall than runs assessing varying system resistance. The reason 
for this was detailed in the results section and accounts for the observation that for short time 
periods, the void fraction that stalls the pump when running continuously can be exceeded: 
up to ~7% excess void fraction for less than 25 s.  
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6.11 Applications of Data 
Earlier in the chapter the objectives of the current study were outlined (section 6.3). In 
addition to providing the now detailed data characterising pump two-phase performance for 
conditions realistic of those found in an engine’s cooling jacket, it was also desired that the 
study enable: 
1) In-field void fraction measurement of engine coolant flow. 
2) CAE code validation of centrifugal pump two-phase operation. 
3) Determination of the engine heat transfer implications of entrained gases. 
How the acquired data may be applied to these ends is explained in the following sections 
with examples where feasible. Note that these applications are only proposed for pumps of 
the same/similar design. The comparison performed between the acquired data and that 
given in previous pump studies showed that while general trends are consistent, absolute 
values can deviate greatly by specific pump design. This will limit the current data’s 
applicability to the proposed exercises if the pump design is considerably different, for 
example, in impellor size, blade shape/number, openness or volute design. 
6.11.1 In-Field Void Fraction Measurement of Coolant Flow 
This application is proposed with the aim of using pump performance as an indicator of 
coolant void fraction for pumps in-service driving coolant flow on a running IC engine. Due 
to the lack of control during field data acquisition relative to that in a laboratory 
environment, the data typically acquired is limited to those metrics most simply obtained 
and regards engine coolant flow most commonly consist of pressures, temperatures and 
possibly rates.  
It has been explained and shown previously in this thesis that the direct use of void fraction 
meters in a cooling system is limited due to the range of variables present. Resulting data 
may suffer severe error and would come at major financial cost due to meter complexity. 
There may also be health and safety implications should radioactive type meters by used 
(gamma/x-ray densitometers). 
Proposed is that using a metric simply acquired from a running engine; namely pump 
pressure differential, coolant flow void fraction may be inferred using the data presented in 
this chapter. Whilst volumetric flow rate may also be used to determine void fraction from 
the presented data, it is strongly advised that pressure be used instead given the challenges 
faced when acquiring rate information from a multiphase flow. For example, when using a 
turbine flow meter; a common meter type, severe error would occur due to the gaseous 
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phase reducing bulk flow density, changing the drag force acting on turbine blades and so 
inherently altering the meter’s calibration constant; often expressed as pulses per litre. Other 
meter types including the magnetic flow meter used in this work suffer similar issues. Many 
measure flow velocity and using a known flow area infer volumetric rate. Due to the 
presence of gas reducing the liquid’s effective flow area, this calculated rate may contain 
considerable error. Overcoming such issues are pressure sensors which, providing robust 
measurements insensitive to the presence of entrained gases, would provide data comparable 
to that acquired in this chapter if taken from across the coolant pump (at inlet and outlet). 
To make data acquired from a real engine comparable with that presented in this chapter, it 
would require normalising. This was achieved in the current study by expressing all 
performance metrics as a percentage loss for increasing flow void fraction from their single 
phase values. This acted (and would act in this application) to make data for the coolant 
pump operating at different speeds and/or cooling circuit resistances comparable. 
It was outlined in the results section when comparing current data with that provided by the 
pump OEM and previous two-phase pump studies that to make data comparable from 
different fluid pumping applications the head metric is commonly used, which unlike pump 
pressure differential, accounts for the density of the flowing medium(s). If comparing 
absolute performance values for the pump operating at matching speeds and in flow circuits 
of equal resistance this would also be necessary in the proposed application, helping account 
for differences between the room temperature (21oC) water-air mixture used in the current 
data and the high temperature (80-110oC) coolant-gas (air/water vapour/exhaust) mixture 
found in a real cooling jacket. Because matching pump operating conditions 
(speeds/resistances) are not necessarily going to be assessed and so the data sets have to be 
normalised to make them comparable, the benefit of using the head metric as opposed to 
pressure differential is negligible. It was found in the acquired data that the mean difference 
between percentage head loss data and percentage pressure differential loss data for 
increasing flow void fraction was on average less that 3%, across all assessed flow circuit 
resistances and pump speeds. This suggests that the benefit of using head data as the 
comparison variable instead of raw pump pressure differential after normalisation is 
negligible and not worth the data processing difficulties in re-applying the relationships 
defined in the data reduction methodology; see section 6.6.1. 
The proposed approach to comparing on-engine pump pressure differential data with that 
acquired in this chapter is explained in Steps 1 to 3. The hypothetical example used in these 
steps is of an engine working at a speed of 1500 RPM (3000 RPM pump) with a flow circuit 
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resistance slightly greater than the pump’s specification (maximum efficiency) point. A 47% 
loss in pump pressure differential was observed during a data set and it is desired to 
understand the amount of entrained air present in the coolant flow at this time (the flow void 
fraction). 
 
Step 1: Select the Correct Data from this Chapter 
Using the pressure differential versus liquid flow rate chart reiterated in Figure 6.43, plot a 
point for the engine cooling system being assessed operating at its design (single phase) 
condition for the speed being interrogated. Determine the closest flow circuit resistance 
assessed by data in this chapter to this point. 
  
Figure 6.43 – Pump Two-Phase Performance Data (Current Study) – Variable Flow Circuit Resistance 
 
Step 2: Extract the Two-Phase Information at the Chosen Node of Operation 
Considering the data acquired in this chapter, take the pump pressure differential data at the 
identified flow circuit resistance and plot it against flow void fraction. Note this may be 
achieved simply by either manually measuring points in Figure 6.43 or by using graph 
digitisation software, for example, “GetData Graph DigitizerTM.” The resultant plot for this 
example is shown in Figure 6.44. 
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Figure 6.44 – Pump Pressure Differential Versus Void Fraction (Current Study) – Selected Flow Circuit Resistance 
 
Step 3: Normalise the Y-Axis (Pump Pressure Differential) 
For each value of pressure differential, calculate its percentage reduction from the single 
phase (zero void fraction) value. Plot a new chart of percentage pressure differential loss 
versus flow void fraction. This chart for the current example is shown in Figure 6.45. 
Reading across the graph, the 47% pressure differential loss seen on the hypothetical 
running engine can be correlated with a void fraction value of 4.15%. 
 
Figure 6.45 – % Loss of Pump Pressure Differential for Increasing Flow Void Fraction at the Selected Flow Circuit Resistance 
Note that the data shown in Figure 6.45 is for a flow circuit resistance closely matched to 
that seen in the hypothetical on-engine data, as step one ensured. No account has been taken, 
however, for the difference in engine/pump speed. It was observed when assessing the 
effects of speed on a pump’s two-phase performance that the lower the speed the greater the 
0
10
20
30
40
50
60
70
80
0.00 0.01 0.02 0.03 0.04 0.05 0.06
%
 L
os
s o
f d
P 
fr
om
 S
in
gl
e 
Ph
as
e 
Fl
ow
Inlet Void Fraction
% Loss of Pump dP Vs. Inlet Void Fraction
at Selected Flow Circuit Resistance
Higher Engine Speeds
(> 1400 RPM)Lower Engine Speeds
(< 1400 RPM)
Hypothetical Engine 47% Loss 
of Pump Pressure Differential
    
6.11 Applications of Data 
 
350 
 
observed losses for increasing void fraction. The difference between speeds was, however, 
very small and to account for it in this study a band is provided in Figure 6.45 within which 
changing speed is expected to cause the data to deviate. This band is shown by the two red 
dotted lines either side of the data set (solid blue line). The width of the band represents the 
mean spread in data observed in the variable speed data runs performed in this chapter, 
assessing pump speeds from 1600 to 3200 RPM (800 to 1600 RPM engine). For the 
percentage loss of pressure differential variable at all assessed flow circuit resistances this 
band width may be assumed constant at +/- 3.55 in the y-axis (percentage performance loss). 
For any ‘real’ on-engine data being compared with that shown in Figure 6.45 (or its 
equivalent for other flow circuit resistances), it is advised that if the engine speed is greater 
than 1400 RPM (2800 RPM pump), the void fraction value should be taken further towards 
the lower of the two dotted red lines. Conversely, if the engine speed is lower than 
1400 RPM, the void fraction value should be taken further towards the upper of the two 
dotted red lines, as indicated in Figure 6.45. 
 
So provided is an example of how void fraction may be approximated from a known loss of 
coolant pump pressure differential using the data provided in this chapter. As outlined, the 
uses of the acquired void fraction information are numerous and include: 
• Determining the coolant flow’s bulk properties, for example, its heat transfer coefficient 
around a cooling jacket, as described in section 6.11.3. 
• Numerically modelling the coolant flow. Coupled with the coolant flow regime and 
bubble size information provided in in Chapter Five, void fraction information would 
enable: 
o The modelling of gas pocket trajectory throughout the cooling jacket, indicating 
regions of gas hold-up where hot-spots will occur, highly detrimental to engine 
performance and life. 
o The modelling of the coolant pump operating in two-phase flow conditions, given 
flows realistic of those found in an engine can be modelled giving added user 
confidence in model output validity and applicability to engine cooling system 
design. This is discussed further in the next section. 
o The modelling of a phase separation device for removing entrained gases from the 
cooling system. With known bubble/void size and number (void fraction), the 
separator may be designed appropriately to ensure an acceptable amount of 
separation is achieved within the device’s habitation time. 
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6.11.2 CAE Code Validation of Centrifugal Pump Two-Phase Operation 
When redesigning a coolant pump for improved performance under two-phase conditions, 
for example, by trialling the design recommendations given in this work and previous two-
phase pump studies, numerical/computational modelling will be of great value given the 
reduction in development time and cost it facilitates. As with all numerical models, at their 
conception they require validation with empirical data to provide confidence in their outputs. 
It is proposed that the data presented in this chapter be used in such a validation exercise. 
Presented data consists of both visual and numerical information, both of which provide 
valuable tools for model validation. The visual (high speed imaging) data will act to validate 
the visual outputs of a numerical model, indicating regions of gas hold-up in the impellor 
and how they change with flow void fraction. The numerical data provides a means of both, 
defining model boundary conditions when initialising a model and validating the solver’s 
outputs of predicted pump performance (flow, pressure differential, head etc.). Figure 6.46 
provides a summary of the uses the acquired data can be put to in creating and validating a 
numerical model of a coolant pump operating in two-phase gas-liquid conditions. 
 
Figure 6.46 – Application of Data to Validating Numerical Two-Phase Pumping Models 
The value of having a validated numerical design model for improving pump design would 
be in the reduced need for pump prototyping and testing. New pump features such as static 
veins at inlet to reduce bubble size or holes in impellor shrouds to promote gas accumulation 
‘blow-off,’ for example, can all be analysed numerically to identify the most beneficial 
option/combination of features to reduce the losses seen for flow gas entrainment, whilst 
also observing their effects on other pump variables such as NPSHR and efficiency. This will 
provide a huge head start for the realised testing once it does begin.  
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6.11.3 Determination of the Engine Heat Transfer Implications of Entrained Gases 
Possibly one of the most important aspects of this research is in understanding how the 
presence of gas in the coolant flow will affect heat transfer around an engine’s cooling 
jacket, given this is the primary function of the system. Provided in this chapter is how 
liquid flow rate reduces for increasing levels of flow void fraction. Using this and recognised 
models for two-phase flow heat transfer, it can be determined by how much engine cooling 
will suffer due to coolant flow gas entrainment. 
Similar to the process of determining flow void fraction described earlier in this section, to 
understand heat transfer losses from data in this chapter it is first necessary to identify the 
conditions in which the coolant pump is operating in the cooling system under consideration. 
Primarily this means at what flow circuit resistance it is operating. For this 
example/demonstration, as before, it is assumed that the pump is operating close to/ on its 
point of maximum efficiency, as labelled in Figure 6.47. 
 
Figure 6.47 – Pump Two-Phase Performance Data (Current Study) – Variable Flow Circuit Resistance 
Extracting from Figure 6.47 the liquid flow rate versus void fraction data at the node of flow 
circuit resistance being assessed: the pumps specification point in this case, it can be seen 
how liquid flow rate in the cooling jacket is lost for increasing flow gas content: Figure 6.48. 
Using widely accepted, empirically based two-phase heat transfer principles, it can then be 
calculated how coolant flow void fraction affects heat transfer. 
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Figure 6.48 – Pump Liquid Flow Rate Versus Void Fraction (Current Study) – Selected Flow Circuit Resistance 
Ghajar and Tang (2009) provided that the two-phase convective heat transfer coefficient 
(hTP) can be calculated for vertical liquid-gas pipe flows by simply adding the convective 
heat transfer coefficients of the two phases in their respective fractions. This is shown in 
Equation 6.19. Note that the assumption of a vertical pipe flow is synonymous with that of a 
homogeneously dispersed flow (uniform distribution of gas across the flow’s cross-section) 
and so in an engine’s cooling jacket can be assumed to apply throughout given the 
observation made in Chapter 5 of a dispersed, bubbly two-phase coolant flow regime. The 
exception to this assumption comes when void fraction starts approaching that to stall the 
pump. It was noted in this chapter that at this point liquid flow rate and so turbulence is so 
low that a dispersed bubbly flow cannot be maintained, gas starts to coalesce and slug flow 
ensues. At this point Equation 6.19 loses its applicability.  
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ℎ𝑇𝑃 = (1 − 𝛼)ℎ𝐿 +  𝛼ℎ𝐺  [6.19] 
Where hL and hG are the convective heat transfer coefficients (HTCs) for the liquid and gas 
phases respectively in W.m-2K-1 and 𝛼 is the flow void fraction. 
Equations 6.20 to 6.23 may then be used to determine the heat transfer coefficient of each 
phase. These assume a turbulent, internal pipe flow and that heat flux is from the wall to the 
fluid. Note that for these calculations the velocity of gas and liquid are assumed to be the 
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same, i.e. that there is no phase slip. Once the flow has left the coolant pump this is a more 
valid assumption given elsewhere pressure gradients are less severe, so there is less 
buoyancy force acting on a gas pocket generating slip and liquid drag forces dominate air 
pocket trajectory. In these equations, subscript k relates to the phase under consideration, 
which is either liquid or gas depending on whether hL or hG is being calculated respectively. 
Single Phase Convective Heat 
Transfer Coefficient (hk) 
[W.m-2.k-1] 
ℎ𝑘 = 𝑘𝑤𝑘𝑑𝑖 .𝑁𝑢𝑘 [6.20] 
   
Nusselt Number, using     
Dittus-Boelter Equation (Nuk) 
𝑁𝑢𝑘 = 0.023.𝑅𝑒𝑘0.8𝑃𝑟𝑘0.4 [6.21] 
(McAdams 1942)   
Prandtl Number (Prk) Prk = 𝐶𝑝𝑘µ𝑘𝑘𝑤𝑘  [6.22] 
   
Reynolds Number (Rek) 𝑅𝑒𝑘 =  𝑉𝑘𝑑𝑖𝜇𝑘  [6.23] 
 
Where 𝑘𝑤 is the thermal conductivity (W.mK
-1), µ is the dynamic viscosity (Ns.m-2), 𝐶𝑝 is 
the specific heat capacity (J.kgK-1), V is the velocity (m.s-1) and 𝑑𝑖 is the hydraulic 
diameter (m). 
Equation 6.21 uses the Dittus-Boelter relationship (McAdams (1942) and Winterton (1998)) 
for determining the Nusselt Number (Nu). This makes the assumptions of: 
• 0.6 ≤ Prk ≤ 160. 
• Rek ≥ 10,000. 
• L/di ≥ 10, where L is the characteristic pipe length (m), or distance of measurement 
from pipe inlet. 
All of these assumptions are valid in an engine cooling system scenario save the last: the 
flow may not be considered to be 10 diameters from the entrance to the pipe. In fact, the use 
of a pipe flow model is in itself incorrect given in a cooling jacket the geometry is much 
more complex. For this analysis, however, these issues are not a concern given the heat 
transfer coefficient is not being determined at a specific point. Rather a percentage loss in 
heat transfer coefficient is to be determined, which makes the derived data geometry 
independent. This being the case, any constant value for hydraulic diameter may be used 
given it will generate the same result. 
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Note that other equation constants such as fluid properties should be selected for the specific 
flow being considered. For this example the flow was assumed to be a mixture of 50:50 
ethylene-glycol and water with entrained air at 80oC. Suitable properties for these fluids 
were obtained from Perry and Green (1984).  
The two variables which enter these relationships are flow velocity and flow void fraction. 
Both may be obtained from Figure 6.48; void fraction directly and flow velocity indirectly 
using Equation 6.24 to convert from liquid volumetric flow rate. 
Flow Velocity (V) 
[m.s-1] 
𝑉 = 𝑄𝐿
𝐴𝐿
 [6.24] 
Where 𝑄𝐿 is the volumetric liquid flow rate (m
3.s-1) and 𝐴𝐿 is the cross-sectional area of the 
flow (m2) occupied by the liquid phase, defined by Equation 6.25. 
Flow Area Occupied by Liquid 
(AL) [m2] 
𝐴𝐿 = �14𝜋𝑑𝑖2�  . (1 − α) [6.25] 
It is a necessity in these calculations to assume void fraction around the cooling circuit to be 
constant and that defined in Figure 6.48 for the pump’s inlet. This is slightly inaccurate 
given flow temperature and pressure should be allowed for around the cooling jacket to 
account for gas expansion/contraction. The use of void fraction from the pump’s inlet will 
generate some uncertainty in the use of Equations 6.19 and 6.25, but due to the majority of 
HTC loss coming from pumping losses in which pump inlet void fraction is the correct 
metric to use, the overall uncertainty will be small relative to the total loss of HTC.  
By applying these relationships for a desired two-phase coolant flow (𝑘𝑤 ,µ and 𝐶𝑝 for liquid 
and gas phases), constant geometry (di) and for the data supplied in this chapter (Figure 6.48 
for this example), a series of heat transfer coefficients (HTCs) are provided for increasing 
void fraction. By normalising these values, taking each as a percentage of the single phase 
state, a graph can be created showing the percentage loss in coolant flow heat transfer for 
increasing coolant flow void fraction, which takes account of: 
• HTC loss due to pumping losses (Figure 6.48) 
• HTC loss due to a reduction in the coolants thermal properties (Equation 6.19) 
• HTC gain due to an increase in liquid phase velocity; a product of gas reducing the 
liquid phase flow area (Equations 6.24 and 6.25). 
This graph for this example is provided in Figure 6.49. Note the terminus of the line which 
indicates the stall point of the pump for the assessed node of flow circuit resistance. 
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Figure 6.49 – Estimated Loss of Cooling System HTC for Increasing Flow Void Fraction – Pump Specification Point Example 
With a known void fraction value for an engine’s coolant flow, obtained for example by the 
process outlined earlier in this section (section 6.11.1), Figure 6.49 could be used to estimate 
the percentage loss of heat transfer around the cooling jacket. This could then be correlated 
with thermal monitoring data around an engine to help determine the source/cause of 
temperature irregularities, or rather, provide whether gas in the coolant flow is accountable. 
It would also highlight the degree by which cooling system heat transfer is deviating from 
that designed and so by how much the system is operating away from its optimal efficiency 
state. 
As with the method provided in section 6.11.1 for determining flow void fraction, 
Figure 6.49 is provided with a band about the chosen data set, bounded by dotted red lines 
which defines an approximate uncertainty attributable to differences in engine/pump speed 
between the on-engine data being assessed and that suggested for use in this chapter 
(Figure 6.47) which was for a constant pump speed of 2800 RPM (1400 RPM engine). For 
pump speeds greater than 2800 RPM it is advised values closer to the lower of the two 
dotted lines be taken, given higher speeds saw less loss of liquid flow. Conversely, at pump 
speeds below 2800 RPM values should be taken further towards the upper of the two dotted 
red lines. Note that the width of this band: +/- 2.4 in the y-axis, must be assumed constant 
for all two-phase flow circuit resistance data provided in Figure 6.47. 
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6.12 Study Limitations and Further Work 
Whilst the data and knowledge provided in this chapter is of novelty and great value to 
engine cooling system designers wishing to understand and abate the effects of cooling 
system gases in the coolant pump, further work has been identified which would help build 
upon and improve the applicability of the acquired data to engine cooling systems. 
Required in further work are investigations into the assumptions made during this chapter 
and the flow variables neglected. As outlined, this chapter has assessed water and air 
flowing through the coolant pump at 21oC (room temperature) in an unpressurised (open) 
system with a dispersed bubbly flow in which bubble size was uncontrolled. These 
conditions make the assumptions that system temperature, pressure, ethylene-glycol 
concentration, gas type and bubble size will have no effect on the pump’s two-phase 
performance characteristics which by previous literature are believed to be untrue. 
The omission of these variables was one of the driving factors for the presented data being in 
the form of percentage loss as opposed to absolute values. Whilst used primarily to make the 
data from different runs comparable, for example runs at different pump speeds or flow 
circuit resistances, the normalisation of pump performance metrics also helps account for 
deviations seen between the presented data and other pumping applications, critically in this 
case that seen in a running IC engine’s cooling jacket. 
In further work it is suggested each of these variables be assessed independently at nodes of 
pump operation comparable to those used in this study. The deviation in data and 
performance trends each variable creates from those seen in the current data should be 
assessed and if deemed significant, variables should be analysed across a suite of operating 
conditions to fully quantify their effects. 
In order of perceived importance, each variable to assess in further work is as follows, 
accompanied by reasons why it may cause pump two-phase performance to change: 
• Bubble Size. This will affect the force balance acting on an air pocket in the pump’s 
impellor. The smaller the air pocket the less its buoyancy and the more liquid drag force 
will dominate in determining its trajectory/flow path. It is a metric assessed in some 
previous two-phase pump studies, for example Caridad et al. (2008), and has been 
shown to be influential to a pump’s two-phase performance. Bubble size data may be 
taken from Chapter Five enabling the flow to be made as realistic of that found in an 
actual cooling jacket as possible. 
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• Ethylene-Glycol Concentration. Effecting liquid properties, this will influence the 
interaction between phases within the impellor, again altering the force balance acting 
on air pockets. 
• Temperature and Pressure. These will also affect fluid properties and so their 
interaction in the impellor. 
• Gas type. This is thought to be of least consequence. The differences induced between 
air, carbon dioxide (CO2) and water vapour is thought to be small and the 
difficulties/costs in generating and metering a controlled flow of CO2 and water vapour 
may be prohibitive. 
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6.13 Chapter Summary and Conclusions 
This chapter has provided a detailed study into an engine coolant pump’s performance in 
flows of varying gas content (void fraction). The assessed pump design and operating 
conditions (speed and flow circuit resistance) were realistic of those found in an IC engine’s 
cooling jacket, making the data applicable to the subject at hand. The key findings of this 
study were surmised as the chapter progressed and high speed imaging from within the 
pump’s optically accessed impellor was used to help understand the trends being seen. 
The applications of the data were also reviewed. Identified were three possible uses of the 
data, including its use for determining flow void fraction on a running engine simply, 
without the need for complex and costly multiphase metering systems, its use for validating 
numerical code of two-phase coolant pump operation and its use for determining the loss of 
heat transfer in a cooling system due to flow gas entrainment. Examples of how the data 
could be applied in each of these cases were provided alongside the key graphs from which 
the needed data could be obtained. 
To conclude from work in this chapter is that the effects of entrained cooling system gases 
are highly complex and will depend greatly on the specific cooling system being assessed: 
pump design, operating speed range and flow circuit resistance. For the pump considered in 
this chapter, suited to an off-highway medium duty IPSD diesel engine, in the best case 
scenario, i.e. the minimum flow circuit resistance, pump stall was observed at 7% flow void 
fraction. Performance losses to the stall point were severe in all conditions, showing that 
even small quantities of entrained gas can have a large effect on cooling system and engine 
operation. It has been observed that losses in the coolant pump dominate over other losses 
seen for entrained gases, for example the reduction in flow thermal properties, suggesting 
the pump to be a key location for redesign should the effects of cooling system gases need to 
be mitigated. 
Pump design features have been suggested from work in this chapter and from previous 
two-phase pump studies which will help reduce the losses seen for flow void fraction. In 
general they all act to reduce gas hold-up in the impellor, raising the pump’s stalling void 
fraction and reducing pumping losses per unit flow gas content. Whilst beneficial to a 
pump’s two-phase performance, many of these methods/design suggestions are, however, of 
detriment to other key pump performance characteristics. For example, the suggested 
removal of impellor shrouds to enable gas hold-up to be ‘blown-off’ the impellor will also 
act to reduce the impellor’s volumetric efficiency and so the pressure rise seen across the 
pump for a constant input shaft power. Similarly, the method of mixing the flow at pump 
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inlet to reduce bubble size and so help keep air entrained in the flow as it passes through the 
impellor, for example by the use of static veins on flow domain walls, will act to restrict 
incoming liquid flow, reducing its NPSHA and so increasing the likelihood of pump 
cavitation. This shows that while there are methods of desensitising the pump to entrained 
gases, the expected improvements could be outweighed by the potential losses seen 
elsewhere in how a pump operates. Additionally, even if mitigating design features are 
employed, due to the losses of pump performance for flow gas content being so severe, their 
adequate abatement may not be achieved and engine inefficiencies/failure may still occur. 
With this in mind, it becomes apparent that the best means of mitigating the effects of gas in 
the cooling system are not in the redesign of components to cope with it, but in its removal 
from the system entirely. Methods of minimising gas ingress at source have been reviewed 
in previous literature when head gasket design and flow boiling have been considered. The 
ingress of gas during the coolant filling event has been considered in this thesis and its 
minimisation therein. Despite these works, it is unavoidable that some gas will always be 
present in the cooling system given the design, cost and time constraints present when 
developing an engine. This means a device is needed to remove gas after ingress. Such 
devices exist already in IC engine applications, but as outlined in Chapter Two, these come 
with their own implications on system performance. 
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7.1 Introduction 
This thesis has taken the reader through a series of processes occurring in an engine’s 
cooling jacket through which the occurrence and implications of trapped gases can be 
understood. Using previous knowledge and data acquired in novel study, these processes 
have been thoroughly analysed to better understand key variables. Arising from this 
knowledge are design rules, suggestions and numerical models all of which will help 
improve a cooling system’s resilience to entrapped gases, mitigating their negative effects. 
This chapter provides a review for each of these studies, giving the highlights from each 
chapter; the generated knowledge and how it contributes to engine cooling system design. 
Conclusions are drawn about how cooling system gases may most effectively be mitigated. 
The recommended further work from each chapter is surmised.  
7.2 Thesis Review 
The coolant filling process has been shown to be a considerable contributor to gas in an 
engine’s liquid cooling jacket. It has been shown that for a fixed geometry on a fixed angle 
of inclination the process will be unaffected by variations in the fill process performed by 
the end user, for example by their filling flow rate or ethylene-glycol concentration. It shows 
that for small or simple geometries the process is quite intuitive. In a liquid cooling jacket, 
however, due to the complexity of cooling galleries integral to the cylinder block, head and 
all of the additional ‘bolt-on’ ancillaries commonly used, for example EGR coolers, heater 
matrices, oil coolers etc., some of this predictability is lost, given it is often hard to visualise 
where filling flows will travel and where resulting trapped air will be situated. To resolve 
this issue, the data acquired in the coolant filling study was applied to validating a numerical 
(CFD) code of the coolant filling process. This is now embedded in a standard work 
procedure (SWP) and is in use by an engine OEM, improving the accuracy and simplicity of 
predicting the coolant filling process and the occurrence of trapped air during engine design 
and development. 
Whilst the primary goal of such a design tool is to eradicate trapped air from a cooling 
circuit, it is recognised that due to design, cost and time restrictions this will not always 
possible. The design of the cooling circuit regularly comes secondary to the placement of 
key engine components such as the cylinders, valves and ports. To achieve adequate cooling 
of all engine components it is often necessary to use geometries which are known to trap air. 
With this knowledge, data was acquired characterising how unavoidably trapped air would 
behave at engine start-up. The aim of this was to understand the air pocket breakup process, 
ensure its promotion in engine cooling channel geometries and so that hot-spots do not arise 
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whilst an engine is running, which may have catastrophic effects on engine performance and 
life. The data acquired in this study enabled the derivation of design rules and another 
validated CFD design model to ensure stagnant pockets of trapped air/gas are avoided in a 
cooling jacket whilst an engine is running. 
With confidence that all stationary/trapped gases will become entrained in the liquid flow at 
engine start, the question then arises of what effects will the created two-phase gas-liquid 
coolant flow have on engine performance? To begin understanding and quantifying any of 
these, it is first necessary to understand the two-phase character of the coolant flow, given 
this will strongly effect its properties and how it impacts a the cooling system’s operation. 
To obtain this information, image data was acquired from within an optically accessed hose 
on a running engine for starts immediately after cooling system filling. By observing the 
coolant flow at such times it was possible to determine the prominent two-phase regime: a 
dispersed bubbly flow. Digital image processing then enabled the derivation of bubble size 
information from the acquired images, which indicated that whilst early on large pockets of 
air exist in the cooling jacket, after several minutes of running the flow will be foaming in 
nature, with many very small bubbles of less than 55 µm radius. This study provided two of 
the three key metrics required to adequately characterise a two-phase gas-liquid flow. Whilst 
the third metric of flow void fraction was not obtained in this exercise, the data indicated 
further, more suitable flow diagnostic techniques through which it may be acquired, namely 
electrical resistive probing. 
The final study began assessing the implications a two-phase gas-liquid coolant flow would 
have on system performance. Focus was placed within the system’s centrifugal pump; a 
device in which gas-liquid flows have historically been a concern for other industries given 
the losses they see for increasing flow gas content. It was shown that for even small 
quantities of gas in the coolant flow performance losses would be severe, with just 7% flow 
void fraction resulting in total flow loss and pump stall (in optimal conditions). Design 
features used in other industries to improve a pump’s two-phase performance have been 
shown to be applicable to IC engine coolant pumps. It is recognised, however, that such 
features will negatively impact other aspects of a pumps operation, such as its efficiency and 
cavitation characteristics. It was concluded that the best way to abate cooling system gases, 
which are unavoidable at source, is not through desensitising system components to them, 
but through using devices to remove them from the coolant flow entirely. In addition to this 
knowledge, examples were provided of how the acquired pump performance data could be 
applied. Key applications included: determining HTC losses for increasing flow gas content, 
validating numerical (CFD) models and diagnosing on-engine coolant flow to determine 
flow void fraction without the need for complex and costly multiphase metering systems.  
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7.3 Thesis Conclusions: How to Mitigate Cooling System Gases 
1. Avoiding Cooling System Gases at Source 
Chapter Two identified the four main contributors of gas in an engine cooling jacket to be:  
• Air resulting from coolant filling.  
• Exhaust gases emanating from leaking gaskets; predominantly the cylinder head 
gasket given the large pressure differential. 
• Air resulting from leaking gaskets during cold start/below atmospheric pressure 
conditions. 
• Water vapour generated as a result of coolant boiling. 
The coolant filling process was the focus of the current research. It was concluded that for 
the other gas generation processes considerable knowledge already existed, either through 
gasket design principles or nucleate boiling investigations. It was found the coolant filling 
process was poorly understood and represented in previous study and as such would provide 
a valuable area for further research. 
Current methods of minimising the occurrence of fill entrapped air were outlined in Chapter 
Two and consisted of: 
• Filling the system under a vacuum: “Vacuum Filling.”  
• Placing vents at cooling system high points; typically only applicable in larger 
engines where the density of components is low, enabling vent lines to be cast into 
cooling channel geometries.  
Whilst helping to minimise the amount of trapped gas, it was identified that these processes 
do not facilitate its complete reduction. Being highly subject to the end-user’s filling 
process, they are also out of a designer’s control meaning their correct application cannot be 
ensured. 
It was shown in this research (Chapter Three) that in principle the prevention of fill 
entrapped air is relatively simple: avoid system high points. Practically, however, this is 
troublesome to achieve given the complex geometries required to adequately cool engine 
components and the general layout/construction of a typical engine. Due to cylinders 
typically being in-line, engines are horizontally long. The cooling system fill point is often 
situated at one end of an engine and to ensure all escaping air during the fill event is 
funnelled towards this point is difficult if not impossible in most applications given 
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restrictions imposed by other engine components: their position in the engine and their heat 
transfer requirements. 
It has been shown that the occurrence of trapped air during filling is entirely geometry 
dependant and the only end-user process parameter which can affect it is engine inclination. 
Engine OEMs are able to specify acceptable engine inclines during filling for warranty 
purposes, resulting in the warrantied fill process being almost entirely controlled by the 
cooling system designer. With this knowledge, an awareness that high points in a cooling 
jacket are bad and an accurate CFD design model to aid predict the entrapment of air, it may 
be concluded a designer is well equipped to minimise the occurrence of fill entrapped air, 
but given the highlighted constraints, may not be able to facilitate its complete reduction. 
2. Ensuring Gases Do Not Remain Stagnant at Engine Start 
Chapter Four gave several design rules/suggestions for cooling system geometry and flows 
through which the entrainment of fill entrapped air in passing coolant flow can be promoted. 
Used in conjunction with the validated CFD model this information provides an additional 
option for designers to allow for cooling system gases should their complete reduction at 
source not be possible. These rules are as follows: 
• Design for high wall velocities. 
• Jet flows onto air-trap walls/surfaces. 
• Design for liquid turbulence in regions of trapped air, either through geometric 
features or high local coolant velocities. 
• Ensure trapped air pockets are located on primary/bulk coolant flow paths. 
Each of these rules aims to promote the interactions between liquid and gas which were 
shown to drive the air pocket entrainment process: 
• Break the trapped air pocket down into smaller bubbles, thus reducing the buoyancy 
force acting on each individual air pocket to keep it in the trap geometry. 
• Utilise liquid drag forces to remove the broken down air pockets. Due their reduced 
buoyancy, drag forces dominate in determining bubble trajectory. Bubbles become 
entrained and transient in the passing liquid flow. 
 
3. Understanding the Two-Phase Character of Coolant Flow 
Once unavoidably trapped air has become entrained in the liquid flow, a dispersed, bubbly 
two-phase coolant flow is generated. It was shown in Chapter Five that bubble size in the 
flow is at its greatest at engine start-up. This was attributed to gases coalescing around the 
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cooling jacket during shutdown. To conclude from this is that at initial engine start entrained 
air is at its most likely to separate from the bulk liquid flow should the two-phase mixture 
pass through any severe pressure gradients. This suggests such times to be the most 
dangerous for pump performance given entrained gases are most likely to hold-up in the 
pump’s impellor. It shows too, however, that engine start may be an ideal time for a phase 
separation device to be used to good effect. After several minutes of running the foaming 
nature of the coolant flow and the many, very small (< 55 µm radius) entrained bubbles will 
make phase separation more difficult to achieve. 
4. Mitigating the Effects of Entrained Gases in the Coolant Pump 
Chapter Six detailed several methods of de-sensitising a centrifugal pump to gas-liquid 
flows. These were obtained both as conclusions to the performed study and from previous 
two-phase pump studies in other industries. They were as follows: 
• De-Shroud the Impellor. 
o This will promote the ‘blow-off’ of gas accumulations at the impellor’s 
centre by liquid entering through the eye. It will, however, reduce the 
pump’s volumetric efficiency. 
• Reduce Bubble Size at Pump Inlet. 
o Features such as blades on flow domain walls at pump inlet will act to mix 
the incoming flow, reduce bubble size and so help gases remain entrained as 
they pass through the pump’s impellor. Such features will also create a flow 
restriction, however, reducing coolant’s NPSHA at pump inlet and 
increasing the likelihood of cavitation. 
• Increase Impellor Speed. 
o The current study identified that the pump’s two-phase performance would 
improve with increasing pump speed. By reducing pump impellor size, 
speed could be increased whilst maintaining the same volumetric liquid 
flow. The performance gains observed with increasing pump speed were, 
however, small and may be outweighed by the increases seen in pump noise 
and wear. 
• Find the Optimum Flow Circuit Resistance. 
o Low flow circuit resistances raise the void fraction at which the pump will 
stall. Performance losses seen up to this point are, however, severe.  
o High flow circuit resistances see less loss in pump performance per unit 
flow gas content but stall occurs at much lower void fractions.  
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o A balance must be found at which the pump will never stall but performance 
losses are minimised. This point may not coincide with the pump’s 
maximum single phase efficiency point, however. 
• Reduce the Number of Impellor Blades. 
o Murakami and Minemura (1977) showed experimentally that reducing the 
number of impellor blades to 2-3 would significantly improve a pumps gas 
handling capability which they attributed to an improved flow pattern 
occurring within the impellor. Grundfos Research and Technology (2012) 
suggested, however, that impellors of 5-10 blades are proven to provide the 
best efficiency in liquid flows without contaminants, such was the impellor 
considered in this thesis (6 blades). 
So shown are various methods of reducing the coolant pump’s susceptibility to gases 
entrained in the coolant flow. Each comes with limitations, however, which resulted in the 
conclusion being drawn that rather than changing component design to reduce losses for 
entrained gases, a new, dedicated component/device should be used to remove gases from 
the cooling circuit entirely. 
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7.4 Recommendations for Further Work 
Arising from each study in this thesis was further work. This fell into four key categories: 
1. Further the validation of developed CFD models by incorporating all of the acquired 
empirical data. This will improve their accuracy and user confidence in their outputs. 
2. Continue the assessment of flow variables on the two-phase performance of the coolant 
pump, for example bubble size, temperature, pressure and fluid property effects. 
3. Determine coolant flow void fraction on running engines. There are two suggested 
routes to acquiring this data. The first option is to use a multiphase flow meter. This will 
provide reasonable accuracy but comes at considerable cost, as shown by the example 
quotation in Appendix A for an electric impedance type meter. Alternatively, coolant 
pump performance data provided in this thesis may be used to infer flow void fraction 
from monitored pump pressure differential on a running engine. This method is 
potentially more erroneous than using a multiphase metering system but would be 
quicker, simpler and much less expensive. 
4. Develop a phase separation device suited to the known two-phase character of on-engine 
coolant flow: regime, bubble size and void fraction, for removing entrained gases whilst 
an engine is running. An initial undergraduate project has assessed separator design 
principles and a new PhD project has been defined to start October 2012 in which a 
cooling system phase separator is to be developed, tailored for the specific two-phase 
flow present in an engine’s cooling jacket. A brief proposal for this project is provided 
in Appendix B with a summary of the initial undergraduate work performed. 
  
In addition to these specific tasks which will be of short-term/immediate benefit, there is 
also further work required in the field of engine cooling system design generally. This is to 
ensure that ever changing powertrain design requirements will continue to be met well into 
the future. 
Currently, the future of powertrain technology is unclear. IC engines have become an 
everyday appliance across the world over the last century and it is widely argued that 
through continued research and innovation these devices will continue to meet legislated 
emissions and be the leading technology for years to come. It is clear, however, that this is 
not a foregone conclusion, with many manufacturers investing significantly in the research 
and development of alternative technologies, for example electrical powertrains, alternative 
fuels and new methods of energy storage. 
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In all proposed powertrain technologies there is the ever present by-product of heat, 
suggesting that whatever the power generation process, cooling systems will still be 
required. The function of these systems may, however, change. Instead of cooling to 
maintain material functionality; as is the cooling system’s prime function in IC engines, it is 
possible that future systems may be used as a carrier of waste heat, enabling energy recovery 
through secondary devices, much like a turbo in an engine’s air system which recover’s 
energy from the hot exhaust gases. Cooling systems may change to being an ‘Energy 
Recovery System’ and further work must investigate what this means for cooling system 
design in the future: what new components must be integrated into the cooling network and 
what effects they will have on system performance. 
In addition to increasing functionality, the ever increasing demand for power density in 
powertrain technologies must be considered. Whatever the power generation methodology, 
the continual drive for increased fuel economy and reduced emissions will result in 
powertrain downsizing and increased power output. This means cooling systems will need to 
adapt, integrating into smaller products whilst delivering more heat flux. This adaptation of 
cooling systems has already begun in IC engines and can be seen in modern applications by 
the use of controlled boiling. This technology is currently only applied in critical areas such 
as the cylinder head and valve bridges where conventional forced convection heat transfer is 
no longer adequate. As power density continues to rise, it can be foreseen that the reliance 
on evaporative cooling will increase. This means the amount of gas in cooling circuits will 
also rise and how it is controlled must be considered further.  
If current trends continue and evaporative cooling indeed becomes the predominant mode of 
engine/powertrain heat transfer, the cooling system may cease to be a ‘liquid jacket system’ 
and could more closely resemble a refrigeration or steam-plant type system in which the 
engine and its ancillaries are evaporators and the radiator/heat exchanger becomes a 
condenser. This idea shows the exciting potential for engine cooling systems in the future. 
Should the cooling system be made to resemble a Rankine cycle for example (Cengel and 
Boles 2007), additional work from the powertrain may be retrievable from the generated 
steam by passing it through a turbine. Additionally, the conversion of a radiator into a 
condenser would facilitate its considerable downsizing, given there would potentially be a 
greater air to coolant temperature differential and a greater heat transfer coefficient from the 
condensing process, meaning per unit area heat transfer would be greater and a condenser 
could be smaller than its equivalent radiator to attain the same I/O temperature difference. 
This size reduction would provide a great benefit in many powertrain packaging 
environments. 
    
7.4 Recommendations for Further Work 
 
370 
 
To implement such an idea, considerable further work would be needed. Whilst the use of 
steam plant as a heat/energy recovery device is not a new idea and many design principles 
could be taken from its historic uses, its application in an engine cooling system would be 
novel and to maintain a compact, robust and cost effective powertrain solution would pose 
many technical challenges. For example, ensuring the complexity and cost of a steam turbine 
was outweighed by the energy it recovers, ensuring any un-vaporised coolant does not pass 
through the turbine causing damage, ensuring any uncondensed steam does not pass through 
the liquid pump causing losses, ensuring the liquid pump does not cavitate due to the 
liquid’s close proximity to its saturation point, how to regulate system pressure to ensure the 
safe working temperature of the engine is not exceeded yet condenser temperature is as high 
as possible to aid its downsizing and critically, how to ensure the engine acts as an efficient 
boiler whilst still providing a robust and efficient power unit in itself. 
The complete redesign of an engine’s cooling system required to implement such an idea 
would undoubtedly be unwanted by many powertrain OEMs due to the risk and investment 
involved. Bold ideas cannot be ignored entirely, however, with the clear future need for 
evaporating/condensing cooling systems and research in this area may provide a valuable 
area for low technology readiness level (TRL) projects. 
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Appendix B – Proposal for a Cooling System Phase Separator 
The use of phase separation devices in engine cooling circuits is not a novel suggestion. 
Devices known as ‘Swirlpots’ and ‘Shunt-Tanks’ have been used for many years in IC 
engine applications with the specific purpose of removing entrained gases, as discussed in 
Chapter Two. These devices have several negative impacts in other areas of an engine’s 
application, however. Swirlpots are commonly only feasible in motorsport applications 
where reducing weight is more critical than minimising cost in powertrain design. Swirlpots 
are complex, costly devices and create a large flow restriction in a cooling circuit due to the 
energy they require to generate the centrifugal separation mechanism they rely upon. This 
places an additional demand on the coolant pump to deliver the necessary coolant flow rate. 
Shunt-Tanks are cheaper but require a large volume to ensure their gravitational separation 
action is effective. This is undesirable in many applications due to engine packaging 
restrictions. The continual drive in engine design for increased power density is also placing 
a large demand on the cooling circuit for ever greater liquid flow rates to meet the thermal 
requirements of an engine. The high coolant velocities seen in many modern engines results 
in Shunt-Tanks not achieving the desired separation efficiency without being made 
unfeasibly large. 
This thesis has provided data, knowledge and design models for minimising the amount of 
gas and its effects in a cooling system, so reducing the requirement for a phase separation 
device. As outlined, however, due to cooling system design restrictions the presence of gas 
may be unavoidable and its mitigation through changing component design, for example the 
pump, is undesirable. Engine OEMs are in need of a device which will remove unavoidably 
trapped gases from an engine’s cooling jacket, is of minimal financial expense, requires 
little/no additional space in an engine’s packaging environment and imposes little/no 
additional restriction on coolant flow/pump outlet. Work has begun designing a device to 
this specification. 
An undergraduate project has been completed in which phase separation principles have 
been reviewed and a device prototyped for the outlined application. Utilised was a branching 
type separation principle. Not before seen in the IC engine industry, wye and tee type 
branching phase separators are the subject of considerable previous research for their 
importance in fluid transportation systems. Examples of this research which provide a good 
background to the subject are provided by Honan and Lahey (1981), Seeger, Reimann and 
Muller (1986), Hwang, Soliman and Lahey (1988) and Issa and Oliveira (1994).  
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Branching type separators, like all other phase separation devices, achieve separation 
through the use of flow pressure gradients. Due to the density difference between flowing 
phases a buoyancy force is generated, which acts on the less dense, gaseous phase towards 
the region of low pressure. In the low pressure region gas collects/coalesces enabling its 
extraction from the flow. The difference between separation devices is in how the low 
pressure region is generated. Swirlpots, or centrifugal separators, utilise a rotating flow in 
which the low pressure at the centre of the vortex is used to attract gas. Shunt tanks, or 
gravitational separators, use hydrostatic pressure; a product of gravity, to generate phase 
separation. Branching type separators use the wake of a branch to generate low pressure, as 
shown in Figure B1. This acts to attract gas down the branch, resulting in the branch having 
a greater void fraction than the continuing/straight flow path, down which liquid flows 
preferentially due to its inertia. 
 
Figure B1 – Branch Type Separator (‘Tee’) Schematic 
Previous studies show that the degree of separation achievable in branch type separators 
depends greatly on the mass flux and so geometry/diameter of each branch. Suggested is that 
for correct conditions, almost complete separation is achievable, supplied by Hwang, 
Soliman and Lahey (1988) to be when mass flux down the gas extraction line/branch is 
greater than one third (1/3) that of the device’s inlet, i.e. that  𝑚3̇ /?̇?1 > 0.3 in Figure B1. 
Previous studies classify the amount of separation achieved by the void fractions measured 
in each of the separator’s outlet branches. They measure void fraction in these branches by 
sending each flow through a large gravitational separator tank, the single phase outlets of 
which are sent through suitable single phase liquid and gas flow meters. Meter readings can 
be used to determine branch flow void fraction. A schematic of this setup is shown in 
Figure B2.  
Low Pressure Region 
Gas Extraction Line
Mass Flow ( 3)
[kg.s-1]
Device Inlet 
Mass Flow ( 1)
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Liquid Outlet 
Mass Flow ( 2)
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Figure B2 – Branch Type Separator: Performance Test Schematic 
In addition to flow void fraction, the terms ‘Liquid Carry Over’ (LCO) and ‘Gas Carry 
Over’ (GCO) are often used to quote separator performance. These terms provide 
alternatives to flow void fraction in defining the amount of liquid or gas in each branch.  
Aside from how the low pressure region is generated, the other key difference between 
branching separators and the more commonly used Swirlpots and Shunt-Tanks is in the 
amount of liquid carried over (LCO) in the gas extraction line. Due to needing at least one 
third the mass flow of the total separator inlet flow, it is unavoidable that the gas extraction 
line will contain large quantities of liquid as well as gas. This provides both an advantage 
and limitation when compared with the other separation devices in which the gas outlet lines 
are designed for minimal LCO. Due to branching separators having a large cumulative outlet 
flow area, the restriction one places in a flow circuit is negligible. When placed in an 
engine’s cooling jacket this will ensure the cooling system’s resistance will be unaffected. 
The fact there is significant LCO in the gas line does, however, mean an additional 
separation process is required before the gas can be sent to a ‘safe point;’ typically the 
system’s expansion tank. 
Suggested is that a branch type separator be used as a ‘pre-separator,’ providing a reduced 
velocity, high void fraction flow to a final separation device, such as a Swirlpot or Shunt-
Tank. The reduction in velocity and increase in void fraction will simplify the separation 
required of the secondary device, thus mitigating many of the negative impacts seen when 
they are used alone to remove cooling system gases, for example, high flow restrictions, 
high costs and large packaging requirements. 
A branching separator could be implemented simply at negligible cost by incorporating it 
into the cast design of either the cylinder block or head cooling channel geometries. The 
challenge faced is where in these geometries the device should be placed. This is an area for 
Two-Phase 
Gas-Liquid 
Inlet Flow
To Gas Flow Meter
To Liquid Flow Meter
To Gas Flow Meter
To Liquid Flow Meter
α3
α2α1 Branch Separator 
Geometry
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further study to determine the optimum location, although two initial proposals are at either 
the coolant pump’s outlet or in the system’s thermostat housing. Both of these locations are 
points of coolant flow convergence, meaning no entrained gases can by-pass the separator 
and all will be treated on a single pass of the cooling circuit. They also offer locations at 
which flow through the device will be driven by positive pressure at device inlet as opposed 
to a negative pressure at device outlet which could result in flow reversal in the gas 
extraction line. This could cause the induction of gas into the system and highlights the 
importance of ensuring there is always a positive pressure differential across the gas 
extraction line away from the separator. Locations such as the coolant pump’s inlet must be 
avoided given this would be a low system pressure point and driving gas extraction would be 
problematic. These locations are labelled in the cooling circuit schematic shown in 
Figure B3. 
 
Figure B3 – Suggested Positions for a Branching Phase Separator 
The majority of current branching separation studies only consider the influence of flow 
void fraction and regime on separator performance. For a device to be correctly designed to 
mitigate engine coolant flow bubble size must also be accounted for, given this will affect 
the phase separation action as previously outlined. The undergraduate project, whilst 
prototyping potential branch separator designs, also developed flow circuit components 
which would enable the effective analysis of flow bubble size when assessing separator 
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performance. One of these components is shown in Figure B4. The use of flat windows 
either side of the flow enabled undistorted images to be acquired from which bubble size 
could be determined using digital image processing (DIP). The optically accessed region 
transitioned smoothly with a constant flow area to circular pipe at either end, helping ensure 
bubble size was minimally affected as flow passed through the device. Circular pipe at the 
connection points enabled the flow section to be integrated into any fluid circuit simply and 
cheaply using standard pipe fittings. The device was manufactured additively using SLA 
(Stereolithography). 
 
Figure B4 – Idealised Viewing Section for a Two-Phase Flow, Facilitating Bubble Sizing for Separator Performance Analysis 
 
Figure B5 – Example SLR Image Taken of Bubble Viewing Window Using Strobe Illumination 
Bubble viewing window, 
size 63x80 mm.
Smooth, constant flow area 
transition from viewing 
window to hose connectors.
Flow Direction
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The undergraduate student optically diagnosed a single branching type separator design. 
Acquired was Particle Image Velocimetry (PIV) and High Speed Imaging (HSI) data from 
within the device itself and strobe illuminated SLR images from within viewing windows 
(Figure B5) attached at each device outlet. One of the main aims of the project was to assess 
the applicability of optical diagnostics to assessing such a device’s function and 
performance. Whilst the optical diagnostic approach and methodology were shown to be a 
success, the specific separator design considered was found to be of poor performance. 
A further PhD has been setup to begin October 2012 in which work developing a cooling 
system phase separator will continue. Using the knowledge, methodology and tools 
developed in this thesis and the initial undergraduate project, further work will have a good 
starting point. An additional aim of the proposed PhD is to acquire coolant flow void 
fraction data from a running engine and to use this alongside the bubble size and flow 
regime information given in this thesis to define phase separator inlet boundary conditions. 
Thus one may be designed and tailored specifically for the flows present in engine cooling 
systems, effectively removing and mitigating entrained gases. 
 
 
Figure B6 – Example Findings from Undergraduate Project Looking at Branch Type-Separator Design and Diagnostic Study 
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