Abstract-Traditional target tracking technology usually characterizes the target as a point source object. However, this approximation is no longer appropriate when tracking extended objects, such as large size targets and closely spaced group objects. Bayesian extended object tracking (EOT) using random symmetrical positive definite (SPD) matrix is a very effective way to estimate the kinematical state and physical extension of the target jointly. Modeling the physical extension and measurement noise is the key issue when applying this random matrix based EOT approach. In order to improve the performance of extension estimation, model parameter adaptive approaches for both extension evolution and measurement noise are proposed based on the properties of SPD matrix. Some improvements are also made on the prediction formulas and extension dynamic model. Simulation results demonstrate the effectiveness of the proposed adaptive approaches. The estimation error of physical extension is significantly reduced when the target maneuvers.
I. INTRODUCTION
URING the past several decades, resolution of radar and other sensors is becoming higher and higher, which raises more complex requirements on object tracking (OT) technology [1] . Traditional object tracking technology treats the target as a point source object whose physical extension is ignored [2] . The centroid is usually used to represent the target, and its kinematical state is estimated in OT, such as position, velocity, and acceleration. This simplification is meaningful only when the physical extension can be neglected compared to the sensors' measurement error. However, considering the increasing sensor resolution, physical extension state should be estimated jointly in OT approaches, referred to as the extended object tracking (EOT) [1, [3] [4] [5] , especially when tracking relatively large size targets such as aircraft carrier and large transporter aircraft. Furthermore, when targets form a closely spaced formation, e.g. aircraft formation, it will be unable to distinguish individual target from the formation due to limited sensor capabilities and sensor-to-target geometry, so the closely spaced group objects can also be considered as extend objects [1, 3] . Data association of OT is also facing Manuscript received February 1, 2013. Li Borui is with the Department of Automation, Tsinghua University, Beijing, 100084 China, and the Navy Academy of Armament, Beijing, 100036 China (e-mail: lbr07@mails.tsinghua.edu.cn).
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Mu Chundi is with the Department of Automation, Tsinghua University, Beijing, 100084 China (e-mail: muchd@mail.tsinghua.edu.cn). challenges because extended objects will cause a highly varying number of measurements corresponding to a single extended object [3] . A number of techniques and approaches have been proposed to solve the problem of EOT, which requires estimating the physical extension and the centroid's kinematical state jointly.
Baum et al. [6] [7] [8] [9] propose a novel modeling approach to describe the physical extension, which is called Random Hypersurface Model (RHM), and then a recursive Bayesian estimator is derived. Mahler [10, 11] applies probability hypothesis density (PHD) filter and cardinalized PHD (CPHD) filter to EOT including both extended and unresolved targets. Ba-Tuong Vo et al. [12] present a mathematically strict Bayesian filter for EOT, which could reduce to CPHD filter under some assumptions when tracking a single target. Carmi et al. [13] use the Gaussian mixture model to describe the time-varying dynamic of group objects, and then a Markov chain Monte Carlo (MCMC) particle filter for multi-target tracking is obtained. Besides, multiple hypothesis tracking (MHT) is also a feasible option for EOT [14, 15] .
Koch [1, 16, 17] first proposed the random matrix based extended target tracking approach. A recursive form filter is derived within the Bayesian framework, and the final form of this random matrix based filter (RMF) is more or less similar to the standard Kalman filter. RMF describes the physical extension of the target with an ellipse, which is reasonable and plausible in many practical applications. Since symmetrical positive definite (SPD) matrices can represent all the ellipses centering at the origin, RMF uses the random SPD matrix to characterize the physical extension of the target. Furthermore, the random SPD matrix representing an ellipse is assumed to obey the Wishart-related distribution. Then Bayesian formalism can be applied to obtain a very simple filter. Feldmann [3] introduced a more accurate measurement noise distribution with respect to the target's physical extension. However, its derivation process cannot maintain within the Bayesian framework, and several approximations are applied to obtain a recursive form filter. Lan and Li [4] further improved the target's extension dynamic model and measurement noise model by describing the extension variation and observation distortion with SPD matrices A k and B k . This improvement makes sense due to the relationship between SPD matrix and ellipse, and it can be applied based on the Bayes' formula which only needs an insignificant approximation. The simulation results demonstrate the effectiveness of these above mentioned RMF approaches, but all the three approaches' estimation error of physical extension significantly increased when the target maneuvers, e.g. turning motion.
RMF approach is much simpler than other EOT approaches mentioned above which make it more promising. On the basis of RMF approach, this paper improves the extension dynamic model in [4] to make the description of the extension evolution simpler. Meanwhile, in order to improve the performance of RMF when the target maneuvers, parameter adaptive approaches for both extension dynamic model and measurement noise model are proposed based on changes of SPD matrix and ellipse. Simulation results show that the proposed adaptive RMF (ARMF) approach is effective.
I. BAYESIAN EOT USING RANDOM MATRIX
The dynamic state of an extended object is described by both the centroid's kinematical state x k and the physical extension X k , where x k is a sd×1 random vector and X k is a d×d SPD random matrix. d is the spatial dimension which is usually set to 2 or 3 in EOT, and s is the dimension of the state in one spatial dimension, e.g. s=2 means position and velocity are considered; if acceleration is also included, then s=3.
The basic idea of random matrix based EOT is to characterize the joint density [ , | ] k k k p x X Z as a product of a Gaussian density and an inverted Wishart density based on Bayes' formula: The dynamic model of x k for EOT is very similar to the models used in many Kalman-related filters:
where k k d F F I = ⊗ , " ⊗ " denotes right Kronecker product [18] , k F denotes the dynamic matrix in one spatial dimension and d I is the d×d identity matrix. The independent process noise k ω obeys the normal distribution [1] :
where ( , ) 
H denotes the measurement matrix in one spatial dimension [1] .
The Gaussian white measurement noise r k υ is independent of ( 1, 2, , )
, and its distribution is assumed as follows [4] :
where k B is a d×d SPD matrix describing the measurement distortion of extension. (5) indicates that the measurements are affect by the physical extension X k .
A. Prediction
The prediction density of x k and X k can be factorized as:
The first factor in the previous equation is assumed to have the following structure [1]:
Thus we have the prediction equations of kinematical state:
For the physical extension, the following assumptions are introduced [1, 4] : 
is a scalar parameter, and k A is a d×d SPD matrix describing the physical extension evolution.
is the Wishart density of SPD matrix X defined by: (9) is different from the assumption (10) in [4] , and it is simpler and more plausible which will be explained in next section. Therefore,
can be calculated based on (9) and (10):
where
is the "Generalized Beta Type II" probability density. In order to obtain a recursive-form estimator, an inverted Wishart distribution is used to approximate this II ( ) d ⋅ GB via first and second moment matching [1] , i.e.
Remark: (15) corrects calculation mistake of | 1
Substitution of (15) and (16) into (6) yields
,
B. Update With (1) in mind, based on (4) and (5), the likelihood function
is given by:
Substitution of (17) and (18) into (1) yields [1, 4] T T
According to properties of right Kronecker product, the product of the two Gaussian probability distribution functions (pdf) in the previous equation can be converted to [1, 4] 
Note that
B X B in order to obtain a recursive-form estimator [4] . Based on (21), (20) can be rewritten as [1, 4] :
Then the first three pdfs on the right side of the previous equation can be combined as ; , ( )
The derivation of (25) is quite similar to the corresponding content in [1] .
Finally, the Bayesian recursive estimator for EOT using random matrix, i.e. RMF, is composed of (8), (15) , (16) , (22), (23) and (25). Note that there is a very close analogy between standard Kalman filter and the kinematical part of RMF.
II. MODEL PARAMETER ADAPTIVE APPROACH
The model parameter adaptive approach acts on extension dynamic model parameter A k in (9) and measurement noise model parameter B k in (5), based on the relationship between SPD matrix and ellipsoid. The basic principle of adaptive approach when d=2 and d=3 is the same, and this section will take d =2 as example to introduce the adaptive approach.
For the convenience of discussion, the following assignments are adopted in the sequel: d=2, s=3, and [1,0,0] k H = , which means that the kinematical state in one spatial dimensional is [position, velocity, acceleration] T and only the position coordinates of the target's centroid are measured. Therefore, the ellipsoid describing the physical extension can be represented by
with x denoting the coordinates of the points on the ellipsoid.
The following three factors need to be known when determining an ellipsoid on two-dimensional (2D) plane uniquely:
1) Location: the coordinates of the ellipse's center point which is determined by the kinematical state x k .
2) Size: the length of the semi-axes which equals with the square roots of X k 's eigenvalues.
3) Orientation: the direction of the semi-axes, which can be determined by the angle between either of the semi-axes and either of coordinate axes when d=2. For example, the angle between major semi-axis and x-axis is a suitable choice, while taking the counterclockwise direction as the positive direction.
Size and orientation can be entirely determined by the physical extension X k , which also means that SPD matrices could only represent the ellipsoids centering at the origin, but all the ellipsoids centering at any position on 2D plane if combined with kinematical state x k .
According to the above analysis, an SPD matrix X k representing an ellipse should be able to be factorized as follows:
where ( ) k R ϕ is the typical rotation matrix,
∈ … is the angle between major semi-axis and x-axis describing the ellipsoid's orientation, and 
A. Extension Dynamic Model Parameter Adaption
From extension dynamic model (9) , it can be obtained that:
There is no k δ on the right side of (28), which is different from (11) in [4] . However, with (27) in mind, A k is able to cover all the possible changes in size and orientation of the ellipsoids represented by SPD matrices X k and X k-1 . Moreover, according to (15) , k δ is still incorporated in the Bayesian RMF estimator, describing the uncertainty of physical extension evolution [1] . Therefore, the improvement of (9) is reasonable and meaningful. Furthermore, since A k is also a d×d SPD matrix, it can be factorized as [20] ,1 ,2 T ( )diag( , ) ( ) Decomposing an SPD matrix X k into the product of an orthogonal matrix and V k is relatively easy in mathematics, for example, both SVD decomposition and eigenvalue decomposition can make it. However, the orthogonal matrix contains not only rotation transformation but also symmetry transform, and the form and sequence of symmetry transform are uncertain, so neither of two decompositions is applicable. Thus, the following lemma is necessary.
Lemma: If X k is an SPD matrix, then X k can be transformed to a diagonal matrix by "Givens Rotation" [20] as follows: 
Then, X k is decomposed into the structure of (27). Unfortunately, no matter '
Thus, the following limitations are needed.
At the very beginning of EOT, the initial value of extension state is chosen by
, and according to previous discuss, such 0 X is still able to cover all the possible and meaningful SPD matrices representing ellipsoids centering at the origin.
And then, we choose 
B. Measurement Noise Model Parameter Adaption
Notice that Since X k and k υ Σ are unknown, and k X is also unavailable at beginning of period k, B k is calculated according to the difference between 1
Since n k is usually not large enough, replacing 
Remark: For 3D EOT (d=3), X k can be transformed to a diagonal matrix by three "Givens Rotations", which means it requires at least three angles to determine a 3×3 SPD matrix uniquely [20] , but the basic principle of calculate 
III. SIMULATION RESULTS
The extended object scenario in [3] is simulated in this section. An aircraft carrier, which is about 300 m long and 80 m wide, starts from the origin (0,0) and moves along the trajectory on the two-dimensional plane as shown in Fig. 1 , in which three turn maneuvers are taken. The constant velocity is set to 27 knots (about 50 km/h). Within the RMF approach, the aircraft carrier's extension is characterized by an ellipse with radiuses 170 m and 40 m. The scan period T is set to 10 s. The scattering centers are assumed to distribute uniformly over the physical extension, i.e. the ellipse. The true measurement noise obeys the zero-mean Gaussian distribution with covariance matrix The following three single-model RMF approaches are compared through N m =500 Monte Carlo runs:
1) Koch's approach: the temporal decay constant τ of (28) and (29) in [1] is set to 8T.
2) Feldmann's approach: 0.5 k X R + is used as the measurement noise covariance matrix.
3) Proposed ARMF: 0.7 X stands for the mean of physical extension estimation in l th Monte Carlo run. The position RMSE of three RMFs are very close to each other and the error curve is omitted due to space limitation. The RMSE of velocity and extension are shown in Fig. 2 and Fig. 3 . The velocity RMSE of Koch's approach is larger than the others, and ARMF is able to maintain a relatively low level of velocity RMSE during the whole process. ARMF performs much better than the others in physical extension estimation, especially when the target maneuvers.
IV. CONCLUSION
The Bayesian EOT using random matrix is a very effective and simple approach to incorporate the physical extension in OT framework. This paper first reviewed the Bayesian RMF and made certain improvement and correction. After that, based on the analysis of SPD matrix decomposing, two model parameter adaptive approaches for both extension dynamic evolution and measurement noise were derived. The validity of this adaptive RMF is verified by the simulation results. ARMF is able to change model parameters adaptively when the extended object maneuvers, which results in lower estimation error of physical extension. 
