Introduction and statement of results
Let O ⊂ R n , n ≥ 2, be a compact set with C ∞ -smooth boundary Γ and connected complement Ω = R n \ O. Denote by ∆ e the elasticity operator where σ ij (v) = λ 0 ∇ · vδ ij + µ 0 ∂ x j v i + ∂ x i v j is the stress tensor, ν is the outer normal to Γ. Denote by ∆ N e the self-adjoint realization of ∆ e in Ω with Neumann boundary conditions on Γ. It was proved in [7] that for any obstacle in odd dimensional spaces there exists an infinite sequence {λ j } of resonances associated to ∆ N e such that Im λ j = O(|λ j | −∞ ). This is due to the existence of Rayleigh surface waves mooving with a speed c R > 0 strictly less than the 2 speeds in Ω, c 1 = √ µ 0 , c 2 = √ λ 0 + 2µ 0 . Moreover, for strictly convex obstacles, a large region free of resonances was obtained in [6] . This was extended in [2] for obstacles nontrapping for the Dirichlet realization, ∆ D e , of ∆ e . The purpose of this work is to obtain asymptotics of the counting function of the resonances associated to ∆ N e near the real axis for a class of obstacles including the strictly convex ones. To do so, we use the following characterization of the resonances by the complex scaling method (see [4] ). Fix a θ ∈ (0, π/2) and let Ω θ be a deformation of Ω with properties described in [4] and in particular which coincides with e −iθ R n outside a neighbourhood of O. Then z ∈ C\0, 0 < arg z < θ, is a resonance of ∆ (Ω θ ) is meromorphic in {λ ∈ C : 0 < arg λ < θ}, γ(z) is a small positively oriented circle centered at z and with no other poles in its interior. This enables us (see Sect.2) to express the multiplicity in terms of the Dirichlet-to-Neumann map, N (λ), defined as follows:
where v solves the problem
Recall that N (λ) is a meromorphic family with poles among the Dirichlet resonances. We get that if z is not a Dirichlet resonance, then mult(z) = tr (2πi)
whereȧ denotes the first derivative da/dλ. Clearly, the formula does not change if we put λ = 1/h and replace N (λ) by N (h) := hN (h −1 ). Recall next (e.g. see [6] ) that in the elliptic
cl (Γ) (see the appendix for the terminology) with a characteristic variety Σ = {ζ ∈ T * Γ; c R ζ = 1} ⊂ E. The existence of such a characteristic variety is interpreted as existence of Rayleigh waves on the boundary. To get asymptotics for the counting function of the resonances generated by Σ we need the following assumptions.
(H.2) There exist some constants C 0 ≥ 1, δ 0 , k 0 > 0 such that the elastic Dirichlet problem has no resonances in Λ = {λ ∈ C : |Im λ| ≤ |λ| −δ 0 , Re λ ≥ C 0 }, and
Note that (H.2) is fulfilled if the obstacle is nontrapping for the Dirichlet problem (see [2] ). In particular, for strictly convex obstacles it follows from the analysis in [6] . Note also that when n is odd, it suffices only to require that there are no Dirichlet resonances in some polynomial neighbourhood of the real axis, as this implies, in view of Proposition 1 in [7] , that (1.1) holds in a smaller polynomial neighbourhood of the real axis. The following assumption means that N (h) is invertible outside Σ and in the strictly convex case it follows from the results in [6] .
(Γ) be a h − ΨDO depending holomorphically on h for h −1 in a larger set of the same type as Λ with WF(χ) contained in a small neighbourhood of Σ such that N (h) := N (h) + χ is elliptic in E. Then, for h −1 ∈ Λ, the operator N (h) :
It is easy to see that the validity of (H.3) is independent of the choice of χ. See also Remark 3.2. We also need the following technical assumption. 
To prove the theorem we first show that N (h) in E minus a small neighbourhood of its boundary can be extended to an h − ΨDO, P (h) ∈ L 1,0 cl (Γ), which is selfadjoint for real h, with a principal symbol having one eigenvalue vanishing on Σ, negative in B := {ζ ∈ T * Γ; c R ζ < 1}, positive in {ζ ∈ T * Γ; c R ζ > 1}, and all the other eigenvalues positive on T * Γ. We further show that the eigenvalues {µ j (h)}, repeated according to multiplicity, of P (h) near 0 are increasing functions of h, for h small enough, so we can define an infinite sequence { λ j } ⊂ R + by µ j ( λ −1 j ) = 0. Thus, modulo some constant, the number of { λ j : λ j ≤ r} is equal to the number of the eigenvalues of P (r −1 ) in (−∞, 0] which, according to well known semi-classical asymptotics, is
The final step in the proof is to show that there exists a bijection between { λ j } and the resonances {λ j }. Acknowledgements. The authors would like to thank J. Lannes for some helpful discussions. The first author also thanks the Erwin Schrödinger institute for pleasant working conditions in October 1995.
Trace integrals for N
The purpose of this section is to prove the following Proof. Let Ω ⊂ C be an open domain and let H 1 , H 2 be two Hilbert spaces. A meromorphic function B(λ) : Ω → L(H 1 , H 2 ) will be said to be a family with finite rank singularities in Ω if near every pole λ 0 ∈ Ω, B(λ) has a Laurent expansion
with P j of finite rank and B(λ) holomorphic at λ 0 . As N (λ) (resp. N (λ) −1 ) can be expressed in terms of the Dirichlet (resp. Neumann) resolvent, N (λ) (resp. N (λ) −1 ) is a family with finite rank singularities in C θ with poles among the Dirichlet (resp. Neumann) resonances. We need the following technical lemma. Lemma 2.2. Let B(λ) be as above and let A(λ) : Ω → L(H 2 , H 1 ) be a holomorphic function. Let also γ : S 1 → Ω be a C 1 curve avoiding the poles. Then the operators
are of trace class and have the same trace.
Proof. We may replace γ by a union of closed loops around the poles inside γ, so we may assume that γ is already a small closed loop around a pole λ 0 , where (2.1) holds. Then, we can replace B(λ) by its singular part k j=1 P j (λ − λ 0 ) −j in both the integrals above, and we are reduced to the case when B(λ) is of trace class. In this case, however, the desired conclusion is immediate as we can put the traces inside the integrals and use then the cyclicity of the trace.
2
For λ ∈ C θ we can solve the inhomogeneous Dirichlet problem
where
is the Dirichlet-Green operator, and
On the other hand, it is easy to see that
Since G D is holomorphic inside γ, by (2.2), (2.3) and Lemma 2.2, we obtain
3 Study of N in the elliptic region
As we are going to use the semi-classical calculus (see the appendix for the terminology and notations) it will be more convenient to work with the semi-classical parameter h = 1/λ which will vary in L := {h ∈ C : |Im h| ≤ |h|
Then it follows from [6] 
cl (Γ) with symbols having for every choice of the local coordinates a common asymptotic expansion
in the complement of WF(χ), where
1 , and extends holomorphically in ξ to a complex neighbourhood of E such that (x, λξ) belongs to the neighbourhood whenever (x, ξ) belongs to it and λ ≥ 1. Furthermore, it follows from the Green formula for the elastic Laplacian that for real h, we have
In particular, this implies that n 0 (x, ξ) is a Hermitian matrix. Let a 1 (x, ξ) ≤ a 2 (x, ξ) ≤ ... ≤ a n (x, ξ) be its eigenvalues. Then we know (see [1] , [8] ) that a 1 (x, ξ) = a 1 (x, ξ)(c R |ξ| − 1) with a 1 smooth and a 1 , a 2 > 0 everywhere in E.
, where we can choose c with c 1 − c > 0 arbitrarily small, and which is elliptic away from Σ. The only difficulty in doing so is to extend n 0 (x, ξ) to the whole T * Γ. Let c 0 ∈ (c R , c 1 ) and put Σ 0 = {(x, ξ) ∈ T * Γ : c 0 |ξ| = 1}. For any ρ ∈ Σ 0 , let γ(ρ) ∈ P n−1 be the point corresponding to the eigenspace of n 0 (ρ) associated with the (unique) negative eigenvalue a 1 (ρ). Obviously, γ : Σ 0 → P n−1 is continuous. Now, according to [3] , under the assumption (H.4), γ has a continuous extension γ : B 0 → P n−1 , where B 0 = {(x, ξ) ∈ T * Γ : c 0 |ξ| ≤ 1}. We will think of γ(ρ) as a 1-dimensional subspace of C n . Extend a 1 to a continuous function a 1 (ρ) < 0 on B 0 . Then it is clear that we can extend n 0 to a continuous function n 0 on B 0 with values in the Hermitian matrices such that n 0 (ρ) maps γ(ρ) (and hence also γ(ρ) ⊥ ) into itself, such that n 0 (ρ) = a 1 (ρ)I on γ and n 0 (ρ) > 0 on γ(ρ)
⊥ . This means that we have found a continuous extension n 0 of n 0 from T * Γ \ B 0 to the whole T * Γ such that n 0 has one eigenvalue < 0 in B 0 while the other eigenvalues are > 0. After decreasing c 0 arbitrarily little and regularizing, we may assume that n 0 is C ∞ . The lower symbols are much easier to handle. Thus we get an h − ΨDO, P ∈ L 1,0 cl (Γ) with leading symbol n 0 , depending holomorphicaly on h with the following properties:
In what follows we will use the notations n 0 and a 1 for the principal symbol of P and its first eigenvalue, respectively. By well known results on the semi-classical eigenvalue assymptotics, if ε 0 > 0 is small enough, then for real h, the number of the eigenvalues of P in (−∞, ε 0 ] is
Moreover N (h) depends holomorphically on h ∈ L and is invertible when h −1 is not a resonance, so N (h) is of index 0 for all h. Therefore, whenever N (h) has a bounded left or right inverse, that inverse is two sided. This remark also applies to the operator N (h) introduced in the assumption (H.3). Remark 3.2 Assuming (H.1), (H.2) and that h 0 in the definition of L is small enough, the following assumption is equivalent to (H.3), where χ 0 ∈ L 0,0 cl is elliptic near Σ and with WF(χ 0 ) contained in a small neighbourhood of Σ:
The proof is easy and we will only indicate how to get (H.3) from (H.3 ). In E we can construct a microlocal parametrix for N (h) and it follows that if χ ∈ L 0,0 cl and WF(χ) ⊂ E, then for any N 0 > 0:
Here we use for simplicity the natural h-dependent Sobolev norms discussed in the appendix. Assume in addition that WF(I − χ) is compact and disjoint from Σ and even disjoint from WF(χ 0 ) in (H.3 ). Applying (H.3 ) to (I − χ)u we get
and (using a new χ) [N (h), χ]u H −1/2 can be estimated by the RHS of (3.6). Using this in (3.7) and adding (3.6) and (3.7), we get
so with N 0 > k 1 and h 0 sufficiently small, we finaly deduce
Then N (h) has a left inverse which, according to Remark 3.1, is also a right inverse and (H.3) follows.
Positivity ofṖ
In this section we will study P for real h only. Notice first that if h-derivatives are denoted by points,Ṗ ∈ L 1,1 (Γ) with principal symbol h
where ν = ξ · ∇ ξ . We are going to study ν(n 0 ) in a neighbourhood of Σ. Recall that the first eigenvalue a := a 1 of n 0 vanishes on Σ, and moreover it is easy to see that ν(a) > 0 there. Let π(x, ξ) be the spectral projection associated to a. Then there exists a smooth matrix-valued function q(x, ξ), q > 0, [q, π] = 0, such that
Differentiating the identity π 2 = π, we get
Applying π to the left and to the right yields πν(π)π = 0, so
Using this in (4.3), we get
Since ν(a) > 0, it follows that in sense of Hermitian matrices
for some constant C > 0, and using that q > 0 we obtain
with a new constant C > 0. Outside a neighbourhood of Σ we do not know the sign of ν(n 0 ) any more, but we can here use that n 0 is elliptic, and (4.6) can be globalized to
, ∆ being the Laplace operator on Γ, so that hD has the principal symbol ξ and is selfadjoint for real h. Then, combining (4.1) and (4.7), we get hṖ + CP hD
In the remainder of this section we will derive from (4.8) that the eigenvalues of P near 0 are increasing functions of h. In the next section we will use (4.8) to show the invertibility of P (h) when Im h = 0. From now on we equip the Sobolev spaces H s with the h-dependent norm
. be the eigenvalues of P (h) repeated according to multiplicity. The domain of P is H 1 and from the fact thatṖ = O(h −1 ) :
is a locally Lipschitz function in h whose a.e. defined derivative satisfies
We also want a lower bound of the same type. Assume for h = h 1 (small) that µ k (h 1 ) is of multiplicity m and let F (h 1 ) be the corresponding m-dimensional spectral subspace. For h close to h 1 , we have precisely m eigenvalues close to µ k (h 1 ) and we let F (h) be the corresponding spectral subspace. Let h 2 > h 1 be close to h 1 and let e(h 2 ) ∈ F (h 2 ) be a normalized eigenvector with associated eigenvalue µ k (h 2 ). We then extend it to e(h) for h ∈ [h 1 , h 2 ] as the unique smooth function of h in F (h) withė(h) ∈ F (h) ⊥ . Trivially e(h 1 ) will be an eigenvector of P (h 1 ) with eigenvalue µ k (h 1 ). We have
), e(h) = hṖ (h)e(h), e(h) . (4.10)
Restricting the attention to the eigenvalues in [−δ, δ] for δ > 0 small enough, we have P (h)e(h) ≤ δ, and (4.8) gives
hṖ (h)e(h), e(h) ≥ C −1 hD e(h), e(h)
Using (4.11) in (4.10) and integrating between h 1 and h 2 , we get
By (4.9) and (4.12), we conclude that the a.e. defined derivative of µ k (h) ∈ [−δ, δ], with δ > 0 small enough, satisfies
with some constant C > 0. Fix a h 0 > 0 small enough. Since µ k (h) decreases when h decreases, as soon as
) of the intervals I k,p and we conclude that the union of all such I k,p is a union of at most O( h −n+1 ) disjoint intervals J k,p , where each J k,p is of length at most O( h p−n+2 ). Varying h, we get
Trace integrals for P
We will now work with h ∈ L. Assuming h 0 sufficiently small we will first prove the following Lemma 5.1. If Im h = 0, the inverse P (h) −1 : H s → H s+1 exists and
Proof. Without loss of generality we may suppose that Im h > 0. We have with h 1 = Re h:
and using (4.8) and the estimate on r, we get
Assuming h 0 sufficiently small, the last term can be absorbed, and we obtain
Here
and hence from (5.1):
The last term can be absorbed as before and we get
This gives with a new constant C > 0:
In other words, P (h) : H 1/2 → H −1/2 has a bounded left inverse of norm O(h 1 /|Im h|). Since P (h) * = P (h), the adjoint of the left inverse of P (h) is a right inverse of P (h), so we see that P (h) : H 1/2 → H −1/2 has a two sided inverse of norm O(h 1 /|Im h|). To prove the lemma for any s we will use that P is elliptic outside Σ. Let χ ∈ L −∞,0 have its WF in a small neighbourhood of Σ so that M = P + χ is elliptic. It is easy to see that
Using this in (5.3) together with the fact that the lemma holds for s = −1/2, we obtain the lemma in general.
Let J k,p be one of the intervals in Ω p given in Proposition 4.1. Let γ k,p be the piecewise smooth simple positively oriented loop given by the four segments: Re h ∈ J k,p , Im h = ±(Re h) p+1 and Re h ∈ ∂J k,p , |Im h| ≤ (Re h) p+1 .
Proposition 5.2. For every h ∈ γ k,p , the inverse P (h) −1 : H s → H s+1 exists and
Proof. Let h 1 ∈ (0, h 0 ] \ Ω p , so that by Proposition 4.1,
By the same argument as in the end of the proof of Lemma 5.1 we derive from this
first for |Im h| h 2
we define the multiplicity of h k to be the multiplicity of µ k as eigenvalue. In the remainder of this section we will prove the following Proposition 5.3. Let γ ⊂ L be a closed positively oriented C 1 curve without self intersections which avoids the points h k . Then
is equal to the number of h k inside γ.
Proof. Fix an h k and assume that the multiplicity of h k is m so that
For h close to h k , let F (h) be the spectral subspace corresponding to the eigenvalues µ k−m 1 (h), ..., µ k+m 2 (h). Then dim F (h) = m and F (h) is also well defined for h in a small complex neighbourhood of h k and depends holomorphically on h. Let e 1 (h), ..., e m (h) be a basis in F (h) which depends holomorphically on h and which is orthonormal for real h.
depends holomorphically on h and has the inverse
which is also holomorphic in h. Moreover, −E −+ (h) is simply P (h)| F (h) , expressed in the basis e 1 (h), ..., e m (h). In particular, the eigenvalues of −E −+ (h) are µ k−m 1 (h), ..., µ k+m 2 (h). Each of these eigenvalues is ∼ (h − h k )/h k both in sign and size (for h real). Therefore
Let γ be a sufficiently small positively oriented circle centered at h k and consider
Note that it follows from the formula
, where E(h) is holomorphic inside γ and E + , E − are of finite rank, that P (h) −1 is a Fredholm family, so I γ is well defined and
we get
By (5.6), (5.7) and the cyclicity of the trace, we obtain
HereṘ + E + is holomorphic inside γ, so the corresponding integral vanishes. The same holds for the last integral in (5.8) since tr E −1
−+ E −Ṙ− E −+ = tr E −Ṙ− . We then have in view of (5.5), 9) which is the desired result for this simple curve γ. It is now immediate to extend this for a general curve γ. 6 Relationship between the trace integrals for P and N
In this section we will compare the trace integrals that we have already studied in the preceding sections. Before doing so, however, we will prove the following Proposition 6.1. For every h ∈ γ k,p , the inverse N (h) −1 : H s → H s+1 exists and
Proof. In view of Proposition 5.2, it suffices to take h varying in a subset of {h ∈ L : |h| ≤ h 0 } where P (h) −1 exists and is of norm
is disjoint from Σ. Let M be an elliptic h − ΨDO whose symbol coincides (modulo S −∞,−∞ ) with that of P outside some sufficiently small neighbourhood of Σ. Then from (5.3) we get
We can treat N −1 in the same way, N being defined in (H.3). Let
1 }. Choose M as above, so that the symbols of M and N , both operators having well defined symbols in |ξ| > c 
Replacing P by N in (5.3) we then get
Let χ ∈ L −∞,0 with WF(χ) contained in a small neighbourhood of Σ. Now we are going to show that the operator
is an approximative right inverse of N . We have
3), assuming of course that the symbols of N and N coincide outside a sufficiently small neighbourhood of Σ in the elliptic region. Let χ ∈ L −∞,0
By inversion of a Neumann series we then get a right inverse which, according to Remark 3.1, is a two sided inverse and the desired result follows. 2
It follows from Propositions 6.1 and 5.2, and the analysis above, that
. By (6.4) and (6.5) we have with a fixed h ∈ γ k,p :
Here we have used that we can take χ holomorphic in h, so that the contributions from the first term in the right hand sides of (6.4) and (6.5) vanish. 
By skillfully patching together different l p we get Proposition 6.3. If h 0 > 0 is suitably chosen, there is a bijection l from the set of h k in (0, h 0 ], counted with multiplicity, into the set of the inverse resonances in {h ∈ L : |h| ≤ h 0 }, counted with multiplicity, such that for every p > 0:
to introduce the notion of wave front, WF(A), of an operator A ∈ L m,k (Γ). Let T * Γ be the compactification of T * Γ by adding {(x, ∞ξ) : (x, ξ) ∈ S * Γ} S * Γ as a natural boundary ( T * Γ is then homeomorphic to {(x, ξ) ∈ T * Γ : |ξ| ≤ 1}). If ρ ∈ T * Γ, we say that ρ ∈ WF(A) if the symbol of A, for some choice of local coordinates near the projection of ρ, is of class Now we are going to extend the above notions to complex h. More precisely we will work in the domain {h ∈ C : 0 < |h| ≤ h 0 , |Im h| ≤ |h| 1+δ 0 }, (A.1) where δ 0 > 0 and h 0 > 0 is small enough. Clearly, we may assume that arg h ∈ (−π/2, π/2). Then hD s is a well defined operator and we can still define the h-dependent Sobolev spaces. Moreover, the norms hD where the function r → a j (x, rξ) has a holomorphic extension to 1/2 ≤ |r| ≤ 2, | arg r| ≤ ε 0 , for x ∈ U, ξ ∈ R n−1 , |ξ| ≥ C j,U > 0. Moreover, we assume that this extension, which we can also denote by a j (x, rξ), is of class S m−j 1,0 in U × {ξ ∈ R n−1 : |ξ| ≥ C j,U }. For |ξ| ≤ 2C j,U , let a j (x, ξ) denote an almost analytic extension so that∂ ξ a j (x, ξ) is O(|Im ξ| ∞ ). Then for (1 + ε)C j,U ≤ |ξ| ≤ (2 − ε)C j,U , and r as above, we have a j (x, rξ) − a j (x, rξ) = O(|Im r| ∞ ). (A.3)
Pasting together a j (x, rξ) and a j (x, rξ), by means of a cutoff χ(x, rξ), we get an extension a j (x, rξ) of a j (x, rξ) to x ∈ U, ξ ∈ R n−1 , 1/2 ≤ |r| ≤ 2, | arg r| ≤ ε 0 , such thatâ j (·, r·) is a C ∞ function of r with values in the class S m−j 1,0 , with ∂râ j (x, rξ) = O(|Im r| ∞ ), 0 for |ξ| ≥ 2C j,U , so that ∂râ j (x, rξ) = O(|Im r| ∞ ) in S −∞ 1,0 . As an extension of a j (x, hD), 0 < h ≤ h 0 , we now takeâ j (x, hD) for h in the set (A.1). We have ∂hâ j (x, hξ) = h 1 ∂ ∂(h/h 1 )â j (x, (h/h 1 ) h 1 ξ),
where we let h 1 > 0 be h-independent, so that ∂hâ j (x, hξ) = h 1 O((h Remark A.2. It is easy to see that if ρ ∈ WF(A), then ρ ∈ WF(B), ρ ∈ WF(C).
