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Abstract
The 2-Opt heuristic is a simple improvement heuristic for the Traveling Salesman Prob-
lem. It starts with an arbitrary tour and then repeatedly replaces two edges of the tour
by two other edges, as long as this yields a shorter tour. We will prove that for euclidean
Traveling Salesman Problems with n cities the approximation ratio of the 2-Opt heuristic
is Θ(logn/ log logn).
keywords: traveling salesman problem; metric TSP; euclidean TSP; 2-Opt; approximation algo-
rithm
1 Introduction
The Traveling Salesman Problem (TSP) is one of the best studied problems in combinatorial
optimization. Given n cities and their pairwise distances the task is to find a shortest tour that
visits each city exactly once. This problem is NP-hard [5] and it is even hard to approximate
to a factor that is polynomial in n [9].
In the euclidean TSP the cities are points in R2 and the distance function is the euclidean
distance between the points. The euclidean TSP is also NP-hard [8] but it allows a polynomial
time approximation scheme [1]. Euclidean Traveling Salesman Problems often appear in prac-
tice and they are usually solved using some heuristics. One of the simplest of these heuristics
is the 2-Opt heuristic. It starts with an arbitrary tour and then repeatedly replaces two edges
of the tour by two other edges, as long as this yields a shorter tour. The 2-Opt heuristic stops
when no further improvement can be made this way. A tour that the 2-Opt heuristic cannot
improve is called 2-optimal.
On real-world instances the 2-Opt heuristic achieves surprisingly good results (see e.g.
Bentley [2]). Despite of its simplicity the approximation ratio of the 2-Opt heuristic for eu-
clidean TSP was not known so far. In 1999, Chandra, Karloff, and Tovey [3] proved a lower
bound of c · lognlog logn for some constant c > 0 and an upper bound of O(log n) on the approxima-
tion ratio of the 2-Opt heuristic for euclidean TSP. This leaves a gap of factor log log n between
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the best known upper and lower bound for the approximation ratio of the 2-Opt heuristic for
euclidean TSP. Our main result closes this gap up to a constant factor:
Theorem 1. The approximation ratio of the 2-Opt heuristic for euclidean TSP instances with
n points is Θ(log n/ log log n).
Related Results. The euclidean TSP is a special case of the metric TSP, i.e., the Traveling
Salesman Problem where the distance function satisfies the triangle inequality. For the metric
TSP the 2-Opt heuristic has approximation ratio
√
n/2 [6]. A very special case of the metric
TSP is the 1-2-TSP. In this version all edge lengths have to be 1 or 2. For the 1-2-TSP the
approximation ratio of the 2-Opt heuristic is 3/2 [7].
The 2-Opt heuristic naturally extends to the so called k-Opt heuristic where in each it-
eration k edges of a tour are replaced by k other edges. For euclidean TSP Zhong [10] has
shown that Ω(log n/ log log n) is a lower bound for the k-Opt heuristic. Therefore, Theorem 1
immediately implies:
Corollary 2. The approximation ratio of the k-Opt heuristic for euclidean TSP instances with
n points is Θ(log n/ log log n).
Organization of the paper. The result of Chandra, Karloff, and Tovey [3, Theorem 4.4]
mentioned above shows that Ω(log n/ log log n) is a lower bound for the 2-Opt heuristic for
euclidean TSP. To prove Theorem 1 it remains to prove the upper bound O(log n/ log log n).
We proceed as follows. First we will present in Section 2 some properties of euclidean 2-
optimal tours. In Section 2.1 we will prove Theorem 1 by reducing it to the special case where
no intersections between the edges of an optimal tour and the edges of a 2-optimal tour exist.
In this special case we will show that we can partition the edge set of a 2-optimal tour into five
sets that are each in some sense orientation preserving with respect to an optimal tour. The
main step then is to prove that for each of these five sets we can bound the total edge length by
O(log n/ log log n) times the length of an optimal tour. To achieve this we will relate optimal
tours and subsets of the edge set of a 2-optimal tour to some weighted arborescences. For these
weighted arborescences we will provide in Section 3 some bounds for the edge weights. These
results then will allow us in Section 4 to finish the proof of Theorem 1.
2 Euclidean TSP and 2-Optimal Tours
An instance of the euclidean TSP is a finite subset V ⊂ R2. The task is to find a polygon of
shortest total edge length that contains all points of V . Note that by our definition a euclidean
TSP instance cannot contain the same point multiple times. In the following we will denote
the cardinality of V by n.
For our purpose it is often more convenient to state the euclidean Traveling Salesman
Problem as a problem on graphs. For a given point set V of a euclidean TSP instance we
take a complete graph on the vertex set V , i.e., the graph G = (V,E) where E is the set of
all 12n(n − 1) possible edges on V . We assign the euclidean distance between the vertices in
G by a function c : E(G) → R>0. A tour in G is a cycle that contains all the vertices of G.
The length of a tour T in G is defined as c(T ) :=
∑
e∈E(T ) c(e). An optimal tour is a tour of
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minimum length among the tours in G. Thus we can restate the euclidean TSP as a problem
in graphs: Given a complete graph G = (V,E) on a point set V ⊂ R2 and a euclidean distance
function c : E(G) → R>0, find an optimal tour in G. Throughout this paper we will use the
geometric definition of the euclidean TSP and the graph theoretic version of the euclidean
TSP simultaneously. Thus, a tour for a euclidean TSP instance V ⊆ R2 can be viewed as
a polygon in R2 as well as a cycle in a complete graph on the vertex set V with euclidean
distance function.
Let c : E(G) → R>0 be a weight function for the edges of some graph G = (V,E).
To simplify notation, we will denote the weight of an edge {x, y} ∈ E(G) simply by c(x, y)
instead of the more cumbersome notation c({x, y}). For subsets F ⊆ E(G) we define c(F ) :=∑
e∈F c(e). We extend this definition to subgraphs H of G by setting c(H) := c(E(H)).
The distance function c of a euclidean TSP instance G = (V,E) satisfies the triangle
inequality. Therefore we have for any set of three vertices x, y, z ∈ V (G):
c(x, y) + c(y, z) ≥ c(x, z). (1)
The 2-Opt heuristic repeatedly replaces two edges from the tour by two other edges such
that the resulting tour is shorter. Given a tour T and two edges {a, b} and {x, y} in T , there
are two possibilities to replace these two edges by two other edges. Either we can choose the
pair {a, x} and {b, y} or we can choose the pair {a, y} and {b, x}. Exactly one of these two
pairs will result in a tour again. Without knowing the other edges of T , we cannot decide
which of the two possibilities we have to choose. Therefore, we will assume in the following
that the tour T is an oriented cycle, i.e., the edges of T have an orientation such that each
vertex has exactly one incoming and one outgoing edge. Using this convention, there is only
one possibility to exchange a pair of edges such that the new edge set is a tour again: two
directed edges (a, b) and (x, y) have to be replaced by the edges (a, x) and (b, y). Note that to
obtain an oriented cycle again, one has to reverse the direction of the segment between b and
x, see Fig. 1.
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Figure 1: An oriented TSP tour (left) and the tour obtained after replacing the edges (a, b)
and (x, y) with the edges (a, x) and (b, y) (right). The orientation of the tour segment between
the vertices b and x has been reversed in the new tour.
A TSP tour T is called 2-optimal if for any two edges (a, b) and (x, y) of T we have
c(a, x) + c(b, y) ≥ c(a, b) + c(x, y) (2)
We call inequality (2) the 2-optimality condition.
If (a, b) and (x, y) are two edges in a tour T that violate the 2-optimality condition, i.e.,
they satisfy the inequality c(a, x) + c(b, y) < c(a, b) + c(x, y), then we can replace the edges
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(a, b) and (x, y) in T by the edges (a, x) and (b, y) and get a strictly shorter tour. We call
this operation of replacing the edges (a, b) and (x, y) in T by the edges (a, x) and (b, y) an
improving 2-move. Thus, the 2-Opt heuristic can be formulated as follows:
2-Opt Heuristic (V ⊆ R2)
1 start with an arbitrary tour T for V
2 while there exists an improving 2-move in T
3 perform an improving 2-move
4 output T
We call a euclidean TSP instance V ⊂ R2 degenerate if there exists a line in R2 that
contains all points of V . Otherwise we call the instance non-degenerate.
It is easily seen that in a degenerate euclidean TSP instance a 2-optimal tour is also an
optimal tour:
Proposition 3. In a degenerate euclidean TSP instance a 2-optimal tour is an optimal tour.
Proof. Let V ⊆ R2 be a degenerate euclidean TSP instance. Let c : V × V → R be the
euclidean distance between two points in V . Then there exist two points a, b ∈ V such that
the straight line segment S from a to b contains all points of V . The length of an optimal TSP
tour for V is 2 ·c(a, b). Assume there exists a 2-optimal TSP tour T that is not optimal. Orient
the tour T . Then there must exist a point in S \ V that is contained in at least three edges of
the tour T and therefore there must exist a point in S \V that is contained in two edges (v,w)
and (x, y) of T that are oriented in the same direction. This contradicts the 2-optimality of T
as c(u, x) + c(w, y) < c(v,w) + c(x, y).
Because of Proposition 3 we may assume in the following that we have a non-degenerate
euclidean TSP instance.
Let T be a tour in a euclidean TSP instance. Each edge of T corresponds to a closed line
segment in R2. A tour in a euclidean TSP instance is called simple if no two edges of the
tour intersect in a point that lies in the interior of at least one of the two corresponding line
segments. For 2-optimal tours in euclidean TSP instances we have the following simple but
very important result.
Lemma 4. (Flood 1956 [4]) In a non-degenerate euclidean TSP instance a 2-optimal tour is
simple.
2.1 Crossing Free Pairs of Tours
Let T be an optimal tour and T ′ be a 2-optimal tour in a euclidean TSP instance. By
Lemma 4 we know that both tours are simple. In the following we want to justify a much
stronger assumption. Two edges e ∈ E(T ) and f ∈ E(T ′) cross if e and f intersect in exactly
one point in R2 and this point is in the interior of both line segments. We say that two tours
T and T ′ are crossing free if there does not exist a pair of crossing edges. See Fig. 2 for an
example of an optimal tour and a 2-optimal tour that have three crossing pairs of edges.
To prove Theorem 1 it will be enough to prove it for the special case of crossing free tours:
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Theorem 5. Let V ⊆ R2 with |V | = n be a non-degenerate euclidean TSP instance, T an
optimal tour for V and S a 2-optimal tour for V . If T and S are crossing free then the length
of S is bounded by O(log n/ log log n) times the length of T .
Figure 2: A euclidean TSP instance with an optimal tour (red edges) and a 2-optimal tour
(dashed green edges). Both tours shown in the left picture are simple but there are three pairs
of crossing edges. The tours can be made crossing free by adding three vertices (blue points
in the right picture) to the instance.
The proof of Theorem 5 will be presented in Section 4. Here we show how Theorem 5
allows to prove Theorem 1. For this we describe a method to transform a pair of tours into a
crossing free pair of tours.
Let V ⊆ R2 be a euclidean TSP instance and T be a tour for V . We say that V ′ ⊆ R2 is
a subdivision for (V, T ) if V ⊂ V ′ and V ′ is a subset of the polygon T . The set V ′ induces a
new tour T ′ which results from the tour T by subdividing the edges by points in V ′ \ V . Note
that T and T ′ constitute the same polygon. Therefore we have:
Proposition 6. Let V ⊆ R2 be a euclidean TSP instance and T be an optimal tour. If V ′ is
a subdivision for (V, T ) then the tour T ′ induced by V ′ is an optimal tour for V ′.
Subdividing a tour not only preserves the optimality but it also preserves the 2-optimality:
Lemma 7. Let V ⊆ R2 be a euclidean TSP instance and T be a 2-optimal tour. If V ′ is a
subdivision for (V, T ) then the tour T ′ induced by V ′ is a 2-optimal tour for V ′.
Proof. Let us assume that the tour T ′ is oriented and that (x′, y′) and (a′, b′) are two edges
of T ′. We have to prove that these two edges satisfy the 2-optimality condition (2). As T ′
is a subdivision of the 2-optimal tour T we know that there exist edges (x, y) and (a, b) in T
such that the line segment a′b′ is contained in the line segment ab and the line segment x′y′ is
contained in the line segment xy. The 2-optimality of T implies
c(a, b) + c(x, y) ≤ c(a, x) + c(b, y).
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Using this inequality and the triangle inequality we get:
c(a′, b′) + c(x′, y′) = c(a, b) − c(a, a′)− c(b, b′) + c(x, y)− c(x, x′)− c(y, y′)
≤ c(a, x) − c(a, a′)− c(x, x′) + c(b, y)− c(b, b′)− c(y, y′)
≤ c(a′, x′) + c(b′, y′).
Now we are able to reduce Theorem 1 to Theorem 5:
Proof of Theorem 1: Let V ⊆ R2 be a euclidean TSP instance with |V | = n, T be an optimal
tour for V and S be a 2-optimal tour for V . By Proposition 3 we may assume that V is non-
degenerate. Let V ′ ⊆ R2 be the set of points obtained by adding to V all crossings between
pairs of edges in T and S. Denote the cardinality of V ′ by n′. Let T ′ and S′ be the tours
induced by V ′ for T and S. Then by Proposition 6 and by Lemma 7 we know that T ′ has the
same length as T and is an optimal tour for V ′ and S′ has the same length as S and is a 2-
optimal tour for V ′. Now Theorem 5 implies that the length of S is at most O(log n′/ log log n′)
times the length of T . It remains to observe that there can be at most O(n2) crossings between
edges in T and S and therefore log n′/ log log n′ = O(log n/ log log n).
Figure 3: A euclidean TSP instance with an optimal tour T (red edges) and a 2-optimal tour
(blue edges) that are crossing free. The edges of the 2-optimal tour are partitioned into the
edges lying in the interior of T (solid blue lines), the edges that lie in the exterior of T (dotted
blue lines), and the edges that are part of T (dashed blue edges).
2.2 Partitioning the Edge Set of a 2-Optimal Tour
Let V ⊆ R2 be a non-degenerate euclidean TSP instance, T be an optimal tour and S be a
2-optimal tour such that S and T are crossing free. As S and T are simple polygons and S
and T are crossing free we can partition the edge set of S into three sets S1, S2, and S3 such
that all edges of S1 lie in the interior of T , all edges of S2 lie in the exterior of T and all edges
of S3 are edges in T (see Fig. 3). More precisely, an edge {a, b} ∈ S belongs to S1 resp. S2
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Figure 4: The edge e = (x, y) of the 2-optimal tour (blue edges) defines the set S′1 of all green
marked edges in the interior of the optimal tour T (red edges).
if the corresponding open line segment ab completely lies in the interior resp. exterior of the
polygon T . The set S3 contains all the edges of S that are subsets of the polygon T .
By definition and because of Proposition 3 and Lemma 4 we know that the edges in S3 are
at most as long as the edges in T . To bound the total length of all edges in S1 in terms of the
length of T we proceed as follows: Fix some orientation of the tour S. We may assume that S1
contains at least two edges as otherwise by the triangle inequality the length of T is an upper
bound for the length of the edges in S1. Choose an edge e = (x, y) from S1 such that one of
the two x-y-paths in T does not contain in its interior the endpoints of any other edge in S1
(see Fig. 4).
Let T[x,y] be the x-y-path in T that contains the endpoints of all other edges in S1. The
path T[x,y] is unique if we assume |S1| ≥ 2. Then we define the set S
′
1 to contain all edges from
S1 that are “compatible” with T[x,y] in the following sense:
S′1 := {(a, b) ∈ S1 : the x-b-path in T[x,y] contains a}.
In Fig. 4 for the chosen edge e = (x, y) the edges in S′1 are marked green.
All edges in S1 that are oriented in the “wrong” way with respect to T[x,y] define the set
S′′1 , i.e., we have S
′′
1 := S1 \ S
′
1. In a similar way we can define sets S
′
2 and S
′′
2 with respect to
some edge f ∈ S that lies in the exterior of T . We want to prove that for each of the four sets
S′1, S
′′
1 , S
′
2, S
′′
2 we can bound the total length of all edges by O(log n/ log log n) times the length
of T . To achieve this we will reduce the problem to a problem in weighted arborescences.
3 The Arborescence Lemmas
The key step in bounding the length of a 2-optimal tour with respect to the length of an optimal
tour are the following lemmas on some properties of weighted arborescences. An arborescence
A = (V,E) is a connected directed acyclic graph that satisfies |δ−(x)| ≤ 1 for all x ∈ V (A).
Each arborescence has exactly one root r which is the unique vertex r ∈ V (A) with δ−(r) = ∅.
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For an arborescence A with root r we say that A is rooted at r. For an arborescence A = (V,E)
and an edge e = (x, y) ∈ E(A) we denote by Ae the sub arborescence rooted at x that contains
the edge e and all descendants of y, see Fig. 5 for an example.
r
e
Figure 5: An arborescence A with root r. Shown in red is the sub arborescence Ae defined by
the edge e.
Let A = (V,E) be an arborescence with weight functions w : E(T )→ R≥0 and c : E(T )→
R≥0. We say that A has property (∗) if for each edge (x, y) ∈ E(A) we have
2 · max
f∈δ+(y)
c(f) ≤ w(x, y) − c(x, y) +
∑
g∈δ+(y)
c(g) (∗)
Lemma 8. Let A = (V,E) be an arborescence with weight functions w : E(T ) → R≥0 and
c : E(T ) → R≥0 that has property (∗). For some fixed number k ∈ R>0 define E
′ := {(x, y) ∈
E(A) : maxf∈δ+(y) c(f) >
1
k · c(x, y)}. Then we have:∑
(x,y)∈E′
c(x, y) ≤
k
2
· w(E(A)).
Proof. By definition of E′ and using property (∗) we have for each edge (x, y) ∈ E′:
2
k
· c(x, y) < 2 · max
f∈δ+(y)
c(f) ≤ w(x, y) − c(x, y) +
∑
g∈δ+(y)
c(g).
Adding this inequality for all (x, y) ∈ E′ and using that the left hand side and therefore also
the right hand side of inequality (∗) is non-negative we get:
2
k
·
∑
(x,y)∈E′
c(x, y) <
∑
(x,y)∈E′

w(x, y) − c(x, y) + ∑
g∈δ+(y)
c(g)


≤
∑
(x,y)∈E(A)

w(x, y)− c(x, y) + ∑
g∈δ+(y)
c(g)


≤ w(E(A))
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Let A = (V,E) be an arborescence with weight functions w : E(T )→ R≥0 and c : E(T )→
R≥0. In the following we want A to satisfy two additional conditions:
c(e) ≤ w(Ae) for all e ∈ E(A) (3)
and
c(e) ≤ w(e) +
∑
f∈δ+(y)
c(f) for all e ∈ E(A). (4)
For a fixed number k ∈ R>0 and a number r ∈ R≥0 we define the edge set Er ⊆ E(A) as
follows:
Er :=
{
e = (x, y) ∈ E(A) : r < c(e) ≤
k
4
· r and c(f) ≤
1
k
· c(e) ∀f ∈ δ+(y)
}
(5)
Lemma 9. Let A = (V,E) be an arborescence with weight functions w : E(T ) → R≥0 and
c : E(T )→ R≥0 that has property (∗) and in addition satisfies conditions (3) and (4). Let Er
be defined as in (5). Then we have:
c(Er) ≤ 2 · w(A).
Proof. Let e = (x, y) ∈ Er. We first prove by induction on the cardinality of E(Ae) ∩ Er:
w(Ae) ≥ c(e) +
∑
f∈E(Ae)∩Er\{e}
(
c(f)−
r
4
)
(6)
We start with the case |E(Ae) ∩ Er| = 1. In this case we have E(Ae) ∩ Er = {e} and
therefore E(Ae) ∩ Er \ {e} = ∅. Inequality (6) then states w(Ae) ≥ c(e) which holds because
condition (3) is satisfied by the assumption of the lemma.
Now assume that |E(Ae) ∩Er| > 1 and that inequality (6) holds for all edges f ∈ Er with
|E(Af )∩Er| < |E(Ae)∩Er|. From the definition of the set Er we get for each edge f ∈ δ
+(y):
c(f) ≤
1
k
· c(e) ≤
1
k
·
k
4
· r =
r
4
(7)
We define the following two sets of edges:
X := {f ∈ δ+(y) : E(Af ) ∩ Er = ∅}
and
F := {f ∈ Er ∩ E(Ae) \ {e} : no edge h ∈ Er lies on a path from f to e in A}
For each edge f ∈ δ+(y) we either have E(Af ) ∩ Er = ∅ or E(Af ) ∩ Er 6= ∅. In the first case
the edge f belongs to the set X. In the second case at least one edge from Af belongs to F .
Thus we have
|F |+ |X| ≥ |δ+(y)| ⇒ |δ+(y) \X| ≤ |F |. (8)
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By the induction hypothesis inequality (6) holds for each edge f ∈ F and we can now prove
inequality (6) for the edge e:
w(Ae) ≥
∑
f∈F
w(Af ) +
∑
f∈X
w(Af ) + w(e)
(3)
≥
∑
f∈F
w(Af ) +
∑
f∈X
c(f) + w(e)
(4)
≥
∑
f∈F
w(Af ) + c(e)−
∑
f∈δ+(y)\X
c(f)
(7)
≥
∑
f∈F
w(Af ) + c(e)−
∑
f∈δ+(y)\X
r
4
(8)
≥
∑
f∈F
(
w(Af )−
r
4
)
+ c(e)
(6)
≥
∑
f∈F

c(f) + ∑
g∈E(Af )∩Er\{f}
(
c(g) −
r
4
)
−
r
4

+ c(e)
= c(e) +
∑
f∈E(Ae)∩Er\{e}
(
c(f)−
r
4
)
By definition of the set Er we have for each edge f ∈ Er:
1
2
· c(f) ≥
r
4
⇒ c(f)−
r
4
≥
1
2
· c(f) (9)
Inequality (6) therefore implies
w(Ae) ≥ c(e) +
∑
f∈E(Ae)∩Er\{e}
(
c(f)−
r
4
)
≥
∑
f∈E(Ae)∩Er
(
c(f)−
r
4
)
(9)
≥
∑
f∈E(Ae)∩Er
(
1
2
· c(f)
)
=
1
2
· c(E(Ae) ∩ Er)
Now choose a minimal set of edges e1, e2, . . . ∈ Er such that Er ⊆
⋃
iE(Aei). Then
w(A) ≥ w(
⋃
i
E(Aei)) =
∑
i
w(E(Aei)) ≥
1
2
·
∑
i
c(E(Aei) ∩ Er) =
1
2
· c(Er)
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Lemma 10. Let A = (V,E) be an arborescence with weight functions w : E(T ) → R≥0 and
c : E(T )→ R≥0 that has property (∗) and in addition satisfies conditions (3) and (4). Moreover
we assume that c(A) ≥ 18 · w(A). Then we have:
c(A) ≤ 12 ·
log(|E(A)|)
log log(|E(A)|)
· w(A).
Proof. We define k := c(A)/w(A). By assumption we have k ≥ 18. For i = 1, 2, . . . , ⌊k/6⌋ we
define ri :=
(
4
k
)i
· w(A) and for these numbers we define sets Eri as in (5). By condition (3)
we have c(e) ≤ w(A) = k4 ·
(
4
k
)1
· w(A) = k4 · r1 and therefore we have:
⌊k/6⌋⋃
i=1
Eri =
{
e = (x, y) ∈ E(A) :
(
4
k
)⌊k/6⌋
· w(A) < c(e) and c(f) ≤
1
k
· c(e) ∀f ∈ δ+(y)
}
.
Define
E′ := {(x, y) ∈ E(A) : max
f∈δ+(y)
c(f) >
1
k
· c(x, y)}
and
E∗ := {e ∈ E(A) : c(e) ≤
(
4
k
)⌊k/6⌋
· w(A)}.
Then we have
E(A) = E′ ∪E∗ ∪
⌊k/6⌋⋃
i=1
Eri .
Using Lemma 8 and Lemma 9 we get:
k · w(A) = c(A) ≤
⌊k/6⌋∑
i=1
c(Eri) + c(E
′) + c(E∗)
≤ ⌊k/6⌋ · 2 · w(A) +
k
2
· w(A) +
(
4
k
)⌊k/6⌋
· w(A) · |E∗|
≤
5
6
· k · w(A) +
(
4
k
)⌊k/6⌋
· w(A) · |E∗|
This implies
|E(A)| ≥ |E∗| ≥
k
6
·
(
k
4
)⌊k/6⌋
≥
(
k
6
)k/6
. (10)
The function log xlog log x is monotone increasing for x > 18. Therefore we get from inequal-
ity (10):
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2 ·
log(|E(A)|)
log log(|E(A)|)
· w(A) ≥ 2 ·
log(
(
k
6
)k/6
)
log log(
(
k
6
)k/6
)
· w(A)
= 2 ·
k
6 · log
(
k
6
)
log
(
k
6
)
+ log log
(
k
6
) · w(A)
≥
k
6
· w(A)
=
1
6
· c(A)
4 Proof of Theorem 5
Let T be an optimal tour for a non-degenerate euclidean TSP instance V ⊆ R2 and let S be a
2-optimal tour such that S and T are crossing free. Then T together with the edge set S′1 as
defined in Section 2.2 is a plane graph. Let H be the graph that is obtained from the geometric
dual of this plane graph by removing the vertex corresponding to the outer region. Then each
edge in H is a dual of an edge in S′1. As each edge in S
′
1 is a chord in the polygon T we know
that each edge in H is a cut edge and thus H is a tree. See Fig. 6 for an example.
x
y
e
Figure 6: The arborescence (green edges) in the dual of the plane graph formed by the edges
of an optimal tour (red edges) and the edges in the set S′1 (blue edges) with respect to the
edge e = (x, y).
The set S′1 has been defined with respect to the edge e = (x, y). The tree H contains a
vertex that corresponds to the region of the plane graph that is bounded by the edge e and
the edges in E(T ) \ T[x,y]. By choosing this vertex as the root we get an arborescence A from
the tree H.
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We want to define two weight functions on the edge set E(A) of the arborescence A. First
we define the function c : E(A)→ R>0 to be the weight of the corresponding dual edge in S
′
1.
Secondly, we define a weight function w : E(A)→ R>0 as follows. Let e = (x, y) be a directed
edge in E(A). Then we define w(e) to be the weight of all edges in E(T ) that belong to the
boundary of the region corresponding to the vertex y in the plane graph. To apply the results
from Section 3 we have to prove that the weight functions c and w satisfy the conditions of
Lemma 10.
Lemma 11. Let V ⊆ R2 be a euclidean TSP instance with distance function c : V × V → R
and let T be an optimal tour. Let S be a 2-optimal tour such that S and T are crossing
free. Let S′1 be defined as in Section 2.2 with respect to some edge e = (x, y) ∈ E(S). Let A
be the arborescence corresponding to the edge set S′1 with weight functions w : E(A) → R>0
and c : E(A) → R>0 as defined above. Then A has property (∗) and in addition satisfies
conditions (3) and (4).
Proof. Let f = (a, b) be an edge in S′1 and f
′ = (a′, b′) its corresponding dual edge in A. By
definition we have c(f ′) = c(f). The vertex b′ corresponds to a region R in the plane graph
on V with edges E(T ) ∪ S′1. By the triangle inequality the length of the edge f
′ is bounded
by the length of all other edges in the boundary of the region R. Using the definition of the
functions c and w we therefore get:
c(f ′) = c(f) ≤
∑
g∈R∩E(T )
c(g) +
∑
g∈R∩S′
1
\{f}
c(g) = w(f ′) +
∑
g∈δ+(b′)
c(g).
This proves condition (4). For an edge f = (x, y) ∈ E(A) the definitions of Af and the function
w imply that w(Af ) is the total length of all edges in the path T[x,y] between the endpoints of
the edge f . Therefore, the triangle inequality implies
c(f) ≤ w(Af ),
and condition (3) holds.
We are now going to prove that property (∗) holds. Let f ∈ S′1. By definition of the
set S′1 we know that S
′
1 is defined with respect to an edge e = (x, y) ∈ S and the x-y-path
T[x,y] contains the endpoints of all other edges in S. Let φ : V (T[x,y]) → N such that φ(z) for
z ∈ V (T[x,y]) denotes the distance (in terms of the number of edges) between x and z in T[x,y].
The definition of the set S′1 implies that φ(a) < φ(b) for each edge (a, b) ∈ S
′
1. Each edge in
S′1 can be seen as a shortcut for the path T[x,y]. For an edge f = (a, b) ∈ S
′
1 with dual edge
f ′ = (a′, b′) ∈ E(A) we denote by (δ+(b′))′ all edges dual to the edges in δ+(b′). The edge
f = (a, b) and the edges in (δ+(b′))
′
belong to the border of a region of the graph on V with
edge set E(T ) ∪ S′1. Along this border the edge f = (a, b) is directed opposite to all edges in
(δ+(b′))
′
. Therefore, the triangle inequality together with the 2-optimality condition (2) for
the set S′1 imply for each edge (u, v) ∈ (δ
+(b′))
′
:
c(a, b) + c(u, v) ≤ w(a′, b′) +
∑
g∈(δ+(b′))′\{(u,v)}
c(g)
This implies
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2 · c(u, v) ≤ w(a′, b′)− c(a, b) +
∑
g∈(δ+(b′))′
c(g)
and as this holds for all edges (u, v) ∈ (δ+(b′))
′
we have established property (∗).
The statement of Lemma 11 also holds for the set S′′1 . We can define an arborescence
almost the same way as we did for the set S′1 by taking the dual of the graph on V formed by
the edges of T and S′′1 without the vertex for the outer region. The only minor difference is
the choice of the root vertex. For S′1 we have chosen as root the vertex that corresponds to the
region R bounded by the edge e = (x, y) and the edges in E(T ) \ T[x,y]. For the arborescence
for S′′1 we choose as a root the region that contains R. The proof of Lemma 11 then without
any changes shows that the statement of Lemma 11 also holds for the set S′′1 . Similarly, by
exchanging the role of the outer and the inner region of T , Lemma 11 also holds for the sets
S′2 and S
′′
2 . We are now able to prove our main result:
Proof of Theorem 5: Let V ⊆ R2 with |V | = n be a non-degenerate euclidean TSP instance,
T an optimal tour for V and S a 2-optimal tour for V such that T and S are crossing free.
We partition the tour S into the five (possibly empty) sets S′1, S
′′
1 , S
′
2, S
′′
2 , and S3 as defined
in Section 2.2. Then c(S3) ≤ c(T ). We claim that c(S
′
1) = O(log n/ log log n) · c(T ). If
c(S′1) < 18 · c(T ) this is certainly the case. Otherwise by Lemma 11 and Lemma 10 we get
c(S′1) ≤ 12 ·
log(n)
log log(n)
· c(T )
which again proves the claim. We can apply the same argument to the sets S′′1 , S
′
2, and S
′′
2
and get
c(S) = c(S′1) + c(S
′′
1 ) + c(S
′
2) + c(S
′′
2 ) + c(S3) = O(log n/ log log n) · c(T ).
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