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LOCAL STATIONARITY OF EXPONENTIAL LAST PASSAGE PERCOLATION
MA´RTON BALA´ZS, OFER BUSANI, AND TIMO SEPPA¨LA¨INEN
Abstract. We consider point to point last passage times to every vertex in a neighbourhood of size
δN
2{3, distance N away from the starting point. The increments of these last passage times in this
neighbourhood are shown to be jointly equal to their stationary versions with high probability that
depends on δ only. With the help of this result we show that
1) the Airy2 process is locally close to a Brownian motion in total variation;
2) the tree of point to point geodesics starting from every vertex in a box of side length δN
2{3 going
to a point at distance N agree inside the box with the tree of infinite geodesics going in the same
direction;
3) two geodesics starting from N
2{3 away from each other, to a point at distance N will not coalesce
too close to either endpoints on the macroscopic scale.
Our main results rely on probabilistic methods only.
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1. Introduction.
Last Passage Percolation (LPP) belongs to the KPZ universality class where models of random
surface growth exhibit height and transversal fluctuations exponent of order 1{3 and 2{3 respectively.
The different models in the KPZ universality class are believed to have the same limiting behaviour
under this scaling. The LPP with exponential weights belongs to the set of models in the KPZ uni-
versality class that are exactly solvable, or integrable. For models in this group, one can obtain closed
form expressions for their prelimiting statistics. Coupling this with techniques from combinatorics,
representation and random matrix theory, one can take the limits of the prelimiting expression to
obtain the statistics of the limiting object. By the KPZ universality conjecture, this should be the
limit of all models in the KPZ universality class.
One of the interesting questions about the model is its local prelimiting fluctuations. To make
this more concrete, let Gx be the last passage time between the points p0, 0q and x. Define
LNpx,yq “ GpN,Nq`y ´GpN,Nq`x.(1.1)
It is known that if |x|, |y| “ Op1q, then LN should be close to a stationary cocycle called Busemann
function [14]. In fact, these stationary cocycles are defined as, roughly speaking, the limits when N
is taken to infinity in (1.1). Busemann functions can be thought of as the extension of the stationary
LPP to the whole lattice and play a major role in the study of infinite geodesics.
The main contribution of this paper is to show the convergence in total variation of LN to the
Busemann function when |x|, |y| ď δN 23 and δ goes to 0. Moreover, the results are quantitative; we
show that the decay of the error is polynomial in δ. We stress that this cannot be simply obtained
by using the ’Crossing Lemma’. Indeed, in order to compare the LPP increments to those of the
stationary LPP one must tweak the intensity of the stationary LPP by order of N´ 13 such that the
error of the approximation along each edge is of the order of N´ 13 as well. Therefore, a simple union
bound on the different N
2
3 edges will give N
2
3N´ 13 “ N 13 and will not work. In a recent work, Fan
and Seppa¨la¨inen [10] obtained a coupling of different Busemann functions using queueing mapping.
We use new insights on this coupling to obtain the result which we refer to as local stationarity. The
rest of our results are applications of local stationarity to questions about the Airy2 process and
geodesics.
LPP can be viewed as a 1 ` 1 dimensional growing surface, and also as a Markov process that
takes values in the space of continuous functions. Using the 1 : 2 : 3 KPZ scaling, the conjectural
limit of this Markov process is believed to be the KPZ-fixed point [22]. An extension of this limiting
object was shown to exist recently in [8]. In [20] Johansson showed the convergence of the spatial
fluctuations to the Airy2 process minus a parabola and that the limit is continuous. As was mentioned
previously, the fact that LPP has stationary counterparts whose spatial fluctuations are that of a
simple random walk suggests that locally, the Airy2 process should have a Brownian behaviour
around a fixed point. The existing results in the literature regarding the Brownian behaviour of the
Airy2 process can be roughly divided into two groups -
(1) on a small interval r0, s the Airy2 process should be close to the Brownian motion in some
sense
(2) on the interval r0, 1s the law of the Airy2 process can be related to that of the Brownian
motion.
In Group (1), Pimentel [25], in the LPP setup, showed that locally the Airy2 process converges
weakly to a Brownian motion in the Skorohord topology. The proof relied on a technique called
’Comparison Lemma’ or ’Crossing Lemma’. The idea is that the spatial increments of the last
passage time can be compared with high probability to stationary increments with a small drift. In
[22, Theorem 4.14], Matetski, Quastel and Remenik showed that the Airy2 process has Brownian
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regularity and converges to the two-sided brownian motion in finite dimensional distributions. In [26]
(where some of the results lie in Group (2)) Pimentel extends the results in [25] while the convergence
is still in the weak sense. In Group (2), Corwin and Hammond [6] showed that the Airy line ensemble
minus parabola, conditioned on its values at the boundaries has the distribution of Brownian bridges
conditioned not to meet. Building on these ideas, Hammond obtained through the Brownian LPP
[15], among other things, a control on the moment of the Radon-Nykodim derivative of the law of
the Airy line ensemble with respect to the Brownian bridge and a modulus of continuity of the Airy2
process (see also [5]). In LPP on the lattice, control on the modulus of continuity of the prelimiting
spatial fluctuations was obtained in [1] by Basu and Ganguly. In [9] Dauvergne and Vira´g, using
better insight on the sampled Airy line ensemble, managed to show that the Airy line ensemble can
be approximated, in total variation, by Brownian bridges, conditioned on not intersecting, without
the conditioning on the lower boundary that appears in the Brownian Gibbs property. Our result is
concerned in comparing the Airy2 process with a Brownian motion on a small interval. Our result
on the Brownian regularity of Airy2 process lies in Group (1). In Theorem 2.2 we show that Airy2
process is close to a Brownian motion of rate 2 in total variation. This improves similar results
in Group (1). As a consequence we show in Corollary 2.3 that the regularity of the Airy2 process
cannot be better than that of the Brownian one. Note that Corollary 2.3 can also be deduced by [5,
Theorem 1.1].
Next we apply local stationarity to study two aspects of the behaviour of geodesics, their behaviour
close to the end points which we refer to as stabilization, and the coalescence of point to point
geodesics starting from two points whose distance scales with N . Let us start with the latter. In
the past few years the study of coalescence of geodesics has gained focus. Methods for the study of
geodesics of growth models can be traced back to Newman and co-authors in [17, 18, 21, 24] for First
Passage Percolation (FPP), another random growth model believed to be in the KPZ universality
class. These methods were then used by Ferrari and Pimentel [12] and Coupier [7] to show that in
LPP, for a fixed direction, from any point in the lattice there exists a.s. a unique infinite geodesic
and that these geodesics coalesce. A first quantitive result on the coalescence of geodesics in LPP
came from Pimentel [25], who showed that two infinite geodesics with the same direction, coming
out of two points that are k away from each other will coalesce after about k3{2 steps. The tail of
the decay was conjectured to be of exponent ´2{3. The proof used the fact that the geodesic tree
has the same distribution as its dual tree and existing bounds on the distribution of exit point of
a geodesic of stationary LPP. The question of showing that the geodesics will not coalesce too far
compared to k i.e. a matching upper bound, was left open. This question was then taken up by Basu,
Sarkar and Sly [3] who proved the -2{3 exponent for the lower bound and a matching upper bound.
In that paper, the authors also proved a polynomial upper bound for point to point coalescence. In
[29] Seppa¨la¨inen and Shen, studied coalescence of infinite geodesics. Without relying on integrable
probability methods, they proved the upper bound and a new exponential lower bound for fast
coalescence of the geodesics. In [31] Zhang proved the optimal bounds of ´2{3 for point to point
coalescence of two geodesics leaving from two points of fixed distance k. The proof relies on diffusive
concentration of geodesics fluctuations coming from integrable probability.
In this work, we also study the coalescence of two geodesics starting from two points whose
distance scales with the length of the geodesics. Results of that flavour were proved in [16] and [2]
for Brownian LPP, and in [11] for Poissonian LPP. More precisely, we are interested in the following
question; if pi1 and pi2 are the geodesics starting from p0, 0q and p0, N 23 q respectively, terminating at
pN,Nq, what is the typical distance of the coalescence point from the three endpoints? We show
in Theorem 2.8 and Theorem 2.9 that the coalescence point will not be too close, on a macroscopic
scale, to any of the end points. We emphasize that the methods used in [25] and [29] cannot be used
here, as they rely on a well understood duality principle for stationary LPP geodesics [28].
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Let us now turn to stabilization. Let pi be the geodesic going from p0, 0q to the point pN,Nq.
Since the work of Johansson in [19] it is known that the fluctuations of pi around the diagonal at
any macroscopic point should be of order N 2{3. If 1 ď l ăă N , as the geodesic is expected to have
a self-similarity property, one would expect the fluctuation of pi in a square of size l2 around the
origin to be of order l2{3. A proof of this was given in [3, Theorem 3] with diffusive concentration
bounds. In [15] Hammond considered the regularity of the spatial fluctuation around the point pl, lq
for the Brownian LPP while for the Corner Growth Model with exponential weights this was proven
in [1, Theorem 3] by Basu and Ganguly. The behaviour of infinite geodesics is somewhat better
understood. This is due to the fact that the Busemann functions ’point out’ the way in which the
geodesic go, through the minimum gradient principle [13, 14, 28]. This implies that a link between
point to point geodesics and infinite ones should provide better insight on the former. Consider a
small square of side length M around the origin. From each point in the square leaves a unique
geodesic that terminate at the point pN,Nq. Let us denote by T pp the tree consisting of all the
geodesics starting from the square and ending at the point pN,Nq. Similarly let T 8 be the tree that
consists of all infinite geodesics of direction 45˝ starting from the square. Our stabilization result,
Theorem 2.4, shows that on a square of side M “ δN 23 , the trees T pp and T 8 agree outside a set
of probability of order power of δ. We use this to show in (2.6), for example, that the fluctuations
of the point to point geodesic in a small box of side l around the origin are, with high probability,
the same as those of a stationary geodesic for which the fluctuations are known to be of the order
l
2
3 . Finally, we use stabilization to study coalescence of point to point geodesics where the distance
of the starting point is fixed. More precisely, for fixed k ą 0 let pi1 and pi2 be the geodesics starting
from p0, 0q and p0, k 23 q respectively. Let uN be the coalescence point of pi1 and pi2. Similarly let v˚
be the coalescence point of two infinite geodesics starting at the points p0, 0q and p0, k 23 q in direction
p1, 1q. Theorem 2.7 shows that uN converges weakly to v˚. In particular, using the results in [3], we
show that the exponent for the decay of the tail of the distance of uN from the origin is ´2{3 as was
shown in [31].
The main body of our arguments only uses probabilistic methods. The only integrable-probability
input we use is the emergence of the Airy2 process as the limit of the increments of the last passage
time.
Some general notation and terminology Zě0 “ t0, 1, 2, 3, . . . u and Zą0 “ t1, 2, 3, . . . u. For
n P Zą0 we abbreviate rns “ t1, 2, . . . , nu. A sequence of n points is denoted by x0,n “ pxkqnk“0 “tx0, x1, . . . , xnu, and in case it is a path of length n also by x‚. a _ b “ maxta, bu. C is a constant
whose value can change from line to line.
The standard basis vectors of R2 are e1 “ p1, 0q and e2 “ p0, 1q. For a point x “ px1, x2q P R2
the `1-norm is |x| “ |x1| ` |x2| . We call the x-axis occasionally the e1-axis, and similarly the
y-axis and the e2-axis are the same thing. Inequalities on R2 are interpreted coordinatewise: for
x “ px1, x2q P R2 and y “ py1, y2q P R2, x ď y means x1 ď y1 and x2 ď y2. Notation rx, ys
represents both the line segment rx, ys “ ttx ` p1 ´ tqy : 0 ď t ď 1u for x, y P R and the rectangle
rx, ys “ tpz1, z2q P R2 : xi ď zi ď yi for i “ 1, 2u for x “ px1, x2q, y “ py1, y2q P R2. The context
will make clear which case is used. 0 denotes the origin of both R and R2. X „ Exp(λ) for
0 ă λ ă 8 means that random variable X has exponential distribution with rate λ, in other words
P pX ą tq “ e´λt for t ě 0. The mean is EpXq “ λ´1 and variance VarpXq “ λ´2. In general,
X “ X ´ EX denotes a random variable X centered at its mean. If x ă y we write Jx, yK for the
set of integers rx, ys XZ. If x, y P R2 such that x ď y we denote by Jx, yK “ rx, ys XZ2. If A Ă Z2 is
connected, we let EpAq denote the set of edges induced by A in Z2.
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2. Main results
Let ω “ tωxuxPZ2 be a set of random weights on the vertices of Z2. We assume that ω is i.i.d. of
Expp1q distribution. For o P Z2, we define the last-passage time on o` Z2ě0 to be
(2.1) Go,y “ max
x‚ PΠo,y
|y´o|1ÿ
k“0
ωxk for y P o` Z2ě0.
Πo,y is the set of paths x‚ “ pxkqnk“0 that start at x0 “ o, end at xn “ y with n “ |y ´ o|1, and
have increments xk`1 ´ xk P te1, e2u. The a.s. unique path pio,y P Πo,y that attains the maximum
in (2.1) is called the geodesic from o to y. Similarly we define the stationary LPP (see (3.7)) G
1
2
o,y
associated with the direction p1, 1q. Let pRc “ rNξ ´ cN 23 ξ,Nξs be the rectangle whose lower left
corner is pN ´ cN 23 , N ´ cN 23 q and whose upper right corner is pN,Nq. Let Ep pRcq be the set of
directed edges in the subgraph of Z2 induced by the vertices in pRc. We define the following random
variables indexed by Ep pRcq
HN,cpx,yq “ Go,y ´Go,x px, yq P Ep pRcq
H
1
2
,N,c
px,yq “ G
1
2
o,y ´G
1
2
o,x,
and
HN,c “
!
HN,cpx,yq : px, yq P Ep pRcq)
H
1
2
,N,c “
!
H
1
2
,N,c
px,yq : px, yq P Ep pRcq).
Let dTVp¨, ¨q denote the total variation distance between two distributions. If X „ µ and Y „ ν, we
abuse notation and write dTVpX,Y q for dTVpµ, νq. The following is the main result of the paper.
It shows that on the scale of N
2
3 , around the point pN,Nq, local increments of G jointly equal to
those in G
1
2 with high probability. The choice of 12 is for a neater exposition of the result, our proof
is for every 0 ă ρ ă 1, where the constants depend on ρ.
Theorem 2.1. There exists c0 ą 0 and Cpc0q ą 0, such that for c ď c0 and N ě 1
dTV
´
HN,c, H
1
2
,N,c
¯
ď Cc 38 .(2.2)
Let
LNx “ 2´
4
3N´
1
3
´
Gp0,0q,pN`xp2Nq 23 ,N´xp2Nq 23 q ´ 4N
¯
.
It is known [4] that LNx Ñ A2pxq ´ x2 as N Ñ 8, where A2pxq is the Airy2 process and the
convergence is in distribution, in the topology of continuous functions on compact sets. Set
A12pxq “ A2pxq ´A2p0q ´ x2.
Let B be an two-sided Brownian motion of variance 2 on R. Our next result shows that locally, the
Airy2 process looks like a Brownian motion in a strong sense. It follows easily from Theorem 2.1
(see a proof in the end of Section 5).
Theorem 2.2. There exists c0 ą 0 and Cpc0q ą 0, such that for c ď c0
dTV
´
A12|r´c,cs,B|r´c,cs
¯
ď Cc 38 .
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Let I Ă R be an interval and let
ωBptq “ 2
a
t logptq´1
be the modulus of continuity of the Brownian motion. In [15, Theorem 1.11] Hammond showed that
the regularity of the Airy process is not worse than that of a Brownian motion i.e.
sup
tPI
lim sup
hÓ0
A2pt` hq ´A2ptq
ωBphq ă 8 with probability 1.
As a corollary of Theorem 2.2, we show that the regularity of the Airy2 process is not better than
that of a Brownian motion.
Corollary 2.3.
sup
tPI
lim sup
hÓ0
A2pt` hq ´A2ptq
ωBphq ě 1 with probability 1.
Let us now turn to our stabilization results. The set of possible asymptotic velocities or direction
vectors for semi-infinite up-right paths is U “ tpt, 1 ´ tq : 0 ď t ď 1u, with relative interior riU “
tpt, 1 ´ tq : 0 ă t ă 1u. For ξ P riU , let Rξ,N “ r0, Nξs be the rectangle whose lower left corner
is p0, 0q and upper right corner is Nξ. Let pi be an up-right path whose origin is p0, 0q. Let
Ipi “ ti : pii P Rξ,Nu be the set of indices of pi for which pi is in Rξ,N . We define Pξ,N ppiq to be the
restriction of the path pi on the rectangle Rξ,N , that is, Pξ,N ppiq is a finite path defined by
pPξ,N ppiqqi “ pii @i P Ipi.(2.3)
Let pix,ξ8 be the infinite geodesic starting from x whose direction is ξ [28]. For M ă N , define the
following event
Sξ,M “ tPξ,M ppix,ξ8q “ Pξ,M ppix,ξN q for all x P Rξ,Mu.(2.4)
Sξ,M is the event on which any geodesic leaving from any site x P Rξ,M and terminating at ξN agree
with the infinite geodesic pix,ξ8 on Rξ,M (see Figure 2.1). Our first result gives a lower bound on
the probability of stabilization on small enough rectangles.
Theorem 2.4. Let ξ P riU and c ą 0. For any M ą 0 such that M ď cN 23 , there exists Cpξ, cq ą 0,
locally bounded in c, such that
PpSξ,M q ě 1´ CN´ 14M 38 .(2.5)
Define the the following set
F “ tf P R` Ñ R` : f is increasing and fptq ď tu.(2.6)
For f P F , we say the sequence Rξ,f “ tRξ,fpNquNPZą0 stabilizes if
lim
NÑ8PpS
ξ,fpNqq “ 1.(2.7)
In words, the sequence Rξ,f stablizes if with high probability the tree of all the geodesics starting
at points in Rξ,fpNq and terminating at ξN agree on Rξ,fpNq with the tree of infinite geodesics in
direction ξ starting from Rξ,fpNq. As f is a function of N we shall often write f instead of fpNq so
that Rξ,f “ Rξ,fpNq. As a corollary of Theorem 2.4 we have the following.
Corollary 2.5. For any ξ P riU and f P F such that fptq “ opt 23 q, Rξ,f stabilizes and there exists
Cpξq ą 0 such that
PpSξ,f q ě 1´ CN´ 14 fpNq 38(2.8)
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Rξ,N
Rξ,f
pN,Nq
p0, 0q
1
Figure 2.1. The infinite geodesic pi0,ξ8 and the geodesic pi0,ξN agree in the box Rξ,f . On
the event Sξ,f for any x P Rξ,f the geodesics pix,ξ8 and pix,ξN have the same restriction on
the small square Rξ,f .
As was mentioned earlier, stabilization can be used to study the behaviour of point to point
geodesics close to their end points. For Fixed M , on Rξ,M consider the stationary LPP pGρξpM`1q,0
(see (3.14)), starting from the point ξpN ` 1q and terminating at the origin. Let us denote its
geodesic by ppiρ. Let pi0,ξN be the geodesic of LPP starting from the origin 0 and terminating at ξN .
The following corollary relates the behaviour of pi0,ξN to that of ppiρ.
Corollary 2.6. For fixed M P Zą0
lim
NÑ8 dTV
`ppiρ,Pξ,M ppi0,ξN q˘ “ 0.(2.9)
In particular, there exists Cpξq ą 0 such that for l P Zą0
lim
NÑ8Pp|pi
0,ξN
2 l ´ pl, lq| ą rl
2
3 q ď Cr´3.(2.10)
Proof. (2.9) follows from Corollary 2.5 and the fact that, the distribution of an infinite geodesic
going backwards is that of a stationary one (see the proof of Theorem 2.4). (2.10) follows from (2.9)
and well known bounds on the fluctuations of stationary geodesics [27, Theorem 5.3]. 
Stabilization can help relating results on infinite geodesics to results on point-to-point geodesics
and vice versa. Consider the points v1 “ p0, 0q and v2 “ k2{3e2 for some k ě 1. Let piv1,ξ8 and
piv2,ξ8 be the infinite geodesics in direction ξ starting from v1 and v2 respectively. Let v˚ “ pv1˚ , v2˚ q
be the point in piv1,ξ8 X piv2,ξ8 that is closest to the origin. Similarly let uN be the closest point in
piv1,ξN Xpiv2,ξN to the origin. In [3] Basu, Sarkar and Sly showed that there exist universal constants
C1, C2, R0 such that for every k ą 0 and R ą R0
C1R
´ 2
3 ď Pp|v˚| ą Rkq ď C2R´ 23 .(2.11)
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Moreover, they showed that there exist C,R0, c ą 0 such that for every k ą 0 and R ą R0
lim sup
nÑ8
PpuN1 ą Rkq ď CR´c.(2.12)
The exponent c in (2.12) was not identified but was conjectured to be 2{3. This was recently settled
by Zhang in [31] using input from integrable probability. We now show how this can be approached
via our stabilization result.
Theorem 2.7. The sequence |uN | converges weakly to |v˚|. Moreover, there exist universal constants
C1, C2, R0 ą 0 such that for R ą R0, for any k ě 1 and N ą pRkq5
C1R
´ 2
3 ď Pp|uN | ą Rkq ď C2R´ 23 .
Proof. If exactly one of the events t|v˚| ą Rku, t|uN | ą Rku occurs then paths must not have
coalesced in Rξ, 12Rk, in other words, Sξ, 12Rk does not occur. Therefore, via the symmetric difference
and using Theorem 2.4,
|Pp|v˚| ą Rkq ´ Pp|uN | ą Rkq| ď P`t|v˚| ą Rku∆t|uN | ą Rku˘ ď P`pSξ, 12Rkqc˘ ď N´ 14 pRkq 38 ,
which shows that |vN | converges weakly to |v˚|. Taking N “ pRkq5 and using Theorem 2.4
Pp|v˚| ą Rkq ´R´ 78 ď Pp|uN | ą Rkq ď Pp|v˚| ą Rkq `R´ 78 .(2.13)
As 7{8 ą 2{3 (2.13) and (2.11) imply the result. 
Let us now turn to our coalescence results. In Rξ,N , consider the points o “ ξN , q1 “ p0, 0q and
q2 “ aN 23 e2 where a ą 0 and where we assume that N is large enough so that q2 P Rξ,N . Let
Ca,ξ “ piq1,o X piq2,o,(2.14)
be the points shared by the geodesics starting from qi and terminating at o for i P 1, 2. We define
the coalescence point pc to be the unique point such that
pc P Ca,ξ and pc ď x @x P Ca,ξ,(2.15)
as in Figure 2.2. Our next result shows that the point pc is not likely to be too close to the point o
on a macroscopic scale.
Theorem 2.8. For every a ą 0 and ξ P riU , there exists a constant Cpξ, aq ą 0, locally bounded in
a, such that for every 0 ă α ă 1 and N ą Npαq
Pp|o´ pc| ď αNq ď Cα 29 .(2.16)
The following result shows that the geodesics piq1,o and piq2,o do not coalesce too close to their
origins on a macroscopic scale. Although the proof does not require local stationarity, we state it
for completeness.
Theorem 2.9. For every a ą 0 and ξ P riU , there exists a constants Cpξ, aq ą 0 such that for every
0 ă α ă 1 and N ą Npαq
Pp|q2 ´ pc| ď αNq ď Cα2.
2.1. Acknowledgements. The authors thank Ba´lint To´th for useful discussions and comments and
Alan Hammond for guidance to the literature.
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Rξ,N
q1
q2
o
piq2,o
piq1,o
pc
1
Figure 2.2. Two geodesics leaving from two points that are aN
2
3 far from one another,
meet at the point pc (red). With high probability the point pc is not too close to the points
q1, q2, o on a macroscopic scale
3. Preliminaries
Order on Geodesics
We would like to construct a partial order on the set of non-intersecting paths in Z2. For x, y P Z2
we write x ĺ y if y is below and to the right of x, i.e.
x1 ď y1 and x2 ě y2.(3.1)
We also write xăy if
xĺy and x ‰ y(3.2)
If A,B Ă Z2, we write A ĺ B if
x ĺ y @x P A, y P B.(3.3)
A down-right path is a bi-infinite sequence Y “ pykqkPZ in Z2 such that yk ´ yk´1 P te1,´e2u for all
k P Z. Let DR be the set of infinite down-right paths in Z2. Let γ1, γ2 be two up-right paths in Z2
we write γ1ĺγ2 if
γ1 X Y ĺ γ2 X Y @Y P DR,(3.4)
where we assume the inequality to be vacuously true if one of the intersections in (3.4) is empty(see
Figure 3.1).
Stationary LPP
For each o “ po1, o2q P Z2 and a parameter value ρ P p0, 1q we introduce the stationary last-passage
percolation process Gρo,‚ on o`Z2ě0. This process has boundary conditions given by two independent
sequences
tIρo`ie1u8i“1 and tJρo`je2u8j“1(3.5)
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Y
γ1
γ2
x
y
1
Figure 3.1. The two geodesics γ1 and γ2 are ordered i.e. γ1ăγ2. For any down-right path
Y in Z2 the set of points x “ Y X γ1 and y “ Y X γ2 are ordered, i.e. xăy.
of i.i.d. random variables with marginal distributions Iρo`e1 „ Expp1´ ρq and Jρo`e2 „ Exppρq. Put
Gρo,o “ 0 and on the boundaries
(3.6) Gρo, o` ke1 “
kÿ
i“1
Iie1 and G
ρ
o, o` le2 “
lÿ
j“1
Jje2 .
Then in the bulk for x “ px1, x2q P o` Z2ą0,
(3.7) Gρo, x “ max
1ďkďx1´o1
! kÿ
i“1
Io`ie1 `Go`ke1`e2, x
)ł
max
1ď`ďx2´o2
! ÿ`
j“1
Jo`je2 `Go``e2`e1, x
)
.
For a northeast endpoint p P o ` Z2ą0, let Zρo,p be the signed exit point of the geodesic pio,p‚ of Gρo,p
from the west and south boundaries of o` Z2ą0. More precisely,
Zρo,p “
$&%arg maxk
 řk
i“1 Io`ie1 `Go`ke1`e2, x
(
, if pio,p1 “ o` e1,
´arg max
`
 ř`
j“1 Jo`je2 `Go``e2`e1, x
(
, if pio,p1 “ o` e2.
(3.8)
The value Gρo,x can be determined by (3.6) and the following recursive relation
Gρo,x “ ωx `Gρo,x´e1 _Gρo,x´e2 .(3.9)
Relation (3.9) implies that one can backtrack the geodesic pio,p in the box ro ` e1 ` e2, ps in the
following way; for each (directed) edge px, yq in ro` e1` e2, ps assign the weight wx,y “ Gρo,y ´Gρo,x.
Let m “ |p´ o|, and denote pi “ pio,pi . We have
pm “ p,(3.10)
pi “
#
pi`1 ´ e1 if wpi`1´e1,pi`1 ă wpi`1´e2,pi`1
pi`1 ´ e2 if wpi`1´e1,pi`1 ą wpi`1´e2,pi`1
|Zρo,p| ď i ď m´ 1.
In other words, we trace the geodesic pio,p backwards up to the exit point from the boundaries, by
following the edges on which the increments of the process Gρo,p are minimal.
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Next we consider LPP maximizing down-left paths. For y ď o, define
(3.11) pGo,y “ Gy,o.
For each o P Z2 and a parameter value ρ P p0, 1q define a stationary last-passage percolation processespGρ on o` Z2ď0, with boundary variables on the north and east, in the following way. Let
tIρo´ie1u8i“1 and tJρo´je2u8j“1(3.12)
be mutually independent sequences of i.i.d. random variables with marginal distributions Iρo´ie1 „
Expp1 ´ ρq and Jρo´je2 „ Exppρq. The boundary variables in (3.5) and those in (3.12) are taken
independent of each other. Put pGρo, o “ 0 and on the boundaries
(3.13) pGρo, o´ke1 “ kÿ
i“1
Io´ie1 and pGρo, o´le2 “ lÿ
j“1
Jo´je2 .
Then in the bulk for x “ px1, x2q P o` Z2ă0,
(3.14) pGρo, x “ max
1ďkďo1´x1
! kÿ
i“1
Io´ie1 ` pG o´ke1´e2,x)ł max
1ď`ďo2´x2
! ÿ`
j“1
Jo´je2 ` pG o´`e2´e1,x).
For a southwest endpoint p P o ` Z2ă0, let pZρo,p be the signed exit point of the geodesic pio,p‚ of pGρo,p
from the north and east boundaries of o` Z2ă0. Precisely,
pZρo, x “
$&%arg maxk
 řk
i“1 Io´ie1 ` pG o´ke1´e2,x(, if pio,x1 “ o´ e1,
´arg max
`
 ř`
j“1 Jo´je2 ` pG o´`e2´e1,x(, if pio,x1 “ o´ e2.(3.15)
Similar to (3.10), one can backtrack the geodesic pio,p in the box rp, o´ e1´ e2s in the following way;
for each edge px, yq (where y ď x) in rp, o´ e1 ´ e2s assign the weightpwy,x “ pGρo,y ´ pGρo,x.(3.16)
Let pi “ pio,pi , we have
pm “ p,(3.17)
pi “
#
pi`1 ` e1 if pwpi`1,pi`1`e1 ă pwpi`1,pi`1`e2
pi`1 ` e2 if pwpi`1,pi`1`e1 ą pwpi`1,pi`1`e2 | pZρo,p| ď i ď m´ 1.
Since
ωx “ p pGρo,x ´ pGρo,x`e1q ^ p pGρo,x ´ pGρo,x`e2q(3.18)
we see that (3.17) can be written as
pio,xn “ x(3.19)
ωpio,xi “ wpio,xi ,pio,xi´1 .
The following is a construction we shall refer to often. For general weights tYxuxPZ2 on the lattice
and a point u P Z2, let Gu,x be the LPP by
(3.20) Gu,x “ max
x‚ PΠu,x
|x´u|1ÿ
k“0
Yxk for y P u` Z2ě0.
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‚u
‚
v
‚x
‚ y
Figure 3.2. Illustration of Lemma 3.1. Path u-x-y is a geodesic of Gu,y and path v-x-y is
a geodesic of G
rus
v,y.
Now let v P Z2 be such that u ď v. One can construct a new LPP on Z2ąv as follows. Define the
south-west boundary weight
I
rus
v`ke1 “Gu,v`ke1 ´Gu,v`pk´1qe1 for 1 ď k ď 8,(3.21)
J
rus
v`ke2 “Gu,v`ke2 ´Gu,v`pk´1qe2 for 1 ď k ď 8.
Let tGrusv,xuxPZąv be the LPP defined through relations (3.6)–(3.7) using the boundary conditions
(3.21) and the bluk weights tYxuxPZąv . We call Grus the induced LPP at v by Gu,x. The superscript
rus indicates that Grus uses boundary weights determined by the process Gu,‚ with base point u.
Figure 3.2 illustrates the next lemma. The proof of the lemma is elementary.
Lemma 3.1. Let u ď v ď y in Z2. Then Gu,y “ Gu,v `Grusv,y. The restriction of any geodesic of Gu,y
to v ` Z2ě0 is part of a geodesic of Grusv,y. The edges with one endpoint in v ` Z2ą0 that belong to a
geodesic of G
rus
v,y extend to a geodesic of Gu,y.
In case the process inherited is associated to a stationary process Gρ we shall use the notation
Gρ,rus to indicate the density ρ as well. Similarly, if pGu,x is a LLP on Z2ău for some u P Z2, if v ă u,
we can construct the induced process pGrusv,x on Z2ăv. A result similar to Lemma 3.1 holds for pGu,x
and pGrusv,x.
4. Busemann functions
4.1. Existence and properties of Busemann functions. Let pΩ,F ,Pq be a probability space
and let tτzuzPZ2 be a group of translations on Ω.
Definition 4.1. A measurable function B : Ω ˆ Z2 ˆ Z2 Ñ R is a stationary cocycle if it satisfies
these two conditions for P-a.e. ω and all x, y, z P Z2:
Bpω, x` z, y ` zq “ Bpτzω, x, yq (stationarity)(4.1)
Bpω, x, yq `Bpω, y, zq “ Bpω, x, zq (additivity)(4.2)
Given a down-right path Y P DR, the lattice decomposes into a disjoint union Z2 “ G´YY Y G`
where the two regions are
G´ “ tx P Z2 : Dj P Zą0 such that x` jpe1 ` e2q P Yu
and
G` “ tx P Z2 : Dj P Zą0 such that x´ jpe1 ` e2q P Yu.
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Definition 4.2. Let 0 ă α ă 1. Let us say that a process
(4.3) tηx, Ix, Jx, qηx : x P Z2u
is an exponential-α last-passage percolation system if the following properties (a)–(b) hold.
(a) The process is stationary with marginal distributions
(4.4) ηx, qηx „ Expp1q, Ix „ Expp1´ αq, and Jx „ Exppαq.
For any down-right path Y “ pykqkPZ in Z2, the random variables
(4.5) tqηz : z P G´u, ttptyk´1, ykuq : k P Zu, and tηx : x P G`u
are all mutually independent, where the undirected edge variables tpeq are defined as
(4.6) tpeq “
#
Ix if e “ tx´ e1, xu
Jx if e “ tx´ e2, xu.
(b) The following equations are in force at all x P Z2:qηx´e1´e2 “ Ix´e2 ^ Jx´e1(4.7)
Ix “ ηx ` pIx´e2 ´ Jx´e1q`(4.8)
Jx “ ηx ` pIx´e2 ´ Jx´e1q´.(4.9)
The following Theorem was proven in [28]
Theorem 4.3. For each 0 ă α ă 1 there exist a stationary cocycle Bα and a family of random
weights tXαx uxPZ2 on pΩ,S,Pq with the following properties.
(i) For each 0 ă α ă 1, process
tXαx , Bαx´e1,x, Bαx´e2,x, ωx : x P Z2u(4.10)
is an exponential-α last-passage system as described in Definition 4.2.
(ii) There exists a single event Ω2 of full probability such that for all ω P Ω2, all x P Z2 and all
λ ă ρ in p0, 1q we have the inequalities
(4.11) Bλx,x`e1pωq ď Bρx,x`e1pωq and Bλx,x`e2pωq ě Bρx,x`e2pωq.
Furthermore, for all ω P Ω2 and x, y P Z2, the function λ ÞÑ Bλx,ypωq is right-continuous with
left limits.
(iii) For each fixed 0 ă α ă 1 there exists an event Ωpαq2 of full probability such that the following
holds: for each ω P Ωpαq2 and any sequence vn P Z2 such that |vn|1 Ñ8 and
(4.12) lim
nÑ8
vn
|vn|1 “ ξpαq “
ˆ p1´ αq2
p1´ αq2 ` α2 ,
α2
p1´ αq2 ` α2
˙
,
we have the limits
(4.13) Bαx,ypωq “ limnÑ8rGx,vnpωq ´Gy,vnpωqs @x, y P Z
2.
The LPP process Gx,y is now defined by (2.1). Furthermore, for all ω P Ωpαq2 and x, y P Z2,
(4.14) lim
λÑαB
λ
x,ypωq “ Bαx,ypωq.
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Busemann Functions and Infinite Geodesics. Fix x P Z2. An infinite up-right path pix,8‚
originating at x is called a geodesic if for all m,n P Zą0 such that m ă n, the path tpix,8l ulPJm,nK is
a geodesic. We say a geodesic has direction ξ P riU if
lim
nÑ8
pix,8n p2q
pix,8n p1q “
ξ2
ξ1
.(4.15)
To each direction ξ P riU we associate a density ρ P p0, 1q through the relations
ξpρq “
ˆ p1´ ρq2
p1´ ρq2 ` ρ2 ,
ρ2
p1´ ρq2 ` ρ2
˙
(4.16)
In some literature ξpρq is called the characteristic direction associated with the parameter ρ. It is
known that for ξ P riU , with probability one, every point x P Z2 has a unique geodesic pix,8 of
direction ξ. Busemann functions can be used to construct infinite geodesic. Consider the family of
random variables
tBαx´e1,x, Bαx´e2,x, ωx : x P Z2u(4.17)
defined in (4.10). Let ξ :“ ξpαq be the characteristic direction associated with ρ. Let us denote
by pix,ξ8 the infinite geodesic with respect to the weights tωxuxPZ, starting from x in direction ξ.
In [14], it was shown that one can trace the infinite geodesic pix,8 by following the gradient of the
Busemann function Bα. Let tpiuiPZą0 be an enumeration of the vertices in pix,ξ8, i.e.
pi “ pix,ξ8i i P Zě0,
where p0 “ x. Then the vertices tpiuiPZě0 are given recursively through
p0 “ x,(4.18)
pi “
#
pi´1 ` e1 if Bαpi´1,pi´1`e1 ă Bαpi´1,pi´1`e2
pi´1 ` e2 if Bαpi´1,pi´1`e1 ą Bαpi´1,pi´1`e2
i P Zą0.
Note that in (4.18) pi is attained by taking an up\right step from the point pi´1 in the direction
where the minimal increment of the Busemann function is attained. Since ωx “ Bαx,x`e1 ^ Bαx,x`e2 ,
pix,ξ8 is the unique path that satisfies
pix,80 “ x(4.19)
ωpix,8i
“ Bρ
pix,8i ,pi
x,8
i`1
.(4.20)
Lemma 4.4. Let x P Z2 and ξ1, ξ2 P riU such that ξ1ĺξ2. For i P t1, 2u let pix,ξi8 be the infinite
geodesic starting from x in direction ξi. Then
pix,ξ18ĺpix,ξ28(4.21)
Proof. Suppose (4.21) does not hold. Then there exists y1 P pix,ξ18 and y2 P pix,ξ28 such that
x ď y1, y2 and y2ăy1. Since both geodesics have a direction and ξ1ĺξ2, there exists w1 P pix,ξ18 and
w2 P pix,ξ28 such that y1, y2 ď w1, w2 and w1ĺw2. It follows that there exists a point x ď z such
that z P pix,ξ18 X pix,ξ28 and that the geodesics
γ1 “ pix,ξ18 X rx, zs(4.22)
γ2 “ pix,ξ28 X rx, zs,(4.23)
start from x and terminate at z. As y2ăy1 it follows that γ1 ‰ γ2 which violates the uniqueness of
geodesics. 
LOCAL STATIONARITY OF EXPONENTIAL LAST PASSAGE PERCOLATION 15
4.2. Coupling Busemann Functions. In [10] a coupling between Busemann functions of different
densities was given which relies on the queueing mapping. Consider the queueing mapping D : RZ` Ñ
RZ` from Appendix A.
Lemma 4.5. Let 0 ă ρ ă ρ¯ ă 1. There exists a coupling of Bρ and Bρ¯ such that
(i) for every x P Z2
B
ρ
x,x`e2 ě Bρ¯x,x`e2(4.24)
Bρ¯x,x`e1 ě B
ρ
x,x`e1 .
(ii) for every x P Z2 ´
Bρ¯x`ie1,x`pi`1qe1 , B
ρ
x`ie1,x`pi`1qe1
¯
iPZ
„ ν1´ρ¯,1´ρ´
B
ρ
x`ie2,x`pi`1qe2 , B
ρ¯
x`ie2,x`pi`1qe2
¯
iPZ
„ νρ,ρ¯,
where for 0 ă λ ă ρ ă 1 νλ,ρ is the distribution defined in (A.4).
(iii) fix x P Z2ą0. For every k, l P Z the following sets of random variables are independent
tBρ¯x`ie2,x`pi`1qe2u0ďiďl´1, tB
ρ
x`ie2,x`pi`1qe2u´kďiď´1
and so are(4.25)
tBρx`ie1,x`pi`1qe1u0ďiďl´1, tB
ρ¯
x`ie1,x`pi`1qe1u´kďiď´1.
5. stabilization
In this section we prove Theorem 2.1 and Theorem 2.4. Let us define the event
Hξ,M “ t pGNξ,y ´ pGNξ,x “ Bρpξqx,y for all px, yq P EpRξ,M qu.
Hξ,M is the event where the increments of G along the edges in EpRξ,M q coincide with those of the
Busemann function associated with the direction ξ. It will be clear from the proof that Hξ,M and
Sξ,M defined in (2.4) and are equivalent events.
5.1. Bounds on PpSξ,M q and PpHξ,M q. Let ξ P riU and let ρpξq “ ρpξq ´ rN´ 13 and ρ¯pξq “
ρpξq` rN´ 13 . We also let po “ ξN ` e1` e2. Assign weights on the edges of the north-east boundary
of Rξ,N by
I ρ¯i “ Bρ¯poN´pi`1qe1,poN´ie1 0 ď i ď Nξ1(5.1)
J ρ¯i “ Bρ¯poN´pi`1qe2,poN´ie2 0 ď i ď Nξ2.
Use the boundary weights tI ρ¯i u0ďiďNξ1 , tJ ρ¯i u0ďiďNξ2 and the bulk weights tωxuxPRξ,N to construct
the stationary LPP pGρ¯ as in (3.13)–(3.14). Similarly we construct pGρ . As in (3.15) we let pZ ρ¯po,x( pZρpo,x)
denote the exit point of the geodesic pipo,x of pGρ¯( pGρ). LetpAξ,M “ ! sup
xPRξ,M
pZρpξqo,x ă 0)č! inf
xPRξ,M
pZ ρ¯pξqo,x ą 0)(5.2)
pAξ,M is the event that for any x P Rξ,M , the geodesic pipo,x of pGρ¯( pGρ) crosses the boundary of
Rξ,N (not to be confused with Rξ,M !) from the north (east) boundary. Recall the definition of ξpρq
in (4.12). Define
ξ¯ “ ξpρ¯q and ξ “ ξpρq.(5.3)
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Lemma 5.1. Let ξ P riU and M ą 0. On the set pAξ,M
pix,ξ¯8ĺpix,ξNĺpix,ξ8 x P Rξ,M .(5.4)
Proof. We show the first inequality in (5.4), the second one is analogous. Note that by our construc-
tion, the exit point Z ρ¯po,x is the leftmost point in the north boundary of Rξ,N`1 that belongs to pix,ξ¯8,
more precisely, on the set pAξ,M , for any x P Rξ,M
infti : poN ´ ie1 P pix,ξ¯8u “ |Z ρ¯po,x| ą 0.(5.5)
By order of geodesics
supti : poN ´ e2 ´ ie1 P pix,ξ¯8u ě infti : poN ´ e2 ´ ie1 P pix,ξNu,(5.6)
which in turn implies that
pix,ξ¯8ĺpix,ξN .(5.7)

Let poM “ Mξ ` e1 ` e2 be the upper right corner of Rξ,M . Assign weights on the edges of the
north-east boundary of Rξ,M by
I ρ¯i “ Bρ¯po´pi`1qe1,po´ie1 0 ď i ďMξ1(5.8)
J ρ¯i “ Bρ¯po´pi`1qe2,po´ie2 0 ď i ďMξ2.
Similarly we define tIρi u0ďiďMξ1 and tJ
ρ
i u0ďiďMξ2 . Define the event
Cξ,M “
!
I ρ¯i “ I
ρ
i
)
0ďiďMξ1
č!
J ρ¯i “ J
ρ
i
)
0ďiďMξ2
.(5.9)
Lemma 5.2. On the event Cξ,M
Bρ¯e “ Bρe “ Bρe e P EpRξ,M q(5.10)
Pξ,M ppix,ξ¯8q “ Pξ,M ppix,ξ8q(5.11)
Proof. First we note that for every 0 ă ρpξq ă 1 the mapping
e ÞÑ Bρe e P EpRξ,M q(5.12)
is determined uniquely by the bulk weights tωuxPRξ,M and the boundary weights tIρi u0ďiďMξ1 andtJρi u0ďiďMξ2 constructed as in (5.8). This follows from the recursive relation ((4.8)–(4.9))
Bρx,x`e1 “ ωx ` pBρx`e2,x`e1`e2 ´Bρx`e1,x`e1`e2q`
Bρx,x`e2 “ ωx ` pBρx`e2,x`e1`e2 ´Bρx`e1,x`e1`e2q´.
On the event Cξ,M the boundary conditions in (5.8) are equal for the processes pGρ¯ and pGρ i.e.
I ρ¯poN´ke1 “IρpoN´ke1 for 1 ď k ď ξ1M.(5.13)
J ρ¯poN´ke2 “JρpoN´ke2 for 1 ď k ď ξ2M.
As both tBρ¯euePEpRξ,M q and tBρe uePEpRξ,M q use the same bulk weights, by (5.13), we conclude that on
Cξ,M
Bρ¯e “ Bρe e P EpRξ,M q.(5.14)
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By Lemma B.2 (the Crossing Lemma), for every e P EpRξ,M q
Bρ¯e ď Bρe ď Bρe or Bρe ď Bρe ď Bρ¯e @e P EpRξ,M q
which, together with (5.14), implies (5.10). The geodesics Pξ,M ppix,ξ¯8q and Pξ,M ppix,ξ8q are de-
termined by tBρ¯euePEpRξ,M q and tBρe uePEpRξ,M q respectively using (4.18). (5.11) is now implied by
(5.10). 
Corollary 5.3. On Cξ,M X pAξ,M
t pGNξ,y ´ pGNξ,x “ Bρpξqx,y for all px, yq P EpRξ,M qu.(5.15)
Pξ,M ppix,ξ¯8q “ Pξ,M ppix,ξ8q “ Pξ,M ppix,ξN q “ Pξ,M ppix,ξ8q x P Rξ,M .(5.16)
Proof. By Lemma B.2, on the event pAξ,M
Bρ¯x,x`e2 ď pGNξ,x`e2 ´ pGNξ,x ď Bρx,x`e2 @px, x` e2q P EpRξ,M q
and
B
ρ
x,x`e1 ď pGNξ,x`e1 ´ pGNξ,x ď Bρ¯x,x`e1 @px, x` e1q P EpRξ,M q,
which implies (5.15), using (5.10). By Lemma 4.4 we see that
pix,ξ¯8ĺpix,ξ8ĺpix,ξ8 x P Z2.(5.17)
By Lemma 5.1, on pAξ,M
pix,ξ¯8ĺpix,ξNĺpix,ξ8 x P Rξ,M .(5.18)
Lemma 5.2 along with (5.17) and (5.18) imply the result. 
For M ą 0, recall the set Sξ,M in (2.4). Using 5.3 we have the following. It should be now clear
to the reader that Hξ,M “ Sξ,M . We have the following control on the probability of these events.
Corollary 5.4.
PpHξ,M q “ PpSξ,M q ě P`Cξ,M X pAξ,M˘ ě 1´ PppCξ,M qcq ´ Ppp pAξ,M qcq.(5.19)
5.2. Upper bound on Ppp pAξ,M qcq.
Lemma 5.5. Fix ξ P p0, 1q and M ą 0 such that M ď ct 23 for some constant c ą 0. Let o “ ξN .
There exist constants Cpc, ξq, C1, N0pξ, cq ą 0, locally bounded in c, such that for all N ą N0 and
1 ď r ď N 13 plogpNqq´1 and all x P Rξ,M
(5.20) P
´
sup
xPRξ,M
pZρpξqo,x ą 0¯ ď C1
r3
and
(5.21) P
´
inf
xPRξ,M
pZ ρ¯pξqo,x ă 0¯ ď C1r3 ,
where ρpξq “ ρpξq ´ rN´ 13 and ρ¯pξq “ ρpξq ` rN´ 13 .
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Proof. We only prove (5.21) as (5.20) is similar. Given ξ P riU , abbreviate ρ “ ρpξq and ρ¯ “ ρ¯pξq.
Let x0 “ pMξ1, 0q be the lower-right corner of Rξ,M . By the order on geodesics we have!
inf
xPRξ,M
pZ ρ¯o, x ă 0) Ă ! pZ ρ¯o, x0 ă 0),
which implies
P
´
inf
xPRξ,M
pZ ρ¯o, x ă 0¯ ď P´ pZ ρ¯o, x0 ă 0¯.(5.22)
In order to upper bound (5.22) we must show that the characteristic line of direction ξpρ¯q that leaves
from o goes, on the scale of N
2
3 , well below the point x0. We have, via (4.16),
Nξ2 ´ pNξ1 ´Mξ1qρ¯
2
p1´ ρ¯q2 “
Nξ2p1´ ρ¯q2 ´ pNξ1 ´Mξ1qρ¯2
p1´ ρ¯q2(5.23)
“ ξ2r´2p1´ ρqrN
2
3 ` r2N 13 s ´ ξ1r2ρrN 23 ` r2N 13 s ` ξ1Mρ¯2
p1´ ρ¯q2
“ ´rN 23 rξ22p1´ ρq ` ξ12ρsp1´ ρ¯q2 `
Mξ1ρ¯
2
p1´ ρ¯q2 `
pξ2 ´ ξ1qr2N 13
p1´ ρ¯q2
ď ´rN 23 rξ22p1´ ρq ` ξ12ρsp1´ ρ¯q2 `
cN
2
3 ξ1ρ¯
2
p1´ ρ¯q2 `
pξ2 ´ ξ1qr2N 13
p1´ ρ¯q2
ď ´rN 23 rξ22p1´ ρq ` ξ12ρ´ r
´1cξ1pρ2 ´ 2ρrN´ 13 ` r2N´ 23 q ´ rN´ 13 s
p1´ ρ¯q2 .(5.24)
For large enough N and r ď N 13 plogpNqq´1 plug into (5.24) to obtain
Nξ2 ´ pNξ1 ´Mξ1qρ¯
2
p1´ ρ¯q2(5.25)
ď ´rN 23 rξ22p1´ ρq ` ξ12ρ´ r
´1cξ1pρ2 ´ 2ρrN´ 13 ` r2N´ 23 q ´ rN´ 13 s
p1´ ρ¯q2
ď ´rN 23 rξ22p1´ ρq ` ξ12ρ´ r
´1cξ1ρ2 ` cξ1p2ρN´ 13 `N´ 13 plogpNqq´1q ´ plogpNqq´1s
p1´ ρq2 ,
such that for N large enough
Nξ2 ´ pNξ1 ´Mξ1qρ¯
2
p1´ ρ¯q2 ď ´rN
2
3
rξ2p1´ ρq ` ξ1ρ´ r´1cξ1ρ2s
p1´ ρq2 .
For
r ą cξ1ρ
2
rξ2p1´ ρq ` ξ1ρ´ p1´ ρq2s _ 1,
the right hand side of (5.25) is smaller than ´N 23 . This in turn implies that there exists a constant
C 1pξ, cq ą 0 (locally bounded in c) such that
Nξ2 ´ pNξ1 ´Mξ1qρ¯
2
p1´ ρ¯q2 ď ´C
1pξ, cqrN 23 ,
It then follows by [27][Corollary 5.10] that there exists a constant C1pξ, cq ą 0
P
´ pZ ρ¯o, x0 ă 0¯ ď C1r´3,
which proves the result. 
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Corollary 5.6. Fix ξ P p0, 1q and M ą 0 such that M ď ct 23 for some constant c ą 0. There exists
Cpc, ξq ą 0, locally bounded in c, such that
Ppp pAξ,M qcq ď C
r3
.(5.26)
Proof. By the definition of pAξ,M we see that
p pAξ,M qc Ď ! sup
xPRξ,M
pZρpξqo,x ą 0)Y ! inf
xPRξ,M
pZ ρ¯pξqo,x ă 0)(5.27)
Taking probability on both sides of (5.27) and using (5.20) and (5.21) we obtain the result. 
5.3. Upper bound on PppCξ,M qcq. Define
Cξ,M1 “ tBξ¯poM´ke1,poM´pk´1qe1 “ BξpoM´ke1,poM´pk´1qe1u for 1 ď k ď ξ1M
Cξ,M2 “ tBξ¯poM´ke2,poM´pk´1qe2 “ BξpoM´ke2,poM´pk´1qe2u for 1 ď k ď ξ2M.
Recall (5.9) and note that
Cξ,M “ Cξ,M1 X Cξ,M2 .(5.28)
This subsection is aimed at proving the following.
Proposition 5.7. Let ξ P riU and c ą 0 and let M ą 0 such that M ď cN 23 . There exists
Cpξ, cq ą 0, locally bounded in c, such that
P
´`
Cξ,M
˘c¯ ď CN´ 14M 38 .(5.29)
Before we prove Proposition 5.7 we obtain some auxiliary results. As was noted in Lemma 4.5[ii],
for ξ¯ĺξ (and therefore ρ ď ρ¯)
P
´
Bξ¯poM´ke1,poM´pk´1qe1 “ BξpoM´ke1,poM´pk´1qe1 for 1 ď k ď ξ1M
¯
“ ν1´ρ¯,1´ρpdi “ si for 1 ď i ď ξ1Mq,
where d “ Dpa, sq(see Appendix A), and a “ pajqjPZ and s “ psjqjPZ are two independent i.i.d
sequences of exponential random variables of intensity ρ and ρ¯ respectively, such that 0 ă ρ ă ρ¯ ă 1.
Using (A.9)
ν1´ρ¯,1´ρpdi “ si for 1 ď i ď ξ1Mq “ ν1´ρ¯,1´ρpei “ 0 for 1 ď i ď ξ1Mq
“ ν1´ρ¯,1´ρ
´ ξ1Mÿ
i“1
ei “ 0
¯
.
It follows that
PpCξ,M1 q “ ν1´ρ¯,1´ρ
´ ξ1Mÿ
i“1
ei “ 0
¯
,(5.30)
and similarly
PpCξ,M2 q “ νρ,ρ¯
´ ξ1Mÿ
i“1
ei “ 0
¯
.(5.31)
Altogether, plugging (5.30) and (5.31) into (5.28) we obtain
P
`pCξ,M qc˘ ď ν1´ρ¯,1´ρ´ ξ1Mÿ
i“1
ei ą 0
¯
` νρ,ρ¯
´ ξ1Mÿ
i“1
ei ą 0
¯
.(5.32)
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Let us now try to explain the idea behind the proof. Let xj “ sj´1 ´ aj , from (A.6) we see that
wj “
`
wj´1 ` xj
˘`
.
Define the stopping time
T “ sup  k : k ą 0, wk´1 ` xk ě 0(
so that
wj “ wj´1 ` xj 1 ď j ď T.
Using this recursion and (A.10)
wj “ w0 ` S1,j 1 ď j ď T(5.33)
and wj ě 0 1 ď j ď T.
The dynamics behind (5.33) is as follows. The waiting time wj increases when the service times are
longer then usual and the interarrival times are shorter i.e. when the random walk S0,j goes up.
Similarly, the wj decreases when the service times are fast compared to the arrival of customers i.e.
S0,j goes down. This dynamics hold until the random walk goes below ´w0 where the waiting time
at the queue vanishes. The r.v.
řξ1M
i“1 ei can be thought of as the local time of the queue at zero, i.e.
the accumulated time of the queue being empty. The main idea behind the proof of Proposition 5.7
is the observation that when ρ¯ ´ ρ „ N´ 13 , that is when the queue is in the so-called heavy traffic
regime, at stationarity, the waiting time w0 of customer 0, is of order N
1
3 . As the difference between
the average service time rate and the average inter-arrival time rate is of order ρ¯ ´ ρ „ N´ 13 , the
simple random walk S0,j has drift ´N´ 13 . (5.33) implies that the queue’s waiting time vanishes by
time of order N
2
3 . Over time t “ opN 23 q the random walk St will not change the waiting time at
the queue by much so that with high probability wt will be of order N
1
3 and the r.v.
řt
i“1 ei will be
zero (see Figure 5.1).
Lemma 5.8. Let ξ P riU and let M ą 0. For 0 ă β ă α ă 1
νβ,α
´ ξ1Mÿ
i“1
ei ą 0
¯
ď 1´ β
α
`
ż ” α
pα` θq
β
pβ ´ θq
ıξ1M
e´θw pα´ βqβ
α
e´pα´βqwdw.(5.34)
Proof. By (A.11)
ξ1Mÿ
i“1
ei “
´
inf
1ďiďξ1M
w0 ` S1,ix
¯´
(5.35)
where
S1,ix “
iÿ
j“1
sj´1 ´ aj .
Next we bound from above the probability that the infimum of the path of tS1,ix u1ďiďξ1M drops too
low. Let C ą 0, then
P
´
inf
1ďiďξ1M
S1,ix ď ´C
¯
“ P
´
sup
1ďiďξ1M
´S1,ix ě C
¯
.
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0
t “ opN 23 q
St “ opN 13 q
W „ N 13
1
(a) While the waiting time W at the queue
is of order N
1
3 , over time of order smaller
than N
2
3 the waiting time is not likely to
change by much.
0
t „ N 23
W „ N 13 St „ N 13
1
(b) Over time of order N
2
3 , with positive
probability the waiting time W vanishes, i.e.
the queue will be empty.
Figure 5.1. The two cases of a queue at stationarity. St is the random walk whose incre-
mental step is xt “ st´1 ´ at. As the rate of service at the queue is higher than the rate of
interarrival Epxtq ă 0 and so St is a simple random walk with a negative drift. The waiting
time at the queue decreases by St until it vanishes.
As ´S1,ix is a submartingale and φθpxq “ eθx is a strictly increasing convex function for θ ą 0
φθp´S1,ix q is again a submartingale. By Doob’s inequality
P
´
sup
1ďiďξ1M
´S1,ix ě C
¯
“ P
´
sup
1ďiďξ1M
eθp´S
1,i
x q ě eθC
¯
ď E
`
eθp´S
1,ξ1M
x q˘
eθC
(5.36)
Note that by the independence of a “ pajqjPZ and s “ psjqjPZ, for ´α ă θ ă β
E
´
eθp´S1,ξ1M q
¯
“
”
E
´
e´θs1
¯
E
´
eθa1
¯ıξ1M “ ” αpα` θq βpβ ´ θqıξ1M .(5.37)
Plugging (5.37) in (5.36)
P
´
sup
1ďiďξ1M
´S1,ix ě C
¯
ď
” α
pα` θq
β
pβ ´ θq
ıξ1M
e´θC(5.38)
By (5.35)
ξ1Mÿ
i“1
ei ą 0 ðñ w0 ` inf
1ďiďξ1M
S1,ix ă 0,
and so
P
´ ξ1Mÿ
i“1
ei ą 0
¯
“ P`w0 ` inf
1ďiďξ1M
S1,ix ă 0
˘
(5.39)
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Note that by the definition of w0 ((A.5)), w0 is independent of tS1,ix uiPZą0 and so
P
´
w0 ` inf
1ďiďξ1M
S1,ix ă 0
¯
“ P
´
sup
1ďiďξ1M
´S1,ix ą w0
¯
“
ż
P
´
sup
1ďiďξ1M
´S1,ix ą w|w0 “ w
¯
Ppw0 P dwq
“
ż
P
´
sup
1ďiďξ1M
´S1,ix ą w|w0 “ w
¯
fwpdwq “
ż
P
´
sup
1ďiďξ1M
´S1,ix ą w
¯
fwpdwq(5.40)
where fw is given by (see (A.7))
fwpdwq “
´
p1´ β
α
qδ0pdwq ` pα´ βqβ
α
e´pα´βqwdw
¯
,(5.41)
so that
P
´
w0 ` inf
1ďiďξ1M
S1,ix ă 0
¯
ď 1´ β
α
`
ż
P
´
sup
1ďiďξ1M
´S1,ix ą w
¯pα´ βqβ
α
e´pα´βqwdw.(5.42)
Plugging (5.38) in (5.42) we obtain the result. 
Lemma 5.9. Let ξ P riU and let M ą 0. For ρpξq “ ρpξq´rN´ 13 , ρ¯pξq “ ρpξq`rN´ 13 and 0 ă θ ă ρ¯,
νρ,ρ¯
´ ξ1Mÿ
i“1
ei ą 0
¯
ď 2rN
´ 1
3
ρ` rN´ 13 `
ρ´ rN´ 13
ρ` rN´ 13
«
1` 2rθN
´ 1
3 ` θ2
ρ2 ´ pr2N´ 23 ` 2rN´ 13 θ ` θ2q
ffξ1M´
1` 2θr´1N 13
¯´1
.
(5.43)
Proof. Set β “ ρ and α “ ρ¯ so that” α
pα` θq
β
pβ ´ θq
ıξ1M
e´θw ď
” ρ` rN´ 13
pρ` rN´ 13 ` θq
ρ´ rN´ 13
pρ´ rN´ 13 ´ θq
ıξ1M
e´θw
“
” ρ2 ´ r2N´ 23
ρ2 ´ pr2N´ 23 ` 2rN´ 13 θ ` θ2q
ıξ1M
e´θw
“
”
1` 2rθN
´ 1
3 ` θ2
ρ2 ´ pr2N´ 23 ` 2rN´ 13 θ ` θ2q
ıξ1M
e´θw.(5.44)
and that
pα´ βqβ
α
e´pα´βqw “ p2rN
´ 1
3 qpρ´ rN´ 13 q
ρ` rN´ 13 e
´2rN´ 13w.(5.45)
Using (5.44) and (5.45) in (5.34) and the change of variable 2rN´ 13w ÞÑ w
νρ,ρ¯
´ ξ1Mÿ
i“1
ei ą 0
¯
“ 2rN
´ 1
3
ρ` rN´ 13 `
ρ´ rN´ 13
ρ` rN´ 13
ż 8
0
«
1` 2rθN
´ 1
3 ` θ2
ρ2 ´ pr2N´ 23 ` 2rN´ 13 θ ` θ2q
ffξ1M
e´θ
1
2r
N
1
3we´wdw
“ 2rN
´ 1
3
ρ` rN´ 13 `
ρ´ rN´ 13
ρ` rN´ 13
«
1` 2rθN
´ 1
3 ` θ2
ρ2 ´ pr2N´ 23 ` 2rN´ 13 θ ` θ2q
ffξ1M´
1` θ2r´1N 13
¯´1

Lemma 5.10. Let ξ P riU and let M ą 0 such that M ď cN 23 . There exists Cpξ, cq ą 0 such that
P
´`
Cξ,M1
˘c¯ ď CN´ 14 pξ1Mq 38 .(5.46)
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Proof. Let r “ pξ1Mq´ 18N 112 and θ “ pξ1Mq´ 12 in (5.43) to obtain
νρ,ρ¯
´ ξ1Mÿ
i“1
ei ą 0
¯
ď A`B,(5.47)
where
A “ 2N
´ 1
4 pξ1Mq´ 18
ρ`N´ 14 pξ1Mq´ 18
and
B “ B1 ˆB2 ˆB3(5.48)
where
B1 “ ρ´N
´ 1
4 pξ1Mq´ 18
ρ`N´ 14 pξ1Mq´ 18
“ 1´ 2N
´ 1
4 pξ1Mq´ 18
ρ`N´ 14 pξ1Mq´ 18
(5.49)
B2 “
«
1` 2N
´ 1
4 pξ1Mq´ 58 ` pξ1Mq´1
ρ2 ´ pN´ 12 pξ1Mq´ 14 ` 2N´ 14 pξ1Mq´ 58 ` pξ1Mq´1q
ffξ1M
(5.50)
B3 “
´
1` 2pξ1Mq´ 38N 14
¯´1 ď N´ 14 pξ1Mq 38 .(5.51)
There exists CApρq ą 0 such that
A ď CAN´ 14 pξ1Mq´ 18 for N ě 1.(5.52)
Note that by our assumption on M the numerator in (5.50) is dominated by 2cN
2
3 _ pξ1Mq´1 and
B2 Ñ Cpcq as N Ñ8,
where Cpcq ą 0 is locally bounded in c. In particular, there exists CB2pρq ą 0 such that
B2 ď CB2 for N ě 1.(5.53)
Plugging (5.49), (5.53) and (5.51) into (5.48) we see that there exists CBpρq ą 0 such that
B ď N´ 14 pξ1Mq 38 .(5.54)
Plugging now (5.52) and (5.54) into (5.47) and using (5.30) we obtain the result. 
Proof of Proposition 5.7. Similar to Lemma 5.10 one can show that for ξ P riU and M ą 0 such
that M ď cN 23 . There exists Cpξ, cq ą 0 such that
P
´`
Cξ,M2
˘c¯ ď CN´ 14 pξ2Mq 38 .(5.55)
(5.46) and (5.55) imply the result. 
Proof of Theorem 2.1. Plugging (5.26) and (5.29) into (5.19) we see that there exists c0 ą 0 such
that for every c ď c0
P
´
pHξ,cN
2
3 qc
¯
ď CN´ 14 pcN 23 q 38 ď Cc 38 .(5.56)
By the definition of Hξ,cN
2
3 , (5.56) shows that there exists a coupling between
H˜N,cpx,yq “ pGNξ,y ´ pGNξ,x px, yq P EpRξ,cq,
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and Bξpρq|EpRξ,cq, the Busemann function Bξpρq restricted on edges in EpRξ,cq, such that
P
´
H˜N,c ‰ Bξpρq|EpRξ,cq
¯
ď Cc 38 .(5.57)
(5.57) shows that
dTV
´
H˜N,c, Bξpρq|EpRξ,cq
¯
ď Cc 38 .(5.58)
As the distribution of Bξpρq|EpRξ,cq equals that of
H˜
ξpρq,N,c
px,yq “ pGρpξqNξ,y ´ pGρpξqNξ,x px, yq P EpRξ,cq,
(5.58) implies that
dTV
´
H˜N,c, H˜ξpρq,N,c
¯
ď Cc 38 .(5.59)
(5.59) implies (2.2) by rotating the LPP picture by 180˝. 
Proof of Theorem 2.4. Plugging (5.26) and (5.29) into (5.19) we obtain the result. 
Proof of Theorem 2.2. Define
∆LNx “ LNx ´ LN0
“ 2´ 43N´ 13
´
Gp0,0q,pN`xp2Nq 23 ,N´xp2Nq 23 q ´Gp0,0q,pN,Nq
¯
.
By Theorem 2.1 there exists c0 ą 0 and Cpc0q ą 0 such that for any |c| ď c0, with probability at
least 1´ Cc 38 , simultaneously for all |x| ď c
Gp0,0q,pN`xp2Nq 23 ,N´xp2Nq 23 q ´Gp0,0q,pN,Nq “ G
1
2
p0,0q,pN`xp2Nq 23 ,N´xp2Nq 23 q
´G 12p0,0q,pN,Nq.
Defining
∆L
1
2
,N
x “ 2´ 43N´ 13
´
G
1
2
p0,0q,pN`xp2Nq 23 ,N´xp2Nq 23 q
´G 12p0,0q,pN,Nq
¯
,
we conclude that with probability at least 1´ Cc 38 , simultaneously for all |x| ď c
∆LNx “ ∆L
1
2
,N
x .(5.60)
which implies that
dTV
`
∆LNx |r´c,cs,∆L
1
2
,N
x |r´c,cs
˘ ď Cc 38 .(5.61)
The following limits are in distribution in the topology of continuous functions on r´c, cs.
lim
NÑ8∆L
N “ A12 “ A2pxq ´A2p0q ´ x2(5.62)
lim
NÑ8∆L
1
2
,N “ B.(5.63)
Using Lemma C.2 with (5.62)–(5.63) and (5.61) implies that
dTV
`A12|r´c,cs,B|r´c,cs˘ ď 3Cc 38 ,
which implies the result. 
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Proof of Corollary 2.3. By the stationarity of the A2, it is enough to verify the claim for I “ r0, as
for some a ą 0. For every  ą 0, let Ω “ Cr0, s be the space of continuous functions on the interval
r0, s. Let F  be the Borel sigma algebra associated with the supremum metric on Ω. By Theorem
2.2, for every δ ą 0 there exists 0 ă  ď a and a probability space pΩ,Pq such that
P
´
A12|r0,s “ B|r0,s
¯
ą 1´ δ.(5.64)
For  P p0, as, (5.64) implies that with probability larger than 1´ δ
sup
tPI
lim sup
hÓ0
A12pt` hq ´A12ptq
ωBphq ě suptPr0,q lim suphÓ0
A12pt` hq ´A12ptq
ωBphq(5.65)
“ sup
tPr0,q
lim sup
hÓ0
Bpt` hq ´ Bptq
ωBphq “ 1,
where the last equality comes from Le´vy’s modulus of continuity [23, Theorem 10.1] and self-
similarity of the Brownian motion. Taking δ Ñ 0
sup
tPI
lim sup
hÓ0
A12pt` hq ´A12ptq
ωBphq ě 1 with probability 1.
Note that
sup
tPI
lim sup
hÓ0
A12pt` hq ´A12ptq
ωBphq(5.66)
“ sup
tPI
lim sup
hÓ0
A2pt` hq ´A2ptq
ωBphq ` suptPI lim suphÓ0
pt` hq2 ´ t2
ωBphq
“ sup
tPI
lim sup
hÓ0
A2pt` hq ´A2ptq
ωBphq
Plugging (5.66) in (5.65) implies the result. 
6. Coalescence of Geodesics
In this section we prove Theorem 2.8 and Theorem 2.9. For technical reasons, namely the direction
in which we send vn to infinity in (4.12), we prove the results for a setup that is a bit different, yet
equivalent, to the one in Figure 2.2 (see Figure 6.1).
6.1. Upper bound on Pp|o´pc| ď αNq. Let pGρ¯ and pGρ be the stationary LPP with ρ¯ “ ρ`rN´ 13
and ρ “ ρ´ rN´ 13 constructed through (3.13)–(3.14) with the boundary weights on the north-east
boundaries of RξN as in (5.8) and the bulk weights tωxuxPRξN . Similarly to (5.2) definepAr “ ! pZρpξq
q1,o
ă ´aN 23
)č!pZ ρ¯pξq
q1,o
ą 0
)
.
Similarly to Corollary 5.6 we have
Lemma 6.1. Fix ξ P riU and a ą 0. There exist Cpξ, aq ą 0, locally bounded in a, and N0pξ, rq ą 0
such that
Ppp pArqcq ď Cr´3.(6.1)
Proof. By definition of pAr
Ppp pArqcq ď P` pZρpξq
q1,o
ě ´aN 23 ˘` P` pZ ρ¯pξq
q1,o
ă 0˘(6.2)
26 M. BALA´ZS, O. BUSANI, AND T. SEPPA¨LA¨INEN
The bound on P
` pZ ρ¯pξq
q1,o
ă 0
¯
comes from (5.21), it remains to bound P
` pZρpξq
q1,o
ě ´aN 23 ˘. Let
u “ pu1, u2q “ ξN ´ aN 23 e2, and let pGρ,rq1su,x be the LPP induced by pGρq1,x at u. By Lemma 3.1 we
see that
P
` pZρ
q1,x
ě ´aN 23 ˘ “ P` pZrq1su,x ě 0˘,(6.3)
where pZrq1su,x is the exit point of pGρ,rq1su,x . Compute`
u2 ´ ρ
2
p1´ ρq2u1
˘´ o2 “ ξ2N ´ ρ2p1´ ρq2 ξ1N ´ aN 23
“ ξ2N
`
1´ 2pρ´ rN´ 13 q ` pρ´ rN´ 13 q2˘´ `ρ2 ´ 2ρrN´ 13 ` r2N´ 23 ˘ξ1N
p1´ ρq2 ´ aN
2
3
“ N
`
ξ2p1´ ρq2 ´ ξ1ρ2
˘` 2rN 23 `ξ1ρ` ξ2p1´ ρq˘`N 13 r2pξ2 ´ ξ1q
p1´ ρq2 ´ aN
2
3
“ 2pr ´ c
1aqN 23 `ξ1ρ` ξ2p1´ ρq˘`N´ 13 r2pξ2 ´ ξ1q
p1´ ρq2 ,
where
c1 “ p1´ ρq
2
2rξ1ρ` ξ2p1´ ρqs .(6.4)
It follows that there exists N0pξ, rq such that for N ą N0´
u2 ´ ρ
2
p1´ ρq2u1
¯
´ o2 ą pr ´ caqN
2
3
`
ξ1ρ` ξ2p1´ ρq
˘
p1´ ρq2 ,
where
c “ p1´ ρq
2
4rξ1ρ` ξ2p1´ ρqs .(6.5)
It then follows by [27][Corollary 5.10] that there exists a constant C1pξq ą 0 such that
P
` pZrq1su,x ą 0˘ ď C1pr ´ caq´3,
the proof is now complete. 
Let 0 ă α ă 1 and oα “ αξN . We define Rα “ ro, oαs to be the rectangle whose left bottom
corner is o and whose upper right corner is oα. We shall need the following result.
Lemma 6.2. Fix ξ P riU , 0 ă α ă 1 and r ą 0. There exists Cpξq ą 0 such that for t ą αr and
N ą N0pξ, rq
P
´
| pZ ρ¯oα,o| ě tN 23¯ ď Cα2t´3(6.6)
P
´
| pZρoα,o| ě tN 23¯ ď Cα2t´3.(6.7)
Proof. We prove (6.6) as (6.7) is similar. In fact we only prove here the upper bound for P
` pZ ρ¯oα,o ą
tN
2
3
˘
as the bound on P
` pZ ρ¯oα,o ă tN 23 ˘ is similar. Let pGρ¯,roαsu,x be the LPP induced by pGρ¯oα,x at u
where u “ αξN ´A1tN 23 e1, and
A1 “ 4pξ1ρ` ξ2p1´ ρqq
ρ2
.(6.8)
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By Lemma 3.1 we see that
P
` pZroαsu,x ą 0˘ “ P` pZ ρ¯oα,x ą A1tN 23 ˘,(6.9)
where pZroαsu,x and pZ ρ¯oα,x are the exit points of pGρ¯,roαsu,x and pGρ¯oα,x respectively. We would like to show
that the characteristic ξpρ¯q emanating from the point u “ pu1, u2q goes well above the point o on
the scale of N
2
3 . Compute`
u2 ´ ρ¯
2
p1´ ρ¯q2u1
˘´ o2 “ αξ2N ´ ρ¯2p1´ ρ¯q2 `αξ1N ´A1tN 23 ˘
“ αξ2N
`
1´ 2pρ` rN´ 13 q ` pρ` rN´ 13 q2˘´ `ρ2 ` 2ρrN´ 13 ` r2N´ 23 ˘αξ1N
p1´ ρ¯q2 `
ρ¯2
p1´ ρ¯q2A1tN
2
3
“ αN
`
ξ2p1´ ρq2 ´ ξ1ρ2
˘´ 2rαN 23 `ξ1ρ` ξ2p1´ ρq˘` αN 13 r2pξ2 ´ ξ1q
p1´ ρ¯q2 `
ρ¯2
p1´ ρ¯q2A1tN
2
3
ě
tN
2
3
´
ρ2A1 ´ 2rαt
`
ξ1ρ` ξ2p1´ ρq
˘` αr2t N´ 13 pξ2 ´ ξ1q¯
p1´ ρ¯q2 .
By (6.8), for t ě rα´
u2 ´ ρ¯
2
p1´ ρ¯q2u1
¯
´ o2 ě tN
2
3
`
2
`
ξ1ρ` ξ2p1´ ρq
˘` αr2t N´ 13 pξ2 ´ ξ1q˘
p1´ ρq2 .
It follows that there exists N0prq ą 0 such that for N ą N0´
u2 ´ ρ¯
2
p1´ ρ¯q2u1
¯
´ o2 ě α
´ 2
3 tpαNq 23 “ξ1ρ` ξ2p1´ ρq‰
p1´ ρq2 .
It then follows by [27][Corollary 5.10] that there exists a constant C 11pξq ą 0
P
` pZroαsu,x ą 0˘ ď C 11α2t´3(6.10)
Plugging (6.9) in (6.10) implies that
P
` pZ ρ¯oα,x ą A1tN 23 ˘ ď C 11α2t´3.
Applying the change of variables A1t ÞÑ t, there exists C1pξq ą 0 such that
P
` pZ ρ¯oα,x ą tN 23 ˘ ď C1α2t´3.(6.11)
Similarly we show that there exists C2pξq such that
P
` pZ ρ¯oα,x ă ´tN 23 ˘ ď C2α2t´3.
Setting C “ C1 _ C2 implies the result. 
Define the sets
Bα “
!
αξN ´ ie1
)
0ďiďαξ1N
ď!
αξN ´ ie2
)
0ďiďαξ2N
Bα,tc “
!
αξN ´ ie1
)
0ďiďtN 23
ď!
αξN ´ ie2
)
0ďiďtN 23
Bα,tf “ BαzBα,tc .
In words, Bα is the north-east boundary of Rα, Bα,tc are all the points in Bα whose l1 distance from
oα is less or equal to tN
2
3 while Bα,tf are the set of points in Bα whose l1 distance from oα is larger or
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equal to tN
2
3 . Let p¯iq
1,o and piq
1,o be the geodesics that start from q1 and terminate at o, associated
to pGρ¯ and pGρ respectively. Define
Br,α,t “  p¯iq1,o X Bα,tf “ H(X  piq1,o X Bα,tf “ H((6.12)
The superscript r in Br,α,t appears implicitly in ρ¯, ρ. The following result shows that with high
probability the geodesics p¯iq
1,o and piq
1,o will not wonder too far from the point oα.
Corollary 6.3. Fix ξ P riU , 0 ă α ă 1 and r ą 0. There exists Cpξq ą 0 such that for t ą αr and
N ą N0pξ, rq
P
`pBr,α,tqc˘ ď Cα2t´3.(6.13)
Proof. Note that !
p¯iq
1,o X Bα,tf ‰ H
)
“
!
| pZ ρ¯oα,o| ě tN 23)(6.14) !
piq
1,o X Bα,tf ‰ H
)
“
!
| pZρoα,o| ě tN 23).(6.15)
Taking probabilities on both sides of (6.14) and (6.15), using Lemma 6.2 and union bound we obtain
(6.13). 
Define the sets
Dr,α,t1 “ tBξ¯oα´ke1,oα´pk´1qe1 “ B
ξ
oα´ke1,oα´pk´1qe1u for 1 ď k ď tN
2
3
Dr,α,t2 “ tBξ¯oα´ke2,oα´pk´1qe2 “ B
ξ
oα´ke2,oα´pk´1qe2u for 1 ď k ď tN
2
3
Dr,α,t “ Dr,α,t1 XDr,α,t2 ,
where the superscript r is implicit in ξ¯, ξ ((5.3)).
Lemma 6.4. For every ξ P riU and 0 ă α ă 1, there exists Cpξq ą 0 so that for every r ě 1 and
t ď r´2 there exists N0prq ą 0 such that for N ě N0
P
´
pDr,α,tqc
¯
ď Ct 12 r.(6.16)
Proof. We show (6.16) for Dr,α,t2 the result then follows by union bound. As in (5.31) we have
P
´`Dr,α,t2 ˘c¯ “ νρ,ρ¯´ tN
2
3ÿ
i“1
ei ą 0
¯
.(6.17)
Using (5.43) with θ “ t´ 12N´ 13
νρ,ρ¯
´ tN 23ÿ
i“1
ei ą 0
¯
ď 2rN
´ 1
3
ρ` rN´ 13 `
ρ´ rN´ 13
ρ` rN´ 13
«
1`
`
2rt
1
2 ` 1˘t´1N´ 23
ρ2 ´ pr2N´ 23 ` 2rt´ 12N´ 23 ` t´1N´ 23 q
fftN 23 ´
1` 2t´ 12 r´1
¯´1
(6.18)
Sending N to 8, the right hand site of (6.18) converges to
eρ
´2
`
2rt
1
2`1
˘´
1` 2t´ 12 r´1
¯´1 ď eρ´2`2rt 12`1˘ 1
2
t
1
2 r.(6.19)
Plugging (6.19) in (6.17), by our assumption on t, rt
1
2 ď 1, and so we see that there exists C2pξq ą 0
such that for every r ě 1, there exists N0prq ą 0 such that for N ě N0
P
´
pDr,α,t2 qc
¯
ď C2t 12 r.
Similar bound can be obtained for Dr,α,t2 the result then follows by union bound. 
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Rξ,N
Rα
q1
q2
o
oα
∂α,tc
p¯iq1,o
piq1,o
1
Figure 6.1. With high probability the geodesics p¯iq1,o and piq1,o sandwich the geodesics
piq1,o and piq2,o. The stationary geodesics (in red) use the same weights on edges in EpBα,tc q.
Proof of Theorem 2.8. We first claim that on the event pAr X Br,α,t X Dr,α,t the geodesics piq1,o and
piq
2,o must coalesce outside Rα (see Figure 6.1). On the event pAr
p¯iq1,oĺpiq
1,oĺpiq
2,oĺpiq1,o.(6.20)
This means that coalescence of the geodesics p¯iq1,o and piq1,o outside Rα implies the coalescence of
the geodesics piq
1,o and piq
2,o outside Rα. It is therefore enough to show that on the set Br,α,tXDr,α,t
Pξ,αN pp¯iq1,oq “ Pξ,αN ppiq1,oq.(6.21)
On the event Br,α,t the geodesics p¯iq1,o and piq1,o do not cross Bα,tf and therefore use only the weights
Bρ¯e , B
ρ
e where e P EpBα,tc q and the bulk weights tωxuxPRα . It follows that on Br,α,t X Dr,α,t (6.21)
holds. Set r “ α´ 227 , t “ α 1627 so that t “ α 1627 ě α 2527 “ αr holds (since 0 ă α ă 1). Use (6.1), (6.13)
and (6.16) to see that there exists C 1pξ, aq ą 0 such that
Pp|o´ pc| ď pξ1 ^ ξ2qαNq ď Pppc P Rαq
ď P
´
p pAα´ 227 qc¯` P´pBα´ 227 ,α,α 1627 qc¯` P´pDα´ 227 ,α,α 1627 qc¯
ď C 1
´
α
2
9 ` α 29 ` α 29
¯
.
The result now follows. 
6.2. Upper bound on Pp|q2 ´ pc| ď αNq. For every ξ P riU and m P Z, define the set
Cξ`m,t “ tmu ˆ ty P Z : mξ2{ξ1 ´ y ď tN
2
3 u
Cξ´m,t “ tmu ˆ ty P Z : mξ2{ξ1 ´ y ě ´tN
2
3 u.
Let ξ1 “ ξ and ξ2 “ ξ ´ p0, aN´ 13 q be two vectors whose direction is that of the characteristics
emanating from o associated with the point q1 and q2 respectively. Let ρ¯ “ ρpξq ` rN´ 13 , ρ “
ρpξq ´ rN´ 13 and consider Gρ¯o,x and Gρo,x on RξN as in (3.7). For x P o ` Z2ą0, let p¯io,x and pio,x be
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the geodesics associated with the last passage time Gρ¯o,x and G
ρ
o,x respectively. We shall need the
following auxiliary result.
Lemma 6.5. Let 0 ă α ă 1 and r ě 1. There exists N0pξ, rq, Cpξq, Apξq ą 0 such that for N ą N0
and t ě Aαr
P
´
piq
1,o P pCξ1`p1´αqξ1N,tqc
¯
ď Cpα2t´3 ` r´3q(6.22)
P
´
piq
2,o P pCξ2´p1´αqξ1N,tqc
¯
ď Cpα2t´3 ` r´3q.(6.23)
Proof. We prove only (6.22) as the proof of (6.23) is similar. We would first like to show that there
exist N0pξ, rq, C1pξq, Apξq ą 0 such that for N ą N0 and t ě Aαr (see Figure 6.2)
P
´
p¯io,q
1 P `Cξ`p1´αqξ1N,t˘c¯ ď C1α2t´3.(6.24)
To see that (6.24) holds, let u “ `p1´ αqξ1N, p1´ αqξ2N ´ tN 23 ˘ and consider Gρ¯,rosu,x . Note that 
p¯io,q
1 P `Cξ`p1´αqξ1N,t˘c( “  Zrosu,q1 ą 0(.(6.25)
We compute
ξ2N ´
“p1´ αqξ2N ´ tN 23 ` ρ¯2p1´ ρ¯q2αξ1N‰
“ αξ2N ´ ρ¯
2
p1´ ρ¯q2αξ1N ` tN
2
3
“ αξ2N
`
1´ 2pρ` rN´ 13 q ` pρ` rN´ 13 q2˘´ `ρ2 ` 2ρrN´ 13 ` r2N´ 23 ˘αξ1N
p1´ ρ¯q2 ` tN
2
3
“ αN
`
ξ2p1´ ρq2 ´ ξ1ρ2
˘´ 2rαN 23 `ξ1ρ` ξ2p1´ ρq˘` αN 13 r2pξ2 ´ ξ1q
p1´ ρ¯q2 ` tN
2
3
“
tN
2
3
´
p1´ ρ¯q2 ´ p1´ ρq2 ` p1´ ρq2 ´ 2rαt
`
ξ1ρ` ξ2p1´ ρq
˘` αr2t N´ 13 pξ2 ´ ξ1q¯
p1´ ρ¯q2 .
If
t ě 5αrpξ1ρ` ξ2p1´ ρqqp1´ ρq2 ,
then there for C 1pξq ą 0
αξ2N ´ ρ¯
2
p1´ ρ¯q2αξ1N ` tN
2
3 ě
tN
2
3
´
p1´ ρ¯q2 ´ p1´ ρq2 ` 35p1´ ρq2 ` C 1rN´
1
3 pξ2 ´ ξ1q
¯
p1´ ρ¯q2 ,(6.26)
so that there exists N0pξ, rq such that for N ą N0 the left hand side of (6.26) is greater of equal to
tN
2
3
´
1
2p1´ ρq2
¯
p1´ ρq2 “
1
2
α´
2
3 tpαNq 23 .
It then follows by [27][Corollary 5.10] that there exists a constant C1pξq ą 0 such that such that for
N ą N0
P
`
Z
ros
u,q1
ą 0˘ ď C1α2t´3.(6.27)
LOCAL STATIONARITY OF EXPONENTIAL LAST PASSAGE PERCOLATION 31
Rξ,N
u
(1− α)ξ1N
Cξ1+(1−α)ξ1N,t
q1
o
p¯io,q
1
pio,q
1
1
Figure 6.2. With high probability the geodesic p¯io,q
1
exits from the south boundary of
Rξ,N and crosses the set Cξ1`p1´αqξ1N,t.
(6.24) now follows from (6.27) using (6.25). Next we use (6.24) to obtain (6.22). To see that, we
first note that (similar to (5.21)) there exists C2pξq ą 0 such that
P
`
Z ρ¯
o,q1
ą 0˘ ě 1´ C2r´3
which implies that
P
`
piq
1,oĺp¯io,q
1q ě 1´ C2r´3.(6.28)
Note that
tpio,q1 P `Cξ`p1´αqξ1N,t˘cu X  piq1,oĺp¯io,q1( Ă tp¯io,q1 P `Cξ`p1´αqξ1N,t˘cu.(6.29)
Taking probability in (6.29) and using (6.24) and (6.28) we arrive at (6.22). 
Proof of Theorem 2.9. Fix 0 ă α ă 1. Note that˜
Nξ2
Nξ1
´ Nξ2 ´ aN
2
3
Nξ1
¸
p1´ αqξ1N “ ap1´ αqN 23
Let t “ a3 p1´ αq and r “ tAα´
2
3 where A is the constant from Lemma 6.5, so that t ě Aαr “ tα 13 .
By Lemma 6.5, there exists Cpξ, aq ą 0
P
´
piq
1,o P pCξ1`p1´αqξ1N,tqc
¯
ď Cα2(6.30)
P
´
piq
2,o P pCξ2´p1´αqξ1N,tqc
¯
ď Cα2.
Let p1 “ infty : pp1´ αqξ1N, yq P piq1,ou and p2 “ supty : pp1´ αqξ1N, yq P piq2,ou be the lowest and
highest intersection points of the vertical line at p1´αqξ1N with piq1,o and piq2,o respectively. (6.30)
implies that
P
´
p1 ´ p2 ă a
3
p1´ αqN 23
¯
ď 2Cα2.
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Rξ,N
(1− α)ξ1N
aN
2
3
tN
2
3
Cξ1+(1−α)ξ1N,t
Cξ2−(1−α)ξ1N,t
q1
q2
o
pio,q
1
pio,q
2
1
Figure 6.3. With high probability the geodesic pio,q
1
crosses the vertical line at p1´αqξ1N
no too far below the characteristic ξ1 while pio,q
2
crosses not too far above the characteristic
ξ2.
It follows that
P
´
pc P r
`p1´ αqξ1N, 0˘, ξN s¯ ď 2Cα2.(6.31)
(6.31) implies the result.

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Appendix A. Queues
We formulate last-passage percolation over a bi-infinite strip as a queueing operator. The inputs
are two bi-infinite sequences: the inter-arrival process a “ pajqjPZ and the service process s “
psjqjPZ. The queueing interpretation is that aj is the time between the arrivals of customers j ´ 1
and j and sj is the service time of customer j. The operations below are well-defined as long as
limmÑ´8
ř0
i“mpsi ´ ai`1q “ ´8.
From inputs pa, sq three output sequences
(A.1) d “ Dpa, sq, t “ Spa, sq, and qs “ Rpa, sq
are constructed through explicit mappings: the inter-departure process d “ pdjqjPZ, the sojourn
process t “ ptjqjPZ, and the dual service times qs “ pqsjqjPZ.
The formulas are as follows. Choose a sequence G “ pGjqjPZ that satisfies aj “ Gj´Gj´1. Define
the sequence rG “ p rGjqjPZ by
(A.2) rGj “ sup
k: kďj
!
Gk `
jÿ
i“k
si
)
.
The supremum above is taken at some finite k. Then set
(A.3) dj “ rGj ´ rGj´1, tj “ rGj ´Gj , and qsj “ aj ^ tj´1.
The outputs (A.3) are independent of the choice of G. Note that to compute tdj , tj , qsj : j ď mu, only
inputs taj , sj : j ď mu are needed. Let a “ pajqjPZ and s “ psjqjPZ be two independent sequences
of i.i.d. Exponential r.v. of intensity λ and ρ respectively, where 0 ă λ ă ρ ă 1. We denote by νλ,ρ
the distribution of pDpa, sq, sq on RZ` ˆ RZ`, i.e.
νλ,ρ „ pDpa, sq, sq.(A.4)
By Burke’s Theorem Dpa, sq is sequences of i.i.d. Exponential r.v. of intensity λ, consequently,
the measure νλ,ρ is referred to as a stationary measure of the queue. The waiting time of the j’th
customer is given by
wj “ sup
iďj
´ jÿ
k“i
sk´1 ´ ak
¯`
.(A.5)
The random variables twjujPZ satisfy
wj “
`
wj´1 ` sj´1 ´ aj
˘`
.(A.6)
The distribution of w0 (and by stationarity the distribution of any wj for j P Z) is given by
fwpdwq “ Ppw0 P dwq “
`
1´ λ
ρ
˘
δ0pdwq ` pρ´ λqλ
ρ
e´pρ´λqwdw.(A.7)
One can write
dj “ ej ` sj ,(A.8)
where ej is called the j’th idle time and is given by
ej “ pwj´1 ` sj´1 ´ ajq´.(A.9)
ej is the time between the departure of customer j ´ 1 and the arrival of customer j in which the
sever is idle. Define
xj “ sj´1 ´ aj ,
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and the summation operator
Sk,l “
lÿ
i“k
xi(A.10)
Summing ej we obtain the cumulative idle time [30][Chapter 9.2, Eq. 2.7] as in the following lemma.
Lemma A.1. For any k ď l
lÿ
i“k
ei “
´
inf
kďiďlwk´1 ` S
k,i
¯´
.(A.11)
Proof. For simpler exposition we set k “ 1. By (A.5)
wl “
´
sup
1ďiďl
Si,l
¯` _ ´ sup
´8ăiď0
Si,l
¯`
“
´
sup
1ďiďl
Si,l
¯` _ ´ sup
´8ăiď0
Si,0 ` S1,l
¯`
“
´
sup
1ďiďl
Si,l
¯` _ ´` sup
´8ăiď0
Si,0
˘` ` S1,l¯`.
To see that the last equality holds, note that
wl “
$&%
´
sup1ďiďl Si,l
¯`
sup´8ăiď0 Si,0 ă 0´
sup1ďiďl Si,l
¯` _ ´` sup´8ăiď0 Si,0˘` ` S1,l¯` sup´8ăiď0 Si,0 ě 0.
It follows that
wl “
´
sup
1ďiďl
Si,l
¯` _ `S1,l ` w0˘`(A.12)
“
´
sup
2ďiďl
“
S1,l ´ S1,i´1‰¯` _ `S1,l ` w0˘`
“
´
S1,l ´ inf
1ďiďl´1S
1,i
¯` _ `S1,l ` w0˘`
“
´
S1,l ` w0 ´ inf
0ďiďl´1
“
w0 ` Sˆ1,i
‰¯`
where
Sˆ1,i “
#
S1,i i ą 0
´w0 i “ 0 ,
where the last equality in (A.12) follows since´
S1,l ` w0 ´
“
w0 ` Sˆ1,0
‰¯` “ `S1,l ` w0˘`.
It follows that
wl “ S1,l ` w0 ´ inf
0ďiďl
“
w0 ` Sˆ1,i
‰
.(A.13)
where we dropped the positive part because
wl ě S1,l ` w0 ´
“
w0 ` Sˆ1,l
‰ “ 0.
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By (A.6) and (A.9) we see that
´ej ` wj “ wj´1 ` sj´1 ´ aj(A.14)
ùñ ej “ wj ´ wj´1 ´ xj .
Summing on both sides of (A.14) and using (A.13)
lÿ
i“1
ei “ wl ´ w0 ´ S1,l
“ ´ inf
0ďiďlw0 ` Sˆ
1,i
“
´
inf
1ďiďlw0 ` S
1,i
¯´
.

The next lemma is a deterministic property of the mappings.
Lemma A.2. The identity D
`
Dpb,aq, s˘ “ D`Dpb, Rpa, sqq, Dpa, sq˘ holds whenever the sequences
a,b, s are such that the operations are well-defined.
Proof. For the computation choose pAjq and pBjq so that Aj´Aj´1 “ aj and Bj´Bj´1 “ bj . Then
the output of Dpb,aq is the increment sequence of
rB` “ sup
kď`
!
Bk `
ÿ`
i“k
ai
)
.
Next, the output of DpDpb,aq, sq is the increment sequence of
Hm “ sup
`ďm
! rB` ` mÿ
j“`
sj
)
“ sup
kďm
!
Bk ` max
`: kď`ďm
” ÿ`
i“k
ai `
mÿ
j“`
sj
ı)
.
Similarly, define first
rAj “ sup
k: kďj
!
Ak `
jÿ
i“k
si
)
and qB` “ sup
kď`
!
Bk `
ÿ`
i“k
qsi).
Then the output of D
`
Dpb, Rpa, sqq, Dpa, sq˘ is the increment sequence of
rHm “ sup
`ďm
! qB` ` mÿ
j“`
raj) “ sup
kďm
!
Bk ` max
`: kď`ďm
” ÿ`
i“k
qsi ` mÿ
j“`
rajı).
It remains to check that
(A.15) max
`: kď`ďm
” ÿ`
i“k
qsi ` mÿ
j“`
rajı “ max
`: kď`ďm
” ÿ`
i“k
ai `
mÿ
j“`
sj
ı
.
This can be proved with a case-by-case analysis. See Lemma 4.3 in [10]. 
Specialize to stationary M/M/1 queues. Let σ be a service rate and α1, α2 arrival rates. Assume
σ ą α1 ą α2 ą 0. Let b1,b2, s be mutually independent i.i.d. sequences with marginals bkj „
Exppαkq for k P t1, 2u and sj „ Exppσq. Define a jointly distributed pair of arrival sequences by
pa1,a2q “ `b1, Dpb2,b1q˘. From these and services s, define jointly distributed output variables:
dk “ Dpak, sq, tk “ Spak, sq, and qsk “ Rpak, sq for k P t1, 2u.
Lemma A.3. We have the following properties.
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(i) Marginally a2 is a sequence of i.i.d. Exppα2q variables.
(ii) For a fixed k P t1, 2u and each m P Z, the random variables tdkj ujďm, tkm, and tqskj ujďm are
mutually independent with marginal distributions dkj „ Exppαkq, tkm „ Exppσ ´ αkq, and qskj „
Exppσq.
(iii) For a fixed k P t1, 2u, sequences dk and qsk are mutually independent sequences of i.i.d. random
variables with marginal distributions dkj „ Exppαkq and qskj „ Exppσq.
(iv) pd1,d2q d“ pa1,a2q, in other words, we have found a distributional fixed point for this joint
queueing operator.
(v) For any m P Z, the random variables ta2i uiďm and ta1jujěm`1 are mutually independent.
Proof. Parts (i)–(iii) are well-known M/M/1 queueing theory. Proofs can be found for example in
Lemma B.2 in Appendix B of [10].
For part (iv), the marginal distributions of d1 and d2 are the correct ones by Lemma A.3(iii). To
establish the correct joint distribution, the definition of pa1,a2q points us to find an i.i.d. Exppα2q
random sequence z that is independent of d1 and satisfies d2 “ Dpz,d1q. From the definitions and
Lemma A.2,
d2 “ Dpa2, sq “ D`Dpb2,a1q, s˘ “ D`Dpb2, Rpa1, sqq, Dpa1, sq˘ “ D`Dpb2,qs1q,d1˘.
By assumption b2,a1, s are independent. Hence by Lemma A.3(iii) b2,qs1,d1 are independent. So
we take z “ Dpb2,qs1q which is an i.i.d. Exppα2q sequence by Lemma A.3(iii). This proves part (iv).
We know that marginally a1 and a2 are i.i.d. sequences. In queueing language observation (v)
becomes obvious. Namely, since a2 “ Dpb2,a1q, the statement is that past inter-departure times
ta2i uiďm are independent of future inter-arrival times ta1jujěm`1. Rigorously, (A.2) and (A.3) show
that variables ta2i uiďm are functions of ptb2i uiďm , ta1i uiďmq which are independent of ta1jujěm`1. 
Appendix B. Coupling and monotonicity in last-passage percolation
In this section ω “ pωxqxPZ2 is a fixed assignment of real weights. Gx,y is the last-passage value
defined by (2.1). No probability is involved.
Lemma B.1. Suppose weights ω and rω satisfy ωo`ie1 ě rωo`ie1, ωo`je2 ď rωo`je2, and ωx “ rωx for
i, j ě 1 and x P o` Z2ą0. As in (2.1) define LPP processes
Go,y “ max
x‚ PΠo,y
|y´o|1ÿ
k“0
ωxk and
rGo,y “ max
x‚ PΠx,y
|y´x|1ÿ
k“0
rωxk for y P o` Z2ě0.
Then for all y P o` Z2ě0, the increments over nearest-neighbor edges satisfy
Go,y`e1 ´Go,y ě rGo,y`e1 ´ rGo,y and Go,y`e2 ´Go,y ď rGo,y`e2 ´ rGo,y.
Proof. The statements are true by construction for edges py, y ` eiq that lie on the axes o` Zě0ei.
Proceed by induction: assuming the inequalities hold for the edges py, y`e2q and py, y`e1q , deduce
them for the edges py ` e2, y ` e1 ` e2q and py ` e1, y ` e1 ` e2q. 
Lemma B.2 (Crossing Lemma). The inequalities below are valid whenever the last-passage values
are defined.
Go`e1, x`e2 ´Go`e1, x ď Go, x`e2 ´Go, x ď Go`e2, x`e2 ´Go`e2, x(B.1)
Go`e2, x`e1 ´Go`e2, x ď Go, x`e1 ´Go, x ď Go`e1, x`e1 ´Go`e1, x.(B.2)
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Proof. The proofs of all parts are similar. We prove the second inequality in (B.1), that is,
Go, x`e2 ´Go, x ď Go`e2, x`e2 ´Go`e2, x.(B.3)
The geodesics pio, x`e2 and pio`e2, x must cross. Let u be the first point where they meet. Note that
Go,u `Gu, x ď Go, x and Go`e2,u `Gu, x`e2 ď Go`e2, x`e2 .(B.4)
Add the two inequalities in (B.4) and rearrange to obtain (B.3).
This inequality can be proved also from Lemma B.1, by writing Go`e2, x`e2´Go`e2, x “ rGo, x`e2´rGo, x with environment rωo`y “ ωo`y when y2 ą 0 and rωo`ie1 “ ´M for large enough M . 
Fix base points u ď v on Z2. On the quadrant v ` Z2ě0, put a corner weight ηv “ 0 and define
boundary weights
(B.5) ηv`kei “ Gu, v`kei ´Gu, v`pk´1qei for k P Zą0 and i P t1, 2u.
In the bulk use ηx “ ωx for x P v ` Z2ą0. Denote the LPP process in v ` Z2ě0 that uses weightstηxux P v`Z2ě0 by
(B.6) Grusv, x “ max
x‚ PΠv, x
|x´v|1ÿ
i“0
ηxi , x P v ` Z2ě0.
Assume now that the weights are such that geodesics are unique. Define the exit point Zu, p as in
(3.8). For k ě 1 let Zrusu`ke1, p be the exit point of the geodesic of G
rus
u`ke1, p. The lemma below follows
from taking v “ u` ke1 in Lemma 3.1.
Lemma B.3. For positive integers m, Zu, p “ k `m if and only if Zrusu`ke1, p “ m.
Appendix C. Convergence of distributions
Let X be a complete and separable metric space and let M1pXq be the set of probability distri-
butions on X. For µ, ν PM1pXq and  ě 0 we define
dTVpµ, νq “ inftP
`|X ´ Y | ą ˘ : pX,Y q is a r.v. s.t. X „ µ, Y „ νu,
so in particular, for  “ 0 we obtain the definition of total variation distance of distributions.
Lemma C.1. Let µ1, µ2, µ3 PM1pXq. Suppose that for some δ ą 0
dTVpµ1, µ2q ď δ and dTVpµ1, µ3q ď δ.(C.1)
Then
dTV2pµ2, µ3q ď 2δ.
Proof. Let X1,X2 and X3 be three copies of X and let Ω “ X1 ˆ X2 ˆ X3. By (C.1), there exist
fµ1,µ2 , fµ1,µ3 PM1pX2q s.t. ż
X2
1|x´y|ą dfµ1,µipx, yq ď δ for i P t2, 3u.
For i P t2, 3u let dfµi|µ1 be the conditional distribution of µi given µ1 w.r.t. fµ1,µi . Define the
distribution F on Ω by
dF “ dµ1px1qdfµ2|µ1px2qdfµ3|µ1px3q.
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Note that the marginals of F are µ1, µ2 and µ3. Let P2,3 : Ω Ñ X2 be the projection map of the last
two coordinates in Ω and let F 1 be the pushforward measure of F with respect to P2,3. Then F 1 is
a coupling of µ2 and µ3 andż
X2
1|x´y|ą2 dF 1px, yq “
ż
Ω
1|x2´x3|ą2 dF px1, x2, x3q(C.2)
“
ż
Ω
1|x2´x1`x1´x3|ą2 dF px1, x2, x3q
ď
ż
Ω
1|x1´x3|ą dF px1, x2, x3q `
ż
Ω
1|x2´x1|ą dF px1, x2, x3q
ď 2δ.
(C.2) implies the result. 
Lemma C.2. Let tµnunPN and tνnunPN be two sequences of distributions in a metric space X. Suppose
we have the following weak convergences of distributions
µn Ñ µ(C.3)
νn Ñ ν.
Also assume that for every n P N
dTV pµn, νnq ď δ.(C.4)
Then
dTV pµ, νq ď 3δ.
Proof. Fix k P N. The convergences in (C.3) can be realized a.s. and so, there exists Npkq such that
for n ą Npkq
dTVk´1 pµn, µq ď δ
dTVk´1 pνn, νq ď δ.
Using Lemma C.1 twice with (C.4) implies that for n ą Npkq
dTVk´1 pµ, νq ď 3δ,
and so there must be a coupling F k of µ and ν such thatż
1|x´y|ą3k´1 dF k ď 3δ.
The sequence tF kukPN is tight with respect to the product metric as the marginals of F k are inde-
pendent of k. It follows that there must be a weakly convergent subsequence F km such that
F km Ñ F,
where F is a coupling of µ and ν and that for every k P Nż
1|x´y|ą3k´1 dF ď 3δ.
Sending k to infinity implies the result. 
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