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A Novel Deep Neural Network Architecture for
Mars Visual Navigation
Jiang Zhang, Yuanqing Xia, Ganghui Shen
Abstract—In this paper, emerging deep learning techniques
are leveraged to deal with Mars visual navigation problem.
Specifically, to achieve precise landing and autonomous navi-
gation, a novel deep neural network architecture with double
branches and non-recurrent structure is designed, which can
represent both global and local deep features of Martian
environment images effectively. By employing this architecture,
Mars rover can determine the optimal navigation policy to
the target point directly from original Martian environment
images. Moreover, compared with the existing state-of-the-art
algorithm, the training time is reduced by 45.8%. Finally,
experiment results demonstrate that the proposed deep neural
network architecture achieves better performance and faster
convergence than the existing ones and generalizes well to
unknown environment.
Index Terms—Mars visual navigation, precise landing, au-
tonomous navigation, novel deep neural network architecture,
optimal navigation policy
I. INTRODUCTION
Generally, there are three basic phases during Mars ex-
ploration missions—entry, descent and landing (EDL) [1],
where the landing phase finally determines whether Mars
rovers land on Martian surface safely and precisely. Due to
the large uncertainties and dispersions derived from Martian
environment, existing algorithms used for EDL phase cannot
guarantee the precision of the Mars rovers’ landing on the
target point. Moreover, after landing, Mars rovers are usually
required to move to new target points constantly in order
to carry out new exploration tasks. Hence, in future Mars
missions, autonomous navigation algorithms are essential
for Mars rovers to avoid risky areas (such as craters, high
mountains and rocks) and reach target points precisely and
efficiently (Fig. 1).
Fig. 1. Visual navigation phase after landing.
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Currently, one of the most significant methods for Mars
navigation is visual navigation [2]. Two main methods for
Mars visual navigation are blind drive and autonomous
navigation with hazard avoidance (AutoNav) [3]. In blind
drive, all commands for Mars rovers are determined by
engineers from the earth before starting missions. This
method promptly reduces the efficiency and flexibility of
exploration missions. By contrast, AutoNav can lender Mars
rover execute missions unmannedly. Thus, it is more in
coincidence with the increasing future demand on Mars
rovers’ autonomy and intelligence.
Classical algorithms for AutoNav such as Dijkstra [4, 5],
A∗ [6, 7] and D∗ [8, 9] have been widely researched in the
past decades. It is noteworthy that these algorithms have to
search the optimal path iteratively on cellular grip maps,
which are both time consuming and memory consuming
[10]. When dimensions of maps become large and com-
putation resources are limited, these algorithms may fail
to offer the optimal navigation policy. To overcome the
dimension explosion problem, intelligent algorithms such
as neural network [11], genetic algorithm [12] and particle
swarm algorithm [13] were extended into planetary naviga-
tion problem. However, prior knowledge about the obstacles
in maps is prerequisite for these algorithms to work.
To provide the optimal navigation policy directly from
natural Martian scenes, effective feature representation al-
gorithms are required. That is, these algorithms have to
understand deep features of input image such as the shape
and location of obstacles firstly and then determine the
navigation policy according to these deep features. In recent
years, Deep Convolutional Neural Networks (DCNNs) have
received wide attention in computer vision field for their
superior feature representation capability [14]. Notably, al-
though the training process of DCNNs consumes massive
time and computation resource, it is completed offline.
When applying DCNNs to represent deep features of images
online after training, it costs little time and computation
resource. Therefore, DCNNs have been widely applied in
varieties of visual tasks such as image classification [15],
object detection [16], visual navigation [17] and robotic
manipulation [18].
Inspired by the state-of-art performance of DCNNs in
computer vision field, planetary visual navigation algorithms
based on deep neural network have been researched. In [19],
a 3 dimensional DCNN was designed to create a safety map
for autonomous landing zone detection from terrain image.
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2In [20], a DCNN was trained to predict rover’s position
from terrain images for Lunar navigation. Though these
algorithms are capable of extracting deep features of raw
images, they are unable to provide the optimal policy for
navigation directly. To solve this probelm, Value Iteration
Network (VIN) was firstly proposed in [21] to plan path
directly from images and applied to Mars visual navigation
problem successfully. Then, in [22], Memory Augmented
Control Network was proposed to find the optimal path for
rovers in partially observable environment. Both of these
networks for visual navigation employed Value Iteration
Module. However, it takes massive time to train them.
In this paper, an efficient algorithm to determine the opti-
mal navigation policy directly from original Martian images
is investigated. Specifically, a novel DCNN architecture with
double branches is designed. It can represent both global and
local deep features of input images and then achieve precise
navigation efficiently. The main contributions of this paper
are summarized as follows:
• Emerging deep learning techniques (deep neural net-
works) are leveraged to deal with Mars visual naviga-
tion problem.
• The proposed DCNN architecture with double branches
and non-recurrent structure can find the optimal path to
target point directly from global Martian environment
images and prior knowledge about risky areas in images
are not required.
• Compared with acknowledged (VIN), the proposed
DCNN architecture achieves better performance on
Mars visual navigation and the training time is reduced
by 45.8%.
• The accuracy and efficiency of this novel architecture
are demonstrated through experiment results and anal-
ysis.
The rest paper is organized as follows. Section II provides
preliminaries of this paper. Section III describes the novel
DCNN architecture for Mars visual navigation. Experimental
results and analysis are illustrated in Section IV, followed
by discussion and conclusions in Section V.
II. PRELIMINARIES
A. Markov Decision Process
Mars visual navigation can be formulated as a Markov
Decision Process (MDP), since the next state of Mars rover
can be determined by its current state and action completely.
A standard MDP for sequential decision making is composed
of action space A, state space S, reward r : S × A → R,
transition probability distribution P : S × A × S → R and
policy piθ : S×A → R. At time step t, the agent can obtain
its state st ∈ S from environment and then choose its action
at satisfying distribution at ∼ piθ(a|st), a ∈ A. After that,
its state will transit into st+1 ∈ S and the agent will then
receive reward rt = r(st, at) ∈ R from environment, where
st+1 ∈ S satisfies the transition probability distribution
st+1 ∼ P (s|st, at), s ∈ S . The whole process is shown
in Fig. 2.
Denote the discount factor of reward by γ ∈ R. A policy
is defined as optimal if and only if its parameter θ satisfies
θ∗ = arg max
θ
Es0,a0,s1,a1,...[r0 + γr1 + γ
2r2 + ...], (1)
Fig. 2. Markov decision process.
To measure the expected accumulative reward of st and
(st, at), the state value function and the action value function
are defined respectively as
V piθ (st) = Eat,st+1,at+1...[
+∞∑
i=t
γi−tr(si, ai)], (2)
Qpiθ (st, at) = rt + Est+1,at+1...[
+∞∑
i=t+1
γi−tr(si, ai)]
= rt + Est+1 [V
piθ (st+1)].
(3)
By substituting Eq. (2) into Eq. (1), the following equation
is derived as
θ∗ = arg max
θ
Es0 [V
piθ (s0)]. (4)
By solving Eq. (4), the optimal policy is determined such
that the objective of MDP is achieved. However, since both
state value function and action value function are unknown
before, Eq. (4) cannot be solved directly. Therefore, state
value function and action value function have to be estimated
in order to solving MDP problem.
B. Value Function Estimation
Value iteration is an typical method for value function
estimation and then addressing MDP problem [25]. Denote
the estimated state value function at step k by Vk(s), and
the estimated action value function for each state at step k
by Qk(s, a). pik is utilized to represent the policy at step k.
Then, the value iteration process can be expressed as
pik(si) = arg max
ai
Qk(si, ai) (i = 0, 1, · · · ), (5)
Vk+1(si) = Qk+1(si, pik(si))
= ri + Esi+1 [Vk(si+1)] (i = 0, 1, · · · ).
(6)
Through iteration, the policy and value functions will
converge to optimum pi∗, Q∗ and V ∗ simultaneously.
However, since it is difficult to determine the explicit
representation of pik, Qk and Vk (especially when the
dimension of st is high), VIN is applied to approximate
this process successfully. Specifically, VIN is designed with
3Value Iteration Module, which consists of recurrent convolu-
tional layers [21]. As illustrated in Fig. 3, the value function
layer Vk is stacked with the reward layer Rk and then filtered
by a convolutional layer and a max-pooling layer recurrently.
Furthermore, through VIN, navigation information including
global environment and target point can be conveyed to each
state in the final value function layer. Experiments demon-
strate that this architecture performs well in navigation tasks.
However, it takes lots of time and computation resource to
train such a recurrent convolutional neural network when
the value of K becomes large. Therefore, replacing Value
Iteration Module with a more efficient and non-recurrent
architecture without losing its excellent navigation perfor-
mance becomes the focus of this paper.
Fig. 3. Value iteration module.
C. Learning-Based Algorithms
Typically, there exist two learning-based algorithms
for training DCNNs in value function estimation—
Reinforcement learning [25] and Imitation learning [26].
In Reinforcement learning, no prior knowledge is required
and the agent can find the optimal policy in complex
environment by trial and error [27]. However, the train-
ing process of Reinforcement learning is computationally
inefficient. In Imitation learning, when the expert dataset
is given {(si, yi)}i=Ni=1 , the training process transforms into
supervised learning with higher data-efficiency and fitting
accuracy.
Considering that expert dataset {(si, yi)}i=Ni=1 for global
visual navigation is available (yi ∈ {0, 1, · · · , N} is the
optimal action at state st and N is the number of samples),
in this paper, Imitation learning method is applied to find
the optimal navigation policy.
III. MODEL DESCRIPTION
A. Mars Visual Navigation Model
In this subsection, the process of formulating Mars visual
navigation into MDP is presented. More precisely, state
st = {It, (g1t, g2t), (x1t, x2t)} is composed of the Martian
environment image It ∈ RM×M×3, target point (g1t, g2t) ∈
Z × Z and the current position of Mars rover (x1t, x2t) ∈
{0, 1, · · · ,M − 1} × {0, 1, · · · ,M − 1} at time step t. The
action at ∈ {0, 1, · · · , 7} represents the moving direction
of the Mars rover at time step t (0:east, 1:south, 2:west,
3:north, 4:southeast, 5:northeast, 6:southwest, 7:northwest).
After taking action at, the current location of the Mars
rover will change and the state st will transit into st+1.
If the Mars rover reaches the target point precisely at time
t+ 1, a positive reward will be obtained (such as rt = 1.0).
Otherwise, the Mars rover will get a negative reward (such
as rt = −1.0).
Furthermore, the output vector of the proposed DCNN is
defined as Πθ(st) = [Qpiθ (st, a = 0), · · · , Qpiθ (st, a = 7)]T
(st ∈ S). Then the training loss is defined in cross entropy
form with L2 norm as [28]
L(θ) = − 1
N
N∑
i=1
Yilog(Πθ(si)) + λ||θ||2, (7)
where N is the number of training samples, Yi is the one-
hot vector [29] of yi and λ is the hyperparameter adjusting
the effect of L2 norm on the loss function.
By minimizing the loss function L(θ), the optimal param-
eter of navigation policy is determined as follows
θ∗ = arg min
θ
L(θ). (8)
B. The Novel Deep Neural Network Architecture
In this subsection, the novel deep neural network
architecture—DB-Net with double branches for deep feature
representations and value function estimation is illuminated.
The principle design idea of DB-Net is to replace Value
Iteration Module of VIN with a non-recurrent convolutional
network structure. Firstly, the reprocessing layers of DB-Net
compresses the input Martian environment image It into fea-
ture map I
′
t(It, g1t, g2t) ∈ RN×N×A(M = lN, l ∈ Z, A ∈
Z and N ∈ Z). Then, the global deep feature f1(I ′t) ∈ RB
(B ∈ Z) and the local deep feature f2(I ′t , x1t, x2t) ∈ RC
(C ∈ Z) are extracted from feature map I ′t by branch
one and branch two respectively. By fusing f1(I
′
t) and
f2(I
′
t , x1t, x2t), the final deep feature (value function esti-
mation) Πθ(st) = Πθ(It, g1t, g2t, x1t, x2t) ∈ R8 of Martian
environment image is derived. Then, the optimal navigation
policy can be determined through Eq. (5).
The diagram of DB-Net is illustrated in Fig. 4, where
Conv, Pool, Res, Fc and S are short for convolutional
layer, max-pooling layer, residual convolution layer, fully-
connected layer and softmax layer respectively. More spe-
cific explanations of DB-Net are given as follows.
(1) The reprocessing layers comprises of two convo-
lutional layers (Conv-00, Conv-01) and two max-pooling
layers (Pool-00, Pool-01). After compressing the original
image It, the navigation policy becomes area by area instead
of point by point (each area has size l × l). Thus, the
efficiency of visual navigation is promptly enhanced.
(2) Branch one consists of one convolutional layer (Conv-
10), three residual convolutional layers (Res-11, Res-12,
Res-13), four max-pooling layers (Pool-10, Pool-11, Pool-
12, Pool-13) and two fully connected layers (Fc-1, Fc-
2). Notably, residual convolutional layer (Fig. 5) is one
kind of convolutional layer proposed in [30], which not
only increases the training accuracy of convolutional neural
networks with deep feature representations, but also makes
4Fig. 4. The diagram of DB-Net.
them generalize well to testing data. Considering that DB-
Net is required to represent deep features of Martian image
and achieves high-precision in unknown Martian environ-
ment images, residual convolutional layers are employed on
DB-Net. The deep feature f1(I
′
t) represented by this branch
is a global guidance to the Mars rover, containing abstract
information about global Martian environment It and target
point (g1t, g2t).
(3) Branch two is composed of two convolutional layers
(Conv-20, Conv-21) and four residual convolutional lay-
ers (Res-21, Res-22, Res-23, Res-24). The deep feature
f2(I
′
t , x1t, x2t) represented by this branch depicts the local
value distribution of Martian environment image It with
target (g1t, g2t), which acts as a local guidance to Mars
rover.
Fig. 5. Residual convolutional layer
(4) The final deep feature Πθ(It, g1t, g2t, x1t, x2t) =
Πθ(st) is fully connected with f1 and f2 through Fc-
3, corresponding to the Qpiθ value of one action at at
current state st. Hence, following Eq. (5), the optimal visual
navigation policy is determined.
Compared with VIN, not only the depth of DB-Net is
reduced significantly (since it is non-recurrent), but also
both global and local information of the image is kept and
represented effectively. Detailed parameters of DB-Net are
demonstrated in TABLE I.
TABLE I
DETAILED PARAMETERS OF DB-Net
Reprocessing layers
Conv-00 6× 5× 5 kernels with stride 1
Pool-00 3× 3 kernels with stride 2
(A=12) Conv-01 12× 4× 4 kernels with stride 1
Pool-01 3× 3 kernels with stride 2
Branch one
Conv-10 20× 5× 5 kernels with stride 1
Pool-10 3× 3 kernels with stride 1
Res-11 20× 3× 3 kernels with stride 1
Pool-11 3× 3 kernels with stride 2
Res-12 20× 3× 3 kernels with stride 1
Pool-12 3× 3 kernels with stride 2
(B=10) Res-13 20× 3× 3 kernels with stride 1
Pool-13 3× 3 kernels with stride 1
Fc-1 192 nodes
Fc-2 10 nodes
Branch two
Conv-20 20× 5× 5 kernels with stride 1
Res-21 20× 3× 3 kernels with stride 1
Res-22 20× 3× 3 kernels with stride 1
Res-23 20× 3× 3 kernels with stride 1
(C=10) Res-24 20× 3× 3 kernels with stride 1
Res-25 20× 3× 3 kernels with stride 1
Conv-21 10× 3× 3 kernels with stride 1
Output layers Fc-3 8 nodesS-1 8 nodes
IV. EXPERIMENTS AND ANALYSIS
In this section, DB-Net and VIN are firstly trained and
tested on Martian image dataset derived from HiRISE
[31]. The dataset consists of 10000 high-resolution Martian
images, each of which has 7 optimal trajectory samples
(generated randomly). The training set and the testing set
consist of 6/7 and 1/7 dataset respectively. Then, navigation
accuracy and training efficiency of DB-Net and VIN are
compared. Finally, detailed analysis of DB-Net is made
through model ablation experiments. More precisely, the
following questions will be investigated:
• Could DB-Net provide the optimal navigation policy
directly from original Martian environment images?
5• Could DB-Net outperform the best framework—VIN in
accuracy and efficiency?
• Could DB-Net keep its performance after ablating some
of its components?
A. Experiment Results on Martian Images
In this subsection, the process of training and testing
DB-Net and VIN on Martian image dataset is described.
The input image has a size of 128 × 128 with 3 channels
(i.g. M = 128), consisting of the gray image of original
Martian environment, the edge image of original Martian
environment generated by Canny algorithm [32] and the
target image (Fig. 6). Then, training accuracy and testing
accuracy of DB-Net and VIN are counted to contrast the
proportion of the optimal action they take each step. To
compare the navigation performance of DB-Net and VIN,
success rate on both training images and testing images
are counted. It is worth noting that a navigation process is
considered successful if and only if the Mars rover reaches
target point from start point without running into any risky
areas.
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Fig. 6. The input image of DB-Net. (Channel1 is the gray image. Channel2
is the edge image. Channel3 is the target image.)
As illustrated in Fig. 7, both training loss and training
error of DB-Net converge faster that VIN. After 200 training
epoches, DB-Net achieves 96.4% training accuracy and
95.4% testing accuracy, outperforming VIN significantly in
precision (as shown in TABLE II). Moreover, compared with
VIN, average time cost of DB-Net in one training epoch is
reduced by 45.8%, exceeding VIN in efficiency promptly.
Finally, DB-Net achieves high success rate both in training
data and testing data. Remarkably, Martian environment
images in testing data are totally unknown to DB-Net, since
training data differs from testing data. Therefore, even if the
environment is unknown before, DB-Net can still achieve
high-precision visual navigation. By contrast, VIN exhibits
poor performance on success rate, which is less than 80%
in testing data.
Examples of successful navigation process are demon-
strated in Fig. 8. It can be seen that the rover avoid craters
with varying size precisely under the guidance of DB-Net.
Furthermore, the trajectories are nearly optimal. It is worth
noting that prior knowledge of craters are unknown and
DB-Net has to understand deep representations of original
Martian images intuitively. Therefore, the performance of
DB-Net is marvellous.
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Fig. 7. Training results of DB-Net and VIN
TABLE II
RESULTS ON 128X128 MARTIAN IMAGE
Architectures DB-Net VIN
Training accuracy 96.4% 90.0%
Testing accuracy 95.6% 89.8%
Training success rate 96.0% 81.1%
Testing success rate 93.3% 79.4%
Average time cost (each epoch) 52.8s 97.5s
B. Model Ablation Analysis of DB-Net
In this subsection, to test whether DB-Net could keep its
performance after ablating some of its components, model
ablation experiments are conducted. Define DB-Net without
branch one as B1-Net. Then, derive B2-net by replacing
residual convolutional layers of B1-Net with normal con-
volutional layers. As illustrated in Fig. 9 and TABLE III,
without global deep features, the navigation accuracy and
success rate of B1-Net drop promptly compared with DB-
Net. Moreover, with only normal convolutional layers, train-
ing cost and error of B2-Net remain at high levels, unable to
provide reliable navigation policy for the Mars rover. There-
fore, both of the two-branch architecture and the residual
convolutional layers make indispensable contributions to the
final performance of DB-Net.
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Fig. 9. Training results of DB-Net, B1-Net and B2-Net
TABLE III
RESULTS OF MODEL ABLATION EXPERIMENTS
28x28 grid map DB-Net B1-Net B2-Net
Training accuracy 96.4% 86.2% 13.8%
Testing accuracy 95.6% 85.8% 12.8%
Training success rate 96.0% 63.2% 1.1%
Testing success rate 93.3% 63.2% 1.3%
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Fig. 8. Experiments on 128× 128 Martian Images. (Green points are landing points. Blue points are the target points. Navigation trajectories are red.)
Moreover, to explore the inner mechanism of DB-Net, the
final value function layers (Πθ) of DB-Net, B1-Net and VIN
are contrasted in a visualized way. The value function layers
estimates the action value distribution of current Martian
images and target point. After being visualized, locations
(x1t, x2t) close to target point should be lighter (larger
value) while location far from target point or near risky
areas should be darker (smaller value). As demonstrated in
Fig. 10, the value functions estimated by by DB-Net are more
in coincidence with the original Martian images compared
with B2-Net. It is clear that risky areas are darker and the
lighter locations are around target points in value function
layers generated by DB-Net from Fig. 10. By contrast, B1-
Net without global deep features cannot estimate the value
function as precisely as DB-Net. VIN also fails to recognize
risky areas of Martian images evidently. Therefore, DB-Net
indeed has a remarkable capability of representing deep
features and estimating the value distribution of current
Martian environment.
7(a) Original Martian images
(b) Value functions estimated by by DB-Net
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Fig. 10. Visualization of value function layers.
V. CONCLUSIONS
In this paper, a novel deep neural network architecture—
DB-Net with double branches and non-recurrent structure is
designed for dealing with Martian visual navigation problem.
DB-Net is able to determine the optimal navigation policy
to target point directly from original Martian environment
images without any prior knowledge. Moreover, compared
with the existing best architecture—VIN, DB-Net achieves
higher precision and efficiency. Most significantly, the aver-
age training time of DB-Net is reduced by 45.8%. In future
research, more effective deep neural network architecture
will be explored and the robustness of the architecture will
be researched further.
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