This paper presents an improved particle swarm optimizer (PSO) for solving multimodal optimization problems with problem-specific constraints and mixed variables. The standard PSO is extended by employing a comprehensive learning strategy, different particle updating approaches, and a feasibility-based rule method. The experiment results show the algorithm located the global optima in all tested problems, and even found a better solution than those previously reported in the literature. In some cases, it outperforms other methods in terms of both solution accuracy and computational cost.
Introduction
Many real-world optimization problems are hard to solve because they are: (1) computationally intensive and multimodal (i.e. have many local optima); (2) heavily constrained; and/or (3) contain mixtures of continuous, integer, discrete, and/or binary variables, and are often referred to as mixed-variable nonlinear optimization problems.
In the past few decades, evolutionary algorithms (EAs) [1] [2] [3] [4] [5] , such as genetic algorithms, evolutionary programming, and evolutionary strategies, have been successfully applied to real-world optimization problems. The main advantage of these algorithms, relative to most conventional optimization methods (e.g., Newton-based techniques, linear programming, and interior point methods) lies in that they do not apply mathematical assumptions to the optimization problems and have better global search capabilities. A relatively new EA, particle swarm optimization (PSO), was first proposed by Kennedy and Eberhart 6, 7 . PSO is an algorithm inspired by the social behavior of animals, such as bird flocking and fish schooling. It is attractive because of its simplicity of implementation and its ability to quickly converge to a reasonably good solution 7, 8 . PSO has been successfully applied in a variety of fields mainly for unconstrained continuous optimization problems. However, it may get trapped in a local optimum when solving complex multimodal problems. In this paper, the standard PSO algorithm is extended to improve PSO's performance on complex multimodal problems by using a comprehensive learning strategy.
In real life, many practical optimization problems involve continuous as well as discrete, integer and binary variables. To solve those problems, some solutions based on conventional methods are proposed. For example, Sandgren 9 and Hajela and Shih 10 proposed nonlinear branch and bound algorithms, which are modified versions of the most widely used methods in integer programming. Fu et al. 11 developed an interior penalty approach to impose penalties on integer and/or discrete violations on the objective function to force the search to converge upon standard values. Loh and Papalambros introduced a sequential linearization approach for solving mixed-discrete nonlinear optimization problems 12 .
Although most of the EAs were created to handle continuous variables, some of them, such as genetic algorithm 13 , evolutionary programming 14 , and ant colony optimization 15 , have been extended to handle mixed variables. The PSO was also originally proposed for continuous variable problems. Some PSO variants employ simple ways of dealing with mixed variables, for example, simply truncating the real values to integers 16, 17 . Here, the standard PSO is extended to handle mixed-variable nonlinear optimization problems more effectively.
Many optimization problems are hard to solve using conventional optimization algorithms or EAs because they involve a number of constrains. In their basic form, EAs are unconstrained optimization techniques, and thus are not able to handle constrained optimization problems directly 18 However, as in the case of constrained optimization problems, relatively fewer studies have employed the PSO algorithm as opposed to other kinds of EAs. The penalty function method requires careful tuning of the penalty parameters, which turns out to be a difficult optimization itself 23 . Constraint-preserving methods consume a lot of time as these methods require an initialization of all particles inside the feasible region. In this paper, a feasibility-based rule is incorporated into the PSO method to better handle constraints. The paper is organized as follows. The next section describes the mathematical formulation of constrained mixed-variable optimization problems. Section 3 introduces the standard PSO algorithm. A comprehensive learning PSO algorithm is proposed to address multimodal optimization problems with constrains and mixed variables in Section 4. In Section 5, three numerical examples are used to investigate the performance of our proposed PSO algorithm and results for these problems are compared to those obtained from other methods. Experimental results and discussions are given in this section. The paper is summarized and some conclusions are drawn in Section 6.
Mathematical Formulation of Constrained Mixed-Variable Optimization Problems
Generally, a constrained mixed-variable optimization problem can be described as follows,
where
is the scalar objective function, ) ( X g i and ) ( X h j are the inequality and equality constrains, respectively, g n is the number of inequality constraints, h n is the number of equality constraints (in both cases, constraints could be linear or non-linear), and X is the vector of solution variables consisting of continuous, binary, integer, and discrete variables.
The variable vector X represents a set of variables which can be written as 
Particle Swarm Optimizer
PSO is a population-based optimization algorithm. The population of solution candidates is called a "swarm", while each candidate is called a "particle". The current position in the D-dimensional search space of a particle represents a potential solution. The particles have memory and each particle keeps track of its previous best position, called pbest and the corresponding fitness value. The swarm remembers another value denoted gbest , which is the best position discovered so far by the swarm. The trajectory of each particle in the search space is dynamically adjusted by updating its velocity, according to its pbest and gbest . Therefore, PSO combines the local search technique (from the particle's own experience) and the global search method (from the neighborhood experience) to balance well the exploration and exploitation search aspects and move towards the global optimum.
Here is how a PSO specifically works. Let a swarm of n particles be considered. Each particle is fully described by a position and a velocity vector. In every generation of particle population, the velocity X of the d-th dimension of the i-th particle are updated as follows, using information on its historical velocity as well as its distance from the global and local best solution proposals:
where t indicates a pseudo time (generation increment), ) ,..., , (
is the position of the i-th particle; 
A Comprehensive Learning Particle Swarm Optimizer for Constrained Mixed-Variable Optimization Problems
As mentioned in the introduction, the difficulties in using EAs to solve many real-world optimization problems arise because these problems are multimodal, heavily constrained, and involve mixed variables. There have been very few studies that solved problem-specific constraints and mixed variables. In this section, PSO techniques for handling both mixed variables and constraints are proposed. A comprehensive learning strategy is employed to improved the PSO's capability to deal with complex multimodal problems.
Mixed-variable handling method
In our algorithm, different types of variables are dealt with different methods when updating position dimensions of a particle. The algorithm for updating mixed-variable position dimensions is given in Table 1 . Table 1 . Pseudo-code for updating mixed-variable position dimensions in the proposed algorithm.
Algorithm 1: Updating mixed-variable position dimensions
01.
06.
The sigmoid function of that velocity is calculated as
Generate a random number rand3 from a uniform distribution between 0 and 1 08.
If
Else
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End If
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If ( d is integer) 14 .
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End If 20.
End If

21.
If ( d is discrete) 22 .
End If
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End If
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End If 29.
End For
For continuous variables, the updating procedure is the standard procedure shown in Eq. (7). For binary variables, the updating procedure found in Ref. 7 is followed. In this procedure, a sigmoid function,
, is used to generate the probability that a particle might change its dimensional position. For integer variables, the dimensional velocity of the particle will determine if the new dimensional position is forward to plus one or back to minus one position from current location. For discrete variables, the algorithm selects the indices of the set of discrete variables. For this purpose, we first sort the set of discrete variables in ascending/descending order as
is optimized instead of the discrete value of the variable directly.
Constraint handling method
Motivated by Ref. 24 , we use a feasibility-based rule to handle constraints. The rule can be described as follows: (1) Any feasible solution is preferred to any infeasible solution; (2) Given two feasible solutions, the one with a better objective function value is preferred; and (3) Given two infeasible solutions, the one having smaller constraint violation value is preferred.
The rule listed above aims at obtaining good feasible solutions. Objective function and constraint violation information pieces are considered separately. In the first and the third cases, the search tends to the feasible region rather than the infeasible region, and in the second case the search tends to the feasible region with good solutions. However, our algorithm differs from Ref. 24 where an additional fitness function was designed to evaluate solutions. In our paper we show that it is unnecessary to design the additional fitness function because the rule can be incorporated into PSO.
In our algorithm, the constraint violation value of an infeasible solution is calculated as follows:
represents the best previous position yielding the best fitness value for the i-th particle at generation t and )
represents the newly generated position of that particle at generation 1  t . In terms of a feasibility-based rule, ) (t pbest i will be replaced by
in any of the following cases:
Similarly, gbest can be updated based on the rule at every generation.
Comprehensive learning strategy
We employ a comprehensive learning strategy described in Ref. 25 . In this learning strategy, all particles' pbests in the population can potentially be used as exemplars to guide a particle's flying direction, while the original PSO 6 only uses particle's own pbest and gbest as the exemplars. In addition, instead of learning from the same exemplar particle for all dimensions in the original PSO, in the new strategy each dimension of a particle may learn from the corresponding dimension of a different particle's pbest . To ensure that a particle learns from good exemplars and to minimize the time wasted on poor directions, this strategy does not allow the particle to learn from exemplars across all generations. Only if the particle ceases improving for a certain number of generations, called the refreshing gap m , is the particle permitted to learn. The strategy is demonstrated in Table 2 . Table 2 . Pseudo-code for updating pbest after a particle ceases improving for the refreshing gap m. In the learning strategy, each particle learns potentially from all particles' pbests in the swarm. During the search process, each dimension of a particle has an equal chance to learn from other particles. For each particle, some dimensions of other particles' pbests are randomly chosen according to a probability Pc , called learning probability. Each particle has its own 
where n is the population size of the swarm and i is the particle's id. For each dimension of a particle i , a random number rand4 is generated from a uniform distribution between 0 and 1. If i Pc rand4  , the corresponding dimension will learn from its own pbest ; otherwise it will learn from another particle's pbest . When a dimension of one particle has to learn from other particles, choice of source is made using a tournament selection procedure is employed as follows: (1) two particles are randomly chosen out of the population, which excludes the particle being updated; (2) these two particles' pbests are compared in terms of feasibilitybased rule described in Section 4.2; and (3) then the winner's pbest is used as the exemplar for that dimension. If all exemplars of a particular particle are its own pbest , then one dimension is randomly selected to learn compulsorily from other particles' pbest .
Implementation of search bounds and maximum velocities
In many practical problems, there are bounds on the variable ranges. 
Proposed particle swarm optimizer algorithm
The proposed algorithm is given in Table 3 . Table 3 . Pseudo-code for the proposed PSO algorithm. 
12.
For each dimension d in total length of dimension D 13.
Update the velocity in terms of Eq. (6) 14.
Restrict velocity if it exceeds the range specified 
where max w is set as 0.9, min w is set as 0.4, and max t is the maximum number of iterations. As t approaches the maximum number of iterations, ) (t w approaches min w reducing the speed of the particle.
Numerical Tests and Analysis
In this section, three numerical examples are used to investigate the performance of our algorithm. All these problems have mixed variables, as well as linear and nonlinear constraints. They have been widely used in the literature for benchmarking of algorithms and have been investigated by various EAs or traditional techniques. For each problem, 100 independent runs were carried out, in order to statistically assess the performance of our algorithm.
Example 1: a Pressure Vessel Design Problem
The objective of this problem is to minimize the total cost of materials for forming and welding of a pressure vessel. As shown in Figure 1 , there are four design variables: shell thickness The optimization problem is stated as
0 3 4 1296000 ) ( 27 , a branch and bound technique 9 , a GA-based co-evolution model 28 , a GA through the use of dominance-based tournament selection 29 , a sociobehavioural simulation model 30 , and some variants of PSO 16, 17, 20, 21 . Dimopoulos pointed out if the variable 4 x has an upper limit of 200, the fourth constraint is automatically satisfied 16 . So in his study, the upper limit of variable 4 x was extended to 240. For convenience, we designate the problem formulation in Refs. 9, 17, 20, 21, 26-30 as "Ex1-FormuA" and the one in Ref. 16 as "Ex1-FormuB".
In Table 4 , the best solutions from our proposed algorithms for the two formulations of the problem as well as the best ones obtained by previous approaches are shown. As shown in Table 4 , the proposed algorithm was able to efficiently locate the global optimums both of "Ex1-FormuA" and "Ex1-FormuB". For "Ex1-FormuA", the optimum solution (6059.7143) is also found by the work reported in Refs. 17 and 21. The performance results are depicted in Table 5 , where N represents the size of the population and FFE stands for the maximum fitness function evaluations. As shown in Table 5 , the mean fitness value was 6066.0311 with a standard deviation of 12.2718, which is significantly superior to those of other methods. The mean fitness value was 6119.3708 with a standard variation of 107.7036, even when we reduce the maximum fitness function evaluations (FFEs) to 30,000. For the formulation of the problem modified by Dimopoulos, compared with the work in Ref. 16 , our algorithm required considerably lower FFEs (60,000) to improve the searching quality significantly (the mean fitness value was 5923.1568 with a standard variation of 105.1191), as demonstrated in Table 5 .
Example 2: a welded beam design problem
The following problem is taken from Ref. 28 . As shown in Figure 2 , a welded beam is designed for minimum cost of fabrication subject to constraints on shear stress (  ), bending stress (  ), end deflection (  ) in the beam, buckling load on the bar ( c P ) and side constraints. The problem involves four design variables: thickness of the weld Figure 2 . The welded beam design problem.
The problem was previously investigated by the following approaches: a real parameter GA 24 , An optimization algorithm based on the simulation of social behavior 31 , a GA-based co-evolutionary model 28 , a GA through the use of dominance-based tournament selection 29 , a domain knowledge-based cultural algorithm 32 , and some variants of PSO 16, 17, 20, 21 . However, the formulations of the problem vary slightly across these methods. In References 17, 24, 31, Eq. (28) and (30) are replaced by Eqs. (32) and (33), respectively.
Also, References 17, 20, 21, 24, 28, 29, 31 , and 32 found their optimums by treating independent variables 1 x and 2
x as real numbers. Only the solution in Ref. 16 treated these variables as integer multiples of 0.0065. For convenience, we designate the formulation of the problem in Refs. 17, 24, and 31 as "Ex2-FormuA", the formulation in Refs. 20, 21, 28, 29, and 32 as "Ex2-FormuB" and the that in Ref. 16 as "Ex2-FormuC". The best solutions obtained using the above mentioned approaches are depicted in Table 6 , where the best solutions from different formulations of the problem obtained using the PSO algorithm presented in this paper are also reported. The performance results of the different algorithms are shown in Table 7 . It is shown in Table 6 that the proposed PSO algorithm can obtain the best known solution. From Table 7 , it can be found for the formulation "Ex2-FormuA", that our algorithm performs much better than those reported in Refs. 24 , which is even more than the execution time of our algorithm for 100 runs -9 seconds only (on a Pentium Dual, 2.16-GHz notebook). For the formulations "Ex2-FormuB" and "Ex2-FormuC", the average searching quality of our proposed algorithm is far superior to those of other methods. The mean values and the standard deviations of results by the proposed algorithm for these two formulations are also very small.
Example 3: the second variation of welded beam design problem
This problem is taken from Deb and Goyal 33 and is a variation of that in Example 2. Example 2 is extended to include two types of welded joint configurations (as depicted in Figure 3 ) and four possible beam materials (as described in Table 8 ). There are six independent variables in the design problem: thickness of the weld x are now integer multiples of 0.0625 in., variable 2 x is continuous, variable 5 x is an integer ranging from 1 to 4 representing the material (1 stands for "Steel", 2 represents "Cast Iron", 3 is "Aluminium", and 4 means "Brass"), and variable 6 x is binary representing the joint type (0 stands for two sided welded joint and 1 represents four sided welded joint). This variation of the welded beam design problem is stated:
. (34) subject to the constrains of Eqs. (19)- (25), with the relations demonstrated in Eqs. (26), (27) , (29) , and (30) still valid. However, Eq. (28) is replaced by
The values of parameters to material are given in Table 8 . Also, the value of max  is changed to: S   577
. 0 max  (36) The bounds of variables 1 x , 2 x , 3 x , and 4 x remain the same as in Eq. (31) .
The only other two solutions to this problem (known to the authors) are by Deb and Goyal 33 and Dimopoulos 16 . The best solutions obtained by these two solutions as well as from our proposed algorithm in this paper are listed in Table 9 , and their statistical simulation results are shown in Table 10 . From Table 9 , it can be seen that our PSO algorithm yielded a new optimum which is far below the ones obtained by the only other two solutions. It can be found in Table 10 that the average searching quality of the proposed algorithm is better than the one reported by Dimopoulos. It is worth mentioning that this improved performance is obtained under a smaller (60,000) FFEs.
Conclusions
This paper extends the standard PSO to address multimodal and constrained mixed-variable optimization problems. A comprehensive learning strategy is employed to improve PSO's performance on complex multimodal problems. In this strategy, other particles' previous best positions are exemplars to be learned from by any particle and different dimensions of a particle can potentially learn from different exemplars. Different types of variables are handled using different approaches. Constraint handling is based on a feasibility-based rule, which provides an effective alternative to overcome the weakness of penalty function methods and constraint-preserving methods.
The advantages of the proposed algorithm are illustrated by solving four mechanical design optimization problems. The numerical results and comparisons with solutions from other methods show that our proposed algorithm improves performances in terms of search quality, efficiency, and robustness. The numerical results obtained by the proposed algorithm are better than or equal to those obtained from other existing methods.
An issue for future work is to improve the feasibility-based rule because it is not completely reasonable that feasible solutions are always considered better than infeasible ones in the rule. This could lead to overpressure from selecting feasible solutions and lead to premature convergence. For example, the constraint boundary handling method has not been taken into account, while many real-world constrained optimization problems have optimum solutions in or near the boundary of the feasible region.
