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Abstract
This paper presents a computational solution to determine if a chemical
reaction network endowed with power-law kinetics (PLK system) has the ca-
pacity for multistationarity, i.e., whether there exist positive rate constants
such that the corresponding differential equations admit multiple positive
steady states within a stoichiometric class. The approach, which is called
the “Multistationarity Algorithm for PLK systems” (MSA), combines (i)
the extension of the “higher deficiency algorithm” of Ji and Feinberg for
mass action to PLK systems with reactant-determined interactions, and (ii)
a method that transforms any PLK system to a dynamically equivalent one
with reactant-determined interactions. Using this algorithm, we obtain two
new results: the monostationarity of a popular model of anaerobic yeast
fermentation pathway, and the multistationarity of a global carbon cycle
model with climate engineering, both in the generalized mass action format
of biochemical systems theory. We also provide examples of the broader
scope of our approach for deficiency one PLK systems in comparison to the
extension of Feinberg’s “deficiency one algorithm” to such systems.
Keywords: power-law kinetics, higher deficiency algorithm,
multistationarity, anaerobic yeast fermentation pathway, global carbon
cycle model
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Figure 1: Biochemical map of anaerobic fermentation pathway in Saccharomyces cerevisiae
(adapted from [21]).
1. Introduction
Biochemical maps are widely used in biochemistry to visualize complex,
non-linear interactions between molecules and other chemical entities de-
picted as nodes. Two types of directed interactions are captured in a bio-
chemical map: transfer of mass (usually represented by solid arrows) from
one node to another and regulation (transfer of information, often denoted
by dotted line arrows) from a node to a mass transfer arrow. Biochemical
maps are akin to the “box models used in chemical engineering and related
disciplines. Figure 1 shows the biochemical map for the anaerobic yeast
fermentation pathway model of Galazzo and Bailey [12], and Curto et al.
[4], which is provided in [21].
To describe the dynamics of a biochemical system, an interaction is typ-
ically assigned a rate function which captures some of its properties such as
speed, type (activating or inhibiting) and strength. In Biochemical Systems
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Theory (BST), power-law functions, which are products of variables with
real exponents, are the rate functions of choice. In the half century, since
M. Savageau introduced the BST approach, numerous models in many ar-
eas of the life sciences have been developed. There are two main types of
BST models: GMA (Generalized Mass Action) systems and S-systems. In
a GMA system, a power-law rate function is assigned to each arrow in a
biochemical map. In an S-system, which formally is a special GMA system,
the incoming (outgoing) arrows of a node are “lumped together to a single
incoming (outgoing) arrow and assigned a power-law function each (often
viewed as a weighted average of the individual arrows in a corresponding
GMA system).
S-systems have many advantages for analysis of system dynamics, includ-
ing a very simple solution to the question of multistationarity. Determining
the positive equilibria is equivalent to setting the two power-law functions
equal and taking the logarithm results in a system of linear equations in
the logarithms of original variables (i.e., in logarithmic space). The entries
of the matrix of this system, which is called the “A-matrix in BST, are
the differences of the corresponding exponents (called “kinetic orders), the
nonzero values for which a solution (i.e., an equilibrium) are sought are the
ratios of the rate constants. Linear algebra then tells us when there is a
unique, infinitely many or no equilibria. For the structurally more accu-
rate GMA systems however, there are very few general results regarding
equilibria addressing the question of multistationarity. One typically could
compute results for systems with particular numerical parameters.
The potential of Chemical Reaction Network Theory (CRNT) to pro-
vide an approach to the multistationarity problem of GMA systems was a
motivating factor for Arceo et al. [3, 2] to introduce representations of BST
systems as power-law kinetic systems. This involved translating a biochem-
ical map to a full-fledged chemical reaction network and using the concept
of “embedded network to obtain a chemical kinetic system (CKS) dynami-
cally equivalent to the BST system. The analysis of embedded CKS of 15
BST systems (7 of which were GMA systems) revealed that their under-
lying networks were all non-weakly reversible and have deficiency greater
than one (called “higher deficiency in CRNT). This implied that they did
not fall under the coverage of the available results of CRNT on equilibria
from Mller-Regensburger [18] and Talabis et al. [20]. In addition, most of
the embedded CKS were power-law systems with non-reactant-determined
interactions (PL-NDK systems) and the only result for equilibria of PL-NDK
systems is a recent Deficiency Zero Theorem from Fortun et al. [10]. The
“Multistationarity Algorithm for PLK systems” (MSA) presented in this
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paper provides a computational solution for the multistationarity problem
of GMA Systems.
M. Feinberg pioneered the use of computational approaches to multista-
tionarity in chemical reaction networks in 1995 with the novel Deficiency
One Algorithm (DOA) for mass action kinetics (MAK) [7]. It is a signifi-
cant complement to the Deficiency One Theorem (DOT). In other words, if
a reaction network with deficiency one that does not satisfy the conditions
of the DOT, one may use the DOA. On the other hand, the higher defi-
ciency algorithm (HDA) for MAK is given in the Ph.D. thesis of H. Ji [15].
It is a reformulation of the works of Feinberg’s DOA [7, 8] and P. Ellison’s
Advanced Deficiency Algorithm (ADA) which already handles MAK with
higher deficiency [5]. Their results were already implemented in CRNTool-
box [16]. When you input a specific reaction network, the software outputs
its basic properties. It also reports whether or not the MAK system has the
capacity to admit multiple equilibria.
In the MSA, we consider a subset of the reaction set called an orienta-
tion, which induces a partition of the subnetwork into equivalence classes and
correspondingly, the whole network is partitioned into fundamental classes.
A system of equations and/or inequalities will be obtained and checked
whether a solution called signature exists. If such a signature exists, then
the kinetic system has the capacity for multistationarity for particular rate
constants. If no signature exists for all possible construction of the sys-
tem of equations and/or inequalities, then the kinetic system does not have
the capacity for multistationarity, no matter what positive values the rate
constants assume.
The multistationarity algorithm MSA consists of two new results: the
extension of the HDA of Ji and Feinberg for MAK systems to power-law
systems with reactant-determined interactions (PL-RDK systems) and its
combination with a transformation method in [19] to address the multista-
tionarity of PL-NDK systems. In particular, we present the following new
results:
1. the monostationarity (for any set of rate constants) of the anaerobic
yeast fermentation pathway of Curto et al. (Section 3.1), and
2. the multistationarity (for certain sets of rate constants) of the global
carbon cycle model of Heck et al. (Section 3.2).
In a further new application, we apply the MSA to non-regular deficiency one
PL-RDK systems, which are not covered by the extension of Feinberg’s DOA
to PL-RDK systems by Fortun et al. [9]. A deficiency one regular network
is required to be t-minimal and satisfy a “cut pair” condition besides being
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positive dependent. We also provide an example of a deficiency one PL-
NDK system whose transform has deficiency 2, which can still be handled
by HDA, but obviously not by DOA.
Remark 1.1. In CRNT, “higher deficiency” refers to networks with defi-
ciency greater than one. We desisted from further use of the term “Higher
Deficiency Algorithm” because the algorithm is valid for any deficiency, and
in fact, as remarked above, quite useful for deficiency one networks.
2. The Multistationarity Algorithm for Power-Law Systems with
Reactant-Determined Interactions
For power-law kinetic systems with reactant-determined interactions, the
multistationarity algorithm MSA is the extension of the HDA of Ji and Fein-
berg to these systems. Using the discussion of the higher deficiency theory
and algorithm for MAK in [15], we develop a version for PL-RDK. The
algorithm basically follows that of MAK where each reaction y → y′ corre-
sponds to a column in the molecularity matrix Y . In PL-RDK, the reaction
y → y′ corresponds to a row in the kinetic order matrix and correspondingly,
to a column in the T -matrix (see Definition Appendix B.13 in Appendix
Appendix B). With this, we modified the algorithm by considering the T -
matrix of the kinetic system, for solving system of equations, instead of the
molecularity matrix of the reaction network. For a background on CRNT,
the reader may refer to Appendix Appendix B.
2.1. Parameters for Multistationarity
Let (S ,C ,R,K) be a PL-RDK system. If the system admits two posi-
tive and distinct equilibria, say c∗ and c∗∗, then
∑
y→y′∈R
ky→y′(c∗)T.y (y′ − y) =
0 and
∑
y→y′∈R
ky→y′(c∗∗)T.y (y′ − y) = 0 where T.y is the column of the T -
matrix associated with the reactant complex y. Lemmas 2.1 and 2.2, which
provide necessary and sufficient conditions for the existence of multiple equi-
libria, show the importance of the introduction of two new terms κ and µ.
We modified Lemma 2.2.1 in [15] to come up with these lemmas.
Lemma 2.1. Let (S ,C ,R,K) be a PL-RDK system. Suppose there exist a
set of positive rate constants
{
ky→y′ |y′ → y ∈ R
}
and two distinct, positive,
stoichiometrically compatible c∗, c∗∗ ∈ RS>0. Then there exist κ ∈ RR>0 and
µ ∈ RS such that µs = ln
(
cs
∗
cs∗∗
)
∀s ∈ S and κy→y′ = ky→y′c∗∗T.y ∀
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y → y′ ∈ R where µ is both nonzero and stoichiometrically compatible with
(the stoichiometric subspace) S.
Lemma 2.2. Let (S ,C ,R,K) be a PL-RDK system. Suppose there exist
κ ∈ RR>0 and 0 6= µ ∈ RS which is stoichiometrically compatible with S.
Then there exist a set of positive rate constants
{
ky→y′ |y′ → y ∈ R
}
and
two distinct, positive, stoichiometrically compatible c∗, c∗∗ ∈ RS>0.
The first two equations in this section can be expressed as∑
y→y′∈R
κy→y′
(
y′ − y) = 0 and ∑
y→y′∈R
κy→y′eT.y ·µ
(
y′ − y) = 0
where µ = ln
(
c∗
c∗∗
)
. The equivalence can be established by letting µs =
ln
(
cs
∗
cs∗∗
)
∀s ∈ S . Hence, eµs = cs
∗
cs∗∗
∀s ∈ S . Then,
eT.y ·µ =
∏
s ∈S
eµs(T .y)s =
∏
s ∈S
(
cs
∗
cs∗∗
)(T .y)s
=
c∗T.y
c∗∗T.y
.
Thus, c∗T.y = eT.y ·µc∗∗T.y and ky→y′c∗T.y = ky→y′eT.y ·µc∗∗T.y = κy→y′eT.y ·µ
since we set κy→y′ = ky→y′c∗∗T.y ∀ y → y′ ∈ R.
2.2. Fundamental Classes of Reactions
In this subsection, we introduce a subset of the reaction set R known as
an “orientation”, denoted by O, which will lead to the “unique” partition
of R.
Definition 2.3. A subset O of R is said to be an orientation if for every
reaction y → y′ ∈ R, either y → y′ ∈ R or y′ → y ∈ R, but not both.
For an orientation O, we define a linear map LO : RO → S such that
LO(α) =
∑
y→y′∈O
αy→y′
(
y′ − y).
Remark 2.4. If the network R has no reversible reactions, then there is only
one orientation O = R. In this case, LR = Y Ia = N , the stoichiometric
matrix.
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Illustration 2.5. Consider the GMA model of anaerobic fermentation path-
way of Saccharomyces cerevisiae in Chapter 8 of [21] depicted in Figure 1.
The model has the following reactions.
R1 : X2 → X1 +X2 R8 : X3 +X5 → X4 +X5
R2 : X1 +X5 → X2 +X5 R9 : X3 +X5 → X3 + 2X5
R3 : 2X5 +X1 → X5 +X1 R10 : X3 +X4 +X5 → X4 +X5
R4 : X2 +X5 → X3 +X5 R11 : X3 +X4 +X5 → X3 +X5
R5 : 2X5 +X2 → X5 +X2 R12 : X3 +X4 +X5 → X3 +X4 + 2X5
R6 : X2 +X5 → X5 R13 : 2X5 → X5
R7 : X2 +X5 → X2
In [2], the system was referred to as ERM0-G and it was shown that the
system is PL-RDK. Each reaction is irreversible. Thus, O = R.
Let
{
ωy→y′ |y → y′ ∈ RO
}
be the standard basis for RO . Reactions y → y′,
y → y′ ∈ O are related by ∼ if there exists a nonzero α such that ωy→y′ −
αωy→y′ ∈ Ker⊥LO . It is easy to see that the relation ∼ is indeed an equiv-
alence relation. We define the equivalence class of a reaction y → y′
under the relation ∼ by [y → y′] = {y˜ → y˜′ ∈ O|y˜ → y˜′ ∼ y → y′}. We call
the equivalence classes as Pi where i runs through the number of classes
induced by the relation. In particular, if there is a reaction such that
ωy→y′ ∈ Ker⊥LO , we label the equivalence class containing y → y′ as P0.
We set P0 = ∅ if there is no such equivalence class exists.
Lemma 2.6. [15] Let (S ,C ,R) be reaction network and O be an orienta-
tion. Let α 6= 0. Then the following holds:
i. y → y′ ∈ P0 if and only if xy→y′ = 0 for each x ∈ KerLO , and
ii. ωy→y′ − αωy→y′ ∈ Ker⊥LO if and only if xy→y′ = αxy→y′ ∀x ∈
KerLO .
Lemma 2.6 leads to partitioning the orientation O into the zeroth equiv-
alence class P0, if it exists, and the nonzeroth equivalence classes Pi where
i ≥ 1.
Remark 2.7. [15] Let
{
vl
}d
l=1
be a basis for KerLO . If for y → y′ ∈ O,
vly→y′ = 0 for all 1 ≤ l ≤ d then the reaction y → y′ belongs to the zeroth
equivalence class P0. For y → y′, y → y′ ∈ O\P0, if there exists α 6= 0 such
that vly→y′ = αv
l
y→y′ for all 1 ≤ l ≤ d, then the two reactions belong to the
same equivalence class.
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The reactions y → y′ and y → y′ in R belong to the same fundamental
class if at least one of the following statements holds [15].
i. y → y′ and y → y′ are the same reaction.
ii. y → y′ and y → y′ are reversible pair.
iii. Either y → y′ or y′ → y, and either y → y′ or y′ → y are in the same
equivalence class on O.
We label the fundamental class containing Pi as Ci. A fundamental
(equivalence) class is said to be reversible if each reaction in the funda-
mental (equivalence) class is reversible (with respect to R). If at least one
of the reactions is irreversible, then the class is said to be nonreversible. If
Pi is nonreversible, we pick any irreversible reaction to be the representative
of Pi. Otherwise, we pick any irreversible reaction as the representative. We
identify the ith reaction in W with yi → yi′. We let W be the collection of
all such representatives from Pi where i = 1, 2, ..., w.
Illustration 2.8. We consider ERM0-G in Illustration 2.5. Below is basis
for KerLO obtained by solving
∑
y→y′∈O
αy→y′ (y′ − y) = 0.

v1 v2 v3 v4 v5 v6 v7 v8
R1 0 1 0 0 1 1 0 0
R2 0 1 0 0 1 1 0 0
R3 −1 0 −1 1 0 0 1 −1
R4 0 0 0 0 1 1 0 0
R5 1 0 0 0 0 0 0 0
R6 0 1 0 0 0 0 0 0
R7 0 0 1 0 0 0 0 0
R8 0 0 0 0 0 1 0 0
R9 0 0 0 1 0 0 0 0
R10 0 0 0 0 1 0 0 0
R11 0 0 0 0 0 1 0 0
R12 0 0 0 0 0 0 1 0
R13 0 0 0 0 0 0 0 1

Notice that there is no row with zero entry so P0 is empty. We partition
O into its equivalence classes. The equivalence classes and the fundamental
classes based on the given basis for KerLO are provided in the first and
second columns of Table 1, respectively.
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Table 1: Nonterminal and terminal strong linkage classes of ERM0-G
Equivalence Fundamental Nonterminal Strong Terminal Strong
Class Class Linkage Class Linkage Class
P1 = {R1, R2} C1 = {R1, R2} {X2} {X1 +X2}
{X1 +X5} {X2 +X5}
P2 = {R3} C2 = {R3} {2X5 +X1} {X5 +X1}
P3 = {R4} C3 = {R4} {X2 +X5} {X3 +X5}
P4 = {R5} C4 = {R5} {2X5 +X2} {X5 +X2}
P5 = {R6} C5 = {R6} {X2 +X5} {X5}
P6 = {R7} C6 = {R7} {X2 +X5} {X2}
P7 = {R8, R11} C7 = {R8, R11} {X3 +X5} {X4 +X5}
{X3 +X4 +X5} {X3 +X5}
P8 = {R9} C8 = {R9} {X3 +X5} {X3 + 2X5}
P9 = {R10} C9 = {R10} {X3 +X4 +X5} {X4 +X5}
P10 = {R12} C10 = {R12} {X3 +X4 +X5} {X3 +X4 + 2X5}
P11 = {R13} C11 = {R13} {2X5} {X5}
A fundamental class Ci with 0 ≤ i ≤ w is said to be degenerate if
gyi→y′i = 0 while a fundamental class Ci with 1 ≤ i ≤ w is said to be
nondegenerate if gyi→y′i 6= 0. Let i ≥ 1. For each nondegenerate fundamental
class Ci, we assume a 3-shelf bookcase to store all reactions in Ci. Let y → y′
be a reaction in a nondegenerate fundamental class Ci, and ρyi→yi′ =
hyi→yi′
gyi→yi′
where gyi→yi′ 6= 0 and i = 1, ..., w. Then we define the shelving of y → y′ in
the following manner.
i. y → y′ is on the upper shelf if eT.y ·µ > ρyi→y′i .
ii. y → y′ is on the lower shelf if eT.y ·µ < ρyi→y′i .
iii. y → y′ is on the middle shelf if eT.y ·µ = ρyi→y′i .
Let Myi→yi′ = ln ρyi→yi′ if ρyi→yi′ > 0. Otherwise, we take Myi→yi′ to
be an arbitrarily large and negative number. We restrict the problem by
considering a representative of each of the classes instead of all the elements
of the whole class. Lemmas 2.9 and 2.10 are extensions of Lemma 2.8.7 and
Proposition 2.8.1 in [15] from MAK to PL-RDK.
Lemma 2.9. Let (S ,C ,R,K) be a PL-RDK system and O be an orienta-
tion. Let κ ∈ RR>0, and µ ∈ RS . Let g, h ∈ RO such that
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gy→y′ =
{
κy→y′ − κy′→y if y → y′ ∈ O is reversible
κy→y′ if y → y′ ∈ O is irreversible and
hy→y′ =
{
κy→y′eT.y ·µ − κy′→yeT.y′ ·µ if y → y′ ∈ O is reversible
κy→y′eT.y ·µ if y → y′ ∈ O is irreversible .
For i = 1, 2, ..., w, let Pi be the equivalence class with yi → yi′ as representa-
tive. Moreover, let ρyi→yi′ =
hyi→yi′
gyi→yi′
for nondegenerate fundamental classes
Ci.
i. If y → y′ ∈ Pi (i = 1, 2, ..., w) is irreversible then gy→y′ > 0, hy→y′ >
0, and Myi→yi′ = T.y · µ.
ii. Suppose y → y′ ∈ Pi (i = 1, 2, ..., w) is reversible and Ci is nondegen-
erate.
a. If gyi→y′i > 0 and y → y′ is on the upper shelf, then Myi→yi′ <
T.y · µ < T.y′ · µ.
b. If gyi→y′i > 0 and y → y′ is on the middle shelf, then Myi→yi′ =
T.y · µ = T.y′ · µ.
c. If gyi→y′i > 0 and y → y′ is on the lower shelf, then Myi→yi′ >
T.y · µ > T.y′ · µ.
d. If gyi→y′i < 0 and y → y′ is on the upper shelf, then Myi→yi′ <
T.y′ · µ < T.y · µ.
e. If gyi→y′i < 0 and y → y′ is on the middle shelf, then Myi→yi′ =
T.y′ · µ = T.y · µ.
f. If gyi→y′i < 0, and y → y′ is on the lower shelf, then Myi→yi′ >
T.y′ · µ > T.y · µ.
iii. Suppose y → y′ ∈ Pi (i = 1, 2, ..., w) is reversible and Ci is degenerate.
a. If hyi→y′i > 0 then T.y · µ > T.y′ · µ.
b. If hyi→y′i = 0 then T.y · µ = T.y′ · µ.
c. If hyi→y′i < 0 then T.y · µ < T.y′ · µ.
iv. If y → y′ ∈ P0 is reversible then T.y · µ = T.y′ · µ.
Lemma 2.10. Let (S ,C ,R,K) be a PL-RDK system and O be an orien-
tation. Suppose there exist µ ∈ RS , g, h ∈ KerLO , Pi (i = 1, 2, ..., w) with
representative yi → yi′ and
{
ρyi→yi′ =
hyi→yi′
gyi→yi′
|gyi→yi′ 6= 0, i = 1, ..., w
}
sat-
isfy the conditions given in Lemma 2.9. Then the following holds for a
nondegenerate Ci.
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i. All irreversible reactions in Ci (i ≥ 1) must belong to the middle shelf.
ii. y → y′ ∈ Ci must belong to the upper shelf if ρyi→yi′ ≤ 0.
iii. If a reaction is reversible, then the reaction and its reversible pair must
belong to the same shelf.
iv. Any two reactions in Ci with the same reactant complex must belong
to the same shelf.
v. Each reaction whose reactant complex lies in a nonterminal strong
linkage class must belong to the middle shelf.
vi. Each reaction whose reactant complex lies in a terminal strong linkage
class of the fundamental subnetwork must belong to the same shelf.
vii. If for a nondegenerate Ci (i ≥ 1), Ni forms a big (undirected) cycle
(with at least three vertices), then its reactions are all in a terminal
strong linkage class and belong to the middle shelf, where Ni is the
subnetwork generated by reactions in Pi.
Illustration 2.11. Again, consider ERM0-G in Illustration 2.5. Since irre-
versible reactions belong to the middle shelf, we obtain the following shelving
assignment.
U1 = {} ,M1 = {R1 : X2 → X1 +X2, R2 : X1 +X5 → X2 +X5} ,L1 = {}
U2 = {} ,M2 = {R3 : 2X5 +X1 → X5 +X1} ,L2 = {}
U3 = {} ,M3 = {R4 : X2 +X5 → X3 +X5} ,L3 = {}
U4 = {} ,M4 = {R5 : 2X5 +X2 → X5 +X2} ,L4 = {}
U5 = {} ,M5 = {R6 : X2 +X5 → X5} ,L5 = {}
U6 = {} ,M6 = {R7 : X2 +X5 → X2} ,L6 = {}
U7 = {} ,M7 = {R8 : X3 +X5 → X4 +X5, R11 : X3 +X4 +X5 → X3 +X5} ,
L7 = {}
U8 = {} ,M8 = {R9 : X3 +X5 → X3 + 2X5} ,L8 = {}
U9 = {} ,M9 = {R10 : X3 +X4 +X5 → X4 +X5} ,L9 = {}
U10 = {} ,M10 = {R12 : X3 +X4 +X5 → X3 +X4 + 2X5} ,L10 = {}
U11 = {} ,M11 = {R13 : 2X5 → X5} ,L11 = {}
2.3. Sign Patterns and the Fundamental Theorem of Multistationarity in
PL-RDK systems
Suppose g, h ∈ KerLO such that g 6= 0 but h = 0. For any nonzero
sign pattern which is stoichiometrically compatible with KerLO , we have a
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solution of nonzero g ∈ KerLO with such sign patterns. Define
ΓW =
{
x ∈ RO |x has support in W
}
with W = {yi → yi′|i = 1, ..., w} ∈ O.
We now focus our attention in depicting what is meant by a “valid”
pair of sign patterns for gW = g|W , hW = h|W ∈ RO ∩ ΓW . A pair of sign
patterns for gW , hW ∈ RO ∩ ΓW is said to be compatible with KerLO |W if
both of these statements hold.
i. If Ci (i = 1, 2, ..., w) is nonreversible then the signs of gW (y → y′) and
hW (y → y′) are both positive.
ii. For every reaction y → y′ in W , v1yi→yi′ and gW (y → y′) have the
same sign, and v2yi→yi′ and hW (y → y′) have the same sign, for some
v1, v2 ∈ KerLO .
In other words, a pair of sign patterns for gW and hW are said to be valid,
if it is nonzero and stoichiometrically compatible with KerLO |W .
At this point, we assume that there is a sign pattern for gW ∈ RO ∩ΓW .
Define the sets
D =
{
yi → yi′ ∈W |gW
(
yi → yi′
)
= 0
}
and
ND =
{
yi → yi′ ∈W |gW
(
yi → yi′
) 6= 0} .
Let {bj}qj=1 be a basis for Ker⊥LO ∩ ΓW , if it exists, where q is the
dimension of Ker⊥LO ∩ ΓW . For j = 1, 2, ..., q, we also define the following
sets and consider the following equations:
Rj+ =
{
yi → yi′ ∈ ND|bjyi→yi′gW
(
yi → yi′
)
> 0
}
Rj− =
{
yi → yi′ ∈ ND|bjyi→yi′gW
(
yi → yi′
)
< 0
}
Qj+ =
{
yi → yi′ ∈ D|bjyi→yi′gW
(
yi → yi′
)
> 0
}
Qj− =
{
yi → yi′ ∈ D|bjyi→yi′gW
(
yi → yi′
)
< 0
}
Qj1 =
{
ρW
(
yi → yi′
) |yi → yi′ ∈ Rj+}
Qj2 =
{
ρW
(
yi → yi′
) |yi → yi′ ∈ Rj−}
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∑
yi→yi′∈ND
bjyi→yi′gW
(
yi → yi′
)
= 0, j = 1, 2, ..., q (1)
∑
yi→yi′∈ND
ρW
(
yi → yi′
)
bjyi→yi′gW
(
yi → yi′
)
+
∑
yi→yi′∈D
bjyi→yi′hW
(
yi → yi′
)
= 0, j = 1, 2, ..., q
(2)
hW
(
yi → yi′
)
= ρW
(
yi → yi′
)
gW
(
yi → yi′
)
, yi → yi′ ∈ ND. (3)
Lemma 2.12. [15] Suppose a reaction network satisfies the following prop-
erties for an orientation O: Pi (i = 0, 1, 2, ..., w) is defined by a representa-
tive yi → yi′, W = {yi → yi′|i = 1, 2, ..., w} ⊆ O, a given basis
{
bj
}q
j=1
for
Ker⊥LO ∩ ΓW , and a set of parameters
{ρW (yi → yi′) |gW (yi → yi′) 6= 0, i = 1, 2, ..., w} where the sign of ρW (yi → yi′)
is the same as the ratio of the signs of hW (yi → yi′) and gW (yi → yi′). Fur-
ther, suppose there exist hW , gW ∈ RO∩ΓW with a valid pair of sign patterns
such that Equations (1), (2), and (3) are satisfied. Then the following holds
for j = 1, 2, ..., q:
i. If
∑
yi→yi′∈D
bjyi→yi′hW (yi → yi′) > 0, then one element in Q
j
2 is strictly
greater than one element in Qj1.
ii. If
∑
yi→yi′∈D
bjyi→yi′hW (yi → yi′) < 0, then one element in Q
j
1 is strictly
greater than one element in Qj2.
iii. If
∑
yi→yi′∈D
bjyi→yi′hW (yi → yi′) = 0, then Q
j
1 and Q
j
2 are nonsegre-
gated. That is, at least one of these holds:
a. There exist an element a from one of multisets Qj1 and Q
j
2, and
b < c from the other such that a is between b and c, i.e., b < a < c.
b. All the elements in the multisets Qj1 and Q
j
2 are equal or there
are a, b ∈ Qj1 and c, d ∈ Qj2 where c = a < b = d.
Definition 2.13. Let (S ,C ,R) be a chemical reaction network with an
orientation O. The chemical reaction network is said to have a forestal
property if for given W ⊆ O, Ker⊥LO∩ΓW has a forest basis. Ker⊥LO∩ΓW
has a forest basis if it has a basis such that the graph based on the basis
vectors is a forest graph. (The reader may refer to [15] for further details
on forest graphs.)
13
The following theorem is an extension of Theorem 2.11.9 in [15] to PL-
RDK system which we shall call the “Fundamental Theorem of Multista-
tionarity in PL-RDK systems”.
Theorem 2.14. Suppose the reaction network (S ,C ,R) has a forestal
property and (S ,C ,R,K) is a PL-RDK system. It has the capacity to
admit multiple steady states if and only if the following statements hold:
i. 0 6= µ ∈ RS exists which is stoichiometrically compatible with S,
ii. a valid sign pattern for gW , hW ∈ RO ∩ ΓW exists,
iii. a set of parameters {ρW (yi → yi′) |gW (yi → yi′) 6= 0} where the sign
of ρW (yi → yi′) is precisely the ratio of the signs of hW (yi → yi′) and
gW (yi → yi′) that satisfies the conditions in Lemma 2.12, and
iv. a shelving assignment exists for each nondegenerate fundamental class
that satisfies the conditions in Lemma 2.10
which together satisfy the conditions in Lemma 2.9 in terms of gW (yi → yi′),
hW (yi → yi′), and ρW (yi → yi′).
3. Applications of the MSA to GMA systems
This section emphasizes how powerful the MSA is, as we present a solu-
tion to the problem of monostationarity, for any set of rate constants, of the
model of anaerobic fermentation pathway in yeast, and the multistationarity,
for particular set of rate constants, of the global carbon cycle model of Heck
et al. which are not yet known in literature. Using the algorithm, we can
determine whether a PL-RDK, with underlying network of any deficiency,
has the capacity to admit multiple steady states.
3.1. Application to the Model of Anaerobic Fermentation Pathway in Yeast
The fermentation pathway in a species of yeast, known as Saccharomyces
cerevisiae, has been studied extensively. In particular, Galazzo and Bailey
[12, 13] established the experimental basis, and they were able to provide
kinetic equations which was used by Curto, Cascante and Sorribas [4] to
derive GMA (and S-system) models and performed standard procedures of
biochemical systems analysis. It was used as a case study in Chapter 8 of [21]
which demonstrates different numerical analyses for biochemical modeling
but was not focused on the algebraic aspects of steady-state analyses.
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Table 2: Network Numbers
ERM0-G Global Carbon
Cycle Model
species 5 5
complexes 13 14
reactant complexes 8 9
reactions 13 10
irreversible reactions 13 6
linkage classes 1 6
strong linkage classes 13 12
terminal sl classes 5 6
rank of network 5 4
deficiency 7 4
The fermentation pathway is a popular example to be found in numer-
ous BST papers, yet the basic question of its monostationarity or multista-
tionarity is unknown. Different experimental set-ups and conditions under
which yeast cells produce ethanol have been investigated which is of high
importance for industrial purposes. The pathway in Figure 1 describes how
yeast can use glucose to produce ethanol, and also glycerol, glycogen and
trehalose [21]. We derive a novel result about the GMA model of anaerobic
fermentation pathway of yeast: its monostationarity, i.e., it has at most one
steady state for any set of rate constants. The reaction network is given
in Illustration 2.5 and its network numbers is provided in Table 2 [2]. The
T -matrix is given below.
X2 X1 +X5 2X5 +X1 X2 +X5 2X5 +X2 X3 +X5 X3 +X4 +X5 2X5
X1 0 0.7464 0.7464 0 0 0 0 0
X2 −0.2344 0 0 8.6107 0.7318 0 0 0
X3 0 0 0 0 0 0.6159 0.05 0
X4 0 0 0 0 0 0 0.533 0
X5 0 0.0243 0.0243 0 −0.3941 0.1308 −0.0822 1

STEP 1: CHOOSING AN ORIENTATION
In this step, we refer to Illustration 2.5.
STEP 2: FINDING EQUIVALENCE CLASSES AND FUNDAMEN-
TAL CLASSES
In this step, we refer to Illustration 2.8. If one of these statements (a)
and (b) is not satisfied, then the system does not have the capacity to admit
multiple equilibria, and we exit the algorithm.
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(a) All reactions in P0 are reversible (with respect to R).
(b) For two irreversible reactions (with respect to R), y → y′ and y → y′
in the same Pi, there exists α > 0 such that v
l
y→y′ = αv
l
y→y′ for all
1 ≤ l ≤ d.
STEP 3: FINDING THE COLINKAGE SETS
In this step, we divide the reaction network into subnetworks in such a
way that all reactions belonging from the same fundamental class are in the
same subnetwork. We again refer to Table 1.
STEP 4: PICKING W ⊆ O
Recall that an equivalence class is reversible if all of its reactions are re-
versible with respect to the original network R. However, it is nonreversible,
if it contains an irreversible reaction. We pick a representative reaction for
each of the Pi’s such that if a class Pi is nonreversible, we pick an irreversible
reaction. Otherwise, we pick any reversible reaction. The collection of all
the representatives from Pi where i = 1, 2, ..., w is the set W with w as its
number of elements.
In our example, since there are 11 equivalence classes, w = 11. For P1,
we choose R1. Similarly, we choose R8 for P7. Since the rest of each Pi
has only one element, we have no choice but to choose these reactions as
representatives. The ith reaction in W is identified as yi → yi′. For instance,
R8 will be identified as y7 → y′7.
STEP 5: REALIGNING THE ORIENTATION (if needed)
For each nonzeroth equivalence class Pi with 1 ≤ i ≤ w, for any reaction
y → y′ in Pi, there exists an αy→y′ > 0 such that vlyi→y′i = αy→y′v
l
y→y′ for
all the basis elements v1, v2, ..., vd (for KerLO). If this statement does not
hold, we then realign the orientation (or choose another orientation) until
it is already satisfied. In the given example, the statement is satisfied so we
go to the next step.
STEP 6: FINDING A BASIS FOR Ker⊥LO ∩ ΓW
To simplify this step, from STEP 2, we just consider the rows of the
reactions in W . Moreover, a basis for Ker⊥LO ∩ ΓW is also given below.
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
v′1 v′2 v′3 v′4 v′5 v′6 v′7 v′8
w = 1 0 1 0 0 1 1 0 0
w = 2 −1 0 −1 1 0 0 1 −1
w = 3 0 0 0 0 1 1 0 0
w = 4 1 0 0 0 0 0 0 0
w = 5 0 1 0 0 0 0 0 0
w = 6 0 0 1 0 0 0 0 0
w = 7 0 0 0 0 0 1 0 0
w = 8 0 0 0 1 0 0 0 0
w = 9 0 0 0 0 1 0 0 0
w = 10 0 0 0 0 0 0 1 0
w = 11 0 0 0 0 0 0 0 1


a1 a2 a3
w = 1 −1 0 0
w = 2 0 0 1
w = 3 1 −1 0
w = 4 0 0 1
w = 5 1 0 0
w = 6 0 0 1
w = 7 0 1 0
w = 8 0 0 −1
w = 9 0 1 0
w = 10 0 0 −1
w = 11 0 0 1

STEP 7: CHECKING THE LINEARITY OF THE SYSTEM OF IN-
EQUALITIES
If there exists a forest basis for Ker⊥LO∩ΓW , then the resulting inequal-
ity system is linear. If it does not exist, we may need additional nonlinear
equations on the Mi’s to determine if the kinetic system has the capacity to
admit multiple equilibria.
STEP 8: CHOOSING SIGNS FOR gW , hW ∈ RO ∩ ΓW
Since each Pi is nonreversible, the sign patterns for gW and hW must be
positive.
STEP 9: SHELVING REACTIONS IN THE NONDEGENERATE Ci’s
We refer to Illustration 2.11.
STEP 10: SHELVING EQUALITIES AND INEQUALITIES FROM
THE NONDEGENERATE Ci’s
We refer to Lemma 2.9. For each nondegenerate Ci, if ρW (yi → yi′) > 0,
let Mi = ln (ρW (yi → yi′)). Otherwise, let Mi to be an arbitrary large and
negative number. Suppose Ci is a nondegenerate fundamental class. If
y → y′ ∈ Ci is on the middle shelf, then T.y ·µ = Mi is added to the system.
If the given reaction is on the upper shelf, then T.y · µ > Mi is added to the
system. If the given reaction is on the lower shelf, then T.y ·µ < Mi is added
to the system. Now, from a reversible reaction y → y′ of P0, it is automatic
that T.y · µ = T.y′ · µ should be added to the system.
−0.2344µX2 = M1 = M2 = 0.7464µX1 + 0.0243µX5
0.7318µX2 − 0.3941µX5 = M3 = M4
8.6107µX2 = M5 = M6
0.6159µX3 + 0.1308µX5 = M7 = M8 = M9 = M10 = 0.05µX3 + 0.533µX4 −
0.0822µX5
µX5 = M11
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STEP 11: UPPER AND LOWER SHELVING INEQUALITIES FROM
Pi’s WITH NONDEGENERATE Ci’s
Suppose Ci is nondegenerate and let y → y′ in Pi. If gW (yi → y′i) > 0
and y → y′ is on the upper shelf, or if gW (yi → y′i) < 0 and y → y′ is on
the lower shelf, then we add T.y · µ < T.y′ · µ to the system. However, if
gW (yi → y′i) > 0 and y → y′ is on the lower shelf, or if gW (yi → y′i) < 0 and
y → y′ is on the upper shelf, then we add T.y · µ > T.y′ · µ to the system.
We skip this step since the upper and the lower shelves are both empty.
STEP 12: ADDING EQUALITIES AND INEQUALITIES FROM Pi’s
WITH DEGENERATE Ci’s
Suppose Ci is degenerate and let y → y′ in Pi. If hW (yi → y′i) > 0 then
we add T.y · µ > T.y′ · µ to the system. However, if hW (yi → y′i) = 0 then
we add T.y · µ = T.y′ · µ to the system. Otherwise, we add T.y · µ < T.y′ · µ
to the system.
Our example has no degenerate Ci.
STEP 13: ADDING M EQUALITIES AND INEQUALITIES
From STEP 6, we obtained a basis for Ker⊥LO ∩ ΓW . In particular,
b1 = (−1 0 1 0 1 0 0 0 0 0 0), b2 = (0 0 − 1 0 0 0 1 0 1 0 0), and
b3 = (0 1 0 1 0 1 0 −1 0 −1 1). From b1, we have R1+ = {y3 → y′3, y5 → y′5}
and R1− = {y1 → y′1}. From b2, we have R2+ = {y7 → y′7, y9 → y′9} and R2− =
{y3 → y′3}. From b3, we have R3+ = {y2 → y′2, y4 → y′4, y6 → y′6, y11 → y′11}
and R3− = {y8 → y′8, y10 → y′10}.
Since our example has no degenerate Ci, we only consider the “nonseg-
regated case”. We take the required sum as zero if the degenerate set is
empty. Recall that two multisets Q1 and Q2 are nonsegregated if at least
one of the following two cases holds:
i. There exist a from Q1 or Q2, and b < c from the other such that
b < a < c.
ii. All elements in the two multisets are equal, or there exist a, b ∈ Q1
and c, d ∈ Q2 such that c = a < b = d.
From STEP 10, we already have M1 = M2, M3 = M4, M5 = M6, and
M7 = M8 = M9 = M10. From b
2, we obtain M7 = M3 = M9.
CASE 1: From b1, we set M3 < M1 < M5. Hence, from b
3, it can only be
M2 > M8 > M11 or M6 > M8 > M11.
CASE 2: From b1, we set M3 > M1 > M5. Thus, from b
3, it can only be
M2 < M8 < M11 or M6 < M8 < M11.
CASE 3: From b1, we set M3 = M1 = M5. Finally, from b
3, Mi = Mj for
all i, j ∈ {1, 2, ..., 11}.
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STEP 14: CHECKING FOR SOLUTION OF THE SYSTEM
If the system of equations and inequalities is linear, then the system
obtained from STEP 10 to STEP 13 is complete. If it has a solution, then
it is called a signature. However, if the system is nonlinear, then additional
nonlinear constraints are needed to make it complete. If a partial linear
system we obtained from STEP 10 to STEP 13 has a solution, then it is
called a pre-signature. If none of such inequality systems has a solution,
then additional nonlinear constraints are not needed, and we conclude that
the system does not have the capacity to admit multiple equilibria.
This step checks when one obtains a µ which is sign-compatible with
the stoichiometric subspace S. In other words, we check if there is a linear
combination of a basis for S that has the same sign with µ.
At this point, we have the following system.
−0.2344µX2 = M1 = 0.7464µX1 + 0.0243µX5
0.7318µX2 − 0.3941µX5 = M7
8.6107µX2 = M5
0.6159µX3 + 0.1308µX5 = M7 = 0.05µX3 + 0.533µX4 − 0.0822µX5
µX5 = M11
Ignoring the last equation, we obtain the following values.
µX1 = (3442493125M1)/2154694458 + (101250M7)/1225651
µX2 = −(1250M1)/293
µX3 = (3988310000M1)/2370625789 + (52490000M7)/24272619
µX4 = (16585421000M7)/12937305927− (134085884500M1)/97195657349
µX5 = −(9147500M1)/1154713− (10000M7)/3941
By considering any of the cases in STEP 13, the system yields a contradic-
tion. Since the system is inconsistent, there is no need to put additional
nonlinear equations from STEP 7. Therefore, we cannot find a signature µ
and the system does not have the capacity to admit multiple equilibria. We
exit the algorithm.
Remark 3.1. In ERM0-G, not only the network properties are essential
for the algorithm but we are also particular with the kinetic order values
of the kinetic system. From STEPS 1 to 9, we use the structure of the
reaction network alone. Within these steps, the orientation is partitioned
into equivalence classes. With respect to this partitioning, consequently, the
reaction set is partitioned into fundamental classes. Until the assignment of
sign patterns for the fundamental classes and the shelving assignment of the
reactions in these classes, there is no use of the kinetic order values in the
T -matrix. The use of these values takes place from STEPS 10 to 14 when
we form the system of equations/inequalities until we solve such system.
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Figure 2: Biochemical map of Heck et al.’s global carbon cycle model [11].
3.2. Application to the Heck et al.’s Global Carbon Cycle Model
The global carbon cycle model of Heck et al. [14] is built from the well-
cited box model of Anderies et al. [1]. The latter was calibrated according
to empirically observed and simulated carbon cycle dynamics. The revised
model also incorporates a societal intervention called terrestrial carbon diox-
ide removal (tCDR). In tCDR, terrestrial carbon is deliberately recovered
and dumped into a new sink, referred as carbon engineering sink. A detailed
discussion of the model calibration and assumptions can be found in [14].
In the CRN-based analysis of the power-law approximation of this Earth
system, Fortun et al. [11] considered pooling the geological carbon pool and
the new sink to form a passive carbon pool. Moreover, they separated the
atmospheric carbon into two nodes: atmospheric carbon in the pre-industrial
state and additional atmospheric carbon due to fossil fuel use. A biochemical
map of the system is shown in Figure 3.2 [11]. The list of network numbers
is provided in Table 2. Because of the high deficiency of the network, it
becomes a good candidate for the application of MSA to determine the
capacity of multiple positive steady states of the system. Multistationarity
in global climate implies that there may exist “tipping points” beyond which
a return to the original state may be difficult or prolonged. By showing that
multistationarity in a global climate model may exist, therefore, makes the
search for the tipping point relevant. After the tipping point is determined,
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appropriate measures may then be set to avoid exceeding it.
The reaction network of the Heck et al.’s global carbon cycle model is
given below [11].
R1 : A1 + 2A2 → 2A1 +A2 R6 : A1 + 2A4 → 2A1 +A4
R2 : A1 +A2 → 2A2 R7 : A1 +A4 → 2A4
R3 : A2 → A3 R8 : A4 → A3
R4 : A3 → A2 R9 : A3 → A4
R5 : A4 +A5 → 2A4 R10 : A1 +A2 +A4 → A5 +A2 +A4
The kinetic system has reactant-determined kinetics and the T -matrix is
given below.
A1 + 2A2 A1 +A2 A2 A3 A4 +A5 A1 + 2A4 A1 +A4 A4 A1 +A2 +A4
A1 199.75 159.84 0 0 0 −43.80 −56.13 0 1
A2 −86.03 −63.32 1 0 0 0 0 0 4.44
A3 0 0 0 1 0 0 0 0 0
A4 0 0 0 0 1 21.42 22.19 1 11.52
A5 0 0 0 0 1.54 0 0 0 0

Choose O = {R1, R2, R4, R5, R6, R7, R8, R10}. Below is basis for KerLO ob-
tained by solving
∑
y→y′∈O
αy→y′ (y′ − y) = 0.

v1 v2 v3 v4
R1 1 0 1 0
R2 1 0 0 0
R4 0 0 1 0
R5 0 0 0 1
R6 0 1 −1 1
R7 0 1 0 0
R8 0 0 1 0
R10 0 0 0 1

A basis for Ker⊥LO ∩ ΓW is also given below.

v′1 v′2 v′3 v′4
w = 1 1 0 1 0
w = 2 1 0 0 0
w = 3 0 0 1 0
w = 4 0 0 0 1
w = 5 0 1 −1 1
w = 6 0 1 0 0


b1 b2
w = 1 −1 0
w = 2 1 0
w = 3 1 1
w = 4 0 −1
w = 5 0 1
w = 6 0 −1

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Table 3: Equilibria in Heck et al.’s Global Carbon Cycle Model
µ σ ∈ S c** c*
A1 −0.062895375 −1 16.40466123 15.40466123
A2 −0.262273058 −1 4.334651228 3.334651228
A3 0.1 1 9.508331945 10.50833194
A4 0.291558477 1 2.954105867 3.954105867
A5 1.194680148 1 0.434310288 1.434310288
We can verify that our example has a forest basis for Ker⊥LO ∩ΓW . We
will not present the details here. Without this fact, one can obtain a system
of equations/inequalities up to STEP 14 and try if κ can be solved after
getting the value of a solution µ. We pick the sign patterns to be positive
and obtain the following shelving assignment. If any of Ui, Mi, or Li does
not appear in the list, then it is empty.
M1 = {R1 : A1 + 2A2 → 2A1 +A2}
M2 = {R2 : A1 +A2 → 2A2}
L3 = {R3 : A2 → A3, R4 : A3 → A2, R8 : A4 → A3, R9 : A3 → A4}
M4 = {R5 : A4 +A5 → 2A4, R10 : A1 +A2 +A4 → A5 +A2 +A4}
M5 = {R6 : A1 + 2A4 → 2A1 +A4}
M6 = {R7 : A1 +A4 → 2A4}
We choose M2 < M1 < M3 from b
1 and M5 < M6 < M3 from b
2. Thus,
we obtain the following system.
199.75µA1 − 86.03µA2 = M1
159.84µA1 − 63.32µA2 = M2
µA4 + 1.54µA5 = M4 = µA1 + 4.44µA2 + 11.52µA4
−43.80µA1 + 21.42µA4 = M5
−56.13µA1 + 22.19µA4 = M6
µA2 < µA3 < µA4 < M3
M2 < M1 < M3
M5 < M6 < M3
Since the system of inequalities has a nonzero solution µ, the kinetic system
has the capacity for multistationarity. A solution of the system together
with the multiple steady states are given in Table 3. The computation of a
particular set of rate constants is given in Appendix Appendix D.1.
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3.3. A Comparison with the Deficiency One Algorithm for PL-RDK systems
We compare the MSA and the DOA on regular networks. Specifically,
we apply the MSA on the main example of [9], the Anderies et al.’s pre-
industrial carbon cycle model in [1]. Indeed, we can verify from Appendix
Appendix D.2 that this deficiency-one model has the capacity for multista-
tionarity for some rate constants [9].
Definition 3.2. A pair of complexes {i, j} form a cut pair if they are
adjacent and the removal of the reaction arrow(s) between these complexes
results in a separation of the linkage class containing them.
Let C 1, C 2, ... , C t denote the complex sets of the terminal strong
linkage classes and let C ′ =
⋃t
k=1 C
i.
Definition 3.3. A reaction network N = (S ,C ,R) is said to be regular
if the following conditions are satisfied.
i. The reaction vectors are positively dependent, i.e., there exists a set of
positive numbers αij for all (i, j) ∈ R such that
∑
(i,j)∈R
αij (j − i) = 0.
ii. N is t-minimal.
iii. The complexes i and j form a cut pair ∀ i, j ∈ C ′ such that (i, j) ∈ R.
Positive dependency is a necessary condition for the existence of a pos-
itive equilibrium. In this section, we present an example where MSA can
obtain reasonable results for deficiency one, non-t-minimal networks and
networks without the “cut pair” property, which are both outside the scope
of the DOA for PL-RDK.
Example 3.4. Consider the following reaction network and its kinetic order
matrix. 
A1 A2 A3
R1 : A1 +A3 → A1 +A2 0.5 0 0.5
R2 : A1 +A2 → 2A3 1 1 0
R3 : 2A3 → A1 +A3 0 0 1
R4 : A3 → 0 0 0 1
R5 : A3 → A3 +A2 0 0 1

The network has 2 linkage classes and 3 terminal strong linkage classes, and
hence, not t-minimal. Its deficiency is 1, its rank is 3 and it is not weakly
reversible. Moreover, the system is PL-RDK. Also, the complexes A1 + A2
and 2A3 do not form a cut pair. Since neither of last two conditions for
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Table 4: Equilibria in Example 4.1
µ σ ∈ S c** c*
A1 1 3 1.745930121 4.745930121
A2 0 0 1 1
A3 1 2 1.163953414 3.163953414
regularity of a reaction network is satisfied, the DOA for PL-RDK is not
applicable. We will also establish that this system has the capacity to admit
multiple steady states using the MSA.
A basis for KerLO is 
1 −1
1 0
1 0
0 1
0 1

which induces the following partition:
P1 = {R1} = C1, P2 = {R2, R3} = C2, and P3 = {R4, R5} = C3.
Each reaction is irreversible so we have the following shelving assignment:
M1 = C1, M2 = C2, and M3 = C3. Thus, we have the equations:
µA1 + µA3 = M1 and µA1 + µA2 = M2 = M3 = µA3. From the basis
{(1,−1, 1)} for Ker⊥LO ∩ ΓW , we have M1 = M2 = M3 since we already
established M2 = M3. From these equations, we get µ = (1, 0, 1) which
is stoichiometrically compatible with σ = (3, 0, 2) ∈ S. (You can choose
other σ which is stoichiometrically compatible with µ, say σ = µ = (1, 0, 1).)
Thus, the kinetic system has the capacity for multistationarity. We choose
κ = (1, 2, 2, 1, 1), a linear combination of the given basis for KerLO .
The equilibria c∗∗ and c∗ are given in Table 4. We refer to Table 5 and
check that
∑
y→y′∈R
κy→y′ (y′ − y) = 0 and
∑
y→y′∈R
κy→y′eT.y ·µ (y′ − y) = 0 are
both satisfied since κy→y′eT.y ·µ = ky→y′c∗T.y is a multiple of the vector κ.
4. Multistationarity Algorithm for Power-Law Non-Reactant-Determined
Kinetics
Majority of the embedded GMA systems of the 15 identified BST models
in [2] are PL-NDK. Hence, there is a need of transforming these PL-NDK
systems to dynamically equivalent PL-RDK systems. As a result, we com-
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Table 5: Summary of values for Example 4.1
y → y′ κy→y′ c∗∗T.y c∗T.y ky→y′ =
κy→y′
c∗∗T.y
κy→y′eT.y ·µ
R1 1 1.425545974 3.875035717 0.701485619 2.718281828...= 1e
R2 2 1.745930121 4.745930121 1.145521219 5.436563657...= 2e
R3 2 1.163953414 3.163953414 1.718281828 5.436563657...= 2e
R4 1 1.163953414 3.163953414 0.859140914 2.718281828...= 1e
R5 1 1.163953414 3.163953414 0.859140914 2.718281828...= 1e
bine the CF-RM method and the extension of the HDA to solve the problem
of multistationarity of such systems.
4.1. The CF-RM Method
In this subsection, we present the CF-RM transformation method (trans-
formation of complex factorizable kinetics by reactant multiples). Further
discussion can be found in [19]. From a given PL-NDK system, one can
construct a PL-RDK system using this method. In this process, at each
reactant complex, the branching reactions are partitioned into CF-subsets
(a CF-subset contains reactions having the same kinetic order vectors). If a
reactant complex has more than one CF-subset, then it is an NF-reactant
complex (which makes the system NDK). For each subset, a complex is
added to both the reactant and the product complexes of a reaction. This
leaves the reaction vectors unchanged. Hence, the stoichiometric subspace
remains the same which guarantees the dynamic equivalence of the original
and its transform. Under this method, the kinetic order matrix does not
change as well.
Let N = (S ,C ,R) be a reaction network and ρ : R → C be the
reactant map. If y ∈ C , then ρ−1(y) is its reaction set. Let ι : R → RS
be the interaction map of the system. This map assigns to each reaction
its kinetic order row in the kinetic order matrix. If x ∈ ι (ρ−1(y)) then
{r ∈ ρ−1(y)|ι(r) = x} is called a CF-subset of y. We denote the number of
CF-subsets of y by NR(y). There are |ι
(
ρ−1(y)
) | such subsets. Note that a
reactant complex is a CF-reactant complex if and only if NR(y) = 1.
The CF-RM method is given by the following steps.
1. Determine the reactant set ρ (R).
2. Leave each CF-reactant complex unchanged.
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3. At an NF-reactant complex, select a CF-subset containing the highest
number of reactions. If there are several such subsets, then just choose
one. Leave this CF-subset unchanged.
4. At this point, there are NR(y) − 1 remaining CF-subset. For each of
these subsets, choose successively a multiple of y which is not among
the current set of reactants.
Since we leave each CF-reactant complex unchanged, no new reactant
is introduced at a CF-reactant complex. Hence, the total number of new
reactants is given by
∑
(NR (y)− 1) with the sum taken over all reactants.
We provide an illustration of our computational approach. We show how
it can determine multistationarity of a deficiency one PL-RDK.
4.2. A Deficiency One PL-NDK System
In this section, we present a weakly reversible PL-NDK system with
deficiency one and we apply the combined CF-RM and HDA approach.
Typically, the deficiency will increase. Hence, only the MSA can handle the
resulting PL-RDK system. This example further emphasizes the advantages
of the MSA over the DOA for deficiency one systems.
Example 4.1. Consider the following reaction network.
R1 : 0→ A1 R3 : A1 → 2A1
R2 : A1 → 0 R4 : 2A1 → 0
The network has 1 linkage class and 1 strong linkage class which is terminal.
Its deficiency is 1 and its rank is 1. Moreover, it is weakly reversible. Con-
sider the following kinetic order values: for R1 : 0, for R2 : 0.5, for R3 : 1,
and for R4 : 0.5. Hence, the system is PL-NDK. Using the CF-RM trans-
formation, we modify R3 : 3A1 → 4A1. The deficiency of the CF-transform
is 2. We set O = {R1, R3, R4} and the following are bases for KerLO and
KerLR are  −1 21 0
0 1
 and

1 −1 2
1 0 0
0 1 0
0 0 1
 , respectively.
The basis for KerLO given above induces the following partition: P1 =
{R1} ⊂ C1 = {R1, R2}, P2 = {R3} = C2, and P3 = {R4} = C3. In C1,
consider sign pattern (+, 0) for (gW , hW ) and the rest are positive since they
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are nonreversible. Then, we have the following shelving assignment: U1 =
C1, M2 = C2, andM3 = C3 which gives M1 < 0µA1 < 0.5µA1, 1µA1 = M2,
and 0.5µA1 = M3. Now, a basis for for Ker
⊥LO ∩ ΓW is {(−1,−1, 2)}
and we choose M1 < M3 < M2. Moreover, take κ = (2, 1, 1, 1), a linear
combination of the basis elements for KerLR so
∑
y→y′∈R
κy→y′ (y′ − y) = 0.
From the sign pattern of C1 and we recall from our theory (for reversible
reactions) that g0→A1 = κ0→A1−κA1→0 = 2−1 > 0 and h0→A1 = κ0→A1e0−
κA1→0e
0.5µA1 = 0. Hence, 2e0 = 1e0.5µA1 and µA1 = ln 4 which satisfies the
obtained system. Choose σ = 3 ∈ S so c∗∗ = 1 and c∗ = 4. We can verify
that
f (c∗∗) =
(
1 −1 1 −2 )

2(1)0
1(1)0.5
1(1)1
1(1)0.5
 and f (c∗) = ( 1 −1 1 −2 )

2(4)0
1(4)0.5
1(4)1
1(4)0.5

are both the zero vector.
5. Conclusions and Outlook
We summarize our results and provide some direction for future research.
1. We modified the higher deficiency algorithm for mass action kinetics of
Ji and Feinberg to handle the problem of determining whether a PL-
RDK system has the capacity to admit multiple equilibria. This was
done by replacing the role of the molecularity matrix by the T -matrix.
2. We applied the algorithm to the embedded network of the GMA model
of anaerobic fermentation pathway of Saccharomyces cerevisiae and
determined that it has no capacity to admit multiple equilibria, no
matter what positive rate constants are assumed. On the other hand,
we determined that the Heck et al.’s global carbon cycle model has
the capacity for multistationarity for particular rate constants.
3. We compared the MSA and the DOA on regular networks by ap-
plying it on the Anderies et al.’s pre-industrial carbon cycle model.
Indeed, the deficiency-one model has the capacity for multistationar-
ity for some rate constants. This is consistent with the results given
in [9]. We also presented an example where MSA can obtain results
for deficiency one, non-t-minimal networks and networks without the
“cut pair” property since these are outside the scope of the DOA.
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4. We used the CF-RM transformation to convert a PL-NDK system
to a dynamically equivalent PL-RDK system. We also provided a
weakly reversible PL-NDK system with deficiency one and we applied
the MSA. Under the CF-RM, the deficiency of a network typically
increases. Hence, only the MSA can handle the resulting PL-RDK
system which further emphasizes its advantage.
5. We can also look into the nonlinear case where there is no forest basis
and find an example that would be able to apply the algorithm. In
addition, one can explore a possible extension of the algorithm to Rate
constant-Interaction map-Decomposable (RID) kinetics with interac-
tion parameter maps.
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Appendix A. Nomenclature
Appendix A.1. List of abbreviations
Abbreviation Meaning
ADA advanced deficiency algorithm
BST Biochemical Systems Theory
CKS chemical kinetic system
CRN chemical reaction network
CRNT Chemical Reaction Network Theory
DOA deficiency one algorithm
DOT deficiency one theorem
GMA generalized mass action
HDA higher deficiency algorithm
MAK mass action kinetics
MSA multistationarity algorithm
PLK power-law kinetics
PL-NDK power-law non-reactant-determined kinetics
PL-RDK power-law reactant-determined kinetics
SFRF species formation rate function
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Appendix A.2. List of important symbols
Meaning Symbol
deficiency δ
dimension of the stoichiometric subspace s
equivalence class i Pi
fundamental class i Ci
lower shelf contained in Ci Li
middle shelf contained in Ci Mi
molecularity matrix Y
number of linkage classes l
number of strong linkage classes sl
number of terminal strong linkage classes t
rate constant associated to y → y′ ky→y′
stoichiometric matrix N
stoichiometric subspace S
upper shelf contained in Ci Ui
Appendix B. Fundamentals of Chemical Reaction Networks and
Kinetic Systems
In this section, we present some fundamentals of chemical reaction net-
works and chemical kinetic systems. These concepts are provided in [6] and
[15].
Definition Appendix B.1. A chemical reaction networkN is a triple
(S ,C ,R) of nonempty finite sets where S , C , and R are the sets of m
species, n complexes, and r reactions, respectively, such that (Ci, Ci) /∈ R
for each Ci ∈ C ; and for each Ci ∈ C , there exists Cj ∈ C such that
(Ci, Cj) ∈ R or (Cj , Ci) ∈ R.
We can view C as a subset of RS≥0. The ordered pair (Ci, Cj) corresponds
to the reaction Ci → Cj .
Definition Appendix B.2. The molecularity matrix, denoted by Y , is
an m× n matrix such that Yij is the stoichiometric coefficient of species Xi
in complex Cj. The incidence matrix, denoted by Ia, is an n × r matrix
such that
(Ia)ij =

−1 if Ci is in the reactant complex of reaction Rj ,
1 if Ci is in the product complex of reaction Rj ,
0 otherwise.
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The stoichiometric matrix, denoted by N , is the m × r matrix given by
N = Y Ia.
Definition Appendix B.3. The reaction vectors for a given reaction
network (S ,C ,R) are the elements of the set
{
Cj − Ci ∈ RS | (Ci, Cj) ∈ R
}
.
Definition Appendix B.4. The stoichiometric subspace of a reaction
network (S ,C ,R), denoted by S, is the linear subspace of RS given by
S = span
{
Cj − Ci ∈ RS | (Ci, Cj) ∈ R
}
.
The rank of the network, denoted by s, is given by s = dimS. The set
(x+ S) ∩ RS≥0 is said to be a stoichiometric compatibility class of x ∈
RS≥0.
Definition Appendix B.5. Two vectors x, x∗ ∈ RS are stoichiomet-
rically compatible if x − x∗ is an element of the stoichiometric subspace
S.
Definition Appendix B.6. A vector x ∈ RS is stoichiometrically
compatible with the stoichiometric subspace S if sign (xs) = sign (σs) ∀s ∈
S for some σ ∈ S.
We can view complexes as vertices and reactions as edges. With this,
chemical reaction networks can be seen as graphs. At this point, if we are
talking about geometric properties, vertices are complexes and edges are
reactions. If there is a path between two vertices Ci and Cj , then they are
said to be connected. If there is a directed path from vertex Ci to vertex
Cj and vice versa, then they are said to be strongly connected. If any
two vertices of a subgraph are (strongly) connected, then the subgraph is
said to be a (strongly) connected component. The (strong) connected
components are precisely the (strong) linkage classes of a chemical reac-
tion network. The maximal strongly connected subgraphs where there are
no edges from a complex in the subgraph to a complex outside the subgraph
is said to be the terminal strong linkage classes. We denote the number
of linkage classes, the number of strong linkage classes, and the number of
terminal strong linkage classes by l, sl, and t, respectively. A chemical reac-
tion network is said to be weakly reversible if sl = l, and it is said to be
t-minimal if t = l.
Definition Appendix B.7. For a chemical reaction network, the defi-
ciency is given by δ = n − l − s where n is the number of complexes, l is
the number of linkage classes, and s is the dimension of the stoichiometric
subspace S.
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Definition Appendix B.8. A kinetics K for a reaction network (S ,C ,R)
is an assignment to each reaction j : y → y′ ∈ R of a rate function
Kj : ΩK → R≥0 such that RS>0 ⊆ ΩK ⊆ RS≥0, c ∧ d ∈ ΩK if c, d ∈ ΩK , and
Kj (c) ≥ 0 for each c ∈ ΩK . Furthermore, it satisfies the positivity property:
supp y ⊂ supp c if and only if Kj(c) > 0. The system (S ,C ,R,K) is called
a chemical kinetic system.
Definition Appendix B.9. The species formation rate function
(SFRF) of a chemical kinetic system is given by
f (x) = NK(x) =
∑
Ci→Cj∈R
KCi→Cj (x) (Cj − Ci).
The ODE or dynamical system of a chemical kinetics system is
dx
dt
=
f (x). An equilibrium or steady state is a zero of f .
Definition Appendix B.10. The set of positive equilibria of a chem-
ical kinetic system (S ,C ,R,K) is given by
E+ (S ,C ,R,K) =
{
x ∈ RS>0|f (x) = 0
}
.
A chemical reaction network is said to admit multiple equilibria if
there exist positive rate constants such that the ODE system admits more
than one stoichiometrically compatible equilibria.
Definition Appendix B.11. A kinetics K is a power-law kinetics
(PLK) if Ki (x) = kix
Fi ∀i = 1, ..., r where ki ∈ R>0 and Fij ∈ R. The
power-law kinetics is defined by an r×m matrix F , called the kinetic order
matrix and a vector k ∈ RR, called the rate vector.
If the kinetic order matrix is the transpose of the molecularity matrix,
then the system becomes the well-known mass action kinetics (MAK).
Definition Appendix B.12. A PLK system has reactant-determined
kinetics (of type PL-RDK) if for any two reactions i, j with identical reac-
tant complexes, the corresponding rows of kinetic orders in F are identical.
That is, fik = fjk for k = 1, 2, ...,m. A PLK system has non-reactant-
determined kinetics (of type PL-NDK) if there exist two reactions with
the same reactant complexes whose corresponding rows in F are not identi-
cal.
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Definition Appendix B.13. [18] The m× n matrix Y˜ is given by(
Y˜
)
ij
=
{
(F )ki if j is a reactant complex of reaction k,
0 otherwise.
Definition Appendix B.14. The T -matrix is the m × nr truncated Y˜
matrix where the nonreactant columns are removed.
Appendix C. Proofs of the Lemmas and the Main Theorem
of Lemma 2.1. We assume positive equilibria c∗ and c∗∗ are distinct so
µs 6= 0 for some s ∈ S . Thus, µ is nonzero. By the monotonicity
of ln, ln (cs
∗) > ln (cs∗∗) whenever cs∗ > cs∗∗. Hence, cs∗ − cs∗∗ and
ln (cs
∗) − ln (cs∗) have the same signs. Now, µs = ln
(
cs
∗
cs∗∗
)
= ln (cs
∗) −
ln (cs
∗∗). Since c∗ and c∗∗ are stoichiometrically compatible, by definition
c∗ − c∗∗ ∈ S. Then, µ is stoichiometrically compatible with S. Finally, take
κy→y′ = ky→y′c∗∗T.y ∀ y → y′ ∈ R from the set of positive rate constants{
ky→y′ |y′ → y ∈ R
}
.
of Lemma 2.2. Since µ 6= 0 then µs 6= 0 for some s ∈ S . Hence, cs
∗
cs∗∗
= eµs 6= 1
so c∗ and c∗∗ are distinct. Note that cs∗ and cs∗∗ must have the same
sign and we set both of them to be positive. Let σ ∈ S be stoichio-
metrically compatible with µ. If µs 6= 0, then we set c∗s =
σse
µs
eµs − 1 and
c∗∗s =
σs
eµs − 1 for all s ∈ S . In this case, cs
∗ − cs∗∗ = σs
(
eµs − 1
eµs − 1
)
= σs.
If µs = 0, then we set c
∗
s = c
∗∗
s = p for some positive number p. In this case,
cs
∗ − cs∗∗ = p− p = 0. Hence, c∗ and c∗∗ are stoichiometrically compatible.
Finally, take ky→y′ =
κy→y′
c∗∗T.y
.
of Lemma 2.9. Assume y → y′ is irreversible. Then, gy→y′ = κy→y′ > 0,
hy→y′ = κy→y′eT.y ·µ > 0, and ρy→y′ =
hy→y′
gy→y′
=
κy→y′eT.y ·µ
κy→y′
= eT.y ·µ. As-
sume y → y′ is reversible. Suppose gy→y′ 6= 0. Now, ρy→y′gy→y′ = hy→y′ ,
gy→y′ = κy→y′ − κy′→y and hy→y′ = κy→y′eT.y ·µ − κy′→yeT.y′ ·µ. Then,
gy→y′eT.y ·µ = κy→y′eT.y ·µ − κy′→yeT.y ·µ. Also, κy′→yeT.y ·µ − κy′→yeT.y′ ·µ =
ρy→y′gy→y′−gy→y′eT.y ·µ and κy′→y
(
eT.y ·µ − eT.y′ ·µ
)
= gy→y′
(
ρy→y′ − eT.y ·µ
)
.
Hence,
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κy′→y =
ρy→y′ − eT.y ·µ
eT.y ·µ − eT.y′ ·µ gy→y′ . Similarly, we can solve for the value of κy→y′
with κy→y′ =
ρy→y′ − eT.y′ ·µ
eT.y ·µ − eT.y′ ·µ gy→y′ . Thus, we obtain the following.
i. If y → y′ is irreversible then gy→y′ > 0, hy→y′ > 0, and ρy→y′ = eT.y ·µ.
ii. Suppose y → y′ is reversible.
a. If gy→y′ > 0, then either ρy→y′ = eT.y ·µ = eT.y′ ·µ, ρy→y′ > eT.y ·µ >
eT.y′ ·µ, or ρy→y′ < eT.y ·µ < eT.y′ ·µ.
b. If gy→y′ < 0, then either ρy→y′ = eT.y′ ·µ = eT.y ·µ, ρy→y′ >
eT.y′ ·µ > eT.y ·µ, or ρy→y′ < eT.y′ ·µ < eT.y ·µ.
c. If gy→y′ = 0 and hy→y′ > 0 then eT.y ·µ > eT.y′ ·µ.
d. If gy→y′ = 0 and hy→y′ < 0 then eT.y ·µ < eT.y′ ·µ.
e. If gy→y′ = hy→y′ = 0 then eT.y ·µ = eT.y′ ·µ.
Now, let i ∈ {1, 2, ..., w} and y → y′ ∈ Pi. Also, let yi → y′i be the represen-
tative of Pi. Then ρyi→y′i =
hyi→yi′
gyi→yi′
=
αyi→y′ihyi→yi′
αyi→y′igyi→yi′
=
hy→y′
gy→y′
= ρy→y′ for
some nonzero αyi→y′i .
of Lemma 2.10. By considering the columns of the T -matrix instead of the
columns of the molecularity matrix, we obtain an analogous proof to to one
given in [15].
Lemma Appendix C.1. [15] Suppose a reaction network satisfies the fol-
lowing properties for an orientation O: Pi (i = 0, 1, 2, ..., w) is defined by
a representative yi → yi′, W = {yi → yi′|i = 1, 2, ..., w} ⊆ O, a given basis{
bj
}q
j=1
for Ker⊥LO ∩ ΓW such that its basis graph is a forest, a valid pair
of sign patterns for hW , gW , and a set of parameters
{ρW (yi → yi′) |gW (yi → yi′) 6= 0, i = 1, 2, ..., w} where the sign of ρW (yi → yi′)
is the same as the ratio of the signs of hW (yi → yi′) and gW (yi → yi′).
Then hW , gW ∈ RO ∩ ΓW satisfy Equations (1), (2), and (3) if and only if
ρW (yi → yi′)’s satisfy the conditions in Lemma 2.12.
of Theorem 2.14. By Lemma 2.1, (i) is immediate. Since positive and dis-
tinct equilibria exist, KerLO is nontrivial. Define g, h ∈ RO such that
gy→y′ =
{
κy→y′ − κy′→y if y → y′ ∈ O is reversible
κy→y′ if y → y′ ∈ O is irreversible and
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hy→y′ =
{
κy→y′eT.y ·µ − κy′→yeT.y′ ·µ if y → y′ ∈ O is reversible
κy→y′eT.y ·µ if y → y′ ∈ O is irreversible .
For i = 1, 2, ..., w, let Pi be the equivalence class with yi → yi′ as repre-
sentative and Mi is associated with the nondegenerate fundamental class.
Let {bj}qj=1 be a basis for Ker⊥LO∩ΓW , if it exists. Also, let g, h ∈ KerLO .
Hence, bj ·g = ∑
yi→yi′∈W
gyi→yi′b
j
yi→yi′ = 0 and b
j ·h = ∑
yi→yi′∈W
hyi→yi′b
j
yi→yi′ = 0
for j = 1, 2, ..., q. These two equations can be written as Equations (1), (2),
and (3). Hence, (iii) which leads to (iv).
On the other hand, by Lemma 2.2, we only need to solve show the
existence of κ. By Lemma Appendix C.1 which requires the existence of
the forest basis, Equations (1), (2), and (3) hold. From here, we obtain the
values of gy→y′ and hy→y′ . These yield κ.
Appendix D. Computation Details for Section 3
Appendix D.1. Computation of a Particular Set of Rate Constants for the
Heck et al.’s Carbon Cycle Model
Table D.6 is a summary of values for the Heck et al.’s terrestrial carbon
recovery model. The rate constant vector ky→y′ =
κy→y′
c∗∗T.y
is indicated. Note
that κy→y′ was solved by getting the scalars in the linear combination of a
basis for KerLR such that∑
y→y′∈R
κy→y′
(
y′ − y) = 0 and ∑
y→y′∈R
κy→y′eT.y ·µ
(
y′ − y) = 0.
Appendix D.2. Application of the MSA on the Anderies et al.’s Pre-industrial
Carbon Cycle
The reaction network and the T -matrix of the Anderies et al.’s pre-
industrial carbon cycle in [1] are given below.
A1 + 2A2 → 2A1 +A2
A1 +A2 → 2A2
A2→←A3

A1 + 2A2 A1 +A2 A2 A3
A1 p1 = −1.89 p2 = −0.27 0 0
A2 q1 = 0.43 q2 = 0.44 1 0
A3 0 0 0 1

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Table D.6: Summary of values for for the Heck et al.’s Terrestrial Carbon Recovery Model
y → y′ κy→y′ ky→y′ κy→y′eT.y ·µ
R1 1.09× 10−5 1.4014× 10−193 0.241022556
R2 1.09× 10−5 1.4814× 10−159 0.00768157
R3 0.694736046 0.160274959 0.534461087
R4 0.694736046 0.073066028 0.767802074
R5 1 1.222817833 8.426368578
R6 1.58138827 2.1781× 1043 12814.12188
R7 0.58138827 3.32525× 1057 12805.92885
R8 1 0.338511903 1.338511903
R9 1 0.105170918 1.105170918
R10 1 3.44864× 10−10 8.426368578
We choose the forward reactions so O = {A1 + 2A2 → 2A1 +A2, A1 +A2 → 2A2, A2 → A3} .
A basis for KerLO , and the corresponding equivalence and fundamental
classes are given below.
A1 + 2A2 → 2A1 +A2
A1 +A2 → 2A2
A2 → A3
 11
0

P0 = {A2 → A3} ⊂ C0 = {A2 → A3, A3 → A2}
P1 = {A1 + 2A2 → 2A1 +A2, A1 +A2 → 2A2} = C1
We choose W = {A1 +A2 → 2A2} with w = 1. The resulting inequal-
ity system is automatically linear since Ker⊥LO ∩ ΓW is trivial. Since
P1 is nonreversible, the sign pattern for gW and hW for y1 → y1′ must
be positive. We have the following shelving assignment: U1 = {} ,M1 =
{A1 + 2A2 → 2A1 +A2, A1 +A2 → 2A2} ,L1 = {}. From the middle shelf,
we obtain the equation p1µA1 + q1µA2 = M1 = p2µA1 + q2µA2 . From P0, we
add µA2 = µA3 to the system. Since the Ker
⊥LO ∩ ΓW is trivial, no addi-
tional equation or inequality can be obtained here. We have the following
system.
p1µA1 + q1µA2 = M1 = p2µA1 + q2µA2
µA2 = µA3
(D.1)
Hence, µA1 =
q2 − q1
p1 − p2µA2 and µ =
(
q2 − q1
p1 − p2µA2 , µA2 , µA2
)
with µA2 > 0.
We take (−2, 1, 1) so that µ is stoichiometrically compatible with σ ∈ S.
Thus, µ is a signature and the reaction network has the capacity to admit
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multiple equilibria. This is consistent with the results of Fortun et al. when
they applied the deficiency-one algorithm for PL-RDK in [9].
Appendix D.3. A Remark on the Steps of the MSA
Remark Appendix D.1. In the case where the first attempt in adding M
equations/inequalities has no solution, we introduce STEP 15 where STEPS
13 and 14 are repeated for every choice of M equations/inequalities. A
choice is picking one subcase in STEP 13. If there is still no solution,
one proceeds with STEP 16 where STEPS 9 to 15 are repeated for possible
shelving assignments in STEP 9. If this happens again, we go to STEP 17
where STEPS 8 to 16 are repeated. All sign pattern choices for gW , hW ∈
RO ∩ ΓW in STEP 8 are repeated in this step. If there is no signature or
pre-signature was found, then the system does not have the capacity to admit
multiple stady states, no matter what positive values of the rate constants
we assume.
Appendix E. Additional Useful Propositions
The following propositions are useful in determining if a chemical re-
action network does not have the capacity to admit multiple steady states
if the reaction has at least one irreversible inflow reaction or irreversible
outflow reaction.
Proposition Appendix E.1. Let (S ,C ,R,K) be a PL-RDK system.
Suppose it has an irreversible inflow reaction 0 → A. Let D be the set of
all reactions with A in either reactant or product complex, not including the
chosen reaction 0 → A. If A does not appear for each simplified reaction
vector in D, then the system does not have the capacity to admit multiple
equilibria.
Proof. Suppose an irreversible inflow reaction 0 → A exists. By defini-
tion of orientation, the reaction 0 → A must be an element of any ori-
entation. Let O be an orientation. In STEP 2 of the algorithm, we are
getting KerLO . At this point, we solve for the αy→y′ ’s given the equation∑
y→y′∈O
αy→y′
(
y′ − y) = 0. Since after simplifying the reaction vectors, A
does not appear in reaction vector y′ − y for each reaction y → y′, the
reaction 0 → A corresponds to a row with all entries 0. Since 0 → A is
irreversible, then it must be placed on the zeroth equivalence class P0. But
for a system to have the capacity to admit multiple equilibria, each element
in P0 must be reversible (given in STEP 2).
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Proposition Appendix E.2. Let (S ,C ,R,K) be a PL-RDK system.
Suppose it has an irreversible outflow reaction B → 0. Let D be the set of
all reactions with B in either reactant or product complex, not including the
chosen reaction B → 0. If B does not appear for each simplified reaction
vector in D, then the system does not have the capacity to admit multiple
equilibria.
Proof. The proof is similar to the proof of Proposition Appendix E.1.
The propositions above are usually applied for total representation of a
reaction network where there are several independent variables. In this rep-
resentation, for each interaction X1 → X2 with regularity arrow from each
element of {Xj}, the reaction X1 +
∑
Xj → X1 +
∑
Xj is associated, and
any interaction without regulatory arrow are kept as it is [2]. By satisfying
the assumptions, one can decide whether a system has the capacity to admit
multiple equilibria.
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