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ENERGY LANDSCAPE FOR LARGE AVERAGE SUBMATRIX
DETECTION PROBLEMS IN GAUSSIAN RANDOM MATRICES
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Abstract. The problem of finding large average submatrices of a real-valued matrix arises
in the exploratory analysis of data from a variety of disciplines, ranging from genomics to
social sciences. In this paper we provide a detailed asymptotic analysis of large average sub-
matrices of an n× n Gaussian random matrix. The first part of the paper addresses global
maxima. For fixed k we identify the average and the joint distribution of the k×k submatrix
having largest average value. As a dual result, we establish that the size of the largest square
sub-matrix with average bigger than a fixed positive constant is, with high probability, equal
to one of two consecutive integers that depend on the threshold and the matrix dimension n.
The second part of the paper addresses local maxima. Specifically we consider submatrices
with dominant row and column sums that arise as the local optima of iterative search proce-
dures for large average submatrices. For fixed k, we identify the limiting average value and
joint distribution of a k× k submatrix conditioned to be a local maxima. In order to under-
stand the density of such local optima and explain the quick convergence of such iterative
procedures, we analyze the number Ln(k) of local maxima, beginning with exact asymptotic
expressions for the mean and fluctuation behavior of Ln(k). For fixed k, the mean of Ln(k)
is Θ(nk/(logn)(k−1)/2) while the standard deviation is Θ(n2k
2/(k+1)/(logn)k
2/(k+1)). Our
principal result is a Gaussian central limit theorem for Ln(k) that is based on a new variant
of Stein’s method.
1. Introduction
The study of random matrices is an important and active area in modern probability. The
majority of the existing work on random matrices has focused on their spectral properties,
often in the Gaussian setting. By contrast, in this paper we are interested in exploring the
structural properties of random matrices by means of their extreme submatrices, in particular,
submatrices with large average. As motivation for this point of view, we note that many
of the large data sets that are now common in biomedicine, genomics, and the study of
social networks can be represented in the form of a data matrix with real valued entries. A
common first step in the exploratory analysis, or “mining”, of such data sets is the search
for unusual structures or patterns that may be of potential scientific importance. Structures
of practical interest include distinguished submatrices of the data matrix. The search for
such submatrices is referred to as biclustering, cf. [26]. Despite their simplicity, submatrices
distinguished by having large average value have proven useful in a number of applications.
In genomics analyses, the (i, j) element of the data matrix typically represent the value of a
measured biological quantity indexed by i (such as gene expression or copy number) in the
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j-th sample. In this case, a large average submatrix may capture an interesting biological
interaction between a group of samples and a group of variables (see [34] and the references
therein). In the study of social networks, it is often meaningful to derive a data matrix whose
entries represent the strength of interactions between different individuals in a network. In this
case, large average submatrices indicate groups of individuals having strong interactions within
the network, and for the subsequent detection and identification of (potentially overlapping)
communities [19].
In this paper we provide a detailed asymptotic analysis of large average submatrices of
a Gaussian random matrix. We consider the case in which the random matrix and the
submatrices of interest are square, i.e., they have the same number of rows and columns. The
first part of the paper addresses global maxima. For fixed k, we identify the limiting average
value and joint distribution of the k × k submatrix with largest average. The proof relies in
part on a refined Gaussian comparison result that may be of independent interest. As a dual
result, we establish two-point concentration for the size of the largest k × k submatrix with
average greater than a fixed positive constant.
The second part of the paper addresses submatrices that are local maxima, in the sense that
their row and column sums dominate those in the “strips” defined by their column and row
sets, respectively. Submatrices of this sort arise as the fixed points of a natural iterative search
procedure for large average submatrices [34] that has proven useful in the analysis of genomic
data. For fixed k, we study distributional asymptotics for a k × k submatrix conditioned to
be a local maxima, and we obtain a precise asymptotic expression for the probability that a
given submatrix is a local maxima. In order to understand the density of such local optima
and explain the quick convergence of such iterative procedures, we study the number of local
optima, Ln(k) in an n× n random matrix. We derive refined bounds on the expectation and
variance of Ln(k), showing, in particular, that
ELn(k) = Θ
((
n√
log n
)k
·
√
log n
)
and Var(Ln(k)) = Θ
((
n√
log n
)2k2/(k+1))
.
The non-standard scaling of the mean reflects unexpectedly weak dependence between row
and column dominance and the non-standard scaling of the variance arises in part from subtle
and persistent correlations between pairs of locally optimal submatrices. Using these results,
we establish that the average of a typical local maxima is within a factor of 1/
√
2 of the
global maxima. Also due to the complex correlation structure of the local maxima, existing
methods do not yield a central limit theorem for Ln(k). Nevertheless, we establish a central
limit theorem for Ln(k) using a new variant of Stein’s method.
In the past several years there has been renewed interest (see e.g., [27,28]) in the study of
local optima as a tool for exploratory data analysis. The study of optimization problems, and
properties of optimal or locally optimal configurations for random data, is now a flourishing
subbranch of discrete probability (see e.g., [4, 35]) and have arisen in a wide array of models,
ranging from genetics and NK fitness models see [17, 18, 25] to statistical physics and spin
glasses, see [29]. We defer a full fledged discussion to Section 2.6.
1.1. Outline of the Paper. The principal results of the paper, and a discussion of related
work, are presented in the next section. Results for global maxima including a two point
localization phenomena are described in Sections 2.2 and 2.3. We then describe an iterative
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search procedure used in practice for finding large average submatrices in Section 2.4. Results
for local maxima are described in this Section. We then provide more background for the
problems studied in this paper and connections between our work to existing literature in
Section 2.6. Section 3 collects some of the technical estimates we need for the proofs of the
main results. The reader is urged to skim through these results and then come back to them
as and when they are used. We complete the proofs about global optima in Section 4. We
prove the structure theorem for local optima in Section 5 whilst the variance asymptotics for
the number of local optima are proved in Section 6. Finally we present the proof of the central
limit theorem for number of local optimal sub matrices in Section 7.
2. Statement and Discussion of Principal Results
2.1. Basic Definitions and Notation. For integers a 6 b define [a, b] := {a, a+ 1, . . . , b−
1, b}; when a = 1, the interval [1, b] will be denoted by [b]. Boldface capital letters, e.g. W,
will denote matrices, with corresponding the lower case, e.g. wij , denoting their entries. Let
W = ((wij))i,j≥1 be an infinite two dimensional array of independent standard normal random
variables defined on a common probability space. Let Wn = ((wij))
n
i,j=1 be the n×n Gaussian
random matrix constituting the upper left corner of W. In what follows [n] denotes the set
{1, 2, . . . , n}. For n > 1 and 1 6 k 6 n let
Sn(k) := {I × J : I, J ⊆ [n] with |I| = |J | = k}
be the family of index sets of k × k submatrices of Wn. For λ = I × J ∈ Sn(k), let
Wλ = ((wij))i∈I,j∈J be the submatrix of Wn (also a submatrix of W) with index set λ. Note
that |Sn(k)| =
(
n
k
)2
. For index sets λ, γ ∈ Sn(k), we write |λ ∩ γ| = (s, t) to denote the fact
that λ and γ share s rows and t columns. Note that λ ∩ γ = ∅ if and only if |λ ∩ γ| = (0, 0).
For any finite, real-valued matrix U = ((uij)) let
avg(U) = |U|−1
∑
uij
be the average of the entries of U, where |U| denotes the number of entries of U. For x ∈ R
let
Φ(x) := P(Z 6 x) and Φ¯(x) := 1− Φ(x)
be the cumulative distribution function and complementary cumulative distribution function,
respectively, of a standard normal random variable Z.
In considering extremal submatrices of a Gaussian random matrix, we make use of, and
extend, classical results on the extreme values of the standard normal. In what follows,
aN :=
√
2 logN (2.1)
and
bN :=
√
2 logN − log(4pi logN)
2
√
2 logN
(2.2)
refer to the scaling and centering constants, respectively, for the maximum of N independent
standard Gaussian random variables.
2.2. Structure Theorem for Global Optima. We begin by investigating the average value
and joint distribution of the k×k submatrix of Wn having maximum average, which we refer
to as the global optimum. To this end let
λn(k) := argmax{avg(Wλ) : λ ∈ Sn(k)}
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be the the index set of the global optimum, and let
Mn(k) := max{avg(Wλ) : λ ∈ Sn(k)}.
be its average value. The following theorem characterizes the structure of the global optimum.
Note that in the first two results concerning the value Mn(k), the value of k is allowed to
grow with n.
Theorem 2.1. Let λn(k) and Mn(k) be the index set and value of the globally optimum k×k
submatrix of Wn, and let N =
(
n
k
)2
. Let aN and bN be the scaling and centering constants in
(2.1) and (2.2).
(a) There exists a constant c > 0 such that as n tends to infinity, for any sequence k = kn
with k 6 c log n/ log logn,
aN (kMn(k)− bN ) d=⇒ − log T
where T ∼ Exp(1).
(b) In general, if k = kn satisfies c log n/ log log n 6 k 6 exp(o(log n)) and ωn is any sequence
tending to infinity, then
P
(−k ωn(log log n)2
log n
6 aN (kMn(k)− bN ) 6 ωn
)
→ 1
as n tends to infinity.
(c) For each fixed integer k > 1,
Wλn(k) − avg(Wλn(k))11′ d=⇒ Wk − avg(Wk)11′,
where 1 is the k × 1 vector of ones.
The matrix Wn contains only n2 independent random variables. In spite of this, Part (a)
of Theorem 2.1 asserts that the average of the globally optimal k × k submatrix has the
same distributional asymptotics as the maximum of N =
(
n
k
)2
independent N(0, k−2) random
variables, provided that k 6 c log n/ log log n. (We expect that the same result holds if
k  log n, but the extension in this setting appears to require new ideas.) Part (b) of
the theorem ensures that the first order asymptotics of Mn(k) remain unchanged as long as
log k  log n. Part (c) asserts that the joint distribution of Wλn(k) is the same as that of a
k × k Gaussian random matrix once one subtracts their respective sample means. In other
words, asymptotically, the only thing remarkable about the global maximum is its average
value.
The proof of Theorem 2.1 relies on two auxiliary results. The first is a combinatorial
bound, given in Lemma 3.7 below, that includes refined second moment type calculations for
the number of k× k submatrices having average greater than bN . The second is the following
Gaussian comparison lemma, which may be of independent interest.
Lemma 2.2. Fix N > 2 and let (X1, . . . , XN ) be jointly Gaussian random variables with
E(Xi) = 0 E(X
2
i ) = 1 and E(XiXj) = σij ∈ (−1, 1) for 1 6 i < j 6 N.
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Let Z1, . . . , ZN be independent standard Gaussian random variables. For any u > 1,∣∣∣∣P( max16i6NXi 6 u
)
− P
(
max
16i6N
Zi 6 u
)∣∣∣∣
6
∑
i 6=j
2 min{1, |1− θij |u(1 + (1 ∧ θij)u)} Φ¯(u) Φ¯((1 ∧ θij)u)
6
∑
i 6=j,σij 6=0
2
√√√√1 + σ+ij
1− σ+ij
· Φ¯(u)2 · eu2σ+ij/(1+σ+ij)
where θij =
√
(1− σij)/(1 + σij) and x+ = max{x, 0}.
We note that related Gaussian comparison results can be found in the literature (see [9,
20, 23, 24]). The more precise upper bound of Lemma 2.2 is needed here, in particular, to
establish parts (a)) and (b)) of Theorem 2.1 for sequences kn that tend to infinity with n.
In contexts where one has positive correlations and the second moment method is expected
to give good information on the size of the maxima, the above bounds reduce even further.
More precisely, let M(u) =
∑N
i=1 1{Xi > u}, where X1, . . . , XN are as in the statement of
Lemma 2.2. If σij > 0 for all i, j, then θi,j 6 1 for all i, j and for each u > 1 we have
0 6 P
(
max
16i6N
Xi 6 u
)
− P
(
max
16i6N
Zi 6 u
)
6
∑
i 6=j
Φ¯(u) Φ¯(θiju) 6
∑
i 6=j
P(Xi > u,Xj > u) = E(M(u)2)−N Φ¯(u).
The first inequality above follows from Slepian’s lemma, the second from the first inequality
in Lemma 2.2, and the third from Lemma 3.5. Thus if one has good control on the second
moment of M(u), this shows that distributional asymptotics for the maxima are the same as
in the i.i.d. regime. This is the path we shall follow.
2.3. Two-point localization. For fixed k > 1, Theorem 2.1 characterizes the growth of
Mn(k), the maximum average value of a k × k submatrix of Wn, with increasing dimension
n. As a dual consideration, one may fix a threshold τ > 0 and, for each n, study the largest k
for which there exists a k× k submatrix of Wn with average greater than τ . Formally, define
Kn(τ) = max
{
k : k 6 n and max
λ∈Sn(k)
avg(Wλ) > τ
}
.
We extend the definition of the standard binomial coefficient to non-integer valued arguments
by defining (
n
x
)
:=
n!
Γ(x+ 1)Γ(n− x+ 1) (2.3)
for x ∈ [0, n], where Γ(α) := ∫∞0 xα−1e−x dx is the usual Gamma function. Consider the
equation (
n
x
)2
Φ¯(xτ) := 1. (2.4)
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It is shown in [37] that, for n sufficiently large, there is a unique solution k˜n = k˜n(τ) of (2.4),
and that k˜n satisfies the relation
k˜n =
4
τ2
log
eτ2n
4 log n
+
(
4
τ2
− 1
)
log logn
log n
+O
( | log τ |
τ2 log n
)
. (2.5)
It is shown in Theorem 1 of [37] that the integer-valued random variable Kn(τ) lies in a finite
interval around k˜n, in particular
− 4
τ2
− 12 log 2
τ2
− 4 6 Kn(τ)− k˜n 6 2.
eventually almost surely. Here we refine this result to a two point localization, with a slightly
weaker form of convergence. An almost sure convergence can be easily proved by using Borel-
Cantelli lemma and the given probability estimates. Also note that, similar results are known
in the random graph literature, e.g., for size of largest cliques [10] and the chromatic number
in random graphs [1]. Let k∗n denote the integer closest to k˜n.
Theorem 2.3. For fixed τ > 0,
P(Kn(τ) ∈ {k∗n − 1, k∗n})→ 1
as n tends to infinity.
2.4. Local Optima and Iterative Search procedures. Finding the globally optimal k×k
submatrix of a given data matrix is computationally prohibitive. In practice, one often resorts
to iterative search procedures that sequentially update a sequence of candidate submatrices in
order to increase their average value. The Large Average Submatrix (LAS) algorithm ([34])
is a simple iterative search procedure for large average submatrices that has proven effective
in a number of genomic applications. The basic idea of the algorithm is this: if we restrict
ourselves to a given set of k columns, the optimal k×k submatrix can be found by computing
the sum of each row over these columns, and then choosing the k rows with largest sum. An
analogous property holds for a fixed set of k rows. The algorithm alternates between these two
steps, alternately updating rows and columns, until no further improvement in the average of
the candidate submatrix is possible. A more detailed description follows.
Input: An n× n matrix X and integer 1 6 k 6 n.
Loop: Select k columns J at random. Iterate until convergence.
Let I := k rows with largest sum over columns in J .
Let J := k columns with largest sums over rows in I.
Output: Submatrix associated with final index sets I and J .
In practice, the iterative search procedure is applied with many choices of initial columns,
and the output submatrix with the largest average value is reported. Submatrices to which
the algorithm converges are locally optimal in the sense that they cannot be improved by
simple operations such as row or column swaps. In particular, their row and column sums
dominate those in the strip defined by their column and row sets, respectively. We make these
notions more precise in the following definition.
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Definition 2.4. Fix 1 6 k 6 n and let λ = I × J ∈ Sn(k). The sub-matrix Wλ :=
((wij))i∈I,j∈J is row dominant in Wn if
min
i∈I
{∑
j∈J wij
}
> max
i∈[n]\I
{∑
j∈J wij
}
and is column dominant in Wn if
min
j∈J
{∑
i∈I wij
}
> max
j∈[n]\J
{∑
i∈I wij
}
A submatrix that is both row and column dominant in Wn will be called locally optimal
in Wn.
It is easy to see that a k × k submatrix Wλ is locally optimal if and only if it is a fixed
point of the LAS search procedure, and the the LAS search procedure always yields a local
maximum. Local optima represent natural “extreme points” of the set of k × k submatrices.
Understanding their behavior sheds light on the landscape of k × k submatrices, and the
structure of the random matrices themselves. The next result identifies the limiting average
and distribution of a submatrix conditioned to be locally optimal. In particular, we find the
probability that a given k×k submatrix is locally optimal. Before stating the main result, we
will need some notation for the ANOVA decomposition of a matrix and define some random
variables which arising in describing these distributional limits.
Given any matrix U = ((uij)), we shall let ui. denote the average of row i, u.j denote
the average of column j and u.. = avg(U). Let A(U) be the Analysis of variance (ANOVA)
decomposition of the matrix U namely
A(U)ij = uij − ui. − u.j + u.., 1 6 i, j 6 k. (2.6)
Write this as
U := avg(U)11′ + R¯(U) + C¯(U) +A(U), (2.7)
where R¯(U) denotes the matrix whose i-th row entires are all equal to ui. − avg(U) for all
1 6 i 6 k and similarly C¯(U) denotes the matrix whose i-th column entries all correspond
to u.i − avg(U) while A denotes the ANOVA operation on the entries of the matrix U given
in (2.6).
For the statement of the result we will need the following random variables.
(i) Let (G,T, T ′) be non-negative random variables with joint density
f(g, t, t′) ∝ (log(1 + t/g) log(1 + t′/g))k−1gk−1e−t−t′−2g.
(ii) U = (U1, . . . , Uk) and V = (V1, . . . , Vk) are independent Dirichlet(1, . . . , 1) random
vectors, independent of G,T, T ′.
Let us now state the result.
Theorem 2.5 (Structure Theorem for Locally Optimal Submatrices). Let Ik,n be the event
that Wk is locally optimal in Wn.
(a) For fixed k > 1
P(Ik,n) = θk(n
k
)
(log n)(k−1)/2
(1 + o(1)) as n→∞.
Here
θk :=
k2k+1/2
22k−1pi(k−1)/2k!2
E((log(1 + Y/G′) log(1 + Y ′/G′))k−1) (2.8)
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where G′, Y, Y ′ are independent, G′ ∼ Gamma(k, 2), and Y, Y ′ ∼ Exp(1).
(b) Let an and bn be the scaling and centering constants given in (2.1) and (2.2). Consider
the ANOVA decomposition of the matrix Wk as in (2.7). Then conditional on the event
Ik,n we have as n→∞,(
an(
√
k avg(Wk)− bn),
√
kanR¯(W
k),
√
kanC¯(W
k),A(Wk)) | Ik,n d=⇒− logG, log(1 + T/G)
kU1 − 1...
kUk − 1
1′, log(1 + T ′/G) 1
kV1 − 1...
kVk − 1

′
, A(Wk)

where G,T, T ′,U,V are as given in (i) and (ii).
Remark: In words, the above Theorem implies that conditional on the event Ik,n that Wk
is locally optimal, as n→∞ we have
Wk | Ik,n d=
(
bn√
k
− logG√
kan
)
11′ +A(Wk)
+
log(1 + T/G)√
kan

kU1 − 1
kU2 − 1
...
kUk − 1
1′ + log(1 + T ′/G)√kan 1

kU ′1 − 1
kU ′2 − 1
...
kU ′k − 1

′
+ op(1/an)
As a simple corollary of the theorem, we see that all the entries in a typical locally optimal
submatrix are concentrated around
√
2 log n/k(1 + o(1)). However we will in fact crucially
need the limiting structure of the re-centered row and column averages in order to establish
the central limit theorem for the number of locally optimal submatrices below.
Note that local optimality is invariant under row and column permutations, and therefore
part a of Theorem 2.5 gives the probability that any fixed k × k submatrix is locally optimal
in Wn: the focus on Wk is a matter of notational convenience. Clearly
P(Ik,n) = P(Wk is row dominant) P(Wk is column dominant |Wk is row dominant).
It is easy to see, by symmetry, that P(Wk is row dominant) =
(
n
k
)−1
. A priori, one might
imagine since conditioning on the matrix Wk being row dominant makes the entries of this
matrix “large”, that
P(Wk is column dominant |Wk is row dominant) → ck
for some constant ck > 0 as n→∞. However our argument shows that in fact
P(Wk is column dominant |Wk is row dominant) = θk
(log n)(k−1)/2
(1 + o(1))
The fact that this conditional probability tends to zero, rather than a positive constant, is
somewhat unexpected.
2.5. The Number of Local Optima. As a first step in understanding the overall landscape
of k × k locally optimal submatrices, it is natural to consider the number of locally optimal
submatrices in Wn.
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Definition 2.6. For n > 1 and 1 6 k 6 n let
Ln(k) :=
∑
λ∈Sn(k)
1{Wλ locally optimal in Wn}, (2.9)
be the number of k × k locally optimal submatrices of Wn.
By symmetry, the probability that a given k×k submatrix of Wn is locally optimal is equal
to P(Ik,n), and therefore E(Ln(k)) =
(
n
k
)2
P(Ik,n). Thus Part (a) of Theorem 2.5 immediately
yields the following result.
Theorem 2.7 (Mean behavior). For each fixed k > 1,
E(Ln(k)) =
θk
(
n
k
)
(log n)(k−1)/2
(1 + o(1))
as n tends to infinity, where θk > 0 is as in (2.8).
Intuitively this suggests that the running time of the LAS algorithm can be bounded
by a Geometric random variable with p = p(n) = θk/(log n)
(k−1)/2, and thus converges in
ΘP ((log n)
(k−1)/2) steps, and thus gives conceptual insight on empirical observations on the
running time of the algorithm. Proving this at a rigorous level seems to be beyond the scope
of the techniques in this paper.
The variance behavior of Ln(k) is more delicate. In particular, assessing the variance of
Ln(k) requires a careful and detailed analysis of the joint probability that two given submatri-
ces are locally optimal. We do this by considering a series of cases, depending on the number
of rows and columns that the two submatrices have in common. It is worth noting that the
dominant term in the variance arises from submatrices having no common rows and columns:
even in this case, the local optimality of one submatrix will influence that of the other.
Theorem 2.8 (Variance behavior). For each fixed k > 1, there exists νk ∈ (0,∞) such that
Var(Ln(k)) =
ν1n(1 + o(1)) for k = 1νkn2k2/(k+1)(log n)−k2/(k+1)(1 + o(1)) for k > 2
as n tends to infinity.
Using the results above, we may establish a connection between the average value of a
typical local optima and the average of the global optimum. For c ∈ R let
Ln(k : c) :=
∑
λ∈Sn(k)
1{Wλ locally optimal in Wn and avg(Wλ) > c},
be the number of locally optimal submatrices with average at least c.
Corollary 2.9. If cn is any sequence of positive numbers such that cnan →∞, then for each
fixed k > 1,
Ln(k : k
−1/2bn − cn)
Ln(k)
P−→ 1
as n tends to infinity.
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Our final result is the asymptotic normality of the random variable Ln(k) using Stein’s
method. Although Ln(k) can be expressed as a sum of indicator variables, standard weak
dependence conditions underlying existing applications of Stein’s method do not hold in this
case. The variance of Ln(k) grows rapidly, in particular Var(Ln(k))/ELn(k)→∞ as n→∞,
so that Ln(k) does not exhibit standard Poisson scaling. This is a consequence of the fact
the local optimality of a k × k submatrix Wλ affects the local optimality of every other
k × k submatrix, regardless of whether or not the other submatrix has any rows or columns
in common with Wλ.
Theorem 2.10 (Central Limit Theorem for Ln(k)). For any fixed k > 1, we have,
L˜n(k) :=
Ln(k)− E(Ln(k))√
Var(Ln(k))
d
=⇒ N(0, 1)
as n→∞. Moreover we have
dW(L˜n(k),N(0, 1)) 6
{
c1n
−1/2 for k = 1
n
− 2(k−1)
(k+1)(k2+2k−1)+O(log logn/ logn) for k > 2
where
dW(W,Z) := sup {|E(g(W ))− E(g(Z))| : g(·) 1− Lipschitz}
is the Wasserstein distance between the distribution of random variables W and Z.
Remarks: The k = 1 case of Theorem 2.10 follows from existing work on number of local
maxima of a random function on a graph (see [8, Theorem 3.1]). For k > 2 this result is
not applicable due to the dependency among the matrix averages. We have not attempted
to obtain the best rate of convergence in Theorem 2.10: for k > 2 the given rate is likely not
optimal. However, simulation results in Figure 2.5 for k = 2 and n ∈ {100, 200} with 5000
runs indicate fast convergence to the Gaussian limit.
2.6. Discussion. We now discuss the relevance of these results and related work. We start
with a discussion of the general detection problem considered in this work and then expand
on the techniques used in the paper.
2.6.1. Finding large substructures. As mentioned above, with the advent of large scale data in
genomics, problems such as finding interesting structures in matrices has stimulated a lot of
interest in a number of different communities, see e.g. the survey [26]. In spirit, such problems
are linked to another large body of work in the combinatorics community, namely the hidden
clique problem see e.g. [31] or [21] and the references therein. The simplest statement of
the problem is as follows: Select a graph at random on n vertices; consider the problem of
detecting the largest clique (fully connected subgraph). For large n, it is known that the
largest clique has k(n) ∼ 2 log2 n vertices ([10, 11]). Theorem 2.3 is very similar, in spirit
to this result. However most greedy heuristics and formulated algorithms, short of complete
enumeration, are only able to find cliques of size ∼ log2 n and thus are off by a factor of 2 from
the optimal size. We see analogous behavior in our results; Theorem 2.1(a) implies that for
fixed k, the average of the global optimum scales like
√
4 log n/k whilst Theorem 2.5 implies
that the average of a typical local optima scales like
√
2 log n/k.
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Figure 2.1. Histogram and QQPlot for number of local optima for k = 2
with n = 100 (top row) and n = 200 (bottom row) with 5000 samples.
2.6.2. Planted detection problems. In the context of statistical testing of hypothesis, we have
analyzed the energy landscape in the “null” case. One could also look at the “alternative”
where there is some inherent structure in the data. In the last few years there has been a
lot of interest in formulating statistical tests of hypothesis to distinguish between the null
and the alternative, see e.g. [6] and [7] for the general framework as well as application areas
motivating such questions and see [2] and [12] for a number of interesting general results
in these contexts. In the context of the combinatorics, such questions result in the famous
planted clique problem see e.g [5, 15] and the references therein.
2.6.3. Energy landscapes. The notion of energy or fitness landscapes, incorporating a fitness or
score to each element in a configuration and then exploring the ruggedness of the subsequent
landscape, arose in evolutionary biology, see [40], and for a nice survey, see [32]. Our work has
been partially inspired by the rigorous analysis of the NK fitness model ([22,38]) carried out
in the probability community in papers such as [17,18,25]. These questions have also played a
major role in understanding deep underlying structures in spin glass in statistical physics, see
e.g. [30]. For general modern accounts of the state of the art on combinatorial optimization
in the context of random data and connections to other phenomenon in statistical physics,
we refer the interested reader to [29].
2.7. Stein’s method for normal approximations. Stein’s method [36] is a general and
powerful method for proving distributional convergence with explicit rate of convergence. Here
we briefly discuss the case of normal approximation. The standard Gaussian distribution can
be characterized by the operator A f(x) := xf(x) − f ′(x) in the sense that, X has standard
Gaussian distribution iff E(A f(X)) = 0 for all absolutely continuous functions f . Now to
measure the closeness between a distribution ν and the standard Gaussian distribution ν0,
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one uses a separating class of functions D to define a distance
dD(ν, ν0) = sup
h∈D
|Eh(X)− Eh(Z)|
where X ∼ ν, Z ∼ N(0, 1) and then attempts to show that the distance is “small”. In this
paper we will consider the L1-Wasserstein distance in which caseD is the class of all 1 Lipschitz
functions.
Stein’s method consists of two main steps. The first step is to find solution to the equation
A fh(x) = h(x)− Eh(Z) for h ∈ D. Assuming this can be performed, we have,
sup
h∈D
|Eh(X)− Eh(Z)| 6 sup
f∈D′
|E(Xf(X)− f ′(X))|
where D′ = {fh | h ∈ D}. The following lemma summarizes the the bounds required for
Stein’s method.
Lemma 2.11 ([36]). For any 1-Lipschitz function h, there is a unique function fh such that
A fh = h− Eh(Z). Moreover we have
|fh|∞ 6 1, |f ′h|∞ 6
√
2/pi and |f ′′h |∞ 6 2.
Thus to prove that the distribution of X is close to standard Gaussian distribution it is
enough to prove that
sup
f∈D′
|E f ′(X)− EXf(X)|
is small where
D′ = {f | |fh|∞ 6 1, |f ′h|∞ 6
√
2/pi and |f ′′h |∞ 6 2}. (2.10)
This final portion is very much problem dependent and is often the hardest to accomplish.
A number of general techniques have now been formulated, e.g., exchangeable pair approach,
dependency graph approach, size-bias transform, zero-bias transform etc. that can be used
for a large class of problems. We refer the interested reader to the surveys [13,14,16,33] and
the references therein. However, in our case because of the high degree of dependency, the
above mentioned methods are difficult to apply and we develop a new variant to bound the
error.
2.7.1. Open questions. For the sake of mathematical tractability, we assumed that the under-
lying matrix had gaussian entries. It would be interesting to extend this analysis to general
distributions. The exact statement of the results will be different since extremal properties of
the gaussian distribution play a significant role in the proofs of the main results. The results
in the paper also suggest a host of extensions and new problems. Theorem 2.1 deals with the
global optimum in the regime where log k = o(log n). Extending this further, especially to
the regime where k = αn for some 0 < α < 1 would be quite interesting and will require new
ideas; one expects that the comparison to the independence regime using Lemma 2.2 breaks
down at this stage. We also expect behavior similar to the extrema of branching random
walk ([3] and references within) in this regime. Extending the local optima results to a regime
k = k(n)→∞ as opposed to the fixed k regime would be interesting. This would be especially
relevant in the context of detecting matrices with average above a particular threshold which
by Theorem 2.3 corresponds to the k(n) = C log n regime. Finally this work fixes k and then
tries to find submatrices with large average. It would be interesting to develop algorithms
which allow one to increase k to achieve large submatrices with average above a threshold τ .
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3. Preliminary Results
In this section we present several technical lemmas that will be used in the proofs of the
main results. We urge the reader to skim these results and come back to them as and when
they are used. Lemma 3.1 and Lemma 3.2 collect standard results about tails and extreme
value theory for the standard normal distribution. Lemma 3.3 provides estimates of normal
tail probabilities arising in the extreme value regime, while Lemma 3.4 derives tail bounds
and conditional distributions for the difference between the average and the minimum of
k independent standard Gaussian random variables. In Section 3.4 we prove the Gaussian
Comparison Lemma 2.2. We conclude the section with some combinatorial estimates.
3.1. Gaussian tail bounds. The following classical bound on the tail probabilities of the
standard Gaussian, see e.g. [23], will be used repeatedly in what follows.
Lemma 3.1. For each x > 0, we have
xe−x2/2√
2pi(1 + x2)
6 Φ¯(x) 6 e
−x2/2
√
2pix
.
Moreover, xex
2/2Φ¯(x) is an increasing function for x > 0.
3.2. Extreme values. Let Z1, Z2, . . . , ZN be N independent standard Gaussian random vari-
ables, and let Z(1) 6 Z(2) 6 · · · 6 Z(N) be their ordered values. We will make use of the
following standard result, see e.g. [23].
Lemma 3.2. Let ` > 0 be any fixed integer. Then as N tends to infinity,
aN (Z(N) − bN , Z(N−1) − bN , . . . , Z(N−`) − bN )⇒ (V1, V2, . . . , V`),
where Vi = − log(T1 +T2 + · · ·+Ti), and T1, . . . , T` are independent Exp(1) random variables.
The next lemma analyzes properties of conditional distribution of a standard Gaussian
conditioned to be large.
Lemma 3.3. Let Z be a standard Gaussian random variable and let θ > 0 be a fixed real
number. Let the scaling and centering constants an and bn be as in (2.1) and (2.2). Define
Bn(x) to be the event {Z >
√
θ(bn + a
−1
n x)}.
(a) If cn = o(an), then n
θ (
√
2pibn)
1−θ exθ P(Bn(x))→ θ−1/2 uniformly for x with |x| 6 cn.
(b) Let x ∈ R. Conditional on the event Bn(x), the random variable an(Z/
√
θ − bn − a−1n x)
converges in distribution to an Exp(θ) random variable.
Proof. (a) It follows from Lemma 3.1 and elementary algebra that
nθ(
√
2pibn)
1−θexθ P(Bn(x))
= nθ(
√
2pibn)
1−θexθ P(Z >
√
θ(bn + a
−1
n x))
= θ−1/2
(
n√
2pibn
)θ
exθ exp(−θ(bn + a−1n x)2/2)(1 + o(1))
= θ−1/2
(
n√
2pibn
)θ
exp{−θb2n/2} exp{θx(1− bn/an)} exp{θ(x/an)2}(1 + o(1))
The fourth and fifth terms above tend to one with increasing n by definition of an and bn, and
our assumptions on x. A straightforward calculation shows that n(
√
2pibn)
−1e−b2n/2 tends to
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one as n → ∞, and therefore the product of the second and third terms above tends to one
as well.
(b) The claim follows from the fact that for each t > 0, as n→∞,
P(an(Z/
√
θ − bn − a−1n x) > t | Bn(x)) =
P(Bn(x+ t))
P(Bn(x)) → e
−θt. 
In order to analyze the asymptotic behavior of the expected number of local optima
E(Ln(k)), we need to understand the way in which the minimum of a set of independent
Gaussian random variables deviates from its the sample mean under various conditioning
events. The next lemma establishes the relevant asymptotic results.
Lemma 3.4. Let Z1, . . . , Zk be independent standard Gaussian random variables with sample
mean Z¯ = k−1
∑k
i=1 Zi and minimum Zmin = min16i6k Zi.
(a) The random variable Z¯ − Zmin is non-negative and its cumulative distribution function
F (x) = P(Z¯ − Zmin 6 x) = αkxk−1(1 + o(1)) as x ↓ 0, where αk > 0 is given by
αk =
kk+1/2
k!(2pi)(k−1)/2
. (3.1)
(b) For ε > 0 let Bε be the event {Z¯ − Zmin 6 ε}. Then as ε ↓ 0,
L{ε−1(Z¯ − Z1, . . . , Z¯ − Zk) | Bε} d=⇒ (1− kU1, . . . , 1− kUk)
where U = (U1, . . . , Uk) has a Dirichlet(1, . . . , 1) distribution, i.e., U is uniformly dis-
tributed on the simplex {(x1, . . . , xk) | x1 + · · ·+ xk = 1, x1 . . . , xk > 0}.
(c) There exists a positive constant gk > 0 such that
P(Z¯ − Zmin > x) = gk
x
exp
(
− kx
2
2(k − 1)
)
(1 + o(1)) as x ↑ ∞.
Proof. (a) Clearly, Z¯ − Zmin is non-negative, and it is easy to see that
k−1(Zmax − Zmin) 6 Z¯ − Zmin 6 Zmax − Zmin
where Zmax = max16i6k Zi. Thus for all x > 0,
P(Zmax − Zmin 6 x) 6 P(Z¯ − Zmin 6 x) 6 P(Zmax − Zmin 6 kx) (3.2)
One may readily verify that
P(Zmax − Zmin 6 x) =
∫ ∞
−∞
k(Φ(t+ x)− Φ(t))k−1φ(t)dt
where φ(t) is the standard normal density. The integral above behaves like a constant αk
times xk−1 as x ↓ 0, and the first claim follows from (3.2).
We now evaluate the value of the constant αk. Note that the F (x) is continuous and that
for t > 0,
E(exp{−t(Z¯ − Zmin)}) =
∫ ∞
0
F (t−1x) e−x dx.
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The last equation and the behavior of F (·) near zero imply that
αk = lim
t→∞
tk−1
(k − 1)! E(exp{−t(Z¯ − Zmin)}).
A standard covariance calculation shows that Z¯ is independent of (Z¯ − Z1, . . . , Z¯ − Zk), and
therefore Z¯ is independent of Z¯ − Zmin. It follows that for t > 0,
E(exp{−t(Z¯ − Zmin)}) = E(etZmin)/E(etZ¯)
= ke−t
2/2k
∫
R
e−txΦ(x)k−1φ(x)dx
= ke(k−1)t
2/2k
∫
R
Φ(x− t)k−1φ(x)dx (3.3)
where we have used the fact that E(etZ¯) = et
2/2k and E(etZmin) =
∫
R
ke−txΦ(x)k−1φ(x)dx.
Note that∫
R
Φ(x− t)k−1φ(x) dx =
∫ (1−1/2k)t
−∞
Φ(x− t)k−1φ(x) dx+
∫ ∞
(1−1/2k)t
Φ(x− t)k−1φ(x) dx
=
∫ −t/2k
−∞
Φ(x)k−1φ(x+ t) dx+O
(
Φ¯((1− 1/2k)t)). (3.4)
From (3.1), (3.3), (3.4) and the fact that
Φ¯(x) = Φ(−x) = 1√
2pix
e−x
2/2(1−O(x−2)) for x→∞
we find that
αk = lim
t→∞
ke(k−1)t2/2ktk−1
(k − 1)!
(∫ −t/2k
−∞
Φ(x)k−1φ(x+ t)dx+O(Φ¯((1− 1/2k)t)
)
= lim
t→∞
k2e(k−1)t2/2ktk−1
k!(2pi)k/2
(∫ −t/2k
−∞
|x|−(k−1)e−{(k−1)x2/2+(x+t)2/2}dx+O(t−1e−(1−1/2k)2t2/2))
= lim
t→∞
k2
k!(2pi)k/2
(∫ −t/2k
−∞
(t/|x|)k−1e−k(x+t/k)2/2dx+O
(
tk−2e{(k−1)t
2/2k−(2k−1)2t2/8k2}
))
= lim
t→∞
k2
k!(2pi)k/2
(∫ t/2k
−∞
(1/k − x/t)−k+1e−kx2/2dx+O(tk−2e−t2/8k2)
)
=
k2
k!(2pi)k/2
∫ ∞
−∞
kk−1e−kx
2/2dx =
kk+1/2
k!(2pi)(k−1)/2
.
as desired.
(b) Fix ε > 0 for the moment and write Pε for the conditional distribution of
ε−1(Z¯ − Z1, Z¯ − Z2, . . . , Z¯ − Zk) given Bε. The distribution Pε is supported on the
simplex ∆k := {(x1, . . . , xk) | x1 + · · ·+ xk = 0, xi 6 1} with extreme points v1, . . . , vk, where
vi := (1, . . . , 1, 1 − k, 1, . . . , 1) with 1 − k in the i-th position. Note that Pe ps is invariant
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under coordinate permutations and that, on Bε, each of Z1, . . . , Zk is contained in a common
interval of length kε. Clearly {Pε : ε > 0} is a tight family of probability measures on Rk.
The properties above ensure that every subsequential limit of Pε as ε ↓ 0 is translation
invariant, and hence uniform, on ∆k. On the other hand, given a Dirichlet(1, . . . , 1) random
vector U = (U1, . . . , Uk) the sum
∑k
i=1 Uivi = (1 − kU1, 1 − kU2, . . . , 1 − kUk) is uniformly
distributed on the simplex ∆k.
(c) The relation Z¯ − Zmin = max16i6k{Z¯ − Zi} implies that
P(Z¯ − Z1 > x) 6 P(Z¯ − Zmin > x) 6 kP(Z¯ − Z1 > x).
The claim now follows from the fact Z¯−Z1 is normal with mean zero and variance (k− 1)/k,
and that
P(Z > x) = e
−x2/2
√
2pix
(1 + o(1))
as x ↑ ∞. 
3.3. Maxima of two correlated gaussian r.v.s. Let (Z,Zρ) be a bivariate gaussian ran-
dom vector with E(Z) = E(Zρ) = 0, Var(Z) = Var(Zρ) = 1, and E(ZZρ) = ρ > 0. Several of
our results require bounds on the conditional probability P(Zρ > x | Z > x) when x is large.
Without loss of generality, assume that Zρ = ρZ +
√
1− ρ2Z ′ where Z ′ is an independent
copy of Z. An argument like that in Lemma 3.3(b) shows that, conditional on the event
A = {Z > x}, the random variable x(Z − x) is tight, and in particular, Z is concentrated
around x. Thus, conditional on A, the event {ρZ +
√
1− ρ2Z ′ > x} is roughly the same
as {Z ′ > θx} with θ = √(1− ρ)/(1 + ρ). The following result from [39] makes these ideas
precise.
Lemma 3.5. Let Z,Z ′ be independent standard Gaussian random variables. For any ρ ∈ [0, 1]
and x > 0 we have
Φ¯(θx) 6 P(ρZ +
√
1− ρ2Z ′ > x | Z > x) 6 (1 + ρ)Φ¯(θx)
where θ =
√
(1− ρ)(1 + ρ).
3.4. Gaussian Comparison Lemma: Proof of Lemma 2.2. Let Σ1 = {σij : 1 6 i, j 6
N} be the covariance matrix of the random vector (X1, . . . , XN ), and let Σ0 be the N × N
identity matrix. Let X0 ∼ N(0,Σ0) and X1 ∼ N(0,Σ1) be independent random vectors. For
t ∈ [0, 1] define
Xt :=
√
tX1 +
√
1− tX0. (3.5)
Note that Xt ∼ N(0,Σt), where Σt = tΣ1 + (1− t)Σ0.
Let G(x) be a smooth function of N variables x = (x1, x2, . . . , xN ). Let Gi(x) =
(∂G/∂xi)(x) and Gij(x) = (∂
2G/∂xi∂xj)(x) denote the first and second order partial deriva-
tives of G. We claim that
E[G(X1)]− E[G(X0)] =
∑
i<j
σij
∫ 1
0
E(Gij(X
t)) dt. (3.6)
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To see this, note that Xt
d
= Σ
1/2
t X
0, and therefore
EG(X1)− EG(X0) =
∫ 1
0
d
dt
E(G(Σ
1/2
t X
0)) dt
=
N∑
i,j=1
∫ 1
0
E
(
Gi(Σ
1/2
t X
0)
d
dt
(Σ
1/2
t )ij X
0
j
)
dt
=
N∑
i,k=1
∫ 1
0
E
(
Gik(Σ
1/2
t X
0)
k∑
j=1
(Σ
1/2
t )kj
d
dt
(Σ
1/2
t )ij
)
dt
where the last equality follows by conditioning and Gaussian integration by parts. Using the
symmetry of the matrix Σ
1/2
t and simplifying we have
E(G(X1))− E(G(X0)) = 1
2
N∑
i,k=1
∫ 1
0
E
((
2Σ
1/2
t
d
dt
(Σ
1/2
t )
)
ik
Gik(X
t)
)
dt
=
1
2
N∑
i,k=1
∫ 1
0
E((Σ1 − Σ0)ikGik(Xt)) dt =
∑
i<j
σij
∫ 1
0
E(Gij(X
t)) dt,
where in the second line we have used the fact that 2Σ
1/2
t d(Σ
1/2
t )/dt = d(Σt)/dt = Σ1 − Σ0.
This establishes (3.6).
Fix ε > 0 for the moment, and let Gε(x) =
∏N
i=1 Φ(ε
−1(u − xi)), where Φ is the CDF of
the standard Gaussian. Let Xti be the i’th component of X
t. Applying equation (3.6) to Gε
yields the inequality
|E(Gε(X1))− E(Gε(X0))|
6
∑
i<j
|σij |
∫ 1
0
E(ε−2φ(ε−1(u−Xti ))φ(ε−1(u−Xtj)))dt
=
∑
i<j
|σij |
∫ 1
0
E(f tij(u+ εZ1, u+ εZ2))dt
where f tij(x, y) is the joint density of (X
t
i , X
t
j) and Z1, Z2 are independent Gaussian random
variables. Letting ε tend to zero, and using the fact that
lim
ε→0
Gε(x) = 1
{
max
16i6N
xi 6 u
}
if xi 6= ui for i = 1, . . . , N , we find that∣∣∣∣P( max16i6NXi 6 u
)
− P
(
max
16i6N
Zi 6 u
)∣∣∣∣ 6 ∑
i<j
|σij |
∫ 1
0
f tij(u, u) dt.
To complete the proof, we analyze a typical term in the previous display. For fixed i < j
and u ∈ R we have
f tij(u, u) =
e−u2/(1+σijt)
2pi
√
1− σ2ijt2
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and therefore
|σij |
∫ 1
0
f tij(u, u)dt 6
∣∣∣∣∣
∫ σij
0
e−u2/(1+t)
2pi
√
1− t2 dt
∣∣∣∣∣ .
Making the change of variable x =
√
(1− t)/(1 + t) we find that∣∣∣∣∣
∫ σij
0
e−u2/(1+t)
2pi
√
1− t2 dt
∣∣∣∣∣ 6 pi−1e−u2/2
∣∣∣∣∣
∫ 1
θij
e−(ux)2/2
1 + x2
dx
∣∣∣∣∣
6 pi−1e−u2/2
∣∣∣∣∣
∫ 1
θij
e−(ux)
2/2dx
∣∣∣∣∣ 6 2Φ¯(u)|Φ¯(u)− Φ¯(θiju)|
where θij =
√
(1− σij)/(1 + σij) > 0. Considering separately the case θij 6 1 and θij > 1,
the concavity of Φ(x) for x > 0, and the inequality Φ¯(x) > φ(x)/(1 + x) yield
|Φ¯(u)− Φ¯(θiju)| 6 min{Φ¯(θ1iju), |1− θij |uφ(θ1iju)}
6 Φ¯(θ1iju) min{1, |1− θij |u(1 + θ1iju)}
where θ1ij = min{θij , 1} and hence∣∣∣∣∣
∫ σij
0
e−u2/(1+t)
2pi
√
1− t2 dt
∣∣∣∣∣ 6 2Φ¯(u)Φ¯(θ1iju) min{1, |1− θij |u(1 + θ1iju)}. (3.7)
This completes the proof of the first inequality in Lemma 2.2. The second inequality fol-
lows from the fact that xe
1
2
x2Φ¯(x) is an increasing function for x > 0 and thus Φ¯(θu) 6
Φ¯(u)θ−1e
1
2
(1−θ2)u2 for all θ ∈ [0, 1]. 
3.5. Combinatorial estimates. For n > 1 and 1 6 k 6 n let (n)k := n!/(n− k)!. The
following bound follows easily from Stirling’s approximation.
Lemma 3.6. For n > 1 and 1 6 k 6 √n,
(n)k
nk
= e−k
2/2n+O(k/n).
The next shows the asymptotic negligibility of a particular series which arises in deriving
results about the global optima via the second moment method.
Lemma 3.7. Let N =
(
n
k
)2
and let aN and bN be the centering and scaling constants in (2.1)
and (2.2). Define uN = bN − xn/aN where −K 6 xn  a2N for some constant K > 1.
(a) There exists a constant c > 0 depending on K such that for k 6 c log n/ log log n
∑
16s,t6k
st 6=k2
(
k
s
)(
k
t
)(
n− k
k − s
)(
n− k
k − t
)(
n
k
)−2√k2 + st
k2 − st · e
stu2N/(k
2+st) → 0
as n tends to infinity.
(b) The same result holds if log k  log n and k(log log n)2/ log n xn  a2N .
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Proof of Lemma 3.7. We begin by establishing part (a) of the lemma; a subsequent refinement
yields part (b). Throughout the analysis we assume that log k = o(log n), and therefore
k  √n. To begin, note that (k2 +st)/(k2−st) 6 k for all integers s, t with 2 6 s+t 6 2k−1.
Thus we need to show that
In :=
√
k
∑
16s,t6k
st 6=k2
(
k
s
)(
k
t
)(
n− k
k − s
)(
n− k
k − t
)(
n
k
)−2
exp
{
st u2N
(k2 + st)
}
→ 0
as n tends to infinity. Note that(
n− k
k − s
)(
n
k
)−1
=
(k)s(n)2k−s
(n)2k
and therefore by Lemma 3.6,(
n− k
k − s
)(
n− k
k − t
)(
n
k
)−2
6 c (k)s(k)t
ns+t
(3.8)
for some universal constant c > 0. Using Stirling’s formula, we find
(k)s(k)t 6 k (k/e)s+t e−k(f(s/k)+f(t/k))
where f(x) = −(1− x) log(1− x). As f(x) is concave, the last inequality yields
(k)s(k)t 6 k (k/e)s+te2kf((s+t)/2k). (3.9)
The elementary relation 4st 6 (s+ t)2 implies that
st
k2 + st
6 (s+ t)
2
4k2 + (s+ t)2
. (3.10)
Combining (3.8) - (3.10) we find that
In 6 ck3/2
∑
16s,t6k
st 6=k2
(
k
s
)(
k
t
)(
k
en
)s+t
exp
(
2kf
(
s+ t
2k
)
+
u2N (s+ t)
2
4k2 + (s+ t)2
)
.
The last two terms in each summand depend on s, t only through their sum; we decompose
the outer sum accordingly. Note that for 0 6 l 6 k,
l∑
s=0
(
k
s
)(
k
l − s
)
=
(
2k
l
)
6 exp{2k [f(l/2k) + f(1− l/2k)]}
where the inequality follows from a standard entropy bound for the binomial coefficient.
Therefore
In 6 ck3/2
2k−1∑
l=2
(
k
en
)l
exp
(
2k g
( l
2k
)
+
u2N l
2
4k2 + l2
)
= c k3/2
2k−1∑
l=2
(
k eu
2
N/4k
en
)l
exp
(
2k g
( l
2k
)
− u
2
N l(2k − l)2
4k(4k2 + l2)
)
(3.11)
where g(x) = −x log x− 2(1− x) log(1− x).
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Consider the first term in each summands in (3.11). The definition of uN ensures that
eu
2
N/2 =
Ne−xnrn+o(1)√
2pi aN
where rn = 1 + xn/2a
2
N → 1. Moreover, Stirling’s approximation and our assumption that
k  √n imply that N = (1 + o(1))(en/k)2k/2pik, and therefore
eu
2
N/4k 6 en
k
(
c0 e
−xnrn√
k3 log n
)1/2k
for some universal constant c0 > 0. Plugging this expression into inequality (3.11) yields
In 6 c1 k3/2
2k−1∑
l=2
exp
(
2k g
( l
2k
)
− u
2
N l(2k − l)2
4k(4k2 + l2)
)(
e−xnrn√
k3 log n
)l/2k
6 c1 k3/2
2k−1∑
l=2
exp
(
2k g
( l
2k
)
− u
2
N l
4k
(1− l/2k)2
(1 + (l/2k)2)
)(
e−xnrn√
k3 log n
)l/2k
.
Now consider the function
ψ(x) :=
2g(x)
x(1− x)2(1 + x2)−1 x ∈ (0, 1).
It is easy to see that ψ is positive and diverges to infinity as x→ 0 or 1. We claim that ψ is
convex. To see this, note that ψ can be expressed as the sum of
ψ1(x) =
−x log x− x(1− x)
x(1− x)2(1 + x2)−1 and ψ2(x) =
−2(1− x) log(1− x) + x(1− x)
x(1− x)2(1 + x2)−1
Taking the Taylor series expansion of ψ1 around 1, and ψ2 around 0, we find that the resulting
power series have non-negative coefficients for terms of degree 2 or higher. Thus ψ1 and ψ2 are
convex, and ψ is convex as well. Now note that for x ∈ [1/k, 3/4] we have ψ(x) 6 c log k for
some constant c > 0. Moreover, c log k 6 u2N/4k under our assumption that log k = o(log n).
It follows that for 2 6 l 6 3k/2
2kg
( l
2k
)
6 l (1− l/2k)
2
(1 + l2/4k2)
· u
2
N
8k
,
and therefore
k3/2
3k/2∑
l=2
exp
(
2k g
( l
2k
)
− u
2
N
2
l
2k
(1− l/2k)2
(1 + (l/2k)2)
)(
e−xnrn√
k3 log n
)l/2k
6 k3/2
3k/2∑
l=2
exp
(
−u
2
N l
8k
(1− l/2k)2
(1 + (l/2k)2)
)(
e−xnrn√
k3 log n
)l/2k
6 k3/2
3k/2∑
l=2
exp
(
− u
2
N
28k
· l
)
6 k
3/2 exp(−u2N/27k)
1− exp(−u2N/28k)
.
In the second inequality we dropped the final term in each summand, which is less than one.
As u2N/k ≈ log n, the final term above tends to zero as n tends to infinity.
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We now consider the remaining terms in the sum In. For x ∈ [3/4, 1 − 1/2k] the function
ψ(x) 6 c′k log k. Moreover, if k 6 c log n/ log logn for a sufficiently small constant c > 0, then
c′k log k 6 u2N/4k. In this case, arguments like those above show that
k3/2
2k−1∑
l=3k/2
exp
(
2kg
(
l
2k
)
− u
2
N
2(1 + (l/2k)2)
l
2k
(
1− l
2k
)2)( e−xnrn√
k3 log n
)l/2k
6 k3/2
2k−1∑
3k/2
exp
(
− u
2
N
26k2
(2k − l)2
)
1
(k3 log n)3/8
6 k
3/8
(log n)3/8
k/2∑
l=1
exp
(
− u
2
N
26k2
l2
)
→ 0
as log n/k, u2N/k
2 →∞ as n→∞. This completes the proof of part (a)
Suppose now that c log n/ log logn 6 k and that k(log log n)2/ log n  xn  a2N . In this
case we need to break the final part of the sum defining In into two parts: from 3k/2 to 2ksn(k),
and from 2ksn(k) to 2k − 1, where sn(k) = 1 − log log n/(2c log n). For x ∈ [3/4, sn(k)] the
function ψ(x) 6 c′ log n 6 u2N/4k. It follows that
k3/2
2ksn(k)∑
l=3k/2
exp
(
2kg
(
l
2k
)
− u
2
N
2(1 + (l/2k)2)
l
2k
(
1− l
2k
)2)( e−xnrn√
k3 log n
)l/2k
6 k3/2
2ksn(k)∑
3k/2
exp
(
− u
2
N
26k2
(2k − l)2
)
e−3xn/4
(k3 log n)3/8
6 k
3/8e−3xn/4
(log n)3/8
k/2∑
l=k log logn/c logn
exp
(
− u
2
N
26k2
l2
)
6 k
11/8e−3xn/4
(log n)3/8
exp
(
−c
′k(log log n)2
log n
)
Our assumptions on k and x ensure that the last term tends to zero with increasing n. For
the remainder of the sum, note that
k3/2
2k−1∑
l=2ksn(k)
exp
(
2kg
(
l
2k
)
− u
2
N
2(1 + (l/2k)2)
l
2k
(
1− l
2k
)2)( e−xnrn√
k3 log n
)l/2k
6 k5/2 exp{2kg(sn(k))}e−xn(1+o(1))(k3 log n)−1/2+o(1)
6 k5/2 exp
(
c′k(log log n)2/ log n− xn(1 + o(1))
)
(k3 log n)−1/2+o(1).
Our assumptions on k and xn ensure that the final term tends to zero with increasing n. This
completes the proof. 
4. Proofs for Global Maxima
Proof of Theorem 2.1: We begin with the proof of part (a). Recall that N := |Sn(k)| =
(
n
k
)2
.
For fixed x ∈ R,
P(aN (kMn(k)− bN ) 6 x) = P
(
max
λ∈Sn(k)
k avg(Wλ) 6 uN
)
where uN = bN + a
−1
N x. Note that k avg(Wλ) ∼ N(0, 1) for all λ ∈ Sn(k), and therefore
the second term above concerns the maximum of N correlated standard Gaussians. It follows
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from Lemma 3.2 that if Z1, Z2, . . . are independent N(0, 1) then
P
(
max
16i6N
Zi 6 uN
)
→ P(− log T 6 x)
as N tends to infinity, where T ∼ Exp(1). Thus it suffices to show that∣∣∣∣P( maxλ∈Sn(k) k avg(Wλ) 6 uN
)
− P
(
max
16i6N
Zi 6 uN
)∣∣∣∣
tends to zero as n (and therefore N) tends to infinity. By Lemma 2.2, the absolute value
above is at most ∑
λ 6=λ′, σ(λ,λ′) 6=0
2
√
1 + σ(λ, λ′)
1− σ(λ, λ′) · Φ¯(uN )
2 · eu2Nσ(λ,λ′)/(1+σ(λ,λ′)) (4.1)
where the sum is over index sets λ, λ′ ∈ Sn(k), and
σ(λ, λ′) = Cov(k avg(Wλ), k avg(Wλ′)) = st k−2
if λ and λ′ share s rows and t columns. By a straightforward combinatorial argument, the
expression (4.1) reduces to
N2Φ¯(uN )
2
∑
16s,t6k
st 6=k2
(
k
s
)(
k
t
)(
n− k
k − s
)(
n− k
k − t
)(
n
k
)−2√k2 + st
k2 − st · e
stu2N/(k
2+st)
It is easy to check that N Φ¯(uN ) → e−x as N → ∞, and the sum tends to zero by
Lemma 3.7(a).
Part (b) of the theorem follows in a similar fashion, using Slepian’s lemma and
Lemma 3.7(b). We omit the details.
We now turn to the proof of part (c). Fix k > 1 and x ∈ R. It follows from part (a) of the
theorem that
P(aN (kMn(k)− bN ) > x)→ P(− log T > x)
as n and N =
(
n
k
)2
tend to infinity, where T is an exponential rate one random variable.
Given a k × k matrix U let Uˆ denote the centered matrix U− avg(U)11′. Define
xn = (bN + x/aN )/k.
Let S ∈ B(Rk×k) be a measurable set of k × k submatrices. It suffices to show that
∆n := P(Mn(k) > xn,Wˆλn(k) ∈ S) − P(Mn(k) > xn)P(Wˆk ∈ S) → 0. (4.2)
as n tends to infinity. To see this, note that if Z is a k×k Gaussian random matrix independent
of W, then
P(Wˆλn(k) ∈ S)− P(Zˆ ∈ S) 6 2P(Mn(k) < xn) + |∆n|.
The first term on the right can be made arbitrarily small by choosing x large and negative.
We now turn our attention to (4.2). To begin, note that by symmetry
p := P(Mn(k) > xn,Wˆλn(k) ∈ S) =
∑
γ∈Sn(k)
P(λ∗(k) = γ, avg(Wγ) > xn,Wˆγ ∈ S)
= N · P(λn(k) = γ0, avg(Wk) > xn,Wˆk ∈ S)
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where Wk is the upper left corner submatrix, with index set γ0 = [k]× [k]. Let
E0 := {γ ∈ Sn(k) : γ ∩ γ0 = ∅}
be the index sets of k × k submatrices that do not overlap Wk, and let
N0 := {γ ∈ Sn(k) : γ ∩ γ0 6= ∅ and γ 6= γ0}
Thus Sn(k) = E0 ∪N0 ∪ {γ0}. Define events A,B,C,D and E as follows:
A =
{
max
γ∈E0
avg(Wγ) < avg(Wλ)
}
, B =
{
max
γ∈N0
avg(Wγ) < avg(Wλ)
}
C = {avg(Wk) > xn}, D = {Wˆk ∈ S}, E = {Mn(k) > xn}.
Note that {λn(k) = γ0} = A ∩ B. Moreover, as avg(Wk), Wˆk, and maxγ∈E0 avg(Wγ) are
independent,
N−1p = P(A ∩B ∩ C ∩D)
= P(A ∩ C ∩D)− P(A ∩Bc ∩ C ∩D)
= P(A ∩ C)P(D)− P(A ∩Bc ∩ C ∩D),
and therefore ∣∣N−1p− P(D)P(A ∩ C)∣∣ 6 P(Bc ∩ C). (4.3)
Setting S = Rk×k the last inequality yields∣∣N−1P (E)− P(A ∩ C)∣∣ 6 P(Bc ∩ C) (4.4)
Using (4.3) and (4.4) we obtain the bound
|∆n| =
∣∣ p− P(D)P(E)∣∣
6 N
∣∣N−1p− P(A ∩ C)P(D)∣∣ + N P(D)∣∣N−1P(E)− P(A ∩ C)∣∣
6 2N P(Bc ∩ C) = 2N P(C)P(Bc |C).
Now N P(C) = N P(avg(Wk) > xn)→ e−x, so it suffices to show that
P(Bc |C) = P
(
max
γ∈N0
avg(Wγ) > avg(Wk)
∣∣ avg(Wk) > xn) → 0
as n tends to infinity. For 1 6 s, t 6 k define
N0(s, t) = {γ ∈ N0 : |γ ∩ γ0| = (s, t)}
It follows from the union bound that
P
(
max
γ∈N0
avg(Wγ) > avg(Wk)
∣∣ avg(Wk) > xn) 6
∑
16s,t6k,st6=k2
P
(
max
γ∈N0(s,t)
avg(Wγ) > avg(Wk)
∣∣ avg(Wk) > xn) =: ∑
16s,t6k,st6=k2
pn(s, t)
Fix 1 6 s, t 6 k with st 6= k2. For each γ ∈ N0(s, t) let
F (Wγ) =
1
|γ \ γ0|
∑
(i,j)∈γ\γ0
Wi,j
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be the average of the entries of Wγ that lie outside W
k, and note that |γ \ γ0| = k2 − st. A
straightforward argument shows that
max
γ∈N0(s,t)
avg(Wγ) > avg(Wk)
implies
max
γ∈N0(s,t)
F (Wγ) > avg(Wk)− (k2 − st)−1st max
i,j∈[k]
Wˆij
where Wˆij are the entries of W
k. As Wk is independent of avg(Wk) and F (Wγ), the last
relation implies that
pn(s, t) 6 P
(
max
γ∈N0(s,t)
F (Wγ) > xn − (k2 − st)−1st max
i,j∈[k]
Wˆij
)
By Slepian’s lemma, for each x ∈ R,
P
(
max
γ∈Nλ(s,t)
F (Wγ) > x
)
6 P
(
V|N0(s,t)| > x
√
k2 − st
)
where Vn denotes the maximum of n independent standard Gaussians. Therefore
pn(s, t) 6 P
(
V|N0(s,t)| > xn
√
k2 − st− (k2 − st)−1/2st max
i,j∈[k]
Wˆij
)
6 |Nλ(s, t)| P
(
V1 > xn
√
k2 − st− (k2 − st)−1/2st max
i,j∈[k]
Wˆij
)
. (4.5)
Now note that
|Nλ(s, t)| =
(
k
s
)(
k
t
)(
n− k
k − s
)(
n− k
k − t
)
= O(n2k−s−t)
and that
xn
√
k2 − st ≈
√
(2k − 2st/k)2 log n
An elementary argument shows that 2st/k 6 (s + t)2/2k 6 (1 − 1/2k)(s + t) 6 s + t − 1/k.
Therefore the probability in (4.5) converges to zero as n tends to infinity, and this completes
the proof. 
4.1. Two point localization. Fix τ > 0 and recall the definition of k˜ and k∗ from (2.4).
For 1 6 m 6 n let Nn(m) denote the number of m ×m sub-matrices with average greater
than τ ,
Nn(m) :=
∑
λ∈Sn(m)
1 {avg(Wλ) > τ} .
Note that if there is an m×m submatrix with average greather than τ , then there exists an
(m− 1)× (m− 1) submatrix with average greater than τ . Thus Theorem 2.3 is a corollary of
the following Proposition 4.1.
Proposition 4.1. Let τ > 0 be fixed.
(i) P(Nn(k
∗
n + 1) > 0)→ 0 as n→∞.
(ii) P(Nn(k
∗
n − 1) > 0)→ 1 as n→∞.
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Proof of Proposition 4.1. For x ∈ [1, n] define the function
fn(x) :=
(
n
x
)2
Φ¯(xτ)
It is easy to see that E(Nn(m)) = fn(m). It follows from Lemma 3.1 and Stirling’s approx-
imation Γ(x + 1) =
√
2pixx+1/2e−x+O(1/x) for x > 1 that for any c ∈ R and x such that
1 6 x+ c 6 n− 1,
fn(x+ c)
fn(x)
=
(
Γ(x+ 1)Γ(n− x+ 1)
Γ(x+ c+ 1)Γ(n− x− c+ 1)
)2
· Φ¯((x+ c)τ)
Φ¯(xτ)
=
x2x+2(n− x)2n−2x+1
(x+ c)2x+2c+2(n− x− c)2n−2x−2c+1 · exp
{
−(2cx+ c
2)τ2
2
+O(1/x)
}
=
(1− x/n)2c
(1 + c/x)2x+2c+2(1− c/(n− x))2n−2x−2c+1 ·
(en
x
e−xτ
2
)c
exp
{−c− c2τ2
2
+O(1/x)
}
.
Using the relation (2.5) we have fn(k˜n) = 1. Moreover one can easily check that
en
k˜n
exp(−k˜nτ2/4)→ 1 as n→∞.
Thus fn(k˜n+c) = n
−3c(1+o(1)) tends to 0 or infinity when c is positive or negative, respectively.
In particular, E(Nn(k
∗
n + 1))→ 0 and E(Nn(k∗n − 1))→∞ as n tends to infinity. Note that,
the distance between k˜n and k
∗
n+ 1 is more than 1/2. Thus E(Nn(k
∗
n+ 1)) 6 n−3/2+o(1). Part
(i) now follows easily from the fact that P(Nn(k
∗
n + 1) > 0) 6 E(Nn(k∗n + 1)) 6 n−3/2+o(1).
By Borel-Cantelli lemma we have Nn(k
∗
n + 1) = 0 eventually a.s.
To prove (ii), we will make use of the second moment method. To simplify notation, let
k = k∗n − 1. We have already proved that E(Nn(k)) ≥ n3/2+o(1) → ∞ as n → ∞. By a
standard second moment argument,
P(Nn(k) = 0) 6
Var(Nn(k))
(ENn(k))2
.
To this end, note that the collection of random variables {avg(Wλ) : λ ∈ Sn(k)} is transitive,
in the sense that for any λ0, λ1 ∈ Sn(k) there exists a permutation pi : Sn(k)→ Sn(k) such
that pi(λ0) = λ1 and
{avg(Wλ) : λ ∈ Sn(k)} d= {avg(Wpi(λ)) : λ ∈ Sn(k)}.
A simple calculation using this transitivity shows that, in order to prove the second assertion,
it is enough to show that for some fixed λ0 ∈ Sn(k),
In :=
∑
λ∈Sn(k),λ 6=λ0,λ∩λ0 6=∅
P(avg(Wλ) > τ | avg(Wλ0) > τ)
E(Nn(k))
→ 0 (4.6)
as n tends to infinity. Moreover, we have
P(Nn(k) = 0) 6 In.
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Note that the vector (k avg(Wλ), k avg(Wλ0)) has a bivariate normal distribution with
variance one and correlation st/k2, where s is the number of rows shared by λ, λ0, and t is
the number of common columns shared by λ, λ0.
For 1 6 s, t 6 k define the quantity
E(s, t) :=
(
n
k
)−2(k
s
)(
n− k
k − s
)(
k
t
)(
n− k
k − t
)
P(Zst > kτ | Z > kτ)
Φ¯(kτ)
where Zst = k
−2stZ +
√
1− k−4s2t2Z ′ and Z,Z ′ are independent standard Gaussians. Thus
we have
In :=
k∑
s=1
k∑
t=1
E(s, t) (4.7)
Clearly E(k, k) = 1/E(Nn(k))→ 0 as n→∞. We need to estimate E(s, t) for st 6= k2.
Using Lemma 3.5 and Lemma 3.1 with θst :=
√
k2−st
k2+st
, we have
P(Zst > kτ | Z > kτ)
Φ¯(kτ)
6 2Φ¯(θstkτ)
Φ¯(kτ)
6 2
√
k2 + st
k2 − st exp
(
stk2τ2
k2 + st
)
for st 6 k(k− 1) and kτ > 1. Now we use Lemma 3.7(b) with N = (nk)2, xn = (bN − kτ)aN ≈
3
4(k˜n − k)kτ2 to bound
In ≤ 2
∑
1≤s,t≤k
st 6=k2
(
k
s
)(
n− k
k − s
)(
k
t
)(
n− k
k − t
)(
n
k
)−2√k2 + st
k2 − st exp
(
stk2τ2
k2 + st
)
+
1
E(Nn(k))
.
Thus we have In → 0 as n→∞ and we are done. 
5. Structure Theorem for Local Optima
Proof of Theorem 2.5. Let Rk and Ck be the events that the sub-matrix Wk is row optimal
and is column optimal, respectively. Clearly, P(Rk) = P(Ck) =
(
n
k
)−1
. We wish to find the
probability of the event Ik,n := Rk∩Ck. To begin, we fix some notation. Let C = Wk and let
c·· = k−2
∑k
i,j=1Cij be the average of the entries of C. For 1 6 i, j 6 n let ci· = k−1
∑k
j=1Wij
be the average of the first k entries in the ith row of W. Define the column averages c·j =
k−1
∑k
i=1Wij in a similar fashion. Note that ci·, c·j are defined for rows and columns outside
C. Letting c˜ij = cij − ci· − c·j + c··, we may write each entry of C in terms of its ANOVA
decomposition
Cij = c˜ij + (ci· − c··) + (c·j − c··) + c··
In the Gaussian setting under study, the families of random variables
C˜ = {c˜ij : 1 6 i, j 6 k} {ci· − c·· : 1 6 i 6 k} {c·j − c·· : 1 6 j 6 k} c··
are independent, and obviously independent of the families
{ci· : k + 1 6 i 6 n} {c·j : k + 1 6 j 6 n}.
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Note that the events Rk and Ck can be written as
Rk :=
{
min
16j6k
c·j > max
k<j6n
c·j
}
=
{
c·· − max
16j6k
{c·· − c·j} > max
k<j6n
c·j
}
Ck :=
{
min
16i6k
ci· > max
k<i6n
ci·
}
=
{
c·· − max
16i6k
{c·· − ci·} > max
k<i6n
ci·
}
and therefore
Ik,n = Rk ∩ Ck =
{
c·· > max
k<j6n
{c·j , cj·}
}
∩
{
max
16j6k
{c·· − c·j} 6 c·· − max
k<j6n
c·j
}
∩
{
max
16i6k
{c·· − ci·} 6 c·· − max
k<i6n
ci·
}
.
Now let
Mn−k = an
(√
k max
k<j6n
c·j − bn
)
M ′n−k = an
(√
k max
k<i6n
ci· − bn
)
be the recentered and rescaled maxima of the row and column averages outside C. It follows
from Lemma 3.2 that (Mn−k,M ′n−k) converges in distribution to (− log T,− log T ′), where
T, T ′ are independent Exponential rate one random variables. Using the previous displays,
one may express the eveng Ik,n as follows:
Ik,n =
{√
kc·· > bn + a−1n max{Mn−k,M ′n−k}
}
∩
{√
k max
16j6k
{c·· − c·j} 6
√
kc·· − (bn + a−1n Mn−k)
}
∩
{√
k max
16i6k
{c·· − ci·} 6
√
kc·· − (bn + a−1n M ′n−k)
}
. (5.1)
Note that kc··,
√
kci·,
√
kc·j are standard Gaussian random variables.
For k > 1 and x ∈ R define Fk(x) = P(max16i6k(Z¯ − Zi) 6 x) where Z1, Z2, . . . , Zk are
independent standard Gaussians and Z¯ = k−1
∑k
i=1 Zi. Using the independence arising in
the ANOVA decomposition and (5.1) we find
P(Ik,n) = E
(
Fk(k
−1/2Z − bn − a−1n Mn−k)
Fk(k
−1/2Z − bn − a−1n M ′n−k)
1{k−1/2Z > bn + a−1n max{Mn−k,M ′n−k}}
)
, (5.2)
where Z is independent of Mn−k and M ′n−k. Define Rn = an(k
−1/2Z − bn), and consider the
event
An = {Rn > max{Mn−k,M ′n−k}}
appearing in (5.2). Lemma 3.3(a) with θ = k implies that
√
k(
√
2pibn)
1−k nk P(Rn > x) → e−kx
uniformly over |x|  an. Using the fact that max{Mn−k,M ′n−k} converges in distribution to
− log(T/2) where T ∼ Exp(1), it follows that
√
k(
√
2pibn)
1−k nk P(An) → 2−k E(T k) = 2−kk!. (5.3)
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For x, x′, y > 0 the relation (5.3) and the independence of Rn, Mn−k, and M ′n−k imply that√
k(
√
2pibn)
1−k nk P(Rn > − log y, Mn−k 6 − log x, M ′n−k 6 − log x′)
→ yk e−x−x′ as n→∞. (5.4)
We claim that, conditional on the event An,
(Rn,Mn−k,M ′n−k)⇒ (− logG,− log(G+ Y ),− log(G+ Y ′)) (5.5)
where G, Y, Y ′ are mutually independent, Y, Y ′ ∼ Exp(1), and G ∼ Gamma(k, 2), with density
2kxk−1e−2x/(k − 1)! for x > 0. To see this, note that if 0 < y 6 min{x, x′} then
P(Rn > − log y, Mn−k 6 − log x, M ′n−k 6 − log x′ |An)
= P(Rn > − log y, Mn−k 6 − log x, M ′n−k 6 − log x′) P(An)−1
→ 2
k
k!
yk e−x−x
′
as n→∞.
where in the last, limiting, step we have used (5.3) and (5.4). On the other hand, for G, Y, Y ′
distributed as above, for the same values of x, x′, y
P(G 6 y, G+ Y > x, G+ Y ′ > x′) =
∫ y
0
2k
(k − 1)! t
k−1e−2te−(x−t)e−(x
′−t)dt =
2k
k!
yk e−x−x
′
,
in agreement with the previous display. This establishes (5.5).
It follows from (5.2), (5.5), and Lemma 3.4(a) that
P(Ik,n) = E
(
Fk(a
−1
n (Rn −Mn−k))Fk(a−1n (Rn −M ′n−k))
∣∣An)P(An)
= E
(
Fk(a
−1
n log(1 + Y/G))Fk(a
−1
n log(1 + Y
′/G))
)
(1 + o(1))P(An)
= α2k a
−2(k−1)
n E
([
log(1 + Y/G)) log(1 + Y ′/G))
]k−1)
(1 + o(1))P(An)
where αk is the constant defined in (3.1). Combining the last expression with (5.3), the
expression (3.1), and Stirling’s formula, we find
lim
n→∞
(
n
k
)
an
k−1P(Ik,n) = (2pi)
(k−1)/2α2k√
k2k
E
([
log(1 + Y/G) log(1 + Y ′/G)
]k−1)
.
In particular,
P(Ik,n) = θk(n
k
)
(log n)(k−1)/2
(1 + o(1))
as n tends to infinity, where
θk :=
k2k+1/2
pi(k−1)/222k−1k!2
E
([
log(1 + Y/G) log(1 + Y ′/G)
]k−1)
. (5.6)
We now wish to find the asymptotic conditional distribution of the matrix itself given Ik.
Recall that in matrix form, the ANOVA decomposition can be written as
C = c..11
′ + C˜ +

c1. − c..
c2. − c..
...
ck. − c..
1′ + 1

c.1 − c..
c.2 − c..
...
c.k − c..

′
(5.7)
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where C˜ = ((c˜ij)) with c˜ij = cij − ci· − c·j + c··, 1 6 i, j 6 k is independent of the event Ik,n.
This immediately gives the second term Z˜ in the structure theorem. Now note that by (5.1)
on Ik,n the row sums satisfy√
k max
16j6k
{c·· − c·j} 6
√
kc·· − (bn + a−1n Mn−k)
Here the term on the left has distribution max16j6k
{
Z¯ − Zi
}
where the Zi are i.i.d. standard
gaussian random variables and Z¯ = avg({Zi}16i6k). Further by the ANOVA decomposition,
this random variable is independent of the term on the right which by (5.5) is of order ΘP (a
−1
n ).
In fact, (5.5) implies that conditional on the event {k1/2c·· > bn+a−1n max{Mn−k,M ′n−k}}, the
random variable an(
√
kc··− (bn +a−1n Mn−k)) converges in distribution to log(1 +Y/G). Thus
for the third term in the ANOVA decomposition in (5.7), on the event Ik,n intuitively one is
looking at the distribution of (Z1−Z¯, Z2−Z¯, . . . , Zk−Z¯) conditional on max16j6k
{
Z¯ − Zi
}
6
ΘP (a
−1
n ) which is exactly the type of event Lemma 3.4(b) is geared to tackle. An identical
argument applies to the last term in (5.7).
Define the random variables
Xn = an(
√
kc·· − bn), Yn = Mn−k, Y ′n = M ′n−k
and the random vectors
V(n) = an
√
k(c1· − c··, . . . , ck· − c··), V′(n) = an
√
k(c·1 − c··, . . . , c·k − c··).
Note that all these random variables are independent. From equation (5.1) we have
Ik,n = {Xn ≥ max{Yn, Y ′n},max
j
V
(n)
j ≤ Xn − Yn,maxj V
′(n)
j ≤ Xn − Y ′n}
Define the new random vectors
U(n) = V(n)/(Xn − Yn),U′(n) = V′(n)/(Xn − Y ′n),
For any compactly supported continuous function ψ : R3+2k → R we have
E(ψ(Xn, Yn, Y
′
n,U
(n),U
′(n)); Ik,n)
=
∫
{x≥max{y,y′},maxj{uj}≤1,maxj{u′j}≤1}
ψ(x, y, y′,u,u′)fXn(x)fYn(y)fY ′n(y
′)
· fV(n)((x− y)u)fV′(n)((x− y′)u′)(x− y)k−1(x− y′)k−1dxdydy′
k−1∏
i=1
duidu
′
i
where fZ is the density of Z. Note that the density of Xn is
fXn(x) =
√
k√
2pian
exp
(− k(x+ anbn)2
2a2n
)
=
√
k√
2pian
exp(−kb2n/2) · exp(−kx2/2a2n − kxbn/an)
for x ∈ R. Moreover√
k√
2pian
exp(−kb2n/2) =
√
k
k!
(
√
2pian)
k−1
(
n
k
)−1
(1 + o(1)).
Also density of Yn is
fYn(y) =
n− k
an
φ(bn + y/an)(1− Φ¯(bn + y/an))n−k−1 → e−ye−e−y as n→∞
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for y ∈ R. Similarly
fY ′n(y
′) = fYn(y
′)→ e−y′e−e−y
′
as n→∞
for y′ ∈ R. Now using Lemma 3.4(b) we have
ak−1n fV(n)(t)→ ck
as n→∞ for any fixed t satisfying t1 + t2 + · · ·+ tk = 0 for some constant ck depending only
on k. A simple calculation now shows that
E(ψ(Xn, Yn, Y
′
n,U
(n),U
′(n)) | Ik,n)
=
1
P(Ik,n)
∫
{x≥max{y,y′},maxj{uj}≤1,maxj{u′j}≤1}
ψ(x, y, y′,u,u′)fXn(x)fYn(y)fY ′n(y
′)
· fV(n)((x− y)u)fV′(n)((x− y′)u′)(x− y)k−1(x− y′)k−1dxdydy′
k−1∏
i=1
duidu
′
i
→ c′k
∫
{x≥max{y,y′},maxj{uj}≤1,maxj{u′j}≤1,
∑
uj=
∑
u′j=0}
ψ(x, y, y′,u,u′)
e−kxe−ye−e
−y
e−y
′
e−e
−y′
(x− y)k−1(x− y′)k−1dxdydy′
k−1∏
i=1
duidu
′
i
= c′k
∫
{g>0,t>0,t′>0,maxj{uj}≤1,maxj{u′j}≤1,
∑
uj=
∑
u′j=0}
ψ(− log g,− log(g + t),− log(g + t′),u,u′)
gk−1e−2g−t−t
′
(log(1 + t/g) log(1 + t′/g))k−1dgdtdt′
k−1∏
i=1
duidu
′
i
as n→∞ for some constant c′k depending only on k.
Thus the conditional distribution of an(c·· − bn/
√
k, c1· − c··, . . . , ck· − c··, c·1 − c··, . . . , c·k −
c··) converges in distribution to k−1/2(− logG, (kU1 − 1) log(1 + T/G), . . . , (kUk − 1) log(1 +
T/G), (kU ′1−1) log(1+T ′/G), (kU ′k−1) log(1+T ′/G)) where (U1, U2, . . . , Uk), (U ′1, U ′2, . . . , U ′k)
are i.i.d. from Dirichlet(1, 1, . . . , 1) distribution and (G,T, T ′) has joint density
∝ (log(1 + t/g) log(1 + t′/g))k−1gk−1e−t−t′−2g, g, t, t′ > 0.
The (log(1 + t/g) log(1 + t′/g))k−1 term is arising from the (k− 1)-dimensional volume of the
simplexes {max16j6k{x¯− xj} 6 log(1 + t/g)} and {max16j6k{x¯− xj} 6 log(1 + t′/g)}. 
6. Variance Asymptotics
The aim of this Section is to prove Theorem 2.8, which describes the asymptotic behavior of
the variance of Ln(k). We require several preliminary results that have potential application
to the analysis of similar local maxima.
6.1. Preliminary Results.
Lemma 6.1. Let U be a s × t matrix of independent standard Gaussian entries. For fixed
θ > 0 and x, y ∈ R there is a constant η(s, t, θ) > 0 such that
P
(
max
16i6s
ui· > θbn + x/an, max
16j6t
u·j > θbn + y/an
)
= (η(s, t, θ) + o(1))e−stθ((t−1)x+(s−1)y)/(st−1) n−
st(s+t−2)θ2
st−1 (log n)
st(s+t−2)θ2
2(st−1) −1
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where ui·, u·j are, respectively, the average of the i-th row and j-th column of U.
The heuristic idea behind the proof of Lemma 6.1 is the following. If both the maximum row
average and maximum column average are bigger than z, there will be at least one row (say i∗-
th row) and one column (say j∗-th column) with average bigger that z. The joint density of the
i∗-th row and j∗-th column is proportional to exp(−(
∑
i 6=i∗ u
2
ij∗+
∑
j 6=j∗ u
2
i∗j +u
2
i∗j∗)/2). If we
minimize
∑
i 6=i∗ u
2
ij∗ +
∑
j 6=j∗ u
2
i∗j +u
2
i∗j∗ under the constraint that
∑
i uij∗ > tz,
∑
j ui∗j > sz,
the minimum is achieved at
uij∗ =
(st− s)z
st− 1 for i 6= i∗, uij∗ =
(st− t)z
st− 1 for j 6= j∗
and ui∗j∗ =
(2st− s− t)z
st− 1 .
Plugging in these values in the exponent results in the value st(s + t − 2)z2/(st − 1). When
z = θbn, we have
exp(−st(s+ t− 2)z
2
2(st− 1) ) ≈ n
− st(s+t−2)θ2
st−1 ,
which is the leading order in the probability. The complete proof is given below.
Proof of Lemma 6.1. Fix θ > 0 and x, y ∈ R, and define αn =
√
st(θbn + x/an) and βn =√
st(θbn + y/an). We wish to bound the probability
pn := P
(
max
16i6s
ui· > θbn + x/an, max
16j6t
u·j > θbn + y/an
)
Let Z,Z1, Z2, . . . , Zs, Z
′
1, Z
′
2, . . . , Z
′
t be independent standard Gaussian random variables, and
define
Vs = max
16i6s
(Zi − Z¯) and V ′t = max
16j6t
(Z ′i − Z¯ ′).
It is easy to see that(
max
16i6s
ui· − u··, max
16j6t
u·j − u··, u··
)
d
= (t−1/2Vs, s−1/2V ′t , (st)
−1/2Z)
and it then follows from a routine calculation that
pn = P(Vs > (αn − Z)/
√
s, V ′t > (βn − Z)/
√
t).
Note that Vs has the same distribution as min16i6s(Z¯ −Zi), and that a similar relation holds
for V ′t . Thus Lemma 3.4(c) implies that
pn = gsgt
√
stE
(
hs(αn − Z)ht(βn − Z) exp
(
−(αn − Z)
2
2(s− 1) −
(βn − Z)2
2(t− 1)
))
where the expectation is with respect to Z and
hl(x) :=
1
gll1/2
exp
(
x2
2(l − 1)
)
P
(
l∑
i=1
Zi − l · min
1≤i≤l
Zi > xl1/2
)
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is a bounded continuous function satisfying limx→∞ xhl(x) = 1 for l ∈ {s, t}. One may easily
check that
(αn − z)2
s− 1 +
(βn − z)2
t− 1 + z
2
=
st− 1
(s− 1)(t− 1)
(
z − (t− 1)αn + (s− 1)βn
st− 1
)2
+
tα2n + sβ
2
n − 2αnβn
st− 1 .
Note that the last term above does not depend on z. Define
qn := exp
(
− tα
2
n + sβ
2
n − 2αnβn
2(st− 1)
)
.
Using the last two displays and the fact that αn, βn ∼ θ
√
2st log n, we find
pn = qn · gsgt
√
st
∫
R
hs
(
(s− 1)(tαn − βn)
st− 1 − z
)
ht
(
(t− 1)(sβn − αn)
st− 1 − z
)
exp
(
− (st− 1)z
2
2(s− 1)(t− 1)
)
dz
=
qn(st− 1)2gsgt
√
st(1 + o(1))
(s− 1)(t− 1)(tαn − βn)(sβn − αn)
∫
R
exp
(
− (st− 1)z
2
2(s− 1)(t− 1)
)
dz
=
η(s, t, θ)(1 + o(1))
log n
· qn
where η(s, t, θ) is a positive constant. A straightforward calculation using the definition of αn
and βn shows that
qn = exp
(
−stθ((t− 1)x+ (s− 1)y)
st− 1
)(√
4pi log n
n
) st(s+t−2)θ2
st−1
(1 + o(1))
and the proof is complete. 
Another preliminary result needed for the correlation analysis is a joint probability estimate
for two locally optimal matrices. For integers s, t ∈ [k], let Bs,t,k be the event that Wk =
W[k]×[k] is locally optimal as a sub matrix of W([k]∪[s+k+1,n])×([k]∪[t+k+1,n]) and the overlapping
submatrix W[s+1,s+k]×[t+1,t+k] is locally optimal as a sub matrix of W[s+1,n]×[t+1,n] (see Figure
6.1).
Lemma 6.2. Let 0 < s, t < k. There exists a constant η(s, t, k) > 0 such that
P(Bs,t,k) 6 η(s, t, k)
(√
log n
n
)2k−2k(k−s)(k−t)/(2k2−st)
.
Proof of Lemma 6.2. Referring to figure 6.1, we define disjoint matrices X1, . . . ,X7 in the
following way:
X1 = W[s]×[t], X2 = W[s]×[t+1,k],
X3 = W[s+1,k]×[t], X4 = W[s+1,k]×[t+1,k], X5 = W[s+1,k]×[k+1,k+t]
X6 = W[k+1,k+s]×[t+1,k], X7 = W[k+1,k+s]×[k+1,k+t].
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X1 X2
X3 X4 X5
X6 X7
W[k]×[k]
[1, t] [t + 1, k] [k + 1, k + t] [k + t + 1, n]
W[k]×[k+t+1,n]
W[s+1,s+k]×[k+t+1,n]
W[k+s+1,n]×[k]
W[k+t+1,n]×[t+1,t+k]
[1, s]
[s + 1, k]
[k + 1, k + s]
[k + s + 1, n]
W[s+1,s+k]×[t+1,t+k]
Figure 6.1. A pictorial representation of the event Bs,t,k and the block ma-
trices Xi, 1 6 i 6 7.
Let Si = avg(Xi) and θi be the number of entries in Xi. Clearly,
θ1 = θ7 = st θ2 = θ6 = s(k − t)
θ3 = θ5 = (k − s)t θ4 = (k − s)(k − t).
The joint density of (S1, . . . , S7) is given by
g(s1, . . . , s7) =
7∏
i=1
√
θi/2pi exp(−θis2i /2).
Define random variables
Mc = max
k+t+16j6n
k∑
i=1
Wi,j M
′
c = max
k+t+16j6n
k∑
i=1
Ws+i,j .
Thus Mc is the maximum column sum of the sub-matrix W[k]×[k+t+1,n], and M ′c is the maxi-
mum column sum of the sub-matrix W[s+1,s+k]×[k+t+1,n]. Similarly define
Mr = max
k+s+16i6n
k∑
j=1
Wi,j M
′
r = max
k+s+16i6n
k∑
j=1
Wt+i,j
to be the maximum row sum of the sub-matrix W[k+s+1,n]×[k] and the maximum row sum of
the sub-matrix W[k+s+1,n]×[t+1,t+k], respectively. For a real number x ∈ R, let D(x) be the
set
D(x) = {(s1, s2, . . . , s7) ∈ R7 | ts1 + (k − t)s2 > x, ss1 + (k − s)s3 > x,
ss2 + (k − s)s4 > x, ts3 + (k − t)s4 > x,
(k − t)s4 + ts5 > x, (k − s)s4 + ss6 > x,
(k − s)s5 + ss7 > x, (k − t)s6 + ts7 > x}.
Note that D(x) is decreasing in x. It is easy to see that
Bs,t,k ⊆ {(S1, S2, . . . , S7) ∈ D(min{Mr,M ′r,Mc,M ′c})}.
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Now as (Mr,M
′
r,Mc,M
′
c) is independent of (S1, . . . , S7), Mr
d
= M ′r, and Mc
d
= M ′c we have
P(Bs,t,k) 6 2E(f(Mr) + f(Mc)) (6.1)
where f(x) := P((S1, S2, . . . , S7) ∈ D(x)). We claim that
f(x) 6 exp
(
−
(
1− (k − s)(k − t)
2k2 − st
)
x2
)
x > 0 (6.2)
To see this, note first that by standard calculus one can check that
∑7
i=1 θis
2
i is minimized
over (s1, . . . , s7) ∈ D(x) at ai, . . . , a7, where
a1 = a7 =
(3k − s− t)x
2k2 − st a2 = a6 =
(2k − t)x
2k2 − st
a3 = a5 =
(2k − s)x
2k2 − st a4 =
2kx
2k2 − st .
Note that for (s1, . . . , s7) = (a1, . . . , a7) all the inequalities defining D(x) become equalities.
In particular, we have
f(x) := P((S1, S2, . . . , S7) ∈ D(x))
=
∫
D(x)
7∏
i=1
√
θi/2pi exp(−θis2i /2)dsi
=
∫
D(0)
7∏
i=1
√
θi/2pi exp(−θi(si + ai)2/2)dsi
=
7∏
i=1
√
θi/2pi exp(−θia2i /2)
∫
D(0)
exp(−
7∑
i=1
θi(s
2
i /2 + aisi))dsi.
Further note that
2k2 − st
x
7∑
i=1
θiaisi =s(2k − s− t)(ts1 + (k − t)s2 + (k − t)s6 + ts7)
+ kt(ss1 + (k − s)s3 + (k − s)s5 + ss7)
+ s(k − t)(ss2 + (k − s)s4 + (k − s)s4 + ss6)
+ (k − s)(k − t)(ts3 + (k − t)s4 + (k − t)s4 + ts5)
which is non-negative under D(0). Thus we have
f(x) 6
7∏
i=1
√
θi/2pi exp(−θia2i /2)
∫
D(0)
exp(−
7∑
i=1
θis
2
i /2)dsi
6 exp(−
7∑
i=1
θia
2
i /2).
Simplifying we have
1
2
7∑
i=1
θia
2
i =
(
1− (k − s)(k − t)
2k2 − st
)
x2.
This proves the claim (6.2).
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Now note that Mr
d
=
√
kVn−k−s and Mc
d
=
√
kVn−k−t where Vn = max{Z1, Z2, . . . , Zn}
is the maximum of n independent N (0, 1) random variables. Combining (6.2) and (6.1), we
complete the proof by showing that for any constant θ > 0,
E(exp(−θmax{Vn, 0}2)) 6 γ(θ) exp(−θb2n)
for some constant γ(θ) > 0 where bn satisfies e
−b2n/2 =
√
2pibn/n. Letting
θ = (1− (k − s)(k − t)/(2k2 − st)) and bn =
√
2 log n− log(4pi log n)/
√
8 log n
then gives the asserted bound for P(Bs,t,k). The following lemma completes the proof. 
Lemma 6.3. Let Vn := max{Z1, Z2, . . . , Zn} be the maximum of n independent N (0, 1)
random variables. For any constant θ > 0
E(exp(−θmax{Vn, 0}2)) 6 γ(θ) exp(−θb2n)
for some constant γ(θ) > 0 for all n > 1 where bn =
√
2 log n− log(4pi log n)/√8 log n.
Proof of Lemma 6.3. Define Xn = bn(bn − Vn). Then
E(exp(−θmax{Vn, 0}2)) 6 P(Vn < 0) + E(exp(−θ(bn −Xn/bn)2)1{Vn > 0})
6 2−n + exp(−θb2n)E(exp(2θXn)1{Vn > 0}).
It is easy to see that 2−n exp(θb2n) is uniformly bounded in n, and it suffices to show that the
same is true of E(exp(2θXn)1{Vn > 0}). For each c > 0 it is clear that E(exp(θXn)1{Xn 6
c}) 6 exp(θc) for every n. Moreover, Vn > 0 implies Xn 6 b2n, so it suffices to bound
E(exp(θXn)1{c 6 Xn 6 b2n}) (6.3)
for any fixed c > 0. (An appropriate choice of c is given below.) To this end, note that
P(Xn > x) = (1− Φ¯(bn − x/bn))n 6 exp(−nΦ¯(bn − x/bn)).
Using the bound Φ¯(u) > u2/(
√
2pi(1 + u2))e−u2/2 from Lemma 3.1 we have
nΦ¯(bn − x/bn) > ne
−b2n/2√
2pibn
· b
2
n − x
1 + (bn − x/bn)2 e
−x2/2b2n · e−x.
Clearly ne−b2n/2/(
√
2pibn) = 1 + o(1). Let
B := inf
x∈[0,bn]
b2n − x
1 + (bn − x/bn)2 e
−x2/2b2n > 0
and define C := min{B, θ/e}. It follows from the calculation above that
P(Xn > x) 6 exp(−Cex)
for all x ∈ [0, bn].
In order to bound the expectation in (6.3) we will identify an appropriate constant c∗ and
break the interval [c∗, b2n] into subintervals where the contribution of each subinterval can be
easily bounded. Define t := 2θ/C. Let x0 = b
2
n and let xi+1 = log(txi) for i > 0. Note that
x1 6 bn for n sufficiently large. Let c∗ be the largest solution to the equation x = log(tx) so
that tc∗ = ec∗ . The definition of C ensures that t > e, therefore the equation x = log(tx) has
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two solutions and moreover c∗ > 1. It is easy to see that xi → c∗ as i→∞. Thus there exists
k such that c∗ < xk+1 < 2c∗ 6 x1, . . . , xk, and therefore
E(exp(θXn)1{2c∗ 6 Xn 6 b2n}) 6
k∑
i=0
E(exp(θXn)1{xi+1 6 Xn 6 xi})
6
k∑
i=0
exp(θxi)P(Xn > xi+1)
6
k∑
i=0
exp(θxi − Cexi+1) 6
k∑
i=0
exp(−θxi)
where in the last inequality we have used the definition of xi+1. Using convexity we have
ex > ec∗(1 + x − c∗) = tc∗(1 + x − c∗) for all x > c∗. It follows from the definition that
xi = e
xi+1/t > c∗(1+xi+1−c∗), and therefore xi−c∗ > c∗(xi+1−c∗) > ck−i∗ (xk−c∗) > ck+1−i∗
for i = 0, . . . , k − 1. Hence
k∑
i=0
exp(−θxi) ≤
k∑
i=0
exp(−θc∗ − θck+1−i∗ ) = O(1). 
6.2. Variance Bound : Proof of Theorem 2.8. Let
pn = pn(k) = P(W
k is locally optimal as a sub matrix of Wn).
Theorem 2.5 shows that pn = (1 + o(1))θk
(
n
k
)−1
(log n)−(k−1)/2. By symmetry we may write
Var(Ln(k)) =
∑
λ,γ∈Sn(k)
Cov(1{Wλ is locally optimal},1{Wγ is locally optimal})
=
(
n
k
)2 k∑
s=0
k∑
t=0
(
k
s
)(
k
t
)(
n− k
s
)(
n− k
t
)
·
Cov(1{Wk is locally optimal},1{W[s+1,s+k]×[t+1,t+k] is locally optimal}).
For 0 6 s, t 6 k define the quantity
vn(s, t) :=
(
n
k
)2(k
s
)(
k
t
)(
n− k
s
)(
n− k
t
)
· (6.4)
Cov(1{Wk is locally optimal},1{W[s+1,s+k]×[t+1,t+k] is locally optimal})
We first analyze the case k = 1, which is relatively straightforward. When k = 1 we have
pn = 1/(2n− 1), so that
vn(0, 0) = n
2pn(1− pn) = 2n
3
(2n− 1)2 =
1
2
n(1 + o(1))
and
vn(0, 1) = vn(1, 0) = −n2(n− 1)p2n = −
n2(n− 1)
(2n− 1)2 = −
1
4
n(1 + o(1)).
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Now note that
P(w11 is locally optimal, w22 is locally optimal)
= 2P
(
w11 = max
i=1,2;16j6n
{wij , wji}, w22 = max
16j6n
{w2j , wj2}
)
= 2/((4n− 4)(2n− 1)).
Therefore
vn(1, 1) = n
2(n− 1)2
(
2
4(2n− 1)(n− 1) − p
2
n
)
=
n2(n− 1)
2(2n− 1)2 =
1
8
n(1 + o(1))
Combining the previous relations yields
Var(Ln(1)) =
n2(n− 3)
2(2n− 1)2 =
1
8
n(1 + o(1)).
as desired.
We now establish the variance asymptotics of Ln(k) for fixed k > 2. Our argument considers
diferent cases, depending on the values of s and t. We find that the dominant contribution
comes from the case s = t = k, i.e., when the matrices under consideration are share no rows
or columns. In particular, vn(k, k) ≈ n2k2/(k+1) = n2k−2+2/(k+1) with logarithmic corrections.
Case 1. s = t = 0: In this case the matrices are the same, and therefore
0 < vn(0, 0) =
(
n
k
)2
pn(1− pn) = O(nk(log n)−(k−1)/2).
Case 2. s = 0, t > 0 or s > 0, t = 0: In this case the matrices have identical row or column
sets, but do not overlap. It is clear that both matrices cannot be locally optimal at the same
time, so the covariance of the indicators is −p2n, and the contribution to the overall variance
is |vn(s, t)| = O(n2k+s+t p2n) = O(nk(log n)1−k).
Case 3. 0 < s, t < k: In this case the two submatrices of interest have k − s > 0 common
rows and k − t > 0 common columns. Lemma 6.2 implies that
0 6 Cov(1{Wk is locally optimal},1{W[s+1,s+k]×[t+1,t+k] is locally optimal})
6 η(s, t, k)(log n/n2)k−k(k−s)(k−t)/(2k2−st)
and we therefore obtain the bound
0 6 vn(s, t) = O(ns+t+2k(k−s)(k−t)/(2k
2−st) (log n)k−k(k−s)(k−t)/(2k
2−st)) (6.5)
Note that
2k(k − s)(k − t)
2k2 − st =
2k
k(3k−s−t)
(k−s)(k−t) − 1
6 2k
k(3k−s−t)
(k−(s+t)/2)2 − 1
.
Thus, defining θ := (s+ t)/2k, we find that
s+ t+
2k(k − s)(k − t)
2k2 − st 6 2k
(
θ +
(1− θ)2
2− θ2
)
= 2k
(
3− θ3
2− θ2 − 1
)
.
The derivative
d
dθ
3− θ3
2− θ2 =
6(1− θ) + θ3
(2− θ2)2
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is positive, so (3 − θ3)/(2 − θ2) is a strictly increasing function of θ, which takes values in
[1/k, 1 − 1/k]. Thus for all 1 6 s, t 6 k − 1 the bound (6.5) on vn(s, t) is maximized when
s = t = k − 1, and in this case
s+ t+
2k(k − s)(k − t)
2k2 − st = 2k − 2 +
2k
k2 + 2k − 1
=
2k2
k + 1
− 2(k − 1)
(k + 1)(k2 + 2k − 1) .
Thus, for 0 < s, t < k we have
0 6 vn(s, t) = O
(
n
2k2
k+1
− 2(k−1)
(k+1)(k2+2k−1) (log n)
k− k
k2+2k−1
)
.
Case 4. s = t = k: In this case the two submatrices of interest have no common rows or
columns. We will show that
vn(k, k) = (νk + o(1))n
2k2/(k+1)(log n)−k
2/(k+1)
for some constant νk > 0. Define events
In−k =
{
W[k]×[k] is locally optimal as a submatrix of W([k]∪[2k+1,n])×([k]∪[2k+1,n])
}
and
I ′n−k =
{
W[k+1,2k]×[k+1,2k] is locally optimal as a submatrix of W[k+1,n]×[k+1,n]
}
.
These two events are independent and P(In−k) = P(I ′n−k) = pn−k. Let W∗ = (w∗ij)k×k and
W∗∗ = (w∗∗ij )k×k denote the matrices W[k]×[k] and W[k+1,2k]×[k+1,2k], respectively, conditional
on the event In−k ∩ I ′n−k. Finally, let
C := W[k]×[k+1,2k] and C′ := W[k+1,2k]×[k]
be the submatrices capturing the dependence between the local optimality of W∗ and W∗∗
in the full matrix Wn. See figure 6.2 for an illustration of the submatrices under study.
W[k]×[k] W[k]×[2k+1,n]
W[k+1,2k]×[2k+1,n]
W[2k+1,n]×[k] W[2k+1,n]×[k+1,2k]
W[k+1,2k]×[k+1,2k]
C
C′
Figure 6.2. The event Ik,n−k corresponds to the matrix W[k]×[k] being op-
timal in the light gray region and the event I ′k,n−k corresponds to the matrix
W[k+1,2k]×[k+1,2k] being optimal in the dark gray region.
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Let In be the event that W[k]×[k] is locally optimal in Wn, and let I ′n be the event that
W[k+1,2k]×[k+1,2k] is locally optimal in Wn. By conditioning on In−k ∩ I ′n−k we have
P(In ∩ I ′n) = p2n−k E
(
1
{
minw∗i· > max c′i·,minw∗·j > max c·j
}
·1{minw∗∗i· > max ci·,minw∗∗·j > max c′·j} ) (6.6)
Here and in what follows minima and maxima are taken over appropriate row or column index
sets of size k. The standard ANOVA decomposition ensures that the random variables
max ci· − c·· max c·j − c·· max c′i· − c′·· max c′·j − c′·· c·· c′··
are mutually independent. Now let d·· and d′·· be independent copies of c·· and c′··, respectively.
One may readily verify that the random triple
(W∗∗, d·· + max ci· − c··,max c′·j − c′·· + d′··)
is an independent copy of the triple (W∗,max c′i·,max c·j). Therefore
pn = pn−k P
(
minw∗i· > max c′i·, minw∗·j > max c·j
)
= pn−k P
(
minw∗∗i· > max ci· − c·· + d··, minw∗∗·j > max c′·j − c′·· + d′··
)
and, using independence of the triples,
p2n = p
2
n−k E
(
1
{
minw∗i· > max c′i·, minw∗·j > max c·j
}
· 1{minw∗∗i· > max ci· − c·· + d··, minw∗∗·j > max c′·j − c′·· + d′··} ).
Combining the previous two equations with (6.6), we find that
Cov(In, I ′n) = P(In ∩ I ′n)− p2n
= p2n−k E
(
1{minw∗i· > max c′i·, minw∗·j > max c·j}
·
[
1{minw∗∗i· > max ci·, minw∗∗·j > max c′·j}
− 1{minw∗∗i· > max ci· − c·· + d··, minw∗∗·j > max c′·j − c′·· + d′··}
])
.
Now define random variables
E := minw∗i· −max(c′i· − c′··), F := minw∗·j −max(c·j − c··),
G := minw∗∗i· −max(ci· − c··), H := minw∗∗·j −max(c′·j − c′··).
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Note that E,F,G,H are independent of c··, c′··, d··, d′·· and that, by construction, c··
d
= d·· and
c′··
d
= d′··. Thus we have
p−2n−k Cov(In, I ′n)
= E(1{E > c′··, F > c··} (1{G > c··, H > c′··} − 1{G > d··, H > d′··}))
= E
{
E
[
P(c·· 6 min{F,G})P(c′·· 6 min{E,H})
−P(c·· 6 F )P(c·· 6 G)P(c′·· 6 E)P(c′·· 6 H) | E,F,G,H
]}
= E
{
E
[
P(c·· 6 min{F,G})P(c′·· 6 min{E,H})
(1− P(c·· 6 max{F,G})P(c′·· 6 max{E,H})) | E,F,G,H
]}
= E
{
E
[
P(c·· 6 min{F,G})P(c′·· 6 min{E,H})(
P(c·· > max{F,G}) + P(c·· 6 max{F,G})P(c′·· > max{E,H})
) | E,F,G,H]},
where in the last step we used the elementary identity 1−P (A)P (B) = P (Ac) +P (A)P (Bc).
The Structure Theorem 2.5 ensures that an(w
∗
i· − bn/
√
k) and an(w
∗
·j − bn/
√
k), and the
analogous quantities involving w∗∗, are tight. Thus the previous display yields
p−2n−k Cov(In, I ′n) = (2 + o(1))P(c·· > max{F,G})
= (2 + o(1))P(max c·j > minw∗·j ,max ci· > minw∗∗i· ).
Applying Lemma 6.1 with s = t = k and θ = 1/
√
k we have
vn(k, k) =
(
n
k
)2(n− k
k
)2
p2n−k(2 + o(1))P(max c·j > minw∗·j , max ci· > minw∗∗i· )
= Θ
(
n2k−2k/(k+1)(log n)k/(k+1)−1−(k−1)
)
= Θ
(
(n/
√
log n)2k
2/(k+1)
)
.
Case 5. s < k and t = k: In this case note that
P(W[k]×[k] is locally optimal,W[s+1,s+k]×[k+1,2k] is locally optimal)
6 P(W[k]×[k] is row optimal,W[s+1,s+k]×[k+1,2k] is row optimal) =
(
n
k
)−2
.
Thus we have |vn(s, k)| = O(n2k+s+k−2k) = O(n2k−2) for s 6 k − 2. We need to consider the
case t = k, s = k−1 separately as 2k−1 > 2k2/(k+1). However, using a similar analysis done
in case 4 and the fact that P(max ci· > maxw∗∗i· ) = O(
√
log n/n) where C = W[k−1]×[k+1,2k]
we have
|vn(k − 1, k)| = O(n2k+2k−1−2k−1
√
log n) = O(n2k−2
√
log n).
Note that in the case when s = k − 1, t = k, the number of sub matrix pairs and covariance
term balance each other in a subtle way.
Case 6. s = k and t < k: Similar to Case 5.
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Combining everything we finally have
Var(Ln(k)) = (νk + o(1))(n/
√
log n)2k
2/(k+1)
for some constant νk > 0 where the o(1) term decays like
(log n/n2)
k−1
(k+1)(k2+2k−1) (log n)2k−1. 
6.3. Local versus Global Optima.
Proof of Corollary 2.9. Fix numbers cn > 0 such that cn an → ∞. To simplify what follows,
let L˜n(k) = Ln(k : k
−1/2bn − cn). Note that 0 6 L˜n(k)/Ln(k) 6 1 for each n, so it suffices
to show that the expected value of the ratio tends to one. Abbreviating “locally optimal” by
“loc-opt”, elementary calculations show that
E L˜n(k) =
∑
λ∈Sn(k)
P
(
Wλ loc-opt W
n and avg(Wλ) > k−1/2bn − cn
)
=
∑
λ∈Sn(k)
P
(
Wλ loc-opt W
n
)
P
(
avg(Wλ) > k−1/2bn − cn
∣∣Wλ loc-opt Wn)
=
(
n
k
)2
P(Ik,n)P
(
avg(Wk) > k−1/2bn − cn
∣∣ Ik,n)
= ELn(k) · P
(
avg(Wk) > k−1/2bn − cn
∣∣ Ik,n).
Rearranging, we have
E L˜n(k)
ELn(k)
= P
(
avg(Wk) > k−1/2bn − cn
∣∣ Ik,n) (6.7)
It follows from Theorem 2.5 that, conditional on Ik,n,
avg(Wk) =
bn
k1/2
+
avg(Rn)
k1/2 an
where avg(Rn)
d
=⇒ − log(G), and in particular, avg(Rn) = OP (1). Thus our assumption on
cn ensures that E L˜n(k)/ELn(k)→ 1 as n tends to infinity. To complete the proof, note that∣∣∣∣∣E
(
L˜n(k)
Ln(k)
)
− E L˜n(k)
ELn(k)
∣∣∣∣∣ 6 E
∣∣∣∣∣ L˜n(k)Ln(k) · ELn(k)− Ln(k)ELn(k)
∣∣∣∣∣
6 E
∣∣∣∣ Ln(k)− ELn(k)ELn(k)
∣∣∣∣ 6 Var(Ln(k))1/2ELn(k)
where in the last two steps we have made use of the fact that L˜n(k)/Ln(k) 6 1 and Jensen’s
inequality. It follows from Theorems 2.7 and 2.8 that the final term above tends to zero with
increasing n, and this completes the proof. 
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7. Proof of the Central limit theorem
The last section analyzed first and second order properties of the number of local optima
Ln(k). The aim of this section is to prove the Central Limit Theorem 2.10 for Ln(k), for fixed
k > 2. For submatrix λ = I × J ∈ Sn(k) define
Iλ := 1{Wλ is locally optimal for W[n]×[n]}.
Write L := Ln(k) =
∑
λ∈Sn(k) Iλ for the total number of locally optimal sub matrices of size
k×k. To emphasize the dependence on the underlying matrix W := W[n]×[n], when necessary
we will write Iλ(W), L(W) instead of Iλ, L respectively.
Let
pn = E(Iλ), µ = E(L) =
(
n
k
)2
pn and σ
2 = Var(L).
From Theorem 2.7 and Theorem 2.8 we have
µ =
θkn
k
k!(log n)(k−1)/2
(1 + o(1)) and σ2 =
νkn
2k2/(k+1)
(log n)k2/(k+1)
(1 + o(1))
for some constant θk, νk > 0. Thus
σ
µ
= (1 + o(1))
αk
nk/(k+1)(log n)1/(2k+2)
= o(1). (7.1)
where αk = k!νk/θk > 0. Let W
′ = ((w′ij)) be an i.i.d. copy of the underlying matrix W. For
any fixed submatrix λ = I × J ∈ Sn(k), define
wλab =
{
w′ab if either a ∈ I or b ∈ J
wab if a /∈ I and b /∈ J,
Wλ = ((wλij)) and L
λ := L(Wλ). Thus we replace all n entries for the row set and column
set of λ by independent and identical entries wλab. If λ is chosen uniformly at random from
Sn(k), it is easy to see that Wλ and W form an exchangeable pair. However we will not use
the exchangeable pair approach for Stein’s method as the conditional error E(Lλ − L | W)
is not linear with L. Recall from the discussion on Stein’s method in Section 2.7, in order
to prove that Lˆ = (L − µ)/σ, one needs to bound |E(g′(Lˆ) − Lˆg(Lˆ))| for g in the class of
functions D′ in (2.10). We will use a direct argument to bound this quantity.
First note that Iλ(W) is independent of Lλ. Thus for any twice differentiable function f ,
we have
E((L− µ)f(L)) =
∑
λ
E(Iλf(L)− pnf(L))
=
∑
λ
E(Iλ(f(L)− f(Lλ)))
=
∑
λ
E
(Iλ((L− Lλ)f ′(L)− 1
2
(L− Lλ)2f ′′(Lλ∗))
)
where Lλ∗ is a random variable. In particular with Lˆ = (L − µ)/σ and f(x) = g((x − µ)/σ)
we have
|E(Lˆg(Lˆ)− g′(Lˆ))| 6 ||g
′||∞
σ2
E
∣∣∑
λ
IλE
(
L− Lλ |W)− σ2∣∣+ ||g′||∞
2σ3
E
∑
λ
Iλ(L− Lλ)2.
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Note that by symmetry
E
∑
λ
Iλ(L− Lλ)2 = µE((L− Lλ0)2 | Iλ0) (7.2)
where λ0 = [k]× [k] and for simplicity we write E(· | Iλ0) := E(· | Iλ0 = 1). Thus using
Lemma 2.11 we have
dW(Lˆ,N(0, 1)) 6
1
σ2
E
∣∣∑
λ
IλE
(
L− Lλ |W)− σ2∣∣+ µ
σ3
E((L− Lλ0)2 | Iλ0). (7.3)
Recall that, for λ, γ ∈ Sn(k), |λ ∩ γ| = (s, t) implies that λ and γ share s many rows and
t many columns. For fixed λ ∈ Sn(k), define
Sλ(s, t) := {γ ∈ Sn(k) | |λ ∩ γ| = (k − s, k − t)}, 0 6 s, t 6 k.
Thus Sλ(s, t) consists of the set of submatrices which are s rows and t columns different from
λ. Write
Sλ(s, t) :=
∑
γ∈Sλ(s,t)
(Iγ − Iγ(Wλ))
so that we have L− Lλ = ∑06s,t6k Sλ(s, t). Clearly
|Sλ(s, t)| =
(
k
s
)(
k
t
)(
n− k
s
)(
n− k
t
)
= O(ns+t).
Let
un(s, t) := E(Sλ(s, t) | Iλ)
By symmetry, this term is the same for all λ. Recall from (6.4) that the variance of Ln(k)
could be expressed as σ2 =
∑
s,t vn(s, t) where
vn(s, t) :=
(
n
k
)2(k
s
)(
k
t
)(
n− k
s
)(
n− k
t
)
Cov(1{W[k]×[k] is locally optimal},
1{W[s+1,s+k]×[t+1,t+k] is locally optimal})
A simple conditioning argument shows that vn(s, t) = µun(s, t). Now let us consider the first
term in the bound (7.3).
E
∣∣∑
λ
IλE
(
L− Lλ |W)− σ2∣∣
6
k∑
s=0
k∑
t=0
E |
∑
λ∈Sn(k)
IλE(Sλ(s, t) |W)− µun(s, t)|
6
k∑
s=0
k∑
t=0
(|Sn(k)| · E |Iλ0 E(Sλ0(s, t)− un(s, t) |W)|+ |un(s, t)| · E |L− µ|)
6 µ
k∑
s=0
k∑
t=0
E(|E(Sλ0(s, t) |W)− un(s, t)| | Iλ0) + σ
k∑
s=0
k∑
t=0
|un(s, t)|.
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Similarly for the second term in (7.3) we have√
E((L− Lλ0)2 | Iλ0) 6
k∑
s=0
k∑
t=0
√
E(Sλ0(s, t)
2 | Iλ0)
6
k∑
s=0
k∑
t=0
(|un(s, t)|+
√
Var(Sλ0(s, t) | Iλ0)).
The proof of the variance estimate in Theorem 2.8 shows that un(s, t) > 0 for st > 0 and
un(s, t) = −|Sλ0(s, t)|pn for st = 0, s+ t > 0. In particular we have
k∑
s=0
k∑
t=0
|un(s, t)| = 1
µ
k∑
s=0
k∑
t=0
|vn(s, t)| 6 cσ
2
µ
for some constant c > 0. Combining, the bound (7.3) reduces to
dW(Lˆ,N(0, 1)) 6
k∑
s=0
k∑
t=0
µ
σ2
E(|E(Sλ0(s, t) |W)− un(s, t)| | Iλ0) +
cσ
µ
+
(√
c2σ
µ
+
k∑
s=0
k∑
t=0
√
µ
σ3
Var(Sλ0(s, t) | Iλ0)
)2
. (7.4)
From (7.1) it follows that σ/µ→ 0 as n→∞. Moreover, for st = 0 we have |Sλ0(s, t)| 6 1
a.s. Note that
σ2
µ
= nk−2+2/(k+1)+o(1) and
σ3
µ
= n2k−3+3/(k+1)+o(1).
Thus the case st = 0 is negligible and we are left to prove that
Γ1 :=
k∑
s=1
k∑
t=1
µ
σ2
E(|E(Sλ0(s, t) |W)− un(s, t)| | Iλ0)→ 0
Γ2 :=
k∑
s=1
k∑
t=1
√
µ
σ3
Var(Sλ0(s, t) | Iλ0)→ 0
as n→∞. Clearly
E(|E(Sλ0(s, t) |W)− un(s, t)| | Iλ0) 6
√
Var(Sλ0(s, t) | Iλ0). (7.5)
Recall that,
Sλ0(s, t) :=
∑
γ∈Sλ0 (s,t)
(Iγ − Iγ(Wλ0))
where
Sλ(s, t) = {γ ∈ Sn(k) | |λ ∩ γ| = (k − s, k − t)}.
We start with the term Γ1. We consider different cases depending on the values of s, t. Note
that, E(Sλ0(s, t) | Iλ0) = un(s, t)  σ2/µ for st < k2. Thus, heuristically for st < k2, the
contribution in Γ1 should be 1 as n→∞. Obviously the nontrivial case is when s = t = k.
Case 1. st > 0, s+ t 6 2k − 2: In this case we have un(s, t) > 0 and thus
E(Iγ(Wλ0) | Iλ0) 6 E(Iγ | Iλ0)
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for γ ∈ Sλ0(s, t). Now we have
E(|E(Sλ0(s, t) |W)− un(s, t)| | Iλ0)
6
∑
γ∈Sλ0 (s,t)
E(Iγ + Iγ(Wλ0) | Iλ0) + |un(s, t)|
=
∑
γ∈Sλ0 (s,t)
E(Iγ + Iγ(Wλ0) | Iλ0) +
∑
γ∈Sλ0 (s,t)
E(Iγ − Iγ(Wλ0) | Iλ0)
= 2
(
k
s
)(
k
t
)(
n− k
s
)(
n− k
t
)
P(I[s+1,s+k]×[t+1,t+k] | I[k]×[k]).
Now using the results in case 3 and 5 from the proof of Theorem 2.8 we have
P(I[s+1,s+k]×[t+1,t+k] | I[k]×[k]) 6 n−k+2k(k−s)(k−t)/(2k
2−st)+o(1) (7.6)
and
2
(
k
s
)(
k
t
)(
n− k
s
)(
n− k
t
)
P(I[s+1,s+k]×[t+1,t+k] | I[k]×[k]) 6 εnσ2/µ
where
εn := O((log n/n
2)
k−1
(k+1)(k2+2k−1) (log n)2k−1).
Thus we have
µ
σ2
E(|E(Sλ0(s, t) |W)− un(s, t)| | Iλ0) 6 εn.
Case 2: s+ t = 2k−1: This corresponds to the set of matrices which have exactly one row in
common with λ0 and no columns, or vice-vera. Without loss of generality assume the former
case (the later is dealt with identically) so that s = k − 1, t = k. By (7.5) it is enough to
prove that
E(Sλ0(k − 1, k)2 | Iλ0) σ4/µ2.
Note that
E(Sλ0(k − 1, k) | Iλ0) = vn(k − 1, k)/µ σ2/µ.
We will write
Iˆγ := Iγ(Wλ0) and Pλ0(·) = P(· | Iλ0).
Note that, any matrix in Sλ0(k − 1, k) is contained in the sub matrix [n] × [k + 1, n]
with exactly one row with index in [k]. For two matrix indices γ, γ′ ∈ Sλ0(k − 1, k) define
N (γ, γ′) = (`, r, c) where ` = 1 if γ, γ′ share a row in [k] and 0 otherwise; r is the number
of common rows between γ, γ′ in [k + 1, n] and c is the number of common columns between
γ, γ′. Note that
|{(γ, γ′) | N (γ, γ′) = (`, r, c)}|
= k((k − 1)1{` = 0}+ 1{` = 1})
(
n− k
k
)(
k
c
)(
n− 2k
k − c
)
(
n− k
k − 1
)(
k − 1
r
)(
n− 2k + 1
k − 1− r
)
= O(n4k−2−r−c).
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Thus we have
E(Sλ0(k − 1, k)2 | Iλ0)
6 Ok(1)
1∑
`=0
k−1∑
r=0
k∑
c=0
n4k−2−r−cE((Iγ − Iˆγ)(Iγ`,r,c − Iˆγ`,r,c) | Iλ0)
where N (γ, γ`,r,c) = (`, r, c). Now for γ, γ′ ∈ Sn(k) we have
E((Iγ − Iˆγ) · (Iγ′ − Iˆγ′) | Iλ0)
= Pλ0(Iγ IˆcγIγ′ Iˆcγ′)− Pλ0(Iγ IˆcγIcγ′ Iˆγ′)− Pλ0(Icγ IˆγIγ′ Iˆcγ′) + Pλ0(Icγ IˆγIcγ′ Iˆγ′).
For rc = 0, r + c > 1 the contribution in E(Sλ0(k − 1, k)2 | Iλ0) is bounded by
Ok(1)n
4k−2−r−cn−2k 6 Ok(1)n2k−4. To see this, consider the first term in the above equation.
Here we require both γ, γ′ to be locally optimal, in particular column optimal and thus must
possess the largest k row sums in their respective column set, each of which has probability
(even conditioning on Iλ0) of at most than 1/
(
n−2k
k
)
. When r + c = 0, one can prove that
(using the method used in the proof of Theorem 2.8 for s = t = k)
E((Iγ − Iˆγ)(Iγ`,r,c − Iˆγ`,r,c) | Iλ0) = O(n−2k−2)
and for r + c = 1
E((Iγ − Iˆγ)(Iγ`,r,c − Iˆγ`,r,c) | Iλ0) = O(n−2k−1).
The n−2k term comes from the probability that both γ and γ`,r,c are locally optimal and the
1/n improvement is coming from the fact that E(Iγ − Iˆγ | Iλ0) = O(n−k−1). Thus for rc = 0,
the total contribution is O(n2k−4). When rc ∈ [1, k(k − 1)], ` ∈ {0, 1}, the contribution is
n4k−2−r−cn−2k+
2k(r+`)c
2k2−(k−r−`)(k−c) .
The maximum power occurs for r = c = ` = 1 so that the contribution is bounded by
n
2k−4+ 2k(1+`)
2k2−(k−1−`)(k−1) 6 n2k−4+4k/(k2+3k−2)
and 4k/(k2 +3k−2) = 4/(k+1)−8(k−1)/((k+1)(k2 +3k−2)). Thus combining everything
we have
E(Sλ0(k − 1, k)2 | Iλ0) = O(n2k−4+4/(k+1)−8(k−1)/((k+1)(k
2+3k−2)))
= O(n−8(k−1)/((k+1)(k
2+3k−2)) · σ4/µ2).
Case 3. s = t = k. This corresponds to the set of matrices which have no common rows or
columns with λ0. We move to the proof of
Var(Sλ0(k, k) | Iλ0) σ4/µ2.
Note that, any matrix in Sλ0(k, k) is contained in the sub matrix [k + 1, n]× [k + 1, n]. Also
we have
|{γ, γ′ ∈ Sλ0(k, k) | |γ ∩ γ′| = (r, c)}|
=
(
n− k
k
)(
k
r
)(
n− 2k
k − r
)(
n− k
k
)(
k
c
)(
n− 2k
k − c
)
= O(n4k−r−c).
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Thus we have
Var(Sλ0(k, k)
2 | Iλ0)
6 O(1)
1∑
`=0
k−1∑
r=0
k∑
c=0
n4k−r−c Cov(Iγ − Iˆγ , Iγr,c − Iˆγr,c | Iλ0)
where N (γ, γr,c) = (r, c). For r = c = k, the total contribution in the variance is
O(n2kn−k−1) 6 O(n2k−4+3/(k+1)).
Note that here n−k−1 term comes from the fact that Iγ has probability n−k and after changing
the elements in the first k rows and k columns γ is no longer locally optimal implies one of the
new rows or columns beat γ which has probability 1/n. In particular, similar to the variance
calculation for Ln, for all rc = 0, r + c > 1 the contribution is
6 n4k−r−c−2k−2 6 n2k−4.
and for all rc > 1 the contribution is
n4k−r−cn−2k+2krc/(2k
2−(k−r)(k−c))−2/(1+max{r,c}/k)
6 n−2(k−1)/((k+1)(k2+2k−1))σ4/µ2
where the largest exponent occurs for r = c = 1. Thus the only terms remaining to bound
are when r + c = 1 and r + c = 0. We look at the r + c = 0 case first. We want to bound∑
γ,γ′∈Sλ0 (k,k),|γ∩γ′|=(0,0)
Cov(Iγ − Iˆγ , Iγ′ − Iˆγ′ | Iλ0).
Number of summands in the above sum is O(n4k). Now after some simplification it is easy to
see that we need to bound
Cov(Iγ Iˆcγ , Iγ′ Iˆcγ′ | Iλ0)
which, by Lemma 6.1 can be bounded by
n−2k−2−2k/(k+1) = n−2k−4+2/(k+1).
Thus the total contribution is
n4k−2k−4+2/(k+1) = n2k−4+4/(k+1)−2/(k+1) = n−2/(k+1)σ4/µ2.
Similarly for the r = 1, c = 0 case the total contribution is
n4k−1n−2k−2−1 = n2k−4 = n−4/(k+1)σ4/µ2.
Combining everything we have Γ1 → 0 as n→∞.
Now we show that
Γ2 =
k∑
s=1
k∑
t=1
√
µ
σ3
Var(Sλ0(s, t) | Iλ0)→ 0
as n → ∞. Note that, E(Sλ0(s, t) | Iλ0) = un(s, t) 6 σ2/µ for all s, t. Heuristically for fixed
s, t the contribution in Γ2 should be ≤
√
µ/σ3 · σ4/µ2 = √σ/µ→ 0 as n→∞. We leave the
proof to the interested reader where the proof follows exactly the same steps used in case 1–3
of the proof of Γ1 → 0. Combining everything finally we have the result that
dW(Lˆ,N(0, 1))→ 0 (7.7)
as n→∞. 
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