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1 0 Inleidin5 
In dit korte overzicht zullen wij enkele statistische aspec~ 
ten van de factor analyse bespreken. Alvorens wij deze tech-
nieken afzonderlijk behandelen, willen wij eerst enige aandacht 
besteden aaa een probleem, waarbij de factor analyse veelvuldig 
wordt toegepast. De toepasbaarheid van de factoranalyse blijft 
echter geenszins tot dit voorbeeld of zelfs tot het gebied, 
waaraan dit ontleend is,beperkt. 
Stel dat wij gelijktijdig aan N personen een serie van~ 
verschillende psychologische tests afnemen. Met behulp van deze 
testresultaten kunnen de correlaties tussen de verschillende 
tests berekend worden. Wanneer nu blijkt, dat deze testvariabelen 
hoog gecorreleerd zijn, dan rijst direct de vraag of er misschien. 
factoren zijn (b.v. karaktereigenschappen), die meer dan ~~n test 
betnvloeden. Men zou dan de reactie van de persoon op een test 
kunnen beschouwen als een functie van een aantal wellicht psycho-
logisch interpreteerbare factoren, waarvan er een of meer bij 
meer dan een test een rol spelen. In formule: 
(j::i, .. ,'Yl) 
waarbij p het aantal factoren aangeeft, 
z. de functie is behorende bij de J de test en j de ~de factorvariabele voorstelt. 
" 
( 1) 
Als vervolgens z., de 
de d J test behaalt en x .. 1ae 
score is, welke de ide persoon in de 
waarde van de ide factor bij de Ide 
persoon, dan geldt voor de scores 
De vragen, waarop men een antwoord tracht te vinden, kunnen 
als volgt worden samengevat: 
Hoeveel factoren X. spelen bij meer dan een test een rol, 
i 
2e. hoe is de gedaante van de functie 
zd "" zd ( \1 . .... x P) ( d° = t • .. - , 'YI)., 
Welke waarden nemen de variabelen X. aan voor de {de 
" 
3e. 
persoon (i.,1, ... ,"r"Yl;~.-:1 •... ,N). 
De technieken, die wij later zullen bespreken, gaan uit van 
de veronderstelling, dat de functies zd lineair zijn, m.a.w. dat 
voor (1) geschreven kan worden: 
Z. :.:: Cl. X r 
0 d 1 1 
waarbij er onder de constanten 
gelijk zijn aan nul. 
De betrekking (2) gaat dan 
a... dL 
over 
z. ~ ;;; Ct. X f + ' .. + Cl... X () d-1< J 1 :1 1,.. JP p,;; 
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Id· - 1 "") \ ~,--·, ) ( 3) 
ook mogen voorkomen. die 
in.: 
De factoren, die bij meer dan ~~n test een rol spelen, zullen 
wij in het vervolg aangeven met de letter Fen ~eTeeqs~haEpeJiJ~! 
factoren noemen. Voor het geval er~ gemeenschappelijke factoren 
zijn, gaat de betrekking (4) over in: 
Z. p =- a.. F .· + a.. F p-/' d"' d1 i-k d2 l'K 
(5) 
waarbij a. S t dat deel van de score aangeeft, dat niet !Iver-
" d d , klaard kan worden door de bijdragen van de gemeenschappelijke 
factoren® De variabelen Sd warden in het vervolg specifiel<:e 
factoren genoemd. 
Indien er geen specifieke factoren warden ondersteld, gaat 
(5) over int 
. -," ll. 
I'm (j 
Het getal z.* in betrekking (5) en (6) 
/ i c; 1, ..... ,_ N'Yl ) . ( 6) \~Id, . 
d de de gevonden testscore van de J test bij de 
stelt eigenlijk niet 
pde 
~ persoon voor, 
maar de mathematische verwachting daarvan. De gevonden testscore 
zal hier ongetwijfeld van verschillen, daar er altijd bijkom-
stige omstandigheden zijn, die het resultaat van de test betn-
vloeden~ 
Aangezien het model aangegeven in (5) en (6) berust op de 
veronderstelling, dat de waarden F P en $. o constant zijn, zal 
lK d* 
men bij verwerking van de gevonden testscores in het model extra 
termen moeten toevoegen om de stochastische afwijkingen van de 
verwachting te kunnen verklaren. 
Voor de gevonden testscores gelden dan in plaats van (5) en 
(6) de volgende betrekkingen: 
z 1 v_ ,, a. F /> t- a... F pt- . 
0 -1<: j1 11< J2 1K 
. . ,- ( 7) 
en 
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(8) 
z/1 = ad :f. r; I( + . . . + a.d m F ~ Ir ;- ed I (J = 1 ~ ... , 'r1; I. ,, :1. J ••. , N). 
Daar het echter bij de te bespreken technieken, waarbij de 
aanwezigheid van specifieke factoren wordt verondersteld, niet 
mogelijk is een onderscheid te maken tussen deze factoren en de 
storingstermen, zal men toch uitgaan van het model aangegeven 
in ( 5), waarbi j cl Ev: de waarden ~-J niet meer constant behoeven 
te zijn. 
De technieken, die worden toegepast op het model aangegeven 
in (8) vormen de Componenten Analyse. 
De technieken, aie uitgaan van het model aangegeven in (5) 
behoren tot de Zuivere Factor Analyse. 
De componenten analyse en de zut.rere factor analyse vormen 
tezamen de factor analyse. De verschillende interpretatie van 
de laatste termen (resp. e. u en o.. S. () ) als stochastische af-d1< d d-'K 
wijkingen specifieke factoren (de laatste desgewenst als som 
van specifieke factoren en stochastische afwijkingen) leidt 
tot verschil in de mogelijkheden van analyse. In het eerste 
geval kan men trachten door het verrichten van duplo-bepalingen 
(indien deze mogelijk zijn) iets over de verdeling der stochas-
tische afwijkingen te weten te komen en op grond hiervan het 
aantal factoren m te toetsen. Inhet laatste geval hebben duplo-
bepalingen weinig zin, daar de specifieke factoren bij beide 
bepalingen dezelfde waarden aannemen en de variantie der duplo-
bepalingen slechts op de, feitelijk in de specifieke factoren 
opgenomen, stochastische afwijkingen betrekking heeft. Voor de 
bepaling van het aantal gemeenschappelijke factoren moet men 
dan andere criteria gebruiken. Men kan het verschil oak als 
volgt karakteriseren. Afgezien van de stochastische afwijkingen 
~i zijn de ZJ-& van (8) alg,§_bra~sch lineair afhankelijk (de 
lineaire betrekkingen worden verkregen door elimlnatie van de 
factoren 0 en zij gelden dan voor iedere 'k), terwijl dit voor 
( 5) niet geldt. 
Aan de variabelen r; en SJ in ( 5) en ( 8) worden de volgende 
beperkingen, - die de algemeenheid niet schaden - opgelegd: 
N N 
ft Fi* =D A Sr~= o ) ( 9) 
~ :i. _l:/ l 1. 
~t = 1 t'f-1 Sd-R " i N f:=1. 
Men kan gemakkelijk inzienJ dat de gegevens verschaft door 
de testscores onvoldoende zijn om de waarden a .. , a.. F.? en 5,o 
) t., d ., L ' (J 1( 
ondubbelzinnig vast te leggen. Deze groothedenvzijn binnen het 
model zoals het nu is niet identificeerbaar. Immers ook de 
waarden, welke de factorvariabelen ~ en S. ammemen voor de 
d 
verschillende personen zijn onbekend. Men zal nu aan de varia-
belen F en S extra eir:enschappen moeten toekennen om identi-
L d ._,-
ficeerbaarheid te verkrijgen en deze eigenschappen zljn in de 
te bespreken technieken statistisch van karakter. 
Deze weg wordt gevolgd, omdat directe meting der factoren 
niet mogelijk is, Was dit wel zo, dan zou men de zoveel een-
voudigere regressie-analyse kunnen toepassen. 
Het identificeerbaar maken, dat nu dus wel door het op-
leggen van extra eigenschappen moet geschieden, geeft geen 
enkele garantie omtrent practische interpret, '•:1rnarheid der 
uiteindelijk verkregen ondubbelzinnige oplossing. Het is 
uiteraard zeer wel mogelijk, dat ~6n of meer der factoren 
of lineaire combinaties daarva~gerepresenteerd door de gevonden 
getalwaarden (schattingen), een practische interrretatie be-
zitten, doch het is al te optimistisch hierop zonder meer te 
rekenen. Alleen indien een factor, waarvoor men een practische 
interpretatie meent te hebben gevonden, achteraf toch direct 
meetbaar blijkt te z1jn 3 kan men tot verificatie van het 
resultaat overgaan. Dit is echter een uitzonderlijke situatie. 
In verschillende handboeken over factor analyse warden 
niettemin aanvullende methoden beschreven met behulp waarvan 
men~uitgaande van de op bovenstaande wijze verkregen oplossing~ 
tech het gestelde doel - het schriJven van de testvariabelen 
als lineaire combinaties van variabelen, behorende bij fac-
toren met psychologisch interpreteerbare bctekenis - meent te 
kunnen bereiken. 
Wanneer men in een -yn 1-'n dimensionale ruimte op c1e assen 
van een orthogonaa1 coordinat~nsysteem de varlabelen 1\ en Si 
uitzet (~~n punt voor iedere l), dan leiden deze aanvullende 
methoden tot een coordinatentransformatie in de door de ·m 
gemeenschappelijke factoren voortgebrachte deelruimte. Op 
grond van bepaalde a priori opvattingen over het verb3nd 
tussen de variabelen z. en de "actcnvariabehm komt men dan 
d 
tot een nieuwe ondubbelzinnige schrijfwijze_, waaraan men dan 
een psychologische interprctatle geeft. Tot een directe veri-
ficatie van deze interpretatie leiden deze methoden echter niet. 
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Wij zullen ze hier,in verband met hun zeer specialistische 
karakter,niet bespreken. 
Wij kunnen dus onze ~xN waarnemingen plaatsen in ~~n van 
de volgende modellen: 
( (·-, · ,,•11, -. 0·1 ° n ➔- r_.,,., J\ DD l·,us r.,) \---'-.•V~._~•.! .. Cl_t,,..._.,!J. -iY V (8) 
(Zuivere Fector An2lyse) (5) 
De statistische doelstelling0:1van de factor analyse kunnen 
nu als volgt warden geformuleerd: 
1e. Het opstellen van een hypothese omtrent het minimale 
aantal ~emeenschappelijke factoren en het toetsen van 
deze hypothese,, 
2e" Het schatten van, en het f;even van betrouwbaarhc:l.ds-
intervallen voo~ de constanten ct .. en ct. ~ JL 0 
3e, Het schatten van 1 en het vcn vsn ht tr-ouwb:.:wroe1dr3 l.nter-
vallen voor, de factorwaarden F. t. 
l. ,, 
De technieken, die gebruikt worden zow€1 in de Componenten 
Analyse als in de Zuivere Factor Analyse, verschillen van 
elkaar doordat de extra eigenschappen, welke men aan de varia-
F C' b-elen . en ....:, heeft opgele1:,d, voor iedere techni.ek niet d€.z€lfde (/ 
.z.ijn. 
2. Componenten Analyse 
Zoals wij reeds eerder hebben vastgesteld, dienen aan de 
variabelen F extra eigenschappen te warden toegevoegd om 
< 
tot een ondubbelzi nnlc;e ul tkoms t te komen. 
Het opleggen van de extra eigenschappen geschiedt op de 
meest natuurlijke wijzs in de populatie, waaruit de proefper-
sonen een steekproef vormen. Om tot eenvoudige schattings-
methoden te komen worden deze eigenschappen veelal onveranderd 
op[elegd binnen de steekproef. Het onderscheid hiertussen wordt 
in vele boeken en artikelen over factor8n2lyse verwaarloosd, 
De technieken behorende tot de Componenten .a.nalysE: 0 ar'.n 
dus uit v2n het volgende model: 
Z. 
J¾ ( 8) 
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De oudste methode, welke wij zullen bespreken 1s afkomstig 
van H. HOTELLING. 1) 2) In het begin van zijn beschouwing neemt hij 
aan, dater eventueel gemaenschappelijke factoren zijn als varia-
belen z. en negeert hiJ het bestaan van meetfouten. 
J 
Zijn model ziet er dan als volgt uit: 
(J=t, ... ,n:,J.-1-, ... ,N). (9) 
Alvorens aan te geven welke extra eigenschappen Hotelling 
oplegt aan de variabelen F, zullen wij zijn methode eerst meet-
i 
kundig toelichten. 
Om te beginnen worden de z. 0 gestandaardiseerd over 1, d.w.z. 
_N J-K 
vermin~erd met zd· = J 6, zdi.- en gedeeld door de spreiding 
V.1. Y (z.p _ z. )2.. N ?;;;1 d.,, d· 
Daartoe voeren wij een orthogonaal assenstelsel in met op de 
assen de variabelen zJ uitgezet. Met de Ide persoon correspondeert 
dan een punt in deze door n assen voortgebrachte ruimte en wel met 
de co~rdinaten z J ~ ( J == 1, ... " -n). De tes tresul ta ten kunnen dan wor-
d en aangegeven met een puntenwolk van N punten. Door de standaar-
disering voor iedere waarde vanJ ligt het zwaartepunt van deze 
puntenwolk in de oorsprong. Wij voeren nu een nieuw assenstelsel 
in, waarvan de assen, met het zwaartepunt van de puntenwolk als 
nieuwe oorsprong, als volgtw0rd~n vastgelegd. De eerste as wordt 
zo gekozen, dat zij ligt in de richting van de grootste spreiding. 
Vervolgens projecteren wij de puntenwolk op een hypervlak loodrecht 
op de eerste as. De in dit hypervlak overblijvende spreiding is dan 
zo klein mogelijk. Vervolgens kiezen wij de tweede as in de rich-
ting van de grootste spreiding van deze geprojecteerde puntenwolk. 
Wanneer wij steeds na het vaststellen van een richting van het 
nieuwe assenstelsel de puntenwolk projecteren op een hypervlak, 
dat loodrecht staat op de reeds verkregen assen, dan vinden wij 
op deze wijze de richtingen van de~ assen van ons nieuwe co~rdi-
natenstelsel. Op de assen van het nieuwe co~rdinatenstelsel warden 
nu de variabelen F~ uitgezet. Dit betekent, dat de eerste m gemeen-
schappelijke factoren gezamenl~k de grootste bijdrage leverens die 
een m-tal gemeenschappelijke factoren geven lean. Dit is nu de ei-
genschap, toegekend aan de factoren ~.~~--- in volgord~ waardoor 
ondubbelzinnige schattingen verkregen warden. 
1) H. HOTELLING, Analysis of a complex of statistical variables 
into principal components, Journal of Educational Psychology 
1933, blz. 417 e.v. 
2) Zie ook voor korte samenvatting: M.G. KENDALL, Factor Analysis, 
Journal of Royal Statistical Society B>12 (1950), blz. 60 e.v. 
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Ook heeft Hotelling een toets ontwikkeld om na te gaan of 
de bijdragen van de laatste factoren te onderscheiden zijn van 
meetfouten. Hiervoor is het noodzakelijk, dat de waarnemingen 
in duplo of in multiplo warden verricht. 
De Principal component analysis van Hotelling beantwoordt 
dus in sterke mate aan onze stntistische doelstellinµen. 
P. WHITTLE 3 ) heeft, voorttJouwende op denkbee ld~n vDn 
G. YOUNG een andere techniek voor~esteld, welke het best gezien 
kan warden als een reactie op die technieken, waarin veronder-
steld wordt, dat de factorvariabelen normaal verdeeld zijn (een 
onderstelling, die voor de methods van Hotelling oak niet nood-
zakelijk is). Whittle is van mening dat in de practijk aan dsze 
veronderstelling niet altijd voldaan is en bovendien is zij vaak 
overbodig. 
C Hij ziet dan ook , ii niet als een waarde, welke de variabele 
~ aanneemt, maar als een parameter van de persoon, terwiJ1 a/i. 
een parameter is van de test. De beide parameters komen in het 
model gelijkwaardi~ voor en waarom zouden zij dan oak niet 
gelijkwaardig warden behandeld? 
Ter onderscheiding van de andere technieken zullen wij het 
model van Whittle ala volgt aangeven: 
(10) 
Zijn techniek komt dan neer op de minimalisering van de 
vo.lgende vorm: 
( 11) 
Met be trekking tot de parameterwaarden a. . en l u, waarbi.j d" L K 
een schatting is van de variantie van de meetfoutvariabele ,-, 2 :Jed 
~-. Hiertoe moeten de waarnemingen b.v. in duplo worden verricht, 
d 
hetgeen echter niet altijd mogelijk is (zo kan men b.v. een psy-
chologische test niet 11 onafh2nkeliji1 herhalen met dezelfde proef-
persoon). 
Hierdoor verkrij t men eu1 aantal betrekkingen wa1:1raan de op 
een voorgeschreven wijze genormaliseerde constanten CL .. en ./Jo d L I, l<: 
moeten voldoen. 
3) P. WHIT'rI..,E., On principal component:3 and least squGre methods 
of Factor Analysis J Skandlnavisl{ J~ktuarie tidsl{rift, 2.2 ( ·1953) 
blz. 223-229. 
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Verder zijn Whittle en Young in staat de hypothese omtrent 
het minimum aantal gemeenschappelijke factoren te toetsen, Ook 
kunnen zij betrouwbaarheidsintervallen geven voor de parameter-
waarden, 
De techniek van ittle en Young past men dus direct toe 
op het waarnemingsmateriaal, terwijl door Hotelling eerst de 
variabelen warden gestandaardiseerd. Daardoor warden volgens 
Whittle de meetfouten niet geliJkwaardig behandeld, De door 
Whittle uitgevoerde standaardisering van de parameters heeft 
dit bezwaar niet. 
4' Ook D.N. LAWLEY )heeft een techniek ontwikkeld, welke men 
zou kunnen rangschikken onder de Componenten Analyse. Aangezien 
deze methode veel overeenkomst vertoont met een 2ndere techniek 
van Lawley, welke wij bij de zuivere Factor Analyse zullen be-
spreken, wordt slechts met de vermslding volstaan. 
J. Zuivere Factor Analyse 
De eerste methode, welke wij zullen bespreken is afkomstig 
van D.N. LAWLEY S). Zoals boven is vermeld, ziet het mod81 in 
de zuivere Factor Analyse er als volgt uit: 
(," 
+ Q..~fD• d C 1': 
( 5) 
Lawley gaat er bij zijn methode vanuit, dat de variabelen 
F,, en SJ alle normaal sn onafhankelijk VlC?rdeeld zijn op de popu-
lotie der proc:fp 1~::-,3,:;~L;D O Verdcr neemt hij aan, dr1t dezc verde-
lingen alle ~=1heb~en (hetgeen mogelijk is, daar de sprcidingen 
in de col::lffic l<::nten aJ c en o. d opgenomen kunnen worden. De verde-
ling van de steekproefcovarianties van de z~ 1 s worden dan gegeven 
,, 
door de Wishartverdeling,Dl kcnsdichtheid van deze verdeling kan 
zo geschreven warden. dat ~ierin de constanten a. en ad- als ~ , d" 
onbekende parameters voorkomen. Deze constanten warden nu zo 
gekozen, dat de kansdichtheid voor de gevonden waarden van de 
steekproefcov:-Jri2nties maxirn8.:l ~Jor t (meth,::i"'c der crootstC? 
aannemelijkheid),Wederom vinden wij d2n een aantal betrekkingen, 
waaraan de const;:mten ap .. en CLd dienen te voldoen. 
4) D.N. LAWLEYJ 
5) D.N. LAWLEY, 
Further investigations in Factor Analysis, 
Proceedings of the Royal Society of Edinburgh, 
P1 6 1 " b l z , '176 e • v , 
the estimation of Fc=ctor Loadings by the method 
of maximum Likelihood, Proceedings Royal Society 
of Edingburough A 61 (1940), blz. 64-83, 
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Deze vergelijkingen geven echter geen unieke oplossing. Lawley 
vervangt deze betrekkingen dan ook door een ander stelsel ver-
gelijkingen, waarvan niet duidelijk is 1 welke extra voorwaarden 
het vertegenwoordigtJ doch dat een ondubbelzinnige oplossing 
bezit, die ook voldoet aan het eerste stelsel vergelijkingen. 
Later zullen wij bij de bespreking van RA0 1 s canonical factor 
analysis nog een tweede oplossing ontmoeten van het eerste 
stelsel vergelijkingen. Vervolgens heeft Lawley in de loop der 
jaren verschillende bijzondere gevallen van zijn methoden 
bekeken. 
Lawley berekent geen factorwaarden, maar behandelt wel 
een toets voor de hypothese omtrent het minimum aantal gemeen-
schappelijke factoren. Bovendien geeft hij betrouwbaarheids-
intervallen voor de constanten et .. en a. .• 
d' J 
Tenslotte zullen wij enige aandacht besteden aan een 
methodeJ welke door C.R. RAO is voorgesteld en door hem 
- 6) Canonical Factor Analysis wordt genoemd. 
Om aan te geven welke extra voorwaarden Rao aan de varia-
belen F'- oplegt, denken wij eerst de v2riabelen zd geschreven 
als lineaire combinaties van de variabelen X en S. en wol als 
d d 
volgt: 
Z "X. + Q. 
d d J (J "1, ' ,'YI). 
Vervolgens voeren wij twee va.rio.belen ll en Vin,- wa,:irvoor 
geldt: 
t 
d 
?i 
d 
z 
I 
" V 
X. 
I (} 
( 1:3) 
( ;) 4 \ 
\ I ) 
en waarbij zowel / als 9. constanten zijn. 
Het principe tan de drnethode is nu, dat de correl2tie tussen 
U en Vzo groat mogelijk gemaakt wordt. Deze correlatieco~ffi-
ci~nt is een functie van def en o. en bezit m maxima. Bij d 2d · 
ieder van deze msxima behoort een stelsel waarden van ·( en o., 
(J L) 
u dus ook E::en v ari abe le Y. De ze Yn v ari abe len nee mt Rao nu Dls de 
gemeenschappelijke factoren ~. De berekE::ningen verlopen volgens 
een ingewikkelde iteratiemethode, met behulp waarvan de co~ffi-
ci~nten ct.. en a.. geschc:it warden. Vervol?.enr::; kunnen dan ook d ~ d --
s chat tinge n van de waarden der factoren verkregen warden. 
------------
6) C.R. RAO, Estimation and tests of SignificEnce in Factor 
Analysis, Psychometrika, vol. 20 1 no. 2, blz. 93-111. 
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Men kan bewijzen, dat de constanten a. .. en a. ook moeten 
voldoen aan de eerste betrekkingen 9 af; Lawl~y heeft gevonden, 
zodat de oplossing van Rao ook meest aannemelijke schattingen 
geeft, hetgeen deze techniek bijzonder aantrekkelijk ma8kt. 
Ook geeft Rao een toets voor de hypothese omtrent het 
minimum aantal gemeenschappelijke factoren. 
