Survey-based health research is in a boom phase following an increased amount of health spending in OECD countries and the interest in ageing. A general characteristic of survey-based health research is its diversity. Different studies are based on different health questions in different datasets; they use different statistical techniques; they differ in whether they approach health from an ordinal or cardinal perspective; and they differ in whether they measure short-term or long-term effects. The question in this paper is simple: do these differences matter for the findings? We investigate the effects of life-style choices (drinking, smoking, exercise) and income on six measures of health in the US Health and Retirement Study (HRS) between 1992 and 2002: (1) self-assessed general health status, (2) problems with undertaking daily tasks and chores, (3) mental health indicators, (4) BMI, (5) the presence of serious long-term health conditions, and (6) mortality. We compare ordinal models with cardinal models; we compare models with fixed effects to models without fixed-effects; and we compare short-term effects to long-term effects. We find considerable variation in the impact of different determinants on our chosen health outcome measures; we find that it matters whether ordinality or cardinality is assumed; we find substantial differences between estimates that account for fixed effects versus those that do not; and we find that short-run and long-run effects differ greatly. All this implies that health is an even more complicated notion than hitherto thought, defying generalizations from one measure to the others or one methodology to another. 
Introduction
An emerging economic literature uses survey data to examine the relationship between health outcomes (including death) and socioeconomic factors such as income, policy interventions, and lifestyle choices 1 . Importantly, there is little consensus among these studies over the direction and magnitude of these relationships, and over what are the short-term and long-term determinants of health. One reason for these differences is that these studies differ in terms of the set of health measures they examine, the statistical techniques they employ and whether they measure shortrun or long-run effects.
This paper asks the 'robustness of findings' question: by how much do the estimates of specific control variables that are commonly used in the literature vary depending on the particular health measure used as the dependent variable, the type of statistical technique employed and the time span of the analysis? This question goes to the heart of the issue of whether the findings in one study, based on particular health questions and particular techniques, carry over to more general settings. To answer this question, we use the US Health and Retirement Survey (HRS) panel data. We focus on a set of explanatory variables that are of general interest to policy makers and health researchers. This includes income and three important lifestyle choices (smoking, drinking, and exercise). We investigate the effects of these explanatory variables on 6 different measures of health (stated health; mental health; difficulties performing several chores; Body Mass Index (BMI); doctor-assessed serious illnesses; and mortality). We use both cross-sectional and longitudinal statistical techniques, and we compare both short-term and long-term effects.
We will look at the following 4 robustness questions:
1. Does our set of control variables imply similar effects -in terms of the direction and significance -on all the six health outcome measures?
2. Does it matter whether one treats health as ordinal (which is when we can only say one health state is higher than another) or cardinal (which is when we can say one state is a specific amount better than another health state)?
3. Is it important to control for fixed traits of the respondent?
1 Recent contributions looking at the relation between health and a variety of lifestyles and financial measures include Adams et al. (2003) ; Attanasio and Hoynes (2000) ; Benzeval et al. (2000) ; Benzeval and Judge (2002) ; Burstrom and Fredlund (2001) ; Case et al. (2004) ; Gerdtham and Johannesson (2004) ; Meer et al. (2003) ; Ruhm, (2000) ; Jones et al. (2004) . A general introduction to this vast field, which now includes hundreds of studies, is in Jones (ed, 2007) .
Do short-run effects differ from long-run effects?
We tackle each question in a separate section, where we firstly review the literature pertaining to that question and then present the results for our chosen set of control variables (income and the three lifestyle variables) on the six health outcomes in the HRS. In examining each of these questions, we start from what seems to be the dominant position in the literature and then introduce deviations from that dominant position. This requires us to first use cross-sectional techniques for the pooled total sample (no fixed effects) whilst interpreting health outcomes as ordinal variables and the coefficients as aggregate effects (without untangling short-run and longrun effects). 2 In later sections we then introduce cardinal models, consider fixed effects, and make a distinction between short-run and long-run effects. We may mention here that we do not wish to make any causal claims about the relationships found in this paper, i.e. we do not wish to claim that the results of this or that methodology represent 'the truth' whilst the rest is 'wrong'.
We are merely interested in robustness.
The advantage of using a single data source extends beyond merely being able to study different health measures of the same individuals living at the same time in the same country.
Importantly, using a single data set also means that one can use the same control variables for each individual health outcome. This in turn implies that we can eliminate that source of difference between estimates, a characteristic that sets this study apart from a literature survey which, by design, is hampered by the presence of different controls in the different published studies.
The papers closest to the present study are Jones and Schurer (2007) and Ferrer et al. (2004) . Jones and Schurer (2007) compare the results of many different models of health satisfaction.
They focus in particular on the importance of fixed effects for the results, applying the methodology introduced in Ferrer et al. (2004) . Ferrer et al. (2004) go through a similar robustness exercise as this paper, but they focus on life satisfaction. The current paper expands on these two papers by looking at multiple, different, measures of health, by making the distinction between short-run and long-run effects, and by focussing on the predicted strength of lifestyle choices.
Our paper also relates to the medical and psychometric literature surrounding measurement, validity, and reliability (for a comprehensive treatment of these, see Trochim, 1996) . Whilst the terminology of this paper centres around the word 'robustness' in the economic sense of the word, i.e. whether one gets the same research findings under different circumstances, it can also be interpreted as an exercise in 'validity': asking whether different health measures correlate with behavioural choices in the same way is a form of 'convergent validity' (do different constructs measure the same thing); to ask if different patient-or doctor-generated health measures relate to behavioural choices in the same way as death does is a form of 'criterion related validity' (does one set of constructs measure the same things as a reliable other construct, i.e. death); asking whether different health measures pick up some 'known' health effect (such as the negative effect of smoking) is a form of 'content validity' (does a construct measure what we know it should measure). Where this paper differs from that literature is that it mainly asks whether these validity characteristics hold across different methodological choices.
The rest of the paper is organized as follows. Section 1 describes the data used and provides some descriptive statistics regarding the main variables of the interest. Section 1 also takes the opportunity of looking at the issue of construct reliability, including the internal consistency of the composite health measures we use. In sections 2-5, we investigate the 4 dimensions of robustness. Section 6 draws conclusions.
Data and Definitions

Data
The data used in this paper are drawn from the first six waves of the Health and Retirement Study (HRS). The HRS is a nationally representative biannual panel for the US, which surveys approximately 7,600 households with a primary respondent between the ages of 51 and 61 during the first year of the study. The first wave of the panel was conducted in 1992, so the primary respondents represent cohorts born between 1931 and 1941 and our sample covers the period 1992-2002. If an age-eligible primary respondent had a spouse or partner co-residing then the spouse or partner was also given the same individual level interview separately, regardless of his or her age. In collecting household level information, only one respondent is interviewed, generally the financially responsible member of the household. In addition to a large number of usual demographic characteristics such as race, education and marital status, the survey collects detailed information on the nature of retirement decisions, expectations, housing, income and wealth holdings, work history, family composition, and the availability of insurance and pensions. Of particular interest for the present analysis is that the HRS provides detailed information on each respondent's health and cognitive status.
2 By using the term "cross-sectional", we mean "the pooled total sample" of the longitudinal data at hand, which ignores the panel aspect of the data and pools all observations into a single cross-sectional sample.
The HRS distinguishes death as a separate source of non-response. Our pooled sample has 58,422 year-person observations and an overall number of 1,248 deaths. The frequency of deaths in Wave 2 through Wave 6 is, respectively, 216, 233, 239, 270, and 290.
Defining Health Status
We use five alternative but clearly related measures of health status or morbidity, and supplement these by also capturing mortality directly.
As our first measure, survey respondents are asked to rate their current health status on the familiar 1-5 scale, where 1 = Excellent Health (16.7% of all pooled observations), 2 = Very Good Health (29.8%), 3 = Good Health (29.5%), 4 = Fair Health (16.2%) and 5 = Poor Health (7.7%).
Our second measure is a composite index relating to the level of difficulty the respondent has in performing a number of normal day-to-day activities or tasks. Specifically, we count the number of affirmative answers to the following 11 questions regarding difficulty in performing tasks: 
Defining Lifestyle Choice Variables
The HRS collects information on a number of individual health related lifestyle variables, of which we focus on three. These are smoking, alcohol consumption and regular exercise.
Our smoking variable is simply a binary indicator for whether or not the respondent currently smokes. In the pooled panel, approximately 22% of the sample falls into the current smoker category. When we look at the data wave by wave, it is notable that the smoking rate is relatively high in the first wave and there is a monotonically decreasing time trend in smoking prevalence over the sample period covered.
The questions relating to alcohol consumption asked in the HRS changed slightly between waves 1-2 and waves 3-6. To derive a consistent measure of drinking across all waves we create a drinking intensity variable which indicates the number of alcoholic drinks per week that the respondent consumes. In the pooled data, approximately 53 % of the individuals consume alcohol and the average number of standard drinks per week, conditional on drinking is 6.92.
Our regular exercise variable is also a binary indicator and shows whether the respondent participates in vigorous physical activity or exercise at least 3 times a week. However, the change in wording of the exercise questions between waves 1-2 and the rest of the data is slightly more problematic than for drinking. More explicitly, beginning from wave 3, the HRS asked each individual a single exercise question which is: For wave 1, the derivation of our exercise dummy combines the two questions. The physical exercise indicator is set to 1 if either response is three times or more a week. For wave 2, the derivation is based on the number of times and frequencies to arrive at a yes or no conclusion.
The dummy variable is set to 1 if the person responds in terms of amount of exercise per day, or if the respondent answers 3+ times a week, 12+ times a month, or 156+ times a year. Given our definition, we observe that in 37 % of all person-year cases respondents exercise regularly at least three times or more per week. The average age in the pooled data is 59, with more females (57%) than males (43%), a representative number of Hispanics (8%) and Blacks (15%), and with an average education level of 12 years.
Internal Consistency and Validity
In the appendix we also provide two correlation matrices that inform us about the internal consistency of our composite health measures. Table A .2 details the correlation amongst the difficulties with 11 normal daily activities that make up the variable 'difficulties with tasks'. As one can see, the correlation between each pair of self-reported task-related difficulties is positive and the vast majority of the coefficients ranges from 0.2 to 0.5, which provides some justification for adding them linearly together into a composite index. correlating negatively with the 'positive' items of happiness and enjoying life. The internal correlations are of the same order of magnitude, giving some support for adding the negative items and subtracting the positive ones into a composite index. Wallace and Herzog (1995) specifically examine the original reasons to include and keep the current set of health measures in the HRS data. On the basis of the correlation matrix between the various components of the health measures, they report 'a high rate of convergent, discriminant and construct validity'. For instance, each severe disease included into the HRS was found to plausibly correlate with physical self-reported health measures including 'Mobility difficulty', 'Large muscle difficulty', 'ADL difficulty' and 'poor vision'. These authors stress that the whole point of including so many different health measures into the HRS was in order to cover all aspects of health in one dataset.
From this study we take it as given that the health measures we use successfully capture important components of health and proceed to see whether they yield the same answers under different research methodologies.
Do the control variables have similar effects on each health measure?
A Since most empirical researchers have no influence on the construction of datasets, the health measures that they use are often not the ones that they might have chosen in an ideal world.
Typically, cross-section and panel datasets will have only a few health questions, and these questions will differ from survey to survey. Cross-sectional surveys for instance invariably have no information on individuals who die in the survey year and hence inferences on mortality from cross-sectional data can only be made if there are health measures that are not just predictive of mortality but that are affected in roughly the same way as death by every health-related choice.
Panel surveys differ in their coverage of health issues and differ in the wording of their health however, lacks doctor-assessed health. The HRS doesn't have the GHQ12 but has the other variables. Moreover, the questions posed differ between these panels in terms of their wording and their scope. The self-assessed health variable in the BHPS, for instance, asks people to rate themselves relative to others of the same age whereas the self-assessed health variable in the ECHP is not age-related. The ECPH asks for physical limitations in a slightly different way to the HRS (the HRS asks whether people have difficulties doing certain tasks; the ECPH asks how well people can do things). Finally, wordings change over time within the same survey, such as in the BHPS where self-assessed health in the 9 th wave was not related to 'health in the last 12 months' whereas self-assessed health in all other waves was related to health in the previous year.
It is of practical importance to know whether all these differences matter.
We now do a brief survey on what the literature says about the effect of our 4 main control variables on different health measures.
Income
Attempts to understand different causal pathways through which socio-economic status and health affect each other have been numerous (see, for example, Smith, 1999 and Adler et al., 1994 for reviews). The effect of wealth, or more generally socio-economic status, on health have also been studied extensively in recent years (Adams et al., 2003; Adda et al., 2003; Hurd and Kapteyn, 2003; Meer et al., 2003; Michaud and Soest, 2004; Smith, 2003) .
A typical finding of this group of studies is that higher income improves functional health, a number of chronic conditions, and self-rated health (see Robert and House, 1996 , for instance). In their review of the recent literature, Frijters et al. (2005) report that there is a strong positive cross-sectional relationship between income and self-reported health. They confirm this finding using the GSOEP data. Frijters et al. (2007) find that higher incomes increase life expectancy, a result that concurs with many other studies. There has, however, been no positive relationship found for some health measures, like the GHQ12 (see for instance Clark and Oswald, 1994) .
In summary, the literature leads us to expect income to improve most indicators of health.
Smoking
The consensus in the literature is that cigarette smoking is the leading cause of lung cancer deaths, of chronic bronchitis and a significant cause of heart disease and stroke (U.S. Department of Health and Human Services, 1989). Ezzati and Lopez (2003) estimate that there were up to 5 million premature smoking-related deaths in 2000 in the world. Yet, whilst the impact of smoking on life expectancy and various particular diseases has been extensively studied, much less is known about its effect on survey-based health measures. Smoking is known to reduce BMI by reducing appetite. Arday et al. (1995) find that smoking leads to respiratory tract symptoms and reduces self-rated physical health in a cross-section of adolescents. Johnson and Richter (2002) also find that smoking reduces self-perceived health in cross-sectional data. Whether smoking positively affects mental health is an open question. For a more detailed review on smoking and health, see Sloan et al. (2003 and .
Given the consensus that smoking is bad for health, we expect to find smoking to worsen all health outcomes.
Drinking
There is much less consensus on the effects of drinking on health, relative to smoking. Di Castelnuovo et al. (2006) perform a meta-analysis of prospective studies on alcohol dosing and mortality and they find that low levels of alcohol intake (1-2 drinks per day for women and 2-4 drinks per day for men) are inversely associated with mortality. Moderate drinking (2 drinks per day for men and 1 drink for women) was associated with lower mortality rates compared to nondrinkers in the US (Liao et al., 2000) and the Netherlands (San Jose et al., 2000) . Particular health benefits from drinking are reported for coronary disease and especially for type 2 diabetes (Caruso et al., 2000) . Yet, Knupfer (1987) does not report any health benefits from drinking; drinking very infrequently has similar effects as drinking moderately, implying that the estimated benefits from drinking in other studies may be due to reverse causality (people drink if they are healthy). Indeed, Sturm (2002) , using data from the US Health Care for Communities survey, finds significant negative influences from average drinking on physical health scales and on a number of chronic health conditions.
Hence for drinking there is strong reason to suspect that effects will differ in both sign and magnitude with respect to its influence on different health measures.
Exercise
Whilst exercise has long been thought to be good in terms of combating obesity and improving stamina, surprisingly little is known in terms of its effect on survey-based responses. Quittan et al. (1999) 's study is an exception. It looks at the impact of a three-month exercise program on the perception of quality of life in patients with chronic conditions and finds only weak correlations between parameters of physical performance and quality of life domains. Since they evaluate an actual intervention rather than non-experimental data, their findings strongly suggest that the relation between exercise and health, especially in the short-run, is more complicated than previously thought. What we also know from other studies is that exercise is strongly correlated with socio-economic status, making it hard empirically to say something about causality. Cutler and Glaeser (2005), for instance, find that the wealthier on average engage more in exercise and are less likely to be obese.
Exercise appears to be another lifestyle where robustness may be an issue.
Results for the HRS
Using the pooled total sample, the first set of results pertain to cross-sectional models without any differentiation between short-and long-run effects. We estimate ordered probit models for self-reported health, mental health, difficulties with chores, and doctor-assessed serious illnesses.
As explained in the data section, our self-reported health measure is scaled 1 to 5 and thus is an ordered ordinal variable by definition. In order to estimate ordered models for mental health, difficulties with chores, and doctor assessed serious illnesses, we rank respondents based on the sum of their responses, as described in the data section. For BMI, a cardinal variable by definition, we use a simple least-squared analysis; for death, a binary variable, we use probit analysis. Table 1 below reports the coefficients on the 4 chosen control variables in each regression of the 6 health outcomes of interest, and their statistical significance. Results for the full set of covariates and their specifications are provided in the appendix at the end of the paper (see Table A .4).
Because this study is mainly concerned with robustness in terms of the direction of the relationship between independent variables and the dependent health measures, we simply report the coefficient estimates on our four key variables from the six regressions in this table and those following. Each of these significant coefficients implies a different marginal effect on the corresponding dependent variable. However, as the measurement scales across health measures are very different, one needs to keep in mind that the implied marginal effects will not be readily comparable in terms of magnitudes. The main point to note in Table 1 is that the same explanatory variable differs in terms of the direction of influence on different health outcomes. This is particularly true for smoking and drinking. For smoking we find, on the one hand, that it seriously reduces stated health (-0.18), increases difficulties with tasks (+0.1), reduces mental health (-0.17) and makes death more likely (+0.27). On the other hand, smoking reduces BMI (which has been known for a long time)
but also reduces the number of serious illnesses as measured by a doctor (by -0.03). For drinking we find, on the one hand, no significant effect on BMI or the probability of dying, while on the other hand improved stated health, fewer difficulties with tasks, improved mental health, and a reduced number of serious illnesses.
For income and exercise the results are more robust across health measures. For income we find a fairly robust improvement in all health indicators, i.e. better stated health (by +0.116), fewer difficulties with tasks (by -0.07), better mental health (+0.09), no significant effect on BMI, fewer illnesses (-0.05) and a reduced probability of death (-0.06). Regular exercise unambiguously improves all health indicators.
These results show that with standard ordinal cross-sectional techniques, different health indicators give conflicting results. This finding is particularly relevant if we reflect that hitherto in this literature, the results for one health outcome have sometimes been taken to say something about 'health' as a whole. Arday et al. (1995) , for instance, focus on respiratory tract symptoms and self-rated physical health status, but in their conclusion simply talk about the "health" consequences of cigarette smoking. Ellen (2001) looks at birth weight, but in the conclusions talks about "infant health" disparities. Similar conflations of particular measures with 'health'
were found in all the other studies we reviewed above on the importance of lifestyle choices for health. Table 1 shows that the underlying presumption, i.e. that one measure of health is representative of health as a whole, is not so innocuous.
Does it matter whether we treat health as ordinal or cardinal?
In the majority of the health economics literature, health variables are measured on an ordinal scale: 'good health' is seen as better than 'average health', but not by a known amount. In this section, we ask whether it actually makes a difference if we simply impose cardinality on the health outcomes. To this effect we cardinalise the 4 ordinal non-mortality health outcomes. This implies that for self-reported health, we take the lowest possible answer as a 1, and the highest as a 5. The difference between a 4 and a 5 is then taken to be the same as the difference between a 1 and a 2. For the number of difficulties with chores, this means we simply add them up and see them as equally important. In keeping with looking at cross-sectional relationships at this point, we do not yet add fixed effects or differentiate between short-run and long-run effects.
Is the issue of cardinal versus ordinal relevant though? Is there any reason ex-ante to suspect that cardinality would make a big difference? For happiness, we know from Ferrer et al. (2004) that it makes virtually no difference whether we take the different happiness answers as ordinal or as cardinal. For health measures, however, we are not aware of a systematic study of this issue, although existing empirical studies employ both ordinal and cardinal techniques without much analysis on whether it matters. Arday et al. (1995) for instance use only ordinal techniques to analyse stated health, whilst Sturm (2002) and Graham and Schmidt (1998) use cardinal techniques on various self-stated health outcomes. Johnson and Richter (2002) and Robert and House (1996) do both but do not analyse the differences in tradeoffs. Given that literature employs both techniques, we think it is interesting and relevant in our study to examine the generalisability of cardinal to ordinal and vice versa.
In the papers cited above, we observe a cardinalisation of health measures when health is the dependent variable and when the study is longitudinal rather than cross-sectional. It is easy to implement cross-sectional discrete choice models such as ordered probit or logit when the analysis is cross-sectional, but it is not very convenient to use ordinal models for studies which aim at complicated health issues in a multinomial longitudinal framework. Moreover, it may be necessary for researchers to appeal to a cardinalisation of health measures in order to reduce the dimensionality of a complicated structural model that is otherwise too hard to solve. A good example is Deaton and Paxson (1998) who look at a cardinal measure of dispersion in health by assigning numerical values to self-reported health status (SRHS) ranging from 1 (excellent) to 5 (poor). While their aim was not to analyse directly the determinants of cardinal health, they nevertheless implicitly employ a cardinalisation of the underlying health construct by interpreting these numerical values in terms of distances. In their case a cardinalisation was virtually unavoidable since their aim was to investigate 'health inequality' which by its very nature needs some notion of distance between various outcomes.
As an aside, when health is used as an independent variable, one usually sees dummy indicators being used for health measures, i.e. an indicator variable for whether the health outcome is above some verbal label (such as 'good'). This is often portrayed as an ordinal approach to health measurement, but this is not quite accurate: when one replaces a continuous underlying ordinal variable by a single dummy indicating whether it is above some common threshold, one implicitly assumes that the 'distance' between actual levels of the ordinal variable is mainly captured by whether it is above the threshold or not. Reducing an ordinal variable to a dummy introduces measurement error that at the very least leads to a downward bias in the coefficient, and at worst makes the result difficult to interpret (i.e. if the ordinal variable is correlated with the other variables in the regression there is not even a guarantee than the estimated sign of the variable measured with error is correct). The 'purist solution' would be to take account of the measurement error in the estimation via a simultaneous equations system but this is usually quite difficult to implement, leading to the widespread practice of putting in dummy variables in place of the underlying continuous variable. All this illustrates that in practise, cardinal assumptions are rife in health research, making it important to ascertain whether it matters.
We report the coefficients of the 4 control variables for each of the 4 health measures that were cardinalised -self-reported health, mental health, difficulties with chores, and doctor assessed serious illnesses. Our methodology involves a simple least-squares specification for the cardinal variables. Table 2 provides results for our key independent variable and compares the coefficients of these cardinal analyses with those found in the previous section using ordinal versions of these variables. Full results for the cardinal estimations are again provided in the appendix (see Table A .5). On closer inspection, an important difference shows up with respect to the monetary tradeoffs implied by the estimates of the lifestyle variables. These tradeoffs are calculated as the ratio of the coefficient of a variable to the income coefficient, which can be interpreted as shadow values of the lifestyle measure. Large changes in tradeoffs can be found across the serious illnesses specifications. For instance, the shadow value of another drink under ordinality is 0.2 (=-0.0087/-0.045), while under cardinality it is 0.8 (=-0.0048/-0.0064). The differences are less extreme for the stated health specifications. For stated health the shadow value of smoking under ordinality is -1.7 (=-0.1827/0.1161) while it is -1.6 under cardinality (=-0.0688/0.0395). In summary therefore, the are differences between ordinality and cardinality though mainly in terms of ratios and not in terms of sign and significance. These results are still somewhat surprising because such changes in coefficients and shadow values were not found for life satisfaction (Ferrer et al., 2004 ).
Does it matter whether we control for fixed effects?
An important statistical issue in health economics is whether there are unobserved, fixed (timeinvariant), health-relevant respondent characteristics that lead to improved health and that are also related to the explanatory variables. The presence of such unobserved heterogeneity creates spurious non-causal relationships. Take for instance self-esteem, which is a variable not available in the HRS. We know that self-esteem greatly improves the immune system and therefore improves health. However, it may well be the case that self-esteem also reduces problems with drinking and smoking, improves the odds of getting better-paying jobs, and causes individuals to exercise more. If that were true, then the absence of self-esteem in our models would have rendered all the results in the previous sections of this paper spurious because we would have over-estimated the effects of our control variables on health. This type of problem is often referred to as the selection problem and one way to deal with it is to include fixed effects in the estimation procedures.
There are numerous occasions in survey-based health research where selection has been shown to be important. Frijters et al. (2005) for instance find that the cross-sectional relationship between income and self-reported health is much stronger than the effect over time once fixed effects are controlled for. Jones and Schurer (2007) In Table 3 we report the coefficients of longitudinal models for the 5 health outcome measures, controlling for fixed individual traits. 5 We exclude death which, by its very nature, does not lend itself to a fixed-effects analysis since people die only once. For BMI we estimate simple fixed-effects least-squares. For the remaining 4 ordinal health variables, we rely on the recently developed conditional fixed effects logit model (Ferrer et al., 2004) , which has been used to study the effect of income on health satisfaction in the German Socio Economic Panel (Frijters et al., 2005) . Specifically, this model is of the form: Our conditional estimator for t δ and β maximises the following conditional likelihood: As with happiness and health satisfaction, we find that it matters whether we control for fixed effects or not. In various cases, we see reversals of sign compared to the results in Table 1 .
We find that a higher income is no longer unambiguously health-improving when we add fixed effects. The effect of income on serious illnesses, for instance, has switched from -0.045 (Table 1) Adding fixed effects is found to make a substantive difference for all of the explanatory variables and the majority of the health outcomes. Moreover, nearly all semblance of robustness across health measures disappears: with fixed effects there is no explanatory variable that consistently significantly improves or worsens all health outcomes simultaneously.
Robustness of effects in the short-run versus the long-run.
The final robustness issue we address is whether the short-run effects of the explanatory variables differ from their long-run effects. Usually in cross-sectional analyses, one simply includes the contemporaneous indicator of income or life-style choices as an explanatory variable. Since these control variables are highly correlated over time (income or lifestyle behaviours do not change very quickly), the estimated effects represent an 'average' effect, including the short-run effect and the long-run effect. When we include fixed effects, we focus on the effects of changes in the control variables on changes in the outcome variables, which is a short-run effect. Fixed effect analyses therefore usually beget the short-run effect and take out any long-run effect.
In this section we want to untangle the time profile of effects. Since cross-sectional results and fixed-effects results differ strongly, there is a good reason to suspect robustness problems in terms of short-run versus long-run impacts. The literature also gives us good reasons to expect this. For instance, many of the hazards of smoking are long-term in the sense that smoking has been found to have a cumulative effect (Peto,1986) . This leads us to expect a difference between the short-run and long-run effects of smoking.
In Table 4 , we re-run the same specifications reported in Table 1 of the paper but we add three lags to each of the explanatory variables. Since waves occur once every two years, this means that the third lag refers to the value of the explanatory variable six years ago. This leads to a large loss of observations, since we need to drop three waves in order to create these historical variables. 7 We will interpret the coefficient on the third lag of these variables as the long-run effect and compare it with the coefficients on the shorter-run variables. * indicates significant at 90%; ** indicates significant at 95%. Standard errors are reported in parentheses.
From Table 4 we see substantial differences in the short-run and long-run effects for most of the control variables. Only for income do we find robust results -the coefficients of the contemporaneous variable and the lags have the same sign (except for the insignificant contemporaneous effect on BMI) and are generally of the same order of magnitude and significance.
For alcohol consumption, we can see both sign reversals and reversals of significance. For instance, whilst the contemporaneous number of drinks consumed has a significantly negative effect on the number of illnesses (-0.012), the number of drinks in the previous wave has a significantly positive effect on the number of illnesses (+0.012). The long-run effect of more drinks on the probability of deaths (the effect of 3 waves previous) is +0.000 whilst the contemporaneous effect is significantly negative at -0.0058.
For smoking we find opposite signs for the contemporaneous effect versus the long-run effect for stated health, difficulties, mental health and death. For exercise we find no long-run effect on the number of serious illnesses and the probability of death, but strong short-run effects.
Conclusions
In this paper we have investigated the robustness of the determinants of various health measures using the HRS, which follows individuals biannually from 1992 to 2002. We examine 4 dimensions of robustness, i.e. were different health outcomes affected in the same way by our four key control variables; did it matter whether health variables were measured in ordinal or cardinal scale; was it important to control for fixed effects; and whether short-run effects were similar to long-run effects. Although our models controlled for many covariates, the key control variables we focussed on for this robustness exercise were income, smoking, drinking, and regular exercise. Our health outcomes included mortality and 5 other health measures (self-stated health, doctor-assessed health, mental health, BMI, and self-stated difficulty with chores).
We found that the some key control variables affected different health measures differently, particularly smoking. Smoking had a negative effect on mortality but improved self-stated health (both in the short and in the long-run), reduced the problems individuals have with chores, improved mental health, reduced the number of measured serious illnesses, and strongly reduced Body Mass Index (BMI).
We found that treating health variables as ordinal versus cardinal didn't make an enormous difference, but still a more marked difference than initially expected: we found sign reversals for 2 out of 16 variable-outcome combinations. Also, the monetary tradeoffs or shadow prices (the impact of a lifestyle choice divided by the income coefficient) differed substantially for about half the variable-outcome combinations.
We found that controlling for fixed traits made quite a substantial difference, especially for income and smoking. In the case of income, adding fixed effects took away significance for most health outcomes and reversed the sign on the number of serious illnesses (from reducing the number of serious illnesses without fixed effects to increasing them with fixed effects).
Finally, we found that short-run effects differed from long-run effects. With drinking and smoking, the long-run effect had the opposite sign of the short-run effect for most of the health outcomes. Also, while all short-run effects of exercise were significant, long-run effects became insignificant in the case of death and the number of serious illnesses.
when controlling for the same variables and using people from the same survey, we find large discrepancies in coefficients across different methodologies. The implication is that care should be taken not to generalise the findings of one health outcome to any other health outcome; care
should be taken with respect to whether fixed traits are controlled for; and a distinction should be made between short-run and long-run effects.
There are at least two robustness issues this paper could not address. The first is whether subtle differences in the wording of questions matter, such as when health questions are framed relative to age or not. The second is whether the answers one gets from surveys tally with those of true experiments and hence whether any of the results reported in the analyses of surveys are causal. In order to answer the latter question, one would need data that combines an experimental intervention protocol on the explanatory variables of interest with 'standard' survey information about health status for a sufficiently large group of people followed over time.
The Appendix 
