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a b s t r a c t
In thisworkwe proposed a lattice Boltzmannmodel for the nonlinear convection–diffusion
equation (NCDE) with anisotropic diffusion. The constraints on the model for correctly
recovering macroscopic equation are also carefully analyzed, which are ignored in some
existing work. Detailed simulations of some 1D/2D NCDEs, including the nonlinear
Schrödinger equation (NLSE), Buckley–Leverett equation with discontinuous initial data,
NCDE with anisotropic diffusion, and generalized Zakharov system, are performed. The
numerical results obtained by the proposed model agree well with the analytical solutions
and/or the numerical solutions reported in previous studies. It is also found that, for
complex-valued NLSE, the model using a complex distribution function is superior to
that using two real distribution functions for the real and imaginary parts of the NLSE
separately.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The lattice Boltzmann method (LBM) is an efficient technique for simulating fluid flows and modeling complex physics
in fluids [1–3]. Compared with the conventional computational fluid dynamics approach, the LBM is easy for programming
and has intrinsic parallelism, and it is also easy to treat complicated boundary conditions such as those in porousmedia. The
LBMalso showspotential to simulate nonlinear systems, such as the reaction–diffusion equation [4–6], convection–diffusion
equation (CDE) [7–12], Burgers equation [13], (m)KdV equation [14], and Poisson equation [15]. However, the existing LB
models for these equations are commonly limited to problems with isotropic diffusion. Recently, some LB models for the
advection and anisotropic dispersion equations have been proposed [16–18]. In order to recover the correct macroscopic
equations, some appropriate assumptions are usually needed in these existing LB models. It should be noted that, besides
real CDEs, the LB model can also be applied to complex CDEs. In Ref. [19], based on an LB model for nonlinear Schrödinger
equation (NLSE) [20], an LBM for n-dimensional (nD) CDEwas developed to solve some nonlinear complex-valued equations
by adopting a complex distribution function and a complex relaxation time. In Ref. [21], we presented an LB model for a
general class of nD isotropic nonlinear convection–diffusion (NCDE), which can be applied to the common real/complex
nonlinear evolutionary equations without additional assumption on it. It is worth noticing that several types of quantum
lattice gases and LB models have been developed to model some real and complex partial differential equations (PDEs),
such as the Dirac equation, Schrödinger equation, Gross–Pitaevskii equation, Burgers equation, KdV equation [22–26], etc.
We refer the readers to a recent paper [26] for a detailed review.
In this paper, we directly transplant the LB model for the isotropic NCDE in Ref. [21] to that for the anisotropic one by
modifying the equilibrium distribution function used in Ref. [21]. The rest of the paper is organized as follows. In Section 2,
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an LBGK model, namely an LB model with single relaxation time, for the NCDE with anisotropic diffusion is given, and
the constraints on the model for correctly recovering the macroscopic equation are discussed. In Section 3, the implement
version of the LBGKmodel for complex NCDE is discussed. Numerical tests aremade in Section 4, and finally a brief summary
is given in Section 5.
2. LBGK model
The nD NCDE with anisotropic diffusion considered in this paper can be written as
∂tφ +∇ · B(φ) = ∇ · [α∇ · D(φ)] + F(x, t), (1)
where ∇ is the gradient operator with respect to the spatial coordinate x in n dimensions, φ is a scalar function of position
x and time t , α = α(φ, x, t) is the diffusion coefficient, B and D are two differential tensor functions of φ, and F(x, t) is the
source term.
Eq. (1) is a general nonlinear convection–diffusion equation, andmany important PDEs can be viewed as its special cases,
such as the diffusion or reaction–diffusion equation for B = 0, the convection equation (hyperbolic conservation equation)
for D = 0, etc.
To solve Eq. (1) using the LBGK model, a suitable lattice model with discrete velocity directions is needed. Our LBGK
model is based on the DnQb lattice [2] with b velocity directions in nD space, and it is a modified version of the model in
Ref. [21], in which the isotropic diffusion term is replaced by an anisotropic one. The evolution equation of the distribution
function (DF) reads
fj(x+ cj1t, t +1t) = fj(x, t)− 1
τ
[fj(x, t)− f eqj (x, t)] +1tFj(x, t)+
1t2
2
∂tFj(x, t), j = 0, . . . , b− 1, (2)
where {cj, j = 0, . . . , b − 1} is the set of discrete velocity directions,1t is the time step, τ is the dimensionless relaxation
time, f eqj (x, t) is the equilibrium distribution function (EDF), and Fj(x, t) is the DF for the source term.
The key point of using Eq. (2) to solve Eq. (1) is to construct proper f eqj (x, t) and Fj(x, t) which must satisfy some
constraints. Replacing the isotropic diffusion term D(φ)I in the model in Ref. [21] by the anisotropic one D(φ), we take
the EDF as
f eqj = ωj
[
φ + cj · B
c2s
+ (C− c
2
s φI) : (cjcj − c2s I)
2c4s
]
(3)
such that−
j
fj =
−
j
f eqj = φ,
−
j
cjf
eq
j = B(φ),
−
j
cjcjf
eq
j = C(φ), (4)
where I is the unit tensor, C(φ) = C0(φ) + c2s D(φ), and C0(φ) is an auxiliary moment satisfying that C′0(φ) = B′(φ)B′(φ),
that is,
[C0(φ)]αβ =
∫
B′α(φ)B
′
β(φ)dφ, (5)
where C′0 = dC0dφ , B′ = dBdφ . ωj are weights, and cs, the so-called sound speed in the LBM, is related to the particle speed c and
ωj by
∑
j ωjcjcj = c2s I, and they all depend on the lattice model used, where c = 1x/1t and1x is the lattice spacing.
Fj in Eq. (2) is taken as [21]
Fj = ωjF
[
1+ λcj · B
′(φ)
c2s
]
(6)
such that
∑
j Fj = F ,
∑
j cjFj = λFB′(φ), where λ = τ−1/2τ .
Through the Chapman–Enskog analysis Eq. (1) can be exactly recovered from Eq. (2) at the order O(ϵ2) [21] with
α = c2s

τ − 1
2

1t. (7)
The parameters in Eqs. (3) and (6) are given as follows: for the D1Q3 model, {c0, c1, c2} = {0, c,−c}, ω0 = 2/3, ω1 =
ω2 = 1/6; for the D2Q9 one, {cj, j = 0, . . . , 8} = {(0, 0), (±c, 0), (0,±c), (±c,±c)}, ω0 = 4/9, ω1∼4 = 1/9, ω5∼8 =
1/36, and c2s = c2/3 for both models.
Remark 1. Since for DnQ2n or DnQ2(n + 1) (n > 1) lattice models the second moment of linear EDF is isotropic, the
constraint on the second moment in Eq. (4) cannot be satisfied if C(φ) is anisotropic. In this case Eq. (1) cannot be exactly
recovered from the DnQ2n or DnQ2(n + 1) LBGK models. For example, the D2Q4 or D2Q5 LBGK model with a linear EDF
cannot exactly recover the 2D Burgers equation.
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3. LBGK model for complex-valued NCDE
The LBGK model proposed above can be used to solve both real and complex NCDEs [19,21]. Following the idea in
Refs. [19,21], we can define
fj = gj + ihj, f eqj = geqj + iheqj , Fj = Gj + iHj, w =
1
τ
= w1 + iw2, (8)
where i2 = −1. Then we can rewrite Eq. (2) as
gj(x+ cj1t, t +1t) = gj(x, t)− w1(gj(x, t)− geqj (x, t))+ w2(hj(x, t)− heqj (x, t))
+1tGj(x, t)+ 1t
2
2
∂tGj(x, t),
hj(x+ cj1t, t +1t) = hj(x, t)− w2(gj(x, t)− geqj (x, t))− w1(hj(x, t)− heqj (x, t))
+1tHj(x, t)+ 1t
2
2
∂tHj(x, t), j = 0, . . . , b− 1. (9)
It should be noted that Eq. (9) reflects the coupling effect of the real and imaginary parts of the NCDE through the complex
relaxation time in a natural way. In fact, let τ = τ1 + iτ2, α = α1 + iα2, then from Eqs. (7) and (8) we have
τ1 = α1c2s1t
+ 1
2
, τ2 = α2c2s1t
, w1 = τ1
τ 21 + τ 22
, w2 = − τ2
τ 21 + τ 22
. (10)
From Eq. (9), we can see that, if α is a complex variable (i.e. α2 ≠ 0), then w2 ≠ 0. In this case, the two equations in Eq. (9)
are coupled, and the condition of τ1 > 12 is not necessary. On the other hand, when α2 = 0, we have that τ2 = w2 = 0 and
w1 = 1τ1 , and the two equations in Eq. (9) can be decoupled.
Remark 2. Note that the complex NCDE can also be solved by another scheme different from Eq. (9). Namely, one can use
two LBGK equations with real distribution functions, respectively, to solve the real and imaginary parts of the NCDE.
4. Simulation results
To test the proposed LBGKmodel, numerical simulations of someNCDEs are performed. In all simulations, wewill use the
nonequilibriumextrapolation schemeproposed byGuo et al. [27] to treat the boundary condition except for the periodic one,
and the initial and boundary conditions of the test problems with exact solutions are determined by their exact solutions.
The D1Q3 and D2Q9 LBGKmodels are used to simulate the 1D and 2D test problems, respectively, and the explicit difference
scheme ∂tFj(x, t) = [Fj(x, t) − Fj(x, t − 1t)]/1t , is used to compute ∂tFj(x, t). The following global relative error is used
to measure the accuracy of the LBGK model:
GRE =
∑
j
|φ(xj, t)− φ∗(xj, t)|∑
j
|φ∗(xj, t)| , (11)
where φ and φ∗ are the numerical solution and analytical one, respectively, and the summation is taken over all grid points.
Example 4.1. 1D NLSE
iut + uxx + β|u|2u = 0, x ∈ [−40, 40], (12)
with an exact solution
u(x, t) = sech(x+ 15− 3t) exp[i(6x+ 90− 5t)/4], (13)
where β is a parameter.
In simulations,we setβ = 2, and the periodic boundary condition is used. Two schemes for solving Eq. (12), asmentioned
in Remark 2, are compared. One is the model proposed in this paper, and another one is the model in which two real DFs
are used to treat the NLSE as two real reaction–diffusion equations [28]. We denote them as Scheme 1 and Scheme 2,
respectively. The numerical results at different resolutions are shown in Table 1. From the table it can be found that the
numerical solutions obtained by Scheme 1 agree well with the exact ones, and second-order accuracy in space of the
scheme is reached, while the accuracy and stability of Scheme 2 are very poor, and the errors even become larger at higher
resolutions.
Example 4.2. 1D Buckley–Leverett Equation [29]
ut + f (u)x = ε(ν(u)ux)x, x ∈ [0, 1], (14)
with ν(u) = 4u(1− u), ε = 0.01.
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Table 1
Accuracy test for 1D NLSE at t = 1 [S1: Scheme 1, S2: Scheme 2; ‘–’: divergent].
Grid N c 1t Real part of u Imaginary part of u
GRE Order GRE Order
400 20 0.01 S1 3.7928e−1 3.4030e−1
S2 3.9715e−1 3.5073e−1
800 40 0.0025 S1 1.0541e−1 1.8473 9.3506e−2 1.8637
S2 5.3179e−1 −0.4212 5.4571e−1 −0.6387
1600 80 6.25e−4 S1 2.6435e−2 1.9955 2.3346e−2 2.0019
S2 – –
3200 160 1.56e−4 S1 6.6521e−3 1.9906 5.8531e−3 1.9959
S2 – –
6400 320 3.91e−5 S1 1.6612e−3 2.0016 1.4641e−3 1.9992
S2 – –
Three cases are considered:
Case 1. f (u) = u2
u2+(1−u)2 with the initial condition
u(x, 0) = 1− 3x, 0 ≤ x ≤ 1
3
; u(x, 0) = 0, 1
3
< x ≤ 1. (15)
Case 2. f (u) = u2
u2+(1−u)2 with the initial condition
u(x, 0) = 0, 0 ≤ x < 1− 1√
2
; u(x, 0) = 1, 1− 1√
2
≤ x ≤ 1. (16)
Case 3. f (u) = u2
u2+(1−u)2 (1− 5(1− u)2)with the initial condition (16).
For case 1 and case 2, the auxiliary moment (AM) can be obtained from Eq. (5):
C0(u) =
∫
[f ′(u)]2du = 1
A
[
u− 1
2
] [
1
2
− 1
6A

1− 2
A
]
+ 1
2
arctan(2u− 1), (17)
and for case 3, the AM can be obtained:
C0(u) = 25u
[
u2
3
− u
2
+ 1
4
]
+ 1
24A3
[−42u+ 1] + 1
16A2
[14u+ 13]
+ 1
16A
[258u− 89] + 5
2
ln A− 71
8
arctan(2u− 1), (18)
where A = u2 + (1− u)2.
We simulate Eq. (14) with two resolutions, 1x = 0.01,1t = 0.001, and 1x = 0.005,1t = 0.00025. The numerical
solutions obtained by the present model at t = 0.2 are plotted in Fig. 1, which compared with those in Ref. [29]. From
the figure it can be found that some wiggles appear at lower resolutions, which become weaker or disappear at higher
resolutions. In general, our numerical results agree well with those in Ref. [29], although Eq. (14) is highly nonlinear, and
different discontinuous initial data are used.
Example 4.3. 2D Buckley–Leverett Equation [29]
ut + f (u)x + g(u)y = ε(uxx + uyy), ε = 0.01, (19)
with the initial data
u(x, y, 0) = 1, x2 + y2 < 0.5; u(x, y, 0) = 0, x2 + y2 ≥ 0.5, (20)
where f (u) = u2
u2+(1−u)2 , g(u) = f (u)(1− 5(1− u)2). The AM can be obtained from Eq. (5) as follows.
[C0(u)]xy = [C0(u)]yx =
∫
f ′(u)g ′(u)du = 1
12A
[
4u− 7
A
+ −4u+ 17
2
]
+ 1
2A
[u+ 2] + 5
4
ln A+ 1
2
arctan(2u− 1),
(21)
where [C0(u)]xx and [C0(u)]yy are the same as those in Eqs. (17) and (18), respectively, and A = u2 + (1− u)2.
The simulations are performed on [−1.5, 1.5]2 as in Ref. [29] for comparison. The numerical solution at t = 0.5 on a
300× 300 grid is plotted in Fig. 2. From the figure it can also be found that our result agrees well with that in Ref. [29].
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Fig. 1. (Color online) Numerical solutions of Example 4.2. at t = 0.2. N is the grid number.
Example 4.4. 2D NCDE with anisotropic diffusion
ut + (um)x + (un)y = D[d1uxx + d2uyy + 2d3uxy] + F , (22)
with an analytical solution
u(x, y, t) = sech[2(x+ y− t)], (23)
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Fig. 2. (Color online) Numerical solution of Example 4.3. at t = 0.5.
Table 2
Accuracy test for 2D NCDE at different times [‘–’: divergent].
1x c 1t t D = 0.1 D = 0.01
d3 = 0 d3 = 1 d3 = 0 d3 = 1
0.1 10 0.01 0.5 7.9245e−3 9.9376e−3 1.2157e−2 –
1.0 1.2686e−2 1.0155e−2 2.9808e−2 –
1.5 2.4714e−2 1.0842e−2 4.6052e−2 –
20 0.005 0.5 9.0492e−3 1.1894e−2 1.1841e−2 –
1.0 2.3328e−2 – 3.0109e−2 –
1.5 4.2228e−2 – 4.7158e−2 –
0.05 10 0.005 0.5 4.0234e−3 9.4882e−3 2.9431e−3 –
1.0 7.9945e−3 2.1482e−2 7.3686e−3 –
1.5 1.1552e−2 3.3253e−2 1.1471e−2 –
20 0.0025 0.5 2.0482e−3 2.5492e−3 2.9058e−3 –
1.0 3.1767e−3 2.5919e−3 7.4010e−3 –
1.5 6.1399e−3 2.8058e−3 1.1531e−2 –
and the source term
F = 2ϕ(u−mum − nun)− 4Du(d1 + d2 + 2d3)(2ϕ2 − 1), (24)
where ϕ = tanh[2(x + y − t)], d1, d2, d3 and D are real constants. The simulations are performed on [−5, 5]2 for
m = n = 2, d1 = 1, d2 = 2, and d3 = 0 or 1. The numerical results at different times and resolutions are shown in
Table 2. From the table it can be found that for the case of d3 = 1, the stability of the LBGK model is poor, which shows that
the effect of anisotropic diffusion on the stability of the model is much larger than the accuracy of the model. It can be also
found from the cases of1x = 0.1, c = 10 and1x = 0.05, c = 20 that the model is of second-order accuracy in space in its
stability region.
Example 4.5. 1D generalized Zakharov system [30]
Et = iExx + i(λ|E|2E − αEN)− γ E, Ntt = ε−2(N − µ|E|2)xx (25)
with periodic boundary conditions. We use the family of one-soliton solutions to test the accuracy of our model
Es(x, t; η, V ) = [λ/2+ µε−2(ε−2 − V 2)−1]−1/2Us, (26)
where
Us = 2iηsech[2η(x− Vt)] exp[iVx/2+ i(4η2 − V 2/4)t + iΦ0],
Ns(x, t; η, V ) = µε−2(ε−2 − V 2)|Es|2. (27)
Note that the equation of N in Eq. (25) is different from Eq. (1). Following the idea of solving the Sine–Gordon equation
in Ref. [21], Eq. (3) for N is modified as
f eqj = ωj

Nt +
(N − µ|E|2 − Nt)(c2j − c2s )
2c2s

. (28)
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Table 3
Example 4.5. Global relative error and accuracy at t = 2 [(1) E, (2) N].
[1x, c] [1/10, 10] [1/20, 20] [1/40, 40] [1/80, 80] [1/160, 160] [1/320, 320]
GRE (1) 6.88e−2 1.59e−2 3.65e−3 8.94e−4 2.25e−4 5.65e−5
(2) 2.41e−2 7.42e−3 1.96e−3 4.96e−4 1.25e−4 3.12e−5
Accuracy (1) 2.1134 2.1231 2.0296 1.9904 1.9936
(2) 1.6995 1.9206 1.9824 1.9884 2.0023
Fig. 3. The time evolution of the wave field |E|2 and acoustic field N for case 1.
The simulations are performed on [−32, 32] with ε = 1, α = −2, γ = 0, λ = 2,Φ0 = 0, µ = 0.2, η = 0.3, and V = 0.5,
and the numerical results are shown in Table 3 for different grid resolutions and time steps ranging from 1t = 0.01 to
1t = 9.7656 × 106. From the table it can be found that the numerical solutions agree well with the exact ones, and the
second-order accuracy in space is attained. Soliton–soliton collisions are also simulated by the proposed LBGK model. The
initial data are chosen as
E(x, 0) = Es(x+ p, 0; η1, V1)+ Es(x− p, 0; η2, V2),
N(x, 0) = Ns(x+ p, 0; η1, V1)+ Ns(x− p, 0; η2, V2),
∂tN(x, 0) = ∂tNs(x+ p, 0; η1, V1)+ ∂tNs(x− p, 0; η2, V2). (29)
In simulations, we take ε = 1, α = −2, γ = 0, λ = 2,Φ0 = 0; p = 10, η1 = η2 = η, V1 = −V2 = V , and four cases
are considered as in Ref. [30].
Case 1: µ = 0.2, η = 0.3, V = 0.5,
Case 2: µ = 2.0, η = 0.3, V = 0.045,
Case 3: µ = 2.0, η = 0.3, V = 0.45,
Case 4: µ = 2.0, η = 0.3, V = 3.0.
Figs. 3–6 show the evolution of the wave field |E|2 and the acoustic field N for four cases, respectively. The simulations
for cases 1–3 are performed on [−35, 35] and for case 4 on [−100, 100]. From these figures we can find that our numerical
results agree well with those in Ref. [30].
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Fig. 4. The time evolution of the wave field |E|2 and acoustic field N for case 2.
Fig. 5. The time evolution of the wave field |E|2 and acoustic field N for case 3.
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Fig. 6. The time evolution of the wave field |E|2 and acoustic field N for case 4.
5. Conclusion
In the present work, we have developed a unified LBGK model for nD nonlinear convection and anisotropic diffusion
equation. Detailed numerical tests of the proposed model are carried out for different types of convection–diffusion-
like equations, including the 1D nonlinear Schrödinger equation, 1D and 2D Buckley–Leverett equations, 2D NCDE with
anisotropic diffusion, and 1D generalized Zakharov system. Although these equations are highly nonlinear, it is found that
the simulation results obtained by the proposed LBGK model agree well with the analytical and/or numerical solutions
reported in previous studies, which shows that the LBM has potential in simulating highly nonlinear CDEs. It should be
noted that, in order to correctly recover NCDE, the suitable lattice model or EDF must be given, and for solving the complex
NCDE the LB scheme using two real DFs may not be a good choice. However, how to improve the stability of the proposed
LBGK model for highly nonlinear evolutionary equations or those with anisotropic diffusion needs further studies.
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