Let X (H) be a Banach space (Hilbert space) and let B(X) (B(H )) be the algebra of all bounded linear operators on X(H ). In this paper, we get some characterizations of rank-preserving multiplicative maps on B(X). As applications, we show that every multiplicative local approximate automorphism of B(X) with the set of all rank-1 idempotents contained in its range is in fact an automorphism. We describe the structure of corank-preserving multiplicative maps on B(H ). We also get a characterization of a * -isomorphism (or a conjugate * -isomorphism) on B(H ) by showing that there exists a unitary or conjugate linear unitary operator U ∈ B(H, K) such that (T ) = UTU * for all T ∈ B(H ) if and only if is multiplicative with the range containing all rank-1 projections and, for any A, B ∈ B(H ), A * B = 0 ⇔ (A) * (B) = 0.
Introduction
The study of linear preserver problems, that is, the study of those abstract linear maps on matrix algebras or operator algebras which preserve certain properties of operators, such as the spectrum, numerical range, commutativity, rank, positivity, and so on, has become an active research area in matrix theory and operator theory recently (see [3] [4] [5] 7, [9] [10] [11] ). Many problems of this kind are answered for matrix algebra M n and operator algebra B(X) with some added conditions, where X is a real or complex Banach space and B(X) is the Banach algebra of all bounded linear operators on X. The study of linear preserver problems reveals some algebraic structures possessed by operator algebras. In many cases, these linear preservers turn out to be automorphisms or anti-automorphisms. It is also natural that some similar preserver problems may be raised and discussed for multiplicative maps (i.e., the maps satisfying (TS) = (T ) (S)) instead of linear ones. There have been a few papers so far devoted to exploring the multiplicative preserver problems (see [6, 8, 13, 14] ). An interesting paper on multiplicative preserver problems is [6] by Hochwald, in which it is shown that if : M n → M n is a multiplicative map preserving the spectrum of matrices, then there exists an invertible matrix R in M n such that (T ) = RTR −1 for all T. It is also conjectured in [6] that a similar result holds for the infinite-dimensional case with the added condition of surjectivity.
In the last several years, the interest in multiplicative preserver problems, especially on operator algebras over infinite-dimensional spaces, has been growing (see [8, 14] ). In [8] , Hou has obtained a structure theorem of abstract multiplicative maps from B(X) into B(Y ) which map some rank-1 operator to an operator of rank not greater than 1 and (λI ) = λ (I ) for every λ ∈ F(= C or R). Based on this structure theorem, several results which assert that becomes an isomorphism or an elementary operator of length 1 are deduced. As applications, the multiplicative preserver problems on B(X) are discussed and some characterizations are obtained for surjective multiplicative maps which are spectrum preserving, or spectral radius preserving, or numerical range preserving, or numerical radius preserving, or normality-preserving, or positivity-preserving. Consequently, Hochwald's conjecture is answered affirmatively.
In [14] , Molnár has described the structure of those continuous multiplicative maps on B(H ) (H is a separable complex Hilbert space of dimension not less than 3) which preserve the rank or the corank. Furthermore, he characterized those continuous * -semigroup endomorphisms of B(H ) which are spectrum nonincreasing.
Taking account of Martindale's purely algebraic result [12, first corollary], we know that in the case of many operator algebras A (for example, if A is a standard operator algebra on a Banach space of dimension at least 2), every injective multiplicative transformation on A which maps onto an arbitrary algebra is automatically additive. Since additivity is not so far from linearity, it seems to be a much more exciting problem to try to tackle the multiplicative preserver problems if surjectivity is not assumed. We also note that in [8] an additional condition " (λI ) = λ (I )" is required, but this condition implies that (λT ) = λ (T ) for all λ ∈ F and T ∈ B(X), that is, in fact is assumed to preserve two of the three algebraic operations of B(X). It is also natural and more difficult that only the multiplicativity of the maps in question is assumed. This paper, consisting of three sections, holds a further discussion as to the multiplicative preservers on B(X) with dim X = ∞, especially the rank-preservers.
There is a different story when dim X < ∞ and we deal with it in another paper [2] .
Rank-preserving problem is a basic problem in the study of linear preserver problems. So we believe that it should also be the key to the study of multiplicative preserver problems. Motivated by it, in Section 2, we first discuss the structural feature of the multiplicative maps on B(X), which map some rank-1 operator to an operator of rank not greater than 1 and rank (P 0 ) rank P 0 for some idempotent P 0 with rank P 0 2 (Theorems 2.1 and 2.1 ). This result is a generalization of [8, Theorem 1] in some sense by replacing the condition " (λI ) = λ (I ) for each λ ∈ F(= R or C)" by "rank (P 0 ) rank P 0 for some idempotent P 0 with rankP 0 2". Furthermore, we get one of the main results of this paper, the characterizations of rank-preserving multiplicative maps on B(X) without any continuity assumption (Theorems 2.3 and 2.3 ), which generalizes [14, Theorem 2] greatly (Theorem 2 in [14] states that a continuous rank-preserving multiplicative map on B(H ), where H is a separable complex Hilbert space of dimension not less than 3, has the form (A) = TAS for all A ∈ B(H ), where T, S : H → H are bounded linear operators with ST = I ). Moreover, all results in this section hold on unital standard operator algebras. Recall that an algebra of operators is called standard if it contains all operators of finite rank.
Applying the results in Section 2, we show in Section 3 that every multiplicative local approximate automorphism of B(X) with the set of all rank-1 idempotents contained in its range is in fact an automorphism (Theorem 3.1). We describe the structure of corank-preserving multiplicative maps on B(H ) (Theorem 3.3) which improve the result in [14] . We also get a characterization of a * -isomorphism (or a conjugate * -isomorphism) on B(H ) by showing that there exists a unitary or conjugate linear unitary operator U ∈ B(H, K) such that (T ) = UTU * for all T ∈ B(H ) if and only if is multiplicative with the range containing all rank-1 projections and, for any A, B ∈ B(H ), A * B = 0 ⇔ (A) * (B) = 0 (Theorem 3.4).
Let us introduce some concepts and notations used in this paper. Denote C, R, Q and N to be the complex number field, real number field, rational number field and the set of all natural numbers, respectively. Let X and Y be Banach spaces over field F (= C or R) and let H and K be complex Hilbert spaces. B(X, Y ), as usual, is the Banach algebra of all bounded linear operators from X into Y. F(X, Y ) is the set of all finite rank operators from X into Y. Dim X is the dimension of X. When X = Y , we will simply denote B(X, Y ) and F(X, Y ) by B(X) and F(X), respectively. The range and rank of an operator T are denoted by R(T ) and rank T, respectively. An operator P is an idempotent if P 2 = P . Let P and Q be idempotents. We say that P and Q are orthogonal to each other if PQ = QP = 0, and we say P Q if PQ = QP = P . Let X * be the conjugate space of X. If x ∈ X and f ∈ X * , then x ⊗ f denotes the rank-1 operator defined by (x ⊗ f )z = z, f x, (z ∈ X). Every rank-1 operator on X has this form. A map A : X → Y is conjugate linear if A is additive and A(λx) = λAx for every scalar λ and every vector x.
Rank-preserving multiplicative maps on B(X)
Let X and Y be Banach spaces over F (F = R or C) with dim X = ∞. Recall that : B(X) → B(Y ) is said to be rank-k preserving if it maps every rank-k operator to an operator of rank-k, where k is a positive integer; is said to be rank-preserving if it preserves the rank of every finite rank operator. is said to be idempotent rank nonincreasing if rank (P ) rank P for every finite rank idempotent P. In this section, we devote to the study of rank-1 preserving and rank-preserving multiplicative maps. Recall that every linear subspace M in X has a complementary subspace N in X so that M N = X, i.e., M ∩ N = {0} and M + N = X. We say that M has a closed complementary subspace if M has a complementary subspace which is closed.
Our first result is a generalization of [8, Theorem 1] in some sense by replacing the rather stronger condition " (λI ) = λ (I ) for all λ ∈ F" by "rank (P 0 ) k for some rank-k idempotent P 0 with k 2". 
where A 0 = 12 (I ), P 1 = 22 (I ) and A 0 P 1 = 0 such that
Proof. If (T ) = 0 for some rank-1 operator T, then from the multiplicativity of it follows that (S) = 0 for each rank-1 operator S. In fact, assume that (x ⊗ f ) = 0 for some x ∈ X and f ∈ X * . Take x 0 ∈ X and f 0 ∈ X * such that x, f 0 = x 0 , f = 1. Then for any rank-1 operator S = u ⊗ h we have
Thus, in this case, satisfies condition (1).
In the sequel, we assume that (T ) / = 0 for some rank-1 operator T. Then we must have that (S) / = 0 for all rank-1 operators S. Since, by assumption, maps some rank-1 operator, denoted by T 0 , to an operator of rank not greater than 1, 0 / = rank (T 0 ) = 1. It is not difficult from the multiplicativity of to check that rank (S) = 1 for every rank-1 operator S. That is, is rank-1 preserving.
, according to this space decomposition, we have
for every T. It follows from the rank-1 preservativity of that 0 :
is a multiplicative map satisfying 0 (T ) = 0 for each operator T of rank not greater than 1. Hence, satisfies condition (2). If (0) = 0 and is rank-1 preserving, we show that satisfies condition (3). We will do this by proving the following several claims.
Claim 1. (λT ) = λ (T ) (or (λT ) = λ (T )) for every rank-1 operator T ∈ B(X) and λ ∈ F.
For any rank-1 operator A, there is a rank-1 operator R such that A = ARA. Because is rank-1 preserving, it follows from the equation
that (λA) = τ A (λ) (A) with some scalar function τ A . We claim that τ A is independent of A. If B is a rank-1 operator with BA / = 0 and τ B is the scalar function corresponding to B, then we have
which implies that τ A = τ B . If C is a rank-1 operator and CA = 0, then we can choose some rank-1 operator B such that CB / = 0 and BA / = 0. This gives again that
In what follows, this scalar function will be denoted by τ . It follows from the equation
that τ is a multiplicative function. We shall show that it is additive as well.
By the assumption, there is a rank-k idempotent P 0 with k 2 such that the rank of (P 0 ) is not greater than k.
In fact, a simple computation shows that
It follows that τ (
for all λ i ∈ F and n k. So τ is additive. Because is rank-1 preserving, we see that τ is a nonzero ring homomorphism of
= p for all rational numbers p. This, together with the positivity of τ , implies that p τ (λ) q whenever p, q ∈ Q and p λ q. By the density of rational numbers, it follows that τ (λ) = λ for every λ ∈ R. If F = C, we can prove that τ (λ) = λ for every λ ∈ C or τ (λ) = λ for every λ ∈ C. To do this, it suffices to prove that τ is continuous (cf. [1] ). Let us assume on the contrary that τ is not continuous. Then by an elementary result from the theory of functional equations, τ is unbounded on every neighborhood of 0. Therefore, we can find a bounded sequence {λ n } of C such that |λ n | < 2 −n and |τ (λ n )| → ∞, as n → ∞. Since dim X = ∞, there must exist a separable closed subspace X 1 in X. According to Ovsepian-Pelczyński's results on the existence of total bounded biorthogonal systems in separable Banach space [15, Theorem 1] , there are a sequence of vectors {z n } in X 1 and a sequence of bounded linear functionals {g n } on X 1 such that: (i) g n (z m ) = δ mn (the Kronecker symbol) for m, n = 1, 2, . . . ; (ii) sup n z n g n b < ∞. If X 1 = X, then put f n = g n ∈ X * for all n ∈ N. If X 1 X, by the Hahn-Banach theorem, there are f n ∈ X * such that f n = g n and f n (x) = g n (x) if x ∈ X 1 for all n ∈ N. Put P n = z n ⊗ f n . Then {P n } is an orthogonal sequence of rank-1 idempotents. Set T = λ n P n . It is clear that T ∈ B(X) as
Therefore, (T ) ∈ B(Y ).
However, for any unit vector y n ∈ R( (P n )), since (P n ) is a rank-1 idempotent, we have
a contradiction. So τ is a continuous nonzero ring homomorphism and hence, τ (r) = r for any r ∈ R. τ (i) 2 
In the following steps we assume that τ (λ) = λ. The argument for case τ (λ) = λ is similar.
For
For any linear independent y 1 , y 2 ∈ M 0 , there exist g 1 , g 2 ∈ Z 0 such that y i , g j = δ ij (the Kronecker symbol) for i, j = 1, 2. In fact, there are The proof is completed. Remark 2.2. There exist nontrivial multiplicative maps which map every rank-1 operator to 0. For example, : The following theorem gives some characterizations of rank-preserving multiplicative maps, which particularly improve the main result in [14] in two aspects: deleting the continuity assumption and generalizing the result from separable Hilbert space case to general Banach space case. Also, our approach is different from that of [14] .
If T is an operator on X and N is a subspace of X, then P N denotes the projection from X onto N and T | N denotes the restriction of T to N. 
Proof. It is clear that (4) ⇒ (1) ⇒ (2) ⇒ (3). We only need to prove that (3) ⇒ (4). To do this, let us assume (3).

Claim 1.
is rank-1 preserving.
Suppose that (x ⊗ f ) = 0 for some x ∈ X and f ∈ X * . Take x 0 ∈ X and f 0 ∈ X * such that x, f 0 = x 0 , f = 1. Then for any rank-1 operator S = u ⊗ h, we have
a contradiction to the assumption of (3). Hence, (S) / = 0 for every rank-1 operator S. Moreover, by the assumption that (P ) has rank at most 1 for every rank-1 idempotent P and by the multiplicativity of , one sees that is rank-1 preserving. It is clear from (0) = 0 and by Theorem 2.1 that the claim is true.
Claim 2. Let N be a closed complementary subspace of M. Then
Claim 3. is rank nonincreasing.
For any T ∈ F(X), we can find an idempotent P such that T = PT and R(P ) = R(T ). Hence, (T ) = (P ) (T ).
Since is idempotent rank nonincreasing, we have rank (T ) rank (P ) rank P = rank T . with respect to the space decomposition N = N 1 N 2 . Now put
Then by Claim 2, with respect to the space decomposition Y = M N 1 N 2, it is easily seen that (T ) has the matrix representation
where
12 (T ) 1 (S) and 1 : B(X) → B(N 2 ) is multiplicative. Since is rank nonincreasing, for every T ∈ F(X), we have
and
It is easy to see that DC = I . Let Q = CD. Then Q 2 = CDCD = CD = Q, i.e., Q is an idempotent in B(X) with the range R(Q) = R(C) = M. Furthermore,
Q (T ) = CDCTD = CTD = CTDCD = (T )Q
hold for all T ∈ F(X). Since F(X) is weakly dense in B(X), there exists a net of operators
For any T ∈ B(X),
So Q commutes with the range of . Therefore, (T ) can be written as (T ) = (T )Q + (T )(I − Q)
. Now it is clear that also can be written as 
Some applications to preserver problems
In this section, we give some applications of our results to certain multiplicative preserver problems.
Recall that a map from B(X) into itself is called a local approximate automorphism if, for every A ∈ B(X), there exists a sequence of automorphisms { n } (depends on A) of B(X) such that (A) = lim n n (A) in operator norm topology; is a local automorphism if, for every A ∈ B(X), there exists an automorphism A of B(X) such that (A) = A (A).
Theorem 3.1. Let X be an infinite-dimensional Banach space and let : B(X) → B(X) be a multiplicative map with the set of all rank-1 idempotents contained in R( ). Then is a local approximate automorphism if and only if it is in fact an automorphism of B(X).
Proof. Assume that is a local approximate automorphism. For any finite rank idempotent P with rank P = n, from the property of it follows that (P ) is the limit of rank-n idempotents in operator norm. So we must have rank (P ) n. In fact, there is a large enough positive integer m such that (P ) − m (P ) < 1 2 . For any unit vector x in R( (P )),
Hence, is idempotent rank nonincreasing. From the local property of , it follows that (λT ) = λ (T ) for any λ ∈ F (= R or C) and T ∈ B(X). Thus, by Theorem 2. + N, where 2 is defined by 2 (T ) = P N (T )| N which is a multiplicative map vanishing on the set of all finite rank operators on X. We assert that N = 0. Otherwise, there is a linear functional f ∈ M ⊥ and a vector x ∈ N such that x, f = 1. Thus, rank-1 idempotent x ⊗ f has the matrix representation 0 0 0 x ⊗ f according to the space decomposition X = M N. On the other hand, from the condition that R( ) contains the set of all rank-1 idempotents, there is a nonzero operator P ∈ B(X) such that
.
, that is, is an automorphism of B(X).
Corollary 3.2. Let X be an infinite-dimensional Banach space and let : B(X) → B(X) be a multiplicative map with the set of all rank-1 idempotents contained in R( ). Then is a local automorphism if and only if it is an automorphism of B(X).
Let H be a Hilbert space. A projection on H we mean an idempotent operator on H which is also self-adjoint. Recall that a one-to-one and onto map : B(H ) → B(K) is called a * -isomorphism (or conjugate * -isomorphism) if it is linear (or conjugate linear), multiplicative and satisfies (T * ) = (T ) * for all T ∈ B(H ). It is well known that is a * -isomorphism (or a conjugate * -isomorphism) if and only if there exists a unitary (or conjugate unitary) operator U : H → K such that (T ) = UTU * for all T ∈ B(H ). Let n be a nonnegative integer. We say that A ∈ B(H ) has a corank n if the algebraic dimension of the quotient space H/R(A) is n. The following theorem promotes a result in [14] . Proof. We first show that is rank-1 preserving. Put S = m ∈ N : m = rank P for some nonzero finite rank projection P such that (P ) / = 0 .
Let P 0 be the projection with the same range as that of T 0 . Then, T 0 = P 0 T 0 . By the assumption that (T 0 ) / = 0, we have (P 0 ) / = 0 and rank P 0 ∈ S. Let n be the smallest element of S. Thus, (Q 0 ) / = 0 for some rank-n projection Q 0 . Let P be an arbitrary rank n projection. Then there is a partial isometry V with initial projection Q 0 and final projection P so that Q 0 = V * P V . It follows that (V * ) (P ) (V ) = (Q 0 ) / = 0 and consequently, (P ) / = 0. Moreover, we claim that the rank of (P ) is 1. Indeed, let Q be a rank-1 projection such that (I − Q)P = P (I − Q) is of rank n − 1. Then (I − Q) and (P ) are orthogonal and we have (P ) I − (I − Q). Since corank of (I − Q) is one, 0 / = rank (P ) rank (I − (I − Q)) = 1, that is, rank (P ) = 1. We claim that the rank of P is also 1. Suppose, on the contrary, that rank P = n > 1. Let R be a projection of rank n + 1. A similar argument as above shows that the rank of (R) is at most 2. Let P 1 , P 2 , . . . , P n+1 R be n + 1 rank-n projections such that the product of any two of them is rank-(n − 1). Consequently, { (P 1 ), (P 2 ), . . . , (P n+1 )} is an orthogonal set of rank-1 idempotents and (P 1 ) + (P 2 ) + · · · + (P n+1 ) (R). So 1 < n + 1 2 and n = 1. Note that by the multiplicativity of , we have rank (Q) = rank (Q ) if rank Q = rank Q . So is rank-1 preserving. For any rank-n projection P, put P = P 1 + P 2 + · · · + P n , where {P i } is a set of pairwise orthogonal rank-1 projections. It is easy to verify that (P 1 ) + (P 2 ) + · · · + (P n ) (P ). Since (P ) (I − P ) = (I − P ) (P ) = 0, (P ) I − (I − P ). Also since is corank-preserving,
This implies that
Now it is clear that is rank-preserving. By Theorem 2.3, there exist an invertible bounded linear (or bounded conjugate linear) operator A : X → M and an idempotent Q ∈ B(H ) which commutes with (T ) for every T ∈ B(H ) such that
according to the space decomposition Y = R(Q) R(I − Q), where 2 is defined by 2 
, which is a multiplicative map vanishing on the set of all finite rank operators. Since is corank-preserving, 2 sends every finite corank operator to a surjective operator. As (I ) is an idempotent with corank 0, so we must have (I ) = I and 2 (I ) = I − Q.
Recall that there is another definition of the corank of an operator A on H, that is, the dimension of the Hilbert space rang R(A)
⊥ . Under this definition, the above theorem is also true except for the fact that 2 sends every finite corank operator to a dense range operator. 
Proof. It is obvious that we need only to check (1) ⇒ (2). It will be done by proving several claims. If P is a projection, then (P ) (I − P ) = (P (I − P )) = (I − P ) (P ) = 0. Hence, (I − P ) I − (P ), i.e., (I − P ) + (P ) I . We claim that (P )
It is clear that (R) * (P ) = 0 and (R) * (I − P ) = 0. Hence, R * P = R * (I − P ) = 0, which implies R * = R = 0, a contradiction. So (I − P ) + (P ) = I for every projection P.
Claim 3. (P ) is a projection if and only if P is.
If P is a projection, then P * (I − P ) = 0. So
That is, (P ) * = (P ) * (P ). Consequently, (P ) is self-adjoint and idempotent, that is, (P ) is a projection. Similarly, we can prove that if (P ) is a projection, then P is.
Claim 4. (P ) is a rank-1 projection if and only if P is.
We first show that rank P = 1 ⇒ rank (P ) = 1. Let us assume on the contrary that there exists a rank-1 projection P 0 ∈ B(H ) while (P 0 ) is not rank-1. It follows that (P 0 ) = 0 or rank (P 0 ) 2.
If (P 0 ) = 0, then (P 0 ) * (P 0 ) = 0. From condition (1), it follows that P 0 = P * 0 P 0 = 0, which is a contradiction. If rank (P 0 ) 2, then there exist two orthonormal vectors e 1 and e 2 in K such that span{e 1 , e 2 } ⊂ R( (P 0 )). Since the set of all rank-1 projections is contained in R( ), by Claim 3, there are projections P 1 and P 2 such that (P i ) = e i ⊗ e i (i = 1, 2) and P 1 P 2 = P 2 P 1 = 0. Since (P 0 )e i ⊗ e i = e i ⊗ e i (P 0 ) = e i ⊗ e i / = 0 (i = 1, 2), (P 0 )e i ⊗ e i are rank-1 projections and P 0 P i / = 0 (i = 1, 2). By Claim 3, P 0 P i are also projections, therefore, P 0 P i = P i P 0 / = 0 (i = 1, 2), which contradicts the fact that rank P 0 = 1.
Similarly, we can prove that P is rank-1 projection if (P ) is.
Claim 5. is rank nonincreasing.
Suppose that there is a rank-n projection Q such that rank (Q) = m > n. Then we can find m orthonormal vectors e 1 , e 2 , . . . , e m such that span{e 1 1, 2, . . . , m) , which implies rank Q m > n, a contradiction. Hence, for any projection P ∈ B(H ), rank (P ) rank P . So is projection rank nonincreasing.
For any finite rank operator E, let P be the projection with the same range as that of E. Then (I − (P )) (E) = 0 since (I − P )E = 0. It follows that rank (E) = rank (P ) (E) rank (P ) rank P = rank E. 
Claim 7. There exists a unitary or conjugate linear unitary operator U : H → K such that (T ) = UTU * for all T ∈ B(H ).
It suffices to show that (T * ) = (T ) * for all T ∈ B(H ) by Claim 6. From the linearity or conjugate linearity of , we only need to check the case that T is self-adjoint. Let T ∈ B(H ) sa , the set of all self-adjoint operators in B(H ). Then T is a limit of real linear combinations of orthogonal sets of projections, say T = lim n→∞ m n k=1 λ n k P n k . It follows from Claim 3 that That is, (T ) * = (T ) if T ∈ B(H ) sa . Thus, is a * -isomorphism (or a conjugate * -isomorphism) from B(H ) onto B(K).
Before the conclusion of our paper we remark that the results in Section 2 can also be applied to other multiplicative preserver problems such as the spectrum preservers, numerical range preservers which improve the results in [8] . We will give a further discussion in other papers.
