As the technolody node shrinks down to 90nm and below, high standby power becomes one of the major critical issues for CMOS highspeed computing circuits (e.g. logic and cache memory) due to the high leakage currents. A number of non-volatile storage technologies, such as FRAM, MRAM, PCRAM and RRAM, are under investigation to bring the non-volatility into the logic circuits and then eliminate completely the standby power issue. Thanks to its infinite endurance, high switching/sensing speed and easy integration on top of CMOS process, MRAM is considered as the most promising one. Numerous logic circuits based on MRAM technology have been proposed and prototyped in the last years. In this paper, we present an overview and current status of these logic circuits and discuss their potential applications in the future from both physical and architectural points of view.
Introduction
Thanks to its fast speed, small size and low power, CMOS is the dominant technology to build high-speed computing circuits (e.g. logic and cache memory) [1, 2] . However, the high standby power due to the increasing leakage currents becomes a more and more critical issue as the fabrication node shrinks down to 90nm or below [3] . A number of non-volatile storage technologies such as Magnetic RAM (MRAM) [4] , Ferroelectric RAM (FRAM) [5] , Phase-Change RAM (PCRAM) [6] and Resistive RAM (RRAM) [7] are under investigation by both the industries and academics.
They are expected to bring the non-volatility into the CMOS logic circuits and then allow them to be powered off completely. All the data are protected and can be retrieved instantaneously on active state. This approach could overcome definitely the standby power issue and allows the circuits to be further shrunk down.
MRAM is certainly one of the most important applications of Spintronics, which is a very rapidly emerging R&D area (Nobel Prize 2007) and would have a significant impact on the future of all aspects of electronics beyond CMOS as it did for Hard Disk Drives (HDDs) [8, 9] .
In 2006, the first MRAM based on Field Induced Magnetic Switching (FIMS) was commercialized [10] and it addresses particularly some specific niche markets such as space, security and aeronautics thanks to its radiation hardness. However, the first MRAM is greatly limited by its FIMS approach, requiring high currents for programming the cell (>10mA) [5] and this leads to low memory density and high switching power. Today, most of R&D efforts in MRAM focus on new switching approaches which are expected to be scalable, energy efficient, reliable (>10 years) and fast. A number of solutions have been investigated, such as Thermally Assisted Switching (TAS-MRAM) [11] , Spin Transfer Torque (STT-MRAM) [8, 12, 13] and Domain Wall Motion (DW) [14] . STT-MRAM is the most promising MRAM technology and numerous companies have promised to commercialize it very soon [15, 16] . Beyond "data storage", MRAM is the most promising technology for logic applications thanks to its infinite endurance, high switch/sense speed and easy 3D integration with CMOS processes. Flash memory, FRAM, PCRAM and RRAM, characterized by limited endurance < 10 12 [17] (see Table 1 ). This makes MRAM a really good candidate for many applications, such as non-volatile configuration FPGAs, design of NonVolatile Flip Flop (NVFF) and embedded MRAMs. For instance, benefiting from the easy integration of MRAM on top of CMOS process, the final die area could be reduced and the interacting speed between logic and memory circuits can be accelerated over CMOS counterparts (see Figure 1 ).
(a) 2D structure of CMOS logic (b) 3D structure of MRAM logic Fig. 1 . (a) 2D structure of CMOS logic (b) 3D structure of MRAM logic, the distance between logic and memory can be greatly reduced and then accelerate the computing speed MRAM based logic circuits (magnetic logic) were initiated in 2000 [18] and considered as a potential computing paradigm featuring high performances in terms of power, speed and area. Numerous academic and industry research groups joined this field since 2006 [19] [20] [21] [22] and some Magnetic logic circuits have been presented and successfully prototyped, such as Magnetic Look-Up- Table (MLUT) , Magnetic Flip-Flop (MFF) and embedded MRAM (eMRAM) as different levels of cache memory [15, 23, 24] . In this chapter, we describe an overview of the magnetic logic circuits and discuss their potential applications from both the physics and architecture points of view. We propose herein to give an overview of several applications that could be realized with MRAM technologies.
First we briefly introduce Spin-Transfer Torque (STT) switching approach of MRAM and present its fundamental physics to achieve high-speed computing. In the following, we review different designs of magnetic logic circuits. In the fourth section, we focus on the MRAM based FPGA (MFPGA) and at last we discuss the applications of magnetic logic circuits and the future integration of MRAM as cache memory with processors or microcontrollers.
Spin Transfer Torque (STT) RAMs

STT Based Magnetic Tunnel Junction (STT-MTJ)
Magnetic Tunnel Junctions (MTJ) is the basic cell of MRAM [8] . It is a nanopillar composed of two ferromagnetic (FM) layers and one oxide thin barrier (see Figure 2(a) ). As the magnetization direction of the two FM layers is either in parallel or anti-parallel, a MTJ shows two different resistance values R P and R AP . For practical applications, the magnetization direction of one FM layer is pinned as reference and that of the other ferromagnetic layer is free to be switched to store binary state [5, 9] .
As mentioned, a number of new MRAM switching approaches were investigated in order to replace FIMS and then expand widely its applications. TAS still requires two currents for the switching operation [11] : one passes through and heats the MTJ cell, and the other generates magnetic field to change the magnetization direction of free layer. This approach promises a number of advantages in terms of power, data reliability and scalability etc., which allow it suitable to be embedded as configuration memory in FPGA [25, 26] .
Spin Transfer Torque (STT) based devices [12, 13] are able to switch the free layer with only one low spin polarized current I switch , as shown in Figure 2(b) ). Thereby it promises naturally low power, small die area (22 nm technology node) and fewer masks for fabrication. Its switching speed is very fast (< 10ns) [27, 28] allowing fast logic circuits to be built such as NVFF. Furthermore, most of MRAM prototypes and commercial programs are based on this approach, which accelerate progressively its maturity. We believe that STT-MRAM could be the mainstream technology to manufacture magnetic logic circuits [15, 29] . Nevertheless, data thermal stability is a critical issue for STT-MRAM due to its planar anisotropy storage principle, which leads to important random sensing errors. 
Tradeoff between Power, Speed and Data Retention
For standalone memory applications, the thermal activation energy factor of STT-MTJ ξ = E/k B T should be more than 42 according to Equation 3 [30] to allow the data retention Rt longer than 10 years (thin dot line in Figure 2 ). The acceptable error rate here is as high as 10 −1 thanks to ECC circuits, which on the contrary cannot be embedded in cache memories and logic circuits to avoid performance degradation [31] . Figure 2 shows the relationship between Rt and ξ with lower error rate, 10 −3 for L3 cache memory and 10 −9 for NVFF. We can observe that ξ should be more than 48 and 61 for these two cases. However, for high-speed computing circuits, the Rt is not required to be longer than 10 years as the storage is often the intermediate transition between standalone memory and computing unit. If the needed Rt is 1 ms, ξ more than 35 is enough to ensure the logic operation. The equations governing the MTJ data retention can be written as follows,
where τ 0 is characteristic switching latency between two states=1 ns, R error is the acceptable error rate of data storage, k B is Boltzmann constant, T is the temperature, E is the energy barrier that separates the two magnetization directions, which depends on the saturation magnetic field M s , the shape anisotropy field H K and the volume V of free layer of MTJ nanopillar.
From the Equation 3, we can find that the activation energy E depends greatly on the anisotropy field H K , which is mainly dominated the shape of MTJ nanopillar. An elongated cell can provide relatively high H K , and then improve the thermal stability of MTJ (see Figure 4 ). These relationships are described by the equations below,
where a and b are respectively the length and width of MTJ nanopillar, N a and N b are the demagnetization factor along the longer a-axis and the shorter b-axis of the elongated cell, m is the length/width ratio. When a = b, N a = N b , which means that there is no shape anisotropy for in-plane MTJ if it is a circular. In STT-MRAM based non-volatile logic circuits, we can use different shapes of MTJ nanopillar to address different speed requirements based on the same magnetic process. For instance, we can use ξ =29, 43 and 50 (see Figure 4 ) for respectively NVFF, cache memory and main memory. One potential constraint of this approach is the sensitivity to process variation for the advanced technology node beyond 45 nm. As the shape of MTJ is mainly ellipse, its manufacture needs more precisely lithography techniques than the rectangular of CMOS fabrication.
Future Trends
With the miniaturization of the fabrication node (e.g. for lateral sizes of 40nm), data thermal stability becomes a critical issue for STT-MRAM due to its planar anisotropy storage principle, which leads to important random sensing errors. For standalone memory applications, this issue can be overcame through Error Correction Codes (ECC) circuits [31] ; however there isn't any efficient solution for logic circuits except for reducing the sensing current value and enlarging the sensing circuit area.
One solution is to use thermally assisted switching for spin transfer torque (STT + TAS) by using exchange bias effect in the MTJ nanopillar [11, 32, 33] , which may overcome completely the thermal stability issue of in-plane STT-MTJ. However this approach needs heating and cooling mechanisms for each switching operation, which slower greatly the speed and limit its speed to be around 10 ns. Thereby this solution cannot be suitable for high-speed computing.
Perpendicular anisotropy (PMA) based MTJ addressing this issue has been rapidly advanced [28] , which can significantly decrease the sensing error caused by random magnetization switching while keeping high R AP /R P ratio for sensing performance [29] . PMA MTJ is becoming the mainstream solution to overcome the thermal stability issue and attracts the most attention from both the academics and industries. The switching duration of PMA STT-MTJ is as well as reduced from 10 ns to about 1 ns, which Relationship between data retention duration R t and ξ . R t can be reduced to obtain low ξ (e.g. 35) while keeping low error rate. makes it the best candidate to build non-volatile high-speed computing circuits [34] . Furthermore, PMA can be obtained in a circular shape, which is less sensitive to the process variation unlike that of in-plane MTJ. Recently, it has been found that one can use the same stack configuration of in-plane MTJ (e.g. CoFeB/MgO/CoFeB, see Figure 2 (a)) to obtain PMA by controlling precisely the thickness of free layer, which should be from 1.0 nm to 1.3 nm [28] .
Lower ξ can linearly reduce the threshold switching current IC for STT-MTJ (see Equation 4) [28] , which can lead to the switching duration D t < 1ns while keeping the same Iswitch value (e.g. 300μA) according to the Equation 5 [27, 30] (see Figure 4 ). Thus this reduction of ξ implies the reduction of both power dissipation and switch duration. Higher density can be achieved with low I switch keeping the same speed, as the footprint of MRAM depends mainly on the current source for switching current, as shown below,
where α is the magnetic damping constant, e is the magnitude of the electron charge, γ is the gyromagnetic ratio, g is a function of the spin current polarization and the angle between the magnetization of the free and the reference layers, C is Euler's constant =0.577 for CoFeB/MgO/CoFeB nanopillar, μB is the Bohr magneton, P re f and P f ree are the tunneling spin polarizations of the reference and free layers, and m is the free layer magnetic moment. This study demonstrates that high computing speed > GHz and low power of embedded MRAM can be achieved at the same time from the physics point of view. For different applications (e.g. three levels of cache memory), its characteristics in terms of power, data retention and area are customizable through specific algorithms, circuits or architectural tricks.
For instance, in [35] , the authors explored these ideas by creating a cache hierarchy in which each level is constructed with a different data retention time. This was done by modifying the MTJ shape as described before. A data refresh scheme similar to the ones used normally in DRAM devices was added to this scheme.
In addition to this contribution, they also presented a multi-retention, 16-way L1 cache composed by one fast set, which has a retention time of just 26.5μs, and fifteen slow but highly nonvolatile sets. Write-intensive blocks are allocated in the first way, while the remaining blocks should be allocated in the regular cache sets. For this purpose, their system is able to keep track of the read/write operations done in the past to predict the best location for each cache line, and to migrate data between the low-retention and the high-retention portions of the cache memory. They claimed substantial energy consumption reduction while maintaining the same performance when comparing their implementation to a conventional all-SRAM cache implementation.
Magnetic Logic Circuits
A number of logic circuits based on MRAM have been presented and prototyped in the last five years. Some of them have been already under development by the industry towards practical applications. We have seen that from physical point of view we can address high computing performance with STT-MRAM, we propose here an overview and current status of these magnetic VLSI circuits. 
Magnetic Look-Up Table (MLUT)
We imagine that Magnetic Look-Up Table ( MLUT) could be proposed as replacement of the conventional SRAM based LUT in the FPGA circuits (see Figure 6 (a)) [36] . We propose here a new Non-Volatile, dynamic reconfigurable LUT based architecture. A non-volatile configuration point of MLUTs consists of an SRAM based Sense Amplifier (SA) associated with a couple of complementary MTJs [29] . FPGA circuits can be configured instantaneously and the high-speed SA ensures nearly the same speed as SRAM-LUT [19] [20] [21] [22] [23] [24] . Thanks to the small cell area and 3D integration of MRAM, multi-context can be easily implemented, allowing dynamical and run-time reconfiguration methods [26, 29, 37] . The first prototype of MLUT has been presented in 2009 based on 130 nm hybrid MRAM/CMOS process [21] .
Magnetic Flip-Flop (MFF)
MFF stores the intermediate computing data in non-volatile mode. It was firstly proposed in 2006 and the idea is to replace one of the master or slave parts by the circuit similar to a non-volatile configuration point [38] . In 2008, NEC presented the first prototype based on 0.15μm hybrid process and high performance up to 3.5 GHz was shown. MFF is expected to make low standby power for electrical appliances like LCD TV, PC and portable devices in the next years [23] . MFF is the key element to build non-volatile logic circuits and allows true instant on/off and zero standby power [29] .
As the switching of MRAM cell consumes always much more than a SRAM, two special techniques have been developed to reduce the switching power of MFF (see Equation 10 ), which should be operating at a very high frequency fswitch (>MHz) [38, 39] . One is checking point: MFF stores the intermediate data in MTJs with a manageable slow frequency (e.g. 1KHz) [40] and the other is "write before sleep": MFF stores the intermediate data in MTJs, as there is a request by user or in case of power failure.
Magnetic NAND/NOR/XOR Logic Gates
Magnetic non-volatile NAND, NOR and XOR logic circuits have been presented and demonstrated experimentally using different switching techniques [41, 42] . The intermediate logic computing is based only on magnetic signals, which reduces the transition times between magnetic and electrical signals through CMOS switching/sensing circuits. Nevertheless, magnetic signals are difficult to be propagated and reinforced in case of attenuation; thereby these circuits cannot be easily cascaded to build up complex logic circuits. Important breakthroughs are required to explore these logic gates for practical applications.
Magnetic Full Adder (MFA)
MFA, one of the innovative circuits based on hybrid MTJ/CMOS circuits, has been proposed to build ultra-low power high density ICs. However, as there is no Error Correction Codes (ECC) block for advanced magnetic logic circuits, high reliability becomes one crucial bottleneck following the miniaturization of fabrication node beyond 90 nm.
A new MFA design recently presented, which is based on Pre-Charge Sense Amplifier (PCSA) circuit [29] and logic-in-memory [43, 44] (see Figure 7) , has demonstrated a satisfying reliability performance. Thanks to the non-volatile data stored in MTJ, this MFA can also provide an instant ON/OFF to consume nearly zero static power. Moreover, the 3D integration of memory cell above logic circuits reduces significantly both the area cost and the interconnection delay between the power and area efficiency.
Other switching approaches like STT and domain wall motion [8] are also under investigation. Based on this MFA, more complex magnetic logic circuits like nonvolatile arithmetic logic unit (NV ALU) can be built up, which may be used as the elementary computing unit of a non-volatile CPU (NV CPU). This new processor presents great interest for low-power applications as it promises to overcome both the static and dynamic power consumption. 
Shift Register Based on Domain Wall
The recent progress demonstrated that the domain wall (DW) motion in a magnetic strip driven by a short spin-polarized current pulse is a promising technology to build up nonvolatile memory device with its low-power, high-speed, high-density performance. A shift register concept based on domain wall, which is the fundamental building block of magnetic racetrack memory, has been recently presented (see Figure 8 ) [45] .
Individual writing and reading MTJs are used to write and sense a series of data bits stored in the nanowire. The moving direction of the DWs depends on the current flow direction. It is the high velocity of DWs exceeding 100 m/s that makes it possible to be moved over distances of several micrometers within a few nanoseconds. Furthermore, as lower resistance can reduce the rate of breakdown and higher resistance can improve the sensing performance, the size of the read heads should therefore be smaller than that of the write heads to obtain the best switching and sensing reliability. By using this shift register based on current induced DW motion, some new digital circuits and architectures based on DW can be built up like configuration memory of FPGA circuit. Besides the magnetic logic circuits shown above, embedded MRAM dedicated to high-speed and low-power applications have been also developed [15, 24] . They are compatible with advanced logic fabrication process and are expected to be used as cache memory in processor and working memory in micro-controller to improve their performances and simplify the architectures [44] . Another potential application of MRAM is into the FPGA domain combining MLUT [29] and MFF [45] shown previously. In the next section we propose a new FPGA based on embedded MRAM.
Magnetic-RAM-Based FPGA (MFPGA)
This section summarizes detailed information about a full Magnetic FPGA design [20, 26, 37] and preliminary results are discussed. It is another typical example of the application driven by MRAM technology. The technology targeted is 130nm for CMOS part and 120nm for the TAS-MRAM cells.
Magnetic Tile Architecture. The MFPGA is an array of magnetic tiles (MTILE), each one containing an SBOX of 16 tracks and 4 Logic Elements (LE). These LEs are based on a LUT-4 and a Flip-Flop. A dedicated interconnection scheme with the SBOX is used to manage input/output of the LEs. Figure 9 describes the general architecture of the Tile, and the TAS-MRAM based logic elements such as runtime reconfigurable LUTs, multi-context LUT and the Magnetic Flip-Flop are further described in [37] .
To control the configuration Tile a specific configuration chain based on a serial register (scan chain) allows configuring directly the MRAM cells. In this way two configuration modes are available at same time, one in the SRAM part, and the other in the MRAM. At any time, it is possible to dynamically reconfigure each Tile by just configuring the MRAM cells. The reconfiguration time for a Tile is about 260 clock cycles for the CMOS scan chain, plus the time to configure the MRAM part (to transfer CMOS data into MTJ), which is about 200ns. Once the configuration is loaded in the MRAM part, the read time to apply the configuration to the user logic is done in just 4 ns.
Core Architecture. The core architecture of the FPGA is based on a 19x19 regular array of tiles. The general core architecture is presented in Figure 11 and its layout in Figure 12 .
The configuration time for the overall FPGA is about 93860 clock cycles plus time to transfer CMOS data to MRAM part. The dynamical reconfiguration granularity is done at the Tile level. In the same picture, the full layout of this FPGA is shown. For further details, refer to [37] . 
Embedded MRAM for Processor Applications
In this section, potential ideas of MRAM applications for microprocessors are analyzed, both for the processor core and for the memory hierarchy.
MRAM Applications for Processor Cores
In this context, the most straightforward idea is to replace all the SRAM-based registers by MRAM registers. The processor could then be turned-off while retaining its context. Conversely, a conventional processor would have to remain in sleep mode, consuming energy.
Since current MRAMs cannot perform as fast as SRAMs, a hybrid MRAM/SRAM cell was proposed in [38] . These registers keep their information stored as an electrical Another approach is to provide the operating systems with an infrastructure for context switching. Currently, this feature is available either by providing several register windows or by saving and restoring the register contents in the cache memory. MRAM-based multi-context registers [38] can be used to save multiple contexts locally, avoiding transactions with the cache hierarchy.
The third concept is to provide hardware support for rolling-back mechanisms. State rolling-back on its own is useful for dealing with unexpected system failures. By creating system checkpoints from time to time, one can then return to the last safe state by restoring the last checkpoint and continue from there onwards.
These checkpoints can also be stored in the multi-context register, in the same fashion of the context-switching implementation. As mentioned before, due to the use of magnetic storage, the snapshots are intrinsically radiation-hardened and protected against power supply failures. Should we provide a way to access the contexts without disrupting the current one, temporal redundancy could also be implemented on top of this infrastructure.
MRAM Applications for the Processor Memory Hierarchy
MRAM can also be used for building the processor memory hierarchy. As mentioned earlier, even though the MRAM density is between two and four times higher than the SRAM's, its access time is between three and ten times higher. When using the same silicon area for implementing both variations, the first might compensate the latter.
In [44] , for example, a 2 MB L2 SRAM Cache was replaced with an 8 MB L2 MRAM Cache, using roughly the same silicon fingerprint. In their particular case, the increase on the cache size was not enough to compensate the penalty due to the cache access delay. By employing write buffers and a novel cache access policy, they managed to achieve similar performance while reducing the power consumption by almost 74%. They also present a hybrid MRAM/SRAM cache organization, having 31 sets implemented in MRAM and 1 set implemented in SRAM. The write-intensive data is kept in the SRAM part, in order to mitigate the higher write delay. A method for determining which data is suitable for being placed in the SRAM set is also discussed.
We propose here a preliminary study on the impact of cache delays on the processor's performance, based on the SimpleScalar simulator [46] and the set of benchmarks Mediabench 1 [47] . This simulator implements a MIPS-like architecture, and the memory hierarchy can be fully configured in terms of capacity, access speed and access polices. Our goal was to determine whether replacing L1 SRAM caches by L1 MRAM caches, while keeping the same silicon fingerprint, is worthwhile.
SimpleScalar was configured to mimic a processor designed for embedded applications, such as LEON3 [48] . The baseline configuration is described in Table 2 . It consists of a single processor having a single cache level and a large external memory, assumption that can be considered for many systems.
Differently from our previous work in [49] , we assumed that the MRAM density is four times the SRAM's [50] . We are then comparing, for instance, a 4 KB SRAM-based cache with a 16 KB MRAM-based cache.
For this set of experiments, we assumed a latency of 3 clock cycles during each cache access. It means that the processor will stall upon each cache request, waiting for the data to become available. We also assumed a latency of 1000 cycles for the external memory to make the first word available, and 10 cycles for each subsequent word while doing burst reading [51] .
In Figure 13 , we compare a 1KB SRAM cache with a 4KB MRAM-based memory. We can see that the increase in capacity can easily compensate for the delay in such a case. Fig. 13 . Overview of the processor performance using low-capacity L1 caches In the same manner, as shown in Figure 14 , where a 128 KB SRAM cache is compared with its 512 KB MRAM counterpart, the latter shows comparable performance to the smaller, yet faster SRAM.
In order to generalize this conclusion, let us then define the CPI penalty as the increase in the CPI caused by replacing an SRAM cache with an MRAM cache using the same silicon area, as follows: !"#$ %&%#'(! Fig. 15 . Overview of CPI Penalty: best-case, worst-case and average of the Mediabench benchmarks' performance
Based on the CPI penalty , in Figure 15 , the best-case, the worst-case and the average performance over the benchmark set are shown as a function of the cache capacity. Given our assumptions are valid, MRAM does present a CPI gain rather than a CPI penalty for most cases. Once the cache capacity is large enough to contain the whole benchmark data, the CPI gain turns into a penalty which can no longer be compensated if no specific technique is employed.
Case Study: CJPEG
Based into the data analysis for the set of benchmarks, one was selected for a in-depth analyses, the CJPEG. The choice for this particular algorithm is because it is a datadriven benchmark performing a substantial number of access to the cache memories. Also for this particular benchmark, we performed the tests for different associativities 1,2 and 4-way caches. We also adjusted the delays of the cache latency, focusing on three and ten for the MRAM latency. Also is assumed as our reference that the SRAM has one cycle delay [52] [53] [54] [55] [56] [57] .
The Figure 16 and Figure 17 are depicting the two cases regarding delay of 1000 clock cycles for the first word been retrieved from the external memory [51, 58] and one cycle between subsequent words in burst. A latency of 1000 cycles is assumed to be more conservative, regarding the external memory access and the circuitry in the path to access it [59] .
This case study assumes that for the same silicon fingerprint the MRAM integration density is x4 in comparison to SRAM (for instance for 1KB of SRAM, meaning it is possible to integrate in the same silicon area a 4KB MRAM memory), considering also as parameter the associativity available to access to the cache memory (1, 2 and 4 way). All the results are normalized by the baseline SRAM-L1 of 1KB, delay of 1 cycle. This way we compare SRAM [1, 2, 4, 8, 16, 32 ,64]KB with MRAM [4, 16, 32, 64, 128, 256] KB. The comparisons are based into the CPI penalty, and CPI penalty is defined as specified in Equation 11 . Observing the Figure 16 (a) and Figure 16(b) , is possible to notice that an increase of seven cycles into the cache latency were necessary to affect the MRAM cache performance for sizes larger than 16 KB. We also note that the 1-way cache kept steady for sizes 16 and 32 KB despite the MRAM cache delays, this result is widely described into [53] . Similar results are observed in Figure 17 (a) and Figure 17(b) , for a different MRAM cache parameters, also in this case a delay of ten cycles between subsequent words are assumed for read burst from the main memory.
So the strategy of a n-way cache is interesting for caches larger than 16 KB. The SRAM despite the density of 4 times smaller than the MRAM (for the same silicon area) outperforms the MRAM for sizes larger than 32KB.
The cache size combined with the associativity have a relevant impact on the cache miss ratio. For this reason, MRAM obtained a better result, despite the higher access delay. But for caches larger than 16 KB we should use an additional mechanism to mitigate the MRAM delay, assuming the worst case scenario of ten cycles of cache latency.
So, when using an MRAM L1 cache in a microprocessor, the higher density mitigates the lower delay up to 64 KB in this particular experiment. For L1 caches beyond this capacity, the MRAM density itself is not enough to mitigate the delay.
For these cases one possible solution could be the usage of write-buffers, or a MRAM cache working in a higher frequency and phase-aligned. Another approach would be a hybrid MSRAM cell, for L1 cache, for L2 caches the access delay of the current state of the technology are not an issue, only adopting a L2 MRAM it already cuts the leakage current in 70% for a SoC as described in [44] .
Conclusions
This work presented both an overview of the currently available MRAM technologies and their applications for FPGAs and embedded processors. Apart from the innumerous advantages intrinsic to this technology, it was shown that the writing speed is still a concern for all of the currently available MRAM implementations.
Nevertheless, by either taking advantage of the higher MRAM density or by applying compensation techniques such as the "write-before-sleep", it is possible to achieve competitive performance with this technology.
We discussed the building blocks and demonstrated an implementation of an FPGA built over the MRAM technology. The FPGA has essentially the same architecture of a standard implementation, but for the basic cells, which were replaced by magneticbased elements.
Finally, a comparative study on MRAM applications for embedded processors was presented. It was shown that, despite of higher latency introduced by the magnetic memory cells, for caches up to a certain value (64 KB in our experiments) this problem is mitigated by the higher density of the MRAM. For some applications, we can even reach comparable-to-better performance with the MRAM counterparts.
Based on these results, we intend to continue our research towards the magnetic microprocessor and FPGA. One possible idea is to combine both on the same silicon die, using the FPGA as a dynamically reconfigurable accelerator. Specifically for processor, there are still improvements in the memory hierarchy to be done, aiming to further counterbalance the latency of nowadays MRAM implementations.
