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The readout of semiconductor spin qubits based on spin blockade is fast but suffers from a small
charge signal. Previous work suggested large benefits from additional charge mapping processes,
however uncertainties remain about the underlying mechanisms and achievable fidelity. In this work,
we study the single-shot fidelity and limiting mechanisms for two variations of an enhanced latching
readout. We achieve average single-shot readout fidelities > 99.3% and > 99.86% for the conventional
and enhanced readout respectively, the latter being the highest to date for spin blockade. The signal
amplitude is enhanced to a full one-electron signal while preserving the readout speed. Furthermore,
layout constraints are relaxed because the charge sensor signal is no longer dependent on being
aligned with the conventional (2, 0)− (1, 1) charge dipole. Silicon donor-quantum-dot qubits are used
for this study, for which the dipole insensitivity substantially relaxes donor placement requirements.
One of the readout variations also benefits from a parametric lifetime enhancement by replacing
the spin-relaxation process with a charge-metastable one. This provides opportunities to further
increase the fidelity. The relaxation mechanisms in the different regimes are investigated. This work
demonstrates a readout that is fast, has one-electron signal and results in higher fidelity. It further
predicts that going beyond 99.9% fidelity in a few microseconds of measurement time is within reach.
I. INTRODUCTION
There is a rapidly growing commercial interest in quan-
tum computing for applications such as optimization and
quantum chemistry. A number of companies are now
attempting to build small quantum bit (qubit) [1, 2] plat-
forms for conceptual testing. Quantum dot spin qubits
are of interest because of their promising coherence prop-
erties, the solid-state all-electrical control that can be
achieved and the potential to be built on the semiconduc-
tor fabrication platform already used for high performance
computing. Qubit control fidelities have been studied ex-
tensively and reached relatively low error probabilities
[3–8]. However, state preparation and readout errors have
yet to reach similarly low error levels [8–12]. Even though
fault tolerance thresholds lie at the 1% level for one error
correction round, individual components need to be much
better (approximately 0.1% error probability or better).
Spin qubit states can be measured using a spin-to-
charge conversion mechanism that maps spin states to
charge states using Pauli spin blockade, followed by read-
out with a charge sensor (CS) [13]. The minimum achiev-
able error in this readout depends fundamentally on two
time scales: the time needed to accurately distinguish
∗ Correspondance to: P.Collard@USherbrooke.ca
† Correspondance to: mscarro@sandia.gov
between two readout states and the lifetimes of those
states. For instance, to achieve a 10−3 error probabil-
ity, the measurement time should be roughly 103 times
shorter than the signal lifetime. Readout speed is also a
concern for the long-term viability of semiconductor spin
qubits. Readouts based on energy-selective tunnelling
events [14–17] have been shown to achieve < 1% error
probabilities. However, increasing the signal lifetime and
fidelity requires a reduced tunnel rate, which also makes
the readout slower. In contrast, the conventional spin-
blockade readout generates signal right away but suffers
from a smaller charge dipole signal instead of a full one-
electron signal [13]. This adversely affects the readout
speed and layout constraints.
Previous work has established that it is possible to im-
prove the signal amplitude using mappings to metastable
charge states [18–20]. However, some key questions re-
main. First, a single-shot readout using this enhancement
process has not been demonstrated. It is not clear that the
charge mapping process can be achieved with low-enough
error rate to achieve high-fidelity single-shot readout [19].
Second, it has not been demonstrated whether the signal
lifetime could also be enhanced via this charge mapping
process. It was reported that the expected signal enhance-
ment was not observed in one case [20], raising doubts
as to whether this process can be achieved with high
fidelity. Third, the mechanisms that limit the lifetimes
of the metastable states are still not understood, and a
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2comprehensive comparison of various alternative mapping
schemes is lacking.
In this work, we study two variations of an enhanced
latching readout mechanism, quantify the fidelity enhance-
ment for single-shot readout and clarify some important
error mechanisms. The work is performed using a silicon
quantum dot (QD) coupled to a single donor (D) atom
[21]. The two-electron QD-D system can be thought of
as a singlet-triplet (ST) qubit [22–24] in an effective dou-
ble QD configuration [25] where only one of the QDs is
connected directly to a charge reservoir [21]. This config-
uration produces latching (or hysteresis [26]) of the QD-D
charge state that can be harnessed to enhance the charge
detection [18–20] in two ways.
First, the spin states can be mapped to charge configu-
rations that differ by one electron. Compared to the small
dipole produced by the traditional readout, this creates
a much higher charge signal that is very easily detected
by the CS. We show that the CS then doesn’t need to be
aligned with this charge dipole, which enables detection
in configurations where the traditional CS signal would
vanish. This has profound implications in terms of design,
particularly for QD-D systems and multi-qubit systems
where conflicting layout constraints add-up [27].
Second, the latching behavior can extend the lifetime of
the charge signal by orders of magnitude by changing the
spin relaxation mechanism to a metastable charge relax-
ation one. Such an improvement can drastically improve
detection and could take fast single-shot readout fidelity
well into the (putative) fault tolerant threshold regime.
The improvement could be particularly pronounced in
materials like GaAs, where the spin blockade lifetime is
∼ 10 µs [28]. Previous work has identified slow tunnel-
ing or co-tunneling processes as limiting the metastable
charge lifetimes [20, 26]. Our work identifies a paramet-
ric dependence expected for a mechanism based on the
hybridization between the two effective QDs as the factor
limiting the lifetime in the readout region, allowing us to
identify an optimized readout regime. We identify two
variations of the enhancement process. While both share
the signal enhancement property, only one features the
parametric lifetime improvement.
We develop a model of the readout mechanisms. This
model is then used to analyze the single-shot experiments
and demonstrate that the enhancement process can lead
to an improvement in readout fidelity. We directly com-
pare the benefits of the enhanced latching readout with
those of the traditional spin-blockade readout by breaking
down errors into sequential processes that add together.
We leave out errors that could occur during the tran-
sit from separated electrons to the spin blockade region.
These errors are studied in other work [9, 25, 28, 29],
are common to all readouts and can be made sufficiently
small. We account for mapping errors from the additional
enhancement processes and from the final CS measure-
ment. We use these techniques to demonstrate a readout
fidelity > 99.86% in 65 µs, the highest reported for spin
blockade so far. Finally, it is worth noting that the results
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Figure 1. (a) Scanning electron microscope image of the gate
structure used to define the QD and CS. The blue overlay
indicates the approximate shape of the electron gas. The QD
is pushed to the right side and tunnel-coupled to a single
reservoir. Phosphorus donors have been implanted in a self-
aligned way at the location indicated by the red dot. Some
donors are tunnel-coupled to the QD. Gates CP and AG are
used to control the effective double-QD through voltages VCP
and VAG. (b) MOS device gate stack along the dashed line of
(a). (c) The QD-D system effectively forms a double-QD-like
system where D states have 0 or 1 electrons and have little or
no coupling to a charge reservoir. (d) Charge anti-crossing
between a QD and a D state. The absence of reservoir for the
D makes the charge states latch, which is made apparent by
reversing the sweep direction of the scan. The dashed lines
indicate where the equilibrium D ↔ lead transition should be.
Colour scale: dICS/dVCP (a. u.).
discussed in this work apply not only to donors but to
general ST and all-exchange qubit systems where such a
charge latching effect can be engineered. These include
Si [4, 30, 31], Si/SiGe [24, 32, 33] and GaAs/AlGaAs
[23, 34–36].
II. RESULTS
A. Experimental system
The experiments are performed in a silicon metal-oxide-
semiconductor (MOS) QD-D device in a dilution refriger-
ator [21]. A patterned poly-Si gate structure is used to
confine electrons at the Si–SiO2 interface and is shown
in Fig. 1(a-b). The device is electrically biased to form a
single electron transistor (SET) in the upper wire that is
used as a CS, and a few-electron QD in the lower wire.
The QD is asymmetrically biased such that it is cou-
pled to a single reservoir. The resulting system is shown
schematically in Fig. 1(c). Phosphorus donors have been
implanted in a self-aligned way at the location indicated
by the red dot. See the “Methods” section for details.
Some of the implanted donors are tunnel-coupled to the
QD and together with it form an effective double-QD-
like system where D states can accommodate a limited
3number of electrons (e.g. 0, 1).
The donors in this work are weakly coupled to charge
reservoirs. This inhibits relaxation to the charge ground
state via direct tunnelling. As a result, donor electrons
can instead go through the QD to exchange with the
lead (see e.g. Ref. [26] for a double QD version), which
can also be relatively slow. This gives rise to a charge
latching or hysteresis effect in charge stability diagrams,
as shown in Fig. 1(d). Here we denote QD-D charge states
by (NQD, ND), where NQD and ND are the number of
electrons on the QD and D, respectively.
The system is tuned around a (4, 0) − (3, 1) QD-D
transition. All the experiments are realized in this four-
electron charge configuration. The four-electron filling
increases the ST readout window, presumably through
valley shell filling. This donor-dot system behaves like
an effective, spin-blockaded (2, 0)− (1, 1) ST qubit and is
described in detail in Ref. [21]. Therefore, the two-electron
notation is used throughout the text.
Two different donors are featured in this work. Donor
1 is featured in sections II B through II E. It has a smaller
tunnel coupling (∼ 0.5 µeV) that is well suited to study
some of the relaxation physics detailed later. It also has
all readout variations working simultaneously, allowing for
a fair comparison of these variations. Donor 2 is featured
in section II F. It has a large tunnel coupling (& 20 µeV)
and exhibits coherent behavior. It is used to demonstrate
high single-shot readout fidelity.
B. Readout mechanism
We now show how the latching behavior of QD-D or QD-
QD systems can be harnessed to produce a spin readout
with very low error rate. To read out a ST qubit, one
typically starts with a (1, 1) state, as shown in Fig. 2(a-b).
Using fast voltage pulses on the device gates, the electron
configuration is brought from point A in (1, 1) to point P
in the Pauli spin blockade window [24, 37]. The (1, 1)S, T0
(or (1, 1)↑↓, ↓↑) states are mapped to either a (2, 0)S or an
excited (1, 1)T0 by rapid (or slow) adiabatic passage [25].
This process is known as Pauli spin blockade (PSB) spin-
to-charge conversion. The CS measures the difference in
charge configurations, although the net change of charge
between the two readout states is zero. For this readout
to produce a good signal, the CS needs to be somewhat
aligned with the charge dipole. The signal lifetime is
determined by the relaxation from the excited (1, 1)T0 to
the (2, 0)S ground state and is a major factor limiting
high readout fidelities. It is typically longer in Si than
GaAs systems due to the absence of piezoelectric phonons
at the relevant energies.
In Fig. 2(a-b), we detail two variations of an enhanced
latching readout (ELR), which we call the “direct” and
“reverse” variations. The schematics depict a charge anti-
crossing with the different charge regions identified. The
black thick lines mark fast ground-state transitions be-
tween the QD↔ lead and the QD↔ D. The dashed D↔
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Figure 2. (a-b) Two variations of the enhanced latching
readout (ELR). In a typical experiment, one would control
a ST qubit at point A, and pulse to point P in the Pauli
spin blockade (PSB) region for PSB readout (PSBR). From
there, an additional pulse to point M for measurement allows
the selective mapping of one of the PSB states to a different
charge occupation, therefore enhancing the amplitude of the
sensed charge signal. Because the D↔ lead tunnel rate is very
small, the corresponding line in the charge stability diagram
can be ignored. The thicker black lines represent relatively
fast transitions. A nice way to understand the cause of the
enhancement is that the excited state in the PSB region sees
a shifted anti-crossing; therefore it does not cross the same
QD ↔ lead transition lines as the ground state does when
going from point P to point M. (c-d) Energy levels and state
ladder at point M. The (1, 1)S (or (1, 1)↑↓) is mapped to
(2, 0)S through rapid (or slow) adiabatic passage from A to
P. From P to M tunnelling processes with the lead perform
the enhancement. The  and δ parameters can be used to
follow the energy detunings throughout the sequence. See
main text section IIB 3 for details. (e-f) A pulse sequence
where the M point is swept is used to image the edges of the
PSB and enhancement regions of donor 1. The measurement
is initialized with a random state and averaged over many
cycles. Colour scale: dICS/dVCP (a. u.).
4lead line does not play a role due to the charge latching
and can be ignored in the following reasoning. The PSB
region is contained between the (2, 0)S− (1, 1)S inter-dot
degeneracy line (black) and the (2, 0)T0 − (1, 1)T0 one
(blue). To take advantage of the charge enhancement,
one can pulse the gate voltages from point P to one of
the extensions of the PSB regions called “enhancement
regions” at point M. Because such a pulse crosses one of
the fast QD ↔ lead transition lines, the charge state is
rapidly and conditionally mapped to the corresponding
one depending on the state at P. This causes the total
number of electrons to differ by one, which generates
more signal than the PSB readout (PSBR) and is less
geometry-dependent.
1. Direct ELR
We define a direct ELR in which the (2, 0)S is mapped
to a (1, 0) state by tunnelling with the lead, as shown
in Fig. 2(c). The (1, 1)T0 is blocked from reaching the
(1, 0) ground state through (2, 0) by the PSB, and cannot
rapidly lose the D-side electron to the lead either due to
the charge latching. The limiting factor for the signal
lifetime is the same as for the PSBR. The signal ampli-
tude corresponds to one additional electron on the donor
instead of the (2, 0)− (1, 1) dipole of the PSBR. We note
that the term “direct” is coined because it is possible for
the pulse trajectory to go directly from A to M without
the detour by P. While optional for readout, this detour
can be useful for qubit control or readout comparison (as
in this work).
We can experimentally reveal the edges of the enhance-
ment and PSB regions (i.e. readout windows) in Fig. 2(a)
by preparing a random state at point A and varying the
location of point M in an averaged measurement, as shown
in Fig. 2(e). The random state is obtained by loading a
(2, 0)S, performing rapid adiabatic passage through the
inter-dot transition, then waiting longer than the coher-
ence time of the qubit. The voltage is pulsed to point P,
then to point M. The location of point M is varied to im-
age the charge regions. The time spent at M is the longest
in the pulse sequence, and therefore the signal originates
mostly from the charge state at M in this averaging mode.
2. Reverse ELR
In the reverse variation, it is the (1, 1)T0 state that is
mapped to a (2, 1) state by tunnelling with the lead, as
shown in Fig. 2(d). The CS signal is again equivalent
to a one-electron difference on the donor. In contrast
with the direct ELR, this configuration has the significant
advantage that the mechanism limiting the lifetime of
the signal is transferred to a charge relaxation one that
is no longer dependent on the traditionally-limiting PSB
relaxation. This can be a significant advantage in any sys-
tem, and particularly so in GaAs where the PSB lifetime
poses significant challenges [28]. This charge relaxation
mechanism is discussed further in section II E.
We experimentally reveal the edges of the enhancement
region using a similar technique as in the direct case. The
results are shown in Fig. 2(f).
3. Conditions for enhancement
The state diagrams in Fig. 2(c-d) show important states
involved at point M and the transitions between them.
The solid lines are used for relatively fast processes, and
the dashed lines for relatively slow ones. Blue lines link
states involving direct transitions, while red lines represent
indirect transitions suppressed by the weak D ↔ lead
tunnel rate (typically Hz in this work).
For accurate mapping, the QD ↔ lead tunnel rate
(typically MHz in this work) must be fast compared with
the measurement time. In the direct ELR variation, a
slow (2, 0)S → (1, 0) event can look like a fast (1, 1)T0
decay. In the reverse variation, a slow (1, 1)T0 → (2, 1)
rate can compete with the conventional PSB relaxation
rate and introduce a branching process that limits the
conversion efficiency.
Indirect transitions can limit the metastable lifetime.
For the direct ELR variation, a small (2, 0) admixture in
the (1, 1) metastable state can lead to a transition to the
(1, 0) ground state via direct QD ↔ lead tunnelling. For
the reverse ELR variation, a small (1, 1) admixture in the
(2, 0) metastable state can similarly lead to a transition
to the (2, 1) ground state. Evidence for this mechanism
is presented in Sec. II E.
In the limit of a weak admixture mechanism, the
metastable state in the direct ELR variation can still
decay through the same triplet-singlet mechanism that
limits the PSBR, following the path: (1, 1)T0 → (1, 1)S →
(2, 0)S → (1, 0). In this case, the metastable lifetime for
the direct ELR variation will be comparable to the life-
time of the triplet state for PSB decay, although this
readout will still benefit from an improved signal contrast.
In contrast, in the reverse ELR variation, the metastable
lifetime of the (2, 0)S state can be parametrically longer
than the (1, 1)T0 lifetime for the PSBR, allowing for an
improved lifetime in addition to an improved contrast.
Errors produced by the competition between the dif-
ferent intended and unintended transitions rates are dis-
cussed further later in the paper.
C. Fidelity/error metric
We use the average readout fidelity F¯ = 1−e¯ as a metric,
where e¯ = (eS + eT )/2 is the average error probability
for singlets and triplets. Since the scope of this work
is to compare the benefits of the ELR with those of
the traditional PSB readout, we account for errors that
accumulate after the arrival at point P in the PSB window
and neglect errors that could occur during the transit from
5(1, 1) to the PSB region. We account for the additional
errors that can occur from P to M as a result of the added
complexity and pulses required for the ELR. We call these
mapping errors e¯map (these do not apply to the PSB
readout). After the pulse arrival at point M, the CS state
discrimination process is started, which can also produce
errors. We call these measurement errors e¯meas. For
small errors, the total error e¯tot from composed sequential
processes can simply be added, e¯tot = e¯map+e¯meas (see the
Supplementary information section “Error composition
formula”).
D. Direct comparison between readouts
We use the donor 1 anti-crossing featured in Fig. 2
to compare the characteristics of the readout variations.
The data is acquired in a short period of lab time using
the same nominal conditions to allow a fair comparison.
Donor 1 had an inter-dot tunnel coupling large enough to
allow adiabatic charge transfer (∼ 0.5 µeV), but only with
slow detuning ramps (∼ 10 µs). Nevertheless, it allows
us to compare the PSBR and the two ELR variations
under the same experimental conditions. In particular,
we extract relaxation times, mapping errors, and signal
enhancements. We do not report the measurement errors
of the readout for donor 1. This is done in the subsequent
section for donor 2.
Using long single-shot readout traces, we can measure
the state relaxation and excitation times Trel and Texc
in the different regions [38]. The procedure is similar to
that described in the Supplementary information section
“Estimating the relaxation time”. As previously discussed,
these times set an upper bound for how fast one should
measure to achieve high fidelity. We show the results in
Tab. I and Fig. 3. The results clearly show the benefits of
the modified reverse ELR relaxation mechanism, which
increases Trel by a factor of over 100.
As mentioned in section II C, both the direct and reverse
variations suffer from mapping errors. In the case of the
direct ELR, a slow (2, 0)→ (1, 0) transition can look like
a fast T0 decay and cause an error. In the case of the
reverse ELR, a branch in the process ladder results in a
mapping error for the triplet of
emap,T =
Γ(2,0)S←(1,1)T0
Γ(2,0)S←(1,1)T0 + Γ(2,1)←(1,1)T0
. (1)
In the present experiment, this mapping error is of the
order of 0.1%, larger than the mapping error of order of
0.01% for the direct ELR (see Tab. I). However, further
optimization of the system parameters (e.g., the loading
rates) could bring this error source to a negligible level.
The effect of the charge enhancement can also be seen
in the amplitude of the signal, while the noise remains
the same.
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Figure 3. (a-d) Relaxation/excitation time versus the detun-
ing  for the different readouts on donor 1. The data is taken
along detuning cuts schematized in (a). Non-negligible excita-
tion times are only observed in the PSBR case. For the ELR,
excitation is strongly suppressed by the large δ > 100 µeV
energy cost (see Fig. 2). The fit in (b) corresponds to a sim-
ple relaxation model where the metastable relaxation rate
ΓMS = Γ(2,1)←(1,1)β
2 and β ≈ tC/ from the inter-dot tunnel
coupling tC (full gap).  is calibrated with the measured lever
arm parallel to the QD ↔ lead transition (32.4 µeV/mV),
and the QD loading rate Γ(2,1)←(1,1) = 2.56 MHz is mea-
sured independently. The fit yields tC = 0.54 µeV. This
value is consistent with independent measurements through
diabadic/adiabatic passage experiments.
Table I. Comparison of readout parameters between the PSBR
and the two ELR variations for donor 1. Parameters are
measured using methods described in sections IIC, IID, II F
and the Supplementary information. The effect of the different
relaxation mechanism of the reverse ELR can clearly be seen
as it makes the relaxation time over 100 times longer than
the PSBR and over 30 times longer than the direct ELR.
However, it is important to account for the branching ratio
error contribution to e¯map, which for these specific QD loading
and relaxation rates can limit the benefit of the larger and
longer signal. Optimizing loading rates could reduce this to a
negligible level. While the direct ELR improves the lifetime
only moderately (∼ 3 times more than PSBR) compared to
the reverse ELR, it can still be very useful by reducing the
time required for the readout due to the larger signal and
typically has a smaller e¯map due to the unloading rates being
faster than the loading rates.
Readout Trel e¯map Signal
PSBR 300± 80 µs 0% 163 pA
direct ELR 940± 60 µs 0.007% 228 pA
reverse ELR 31± 2 ms 0.07% 220 pA
6E. Charge-admixture relaxation mechanism
In Sec. II B 3, we introduced a charge-admixture relax-
ation mechanism. In this section, we present evidence for
this mechanism. The effect is most clearly observed in
the reverse ELR Trel data, see Fig. 3(b). We find that
it fits a simple relaxation model based on the hybridiza-
tion between the (2, 0)S and (1, 1)S states and correctly
predicts tC based on independently measured parame-
ters. Next, according to the schematic of Fig. 2(a), the
edges of the readout window should align with those in
the PSB region. Experimentally, we find that these are
offset a certain amount towards the (1, 1) region in the
direct variation (Fig. 2(e)) and towards the (2, 0) region
in the reverse variation (Fig. 2(f)). The offset increases
as the measurement time is made longer. Finally, we
typically observe that the charge latching lifetime during
the readout is several orders of magnitude shorter (in
this case, ms) than the D ↔ lead tunnel rate far from
the anti-crossing (in this case, s). Since the enhanced
relaxation occurs near the inter-dot degeneracy line (e.g.
in the PSB readout window), it can be unnoticed in large
charge-stability diagrams.
F. High-fidelity single-shot readout
We now demonstrate that the ELR can achieve higher
fidelities than the PSB readout using optimized device pa-
rameters and a different donor, called donor 2. The pulse
sequence is shown in Fig. 4(a). As described previously,
an averaged measurement technique can be used to image
the edges of the readout window, see Fig. 4(c). Using
methods described in Ref. [21], we show that this anti-
crossing can produce hyperfine-driven coherent rotations
between the S and T0 states, see Fig. 4(b). The visibility
of the rotations is low due to experimental bandwidth
limits in the pulsing lines (∼ 10 ns resistance-capacity
(RC) constant), which prevented us from reaching the
rapid adiabatic passage regime. However, these rotations
are presented solely as a justification that the parameter
regime chosen for the readout demonstration is appropri-
ate for a ST qubit.
To characterize F¯ , we perform an experiment where we
prepare singlets and triplets at random and analyze the
process chains for the PSB readout and the direct ELR.
Specifically, we first look at errors occurring once the M
point is reached. We use this experiment and various
others to characterize the parameters of the system (e.g.
tunnel rates, relaxation times) and use this information
to calculate additional errors e¯map.
1. Measurement errors
We show single-shot time traces for the two readouts
in Fig. 5(a-b). They are acquired using the same nomi-
nal conditions under a short period of time to allow the
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Figure 4. (a) Anti-crossing of donor 2 (no pulse applied) and
pulse sequence used to demonstrate the high-fidelity direct
ELR. Colour scale: dICS/dVCP (a. u.). (b) This QD-D anti-
crossing can produce low-visibility hyperfine-driven coherent
rotations as in Ref. [21]. The visibility is limited by the low
bandwidth of the pulse compared with the tC and effective
magnetic field difference ∆Bz. (c) An averaged measurement
technique is used to image the edges of the enhancement region
by varying the location of the measurement point.
best comparison. We define a time t0 where point M is
reached. An approximately 90 µs rise time can be seen
in the traces. This is because the readout line has an RC
filter that delays the response. As a result, the signal at
the beginning of the cycle has memory of the previous one
(not shown). This is not ideal and will be addressed in
future experiments, although it does not impact our anal-
ysis for this particular experiment. We note that we have
subtracted a large systematic 820 Hz signal created by
the turbo pump on the refrigerator. It is possible to do so
because the amplitude and phase are consistent over time,
making them predictable in real time using e.g. a Kalman
filter [39]. Using post selection, we can determine the
average signal for each of the singlet and triplet signals.
These are shown as red and blue thick lines in Fig. 5(a-b).
The remaining noise on these traces is well modeled by a
Gaussian fit, as shown in Fig. 5(c-d). We observe that the
noise is the same for the two readouts, but the signal am-
plitude is 3.7 times bigger for the ELR case. Using traces
of longer duration, we can extract the relaxation rates for
the excited and metastable states. We then plot the error
probability as a function of the time needed to determine
the state associated with the signal in Fig. 5(e). The
details of the single-shot processing are given in the Sup-
plementary information section “Processing of single-shot
charge readout traces”. The error probability initially goes
down as more time allows a more accurate determination.
Moreover, it takes a non-negligible amount of time for
the two signals to separate from one another. At longer
times, relaxation/excitation events become dominant and
limit the error probability. For the PSB readout, we find
Trel = 15 ± 3 ms and Texc ∼ 300 ± 200 ms. The excita-
tion events are rare but not negligible for our low error
levels. The excited state population is greater than what
is expected from the electronic temperature. This could
indicate heating from the pulses or excitations driven by
the proximity of the anti-crossing. For the direct ELR, we
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Figure 5. (a-b) Single-shot time traces for the PSB readout
and ELR of donor 2. The enhancement in signal is clearly
visible for the ELR case. (c-d) Probability density of finding
a certain CS current after the signal is stabilized for a 10 µs
time bin. It shows the enhancement in signal while the noise
magnitude stays the same and is well modeled by a Gaussian
fit with standard deviation 26.8 pA. (e) The error probability
e¯meas first decreases as the readout duration is increased due
to the reduced effect of noise in the state estimation. If the
duration is too long, errors from the relaxation/excitation
become the dominant source. The ELR shows a factor of
8 enhancement in charge measurement error, 2.3 reduction
in measurement time, and 3.7 improvement in signal. The
limiting factor to the detection time is the limited bandwidth
of the system which introduces a significant rise time to the
signal, despite the large signal-to-noise ratio of the ELR for
10 µs time bins. This suggests large improvements are still
possible.
find Trel = 40±4 ms and Texc ∼ 7 s (from the rare events
available). The excitation is found to be negligible for the
enhanced case, which is consistent with the larger energy
gap that separates the states. The reduction in charge
excitation is yet another benefit of the ELR. The time
required for determining the charge Tmeas is reduced from
150 µs in the PSB case to 65 µs in the ELR case, limited
by the signal rise time. This 2.3 times improvement is
possible because of the larger signal. This in turn reduces
the e¯meas from 0.7± 0.1% to 0.088± 0.008%, a factor of
8 improvement.
Table II. Comparison of readout parameters between the PSBR
and the direct ELR for donor 2. The reverse ELR was not
performing well in this case because the metastable lifetime
was short. We suspect this could be caused by the larger
inter-dot tunnel coupling. Despite this, the direct ELR worked
well. We repeatedly see the charge latching get softer as the
total electron number goes up, like in Yang et al. [26]. We
hypothesize that this can be favorable to the direct ELR in
the donor 2 case since it involves states with fewer electrons.
Readout Trel Tmeas Signal e¯map e¯meas e¯tot
PSBR 15 ms 150 µs 121 pA 0% 0.7% 0.7%
direct ELR 40 ms 65 µs 444 pA 0.048% 0.088% 0.136%
2. Mapping errors
Mapping errors are in general summarized by the vari-
ous arrows of Fig. 2(c-d) that can lead to incorrect infer-
ence of the spin state. A complete assessment of these
processes needs to account for relaxation, excitation, tun-
nel rates, and pulse sequence parameters/trajectory. The
various processes contributing to e¯map are detailed in the
Supplementary information section “Mapping error for
high-fidelity result of donor 2”. We find e¯map = 0.048%.
This comes mostly from a 20 µs ramp that is used to
make sure that the pulse trajectory is carefully followed
and is necessary because of the low bandwidth of the AG
gate. This could be improved and virtually eliminated
with system optimizations.
Combining these errors together, we find an average
error probability of e¯PSBR = 0.7% and e¯ELR = 0.136%.
The results are summarized in Tab. II.
3. High-fidelity singlet preparation and readout
As a complementary test, we measure the state prepa-
ration and measurement errors for pure singlets. High-
fidelity singlet states are prepared by loading the (2, 0)
ground state, then measured using the pulse sequence
described in Fig. 4a. We find very few triplet counts,
corresponding to a small eS < 0.1% over 105 cycles. This
result is consistent with the stated readout fidelity.
III. DISCUSSION
A. What is the best readout?
It is worth noting that the best readout to use depends
on the specific details of the system. The variables to
consider are the lifetime enhancement and the mapping
error overhead. For instance, in GaAs the PSB relaxation
time is typically∼ 10 µs and fast radio-frequency readouts
can measure in ∼ 1 µs [28]. Such a case could clearly
benefit from the lifetime enhancement of the reverse ELR,
8even at the expense of extra mapping errors. In Si, this
relaxation time can be tens of milliseconds. In such a
case the better option can be either direct or reverse
ELR, depending on the mapping errors and the degree
of lifetime enhancement. In this work, the direct ELR
performed better for donor 2. However, taking advantage
of the parametric lifetime enhancement of the reverse
ELR could further improve the fidelity. With really fast
charge readout capabilities, the mapping errors can easily
become a limiting factor.
The reverse ELR changes the relaxation mechanism
from a spin one to a charge-metastable one. In cases like
donor 1, this can lead to dramatic improvements of the
lifetime of the signal, as is proved for the first time in this
work. We also have identified that the factor limiting this
charge lifetime is charge hybridization (see section II E).
This can also lead to the suppression of the charge lifetime
in the spin blockade region, particularly for strong tunnel
couplings (see Tab. II caption).
B. How much signal enhancement?
The degree of signal enhancement depends on the sys-
tem geometry. In this work, we focused on cases where
the inter-dot transition is visible, which enables the per-
formance comparison. We have observed improvements
of 1.4 and 3.7 times for our two donors. Importantly, we
have also used the ELR on both donor-dot and double-
QD qubits when the inter-dot signal vanishes due to the
alignment of the charge dipole. In those cases, the signal
(and fidelity) enhancement is very large, because readout
is otherwise not possible using the traditional PSBR.
C. Other ELR variations?
There are other variations of the ELR. In this work, the
two-electron state has the electrons on the QD that has
direct access to a charge reservoir. Interchanging which
QD has the two-electron state is expected to also inter-
change the lifetime properties of the direct and reverse
ELR variations.
D. Conclusion
In summary, we have demonstrated that the enhanced
latching mechanism described in this work can achieve
high-fidelity single-shot readout for a spin qubit. The
cost in fidelity due to the charge enhancement processes
can be optimized such that the overall fidelity of the pro-
cess is improved. This is done through direct comparison
between the conventional PSBR and the ELR. We demon-
strate a readout fidelity > 99.86% in 65 µs, the highest
reported so far for spin blockade. Total readout time is
limited by the readout circuit and could be reduced using
cryogenic amplification techniques.
A central contribution of this work is to elucidate criti-
cal microscopic mechanisms that contribute to errors in
the ELR. Therefore, it provides guidance to improve the
fidelity beyond 99.9%. In particular, we discuss two vari-
ations of the ELR that each have benefits and tradeoffs.
Both variations improve the fidelity by improving the
signal amplitude. In addition, one is shown to replace
the spin-relaxation mechanism by a charge-metastable
one. This can improve the signal lifetime by a factor
over 100. The metastable charge lifetime is limited by
the hybridization between the (1, 1) and (2, 0) states that
occurs near the anti-crossing due to the tunnel coupling.
Finally, we also highlight that the enhancement process
also relaxes restrictions on the CS layout considerably.
Conventional PSBR requires careful alignment of the
CS with respect to the (2, 0) − (1, 1) dipole transition.
This alignment can be particularly challenging in the
donor-based qubit system demonstrated in this work. The
benefits are applicable to any QD qubits as well.
IV. METHODS
A. Device
Electrons are confined in a 2D electron gas at the
interface between an epitaxial enriched 28Si layer with
500 ppm residual 29Si and a 35 nm gate oxide. Highly
n-doped poly-silicon gates are patterned on top of the
gate oxide using low pressure chemical vapor deposition
and plasma etching [40]. The gate structure is shown
in Fig. 1(a). These are used to accumulate electrons
in an enhancement mode by applying a positive voltage
or deplete electrons with negative voltages. Phosphorus
donors are implanted in a PMMA resist window that
overlaps with the AG gate on both sides of both wires,
but only the donors near the red dot in Fig. 1(a-b) are
important for this work.
B. Charge sensing and measurements
Experiments are performed in 200 mT (donor 1 data)
and 300 mT (donor 2 data) in-plane magnetic fields. The
measured electron temperature is 207 mK. For charge
stability diagrams, the current through the CS ICS is
measured at 0 V DC bias with a lock-in measurement
using an AC excitation of 40 µV RMS (donor 1 data) and
100 µV RMS (donor 2 data) at 454 Hz. The derivative of
the CS current is taken to show the sharp steps indicating
charge transitions in the QD-D system. The oscillating
background in charge stability plots is the Coulomb peaks
of the CS. The ST splittings were measured to be 94 µeV
(donor 1 data) and 222 µeV (donor 2 data).
9C. Pulsing and single-shot
For single-shot measurements, the CS is DC-biased
with voltages of 100 µV (donor 1 data) and 60 µV (donor
2 data). For the donor 2 data the CS was tuned to
have a very narrow and conductive peak to maximize the
response. The pulses are applied to the device using a
Tektronix AWG7122C arbitrary waveform generator. The
pulses are applied through a room-temperature RC bias
tee. Waveforms are generated so that all target points
are fixed relative to the charge stability diagram except
for some parameters that are swept (e.g. measurement
point location). The single-shot current traces are filtered
through an RC cryogenic filter, amplified using a DL 1211
current pre-amplifier, and measured using a Keysight
DSO-X 4104A oscilloscope.
D. Tunnel rates
The QD ↔ lead loading/unloading rates are
2.56 MHz/22.6 MHz for donor 1 and 14 kHz/400 kHz for
donor 2. The full-gap QD-D tunnel couplings tC are
∼ 0.5 µeV = h × 120 MHz for donor 1 and & 20 µeV =
h× 4.8 GHz for donor 2 (here h is the Planck constant).
The D ↔ lead direct tunnel rates are > 1 s for both
donors.
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Supplementary information for:
High-fidelity single-shot readout for a spin qubit via an enhanced latching mechanism
S1. ERROR COMPOSITION FORMULA
In this section, we derive formulas for the composition
of classical and independent error processes in series. We
assume two classical states S and T . Let eS and eT be the
probability that S flips to T , and T flips to S, respectively.
We define an average error probability e¯ = (eS + eT )/2.
Let e¯′ = (e′S+e
′
T )/2 be the error probabilities for a second
process occurring in series after the first process. The
total error of these two processes in series is such that
e′′S = v
′eS+e′S , e
′′
T = v
′eT +e′T , with v
′ = 1−e′S−e′T . The
total average error probability is then e¯′′ = e¯′ + e¯− 2e¯′e¯.
If e¯′, e¯ 1, the second order term can be neglected and
the average errors simply add, e¯′′ ≈ e¯′ + e¯.
S2. MAPPING ERROR FOR HIGH-FIDELITY
RESULT OF DONOR 2
The visibility of the ST rotations allows to estimate
the inter-dot tC to be & 20 µeV (full gap at degeneracy
point).
Next, we look at the unload rate of the (2, 0)S state,
Γ(1,0)←(2,0)S . Using a detailed model for excited state
spectroscopy, we extract a lower bound for this rate and
find 1/Γ(1,0)←(2,0)S < 2.5 µs. We estimate that for t−t0 =
13 µs, and knowing that when t0 is reached the system
has already spent 10 µs in the (1, 0) region due to the
ramp, the probability for a singlet to be read out as a
decaying triplet is < 1× 10−4. This adds a rather small
delay to the charge signal in a < 1×10−4 number of cases
(for singlets only) compared to other error sources. It is
therefore not a significant error source.
The possible decay of triplets before t0 can also be a
source of errors. Those decaying after are accounted for in
the measurement error e¯meas. For this experiment we use
a fairly long 20 µs ramp to go from P to M. This is done
to make sure that the pulse trajectory is carefully followed
and is necessary because of the low bandwidth of the AG
gate. This could be improved and virtually eliminated
with system optimizations. The system spends 10 µs in
the PSB region before crossing over to the enhancement
region. This allows for some triplets to relax to singlets
and some singlets to be excited to triplets before the
enhancement. Considering the relaxation/excitation rates
found in the PSB readout, this process adds a eT =
0.67×10−3 and eS = 0.033×10−3 error probability before
the enhancement region. In the enhancement region, the
triplet decay probability is estimated using the decay
rate in the enhanced region, and is eT = 0.25 × 10−3.
The singlet excitation before (2, 0)S is mapped to (1, 0)
is given by a branching ratio between Γ(1,0)←(2,0)S and
Γ(1,1)T0←(2,0)S and is eS = 0.01× 10−3.
Finally, we look at thermal excitation of (1, 1)T0 into
(2, 0)T0 followed by an immediate decay into (1, 0). We
suspect from the long lifetime measured that this is not an
issue. We nevertheless estimate through detailed balance
that the excitation rate is 0.1 × 10−3 × Γ(1,1)T0←(2,0)T0 .
Though we do not measure this rate, if we assume it is
governed by a similar mechanism as PSB relaxation, it
should be several seconds and therefore negligible.
The total average mapping error is therefore 0.048%.
S3. PROCESSING OF SINGLE-SHOT CHARGE
READOUT TRACES
A. Removing unwanted signal from turbo pump
The acquired single-shot readout traces were distorted
by a periodic signal of frequency ∼ 820Hz generated by a
turbo pump. This signal complicates the interpretation of
the readout statistics. While it would be ideal to directly
isolate the readout chain from this spurious signal, here
we show that we can demonstrate single-shot readout
capability even when it is present.
Since the signal is periodic, we can expand it in a
Fourier series:
sTP(t) =
∞∑
k=1
Ak cos [2pikft+ φk] (S1)
where f ≈ 820Hz is the pump signal frequency and where
Ak and φk are the amplitudes and phases of the pump
signal harmonics. We wish to estimate the parameters f ,
{Ak}, and {φk}.
Since the pump signal period is smaller than but com-
parable to the duty cycle of the single-shot readout, we
need to estimate the parameters in Eq. (S1) over many
such cycles while tracking the phase of the oscillations.
Figure S1a shows a subset of ∼ 18 single-shot readout
cycles for the Pauli spin blockade readout of Sec. II F. To
isolate the effect of the pump signal from the readout sig-
nal, we postselect time intervals within each cycle where
the charge state has relaxed and where the initial tran-
sient response of the charge sensor (seen in Figs. S2a-b)
has disappeared. More precisely, we first select cycles
for which the time-averaged current over a pump period
and the maximum charge sensor current on the period
are both below a threshold (chosen intermediate between
the two charge sensor readout signals). For each of these
cycles, we keep a short time interval at the end of the
cycle where the initial transient response of the charge
sensor has disappeared. These time intervals are shown in
Fig. S1a. We then subtract the average charge signal of
the selected time intervals to obtain a pump signal of the
form in Eq. (S1), as illustrated in Fig. S1b. We perform
a similar analysis for the enhanced latching readout.
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Figure S1. (a) A few (∼ 18) single-shot readout cycles (dashed
black line). For each cycle, we extract a time interval where
the charge state has relaxed and where the initial transient
response of the charge sensor has disappeared (solid blue line).
(b) Resulting measured turbo pump signal (solid blue line)
and fit obtained using the Kalman filter (dashed black line).
To maintain real-time single-shot readout capability, it
is desirable to have the ability to remove the pump signal
in real time. We show that this is possible by fitting the
extracted pump signal to Eq. (S1) over a large number of
cycles (typically & 103) using an extended Kalman filter.
The extended Kalman filter performs a least squares fit
to Eq. (S1) in real-time, demonstrating the ability to
estimate and remove the turbo pump signal on-the-fly.
The fit accurately reproduces the measured signal, as
can be seen in Fig. S1b. We find that it is sufficient to
keep the first 5 terms in Eq. (S1). We also find that the
pump signal parameters do not drift substantially over
the acquisition period.
Finally, we subtract the fitted signal from the entire
readout sequence. The resulting single-shot readout traces
are those shown in, e.g., Fig. 5(a-b).
B. Estimating the charge sensor signal and noise
Estimating the charge readout fidelity requires a precise
understanding of the charge sensor signal and noise con-
ditioned on the initial charge state. To characterize the
signal and noise for each state, we postselect the single-
shot readout cycles for which no relaxation or excitation
Figure S2. (a-b) Single-shot traces postselected on the absence
of relaxation or excitation (solid black) for the Pauli spin
blockade readout of Sec. II F. We also show the mean signal
for the (1,1) charge state (solid red) and the (2,0) charge state
(solid blue). The persistent slant in the sensor response is
attributed to a bias-tee transient, as discussed in Sec. S3C.
(c-d) Covariance matrices of the noise postselected on the (1,1)
charge state, (c), and on the (2,0) charge state, (d). Time
is measured from t0, the time of arrival at the measurement
point.
occurs. For this, we select readout cycles for which the
maximum (minimum) charge sensor current over the time
interval where the two charge signals can be discriminated
is below (above) a threshold (chosen to be intermediate
between the two charge sensor readout signals). The two
sets of postselected traces are illustrated in Fig. S1a-b for
the Pauli spin blockade readout of Sec. II F. We perform
the same analysis for the enhanced latching readout.
From the postselected traces, we can immediately ex-
tract the mean sensor signal, as shown in Fig. S2a-b. We
then verify that the noise has Gaussian statistics by mak-
ing a histogram of the fluctuations of the charge sensor
current around the mean (see Fig. 5(c-d) in the main
text). Gaussian noise is completely characterized by its
covariance. We thus calculate the covariance matrix of the
noise for the two possible charge states. As illustrated in
Fig. S2c-d, the covariance matrices capture non-stationary
features of the noise (greater noise during the finite signal
rise time) and non-Markovian features of the noise (oscil-
lations along the off-diagonal of the covariance matrix).
We account for all these features in our charge readout
fidelity estimate (see Sec. S3D).
C. Estimating the relaxation time
The charge readout fidelity is ultimately limited by
the finite integration time set by the relaxation and ex-
citation processes. Suppose the charge sensor signals for
both possible initial charge states, say |+〉 and |−〉, are
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constants I+ and I−. We can then extract the relaxation
rate Γrel. from |+〉 to |−〉 and the excitation rate Γexc.
from |−〉 to |+〉 by fitting the ensemble average of the
single-shot readout traces, 〈ICS(t)〉, to an asymmetric
telegraph process:
〈ICS(t)〉 = Ae−Γt +B,
Γ = Γrel. + Γexc.,
B =
Γexc.
Γ
I+ +
Γrel.
Γ
I−.
(S2)
Note that Eq. (S2) assumes that the charge dynamics
involves only two states. Depending on the system pa-
rameters (such as detuning, tunnel coupling, or donor
hyperfine coupling), this may not always be a good ap-
proximation. Nevertheless, we verified that our fitting
procedure gives results consistent with direct counting of
the number of relaxation and excitation events.
Fig. S3a shows the measured charge sensor signals in
the absence of relaxation or excitation for both charge
states (see Sec. S3B) for the Pauli spin blockade readout
of Sec. II F (where |+〉 = (1, 1) and |−〉 = (2, 0)). The
measurement conditions are the same as in Fig. S2a-
b, but with a single-shot duty-cycle of 30 ms instead
of 1.4 ms. The charge sensor signal changes over time,
which we attribute to (possibly charge-state dependent)
bias-tee transients (see Sec. IVC). Both transients are
fit to an exponential and I± are extracted from the long-
time behavior. In cases where there is not enough data
available (i.e. too much statistical noise) to accurately
fit to an exponential behavior, the transients are fit to
a constant instead. To fit the average single-shot signal
to Eq. (S2), we first rescale 〈ICS(t)〉 to remove the effect
of the transients. The corrected average is shown in Fig.
S3b along with the fit to Eq. (S2). We perform a similar
procedure for the enhanced latching readout.
For the Pauli spin blockade readout, charge excitation
is observed in a non-negligible fraction of readout cycles.
For the enhanced latching readout, however, there are
almost no instances of excitation. Therefore, we leave
B as a free fit parameter for the Pauli spin blockade
readout and we set B = I− for the enhanced latching
readout. We speculate that the excitation in the Pauli
spin blockade readout is generated by environmental elec-
tric field fluctuations of unknown origin coupling to the
(2,0) → (1,1) dipole transition. This excitation mech-
anism is suppressed in the enhanced latching readout
because an electron must first be exchanged with the low-
temperature reservoir before such a dipole transition can
occur. Charge excitation in the direct enhanced latching
readout, for example, first requires the transition from
(1, 0) to (2, 0), followed by a transition from (2, 0) to (1, 1)
before the charge state has a chance to go back to (1, 0).
This is protected by a > 100 µeV energy gap, much larger
than the kBTe = 18 µeV electronic temperature.
The precision on our estimates of Γrel. and Γexc. is
limited by the statistical fluctuations in 〈ICS(t)〉 due to the
finite number of single-shot traces. We thus estimate the
Figure S3. (a) Observed time dependence of the charge sensor
signal for both initial charge states (black dots) for the Pauli
spin blockade readout of Sec. II F. We fit the signals to extract
the transients for |+〉 = (1, 1) (solid red) and for |−〉 = (2, 0)
(solid blue). The long-time behavior of the fit gives I+ (dotted
red) and I− (dotted blue). (b) Average of the single-shot
traces (black dots) after correction for the transients. In
general, the average decays to some value between I+ (dotted
red) and I− (dotted blue).
error bars on the fit parameters Γ , A, and B by calculating
the Fisher information matrix of the parameters with
respect to the assumed telegraph process. Note that
since the noise in the telegraph process is correlated on
a time scale Γ−1, the parameter we want to estimate, it
is important to account for temporal correlations of the
telegraph process in the estimate of the error bar. Not
accounting for these correlations underestimates the error
bar by an order of magnitude.
D. Charge readout fidelity bound
Knowing the signal, noise, and relaxation and excitation
rates, we can obtain an upper bound on e¯meas.. In the
following, we count errors from t0, the time of arrival at
the measurement point. Additional mapping errors are
discussed in Sec. S2.
If the charge state is initially |+〉, the error probability
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is bounded by:
emeas.,+ = P (err.|+, rel.)P (rel.|+)
+ P (err.|+, no rel.)P (no rel.|+),
emeas.,+ < P (rel.|+) + P (err.|+, no rel.)P (no rel.|T ),
emeas.,+ < 1− e−Γrel.(t−t0)
+ P (err.|+, no rel.)e−Γrel.(t−t0)
= eBmeas.,+. (S3)
Similarly, when the charge state is initially |−〉, the error
probability is bounded by:
emeas.,− < 1− e−Γexc.(t−t0)
+ P (err.|−,no exc.)e−Γexc.(t−t0)
= eBmeas.,−.
(S4)
The average error probability is bounded by:
e¯meas. =
1
2
(emeas.,+ + emeas.,−)
<
1
2
(eBmeas.,+ + e
B
meas.,−).
(S5)
Eqs. (S3), (S4), and (S5) give a bound on the average error
probability in the presence of relaxation and excitation,
given the error probabilities in the absence of relaxation
or excitation, P (err.|+, no rel.) and P (err.|−,no exc.).
In the following, we obtain Monte-Carlo estimates of
P (err.|+, no rel.) and P (err.|−, no exc.).
Let n = (t − t0)/δt be the number of measurement
time bins, where δt is the sampling time. In the absence
of relaxation (excitation), the vector signal In for the
|+〉 (|−〉) charge state is a multivariate Gaussian random
variable with mean signal µ+ (µ−) and covariance matrix
C+ (C−). These quantities are directly measured as
described in Sec. S3B. Formally, we have:
P (In|+, no rel.) = 1√
(2pi)n|C+|
e−
1
2 (In−µ+)TC−1+ (In−µ+),
P (In|−, no exc.) = 1√
(2pi)n|C−|
e−
1
2 (In−µ−)TC−1− (In−µ−).
(S6)
We simulate the readout in the absence of relaxation
and excitation in the following way. For each readout
time and for both initial states, 106 random signals In
are randomly sampled from the distributions of Eq. (S6).
Eq. (S6) is then used to decide which state most likely
produced the random signal. Counting the number of
errors for each charge state gives P (err.|+, no rel.) and
P (err.|−, no exc.). An upper bound on the error rate is
then obtained using Eqs. (S3), (S4), and (S5). These are
the bounds illustrated in Fig. 5(e).
