INTRODUCTION
The design of efficient algorithms for graph theoretic problems is a major research area in recent years. The word "efficient" generally means that the amount of computing resources is minimized. One of the ways considered frequently is the use of complex data structures in algorithms, while the assumption is made that the input is given by some conventional representation. Traditionally, graphs are represented by either adjacency matrices or adjacency lists with representation size of O(I VI 2) and O(IEI), respectively. For graphs that are relatively small this is perfectly acceptable, but when we deal with graphs that have a huge number of vertices the conventional representations are quite costly. In the areas of architectural design systems and very large scale integrated circuitry (VLSI) design systems the graphs dealt with could have millions of elements. This motivates us to develop succinct graph representation (i.e., represent a graph G in space o(I VI)). The goals one would like to achieve by using a succinct representation are:
(1) Reduce the amount of space required to store the graph.
(2) Improve the complexity of certain graph algorithms.
In this paper we deal with a specific succinct representation--the small circuit representation (SCR). While certain graphs can be represented in logarithmic space using the SCR model, checking simple graph properties for graphs represented this way is very difficult.
In Section 2 we prove some simple properties of the SCR model, which are helpful in proving that certain graphs have such a representation. Then we illustrate the difficulty of checking simple graph properties on this representation by proving in details a typical theorem.
Our results are listed in Table I . Sections 3-5 are devoted to the proofs of these results. In Section 3 we characterize a large class of graph properties for which the respective problems are NP-hard. In Section 4 we improve this lower bound to S,z/H zhardness for some of the problems. Section 5 shows how to obtain upper bounds for these problems, when given upper bounds on the complexity of the respective predicates for a non-succinct representation (e.g., adjacency matrix) of the input graph. Note. G is a simple undirected graph, A and fi denote the maximum and minimum degree, respectively, and k is a fixed integer.
In the last section we suggest further research directions, and state some open problems.
THE SMALL CIRCUIT REPRESENTATION
Let G(V,E) be a graph with m~2" vertices Vo, V ~ ..... Um_ 1 . We can encode the names of vertices with n-bit strings. Denote the binary representation of a number x by Y.
We define C a to be an SCR of G if the following hold:
(1) C G is a combinatorial circuit (i.e., a circuit without memory).
(2) C G has two inputs of n bits each.
(3) C a has r gates, r = O(n k) for some integer k.
(4) The output of C a is given by
Note. This representation can be used for directed and undirected graphs. However, since for an undirected graph Ca(i, j) = Ca(i, j), we define it only for i < j.
Next we derive two basic lemmas concerning SCR which will be used in Section 3. LEMMA 2.1. Let GI (V~,EI) and Gz(Vz, E2) be two graphs that have SCRs such that V 2 c V1. Then G(V1,E 1UE2) has an SCR.
Proof Let Ca~, Caz be the small circuits that represent G 1, G 2, respectively. Then we define C a, the circuit that represents G(V1, E 1 UE2) as 
Ca~ is a SCR since the number of connectives (or, and, 7) in F, which dominates the number of gates in CG~. , is polynomially bounded by n. |
Given an SCR of a graph G, it is difficult to check if G has certain graph properties. This will be shown true for a large class of such properties in Section 3. We illustrate it here by proving that it is NP-complete to test if a graph has a triangle.
Define the problem TRIANGLE by 
The following small circuit CG, represents GI:
Let GF(VF,EF) be the graph ofF. By Lemma 2.2, G F has a SCR. Also, V F is contained in V 1 . (Intentionally we used the same names for the vertices). The graph G(V~,E 1UEF) is shown in Fig. 2 .1. We construct C~, the SCR of G as in Lemma 2.1.
Claim. F is satisfiable iff G has a triangle.
Proof only if Suppose there exists an i such that F({)= 1. Then {a, w~ vi} form a triangle in G.
/f Suppose G has a triangle. Since (vt, v i) is not in E~ U EF, 0 ~ i < j <. 2" -1, then a and w must be two of the vertices in the triangle. Suppose the triangle consists of {a, w, vi}, then (vi, w) E E which implies F({) = 1. |
NP-HARDNESS
Let Qs be defined for every graph property Q by:
Question. "Q(G)?" (Does G have property Q?).
This whole paper is concerned with the complexity of Qs for various (undirected) graph properties Q. In this section we will generalize the idea of Theorem 2.1, to characterize a class of graph properties Q for which Qs is NP-hard. Then we show that many nontrivial graph properties are in this class. 
. vivj_,}.[vl=O(t).
(2) LetM={(vi, w) 10~<i~<t--1}.ThenM~E=O.
(3) -~Q(G(V, E)). (G does not have property Q).
(4) Let M' be any nonempty subset of 34. Then Q(G'(V, E U M')) (if we add at least one edge of M to G, the resulting graph G' has property Q).
If (1)- (4) G~ has an SCR, C t.
is NP-hard.
We show that SAT ~: Qs. Let F be an instance of SAT with n variables. The graph GF(VF, EF) has an SCR by Lemma 2.1. The graph GE°n exists and has an SCR by the conditions in the theorem. Also note that V F is contained in V. Therefore, by Lemma 2.1, we can construct C G, a small circuit that represents G(V, EUEF). Since ]V I--O(2~), constructing C a takes polynomial time in n.
Claim. F is satisfiable iff Q(G).
Proof. /f If F is not satisfiable, then E F = 0, and G(V, E U EF) is in fact the graph GEQ,. From Definition 3.1(3), ~Q(G~,) holds, and therefore-~Q(G) holds.
only if If F is satisfiable, then E F is a nonempty subset of M (Definition 3.1(2)). Therefore Q(G) holds (Definition 3.1(4)). I It seems in order to prove that Qs (for some property Q) is NP-hard using Theorem 3.1, substantial work should be done. We have to come up with an infinite list of critical graphs w.r.t. Q, each having an SCR. However, for all the properties we considered, it is easy to construct "uniform" critical graphs, i.e., graphs with the same structure for every t. The procedure is as follows:
(1) Find a 1-critical graph w.r.t. Q, G1 °.
(2) Replicate v o in G o t times to get G~.
The symmetric structure of G~ guarantees that it has an SCR. (1) (2) (3) (4) (5) (6) (7)
Proof.
G has an edge, G is connected, G has a triangle (a k-path, a k-cycle), G has a cycle, G is not bipartite (not k-colorable), A(G) >/k. (A(G) is the maximum degree in G), G is not planar.
The critical graphs for these properties are shown in Table II.   TABLE II o G, G,
Sometimes it is not sufficient just to replicate v 0 t times, and we need to build a simple structure on v 0, vl,..., vt_ l, such as clique, cycle, or path. Proof. We construct Gt ° for all even integers t = 2r. G2°r is shown in Fig. 3 .4. m
The above list of graph properties for which Qs is NP-hard is by no means exhaustive. One can easily construct critical graphs for many other properties, using the same method. Also, it is not difficult to create a similar list for properties of directed graphs.
We conclude this section by noting that we proved the lower bounds for problems (1)-(4), (6), and (7) in Table I . Since checking if a graph has a triangle, a k-path, a k-cycle or a vertex of degree at least k (k fixed) amounts only to guessing a fixed number of edges and verifying their existence using C~, we have also the upper bounds on problems (1)-(4) in the table. In this section we improve the lower bounds of Section 3 for several problems. We first review some known facts and introduce some notation which will be used in this section. The following useful theorems are proved in Stockmeyer (1977) .
THEOREM A. C 2 is log-complete in 11~.

THEOREM B. For a problem PR, PR is H2-hard (complete)¢> ~PR is S2-hard (complete).
Let F be VX3YR(X, Y), where X= {X 1 ..... Xr} and Y= {y~ ..... y,}. By assigning i to X, where 0 ~< i~< 2 r-1, we mean that we take the binary representation of i, {, padded with zeros to the left so that 1{1 = r, and we assign the kth bit of i to x~ Assigning j to Y has the same meaning. We denote the assignment by R(i, j).
The rest of the section contains the proofs of the lower and upper bound on problem (5), and the lower bounds for problems (8)--(14) in Table I . In the following theorems we polynomially reduce C2 to Qs for the property Q under consideration. For every instance F=R(X, Y) (with IXl=r and ]YI = s) of C2 we construct a graph G, s.t. F C C2 iff G has property Q. Following similar arguments as in Section 3, the graphs constructed have an SCR, so we will not go into the boring details of those small circuits. (b) Let Qso be Qs with k=0. Define G(V,E) (Fig. 4.1) by
V= {xi]O~i~2 r-1}U {YjlO~j~2s--2},
E--{(Yi, yi+,)I 0 4 J4 2*-2} u {(x,, yj) pR(,f) = 1}.
Claim. F ~ C2 ¢> a(G) > O.
It is obvious that the degree of all the y-vertices is greater than 0. For an x; to be connected to another vertex, there should exist some j for which (x i, yj) E E or in other words R(i, j) = 1. So 6(G) > 0 ¢> Vi 3j (x~, ) 
9) ~ E Vi 3j R(i,j)= 1 ¢:> F e C2.
This proves that Qso is//2-complete. This idea is generalized for every k by adding k-1 vertices that are connected to all x i, yj. Hence, Qs is//2-complete.
Proof Let G(V,E) be the graph in Theorem 4.1 (Fig. 4.1) . It is easily seen that G is connected iff F E C 2. I 
X2r
Proof We show that ~Qs is H2-hard. Define G(V, E) (Fig. 4.3) by V= {xilO~<i~2r}U {y,jlO~i~2 r-l,O~< j~<2 s-l},
Claim. F ~ C 2 ~:~ G is not bipartite. => Suppose FE C 2. Let j(i) be any y-value for which R([,,j(i))= 1
an odd cycle in G and G is not bipartite.
Suppose FE C2, then there exist i o such that Vj, R(io,j)=O so the vertices of G can be colored Black and White (Fig. 4.4) in the following way:
Black= {xilO<~i<~io}U {Yulio~i<~2 r-1,0~j~< 2 ~-1},
Proof Connect every vertex of the graph in Fig. 4 .3 to all vertices of a (k--2)-clique. The new graph is k-colorable iff the original is bipartite. I 
UPPER BOUNDS
Define QN to be the problem of deciding whether a graph, given by its adjacency matrix, has property Q or not. In this section we show how to convert any algorithm for QN into an algorithm for Qs. This yields simple time and space upper bounds for Qs. The model of computation we assume is the RAM (Aho et al., 1979) .
Let n be the size of an SCR of a graph on m vertices. From the definition of the SCR we have that n ~< c log ~ m for fixed constants e and k. Also note that n >/2 log m since there are 2 log m input lines in the SCR. Since testing whether a graph is planar, bipartite or has a perfect matching is in P, and testing for a Hamiltonian circuit or k-colorability is in NP, the upper bounds 12-16 in If QN E DSPACE(log r n) then Qs c DSPACE(nr). If QN ~ NSPACE(log r n) then Qs ~ NSPACE(nr) • Given the adjacency matrix of a graph, testing it for an s-t path or connectivity are known to be in NSPACE(log I VI). Testing for an Eulerian circuit is in the same complexity class, since it is merely a connectivity test plus verifying that all vertices have even degrees, which is easily done in log I VI space. Therefore the upper bounds (7)-(9) in Table I follow Corollary 5.2.
We are left to prove that testing whether a graph (given by an SCR) has a cycle, takes only O(n) space on a deterministic Turing machine. Hong (1980) gives an algorithm with this upper bound for a certain class of succinctly representable graphs. His algorithm is easily seen to perform similarly when the input graph is given by an SCR.
FURTHER RESEARCH AND OPEN PROBLEMS
Our major motivation in studying succinct representation of graphs comes from the VLSI world. The new technology makes it possible to place on one chip tens of thousands of elements. The layout of a chip forms a graph, whose description by an adjacency matrix would be horrible. Also, those circuits usually have a "uniform" structure which gives rise to hope that they can be represented succinctly. To find out if this idea is practical we investigated the difficulty in testing graph properties on a succinct representation. The lower bounds obtained in this paper seem to discourage this idea. However, those results were obtained only for an SCR, which is only one type of succinct representation. In fact, another succinct representation which yields more "positive" results is analyzed in Galperin (1983) . Other forms of succinct representation should be examined. These even may be "special purpose" representations designed especially for the types of graphs we find on VLSI chips.
Other Open Problems
(1) Theorem 3.1 gives sufficient conditions for a graph predicate to be NP-hard. We conjecture that for every "nontrivial" graph property Q, the relevant decision problem on succinct input Qs, is NP-hard. The term "nontrivial" graph property should be defined. A possible definition could be a property that has infinitely many critical graphs. Note that we do not require that those critical graphs be succinctly representable.
(2) Table II leaves a lot of room for improvement. One can try to improve the upper and lower bounds for predicates in the table, or work on other properties. One of the difficulties we could not overcome in proving lower bounds, was to show that a problem is hard for H; or X i, i >~ 3. This may require different techniques then those we developed to probe NPhardness and S2/H2-hardness. 
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