In this paper, we consider the problem of joint sparsity pattern recovery in a decentralized network and propose an algorithm named decentralized and collaborative subspace pursuit (DCSP). The basic idea of DCSP is to embed collaboration among nodes into each iteration of the standard subspace pursuit (SP) algorithm. At each iteration of the DCSP algorithm, local estimation of the support set is carried out at every node by finding the subspace that the local measurement vector most probably lies in, and then the global estimate of the support set is obtained by fusion of all the local estimates. An attractive characteristic of DCSP is the small number of messages to be transmitted among nodes, which is helpful when the communication capacity of the network is limited. Compared to existing decentralized greedy algorithms, DCSP offers satisfactory accuracy of sparsity pattern recovery with much less communication cost. We further extend DCSP to the generalized DCSP (GDCSP) algorithm, by allowing each node to share more local information with its surrounding neighbors. GDCSP outperforms DCSP in terms of the accuracy of sparsity pattern recovery at the cost of slightly increased communication overhead.
I. INTRODUCTION
Compressive sensing (CS) refers to the idea that a sparse signal can be accurately recovered from a small number of measurements [1] - [3] . It has been shown that CS is potentially useful in a wide range of applications including medical imaging [4] [5] , radar imaging [6] - [8] , and source localization [9] - [11] . In particular, CS provides a new approach for data reduction in sensor network applications without compromising performance [12] - [15] .
Consider a network composed of Q distributed nodes. The measurements collected at the q-th node are given by
where q y is an M×1 measurement vector, q A is an M×N dictionary matrix, q x is an N×1 vector which has K nonzero entries, q=1, 2, …, Q. Assume that all { q x , q=1, 2, …, Q} have the same sparsity pattern,
i.e., the support set is defined as T ={i:
, 2, …, N } with cardinality |T|=K. Such a joint sparsity model with a common support set is applicable in many practical scenarios including multi-sensor surveillance systems in which multiple sensors (such as video cameras, radars, and sonars) observe the same group of targets [16] [17] , and cognitive radio networks in which multiple cognitive radios identify the occupied spectrum [12] [13] . Our goal is to recover the support set T using { q y , qprovides much better accuracy of sparsity pattern recovery at a comparable communication cost. We further propose a generalized DCSP (GDSCP) algorithm, in which, besides broadcasting the K-length local estimate of the support set to the whole network, sharing of O(N)-length messages in a small neighborhood surrounding each node is also allowed. GDCSP is superior to DCSP in terms of the accuracy of sparsity pattern recovery, at the cost of slightly increased communication overhead.
The rest of this paper is organized as follows. In Section II, the implementations of SSP [24] and DCOMP [25] in a decentralized network are reviewed. In Section III, the DCSP algorithm is proposed for joint sparsity pattern recovery, and the convergence and the communication overhead of DCSP are theoretically analyzed. The GDCSP algorithm is presented in Section IV. Simulation results are provided in Section V and concluding remarks are given in Section VI.
Notation:
To simplify the presentation, we define the following notation used in this paper.  The set-subtraction T S  outputs a set composed of those elements that belong to T but not S.
II. BACKGROUND
In this paper, we make the following assumptions. 1) The nonzero coefficients { ( ) q T x , q=1, 2, …, Q} are K-dimensional random variables and they are statistically independent of each other. This scenario is applicable when multiple sensor nodes collect independent snapshots [30] , and when optical, radar and sonar sensors observe the same group of targets [31] [32] . 2) The dictionary matrix q A satisfies the restricted isometry property (RIP) with constant parameters, for q=1, 2, …, Q. The definition of the RIP is given as follows. (1 ) (1 )
Definition 1 RIP [1][2]: A M×N matrix
holds for any sparse signal x whose l 0 norm is not larger than K, where 2  denotes the l 2 norm.
In what follows, we briefly review two relevant algorithms for common sparsity pattern recovery based on the observation model (1), SSP [24] and DCOMP [25] , which will be compared to the proposed DCSP algorithm later.
A. SSP in a decentralized network
The standard SP algorithm was proposed in [27] for sparse signal reconstruction from a single measurement vector. The most attractive feature of SP is that it offers comparable quality of sparsity pattern recovery to the linear programming methods along with much lower computational complexity. In [24] , the centralized SSP algorithm extends the standard SP algorithm from the case of single measurement vector to the case of multiple measurement vectors. Here we consider the implementation of SSP in a decentralized network with no fusion center. To achieve the same accuracy of sparsity pattern recovery as with the centralized SSP algorithm, all the nodes in the decentralized network need to share local processing results, e.g. correlation coefficients and projection coefficients, with each other at each iteration. The operations of SSP at the q-th node are summarized in Algorithm 1, where the set G contains the indices of all the nodes, i.e., G={1,2, …, Q}. c from the j-th node, for all j∈G\{q}. 
6) Let
7) Send the value of  .
-
The communication cost is an important concern in most decentralized networks, which can be considered proportional to the number of messages to be transmitted. In the decentralized implementation of SSP, the communications among nodes appear in Steps 1, 3, 5 and 7 of Algorithm 1, and the lengths of the messages transmitted from each node are N, N, 2K and 1, respectively. Thus, the total number of messages transmitted from all the nodes is
where L SSP is the required number of iterations to successfully recover the support set for SSP. The total communication cost in (3) will dramatically increase as the network scale increases.
B. DCOMP in a decentralized network
The DCOMP algorithm [25] provides a promising way to reduce the communication overhead in the network by restricting the transmission of O(N)-length vectors to a small neighborhood surrounding each node. In the DCOMP algorithm, the communication among nodes is divided into two kinds, i.e., local communication and global communication. In the step of local communication, each node shares the correlation coefficients between its own residual and the columns of its own dictionary matrix with its several neighbors. Through such a local communication, each node finds a local reliable index that likely belongs to the support set. In the step of global communication, each node broadcasts the locally selected index to the whole network so that every node in the network knows all of the Q index candidates. Then fusion is performed by selecting some of these indices that occur more than once. The operations of DCOMP at the q-th node are summarized in Algorithm 2, where the set q G records the indices of the neighbors of the q-th node and itself.
-  from the j-th node, for all j∈G\{q}.
5) Let
l u be a Q-length vector whose q-th element records the index selected by the q-th node, i.e., -
In DCOMP, the communications among nodes appear in Steps 2 and 4 of Algorithm 2, and the lengths of the messages transmitted from each node are N and 1, respectively. Thus, the total number of messages transmitted from all the nodes is
where L DCOMP is the number of iterations of DCOMP, and q g is the cardinality of q G . As reported in [25] , the value of L DCOMP is probably smaller than K, since multiple indices may be selected per iteration by the fusion in Step 5 of DCOMP. Moreover, as shown in [26] , the value of L SSP is comparable with that of L DCOMP .
Therefore, when q g Q  , i.e., when each node in a large scale network is allowed to share O(N)-length vectors only with a few of its several neighbors, the communication cost of DCOMP in (4) is much less than that of SSP in (3). However, due to lack of backtracking operations, once an index is deemed as reliable and selected by DCOMP as an element of the estimated support set, it is not removed from there in subsequent iterations. This means that the strategy of index selection in DCOMP is too strict, and therefore, a large number of measurements is required to guarantee the success of each iteration of DCOMP, which is consistent with the simulation results in Section V.
III. DCSP FOR JOINT SPARSITY PATTERN RECOVERY
In this section, we develop the DCSP algorithm for joint sparsity pattern recovery and theoretically analyze its performance.
A. Algorithm description
Note -
The DCSP algorithm at the q-th node
Initialization:  from the j-th node, for all j∈G\{q}.  .
The DCSP algorithm is summarized in Algorithm 3. The basic idea is that, the local estimation of the support set is carried out at every node by finding the subspace that the local measurement vector most probably lies in, and then the global estimate of the support set is obtained by fusion based on a majority vote of all the local estimates. In the initialization steps, the local estimate of the support set is obtained by finding K maximum correlation coefficients between the local measurement vector and the columns of the local dictionary matrix, and then the global support set estimate is initialized by finding K elements in 
B. Performance analysis
In this subsection, we theoretically analyze the performance of DCSP. At the l-th iteration, define a N×
for i=1,2, …, N. That is to say, the entries "1" in l q β are indexed by the set
In the Step 6 of DCSP, the fusion based on a majority vote among multiple nodes is performed by finding K elements from
that have the highest frequency of occurrence. This is equivalent to saying that l T is composed of K indices corresponding to the biggest coefficients in l β .
1) Convergence of DCSP
Now we investigate the convergence of DCSP in the noise-free case.
Proposition 1
When each dictionary matrix A q satisfies the RIP with the constant 3 0.165
and the number of nodes is large enough, the support set estimated by DCSP converges to the true value as the iterations proceed (i.e.
l T T
 ) with a notably high probability.
Proof:
The proof is composed of two parts. We will discuss the reliability of 0 T (in the initialization phase) and l T (at the l-th iteration with l≥1), respectively.
 In the initialization phase
We first look at the initialization steps in DSCP. At
Step 1 of DCSP, K indices corresponding to the largest correlation coefficients between q y and the columns of q A are recorded in the set 0 q  . As reported in [27] , when q A satisfies the RIP with constant 3 0.165
where the second inequality holds because 2
, K). Due to the randomness of the coefficients of
, there is no a priori knowledge that some indices in T have higher priority to be selected into 0 q  than others. Thus, it is reasonable to assume that the indices in T have an equal opportunity to be selected into 
respectively, where 
As proved in [29] , two Bernoulli variables are independent if and only if they are uncorrelated. Thus, (10) implies that 
From (10) 
According to (11) , a necessary and sufficient condition for
which is quite easy to satisfy under the assumption that N K  . Hence, it is reasonable to assume that 
for and c n T m T   , by using the well-known central limit theorem. The proof of (14) is given in Appendix A.
From (14) it is clear that, with a sufficient number of nodes, every element in 0 T is correct with high probability. Thus, it can be concluded that
holds with high probability when the value of Q is large enough.
 At the l-th iteration (l≥1)
In
Step 4 of DCSP, the set of index candidates is enlarged and a new group of K indices corresponding to the largest projection coefficients is selected at each node. By doing so, it is possible to remove some wrong indices that were considered reliable during past iterations and to add some new indices into the support set estimate, i.e., the reliability of the support set estimate is reevaluated based on the local measurement data. This step is the same with that in the standard SP algorithm, so according to Theorem 3 and Theorem 4 in [27] we have
where the second inequality holds since the RIP constant 3 0.165
From (15) and (16) it follows that
holds with high probability. Assume that, at the l-th iteration, the q-th node has correctly selected l q K indices that belong to the true support set after the Step 4 of DCSP, i.e.,
. Similar to the analysis on the initialization steps of DCSP, here we also investigate the lower bound of
As stated in Step 4 of DCSP, Moreover, due to the randomness of the coefficients of
, there is no a priori knowledge that some indices in T have higher priority to be selected into (18) and (19) it follows
Similar to the proof in Appendix A, by using the central limit theorem, we can deduce that  . The proof of (22) is given in Appendix B. Both (21) and (22) implies that, as the iterations proceed, every element in l T is correct with high probability if the number of nodes is sufficiently large. Therefore,
holds with high probability if the value of Q is large enough. From (16) and (23), it follows that
holds with high probability, when the value of Q is large enough. This implies that DCSP with sufficient min{ , , , }
happens at some nodes, i.e., when at some nodes the accuracy of local support set estimate is better than expected, the number of nodes required to guarantee the desired fusion performance will be decreased. 
2) The number of iterations and the communication cost
As indicated by Proposition 1, fusion of the local support set estimates in DCSP can increase the number of correctly selected indices at each iteration, compared to the standard SP algorithm with no collaboration. This is equivalent to saying that the number of iterations can be significantly reduced. In the following, we investigate the number of iterations needed for DCSP to successfully recover the support set.
From (7), (15), (16) and (23), it follows that
holds with high probability, if the number of nodes is sufficiently large. The necessary and sufficient
. Hence, the number of iterations required for DCSP to accurately recover the joint sparsity pattern can be expressed by 
For the sparse signals with power-law decaying entries, in which the n-th large amplitude is constrained by  .
With the bound on the number of iterations, the communication cost of DCSP can be easily estimated.
In DCSP, the communications among nodes appear in Steps 2, 5 and 7 of Algorithm 3, and the lengths of the messages transmitted from each node are K, K and 1, respectively. Thus, the total number of messages to be transmitted from all the nodes is
where the bound of L DCSP is given in (27) Therefore, from (3) and (31) recovery of DCSP is expected to be much better than that of DCOMP, which will also be shown by simulations in Section V.
IV. GENERALIZED DCSP ALGORITHM FOR JOINT SPARSITY PATTERN RECOVERY
In this section, considering the tradeoff between the communication cost and the accuracy of support set estimation, we propose the GDCSP algorithm. In [24] and [25] , it was proved that sharing of N-length correlation coefficients and projection coefficients among some nodes is helpful to improve the accuracy of the local support set estimation and, therefore, the accuracy of global estimation after fusion. In DCSP proposed in the previous section, the transmission of N-length vectors is completely prohibited. In GDCSP proposed below, the transmission of O(N)-length vectors is allowed but restricted to a small neighborhood surrounding each node. As a result, the accuracy of support set estimation is expected to be improved in comparison with DCSP, at the price of slightly increased communication overhead.
------------------------

Algorithm 4 The GDCSP algorithm at the q-th node
Input: K, y q , A q . c from the j-th node, for all j∈G q \{q}. 
Initialization
6) Let 1 l l q T T     max_ind( q lG   c , K); calculate the projection coefficients 2 | proj( , ( )) | l lT  d y A .
------------------------
The GDCSP algorithm is summarized in Algorithm 4. Here, each node first collaborates with its several neighbors to obtain the local estimate of the support set, and then fusion based on majority vote is performed based on all the local estimates. Different from DCSP, in GDCSP each node communicates with its neighbors twice per iteration besides broadcasting the K-length local estimate of the support set to the whole network. After initialization, the first collaboration among neighboring nodes appears in Step 5 of GDCSP, where the q-th node shares an N-length correlation coefficient vector of GDCSP such as the broadcast of locally estimated support set and the majority voting fusion among all the nodes are the same with that of DCSP. When G q =1 for all q∈G, GDCSP will degenerate into DCSP described in Algorithm 3. It is predicable that the accuracy of sparsity pattern recovery of GDCSP will be further improved as the value of g q increases according to the analysis in [24] and [25] . When G q =G for all q ∈G, the fusion of locally estimated support sets in GDCSP can be omitted since the support set estimates at all the nodes will be the same, and accordingly, GDCSP will be equivalent to the decentralized version of SSP described in Algorithm 1.
The required number of iterations for GDCSP to exactly recover the support set is slightly smaller than 
In what follows, we compare different algorithms in terms of the communication cost. Without loss of generality, a symmetric network is considered and two assumptions are made: 1) g q =g<Q for all q∈G; 2) the neighbors of the l-th node are indexed by {mod(q+1,Q)+1, mod(q+2,Q)+1, …, mod(q+g-1,Q)+1}, where mod(·) is the modulus operation. The numbers of messages to be transmitted in different algorithms are listed in Table 1 . JOMP and JSP have the smallest communication overhead in Table 1 , since in these two algorithms fusion is performed only after the iterative solution processes are completed at all the nodes. 
V. SIMULATION RESULTS
In this section, some simulation results are provided to demonstrate the performance of the proposed DCSP and GDCSP algorithms.
A. Accuracy of sparsity pattern recovery
We evaluate the accuracy of sparsity pattern recovery of different algorithms. The sparsity is fixed to K=10, and the length of sparse signal at each node is set to N=200. There are Q= 6 nodes in the decentralized In Fig. 3 , we compare DCSP and GDCSP with five other algorithms (i.e. SSP [24] , SOMP [22] , DCOMP [25] , JOMP and JSP [18] ) in terms of accuracy of sparsity pattern recovery. Assuming that all of the 6 nodes fully collaborate without any restriction, SSP and SOMP requires M ≥ 24 and M ≥ 28 to achieve success rate greater than 95%, respectively, while the former is the best performance in Fig. 3 .
With the size of neighborhood of each node g=3, GDCSP and DCOMP require M≥26 and M≥32 to achieve success rates greater than 95%, respectively, which means that GDCSP has much better recovery capability than DCOMP. It is worth emphasizing that, GDCSP yields slightly higher success rate than SOMP, although the former restricts the transmission of O(N)-length messages to a small neighborhood consisting of 3 nodes and the latter allows the transmission of O(N)-length messages among all the 6 nodes. The reason is that GDCSP is capable of removing wrong indices from the estimated support set while SOMP cannot do it.
Because of the same reason, the DCSP algorithm offers better accuracy (M≥30 for the success rate greater than 95%) than DCOMP with g=3. If the transmission of O(N)-length messages is prohibited in the whole network, which applies when the communication capacity of the network is extremely limited, only DCSP and DCOMP with g=1 are eligible among these algorithms. As shown in Fig. 3 , the success rate of DCSP is much better than that of DCOMP with g=1. In other words, DCSP is the only one among these algorithms that can achieve satisfactory accuracy of sparsity pattern recovery with no transmission of O(N)-length messages among nodes.
Next, we compare the accuracy of sparsity pattern recovery of different algorithms in a noisy environment. The measurement vector at the q-th node is y q =A q x q +w q , where w q is the additive Gaussian noise. We assume that the noise is statistically independent of the sparse signals. The signal-to-noise ratio (SNR) is defined as i.e., g=1, DCSP provides higher success rate than DCOMP. When the size of neighborhood of each node is g=3, GDSCP has better accuracy than DCOMP. As motioned in the previous experiment, the reason is that DCSP and GDCSP have the capability of removing poor index candidates that were deemed reliable in past iterations from the estimated support set while DCOMP cannot. 
B. Communication cost and convergence speed
In this subsection, we compare communication costs and convergence speeds of five algorithms (i.e. SSP, SOMP, DCOMP, DCSP, and GDCSP) that have higher success rates in Fig. 3, i. e., JOMP and JSP are not considered. Let M=50, N=200 and K=10. Assume that the network scale is increasing, i.e., Q is varying from 5 to 40. The average numbers of iterations required for these algorithms to exactly recover the sparsity pattern are plotted in 
C. When all the nodes observe the same sparse signal
Although the performance analysis in Section III is provided for the case where the coefficients of the sparse signals at different nodes are statistically independent, we would like to experimentally evaluate the proposed DCSP and GDCSP algorithms when the sparse signals at all the nodes are the same. This signal model can be expressed as y q =A q x, and K nonzero coefficients of the sparse signal x are supported on T. Let N=200, K=10, and Q=6. In Fig. 7 , we compare multiple algorithms in terms of the accuracy of sparsity pattern recovery with varying number of measurements. The simulations are carried out in a similar way as the first experiment, but here in each trial we randomly generate a K-sparse signal x and assign it to all the nodes, i.e., x q =x for q=1, 2,…, Q. Compared to Fig. 3 , the success rate of every algorithm in Fig. 7 is increased. That is to say, when all the nodes observe the same sparse signal, these algorithms offer better accuracy of sparsity pattern recovery than that in the case of independent sparse signals. From Fig. 7 , we also see the superiority of DCSP and GDCSP to DCOMP, similar to what we observed in Fig. 3 Simulation results show that, compared to other decentralized greedy algorithms, DCSP and GDCSP offer satisfactory recovery accuracy with much less communication costs. Our approach presented here can be easily combined with the compressive sampling matching pursuit (CoSaMP) algorithm [28] , since CoSaMP and SP are very similar to each other. Our future work will include the development of decentralized greedy algorithms for recovery and approximation of structured sparse signals.
APPENDIX
A. Proof of (14)
When the value of Q is large enough, by the well-known central limit theorem, the probability is monotonically increasing with respect to the iteration index l. This completes the proof of (22) . ■
