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Abstract 
This paper presents a formal model of design as a sequential decision process. In the process model, the design process takes 
discrete steps through a space defined by the extent of the set of designs under consideration, the level of detail of the designs, and 
the level of fidelity of the analyses the designs are subjected to. At the start the design space is broad, the design detail is low, and 
the analyses are conceptual. The process finishes with a single point design of full detail subjected to the highest fidelity analyses. 
Two premises underlie the model; first, that design decision making is a process of simultaneously constructing one's preferences 
while satisfying them. Second, that design using computational models is a sequential process that starts with low fidelity models 
for initial trades and progresses through models of increasing detail. These premises are supported by research from the domains 
of behavioral economics, psychology, judgment and decision making, neuroeconomics, marketing, and engineering design, and 
are substantiated by the authors' own experience. The paper summarizes the pertinent literature, synthesizes a preliminary model 
of the sequential process and how lower fidelity models couple to higher ones, and develops an experimental case study now being 
used to exercise the model. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of Stevens Institute of Technology. 
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1. Introduction 
This paper presents a preliminary formal model of design as a sequential decision process of initially considering 
broad ranges of potential solutions to the design problem at a low level of detail, and then sequentially reducing the 
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space of design solutions considered while increasing the detail. More specifically, we consider how the computational 
models used to support decision making evolve from simple models for early conceptual analyses (e.g., Excel 
spreadsheets running on desktop computers) to extraordinarily detailed models running on supercomputers (e.g., 
coupled aero and structural analyses). Key considerations in establishing a workflow (and addressed in this work) 
include the nonrecurring cost to create the models, the recurring cost to exercise them across a trade space, and the 
reduction in trade space that can be achieved with the models. As each level of modelling requires different levels of 
detail, the rate of increase of detail is also critical. Finally, how the models couple to form a sequential chain of analyses 
is considered. 
 
The core of the modelling problem and analysis approach adopted here is that we start with a fixed, finite of discrete 
points defining the tradespace, the consideration set. Each discrete point is defined by a set of n parameters, thus the 
set forms a cloud of points in an n-dimensional tradespace. No restriction is put on the form of the parameters other 
than that we can form a rank ordering over them. So a parameter can be anything from the real number line to discrete 
numbers, to choices of colors, as long as they can be ordered. 
 
Models/analyses are applied to points in the tradespace, with the results used to decide which tradespace points to 
carry forward and which ones to eliminate from further consideration. Early models and analyses either do not 
incorporate all of the physics of the problem or do not consider all of the parameters of the points, i.e., they consider 
a reduced level of detail of the tradespace points. For this reason, reduced order models are incapable of completely 
reducing a tradespace to a final solution. Instead, they can only decrease the size of the consideration set. The remaining 
consideration set is then subject to further analysis by more expensive modelling efforts that consider more parameters 
and more physics, resulting in further decrease in the size of the set. In the final model/analysis stage, a choice of a 
single point in the tradespace is made. 
 
In the flow from a conceptual level model to a detailed model, we constrain the conceptual level model to only 
remove points that are guaranteed to not be the final choice when run through the final detailed model. Since the 
concept level model will be analysing trade points based on fewer numbers of parameters, the requirement that points 
are guaranteed to be removed in more detailed analyses tightly couples the levels of analyses. How the concept model 
is used is heavily dependent on what the detailed model is and how it will be used. They have to be considered as a 
flow. 
 
Within this flow, then, all of the modelling stages prior to the final one serve only to cull the tradespace. A particular 
level of model, when applied to either the original consideration set or a reduced subset of it, will only remove the 
points in the set it is capable of removing. Each model has a certain discriminatory power which is tied to the total 
number of points from the original consideration set that it will remove. From a cost-of-modeling perspective, a 
reasonable expectation is that the greater the discriminatory power of a model, the greater the recurring and non-
recurring costs of its use. 
 
As this work is preliminary in nature, assumptions used in order to focus on the key aspects of the modelling 
approach include 
x Discrete pre-determined sets of design points 
x All points described by the same set of parameters 
x The concept of discriminatory power and the restricted ability of models to remove design points 
x No uncertainty in the models (such as could be modelled by a probability distribution) 
Why these assumptions are reasonable will be addressed in the main text, and implications of relaxing them will be 
addressed in the final section. 
 
The remainder of the paper first introduces key background literature pertinent to the research. Next, the formal 
model of the sequential process is developed. A formal model of the relationship between coupled conceptual and 
detailed models follows. Examples from multiple domains are presented throughout. Finally, future directions for 
research are covered. 
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Nomenclature 
Zi the ith consideration set of designs  
qi  size of the ith set |Zi| 
Mi The ith modelling effort used to analyse a consideration set and cull it to a smaller set 
X vector input to a concept model 
Y vector of input to a detailed model 
gc(x)  concept model 
gd (x,y)  detailed model 
2. Background 
The premise that decision-making during design should be treated as a sequential decision process rather than as a 
single decision problem is supported by research from the domains of behavioral economics [1], judgment and decision 
making [2] [3], neuroeconomics [4], marketing [5], and engineering design [6, 7]. The premise is also substantiated 
by the authors' own experience in conducting trade studies for numerous customers across engineering domains [8]. 
A comprehensive review of the pertinent literature is contained in Miller [9]. In this section, we highlight research on 
adaptive decision-making, marketing and sequences of consideration sets, and our own preliminary model of a 
sequential decision process. 
2.1. Adaptive Decision Making 
In the 1980s there was initiated a significant body of research on adaptive decision making, represented by Payne 
et al. [1] which studied how humans tailor their strategies and actions based on problem attributes. Payne et al.  showed 
that DMs use many different heuristics and strategies when making a choice, with the choice of strategy used primarily 
dependent on two key problem aspects: (1) the number of alternatives to consider, and (2) the number of attributes to 
compare between alternatives. They observed in their empirical studies that strategies were correspondingly divided 
into two broad classes, namely, compensatory and non- compensatory. The non-compensatory strategies were used 
for sets of potential choices with many alternatives that required rapid winnowing to a smaller set. The most well-
known non-compensatory strategy is elimination by aspects [13], whereby a DM sets a constraint on a parameter (e.g., 
maximum cost or maximum weight) and eliminates all alternatives that violate the constraint. The compensatory 
strategies such as linear weighted sum could then be used to select from the smaller set of remaining choices. Payne 
et al. [10] were able to experimentally show correlation between the cognitive effort of the strategies, and which 
strategy was used and when. This effect has been corroborated repeatedly by others [11-13] If we assume that models 
will be used in a similar manner, with early conceptual models being primarily used to cull the consideration set in a 
non-compensatory fashion, then it makes sense to think of a model having a fixed discriminatory power tied to the 
initial consideration set, so reapplying a concept model to an already reduced set will not result in any further 
reduction. If a lower detail model does not calculate a parameter value that is part of a constraint, the model obviously 
cannot remove points based on that constraint. 
2.2. Marketing & Decision Making 
A complementary approach to decision making has come from the domain of marketing, which is fundamentally 
concerned with how consumers choose. While there are many different approaches to modeling the consumer’s choice 
process, a common thread is that the consumer goes through a process of sequentially reducing the space of considered 
choices through a number of discrete sets. Shocker et al. [5] define 
a model that has been widely adopted in the field, directly 
informing our efforts (see Fig. 1). The initial set is the universal Figure 1. Model of decision making in marketing 
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set and is the set of all possible choices. The awareness set 
consists of the subset of items for which the DM becomes aware. 
It is a subset of the universal set and is likely a strict subset. A 
consideration set is a purposefully constructed set of potential 
solutions – so creating this set took effort by the DM. The idea of 
a consideration set is a critical one, as it reflects the concept that 
the DM makes a preliminary choice in forming the consideration 
set prior to a final choice. The choice set is defined as the final 
consideration set – it is the set of alternatives that are considered 
prior to a final choice. Although only one consideration set is 
shown in Fig. 1, there can be many intermediate sets, each smaller 
than the predecessor and subject to more scrutiny. The strategies 
for forming each set is expected to evolve adaptively based on the 
numbers of alternatives and attributes as per adaptive strategy 
selection research [14-16]. 
 
This choice model has since been extended by the authors to 
explicitly include the effort to use computational modeling to guide a DM (Decision Maker) in their search through 
the trade space [9]. The basic premise is that DMs and their team start with low fidelity designs subjected to low 
fidelity analyses. This phase identifies regions of interest and culls other regions from further consideration using 
some heuristic such as compensatory or non-compensatory [1]. The process is repeated while subjecting the reduced 
size set to further and further analyses. The final choice set is analyzed at the maximum fidelity. Figure 2 shows an 
intermediate step in the larger convergence process.  
 
In executing a TSE (Trade Space Exploration) exercise and selection process against a particular consideration set, 
the DM down-selects to a smaller consideration set thus forming a decision epoch — their final decision is the single 
choice. The entire process can be viewed as a series of decision epochs, with each epoch incurring an allocation of 
time and resources resulting in a smaller consideration set for the next stage. Each epoch retains a set of potential 
solutions to the problem. 
3. Formal Model of the Sequential Process 
Start with a random list that represents finite 
parameter trade space, Z, and where each element 
of Z corresponds to a parameter of a design.  An 
example would be spherical tank design where the 
three parameters are radius, wall thickness, and 
material choice and so Z = [radius, thickness, 
material] and each of the parameters can take 
values from some set of possibilities. 
 
The space of Z has an ideal point z* . The ideal 
point is the point that would be chosen if there 
were time and ability to analyse every point in Z 
with the most detailed modelling effort. We apply a “modelling effort” M to Z and this refines and localizes the 
position of . The modeling effort can be more or less discriminatory, with differing results for each case. So if we 
have efforts  and  and  and is more discriminatory, then using  results in a smaller next set as compared 
to using . 
 
Modelling efforts also have cost. The cost of an effort is decomposed into a fixed cost for initially establishing a 
model and a variable cost proportional to the size of the set Z that the model is applied to. We will use a linear 
z*
M1 M 2 M 2 M 2
M1
Figure 2. Trade space process model 
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approximation to cost, so cost of model  is , where  is the size of the set Z. Label the size of the 
set as qi , then 
 ci = i +iqi  . 
The simple linear cost model neglects factors such as learning curves, where the cost per analysis should decrease 
with each analysis conducted. It also neglects sustainment costs merely for having a model in hand, such as annual 
licensing costs for software and hardware. These can be added to increase accuracy. 
3.1. The Modeling Effort M 
The modeling effort M is all of the cost and time to define designs and to identify and acquire computational models 
to the point of being able to use them, the time and effort to train the people in using the tools, along with the cost and 
time to exercise the models, analyze the results, and down-select the trade space. The discriminatory power of the 
modeling effort is a function both the tools used to execute it and the people executing the effort. So for example the 
same toolset used by senior users empowered by the final decision maker would likely have more discriminatory 
power than a group is less trusted users. In summary, the modeling effort includes a technology element for populating 
the tradespace and visualizing it, and a human element for analyzing the results and making a decision. The model 
has a fixed and variable cost. Furthermore, the model has a discriminatory power, which is reflected in its ability to 
localize the ideal point . 
 
An important restrictive modeling assumption adopted for this preliminary work is that applying a model to a space 
reduces the space to a subset of the original q, not by a percentage of the remaining qi . Therefore, there are no gains 
to be realized by repeatedly exercising the same model. Similarly, the size of the set realized by running a model is 
independent of set it is run over, unless the set’s size is smaller than qi . This is a restrictive assumption that can be 
relaxed and modified in later models. 
3.2. Single stage modeling versus two stage modeling 
Look at the case where we have two efforts,  and , assume that  is of the quality that applying  to 
all of  will identify exactly   The effort  will not identify exactly where  is, but will cull the space of Z to 
some smaller region  where  , or equivalently . If  is run against Z first, then when  is run, it 
need only be run over  since we know that  does not lie in the set .  This results in a cost savings in running
since the run cost depends on the size of the space to run it on. This is the fundamental key to executing the multi-
step modeling, the reduction in size of the set considered by the next stage of analysis. 
 
So what must hold with regards to the costs of  and  and the reduction in set size by  in order to justify 
using a two-step process? The cost of a single step process is . The cost for a two-step process is 
                     . 
 
Solving for results in the following relationship: 
                            . 
So needs to restrict the space to  or less in order to justify using it in a two-stage process. 
3.3. Multi-stage process 
The sequential process can have arbitrarily many modeling steps. Consider the case of having three potential 
models to employ. There are four potential configurations to consider (note that all four sequences end with ): 
ci Mi  i + i Zi Z
z*
M1 M 2 M 2 M 2
Z z*. M1 z*
Z1 Z1 < Z q1 < q M1 M 2
Z1 z* Z Z1
M 2
M1 M 2 M1
c = 2 +2q
c =1 + 1q+ 2 + 2q1
= (1 + 2 )+ 1q+ 2q1
q1
q1 
(2 1)q1
2
M1 q1
M 3
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In general, if there are n models to choose from then there is an upper bound of  possible configurations to 
consider. This upper bound is loose, however, and can be tightened considerably. Considering all of the alternatives, 
the cost of each is the following:  
                
 
The alternative paths can be laid out as a graph through a state space, with ’s as states and the models used as 
arcs in the graph. 
 
 
Figure 3. Sequencing of models 
Adopting the nomenclature , the best modeling approach to get to state  can be calculated as 
 
             
 
while the best modeling approach to get to state  is  
 
                       
and the only approach to get to  is to use M1  . In general, if there are N models, then there are potentially 2N1 
configurations to choose from, but one only needs to actually consider N + + 3+ 2+1= (N 2 +N) / 2 possible values, 
which can be written as 
 
number of combinations = N +1
2
§
©¨
·
¹¸  . 
3.4. Example: wing design for light civil aircraft 
The performance of a wing is primarily a function of its geometry, which for typical light civil aircraft can be 
characterized by its airfoil properties, span, and chord. Given a wing that uses the same airfoil shape throughout, and 
the 2-D airfoil has a known rate of change a of cl  with respect to angle of attack of cl = al , then a first order 
approximation to the behavior of the 3-D wing is the relationship 
M3
M1M3
M 2M3
M1M2M3
2n1
c3 =  3 + 3q
c13 =1 + 3 + 1q + 3q1
c23 =  2 + 3 + 2q + 3q2
c123 =1 + 2 + 3 + 1q + 2q1 + 3q2
qi
MiM joMij q3
M123 =min M1M3,M12M3,M3[ ]
q2
M12 =min M1M2,M2[ ]
q1
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 aw = al
1+ al
eAR
  
where e is the Oswald coefficient and AR is the aspect ratio, which is based 
on the wing span b and the wing area S. This model only has the variables b 
and S; and the equation to determine aw  is in simple closed form. It can be 
considered a concept model. 
 
An improved model of wing performance can achieved by using lifting line 
theory [17] to model the wing is a series of finite 1-D wing segments with 
vortices from each segment influencing the other (Figure 4). This improved 
modeling approach involves both increasing the number of design variable to 
be specified (the wing chord for each segment) and the computationally complexity (the algorithm solves a linear 
system of size equal to the number of segments the wing is divided into). Whereas the concept model was a simple 
closed form equation, a lifting line model dividing the wing into m segments requires solving a set of m linear equations 
with a typical algorithmic complexity O(n3). Additionally, the wing chord at the m locations must be specified. The 
ability to choose the discretization m offers a relatively smooth continuum of models of increasing detail to consider. 
 
We define the initial consideration set Z to be a set of 5000 different wing designs, each with a unique choice of 2-
D airfoil (setting al ), a fixed span b and a set of 200 chord values along the wing. We can arbitrarily choose three 
levels of models to consider, the concept model, a lifting line model with m=20 unique wing segments, and a lifting 
line model with m = 200 segments, i.e., maximum detail. 
Table 1. Models of wing to form a sequence from 
Model Description Variables Complexity Accuracy 
M1 Closed form equation al, b, S O(1) Low 
M2 Lifting line with 20 chord 
segments 
al, b, chord1,…,chord20 O(203) Medium 
M3 Lifting line with 200 chord 
segments 
al, b, chord1,…,chord200 O(2003) Final 
 
Assuming that the design problem consists of finding some ideal combination of wing aerodynamic performance 
with mass, cost, aircraft space requirements, etc., we would want to use the cheaper models as much as possible to 
remove as many of the designs in Z as possible prior to running the more expensive models. All model sequences 
must end with M3, however, as only it can discriminate between the wing designs. 
4. Connection between Concept & Detailed 
Consider the simple wing model above, and the relationship between M1 and M2. The concept model only has the 
three input variables, while the (relatively) detailed model has 21. There are potentially many wing designs in Z that 
are unique with respect to M2 but have the same three values of input with respect to M1.  
 
A similar property holds between M2 and M3.  We say that to fully describe a wing requires setting 201 attributes. 
When a wing has fixed only the 20 chord values needed for M2, we in essence have fixed 21 of the 201 attributes that 
fully describe a wing, and have 180 degrees of freedom remaining. The 180 degrees of freedom reflect on deferred 
decisions. When we run M2, we are leaving the other 180 variables free to take a value to be determined later. This is 
in a way uncertainty, but it is fundamentally different from the uncertainty associated with unmodeled physics or 
random events, and cannot appropriately be modeled by a probability distribution. Instead, it should be modeled by 
an interval. The formal model of the relationship follows. 
Figure 4. Lifting line model of wing with 
discrete segments 
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4.1. Formal Model of Relationship between Concept & Detailed 
Assume there is a detailed model and a conceptual model. The detailed model has as input a set of vector-valued 
variables x and y from discrete sets of parameters X = {x1, ,xN} and Y = {y1, ,yM} and returns a scalar value v  
that is to be minimized, 
 v = gd (x,y) . 
The complementary conceptual model only takes as input x and that has the following form: 
 
 v = gc(x).  
The decision problem is to find some optimal choice of x and y satisfying 
 
 
v* = min
x,y
gd (x,y)
x*,y* = argmin
x,y
gd (x,y)
  
Further assume that the detailed model is expensive to exercise, and that finding the optimum requires an exhaustive 
search of all possible values for X and Y. In order to reduce the search time, we’d like to use the lower order 
(conceptual) model to cull as much of the search space as possible prior to running the detailed model. The 
complementary conceptual model that has the following form 
 vc = gc(x)   
The concept model takes as input a subset of the inputs to the detailed model. The goal is to use the concept model 
to eliminate values of X that are guaranteed not to contain x* . An example ideal concept model would be 
implemented as (or be equivalent to) 
     gc(x) = miny gd (x,y)  .  
Such a model would identify x*  directly, leaving only a search over Y to complete the optimization. However by 
our problem definition this would require actually running the detailed model exhaustively over the space of possible 
Y values for each X, which would result in exactly the same number of evaluations as running the detailed model and 
optimizing over X and Y in the first place. 
 
Typically concept models are lower order models and almost always taking as input a subset (X) of the total number 
of inputs that would run in a detailed model, meaning they do not contain all of the details of relationships that are in 
the detailed model. Much work has been done on “model uncertainty” but in this instance uncertainty is not the correct 
term, since what really remains when we pick a value from X is interval, i.e., there are remaining degrees of freedom 
as we still need to ultimately pick a value from Y. 
 
Instead of a single concept model, we propose to have a concept interval returned by the conceptual model.  
 vl = gl (x)
vu = gu (x)
 . 
 
For a particular value of X, the upper and lower bounds have the property gl (x)miny gd (x,y) gu (x). So the concept 
model forms an upper and lower bound on the best possible value achievable with gd given X is fixed. The bounds 
define an interval in which the ideal point x*  must lie. The concept model(s) can then be used to exclude regions of 
X that x* is guaranteed not to lie. 
 
 xi X :  if  xj X  s.t. gl (xi )> gu(xj ) : xi consideration set   
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In plain English, for a point xi  if there is another point x j such that the best possible result of gd (xi ,y)  is worse than 
the worst possible result with gd (xj ,y) then we know that xi  x
* , i.e., we can remove it from the consideration set 
of candidates for x* . 
 
Figure 5 shows a graphic example of the principle. The grey region is 
the projection of all values of v = gd (x,y), while orange curve and 
the blue curve are the lower and upper bounding curves respectively 
on the best possible value of gd (x,y) for a given fixed x.  
 
Reconsidering the wing design problem, let each of 201 parameters 
of {al ,chord1 ,chord200} take one of 10 possible values. So there are 
potentially 10200 points in the initial consideration set Z  if we were 
to explicitly enumerate all possible combinations. Treating the models 
M2 and M3 as concept and detailed respectively, then 
 X = {al ,chord1 ,chord20}
Y = {chord21 ,chord200}
.  
The model M3 takes in all of M2’s variables plus additional ones. For M 2  to be a proper conceptual model with 
respect toM 3  it should return two values, 
 M2l (x)miny M3(x,y)M2u (x) . 
5.  Summary and Future Work 
This paper contains two contributions to the design community; a model of design as a sequential decision process 
of refinement using progressively more accurate and expensive models, and a connection approach for how conceptual 
models couple with detailed models. A number of assumptions were used to simplify developing and understanding 
the modeling approach. One was that a discrete pre-determined set of design points formed the consideration set Z. 
Another assumption is that all points are described by the same set of parameters. Both will be relaxed in future work. 
 
The assumption that models have a discriminatory power and a restricted ability of models to remove design points 
aligns well with the idea that trade spaces are culled at least initially using non-compensatory strategies such as 
applying requirements/constraints to candidate designs and removing them if they violate. The final assumption is that 
there is no uncertainty in the models. There is no inherent reason that uncertainty cannot be included - the purpose in 
this assumption is just to clearly highlight that the models need to provide bounds and intervals as output rather than 
points due to the remaining degrees of freedom of the decision process. Including uncertainty would have the impact 
of making the upper and lower bounds probabilistic rather than deterministic, otherwise the fundamental approach 
remains the same. 
 
The next step in research is to identify candidate models across many domains and attempt to categorize their 
recurring and nonrecurring costs and discriminatory power, forming them into sequences and exploring methods to 
create optimal model flows. Methods to easily create the upper and lower concept models are also a near-term target. 
Last is the introduction of multiple objectives into the mix, which will greatly complicate the definition of an upper 
and lower bound, replacing a simple greater/less than relationship with a dominance one. 
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