The Min-min 
Introduction
A heterogeneous computing environment utilizes a suite of different machines interconnected by high-speed networks to execute different computationally intensive applications that have diverse computational requirements [8, 12, 13] . The general problem of mapping tasks to machines has been shown to be NP-complete [10] . Many useful heuristics to perform this mapping function have been developed. Among many sophisticated algorithms, the Min-min algorithm [10] is a simple algorithm which runs fast and delivers satisfactory performance. It selects from all tasks the task that minimizes the completion time on a machine. In most situations, it maps as many tasks as possible to their first choice of machine. However, the Min-min algorithm is unable to balance the load well since it usually schedules small tasks first. In this paper, we propose a simple alternative of the Min-min algorithm by scheduling large tasks first. The proposed algorithm retains the advantage of the Min-min algorithm and achieves good load balance at the same time.
This paper presents the new algorithm, named the Segmented min-min algorithm. In section 2, previous heuristic algorithms are reviewed. Section 3 presents the new algorithm. Section 4 exhibits the simulation model and experimental results. Section 5 concludes the paper.
Previous Heuristics
In this section, we review a set of heuristic algorithms which schedule meta-tasks to heterogeneous computing systems. A meta-task is defined as a collection of independent tasks with no data dependences. Meta-tasks are mapped onto machines statically; each machine executes a single task at a time. For static mapping, it is assumed that the number of tasks, Ø, and the number of machines, Ñ, are known a priori.
A large number of heuristic algorithms have been designed to schedule tasks to machines on heterogeneous computing systems. In [2] , eleven commonly used algorithms have been evaluated, listed as follows.
OLB : Opportunistic Load Balancing (OLB) assigns each task, in arbitrary order, to the next available machine [1, 7, 8] .
UDA : User-Directed Assignment (UDA) assigns each task, in arbitrary order, to the machine with the best expected execution time for the task [1, 7] .
Fast Greedy : Fast Greedy assigns each task, in arbitrary order, to the machine with the minimum completion time for that task [1] .
Min-min : In Min-min, the minimum completion time for each task is computed respect to all machines. The task with the overall minimum completion time is selected and assigned to the corresponding machine. The newly mapped task is removed, and the process repeats until all tasks are mapped [1, 7, 10] .
Max-min :
The Max-min heuristic is very similar to the Min-min algorithm. The set of minimum completion times is calculated for every task. The task with overall maximum completion time from the set is selected and assigned to the corresponding machine [1, 7, 10] .
Greedy : The Greedy heuristic is literally a combination of the Min-min and Max-min heuristics by using the better solution [1, 7] .
GA : The Genetic algorithm (GA) is used for searching large solution space. It operates on a population of chromosomes for a given problem. The initial population is generated randomly. A chromosome could be generated by any other heuristic algorithm. When it is generated by Min-min, it is called "seeding" the population with Min-min [15, 14] .
SA : Simulated Annealing (SA) is an iterative technique that considers only one possible solution for each meta-task at a time. SA uses a procedure that probabilistically allows solution to be accepted to attempt to obtain a better search of the solution space based on a system temperature [5, 11] .
GSA : The Genetic Simulated Annealing (GSA) heuristic is a combination of the GA and SA techniques [3] .
Tabu : Tabu search is a solution space search that keeps track of the regions of the solution space which have already been searched so as not to repeat a search near these areas [6, 9] .
A* : A* is a tree search beginning at a root node that is usually a null solution. As the tree grows, intermediate nodes represent partial solutions and leaf nodes represent final solutions. Each node has a cost function, and the node with the minimum cost function is replaced by its children. Any time a node is added, the tree is pruned by deleting the node with the largest cost function. This process continues until a complete mapping (a leaf node) is reached [4] .
The experimental results from [2] show that OLB, UDA, Max-min, SA, GSA, and Tabu do not produce good schedules in general. Min-min, GA, and A* are able to deliver good performance. The difference between the completion times of the schedules (makespans) generated by these three algorithms is within 10%. GA is consistently better than Min-min by a few percents, since it is seeding the population with a Min-min chromosome. A*, on the other hand, produces better or worse schedules than Min-min and GA in different situations. Among the three algorithms, Minmin is the fastest algorithm, GA is much slower, and A* is very slow. For 512 tasks and 16 machines, the running time of Min-min is about 1 second, GA 30 seconds, and A* 1200 seconds [2] .
Min-min is a simple algorithm, fast, and able to deliver good performance. Even GA has to be "seeding" the population with a Min-min chromosome to obtain its good performance. Min-min schedules the "best case" tasks first and generates relatively good schedules. The drawback of Minmin is that it assigns the small task first. Thus, the smaller tasks would execute first and then a few larger tasks execute while several machines sit idle, resulting in poor machine utilization. We propose a simple method to enforce large tasks to be scheduled first. Tasks are partitioned into segments according to their execution times. The segment with larger tasks is scheduled first with the Min-min algorithm being applied within the segment. This is called Segmented min-min (Smm).
The Segmented Min-Min Algorithm
Every task has a ETC (expected time to compute) on a specific machine. If there are Ø tasks and Ñ machines, we can obtain a Ø ¢ Ñ ETC matrix. Ì ´ µ is the estimated execution time for task on machine .
The Segmented min-min algorithm sorts the tasks according to ETCs. The tasks can be sorted into an ordered list by the average ETC, the minimum ETC, or the maximum ETC. Then, the task list is partitioned into segments with the equal size. The segment of larger tasks is scheduled first and the segment of smaller tasks last. For each segment, Min-min is applied to assign tasks to machines. The algorithm is described as follows. Different from the Min-min algorithm, Segmented minmin performs task sorting before scheduling. Sorting implies that larger tasks are promoted to be scheduled earlier.
Then, Min-min is applied locally within each segment. The problem here is how to define the sorting key. Tasks with long execution time deserve promotion to early scheduling. However, in a heterogeneous system, the execution time of a task varies in different machines. Therefore, we test three sub-policies by defining the execution time of a task as the average, the minimum, or the maximum of its ETCs.
The third step of the Segmented min-min algorithm partitions tasks into AE segments. Determining the optimal value of AE is a trade-off. More segments result in better load balance. On the other hand, too many segments will lose advantages of the Min-min algorithm. Intuitively, as long as we partition the tasks into a few segments, such as large, medium, and small tasks, the load can be balanced fairly well. Experimental results confirm this as shown in Figure 1 where the curves show the improvement of Smmavg over Min-min for different values of AE . Each point in these curves is the average of five runs. In general, the optimal value of AE is relevant to the ratio Ø Ñ . When is large, Min-min performs well. For small , which means the number of tasks per machine is not large, the optimal value of AE is about 4 or 5. Therefore, we fix the value of AE to 4, which means that we always partition the tasks into four segments. 
Experiments

Performance Comparison
For the experimental studies, we use the same method in [2] Tables I to XII and that for 
Discussion
From these results, we found that the Segmented minmin algorithm is able to balance the load very well compared to the Max-min and the Min-min algorithms. The system utilization of Min-min is relatively low while that of Segmented min-min is very high. This is because Segmented min-min schedules larger tasks first and smaller tasks can run in parallel with large tasks. Although the Max-min algorithm produces very good load balancing, it does not schedule tasks to their "best case." Thus, its performance is far worse than that of the Segmented min-min algorithm. Higher system utilization makes three Segmented min-min algorithms better than Min-min in almost all cases. Smm-avg enhances the performance of Min-min from 2% to 12%. Smm-min shows better performance than Smm-avg in some cases but is worse than Smm-avg in most cases. Smmmax is worse than Smm-avg in almost all cases. Thus, we use Smm-avg for the Segmented min-min algorithm, which improves the Min-min algorithm by 6.1% in average.
In addition, the running time of the Segmented min-min algorithm is much less than Min-min. This is not difficult to explain because Min-min spends the large amount of time to search entire matrix to map one task each time, while Segmented min-min, taking advantage of the divide-andconquer strategy, only searches the minimum value within a single partition. In summary, this partitioning method improves the makespan and running time simultaneously. 
Concluding Remarks
The Segmented min-min algorithm starts from a set of large tasks while Min-min starting from small tasks. Smm can balance the load very well and runs faster. We will compare it in the near future to the Genetic algorithm that delivered the best performance among eleven selected algorithms.
