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ABSTRAKT
Bakalárska práca sa zaoberá problematikou automatickej klasifikácie fotografií antibi-
otických diskov. Cieľom práce je vytvorenie výstupu s klasifikovanými antibiotickými
diskmi aplikáciou rozličných metód. Úloha je rozdelená do častí predspracovania a samot-
nej klasifikácie. Predspracovanie je vyriešené pomocou Cannyho hranovej detekcie, de-
tekcie stredu kružnice a vodiaceho znaku pomocou Houghovej transformácie, odstráne-
nia kružnice, zarovnania, rotácie a vyrezania textu s jednotlivými písmenami. Klasifiká-
cia je realizovaná pomocou neuronových sietí a minimálnej vzdialenosti medzi pixelmi.
Vysvetlenie a analýza týchto postupov by mali pomôcť vytvoriť teoretický náhľad na
danú problematiku. Praktická časť ukáže niektore pretrvávajúce nedostatky vybraného
spracovania spôsobených nízkou kvalitou fotografií antibiotických diskov.
KĽÚČOVÉ SLOVÁ
antibiotický disk, hranová detekcia, detekcia vodiaceho znaku, Houghova transformácia,
klasifikácia, neurónové siete, metóda minimálnej vzdialenosti
ABSTRACT
This bachelor’s thesis deals with problematics of automatical classification of antibiotical
discs photographies.The aim of this work is to apply several methods on images to create
output with classified images. The problem is split into preprocessing and classification
by itself. Preprocessing is solved with the use of Canny’s edge detector, Hough transform
for detecting lines and circles, alignment, rotation and cutting out text with individual
letters. Classification is then realised using neural network and minimum distance be-
tween pixels. Explanations and analysis of this methods should help to create theoretical
overview on analysed problematics. The application of these algorithms in practical part
will show some persisting imperfections of choosen processing caused by low quality of
photographies of antibiotical discs.
KEYWORDS
antibiotical disc, edge detection, detection of conducting sign, Hough transform, classi-
fication, neural network, minimum distance
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1 ÚVOD K AUTOMATICKEJ KLASIFIKÁCII
ANTIBIOTICKÝCH DISKOV
Podľa definície [11] je antibiotikum látka schopná kontrolovať rast alebo priamo zabí-
jať baktérie. Antibiotiká rozdeľujeme na prírodné a syntetické. Prírodné antibiotiká
boli dostačujúce až do veľkého nárastu počtu obyvateľov na Zemi. Vtedy ešte tieto
látky neniesli názov „antibiotiká“, ale ľudia už poznali a zámerne využívali ich úči-
nok. V momente, kedy sa prudko zvýšil počas druhej priemyselnej revolúcie počet
obyvateľov boli však už prírodné antibiotiká nepostačujúce a pre mnohé choroby aj
neefektívne. Tento problém pomohol na takmer 80 rokov vyriešiť Alexander Flem-
ing. Ten skúmal od dvadsiatych rokov minulého storočia vplyv rôznych substancií
na baktérie. Zistil napríklad, že ľudské slzy obsahujú látku schopnú rozpustiť bak-
teriálne bunky, ktorú nazval lyzozým. Tento objav však nebol jeho najdôležitejším
pretože v roku 1928 náhodou objavil penicilín. Počas svojích pokusov omylom kon-
taminoval vzorky plesňou. Zistil, že miesta zasiahnuté plesňou boli ovplyvnené do tej
miery, že nevykazovali žiadnu prítomnosť baktérií a zároveň, že pleseň produkovala
látku schopnú zabíjať baktérie. Látku nazval „Penicillin“ podľa názvu plesne, ktorá
ju produkuje. Aj keď jeho práca nebola úspešne zakončená testovaním na ľuďoch
a zvieratách, dala základ dôležitému odvetiu farmakológie. V následujúcich rokoch,
z dôvodu vojny a potreby liečiť infekcie boli vyvinuté prvé syntetické antibiotiká,
v prvom rade penicilín. Tieto antibiotiká boli s odstupom času vylepšované a stále
nové a nové druhy boli vyvinuté pre boj s baktériami [5].
Zlatý vek antibiotík však netrval večne. Ako väčšina organizmov na Zemi, aj bak-
térie majú schopnosť adaptovať sa a preto v dnešnom svete, aj napriek tomu, že
existuje niekoľko tisíc druhov antibiotík, na veľké množstvo z nich už sú niektoré
baktérie odolné. Preto treba napríklad tuberkulózu liečiť kombináciou viacerých
druhov antibiotík. Z dôvodu zisťovania rezistencie, teda odolnosti rôznych druhov
baktérií voči rôznym druhom antibiotík, vzniklo odvetvie mikrobiológie testujúce
rezistenciu pomocou Antibiotických diskov. Princíp spočíva vo vložení antibiotick-
ých diskov do kultúr rôznych druhov baktérií a v sledovaní ich vzájomnej reakcie
ako napríklad ukazuje obrázok 1.1.
V laboratórnej praxi je množstvo antibiotických diskov použitých pre jednotlivé
kultúry baktérií veľké. Bolo by plytvanie časom a ľudskými zdrojmi manuálne triediť
antibiotické disky podľa názvu do kategórií. Preto aj v tomto odvetví existuje istá
snaha o automatizáciu klasifikácie. Pre túto klasifikáciu je potrebné vytvoriť fo-
tografie týchto diskov a podľa nich použitím spracovávacích algoritmov ich roztriediť
do jednotlivých skupín. Dôležitou podmienkou pre možnosť automatického spraco-
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Obr. 1.1: Príklad reakcie antibiotického disku s bakteriálnou kultúrou. Očistená časť
predstavuje pozitívnu reakciu, antibiotikum ničí baktérie.
vávania je rovnaká vzdialenosť disku od objektívu spolu s rovnakými parametrami
akvizície. Po dodržaní parametrov vyzerajú fotografie rovnako ako na obrázku 1.2.
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Obr. 1.2: Fotografia antibiotického disku pred spracovaním
Z obrázku 1.2 je nutné vytvoriť súbor charakteristických črtov, ktoré nesie každá
fotografia antibiotického disku. Prvou vlastnosťou je veľkosť obrazu. Každá z fo-
tografií má veľkosť obrazu 76 × 76 pixelov. Na každom obrázku sa nachádzajú
2−3 písmená reprezentujúce názov antibiotika ako aj číslo reprezentujúce množstvo
účinnej látky v mikrogramoch v danom disku. Pod písmenami vodiaci znak, ktorý
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Tab. 1.1: Prehľad názvov a skratiek antibiotických diskov
Antibiotikum Skratka Množstvo účinnej látky [mg]
Ampicillin AM 10
Ampicillin AMP 10
Cefoxitin FOX 30
Ceftazidim CAZ 10
Cefuroxime CXM 30
Cephalothin KF 30
Ciprofloxacin CIP 5
Clindamycin DA 2
Colistin CT 10
Erythromycin E 15
Gentamicin CN 10
Chloramphenicol C 30
Linezolid LZD 10
Nitrofurantoin F 100
Norfloxacin NOR 30
Novobiocin NV 5
Ofloxacin OFX 5
Rifampicin RD 5
Sulphamethoxazol SXT 25
Tazobactam TZP 36
Teicoplanin TEC 30
Tetracycline TE 30
Tigecycline TGC 15
je kolmý na písmená a s hrúbkou práve 4 pixely. V tabuľke 1.1 sú zobrazené niektoré
základné druhy antibitík použitých pre spracovanie.
Cieľom tejto práce bude vytvoriť algoritmus schopný spracovávať jednotlivé obra-
zy a triediť ich do skupín podľa tabuľky 1.1. Pre tento účel využijeme vlastnosti
obrazu uvedené vyššie a metódy segmentácie obrazu. Keďže obrazy sú vždy na-
točené pod istým uhlom, prvá časť práce bude spočívať v ich zarovnávaní. Pre toto
zarovnanie bude využitá detekcia vodiaceho znaku, konkrétne metódou Houghovej
transformácie pre detekciu priamok. Aby bolo vôbec možné použiť Houghovu trans-
formáciu je predtým nutná hranová detekcia s výberom vhodného prahu pre ap-
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likáciu na gradientný obraz, ktorý dáva za výsledok binárny obraz. Pre zlepšenie
výsledkov detekcie vodiaceho znaku bude využitá Houghova transformácia pre de-
tekciu kružníc a kružnica reprezentujúca prechod z antibiotického disku na von-
kajšie rozhranie bude odstránená. Zároveň bude kružnica využitá pre zarovnanie
stredov obrazov, čo zvýši následne úspešnosť klasifikácie. Následovať bude zarov-
nanie a rotácia obrazov tak, aby všetky vodiace znaky mali horizontálnu polohu.
Zo zarovnaného a zrotovaného disku sa vystrihne text a následne z neho jednotlivé
písmená, aby mohli poslúžiť záverečnej fázi spracovania, klasifikácii. Klasifikácia
bude realizovaná dvoma metódami, metódou najmenšej vzdialenosti medzi pixelmi
a pomocou umelých neuronových sietí. V závere budú zhrnuté a zhodnotené dosiah-
nuté výsledky a možné postupy do budúcnosti.
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2 TEORETICKÝ ROZBOR MOŽNOSTÍ POS-
TUPOV SPRACOVANIA
2.1 Detekcia hrán
Hranová detekcia pri spracovávaní obrazov je jedným zo základnych postupov op-
timalizácie spracovania a zlepšovania dosiahnutých výsledkov. Zväčša býva prvý
krokom spracovania obrazu a prakticky pri každom postupe pracujúcom s obrazmi
sa aplikuje niektorý z veľkého počtu možných postupov.
2.1.1 Definícia hrany
Hrana je definovaná podľa [16] ako dostatočne významná a rýchla zmena intenzity
bodu v jeho malom okolí. V diskrétnom systéme táto definícia vyjadruje dosta-
točne veľkú zmenu intenzity daného pixela v závislosti na jeho okolných pixeloch.
V prípade antibiotických diskov bude hranová reprezentácia určená pre segmentáciu
obrazu, čo je súčasť automatickej analýzy obrazov zameraná na odstránenie pozadia
a zvýraznenia štruktúr, ktoré sú pre ďalšie spracovanie dôležité a s ktorými následne
môže zvyšná časť algoritmov pracovať. Keďže segmentácia, v tomto prípade segmen-
tácia pomocou hranovej detekcie je na začiatku väčšiny algoritmov spracovávajúcich
obraz, je dôležité ju správne pochopiť a aplikovať do praxe.
Existuje veľké množstvo hranových detektorov, v zásade rozlišujeme dve naj-
väčšie skupiny. Sú tu detektory využívajúce prvú a druhú deriváciu. Sčítaním prvých
parciálnych derivácií dostaneme gradient definovaný rovnicou 2.1.
∇𝑓(𝑥, 𝑦) =
(︃
𝜕𝑓
𝜕𝑥
)︃
+
(︃
𝜕𝑓
𝜕𝑦
)︃
(2.1)
V diskrétnej oblasti je pojem derivácia však iba teoretický a bežne derivácie
nahrádzame diferenciami. Rovnica tak nadobudne tvar 2.2. Slovne ju môžeme vy-
jadriť ako rozdiel intenzít dvoch rôznych pixelov podelený vzdialenosťou v ose 𝑥 a 𝑦
[15]. Vzťahy vyzerajú veľmi rovnako, ale z matematického hľadiska je medzi nimi
významný rozdiel. Derivácia je definovaná pomocou limity rozdielu premenných, keď
rozdiel sa blíži k 0. Diferencia je približným vyjadrením derivácie a počíta s čísel-
nou hodnotou rozdielu premenných bez využitia limity. V diskretizovanom obraze je
rozdiel premenných v najlepšom prípade rovný číslu 1, čo môže spôsobiť už značný
rozdiel medzi hodnotami.
V prípade, že sa v obraze nachádza hrana, veľkosť gradientu prudko stúpne.
Toto stúpanie je dané vlastnosťou derivácie a teda aj diferencie. Z definície, je hrana
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rýchla zmena intenzity pixelu v diskrétnej oblasti. Derivácia popisuje strmosť stúpa-
nia alebo klesania a teda v prípade, že detektor narazí na hranu absolútna hodnota
derivácie prudko stúpne. Preto vo výslednom obraze po aplikácii diferenčného op-
erátora bude absolútna hodnoty hrany vyjadrená maximálnymi hodnotami [1].
∇𝑓(𝑥, 𝑦) =
(︃△𝑓
△𝑥
)︃
+
(︃△𝑓
△𝑦
)︃
(2.2)
2.1.2 Používané hranové operátory
Hranová detekcia je najčastejšie realizovaná pomocou masiek. Maska je lokálnym o-
perátorom a má najčastejšie rozmery 3×3 pixely. Lokálny operátor je taký, u ktorého
na výstup vplýva iba obmedzené okolie bodov. Existuje veľké množstvo rôznych
masiek a každá z nich má iné vlastnosti. Aplikácia masky sa deje pomocou konvolúcie
s obrazom.
Operátory využívajúce prvú deriváciu
Medzi najpoužívanejšie hranové operátory patrí:
Robertsov operátor, ktorý je zároveň tým najjednoduchším operátorom. Jeho využi-
tie je veľmi obmedzené, pretože jeho výsledok je výrazne znehodnotený Gaussovským
náhodným šumom. Existuje možnosť jeho rozšírenia na maticu 3×3, avšak následné
výsledky sú stále znehodnotené šumom, ktorý sa vďaka nízkemu počtu ovplyvňujú-
cich hodnôt prenáša.
𝐴 =
⎡⎣ 1 0
0 −1
⎤⎦𝐵 =
⎡⎣ 0 1
−1 0
⎤⎦ (2.3)
Sobelov operátor je jedným z najpoužívanejších operátorov, pretože narozdiel od Ro-
bertsovho operátora na výsledný obraz vplýva zároveň 6 pixelov. Váhovanie väčším
počtom pixelov funguje ako filter založený na priemerovaní s mierne slabším výsled-
kom ako samostatná priemerovacia maska. Filter je založený na stochastických vlast-
nostiach Gaussovského náhodného šumu, ktoré ho definujú ako signál bez možnej
predvídateľnosti jeho hodnôt, iba jeho výskyt a hodnotu môžeme definovať pravde-
podobnostnými parametrami. Vďaka tomu platí, že priemer z nekonečného množstva
vzorkov Gaussovského náhodného šumu je rovný alebo sa blíži k 0 [15]. To je základ-
ným princípom a dôvodom využitia priemerovacích filtrov a obdobne funguje aj So-
belov s Prewittovým operátorom. Masky reprezentujúce Sobelov operátor pre smer
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𝑥 a 𝑦 sú matice 2.4 [1].
𝐺𝑥 =
⎡⎢⎢⎣
−1 0 1
−2 0 2
−1 0 1
⎤⎥⎥⎦𝐺𝑦 =
⎡⎢⎢⎣
−1 −2 −1
0 0 0
1 2 1
⎤⎥⎥⎦ (2.4)
Prewittov operátor je ďalším z rady používaných operátorov. Má porovnateľné vlast-
nosti so Sobelovým operátorom, pretože ich masky sa líšia iba v stredovom čísle.
U Sobelovho operátora sa v stredovom prvku nachádza 2 respektíve −2, narozdiel
od Prewittovho operátora, ktorý obsahuje iba 1 prípadne −1. Aj u tohto operá-
tora vplyvom väčšieho vplyvu okolitých pixelov pozorujeme filtráciu váhovaným
priemerom.
𝐺𝑥 =
⎡⎢⎢⎣
−1 0 1
−1 0 1
−1 0 1
⎤⎥⎥⎦𝐺𝑦 =
⎡⎢⎢⎣
−1 −1 −1
0 0 0
1 1 1
⎤⎥⎥⎦ (2.5)
Operátory využívajúce druhú deriváciu
Ďalšou skupinou operátorov vhodných pre detekciu hrán v obraze sú operátory
využívajúce aproximáciu druhej derivácie. Pre hranu, teda bod v ktorom sa hodnota
parametru výrazne zvyšuje alebo znižuje, platí v prípade aplikovania druhej derivá-
cie, že výsledná hodnota prechádza 0. Preto vo výslednom obraze budú maximá
vyjadrené ako prechod hodnoty parametru 0. V 2D priestore sú dva typy operá-
torov, ktoré využívajú druhú deriváciu a detekciu prechodu nulou. Sú to Laplacián
a druhá smerová derivácia. Laplacián môže byť definovaný maskou 2.6 a pre druhú
smerovú deriváciu môžeme využiť jednu z masiek spomenutú v podkapitole 2.1.2.
𝐿𝑎𝑝𝑙𝑎𝑐𝑖𝑎𝑛 =
⎡⎢⎢⎣
0 1 0
1 −4 1
0 1 0
⎤⎥⎥⎦ (2.6)
Vzhľadom na fakt, že operátor druhej smerovej derivácie využíva masky prvej
smerovej derivácie a iba ich aplikuje dvakrát, je zbytočné bližšie rozpisovať daný
operátor. Jeho výhody a nevýhody plynú z výhod operátorov prvej derivácie, naviac
zvyšujú výpočetné zaťaženie, keďže konvolúcia prebehne namiesto jedenkrát dvakrát
a výsledná reprezentácia priamo nereprezentuje hrany, pretože najprv je potrebné
spraviť detekciu prechodu 0. Naopak Laplacián, ktorý využíva iba jednu masku môže
byť vhodným kandidátom pre detekciu hrán. Jeho výhodami je malá výpočetná
náročnosť, keďže konvolúcia sa realizuje iba jedenkrát a je to izotropný operátor,
teda majúci rovnaké vlastnosti vo všetkých smeroch. Naopak nevýhodou ostáva
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detekcia prechodu 0 a šum sa prejavuje viac ako pri operátoroch využívajúcich prvú
deriváciu [29][14].
2.1.3 Cannyho detektor
Cannyho detektor je najpoužívanejším hranovým detektorom vôbec. Jeho výhodou
sú spojité a tenké hrany, ktoré dosiahne kaskádou postupov. Táto metóda bola
prvýkrát popísaná v roku 1986 Johnom Cannym v článku [3]. Canny vo svojej práci
stanovil tri kritériá správnej detekcie hrán, ktoré sú rovnako dôležité aj pri spraco-
vaní fotografií antibiotických diskov. Prvým z nich je podmienka, že každý hranový
bod bude mať maximalizovanú šancu, že bude hranovým detektorom označený ako
hrana a zároveň šanca, že vo výslednej hranovej interpretácii sa budú nachádzať
falošne pozitívne body bude minimalizovaná. Táto podmienka zodpovedá maximal-
izácii pomeru signál šum. Ďalšou podmienkou správnej hranovej detekcie je, že hra-
nové body sú detekované čo najbližšie ich reálnej pozícii. Nakoniec je dôležité aby
hranová reprezentácia bola čo najtenšia, teda aby hranový bod nevyvolával vznik
a falošnú detekciu iných hranových bodov.
Samotná detekcia je realizovaná postupnosťou viacerých krokov. Na začiatok
je z obrazu odstránený šum a tým je zvýšený jeho pomer signálu a šumu. Tento
krok je dosiahnutý najčastejšie pomocou klasického Gaussovho filru so smerodatnou
odchýlkou 𝜎 = 1.4. Gaussov filter je vytvorený pomocou masky 2.7.
𝐺𝑎𝑢𝑠𝑠_𝑓𝑖𝑙𝑡𝑒𝑟 = 1159
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 4 5 4 2
4 9 12 9 4
5 12 15 12 5
4 9 12 9 4
2 4 5 4 2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.7)
V ďalšom kroku následuje konvolúcia s operátorovou maskou známou aj ako
Sobelov operátor 2.4. Výstup z obidvoch masiek je potrebné potom previesť na gra-
dient. K tomuto účelu je využitá rovnica 2.2, ktorá vyjadruje Euklidovskú vzdi-
alenosť alebo Pytagorovu vetu. Niekedy je rovnica 2.2 nahradená jednoduchšou
rovnicou 2.8. Zároveň je potrebné vypočítať smer gradientu pomocou rovnice 2.9.
Keďže výpočty aj realizácia sa uskutočňuje v diskrétnej oblasti, je potrebné 𝜃 zaokrúh-
liť na 𝜋4 .
|𝐺| = |𝐺𝑥|+ |𝐺𝑦| (2.8)
𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛
(︂
𝐺𝑦
𝐺𝑥
)︂
(2.9)
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Následujúcim krokom je mazanie nemaximálnych hodnôt, teda nastavenie ich
hodnoty na 0. Algoritmus prehľadáva maticu obrazu a pre každý pixel porovnáva
hodnotu príslušného pixelu s hodnotou pixelu v smere a proti smeru gradientu.
V prípade, že je hodnota aktuálneho pixelu najvyššia, je jeho hodnota ponechaná.
Ak nie, hodnota daného pixelu je nastavená na 0.
Ďalším krokom je prahovanie. Pre toto prahovanie sú vytvorené dva rôzne prahy.
Prvý, ktorý bude značiť silnú hranu a druhý slabú hranu. Silné hrany sú označené
ako isté hranové body a slabé sú vyhodnotené ako hranové body iba v prípade, že sú
spojené so silným hranovým bodom. V prípade, že slabý hranový bod sa nachádza
v blízkosti silného hranového bodu, je jeho hodnota nahradená absolútnym maxi-
mom, koré má hodnotu 255 a počíta sa s ním následovne ako so silným hranovým
bodom. Ak táto podmienka nieje splnená, hodnoty sú nahradené 0. Nakoniec je
výsledná hranová reprezentácia transformovaná pomocou vyššieho prahu na binárny
obraz [2].
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Obr. 2.1: Cannyho hranová detekcia
2.2 Houghova transformácia pre detekciu priamok
V niektorých prípadoch sa snažíme detekovať priamky v digitalizovanom obraze.
Pre tento účel bola navrhnutá Houghova transformácia. Vychádzajúc zo zobecnenej
Houghovej transformácie, hľadáme priamky pomocou sklonu a posunutia v obraze.
V karteziánskych súradniciach je priamka definovaná 2.10. Rovnica obsahuje 2 neznáme
parametre 𝑞 a 𝑘. Preto podľa Hougha [12], aby sme našli všetky možné priamky
spájajúce konkrétny počet bodov potrebujeme pre všetky dvojice bodov vypočí-
tať z rovnice 2.10 konštanty 𝑞 a 𝑘. Početnosť výskytu oboch konštánt udáva počet
kolineárne ležiacich bodov a teda aj dĺžku detekovanej priamky.
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𝑦 = 𝑘𝑥+ 𝑞 (2.10)
V praktickom prevedení nastáva pri tomto postupe problém s výpočetnou zloži-
tosťou. Pri väčších obrazoch s väčším počtom bodov už procesor nemusí zvlád-
nuť také množstvo výpočtov. Zároveň môžu hodnoty 𝑞 a 𝑘 nadobúdať prakticky
neobmedzené hodnoty, čo značne sťažuje situáciu. Naviac, v prípade, že priamka je
zvislá, výpočet 𝑞 narazí na delenie nulou, čo nieje možné a v akumulátore by bolo
potrebné riešiť tento problém samostatnou podmienku. Preto bola zavedená alter-
natíva k počítaniu pomocou kartézskych súradníc, prechodom k parametrickým vy-
jadreniam priamky. Priamka v parametrickom priestore je vyjadrená 2.11, kde dvo-
jicou parametrov sa stávajú uhol, ktorý zviera kolmica na hľadanú priamku s osou
𝑥 a dĺžka kolmice od počiatku k priesečníku.
Obr. 2.2: Porovnanie parametrickej a karteziánskej Houghovej transformácie [21].
Najprv si zvolíme diskretizáciu parametrického priestore pre hodnoty 𝜃 a 𝑟. Táto
diskretizácia vytvorí dvojrozmernú maticu akumulátorov, teda bodov ktoré sú si
navzájom kolineárne. Nakoniec pre každý bod sú vytvorené všetky možné priamky
prechádzajúce bodom a počítadlo v parametrickom priestore je pre každú priamku
zvýšené o 1. Dostaneme parametrický priestor, kde poloha bodu reprezentuje priam-
ku a hodnota v tom bode vyjadruje počet bodov ležiacich na danej priamke. Naj-
dlhšia priamka bude teda tá, ktorá bude mať pre príslušné parametry 𝜃 a 𝑟 najväčšiu
hodnotu [6].
𝑟 = 𝑥 cos(𝜃) + 𝑦 sin(𝜃) (2.11)
2.3 Houghova transformácia pre detekciu kružníc
V niektorých prípadoch je potrebné v binárnom obraze ako výstupom z hranovej
detekcie detekovať kružnice. V algoritme spracovávajúcom antibiotické disky nie
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je tento krok nevyhnutný, ale zlepšuje celkový výsledok detekcie vodiaceho znaku,
keďže odstraňuje prebytočné hranové body. Naviac, v neskorších fázach je možné
zarovnať stredy pre všetky obrazy, čo bude dôležitým krokom pri zlepšení klasi-
fikačných metód.
Princíp a metóda spracovania je relatívne jednoduchá, jediným problémom môže
byť veľký počet hranových bodov a tým aj súvisiace predĺženie výpočetného času.
Tento problém je možné čiastočne vyriešiť pomocou vhodnej metódy hranovej detek-
cie alebo spracovávaním obmedzenej časti obrazu. V prípade antibiotických diskov,
kde rozmery obrazu nepresahujú 80×80 pixelov nepotrebujeme analyzovať problém
množstva výpočetných operácií.
Využijúc definíciu kružnice je možné popísať princíp Houghovej kruhovej trans-
formácie spolu s jej realizáciou. Kružnica je definovaná ako body ležiace v rov-
nakej vzdialenosti od stredu. Z toho vyplýva, že pre všetky body ležiace na kružnici
nachádzajúcej sa v obraze existuje bod od ktorého má každý z bodov konštantnú
vzdialenosť 𝑟. Tento bod je nazývaný stred kružnice. Pre detekciu využijeme práve
fakt, že stred má od každého z bodov vzdialenosť 𝑟. To znamená, že pokiaľ zostrojíme
v každom bode reprezentujúcom hranu kružnicu so stredom v danom bode a po-
lomerom 𝑟, priesečník všetkých týchto kružníc bude ležať v očakávanom výstupe,
teda v strede. Všeobecný princíp je znázornený na obrázku 2.3.
Obr. 2.3: Princíp detekcie kružníc pomocou Houghovej transformácie [26].
Matematicky môže byť kružnica definovaná pomocou viacerých parametrov. Naj-
viac zaužívaná je obecná rovnica kružnice 2.12. V prípade, že by sme chceli vytvoriť
okolo každého bodu kružnicu pomocou tejto reprezentácie, museli by sme prejsť
všetky možné body a porovnávať pravú stranu rovnice 2.12 s ľavou. Tento postup
vedie k rovnakému výsledku ako následujúci, ale s väčším výpočtovým zaťažením.
𝑟2 = (𝑥− 𝑥𝑠𝑡𝑟𝑒𝑑)2 + (𝑦 − 𝑦𝑠𝑡𝑟𝑒𝑑)2 (2.12)
Oveľa jednoduchšie sa javí využiť parametrické zadanie kružnice 2.13 a 2.14,
ktoré využíva uhol, polomer a súradnice stredu k výpočtu bodov ležiacich na kružnici.
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Využiť túto reprezentáciu sa javí ako vhodnejšia alternatíva k využitiu rovnice 2.12
najmä vzhľadom na zložitosť výpočtov. Body ležiace na kružnici sme schopní nájsť
priamym výpočtov, pretože 𝑟,𝜃,𝑥𝑠𝑡𝑟𝑒𝑑 aj 𝑦𝑠𝑡𝑟𝑒𝑑 sú známe hodnoty.
𝑥 = 𝑥𝑠𝑡𝑟𝑒𝑑 + 𝑟·𝑐𝑜𝑠(𝜃) (2.13)
𝑦 = 𝑦𝑠𝑡𝑟𝑒𝑑 + 𝑟·𝑠𝑖𝑛(𝜃) (2.14)
Postup detekcie stredu kružnice a tým aj všetkých bodov ležiacich na nej je
následovný. Vo výstupe z hranovej detekcie, teda v binárnom obraze sú vybrané
body, ktoré spĺňajú podmienky pre hranu a majú hodnotu 1. Následne je vytvorený
vektor reprezentujúci možné hodnoty 𝜃. 𝜃 môže nadobúdať ľubovoľné hodnoty z in-
tervalu [0, 2𝜋]. Vhodné je ho diskretizovať napríklad krokom 1∘, čo v radiánoch
predstavuje 𝜋/180. Všetky diskretizované hodnoty sú zapisované do spomínaného
vektoru. V ďalšom kroku záleží na znalosti polomeru 𝑟. Všeobecná Houghova trans-
formácia predpokladá, že polomer je neznámy a je potrebné ho nájsť spolu so súrad-
nicami stredového bodu. Polomer kružnice môže nadobúdať hodnoty od 0 do 12
veľkosti obrazu. Polomer je potrebné vhodne navzorkovať, tak aby existoval kom-
promis medzi presnosťou a množstvom výpočtov. Vhodné vzorkovanie sa ponúka
20− 40 kvantovacích tried.
Až v tomto momente je možné prejsť na samotnú detekciu zostrojením aku-
mulátora. Pomocou rovníc 2.13 a 2.14 počítame pre každý hranový bod so súrad-
nicami 𝑥𝑠𝑡𝑟𝑒𝑑,𝑦𝑠𝑡𝑟𝑒𝑑, pre každý uhol 𝜃 a pre každý polomer 𝑟 body patriace prís-
lušnej kružnici definovanej danými parametrami. Tieto body vkladáme do akumulá-
tora, ktorý má formu trojrozmernej matice. Osa 𝑥 a 𝑦 reprezentujú stredu kružnice
a 𝑧 súradnica vyjadruje polomer hľadanej kružnice. Hodnota v príslušnom poli ma-
tice vyjadruje koľkokrát daný bod patril nejakej kružnici. Po nájdení maxím v aku-
mulátore dostaneme stred a polomer ako jednotlivé zložky osí maxima celej matice.
Pre zjednodušený prípad, kedy poznáme polomer bude matica iba dvojrozmerná.
Finálnym krokom je vykreslenie danej kružnice s detekovaným stredom 𝑆 a polo-
merom 𝑟 pomocou rovníc 2.13 a 2.14 [23].
2.4 Prehľad metód klasifikácie obrazov
Klasifikácia je definovaná ako súbor výpočetných metód, ktoré roztriedia dané dáta,
obrazy do jednotlivých tried, na základe ich podobnosti [4]. Existuje veľké množstvo
rôznych metód klasifikácie. Tieto metódy delíme v zásade podľa viacerých kritérií.
Tieto rozdelenia pomáhajú správne vybrať vhodnú metódu pre klasifikáciu obra-
zových dát.
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Podľa predpokladaného rozloženia dát delíme klasifikačné metódy na paramet-
rické a neparametrické. Parametrické metódy predpokladajú a využívajú vlastnosti
Gaussovho normálneho rozdelenia (obrázok 2.4). V prípade, že je obraz zložite-
jší a už nespĺňa predpoklad normálneho rozdelenia, tieto klasifikátory produkujú
nepresnejšie výsledky. V prípade parametrických klasifikátorov je ďalším z problé-
mov problematické začlenenie iných parametrov do klasifikácie ako napríklad neštati-
stické parametry alebo priestorové či kontextuálne charakteristiky. Príklady para-
metrických klasifikátorov sú napríklad maximálna vierohodnosť alebo analýza lineár-
neho diskriminantu. Naopak, neparametrické klasifikátory nepredpokladajú žiadne
Obr. 2.4: Gaussovo normálne rozdelenie ako predpoklad parametrických klasifiká-
torov [8]
špecifické rozdelenie dát pre výpočet rozdelení do jednotlivých tried a sú výhodné
aj pre začlenenie vyššie spomenutých charakteristík. Medzi neparametrické klafiká-
tory patria umelé neuronové siete, klasifikácia pomocou rozhodovacieho stromu alebo
expertné systémy.
Ďalším z možných delení je delenie na základe prítomnosti trénovacích dát. Podľa
tohto delenia rozdeľujeme klasifikátory na klasifikačné postupy s a bez dozoru. Tech-
niky rozdeľovania do tried s dozorom obsahujú dostatočné množstvo trénovacích dát
ako referenčné data, u ktorých už je vopred známa výsledná hodnota parametru.
Kvalita klasifikácie potom závisí na kvalite predložených trénovacích dát. Medzi pos-
tupy radiace sa do kvalifikácie pod dozorom radíme maximálnu vierohodnosť, min-
imálnu vzdialenosť, umelé neuronové siete alebo klasifikáciu pomocou rozhodovacích
stromov. Opačným príkladom sú metódy bez dozoru alebo inak povedané metódy
bez prítomnosti vzorových, trénovacích dát. U týchto typov klasifikátorov je nevy-
hnutné využiť štatistické postupy pre samotné roztriedenie do jednotlivých skupín.
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Zadefinovanie tried je závislé čisto na zadávateľovi danej klasifikačnej úlohy. Prík-
ladom týchto postupom môžu byť isodata a k-means zhlukovací algoritmus.
Posledným dôležitým delením klasifikátorov je delenie podľa toho, či je využitá
pri klasifikácii aj priestorová informácia. Podľa tohto delenia delíme metódy na spek-
trálne klasifikátory, kontextuálne alebo spektrálno-kontextuálne. U spektrálnych
klasifikátorov je využitá iba spektrálna informácia. Vplyvom nevyužitia priestorových
charakteristík dochádza u týchto typov klasifikátorov k častým chybným klasifiká-
ciám podmieneným rozdielnymi priestorovými rozmiestneniami objektov tých istých
tried. Príkladom týchto klasifikátorov sú maximálna vierohodnosť, minimálna vzdia-
lenosť a klasifikácia pomocou neuronových sietí. Čiastočným zlepšením vo využívaní
priestorovej informácie sú kontextuálne klasifikátory, ktoré využívajú priestorové
charakteristiky zo susediacich pixelov pre samotnú klasifikáciu. Ďalším z možných
riešení sú spektrálno-kontextuálne klasifikátory, ktoré využívajú aj priestorovú aj spek-
trálnu informáciu pre samotnú klasifikáciu. Samotná klasifikácia je prevedená kom-
bináciou spektrálnych a kontextuálnych techník. Príkladom metód klasifikácie tohto
charakteru môžu byť ECHO(Extraction and classification of homogenous objects),
fuzzy neurónové siete alebo maximálna vierohodnosť následovaná frekvenčne založe-
nou klasifikáciou [20].
Existuje ešte viacero rôznych delení jednotlivých klasifikačných techník ako naprík-
lad podľa druhu výstupu, avšak pre prehľad jednotlivých metód je vhodné tie naj-
využívanejšie metódy popísať podrobnejšie. Preto následujúce podkapitoly 2.4.1,
2.4.2, 2.4.7, 2.4.3, 2.4.6 a 2.4.4 pojednávajú o presnejších definíciách a postupe pri
využití jednotlivých klasifikačných techník.
2.4.1 Minimálna vzdialenosť medzi pixelmi
Minimálna vzdialenosť alebo častejšie používaný anglický výraz „Minimum dis-
tance“ je základnou a najjednoduchšou metódou používanou pre klasifikáciu obra-
zových dát. Metóda vychádza z Euklidovských vzdialeností, tj. počíta súčet od-
chýliek medzi jednotlivými pixelmi. Následne sa klasifikovaný obraz priradí ku vzoru
na základe minimálneho súčtu štvorca odchýliek jednotlivých pixelov. Metóda môže
byť jednoducho zapísaná pomocou rovnice 2.15.
𝑣𝑧𝑑𝑖𝑎𝑙𝑒𝑛𝑜𝑠𝑡 =
𝑁∑︁
𝑖,𝑗=0
(𝑥𝑖𝑗 − 𝑣𝑧𝑜𝑟𝑖𝑗)2 (2.15)
Táto metóda je pre svoju jednoduchosť často využívaným nástrojom. Využitá
môže byť u obrazov, ktorých hodnoty pixelov sa menia iba na časovej ose. V prípade,
že dáta sa menia aj v priestorovej oblasti, teda vzorový obraz ako aj vstupný ob-
jekt sú navzájom voči sebe geometricky transformované(rotácia,translácia), metóda
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stráca svoju účinnosť a výrazne sa znižuje úspešnosť klasifikácie. Táto metóda môže
byť čiastočne adaptovaná na dáta vzájomne na seba posunuté, avšak touto adap-
táciou zvyšuje sa výpočtová zložitosť. Modifikácia metódy spočíva v počítaní eukli-
dovských vzdialeností pre klasifikovaný obraz a vzor, ktorý sa predkladá posunutý
v rôznych smeroch. Posunutím vzoru o𝑁 pixelov v smeroch hore,dole,doprava,doľava
a po všetkých uhlopriečkach, sa počet potrebných výpočtov zväčší 8×𝑁 .
2.4.2 Maximálna vierohodnosť
Maximálna vierohodnosť alebo inak z anglického jazyka „Maximal likelihood“ je
štatistická klasifikačná metóda. Táto metóda predpokladá normálne rozdelenie dát,
teda dáta sú charakterizované svojou strednou hodnotou a smerodatnou odchýlkou.
Dôležitým nástrojom pre klasifikáciu je Bayesovský teorém, ktorý môže byť zjedno-
dušene zapísaný ako rovnica 2.16 [27].
𝑃 (𝐵|𝐴) = 𝑃 (𝐴|𝐵)× 𝑃 (𝐵)
𝑃 (𝐴) (2.16)
Tento vzťah vyjadruje pravdepodobnosť, že nastal dej 𝐵 za predpokladu, že nastal
dej A.
V podstate je pre každý klasifikovaný objekt, v prípade klasifikácie antibiotických
diskov obraz vypočítaná pravdepodobnosť, že daný objekt patrí do určitej triedy.
Následne je výsledné priradenie objektu ku vzoru realizované na základe maximál-
nej hodnoty pravdepodobnosti. Pre každý obraz a vzor je možné vyjadriť strednú
hodnotu a kovariančnú maticu, pomocou ktorej je Bayesovská pravdepodobnosť vy-
počítaná. Kovariančná matica je štvorcová, symetrická podľa diagonály a obsahuje
hodnoty variancie (kvadráty smerodatných odchýliek) na diagonále a kovariancie
mimo diagonálu. Kovariancia je miera podobnosti medzi dvoma náhodnými veliči-
nami [13].
2.4.3 Klasifikácia pomocou Fuzzy sietí
Tento postup sa radí relatívne medzi nové metódy klasifikácie. Jedná sa o nepara-
metrický druh klasifikácie. Rozdiel medzi fuzzy logikou a inými klasifikátormi je
ten, že fuzzy siete využívajú skôr lingvistické operátory k riešeniu klasifikačných
úloh ako vzťahy medzi jednotlivými numerickými hodnotami. Zároveň u ostatných
klasifikátorov, objekt patrí iba do jedinej triedy, kdežto u fuzzy klasifikátorov môže
objekt mať určitý stupeň príslušnosti k viacerým fuzzy množinám. Lingvistické ope-
rátory využívajú slová ako popisnú metódu jednotlivých prvkov. Dôležitou súčasťou
je matematická funkcia, určujúca stupeň príslušnosti daného objektu do príslušnej
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fuzzy množiny. Väčšinou sa používajú funkcie ako sú sigmoidálna, gaussova funkcia
alebo iné polynomiálne funkcie.
Postup klasifikácie pomocou fuzzy sietí je následovný. Na začiatok je potrebné
vhodne zvoliť funckiu príslušnosti. Táto funkcia je určená pomocou inej klasifiká-
cie pod dozorom ako je napríklad metóda maximálnej podobnosti. Následovne sa
slovne nadefinujú jednotlivé triedy. Najčastejším využívaným pravidlom je pravidlo
„Ak, teda“, ktoré hovorí, že ak prvok x patrí do skupiny A, potom prvok y patrí do
skupiny B. S využitím fuzzy logických operátorov sú finálne objekty, teda obrazy,
pridelené jednotlivým triedam [22].
2.4.4 K-means clustering
K-means clustering alebo inak v slovenčine zvaná zhlukovanie na základe k-priemerov
je jednou z najjednoduchších metód pre rozdelenie objektov do zadaných zhlukov.
Táto metóda má ako parameter číslo 𝐾. Vstupom je 𝑛 objektov, ktoré daný al-
goritmus rozdelí do 𝐾 zhlukov. Na výstupe tejto metódy je 𝐾 zhlukov, u ktorých
platí, že vnútrozhluková podobnosť je vysoká, naopak podobnosť medzi jednotlivými
zhlukmi sa snaží byť minimalizovaná.
Algoritmus funguje následujúcim spôsobom. Na začiatok algoritmus náhodne vy-
berie 𝐾 objektov. Tieto objekty vytvoria 𝐾 zhlukov. Pre každý zhluk je vypočítaný
jeho priemer. Tento priemer je na začiatku rovný hodnote objektu, ktorý sa v ňom
nachádza. Ďalšie kroky spočívajú v priraďovaní jednotlivých objektov do zhlukov
tak, aby bola ich vzájomná podobnosť čo najvyššia. Najvyššia podobnosť je dosiah-
nutá výberom najmenšieho rozdielu priemeru zhluku a daného objektu. Po priradení
všetkých objektov do zhlukov je prepočítaný priemer pre každý zhluk a prvky sú
prerozdelené opäť ku zhluku, ku ktorému majú najmenšiu vzdialenosť. Tento pro-
ces sa iteračne opakuje až do momentu, kedy kontrolná funkcia nekonverguje, inak
povedané, nedosiahne požadovanej úrovne. Najčastejšie využívaná kontrolná funkcia
je súčet štvorcov rozdielov medzi priemerom a objektmi. Táto funkcia má prednas-
tavený prah, do dosiahnutia ktorého sa proces zhlukovania iteračne opakuje [17].
2.4.5 Klasifikácia pomocou rozhodovacieho stromu
Klasifikácia pomocou rozhodovacieho stromu alebo inak z originálu „Classification
tree method“ je metóda, ktorá nijak nepredpokladá rozloženie vstupujúcich dát.
Z toho dôvodu ju zaraďujeme medzi neparametrické metódy. Táto metóda spočíva
vo využití viacerých aspektov charakterizujúcich daný objekt, v tomto prípade obraz.
Pre každý aspekt je následne vytvorená úplna klasifikácia do skupín, nezávislá
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od ostatných aspektov. Triedy, do ktorých boli obrazy rozdelené, slúžia následovne
pre klasifikáciu podľa iného aspektu.
Existuje aj možnosť rekurzívnej klasifikácie, teda pre určitý aspekt sa realizuje
klasifikácia znova s pozmenenými triedami. Tieto triedy boli najčastejšie pozmenené
výsledkami klasifikácii podľa iných kritérií. O rozhodovacom strome hovoríme preto,
lebo grafické znázornenie postupu po jednotlivých kritériách má tvar stromu, kde
výsledná skupina, ktorej priradíme daný obraz, je daná zvolenými triedami pri jed-
notlivých klasifikáciách [9] [10].
2.4.6 Metóda adaboost
Adaboost patrí medzi novšie metódy, ku ktorým smerujú súčasné trendy klasifikácie.
Táto metóda využíva jednoduchých klasifikátorov a ich kombináciou vytvára klasi-
fikátor zložitejší. Princípom metód, všeobecne zvaných ako „Boosting“, je použitie
klasifikátorov, ktoré sú jednoduché a dosiahnuté klasifikačné výsledky týchto metód
nie sú výrazné ani postačujúce. Avšak spojením viacerých takýchto klasifikátorov
a priemerovaním výstupov obdržíme silnejší klasifikátor s presnejšími výsledkami.
Pridaním ďalším slabých klasifikátorov je možné docieliť výborné výsledky.
Adaboost je tiež zosilujúcou metódou, ale je adaptívny, čo ho radí medzi najobľúbene-
jšie klasifikátory vôbec.
Adaboost funguje následujúcim spôsobom. Adaboost predpokladá, že dáta sú
nezávislé od seba, ale všetky spadajú do určitého pravdepodobnostného rozdelenia.
Cieľom tohto algoritmu je nájsť dané rozdelenie. Je zvolený náhodný slabý klasifiká-
tor, napríklad rozhodovací strom. Na trénovacích dátach je vypočítaný výstup. Je
potrebné dodať, že prvé hodnoty dát majú hodnotu váh nastavenú rovnako. V prí-
pade nesprávnej klasifikácie trénovacích dát následuje zvýšenie váh tých trénovacích
dát, ktoré boli misklasifikované a zároveň sa pridá ďalší slabý klasifikátor pracujúci
už s trénovacími datami s upravenými váhami. Pri každej ďalšej iterácii sa zvyšujú
váhy nesprávne klasifikovaných bodov a pridáva sa ďalší slabý klasifikátor. Takto
postupným nabaľovaním klasifikátorov vznikne jeden mohutný klasifikátor, ktorý už
vykazuje výrazne zlepšenú úspešnosť. Bežne sa použije 500− 1000 iterácií k dosiah-
nutiu optimálneho výsledku. Zároveň je každému klasifikátoru priradené jeho skóre,
ktoré je priamo úmerné váham trénovacích dát a výsledný klasifikátor je vyjadrený
lineárnou kombináciou jednotlivých, čiastkových klasifikátorov [30].
2.4.7 Klasifikácia pomocou umelých neuronových sietí
Keďže zvolenou metódou klasifikácie antibiotických diskov sú neuronové siete, je
potrebné im venovať zvýšenú pozornosť a detailnejšie ich popísať. Klasifikácia po-
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mocou neuronových sietí je neparametrická metóda. Neuronové siete sa snažia ma-
ximálne priblížiť k funkcii ľudského mozgu. Preto aj základnou stavebnou jednotkou
neuronových sietí je neurón. Samotný neurón rozdeľuje svojím nastavením rovinu
na dve rôzne. Všeobecne môže byť neurón popísaný rovnicou 2.17 [19], kde 𝑥0 = 1
a 𝑤𝑜 = −𝜃. 𝑓 znázorňuje charakteristiku neurónu, najčastejšie funkcie, používané
v praxi sú sigmoida alebo ojedinele Heavisideova funkcia. 𝑤𝑖 je hodnota váhy pre
i-tý vstup, 𝜃 predstavuje aktuálny prah neurónu a 𝑥𝑖 je i-tá hodnota vstupu. Vektor
[𝑥1, 𝑥2, 𝑥3 · · · 𝑥𝑛] voláme vektorom príznakov. Obrovskou výhodou neuronových sietí
je možnosť ich učenia. Učenie je dej, počas ktorého sa sieť naučí rozpoznávať a triediť
jednotlivé objekty do už pripravených vzorov. Existujú druhy sietí s učiteľom a bez
učiteľa. Pri učení s učiteľom existuje určité vonkajšie kritérium, ktoré určuje, ktorý
vstup je správny. Týmto kritériom je tzv. trénovacia množina. V prípade učenia
bez učiteľa, je proces učenia založený na hľadaní podobnosti medzi jednotlivými
objektmi. V procese učenia sieť upravuje váhy jednotlivých neurónov, z ktorých
je zložená až do výslednej podoby tak, aby čo najlepšie odpovedali predloženým
vzorom a čo najlepšie ich medzi sebou odlišovali.
𝑦 = 𝑓 [
𝑁∑︁
𝑖=0
𝑤𝑖 · 𝑥𝑖 − 𝜃] (2.17)
Skladaním viacerých neurónov je potom možné rozdeliť rovinu na viacero častí
a tak klasifikovať danú skupinu objektov. Existuje veľké množstvo rozdielnych druhov
neurónových sietí. V princípe ich delíme na tri skupiny, podľa princípu využitia.
• Asociatívne pamäti sú siete, ktoré na vstupné dáta odpovedajú vzorom
logicky spojeným s danými vstupnými datami. Príkladom takýchto sietí je
Hoppfieldova sieť.
• Klasifikátory by sa dali definovať ako siete, ktoré sú schopné priradiť vstupné
dáta k vzorom uloženým v podobe váh neurónov, na základe ich vzájomnej
podobnosti. Príkladom takýtchto sietí môže byť sieť s radiálnou bázou alebo
dopredná sieť so spätným šírením chyby
• Aproximátory sú siete, ktoré vytvárajú vlastné funkčné modely na základe
vstupných dát. Tieto siete sú schopné aproximovať skutočný systém. Prík-
ladom aproximačných sietí je viacvrstvá perceptronová sieť alebo sieť so spät-
ným šírením chyby.
Pri automatickej klasifikácii anbiotických diskov sa využívajú klasifikátory.
Preto je potrebné podrobne popísať a pochopiť princíp použitej umelej neuronovej
siete. Jedná sa o sieť s učením, teda na začiatok je potrebné naučiť sieť klasifikovať
na základe známych predložených vzorov. Použitou sieťou je dopredná sieť so spät-
ným širením chyby [19].
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Dopredná sieť so spätným šírením chyby
Z veľkého množstva neuronových sietí bola vybraná práve táto sieť. Preto je potrebné
presnejšie načrtnúť princíp jej fungovania, pre lepšie pochopenie jej výhod a nevýhod
ako aj dosiahnutých výsledkov. Táto sieť sa učí princípom dopredného širenia so spät-
nou kontrolou chyby. Výstup každej vrsty neurónov je počítaný pomocou rovnice
2.17, kde 𝑓 reprezentuje vhodne zvolenú funkciu ako napríklad sigmoidálnu alebo
Heavisideovu funkciu. Počiatočne váhy sú zvolené v podstate na ľubovoľné číslo,
avšak je doporučené zvoliť nejaké náhodné nízke číslo. Po obdržaní výstupu je daný
výstup porovnaný s cieľenými hodnotami a následne v opačnom smere sa šíri chy-
bová funkcia. Táto chybová funkcia môže byť rozlične zadaná, jednou z možností je
súčet štvorca odchýliek. Sieť sa snaží túto chybovú funkciu minimalizovať úpravou
váh v jednotlivých vrstvách. Obrázok 2.5 obsahuje schematické vysvetlenie učenia
takejto siete.
Obr. 2.5: Schéma učenia doprednej siete so spätným širenám chyby [18]
Až v momente, keď chybová funkcia dosiahne hodnotu nastavenej úrovne alebo
učenie prebehne zadaným počtom epoch, učenie je zastavené [18]. Epocha je termín
predstavujúci jeden cyklus predloženia všetkých vektorov z učebnej množiny siete.
Po naučení siete je následne možné klasifikovať neznáme objekty ako vstupy už
naučenej siete.
Príklad klasifikácie sieťou so spätným šírením chyby na jednoduchých písmenách
zašumených additívnym gaussovským šumom ukazuje obrázok 2.6. Vygenerované
písmená, ktoré je možno vidieť na spodnej časti obrázku boli zašumené pomocou
gaussovského náhodného šumu. Vrchná časť obrázku ukazuje písmená po zašumení.
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Cieľom úlohy bolo pomocou neurónovej siete nájsť spätne text, ktorý bol zašu-
mený. Použitá sieť bola dopredná sieť so spätným šírením chyby. Učenie prebiehalo
nielen na písmenách zo spodnej časti obrázku 2.6, ale aj na ich zašumených ver-
ziách, aby sieť získala väčšiu flexibilitu. Výsledok detekcie je vidieť vo forme nadpisu
nad hornou časťou obrazu.
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Obr. 2.6: Príklad realizácie doprednej siete so spätným širením chyby
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3 SPRACOVANIE FOTOGRAFIÍ ANTIBIOTIC-
KÝCH DISKOV V PROSTREDÍ MATLAB®
Nasledujúca kapitola podrobne opisuje postup spracovania obrázkov v programovom
prostredí MATLAB®. Cieľom je vytvoriť program, ktorý automaticky spracuje fo-
tografie antibiotických diskov a na výstupe klasifikácie obdrží uživateľ názov antibi-
otika a množstvo účinnej látky v ňom obsiahnutej.
Obr. 3.1: Blokové schéma realizovaného algoritmu
Celý algoritmus pozostáva z krokov, ktoré je vidieť na obrázku 3.1. Cieľom pred-
spracovania je zrotovať a zarovnať obraz a z tohto obrazu vystrihnúť jednotlivé
písmená, ktoré budú následne klasifikované. Pre tento účel je nevyhnutné detekovať
vodiaci znak. Jeho detekcia pomôže nájsť správny uhol, o ktorý treba rotovať obraz,
aby mal horizontálnu polohu. Vyrezanie písmen, detekcia vodiaceho znaku pomocou
Houghovej transformácie sú možné iba v binárnom obraze, preto je potrebné reali-
zovať aj hranovú detekciu. Kružnica, ktorá vznikla prechodom z disku do okolného
prostredia predstavuje v hranovom obraze zbytočnú štruktúru, ktorá môže negatívne
ovplyvniť ostatné kroky. Preto musí byť odstránená pomocou Houghovej transfor-
mácie. Zároveň detekovaný stred kružnice poslúži pre zarovnanie jednotlivých diskov
na stred. Polometer kružnice bol určený empiricky, pretože všetky obrázky majú pri-
bližne rovnakú veľkosť. Odstránená oblasť musí byť menšia ako je samotný polomer,
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aby nezostali v obraze osamotené hranové body ako reziduá kružnice. Text a pís-
mená sú vyrezané, aby mohli byť použité v klasifikačných metódach. Klasifikácia
pomocou neurónových sietí pozostáva z učenia na vzorových písmenách a samotnej
klasifikácie na naučenej sieti, zatiaľ čo klasifikácia pomocou minimálnej vzdialenosti
medzi pixelmi vychádza z porovnávania vzorov a vystrihnutých textov.
3.1 Načítanie súboru s obrázkami
Automatickú klasifikáciu diskov je možné naprogramovať tak, že program sám bude
načítať dáta zo zložky a tie potom jeden za druhým spracuje, vyhodnotí a vytriedi
do skupiny. Aby mohol program načítať jednotlivé obrázky, je potrebné ich mať
v jednej zložke. Existuje viacero možností ich načítania, avšak dve z nich sa nám
ponúkajú v riešení tohto problému.
Prvá metóda počíta s tým, že obrázky sú očíslované a následujú tesne za sebou.
V tom prípade je možné použiť jednoduchý cyklus for, s počtom opakovaní rovna-
júcemu sa počtu obrázkov v zložke a využitím premennej filename, v ktorom ručne
dohľadáme cestu k obrázku. Keďže v tomto prípade sú obrázky očíslované jeden
za druhým, stačí implementovať hodnotu z for do textového reťazca tak aby me-
nil v premennej filename iba posledné číslo, ktoré odlišuje jednotlivé obrázky jeden
od druhého. Z premennej filename, poukazujúcej na umiestnenie vybraného súboru
je pomocou príkazu imread vytvorená matica reprezentujúca obraz antibiotického
disku. Príkaz imread slúži na načítanie obrazu vo forme matice, kde pozičné súrad-
nice hodnoty v matici zachovávajú presnú pozíciu v obraze. Každá jedna matica
bude následovne spracovaná metódami popísanými v kapitolách 3.2 a 3.4.
Druhá metóda je v našom prípade vhodnejšia, pretože nepočíta s tým, že obrázky
majú názov líšiaci sa o číslo, ale v podstate ich názov je ľubovoľný. Avšak narozdiel
od prvej metódy je potrebné, aby v zložke s obrázkami boli iba tie, ktoré chceme
spracovať, pretože program berie súbor po súbore a tie posiela na výstup pre ďalšie
spracovanie. Tento postup funguje na obdobnom princípe ako prvá metóda, avšak
je rozšírený o príkaz dir. Tento príkaz načíta informácie o súboroch v zložke, ktorú
zadáme. V neskoršej verzii programu je možné dotvoriť program tak, aby uživateľ
mohol samostatne zadať ako vstup názov zložky, ktorú má program spracovať. Výs-
tupom príkazu dir je bunkové pole, s počtom polí rovnajúcim sa počtu súborov
v zložke. Obsahuje premenné ako veľkosť, dátum upravenia a v poslednom rade aj
najdôležitejšiu časť, ktorou je názov každého súboru. Pre každý súbor si následne
vo for cykle vyberieme názov, ktorý vložíme obdobne ako v prvej metóde do pre-
mennej filename na koniec umiestnenia k zadanému súboru. Premenná filename
vyznačuje cestu ku súboru. Následovne obrázok načítame pomocou príkazu im-
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read(filename). Po tomto kroku je pripravený na ďalšie spracovanie metódami opísanými
v následujúcich kapitolách.
3.2 Hranová detekcia
3.2.1 Prevod obrazu do šedotónovej škály
Pred samotnou detekciou hrán obrazu, treba zobrať na vedomie, že pôvodný obraz
je obrazom farebným a jeho načítaním vzniknú tri matice s hodnotami reprezentu-
júcimi každá jednu zo základných farebných zložiek a to červenú, zelenú a modrú.
Kombináciou týchto farieb v škále od ⟨1, 255⟩ získame farebný obraz. Pre násle-
dovné spracovanie je možné pracovať s každou farbou zvlášť, avšak pre väčší počet
obrázkov by to znamenalo trojnásobné zvýšenie počtu operácií. Preto bude výhod-
nejšie spriemerovať farebné zložky do jednej matice a vytvoriť tak čiernobiely obraz
zo škálou šedi ⟨1, 255⟩. Táto operácie je realizovaná pomocou príkazu rgb2gray, kde
vstupom je obraz veľkosti 𝑚×𝑛×3, 𝑚 a 𝑛 reprezentujú pôvodnú veľkosť obrazu v 𝑥
a 𝑦 súradnicách a hodnota 3 určuje farebné zložky. Výstupom bude matica o veľkosti
𝑚×𝑛×1.
3.2.2 Hrubá hranová reprezentácia
Následne je možné dať predspracovanú maticu na vstup hranovej detekcie. Na výber
je viacero metód popísaných v časti 2.1. Keďže metódy využívajúce druhú derivá-
ciu a následnú detekciu prechodu nulou sú citlivejšie na šum a vzhľadom na fakt,
že fotografie antibiotických diskov sú zašumené, je lepšie zvoliť hranovej detekcie
pomocou prvej derivácie a detekcie jej maxima. Po vypočítaní derivácií v rôznych
smeroch stanovíme veľkosť gradientu, ktorý je definovaný rovnicou 3.1.
|𝜕𝑓(𝑥, 𝑦)| =
⎯⎸⎸⎷(︃𝜕𝑓
𝑥
)︃2
+
(︃
𝜕𝑓
𝑦
)︃2
(3.1)
Z veľkého počtu možných maskových operátorov uvedených v podkapitole 2.1
použiteľných pre hranovú detekciu bol vybraný Sobelov hranový operátor z dôvodu,
že fotografie antibiotických diskov obsahujú nezanedbateľne veľké množstvo šumu
a preto je nutné vylúčiť operátory, u ktorých vplyv na výsledný bod má iba veľmi
malé množstvo pixelov. Túto situáciu reprezentuje napríklad Robertsov hranový o-
perátor, kde na výsledný obraz vplýva diferencia dvoch pixelov a teda v prípade,
že bod ovplyvnený šumom vstupuje do takejto hranovej reprezentácie, šum značne
ovplyvní výstup detektora. Naopak, u vybraného operátora, na výslednú detekciu
vplýva väčší počet pixelov, ktorý značne redukuje šum vo výslednom obraze. Takýto
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operátor funguje čiastočne ako priemerovacia maska slúžiaca pre odstránenie náhod-
ného šumu. Po aplikácii Sobelovho hranového operátora dostaneme výsledný obraz
hrubej hranovej reprezentácie 3.2
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Obr. 3.2: Hrubá hranová reprezentácia
3.2.3 Ztenšenie hrán
Z obrazu 3.2 je zrejmé, že pre ďalšiu detekciu sú hrany priveľmi hrubé a príliš veľa
pixelov je označených za hranu. To znamená, že bez ďalšieho spracovania by ďalšie
algoritmy mohli mať problém práve kvôli hranovej reprezentácii, ktorá je v tomto
momente hrubá. Existuje viacero metód ztenčovania hrán, pre ďalší postup bola
vybraná erózia. V prostredí MATLAB® je realizovaná pomocou príkazu imerode.
Po tomto príkaze ešte nedostaneme priamo hranovú reprezentáciu, ale je potrebné
odčítať výstup od hrubej hranovej reprezentácie, pretože samotný imerode dáva
na výstup zerodované body. Nakoniec dostaneme výslednú hranovú reprezentáciu,
ktorá môže ísť na vstup pre jej ďalšie spracovanie (obrázok 3.3) [25].
Tento postup funguje a približuje sa hranovému detektoru Canny, pre ktorý
bolo navrhnuté riešenie algoritmu pre zarovnanie obrazov antibiotických diskov.
Narozdiel od Cannyho hranového detektoru, ktorý je implementovaný do prostredia
MATLAB®, obsahuje stále veľa chybných hranových bodov, ktoré znižujú kvali-
tu detekcie. Tento problém je vyhodnotený v časti 4. Preto v následujúcich čas-
tiach spracovania obrazu bude využitý už implementovaný detektor v MATLAB®.
Týmto spôsobom bude kvalita spracovania hranovej reprezentácie dosahovať vyššiu
úspešnosť.
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Obr. 3.3: Hranová reprezentácia po erózii
3.3 Odstránenie kružnice z obrazu antibiotických
diskov
3.3.1 Detekcia stredu kružnice
V zásade existujú dve možné riešenie detekcie stredu kružnice a jej následného
odstránenia. Obidve riešenia fungujú na princípe Houghovej transformácie. Z vlast-
ností obrazov antibiotických diskov, ktoré sú nevyhnutné pre správnu detekciu ele-
mentov a sú uvedené v kapitole 1 môžeme polomer kružnice označiť za konštantný.
Tým pádom sa z trojrozmerného parametrického Houghovho priestoru stane iba
dvojrozmerný, kde jediným parametrom je pozícia stredu v 𝑥 a 𝑦 súradnicách.
V prostredí MATLAB® je táto pozícia reprezentovaná indexmi jednotlivých hod-
nôt v matici. Pre obidve metódy, je potrebné vybrať si všetky body reprezentujúce
hrany pomocou príkazu [𝑎, 𝑏] = 𝑓𝑖𝑛𝑑(𝑥 == 1). Tento príkaz uloží do premenných
𝑎,𝑏 indexy jednotlivých hranových bodov nájdených v časti 3.2.
Prvá metóda spočíva vo využití rovníc pre rovnicu kruhu 2.13 a 2.14. Využívame
vlastnosť kružnice ktorá hovorí, že v prípade ak body ležiace na kružnici považu-
jeme za stredy kružníc s rovnakým polomerom 𝑟, priesečník všetkých týchto kružníc
bude ležať v strede pôvodnej kružnice. Pre tento účel vypočítame pre každý bod
označený ako „Hrana“ body ležiace na kružnici so stredom v danom bode a polome-
rom 𝑟. Tieto body sú nasledné spracované čítadlom, ktoré má za úlohu kontrolovať
a zaznamenávať koľkokrát sa daný bod objavil ako bod ležiaci na kružnici jedného
z hranových bodov. Na konci algoritmu je do premennej 𝑘𝑟𝑢ℎ uložený bod, ktorý sa
objavil ako bod ležiaci na kružnici najviackrát a teda priradená hodnota v počítadle
je najvyššia. Tento bod je označený ako stred kružnice s polomerom 𝑟 nachádzajúcej
sa v obrázku.
31
Druhá metóda využíva inú vlastnosť charakteristickú pre kružnicu a tou je konš-
tantná vzdialenosť od stredu, ktorá je rovná jej polomeru 𝑟. Na začiatok zvolíme
vhodnú oblasť, kde prepokladáme, že sa stred bude nachádzať, aby sme zamedzili
zbytočnému výpočetnému zaťažovania a boli tak schopní spracovávať obrazy s min-
imálnou časovou náročnosťou. Keďže v každom obraze antibiotického disku sa na-
chádza kružnica centrovaná na stred obrazu, väčšinou mierne posunutá, za oblasť
vyhladávania bolo potrebné zvoliť časť obrazu o veľkosti 10 × 10 alebo 20 × 20
so stredom v strede obrazu antibiotického disku. Následne bude vyhodnocovaná
vzdialenosť hranových bodov od bodov vybranej oblasti podľa rovnice 3.2, kde 𝑎,𝑏
reprezentujú stred kružnice a 𝑥,𝑦 predstavujú súradnice hranových bodov.
𝑣𝑧𝑑𝑖𝑎𝑙𝑒𝑛𝑜𝑠𝑡 =
√︁
(𝑥− 𝑎)2 + (𝑦 − 𝑏)2 (3.2)
Ak bude vypočítaná vzdialenosť rovná 𝑟 prípadne s nejakou minimálnou od-
chýlkou, počítadlo pre daný stredový bod sa zvýši o 1. Celý tento postup sa odohráva
v cykloch for, kde musíme vyhodnotiť vzdialenosť všetkých hranových bodov a zároveň
aj všetkých bodov z vybranej oblasti, v ktorej predpokladáme, že bude ležať stred.
Na záver vyhodnotíme najvyššiu hodnotu počítadla a prisluchajúce súradnice uložíme
do premennej 𝑘𝑟𝑢ℎ.
Obidve metódy sú možnými algoritmickými riešeniami zadaného problému, ibaže
stačí vybrať jednu z nich. Prvá z nich je všeobecnejšia, avšak vzhľadom na vlast-
nosti obrázkov druhá metóda je rovnako použiteľná ako prvá, aj keď počíta iba
s obmedzenou oblasťou v obraze. Obidve metódy dosahujú podobné výsledky. Zároveň
u oboch postupov je možné meniť prehľadávanú oblasť a preto je možné si vybrať
ľubovoľnú z oboch možných. V prostredí MATLAB® sa javí jednoduchšia pre prácu
metóda počítajúca s vzdialenosťami a preto bola vybraná pre ďalší postup. Po ap-
likácii implementovaného algoritmu dosiahneme výsledok ako vidíme na obrázku
3.4
3.3.2 Odstránenie kružnice
Funkcia hough_kruznica detekuje stred kružnice pomocou Houghovej transfor-
mácie s presne daným polomerom kruhu, ktorý je pre všetky obrázky konštantný
a iba nepatrne sa líši. Ďalším krokom pri spracovaní obrazu so snahou o čo najlepšiu
celkovú funkčnosť je odstránenie kruhu z hranovej reprezentácie tak, aby body ktoré
reprezentujú kružnicu boli vynulované a nahradené nulami. Opäť sa ponúkajú dva
rôzne postupy riešenia, avšak výber bude značne zjednodušený v tomto prípade.
Kružnicu je potrebné odstrániť pre zvýšenie presnosti detekcie vodiaceho znaku,
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Obr. 3.4: Obraz antibiotického disku s detekovanou kružnicou znázornenou bielou
farbou
keďže obsahuje veľa hranových bodov, ktoré by negatívne ovplyvňovali ďalšie algo-
ritmy.
Prvým možným algoritmom využívajúcim fakt, že poznáme presne hodnotu 𝑟,
teda polomeru kružnice, je porovnávanie vzdialeností od detekovaného stredu. Rov-
nako ako v prvom opísanom postupe časti 3.3.1 môžeme počítať pre každý pixel
vzdialenosti podľa vzorca 3.2. V prípade, že vzdialenosť bude väčšia ako 𝑟, algorit-
mus bod vyhodnotí ako bod ležiaci na kružnici alebo za kružnicou. Tým pádom je
tento bod pre ďalšie spracovanie nepodstatný a bude nahradený nulou.
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(a) Pred odstránením kružnice
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(b) Po odstránení kružnice
Obr. 3.5: Odstránenie kružnice z obrazu
Metóda, ktorá je v tomto prípade vhodnejšia spočíva vo využití rovníc kružnice
2.13 a 2.14 a vo výpočte bodov ležiacich na nej v závislosti na strede, polomere
a úhle. Podrobnejšie sú tieto rovnice popísané v kapitole 2.3. Využitím týchto rovníc
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vypočítame v vhodne navzorkovaným uhlom jednotlivé body ležiace na kružnici.
Následne vo vhodnom cykle for všetky body ležiace za kružnicou spolu s tými,
ktoré kruh reprezentujú nahradíme nulami. Tento for cyklus je špecifický tým, že
počíta s každým kvadrantom obrazu. Podľa toho sa následne nulujú príslušné hod-
noty v stĺpci a riadku. Aplikáciou tejto metódy vznikol výsledný obraz v hranovej
reprezentácii, obrázok 3.5.
3.4 Detekcia vodiaceho znaku s využitím Houghovej
transformácie
3.4.1 Transformácia priamok do parametrického priestoru
Existuje viacero metód vhodných pre detekciu vodiaceho znaku nachádzajúceho sa
na každej antibiotickej snímke, ale pre ďalší postup bola vybraná Houghova trans-
formácia opísaná v kapitole 2.2. Algoritmus riešenia spočíva v aplikácii viacerých
podmienok na parametrický Houghov priestor, ktoré pomôžu vymedziť práve priam-
ku reprezentujúcu vodiaci znak na fotografiách antibiotických diskov.
Prvým krokom je zostrojenie diskrétneho parametrického priestoru pomocou
príkazu hough. Tento príkaz zostrojí všetky možné realizácie priamky s implemen-
tovaným počítadlom. Do osy 𝑥 ukladá hodnoty 𝜃 a do 𝑦 osy ukladá hodnoty 𝜌 podľa
normálovej rovnice priamky 2.11. V normálovej rovnici priamky 2.11 predstavuje
𝜃 úhol, ktorý zviera kolmica na priamku prechádzajúca počiatkom s osou 𝑥 a 𝜌 je
dĺžka kolmice od počiatku po priesečník kolmice s priamkou.
Po realizácii príkazu hough s obrazom v hranovej reprezentácii a po odstránení
prekážajúcej kružnice ako vstupným parametrom je výsledkom obraz 3.6.
3.4.2 Podmienky vymedzujúce správnu detekciu vodiaceho
znaku
V následujúcej časti budú vymedzené podmienky, ktoré odlišujú priamky prechádza-
júce vodiacim znakom. Vďaka tomu, že vodiaci znak v hranovej reprezentácii je
zostrojený z dvoch rovnobežných priamok, získame prvú podmienku. Vyberáme
iba priamky s rovnakým 𝜃. Zároveň v Houghovej reprezentácii by mali mať priam-
ky najväčšiu hodnotu vyjadrenú v počítadle, pretože vodiaci znak je domimnant-
nou časťou obrazu majúci najdlhšiu hranu. Z empirických pozorovaní sa zistilo, že
vzdialenosť dvoch priamok prechádzajúcich vodoznakom je rovná 4. Vďaka tomu je
možné upresniť pôvodnú podmienku a do dočasnej premennej uložiť všetky dvojice
𝜌 a 𝜃 majúce veľkosť v počítadle väčšiu ako stanovená hodnota, ktorá stanovená
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Obr. 3.6: Houghov parametrický priestor
ako 0, 4 * 𝑚𝑎𝑥(𝐻), kde 𝑚𝑎𝑥(𝐻) vyjadruje maximálnu hodnotu nachádzajúcu sa
v čítadle. Algoritmus následne vyberie tie, ktoré majú rovnaké 𝜃 a 𝜌 líšiace sa o 4.
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Obr. 3.7: Správne detekované priamky
Veľkosť hodnoty počítadla pre priamky reprezentujúce vodiaci znak v obraze
nemôže presiahnuť istú hodnotu. Pre daný postup spracovania je to hodnota 20.
Ak je hodnota väčšia ako 20, s najväčšou pravdepodobnosťou algoritmus detekoval
priamku, ktorá prechádza jednotlivými písmenami a je kolmá s určitou odchýlkou
na priamky prachádzajúce vodiaci znak. Táto vlastnosť je využitá pre prípad, že
maximum v počítadle po aplikácii prvých výberových kritérií je väčšie ako limitná
hodnota 20. V tom prípade algoritmus vynuluje počítadlo pre všetky priamky, ktoré
niesú kolmé na priamku s daným maxmimom. Počítačovo je tento krok realizovaný
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počítaním rozidelu hodnôt 𝜃, ktorý musí byť rovný 90 s istou tolerovanou odchýlkou.
Ďalším realizovaným kontrolným mechanizmom je kontrola dĺžky priamky re-
prezentujúcej vodiaci znak. Pre priamku, ktorá má najväčšiu hodnotu v počítadle
sú vypočítané body, ktorými priamka prechádza z rovnice 2.11.
Po vypočítaní všetkých bodov sa ponúkajú dve možnosti. Ten jednoduchší je
avšak postačujúci pre správnu detekciu vodiaceho znaku stačí spočítať Euklidovskú
vzdialenosť medzi prvým a posledným bodom a výsledok, teda dĺžku detekovanej
priamky porovnať s predom empiricky nastavenou hodnotou, ktorá reprezentuje ma-
ximálnu možnú dĺžku vodiaceho znaku. Táto hodnota bola nastavená na
𝑑𝑙𝑧𝑘𝑎 = 21 𝑝𝑖𝑥𝑒𝑙𝑜𝑣. V prípade, že dĺžka presahuje nastavenú hodnotu, prislúchajúca
priamka je v počítadle vynulovaná a a algoritmus hľadajúci vodiaci znak sa spustí
s upraveným počítadlom. Postup sa opakuje až do momentu, keď je dĺžka deteko-
vanej priamky v súlade s predom nastavenou hodnotou a táto priamka je označená
ako vodiaci znak. Výsledkom je detekovaná priamka ako napríklad na obrázku 3.7.
3.5 Zarovnanie stredov a rotácia obrazu
Ešte pred samotnou rotáciou je potrebné aspoň čiastočne eliminovať fakt, že kružnica
je v obrázku rôzne posunutá. Pre tento účel je potrebné zarovnať kružnice na fo-
tografiách na stred obrazu. Tento krok prevedieme posunutím, transláciou jedno-
tlivých bodov obrazu o vektor veľkosti rozdielu stredu kružnice a stredu obrazu
v jednotlivých zložkách pomocou príkazu imtransform. Stred kružnice program už
predtým určil v podkapitole 3.3.1. Výsledný efekt by mal byť zrejmý z obrázku 3.8.
10 20 30 40 50 60 70
10
20
30
40
50
60
70
(a) Pred zarovnaním
10 20 30 40 50 60 70
10
20
30
40
50
60
70
(b) Po zarovnaní
Obr. 3.8: Zarovnanie obrazov
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Všetky predtým spomenuté postupy smerovali k záverečnej fáze spracovania,
ktoré spočíva v rotácii obrazu tak, aby všetky obrazy mali zarovnané písmená štan-
dardne horizontálne zľava doprava. Pre túto úpravu sa využije príkaz imrotate,
ktorý má vstupné parametre maticu obrazu a uhol v stupňoch. Po zarovnaní by
vodiaci znak mal byť vodorovný s osou 𝑥 a preto úhol rotácie bude daný hodnotou
𝜃 nájdenou v kapitole 3.4. Na obrázku 3.9 je zobrazený obraz pred a po rotácii.
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Obr. 3.9: Obraz po rotácii o 180 stupňov
Problémom správnej rotácie je fakt, že rotáciou o úhol 𝜃 sa môže stať, že obrá-
zok bude zarovnaný hore nohami, to znamená otočený o 𝜋 radiánov. Zvážením roz-
miestnenia písma v obraze sa ponúka jednoduché riešenie tohoto problému. Sčí-
taním pixelov v hornej a dolnej polovine by sme mali zistiť, v ktorej časti sa
nachádza text a ako je natočený. V prípade, že by vyšiel vyšší počet pixelov v dolnej
polovine obrazu, znamená to, že text sa nachádza dole a je nesprávne otočený pre
následnú klasifikáciu. Následnou rotáciou o 180∘ by už obraz nadobudol vhodné
zarovnanie potrebné pre ďalší postup. Avšak v tomto momente sa pri nezaned-
bateľnom množstve obrazov prejaví ich slabá kvalita a fakt, že úplne zarovnanie
nieje možné, pretože text je rôzne uložený aj vnútri kružnice, v podstate tam zaberá
ľubovoľnú polohu.
Vplyvom tejto vlastnosti by uvedená metódy nápravy chybne rotovaných vzorkov
nebola úplne úspešná a preto bol zvolený efektívnejší, ale zložitejší postup spočíva-
júci v opätovnej detekcii vodiaceho znaku pomocou Houghovej transformácie z časti
3.4 a vyhodnotenie počtu pixelov nad a pod vodiacim znakom. Pre zjednodušenie
výpočtov sa predpokladá, že 𝜃 dosahuje hodnôt 0∘ alebo 180∘ s iba malou odchýlkou
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od týchto hodnôt. Tieto hodnoty znamenajú, že znak je umiestnený vodorovne. Os-
tatné hodnoty sa vymažu z počítadla. Ak je súčet pixelov pod vodiacim znakom
väčší ako nad ním, znamená to, že obrázok je rotovaný naruby a po následnej rotácii
o 180∘ je výsledná poloha textu a voiaceho znaku správna a pripravená na ďalšie
úpravy smerujúce ku klasifikácii.
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(b) Napravenie nesprávnej rotácie
Obr. 3.10: Problémová rotácia a jej náprava
3.6 Vyrezanie jednotlivých písmen
Klasifikácia obrazov do jednotlivých tried môže prebiehať na celých obrazoch alebo
iba na určitých vyrezaných častiach, kde je sústredená dôležitá informácia. Preto
sa rozhodlo, že klasifikácia bude prebiehať po jednotlivých písmenách, pretože sa
predpokladá, že úspešnosť klasifikácie sa týmto postupom zvýši. Samotný postup
osamostatnenia písmen pozostáva z následujúcich krokov.
• Hranová detekcia obrazu
• Detekcia stredu kružnice
• Odstránenie kružnice
• Detekcia pozície vodiaceho znaku
• Vystrihnutie textu aj s číslami
• Úprava jednotlivých písmen a ich vystrihnutie
Hranová detekcia je nevyhnutná z dôvodu, že je potrebné zvýrazniť písmená
a čísla voči okoliu. Hranová detekcia pomocou Cannyho detektoru 2.1.3 ponechá
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Obr. 3.11: Hranová detekcia rotovaného obrazu
text, vodiaci znak, kružnicu reprezentujúcu okraje antibiotického disku a zároveň sa
v obraze budú nachádzať artefakty z rotácie ako ukazuje obrázok 3.11.
Pre vyrezanie jednotlivých písmen je potrebné zbaviť sa redundantnej informá-
cie. Táto informácia je spôsobená kružnicou, ktorá je v obraze zbytočná, pretože
sa nachádza v každom obraze a zároveň môže pokaziť detekciu vodiaceho znaku.
Artefakty po rotácii nemajú žiadnu užitočnú informáciu a preto je potrebné ich
odstrániť. Toto odstránenie sa prevedie rovnako ako v časti 3.3.1 a 3.11 tak, že
najprv je detekovaný stred kružnice a od tohto stredu všetky body vo vzdialenosti
väčšej ako nastavená hodnota sú nastavené na hodnotu 0. Táto hodnota je nastavená
na hodnotu 80% z veľkosti polomeru kružnice, aby odstránila všetky body kružnice,
ale zároveň nemazala iné body v obraze. Týmto postupom sa zbavíme aj artefaktov
po rotácii, pretože ako je vidieť na obrázku 3.11, tieto artefakty sa nachádzajú až
za kružnicou.
Následuje postup pri ktorom je vyrezaný text s písmenami. Prvým krokom toh-
to postupu je opätovná detekcia vodiaceho znaku. Tento znak sa opäť ukazuje
ako najdôležitejšia časť obrazu, bez ktorej by nebola možná klasifikácia. Detekcia
znaku môže byť dvoma spôsobmi, buď sa využije už vopred detekovaný vodiaci
znak nájdený pri kontrole správnej rotácie. V prípade, že rotácia bola správna,
vodiaci znak ostáva rovnaký, naopak pri nesprávnej rotácii je pozícia vodiaceho
znaku rovná rozdielu rozmeru obrazu a pôvodnej pozície. V podstate je potrebná
iba hodnota parametru 𝜌, pretože 𝜃 sa predpokladá, že vodiaci znak je zarovnaný
vodorovne a teda hodnota 𝜃 je 0∘. Pre vyrezanie textu aj spolu s číslami reprezen-
tujúcimi množstvo účinnej látky v antibiotiku je potrebné vedieť, že text aj čísla
sa nachádzajú nad vodiacim znakom. Potom stačí už iby vypočítať z rovnice 2.11
počiatočný a koncový bod. Oblasť nad ním vo veľkosti asi 42 pixelov, čo je postaču-
júce pre zachytenie písmen vo všetkých obrazoch viac či menej posunutých je potom
vyrezaná a obsahuje iba text spolu s číslami. Obraz s vyrezaným textom s číslami
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je zobrazený na obrázku 3.12.
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Obr. 3.12: Príklad vyrezania textu s číslami
Nakoniec sa realizuje postup, pri ktorom sú finálne vyrezané písmená. V obrázku
s hranovou reprezentáciou obsahujúcim už iba text s číslami je realizovaný proces
zvaný dilatácia.
Dilatácia je matematická operácia, ktorá sa aplikuje najčastejšie na binárny
obraz, avšak v niektorých prípadoch v modifikovanej forme je možné ho apliko-
vať na šedotónový obraz. Dilatácia je proces, v ktorom je hodnota pixelu nahradená
maximom z jeho okolia, definovaného vhodným štrukturálnym elementom. Tento
štrukturálny element prechádza jednotlivými bodmi a v prípade, že aspoň jeden
pixel v obraze súhlasí s číslom v štrukturálnom elemente, stredový pixel je nahradený
touto hodnotou. Táto operácia spôsobí, že písmena nadobudnú v hranovej reprezen-
tácii tvar širších jednotkových oblastí, kde každá oblasť predstavuje jedno pís-
meno, prípadne číslo. Realizácia tejto operácie sa odohráva v programovom prostredí
MATLAB® pomocou príkazu imdilate. Tento príkaz má za vstup obraz a vhodne
zadefinovaný štrukturálny element, z ktorého sa vyberá maximum nahradzujúce
daný pixel [28][7].
Tieto oblasti však mnohokrát niesú z povahy jednotlivých písmen úplne uzavreté
a obsahujú ešte stále takzvané „diery“. Preto sú tieto oblasti vyplnené pomocou
príkazu imfill. Zadaním dilatovaného obrazu ako vstupu je získaný výstup vo forme
vyplnených, uzavretých jednotkových oblastí. Finálnou fázou osamostatnenia textu
s číselnou hodnotou je vyrezanie ohraničených, plných jednotkových oblastí. Tieto
oblasti sú vybraté pomocou príkazu bwconncomp. Celkovo tak dostaneme oblasti
v počte rovnom počtu písmen a čísel, u ktorých jednoduchou spätnou indexáciou
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Obr. 3.13: Ukážka vyrezaných písmen
sa dostaneme k písmenám v šedotónovej škále. Písmená, ktoré budú klasifikované
vyzerajú obdobne ako na obrázku 3.13.
3.7 Klasifikácia
Poslednou časťou celého programu je samotná klasifikácia obrazov. V podstate
cieľom všetkých predošlých krokov bolo vhodne pripraviť obrazy na klasifikáciu.
V tomto kroku je potrebné vytvoriť skript, ktorý použije spracovaný obraz z pred-
chodzích kapitol a tento obraz následne zatriedi do nejakej zo zadefinovaných tried.
Ako vhodné metódy sa javia klasifikácia pomocou umelých neuronových sietí a klasi-
fikácia pomocou minimálnej vzdialenosti medzi pixelmi.
3.7.1 Klasifikácia pomocou minimálnej vzdialenosti medzi
pixelmi
Tento typ klasifikácie patrí medzi tie najjednoduchšie a v tomto prípade bude slúžiť
ako akási doplnková klasifikácia k neuronovým sieťam. Na začiatok je potrebné
zadefinovať si obrazy alebo časti obrazov, ktoré budú medzi sebou proovnávané.
Je dôležité, aby mali vzory a objekty rovnakú veľkosť. Ako výhodným riešením sa
ponúka, aby vstup aj vzor bol vyrezaný text spolu s číslami z kapitoly 3.6. Z testo-
vacích dát je vybraný pre každý druh antibiotika jeden vzor, ktorý je uložený a bude
slúžiť ako referenčný pre klasifikáciu. Tieto vzory sú uložené do premennej. Pod-
statou celého algoritmu je počítanie štvorca rozdielu medzi hodnotami jednotlivých
odpovedajúcich pixelov ako bolo uvedené v rovnici 2.15. Pre každý vzor sú navzájom
porovnávané všetky odpovedajúce si pixely. Pre zvýšenie úspešnosti klasifikácie je
výhodným riešením zakomponovať počet písmen a čísel na antibiotickom disku.
Preto je v programe pridaná podmienka, ktorá porovnáva obraz iba s takým, ktorý
má rovnaký počet znakov.
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3.7.2 Klasifikácia pomocou umelých neuronových sietí
Klasifikácia pomocou umelých neuronónvých sietí sa odohráva v dvoch etapách.
Na začiatok je potrebné sieť naučiť na rozpoznávanie objektov na základe už známych
vzorov. Počet možných vzorov je obmedzený, pretože je k dispozícii iba málo testo-
vacích obrázkov a nebolo by vhodné ich všetky použiť ako vzory pre klasifikáciu
z dôvodu, že by sa tým umelo zvýšila úspešnosť klasifikácie. Preto sa vyberie iba
jeden vzor z každého písmena. Tieto vzory sú uložené do bunkového poľa a budú
použiťé pre učenie siete. V momente, kedy sieť bude naučená a pripravená na klasi-
fikáciu vstupujú písmená a čísla nájdené v podkapitole 3.6 do neurónovej siete,
ktorá ich priradí k jednotlivým vzorom. Využitá neuronóvá sieť je dopredná sieť
so spätným širením chyby, ktorá sa generuje pomocou príkazu newff.
Učenie siete
Učenie je najdôležitejšou časťou celého procesu klasifikácie, pretože určuje úspešnosť
klasifikácie. Učením sa upravujú váhy tak, aby výstup čo najlepšie kopíroval nas-
tavené cieľové hodnoty. V prípade klasifikácie sa volia cieľové hodnoty „target“
vo forme jednotkovej matice, kde jednotky v jednotlivých stĺpcoch odpovedajú jed-
notlivým písmenám. Táto matica je generovaná pomocou príkazu eye. Pre každé
písmeno je v matici prítomný jeden riadok s práve jednou jednotkou.
Samotné učenie prebieha na priložených vzoroch. Ako už bolo povedané, počet
vzorov je obmedzený z dôvodu nízkeho počtu testovacích dát. Celkovo je 126 obrázkov
testovacích dát, ktoré je možné rozdeliť do 32 tried. Nieje možné pre každé pís-
meno vytvoriť viacero vzorov pretože by tieto písmená boli odobraté z veľkého
percenta obrázkov, čo by jednoznačne ovplyvnilo výsledky testovania. Preto bola
zvolená alternatívna metóda učenia. Ďalšie vzory sú vytvorené pridaním náhodného
šumu k jednotlivým znakom. Pre každý znak je pomocou aditívneho gaussovského
šumu vytvorených 20 variácií daného znaku. Tento krok je realizovaný v prostredí
MATLAB® pomocou príkazu randn. Tieto zašumené písmená aj spolu s orig-
inálom slúžia ako vzory pre učenie neurónovej siete. Dôležitým parametrom pre
učenie je voľba druhu a spôsobu zašumenia. Ako výhodný a jednoduchý bol vy-
braný gaussovský aditívny šum so strednou hodnotou 0 a smerodatnou odchýlkou
rovnou 0.01. Pre zlepšenie učenia boli vybrané dve úrovne šumu, druhá úroveň šumu
je vyššia a má hodnotu smerodatnej odchýlky 0.015.
Dôležitým parametrom je taktiež aj počet epoch, teda počet iterácií učenia.
Z dôvodu zníženia výpočetových nárokov, ale zároveň aj maximalizácie presnosti
učenia bolo preto vybraných 5000 epoch pre nazašumené vzory a 300 epoch pre za-
šumené vzory. Zároveň na konci pre optimalizáciu učenia následuje po samotnom
učení na zašumených vzoroch ešte opätovné doučenie na vzoroch nezašumených.
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Výsledkom je výstupom neurónová sieť, do ktorej keď vložíme jednotlivé vstupy
vo forme písmen a čísiel, výstupom budú hodnoty odpovedajúce mierou podobnosti
ku jednotlivým vzorom. Tieto hodnoty sú v rozmedzí ⟨0, 1⟩, kde 1 reprezentuje
absolútnu zhodu a 0 absolútnu nezhodu.
Klasifikácia písmen a diskov
Samotná klasifikácia prebieha na vyrezaných písmenách z podkapitoly 3.6. Keďže
neurónové siete nie sú kontextuálny klasifikátor, v prípade že by písmená boli vzá-
jomne posunuté aj o minimálnu hodnotu posunutia, je veľmi pravdepodobné, že
výsledok klasifikácie bude nesprávny. Preto je potrebné zaviesť nejaký kompenzačný
mechanizmus, ktorý by aspoň čiastočne eliminoval problémy vzniknuté posunutím.
Existujú rozličné možnosti ako by mohol byť tento problém odstránený. Jedným
z možných riešení je drobná rotácia písmen vstupujúcich do neurónovej siete pre-
tože písmená niesú vždy úplne zarovnané vplyvom šumu a nedokonalej detekcie
vodiaceho znaku. Problémom a dôvodom nevyužitia tohto riešenia je nízky kon-
trast použitých obrázkov a rotáciou sa zníži ešte rozdiel medzi hodnotami pixelov
v písmenách a v okolí. Zároveň samotnou rotáciou vznikajú pásy núl v okrajových
častiach obrazu.
Ďalším a využitým riešením, ktorým sa čiastočne eliminuje nesprávna klasifiká-
cia je translácia obrazu. Je možnosť posunúť obraz buď o náhodne generované číslo
alebo o presne zadanú hodnotu. Testovaním oboch uvedených metód boli dosiahnuté
obdobné výsledky, avšak u translácie náhodným číslom, boli výsledky silne závislé
na hodnote tohto náhodného čísla. Preto bola vybraná metóda pevného posunutia
vyrezaného. Je dôležité si uvedomiť, že obyčajné posunutie obrazu písmen vytvorí
oblasti núl v podobe čiernych pásov v obraze, ktoré niesú žiadané. Z toho dôvodu
je potrebné pristúpiť ku posunutiu už vo fázi vystrihovania písmen. Základné pís-
meno je vystrihnuté a potom okolo neho vo všetkých ôsmych smeroch posunutím
o 1 pixel je vystrihnutých ďalších 8 písmen. Tieto navzájom posunuté písmená sa
vložia na vstup neurónovej siete. Výstup ako už bolo povedané udáva podobnosť
medzi vzorom a vstupujúcim objektom. Pre každé písmeno pozostáva vstup zo zák-
ladnej pozície a ôsmych posunutých obrazov. Na výstupe bude teda tabuľka udáva-
júca podobnosť medzi obrazmi a jednotlivými vzormi.
Nakoniec je výsledné písmeno priradené podľa maximálnej hodnoty v tabuľke.
Po priradení ku všetkým vystrihnutým písmenám nejakého vyklasifikovaného pís-
mena je porovnávaný nájdený textový reťazec s vyskytujúcimi sa názvami antibi-
otických diskov a objekt s najväčším počtom zhodných písmen je vybraný ako finálne
detekovaný disk.
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4 ZHODNOTENIE DOSIAHNUTÝCHVÝSLED-
KOV
Dosiahnuté výsledky sú značne závislé na kvalite obrázkov. V súbore testovacích
obrázkov sa nachádzajú také, ktoré majú dostatočne vysoký kontrast a nízky šum,
aby mohli byť klasifikované so 100% úspešnosťou, ale i také, ktoré je veľmi obtiažne
klasifikovať. Bolo náročné vytvoriť algoritmus tak, aby pracoval so všeobecnými fo-
tografiami antibiotických diskov, pretože fotografie boli natočené rozdielnym úhlom,
rôzne posunuté v obraze a obsahovali rozdielne množstvo šumu. Zároveň sa v testo-
vacích dátach nachádzali niektoré druhy diskov nachádzali iba 1 − 2𝑥, čo značne
zťažilo celkovú klasifikáciu. Z toho dôvodu takéto disky neboli pridávané medzi vzory
do klasifikácie pomocou minimálnej vzdialenosti, lebo vzor a klasifikovaný obraz by
nutne boli rovnaké a tieto vzory by iba negatívne ovplyvnili výsledky klasifikácie.
Samotná klasifikácia však nebola jediným zdrojom nepresností a problémov. Už
od začiatku riešenia problematiky sa vyskytli niektoré problémy, ktoré nebolo možné
vždy správne riešiť. Najvážnejším problémom bol fakt, že disky neboli zarovnané
a ich rotácia voči vodorovnej polohe bola náhodná. Preto bolo potrebné v rámci
predspracovania všetky disky otočiť do správnej polohy. Táto rotácia bola reali-
zovaná na základe detekoveného vodiaceho znaku. Znak bol detekovaný pomocou
Houghovej transformácie. Problémom bolo, že veľká časť takýchto detekcií bola
chybná, z dôvodu detekcie priamok prechádzajúcich priamo písmenami, ktoré mali
väčšiu hodnotu Houghovho parametru ako samotný vodiaci znak. Tento problém
bol odstránený pomocou skúmania dĺžok nájdených priamok a detekcia vodiaceho
znaku bola neúspešná iba v 4 prípadoch, čo predstavuje 97% úspešnosť.
V následujúcej časti, ktorá spočívala v rotácii obrazu nastal problém nesprávnej
rotácie, text bol nesprávne rotovaný o 180∘. Riešením sa ponúkla opätovná detekcia
vodiaceho znaku, ktorá bez problémov fungovala, avšak pri niektorých obrázkoch
už nebol hranový detektor schopný vyznačiť hranový obraz. Tento problém bol na-
jskôr spôsobený rotáciou obrazu a znížením kontrastu. Počet týchto obrázkov bol
4, čo predstavuje 97% zo všetkých obrázkov. Časť, v ktorej boli písmená vystrih-
nuté z obrazu, bola úspešná prakticky na 100% a nevykazovala žiadne významné
problémy, ktoré by mohli ovplyvniť klasifikáciu.
Samotná klasifikácia vykazovala najväčšie problémy. Neurónová sieť ani metóda
minimálnej vzdialenosti medzi pixelmi niesú kontextuálne klasifikátory, a preto v prí-
pade nesprávneho lícovania obrazov je výsledok klasifikácie závislý na náhode. Tento
problém bol čiastočne vyriešený pomocou translácie v každom smere. Zároveň majú
obrázky a teda aj písmená malé rozmery, nízky kontrast a vysoký obsah šumu,
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Disk pod obrazkom 114.png je podla klasifikacie metodou minimalnej vzdialenosti : CIP5
Disk pod obrazkom 114.png je podla klasifikacie neuronovymi sietami : CIP5
(a) Správna klasifikácia oboma metódami
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Disk pod obrazkom 114.png je podla klasifikacie metodou minimalnej vzdialenosti : CIP5
Disk pod obrazkom 114.png je podla klasifikacie neuronovymi sietami : AM10
(b) Nesprávna klasifikácia oboma metódami
Obr. 4.1: Ukážka oboch správnych alebo oboch nesprávnych klasifikácií
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Disk pod obrazkom 114.png je podla klasifikacie metodou minimalnej vzdialenosti : SXT25
Disk pod obrazkom 114.png je podla klasifikacie neuronovymi sietami : FOX30
(a) Správna klasifikácia metódou minimálnych
vzdialeností, nesprávna pomocou neurónových
sietí
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Disk pod obrazkom 114.png je podla klasifikacie metodou minimalnej vzdialenosti : AMP10
Disk pod obrazkom 114.png je podla klasifikacie neuronovymi sietami : NOR10
(b) Správna klasifikácia pomocou neurónových
sietí, nesprávna metódou minimálnych vzdi-
aleností
Obr. 4.2: Ukážka rozdielnych klasifikácií
čo spôsobuje ďalšie nepresnosti.
Celkový výsledok samotnej klasifikácie je závislý na učení, ktoré je vďaka náhod-
nému šumu pri každom spustení programu iné. Preto, pre zlepšenie dosiahnutých
výsledkov, bola vybraná jedna naučená sieť, ktorá najlepšie splňovala podmienky
klasifikácie a uložená do premennej. Tým sa zamedzilo náhodným zmenám výsledkov
pri opätovnom spustení programu. Keďže obrázky nie sú nijak označené, dosiahnuté
výsledky je možno vypočítať iba ručným porovnávaním výstupu a obrázku. Po spočí-
taní všetkých správne a nesprávne klasifikovaných obrazov dostaneme úspešnosť 44%
z celkového počtu 126 testovacích obrázkov pre klasifikáciu pomocou neurónových
sietí a 47% pre metódu výpočtu minimálnych vzdialeností medzi pixelmi. Je však
potrebné dodať, že hodnota 47% je mierne nadhodnotená, pretože 20 obrázkov
poslúžilo ako vzor a teda zvýšili umelo percento klasifikácie. Niektoré ukážky rozdiel-
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nej a zhodnej klasifikácie poskytujú obrázky 4.2 a 4.1. Mohlo by sa zdať, že úspešnosť
klasifikácie je mimoriadne nízka, avšak po uvážení faktu, že pre každý vzor bolo
použité iba jedno písmeno respektívne jeden text pre metódu najmenšej vzdialeností
medzi pixelmi a vzhľadom na úroveň šumu a kvalitu dát, môžeme považovať klasi-
fikáciu za relatívne úspešnú. Zároveň je potrebné dodať, že nepresnosti v klasifikácii
sú spôsobené aj podobnými textovými reťazcami jednotlivých antibiotických diskov,
čo spôsobil fakt, že misklasifikácia jedného písmena viedla až k celkovej misklasi-
fikácii ako ukazuje obrázok 4.3.
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Disk pod obrazkom 114.png je podla klasifikacie metodou minimalnej vzdialenosti : AMP10
Disk pod obrazkom 114.png je podla klasifikacie neuronovymi sietami : IPM10
Obr. 4.3: Vplyv jedného nesprávne detekovaného písmena na výsledok klasifikácie
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5 ZÁVER
Cieľom bakalárskej práce bolo vytvoriť algoritmus schopný automatickej klasifikácie
antibiotických diskov. Program mal za úlohu spracovať jednotlivé disky a vypísať
akú a koľko účinnej látky disk obsahuje na základe využitia klasifikačných metód.
Algoritmus bol realizovaný, avšak celková úspešnosť klasifikácie bola nízka, naj-
mä z dôvodu nedostatočného počtu testovacích vzorov. Každý vzor bol v učení
neurónovej siete zastúpený iba jedenkrát a učenie na jeho zašumenej verzii neprinieslo
rovnaké výsledky ako keby boli vzory vytvorené použitím viacerých písmen u klasi-
fikácie pomocou neurónových sietí a viacerých textov u klasifikácie metódou naj-
menších vzdialeností medzi pixelmi.
V budúcnosti pre ďalšie potreby automatickej klasifikácie antibiotických diskov
a pre vylepšenie percentuálnej úsešnosti klasifikácie by bolo vhodné rozšíriť počet
trénovacích dát tak, aby každý vzor bol zastúpený viackrát, samotné učenie na za-
šumených vzoroch nie je postačujúce. Zároveň by bolo vhodné vytvoriť alternatívny
hranový detektor ku už implementovanému v Matlabe, pretože Cannyho detektor
vyhladzuje dáta pomocou masky 2.7, ktorá zjemní hrany, čo je pri rozmeroch testo-
vacích obrázkov nežiadúce. Ďalším z možných vylepšení by bolo aplikovať aj inú
klasifikačnú metódu ako napríklad Adaboost. Potom by bolo možné vhodným váho-
vaním klasifikácií vybrať najpravdepodobnejší výsledok. Ako už bolo povedané,
neurónová sieť nieje kontextuálny klasifikátor a preto by bolo vhodné nájsť vhodný
znak, ktorý by mohol ísť na vstup neurónovej siete. Pri realizácii programu existovala
snaha nájsť takýto znak, avšak ani použitie histogramov ani entropie nevykazovali
výrazné zlepšenie. Pri snahe o použitie príznakov ako napríklad SIFT alebo SURF,
bola pre malú veľkosť obrázkov na výstupe vždy prázdna matica.
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