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Abstract
This thesis reports experimental studies of the rheology of biological materials,
with an emphasis on interfacial layers, including protein layers and bacterial biofilms.
Results are presented on layers formed by the proteins lysozyme and Staphylococcal
nuclease at the air–water interface, on biofilms formed by Pseudomonas bacteria at
the oil–water interface, and on the bulk rheological properties of fibrin and cystic
fibrosis mucus with an eye toward its role as an interfacial barrier in the lung. The
evolution of interfacial mechanical response through time is interpreted in terms of
the changing microscopic structure of the layer.
The studies employ interfacial microrheology, which uses the motion of
micrometer-scale particles embedded in the interface to probe the mechanical response
of the surrounding material and infer its rheology. Passive measurements, which rely
on thermal forces to drive the particles, are complemented by active measurements,
in which ferromagnetic nanowires were rotated using magnetic fields. Additionally,
the study of fibrin and cystic fibrosis mucus employs a novel technique using custom
fluorescent particles that can be selectively “switched on” and used to characterize
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rheology and particle mobility over physiologically relevant time and distance scales.
This thesis also presents a software toolkit, developed as part of the thesis work to
meet the demands of this research, that has found applications by other researchers
in other areas.
This work was conducted under the supervision of Professor Robert L. Leheny
and Professor Daniel H. Reich.
Primary Reader: Professor Robert L. Leheny
Secondary Reader: Professor Daniel H. Reich
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Hooke’s Law describes a solid as an idealized spring. A small deformation requires
an applied force. The larger the deformation, the larger the requisite force, but the
force does not depend on the rate of the deformation: fast and slow cost the same.
A viscous liquid, as described by Newton’s laws, behaves in a complementary way: it
resists a small strain with a force proportional to the rate of strain but independent
of the magnitude of that strain.
Real materials deviate from these simple pictures in two ways. First, if the force
or deformation is large, the relationship between the applied stress and the strain (or,
1
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for liquids, strain rate) becomes more complicated than simple proportionality; the
response is nonlinear. Second, even if the forces and deformations are small, some
materials display both solidlike and liquidlike characteristics. For example, many
materials respond elastically on short time scales but flow over long time scales. This
temporal behavior reflects a spectrum of relaxation times that is dictated by the
material’s microstructural dynamics. Materials like these are termed viscoelastic.2
The theory of linear viscoelastic materials begins with a constitutive relation, a
rheological equation of state relating stress σ to strain γ. The equation states that
changes in strain are linear. The shear modulus G is a memory function representing




G(t− t′)γ̇(t′) dt′ (1.1)
Let us apply this principle to a simple oscillatory strain, where a material is periodi-
cally deformed with some amplitude γ0 at some frequency ω.





























Because the bracketed factors depend only on ω, we can define new functions G′(ω)
and G′′(ω), giving
σ(t) = γ0 (G
′(ω) sinωt+G′′(ω) cosωt). (1.4)
The storage modulus G′(ω) characterizes the solidlike response, where stress σ(t) and
strain γ(t) are in phase, and the loss modulus G′′(ω) gives the liquidlike response,
where stress is 90◦ out of phase with the strain and hence in phase with the strain
rate. They comprise the real and imaginary parts of the complex shear modulus,
G∗(ω) = G′(ω) + iG′′(ω), which is a fundamental linear response function and a
quantity through which contact between theory and experiment is often achieved.
G∗(ω) provides a complete description of a material’s linear shear response. Finite
stresses and deformations can reveal rich nonlinear responses, including a yield stress
(some nonzero stress above which a solid no longer responds elastically but instead
undergoes viscoplastic flow) or shear-thinning or -thickening (where the effective vis-




There is a large family of well-established techniques for measuring a material’s
frequency-dependent shear modulus G∗(ω) and nonlinear response. The stress–strain
relationship can be probed in either direction, by applying a certain stress and measur-
ing the resultant strain or by measuring the stress necessary to enforce a certain strain.
For example, a creep experiment measures the strain in response to a sudden stress,
whereas a stress relaxation experiment measures the stress following a sudden strain.
Both of these are transient experiments, observing the material’s response as a func-
tion of time after a sudden change. Oscillatory experiments provide complimentary
information, applying a periodic stress or strain at some frequency ω, qualitatively
probing the same response as a transient experiment at time t = 1/ω. Oscillatory
experiments are especially important for probing short-time scale or (high-frequency)
behavior.
Shear rheology measurements, whether transient or oscillatory, strain-controlled
or stress-controlled, can be performed in different geometries. Important ones include
simple shear flow between translated parallel plates or, equivalently and more com-
monly, between a rotating cone and plate; shear between rotating coaxial cylinders
(Couette geometry); flow inside a rectangular slit; and shear between two rotating
parallel plates.
All of these are, of course, subject to limitations. In oscillatory experiments the
inertia of the rotating tool can dominate the shear response of the sample at high
4
CHAPTER 1. INTRODUCTION
frequencies. Also, all experiments contend with the problem of slip, the possibility
that the sample might lose mechanical contact with a bounding surface where its
velocity is assumed to be zero with respect to the surface.
1.1.3 Interfacial Rheology
Interfacial layers at the boundary between two fluids can exhibit the same com-
plex, non-Newtonian, and nonlinear behavior observed in bulk materials. The central
experimental challenge in characterizing these interfaces is isolating the interfacial
rheological response from the response of the surrounding fluids, as the flows at the
interface and in the bulk fluids are intimately coupled.3 The relative contribution of





where ηs is the surface viscosity and η1,2 are the bulk viscosities of the fluids above and
below. In many experiments, these viscosities of the fluids are matched (η1 = η2) or
else one is air and can be neglected (η1 +η2 ≈ η2). Surface viscosity and bulk viscosity
differ by a dimension of a length, and a length scale l is introduced. The definition
of l depends on the particulars of the geometry of the technique. Heuristically, l
is sometimes presented as the ratio of the interfacial surface area subtended by the
probe to its perimeter of contact with the interface. However, this picture of l does
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not hold, even qualitatively, for some geometries, such as a rod.5
For Bo  1, interfacial drag dominates the force on the rheological probe. For
Bo  1, forces from the bulk fluid dominate. Thus, a well designed technique max-
imizes Bo by minimizing l. And, unless the contribution from the bulk is negligible,
the technique must have an accompanying model for separating the interfacial and
bulk contributions.







Experimental techniques tackle the challenge of isolating the interfacial response
in very different ways. One approach employs a bicone (two cones joined at the base,
giving a diamond-shape profile) or disk lowered onto the surface such that its edge
is even with the interface, operated like a traditional rotating-tool rheometer. The
torque on the tool is separated into the components using methods of continuum
mechanics,4 initially worked out by Boussinesq himself7 and later refined.8 The tool
makes a full circular patch in the interface and couples strongly to bulk flows, dimin-
ishing its sensitivity to the interfacial rheology. This is quantified by the Boussinesq
number: the length scale l is related to the radius of the tool, diminishing Bo for
given viscosities η, η2, ηs.
A newer technique improves sensitivity by replacing the bicone with a double
6
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wall-ring geometry.9 The open center of the ring diminishes coupling to bulk flows,
and the important scale l becomes the thin width of the ring rather than its radius.
Other techniques rely on millimeter- to micron-scale probes manipulated by ap-
plied optical or magnetic forces. The most popular of these, dubbed the Interfacial
Shear Rheometer (ISR), moves a magnetic needle pinned to the interface by capillary
forces through oscillatory translations along its axis10 within a channel to create the
equivalent of a parallel plate rheometer. Others use magnetic force to rotate a thin
rod11,12 or a disk13 or in the plane of the interface. In part of the work described in
this thesis, we employ a rotating micrometer-scale needle.
1.2 Microrheology
Microrheology relates the motion of colloidal particles to the rheology of the sur-
rounding medium. Often, the motion is thermally-driven Brownian fluctuation (“pas-
sive microrheology”) but in recent years the field has come to encompass “active mi-
crorheology”, where colloids driven by optical or magnetic forces can probe stiffer
materials and larger deformations, extending into the regime of nonlinear response.
1.2.1 Fundamentals
The fundamental relation of microrheology is the Generalized Stokes–Einstein
relation (GSE). The “Einstein” part relates a statistical characterization of probe
7
CHAPTER 1. INTRODUCTION
motion (probe mean-squared displacement 〈∆r2〉) to a deterministic property (mo-
bility M), which the “Stokes” part then relates to the rheological properties of the
material. For a spherical probe of radius a diffusing in a viscous medium at low




for the N -dimensional mean-squared displacement. The Generalized Stokes–Einstein
relation posits a frequency-dependent mobility M(ω) or, equivalently, hydrodynamic
drag ζ(ω). As originally derived14,15 and later reviewed in detail,16 the GSE can be
obtained from the generalized Langevin equation, an equation of motion incorporating




ζ(t− t′)v(t′) dt′ (1.8)
Because the random force fR is stochastic, v(t) must be treated statistically. Temper-
ature T is introduced through the equipartition theorem, and the uncorrelated nature
of Brownian fluctuations causes fR to drop out. At low Reynolds number, inertia is
negligible compared to hydrodynamic forces, and so the term containing mass m also
drops out. The result is the Generalized Stokes–Einstein equation, relating the com-
plex frequency-dependent shear modulus G∗(ω) to the unilateral Fourier transform







Alternatively, the GSE can be written in terms of the complex shear compliance
J(t),16 which is related to shear relaxation modulus G(t) through
∫




This expression has the advantage of being algebraic, and thus does not require the
data to undergo a numerical integral transform.17
1.2.2 Interfacial Microrheology
As described in Section 1.1.3, experimental techniques for measuring interfacial
rheology should maximize their sensitivity to the interface relative to the bulk (i.e.,
maximize Bo), and they should include a procedure for separating the interfacial and
bulk contributions. Interfacial microrheology faces the same challenge. Because mi-
crorheological probes are typically micron-scale, the geometrical length scale l is small,
and sensitivity to the interface is high relative to macrorheology techniques. This sen-
sitivity allows microrheology to characterize interfaces with much smaller interfacial
viscosity. Specifically, when microrheological probes are confined to an interface, the
technique can be sensitive interfacial viscosities as small as 1 nPa·s·m, several or-
ders of magnitude below the range of traditional techniques, and it can characterize
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shear response over a wide of range of frequencies (10−2–104 Hz).18 Nonetheless, cou-
pling to the bulk at some point becomes appreciable; the problem of separating the
contributions of bulk and interface must still be addressed.
Despite these challenges, microrheology has found increasing application in the
study of films at fluid-fluid interfaces including not only protein layers11,12,102–104
but also polymer layers,23,105,106 lipid monolayers,107–111 and particle-laden inter-
faces.112,113 This work has included studies of both the linear shear rheology and
nonlinear mechanical response of interfacial films.
1.2.3 Translational drag on a sphere at an interface
For viscous layers, the translational drag ζ on a circular inclusion in a mem-
brane was first determined by Saffman and Delbruck, who showed that a physically
meaningful description of interfacial Stokes drag must incorporate coupling to the







where Bo = ηs/[(η1+η2) a] for a sphere of radius a and γ is Euler’s constant (0.5772...).
The Saffman–Delbruck expression is invalid at low Bo. When log(Bo) < γ, it gives
D < 0, which is of course unphysical. A more general form was worked out by
Hughes20 and reduced to a closed form by Petrov and Schwille:21
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Fischer for low Bo
Fischer for high Bo
Figure 1.1: A comparison of models for the translation drag on a membrane inclu-







× ln(2/ε)− γ + 4ε/π − (ε2/2) ln(2/ε)
×
[
1− (ε2/π) ln(2/ε) + c1εb1/(1 + c2εb2)
]−1
(1.12)
where ε is the inverse Boussinesq number 1/Bo and the numerically-determined con-
stants are c1 = 0.73761, b1 = 2.74819, c2 = 0.52119 and b2 = 0.61465.
11
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A more elaborate model, the Fischer model, accounts for the contact angle θ of
a spherical inclusion and the effect of Marangoni forces—surface tension gradients
produced by concentration gradients across the interface. At Bo  1, the Fischer
model gives the translation drag coefficient ζ as an expansion in Bo22
ζ = ηa(k(0) + Bo k(1) + o(Bo2)) (1.13)














where d is the distance from the apex of the particle to the level of the interface;
d is defined to be positive when the particle is fully submerged and negative when
the particle is partially embedded. Assuming gravitational and capillary effects are
negligible, so that the surface remains flat in the vicinity of the sphere, d can be
expressed in terms of the contact angle θc as d = a(cos θc − 1).









where as is the cross-section of the particle at the interface and γ is the Euler num-
ber. When Eq. (1.13) and Eq. (1.16) are plotted together in Figure 1.1, boldly ex-
tended through and beyond the domains of mathematical validity, including through
0.1  Bo  10 where neither is valid, we see agreement at least up to the order
of magnitude throughout. As has been previously observed,1 this agreement may
explain the surprising agreement between different theoretical approaches.23
1.2.4 Rotational drag on a rod at an interface
As with the diffusivity of the spheres, the mobility of rods rotating at an interface
depends on both the interfacial and subphase properties. The relative importance
of these contributions can be parametrized by the appropriate form for Boussinesq
number. For a highly anisotropic object, such as a wire-shaped colloid, it has been
theorized5 that the characteristic length scale entering the Boussinesq number is the





A theory developed by Levine and MacKintosh predicts5 rotational drag coefficients
for all Boussinesq numbers. Measurements on Ni nanowires within viscous protein
layers comparing the drag for translation parallel to the wire axis ζ‖ with ζr indicate
that the results of this theory accurately predict ζ‖/ζr,
12 and we use Levine and MacK-
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intosh’s theory to analyze the wire rotation. Specifically, we employ their predictions
in the limit of high and low Bo: ζr → 1.48ηsL2 and ζr → 0.50ηL3, respectively.
1.3 Topics of Thesis Research
In my thesis I have developed passive and active interfacial microrheology tech-
niques and applied them to a set of biological systems including protein layers and
bacterial biofilms. A brief introduction to each of these is given in the subsection
below, and a detailed description of experiments and results is given in Chapters 4–6.
First, in Chapters 2 and 3, I elaborate on the experimental methods in particle track-
ing and data analysis. Chapter 7 describes related work developing a microrheology
method using photoactivated fluorescent nanoparticles to track the motion through
biological gels over multiple length scales.
1.3.1 Protein Layers
Under many circumstances proteins adsorb at air–water interfaces.24 Like small-
molecule surfactants, interfacial proteins can stabilize emulsions and foams by re-
ducing surface tension or by forming coalescence-arresting viscoelastic skins on the
surfaces of drops and bubbles.25,26 The surfactant-like character of proteins is cru-
cial to many current and developing technologies, particularly those related to the
food, biomedical, and pharmaceutical industries. In addition, interfacial protein lay-
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ers perform physiological functions in vivo.27,28 Proteins at fluid interfaces typically
change their conformations, i.e., denature, in a way that reduces their free energy
by bringing to the surface the hydrophobic parts that are normally folded inside the
structure, shielded from the surrounding water. This unfolding can make adsorption
irreversible, and hence equilibrium between interfacial proteins and those in the bulk
solution is lost. At sufficient concentration, interfacial protein layers can acquire pro-
nounced viscoelastic behavior24,29–31 that has been attributed either to the formation
of a gel-like network through intermolecular bonding30–36 or to kinetic arrest due to
steric jamming.37–40 In many cases this elasticity is key to protein layers’ utility. For
example, mechanically strong interfacial layers resist tangential stresses from flow in
the adjoining liquids, preventing rupture and coalescence of droplets and bubbles.
Further, the properties of protein layers can provide a unique perspective on issues
of protein denaturation, protein-protein interactions, and the gel transition.
Due to the importance of the mechanical properties of protein layers, nu-
merous experiments have sought to characterize their interfacial shear rheol-
ogy.28,30,32–34,34,35,37–49 These studies have had to contend with the significant tech-
nical difficulties inherent to interfacial rheology, as addressed in the previous section.
Additionally, protein layers are fragile, molecularly thin, and spatially heterogeneous
with properties that evolve with time. These features complicate traditional interfa-
cial rheometry measurements and often make results difficult to interpret. Interfacial




In Chapters 4 and 5 of my thesis, I describe my work applying microrheological
techniques to two layer-forming protein systems, lysozyme and Staphylococcal nucle-
ase (SNase). The studies included passive measurements, which tracked the Brownian
motion of spherical colloids at the interface, and active measurements in which the
rotational motion of magnetic nanowires at the interface was employed to infer layer
rheology. The motivation for studying these specific systems and details about the
experimental procedures are given in the respective chapters.
1.3.2 Bacterial Biofilms
At a fluid interface, bacteria form a biofilm—a film of bacteria and its products—
and this film can alter the mechanical properties of the interface. Specifically, the film
comprises adherent cells in a complex matrix of extracellular polymeric substances
including polysaccharides and surfactants secreted by the bacteria.50 These films
thus resemble from a physical-sciences perspective a disordered colloidal suspension
with added polymer. Composite materials of this type can be expected to possess
mechanical properties characteristic of disordered and glassy complex fluids and soft
solids. Indeed, research has shown how complex fluids, such as polymers mixed
with colloids, can form soft glassy phases under a range of conditions.51–54 These
phases are distinguished by novel mechanical properties including thixotropic response
to stress and anomalous low-frequency viscoelastic moduli.51–54 In addition, these
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disordered materials are typically out of equilibrium, and their mechanical behavior
can evolve perpetually, a process known as aging.51,54 Many of these properties are
associated with metastable heterogeneous structure in these mixed systems and strong
mechanical coupling between components. Theory exploring the dynamics and aging
of soft glassy systems has emphasized their apparent universality.55–58 Recent research
has also identified characteristics shared by biofilms formed on solid substrates and
such glassy soft solids.59–62
Bacterial biofilms can form at the interface between oil and water, and the bacte-
ria that form such films typically consume the oil. Much research has been devoted
strategies that increase the speed and ability of the bacteria to degrade pollutant hy-
drocarbons.63,64 Additionally, the mechanical behavior of interfacial biofilms between
oil and water is thought to directly influence petroleum extraction. Stiff films can
limit the ability of oil droplets to pass through narrow pores and channels, competing
with other effects of the bacteria, specifically reductions in interfacial tension and
viscosity, that promote recovery. On the other hand, the formation of stiff interfacial
films has also been advanced as a mechanism for the clogging of highly permeable
regions of reservoirs that aids in enhanced recovery.65 Despite this significance, few
studies have reported on the mechanical properties of bacterial films at oil-water in-
terfaces. The in-plane mechanical behavior of an interfacial film is characterized by
its response to two modes of deformation: its shear modulus, which describes the re-
sponse to area-conserving deformations, and its dilational modulus, which describes
17
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the response to changes in area. Previous research on the mechanical behavior of
bacterial films at an oil-water interface has focused exclusively on their response to
dilational stress,66,67 leaving key aspects related to their shear rheology unexplored.
Such information is crucial for understanding the films mechanical response both
from a fundamental perspective and in the context of applications of hydrocarbon-
consuming bacteria and their biofilms. For example, the resistance to tangential
stresses provided by the shear modulus can dictate the stability of an interfacial layer
to rupture.68 In addition, analysis of shear rheology can give access to interaction
forces in an interfacial layer, shedding light on the mechanisms dictating the strength
and compliance of the films.41 Chapter 6 describes experiments that address these





2.1 Experimental Challenges in Interfa-
cial Particle Tracking
2.1.1 Colloidal Aggregation at the Interface
When microrheological probes aggregate, the colloidal aggregate does not retain
the simple geometry of an individual colloid and therefore is of no further use in the
experiment. It is straightforward to visually identify aggregated probes and disregard
them in the analysis. But each aggregation event depletes the population of usable
probes and limits the experiment’s duration.
This problem is especially acute in interfacial experiments because, at the air–
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water interface, microrheological probes have an enhanced tendency to aggregate.
The lower spatial dimension of the interface increases the probability that probes
will encounter each other. The van der Waals interaction between partially-immersed
colloids is more complex than their interaction in bulk solution, which itself is com-
plicated;69 but, on a basic level, the strength of the attraction is intermediate with re-
spect to strengths of the interactions in the two pure phases. Particles at the air–water
interface interact more strongly than submerged particles due to the dry portion.
As a point of reference, for polystrene spheres, there is seven-fold difference in the
strength of van der Waals attraction between fully submerged and unsubmerged col-
loids.70 Additionally, the stabilizing electrostatic repulsion between charge–stabilized
colloids diminishes as it de-wets, which further magnifies the net attraction.70,71 The
attraction may also be increased by a depletion interaction driven by the adsorbed
molecules under study (in this case, proteins or bacterial byproducts). Finally, while
the capillary attraction of “floating” particles is the most obvious driver of aggrega-
tion at the interface, it is weak for the systems in this study, which are characterized
by a low Bond number ∆ρga2/γ.
In this work, the charge–stabilized colloids used (see methods sections of respec-
tive chapters for details) did indeed aggregate throughout the experiment. However,
the evolving mechanical properties of the interface under study often inhibited col-
loidal mobility as the interface stiffened and effectively arrested aggregation before the
population of unaggregated probes could be completely depleted. Some control could
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be exerted over the aggregation rate by varying the salt concentration of the bulk
solution and by adjusting the concentration of dispersed colloids. At lower concen-
trations, the colloids are of course less likely to encounter each other, and aggregation
proceeds more slowly.
2.1.2 Distinguishing Interfacial Particles
When colloidal probes are spread onto the interface, many can be pinned there,
but some invariably enter the bulk solution. As they undergo random diffusion in
the bulk, they may approach the interface, where they can easily be mistaken for
particles that are at the interface. Thus, in interfacial particle-tracking experiments,
it is important to critically examine individual particles, considering whether particles
exhibiting an anomolous appearance or anomolous motion may not be attached to
the interface. This has been an important, if mundane, challenge to address in this
work. It has recently been emphasized in the literature by others,1 and part of the
motivation for developing flexible particle-tracking software (Chapter 3) that makes
this detailed work easier.
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2.1.3 Minimizing and Correcting for Convective
Drift
When possible, the chamber containing the sample should be well sealed to min-
imize sample evaporation and convective flow during the experiment.72 In interfacial
microrheology experiments, convective flow is an especially large effect, as the in-
terface can couple strongly to surrounding air currents. In the data analysis stage,
the effect of such currents can be corrected for,73 but it is best to minimize it in
the experiment as much as possible. The experiment should be performed on a
vibration-isolated table. Like convective drift, vibrations can be “removed” in the
analysis stage, but not perfectly.
2.1.4 Choosing an Appropriate Particle Concen-
tration
Obviously, the more particles that are in the fields of view and are tracked, the bet-
ter the resulting statistics; however, there are additional considerations. As mentioned
above, the particle concentration affects the rate of particle aggregation, but there
are other considerations as well. The concentration must be appropriate for tracking
individual particles. The average particle spacing must be larger than the average
particle displacement from frame to frame, or else the paths of multiple particles will
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intermingle, making it difficult to accurately reconstruct individual trajectories.74 (In
some circumstances, it is possible to overcome this limitation, as described in Section
3.5.)
Additionally, the presence of the colloidal probes themselves can alter the self-
diffusivity of the probes through hydrodynamic interactions,75 which are longer-range
in 2D than in 3D (log(r) vs. 1/r). Experimental measurements of the diffusivity of
PMMA particles showed that diffusivity D decreased with area fraction n like
D = αD0(1− βn) (2.1)
where D0 is the diffusivity for a single particle. For particles 1 μm in diameter,
α is compatible with 1 (reported as 0.97 ± 7%) and β = 1.4 ± 10%.75 Thus, if
spherical colloidal probes are dispersed with an area fraction of 3%, the resultant
error in diffusivity is less than 5%, which is small compared to other experimental
uncertainties in this work.
2.2 Experimental Apparatus
All interfacial microrheology experiments described in this thesis were performed
in a cylindrical “cell” designed to create flat interface air–water or oil–water interface
using only a small volume of sample. This cell (Figure 2.1) is a short cylinder: 4 mm
high with a 1-cm inner diameter. A seam runs along the waist of the inner surface, 2
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mm above the bottom surface, composed of aluminum below and Teflon above. When
the cylinder is filled precisely up to this seam with an aqueous solution, the solution
is pinned flat by the aluminum-Teflon boundary. There is no meniscus. A glass
coverslip serves as a bottom to the cell, through which the interface can be imaged
using an inverted microscope. (The interface can also be imaged from above using
a standard microscope, as in Chapter 6.) This coverslip is held in place by a thin
coat of vacuum grease, applied to the bottom surface of the cylinder. Alternatively,
a grease-free seal can be made using a custom-molded PDMS sheath that seals the
outer surface of the cell to the glass below.
Consumer-grade cameras are sufficient for some bright-field particle-tracking ap-
plications, delivering the same basic capabilities as scientific cameras—frame rate,
resolution—at a fraction of the cost. (In fluorescent particle-tracking experiments,
where sensitivity is paramount, special cooling and readout electronics are more im-
portant.) In a previous study and in preliminary experiments leading to this work,
our lab used a “point-and-shoot” consumer camera (Nikon COOLPIX 4300). The
sensor was physically small, which led to greater noise, and the video data was com-
pressed in a way that can distort motion. For the study described in Chapter 4, to
increase the signal-to-noise ratio and improve the fidelity of the video data, this was
replaced by a digital SLR-style consumer camera (Nikon D3100) with a larger sensor
and the capability of exporting uncompressed video. Data from these consumer-
grade cameras was supplemented with data from a scientific camera capable of high
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Figure 2.1: The experiments in this thesis were performed in the cylindrical Teflon
and aluminum cylinder at left. The Teflon–aluminum seam on the inner surface pins
the air–water or oil–water interface flat. A glass coverslip forms the bottom, attached
and sealed using a thin coat of vacuum grease. A quarter is shown for scale.
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frame rates (Photron Fastcam 512) and, for the experiments described in Chapter 5,
a high-resolution scientific camera (IOIndustries Flare 4M). The studies described in
Chapters 6 and 7 were performed using hardware described in detail in their respective
sections on experimental methods.
2.3 Ferromagnetic Nickel Nanowires
2.3.1 Overview of Fabrication and Characteristics
Ferromagnetic nickel nanowires were fabricated for use in active microrheology
experiments. The wires can be made 5–35 μm long (10% length polydispersity76,77)
with a diameter of 350 ± 40 nm.76,77 Because their diameters are comparable to
the characteristic size of a magnetic domain in bulk nickel and their aspect ratio is
high, the wire’s magnetic domains are aligned with the long axis. Their remnant
magnetization is 70% of the saturation of bulk nickel78 with a magnetic moment per
unit length of 3.0× 10−14 ± 0.6 A ·m2/μm. Thus, they couple strongly to externally
applied magnetic fields, and they act as strong, robust probes of soft–matter systems.
The wires were fabricated by electrochemical deposition inside the pores of a
nanoporous template: a ceramic filter, obtained commercially and repurposed for this
technique. The detailed protocol has been described both in published literature79
and a thesis.80
The dominant source of the uncertainty in the figure for µ/L cited above is the
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uncertainty in the wire diameter. The length can be estimated visually in brightfield
experiments, but the diameter cannot. The variation in magnetization under exper-
imentally applied fields is under 10%.76,77 For more detailed characterization of the
wire’s magnetic properties, see the referenced literature.
2.3.2 Hydrophobic Functionalization
The nickel nanowires are functionalized to create a more hydrophobic surface.
When they are dispersed across the air–water interface, plain nickel wires would sink,
but hydrophobially functionalized wires are pinned at the interface and can remain
stably at the interface for many hours. The nanowires are functionalized in a mixture
of 0.01 ml n-octadecyltrimethoxysilane (OTMS), 0.01 ml ammonium hydroxide, and
10 ml ethanol. The wires are soaked this mixture for 12 hours. Then, after at
least three rises in pure ethanol, the wires are dispersed in isopropyl alcohol (being
a cleaner solvent than ethanol) for storage and use. The air–water contact angle is
79± 1◦ at an OTMS-functionalized surface, as measured using a goniometer (Rame-
Hart, P/N 100)12 to photograph a water droplet on a plate of functionalized nickel.
Typically, protocols like this one use centrifugation to recover the colloids between
rinses. Because the wires are ferromagnetic, they can conveniently be separated
from the solution by merely holding a magnet against the wall of the container for
a few seconds and then pouring off the liquid. Alternative schemes for hydrophobic
functionalization are available in the literature.81,82
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2.4 Tracking Nanowire Orientation
The basic approach in the experiments employing the nanowires involves tracking
their rotational motion in response to time-dependent external magnetic fields. The
raw data of our active microrheology experiment is hence a series of video microscopy
images of a rotating nanowire. The orientation of the wire must be extracted from
the images. Although the orientation is plain to any human observer, an automated
solution is required due to the sheer volume of data (105 images) and the necessity of
precise and consistent judgements of an angular trajectory through time. The anal-
ysis is deceptively difficult to automate. We have developed a family of approaches,
each with certain advantages. The important metrics are precision, robustness, and
performance (speed).
A standard algorithm for identifying line segments in an image is the Hough
Transform. Unfortunately, this is completely ineffective on our data. Although the
wires are rods with a high aspect ratio, diffraction effects cause them to appear more
like fuzzy ellipses than straight lines.
The simplest effective technique is to fit an ellipse to the wire’s silhouette. A
threshold defines regions inside and outside the wire, and a least-squares best fit
obtains the ellipse that most accurately encloses that region. The orientation of the
ellipse’s long axis is the orientation of the wire. This is typically accurate within 1◦
and it is robust—it virtually always captures orientation within 10◦—but it is not
precise enough to track the wire’s rotation smoothly.
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A more precise technique is to fit a Gaussian to each individual row or column of
pixels in the image, where each Gaussian’s center identifies the position of the wire
along that line. The linear regression of the Gaussian centers gives the centerline
of the wire. This technique is precise but quite slow. Worse, it is brittle, prone to
completely missing the wire orientation in noisy or otherwise non-ideal conditions.
The most effective technique is to find the “inertial axes” of the image (where
brightness = mass). For an image with intensities Ii at pixels i located at (xi, yi), we
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We can obtain the orientation of the wire, defined in terms of the angle of the wire










The technique is much faster than fitting Gaussians, and its precision is comparable:
both are precise to 0.1◦. We have also found it to be more robust, though not quite
as robust as the ellipse-fitting method.
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All of the methods above require standard image preparation techniques. The
region of interest is isolated from the surrounding image (the wire is the largest
connected region of bright pixels). The image is gently blurred with a Gaussian
kernel of width about 1 pixels to suppress the jagged effect of camera noise, and




Software Development: A Modern
Particle-Tracking Toolkit
A large portion of my thesis effort has been devoted to the development of particle
tracking and data analysis software, dubbed “trackpy,” used for my own soft matter
research and the work of others in our group. It is also being adopted by other soft
matter researchers at Harvard, Princeton, Oxford, U. Chicago, U. Penn, and more.
Relying on the growing open-source scientific software community, I have leveraged
free, widely-used code for core functionality. By contributing my own particle tracking
and data analysis code back to the community, I have increased the impact of the
work and encouraged others to share their own improvements to my code, from which
all users benefit.
Trackpy integrates with a fast-growing tool from this community: a standardized,
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browser-based notebook of multilingual code with figures, explanatory text and equa-
tions, and links and references. As recently highlighted in Nature,83 these notebooks
are making data analysis easier to record, understand, and reproduce. A growing
number of authors are publishing these notebooks alongside papers, providing the
detail that is essential for others to reproduce the work in a reasonable time scale.
Several researchers have merged their independent efforts into this code. I person-
ally am responsible for implementing feature-finding, motion analysis tools (various
statistics and plots), uncertainty estimation, streaming capability (i.e., processing
unlimited data sets), and the bulk of the tests and documentation. Thomas A.
Caswell wrote the original trajectory-linking code, and Nathan C. Keim contributed
the prediction framework, major performance improvements, and improved trajectory
linking.
3.1 Introduction
Particle tracking is an extremely powerful technique used across many disciplines
of science. It has matured over the past three decades into a broadly accessible tech-
nique. Early applications were in cellular biophysics84,85 and fundamental colloid
science.74 More recently, it has been used to directly image atomic rearrangements
in silica glass;86 to image stress and strain in drying colloidal films;87 to image pleats
in crystals on curved surfaces.88 This broad variety of applications calls for a flexible
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toolkit that can be adapted for use with a range of data analysis strategies. Making
the methods used in various pockets of the literature usable in a single framework in-
creases the reusability of those methods, makes them easier for researchers to discover,
and fights the creeping fragmentation of science.
3.2 Review of the Crocker–Grier Particle
Tracking Algorithm
Trackpy implements the tracking algorithm of Crocker and Grier.74 Theirs and
similar algorithms85 have been widely used in the fields of colloid science, microrheol-
ogy, biophysics, and biometrical engineering. The particle-tracking algorithm imple-
mented by Crocker and Grier is performed in two steps: locating the particles in each
frame and identifying the particles through time, linking coordinates into trajectories.
Particle coordinates are identified in four steps: 1) preparing the image using
common image-processing techniques; 2) finding local maxima of brightness that may
correspond to particles; 3) honing in on each candidate particle’s exact center with
subpixel precision; and 4) discerning which of the candidates are true particles based
on their morphology and measured brightness.
The software first prepares the images by applying a spatial bandpass filter, which
uses a Fourier transform of the image to suppress features with small-scale variation
(e.g., camera noise) and large-scale variation (e.g., uneven lighting). This effectively
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erases any objects in the background that are much smaller or much larger than the
size of the particles. Next, the software identifies all local maxima in the processed
image. These do not necessarily correspond to the particles’ centers, but they provide
an initial estimate of where particles may be found. If two or more local maxima are
separated by a distance smaller than the particle diameter, they are assumed to
belong to the same particle, and the software only retains the brightest one. Then,
the software finds the intensity-weighted centroid (analogous to a center of mass)
of each spot, which is refined through iterative steps, using the whole region of the
particle to resolve its center to a precision much better than a pixel. (Subpixel
resolution is discussed at length in Section 3.4.) Finally, the software characterizes
the neighborhood surrounding each spot by its total brightness, size, and eccentricity
(deviation from circular shape). Using these attributes, blobs that correspond to
actual particles can be distinguished — and the rest discarded — with minimal user
input. For example, true colloidal spheres tend to appear bright and circular. Figure
3.1 shows 1-μm colloidal spheres at the air–water interface identified by trackpy. Most
aggregated particles or out-of-focus particles, which are probably below the interface,
are correctly ignored based on these characteristics of their appearance.
At this point, the algorithm has identified the locations of particles in each frame.
Next, the locations must be linked together across frames into particle trajectories.
The algorithm robustly handles the complications of real trajectories: particles may
leave the field of view, new particles may enter, and particles can even be tracked
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Figure 3.1: 1-μm colloidal spheres at the air–water interface identified by trackpy
with a red circle. (The size of circle is arbitrary—it is only a marker.) Most aggregated
particles or out-of-focus particles, which are probably below the interface, are correctly
ignored based on characteristics of their appearance. The axes are labeled in pixels.
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if they temporarily vanish and reappear nearby within some specified window of
time. If particles are well separated and move a small fraction of their separation
between frames, the task of linking them is simple and unambiguous. If there are
many particles in the field of view and they are moving quickly, the Crocker–Grier
linking algorithm assigns particles in a way that minimizes the total length of the
links. This is grounded in the statistics of random walks; a Brownian particle is most
likely to be found near where it was last seen. The algorithm is rigorously correct
for non-interacting Brownian particles,74 and it is employed effectively in a variety of
tracking applications.
As the number of particles in view grows, resolving ambiguous networks is difficult.
To simplify the problem, the algorithm requires the user to specify the maximum
displacement allowed from one frame to the next. A good choice can simply be
obtained by watching the particles and guessing the upper range of their movement
between frames. Then, after trajectory linking is complete, the choice can be validated
by verifying that the distribution of observed particle displacements decays short of
this cutoff value, that it is not clipped.
One the appropriate parameters for feature size, appearance, and maximum dis-
placement have been decided, a standard personal computer can typically process at
least one video frame per second, though this depends on the number of particles
(and therefore the number of calculations needed for a single frame) in view.
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3.3 Trackpy: An Enhanced Implementa-
tion of Crocker–Grier
Many others have reimplemented the Crocker–Grier algorithm in various lan-
guages. (See table in Appendix A.) Our Python implementation is distinguished by
succinct and flexible usage, modular design, scalability to data sets of unlimited size,
a thorough testing framework ensuring code stability and accuracy, and thorough
documentation.
To summarize some key features:
• Wherever possible, existing tools from widely-used Python modules are em-
ployed. Therefore, core functionality such as common image processing rou-
tines are supported and tested by a community of scientists much larger than
the particle-tracking community.
• Alongside trackpy, we developed a utility for reading sequential images called
PIMS (Python Image Sequence). PIMS handles video data from many formats
with one consistent interface, abstracting away the I/O details. It is designed to
process videos of unlimited size, pulling data into memory only as it is needed.
• Results from trackpy are returned as DataFrames, high-performance
spreadsheet-like objects that enable powerful and convenient data grouping and
reduction operations for “medium data,” analogous to the capabilities of rela-
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tional database systems such as Structure Query Language (SQL).
• To verify correctness and project stability, a suite of more than 180 tests repro-
duces basic results (Section 3.6).
• Both feature-finding and trajectory-linking can be performed on arbitrarily long
videos using a fixed, modest amount of memory. (Results can be read and saved
to disk throughout.)
• A prediction framework helps track particles in fluid flows, or other scenarios
where velocity is correlated between time steps (Section 3.5).
• Feature-finding and trajectory-linking works on images with any number of
dimensions, making possible some creative applications.
• Uncertainty is estimated following a method described in a detailed study by
Savin and Doyle72 (Section 3.4).
• High-performance components—numba acceleration and FFTW (“Fastest
Fourier Transform in the West”)—are used only if available. Since these can
be tricky to install on some machines, the code will automatically fall back on
slower pure Python implementations.
• Over fifty pages of collaboratively-written documentation with tutorials and




3.4 Subpixel precision and accuracy
Understanding the precision and accuracy of particle location is critical for con-
ducting reliable particle tracking experiments. In fact, failure to recognize and ac-
count for imprecision and inaccuracy in tracking data can lead to qualitative misin-
terpretation90,91 as random errors in particle position can become large systematic
errors in derived quantities.
Tracking resolution is different than microscope resolution. As classically defined,
microscope resolution is the minimum distance between two distinguishable points.
The resolution of a traditional light microscope is approximately 250 nm, half the
wavelength of visible light.92 However, this limit does not apply to locating the
center of one isolated point. Using an appropriate algorithm, it is possible to locate
the center of an isolated particle or point source to better than the diffraction-limited
resolution.90,93 In fact, researchers can routinely track particles with a lateral spatial
precision of tens of nanometers or less using a standard light microscope.73
How is it possible to locate a particle’s center to better than pixel resolution? If
a particle is only visible as one bright pixel, then we can only say that the particle is
located somewhere in that pixel. But, if the particle’s image spans multiple pixels—
ideally, more than three pixels across—we can find its position with subpixel accuracy
by taking the average position of these pixels, weighted by brightness. Figure 3.2
shows how this is realized by trackpy, comparing the measured positions to actual
positions on simulated images where the ground truth is known. On real data, where
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the ground truth is not known, subpixel accuracy can be checked by looking at the
distribution of the decimal parts of the particle positions—that is, position modulo 1
pixel. If the algorithm is not achieving good sub pixel precision, the distribution will
often be distorted, typically biased toward pixel edges. Usually this means that the
area being used to compute the centroid is too small.73 As demonstrated in Figure
3.2, enlarging that area can improve precision.
3.4.1 Static Error
Uncertainty in particle location is variously referred to as static error, localization
error, or random error.72,74,94 Tracking precision is subject to both fundamental and
experimental limitations. The fundamental limitation is photon noise: a particle emits
photons stochastically, and consequently, there is statistical uncertainty in locating
the particle from its image. The size of this uncertainty is inversely proportional to the
square root of the number of detected photons.95 Experimental limitations related to
detector and specimen properties can also degrade precision. Detector noise, including
dark current (thermally-induced electrons in the detector) and readout noise (errors
in reading the number of photoelectrons built up in a pixel), can interfere with particle
localization.92,96 Image processing can remove some, but not all, of this background.90
Simulated images in Figure 3.3 illustrate noisy images and the resultant error in
particle location, as realized by trackpy. In simulated images like these, the ground
truth is known. In real images, the uncertainty in particle location can be estimated.
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Figure 3.2: The decimal part of the x coordinate reveals sub pixel accuracy. Here
the measured x coordinate is plotted against the ground truth. When the mask
does not cover the edges of the feature, sub pixel accuracy is poor (red squares). In
particular, the location is biased toward pixel edges. With a larger mask, accuracy is
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Signal/Noise = 200/90
Figure 3.3: Images depict a Gaussian blob with increasing levels of simulated ran-
dom noise. The red X indicates the measured centroid. Overlaid text gives the error




A relation was worked out in a detailed study of particle tracking errors by Savin and









where N/S is noise-to-signal; ln=1 pixel, the length scale of noise correlation; and
w and a are, respectively, the apparent size and the size of the neighborhood used
to compute the centroid. Trackpy performs this computation for every particle and
returns an estimate of ε with the location of every feature it finds. By implementing
error analysis as a built-in feature, trackpy encourages researchers to consider this
important detail of particle tracking data analysis.
For Brownian motion in a viscous liquid, static error adds a constant offset to the
MSD, as derived previously,94
〈∆r2〉measured = 〈∆r2〉true + 2ε2. (3.2)
A perfectly immobilized particle will have 〈∆r2〉true = 0 for all lag times, but because
of static error, the actual measured MSD will be a non-zero constant, 〈∆r2〉 = 2ε2.73,94
However, in most particle tracking experiments, the true underlying MSD is not
known a priori, so it may not be immediately evident how much of the measured
MSD is an artifact of noise.
In addition to the random error associated with camera noise and pixelation,
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particle location is subject to systematic errors, wherein particles can be biased toward
certain locations, such as pixel centers. Several experimental details in both hardware
and software are implicated in these errors.73 Of course, if the particles typically
step much more than a pixel between frames, optimizing subpixel resolution is less
important. In this work, they are of greatest importance in characterizing layers
exhibiting a solid-like response, when both Brownian fluctuations in position are
typically smaller than 1 pixel and convective flow is much slower than 1 pixel per
frame.
3.4.2 Motion Blur
Additional error is introduced by the finite camera exposure time. When a particle
moves substantially during the exposure, the recorded image represents the time
integral of the particle’s location (Figure 3.4). Since particles in random walks tend
to revisit previously explored regions, motion during the exposure gives a smoothed
trajectory with an MSD that is systematically lower than the true MSD.73,97 This
effect has been called motion blur and dynamic error.72 In addition, particle motion
increases static error, because motion blur reduces location precision by roughly two-
fold under typical experimental conditions, as compared to stationary particles.96
Like static error, dynamic error can alter the measured MSD, and can thus in-
troduce inaccuracies when using the MSD to calculate diffusion coefficients and vis-
coelastic moduli. Static error alone adds a constant offset to the MSD, which flattens
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Figure 3.4: In these simulated images of diffusing Gaussian blobs, the image on the
right was exposed for ten times as long as the image on the left. By collecting more
light, it imaged brighter particles, but their precise location is not well defined. The
optimal exposure is between these two extremes, as described in the text.
the MSD at short time scales on a log-log plot, and makes diffusive motion appear
sub-diffusive.94 Dynamic error, by itself, decreases the MSD at short time scales,
which makes diffusive motion appear super-diffusive. Thus, static and dynamic er-
ror distort the MSD in opposite directions, so depending on which type of error is
larger, one effect may dominate, or occasionally, the two effects may largely cancel
each other.72 Both sources of error are more pronounced at short time scales, when
the true MSD is smaller.
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3.4.3 Experimental Best Practices to Minimize
Error
Prior to collecting data, it is critical to consider how to minimize static and dy-
namic error, as they are difficult to completely correct after the experiment. To boost
signal-to-noise ratio and reduce static error, researchers should choose a microscope
objective with large numerical aperture and a sensitive camera with low noise. The
only way to reduce dynamic error is to use an exposure time that is small compared
to the frame interval.72,73 Unfortunately, shorter exposure time also increases static
error. Therefore, for given experimental conditions, one should choose the shortest
possible exposure time that still gives high-contrast particles (low signal-to-noise).
As a point of reference,.73for Brownian motion, an exposure time no longer than one
quarter the frame interval will cause dynamic error of less than 10% at the shortest
time scale, and smaller dynamic error at longer time scales.
After conducting an experiment, dynamic error is especially difficult to correct,
because it distorts the trajectory and MSD systematically in a way that varies with
lag time and depends on the underlying type of motion, which is often unknown.72
Static error is simpler to quantify and correct after the fact because static error adds
a constant offset to MSD regardless of the nature of particle motion. Static error can
be estimated by tracking particles fixed to a microscope slide under signal-to-noise
conditions similar to those of the experiment, and then subtracted from the ensemble
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MSD. However, this simple approach may not precisely mimic the background noise
in the experiment, nor the effect that motion blur has on static error. An alternative
method has recently been proposed for measuring localization precision of moving
particles, though this technique requires a custom microscope configuration.96 Track-
ing particles in water or other fluids of known viscosity and comparing their MSD to
theory may also help reveal types and magnitudes of error.
3.5 Prediction Framework
The Crocker–Grier particle tracking algorithm, at its simplest level, takes each
particle in a given image and tries to find it in the subsequent image. This requires
knowing where to look for it. The algorithm was developed to track particles un-
dergoing Brownian diffusion, in which a particle’s velocity is uncorrelated from one
frame to the next. Therefore, a particle is statistically most likely to be found at or
near is last known location. The particle in a given image closest to a particle in the
previous image is likely to be the same particle.
Let us formalize this argument as a prediction. Consider a function
P (t1, t0, ~x(t0)) (3.3)
that takes the particle at position ~x(t0) at time t0 and predicts its most likely future
position ~x(t1) at time t1. The optimal predictor for Brownian motion is
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P (t1, t0, ~x(t0)) = ~x(t0) (3.4)
which, of course, is also the simplest to implement.
The better our prediction about where to look in the next frame, the more likely
we will find the one and only particle we seek. In practice, the algorithm looks for the
particle in a circular region of radius search range, centered on P (t1, t0, ~x(t0)). So,
a particle is successfully tracked only if its true position at t1 is sufficiently close to
the predicted one. This favors a generous search range. However, if search range
is too large, then for each particle in the previous frame there can be many possible
matches in the current frame, and so matching one frame to the next requires the
computer to evaluate an overwhelming set of possibilities, seeking the one that mini-
mizes the total displacements of all particles. Tracking may become extremely slow,
the problem effectively intractable. So for the Brownian P above, search range must
be bigger than the largest particle displacement between frames, but smaller than the
typical spacing between particles.74 If such a value does not exist, the Crocker–Grier
algorithm is not effective.
However, if particle motion is not strictly Brownian, its velocity probably is cor-




Figure 3.5: An ensemble of particles moving under constant velocity. The red circles
represent their positions at some time t, the blue crosses at some later time t′.
3.5.1 Prescribed predictors
Consider a toy example: a regular array of particles, translating with constant
velocity v. Figure 3.5 shows the particles’ positions in two consecutive frames.
Using the Brownian predictor, Eq. (3.4), trackpy links the particles as shown in
Figure 3.6.
This is obviously not correct. Let us provide a P which reflects this constant
P (t1, t0, ~x(t0)) = ~x(t0) + v(t1 − t0) (3.5)
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Figure 3.6: An ensemble of particles moving under constant velocity are identified
through time using a simple Brownian prediction, Eq. (3.4). Features that have been
identified as belonging to the same trajectory are connected by a line and colored
alike. In this case, the identification is not correct.
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Figure 3.7: An ensemble of particles moving under constant velocity are identified
through time using a constant-velocity predictor, Eq. (3.5). As before, features that
have been identified as belonging to the same trajectory are connected by a line and
colored alike.
The result is accurate (Figure 3.7). To be clear, the predictor does not need to specify
exactly where the particle will be; it only must bias the search enough that the correct
identification will be made.
3.5.2 Dynamic predictors
In typical experimental conditions, the particles’ velocities are not known ahead
of time. It would be much better for the predictor to “learn” about the velocities,
and allow different particles to have different velocities that can change over time. To
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accomplish this, P will depend on more than x0, t0, and t1; it will also depend on the
particles’ most recent velocities.
P (t1, t0, ~x(t0)) = ~x(t0) +
~x(t0)− ~x(t−1)
t0 − t−1
(t1 − t0) (3.6)
There are a few caveats. If a new particle is in frame ti but wasn’t in ti−1, its
velocity is unknown, but it is estimated using the velocity of the nearest existing
particle. Of course, in the first frame, all velocities are unknown because there is no
previous frame. Fortunately, even though particles may be in motion from the start,
an initial guess of v0 = 0 often gives acceptable results. In many cases, at least some
of the particles are moving slowly enough that they can be tracked and their velocity
can be obtained. Then, because particles with unknown velocity borrow the nearest
known velocity, this may give the algorithm a foothold to track more particles in later
frames. If that is not sufficient, a more accurate initial guess can be specified. This
guess can be a constant velocity, a velocity profile, or N-dimensional velocity field.
As a demonstration, consider a three-frame sequence that starts with small dis-
placements and accelerates. With a simple Brownian predictor, tracking fails at the




Figure 3.8: An ensemble of accelerating particles are identified through time using
a simple Brownian prediction, Eq. (3.4). As before, features that have been identified




Figure 3.9: An ensemble of accelerating particles are identified through time using
an adaptive prediction, Eq. (3.6). As before, features that have been identified as
belonging to the same trajectory are connected by a line and colored alike.
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3.5.2.1 Channel flow prediction
There are two special cases implemented by trackpy. The first is channel flow, in
which velocities are relatively uniform in one direction. For example, if the channel
is in the x (i.e. î) direction, particle velocities are very well approximated as
~v = îvx(y) (3.7)
where the velocity profile vx(y) is a smoothly-varying function defined across the
channel. The required inputs are the direction of flow and size of the bins used
to define the channel profile. The initial velocities can be specified or arrived at
adaptively.
Figure 3.10 shows an example. The simple Brownian prediction fails for the top
row of particles at the center of the channel. With a Channel Flow prediction, the
tracking is accurate (Figure 3.11).
3.5.2.2 Drift prediction
The second special case implemented by trackpy is drift prediction. In interfacial
microrheology measurements, it is common to observe convective flows driven by air
currents or heat from the illuminating lamp. During data analysis, this motion can
often be subtracted by adopting a reference frame set by the average velocity of the
ensemble of particles. Likewise, tracking accuracy and performance is improved by
55
CHAPTER 3. SOFTWARE
Figure 3.10: An ensemble of particle moving in simulated channel flow are identified
through time using a simple Brownian prediction, Eq. (3.4). As before, features that
have been identified as belonging to the same trajectory are connected by a line and
colored alike. The identification is incorrect.
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Figure 3.11: An ensemble of particle moving in simulated channel flow are identified
through time using a Channel Flow predictor. As before, features that have been




forming a prediction based on the average velocity of the ensemble.
3.6 Testing & Reproducibility
Trackpy is packaged with more than 180 automated tests: snippets of code that
exercise a specific capability of trackpy by running toy examples and comparing the
output to known correct results. For example, to test feature location, an automated
test draws a simple image with several dots and checks that trackpy can locate the
dots with a given precision.
Testing benefits a research code in more than one way. Most obviously, tests verify
correctness and check special cases. Just as important, tests protect reproducibility.
By codifying key results as tests, authors can be sure that these results cannot be
broken inadvertently in the future. This empowers users who do not have familiarity
with the whole codebase to make contributions and changes with confidence that they
will not have unintended consequences. When revisions are submitted to trackpy, a
web service automatically executes all the tests, and it alerts the user if any tests
fail under the proposed change. Finally, the test suite complements the documen-
tation. Technical users and potential contributors can browse it as a comprehensive
demonstration of the ways in which the authors imagined the code would be used.
Trackpy has an unusual level of testing for a code from an academic lab. But
the time invested has been worthwhile: it ensures that any research that depends
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on the code is grounded in a rigorous, scientific approach to software development.
This guarantee earns the confidence of other researchers who decide to use, cite, or
contribute to the codebase. It thereby increases the code’s longevity and the impact
of the development effort.
As trackpy is improved and changed, old research code may cease to reproduce
exactly the same results. Testing help ensure that any such “breaking changes” are
made deliberately and can be documented. To avoid breaking old code altogether,
researchers can make note of which specific version of trackpy was used for a given
project and roll back to that version when revisiting the research. Several new projects
such as Docker, Dexy, and hashdist address this need: they recreate complete com-
puting environments, making it possible reproduce research using the specific original
versions of all the relevant software. These tools are especially powerful in simulation
research, where the entire research project can reproduced on a computer. But, they
are also useful in experimental science, covering every step after data collection up to
the production of the published figure.
3.7 Conclusion
3.7.1 “A Modern Approach”
Trackpy is distinguished among niche academic codes by its careful adherence to
the best practices of the open source software community.98 The most important are
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code review and open discussion before each revision, automated testing, complete
API documentation. Also, code comprehensibility and modularity are key design
considerations. Code that merely works is not necessarily easy to test, maintain,
extend, or reuse.
Code for academic use is typically developed for a single research project, often by
a single researcher, at least at first. Trackpy has benefitted from its co-development
by three different researchers working in separate groups at separate institutions on
projects with vastly different priorities. The core functionality of trackpy was useful
to all, and the healthy tension in the project drove the development of extensible,
reusable code. In addition to the core developers, collaborators and other researchers
used trackpy actively during its development. Their use of the cutting-edge code
demanded stability and thorough documentation. As the project matured, a wider
community of users discovered it and found it useful.
3.7.2 Measuring Success
The scientific software community has not settled on a single metric for the success
of academic software. In the three years since the first lines of code were written,
trackpy has supported published research from several academic research groups;
trackpy has been downloaded thousands of times through the Python Package Index,
though it is impossible to know if the recipients were genuine users; trackpy has been
adopted by users from about ten top academic research institutions known to the
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authors. Most importantly, trackpy has benefitted from code contributions offered by
those users, comprising both software experts and relative novices. Particle tracking
is a general problem in a number of fields, and thanks to the pioneering efforts of
John Crocker, David Grier, and Eric Weeks, it has a strong tradition of open source
code supporting first-rate research.
3.7.3 Future Directions
Trackpy can increase its impact and extend its applicability by incorporating
algorithms and strategies from outside the colloids literature and the software lineage
of Crocker and Grier. Researchers in the biological and biophysics communities also
use these tools, but they have developed additional methods to solve more complicated
image analysis problems. For example, in biological contexts, features must be located
amidst a complex, busy environment where they are more difficult to distinguish and
the methods discussed above can be insufficient to extract them. Tracking and the
notion of a trajectory can be subtler, as features might split or merge with each other.
Separately, the scientific Python community continues to grow and develop ever
more powerful tools for exploring, processing, and presenting data. Trackpy will build




Microrheology of Lysozyme Layers
Forming at the Air–Water
Interface
4.1 Introduction
When an aqueous protein solution forms an interface with air or an oil, the protein
molecules can discover the interface through diffusion and adsorb.99 The adsorption
process is commonly believed to include conformational changes to the protein that
lift hydrophobic substructures out of the aqueous surroundings. As the interface ages,
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it becomes increasingly crowded with adsorbed protein, and its rheology changes dra-
matically.31 The mechanical properties of interfacial protein layers are an important
aspect of their biological function, as in films that form on lachrymal secretions100
and saliva,28 and in their role in biomedical and food processing technologies.101 In
particular, the mechanical behavior of interfacial protein layers can enhance the sta-
bility of droplets and bubbles in emulsions and foams.25,26 Protein layers are fragile,
molecularly thin, and spatially heterogeneous films whose properties evolve with time.
These features complicate traditional interfacial rheometry measurements and often
make results difficult to interpret. Recently, microrheology techniques have shown
promise as an alternative method to characterize the evolving mechanical behavior
of protein layers.
As discussed in Chapter 2, the basic approach of microrheology, which is most
often employed to study bulk materials, involves tracking the motion of colloids em-
bedded in the material to probe its mechanical properties. Passive microrheology
connects Brownian fluctuations of colloids to a material’s linear shear response. Ac-
tive microrheology infers the drag on colloids driven by an external forcing and relates
that drag to mechanical response through a linear or nonlinear model relating stress
and strain. Applying microrheology to an interfacial system like a protein layer
presents particular challenges. The theory supporting microrheology assumes Stokes
drag, which is subtle in two dimensions.19 Moreover, colloidal probes at an interface
experience drag forces from both the interfacial layer and from the underlying sub-
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phase. Since no exact closed-form solution for the drag on a membrane-bound object
exists, one must rely on the analytical and numerical approximations described in
Section 1.2.2.
Nevertheless, despite these challenges, microrheology has found increasing appli-
cation in the study of films at fluid-fluid interfaces including not only protein lay-
ers11,12,102–104 but also polymer layers,23,105,106 lipid monolayers,107–111 and particle-
laden interfaces.112,113 This work has included studies of both the linear shear rheol-
ogy and nonlinear mechanical response of interfacial films. Recently, the interfacial
microrheology of layers of the protein β-lactoglobulin at air-water and oil-water inter-
faces was investigated in a study that illustrated the promise of the technique.12,102
These experiments included both active and passive microrheology measurements that
tracked the transition from viscous to elastic mechanical behavior as the layers form.
In both β-lactoglobulin adsorbing to the air-water and to an oil-water interface, the
microrheology revealed a viscoelastic transition consistent with gel formation. How-
ever, features of the transition, such as the rate of layer formation and degree of
spatial heterogeneity, varied strongly between the two cases.12,102
Although the viscoelastic transition in protein layers is often ascribed to net-
work formation through intermolecular association,30–33,101,114 and indeed the evi-
dence from microrheology for gelation in β-lactoglobulin layers supports this scenario,
other mechanisms for the onset of elasticity in protein layers, particularly involving
glass transitions, have been proposed.37–40 Therefore, in an effort to understand
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better those aspects of the viscoelastic transition in protein layers that are univer-
sal and those that are system specific, we have conducted a microrheology study of
layer formation at the air interface of lysozyme solutions. As described in Section
4.2 below, layers formed by lysozyme at the air-water interface are good candidates
for microrheology investigations. Our study included passive measurements, which
tracked the Brownian motion of spherical colloids at the interface, and active mea-
surements in which the rotational motion of magnetic nanowires at the interface was
employed to infer layer rheology. The experimental methods are described in Sec-
tion 4.3. As described in Section 4.4, the passive measurements provide information
about the linear frequency-dependent shear modulus of the layers, while the active
measurements probe properties of the layer’s nonlinear stress response. Together the
measurements track the interfacial rheology as it evolves through a viscoelastic tran-
sition with increasing layer age. We discuss in Section 4.5 two possible frameworks for
understanding this mechanical evolution: gelation and the formation of a soft glass
phase. Finally, Section 4.6 offers some conclusions from the study.
4.2 Background
Lysozyme is a single-chain globular protein comprised of 129 amino acids with
molecular dimensions 3.0 × 3.0 × 4.5 nm3 and molecular weight 14,300 g/mol. The
molecule is considered a “hard” protein that is rigid against conformational fluctua-
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tions, due in part to the presence of four internal disulphide bridges. Correspondingly,
lysozyme is stable against denaturation over an unusually large range of bulk solu-
tion conditions. However, it readily adsorbs at the air-water interface, and interfacial
rheometry measurements on mature interfacial layers reveal that they can acquire pro-
nounced elasticity.33,115 The structural properties of adsorbed lysozyme layers have
been studied in detail by neutron and x-ray reflectivity.116–118 In addition, surface-
sensitive spectroscopies have interrogated the conformational state of the absorbed
molecules.119,120 Interpretation of the reflectivity measurements has led to debate
about the structure of adsorbed lysozyme. While neutron reflectivity results indi-
cate that the lysozyme retains its globular structure with no significant denaturation,
time-resolved x-ray reflectivity results indicate that the molecules initially adsorb in
a flat, unfolded structure. Evidence for conformational changes is further provided by
Fourier transform infrared spectroscopy, which indicates adsorbed lysozyme contains
antiparallel β-sheets that are absent in the native structure.120 However, no direct
evidence exists for the breaking of the internal disulphide bridges upon adsorption.
In absorbed layers of other protein species, such as β-lactoglobulin, the formation of
intermolecular disulphide bridges is seen as an important feature of layer formation.
By characterizing the viscoelastic transition in interfacial lysozyme layers, we seek
to correlate properties of the viscoelastic behavior with possible structural models to
provide further insight into the layer formation.
As described in the next section, we focus our study on lysozyme solutions with
66
CHAPTER 4. LYSOZYME LAYERS
a fixed bulk concentration of 0.05 mg/ml, for which the reflectivity indicates dense
monolayers form at the interface.116,117 Specifically, this concentration is near the
upper limit at which the thickness of mature layers, approximately 3.0 nm, is the
same as more dilute layers. At somewhat higher concentrations, the layer thickness
increases, indicating a reorientation of the molecules at the interface, presumably due
to crowding. At far higher concentrations, lysozyme can form multi-layers at the air-
water interface. However, those concentrations are two orders of magnitude greater
than in the present study.116 Hence, in this study we consider monolayers of protein.
4.3 Experimental Methods
4.3.1 Sample Preparation
Lyophilized powder of chicken-egg lysozyme (Sigma Aldrich, purity of 98%) was
mixed gently121 into 10 mM sodium phosphate buffer, pH 7.4, at room temperature
to obtain solutions with 0.05 mg/ml protein. The solutions were employed within
minutes of preparation. For the measurements, samples were contained in a 1-cm
inner-diameter cylinder with an inner surface whose bottom half was aluminum and
top half was Teflon, so that when solution filled the cell to the appropriate level, the
aluminum–Teflon seam pinned the air–water interface, creating a flat surface with
no meniscus. To begin, we filled the cylinder nearly to the seam with 0.5 ml of the
protein solution. The age of the sample ta was measured from the moment the cell
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was filled with solution, creating a fresh interface with the air. A spreading solution
containing either spherical or nanowire colloids (discussed below) was prepared in
advance and sonicated to disperse any colloidal aggregates. In addition to the colloids,
the spreading solution contained equal parts buffer solution and isopropanol (IPA). To
introduce the colloids to the interface, we touched a 10-µL droplet of the spreading
solution to the surface. The solution wet the interface, depositing colloids uniformly
over the surface. Evaporation of the IPA typically caused convective flows at the
interface that persisted for about one minute. All measurements were performed
only after these flows ceased. After each experiment, the sample cell was cleaned
thoroughly by scrubbing and sonicating in Alconox soap solution, acetone, and IPA,
and then rinsed repeatedly in deionized water.
We note the presence of the IPA in the spreading solution could potentially in-
fluence layer formation at the interface. Measurements of the sample mass over time
indicated that some of the IPA evaporated within seconds while the rest mixed into the
bulk, where if uniformly distributed it constituted at most 1% of the solution. While
lysozyme is stable in such dilute IPA solutions at room temperature, the near-surface
IPA concentration was likely larger at times shortly after application of the spreading
solution, and the protein can denature at IPA concentrations above 20%.122 Further,
even at concentrations below which the alcohol does not denature the lysozyme, its
interactions with the protein could affect the protein’s hydrophilicity, which would
impact its adsorption properties. To understand the possible effects of the IPA, we
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performed additional experiments using pure buffer as the spreading solution and
found that the IPA did not significantly affect the interface’s subsequent rheological
properties. Because we achieved better surface coverage of colloids by including IPA
in the spreading solution, all results discussed here were obtained with this sample
preparation.
4.3.2 Passive (Brownian) Microrheology
For the passive microrheology measurements, we employed charge-stabilized
polystyrene spheres (Interfacial Dynamics Corp.) with radius 0.5 µm. We observed
the colloids at the interface using an inverted bright-field microscope with a 40X
objective (WD 2.7-3.7 mm, NA 0.6). A video camera (Nikon D3100) recorded a
300×170-µm field of view at a rate of 30 frames per second, which set the shortest
time over which probe motion could be characterized. (The exposure time was ap-
proximately 0.033 s, the inverse of the frame rate.) Video was captured continuously,
so that, in principle, probe trajectories could be followed for arbitrarily long dura-
tions. However, for analysis, the videos were divided into segments whose duration
was restricted by the evolving dynamics at the interface during layer formation.
We extracted probe trajectories from the video using a custom Python implemen-
tation89 of the widely-used Crocker–Grier multiple-particle-tracking algorithm.74 We
accounted for static and dynamic errors in the particle tracking, which can qualita-
tively distort microrheology measurements if left uncorrected.72 Typically between
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30 and 200 probes were in view at any time, constituting up to 0.3% surface coverage.
As the experiment proceeded, some probes encountered each other and aggregated,
reducing the population of usable probes. Also, we corrected for drift of the probes at
the interface, which was more severe than in a typical bulk microrheology measure-
ment, by subtracting the average velocity of the ensemble from that of each particle.
In general, particle mobility in an interfacial film is affected by drag from both the
film and from the adjacent bulk fluid phases. The bulk contribution is most important
when the interfacial viscosity is small, and theories have been developed to separate
the contributions.5,22,107,123–125 When the interfacial viscosity is large or the layer is
viscoelastic, the subphase contribution is less important, and, as described below, the
measurements on lysozyme layers were in this regime. In this case, under appropriate
conditions, one can obtain the frequency-dependent interfacial shear modulus G∗(ω)






where 〈∆r2(t)〉 is the particles’ ensemble-average mean-squared displacement and
Fu{〈∆r2(t)〉} is its unilateral Fourier transform.
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4.3.3 Active Microrheology
4.3.3.1 Magnetic Nanowire Probes.
For the active microrheology measurements, we employed ferromagnetic nickel
wires, whose fabrication has been described elsewhere.126 The wires, which had ra-
dius Rw = 0.175 µm and lengths L from 5 to 30 µm, possessed a large magnetic
moment (µ/L = 3×10−14A ·m2/µm) parallel to their axis. The wires were hydropho-
bically functionalized with n-octadecyltrimethoxysilane (OTMS) and spread onto the
interface as described above. The functionalized wires make a contact angle at the
air–protein solution interface of θc = 79
◦ ± 1◦, as determined previously,12 implying
the wires were approximately half-submerged.
4.3.3.2 Microscopy with in situ Magnetic Fields.
Custom-built “magnetic tweezers” mounted on an inverted microscope (Nikon
TE2000), were employed to apply time-dependent magnetic torques to an isolated
wire at the interface.11 The tweezers, consisting of two sets of four solenoids with
ferromagnetic cores positioned symmetrically above and below the microscope focal
plane, could produce fields in any direction within the focal plane. A feedback mech-
anism in the electronics controlling the tweezers created rise times below 2 ms for
a step change in the field. A high-speed camera (Photron Fastcam), recording a 70
µm × 70 µm view at frame rates up to 1000 fps, captured the wire’s motion. The
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wire’s orientation in each video frame was determined by analyzing the gray-scale
image and treating the brightness of each pixel as an effective mass to calculate the
principal “inertial axis”. With this procedure, we could resolve the orientation with
an estimated precision of ±0.1◦, a tenfold improvement over our previous method.12
4.3.3.3 Measurement Procedures and Analysis.
Measurements of layer response to applied magnetic torques on wires were per-
formed in the time domain using step changes in magnetic-field direction of 90◦. Prior
to the change in field direction, the field was oriented parallel to the wire, and hence
to the wire’s magnetic moment. Following the change in field direction, the wires
experienced a magnetic torque,
Γmag = µB sin θ (4.2)
where θ is the angle between the wire axis and the field, causing the wires to rotate
in the plane of the interface. Each measurement was repeated at several field values
to test for linearity. In most cases, fields between 30 and 50 Gauss were selected since
they caused the wires to rotate with angular velocities that were well matched to the
video frame rate. At some later ages, when the layer imposed larger resistance to
the wire rotation, field values up to 100 Gauss were employed. In the low-Reynolds-
number conditions of the measurement, the magnetic torque was balanced by the
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hydrodynamic drag and/or any elastic stresses from the interfacial layer and subphase.
In the case of a simple viscous drag,
µB sin θ = ζrθ̇ (4.3)
where ζr is the drag coefficient. The solution to Eq. (4.3) gives the resulting time
dependence between the field and wire axis,127









where t0 is an experimental parameter that accounts for uncertainty in the time that
the wire begins rotating in response to the field change and can differ from zero
by an amount up to the time between video frames. For such a viscous interface,
the relative contributions to the rotational drag from the interface and subphase are
parameterized by the Saffman length, l0 = ηs/η, the ratio of the interfacial viscosity
ηs to the subphase viscosity η. When the wire’s length L < l0/10, the interface
dominates the drag, and one finds5
ζr = 1.48L
2ηs (4.5)
As described below, in the active microrheology measurements on lysozyme layers,
we observed that in some cases the rotational motion of the wires was consistent with
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simple viscous drag, Eq. (4.4). However, in other cases, particularly at large layer age,
we observed deviations from Eq. (4.4) that we identify as a consequence of a nonlinear
response by the layer to the stress imposed by the rotating wire. Specifically, we find
in these cases that the layer’s response is well described as that of a non-Newtonian,
power-law fluid. A power-law fluid is characterized by the stress-strain relation
σ = Kγ̇n (4.6)
where σ is the stress, γ̇ is the strain rate, K is known as the consistency, and the
exponent n is known as the flow index. When n = 1, Eq. (4.6) reverts to the stress-
strain relation of a viscous liquid, while n < 1 and n > 1 correspond to shear-thinning
and shear-thickening behavior, respectively. More generally, power-law fluids are a
special case of Herschel-Bulkley fluids, which are characterized by a power-law stress-
strain relationship above a yield stress, σ0,
σ = σ0 +Kγ̇
n (4.7)
Such non-Newtonian response is observed in a wide range of soft disordered materials
including paints, plastics, polymeric solutions, and food products.128
Adopting a power-law fluid response like Eq. (4.6) to describe the wire motion
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under the influence of a magnetic torque leads to
µB sin θ = (ζplθ̇)
n. (4.8)
where the nonlinear drag coefficient ζpl has dimensions (N · m)1/n · s. An analytical
























where 2F1 is the ordinary hypergeometric function and t0 is the same small experi-
mental parameter introduced in Eq. (4.4). As described below, we employ this form
with n < 1 to analyze the wire rotation in the lysozyme layers. However, we em-
phasize that Eq. (4.8) should only approximate the torque relation in a power-law
fluid. A more precise relation would need to account fully for the flow generated in
the layer around the wire, and specifically for its spatially varying shear gradients,
and would not lend itself to straightforward comparison with experimental results.
Nevertheless, as shown below, Eqs. (4.8) and (4.9) accurately capture the rotational
motion of wires in lysozyme layers, indicating a nonlinear response characteristic of
a power-law fluid.
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4.4 Results
4.4.1 Linear Rheology
The rheology at an air interface with the lysozyme solutions evolves quickly fol-
lowing the formation of the interface, with viscoelastic behavior emerging within
minutes in the passive measurements, consistent with reflectivity studies that indi-
cate lysozyme adsorbs rapidly at the air-water interface.118 Figure 4.1 shows examples
of the ensemble-averaged mean-squared displacement 〈∆r2(t)〉 of the colloidal probes
at several ages ta since creation of the interface. For reference, the mean-squared
displacement of colloids at the air interface of pure buffer containing no protein is
also shown. In the absence of adsorbing protein, 〈∆r2(t)〉 varies linearly with lag
time indicating simple viscous drag with a viscosity consistent with water. At the
interface of the protein solution, the mobility of the probes evolves rapidly at early
layer ages; therefore, 〈∆r2(t)〉 at each age is determined based on video segments of
limited duration (less than one minute). For this reason, the maximum lag time t
is restricted to t ≤ 1 s to assure adequate statistics. Within the resulting limited
dynamic range, 〈∆r2(t)〉 is well described as a power law, 〈∆r2(t)〉 ∼ tα. As shown in
Fig. 4.2, the power-law exponent α steadily decreases with increasing age, signifying
increasingly subdiffusive particle motion. Following analysis based on the generalized
Stokes-Einstein relation, Eq. (4.1), power-law behavior in the mean-squared displace-
ments of the colloidal probes, 〈∆r2(t)〉 ∼ tα with α < 1, implies the lysozyme layer’s
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linear shear modulus, G∗(ω) = G′(ω) + iG′′(ω), has power-law frequency dependence,
G′(ω) ∼ G′′(ω) ∼ ωα.15 The significance of this power-law frequency dependence and
its evolution with layer age is discussed in Section 4.5 below.
4.4.2 Nonlinear Rheology
As in the passive microrheology, the active nanowire microrheology reveals a pro-
nounced evolution in the mechanical behavior of the lysozyme layers with increasing
layer age. Close inspection of the results in the active measurements and compar-
ison with those from the passive measurements, however, show that they probe a
different aspect of the layer response, specifically its nonlinear rheology. For example,
Figs. 4.3(a) and 4.3(b) display the angle θ between an 11-µm-long wire and an applied
magnetic field as a function of time following a 90◦ step change in the direction of the
field at layer ages ta = 2700 s and 8200 s, respectively. At early ages, such as ta =
2700 s (Fig. 4.3(a)), the wire rotates rapidly in response to the magnetic torque so
that the angle between the wire axis and the magnetic field relaxes fully to zero in
a short time, and the response at these ages is consistent with the wire experiencing
simple viscous drag. The dashed line through the data in Fig. 4.3(a) shows the result
of a fit using the form for viscous drag, Eq. (4.4), which agrees closely with the data.
Such agreement is observed at all layer ages up to ta ≈ 3000 seconds. The interfacial
viscosity extracted from the fit using Eq. (4.5) is 21 nPa·m·s, which implies Lη/ηs ≈ 2,
near the lower limit of interfacial viscosity where Eq. (4.5) is a valid approximation
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Figure 4.1: Ensemble-average mean-squared displacements of 0.5-µm radius col-
loids at the air interface of a lysozyme solution (0.05 mg/ml, pH 7.4) at ages ta = 140
(squares), 310 (diamonds), 450 (triangles), and 550 (solid circles) seconds since for-
mation of the interface. Also shown is the mean-squared displacement of the probes
at the air-buffer interface in the absence of protein. The solid lines are the results of
power-law fits.
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Figure 4.2: Power-law exponent characterizing the ensemble average mean-squared
displacements, 〈∆r2(t)〉 ∝ tα, of colloids at the air interface of a lysozyme solution as
a function of the age since formation of the interface.
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for the drag coefficient.
Notably, this value of interfacial viscosity, 21 nPa·m·s, is the same order as that
measured previously on β-lactoglobulin layers at early ages.12 However, as described
in Section 4.4.1 above, during this span of early ages where the active measurements
appear consistent with a viscous layer, the passive measurements show increasingly
viscoelastic behavior. This apparent discrepancy results from the active measure-
ments accessing a nonlinear rheological response from the layers. Hence, one should
not interpret this result as the linear, zero-shear-rate viscosity of the lysozyme layers.
The nonlinear nature of the response is shown clearly in analysis of the nanowire ro-
tation at later ages when the shape of θ(t) becomes no longer consistent with simple
viscous drag. This change is illustrated by the dashed line in Fig. 4.3(b), which shows
the result of a fit using Eq. (4.4) to the data at ta = 8200 s and which reveals pro-
nounced deviations of θ(t) from the viscous lineshape. Such systematic deviations are
apparent in the angular response of the wire at all ages greater than 3000 s. The solid
line through the data in Fig. 4.3(b) depicts the result of a fit using the power-law-
fluid form, Eq. (4.9), to the data with n ≈ 0.6. As the fit illustrates, good agreement
between the data and Eq. (4.9) is found for all ages. That is, for ta < 3000 s, best fits
with Eq. (4.9) give n ≈ 1 and are indistinguishable from fits with Eq. (4.4), while at
later ages n < 1, implying shear-thinning behavior. We note that for shear-thinning
power-law fluids, the apparent zero-shear-rate viscosity ηapp ≡ σ/γ̇ ∼ σ1−1/n diverges
in the limit of small shear stress, consistent with the nearly elastic response observed
80








ta = 2700 seconds







ta = 8200 seconds
Figure 4.3: Angle between the axis of a 11-µm-long Ni nanowire and external
magnetic field as a function of time following a step change in the field direction of
90◦ at interface ages (a) ta = 2700 s (B = 30 G) and (b) ta = 8200 s (B = 60 G).
The dashed lines in (a) and (b) are the results of fits to the data using a form based
on simple viscous drag (Eq. (4.4)), and the solid line in (b) is the result of a fit using
a form based on drag from a power-law fluid (Eq. (4.9)).
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in the passive microrheology at ages greater than 3000 s.
While Eq. (4.9) describes accurately the angular rotation of the wire through the
protein layer, the nonlinear nature of the hypergeometric function makes obtaining
stable values for n and ζpl through fits using Eq. (4.9) problematic. However, an alter-
native approach to modeling the power-law-fluid response is obtained by rearranging










Thus, the power-law-fluid model predicts that the logarithm of the time derivative of
θ(t) varies linearly with the logarithm of sin (θ) and that the inverse of the flow
index 1/n is the proportionality constant. As a test of this prediction, Fig. 4.4
shows results for the wire rotation at a series of layer ages plotted in this way, where
the values of ln(θ̇) are obtained from θ(t) through the Savitzky-Golay smoothing
algorithm.129 As the figure indicates, the data follow a linear relationship as expected
from Eq. (4.10). Further, we find that linear fits with Eq. (4.10) provide a more
reliable method of obtaining n than do direct fits to θ(t) using Eq. (4.9). For instance,
the change from n ≈ 1 at early ages to shear-thinning behavior at late ages is seen
clearly in the change in slope of the data in Fig. 4.4. Figure 4.5 displays the values
of n extracted from fits using Eq. (4.10) as a function of layer age. The flow index
appears to undergo an abrupt decrease around ta = 3000 s from n ≈ 1 to n ≈ 0.7.
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(The data could also be interpreted as a steady decrease in n, but one should not
expect that n extrapolates at early times to values greater than one, which would
imply shear-thickening behavior.) The values of n obtained for the lysozyme layers
at late ages are typical of shear-thinning materials that behave as power-law fluids,
where in most cases 0.3 < n < 1 is observed.130,131
While the success of Eqs. (4.9) and (4.10) provides strong evidence that the layer
response in the active microrheology experiments reflects the nonlinear rheology, this
nonlinear behavior is more directly demonstrated in the dependence of the wire rota-
tion rate on the magnetic-field strengthB. Since the torque on the wire is proportional
to B, a viscous-like linear response from the layer should lead to a rotation rate that
is similarly proportional to B. Figure 4.6(a) shows results for the rotation angle from
a set of measurements at ta = 8200 s at various field strengths with time scaled by
B. In contrast to the expectations of linear response, the curves at different B fail to
collapse. Better scaling is achieved assuming the nonlinear relation between rotation
rate and B implied by the power-law-fluid form of Eq. (4.8), as shown in Fig. 4.6(b).
A common property of the rheology of shear-thinning, thixotropic materials is a
recovery period following application of a nonlinear stress during which the shear-
altered structure relaxes back to its quiescent state. We searched for such effects in
the active microrheology on the lysozyme layers by varying the waiting time between
wire rotations and by varying the sequence of magnetic field values. We found no
discernible transient behavior for waiting times as small as 2 seconds, the minimum
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Figure 4.4: Logarithm of the nanowire rotation rate as a function of the logarithm
of sin(θ), where θ is the angle between the wire axis and external magnetic field,
at interface ages ta = 1320 seconds (red circles), 2700 seconds (blue triangles), 3600
seconds (green squares), 5100 seconds (purple diamonds), and 6600 seconds (orange
inverted triangles). The solid lines are the results of linear fits. The slope increases
with layer age from near one at early ages to above 1.5 at late ages.
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Figure 4.5: Flow index n as a function of layer age. At each age, n is determined
from measurements at several magnetic-field values. The error bars incorporate both
statistical variation in n and measurement uncertainty.
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Figure 4.6: Angle between wire and magnetic field as a function of time scaled by
magnetic field strength B for field strengths of 60 (circle), 70 (triangle), 80 (square),
90 (diamond), and 100 G (inverted triangle). In (a) time is scaled linearly with field
strength; in (b) time is scaled by B1/n with n = 0.6, the value obtained from fits to
θ(t). The interface age is ta = 8200 seconds.
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we could access experimentally.
Another key feature of the protein-layer response in the active microrheology is
the steady evolution of the timescale of the response as the layer ages. This evolution
is characterized by the dependence of the power-law drag coefficient ζpl on layer age,
as shown in Fig. 4.7. Because the dimensionality of ζpl depends in n, for consistency
Fig. 4.7 shows values obtained by fitting θ(t) at different ages using Eq. (4.9) with
the flow index fixed at n = 0.70, its average at ages ta > 3000 s. As Fig. 4.7
indicates, ζpl grows approximately exponentially, implying a dramatic slowing of the
layer response with increasing age. This trend is insensitive to the precise value
of n used to obtain ζpl. This quasi-exponential increase in the drag is very similar
to the behavior seen in earlier studies employing nanowires in active microrheology
of protein layers formed from β-lactoglobulin and albumin.12,103 In those earlier
studies, the angular motion was analyzed using a form equivalent to Eq. (4.4), thus
assuming a simple viscous response. However, even in those cases, evidence suggested
the nanowire microrheology was accessing nonlinear properties of the layer rheology.12
Here, the nonlinear nature of the response is seen clearly in the values of the flow index
n at late ages and in the nonlinear scaling in Fig. 4.6(b). We note that we repeated the
active microrheology measurements on lysozyme layers several times and found that,
while an evolution to shear thinning like that depicted in Fig. 4.5 was reproducible,
the precise values of n at late ages varied between trials, and we observed instances
of layer formation in which the response remained essentially viscous-like (n ≈ 1),
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Figure 4.7: Power-law drag coefficient ζpl as a function of interface age. Values are
obtained at a range of field strengths as indicated in the legend and are determined
from fits using Eq. (4.9) with the flow index fixed at n = 0.70, the average value at
ages ta > 3000 s.
with a viscosity that rose dramatically with age much like ζpl in Fig. 4.7. While we
do not have a firm explanation for this variation in n between trials, we believe these
observations support the conclusion that the response shown by the lysozyme layers
and those reported previously for β-lactoglobulin and albumin share the same basic
features of nonlinear behavior characteristic of power-law fluids.
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4.5 Discussion
4.5.1 Nature of the Viscoelastic Transition
The linear and nonlinear rheology of lysozyme layers revealed by the passive and
active microrheology, respectively, provide a coherent picture of the layers’ viscoelas-
tic transition. In this section, we discuss two frameworks in which to interpret this
transition: the formation of a soft glass phase and critical behavior associated with
gelation. These two frameworks, while not entirely mutually exclusive, imply different
possible microscopic mechanisms driving the viscoelasticity. As discussed in Section
4.2 above, reflectivity and spectroscopy studies of lysozyme layers have led to a debate
about the degree that lysozyme unfolds upon adsorption. Since the intermolecular
interactions at the interface will depend on conformation, understanding the micro-
scopic origin of the viscoelastic behavior of the layers can potentially contribute to
this debate. As discussed below, both frameworks are successful in accounting for
some but not all aspects of the observed evolution in shear rheology.
4.5.1.1 Soft Glassy Rheology Model
Weak power-law frequency dependence of G∗(ω), like that implied by the power-
law growth in 〈∆r2(t)〉, is characteristic of the rheology of a broad range of disordered
complex fluids including concentrated microgel solutions,132 foams,133 paint,134 in-
tracellular matrix,135 compressed emulsions,14 clay suspensions,136 and liquid-crystal
89
CHAPTER 4. LYSOZYME LAYERS
nanocomposites.54 In most cases, the power-law exponent typically lies in the range
α ≈ 0.1 to 0.3. The soft glassy rheology model,55 which explains this response as
a general consequence of structural disorder and metastability, provides a unifying
theoretical framework for this behavior. Cicuta et al. have identified layers of β-
lactoglobulin spread on the air-water interface as such soft glassy materials.39 Signif-
icantly, no specific interparticle associations are required to form soft glassy phases,
and purely repulsive interactions within a crowded interface would be sufficient. Thus,
the picture of lysozyme layers as soft glasses is consistent with the protein retaining
its native conformation upon adsorption. In the model, α serves as an effective noise
temperature, with systems approaching a glass transition as α → 0. Thus, within
this picture the steady decrease in α with layer age seen in Fig. 4.2 points to increas-
ingly glassy dynamics characterizing the structural response of the lysozyme layers.
Notably, the soft glassy rhoelogy model also predicts power-law fluid behavior in
the nonlinear rheology of these materials. Further, according to the model the flow
index decreases on approaching the glass transition. Thus, the linear and nonlin-
ear responses of the lysozyme layers qualitatively fit well together as those of a soft
glassy material that approaches a glass phase with increasing age. More quantita-
tively, however, the soft glassy rheology model predicts a specific relation between
the linear rheology and power-law fluid response, n = α. The lysozyme layers violate
this relation. This violation suggests that, while the model captures many essential
features of the observed mechanical response of the layers, the relationship between
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structural relaxation and flow in the disordered layers is perhaps more complicated
than is assumed in the model.
4.5.1.2 Critical Behavior of Gelation
Materials exhibiting critical stress relaxation on approaching a gel point similarly
display weak power-law frequency dependence of G∗(ω).137 Technically, power-law
behavior over an arbitrarily extended range occurs only at the critical point, and at
low frequencies (large lag times) the rheology crosses over from viscous-like to elastic
as the gel formation progresses.137,138 Nevertheless, over a limited dynamic range
like that in the passive microrheology measurements, this behavior can appear as a
quasi-power law in the mean-squared displacement, 〈∆r2(t)〉 ∼ tα, with a power-law
exponent that decreases steadily with age. Indeed, the age-dependent 〈∆r2(t)〉 in
Fig. 4.1 appear strikingly similar to those obtained in microrheology studies of bulk
peptide and polymer solutions undergoing three-dimensional critical gelation.17,138
Identifying the viscoelastic transition in the lysozyme layers with gel formation im-
plies intermolecular bonding capable of creating a percolating network. The stability
of native lysozyme against aggregation in bulk solution suggests that such bonding
would require significant unfolding to proceed. However, anecdotal evidence indicat-
ing the adsorbed protein indeed associates to form a network comes from additional
active microrheology experiments at the air interface of lysozyme solutions with very
low bulk protein concentrations (below 0.01 mg/ml). At these low concentrations,
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which are inadequate to provide full coverage of the interface through adsorption, we
observed wires to rotate off-center, as if partially trapped in an “island” of protein
that would form only through attractive interactions.
4.5.1.3 Possibility of a Yield Stress at Late Ages
An interesting question is whether the lysozyme layers at very late ages display a
yield stress in the microrheology measurements. According to the soft glassy rheology
model, the soft glass phase has elastic linear rheology, α = 0, and a nonlinear response
characteristic of a Herschel-Bulkley fluid as in Eq. (4.7). Similarly, a gel phase would
display a yield stress. While a decrease in α with layer age like that in Fig. 4.2 was
reproducible in the passive microrheology experiments, the final value of α varied
from trial to trial, and in some cases the data at late ages was consistent with α ≈
0. Similarly, we also observed some variability in the layer response in the active
microrheology, both for different trials and for different wires within a single layer
(which we attributed to heterogeneity in the layers), and in some cases wire motion
in response to the magnetic torque became imperceptible at late layer ages. However,
we were unable to distinguish this immobility as the onset of rigidity and or as an
extremely large ζpl, and in no cases could we say for certain that the lysozyme layers
acquired a yield stress. For example, evidence opposing the existence of any yield
stress comes from the linear dependence of ln(θ̇) on ln(sin θ) in Fig. 4.4. The presence
of a yield stress would lead to upward curvature on such plots. Fitting to the data at
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late age using a Hershel-Bulkley form gives a result consistent with zero yield stress
and allows us to place an upper bound on the yield stress of ∼ 5µN/m. In addition,
wires in layers at late age rotated fully through π/2 (when they turned at all) and
displayed no measurable recoil when the external field was removed, indicating no
stored elastic deformation.
4.5.2 Comparison with Other Protein Layers
A noteworthy feature of the evolution in probe mobility in the passive measure-
ments is the nearly immediate influence of the protein adsorption on the interfacial
rheology, as revealed by the onset of subdiffusive behavior, α ≈ 0.6, less than 200
seconds after interface formation. This rapid impact of adsorption of lysozyme on
the interface contrasts strongly with layer formation seen at the air-water interface of
β-lactoglobulin solutions of similar concentration.12 β-lactoglobulin layers forming at
the air-water interface remain viscous for a protracted period during which the interfa-
cial viscosity increases slowly and undergo a transition to elastic behavior only at ages
of tens of minutes. This viscoelastic transition is further characterized by pronounced
mesoscale heterogeneity in colloidal mobility, where some colloids become localized as
if trapped in an elastic film while others continue to undergo diffusion as if in a viscous
environment.12 We observe no such pronounced heterogeneity in probe mobility at
the interface of the lysozyme solutions. Rather, all probes undergo statistically simi-
lar evolution in mobility represented by the ensemble averages in Fig. 4.1. The rapid
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evolution in 〈∆r2(t)〉 seen in Fig. 4.1 is more similar to that observed at the oil-water
interface of β-lactoglobulin solutions, where again the onset viscoelastic behavior oc-
curs at a new interface within minutes and no pronounced mesoscale heterogeneity
is observed.102 These different experiments on β-lactoglobulin and lysozyme taken
together hence indicate that the evolution in the rheology of interfacial protein layers
is not universal, and that depending on specific conditions—such as protein species,
hydrophobic phase (air or oil), and how the protein is introduce onto the interface—
the viscoelastic transitions can proceed through different scenarios.
4.6 Conclusion
In summary, these microrheology experiments tracking the evolution of the air-
water interface during lysozyme adsorption have elucidated the linear and nonlinear
properties of the viscoelastic transition that the interfacial protein layer undergoes.
As discussed above, interpreting the nature of this transition can contribute to our
understanding of the dominant molecular-scale interactions involved in protein-layer
formation. In our analysis of the viscoelasticity of the lysozyme layers, we considered
two frameworks for interpretation: gelation and the formation to a soft glassy phase.
Further microrheology studies that can distinguish more conclusively between these
possibilities would be valuable. Indeed, a key challenge in the field of disordered
soft materials is to correlate microstructural properties with the broad distribution
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of slow relaxation times that give rise to their characteristic rheology. The quasi-
two-dimensional geometry of the layers lends itself to experimental approaches that
are unavailable in bulk systems. For example, experiments comparing imaging with
surface pressure have provided insight into layer formation,139 and correlating the
results of such experiments with microrheology could provide important new infor-
mation. However, another clear conclusion from the microrheology is the sensitivity
of the viscoelastic properties of the layers to the specific conditions under which the
proteins encounter and associate with the interface. Hence, any studies comparing
rheology with surface structure, surface pressure, other properties would need to take
particular care to achieve identical conditions for valid comparisons.
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Mechanical Evolution of Interfacial
Layers of SNase: The Role of
Protein Conformation in Layer
Formation
5.1 Introduction
Previous work by our group on the microrheology of the protein β-lactoglobulin
layers12 supports a picture of layer formation through a gelation process, where pro-
teins associate through intermolecular disulfide bonds. In Chapter 4, my work applied
similar techniques to layers of lysozyme in an effort to understand better those aspects
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of the viscoelastic transition in protein layers that are universal and those that are sys-
tem specific. As discussed above, the lysozyme study supported a competing (though
not completely mutually exclusive) picture of layer evolution in terms formation of
a soft glass phase. One key difference between the β-lactoglobulin layers forming at
the air–water interface and those of lysozyme was the prevalence of mesoscale het-
erogeneity during an extended stage of formation in the β-lactoglobulin. The sources
of the differences in layer formation between these systems are difficult to identify. A
key feature that generally may differ among different proteins, however, is the degree
and type of conformational change that the proteins undergo on adsorbing and the
stability of the protein against these changes. In this chapter we describe a study de-
signed to isolate the role of protein conformation in the evolution of interfacial layers’
mechanical response by exploiting a structural feature of the protein Staphylococcal
nuclease (SNase). We studied layer formation by wild-type SNase—the protein as it
is found in nature—which assumes a folded conformation for the solution conditions
considered and an engineered variant sharing almost the same chemical composition
but having a completely disordered, unfolded structure.
Changing one particular residue catastrophically destabilizes the folded structure
of SNase. This sensitivity is due to a particular structural feature of SNase illustrated
in the ribbon diagram in Figure 5.1. SNase exhibits a structural motif known as a
beta barrel, a large beta-sheet that twists and coils to form a closed structure in which
the first strand is hydrogen-bonded to the last. At one opening of this barrel, an α-
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helix acts as a lid, keeping water from flooding the hydrophobic interior of the barrel.
The helical structure of an α-helix relies on a rotational degree of freedom common
to all amino acids save one, proline, whose cyclic side chain lends it a distinctive
structural rigidity. When an amino acid in the center of the α-helix (at residue 62,
which happens to be threonine) is replaced by proline, the arc of helix is kinked,
effectively breaking the lid, exposing the hydrophobic interior of the beta barrel to
water, and ruining the stability of the entire folded structure. Here, we describe
comparative microrheology experiments on layers of wild-type and disordered SNase
adsorbed to the air–water interface. From differences in the mechanical evolution of
the layers formed by the two proteins, we speculate on the role of protein unfolding
in the evolution of the mechanical response of the interface.
5.2 Experimental Methods
5.2.1 Protein Fabrication
The disordered SNase was fabricated by our collaborators in the lab of Prof.
Bertrand Garcia-Moreno E. using the polymerase chain reaction (PCR). PCR is a
well established technique in biology, briefly reviewed here for interested readers.
To manufacture protein with a certain engineered mutation, a fragment of DNA
expressing the desired mutation is synthesized by chemically joining base pairs. This
is a primer. A plasmid (circular ring of DNA) is obtained which largely compliments
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Figure 5.1: This ribbon diagram shows the secondary structure of SNase. The α-
helix, positioned front and center from this perspective, acts a lid on the beta barrel
(a beta sheet curved into a closed structure) beneath it. The interior of the beta
barrel is hydrophobic, and the α-helix helps keep water out. Change one residue in
the middle of the helix creates a kink, effectively breaking the lid and ruining the
stability of the folded structure.
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the fragment except at the site of the mutation. The primers and plasmids are
combined in a soup of loose ribonucleotides and DNA polymerase, which marches
along the chain and builds a DNA polymer along complemtary strands. The original
primers are extended to full strands, and more full copies are made as the process
proceeds. Finally, bacteria are made to imbibe the plasmids, and they manufacture
mutated proteins in accordance with the mutated DNA. The product is purified and
flash-frozen into droplet-sized beads for storage.
5.2.2 Sample Preparation
The frozen protein solution was thawed and diluted to 0.05 mg/ml in a 10 mM
sodium phosphate buffer, pH 7.4. Then, following the protocol developed for the
lysozyme study described in Chapter 4, a volume of 0.5 ml was placed into a sample
cell, where an air–water interface was formed. Colloidal probes were spread across
the interface, dispersed in a solution of equal parts water and isopropyl alcohol.
5.2.3 Active Microrheology
The experiments focused on active microrheology measurements employing fer-
romagnetic Nickel nanowires using procedures like those described in detail in the
previous chapters, wherein the wires’ orientations are tracked following a 90◦ step
change in the direction of an applied magnetic field. A total of 12 trails were con-
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ducted, 6 using wild-type SNase and 6 using the disordered variant. Measurements
were performed as a function of age. Up to 15 separate wire rotations were performed
at each age, using field strengths of 10–100 G, selected to match the stiffness of the
layer so as to generate an observable wire rotation.
5.3 Results
5.3.1 Wild-Type SNase Layer Evolution
At early ages in the layer’s evolution, the wild-type layers were always found to
exert a simple viscous drag on the wire. The angle between the wire axis and the
final field direction as a function of time was well described by Eq. (4.4),









where, as in Chapter 4, µ is the wire’s magnetic moment, B is strength of the
externally-applied magnetic field, ζr is a rotational drag coefficient, and t0 is an ex-
perimental parameter that accounts for uncertainty in the time that the wire begins
rotating in response to the field change. Figure 5.2(a) shows rotational trajectories
θ(t) for a wire of length L = 8.05 μm in a wild-type layer at age ta = 13 minutes under
varied field strengths. Fitting Eq. (4.4) to each rotation gives a rate, K = µB/ζr,
which is plotted against field strength B in Figure 5.2(b). The rotational drag coef-
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ficient ζr can be extracted from the slope of linear regression to K(B). Then, using
Eq. (4.5), ζr = 1.48L
2ηs, we obtain the interfacial viscosity ηs. Thus, several wire
rotations performed in succession at roughly the same age ta are reduced to a sin-
gle number characterizing the linear shear rheology of the layer at that age. Figure
5.3 shows how, in several identically-prepared trials of wild-type SNase, the viscosity
increased exponentially with the age of the layer over a wide range of ages. The
least-squared best fit of an exponential, ηs = ηs,0 e
Γt, to this data is also shown, and
it gives Γ = 1.41 ± 0.05 × 10−5 s−1 and ηs,0 = 0.10 ± 0.2 μPa·m·s. (The Boussinesq
number for this interfacial viscosity are wire length is 12.) At ages later than those
represented in this figure, the wire rotations changed qualitatively in a way that could
no longer be explained in terms of simple viscous drag.
Figures 5.4 and 5.5 show two kinds of deviation from viscous response that were
observed. Figure 5.4, shown with a best-fit viscous form, turns more quickly through
the middle of its rotation than can be explained by viscous drag, which is suggestive
of shear-thinning and qualitatively similar to the power-law fluid behavior shown
previously in Figure 4.3(b). The second example, in Figure 5.5, shows what appears
to be an elastic jump at the beginning of the rotation as the layer yields. More
detailed analysis would be needed to see whether this indeed holds. Future work will
apply the analysis of Chapter 4 to this data.
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Figure 5.2: (a) Rotational trajectories θ(t) of a wire in a wild-type SNase layer at
age ta = 13 minutes under a 90
◦ step change in magnetic field direction, under varied
field strengths. Eq. 4.4 is fit to each rotation, giving a rate K = μB/ζr, which is
plotted against field strength B in (b). The slope of the linear regression to this data
is used to compute ζr.
5.3.2 Disordered SNase Layer Evolution
In contrast to the wild-type layers whose microrheology showed strong trial-to-trial
reproducibility, the wire rotations in layers of disordered SNase showed considerable
trail-to-trail variation. Measurements in three of the six trials could be well-described
by viscous drag at early ages, as in the wild-type trials. The others showed a more
complex response from the beginning. The interfacial viscosities of those showing
viscous behavior are plotted in Figure 5.6. The change in viscosity is much less
pronounced and occurs more slowly than in wild-type layers. The magnitudes of the
viscosity in the disordered layers also shows more variability among different trials.
(To aid the comparison, note that Figures 5.3 and 5.6 are plotted on the same scale
and that the fit to the data in Fig. 5.3 is shown alongside the data in Fig. 5.6.)
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Figure 5.3: The interfacial viscosity of a wild-type SNase layer, computed from
wire rotation curves like those in Figure 5.2, rose exponentially with layer age ta.
The black line shows an exponential best fit to the data, given in the text. Data from
several identically-prepared trails are shown, differentiated by plot markers.
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Figure 5.4: This rotation, performed under 100 G in a layer of disordered SNase
aged 2 hours, cannot be well described by a viscous response. The wire turns more
quickly during the middle of its rotation, which is suggestive of shear-thinning and is
qualitatively similar to power-law fluid behavior, as described in the text.
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Figure 5.5: In this rotation, also performed under 100 G in a layer of disordered
SNase aged 2 hours, the layer appears to yield quickly to the initial torque, evincing a
mostly elastic response followed by a more liquid-like response as the wire completes
a full 90◦ rotation. (It does not recoil.)
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This apparent variability between trials of layer formation by disordered SNase
may actually be a proxy for spatial variability in the layers. Straight, unaggregated
wires are sufficiently sparse, and the evolution of the layer sufficiently fast, that it is
not practical to observe more than one or two different wires in a given trial. Once a
one or two usable wires are located in the layer, they must be carefully followed, and
there is no time to locate an ensemble of wires and regions to compare before the layer
has aged dramatically. Thus, we speculate that the layers generated by disordered
SNase exhibit mesoscale (or larger) spatial heterogeneity that is not directly captured
in the active microrheology measurements. Complementary passive microrheology
measurements on ensembles of spheres could provide support for this picture.
5.4 Discussion & Conclusion
This comparative study of wild-type and disordered SNase has revealed how pro-
tein conformation in the bulk can play a dramatic role in the evolution of an interfa-
cial layer’s mechanical response during its formation. The weak age-dependence and
strong variability observed in disordered films, which we associate with mesoscale
spatial heterogeneity that sets in at very early ages, suggests a layer-formation pro-
cess that is far from equilibrium. In contrast, the reproducible, steadily evolving,
and apparently homogeneous layers formed by the wild type suggests a formation
process in which the system has the opportunity to anneal. One possibility is that
107
CHAPTER 5. PROTEIN UNFOLDING














Figure 5.6: In some trials or regions of a disordered SNase layer, the layer exerted
viscous drag on a rotating wire with a viscosity that rose slowly in a way that can
plausibly be interpreted as a weak power-law dependence on layer age. Compare
to the much more dramatic and robust exponential increase exhibited by wild-type
SNase in Figure 5.3. The best-fit line from that figure is shown here in gray for
comparison. Data from several identically-prepared trails are shown, differentiated
by plot markers. As noted in the text, some trials or regions of disordered SNase
layers never exhibited viscous behavior.
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slow unfolding of the wild type at the interface introduces a rate-limiting step that
allows the layer to acquire homogenous, dense coverage (leading to large viscosities)




Evolution of Bacterial Biofilms at
the Oil–Water Interface
6.1 Introduction
When bacteria cells in suspension encounter a bounding surface, they form biofilms
comprising adherent cells in a complex matrix of extracellular polymeric substances
including polysaccharides and surfactants secreted by the bacteria.50 On solid sur-
faces, biofilms are ubiquitous and widely studied. It has been estimated that 99%
of the world’s population of bacteria are found in biofilms in various stages of
growth.140,141 Biofilms provide important biological functions for the bacteria within
110
CHAPTER 6. BACTERIAL BIOFILMS
them, including protection from antimicrobial agents secreted by competing species
or deliberately added to prevent infections.140,142 Because of this protective property,
and the fact that they are notoriously difficult to remove, biofilms often have detri-
mental consequences. For example, biofilms on medical implants and equipment are
often resistant to antibiotics and contribute to the spread of disease. Furthermore,
owing to their mechanical toughness, biofilms can disrupt or impede the proper func-
tion of wide ranges of equipment, for example, by increasing the drag on ships, by
decreasing the efflux from outlets from factories, and by fouling filters and bioreac-
tors.143 Biofilms can also be beneficial, for example, in the context of bioremediation,
in which bacteria and the films they create remove toxins from their surroundings.
For example, bacteria attach to, metabolize, aggregate and sediment undesirable sub-
stances, aiding wastewater treatment.144 A variety of bacteria are known to biode-
grade alkanes and are exploited in the cleaning of soils and sands contaminated by
oil.145 The microstructure of such biofilms resembles, from a physical perspective, a
disordered colloidal suspension in a polymer or gel solution. The evolution, struc-
ture, and mechanics of biofilms on solid surfaces are relatively well studied, including
studies of the rate of attachment and its dependence on flow environment,146 the
rheology147 and microrheology of the films59 and changes to cell physiology.148 The
study of biofilm structure and function continues to reveal important insights into
issues ranging from the evolutionary advantages of cooperation,149,150 to strategies
for displacement of colonies by competing species which rely on invasion of motile
111
CHAPTER 6. BACTERIAL BIOFILMS
cells into biofilms which impart transient biofilm permeability.151
Bacteria also form biofilms at fluid interfaces; the stages of growth of these films
and their mechanics are less studied. At air-aqueous interfaces, biofilms have been
studied in terms of their rate of growth and their micromechanics, motivated in part
by interest in cystic fibrosis lung infections and the behavior of airborne infectious
agents.152 These studies help reveal biofilm microstructure6 and inform strategies
to manipulate them. Biofilms at oil-water interfaces have also been studied, in part
motivated by bioremediation of oil spills. Natural blooms of bacteria occur in the
presence of spilled oil, and much has been done to increase the speed and ability of
the bacteria to degrade pollutant hydrocarbons.63,64
The ability of bacteria to attach to oil-aqueous interfaces is well documented. One
widely used assay, with acronym BATH/MATH for bacterial or microbial adhesion to
hydrocarbons, relies on optical density measurements of aqueous phases to quantify
depletion of microbes from suspension containing dispersed droplets of hydrocarbons,
and to thereby infer the adsorption of microbes to oil/water interfaces.145 More direct
methods involve imaging oil-water interfaces and directly visualizing the microbes as
they attach to the interface.153
The external surfaces of bacteria that biodegrade oils are highly complex, present-
ing surface structures such as pili, lipopolysaccharide O antigen or teichoic acid, and
exopolysaccharides.141 The wide range of surface chemistries and structures presented
on the bacterial surfaces and their varying shapes strongly affect their ability to ad-
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here to and subsequently degrade oil. Interfacial adhesion has been found to play
an important role in bacterial bioremediation of sparingly soluble hydrocarbons.63
Immediately after encountering a bounding surface, bacteria can remain motile. Bac-
teria at solid-fluid interfaces have been documented to behave differently than those
at fluid-fluid interfaces, for example exhibiting counterclockwise circular motion at
an air-water interface, and clockwise circular motion on glass surfaces.154 In systems
with surfactant-producing bacteria, there is contention regarding the influence of the
secretions on the behavior of the biofilm; one study described an immobilization of the
interface, where another suggested that the surfactants contributed to superdiffusion
at the air-water interface.155
Here, we study the time evolution of bacterial biofilms at and near planar oil-water
interfaces by tracking the mobility of passive colloidal tracers at the interface. This
work was part of a wider study of these films in collaboration with the Stebe group
at U. Penn that also included biofilms on pendant drops of oil suspended in bacterial
suspensions. Here, I report only on the particle tracking part of the study, in which I
played a lead role working with Liana Vaccari and Aayush Singh. I will also mention
briefly the findings of the pendant-drop study for context.
The particle tracking and pendant drop experiments together reveal three stages
of biofilm evolution. Initially, the preponderance of bacteria near the interface are
highly motile, and we refer to this as an “active” layer. Over time, a biofilm of adher-
ent bacteria trapped in the interface forms; in the absence of nutrient addition, these
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bacteria are non-motile. At this stage, the biofilm is viscoelastic. Finally, the biofilm
becomes an rigid “skin” that wrinkles upon compression. The particle-tracking exper-
iments provide information about the first and seconds stages, whelk the resistance
to bending in the rigid stage is best probed via the pendant-drop experiments. We
address the film properties during the first two stages from a fundamental perspective
in the context of active, soft-glassy systems.
6.2 Experimental Methods
6.2.1 Sample Preparation
Pseudomonas sp. ATCC 27259, strain P62 was chosen as a model organism.
Bacteria were cultured in ATCC Medium:3 Nutrient Broth in 24 ppt Instant Ocean
to simulate a middle-level marsh salinity. The cultures were grown on a table-top
shaker at 150 rpm at room temperature for 24 h to mid-to-late exponential phase. In
the biofilm characterization experiments, a bacteria suspension free of surface active
proteins from the nutrient broth was prepared with a typical washing protocol145
by centrifuging the culture for 5 minutes at 5000 x g, decanting the nutrient broth
or supernatant and re-suspending the pellet in Instant Ocean three times. Control
microrheology experiments on dilute nutrient broth absent of bacteria were performed
to confirm to the observed evolution of the interface was due to bacteria and biofilm
development and not to residual surface-active species of the nutrient broth.
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6.2.2 Particle Tracking
The particle-tracking measurements are performed in a 1.0 cm ID cylindrical vessel
with an inner surface whose bottom half is aluminium and top half is Teflon. When
the cell is filled to the appropriate level, the aluminum-Teflon seam pins the oil-water
interface, creating a flat surface with no meniscus. The base of the cylinder rests on
an untreated glass coverslip, sealed by a PDMS gasket. To begin each experiment,
the cylinder is filled nearly to the seam with 0.5 ml of Instant Ocean. A spread-
ing solution containing charge-stabilized polystyrene spheres (Interfacial Dynamics
Corp.) with radius R = 0.5 μm in a mixture of equal parts by volume water and iso-
propanol is prepared in advance and sonicated to disperse any colloidal aggregates.
To introduce the colloids to the interface, a 10-μL droplet of the spreading solution
is gently placed in contact with the Instant Ocean surface. The solution wets the
surface, and the colloids, slightly denser than water but hydrophobic, disperse across
the surface. Droplets of hexadecane are then promptly applied to the surface until it
is completely covered. The age of the sample ta is measured from this instant of in-
terface formation. After each experiment, the cylindrical vessel is cleaned thoroughly
by scrubbing and sonicating in Alconox soap solution, acetone, and isopropanol, and
then rinsed repeatedly in deionized water. We observe the colloids at the interface
using an upright bright-field microscope with a 50x objective. A camera (Zeiss Ax-
ioImager M1m) records a 200-μm by 150-μm field of view at 60 frames per second,
which set the shortest lag time over which probe motion can be characterized. Probe
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trajectories are extracted from the video using the custom Python implementation
of the widely used Crocker-Grier multiple-particle-tracking algorithm74 described in
Chapter 3. Static and dynamic errors in the particle tracking are accounted for to
avoid distortion in the measurements of particle trajectories.72 Trajectories are ex-
tracted from video segments short enough in duration (typically 1-2 minutes) so that
no apparent change in particle mobility due to the evolving interfacial properties can
be discerned over the selected time span. Typically 30-200 probes are in view at a
time, constituting at most 0.3% surface coverage.
6.3 Results
The interface between hexadecane and the seawater bacteria solution evolves with
age, changing measurably over a timescale of minutes. As mentioned above, we ob-
serve three qualitatively distinct stages of the biofilm development during which it
can be characterized as (i) active, (ii) viscoelastic, and finally (iii) rigid. The first two
stages of development are investigated primarily through the particle-tracking exper-
iments, while the third stage of biofilm rigidity is characterized using the pendant
drop experiments.
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6.3.1 Tracer Motion at an Active Interface
Immediately following the formation of a fresh interface between the oil and bac-
teria suspension, bacteria were sometimes observed to associate with the interface
and remain motile once attached. Bacteria attach to the interface in both end-on and
side-on orientations. Often, bacteria at the surface were accompanied by a population
of especially mobile bacteria just beneath the interface. In these cases, the colloidal
motion at the interface was strongly affected by hydrodynamic interactions with the
swimming bacteria at the surface and by direct collisions with those at the surface.
Typically, the concentration of swimming bacteria embodied a 10% area fraction of
the interface—large enough to lead to collective motion such as swirling, which in-
fluenced the colloidal motion. A substantial literature has addressed the mobility
of colloidal probes in the presence of motile bacteria and other microbial swimmers
both in bulk (3D) and in quasi-two-dimensional contexts.156–165 One motivation for
studying the colloidal dynamics in suspensions of swimming microbes is their utility
as model systems for investigating the nonequilibrium statistic mechanics of active
complex fluids. In addition, the colloid motion provides insight into biomixing, the
enhanced transport of nutrients and other material by active suspensions. Since
biofilm formation relies on the transport of polysaccharides and other constituents to
and within the interface, such biomixing could be an important feature of the film
development. Hence, we have characterized the colloidal motion during this active
phase in some detail.
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Figure 6.1: Ensemble-average mean-squared displacement of colloidal tracers during
the initial, active stage of biofilm formation at an oil-water interface. For reference,
the dashed line displays the mean-squared displacement of colloids at the oil-water
interface in the absence of bacteria. The solid line displays the result of a fit using
Eq. ??.
118
CHAPTER 6. BACTERIAL BIOFILMS
Figure 6.1 shows the colloids’ ensemble-average mean-squared displacement,
〈∆r2(t)〉 = 〈(~ri(t′+t)−~r(t′)〉i,t′where the average is over particles i and time t, during
this active stage of biofilm formation. For reference, the mean-squared displacement
of colloids at the oil interface of pure Instant Ocean containing no bacteria is also
shown. In the absence of bacteria, 〈∆r2(t)〉 varies linearly with lag time t indicat-
ing simple diffusion, 〈∆r2(t)〉 = 4D0t, with a diffusion coefficient, D0 = 0.12µm2/s,
consistent with the viscosities of water and hexadecane. The mean-squared displace-
ment of the colloids at the active interface similarly varies linearly with t at large lag
times, but with an enhanced effective diffusion coefficient. At smaller lag times, the
mean-squared displacement grows more rapidly than linearly, indicating superdiffu-
sive motion. Such superdiffusive motion is a common feature of colloidal motion in
microbial suspensions and signals temporal correlations in the forcing of the colloids
due to hydrodynamic interactions with the swimmers. A simple model for these corre-
lations ascribes to them a single characteristic correlation time τ , so that the particle
velocities have an exponentially decaying memory, 〈~v(t′) · ~v(t′ + t)〉 ∼ exp(−t/τ).156
Such velocity correlations lead directly to a mean-squared displacement of the form165
〈∆r2(t)〉 = 4D
[
t+ τ(e−t/τ − 1)
]
(6.1)
In the limit of short lag times, t τ , this form predicts ballistic motion, 〈∆r2(t)〉 =
2D
τ
t2; and at large lag times it reduces to diffusive motion, 〈∆r2(t)〉 = 4Dt, with
effective diffusion coefficient D. The solid line in Fig.6.1 is the result of a fit using
119
CHAPTER 6. BACTERIAL BIOFILMS
this form, which describes data accurately and gives D = 1.80.1µm2/s and τ =
0.053±0.007 s. The value of D in relation to the diffusivity in the absence of bacteria,
D/D0 ≈ 15, indicates that biomixing strongly influences the interface during this
early stage of biofilm formation. We note further that this factor likely underestimates
the enhancement in tracer mobility due to the swimming bacteria since, as described
below, even at these early interface ages the incipient biofilm imparts an interfacial
viscosity that reduces thermal diffusivity.
The success of Eq. (6.1) in capturing the form of 〈∆r2(t)〉 is consistent with
several earlier studies of colloidal motion in active microbial suspensions and hence
indicates that the velocities of tracers in such suspensions indeed have exponentially
decaying memory. However, we can interrogate these correlations more directly by





where δt = 1/60 s is the time between successive video frames and i labels the
particles, and by examining its time-time autocorrelation function,
Φn(t) = 〈n̂i(t+ t′) · n̂i(t)〉i,t′ (6.3)
The significance of Φn(t) is that it quantifies the persistence in the direction of the
colloids’ trajectories. As shown in Fig. 6.2, Φn(t) is effectively zero at t > 0.15 s, set-
120
CHAPTER 6. BACTERIAL BIOFILMS











Figure 6.2: Time autocorrelation function of the direction of instantaneous tracer
displacements during the active stage of biofilm formation. The line shows the result
of an exponential fit to the data at large times (t > 0.03 s).
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ting the typical time required for the colloids’ direction of motion to randomize com-
pletely. Notably, Φn(t) does not decay monotonically but has a peak near t = 0.03s.
We attribute this peak to a tendency for colloids to follow “U-shaped” trajectories
on short time scales due to hydrodynamic interactions with bacteria swimming past
in close proximity,163 and hence to make negative contributions to Φn(t). At larger
times, Φn(t) decays exponentially, as shown by the line in Fig. 6.2, which is an ex-
ponential fit to the data. The correlation time obtained from the fit is 0.075 ± 0.01
s, which is in reasonable agreement with the characteristic time τ for velocity corre-
lations implied by fitting 〈∆r2(t)〉 with Eq. (6.1). Thus, through Φn(t) we observe
directly the nature of the correlated tracer dynamics in an active suspension inferred
by the analysis of 〈∆r2(t)〉.
While the colloids’ Brownian dynamics at large lag times with diffusivity D sug-
gest that the suspension of swimming bacteria act like a thermal bath with large
effective temperature, several previous studies have emphasized that the statistical
properties of the colloidal displacements differ from those expected for a system in
thermal equilibrium.160,163,165 These differences are apparent in the probability dis-
tribution function (PDF) for displacements at fixed lag time Pt(∆x), where ∆x is the
displacement along one direction. Figure 6.3 shows Pt(∆x) at t = 0.0167 s, 0.15 s,
and 1.3 s, lag times spanning the superdiffusive and diffusive behavior in 〈∆r2(t)〉.
The PDFs of particles undergoing thermal diffusion in equilibrium would be Gaus-
sian. In all cases, the PDFs in the active, incipient biofilm show clear deviations
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Figure 6.3: Normalized probability distribution functions for colloidal displacements
at lag times of 0.016 s (blue), 0.15 s (green), and 1.3 s (red) during the active stage of
biofilm formation. The solid lines display the results of fitting Gaussian lineshapes in
the regions of the peaks of the distributions, highlighting the enhanced, non-Gaussian
probability for large displacements.
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from Gaussian forms, with tails at large |∆x| that signal enhanced probability of
large displacements. Qualitatively similar non-Gaussian PDFs have been observed
previously among tracers in microbial suspensions and have been associated with
advection-enhanced large displacements due to hydrodynamic encounters between
the colloids and swimmers.163,165 To compare the form and magnitude of the non-
Gaussian contributions to Pt(∆x) at different lag times more closely, we plot in Fig.
6.4 the normalized PDFs with displacement normalized by the root mean-squared
displacement. Remarkably, the normalized PDFs collapse onto a single lineshape,
indicating that the distribution function maintains a self-similar form with increasing
lag time. Such self similarity is generally unexpected and implies particular attributes
about the colloidal dynamics, including (i) that the fraction of colloids in the non-
Gaussian population remains constant over the range of lag times probed, and (ii)
that the Gaussian and non-Gaussian displacements grow as the same function of
lag time, first superdiffusively at short lag times and then diffusively at longer lag
times. Self-similar distributions with non-Gaussian tails were also observed among
tracer displacements within bulk (3D) suspensions of the eukaryotic microorganism
Chlamydomonas.163 However, in that case, 〈∆r2(t)〉 displayed diffusive behavior over
the entire range of lag times probed. The collapse in Fig. 6.4 is particularly notable
because the lag times span both the superdiffusive and diffusive regimes. In both the
previous case of tracers among swimming Chlamydomonas and in our case of tracers
in an incipient biofilm, the non-Gaussian contributions to the probability distribution
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function follow a Laplace distribution, so that the total PDF can described as the




















The solid line in Fig. 6.4 is the result of a fit to the data using this form.














Figure 6.4: Normalized probability distribution functions from Figure 6.3 plotted
against displacement normalized by the root mean squared displacement at each lag
time, illustrating the collapse of the distributions onto a common lineshape. The
dashed line displays the result of fitting a Gaussian lineshape in the regions of the
peak. The solid line displays the result of a fit using the form given by Eq. 6.4
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The strong similarity between the self-similar PDFs of tracer displacements in the
incipient interfacial bacterial biofilm and those in bulk suspensions of Chlamydomonas
is surprising since the tracer displacements in quasi-2D films of the Chlamydomonas
suspensions display qualitatively different non-Gaussian distributions, and the au-
thors of those studies attributed the difference to the differing fluid velocity fields
generated by the force dipoles of the Chlamydomonas swimming in two and three
dimensions.165 Our case of colloids entrained at an oil interface of a suspension of
swimming bacteria that are forming a biofilm has several features that distinguish it
from these studies. First, the colloids, while in the incipient biofilm, were in contact
with the aqueous subphase and hence were coupled hydrodynamically to bacteria
both in the film and in the bulk, a situation that is in some sense a hybrid of the
three-dimensional and quasi-two-dimensional systems considered previously. Second,
as discussed below, biofilm formation substantially impacts the rheology of the inter-
face even at the earliest ages, with possible qualitative consequences on the coupling
between the swimming bacteria and the colloidal tracers in the film. Finally, Chlamy-
domonas is a “puller” while Pseudomonas sp. is a “pusher,” and this distinction has
consequences for the collective behavior and resulting hydrodynamics of suspensions.
Given these distinctions, the strong correspondence between the PDFs in Fig. 6.4
and those from bulk Chlamydomonas suspensions suggests that such self-similar dis-
tributions with Gaussian and Laplacian components might emerge more generically
in nonequilibrium active systems than previous thought.
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Figure 6.5: Map of a section of the interface during the active stage of biofilm
formation showing the direction of motion of the colloidal tracers at an instant in
time. Each colloid is represented by an arrowhead indicating its instantaneous motion
~r.
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Another feature of our study of the active stage was the density of colloidal probes
at the interface, which was large enough that correlated motion among the colloids
could be observed, thereby providing information about the spatial correlations of
the non-Brownian kicks the swimming bacteria impose. As an illustration, Figure
6.5 depicts ~r for the colloids in the microscope field of view at one instant during
the active stage. Alignment between the direction of motion of nearby colloids is
clearly apparent. This coordinated motion is quantified in Fig. 6.6, which shows the
normalized pair direction-direction correlation function,
Cn(r) = 〈n̂i · n̂j〉i,j,t (6.5)
where the brackets represent an average over all pairs of particles i, j separated by
distance r. The spatial correlations in tracer motion decay exponentially with separa-
tion, as depicted by the dashed line in Fig. 6.6, which is the result of an exponential
fit to the data with correlation length of 4.7±1.7 μm. Together, Gn(t) and Cn(r) give
a quantitative picture of the short-time, spatiotemporal correlations in tracer motion
that characterize the dynamical behavior of the interface during the initial, active
stage of biofilm development.
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Figure 6.6: Normalized pair direction-direction correlation function as a function of
the distance between colloids during the active stage of biofilm development.
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6.3.2 Viscoelastic Transition
Typically, the initial active stage of the biofilm persisted for less than 5 minutes,
after which no motile bacteria were observed either at the surface or in the near-
surface bulk. We ascribe the limited duration of the bacteria motility to the lack of
nutrient in the suspension. The end to the active stage was reflected in a qualitative
change to the probe dynamics in which the probe mean-squared displacement changed
from superdiffusive at short lag times to subdiffusive. Once the bacteria ceased to
move visibly, we treated the interface as a passive system close to thermodynamic
equilibrium and considered the probes to be undergoing thermally-driven Brownian
trajectories from which the film rheology could be inferred.
As mentioned above, the active stage was not always observed. Significantly, the
ensuing mechanical changes of the interface, as inferred from probe mobility, appeared
qualitatively independent of whether it was preceded by an active stage. Furthermore,
as discussed below, the evolution in film rheology persisted for many minutes after
the end of the active stage, suggesting that the presence or absence of an active stage
had limited impact on subsequent biofilm evolution. From these observations we
conclude that the film formation was primarily the consequence of polysaccharides
and surface-active moieties produced by the non-motile (resting) bacteria. However,
we cannot discount the possibility of some subtle effects to biofilm formation due to
biomixing by the swimming bacteria in those instances with an active stage.
Here, we present results for the viscoelastic evolution of the biofilm from an exper-
130
CHAPTER 6. BACTERIAL BIOFILMS
iment in which no protracted active stage was visible at the start of film formation.
We focus on this data set because (i) the population of (non-motile) bacteria at the
interface was limited, leaving a relatively unobstructed interface for the colloids and
facilitating the analysis of their Brownian motion, and (ii) the colloidal motion was
less likely to be affected by any residual activity than in a trial with a fully realized
active stage. We emphasize again that the trends observed were qualitatively the
same as those in trials in which the viscoelastic film development was preceded by an
active stage.
Figure 6.7 shows the ensemble-averaged mean-squared displacement 〈∆r2(t)〉 of
the colloidal probes at several ages ta of biofilm formation following creation of the
interface. Because each mean-squared displacement is determined from 1 minute of
video, the maximum lag time t is restricted to t < 2 s to assure adequate statistics.
Again for reference, the mean-squared displacement of colloids diffusing at the oil
interface of pure Instant Ocean containing no bacteria is also shown. At our earliest
measurement of biofilm formation, the colloidal mean-squared displacement varies
sublinearly with lag time, indicating a drag due to the development of a film with
viscoelastic character.
Within the limited dynamic range of accessible lag times, 〈∆r2(t)〉 is approximated
as a power law, 〈∆r2(t)〉 ∼ tn, with n < 1. As shown in Fig. 6.8, the power-law
exponent n decreases steadily with increasing age, signifying increasingly subdiffusive
motion. While in principle the probe mobility is affected by both the interfacial
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Figure 6.7: Ensemble-average mean squared displacement of colloids at several
ages (red circles: 57 seconds, orange squares: 360, green diamonds: 1080, blue Xs:
10080, purple triangles: 88920) during biofilm formation at an oil-water interface for
a trial with no active stage. For reference, the dashed line displays the mean squared
displacement of colloids at the bare oil-water interface in the absence of bacteria. The
solid lines display the result of power-law fits.
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film and drag from the surrounding bulk oil and water, given the large difference
between 〈∆r2(t)〉 in the presence of the forming film and at the neat interface, we
can safely infer that the bulk contributions to the drag are insignificant. In this case,
under appropriate conditions one can obtain the frequency-dependent interfacial shear
modulus, G∗(ω) = G′(ω) + iG′′(ω), from the Brownian motion of the probes through





where Fu {〈∆r2(t)〉} is the unilateral Fourier transform of the mean-squared displace-
ment. Following Eq. (6.6, power-law behavior in the mean-squared displacements of
the colloidal probes, 〈∆r2(t)〉 ∼ tn with n < 1, implies the films shear modulus has
power-law frequency dependence, G′(ω) ∼ G′′(ω) ∼ ωn.15
As discussed in Chapter 4 in the context of the lysozyme layer, such weak power-
law frequency dependence of G∗(ω) is characteristic of the rheology of a broad range
of disordered complex fluids including concentrated microgel solutions,132 foams,133
paint,134 intracellular matrix,135 compressed emulsions,14 clay suspensions,136 and
liquid-crystal nanocomposites54 and is indicative of a broad spectrum of relaxation
times. In most cases, the power-law exponent typically lies in the range n ≈ 0.1 to
0.3. The soft glassy rheology model55 explains this response as a general consequence
of structural disorder and metastability, and provides a unifying theoretical frame-
work for this behavior. In this model, n serves as an effective noise temperature, with
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Figure 6.8: Power-law exponent characterizing the ensemble average mean-squared
displacements, 〈∆r2(t)〉 ∼ tα, of colloids the oil-bacteria solution interface as a func-
tion of the age since formation of the interface.
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Figure 6.9: Normalized probability distribution functions for colloidal displacements
at lag times of 0.016 s (blue), 0.15 s (green), and 1.3 s (red) at film ages (a) 57 s, (b)
2160 s, and (c) 88920 s during the viscoelastic stage of biofilm formation. The solid
lines display the results of fitting Gaussian lineshapes in the regions of the peaks
of the distributions, highlighting the enhanced, non-Gaussian probability for large
displacements.
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systems approaching a glass transition as n→ 0. Thus, the steady decrease in n with
layer age reported in Fig. 6.8 points to increasingly glassy dynamics characterizing
the structural response of the biofilm.
An important property of soft glassy systems is their non-equilibrium behavior
and spatial heterogeneity. As a measure of these features, Figs. 6.9(a)-(c) show the
PDFs of colloidal displacements at three ages during the viscoelastic transition. In
each case, the PDF is shown at three lag times normalized by the mean-squared dis-
placement at that lag time. At the earlier two ages, (ta = 57 and 2160 s), during
which the viscoelastic character of the film is evolving rapidly, the PDFs show a pro-
nounced non-Gaussian components corresponding to enhanced probability of large
displacements. These non-Gaussian contributions resemble those characterizing the
colloidal dynamics in the active stage (Figs. 6.3 and 6.4); however, their origin in
this case is different. Unlike at the active interface, the perturbations here are ther-
mal, and each individual particle’s displacements are Gaussian. The non-Gaussian
distributions result from variation in the mobility of different particles, evincing a spa-
tially heterogeneous interface of rheological microenvironments.166 Surprisingly, this
heterogeneity diminishes at late ages, as illustrated by the closer-to-Gaussian distri-
butions in Fig. 6.9(c), when the interface’s evolution has slowed and the film is nearly
elastic. An interesting future study would be to compare this spatial heterogeneity
with that of films formed in the presence of an extended stage of activity by swimming
bacteria to investigate the role of biomixing in suppressing such heterogeneity.
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Figure 6.10: The interfacial elastic shear modulus G′0 at late ages, where the in-
terface behaves like an elastic film. The elastic modulus grows logarithmically with
age.
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At late ages, when they layer behaves like an elastic film and 〈∆r2〉 asymptotes




As shown in Figure 6.10, we observe G′0 growing logarithmically with age. This
has been observed by others in biofilms of Escherichia coli167 and P. putida KT2442
and S. typhimurium.168
6.4 Conclusion
In this study, the dynamical and mechanical evolution of a bacterial biofilm at
an oil–water interface was studied by tracking embedded colloidal particles, first as
tracers among motile bacteria, then as passive microrheological probes. At early
ages, an active stage could sometimes be observed, in which bacteria swimming near
the interface or moving along the interface interacted hydrodynamically with the
colloidal probes, driving superdiffusive motion. Once bacterial motility (if present)
had ceased, the colloids could be used to measure the interfacial rheology. The films
were found to be viscoelastic, becoming more elastic with age through the percolation
of increasingly elastic patches and eventually forming a uniformly elastic film. The
elastic shear modulus of the layer grew logarithmically with age. As mentioned above,
these particle-tracking studies are part of a broader project that also includes pendant-
138
CHAPTER 6. BACTERIAL BIOFILMS
drop experiments that probe the biofilms’ development of a bending rigidity at age
ages. Taken as a whole, this combined study portrays a rich sequence of behaviors.
Ultimately, these properties of the biofilm must be tied to the behavior of the bacteria
that assures their viability. Further studies that can make such links would provide








Drug-delivery nanoparticles often must diffuse through biological barriers to
achieve therapeutic efficacy at their target site. In some instances, such as tear
film at the ocular surface, the barrier is only a few micrometers thick.169,170 In other
cases, nanoparticles must penetrate tens of micrometers or more through viscoelas-
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tic biological gels or tissue.171–173 Measurements in vitro at physiologically relevant
length scales are valuable for designing nanoparticles that will exhibit favorable in
vivo biodistribution. Here, we present a strategy for measuring nanoparticle mobility
in biological gels over length scales ranging from sub-micrometer to tens of microm-
eters using photoactivatable fluorescent probes. This work is part of a collaboration
with Benjamin Schuster and Joshua Kays in the laboratory of Professor Justin Hanes
in the Center for Nanomedicine of JHU.
The study involved polymeric nanoparticles with a dense polyethylene glycol
(PEG) coating to minimize particle adhesion to the gel. The particle core was imbued
with photoactivatable (caged) rhodamine, which becomes fluorescent only if the rho-
damine is “uncaged” through momentary exposure to UV light. This functionality
permitted us to selectively photoactivate a region of particles with a brief pulse of
UV light, and then observe the spread of the fluorescent particles in the gel over tens
of micrometers and tens of minutes, all using confocal microscopy. Complementing
these measurements, we were also able to quantify the motion of the photoactivated
particles at high spatiotemporal resolution — tens of nanometers and tens of millisec-
onds — using multiple particle tracking (MPT) on a widefield microscope. MPT has
been harnessed recently to measure transport of drug delivery nanoparticles in many
biological materials, including brain tissue,171 mucus,173–175 vitreous,172 and inside
cells.73 MPT is a powerful technique that permits examination of individual particles
and analysis of heterogeneous transport behavior. However, because of the limited
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depth-of-field of high-numerical-aperture objectives, tracking particles diffusing in
three dimensions for more than a few seconds and a few micrometers is difficult. The
photoactivation method described here provides another approach to directly observe
percolation through biological gels over longer distance and time scales. Hence, par-
ticle tracking and the photoactivation technique are complementary methods that,
together, permit multiscale diffusion measurements.
We first confirmed agreement between measurements from MPT and the photoac-
tivation technique on particles diffusing in water. Then, we applied our method to
fibrin, a model protein gel system, and found that both MPT and the photoactivation
method reveal mobile and immobile populations of particles. Finally, we examined
nanoparticle diffusion in sputum collected from cystic fibrosis (CF) patients. Spu-
tum is a major barrier to inhaled CF therapeutics, and our approach enabled us to
measure particle diffusion over distances relevant to drug delivery in the lungs, re-
vealing large-scale heterogeneity in the mobility that might be missed with techniques
surveying motion over shorter length scales.
7.2 Experimental Methods
7.2.1 Materials
Cholalic acid sodium salt (CHA), NVOC2-5-carboxy-Q-rhodamine-NHS ester
(caged rhodamine-NHS ester), N-hydroxysulfosuccinimide sodium salt (sulfo-NHS),
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and N-(3-Dimethylaminopropyl)-N’-ethylcarbodiimide hydrochloride (EDC) were
purchased from Sigma-Aldrich (St. Louis, MO). Poly(lactide-co-glycolide(75:25))
amine endcap (PLGA-NH2), Mn 10kDa-15kDa was purchased from Polyscitech (West
Lafayette, IN). Poly(lactide-co-glycolide(67:33))-polyethylene glycol (45kDa-5kDa)
diblock copolymer (PLGA-PEG) was custom-synthesized by Jinan Daigang Bioma-
terial Co., Ltd, (Jinan, China). 5 kDa methoxy-PEG-amine was purchased from Cre-
ative PEGWorks (Winston Salem, NC). Fluorescent carboxylate-modified polystyrene
microspheres (PS-COOH) of diameter 100, 200, and 500 nm were purchased from
Molecular Probes (Eugene, Oregon). Human α-thrombin (activity 3059 NIH U/ml)
and human fibrinogen (plasminogen depleted, activity 100%) were purchased from
Enzyme Research Laboratories (South Bend, IN).
7.2.2 Particles
The particles were designed and synthesized by my collaborators, Benjamin Schus-
ter and Joshua Kays. Their protocol is presented here for context.
7.2.2.1 Labeling of PLGA with caged rhodamine
Caged rhodamine-NHS ester and PLGA-amine were conjugated through forma-
tion of an amide bond. Briefly, 90 mg of PLGA-NH2 was added to 5 mg of caged
rhodamine-NHS ester (for a slight molar excess of dye compared to PLGA, 1:1.23)
and put under vacuum for 1 h. The mixture was then flushed with nitrogen gas, dis-
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solved in 500 μl of anhydrous dichloromethane (DCM), and reacted for 12 h at room
temperature under nitrogen gas. Additional DCM was added as needed to facilitate
transfer of the product into 10 ml of -20 ◦C diethyl ether to precipitate the product.
The PLGA, now conjugated with rhodamine, was washed twice in cold ether by cen-
trifugation. Excess ether was decanted off and the final product, the purified PLGA,
was placed in a lyophilizer (FreeZone 4.5 Plus; Labconco) for 12 h. The dried PLGA
was stored at -20 C in a shielded container to prevent exposure to incident UV light.
7.2.2.2 Particle formulation: PS-PEG
PEGylated polystrene (PS-PEG) particles were used a control in particle tracking
experiments to verify that the mobility photoactivatable particles was the same as
more widely used PS-PEG particles. PS-PEG particles were prepared as previously
described171 by coupling PS-COOH with PEG-amine using carbodiimide chemistry1.
Generally, 100 μl of stock (2% solids) PS-COOH particle solution was added to borate
buffer (pH 8) with 4 fold molar excess 5k mPEG-amine, EDC, and sulfo-NHS. The
particles were reacted for at least 2 h, then washed three times by centrifugation and
stored in DI water at 4 C.
7.2.2.3 Particle formulation: PLGA-PEG
Photoactivatable PLGA/PLGA-PEG nanoparticles were prepared by using the
emulsion method according to the literature.172 Briefly, a 40 mg mixture (19:1 by
144
CHAPTER 7. PHOTOACTIVATION
mass) of PLGA-b-PEG5k and PLGA-caged rhodamine was dissolved in 400 μl of
DCM, making a 100 mg/ml solution. This solution was injected into an ice-cooled 5
ml of 0.5% CHA aqueous solution, and sonicated at 30% amplitude for 2 min using
a 130 Watt probe sonicator (Sonics & Materials, Newtown, CT) to form an oil-in-
water emulsion of the organic phase (polymer and DCM) into the aqueous phase,
stabilized by the CHA surfactant. The emulsion was immediately added to 35 ml
of 0.5% CHA solution and stirred at 600 rpm for at least 3 h to allow for complete
particle hardening. The final particle suspension was filtered through a 5 μm and
then 0.45 μm syringe filter, then the particles were collected and washed three times
via centrifugation at 20,000 g for 25 min. The particles are depicted in Figure ??
in a TEM image and in suspension in water, demonstrating their photo activatable
capability.
7.2.2.4 Particle Characterization
The diameter and ζ-potential of the nanoparticles were determined by dynamic
light scattering and laser Doppler electrophoresis, respectively, using a Zetasizer Nano
ZS90 (Malvern Instruments, Southborough, MA). Transmission Electron Microscopy
(TEM) images of dried particles were taken on standard 400 mesh copper TEM grids
(TedPella, Redding, CA) with a Hitachi H7600 Electron Microscope. Particles were
160 ± 10 nm in diameter with a PDI of 0.11 ± 0.02 and a ζ-potential of -3 ± 1 mV,
where error bars report variation between batches.
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Panel A shows a TEM image of PLGA nanoparticles after dehydration. The white
scale bar is 200 μm. Panel B shows the particles in suspension in water before (left)




Human fibrin gel was made from defrosted aliquots of thrombin and fibrinogen.
Appropriate particle concentrations (between 0.005-0.00004% by mass) for tracking
PS-PEG or PLGA-PEG particles were made in 2 U/ml thrombin in PBS, with a
total volume of 180 μl. 20 μl of 40 mg/ml fibrinogen was pipetted to the solution,
yielding a 4 mg/ml concentration of fibrinogen.176 Vortex was immediately applied at
high speed for 2 s to homogenize the solution. 30 μl of the solution was immediately
pipetted into a 30 μl well on a glass slide, covered with a glass coverslip, and sealed
with a cyanoacrylate glue. The slide was then incubated at 37 C for 20 min to ensure
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gelation. In all cases, slides were wrapped in aluminum foil to prevent premature
exposure to UV light.
7.2.3.2 CF Sputum
CFS was collected from adult patients at the Johns Hopkins Cystic Fibrosis Center
in accordance with Institutional Review Board-approved protocols. Samples were
stored at 4◦C immediately after collection, and were analyzed the next day. CFS
slides were made according to a similar procedure as the above for fibrin gels: 30 μl
aliquots of CFS were withdrawn using a Wiretrol (Drummond Scientific Company,
Broomall, PA) and injected into 30 μl wells on glass slides. 1 μl of appropriate particle
suspensions for tracking or for photoactivation was added to the aliquot and mixed
thoroughly. The slide was then sealed and allowed to incubate at room temperature
for 1-2 hours (to prevent convection effects).
7.2.4 Measurements
7.2.4.1 Multiple Particle Tracking (MPT)
Particle motion in the CF sputum and fibrin samples was observed at room tem-
perature using an inverted epifluorescence microscope (Axio Observer; Carl Zeiss,
Thornwood, NY) with a 100X/1.46 NA oil-immersion objective. Movies were col-
lected with 19-ms exposure at 20 fps for 500 frames using an EMCCD camera (Evolve
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512; Photometrics, Tucson, AZ). Particle motion was tracked using the particle-
tracking software described in Chapter 3.
7.2.4.2 Confocal imaging and photoactivation
Confocal imaging was performed on a Zeiss LSM510 laser scanning confocal mi-
croscope (Carl Zeiss, Thornwood, NY) in multi-tracking mode using either the 63x
(Plan Apochromat 1.4 NA), 40x (PlanNeofluar 1.3 NA), or 20x (Plan Apochromat
.75 NA) oil-immersion objective. Particles in the selected regions were activated by
10 to 25 iterations of the 405-nm laser at 100% power, while particles were excited to
fluorescence by the 543-nm laser at 10–30% power. All videos were 512× 512 pixels,
and the activated region was 40× 512 pixels. (For experiments performed using 20X,
40X and 63X objectives, this corresponds to 35 × 449, 18 × 225, or 11 × 143 μm2,
respectively.) Slide preparation for confocal experiments was identical to the above
procedure for multiple particle tracking in CFS, with the exception of particle con-
centrations: PLGA-PEG particles were added to either water, CFS, or fibrin with





Here we obtain the particles’ diffusivity D in water from the evolution of the ob-
served fluorescence intensity I(x, y, t) from photoactivated particles. To begin, we will
take the system to be homogenous, an assumption which of course holds for water,
but which we must revisit when addressing more complex systems in later sections.
Figure 7.1(a) displays a series of fluorescence images at different times following UV
exposure to a strip-shaped region of the sample indicated by the red lines in the
top image. We take the y-direction to be parallel to the strip and the x-direction
to be perpendicular to it. The experiment is symmetric along y, and so the full
image I(x, y, t) can be summarized by an intensity profile I(x, t) =
∑
y I(x, y, t). Un-
der carefully tuned experimental conditions, intensity is directly proportional to the
concentration of activated particles c(x, t). Of course, this approximation is not uni-
versally applicable: particles overlap and scatter incident light and the emitted light
from the particles around them, so at high concentrations the observed intensity must
ultimately saturate. Also, the sensor imposes a sharp limit of the range of observable
intensities. A carefully designed experiment, then, must match the particle concen-
tration c and fluorescence (controlled in part by the intensity of incident light) to the
sensitivity of camera. In our experiments, departures from the linear approximation
I ∝ c were measurable but small, less than 5%.
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An idealized, infinitely thin activation region at x′ and time t′, described by c(x) =









This Gaussian is the Green function G(x−x′; t−t′) for the diffusion equation. There-
fore, for any distribution of activated particles c(x′, t′) at time t′, the distribution at




G(x− x′; t− t′) c(x′, t′) dx′ (7.3)




G(x− x′; t− t′) I(x′, t′) dx′. (7.4)
That is, the intensity profile at t′ can be mapped onto the intensity profile at t
through convolution with a Gaussian with width σ =
√
2D(t− t′). Breakdown of
this mapping would indicate non-diffusive motion, which is not expected for water
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but could occur in other materials.
During an experiment, hundreds of intensity profiles were captured at a regular
interval. Every profile was mapped onto each future profile through convolution with
a Gaussian, as in Eq. (7.4). The width σ of the Gaussian generating the most ac-
curate mapping was determined using a nonlinear least-squares fit. Each mapping
constituted a separate—though not strictly statistically independent—measurement
of diffusivity D. Mappings corresponding to the same time interval ∆t = t− t′ were
averaged to produce the data points σ2(∆t) shown in Figure 7.1(c). Finally, an es-
timate of D was obtained through a linear regression to σ2(∆t). Its value, 2.4 ±
0.1 μm2/s, is within 5% of the expected value for the diffusivity of 170-μm particles
in water, thus demonstrating the utility of the photoactivation approach as a mi-
crorheology technique. Figure 7.1(d) shows the values of σ2 from the photoactivation
measurement along with those from MPT measurements. The two sets of results
are consistent, and the figure indicates the complementary range of length and time
scales each covers.
7.3.2 Fibrin
In experiments performed on samples of fibrin gel, some of the photoactivated
nanoparticles spread with time outward from the activation region, but others re-
mained immobilized, as evidenced by the still-bright activation region in Figure 7.2,
















































Figure 7.1: Photactivatable nanoparticles diffuse in water. (a) The region out-
lined in red, which is 34 microns wide, is momentarily exposed to UV laser light,
and any particles within that region become fluorescent. (b) Their subsequent dif-
fusion is characterized by an intensity profile representing the summed intensity of
each individual column in the image. Profiles at different times can be mapped onto
each other through convolution with a Gaussian, as described in the text. (c) The
Gaussian that maps a given profile at any t′ onto the profile at t′ + t has width σ(t).
This is related to the nanoparticles’ diffusivity D through σ2 = 2Dt. We extract the
value D=2.4 ± 0.1 μm2/s, which is within 5% of the theoretical diffusivity of 170-nm
particles in water at room temperature. (d) The particles were also studied using
traditional multiple-particle-tracking (MPT), where all particles were activated and
individually tracked in two dimensions. The mean-squared displacement of their tra-
jectories 〈∆r2〉2D (squares) is shown alongside the Gaussian widths from (c), plotted
once again as circles. The diffusivity obtained from MPT was D=2.421 μm2/s, in
excellent agreement with the value obtained from photoactivation.
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bile populations can separated by comparing the full intensity profile I(x, t = 785 s)
to a Gaussian fit, where the fit is restricted to values of x outside the initial acti-
vation region and extrapolated to within the activation region (Figure 7.3). Com-
paring the integrated area of the Gaussian to the excess intensity in the activation
region, we estimate that the mobile particles make up 40% of the total population.
This fraction is compatible with our finding from MPT experiments in fibrin, which
also show an approximately even split between mobile particles moving diffusively,
〈∆r2(t)〉 ∝ t, and immobile particles characterized by a finite asymptotic MSD,
〈∆r2(t → ∞)〉 = 〈∆r2〉0. The MSDs of individual particles in fibrin derived from
particle tracking are plotted in Figure 7.4, illustrating this division of mobility into
two populations. A histogram of 〈∆r2(t = 1 s), emphasizing the bimodal distribution
of mobilities is shown in Figure 7.5.
We speculate that this bimodal distribution is a consequence of mesoscale het-
erogeneity in the fibrin gel that forms as a result of microphase separation during
the gelation process. As the fibrogen polymerizes, the polymer solution undergoes
spinodal decomposition. The phase separation is arrested, however, by the cross link-
ing that locks in a bicontinuous structure of high and lower concentration gel. The
porosity of the high-concentration regions is smaller than the particles, such that the
particles are trapped in the gel. The fluorescence images directly capture this mi-
crostructure of the fibrin gel—the underlying spatial distribution of a polymer-rich
phase, containing entrained particles, and a polymer-poor phase, which is essentially
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a viscous liquid in which the particles freely diffuse. The apparent length scale of
this micro-scale phase separation, visible in Figure 7.2, is about 10 μm, which is less
than the typical linear spacing between particles in the MPT experiments. This re-
sult thereby illustrates another way in which photoactivation complements MPT: the
higher particle densities in photoactivation experiments resolve underlying structural
heterogeneity that gives rise to the dynamic heterogeneity in the MPT experiments.
(MPT experiments cannot be performed at such high particle densities due to both
experimental and fundamental limitations discussed in Chapter 2.)
7.3.3 Cystic Fibrosis Sputum
In particle-tracking studies, nanoparticles have been seen to diffuse through cystic
fibrosis sputum (CFS)173,175 over several micrometers, but in a CF patient the mucus
barrier can be 20–50 μm thick, or more, so it is important to show that nanoparticles
can actually traverse tens of microns, the distance necessary to deliver therapeutic
nanoparticles to lung cells. Heterogeneity in CFS has been seen in these particle-
tracking studies, and it is unknown what impact this heterogeneity has on the long-
distance mobility of nanoparticles in the sputum.
In addition to heterogeneity within a sputum sample, there is also patient-to-
patient variation, which has been found to be the larger of these two effects.177 Char-
acterization of nanoparticle mobility must contend with these variations. In our study,
samples from one patient were found to be spatially homogeneous and approximately
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Figure 7.2: Fluorescence intensity from photoactivated nanoparticles in fibrin 785
seconds after those in the activation region (outlined in red) were activated with UV
light. While some have spread outward as in Figure 7.1, the lingering intensity in the
activation region shows that others remain immobilized in the immediate neighbor-
hood of their initial position.
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Figure 7.3: The gray-and-black curve shows the intensity profile I(x, t) at t=785
seconds. In red is a Gaussian, fit only to the black portion of I outside the initial
activation region. We posit that the intensity under the Gaussian is due to mo-
bile particles that happen to be diffusing in that region while the intensity over the
Gaussian is due to immobilized particles that are not diffusing.
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Figure 7.4: The MSD of individual PLGA-PEG particles in fibrin shows some
particles moving diffusively and others jostling in place with an asymptotic MSD.
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Figure 7.5: A histogram of the particles’ MSD at lag time t = 1 second shows an


































Figure 7.6: Photactivatable nanoparticles diffuse in sputum collected from a human
cystic fibrosis patient. As in Figure 7.1: (a) The region outlined in red, which is 34
microns wide, is momentarily exposed to UV laser light, and any particles within
that region become fluorescent. (b) Their subsequent diffusion is characterized by an
intensity profile representing the summed intensity of each individual column in the
image. Profiles at different times can be mapped onto each other through convolution
with a Gaussian, as described in the text. (c) The Gaussian that maps a given profile
at any t′ onto the profile at t′+ t has width σ(t). This is related to the nanoparticles’
diffusivity D through σ2 = 2Dt. We extract the value D = 0.3944 μm2/s. (Missing
data points are due to technical problems with video capture that, unfortunately,
intermittently affected this particularly interesting trial.)
Newtonian. Thus, they were amenable to the same analysis performed on water
above, as shown in Figure 7.6. From this analysis, we extract the diffusion coefficient
D = 0.3994 μm2/s, about an order of magnitude smaller than that in water.
Nanoparticle motion in samples from other patients was more complex and less
amenable to straightforward application of such analysis. We observed mesoscale
spatial heterogeneity, breaking the y-symmetry of the system, wherein the spreading
particles made greater progress in certain subregions of the field of view. Illustrative
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Figure 7.7: In samples from some patients, dramatic heterogeneity was observed.
These images depect the fluorescence intensity of photoactivated nanoparticles in
three different samples from the same patient. At left, long substructures in the fluid
are not permeated by the nanoparticles. At center, the particles spread more easily
in the region at the lower-right part of the frame. At right, both of these kinds of
effects are evident. The left and right images are taken 600 seconds (10 minutes) after
activation; the center, 1570 s.
examples are shown in Figure 7.7. On a basic level, we see that nanoparticles can
traverse tens of micrometers, so from a practical point of view this shows that it
is possible for a PEG-coated nanoparticles to traverse CF sputum over a distance
necessary to deliver therapeutic nanoparticles. To our knowledge, this is a new result.
Of course, from the uneven permeability observed in Figure 7.7, that delivery seems
likely to be uneven across regions of the lung. Further, as with fibrin, photoactivation




7.4 Discussion & Conclusion
We have developed a strategy of combining MPT with photoactivation for mea-
suring nanoparticle diffusion in biological gels over multiple scales, ranging in time
from tens of milliseconds to tens of minutes, and ranging in length from less than one
micrometer to hundreds of micrometers.
The two techniques offer complimentary strengths. Particle tracking permits anal-
ysis of individual particles, and at high spatial and temporal resolutions, but the time
and length of observation are limited. The photoactivation technique can monitor
diffusion over longer times and distances, which are relevant in many drug-delivery
applications, although spatial and temporal resolutions are not as good. Importantly,
particle-tracking suffers from a sampling bias toward immobile particles, which stay
in view longer and thus make up a disproportionate fraction of trackable particles.73
The photoactivation technique, taking a wider view, captures the leading edge of
diffusion and does not suffer from that particular bias.
In water, results from particle tracking and the photoactivation technique agree
quantitatively. In fibrin, the two techniques portray compatible pictures of het-
erogeneous nanoparticle mobility. Finally, we directly observed PEG-coated PLGA
nanoparticles diffusing over physiological distances in CFS and quantitified their diffu-
sivity for one particular case that was unusually amenable to straightforward analysis.





Trackpy, the particle-tracking software discussed Chapter 3, is thoroughly docu-
mented by the community of researchers who use and develop it. The documentation
includes easy installation instructions, detailed tutorials, a reference guide, and much
more. A large portion of the documentation was written as part of this thesis. It
available online at http://soft-matter.github.io/trackpy/.
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