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Abstract
In this paper we consider the Hecke algebra H associated to an
extended affine Weyl group of type B˜2. We give some interesting
formulas on CrtSλ, which imply some relations between the Kazhdan-
Lusztig coefficients µ(y,w) and representations of some algebraic groups.
Here Crt is one element in the Kazhdan-Lusztig basis of H and Sλ is
an element in the center of H.
Introduction
In [W], the author studies the leading coefficients of the Kazhdan-Lusztig
polynomials for an Affine Weyl group of type B˜2. But in that paper not
all of the leading coefficients are given. In order to complete the problem,
we study some multiplication formulas in the associated Hecke algebra in
this paper. By these formulas, we will see some close relations between the
Kazhdan-Lusztig coefficients µ(y, w) and representations of some algebraic
groups.
1 Preliminaries
In this section we recall some basic facts about Hecke algebras which will be
needed later.
1
1.1 Hecke algebras
Let G be a connected, simply connected reductive algebraic group over the
field C of complex numbers and T a maximal torus of G. Let NG(T ) be the
normalizer of T in G. Then W0 = NG(T )/T is a Weyl group, which acts
on the character group Λ = Hom(T,C∗) of T . Let Λr be the root lattic of
G, then the semi-direct product W ′ = W0 ⋉ Λr is an affine Wely group and
W = W0 ⋉ Λ is called an extended affine Weyl group associated with W
′.
W ′ is a Coxeter group, while W is not in general.
We shall denote by S the set of simple reflections of W ′. We can find an
abelian subgroup Ω ofW such that ωS = Sω for any ω ∈ Ω andW = Ω⋉W ′.
We shall denote the length function of W ′ by l and use ≤ for the Bruhat
order on W ′. The length function l and the partial order ≤ on W ′ can be
extended to W as usual, that is, l(ωw) = l(w), and ωw ≤ ω′u if and only if
ω = ω′ and w ≤ u, where ω, ω′ are in Ω and w, u are in W ′.
Let H′ be the Hecke algebra of (W ′, S) over A = Z [q
1
2 , q−
1
2 ] (q an inde-
terminate) with parameter q. Let {Tw}w∈W ′ be its standard basis and Cw =
q−
l(w)
2
∑
y≤w Py,wTy, w ∈ W be its Kazhdan-Lusztig basis, where Py,w ∈ Z[q]
are the Kazhdan-Lusztig polynomials. The degree of Py,w is less than or
equal to 1
2
(l(w)− l(y)− 1) if y < w and Pw,w = 1.
For an affine Weyl group W ′ , we know that the coefficients of these
polynomials are all non-negative (see [KL2]).
We write Py,w = µ(y, w)q
1
2
(l(w)−l(y)−1)+ lower degree terms. The coeffi-
cient µ(y, w) is very interesting, this can be seen even from the recursive
formula for Kazhdan-Lusztig polynomials ( see [KL1]). We call µ(y, w) the
Kazhdan-Lusztig coefficient of Py,w. We denote by y ≺ w if y ≤ w and
µ(y, w) 6= 0. Define µ˜(y, w) = µ(y, w) if y ≤ w or µ˜(y, w) = µ(w, y) if w ≤ y.
Let H be the generic Hecke algebra of W. Then the algebra H is isomor-
phic to the “twisted” tensor product Z[Ω]⊗Z H
′.
We have the following multiplication formula (see [KL1]):
Given any element w ∈ W , then
(a) For s ∈ S we have
CsCw =
{
(q
1
2 + q
1
2 )Cw, if sw < w,
Csw +
∑
sy<y≺w µ(y, w)Cy, if sw > w
and
CwCs =
{
(q
1
2 + q
1
2 )Cw, if ws < w,
Cws +
∑
ys<y≺w µ(y, w)Cy, if ws > w.
2
We refer to [KL1] for the definition of the preorders ≤L,≤R,≤LR and of
the equivalence relations ∼L,∼R,∼LR onW
′. The corresponding equivalence
classes are called left cells, right cells, two-sided cells of W ′, respectively.
For any u = ω1u1, w = ω2w1, ω1, ω2 ∈ Ω, u1, w1 ∈ W
′, we define
Pu,w = Pu1,w1 if ω1 = ω2 and define Pu,w = 0 if ω1 6= ω2. We say that u ≤L w
or u ≤R w or u ≤LR w if u1 ≤L w1 or ω1u1ω
−1
1 ≤R ω2w1ω
−1
2 or u1 ≤LR w1.
The left (resp. right or two-sided) cells of W are defined as those of W ′. We
also define a(ωw) = a(w) for ω ∈ Ω, w ∈ W ′.
For w ∈ W , set L(w) = {s ∈ S | sw ≤ w}, R(w) = {s ∈ S | ws ≤ w}.
Then we have (see [KL1])
(b) R(w) ⊆ R(y), if y ≤L w. In particular, R(w) = R(y), if y ∼L w;
(c) L(w) ⊆ L(y), if y ≤R w. In particular, L(w) = L(y), if y ∼R w.
Convention: For any element in Λ, we will use the same notation when it
is regarded as an element in W . And we will use addition and multiplication
in Λ and W respectively.
1.2 The center of a Hecke algebra
In [L3], Bernstein described the center of Hecke algebras. We recall it in the
following.
To each x ∈ Λ, Bernstein associates an element θx ∈ H defined by
θx = (q
−l(x′)/2Tx′)(q
−l(x′′)/2Tx′′)
−1,
where x′, x′′ are elements in Λ+ such that x = x′−x′′ ( or we write x = x′x′′−1
in W˜ ), where Λ+ is the dominant weights set which is the set {x ∈ Λ |
l(xw0) = l(x) + l(w0)}. θx is well defined and is independent of the choice of
x′, x′′ (for details see [L3]).
Let x ∈ Λ+ andW0(x) be itsW0−orbit in Λ. We denote zx =
∑
x′∈W0(x)
θx′ .
For x ∈ Λ+, we define
Sx =
∑
x′∈Λ+
x′≤x
dx′(x)zx′ ,
where dx′(x) means the multiplicity of weight x
′ in V (x), and V (x) is a
rational irreducible G−module of highest weight x.
3
Bernstein showed that Sx, x ∈ Λ
+ form an A-basis of the center of H.
Then we have (see [L3])
(a) SxSx′ =
∑
z∈Λ+ mx,x′,zSz for any x, x
′ ∈ Λ+. Here mx,x′,z is defined to be
the multiplicity of V (z) in the tensor product V (x)⊗ V (x′).
2 Cells in an affine Weyl group of type B˜2
In the rest of this paper, G = Sp4(C). Then (W
′, S) is an affine Weyl
group of type B˜2 and W is the extended affine Weyl group associated with
Sp4(C). Let S = {r, s, t} be the set of all simple reflections of W
′ with
rt = tr, (rs)4 = (st)4 = e. The Weyl group W0 is generated by s and t.
We assume that s is the simple reflection of W0 corresponding to the
long simple root α1, and t is the simple reflection corresponding to the short
simple root α2.
We have that x1 = α1 + α2 and x2 =
1
2
α1 + α2 are the fundamental
dominant weights, the corresponding elements in W are x1 = stsr and x2 =
ωrsr respectively, where ω ∈ Ω such that W = Ω ⋉W ′, Ω = {e, ω}, ωr =
tω, ωs = sω and ωt = rω.
In [L1], Lusztig described the left cells and two-sided cells of (W ′, S). For
any subset J of S = {r, s, t}, we denote by W J the set of all w ∈ W ′ such
that R(w) = J. Then (W ′, S) has 16 left cells:
Ars = W
rs, Art = Arst, As = Arts, Ar = Asr,
Ast = W
st, A′rt = Astr, A
′
s = A
′
rts, At = A
′
st,
Brt =W
rt − (Art ∪A
′
rt), Bs = Brts, Br = Bsr,
Bt = Bst, Cr =W
r − (Ar ∪ Br), Ct = W
t − (At ∪ Bt),
Cs =W
s − (As ∪ A
′
s ∪ Bs), D∅ =W
∅ = {e}.
Set
ce = D∅, c1 = Cr ∪ Cs ∪ Ct, c2 = Br ∪Bs ∪ Bt ∪Brt,
c0 = Ar ∪ As ∪A
′
s ∪At ∪ Ars ∪ Ast ∪ Art ∪A
′
rt.
From [L1], we know that ce, c1, c2, c0 exhaust two-sided cells of W
′. We
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have that
ce = {x ∈ W
′ | a(x) = 0} = {e}
c1 = {x ∈ W
′ | a(x) = 1}
c2 = {x ∈ W
′ | a(x) = 2}
c0 = {x ∈ W
′ | a(x) = 4}.
So the two-sided cells of W exactly are
ce = {x ∈ W | a(x) = 0} = {e}
c1 = {x ∈ W | a(x) = 1}
c2 = {x ∈ W | a(x) = 2}
c0 = {x ∈ W | a(x) = 4}.
3 Main results
In this section, we consider the coefficients of the product CrtSλ under
the basis {Cw| w ∈ W} for any dominant weight λ, where Sλ is an element
in the center of H (see the definition of Sλ in Section 1.2). By the formula
for CrtSλ in Theorem 3.6, we can see that the leading coefficients of the
Kazhdan-Lusztig polynomials have close relations with representations of
algebraic groups.
First we give some observations in the Hecke algebra H associated with
the extended affine Weyl group W of type B˜2.
Let Hc0 =
∑
w∈c0
ACw, where c0 is the lowest two-sided cell of W . By
[L1], we know that Hc0 is a two-sided ideal of H. We set [2] = q
1
2 + q−
1
2 .
Then we have the following result.
Lemma 3.1
(a) For any 1 ≤ m ∈ N, we have
CrtsrtCrt(srt)m = [2]
2(Crt(srt)m+1 + Crt(srt)m−1) mod Hc0.
(b) For any 1 ≤ m,n ∈ N, we have
Crt(srt)mCrt(srt)n = [2]
2
min{m,n}∑
i=0
Crt(srt)m+n−2i mod Hc0 .
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Proof. We prove (a) first. For any 1 ≤ m ∈ N, by the results in [W, Section
4.2, 4.3] and the formula in 1.1(a), we have
CrtsrtCrt(srt)m
= (Crts − [2])CrtCrt(srt)m
= [2]2CrtC(srt)m+1 − [2]
3Crt(srt)m
= [2]2CrCtC(srt)m+1 − [2]
3Crt(srt)m
= [2]2Cr(Ct(srt)m+1 + Crt(srt)m)− [2]
3Crt(srt)m mod Hc0
= [2]2CrCt(srt)m+1 mod Hc0
= [2]2(Crt(srt)m+1 + Crt(srt)m−1) mod Hc0
We can prove (b) by induction on m for any n ≥ 1, with assumption that
m ≤ n. The computation is very similar to the above. 
By the definition of Sλ in Subsection 1.2 and some computations, we have
the following result.
Lemma 3.2 For the fundamental dominant weights x1 and x2, we have that
CrtSx1 = Crststr + Ctsrsrt − [2]Crtsrt + Crt
and
CrtSx2 = (Crtsrt − [2]Crt)Cω.
Let H≥2 =
∑
w∈W
a(w)≥2
ACw. Obviously, Hc0 ⊆ H≥2. By [L1], we know that
H≥2 is a two-sided ideal of H. Then H≥2/Hc0 has a natural H-mod structure
with A-basis {Ĉw| w ∈ c2}, where Ĉw is the image of Cw in H≥2/Hc0.
Let H1 be the A-submodule of H≥2/Hc0 spanned by the elements
{ 1
[2]2
Ĉrt(srt)mωp | p = 0, 1; m ∈ N}. By Lemma 3.1(b), we know that H1 has
an algebra structure.
Let Fc2 = SL2(C)×Z/(2). We know that the sets of irreducible represen-
tations up to isomorphism of SL2(C) and Z/(2) are IrrSL2(C) = {V (m)| m ∈
N} and IrrZ/(2) = {1, ǫ| ǫ
2 = 1}, respectively. Here V (m) is an irreducible
representation of SL2(C) with highest weight m and ǫ is the sign representa-
tion of Z/(2). Then the set of irreducible representations up to isomorphism
of Fc2 is IrrFc2 = IrrSL2(C) × IrrZ/(2).
Let RFc2 ,RSL2(C)and RZ/(2) be the rational representation rings of Fc2 ,
SL2(C) and Z/(2) respectively. We know that they are generated by IrrFc2 ,
IrrSL2(C) and IrrZ/(2), respectively. Then we have that RFc2 = RSL2(C)×RZ/(2)
Proposition 3.3 The map ϕ1 : H1 −→ A⊗RFc2 defined by
ϕ1(
1
[2]2
Ĉrt(srt)mωp) = V (m)ǫ
p is an isomorphism of A-algebras.
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Proof. Obviously, the map ϕ1 is a bijection. It’s enough to prove that ϕ1 is
a homomorphism of A-algebras. By Lemma 3.1(b), we have that
(
1
[2]2
Ĉrt(srt)mωp)(
1
[2]2
Ĉrt(srt)nωp′ )
=
1
[2]4
̂Crt(srt)mωpCrt(srt)nωp′
=
1
[2]2
Ĉωpωp′
min{n,m}∑
i=0
Ĉrt(srt)m+n−2i .
Thus
ϕ1((
1
[2]2
Ĉrt(srt)mωp)(
1
[2]2
Ĉrt(srt)nωp′ )) = ǫ
pǫp
′
min{n,m}∑
i=0
V (m+ n− 2i).
On the other hand,
ϕ1(
1
[2]2
Ĉrt(srt)mωp)ϕ1(
1
[2]2
Ĉrt(srt)nωp′ )
= ǫpǫp
′
V (m)⊗ V (n)
= ǫpǫp
′
min{n,m}∑
i=0
V (m+ n− 2i).
We get that
ϕ1(
1
[2]2
Ĉrt(srt)mωp)ϕ1(
1
[2]2
Ĉrt(srt)nωp′ ) = ϕ1((
1
[2]2
Ĉrt(srt)mωp)(
1
[2]2
Ĉrt(srt)nωp′ ))
Thus ϕ1 is an isomorphism of A-algebras. 
Let H2 be the A-submodule of H≥2/Hc0 spanned by the elements
{ 1
[2]2
ĈrtSλ| λ ∈ Λ
+}, where ĈrtSλ is the image of CrtSλ in H≥2/Hc0 . And by
the fact that (see Section 1.2(a))
(
1
[2]2
CrtSλ)(
1
[2]2
CrtSλ′) =
1
[2]2
Crt
∑
z∈Λ+
mλ,λ′,zSz
we know that H2 is also an A-algebra.
Obviously, we get the following result.
Proposition 3.4 The map ϕ2 : H2 −→ A⊗RG defined by ϕ2(
1
[2]2
ĈrtSλ) =
Sλ is an isomorphism of A-algebras, where G=Sp4(C).
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Proof. The only thing to note is the fact that we can regard Sλ as the
character of the irreducible G−module with highest weight λ ∈ Λ+. 
We also have the following fact.
Lemma 3.5 We have that H2 ⊆ H1.
Proof. For any λ ∈ Λ+, we know that Sλ belongs to the center of H. We
can assume that CrtSλ = SλCrt =
∑
w∈W˜ awCw, where aw ∈ A. By [L1], we
know that aw 6= 0 implies that w ≤R rt and w ≤L rt. Thus CrtSλ ∈ H≥2.
And by 1.1 (b) and (c), we get that {r, t} ⊆ L(w) ∩ R(w). Following the
decomposition of left cells of W in Section 2, we get that aw 6= 0 implies that
L(w) = R(w) = {r, t}. Thus for any λ ∈ Λ+, 1
[2]2
ĈrtSλ ∈ H1. 
Define ϕ = ϕ1ϕ
−1
2 : A⊗RG −→ A⊗RFc2 . It’s an injective homomorphism
of A-algebras.
For any λ ∈ Λ+, since ϕ(Sλ) ∈ A ⊗ RFc2 , thus we can assume that
ϕ(Sλ) =
∑
p=0,1
k∈N
ak,pV (k)ǫ
p, for some ak,p ∈ A. In fact, for any given λ ∈ Λ
+,
we have two different ways to solve these ak,p.
On the one side, by Lemma 3.2 we get that
ϕ(Sx1) = ϕ1ϕ
−1
2 (Sx1) = ϕ1(
1
[2]2
ĈrtSx1)
= ϕ1(
1
[2]2
(Ĉrststr + Ĉtsrsrt − [2]Ĉrtsrt + Ĉrt))
= −[2]V (1) + 1
and
ϕ(Sx2) = ϕ1ϕ
−1
2 (Sx2) = ϕ1(
1
[2]2
ĈrtSx2)
= ϕ1(
1
[2]2
(Crtsrt − [2]Crt)Cω)
= (V (1)− [2])ǫ.
For any λ ∈ Λ+, we know that Sλ = f(Sx1, Sx2) ∈ Z[Sx1 , Sx2], the polynomial
ring of Sx1 and Sx2 . Thus we have that
ϕ(Sλ) = f(ϕ(Sx1), ϕ(Sx2)) = f(−[2]V (1) + 1, (V (1)− [2])ǫ).
In RSL2(C), we have that
V (1)k ∈ Z[V (1), . . . , V (k)], for any k ∈ N.
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Thus ϕ(Sλ) =
∑
p=0,1
k∈N
ak,pV (k)ǫ
p, for some ak,p ∈ A. Then we can get those
ak,p. This method may be not very easy, because the polynomial f(Sx1 , Sx2)
is not easy to compute for general Sλ.
On the other side, we consider the question in A ⊗ RFc2 . In fact we
know that Fc2 is a maximal reductive subgroup of CG(u) for some unipotent
element u in G which corresponds to c2. We denote by T and T
′ the maximal
torus of G and SL2(C), respectively. Let Λ = X(T ) and Λ
′ = X(T ′) be the
character groups. We have that Λ = Zx1 + Zx2 and Λ
′ = Zξ, where x1
and x2 map diag( a, b, a
−1, b−1) to ab and b, respectively. We also have that
ξ is the character maps diag( a, a−1) to a. We have two group algebras
Z[Λ] = SpanZ{θx|x ∈ Λ} and Z[Λ
′] = SpanZ{θ
′
x′ |x
′ ∈ Λ′}. We know that
Z[Λ] is generated by θx1 and θx2 , while Z[Λ
′] is generated by θ′ξ. We can
identify RG with Z[Λ]
W0 and identify RFc2 with Z[Λ
′]S2 × {e, ǫ}.
We have a homomorphism of A−algebras ϕ˜ : A⊗ Z[Λ] → A⊗ Z[Λ′] ×
{e, ǫ}, which restricts to A⊗ RG is just ϕ. We can get that ϕ˜(θx1) = −q
1
2θ′ξ
and ϕ˜(θx2) = θ
′
ξ × ǫ, since we have gotten that ϕ˜(Sx1) = −[2]V (ξ) + 1 and
ϕ˜(Sx2) = (V (ξ)− [2])ǫ.
For any λ ∈ Λ+, we know that Sλ =
∑
x∈Λ dx(λ)θx, where dx(λ) =
dimC(Sλ)x. Thus we have that ϕ(Sλ) = ϕ˜(Sλ) =
∑
x∈Λ dx(λ)ϕ˜(θx) =∑
p=0,1
x′∈Λ′
dx′(ϕ(Sλ))θ
′
x′ǫ
p. With this decomposition, we can easily get those ak,p.
Now we have our main result in this section.
Theorem 3.6 For any λ ∈ Λ+, we have that ϕ(Sλ) =
∑
p=0,1
k∈N
ak,pV (k)ǫ
p, for
some ak,p ∈ A. Then we get
CrtSλ =
∑
p=0,1
k∈N
ak,pCrt(srt)kωp mod Hc0.
Proof. Since ϕ(Sλ) ∈ RFc2 ⊗A, thus we can assume that ϕ(Sλ) =∑
p=0,1
k∈N
ak,pV (k)ǫ
p, for some ak,p ∈ A. By the definition of ϕ1, we get
ϕ−11 (
∑
p=0,1
k∈N
ak,pV (k)ǫ
p) =
1
[2]2
∑
p=0,1
k∈N
ak,pĈrt(srt)mωp .
On the other hand, we have that
ϕ−11 (
∑
p=0,1
k∈N
ak,pV (k)ǫ
p) = ϕ−11 ϕ(Sλ) = ϕ
−1
2 (Sλ) =
1
[2]2
ĈrtSλ.
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Thus we get that
CrtSλ =
∑
p=0,1
k∈N
ak,pCrt(srt)kωp mod Hc0.

Remark 3.7
(1) In fact, the ideas in this section have an interpretation in terms of based
ring J introduced by Lusztig in [L2]. We also need a conjecture on based
ring Jc associated with a two-sided cell c of W given by Lusztig. In case W
is the affine Weyl group of type B˜2, this conjecture has been proved by Xi.
The details can be found in [X1, X3] or Chapter 11 in [X2].
(2) We also have some questions about the leading coefficients of the Kazhdan-
Lusztig polynomials for an extended affine Weyl group of type B˜2. For those
y < w satisfying a(y) = 4 and a(w) = 1 or 2, we can only get part of
the leading coefficients. For example, we have computed that µ(y, w) = 0
when y and w are both of the minimal length in their double cosets W0yW0
and W0wW0, respectively. Then we can know all µ(y, w) for those y < w
satisfying l(w)− l(y) ≤ 3. These results will appear somewhere.
(3) The part contained in Hc0 of CrtSλ mainly depends on the solution to
problem (2).
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