Abstract. The partial least squares (PLS) regression is a new multivariate data analysis method. In this paper, based on the ideas of PLS model and feature fusion, a new non-iterative PLS algorithm and a novel method of feature fusion are proposed. The proposed method comprises three steps: firstly, extracting two sets of feature vectors with the same pattern and establishing PLS criterion function between the two sets of feature vectors; then, extracting two sets of PLS components by the PLS algorithm in this paper; and finally, doing feature fusion for classification by using two strategies. Experiment results on the ORL face image database and the Concordia University CENPARMI database of handwritten Arabic numerals show that the proposed method is efficient. Moreover, the proposed non-iterative PLS algorithm is superior to the existing iterative PLS algorithms on the computational cost and speed of feature extraction.
Introduction
The Partial least squares (PLS) regression is a novel multivariate data analysis method developed from practical application in real word. PLS regression originally developed by Wold has a tremendous success in chemometrics and chemical industries for static data analysis [1] [2] [3] [4] . The robustness of the generated model also makes the partial least squares approach a powerful tool for regression analysis, dimension reduction and classification technique, being applied to many other areas such as process monitoring, marketing analysis and image processing and so on [5] [6] [7] . PLS regression provides a modeling method between two sets of data (PLS of single dependent variable is referred as PLS1, PLS of Multi-dependent variable is referred as PLS2), during the regression modeling, both the reduction of primitive data and the elimination of redundant information (i.e. noise) could be achieved. PLS model is effective because it integrates the multivariate linear regression (MLR) [8] , principal component analysis (PCA) [9] and canonical correlation analysis (CCA) [10] together naturally while it is convenient for the analysis of the multi-dimensional complexity system. PLS method has received a lot of attention and interest in recent years.
In PLS modeling methods, a classical algorithm that the nonlinear iterative partial least squares( NIPALS) was given by Wold [11] . Based on this, several different modification versions of the iterative PLS methods have been given [12] . However, in practical applications the iterative PLS modeling may suffer from overfitting or local minima. In this paper based on the idea of PLS model, we present a new PLS modeling method under the orthogonal constraint. It is a non-iterative PLS algorithm. Furthermore, a novel method of feature fusion is proposed and it has been used in the application of pattern classification.
The rest of this paper is organized as follows. In Section 2, the "classical" PLS algorithm is described and a new PLS modeling method is presented. Then both of their performances have been analyzed. In Section 3, based on PLS model a new method of feature fusion for pattern classification is proposed. In Section 4, we show our experiment results using the ORL face image database and the Concordia University CENPARMI database of handwritten Arabic numerals. Finally, conclusions are drawn in Section 5.
PLS Modeling Method
Let A and B be two groups of feature sets on pattern sample space Ω , any pattern sample 
The Classical PLS AlgorithmዄC-PLSዅ
Basically, the PLS method is a multivariable linear regression algorithm that can handle correlated inputs and limited data. The algorithm reduces the dimension of the predictor variables (input matrix, X) and response variables (output matrix, Y) by projecting them to the directions (input weight α and output weight β ) that maximize the covariance between input and output variables. This projection method decomposes variables of high collinearity into one-dimensional variables (input score vector t and output score vector u). The decomposition of X and Y by score vectors is formulated as follows:
Where i p and i q are loading vectors, and E and F are residuals.
More precisely, PLS method is to find a pair of directions (weight vectors)
The nonlinear iterative partial least squares (NIPALS) algorithm [11] is an iterative process, which can be formulated as follows.
Let
of initialization, and randomly initialize 1 u of the Y-score vector. Iterate the following steps until convergence:
After the convergence, by regressing
can be computed. Although NIPALS algorithm is efficient and robust and it can be extended to some nonlinear PLS models [13] . It may lead the uncertain results that the score vector 1 u of initialization is random. A faster and more stable iterative algorithm has proposed by HÖskuldsson [2] and Helland [14] . As mentioned above, it can be shown that the weight vector h α also corresponds to the first eigenvector of the following eigenvalue problem
The X-scores t are then given as
Similarly, eigenvalue problems for the extraction of h u and h β estimates can be derived. The above iterative algorithm gives out a linear PLS modeling method. It is called the classical PLS algorithm(C-PLS) in this paper. C-PLS exist the facts that 0 =
A New Non-iterative PLS Modeling Method(NI-PLS)
In this section, we present a new PLS modeling method based on idea of PLS model. Under the object criterion function (1), we give out a theorem based on the following the orthogonal constraint
Theorem. Under the criterion (1), the number of effective weight vectors, which satisfy constraint (4), is r (r is the number of non-zero eigenvalues of matrix 
and satisfying 
where 1 λ and 2 λ are Lagrange multipliers. Let
Multiplying both side of Eq. (9) and (10) , we can obtain two sets of PLS components from the same pattern so as to achieve the goal of dimensionality reduction.
From Eq. (9) and (10), we know that we only need to solve one among each pair of weight vectors, the other one can be solved by Eq. (9) such that the computational complexity can be lowered.
The Algorithm Analysis
As mentioned above, two algorithms are based on the constraints of orthogonal weight vectors. The NI-PLS can't assure that the extracted PLS components are uncorrelated; but it are uncorrelated that the PLS components are extracted by the classical PLS in Section 2.1. Theoretically, from the angle of pattern classification, the performance of the latter classification is better than that of the former one; but in terms of the angle of algorithm's complexity, the former one is better. We could say that both of them have its own advantage over the other, so we should use either one of them depending on the nature of problems in real situation. Moreover, from the process of solving the above weight vectors, we could see that it is valid for either big sample size or small sample size to adapt the PLS modeling method in reducing the dimension. Since no matter the PLS model is singular or not, it cannot be affected whether for the total scatter matrix of the training sample. Due to this property, the PLS model has better performance in general. It overcomes some modeling difficulties which will appear when the high-dimensional small sample size problems are processed with those methods such as the Fisher discrimination analysis [15] , CCA and MLR.
Feature Fusion Strategy and Design of Classifier

Classification Based on Correlation Feature Matrix
Through the above PLS algorithms, we can acquire two sets of PLS components on sample space A and sample space B respectively. Each a pair of PLS components constitute the following matrix:
Where matrix M is called the correlation feature matrix of feature vectors x and y (or pattern sample ξ ). The distance between any two correlation feature matrices
The Quadratic Bayesian Classifier
By the following linear transformation (13), we can extract a new d-dimension combination feature of each a pair of PLS components, and is used in classification. where l µ and l denote the mean vector and the covariance matrix of class l , respectively. The classifying decision-making based on the discriminant function will be
Experiments and Analysis
Experiment on ORL Face Image Database
Experiment is performed on the ORL face image database (http://www.camorl.co.uk). There are 10 different images for 40 individuals. For some people, images were taken at different times. And the facial expression (open/closed eyes, smiling/ nonsmiling) and facial details (glasses/no glasses) are variables. The images were taken against a dark homogeneous background and the people are in upright, frontal position with tolerance for some tilting and rotation of up to 20 0 . Moreover, there is some variation in scale of up to about 10%. All images are grayscale and normalized with a resolution of 112×92. Some images in ORL are shown in Fig.1 . Table 1 . Table 1 shows that the two kinds of PLS methods all reach the better classification result, and their average recognition rates is above 95%. But seeing from the feature and classification, the computational time for C-PLS is 2.7 multiple one for NI-PLS. This matches the result of complexity analyzes of the algorithm in Section 2.3. Compared with the C-PLS, adopting the NI-PLS algorithm, not only dose it not reduce the recognition rate, but also the feature extraction speed is raised consumedly. 
Experiment on CENPARMI Handwritten Numerals Database
The goal of this experiment is to test the validity of the algorithm with the big sample proposed in this paper. The Concordia University CENPARMI database of handwritten Arabic numerals, popular in the world, is adopted. In this database, there are 10 class, i.e. 10 digits (from 0 to 9), and 600 sample for each. Some images of original samples are shown in Fig. 2 In this experiment, we use the first 300 images of each class for training and the remaining 300 for testing. Thus, the total amount of training samples and testing samples are both 3000. Combine any two features of the above four features in the original feature space, using two algorithms described in Section 2 and according to the feature fusion strategy and classifier in Section 3.2, we can obtain classification results that is shown in Table 2 . For the sake of further comparing algorithm's performance, in Table 3 , as the combination feature's dimension varies form 1 to 40, we also list the classification error rates and the classification time of two kinds of algorithms when we combine Gabor feature and the Legendre feature. Note: the value in ( ) denotes the dimension of combination feature(i.e. the number the PLS component) as the optimal result is achieved. From Table 1 and Table 2 , we can see that, the two kinds of algorithm all take the similar classification results when the four sets of features are combined differently. Among them the classification error rate by combining the Gabor feature and the Legendre feature is lower than those of others, and the optimal recognition rate is up to 96%. Moreover, from Table 2 we can also see the classification error rate drops quickly when we use the PLS modeling method proposed in this paper. As the feature vector dimension varies from 20 to 40, the two kinds of algorithm's recognition rate are all stable above 95%. While the advantage using the NI-PLS algorithm in the time of the feature extraction is much obvious.
Conclusion
In this paper, we put PLS model and the idea of feature fusion together, and create a new framework for image recognition. Experimental results on two image databases show that the proposed framework is efficient. Because of the property that PLS works no matter whether the total covariance matrix of the training samples is singular or not, the proposed method is more suitable for processing small sample size classification problems in high dimensional spaces. From the comparison of the two PLS modeling methods mentioned in this paper, the proposed non-iterative PLS(NI-PLS) is superior to the classical PLS algorithm(C-PLS) at the complexity of algorithm and the speed of feature extraction.
