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Floyd’s operator precedence grammars and languages (FG, FL) are a classical subclass of
deterministic context-free (DCF) grammars and languages. We prove that several recently
introduced language families motivated by the needs of model checking and of specifying
XML-like languages are proper subsets of FL. The main cases considered include visibly
pushdown languages (VPL) and balanced languages (BALAN), which are characterized by
restricted precedence relations. FL have all the closure properties available for regular
languages and generally viewed as necessary for application to model checking: reversal,
preﬁxing and suﬃxing, concatenation, Kleene star, and boolean operations. All but the
last results are new, and some require complex proofs, due to the necessary changes
of syntax structure. Thus FL are the largest known subfamily of DCF having the same
closure properties as VPL. FG, unlike VPL grammars, which are intended for abstract syntax
modelling, are structurally adequate to specify real programming languages.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In recent years a considerable ﬂurry of research activity on formal languages has taken place, in connection with model
checking of inﬁnite-state systems and with the need to specify semi-structured data such as XML documents. The best
known example are the visibly pushdown automata and languages (VPA, VPL) of Alur and Madhusudan [2,3], a subclass of re-
altime deterministic context-free (CF, DCF) languages, which has similar closure properties as the regular languages, namely
closure under concatenation, Kleene star, and boolean operations. VPL constrain the terminal alphabet to be partitioned into
three sets, corresponding to the symbols that open a parenthesis, close a parenthesis, and may occur inside parentheses;
thus the syntactic role of a symbol is immutable in any part of a sentence.
We show that the same desirable properties of VPL are present in a classical, comfortable language family, Floyd’s1
operator precedence grammars [4] (FG) and languages (FL). Before we comment on this, it is worth while spending some
words on the history of earlier efforts in similar directions.
At the root of this line of research, we ﬁnd McNaughton’s parenthesis grammars [5]. By considering instead of strings
the stencil (or skeletal) trees encoded by parenthesized strings, some basic properties of regular languages that do not hold
for CF languages are still valid: uniqueness of the minimal grammar, and boolean closure within the class of languages
having the same rule stencils. Further mathematical developments of those ideas have been pursued in the setting of tree
automata [6].
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languages [8], which at that time were a leading grammar type for syntax-directed compilation, and are still used (see for
instance [9] for a recent practical account). We also extended the notion of non-counting (or aperiodic) regular language of
McNaughton and Papert [10] to the parentheses languages and to FL [11]. Surprisingly, however, the basic question of the
closure or not of FL under concatenation and Kleene star has never been addressed until very recently [1].
Decades after [5], the widespread adoption of mark-up languages in semi-structured web documents, motivated research
on the generalization of parenthesis languages, such as the balanced grammars and languages (BALAN) [12], which have been
later shown to be contained within the VPL.
In connection with model checking and going beyond ﬁnite-state representations, other language families have been
introduced such as [13], and, of course, VPL. Other related or derived examples, are the synchronized languages [14,15] and
the height-deterministic languages [16]; some of them will be considered in this paper. It is fair to recognize that earlier
presentations of similar ideas occurred in the context of parsing complexity studies, such as [17,18].
To sum up, VPL scored as the most comprehensive and robust language family of the series, yet they lack the expressive-
ness needed for deﬁning practical languages: for instance, they cannot specify that in arithmetic expressions, multiplication
takes precedence over addition.
We have found that this and other limitations, caused by the rigid 3-partition of the alphabet and by the realtime
recognition constraint, can be dispensed with, yet preserving the nice mathematical properties. This claim is substantiated
in this paper by the FL family, which from near oblivion returns to the forefront of technology motivated research on
grammars.
An FG has an associated set of precedence relations, and we prove that VPL and BALAN languages are precisely charac-
terized by simple structural restrictions on the precedence relations.
Concerning mathematical properties, adding to the already known boolean closure, we prove FL closure under reversal,
suﬃx/preﬁx extraction, concatenation, and Kleene star. The last two properties are not obvious and require complex exhaus-
tive arguments, in contrast with the fact that, for the main language families, the two properties are either trivially present
or trivially absent: examples of the former case are CF and VPL, while DCF is an example of the latter. The complexity
comes from the fact that, although the syntax tree is solely determined by the given precedence relations of the concate-
nated languages, the syntax tree of x · y can be sharply different from the adjoining of the trees of x and y. The diﬃculty
increases for Kleene star, because the syntax tree of, say, x · x · x cannot be obtained by combining the trees of either x · x
and x, or x and x · x, but it may have an entirely different structure. Such closure properties permit to extend the rules
of Floyd grammars with regular expressions in their right-hand sides, yet preserving pushdown determinism. Thus, to the
best of our knowledge, FL are the largest subclass of DCF that enjoy closure properties with respect to all basic algebraic
operations.
A different argument in favor of FL is that, unlike other deterministic languages such as LR(k) and LL(k), parsing does not
need to scan the text in a ﬁxed direction, say, from left-to-right; this freedom is particularly relevant for developing parallel
parsing algorithms suitable to current multiprocessor computers.
To sum-up, we believe that FL, far from being a relic, are an excellent candidate for the never ending search for trade-offs
between formalism expressiveness and automatic analyzability.
The paper proceeds as follows: Section 2 lists the essential deﬁnitions of FG, and summarizes their basic properties.
Section 3 compares FG generative power with VPL and with other related recent families (balanced, height-deterministic).
Section 4 proves the closure of FL under all relevant operations and compares FL properties with those exhibited by the
other families considered; it also extends FG with regular expressions. Section 5 concludes and suggests topics for further
investigations. Appendix A lists all the acronyms used in the paper. To help the reader focusing on the essential contribu-
tions, in the body of the paper we rely on intuitive arguments and examples to support our statements, and we postpone
to Appendix B more technical material (details of constructions and proofs).
2. Basic deﬁnitions of Floyd’s grammars
For terms not deﬁned here, we refer to any classical textbook on formal languages (e.g., [19] or [20]). The empty string
is denoted ε, the terminal alphabet is Σ . For a string x and a letter a, |x|a denotes the number of occurrences of letter a
in x, and, for a set  ⊆ Σ , |x| is the corresponding extension. ﬁrst(x) and last(x) denote the ﬁrst and last letter of x = ε.
The projection of a string x ∈ Σ∗ on  is denoted by π(x).
The operators union, concatenation, and Kleene star are called regular. A regular expression is a formula written using the
regular operators, parentheses and letters from a speciﬁed alphabet.
A context-free (CF) grammar is a 4-tuple G = (VN ,Σ, P , S), where VN is the nonterminal alphabet, P the rule (or produc-
tion) set, and S the axiom. The total alphabet is V = VN ∪Σ . An empty rule has ε as the right-hand side (r.h.s.). A renaming
rule has one nonterminal as r.h.s. A grammar is reduced if every rule can be used to generate some string in Σ∗ . It is
invertible if no two rules have identical r.h.s.
The following naming convention will be adopted, unless otherwise speciﬁed: lowercase Latin letters a,b, . . . denote
terminal characters; uppercase Latin letters A, B, . . . denote nonterminal characters; letters u, v, . . . denote terminal strings;
and Greek letters α, . . . ,ω denote strings over Σ ∪ VN . The strings may be empty, unless stated otherwise.
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The stencil of a rule A → u0A1u1 . . .uk−1Akuk , k 0, is
N → u0Nu1 . . .uk−1Nuk, where N is not in VN .
A rule is in operator form if its r.h.s. does not contain adjacent nonterminals; an operator grammar (OG) contains only
such rules. Any CF grammar admits an equivalent OG, which can be also assumed to be invertible [19,20].
For a CF grammar G over Σ , the associated parenthesis grammar [5] G˜ is obtained from G by enclosing each r.h.s. of a
rule within the parentheses ‘[’ and ‘]’ that are assumed not to be in Σ .
Two grammars G , G ′ are equivalent if they generate the same language, i.e., L(G) = L(G ′). They are structurally equivalent
if in addition the corresponding parenthesis grammars are equivalent, i.e., L(G˜) = L(G˜ ′).
For a grammar G a sentential form α ∈ V ∗ is a string such that S ∗⇒ α. Let α be a sentential form such that α = βA,
A ∈ VN ; then A is a suﬃx of the sentential form (SSF). Similarly, we deﬁne the preﬁx of a sentential form (PSF).
The following deﬁnitions for operator precedence grammars [4], here renamed Floyd grammars (FG), are from [8].
For an OG G and a nonterminal A, the left and right terminal sets are
LG(A) = {a ∈ Σ | A ∗⇒ Baα}, RG(A) = {a ∈ Σ | A ∗⇒ αaB} (1)
where B ∈ VN ∪ {ε}. The two deﬁnitions are extended to a set W of nonterminals and to a string β ∈ V+ via
LG(W ) =
⋃
A∈W
LG(A) and LG(β) = LG ′(D) (2)
where D is a new nonterminal and G ′ is the same as G except for the addition of the rule D → β . Notice that LG(	) = ∅.
The deﬁnitions for R are similar. The grammar name G will be omitted unless necessary to prevent confusion.
R. Floyd took inspiration from the traditional notion of precedence between arithmetic operators in order to deﬁne a
broad class of languages, such that the shape of the parse tree is solely determined by a binary relation between terminals
that are consecutive, or become consecutive after a bottom-up reduction step.
For an OG G , let α, β range over (VN ∪Σ)∗ and a,b ∈ Σ . Three binary operator precedence (OP) relations are deﬁned:
equal in precedence: a
.= b ⇔ ∃A → αaBbβ, B ∈ VN ∪ {ε},
takes precedence: a b ⇔ ∃A → αDbβ, D ∈ VN and a ∈ RG(D),
yields precedence: a b ⇔ ∃A → αaDβ, D ∈ VN and b ∈ LG(D). (3)
For an OG G , the operator precedence matrix (OPM) M = OPM(G) is a |Σ | × |Σ | array that to each ordered pair (a,b)
associates the set Mab of OP relations holding between a and b. For two OPMs M1 and M2, we deﬁne set inclusion and
union:
M1 ⊆ M2 if ∀a,b: M1,ab ⊆ M2,ab,
M = M1 ∪ M2 if ∀a,b: Mab = M1,ab ∪ M2,ab. (4)
Deﬁnition 1. G is an operator precedence or Floyd grammar (FG) if, and only if, M = OPM(G) is a conﬂict-free matrix, i.e.,
∀a,b: |Mab| 1. Two matrices are compatible if their union is conﬂict-free. A matrix is total if it contains no empty case.
To illustrate, we present in Fig. 1 two variants of a classical construct: the arithmetic expressions with prioritized opera-
tors, without parentheses (G1), and with (G2). In the following all precedence matrices are conﬂict-free.
Next we deﬁne two normal forms.
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disjoint). Let M = M1 ∪ M2 ∪ M3. Then the grammars belong to the family CM of precedence-compatible grammars, as well as to CM,4 and to CM, .= .
Deﬁnition 2 (Normal forms of FG). An FG is in Fischer normal form [21] if it is invertible, the axiom S does not occur in the
r.h.s. of any rule, no empty rule exists except possibly S → ε, the other rules having S as left-hand side are renaming, and
no other renaming rules exist.
An FG is in homogeneous normal form [8] if it is in Fischer normal form and, for any rule A → α with A = S , L(α) = L(A)
and R(α) = R(A).
Thus in a homogeneous grammar, for every nonterminal symbol other than S , all of its alternative rules have the same
pairs of left and right terminal sets. The deﬁnition is illustrated in Fig. 2.
Statement 1. (See [8].) For any FG G a structurally equivalent homogeneous FG H can be effectively constructed.
Precedence compatible families. Next we deﬁne the family of FG having identical or compatible precedence relations, defer-
ring to Section 4 the discussion of their boolean closure properties.
Deﬁnition 3 (Precedence-compatible grammars). For a precedence matrix M , the class [8] CM of precedence-compatible Floyd
grammars is CM = {G ∈ FG | OPM(G) ⊆ M}.
The relation
.= of an FG is connected with an important parameter of the grammar, namely the length of the right-hand
sides of the rules. Clearly, a rule A → A1a1 . . . Atat At+1, where each Ai is a possibly missing nonterminal, is associated with
relations a1
.= a2 .= · · · .= at . If the .= relation is circular, there is no ﬁnite bound on the length of the r.h.s. of a production.
Otherwise the length is bounded by 2 · c + 1, where c  1 is the length of the longest .=-chain. For both practical and
mathematical reasons, when considering the class of FG associated to a given OPM, it is convenient to focus on grammars
with bounded right-hand sides. This can be done in two ways.
Deﬁnition 4 (Right-bounded grammars). The class CM,k of FG with right bound k 1 is deﬁned as
CM,k =
{
G ∈ CM
∣∣ ∀ rule A → α of G: |α| k}.
The class of
.=-acyclic FG is deﬁned as
CM, .= =
{
G ∈ CM
∣∣ OPM(G) is .= -acyclic}.
A class of FG is right-bounded if it is k-right-bounded for some k.
The class of
.=-acyclic FG is obviously right-bounded. Notice also that, for any matrix M , the set of the rule stencils of
the grammars in CM,k (or in CM, .=) is ﬁnite.
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In this section we compare the generative power and the structural adequacy of FG versus other well-known grammar or
automata families that aim at extending typical decidability and closure properties beyond the limits of regular languages.
After the essential deﬁnitions of a relevant sample of such families, we discuss the relations of FL with them. For brevity,
other classes are not deﬁned here because they can be put in some relation with the above “basic” ones; they are neverthe-
less taken into consideration in Section 4.6. The sample includes the balanced grammars and several models of pushdown
automata characterized by various restrictive hypotheses that lead to height-deterministic and visibly pushdown behaviors.
For simplicity, the same name is sometimes given to a class of devices (grammars or automata) and to the corresponding
language class; for reader convenience class abbreviations are listed in Appendix A.
Let us ﬁrst recall the relation of FL to the classical language families.
3.1. FL versus regular and deterministic languages
FL is a rich subclass of the deterministic CF languages, which is expressive enough to be used for specifying real pro-
gramming languages without twisting too much their syntax.
The fact that DCF languages strictly include FL is well known: a typical non-Floyd language is
L1 =
{
anban
∣∣ n 0}. (5)
After D. Knuth showed that LR(k) grammars exactly match DCF languages and can be used to build eﬃcient bottom-up
parsers, the use of FG and other types of precedence grammars within syntax-directed compilers declined. A goal of this
paper is to show that other recent technological motivations should renew the interest for FG, thanks to their formal
properties.
It is also well known that regular languages are a special case of FL, as stated more precisely next.
Statement 2. Let R ⊆ Σ∗ be a regular language. There exists a grammar for R in the family CM,2 of precedence compatible grammars,
where M is the precedence matrix such that Mab = for all a,b ∈ Σ .
This follows from the fact that every regular language can be generated by a right-linear grammar, whose rules have the
form A → aB , a ∈ Σ, B ∈ VN , therefore the r.h.s. length is bounded by 2 and the only precedence relations are . If the
empty string is in R , the FG has rule S → ε. A stronger statement holding for any precedence matrix will be proved in
Section 4.5 as a corollary of the main closure theorems.
3.2. Pushdown machine
Next, we compare FL with more recent and less classical (DCF) language families. First, we restate the standard deﬁnition
of pushdown machine in the following equivalent way.
Deﬁnition 5. A pushdown automaton (PDA) is a tuple A = (Q ,Σ,Γ, δ,q0, Q F ), where Q is a ﬁnite set of states, q0 ∈ Q is the
initial state, and Q F ⊆ Q are the ﬁnal states. Γ is the stack alphabet that contains the special bottom-of-stack symbol ⊥.
The transition function is
δ : Q × (Σ ∪ ε)× Γ → ℘(Q × (Γ \ {⊥})∗),
where ℘(X) denotes the set of all ﬁnite subsets of X .
To denote a move or transition, the notation pX
a→ qα is sometimes used instead of (q,α) ∈ δ(p,a, X) or equivalently
δ(p,a, X)  (q,α). Performing this move, the machine starts in current state p with top-of-stack symbol X , reads the current
letter a (unless a is the empty string), pops X and pushes string α, and ﬁnally enters state q.
A PDA is realtime (RPDA) if pX
a→ qα implies a = ε.
A PDA is deterministic (DPDA) if, for every p ∈ Q , X ∈ Γ and a ∈ Σ ∪ {ε}, we have∣∣{qα | pX a→ qα}∣∣ 1 and
if pX
a→ qα, a = ε, is deﬁned, then pX ε→ q′α′ is not deﬁned.
A realtime deterministic PDA is named a RDPDA.
The set Q Γ ∗ is the set of conﬁgurations of a PDA, and the initial conﬁguration is q0⊥.
The labelled transition system generated by A is the edge-labeled directed graph
(V , E) =
(
Q ⊥Γ ∗,
⋃ a→),
a∈Σ∪{ε}
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a→ is deﬁned in the natural way from the notation deﬁning the transition function. Given a string w ∈ Σ∗ , we write
pα
w⇒ qβ if there exists a ﬁnite w ′-labelled path, w ′ ∈ (Σ ∪ {ε})∗ , from pα to qβ , and w is the projection of w ′ onto Σ .
Notice that the w ′-labelled path may include transitions with empty label; when we need to talk of the empty label as a
letter, we use the marked copy ε instead of ε.
A PDA A is complete if for every w ∈ Σ∗ , it holds q0⊥ w⇒ qα.
The language recognized by A is L(A) = {w ∈ Σ∗ | q0⊥ w⇒ pα, p ∈ Q F }.
Deﬁnition 6. A PDA A is normalized [16] if
1. A is complete;
2. for all p ∈ Q , all rules in δ of the form pX a→ qα either satisfy a ∈ Σ , or all of them satisfy a = ε, but not both;
3. every rule in δ is of one of the forms:
• pX a→ qε, abbreviated to pX a→ q,
• pX a→ qX ,
• pX a→ qXY , where a ∈ Σ ∪ {ε}.
For a normalized PDA, a generic move pX
a→ qα is named as follows: push if |α| = 2, pop if |α| = 0, and internal if
|α| = 1. Normalization of a PDA preserves its property of being deterministic, realtime, and realtime deterministic.
3.3. Height-deterministic languages
This notion, introduced by [16] for a non-deterministic PDA, expresses the property that all the computations that are
labelled by the same string construct a stack of the same length (or height).
Deﬁnition 7. Let w ∈ (Σ ∪ {ε})∗ . The set N(A,w) of stack heights reached by A after reading w is {|α| | q0⊥ w⇒ q⊥α}.
A height-deterministic PDA (HPDA) is a normalized machine such that |N(A,w)| = 1 for every w ∈ (Σ ∪ {ε})∗ .
The families of height-deterministic PDA, DPDA, and RDPDA are respectively denoted by HPDA, HDPDA, and HRDPDA;
the acronyms of the corresponding language families end with “‘L”’ instead of “‘A”’.
This deﬁnition actually reformulates in the framework of height-determinism the idea of synchronization of PDA due to
Caucal [14].
We recall from [16] that any PDA can be converted into a normalized machine that is height-deterministic; if the original
machine is deterministic, its normalized version is height-deterministic.
Deﬁnition 8. Two HPDA’s A1 and A2 over the same alphabet Σ are in the equivalence relation named H-synchronized and
denoted by A1 ∼H A2, if N(A1,w) = N(A2,w) for every w ∈ (Σ ∪ {ε})∗ .
Then, [A]∼H denotes the equivalence class containing the HPDA A, and AHPDA denotes the class of languages recognized
by any HPDA H-synchronized with A.
The comparison with language families characterized by height determinism is very brief. Clearly, for an FG the cor-
responding bottom-up parsing algorithms [9] implement a height-deterministic PDA, which however does not necessarily
operate in real time.
Next we exhibit a non-realtime deterministic language that is in FG:
L2 =
{
ambncndm
∣∣m,n 1}∪ {amb+edm ∣∣m 1}. (6)
On the other hand, language L1 of Eq. (5) is obviously a HRDPDA language. Therefore we have:
Statement 3. The families FL and HRDPDL are incomparable.
3.4. Visibly pushdown automata
Before we move to the visibly pushdown machine class, we need to align the classical deﬁnition of pushdown machine
(Deﬁnition 5) to the one of [2] (also in [3]).
Deﬁnition 9. A visibly pushdown (VP) alphabet is a 3-ple Σ̂ = 〈Σc,Σr,Σi〉, where the three alphabets are disjoint and
respectively named calls, returns and internals, and Σ = Σc ∪Σr ∪Σi .
A VP automaton (VPA) is a normalized realtime PDA A = (Q ,Σ,Γ, δ,q0, Q F ), where Σ̂ is a VP alphabet, and the transi-
tion relation takes one of the cases, respectively shortened as shown:
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pop on empty stack: δ(p,a,⊥)  (q,⊥), a ∈ Σr ; short: δ(p,a,⊥)  q;
internal transition: δ(p,a, X)  (q, X), a ∈ Σi ; short: δ(p,a)  q;
push transition: δ(p,a, X)  (q, XY ), a ∈ Σc ; short: δ(p,a)  (q, Y ).
A language over Σ = Σc ∪ Σr ∪ Σi is a visibly pushdown language (VPL) if it is recognized by a VPA having Σ̂ as VP
alphabet.
A balanced grammar, introduced by [12] to describe XML languages and also as a generalization of the parenthesis gram-
mars of [5] and [22], is a CF grammar extended with regular expressions, which generates well-formed strings over a set of
parentheses.
Deﬁnition 10. In a balanced grammar the terminal alphabet is partitioned into Σ = Σpar ∪ Σi , where Σpar = {a,a,b,b, . . .}
is a set of pairs of matching parentheses, and the elements of Σi are named internal. Furthermore, every rule has the form
X → aαa, where X is a nonterminal, a,a is a matching pair in Σpar , and α is a regular expression over VN ∪ Σi . The
corresponding language family is denoted BALAN.
An example is the grammar
X → aY ∗a, Y → bb.
3.5. Comparison with visibly pushdown languages and balanced languages
The main result of this section is that VPL are a well-characterized special case of Floyd languages. Since VPL are CF,
previous papers (e.g. [3]) have also used grammars to deﬁne them, but such grammars are not OG or have precedence
conﬂicts; instead, we present a construction producing a grammar with the required properties.
First, we give a construction from a VPA to an FG having a certain type of precedence matrix; second, we construct a
VPA for any FG with such matrices. At last, we include also BALAN in the matrix-based characterization.
Preliminarily we need to analyze the structure of VPL sentences. We use letters c, r, and s respectively for calls, returns,
and internal characters. A string in {c, r}∗ is well parenthesized if it reduces to ε via the cancellation rule cr → ε.
Let ρ be the alphabetical mapping from Σc ∪ Σr ∪ Σi to {c, r} deﬁned by ρ(c j) = c,∀c j ∈ Σc , ρ(r j) = r, ∀r j ∈ Σr , and
ρ(s j) = ε, ∀s j ∈ Σi . A string x ∈ Σ∗ is well balanced if ρ(y) is well parenthesized; it is well closed if in addition ﬁrst(x) ∈ Σc
and last(x) ∈ Σr .
Let A = (Q ,Σ,Γ, δ,q0, Q F ) be a VPA, with Σ = Σc ∪Σr ∪Σi .
Lemma 4. Any string x ∈ L(A) can be factorized as x= yc0z or x= y, with c0 ∈ Σc , such that
1. y = u1w1u2w2 . . .ukwk, k 1, where u j ∈ (Σi ∪Σr)∗ , and w j ∈ Σ∗ is a well-closed string, or y = u1w1u2w2 . . .uk, k 1.
2. z = v1c1v2c2 . . . cr−1vr , r  0, where c j ∈ Σc and v j ∈ Σ∗ is a well-balanced string.
Proof. Let the transitions from state q to q′ be labelled as follows: (r,⊥) denotes a move of type δ(q, r,⊥)  q′; (r, Z)
denotes a move of type δ(q, r, Z)  q′ with Z = ⊥; cZ denotes a move of type δ(q, c)  (q′, Z); s denotes a move of type
δ(q, s)  q′ .
We examine the possible sequences of moves of a suitable VPA A, which for convenience is non-deterministic (deter-
minization is always possible [2]). We only discuss the case x= yc0z, since the case x = y is simpler.
Without loss of generality, we assume that the initial state q0 is not reentered after the initial move. The computation
starts with a series of moves in {(r,⊥) | s}∗ , which scan the preﬁx u1 and leave the stack empty.
Then the machine may do a series of moves to scan string w1. The ﬁrst move is of type cZi . The move is possibly
followed by a nested computation scanning a well-balanced string, and at last by a move of type (r, Zi). The effect is to
scan a well-closed string w1. Clearly the nested computation may also include internal moves.
After scanning w1 the stack is empty, and the computation may scan u2, and so on, until wk is scanned.
We denote by Qq the set of states traversed during the scan of y.
At some point, when the stack is empty and the input symbol is in Σc , the machine non-deterministically changes
behavior to scan c0z: it makes use of a set of states named Q p that is disjoint from Qq ∪ {q0}. The machine performs a
move c0ZU , where ZU denotes a symbol written on the stack, which will never be touched by a subsequent pop move. In
other words, c0 is non-deterministically assumed to be an unmatched call.
Then the z phase non-deterministically scans a well-balanced string v1. Then, again non-deterministically, it may perform
a move c1ZU . Then it may scan another well-balanced string v2, and so on, ending with a stack in ⊥ZU+ .
At any time, when the machine enters a ﬁnal state, it may halt and recognize the scanned input. 
Clearly string y is the longest preﬁx such that the accepting computation ends with empty stack.
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Theorem 5. For any visibly pushdown automaton A a Floyd grammar G such that L(G) = L(A) can be effectively constructed.
Proof. First we construct the grammar, then we prove that it is an FG, and lastly that it is equivalent to A.
Grammar construction. We build our grammar G in such a way that, for a string x factorized as in Lemma 4, it generates x
as the frontier of a syntax tree such as the one depicted in Fig. 3, where calls, returns, and internal letters are respectively
denoted c, r, and s: for instance the leftmost s of Fig. 3 corresponds to substring u1 of the lemma, csr corresponds to w1,
etc.
In the ﬁgure, the symbol Y denotes a nonterminal that generates a string such that the automaton, parsing it, starts and
ends with empty stack.
Nonterminals of classes B1, B2 derive well-balanced (but not necessarily well-closed) strings.
Nonterminals of class X derive strings such that, starting with a non-empty stack of the form ⊥Z+U , the stack never pops
a ZU and at last contains a string in ⊥Z+U .
The nonterminal symbols of the grammar other than S are denoted by a pair of states 〈qi,q j〉 or 〈pi, p j〉, or by a triple
〈qi, Z ,q j〉 or 〈pi, Z , p j〉, with Z ∈ Γ . Intuitively, a nonterminal of the generic form 〈ti . . . t j〉 generates a terminal string u
if, and only if, there is a computation of the machine from the left state ti to the right state t j which reads the same
string and never pops the initial stack. Furthermore, nonterminals 〈qi,q j〉 leave the stack unchanged; nonterminals 〈pi, p j〉
at most increase the number of ZU s; and nonterminals 〈qi, Z ,q j〉 or 〈pi, Z , p j〉 denote that the computation starts and ends
with Z on the top and scans a well-balanced terminal string w .
Let us now derive G ’s rules from A’s transitions.
As a ﬁrst simple case, suppose that the input string x coincides with y. Thus its derivation starts with a rule of type
S → Y . In this case we simply build it as S → 〈q0,q f 〉 for every q f ∈ Q F . In fact the scanning of x by A starts in q0 and
ends in a ﬁnal state with empty stack.
In the more general case when x ends with unmatched calls, the starting rule will be of type S → Y c0X . This means
that A will scan substring y starting in q0 and ending in some qi with empty stack; then, reading c0, A will push ZU on
the stack and move to some p j ; ﬁnally, it will scan z and end in some accepting state p f , possibly pushing more ZU s on
the stack. Since the presence of such ZU symbols is irrelevant for string acceptance, they do not appear in G , given that
their presence is already marked by the use of letter p to denote the states; thus for any (p j, ZU ) belonging to δ(qi, c0) we
build the rule S → 〈q0,qi〉c0〈p j, p f 〉, for every p f ∈ Q F .
Other cases of rules with S as l.h.s. are built in similar ways.
Among the various other cases, consider for instance a rule of type Y → cBr: this means that A starts and ends scanning
the string derived from Y with empty stack; however, after reading c it must push a symbol on the stack, say Z , which
will be popped at the end of the scanning when reading r; notice also that, if a rule of this type is applied, this means
that the input string x begins with c; thus, if (qt , Z) belongs to δ(q0, c) and qh belongs to δ(qk, r, Z), then we build the rule
〈q0,qh〉 → c〈qt, Z ,qk〉r, which, of course, will be applied only if A can go from qt to qh , starting and ending with Z on the
top of the stack.
At this point the reader should be able to derive all other possible cases by herself. However, for the sake of complete-
ness, Tables 3, 4, 5, and 6 in Appendix B.1 exhaustively list G ’s rules.
Appendix B.1 also contains a proof of the equivalence between the language generated by G and the one accepted by A.
Since it is based on a classical, though rather detailed, induction, it is not included here.
Now, let us show that G is an FG.
G is a Floyd grammar. By construction all the rules are in operator form. To verify that the operator precedence matrix M
is conﬂict-free, it suﬃces to compute the relevant terminal sets and then the matrix entries using previous deﬁnitions. It
should be enough to show one case.
For rule 〈q0,qn〉 → 〈q0,qi〉c〈q j, Z ,qm〉r the set RG(〈q0,qi〉) ⊆ Σi ∪Σr produces the relations s c, r  c.
The sets LG(〈q j, Z ,qm〉) ⊆ Σi ∪Σc , RG(〈q j, Z ,qm〉) ⊆ Σi ∪Σr determine c c, c s and s r, r r; the right part of the
rule gives c
.= r. Thus we obtain a conﬂict-free matrix M ⊆ MT where MT is the total matrix in Fig. 4. 
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Fig. 5. Precedence relations between letters during the parsing of the string of Fig. 3. For the dummy string delimiter ⊥, by hypothesis, the precedence
relations with any other letter are as shown. After each pass the precedence relations are recomputed.
To exemplify, Fig. 5 reproduces the string of Fig. 3 throughout its bottom-up parsing, together with the precedence
relations between letters that are consecutive or separated by a nonterminal. Any innermost pattern of the type  . . .
delimits a string to be matched against the right part of a rule and to be reduced to the corresponding left part.
Strict inclusion. A natural question is whether every FG deﬁnes a VPL or not. The answer is in the following theorem.
Theorem 6. The VPL family is strictly included in the FL family.
Proof. Language
L123 =
{
bncn
∣∣ n 1}∪ { f ndn ∣∣ n 1}∪ {en( f b)n ∣∣ n 1} (7)
is an FL, a fact to be proved later (see Fig. 7), but it is not a VPL. In fact, strings of type bncn impose that b is a call and c
a return. For similar reasons, f must be a call and d a return. Strings of type en( f b)n impose that at least one of b and f
must be a return, a contradiction for a VP alphabet. 
3.5.1. FG with a partitioned precedence matrix
We prove that the OPM structure of Fig. 4, obtained in the proof of Theorem 5, is also a suﬃcient condition for an FG to
generate a VPL, thus obtaining a complete characterization of VPA as a subclass of FG.
Deﬁnition 11. For an alphabet Σ , let MT be an OPM such that there exists a partition of Σ into three subsets Σ1, Σ2 and
Σ3 satisfying the conditions:
∀a ∈ Σ1, ∀b ∈ Σ1 ∪Σ3: MT [a,b] = and ∀a ∈ Σ1, ∀b ∈ Σ2: MT [a,b] = .=,
∀a ∈ Σ2, ∀b ∈ Σ : MT [a,b] =,
∀a ∈ Σ3, ∀b ∈ Σ : MT [a,b] =.
Then MT is termed a total VP matrix representing the VP alphabet Σ̂ = 〈Σ1,Σ2,Σ3〉 = 〈Σc,Σr,Σi〉. Any OPM M ⊆ MT is
termed a VP matrix.
For any grammar G , such that OPM(G) is a VP matrix, any rule A → α has |α|Σ  2. The possible stencils of the r.h.s.
of the rules are NcN , NcNr, Nr, Ns, and those obtained by erasing one or more N . On the other hand, the stencils rN , crN
are forbidden because r does not yield precedence to any letter. It follows that, for any FG having a VP matrix, the length
of any r.h.s. is  4.
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Proof. First, observe that if OPM(G) is a VP matrix, then, for every string x ∈ L(G), the syntax tree induces the factorization
x= yc0z or x= y, y = u1w1u2w2 . . .ukwk, z = v1c1v2c2 . . . cr−1vr
where all terms are as in Lemma 4, and its syntax tree has the structure shown in Fig. 3. It suﬃces to consider that the
precedence relations of the VP matrix completely determine the skeleton of the syntax tree, as exempliﬁed in Fig. 5.
Next, for a given G = (VN ,Σ, P , S) satisfying the hypothesis, let us build a VPA A = (Q ,Σ,Γ, δ,q0, Q F ) along the
following lines. A recognizes by ﬁnal state and for convenience is non-deterministic. We recall that the rule stencils are the
ones previously listed. We set Q = VN ∪ {q0, p,qF }, where q0, p,qF /∈ VN . The pushdown alphabet is
Γ = ((VN ∪ {−})×Σc × (VN ∪ {−}))∪ {⊥, ZU }.
Intuitively, A is built in such a way that it enters a state B ∈ VN after ﬁnishing the scanning of a substring syntactically
rooted in B .
In state B , reading a symbol c ∈ Σc (the only ones that yield precedence), A enters state p and pushes onto the stack a
symbol, for which two cases occur. The symbol is ZU , if the c is not to be matched by an r; it is 〈B, c,C〉, if the machine
“looks for” a well-balanced string w such that C
∗⇒ w .
Simpler special cases also occur: for instance, in correspondence to a rule such as A → cr, A “looks” directly for r and
pushes on the stack the symbol 〈−, c,−〉 (or 〈B, c,−〉 in correspondence of a rule A → Bcr).
In state p, reading a c, A remains in the state and pushes on the stack either the symbol ZU if the c is not to be
matched, or a symbol 〈−, c,C〉 if it “looks for” a string w such that C generates w .
Finally we describe the moves that read r ∈ Σr . If the stack is empty, the machine enters a state A associated to a
nonterminal. If the top of stack is a symbol 〈B, c,C〉, the machine pops the stack and enters a state A corresponding to the
l.h.s. of the rule terminating with letter r.
Here too some simpler special cases exist: for instance, symmetrically to a previous pushing case, in state p, with
〈−,C,−〉 at the top of the stack, A just pops and enters state A.
In Appendix B.2 Table 7 lists all the transitions of A.
A’s ﬁnal state set is deﬁned as Q F = {A | S ∗⇒ βA, A = S} ∪ {qF } ∪ {q0 iff S → ε ∈ P }. Notice that a rule A → cB can
be used only in a derivation such as S
∗⇒ αA ⇒ αcB ∗⇒ x, otherwise c would take precedence over some other letter. Thus,
A and B are both in Q F . Furthermore, relation S
∗⇒ αA is decidable thanks to well-known properties of CF grammars: thus
the effectiveness of the construction is not hampered.
Also, state qF is used just to reproduce the effect of rules of type S → αa, a ∈ Σ .
The proof of equivalence L(A) = L(G) somewhat mirrors the equivalence proof of Theorem 5. In Appendix B.2 we state
the basic inductive lemmas supporting the equivalence. 
3.5.2. Balanced grammars and languages
We show that the family BALAN (Deﬁnition 10) corresponds to further restrictions on the precedence matrix and/or on
the stencils of FG rules. Since BALAN is a strict subfamily of VPL [2], we may assume the language to be generated by an
FG G such that OPM(G) is a VP precedence matrix. The following constraints are then added.
1. No unmatched calls or unmatched returns.
Balanced languages do not allow any ci or ri to be unmatched. Thus an FG such that no rule has stencils NciN , Nci ,
ciN , ci , Nri ensure the balancing property.
2. All sentences are bracketed by a matching pair ci, ri .
Therefore the stencil of a rule S → . . . or, if S ⇒ A, of A → . . . , cannot be Ns.
3. Bijection of calls and returns.
In BALAN a ci cannot be matched by distinct returns r j , rk (and similarly an ri cannot match distinct calls). Such
bijection between calls and returns is simply obtained in an FG, by imposing that |Σc| = |Σr | and the OPM submatrix
identiﬁed by rows c1, c2, . . . and columns r1, r2, . . . contains
.= only on the diagonal.
Corollary 8. The following statements are equivalent:
• L is a balanced language.
• L = L(G) where G is FG with a VP precedence matrix satisfying conditions 1, 2, and 3 above.
For convenience we collect in Fig. 6 the main containment relations between language families, which were already
known [2,16,23] or are proved here.
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3.6. Expressivity and structural adequacy
Let us now examine the practical impact of the comparison of FL with other families. VPL and BALAN are mainly targeted
towards the formalization and analysis of so-called mark-up languages such as XML and HTML. A distinguishing feature
of such languages is the presence of possibly nested, opening/closing (i.e., calling/returning) characters; this feature was
initially captured by parenthesized CF languages and more recently generalized, mainly by BALAN and VPL, in various ways.
However, the strict hierarchy exhibited by Fig. 6 and the counterexample (7) of Theorem 6 show that FL allow for a more
general treatment of opening and closing scopes by means of multiple characters rather than by single ones: for instance
keyword pairs such as /∗–∗/, if–ﬁ, begin–end, etc. In some cases they would produce conﬂict in the alphabet partitioning
imposed by BALAN and VPL. Usually, e.g. in the parsing of programming languages, this diﬃculty is avoided by a separate
lexical analyzer, which translates keywords into single abstract characters (tokens or lexemes). This approach, however,
though common in practice, requires a double pass with the use of different automata formalisms (ﬁnite state transducers
and pushdown automata) and different alphabets.
A more important difference between VPL and FL abides in that VPL, like other classes of parenthesized languages, make
the structure of the syntax tree explicit in the language sentence, whereas FL leave it implicit, though deterministically
obtainable through a precedence parsing algorithm, as in their original motivation in the seminal paper by Floyd. In many
practical cases, e.g., in programming and natural languages, the surface structure of the language is rather ﬂexible and does
not provide explicit tags (as it happens in markup languages such as HTML) that encode the deep structure.
Consider for instance the well-known case of arithmetic expressions of the example in Fig. 1 with two levels of oper-
ator precedence. This paradigm is also named a list of lists, each list level having distinct separator characters. For ﬁnite
value k, k-level hierarchical lists are a very widespread regular language. A structurally (or semantically) adequate grammar
is expected to generate the expressions with a structure reﬂecting their semantics, i.e., accounting for the precedence, say,
of multiplication over sum. The FG in Fig. 1 have this property, unlike any VPA recognizing the same language. Adequacy
of structure to semantics is impossible for a VPL, because the shape of the natural syntax tree imposes relations × a and
×+, which violate the partitioned precedence matrix condition (Deﬁnition 11); in other words, terminal a marks both
the opening and the closing of a new scope. The same language could be generated as a VPL by means, say, of the following
grammar:
S → a | S + a | S × a | (S) with Σi = {a, X,+}, Σc =
{
(
}
, and Σr =
{
)
}
.
However, the semantic structure of arithmetic operations would be lost and the only way to recover it in the sentence
would be to make all scopes explicit through a pair of parentheses.
Structural adequacy is an essential prerequisite for syntax-directed translation, as used in compiler design and in program
analysis (and of course in linguistic). We just mention a well-known example: machine instruction selection and register
allocation (e.g., in [24]). This uses a tree pattern matching algorithm to cover by means of tiles the syntax tree of a given
arithmetic expression. Then a dynamic programming algorithm optimally allocates registers for the expression tree. Clearly
for such applications, the tree must reﬂect the correct precedence of the arithmetic operations.
Another limitation of VPL has to do with the fact that by deﬁnition they are recognized by realtime PDA, whereas FL are
not restricted to be realtime languages.
In conclusion, VPL may be structurally adequate for expressing the paradigm of matching procedure invocations and
returns, but are weak for other very common paradigms occurring in programming and natural languages.
On the other side, FG as the earliest grammar family for eﬃciently parsing programming languages, have been progres-
sively superseded by more powerful grammars, such as simple and weak precedence, and LR(k) which cover the whole DCF
spectrum. Unfortunately, the larger families loose the important closure properties which are instead enjoyed by VPL and
FL, as we will see in Section 4. One reason for such loss of properties is that DCF languages (and other families such as
height deterministic ones) impose a strict left-to-right analysis; on the contrary VPL and FL observe a “locality principle”
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and incremental parsing. We will return to this discussion in the conclusions.
4. Closure properties of Floyd languages
In this section we investigate the closure properties of FL w.r.t. typical operations on formal languages. First, we resume
the boolean closures originally proved in [8]. In doing so we also recall richer lattice properties which allow for a more
thorough comparison of FL with other recent classes of H-synchronized languages. Then, we prove that FL are closed w.r.t.
all other main operations: reversal, preﬁx and suﬃx, concatenation, and Kleene star.
4.1. Boolean operations
We need to present some concepts from [8] before we proceed to the boolean properties.
Deﬁnition 12 (Free grammars and maxgrammars). An FG G is free if it is homogeneous and, for all nonterminals A, B = S ,
LG(A) = LG(B)∧ RG(A) = RG(B) implies A = B . For an OPM M , F(M) = {F | F is free ∧ OPM(F ) ⊆ M} is the class of free
precedence-compatible FG.
The following statements hold for right-bounded (Deﬁnition 4) classes of FG.
Statement 9. For any OPM M and k  1, a unique free FG GM,k exists such that OPM(GM,k) = M and for every G ∈ CM,k, it is
L(G) ⊆ L(GM,k).
In the quoted reference, grammar GM,k is termed a maxgrammar.
The inclusion relation between the rule sets of grammars F1, F2 ∈ F(M) induces a partial order relation F1  F2 on free
grammars, corresponding to the inclusion relation on their languages. In the quoted reference, a lattice is deﬁned on top of
this partial order, such that the maxgrammar is the top element.
Deﬁnition 13. Let H = (VN ,Σ, P , S) be an FG in homogeneous normal form with M as OPM. The mapping
W : VN \ {S} → ℘(Σ)×℘(Σ)
is deﬁned by
W (A) = 〈LH (A),RH (A)〉
and naturally extended to P (clearly W (a) = a, ∀a ∈ Σ ).
The free grammar F = W (H) is F = (W (VN )∪ {S},Σ,W (P ), S).
Statement 10. Let H be the class of homogeneous FG. H is partitioned by W into mutually disjoint classes. For each class W−1(F )
with F ∈ F(M), and for all H ∈ W−1(F ), it is L(H) ⊆ L(F ).
We denote by F(F ) = {G ∈ F | G  F } the class of free grammars that precede F in the partial order. For a free grammar
F we deﬁne the class of homogeneous FG H(F ) = {H ∈ H | W (H) ∈ F(F )}. In other words, H(F ) includes all homogeneous
FG with the same rule stencils as F and therefore with an OPM compatible with OPM(F ).
The above concepts and properties are illustrated in Fig. 7.
In [8] an algebraic lattice of homogeneous FG and corresponding languages is deﬁned and studied, leading to the next
property.
Statement 11. (See Corol. 5.7, Theorem 5.8 of [8].) Let F be a free FG. The class of FL deﬁned by {L(H) | H ∈ W−1(F )} is closed under
union, intersection, and complementation with respect to L(F ).
In other words, the proposition applies to the class of FL such that: they are generated by right-bounded FG having
precedence matrices which are included or equal to some precedence matrix M , and their rules are mapped on the rules of
the free grammar F by the W mapping. The free grammar F has matrix M and generates the largest language within this
class.
The lattice structure induced by free grammars resembles the H-synchronization of HDPDAs [16], described in Deﬁni-
tion 8. In fact, it is easy to verify that a free maxgrammar H-synchronizes all grammars in its lattices; in particular a max-
grammar, whose OPM is complete, generates Σ∗; furthermore all grammars sharing the same OPM are such that the parsing
of any string w by any pair of automata A1, A2 accepting their respective languages is such that N(A1,w) = N(A2,w)
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(some simple technicalities are needed to build a normalized complete automaton A accepting L(G), G being an FG). How-
ever, the class of H-synchronized languages also includes languages that are not in the lattice W−1(F ) and moreover may
not even be in FL (e.g. the language anban , n 1). Thus the closure of FL under boolean operations cannot be deduced from
the closure of H-synchronized languages under the same operations.
4.2. Reversal, preﬁx, and suﬃx operations
Regular languages are closed under concatenation, boolean operations, reversal, and under the extraction of all preﬁxes
and suﬃxes; on the other hand, some of these properties are missing in the cases of CF and DCF languages. CF is not
closed under complement and intersection; DCF is not closed under concatenation, union, intersection, reversal and suﬃx
extraction. Furthering the study of FL beyond boolean operations, we prove their closure under the remaining ones.
Although language reversal does not preserve determinism in CF languages, it is immediate to see that FL are closed
under reversal, because of the left–right symmetry in their deﬁnition.
Statement 12. FL is closed with respect to reversal (or mirror reﬂection).
This follows from the fact that, if a  b for an FG G , then it holds b  a for the grammar GR obtained by specularly
reversing the r.h.s. of the rules of G; and similarly for a  b. The a
.= b relation is turned into b .= a by rule reversal. It
follows GR is an FG, with OPM(GR) “reversed” with respect to OPM(G).
Next, we show that the set of preﬁxes (or suﬃxes) of an FL is an FL with the same precedence matrix.
For a language L the preﬁx language is LP = {y | for some z ∈ Σ∗, yz ∈ L} also denoted as pref (L). The suﬃx language
LS = suf (L) is similarly deﬁned.
First notice that, for a CF grammar G , it is straightforward to construct a grammar G ′ of pref (L(G)). But, if G is an FG,
we also need to prove that the construction preserves conﬂict-freeness of OPM(G).
Theorem 13. FL is closed under preﬁx and under suﬃx operations.
Proof. The proof, given just for preﬁxes since the other case is symmetric, is articulated in three steps: construction of
grammar G ′ from the given grammar G , proof that G ′ has the same OPM as G , and proof that L(G ′) = pref (L(G)).
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Let G = (VN ,Σ, P , S) be an FG in Fischer normal form. The new grammar is G ′ = (V ′N ,Σ, P ′, S ′) where V ′N is the
disjoint union of two sets denoted V C and V S , deﬁned as follows:
V C = {AC ∣∣ A ∈ VN \ {S}}, (8)
V S = {AS ∣∣ A ∈ VN \ {S}}. (9)
Intuitively, the nonterminals AS are all and only the suﬃxes of sentential forms (SSF) of G ′ .
To construct the rule set, we introduce two transformations αC and αS
αC ,αS : (VN ∪Σ)∗ →
(
V ′N ∪Σ
)∗
on strings α of the form
α = x0A1x1 . . . Anxn, xi ∈ Σ∗.
If xn = ε then{
αC = x0AC1 x1 . . . ACn xn,
αS = undeﬁned.
If xn = ε then{
αC = x0AC1 x1 . . . ACn ,
αS = x0AC1 x1 . . . ACn−1xn−1ASn .
We also deﬁne the transformation PREF(α) as
PREF(α) = {β Si ∣∣ βi = ε is preﬁx of α}∪ {βCi ∣∣ βi = ε is preﬁx of α ∧ βi ∈ V ∗Σ}.
Then, the new rule set P ′ contains
S ′ → AS , for every rule S → A ∈ P , (10)
AC → αC , for every rule A → α ∈ P , (11)
AS → PREF(α), for every rule A → α ∈ P . (12)
Notice that the construction can produce in G ′ renaming rules (besides those with the axiom as left-hand side) and also
repeated r.h.s. A further step could be applied to transform G ′ in Fisher normal form – and possibly in homogeneous
normal form – if needed in view of further elaboration. Also, some optimizations could be applied to the construction
above, but we preferred to keep its description as simple as possible.
2. Proof that OPM(G ′) = OPM(G) (obviously OPM(G ′) ⊇ OPM(G)).
It is straightforward to verify from Deﬁnition 1 the following identities of terminal sets, for every nonterminal A ∈ VN :
RG ′
(
AC
)= RG(A), LG ′(AC )= LG(A), LG ′(AS)= LG(A).
Therefore the only set that may be affected is RG ′ (AS ).
For simplicity, since the nonterminal sets of the two grammars are disjoint, we drop the grammar names from the
following notation.
Let us consider the case that, for some a ∈ Σ and A ∈ VN , it is a ∈ R(AS ) \ R(A), and show that it does not alter the
OPM. Thus there is some derivation
S ′ ∗⇒ ζ AS ∗⇒ ζβaX, X ∈ V S ∪ {ε}
but no derivation
S ′ ∗⇒ ζ ACbη ∗⇒ ζβaXbη.
Since AS can occur only as the rightmost symbol of a sentential form, it cannot be a b for any b = ⊥.
Moreover, the transformation PREF(α) applied in the construction of P ′ clearly cannot produce any new .= relation.
3. Proof that L(G ′) = pref (L(G)).
We need ﬁrst to observe the straightforward double implications:
∀AC : S ′ ∗⇒ αACβ iff β = ε, (13)
∀AS : S ′ ∗⇒ αASβ iff β = ε. (14)
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∗⇒ α, then S ′ ∗⇒ PREF(α). Notice that the
particular case α ∈ Σ∗ is included.
The induction basis is obvious by construction.
Induction step.
Assume that the thesis holds for all derivations S
k⇒ α. Consider now for G a generic derivation S k+1⇒ β and a
preﬁx of β , say, ζγ such that
S
k⇒ ζ Aη ⇒ ζγ γ˜ η = β.
By the induction hypothesis S ′ k⇒ ζ C AS .
On the other hand, rule AS → γ is in P ′ and the induction step is completed.
(b) Conversely, it is immediate to verify that G ′ cannot generate any sentential form that is not a preﬁx of a sentential
form generated by G . In fact G ’s sentential forms can only be cut in a derivation step that rewrites a nonterminal
of type AS , which in turn can be derived only at the right end of any sentential form. 
Corollary 14. VPLs are closed under preﬁx and suﬃx.
Proof. The preﬁx and suﬃx construction for FG does not alter the original OPM. Thus, if the original OPM is a partitioned
precedence matrix, so is the OPM of the grammar generating the preﬁxes/suﬃxes; therefore, the generated language is still
a VPL according to Theorem 7. 
In our view this is a more convincing argument than the original one [3] which “derives” closure under suﬃxes as a
consequence of the closure under preﬁxes and reversal. However, these two closures together do not necessarily guarantee
closure under suﬃxes: suﬃxes are not the preﬁxes of the reversal. As a counterexample consider the class of languages
that are left-to-right deterministic and right-to-left deterministic: it is closed by deﬁnition under reversal and, as all DCF
languages, it is also closed under preﬁx.2 However, for the following language
L = {eancmbn+me}∪ {danc∗bnd}, m,n 1,
the set of suﬃxes Ls is not deterministic. In fact a string such as anckbme with k >m  n does not belong to Ls , whereas
string anckbmd with k > m  n is in Ls; thus, string anckbm , which is a preﬁx of both strings, cannot be parsed deter-
ministically since in the former case k should be counted whereas in the latter one it should not (to allow for verifying
m n).
4.3. Concatenation
Although FG is the oldest deterministic specialization of CF, the fundamental but non-trivial questions concerning their
closure under concatenation and Kleene star have never been addressed, to the best of our knowledge. This theoretical gap is
perhaps due to the facts that DCF languages are not closed under these operations, and that the constructions used for other
grammar or PDA families do not work for FG, because they destroy the operator grammar form or introduce precedence
conﬂicts. The closure proofs to be presented, though rather involved, are constructive and practical. The grammars produced
for the concatenation (or the Kleene star) structurally differ from the grammars of the two languages to be combined in
rather surprising ways: the syntax tree of the preﬁx string may “invade” the other syntax tree, or conversely, and such
trespasses may occur several times.
A simple case is illustrated by L · L where L = a+ ∪ b+ ∪ ab with precedences a a,b  b,a .= b. Then for y1 = aaa the
structure is [a[a[a]]], for y2 = bb the structure is [[b]b], but the structure of y1 · y2 is [a[a[ab]b]], which is not a composition
of the two.
Let the grammars be G1 = (VN1 ,Σ, P1, S1) and G2 = (VN2 ,Σ, P2, S2), and the nonterminals be conveniently named
VN1 = {S1, A, A1, . . .} and VN2 = {S2, B, B1, . . .}, in order to have distinct names. To simplify the proofs we operate on FG in
homogeneous normal form.
For two sets 1,2 ⊆ Σ and a precedence sign, say , the notation 1  2 abbreviates ∀a ∈ 1, ∀b ∈ 2, a  b.
Moreover, we extend precedence relations from Σ ×Σ to pairs of strings α,β ∈ (Σ ∪ VN )+ such that αβ /∈ (Σ ∪ VN)∗ · VN ·
VN · (Σ ∪ VN)∗ by positing α  β ⇔ R(α)L(β), and similarly for ; for .= the condition is last(πΣ α) .= ﬁrst(πΣ β).
When writing derivations and left/right terminal sets, we usually drop the grammar name when no confusion is possible.
Theorem 15. Let G1 , G2 be FG such that OPM(G1) is compatible with OPM(G2). Then an FG G can be effectively constructed such that
L(G) = L(G1) · L(G2) and OPM(G) ⊇ OPM(G1)∪ OPM(G2).
2 Contrary to the statement in Fig. 10 of [3], DCF languages are not closed under suﬃx.
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Fig. 9. Another case of cross-border rule when R(N) b.
Fig. 10. Rule created by extending the cross-border thread in case a1
.= b1.
Proof. The full proof is reported in Appendix B.3 together with an example of the construction. Here we give a few hints
on the construction of G and support the intuition by means of ﬁgures and examples. For simplicity, we assume that
M = OPM(G1) ∪ OPM(G2) is a total matrix. This does not affect generality, because if, at any step, the following algorithm
checks the precedence relation between two letters a and b, and Mab = ∅, we can arbitrarily assign to Mab a value, thus
obtaining a matrix compatible with M .
The core of the algorithm builds a “thread” of rules that joins the parse trees of x1 and x2, x1 ∈ L1, x2 ∈ L2. The thread
is recursively built in accordance with the precedence relations that connect the letters occurring at the right of the parse
tree of x1 and at the left of the parse tree of x2, respectively. Since the parsing driven by operator precedence relations
is bottom-up, the initialization of the construction is based on the possible “facing” of the rightmost letter of x1 and the
leftmost one of x2. If x1 = y1 · a, x2 = b · y2 and a .= b, then we build a rule of the type [AB] → . . .ab . . . , [AB] being a new
nonterminal (see Fig. 8). If instead the rightmost part of x1 can be parsed without affecting x2 up to a derivation N
∗⇒ y1
because R(N)b, then, when the parsing of x1 leads to a rule such as A → α′aN with a .= b, the jointure of the two syntax
trees begins at that point by means of a rule such as [AB] → α′aNbβ ′ (see Fig. 9) so that the original precedence relations
of G1 and G2 are unaffected.
Similar constructions apply if instead a b.
After this initialization the construction of the “joint parsing thread” iteratively proceeds by following the natural bottom
up parsing. For instance, suppose, as shown in Fig. 10, that a nonterminal of the type [AB] has been built; this means that
A is a SSF, B is a PSF and [AB] “joins” two derivations A ∗⇒ y1, at the end of a parse tree for some string x1 of L1 and
B
∗⇒ y2 at the start of a string x2 of L2; thus, if G1 contains a rule A1 → α · a1 · A (A1 being a SSF) and symmetrically
B1 → B · b1 · β , with a1 .= b1, then the new rule [A1B1] → α · a1 · [AB] · b1 · β is created.
The case a1  b1 is illustrated in Fig. 11: the left part shows a rule created at initialization and two component trees,
while the right part depicts the rule created by the iterative step.
The symmetrical case a1  b1 is omitted. 
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4.4. Kleene star
For many language families the closure under Kleene star accompanies, though not by necessity, the closure under union
and concatenation. This happens, say in a CF language L, because the syntax tree of a string x= y1 y2 . . . yi ∈ Li with y j ∈ L,
is simply obtained by linking, in a left- or right-linear structure, the syntax trees of the components y1, y2, . . . , yi . In the
case of FG a similar composition in general is not possible, because the syntax tree of x may have a sharply different
structure, as already observed for the concatenation L · L.
A case is illustrated by the third power of a language L ⊃ a+ ∪ b+ ∪ c+ , assuming the precedences (induced by further
sentences not considered) to be: a  a, a
.= b, b  b, b .= c, c  c. Then the structure of a string such as y1 · y2 · y3 =
a3 · b2 · c2 ∈ L3 is neither the composition of the structures of y1 · y2 and y3, nor of y1 and y2 · y3.
Before we enter the main topic, it is useful to return to the
.=-acyclicity condition of Deﬁnition 4. Consider the language
L = {aa} with the circular precedence relation M = {a .= a}, and a string a2p , p  0, in the Kleene closure of L. The FG of L∗
with OPM M would then need to contain an unbounded rule set {S → a2p, p  0}, which is not permitted by the standard
deﬁnition of CF grammar. For this reason we make the hypothesis that the precedence matrix is
.=-acyclic.
Theorem 16. Let G = (VN ,Σ, P , S) be an FG such that OPM(G) is .=-acyclic. Then an FG Ĝ = (V̂ N ,Σ, P̂ , Ŝ)with OPM(Ĝ) ⊇ OPM(G)
can be effectively built such that L(Ĝ) = (L(G))∗ .
As in Theorem 15 we assume without loss of generality the precedence matrix to be total. Not surprisingly the con-
struction of Ĝ is based on the construction in Theorem 15 for L · L, but the required extensions involve some technical
diﬃculties.
We need only to consider the irreﬂexive closure L+ , since for L∗ it suﬃces to add the rule S → ε. We always assume
the form of grammar G to be homogeneous.
Again, the complete proof of the theorem is postponed to Appendix B.4 and we give here just an intuitive description of
the construction.
Ĝ is built as the last of a series of grammars that begins with G1 = G and continues with the grammar G2 that generates
L2 = L · L∪ L, computed according to the concatenation algorithm outlined in Section 4.3 and the union algorithm mentioned
in Statement 11. Then G3 is built by iterating the application of the concatenation algorithm to L2 and L itself. Notice,
however, that this new application produces new provisional nonterminals of the type [[AB]C]. Obviously this process
cannot be iterated indeﬁnitely since it would produce a grammar with inﬁnite nonterminals and rules. Thus, nonterminals
of the type [[AB]C] are “collapsed” into [AC]. Intuitively, this operation is justiﬁed by the observation that the rule of an
“intermediate” nonterminal of the type [[AB]C] means that, in G , A ∗⇒ x1, a suﬃx of some string x ∈ L, B ∗⇒ y belonging
to L, and C
∗⇒ z1, a preﬁx of some z ∈ L. By this way, the number of possible new nonterminals is bounded and the
construction of Ĝ terminates when no new nonterminals and rules are generated. Fig. 12 gives an idea of how the sequence
G1,G2,G3 is built.
Notice also that the details of the construction involve the production of so-called compound nonterminals of the type
{[AB], [CD], E}, i.e., collection of “boundary nonterminals”. This is due to the need to iteratively apply a normalization
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procedure that eliminates repeated right-hand sides. For instance, suppose that during the process the following rules are
built:
[AB] → α | β, [CD] → α | γ , E → α | δ
where A, B,C, D, E ∈ VN , and we recall that the nonterminals of the form of a pair [AB] are created by the concatenation
algorithm. Then, elimination of repeated r.h.s. produces a normalized homogeneous grammar containing the rules:{[AB], [CD], E}→ α, {[AB]}→ β, {[CD]}→ γ , {E} → δ.
We observe that it is possible to prove that the closure of FL under the boolean operations, concatenation and Kleene
star, implies that certain subfamilies of FL are closed under the same set of operations: the cases of regular languages and
of visibly pushdown languages over the same partitioned alphabet are obvious.
4.5. Floyd grammars with regular expressions
The preceding closure properties make it possible and interesting to consider regular expressions over FL deﬁned by
precedence compatible grammars. We brieﬂy elaborate on two aspects. First, we enrich Statement 2, then we extend FG
to allow for regular expressions and augmented regular expressions in r.h.s., yet preserving context-freeness and conﬂict-
freeness (i.e., determinism).
Regular languages with prescribed precedences. For regular languages, we have already observed that their standard Chomsky
grammar of type 3, say right-linear, is a very special FG containing only  relations. Let R ⊆ Σ∗ be a regular language and
let M be any precedence matrix. A more interesting question is whether it is possible to ﬁnd an FG that generates R , with
M as OPM. The answer is positive under rather general hypotheses.
Corollary 17. Let M be any total (i.e., no element is null)
.=-acyclic matrix over Σ . Then the family of regular languages over Σ is
(strictly) included in the family of languages generated by grammars in the family CM, .= (
.=-acyclic, precedence compatible FG).
Proof. Let R be deﬁned by a regular expression. To construct an FG with the given matrix M , we analyze the regular
expression starting from the atomic subexpressions. Anytime two subexpressions are combined by union or concatenation
respectively, the constructions of Statement 11 and Theorem 15 respectively produce a corresponding grammar, compati-
ble with M . Similarly, anytime a subexpression is under star, the construction of Theorem 16 produces the corresponding
grammar. 
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Closure properties of language families
Boolean (all) Concatenation Kleene star Reversal Preﬁx Suﬃx Reference
Regular YES YES YES YES YES YES
Deterministic CF (DCF) NO NO NO NO YES NO [27]
Balanced (BALAN) YES NO NO YES NO NO [12]
Visibly pushdown (VPL) YES YES YES YES YES YES [3]
H-sync. Height-deterministic (HDPDL) YES NO NO NO YES NO [16]
Realtime HDPDL (HRDPDL) YES NO NO NO YES NO [16]
Floyd grammar (FL) YES YES YES YES YES YES here
This result gives a procedure, based on the previous algorithms, for constructing from a regular expression, a Floyd
grammar with the speciﬁed precedences. In particular, when the assigned precedences correspond to the left-linear (or
right-linear) structure, the procedure returns a left-linear (or right-linear) grammar. When the precedences are those of a
visibly pushdown language, the procedure returns a grammar with the speciﬁed partition of the alphabet into call, return
and internal symbols.
We are not aware of any comparable method for constructing a deterministic context-free grammar that imposes a
prescribed syntactic structures to the sentences speciﬁed by a regular expression.
Floyd grammars extended with (augmented) regular expressions. CF grammars that contain the regular operators in the rule
r.h.s. are usually called extended Backus normal form (EBNF) grammars and are frequently used in language reference manuals
because of their readability and concision. For FG the EBNF form has never been considered because the needed closure
properties were not known; now we informally describe this new possibility. It is safe to introduce EBNF rules into Floyd
grammars, since we know that they do not cause precedence conﬂicts. Although from Theorem 16 the closure w.r.t. Kleene
star requires the additional hypothesis of an
.=-acyclic OPM, the lack of conﬂicts in the OPM allows for a natural extension
of parsing algorithms to this – unusual – case too.
Actually there is more than that: in the rule r.h.s. we can use, besides the regular operators, intersection and set dif-
ference (in particular complement with respect to the maxgrammar language). Consider an FG that uses in the r.h.s. such
augmented regular expressions over precedence-compatible languages. Then, by previous closure results, the language gen-
erated is a precedence-compatible FL.
In contrast, the introduction of complement and intersection into CF grammar rules produces more powerful classes
of grammars (see for instance [25] where they are named boolean grammars), which generate languages that may not be
context-free.
Lastly, we compare the behavior of EBNF grammars with respect to determinism, in the cases of FG and of LR(k) and
LL(k) grammars. When regular expressions are applied to deterministic CF languages, the resulting language is in general
non-deterministic. In parsing theory (see, e.g., [26]) special cases and suﬃcient conditions are known and used to check
that the regular composition of LR(k) or LL(k) languages preserves the corresponding condition for determinism. For FG this
is not necessary since any regular expression of precedence-consistent languages is precedence-consistent, therefore it is
deterministic.
4.6. Comparison of closure properties
We summarize in Table 1 the closure properties of several families of languages that have been proposed in the context
of studies on generalized parenthesis languages and on languages suited to inﬁnite-state model checking. Regular and de-
terministic CF languages are the basic references of the comparison. The table does not specify the hypotheses for closures
to hold, but of course the domain of the operations ought to be qualiﬁed, as we have discussed at length in earlier sec-
tions: thus, VPL are closed under union just for consistently partitioned alphabets, and FL just for precedence-compatible
grammars, etc.
Also, the statements concerning reversal need polishing: the reversal of a VPL is not in the same class as the original lan-
guage, with respect to the alphabet partition (and similarly for the reversal of an FL with respect to precedence-compatibility
classes).
The last column gives the main references; for the last row it suﬃces to observe that the language
L = {anbncamb2m ∣∣ n 0, m 0}
is in HRDPDL, but its self-concatenation L · L includes strings such as anbncambmc, which cannot be deterministically parsed.
Lastly, we do not have to discuss closure properties for alphabetical homomorphisms because they are obvious: if a
morphism preserves conﬂict-freeness (or the VPA alphabet partition) then the transformed language is in FL (or in VPL).
5. Conclusions and further developments
We have argued that the old operator precedence grammars, which we call Floyd grammars to honor their inventor,
may play an important, unifying role amongst the language families recently introduced by several researchers with the
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known to us – family of deterministic languages that enjoy closure w.r.t. all basic algebraic operations. Furthermore their
parsing algorithm is simpler than for more modern and widespread families such as LR(k); in particular, it is non-directional,
in the sense that it is not necessary to perform the analysis from left to right. This property can be exploited in several ways
as we point out later. Thus we believe that FL currently offer the best compromise between expressiveness and automatic
analyzability of a language formalism.
Our results can be, and partially already have been, enhanced along several directions. First, other important properties
of VPL can be transferred to, or compared with, FL. In particular we realized that, somewhat surprisingly, FG lacked their
“automata counterpart”: although the deterministic shift-reduce parsing algorithms used for LR(k) grammars can obviously
be applied to FG, they refer to more general classes of DPDA which hinders a full exploitation of the nice properties of FG.
We recently ﬁlled up this theoretical hole and deﬁned a new class of pushdown automata [28], named Floyd automata
(FA), that perfectly match FG, in the same way as VPA match VPL. FA nicely lie between VPA and DPDA. The new class of
automata allows, for instance, to extend their application to languages of inﬁnite words by exploiting quite naturally Buchi
or Muller approaches.
It is also interesting to characterize FL in terms of logic formulas, as it was done for VPL; this feature is of particular
relevance to applications in the ﬁeld of model checking.
Looking for other more comprehensive language families that share all closure properties enjoyed by regular languages,
VPL, and FL, could also produce further progress.
In a different direction, it is interesting to transfer to VPL a rather surprising invariance property of FG. We re-
call the deﬁnition of non-counting context-free grammar (NC) [29], which extends the notion of NC regular language of
McNaughton and Papert [10]. A CF grammar G is NC if the parenthesized language L(G˜) satisﬁes the following condi-
tion: ∃n > 0: ∀x, v,w, v, y ∈ Σ∗ , where w and vwv are well parenthesized, and ∀m  0, xvnwvn y ∈ L˜ if, and only if,
xvn+mwvn+m y ∈ L˜. In general, two equivalent CF grammars may differ with respect to the NC property, but if an FG is NC,
then all equivalent FG are NC [11]. Consider now, for a VPL L ⊆ Σ∗ , two equivalent VPA recognizers, which may differ with
respect to the 3-partition of the letters. The two corresponding FG (as from Theorem 5) may differ in precedence relations,
but they are either both NC, or both counting.
FL also promise to enrich the application ﬁelds of VPL beyond the original sectors of mark-up languages and model
checking. In fact VPL, BALAN, and other related classes belong to the family of “explicitly parenthesized languages” (they
are “visibly pushdown”); thus, the parsing of their strings is trivial since their syntax trees are already embedded in the
parenthesization; this property, however, makes them unsuitable to deal with programming and a fortiori natural languages
where the syntactic structure of the strings is implicit and must be obtained by more or less sophisticated parsing algo-
rithms. On the contrary, FL have been invented just with the goal of eﬃcient, deterministic parsing, yet they retain the
property of explicitly parenthesized languages – which is not shared by general deterministic languages: that the position
of the “handle” (i.e., the r.h.s. of a rule) can be uniquely identiﬁed in a text independently from its external context. This
makes FL better suited than general DPDL for parallel and/or incremental parsing, where the possibility of (re)starting the
analysis at any point of the input string is fundamental. This approach too is the object of further ongoing research, in
terms, e.g., of parallel FA.
Finally, a typical technical problem that often arises when applying veriﬁcation techniques, is the combinatorial ex-
plosion that leads to theoretically intractable complexity. FL are no exception in this respect since the core of most
veriﬁcation techniques is the “determinization” of some formalism. For instance, transforming a non-deterministic VPA
into a deterministic one may cause the number of states to grow from n to 2n
2
; similarly and not surprisingly,
the decision procedures for FG are based on the elimination of repeated right-hand sides, which requires a nonter-
minal alphabet that is the power set of the original one [5]. Perhaps not surprisingly, our procedure to derive an
FG from a VPA builds a nonterminal alphabet that is the set of pairs of VPA states. On the other hand, despite
this theoretical hurdle, decades of intense researches in the ﬁeld of model checking have produced plenty of heuris-
tic and abstraction techniques that permit to handle systems with billions of potential states. Thus, it seems worth
to investigate whether similar or new techniques may produce comparable results within VPL, FL and related fami-
lies.
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Appendix A
For the reader convenience the acronyms (dropping the “s” when writing plurals) of the numerous devices and language
families are collected in Table 2:
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Acronyms.
BALAN balanced grammar/language
CF, PDA context-free, pushdown automaton
DCF or DPDA deterministic CF, deterministic pushdown automaton
FG, FL, FA Floyd grammar/language/automaton
HDPDA, HDPDL height-deterministic deterministic pushdown automaton/language
HPDA, HPDL height-deterministic pushdown automaton/language
HRDPDA, HRDPD height-deterministic realtime deterministic pushdown automaton/language
NC non-counting context-free grammar
OG operator grammar
OPM operator precedence matrix
REG regular language
RDPDA, RDPDL realtime deterministic pushdown automaton/language
RPDA, RPDL realtime pushdown automaton/language
VPA, VPL visibly pushdown automaton/language
Table 3
Rules of the axiom.
Case Transitions Rules
S → Y c0X δ(qi , c0)  (p j , ZU ) S → 〈q0,qi〉c0〈p j , p f 〉, ∀p f ∈ Q F
S → Y S → 〈q0,q f 〉, ∀q f ∈ Q F
S → Y c0 δ(qi , c0)  (p f , ZU ), p f ∈ Q F S → 〈q0,qi〉c0
S → c0X δ(q0, c0)  (p j , ZU ) S → c0〈p j , p f 〉, ∀p f ∈ Q F
S → c0 δ(q0, c0)  (p f , ZU ), p f ∈ Q F S → c0
Table 4
Rules of nonterminals of class Y (deriving the maximal preﬁx ending with empty stack).
Case Transitions Rules
Y → s δ(q0, s)  qi 〈q0,qi〉 → s
Y → r δ(q0, r,⊥)  qi 〈q0,qi〉 → r
Y → Y s δ(qi , s)  q j 〈q0,q j〉 → 〈q0,qi〉s
Y → Y r δ(qi , r,⊥)  q j 〈q0,q j〉 → 〈q0,qi〉r
Y → cBr δ(q0, c)  (qt , Z), δ(qk, r, Z)  qh 〈q0,qh〉 → c〈qt , Z ,qk〉r
Y → cr δ(q0, c)  (qt , Z), δ(qt , r, Z)  qh 〈q0,qh〉 → cr
Y → Y cBr δ(qi , c)  (q j , Z), δ(qm, r, Z)  qn 〈q0,qn〉 → 〈q0,qi〉c〈q j, Z ,qm〉r
Y → Y cr δ(qi , c)  (q j , Z), δ(q j, r, Z)  qn 〈q0,qn〉 → 〈q0,qi〉cr
Table 5
Rules for nonterminals of classes B1 and B2, generating well-balanced strings. (The case B2 just differs from B1
in that the state set is Q p instead of Qq .)
Case Transitions Rules
B1 → B1cB1r δ(qi , c)  (q j , Z), δ(qm, r, Z)  qn 〈q,qn〉 → 〈q,qi〉c〈q j, Z ,qm〉r, ∀q ∈ Qq
B1 → B1cr δ(qi , c)  (q j , Z), δ(q j , r, Z)  qn 〈q,qn〉 → 〈q,qi〉cr, ∀q ∈ Qq
B1 → cB1r δ(qi , c)  (q j , Z), δ(qm, r, Z)  qn 〈qi ,qn〉 → c〈q j, Z ,qn〉r
B1 → cr δ(qi , c)  (q j , Z), δ(q j , r, Z)  qn 〈qi ,qn〉 → cr
B1 → B1cB1r δ(qi , c)  (q j , Z), δ(qm, r, Z)  qn 〈qi ,W ,qn〉 → 〈q,qi〉c〈q j, Z ,qm〉r, ∀q ∈ Qq , W ∈ Γ
B1 → cB1r δ(qi , c)  (q j , Z), δ(qm, r, Z)  qn 〈q,W ,qn〉 → c〈q j, Z ,qm〉r, ∀q ∈ Qq , W ∈ Γ
B1 → B1cr δ(qi , c)  (q j , Z), δ(q j , r, Z)  qn 〈q,W ,qn〉 → 〈q,qi〉cr, ∀q ∈ Qq , W ∈ Γ
B1 → B1s δ(qh, s)  qm 〈q,W ,qm〉 → 〈q,qh〉s, ∀q ∈ Qq , W ∈ Γ
B1 → s δ(q j, s)  qm 〈q j ,W ,qm〉 → s, ∀W ∈ Γ
Appendix B
B.1. Complements to the proof of VPL inclusion within FL, i.e., Theorem 5
B.1.1. Grammar construction
Tables 3, 4, 5, and 6 provide a complete deﬁnition of G ’s rules on the basis of the terminology of Section 3.5. The
rules are keyed to the factorization of Lemma 4. The scheme of a sample syntax tree produced by the grammar, for a
string factorized as in Lemma 4, was shown in Fig. 3. Also, recall that the state set Q is partitioned into the disjoint sets
{q0} ∪ Qq ∪ Q p .
In the tables, calls, returns and internals are respectively denoted c, r and s; Z , W are stack symbols different from ⊥.
Notice that the constructed grammar may be not reduced (i.e. some nonterminal may be unreachable from the axiom or
it may not derive any terminal string). In that case the useless nonterminals and rules can be removed by well-known
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Rules for nonterminals of class X (deriving the suﬃx containing unmatched calls).
Case Transitions Rules
X → cX δ(pi , c)  (p j , ZU ) 〈pi , p f 〉 → c〈p j, p f 〉, ∀p f ∈ Q F
X → c δ(pi , c)  (p f , ZU ), p f ∈ Q F 〈pi , p f 〉 → c
X → BcX δ(p j , c)  (ph, ZU ) 〈p, p f 〉 → 〈p, p j〉c〈ph, p f 〉, ∀p f ∈ Q F , p ∈ Q p
X → BC δ(p j , c)  (p f , ZU ), p f ∈ Q F 〈p, p f 〉 → 〈p, p j〉c
X → BcBr δ(pi , c)  (p j , Z), δ(pm, r, Z)  pn 〈p, p f 〉 → 〈p, pi〉c〈p j, Z , pm〉r, ∀p ∈ Q p , p f ∈ Q F
X → cBr δ(pi , c)  (p j , Z), δ(pm, r, Z)  pn 〈pi , p f 〉 → c〈p j, Z , pn〉r, p f ∈ Q F
X → Bcr δ(pi , c)  (p j , Z), δ(p j , r, Z)  pn 〈p, p f 〉 → 〈p, pi〉cr, ∀p ∈ Q p , ∀p f ∈ Q F
X → cr δ(pi , c)  (p j , Z), δ(p j , r, Z)  pn 〈pi , p f 〉 → cr, ∀p ∈ Q p , p f ∈ Q F
X → Bs δ(p j , s)  p f , p f ∈ Q F 〈p, p f 〉 → 〈p, p j〉s, ∀p ∈ Q p
X → s δ(p j , s)  p f , p f ∈ Q F 〈p, p f 〉 → s
algorithms (e.g. in [27]). Similarly, if repeated r.h.s. are generated, a transformation to re-normalize the grammar has to be
applied.
B.1.2. G is a Floyd grammar
By construction all the rules are in operator form. To verify that the operator precedence matrix M is conﬂict-free, it
suﬃces to compute the relevant terminal sets and the matrix entries using the previous deﬁnitions. It should be enough to
show one case.
For the rule 〈q0,qn〉 → 〈q0,qi〉c〈q j, Z ,qm〉r the set RG(〈q0,qi〉) ⊆ Σi ∪Σr produces the relations s c, r  c.
The sets LG(〈q j, Z ,qm〉) ⊆ Σi ∪Σc , RG(〈q j, Z ,qm〉) ⊆ Σi ∪Σr determine c c, c s and s r, r r; the right part of the
rule gives c
.= r. Thus we obtain a conﬂict-free matrix M ⊆ MT where MT is the total matrix that was shown in Fig. 4.
B.1.3. Proof of the equivalence L(G) = L(A)
It is obtained by a fairly natural induction showing the double implication between computations and derivations. It is
structured into several “macro-steps” mirroring the factorization introduced in Lemma 4. We develop in detail only a sample
of the various cases, since the others are similar.
1. (qi,⊥) ∗→
x
(q j,⊥) ⇔ 〈qi,q j〉 ∗⇒ x, x ∈ (Σr ∪Σi)∗ .
2. (qi, σ )
∗→
x
(q j, σ ) ⇔ 〈qi,q j〉 ∗⇒ x, x ∈ Σ∗ and well balanced.
3. (pi, σ )
∗→
x
(p j, σ ) ⇔ 〈pi, p j〉 ∗⇒ x, x ∈ Σ∗ and well balanced.
4. (pi,⊥ZkU )
∗→
cn
(p j,⊥Zk+nU ) ⇔ 〈pi, p j〉 ∗⇒ cn .
5. ∀γ ∈ Γ ∗, Z , (pi,⊥γ Z) ∗→
w
(p j,⊥γ Z) (without ever popping Z ) ⇔ 〈pi, Z , p j〉 ∗⇒ w , where w is a well-balanced string.
Induction base:
(a) δ(pi, c)  (pk, Z)∧ δ(pk, r, Z)  p j ⇔ ∃W : 〈pi,W , p j〉 → cr.
(b) δ(pi, s)  p j ⇔ ∃W : 〈pi,W , p j〉 → s.
From the inductive hypotheses:
(a) (pi,⊥γW ) ∗→
x
(ph,⊥γW ) ⇔ 〈pi, ph〉 ∗⇒ x, x ∈ Σ∗ ,
(b) (ph,⊥γW ) →
c
(pt ,⊥γW Z),
(c) (pt ,⊥γW Z) ∗→
w1
(pr,⊥γW Z) ⇔ 〈pt , Z , pr〉 ∗⇒ w1,
(d) (pr,⊥γW Z) →
r
(p j,⊥γW ),
we derive:
(pi,⊥γW ) ∗→
w
(p j,⊥γW ) ⇔ 〈pi,W , p j〉 ∗⇒ w, w = xcw1r. (15)
Special cases, such as x= ε and many others, can be similarly treated.
N.B. Each inductive proof of the various assertions may exploit other assertions in the inductive steps. For instance the
inductive hypothesis (a) above is based on assertion 3.
B.2. Complements to the proof that an FG with VP partitioned matrix generates a VPL, i.e., Theorem 7
The complete deﬁnition of A’s transition function is given in Table 7. Notice that the derivations S ∗⇒ Aα needed in
section 1 of the table can be effectively computed.
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Transition relation δ of the VPA A accepting L(G).
Rules δ
1 A → s δ(q0, s)  A
A → r, such that S ∗⇒ Aα δ(q0, r,⊥)  A
2 A → s δ(p, s)  A
A → Bs δ(B, s)  A
A → Br δ(B, r,⊥)  A
3 A → cB δ(p, c)  (p, ZU )
S → BcC δ(B, c)  (p, ZU )
4 S → BcCr δ(B, c)  (p, 〈B, c,C〉)
δ(C, r, 〈B, c,C〉)  qF
S → s δ(q0, s)  qF
S → c δ(q0, c)  (qF , ZU )
S → r δ(q0, r,⊥)  qF
A → BcCr δ(B, c)  (p, 〈B, c,C〉)
δ(p, r, 〈B, c,C〉)  A
A → Bcr δ(B, c)  (p, 〈B, c,−〉)
δ(p, r, 〈B, c,−〉)  A
5 A → cBr δ(p, c)  (p, 〈−, c, B〉)
δ(B, r, 〈−, c, B〉)  A
A → cr δ(p, c)  (p, 〈−, c,−〉)
δ(p, r, 〈−, c,−〉)  A
The proof of the equivalence L(A) = L(G) somewhat mirrors the equivalence proof of Theorem 5. For instance, from
section 2 of Table 7 the following lemma immediately descends:
A
∗⇒ w, w ∈ (Σi ∪Σr)∗ ⇔ ∃σ ∈
(
Γ \ {⊥})∗, t ∈ Q such that (t,⊥σ) ∗→
w
(A,⊥σ).
Similarly, the lemma
A
∗⇒ w, w well balanced ⇔ ∃σ ∈ (Γ \ {⊥})∗, t ∈ Q such that (t,⊥σ) ∗→
w
(A,⊥σ)
can be proved by a natural induction, taking as the basis the cases A → cr and A → s, and then exploiting for the induction
steps sections 2, 4, and 5 of Table 7. Further details of the proof are omitted as fairly obvious.
B.3. Proof of concatenation closure of FG, i.e., Theorem 15
We assume that G1 and G2 are in homogeneous normal form. First we present the algorithm that constructs a homoge-
neous FG G = (VN ,Σ, P , S) such that OPM(G) ⊇ OPM(G1)∪ OPM(G2). Then, by means of a series of lemmas, we prove that
L(G) = L(G1) · L(G2).
B.3.1. Algorithm building grammar G of concatenation
For simplicity, we assume that M = OPM(G1) ∪ OPM(G2) is a total matrix. This does not affect generality, because if,
at any step, the following algorithm checks the precedence relation between two letters a and b, and Mab = ∅, we can
arbitrarily assign to Mab a value, thus obtaining a matrix compatible with M .
Two types of nonterminals occur in G: the nonterminals other than the axioms of G1 and G2, and new nonterminals
named by certain pairs [AB] with A ∈ VN1 and B ∈ VN2 .
The algorithm may produce non-invertible grammars and may create useless rules. Thus, a ﬁnal step will transform the
grammar into the desired normal form at the end.
Initialization. Initialize G with VN = VN1 ∪ VN2 \ {S1, S2} and P with the rules of P1 and P2 that do not contain S1 or S2.
Then add to G the rules created using the following two initial cases.
1. Initial case
.=. For every A → α ∈ P1, B → β ∈ P2 such that A is a SSF and B is a PSF and α .= β , and one of the
following mutually exclusive conditions holds:
• α = α′a, β = bβ ′ , schematized in Fig. 8,
• α = α′aN , β = bβ ′ , R(N) b, N ∈ VN1 , schematized in Fig. 9,• α = α′a, β = Nbβ ′ , aL(N), N ∈ VN2 (the symmetrical of the preceding case),
add to VN the nonterminal [AB] and to P the rule [AB] → αβ . LG([AB]) = LG1(A) and RG([AB]) = RG2 (B), therefore
no new precedence relations are added to M by the new rules, because, thanks to the homogeneous form of G1 and
G2, L(β) = L(B) and R(α) = R(A).
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2. Initial cases  and .
(a) Case . For every derivation
S1
∗⇒ ξ A1 ⇒ ξαaA with ξ = ε, and S2 ∗⇒ Bζ ⇒ bβζ
such that R(A)  b and a  b, add to VN the nonterminal [AB] and to P the rule [AB] → Abβ . This case is
schematized in Fig. 13.
Remark: from the homogeneous form, for any rules A → α1 | α2, it is R(α1) = R(α2) = R(A) and precedence
relations are unaffected.
(b) Case . This and the previous case are symmetrical. For every derivations
S1
∗⇒ ζ A ⇒ ζαa and S2 ∗⇒ B1ξ ⇒ Bbβξ with ξ = ε
such that aL(B) and a b, add to VN the nonterminal [AB] and to P the rule [AB] → αaB .
Remark: the precedence relations are unaffected.
(c) For every pair of rules
S1 → A1 and B → bβ
such that B is a PSF and R(A1) b, add to G the rule [A1B] → A1bβ .
Notice that this case can be seen as a subcase of (a), where the derivation is S1 ⇒ A1 and therefore the hidden ⊥
plays the role of a.
Remark: the precedence relations are unaffected.
(d) Symmetrically, for every pair of rules
A → αa, S2 → B1
such that A is a SSF and aL(B1), add to G the rule [AB1] → αaB1.
Remark: the precedence relations are unaffected.
After initialization. The following steps 3, 4, 5 are applied over and over, until no more rules are added to the grammar. In
steps 3, 4, 5, the nonterminals A1, A are SSF and the nonterminals B1, B are PSF. In all cases the precedence relations are
unaffected.
(3) Case
.=. For every A1 → αaA ∈ P1 and B1 → Bbβ ∈ P2 (clearly it is A1 = S1 and B1 = S2 since the grammar is homo-
geneous), such that a
.= b and [AB] ∈ VN , add to P the rule [A1B1] → αa[AB]bβ .
(4) Case . For every A1 → αaA ∈ P1 such that A1 is a SSF, and for every B ∈ VN2 ,b ∈ Σ , such that a b and S2 ∗⇒ B1ζ ⇒
Bbβζ and [AB] ∈ VN , add the rule [A1B] → αa[AB] to P .
(5) Case . For every B1 → Bbβ ∈ P2 such that B is a PSF, for every A ∈ VN1 ,a ∈ Σ , such that ab and S1 ∗⇒ ξ A1 ⇒ ξαaA
and [AB] ∈ VN , add the rule [AB1] → [AB]bβ to P .
See Fig. 14 for illustration.
At last, to create the rules for the axiom, apply the next step:
(6) Case axiom. Apply the following steps to every pair of rules S1 → A1 and S2 → B1.
(a) If [A1B1] ∈ VN , add to P the rule S → [A1B1].
(b) If A1 → αaN with N ∈ VN1 ∪ {ε} is in P1 and B1 → bβ is in P2, such that a b, then add to P the rules [A1B1] →
A1bβ and S → [A1B1].
(c) If A1 → αa ∈ P1 and B1 → Nbβ ∈ P2 with N ∈ VN2 ∪ {ε}, such that a  b, then add to P the rules [A1B1] →
αaB1 ∈ P and S → [A1B1].
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(d) If A1 → αaA is in P1, S2 → B is in P2, and [AB] ∈ VN , then add the rule [A1S2] → αa[AB]; furthermore, if
S1 → A1 is in P1, add the rule S → [A1S2].
(e) If A1 → αaA is in P1 and [AS2] ∈ VN , then add the rule [A1S2] → αa[AS2].
(f) symmetrical to (d).
(g) symmetrical to (e).
Remark: the rules thus added to P do not modify the precedence matrix M .
It is obvious that the construction terminates, because there are ﬁnitely many possible new nonterminals of the form [AB]
and ﬁnitely many possible right-hand sides for the rules.
Finally, since each step of the construction does not induce new precedence relations, the grammar G is an FG with a
matrix M compatible with M1 and M2.
From Statement 1, a structurally equivalent grammar in homogeneous normal form can be obtained. In particular, the
grammar must be reduced by eliminating useless rules and repeated right-hand sides.
B.3.2. Proof that L(G) = L(G1) · L(G2)
The inclusion L(G) ⊆ L(G1) · L(G2) follows easily from the construction, so we just have to prove the inclusion L(G) ⊇
L(G1) · L(G2). For that we need the next four lemmas.
Lemma 18. It states two symmetrical properties:
• If there are derivations
S1 ⇒ A1 ∗⇒ x, S2 ∗⇒ y = b · z, b ∈ Σ
and R(A1) b, then G has a derivation
S ⇒ [A1B] ∗⇒ [A1Bk]ζ ⇒ A1bζ ∗⇒ xy.
• If there are derivations
S1
∗⇒ x= z · a, a ∈ Σ, S2 ⇒ B1 ∗⇒ y
and aL(B1), then G has a derivation
S ⇒ [AB1] ∗⇒ ξ [Ak B1] ⇒ ξaB1 ∗⇒ xy.
Proof. For the ﬁrst item: if S2 ⇒ B1 ⇒ bβ ∗⇒ y then by construction 2(c) and 6(a) ∃[A1B1] → A1bβ and S → [A1B1]. If
S2
∗⇒ Bkξ ⇒ bβξ ∗⇒ y, then from 2.(a) ∃[A1Bk] → A1bβ and for every Bi → B jβ j in the derivation S2 ∗⇒ Biξ ⇒ B jβ jξ ∗⇒ y
there exists by step 5 a rule [A1Bi] → [A1B j]β j . Thus S ∗⇒ x · y. For the second item the proof is symmetrical. 
Lemma 19. It states two symmetrical properties:
• If there are derivations S1 ∗⇒ x1A1 ⇒ x1αaA ∗⇒ xw, A ∗⇒ w, and S2 ∗⇒ By ⇒ bβ y ∗⇒ bz · y such that R(A) b, a  b, then
there exists a nonterminal [AB] such that [AB] ⇒ Abβ ∗⇒ w · bz. (Proof : by case (2)(a).)
• Symmetrically, if there are derivations S1 ∗⇒ xA ⇒ xαa ∗⇒ x · za with a ∈ Σ and S2 ∗⇒ B1 y1 ⇒ Bbβ y1 ∗⇒ wy with b ∈ Σ ,
B
∗⇒ w such that aL(B), a b, then there exists a nonterminal [AB] such that [AB] ⇒ αaB ∗⇒ zaw. (Proof : by case (2)(b).)
Similar to Lemma 19, the next lemma takes care of the condition a
.= b.
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• If there are derivations
S1
∗⇒ x1A ⇒ x1αaA1 ∗⇒ x1vw
with A1
∗⇒ w, and
S2
∗⇒ By ⇒ bβ y ∗⇒ bzy
such that a
.= b and R(A1) b, then there exists a nonterminal [A B] and a rule [A B] → αaA1bβ . (Proof : by case (1).)
• If there are derivations
S1
∗⇒ xA ⇒ xαa ∗⇒ xva, S2 ∗⇒ By1 ⇒ B1bβ y1 ∗⇒ wzy1
with B1
∗⇒ w, such that a = b and aL(B1), then there exists a nonterminal [A B] and a rule [AB] → αaB1β .
Finally, the following lemma synthesizes all previous results and leads to the thesis.
Lemma 21. If there are derivations
S1
∗⇒ xA, A ∗⇒ w, S2 ∗⇒ By, B ∗⇒ z
then G has the derivation
S
∗⇒ x[AB]y ∗⇒ xw · zy.
Proof. The proof is by induction. The initialization is covered by Lemmas 18, 19, 20, and we explain the induction step.
Assume by inductive hypothesis that
S1
∗⇒ xA1 ⇒ xαaA ∗⇒ xαax1 and S2 ∗⇒ B1 y ⇒ Bbβ y ∗⇒ y1bβ y
and G has the derivation [AB] ∗⇒ x1 y1. Three cases may occur.
1. a
.= b. Then, the constructions at case (1) (initial case .=) and at case (3) of the algorithm ensure that G contains the
rule [A1B1] → αa[AB]bβ .
2. a b. Similarly, by construction case (4).
3. a b. Similarly, by construction case (5). 
The next example illustrates the construction.
Example 1. Consider the following FG
G1 = {S1 → A0, A0 → aA1, A1 → aA1b | ab},
G2 = {S2 → B, B → bc | Bbc}.
The left/right terminal sets and the precedence matrix OPM(G1)∪ OPM(G2) are:
R L
A0 a,b useless
A1 b useless
B useless b
M1,2 =
a b c
a 
.=
b 
.=
c 
We list the results of the steps.
VN = {A0, A1, B}; P = {A0 → aA1, A1 → aA1b | ab, B → bc | Bbc}.
For initial case (1),
.=:
A0, A1 are SSF, B is PSF. From the derivations A0 ⇒ aA1, B ⇒ bc and from the relation R(A1) = b b, create the rule
[A0B] → aA1bc.
Then no rule is created by the following steps:
(2)(a). initial case ; (2)(b). initial case ; (2)(c).; (2)(d).; (3), case
.=; (4), case .
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rule
[A0B] → [A0B]bc.
Finally, for case (6):
From S1 → A0, S2 → B
6(a). Since [A0B] exists, create the rule
S → [A0B].
The cases 6(b). and 6(c). are unproductive, and collecting all the rules, we obtain the grammar:
S → [A0B], [A0B] → aA1bc, [A0B] → [A0B]bc,
A0 → aA1, A1 → aA1b | ab, B → bc | Bbc.
Grammar normalization deletes rules A0 → aA1, B → bc | Bbc. No repeated r.h.s. are present and the homogeneous condition
is already met.
B.4. Proof of the closure of FL under Kleene star, i.e., Theorem 16
First we present the algorithm to build Ĝ , then we prove the equivalence L(Ĝ) = L∗ .
B.4.1. Algorithm constructing the grammar of Kleene closure
The algorithm constructs a ﬁnite series of grammars G = G1,G2, . . . ,GI , . . . with L = L(G1) ⊂ L(G2) ⊂ . . . , eventually
converging to L+ = L(Ĝ).
Initialization. Let G1 = G = (VN ,Σ, P , S). Using the construction for concatenation, we build the grammar denoted by F2
such that L(F2) = L2(G1).
Then we build the grammar G2 generating the language L(G2) = L2(G1) ∪ L(G1), and cast it into homogeneous normal
form. It is important that when applying normalization, the nonterminal names of G2 are chosen so to preserve information
on the original nonterminals.
Disciplined normalization. More precisely, in G2, as well as in all subsequent grammars, the nonterminal alphabet is VN,2 ⊆
℘(VN × VN ∪ VN). A nonterminal such as {[AB], [CD], E} is termed compound, while a simple nonterminal has the form,
say, {E} or {[AB]}.
The intended meaning of such nonterminal names is clariﬁed by the next example. Suppose that before normalization
the grammar contained the rules:
[AB] → α | β, [CD] → α | γ , E → α | δ
where A, B,C, D, E ∈ VN , and we recall that the nonterminals of the form of a pair [AB] are created by the concatenation
algorithm. The normalized, invertible grammar then contains the rules:{[AB], [CD], E}→ α, {[AB]}→ β, {[CD]}→ γ , {E} → δ. (16)
In addition, in order to preserve language equivalence, for any occurrence of a nonterminal N in a r.h.s., the alternatives
must be added that have instead of N any compound nonterminal N ′ such that N ⊂ N ′ . Continuing the example, if rule
X → η[AB]ϑ is present, the normalized grammar contains the rules {X} → η{[AB]}ϑ and {X} → η{[AB], [CD], E}ϑ .
We observe that, since G does not contain rules with identical r.h.s., a compound nonterminal N ∈ VN,2 may not contain
more than one singleton, i.e., |N ∩ VN | 1.
The next lemmas are straightforward consequences of disciplined normalization.
Lemma 22. The set of strings generated by grammar G2 starting from a compound nonterminal N is
LG2(N) =
⋂
A,B∈VN∧[AB]∈N∧C∈N
{
LG(A) · LG(B), LG(C)
}
.
We observe that the language generated by G2 starting from a simple nonterminal, say {A}, may differ from the language
generated by A in G:
LG2
({A})⊆ LG(A)
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partitions the set of strings derivable from an original nonterminal according to the context where they can occur: if, in
some place, the same string can be derived, say, both by [AB] and by C , in the new version it will be derived by {[AB],C}.
We will see that this separation or partition is necessary to distinguish between sentences that are part of a concatenation
of two adjacent strings, say, x and y, of L in L∗ and those that are generated by the original grammar G .
The next proposition relates the derivations in G and in G2.
Lemma 23. Let N ∈ VN,2 and [AB] ∈ N. Then in G2 nonterminal A is a SSF, nonterminal B is a PSF, and all strings derivable by A · B
in G are derivable in G2 by some nonterminal N containing [AB].
Iteration. Initially we set the iteration index I to 2.
1. Each iterative step computes the grammar generating language L(GI ) · L(G)∪ L(GI ). The grammar generating L(GI ) · L(G)
is obtained by applying the algorithm for concatenation, with the following variant. Whenever the old algorithm would
combine a nonterminal N ∈ VN,I and a nonterminal H ∈ VN into the pair [NH] with associated rule {[NH]} → α, the
new algorithm writes instead the rule Q → α where
Q is
{[AH], [CH] ∣∣ for some B ∈ VN , it is [AB] ∈ N, and C ∈ VN is in N}. (17)
Clearly the mapping from the old to the new nonterminal names can be many-to-one.
To illustrate, the combination of N = {[AB], [CD], E} and of N ′ = {[AD], [CD], E} with H gives rise to the same com-
pound nonterminal {[AH], [CH], [EH]}. In such cases, we say that the nonterminals B , D have been dropped by the
renaming mapping. On the other hand, the pair [EH] has been created without dropping a nonterminal.
Notice that this construction can introduce new recursive rules or derivations.
2. Normalize the resulting grammar into homogeneous normal form, adopting the same disciplined naming scheme (16)
for nonterminals, as in the initialization step.
3. If GI differs from GI−1 go to step 1. Otherwise set Ĝ = GI and halt.
The algorithm clearly terminates since the nonterminal alphabet VN,I is a subset of ℘(VN × VN ∪ VN) and the length
of the rule right-hand sides is bounded by the hypothesis that the OPM is
.=-acyclic.
The ﬁrst consequence of the above procedure is the next lemma.
Lemma 24. Let N ∈ VN,I and [AB] ∈ N. Then for grammar G the following holds:
• A is a SSF and B is a PSF. Moreover either one of the following cases occurs:
– nonterminal [AB] was created as left part of a rule of type (17) without dropping a nonterminal;
– nonterminal [AB] was created in (17) dropping a nonterminal X , i.e., [AB] comes from [[AX]B] with [AX] ∈ N ′ ∈ VN,I−1 and
X a PSF.
Thus, whereas in the original concatenation construction [AB] denotes a nonterminal that generates two adjacent sub-
strings that are, respectively, the suﬃx and the preﬁx of strings belonging to L, after the iteration steps an [AB] belonging
to a nonterminal N may also mean that [AB] generates such substrings that encompass one or more whole sentences of L.
Notice also that the iterative step of the algorithm may produce derivations such as N
∗⇒ αNβ with [AB] ∈ N , which,
in the absence of the steps that collapse several [[. . . [AX]Y . . .]B] into a single [AB] would not be recursive. By this way
strings belonging to L∗ , and not only to a ﬁnite concatenation of L with itself, may be generated. On the other hand the
separation between the various Ni guarantees that Ni derives only those strings that would be generated by everyone of its
elements (Lemma 22); thus, wherever Ni is generated in a derivation of Ĝ , the strings it produces are compatible with their
context since Ni is produced in sentential forms where at least one of its elements would have been generated by some
intermediate grammar produced by the above iterative algorithm.
Finally, notice that a generic element [AB], whether it appears in one or more Ni , may be the result of the collapsing of
different previous elements. For instance, the following rules could be generated: {[AB]} → αγ β as the result of collapsing
[[AX]B] into [AB] from rules such as
A → α, X → γ , B → β, with α .= γ .= β, L(X) ⊆ L
and {[AB]} → ζ.δ.η as the result of collapsing [[AY ]B] into [AB] from rules such as
A → ζ, Y → δ, B → η, with ζ .= δ .= η, L(Y ) ⊆ L.
This again means that, if the singleton {[AB]} is generated in some context, then it may generate strings that consist of an
appropriate SSF derived from A and a PSF derived from B , that encompass strings of L derivable from X and Y respectively.
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Lemma 25. At every iteration step I , L(GI ) is contained in L∗ .
To complete the proof we now state the converse lemma.
Lemma 26. L+ is contained in L(Ĝ).
Proof. Consider a string x= x1 · x2 . . . xn , xi ∈ L. We want to show that it is possible to parse it according to Ĝ . Without loss
of generality, we assume that M = OPM(G) is complete so that a bottom-up deterministic parsing of any string in Σ∗ is
always possible according to a maxgrammar (v.s. Statement 9) with OPM = M .
1) The ﬁrst (possibly absent) parsing pass is performed on x by applying all reductions completely “contained within
single xi”. More precisely, let xi,p and xi,s respectively denote a preﬁx and a suﬃx of xi . Then it is xi,p · δxi,s ∗⇒ xi .
This pass can be performed by using rules originally in G , up to some possible renaming of nonterminals due to the
normalization.
2) The second pass may involve rules generated during the construction of G2 (again, up to some renaming of nonterminals
and splitting of their set of right-hand sides) in order to apply reductions in the “boundaries” between xi and xi+1, i.e.,
δ
∗⇒ xi,s · xi+1,p . This pass produces a string α = α2 · α3 . . . αn such that αi ∗⇒ xi−1,s · xi,p , and no further reductions of
the previous types 1) and 2) are possible. This means that at least in one case αi
.= αi+1 and, within αi , the pair ,
never occurs. Notice that, as a particular case, the parsing could be completed after this phase if, e.g.,
S
∗⇒ Sxn ∗⇒ Sxn−1 · xn . . . ∗⇒ x1 · x2 . . . xn.
3) If the above case does not occur, let us ﬁrst consider the case
3.1) . . . αi,s
.= αi+1,p  . . . , where αi,s is a suﬃx of αi and αi+1,p a preﬁx of αi+1, i.e., only two consecutive α’s are
involved in the ﬁrst reduction after phases 1 and 2.
Also, αi,s derives a suﬃx yi−1 of xi−1, concatenated with a preﬁx zi of xi and αi+1,p derives a suﬃx yi of xi
concatenated with a preﬁx zi+1 of xi+1.
Since xi−1 · xi ∈ L2, its parsing – by using the rules of G2 – must produce some
ηαi,sζ
∗⇒ zi−1 · yi−1 · zi · yi,
i.e., ζ
∗⇒ yi ; notice that no further reduction N → αi,sζp , ζp being a proper preﬁx of ζ , would be possible, since,
otherwise, the same reduction could be applied even during the second pass above without involving αi+1,p .
Consider now the parsing of xi−1 · xi · xi+1 according to G3. On the one hand we have reductions (building bottom-
up the derivations) ηαi,s
∗⇒ zi−1 · yi−1 · zi ; on the other, αi+1,pϑ ∗⇒ yi · zi+1 · yi+1. Both reductions up to this point
have been applied by using rules in G2 (as usual, up to the renaming of some nonterminals).
Notice also that αi+1,p is of the type ξNiγ , with Ni = {[AB], . . . H, . . .} and ζ = ξ A for some A belonging to some
[AB] belonging to Ni . In other words, Ni denotes the “boundary” where the parsing of xi and that of xi+1 merge
according to G2.
(a) If both ξ and γ are = ε, this implies ξ .= γ and the existence in G of a rule C → Bγ with B the second symbol
of [AB] (A being the same as in ξ A). Thus, on the basis of the construction of G3 the rule [[Nh]C] → αi,s ·αi+1,p
subsequently transformed into Nk → αi,s · αi+1,p is in G3 and the corresponding reduction can be applied. It
produces a string
. . . χNkφ · αi+2 . . . ⇒ χαi,sαi+1,pφ.αi+2 ∗⇒ xi−1,s · xi,p · xi,s · xi+1,p .xi+1,s · xi+2,p.
For instance, with reference to Fig. 12, the parsing of a string hkabc within a context α − β such that α  h
and c β , would build the derivation
α[HC]β ⇒ α  h .=k[AB] .= c  β ⇒ α  h .=k a .=b .= c  β.
(b) If instead γ is ε (the case ξ = ε is symmetric), this means that Bϑ ∗⇒ zi+1 · yi+1 in G and ξ  ϑ . Thus a rule
Nh → αi,sξ A is in G2 with [HA1] belonging to Nh and A1 → αA being a rule of G for some A1, H . Therefore,
again, a rule [[Nh]B] → αi,s · αi+1,p , later transformed into Nk → αi,s · αi+1,p , with [HB] ∈ Nk has been built
in G3.
At this point the parsing can proceed in the same way by using suitable rules generated during the various
iterations of the construction algorithm.
1866 S. Crespi Reghizzi, D. Mandrioli / Journal of Computer and System Sciences 78 (2012) 1837–18673.2) It may also happen that, during the parsing, a reduction involving more than two consecutive α’s, of the type
. . . →αi .= αi+1 .= · · · .= αi+k (with no , in between) becomes necessary, with
. . . →αi .= αi+1 .= · · · .= αi+k ∗⇒ x j · x j+1 . . . x j+h
where j  i, h k.
For the sake of simplicity assume that such a reduction occurs right after the second phase (the reasoning applies
identically to other cases): this means that αi
∗⇒ xi−1,s · xi,p , etc.
Thus the construction of G3 has built the rule Nk → αi,s · αi+1,p deﬁned as above (notice: αi+1,p coincides with
αi+1 since αi+1 does not contain any ,; not the same for αi,s).
At a subsequent iteration I > 3, grammar GI contains the further rule Ns → αi,s · αi+1,p · αi+2,p (again αi+2,p
coincides with αi+2) and so on, until producing Nt →αi .= αi+1 .= · · · .= αi+k. Since at every iteration new rules
are generated and since k is bounded by the hypothesis that there is no circularity in the
.= relation, the rule
Nt →αi .= αi+1 .= · · · .= αi+k has certainly been generated by the construction of Ĝ . Thus, the parsing of x can
proceed until the full derivation has been built bottom up.
We ﬁnish with an example to illustrate the construction of the grammar for Kleene star.
Example 2. Consider the following FG
G = {S → A | B, A → aA | a, B → b}
with OPM(G) = {a  a}. For the undetermined relations, we choose a .= b, b  a, and b  b. We list the results of the ﬁrst
steps of the construction. Grammar F2, after disciplined normalization, is:
S → {[AA], A} ∣∣ {[AB]} ∣∣ {[AS]} ∣∣ {[B A]} ∣∣ {[BB]},{[AA], A}→ a ∣∣ a{[AA], A},{[AB]}→ ab,{[AS]}→ a{[AB]} ∣∣ a{[AS]},{[B A]}→ Ba{[AA], A} ∣∣ Ba,
B → b,{[BB]}→ Bb.
Then the grammar G2 generating L(F2) ∪ L(G) is obtained by adding the rule S → B . For brevity, we develop just in part
the next iteration producing grammar F3 generating L(G2) · L(G). We focus on the concatenation of the languages generated
from nonterminals {[AB]} and A. Since b a, the original concatenation algorithm would produce the rules[{[AB]}A]→ {[AB]}aA ∣∣ {[AB]}a
and dropping B (see item 1. of the iterative step), we obtain{[AA]}→ {[AB]}aA ∣∣ {[AB]}a.
In this way the new nonterminal {[AA]} generates strings of the form a+ba+ .
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