In this paper, we present a linguistic approach in order to achieve the object oriented analysis (OOA) process in a systematic way. The approach is based on the definition of a formal correspondence between a subset of structures from linguistic world, called linguistic patterns, and a subset of structures from conceptual world, called conceptual patterns. This correspondence provides a solid basis in order to develop the conceptual models that represent the problem and its solution. One conceptual model will be used to represent the static part of the system, and another will represent system behavior.
INTRODUCTION
The idea that there is a relation between linguistic and conceptual worlds has been around for some time. Linguistic world enables users and/or customers to describe a particular problem, whereas conceptual world is the medium used by developers to set out the problem analyzed and its solution. These two worlds are related by assigning particular linguistic structures to certain conceptual structures. This relation has been defined mainly on OO models. One of the first attempts to define this relation was set out by Abbot [1] and later adopted by Booch [3] , assigning: (a) an object to a noun, (b) a method to a verb, and (c) an adjective to an attribute. This assignation was refined by several authors, including Rolland [16] , Kristen [10] , Buchholz [4] and Naduri [14] . One recent research has been carried out by Burg [5] and has brought more formality into this field. Burg defines an intermediate language, based on functional grammar, that can represent both natural language and conceptual models. Nevertheless, these approaches have some limitations:
• They provide heuristics rather than formal rules to identify components of conceptual models.
• These guidelines are not formally justified. Some of the methods propose only an intuitive justification [1] , while others provide no justification at all.
• These methods are only partially complete, in the sense that the proposed guidelines do not cover all essential components of conceptual models; representation of systems behavior is particularly lacking.
• Except for [16] and [5] , the guidelines provided by the methods are only partially correct, as exceptions appear when they are applied.
The goal of our research [12] is to define a formal approach for the conceptualization process of a problem, using linguistic information contained in the description of that problem.
This approach is composed of the activities shown in Figure 1 and detailed in Section 2. Section 3 discusses the results of our approach as applied by a group of students at our university. Section 4 presents the main conclusions and future areas of research after developing our approach. 
Requirements Elicitation

OO MODEL CONSTRUCTION
This section presents a series of steps to be carried out by analysts in order to get conceptual models, as shown in Figure 1 . Although the stages are shown in sequence, the process is iterative, that is, one can go back to earlier stages. The Requirements Elicitation process provides the method input, which is a natural language description of the problem to be solved.
During the first five stages, the analyst works with a natural language description of the problem.
From this description the problem will be conceptually modeled in stages 6 to 9. The conceptual models chosen to represent the problem and its solution are the Object Model (OM), which represents the static part of the problem, and the Behavior Model (BM), which represents the dynamic aspect.
It is important to note that the proposed approach explicitly leads the analyst to think and try to understand the problem beforehand, rather than starting to create the conceptual models of the problem immediately. This support for problem understanding is made explicit during the first five stages.
A detailed description of Figure 1 can be found in [9] . Now we briefly review the tasks to be performed in each stage.
Essential Information Extraction
During this stage, any information used during the analysis process will be extracted from the information supplied by the user. The first one should be composed, as specified by Blum [2] , of functional requirements. Another type of relevant information during this process is implicit information, that is, information which is essential for understanding explicit information. Therefore, implicit information will also be made explicit during this stage. This information has several sources: linguistic structures of the specifications, application domain, or the general field of knowledge.
Synonym and Homonyms Identification
The objective of this stage is to remove ambiguities from the specifications. In case of synonyms, a single noun or noun group will have to be found. This should be as representative as possible, and will be the one that makes the noun structure more meaningful in each specific domain. In the case of homonyms, different names will have to be found to distinguish between the different meanings of these words.
Separation of Static and Dynamic Parts
A description of a problem must contain information concerning the static and dynamic components of the problem. These two types of information will output what we have termed Static Requirements and Dynamic Requirements. Different procedures will be used to construct the OM and the BM from these two types of information. Therefore, the two types of information will be separated. There is no formalized procedure for performing this task, as it will depend in each case on the document analyzed and on the reader's domain knowledge.
Some guidelines can be given, such as, descriptive information about static part represents structural properties of the information to be processed, whereas information about system behavior will specify interactions and events that affect the information described in the static part.
Static Requirements Structuring
Natural language is potentially unlimited. Therefore, a limited subset must be defined in order to work effectively with this language. In our case the chosen subset provokes syntactic but not semantic constraints over natural language. This sublanguage is described
by means of what we have called linguistic patterns. Different natural language sentences correspond to instances of the above patterns. Figure 2 represents the linguistic patterns that constitute what we have termed Static Utility Language (SUL) by means of a free context grammar, which represents the information to be processed by the problem concerned.
During this stage, the analyst must transform Static Requirements as per the grammar in Figure 2 . The result will be a natural language description, which is an instance of the SUL.
Dynamic Requirements Structuring
As with the SUL grammar, we have defined the Dynamic Utility Language grammar (DUL), whose linguistic patterns represent system operation. The above grammar is shown in Figure   3 .
In this task each use case [8] identified in the Dynamic Requirements, will be transformed according to the DUL grammar. Actions are interrelated in each use case; therefore, these relations must be made explicit in the description of the corresponding use cases. The result of this task is a natural language description of each use case, which is in turn an instance of the DUL. shown in Figure 1 , in order to prevent later rework. That is, if we do part of the validation process before waiting for conceptual models to be built, we will be able to save time and effort. Moreover, it is much easier for users validating utility languages than validating conceptual models, as utility languages are natural language with which users are familiar, whereas they will not usually be familiar with conceptual models.
Object Model Construction
The purpose of this stage is to define the OM which represents the static part of the problem.
The same notation as used in OMT [17] is employed to represent this model. The key task during this process is to identify the conceptual structures that model each linguistic pattern of the SUL. This correspondence is shown in Table 1 , where the names of the OM classes are equivalent to the nucleus of the noun structure of the noun groups or complements in the corresponding linguistic patterns. For any relation that requires an explicit name, this will be the third person singular of the verb in the linguistic pattern. This table is the result of a formalized process using the equivalence of the mathematical representations of the corresponding linguistic and conceptual patterns. This correspondence is detailed in [12] and [13] . Conceptual structures of the OM are instances of the conceptual patterns shown in Table 1 .
Behavior Model Construction
The BM used in this approach is Martin's Behavior Model [11] . This model represents the overall operation of the system in terms of events and operations. As in the previous stage, the essential task is to identify conceptual structures that model the DUL linguistic structures.
This relation is shown in Table 2 , where sub 1 …, sub n are events that represent each simple clause forming the subordinate clause of the corresponding linguistic pattern, and mc is the operation that represents the main clause. Like Table 1, Table 2 is the result of the equivalence between the mathematical representations of linguistic and conceptual patterns.
Conceptual structures of the problem in question will be instances of the conceptual pattern in Table 2 .
Object Model and Behavior Model Integration
The aim of this stage is to complete the OM with the methods of the corresponding classes.
Briefly, these methods will be the operations identified in the BM during stage 2.7. Classes of the OM on which each operation acts will be identified, and the corresponding operation will be added as a method of the above class.
Object Model and Behavior Model Verification
During this stage we will check that there is a relation between classes whose methods are interrelated through BM events. By means of these relations, these classes will interchange the messages that activate the appropriate methods.
CONCLUSIONS OF THE PRACTICAL APPLICATION OF THE PROPOSED APPROACH
With a view to refining our approach, a group of final-year degree students at Madrid Polytechnic University's School of Computer Science worked with the method. The students were divided into two groups, each of which was taught a different analysis method. The methods chosen were: (a) the proposed approach, and (b) OMT [17] . OMT was selected because of the impact this method has had on analysis in an OO development environment.
We also sought to achieve a second objective: compare how good each method was for outputting conceptual models.
The problem set when applying these methods was not very complex because the students, who knew nothing about OO, were to learn from the experiment. So, students were faced with two challenges: (1) assimilate a paradigm that was new to them and very different from the approach to software development with which they were familiar, the structured paradigm; and (2) understand and apply the OO analysis methods presented. The detailed results of this experiment can be found in [12] . The main conclusions obtained after this experiment are discussed below.
The first stages of our approach are used in the transformation of the description of the problem into the Utility Languages. Users have to spend time on processing these languages before they start conceptual modeling. However, the time spent on this task is compensated later, as our approach provides formal criteria (represented by means of Tables 1 and 2 ) to directly get the key components of conceptual models. In case of OMT, a lot of time was found to be spent on discussing the items that should form part of conceptual modeling. This led in some cases to incorrect conceptual models, as we shall see later. This is due to the lack of rigorous criteria for identifying the items of conceptual models. Numerically, this situation is represented by the following data: using our approach, 65% of the time was spent on transforming the description of the problem into utility languages, and the remaining 35%
was employed in constructing the conceptual models; in OMT, 85% of the time was employed in building the conceptual models, whereas only 15% was spent on trying to understand the problem before focusing on building the models.
It can also be inferred from the above data that the proposed method leads the analyst to think about the problem in more depth, instead of directly setting out to draw certain information, one of the common mistakes made by inexpert analysts and observed in the students who applied OMT. This previous treatment implies that the problem under analysis is studied and better understood, which is essential for performing a satisfactory analysis.
Another advantage provided by our approach is the encapsulation of OO concepts, which may be neither familiar to nor fully understood by inexpert analysts, under linguistic concepts that, as explained earlier, are known to and generally used by analysts. In this respect, our approach prevents the construction of models like the one generated using OMT with the inheritance hierarchy shown in Figure 4 . This representation is conceptually incorrect, as a copy of a film is not a type of film. In order to achieve this structure in our approach, it would be necessary getting a linguistic pattern saying that "a copy of a film is a kind of film" which is semantically incorrect. It also helps to prevent inadequate modeling like the one shown in the OMT Dynamic Model in Figure 5 , describing the states of a "video library" class, where the STD technique and, particularly, the concept of object state has been clearly misinterpreted. Another consideration to be taken into account concerns the similarity between models obtained applying our approach, on the one hand, and OMT, on the other. Conceptual models outputted using our approach are very similar, which means that we can confirm one of the objectives of our work, that is to prevent a series of different potential solutions as result of the analysis process, without being able to formally determine which is the most correct. This means that conceptual modeling generated by our approach constitutes a repeatable process. The reason is that, unlike existing methods of analysis, and particularly OMT, this approach provides a set of formal rules for performing this process.
Finally, it is important to stress the impressions that both methods provoked on students: (a) in case of our approach, they mentioned that the most complicated part of its application was the transformation of the problem description into sublanguages, but that this is simplified by the use of natural language; (b) in case of OMT, they mentioned the discussions held in an attempt to determine which elements of the problem corresponded with which components of the conceptual models. This fact proves one of the deficiencies of current analysis methods, already stood out: the lack of formal rules to identity the components of conceptual models.
CONCLUSIONS AND FUTURE AREAS OF RESEARCH
The lack of a systematic procedure for the OO analysis process is one of the major barriers blocking the adoption of this paradigm by organizations [15] . The proposed approach constitutes a systematic procedure for the OO conceptual modeling by means of: (1) the formal definition of the correspondence between linguistic and conceptual patterns that provides rigorous criteria for identifying the elements of conceptual models; and (2) the establishment of definite steps to guide the analyst in conceptual model construction.
The formal procedure (a) provides the capability of controlling the project by means of the production of standard outputs; (b) when the formal process is under way, it is possible to measure the effectiveness of the procedure and therefore look for means of improving it; and (c) it enables the use of automated aids that will possibly raise productivity and cut costs.
One problem common to all methods of analysis is related to the imprecision of the initial problem description. Our approach enables a preliminary study to be made of the above description before the models are built. The use of a constrained language, represented by the Utility Language, means that ambiguity can be reduced by specifying a limited set of linguistic structures in which to express the above description. The information represented by the Utility Languages is in turn refined and improved during the application of our approach, thus following one of the principles of software engineering "add to, never substitute natural language" [6] There are several areas in which the application of the proposed approach can be improved. One of these would be to create a tool that automates its application as far as possible. We also intend to study DUL extension to include time constraints. Moreover, we are developing a procedure for inferring other models that represent problem behavior from the BM of our approach, particularly, state transition diagrams for OM objects. ... Table 2 . Correspondence between the linguistic pattern and the conceptual pattern for the BM 27 NOTE: Table 1 and Table 2 are made as figures not as tables 
