A semigroup S is called an equational domain if any finite union of algebraic sets over S is algebraic. We prove the necessary and sufficient conditions for a completely simple semigroup to be an equational domain.
Introduction
In papers by Baumslag, Miasnikov and Remeslennikov [1, 9] the main definitions of algebraic geometry over groups were given. Following these papers, an equation over a group G is an equality w(X) = 1, where w(X) is an element of the free product G * F (X). An algebraic set over G is a solution set of a system of equations over G.
The union of finite number of algebraic sets is not necessary algebraic over G. However, there exist groups (which were completely described in the paper written by Daniyarova, Miasnikov and Remeslennikov [5] ), where any finite union of algebraic sets is algebraic. Following [5] , the groups with such property are called equational domains.
One can similarly pose the problem of existence of equational domains in semigroups. To solve this problem it is naturally to search equational domains in the varieties of semigroups which are close to groups. One of the "group-like" class is completely simple semigroups, since any completely simple semigroup is a disjoint union of copies of a group G.
Any completely simple semigroup admits the operation of the inversion −1 , hence we shall consider completely simple semigroups as algebraic structures of the language L = {·, −1 }. The use of the language L instead of {·} is quite convenient, since the class of completely simple semigroups forms the variety in the language L.
In the current paper we prove the necessary and sufficient conditions for a completely simple semigroup S to be an equational domain (Theorem 4.8) . From the obtained criterion it follows that free completely simple semigroups of ranks n ≥ 2 and any free product of arbitrary completely simple semigroups are equational domains (the similar results hold in the variety of groups). Moreover, in Section 5 we extend Theorem 4.8 to another semigroup languages.
Definitions of semigroup theory
Let us give the general definitions of semigroup theory. For more details see [7] .
A subset I ⊆ S is called a left (right) ideal if for any s ∈ S, a ∈ I it holds sa ∈ I (as ∈ I). An ideal which is right and left simultaneously is said to be two-sided (or an ideal for shortness).
A semigroup S with a unique ideal I = S is called simple. A simple semigroup with minimal left and right ideal is completely simple (c.s.).
The next classical theorem completely describes c.s. semigroups.
Theorem 2.1.
[11] For any c.s. semigroup S there exists a group G and sets I, Λ such that S is isomorphic to the set of triples (λ, g, i), g ∈ G, λ ∈ Λ, i ∈ I. The multiplication over the triples (λ, g, i) is defined by
where p iµ ∈ G is an element of a matrix P such that 1. P consists of |I| rows and |Λ| columns;
2. the matrix P is normalised, i.e.
Following Theorem 2.1, we denote any c.s. semigroup S by S = (G, P, Λ, I). The group G and the matrix P are called the structural group and sandwich-matrix respectively. The elements λ, i occurring in a triple (λ, g, i) ∈ S are the first and the second indexes respectively. By Theorem 2.1, any c.s. semigroup S is the disjoint union of copies of the structural group G. Clearly, the identity elements of the maximal subgroups are (λ, p iλ −1 , i), λ ∈ Λ, i ∈ I. The inversion −1 in the subgroup defined by the indexes λ, i is (λ, g, i)
The class of c.s. semigroups is a variety in the language {·, −1 }, since it is defined by the identities:
The structure of free c.s. semigroups is described by the next theorem.
Theorem 2.2. [3, 10] Let X = {x 1 , x 2 , . . . , x n }, Y = {y iλ |i ∈ I, λ ∈ Λ} be finite sets of letters, and I = Λ = {1, 2, . . . , n}. Denote by F (X ∪ Y ) the free group generated by the set X ∪ Y . Thus, the free c.s. semigroup F css (X) generated by X is defined by F css = (F (X ∪ Y ), P, I, Λ), where P = (y iλ ) and the generators x i correspond to the triples (i, x i , i) ∈ F css (X).
It is easy to check that the free c.s. of the rank 1 is isomorphic to infinite cyclic semigroup of the same rank.
One can define the free product in the variety of c.s. semigroups. The representation of the free product of two c.s. semigroups is given in the next theorem.
Theorem 2.3.
[6] Let S = S 1 * S 2 be the free product of two c.s. semigroups
. Hence, S = (G, P, Λ, I), where
and the elements of the sandwich-matrix P = (p iλ ) are
iλ is the element of P j with the indexes i, λ.
where F (Y ) is the free group generated by the set Y .
Algebraic geometry over semigroups
All definitions below are derived from the general notions of [4] , where the definitions of algebraic geometry were formulated for an arbitrary algebraic structure in the language with no predicates.
As the inversion −1 is an algebraic operation in any c.s. semigroup, we consider the language L 0 = {·, −1 }. For a given c.s. semigroup S one can extend L 0 by new constants {s|s ∈ S} which correspond to the elements of S. The obtained language is denoted by L S and further all semigroups are considered in such language.
Let X be a finite set of variables For example, the expressions xs(y 2 x) −1 , (xs 1 −1 y) −1 s 2 x 2 are L S -terms. An equation over L S is an equality of two L S -terms t(X) = s(X). A system of equations over L S (a system for shortness) is an arbitrary set of equations over L S .
A point P = (p 1 , p 2 , . . . , p n ) ∈ S n is a solution of a system S in variables x 1 , x 2 , . . . , x n , if the substitution x i = p i reduces any equation of S to a true equality in the semigroup S. The set of all solutions of a system S in the semigroup S is denoted by V S (S). A set Y ⊆ S n is called algebraic over the language L S if there exists a system over L S in variables x 1 , x 2 , . . . , x n with the solution set Y .
Two systems are called equivalent over a c.s. semigroup S if they have the same solution in S.
Following [5] , let us give the main definition of our paper. A c.s. semigroup S is an equational domain (e.d. for shortness) in the language L S if for any finite set of algebraic sets
The next theorem contains the necessary and sufficient conditions for a semigroup to be an e.d.
Below we study equations over groups, therefore we should give some definitions of algebraic geometry over groups. Any group G below will be considered in the language L G = {·, −1 , 1} ∪ {g|g ∈ G} extended by the constants {g|g ∈ G}. An L Gterm in the variables X = {x 1 , x 2 , . . . , x n } is defined as well as the definition of a term over c.s. semigroup. However, in groups it holds the identity (xy) −1 = x −1 y −1 , hence any L G -term over a group G is equivalent to a finite product which consists of the variables in integer degrees and constants g ∈ G. In other words, an L G -term is an element of the free product F (X) * G, where F (X) is a free group generated by the set X.
The definitions of equations, algebraic sets and equational domains over groups are similar to the corresponding definitions in the semigroup case.
For the groups of the language L G we have the following result.
is algebraic, i.e. there exists a system S in variables x 1 , x 2 with the solution set M gr .
One can reformulate Theorem 3.2 in more simple form using the next definition. An element x = 1 of a group G is a zero-divisor if there exists 1 = y ∈ G such that for any g ∈ G it holds [x,
Following Theorem 3.3, one can obtain the next properties of free objects in the variety of groups.
Corollary 3.4. [5]
Let G be a non-abelian free group, hence G is an e.d. in the group language L G (it was initially proved by G. Gurevich, see the proof in [8] ).
is the cyclic group of the order 2), is an e.d. in the language L G .
Main results
A sandwich-matrix P is said to be non-singular if it does not contain two equal rows or columns.
Let s 1 , s 2 be two distinct elements of a c.s. semigroup S. We say that an L S -term t(x) separates s 1 , s 2 if t(s 1 ) = t(s 2 ). [12] ) If a c.s. semigroup S = (G, P, Λ, I) has a nonsingular sandwich-matrix P, then for any pair of distinct elements
we denote the L S -term which is obtained from t(x) by omitting all occurrences of the inversion. For example, if t(x) = ((xsy
Lemma 4.2. Suppose the sandwich-matrix P of a c.s. semigroup S = (G, P, Λ, I) has equal rows (columns) with numbers i, j (λ, µ). Hence, for the elements 1, 1) ) and an arbitrary L S -term t(x) one of the following holds:
begins with the variable x). In other words, the elements t(s 1 ), t(s 2 ) are distinguished only by the second (first) index.
Proof. Assume P has equal λ-th and µ-th columns (similarly, one can consider P with equal rows). We prove this lemma by the induction on the construction of a term t(x). If t(x) is either constant or variable, lemma is obviously holds.
Suppose now t(x) = (t ′ (x)) −1 , and the lemma holds for
By the singularity of the matrix P, we have p kλ = p kµ , hence the elements t(s 1 ), t(s 2 ) are distinguished only by the first index.
Consider now an L S -term t(x) = t ′ (x)t ′′ (x). We have exactly four cases. Proof. Assume the semigroup S is an e.d. with a singular sandwich-matrix P, and P has equal columns with numbers λ, µ (similarly, one can consider a matrix P with equal rows). Consider a system of equations S(x, y) with the solution set M = {(x, y)|x = (λ, 1, 1) or y = (λ, 1, 1)}. Let t(x, y) = s(x, y) ∈ S be an equation which does not satisfy the point ((µ, 1, 1), (µ, 1, 1) ) / ∈ M. Suppose the terms [t](x, (µ, 1, 1)), [s](x, (µ, 1, 1) ) do not begin with the variable x. Therefore, by Lemma 4.2, we have t ((λ, 1, 1), (µ, 1, 1)) = t((µ, 1, 1), (µ, 1, 1)), s((λ, 1, 1), (µ, 1, 1)) = s((µ, 1, 1), (µ, 1, 1) ). Let us show that the both possibilities above are impossible.
1. Indeed, the equation t(x, y) = s(x, y) does not satisfy the point ((λ, 1, 1), (µ, 1, 1)) ∈ M, since the element t((λ, 1, 1), (µ, 1, 1)) has the first index λ, whereas the first index of s((λ, 1, 1), (µ, 1, 1)) is µ.
2. Suppose c = (ν, g, k), hence either t((λ, 1, 1), (λ, 1, 1)) = s((λ, 1, 1), (λ, 1, 1)) (if ν = λ) or t((µ, 1, 1), (λ, 1, 1)) = s((µ, 1, 1), (λ, 1, 1)) (if ν = µ), since the values of the terms t(x, y), s(x, y) have different first indexes.
It is directly checked that the set Γ = {(1, g, 1)|g ∈ G} of a c.s. semigroup S = (G, P, Λ, I) is a group isomorphic to G. As the sandwichmatrix P is normalised, Γ has the identity element (1, 1, 1) .
Suppose x, y ∈ Γ. Thus, we have the next identities:
x(λ, g, i)y = x(1, g, 1)y,
(x(λ, g, i)y)
The proof of the equalities (2, 3) is straightforward. Let us prove (4) . Suppose x = (1, g x , 1), then
On the other hand,
The equalities (5, 6) immediately follows from (2, 3, 4). Let us prove (7, 8) .
Conversely,
that proves (7, 8) . Proof. As S is an e.d., the set M = {(x, y)|x = (1, 1, 1) or y = (1, 1, 1)} ⊆ S 2 is algebraic. In other words, there exists a system S with V S (S) = M. Below we define a system S ′ which is equivalent to S over the group Γ, and all constants of S ′ belong to Γ.
Applying (4, 5, 6, 8) to the system S, one can obtain a system S 1 such that:
1. S 1 is equivalent to S over Γ;
2. the inversion −1 in any equation from S 1 is applied only to variables: x −1 , y −1 .
By (7) the system S 1 is reduced to S 2 such that any constant c in any t(x, y) = s(x, y) ∈ S 2 belongs to Γ if c is neither first nor last symbol in the terms t(x, y), s(x, y). Obviously, S 2 is equivalent to S over the group Γ.
Consider an equation (λ, g, i)t ′ (x, y) = s(x, y) ∈ S 2 , where the left part of this equation begins with a constant c = (λ, g, i) / ∈ Γ (similarly, one can consider an equation which has a part ending by a constant c / ∈ Γ). According (2), one can put i = 1. As the system S 2 is consistent over Γ, the term s(x, y) begins with either a constant (λ, h, j) or a variable with λ = 1. Suppose s(x, y) = (λ, h, j)s ′ (x, y) (similarly, one can consider s(x, y) which begins with a variable). It is directly checked that the equation
Thus, any equation of S 2 is equivalent to a system S ′ which constants belong to the subgroup Γ. Therefore, V Γ (S ′ ) = {(x, y)|x = (1, 1, 1) or y = (1, 1, 1)} ⊆ Γ 2 , and, by Theorem 3.2, the group Γ is an e.d. in the language L Γ . Finally, the isomorphism between the groups Γ, G proves the lemma.
Further for shortness the element (1, 1, 1) ∈ Γ is denoted by 1.
Lemma 4.5. Suppose the sandwich-matrix P of a c.s. semigroup S = (G, P, Λ, I) is nonsingular. Hence, the equation x = y is equivalent to a system of the form
Proof. Denote by M = the solution set of x = y, i.e.
Let us show that S = (x, y) has the solution set M = , and P = ((µ, g, j), (µ, g, j)) ∈ M = .
As 1(µ, g, j)(1(µ, g, j)1)
the point P satisfy the first equation of S = . For the another equations of S = we have (apply the formula (1) for the term t (s,s ′ ) (x))
Thus, any point of M = belongs to the solution set of Denote (1, h, 1), (1, h ′ , 1 ) the values of t (s,s ′ ) (x) at s, s ′ respectively and obtain
Finally, we obtain V S (S = ) = M = , hence, the system S = (x, y) is equivalent to the equation x = y. Lemma 4.6. If the set M = {(x, y)|x = (1, 1, 1) or y = (1, 1, 1) } is algebraic over a c.s. semigroup S = (G, P, Λ, I) with a nonsingular P, then S is an e.d. in the language L S .
Proof. Following Theorem 3.1 it is sufficient to prove the existence of a system S(x 1 , x 2 , x 3 , x 4 ) with the solution set M sem .
By Lemma 4.5, the equations x 1 = x 2 , x 3 = x 4 are respectively equivalent to the systems
Applying the distributivity law for algebraic sets obtain
By the condition of the lemma, there exists a system S ′ (x, y) with the solution M. Hence, the set V S (t i (x 1 , x 2 ) = 1∪V S (t j (x 3 , x 4 ) = 1) coincides with the solution set of the system S ′ (t i (x 1 , x 2 ), t j (x 3 , x 4 )), and
Finally, the set M sem equals to the solution set of the system
Thus, M sem is algebraic.
Lemma 4.7. Suppose the sandwich-matrix P of a c.s. semigroup S = (G, P, Λ, I) is nonsingular, the group G is an e.d. in the group language L G . Hence, the set M = {(x, y)|x = (1, 1, 1) or y = (1, 1, 1)} is algebraic over S in the language L S .
Proof. Let 1 = s ∈ S. By Lemma 4.1, there exists a term of the form (1), separating 1, s. This term is denoted below by t s (x). Put
Let us show that V S (S ′ (x, y)) = M. Firstly, we prove M ⊆ V S (S ′ ). Let P = ((µ, h, j), 1) ∈ M (similarly, one can consider the point (1, (µ, h, j)) ∈ M). We have
In other words, the point P satisfies the first group of equations of S ′ . As the terms t s (x), t s ′ (x) have the view (1), we have t s (1) = t s ′ (1) = 1, and let
Compute
hence, the point P satisfies the second group of equations of S ′ . Finally, we obtained
Assume that Q satisfies all equations
By the choice of the terms t s (x), t s ′ (x) there exists elements 1 = f, f ′ ∈ G with t s (s) = (1, f, 1) , t s ′ (s ′ ) = (1, f ′ , 1) .
Hence, for all g ∈ G we have
where [f, (f ′ ) g ] is the commutator of f and f ′ conjugated by g in the group G.
As the last equality holds for all g ∈ G, the elements f, f ′ are zero-divisors in the group G. Thus, by Theorem 3.3, the group G is not an e.d. that contradicts with the condition of the lemma. The next statement follows from Lemma 4.5.
Corollary 4.11. Any algebraic set Y ⊆ S n over a c.s. semigroup S = (G, P, λ, I) with a non-singular sandwich-matrix P is defined by a system S = {t i (X) = 1|i ∈ I}.
Proof. Suppose an algebraic set Y is the solution set of a system S ′ = {t i (X) = s i (X)|i ∈ I}. According Lemma 4.5, the equation x = y is equivalent to the system S = (x, y) of the form {r j (x, y) = 1|j ∈ J }. Hence, every equation t i (X) = s i (X) ∈ S ′ is equivalent to the system S = (t i (X), s i (X)). Thus, S ′ is equivalent to S = i∈I S = (t i (X), s i (X)) = i∈I,j∈J r j (t i (X), s i (X)).
Generalisations to another semigroup languages
A c.s. semigroup S can be considered in any language L T = {·, −1 } ∪ {s|s ∈ T }, where T is a subsemigroup of S. An L T -term is an L S -term which constants belong to the subsemigroup T .
Similarly, any group G can be considered in a language L H = {·, −1 }∪{g|g ∈ H}, where H is a subgroup of G.
The notions of an equation, algebraic set, and equational domain in the language L T (L H ) are similar to the corresponding definitions in the language L S (L G ).
As
Hence, any equational domain in the language L T (L H ) is an e.d. in L S (L G ). It follows that equational domains in the language L T should satisfy more strong conditions than in Theorem 4.8.
Analogically, one can show that the analog of Theorem 3.3 for equational domains in the language L H should contain more strong conditions. Actually, in [5] it was given the definition of a zero-divisor with respect to a subgroup H ≤ G: an element x = 1 of a group G is an H-zero-divisor if there exists 1 = y ∈ G such that [x, y h ] = 1 for all h ∈ H.
The next theorem describes equational domains in the group language L H .
Theorem 5.1.
[5] A group G is an equational domain in the language L H iff it does not contain H-zero-divisors.
As the class of c.s. semigroups is a variety, a subsemigroup T of a c.s. semigroup S = (G, P, Λ, I) has the representation T = (H, P ′ , Λ ′ , I ′ ), where H ≤ G, Λ ′ ⊆ Λ, I ′ ⊆ I and P ′ is a submatrix of P, P ′ = (p iλ |i ∈ I ′ , λ ∈ Λ ′ ).
For the language L T we obtain the next criterion. 1. the sandwich-matrix P is non-singular; 2. the structural group G is an e.d. in the group language L H , where H is the structural group of T .
Proof. The direct statement follows from Theorem 4.8, as any e.d. of the language L T is the same in L S . To prove the converse statement one can apply Lemmas 4.5, 4.6, 4.7 for the subgroup H instead of G.
