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resumo Um grafo excecional e´ um grafo conexo com menor valor pro´prio na˜o infe-
rior a -2 que na˜o e´ grafo linha generalizado. Esta tese tem como objetivo
apresentar uma nova te´cnica de construc¸a˜o de grafos regulares, com certas
propriedades de natureza combinato´ria e espetral invariantes, e aplica´-la na
construc¸a˜o de todos os grafos regulares excecionais.
O trabalho encontra-se dividido em duas partes. Na primeira parte descreve-
-se a nova te´cnica de construc¸a˜o de grafos regulares pela introduc¸a˜o de
conjuntos (κ, τ)-regulares, designada de (κ, τ)-extensa˜o, e define-se uma
relac¸a˜o de ordem parcial entre grafos regulares. Mostra-se que a (κ, τ)-
extensa˜o de um grafo se reduz a` construc¸a˜o de matrizes de incideˆncia de
um 1-design combinato´rio, para a qual se definem propriedades que previ-
nem a construc¸a˜o de grafos isomorfos. Ale´m disso, esta te´cnica permite
a construc¸a˜o de grafos regulares com partic¸a˜o equilibrada e apresentam-se
algumas propriedades espetrais destes grafos. Na segunda parte e´ feita uma
breve descric¸a˜o das treˆs te´cnicas conhecidas para a construc¸a˜o dos grafos
regulares excecionais. Posteriormente, aplicam-se as (κ, τ)-extenso˜es na
construc¸a˜o recursiva do conjunto dos grafos regulares excecionais, que se
divide em treˆs camadas. No caso das 1a e 2a camadas, os grafos obteˆm-se
por (0, 2)-extenso˜es e, no caso da 3a camada, por (1, 3)-extenso˜es. Conse-
quentemente, conclui-se que, para os grafos das 1a e 2a camadas o nu´mero
de independeˆncia atinge o majorante de Hoffman e que o conjunto dos
grafos regulares excecionais possui uma estrutura de conjunto parcialmente
ordenado, sendo apresentando o respetivo diagrama de Hasse.

keywords Spectral graph theory, regular graphs, exceptional graphs, combinatorics.
abstract An exceptional graph is a connected graph with least eigenvalue greater
than or equal to -2 which is not a generalized line graph. The aim of this
thesis is to present a new technique for the construction of regular graphs,
with certain spectral and combinatorial invariant properties, and to apply it
in the construction of all regular exceptional graphs.
The work is divided into two parts. The first part describes a new construc-
tion technique that introduces (κ, τ)-regular sets in regular graphs, called
(κ, τ)-extension, and defines a partial order between regular graphs. It is
shown that the process of extending a graph is reduced to the construc-
tion of the incidence matrix of a combinatorial 1-design, considering several
rules to prevent the production of isomorphic graphs. Furthermore, this te-
chnique allows the construction of regular graphs with an equitable partition
and some spectral properties of these graphs are presented. The second part
starts with a brief description of the three techniques, previously known for
the construction of regular exceptional graphs. Later, the (κ, τ)-extensions
are applied to the recursive construction of the set of regular exceptional
graphs, which are partitioned in three layers. In the case of the 1st and 2nd
layers, graphs are obtained by (0, 2)-extensions and in the case of 3rd layer,
by (1, 3)-extensions. Therefore, we conclude that, the independence num-
ber attains Hoffman’s upper bound for the graphs of 1st and 2nd layers and
the set of regular exceptional graphs has a partially ordered set structure
whose Hasse diagram is presented.

I´ndice
Lista de S´ımbolos iii
Lista de Figuras v
Lista de Tabelas vii
1 Introduc¸a˜o 1
2 Definic¸o˜es e resultados preliminares 7
3 Construc¸a˜o de grafos regulares por (κ, τ)-extenso˜es 13
3.1 Construc¸a˜o de grafos regulares com partic¸o˜es equilibradas . . . . . . . . . . . 16
3.2 Extensa˜o por um grafo 0-regular . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Alguns vetores pro´prios associados ao valor pro´prio κ− τ . . . . . . . . . . . 21
4 Grafos com menor valor pro´prio na˜o inferior a −2 27
4.1 Te´cnica que aplica os subgrafos proibidos . . . . . . . . . . . . . . . . . . . . 29
4.2 Te´cnica que aplica os sistemas de ra´ızes . . . . . . . . . . . . . . . . . . . . . 32
4.2.1 Os grafos regulares excecionais . . . . . . . . . . . . . . . . . . . . . . 34
4.3 Te´cnica que aplica o complemento estrela . . . . . . . . . . . . . . . . . . . . 38
5 Construc¸a˜o recursiva dos grafos regulares excecionais por (κ, τ)-extenso˜es 43
5.1 Considerac¸o˜es gerais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2 Construc¸a˜o dos grafos regulares excecionais da 1a camada por (0, 2)-extenso˜es 47
5.2.1 Construc¸a˜o das matrizes de incideˆncia de um design 1− (4, 2, n2 ) . . 49
5.2.2 Soluc¸o˜es do sistema que resultam em grafos G′ = H ⊕G isomorfos . . 53
i
5.2.3 Outros casos que resultam em grafos isomorfos . . . . . . . . . . . . . 59
5.2.4 Algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3 Construc¸a˜o dos grafos regulares excecionais da 2a camada por (0, 2)-extenso˜es 76
5.3.1 Construc¸a˜o das matrizes de incideˆncia de um design 1− (3, 2, 2n3 ) . . 77
5.4 Construc¸a˜o dos grafos regulares excecionais da 3a camada por (1, 3)-extenso˜es 83
5.5 Resultados Computacionais . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6 Concluso˜es e trabalho futuro 91
A Implementac¸a˜o e resultados computacionais 93
A.1 Ana´lise do esforc¸o computacional do Algoritmo 1 . . . . . . . . . . . . . . . . 93
A.2 Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
A.2.1 Resultados obtidos para (L1,) . . . . . . . . . . . . . . . . . . . . . . 102
A.2.2 Resultados obtidos para (L2,) . . . . . . . . . . . . . . . . . . . . . 111
A.2.3 Resultados obtidos para (L3,) . . . . . . . . . . . . . . . . . . . . . . 112
Refereˆncias Bibliogra´ficas 113
I´ndice Remissivo 119
ii
Lista de S´ımbolos
∼= relac¸a˜o de isomorfismo entre dois grafos
 relac¸a˜o de ordem parcial entre grafos que se obteˆm por (κ, τ)-extenso˜es
α(G) nu´mero de independeˆncia de G
δ(G) menor dos grau dos ve´rtices de G
π partic¸a˜o equilibrada
|S| cardinalidade do conjunto S
AG matriz de adjaceˆncia do grafo G
σ(AG) espetro da matriz de adjaceˆncia AG
CP (n) grafo cocktail-party
d¯G me´dia dos graus dos ve´rtices do grafo G
E(G) conjunto das arestas do grafo G
E8 sistema de ra´ızes
Gi conjunto dos grafos regulares excecionais da i-e´sima camada (i = 1, 2, 3)
E(µ) subespac¸o pro´prio associado ao valor pro´prio µ
G[S] subgrafo induzido pelo subconjunto S dos ve´rtices de G
G grafo complementar do grafo G
G/π grafo quociente
G(−2) o conjunto dos grafos regulares conexos cuja matriz de adjaceˆncia tem me-
nor valor pro´prio igual a −2 e que na˜o sa˜o grafos linha nem grafos cocktail-
party
Gi(−2) conjunto dos grafos regulares excecionais da camada i (i = 1, 2, 3)
H ⊕G grafo regular que se obte´m da extensa˜o do grafo regular G pelo grafo regular
H
iii
H∪˙G unia˜o disjunta dos grafos H e G
In matriz identidade de ordem n
jn vetor com as n componentes iguais a um
Kn grafo completo com n ve´rtices
Km,n grafo bipartido completo
L(H) grafo linha do grafo H
L conjunto dos grafos regulares com menor valor pro´prio maior ou igual a -2
Li conjunto dos grafos regulares com menor valor pro´prio maior ou igual a -2
que verificam a condic¸a˜o da i-e´sima camada (i = 1, 2, 3)
NG(v) conjunto dos ve´rtices de G vizinhos (ou adjacentes) ao ve´rtice v
V (G) conjunto dos ve´rtices do grafo G
iv
Lista de Figuras
2.1 Grafo de Petersen com conjunto (0, 2)-regular e independente ma´ximo {2, 5, 8, 9}. 9
2.2 Grafo quociente G/π e respetiva matriz de adjaceˆncia AG/pi, relativa a` bi-
partic¸a˜o equilibrada π do grafo de Petersen. . . . . . . . . . . . . . . . . . . . 11
3.1 Grafos isomorfos obtidos por uma (0, 2)-extensa˜o. . . . . . . . . . . . . . . . . 21
4.1 Subgrafos proibidos dos grafos linha [Cve02] . . . . . . . . . . . . . . . . . . . 29
4.2 Subgrafos proibidos dos grafos linha generalizados [Cve02]. . . . . . . . . . . 30
4.3 Subgrafo induzido de um grafo excecional. . . . . . . . . . . . . . . . . . . . . 31
4.4 Construc¸a˜o do grafo de Petersen . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.5 Grafos 3-regulares conexos com oito ve´rtices. . . . . . . . . . . . . . . . . . . 37
4.6 Construc¸a˜o do grafo de Clebsch . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.7 Grafo de Petersen e respetivos complementos estrela. . . . . . . . . . . . . . . 42
5.1 Grafos regulares excecionais da 1a camada de menor ordem. . . . . . . . . . . 48
5.2 Grafos isomorfos obtidos por matrizes de incideˆncia distintas de um design
1− (4, 2, 3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3 Matriz de adjaceˆncia e grafo G2 isomorfo ao grafo 31 da Figura 5.8. . . . . . 72
5.4 Grafos linha minimais L1 e L2. . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.5 Grafos regulares excecionais minimais da 2a camada. . . . . . . . . . . . . . . 76
5.6 Grafos isomorfos obtidos por matrizes de incideˆncia diferentes de um design
1− (3, 2, 4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.7 Grafo raiz do grafo linha G63. . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.8 Diagrama de Hasse: grafos regulares excecionais da 1a camada (regularidade
ı´mpar) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
v
5.9 Diagrama de Hasse: grafos regulares excecionais da 1a camada (regularidade
par) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.10 Diagrama de Hasse: grafos regulares excecionias da 2a camada . . . . . . . . 89
5.11 Diagrama de Hasse: grafos regulares excecionais da 3a camada . . . . . . . . 89
A.1 Nu´mero total de matrizes de incideˆncia determinadas em func¸a˜o do nu´mero de
blocos do 1-design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
A.2 Tempo de execusa˜o e nu´mero total de extenso˜es em func¸a˜o do nu´mero de blocos
do 1-design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
vi
Lista de Tabelas
5.1 Nu´mero total de soluc¸o˜es em func¸a˜o do nu´mero n de blocos do design 1 −(
4, 2, n2
)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Nu´mero total de matrizes de incideˆncia produzidas para construir o grafo Gm+1
em func¸a˜o do nu´mero de blocos do design 1− (4, 2, n2 ). . . . . . . . . . . . . 73
A.1 Tempo necessa´rio para gerar o nu´mero total de extenso˜es em func¸a˜o do nu´mero
de blocos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
vii
viii
Cap´ıtulo 1
Introduc¸a˜o
A representac¸a˜o de um grafo por uma matriz, como seja a matriz de adjaceˆncia, a matriz
Laplaciana ou Laplaciana sem sinal, permite o estudo das propriedades combinato´rias do
grafo a partir dos valores e dos vetores pro´prios da matriz que o representa. Reciprocamente,
as propriedades combinato´rias dos grafos implicam certas propriedades de natureza espetral.
E´ nesta a´rea de investigac¸a˜o, usualmente designada de teoria espetral dos grafos, que se insere
esta tese.
A teoria espetral dos grafos tem aplicac¸o˜es em diversas a´reas cient´ıficas como, por exemplo,
a qu´ımica, a f´ısica e as cieˆncias da computac¸a˜o. Segundo [CDS95, Cve09] a motivac¸a˜o para
o seu estudo tem origem na qu´ımica, com a publicac¸a˜o do artigo [Hu¨c31] onde se apresenta a
teoria dos orbitais moleculares de Hu¨kel, no estudo de mole´culas orgaˆnicas insaturadas, e dela
surge a noc¸a˜o de energia de um grafo. No entanto, so´ muito mais tarde e´ publicado o primeiro
artigo de matema´tica sobre teoria espetral dos grafos, motivado pelo estudo da vibrac¸a˜o de
uma membrana [CS57], cujo movimento e´ descrito por equac¸o˜es diferenciais. Mais detalhes
sobres estes dois problemas encontram-se em [CRS10, Cap´ıtulo 9].
Relativamente a`s cieˆncias da computac¸a˜o em [Cve09, CS11] faz-se uma descric¸a˜o pormenori-
zada de va´rias aplicac¸o˜es. Observe-se, por exemplo, que o vetor pro´prio associado ao maior
valor pro´prio da matriz de adjaceˆncia do grafo, usualmente designado por vetor principal, e´
utilizado pelos motores de pesquisa da web [BP98, Kle99] e no reconhecimento de padro˜es
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[LWH03]. Os valores e vetores pro´prios da matriz Laplaciana sa˜o tambe´m aplicados no reco-
nhecimento de padro˜es [WHL05] e no estudo da topologia da Internet [CT04]. Em [CRS10,
Cap´ıtulo 9] refere-se a construc¸a˜o do subespac¸o pro´prio associado ao valor pro´prio -2, dos
grafos linha generalizados, e como isso se relaciona com consultas seguras a bases de dados
estat´ısticos.
Do estudo do espetro dos grafos linha [Hof60], cujo menor valor pro´prio e´ na˜o inferior a −2
conclui-se a existeˆncia de grafos, tambe´m com menor valor pro´prio na˜o inferior a −2, que
na˜o sa˜o grafos linha e que se designam grafos excecionais. Em [Bei70], os grafos linha sa˜o
caracterizados pela identificac¸a˜o de nove subgrafos proibidos. Em [CGSS76] sa˜o introduzidos
os sistemas de ra´ızes, das a´lgebras de Lie, no estudo dos grafos com menor valor pro´prio
na˜o inferior a −2, representando-se os ve´rtices dos grafos por vetores do espac¸o euclideano.
Um estudo exaustivo com os resultados e conceitos relacionados com os grafos excecionais
encontra-se em [CRS04].
Os conjuntos (κ, τ)-regulares surgem, com uma designac¸a˜o distinta, em [Tho81, Neu82] rela-
cionados com os grafos fortemente regulares. Em [Tho81] os subgrafos induzidos por conjun-
tos (κ, τ)-regulares sa˜o designados por subgrafos pro´prios do tipo κ − τ . Em [Neu82] estes
conjuntos sa˜o designados por conjuntos regulares com valeˆncia κ e nexus τ . O conceito
de conjunto (κ, τ)-regular com esta designac¸a˜o foi introduzido em [CR04]. Estes conjuntos
aplicam-se no estudo de grafos com restric¸o˜es de dominaˆncia [HKT00, Tel93] e no reconheci-
mento de grafos hamiltonianos [CSZ08]. Destaca-se, ainda, o facto de um grafo regular com
um conjunto (κ, τ)-regular ter κ− τ como valor pro´prio da matriz de adjaceˆncia e um vetor
pro´prio definido a partir do vetor caracter´ıstico deste conjunto [Tho81].
As partic¸o˜es equilibradas foram introduzidas em [Sac66, Sac67], com uma terminologia dife-
rente da atual, tendo em vista o estudo espetral de um grafo a partir do respetivo grafo quo-
ciente. Este conceito, com a designac¸a˜o de partic¸a˜o equilibrada, foi introduzido em [Sch74],
tendo em vista a obtenc¸a˜o de informac¸a˜o sobre os valores pro´prios e os vetores pro´prios da
matriz de adjaceˆncia de um grafo. De acordo com [God93], as partic¸o˜es equilibradas surgem
relacionadas com os grupos de automorfismo de grafos [McK76] e as partic¸o˜es associadas a ma-
trizes de passeios e colorac¸a˜o de grafos [PS82]. Em [Sch74, CDS80a, God93, CRS97] mostra-se
que a partir das partic¸o˜es equilibradas de um grafo e´ poss´ıvel obter informac¸a˜o acerca dos
3valores e vetores pro´prios da respetiva matriz de adjaceˆncia. Em particular, mostra-se que
o polino´mio caracter´ıstico da matriz de adjaceˆncia do grafo quociente divide o polino´mio
caracter´ıstico da matriz de adjaceˆncia do grafo.
A motivac¸a˜o para o estudo dos grafos regulares excecionais, no contexto desta tese, decorre
da observac¸a˜o em [CC06] de que estes grafos teriam uma estrutura de conjunto parcialmente
ordenado, onde a relac¸a˜o de ordem parcial se define atrave´s de (κ, τ)-extenso˜es. Com base
nesta observac¸a˜o desenvolve-se uma nova te´cnica de construc¸a˜o dos grafos regulares excecio-
nais e prova-se a existeˆncia do conjunto parcialmente ordenado acima referido. Em [BCC+14]
apresenta-se de forma sucinta uma descric¸a˜o deste me´todo construtivo.
O objetivo desta tese e´ desenvolver e descrever uma nova te´cnica de construc¸a˜o de grafos
regulares e mostrar que todos os grafos regulares excecionais podem ser obtidos por esta
te´cnica. A te´cnica permite a construc¸a˜o de grafos regulares pela introduc¸a˜o de conjuntos
(κ, τ)-regulares em grafos regulares. Este procedimento estabelece uma relac¸a˜o de ordem
parcial entre os grafos regulares. Da aplicac¸a˜o sucessiva desta te´cnica pode-se construir uma
cadeia maximal de grafos onde os sucessivos conjuntos (κ, τ)-regulares permanecem (κ, τ)-
regulares, resultando um grafo regular com uma partic¸a˜o equilibrada. No caso particular dos
grafos regulares excecionais apresenta-se o diagrama de Hasse da relac¸a˜o de ordem parcial
definida por (κ, τ)-extenso˜es, com κ− τ = −2.
Esta dissertac¸a˜o apresenta a estrutura que a seguir se descreve.
No Cap´ıtulo 2 introduzem-se algumas definic¸o˜es e notac¸o˜es da teoria dos grafos e descrevem-
se algumas relac¸o˜es ba´sicas entre as propriedades de natureza combinato´ria e espetral dos
grafos. Introduz-se a noc¸a˜o de 1-design, partic¸a˜o equilibrada e algumas das suas propriedades
no contexto da teoria dos grafos.
No Cap´ıtulo 3 descreve-se a te´cnica, desenvolvida nesta tese, para a construc¸a˜o de grafos
regulares, onde um grafo regular e´ estendido por um conjunto (κ, τ)-regular. Mostra-se que
este processo construtivo induz uma relac¸a˜o de ordem parcial  e que pode ser aplicado
recursivamente, tendo em vista a construc¸a˜o de cadeias de grafos regulares. Na Secc¸a˜o 3.1
esta te´cnica e´ restringida de modo a que cada conjunto (κ, τ)-regular introduzido e´ mantido
ao longo do processo recursivo, obtendo-se grafos regulares com partic¸o˜es equilibradas com
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mais de duas ce´lulas. A construc¸a˜o de um grafo regular, por extensa˜o de outro grafo regular,
reduz-se a` construc¸a˜o das matrizes de incideˆncia de um 1-design. Na Secc¸a˜o 3.2 mostra-se
que, no caso em que os grafos sa˜o estendidos por conjuntos (0, τ)-regulares, a sua construc¸a˜o
e´ invariante em relac¸a˜o a permutac¸o˜es sobre as linhas da matriz de incideˆncia de um dos
respetivos 1-design. O cap´ıtulo termina com a Secc¸a˜o 3.3, onde se apresentam algumas
propriedades espetrais de famı´lias de grafos obtidos por esta te´cnica.
No Cap´ıtulo 4 sa˜o abordadas as treˆs principais te´cnicas anteriormente utilizadas na caracte-
rizac¸a˜o dos grafos com menor valor pro´prio na˜o inferior a −2. Note-se que esta propriedade e´
partilhada pelos grafos linha generalizados, que incluem os grafos linha, e pelos grafos exce-
cionais. Este cap´ıtulo inclui ainda uma secc¸a˜o descritiva da construc¸a˜o do conjunto dos grafos
regulares excecionais apresentada em [BCS76] com base nos resultados obtidos em [CGSS76],
onde os ve´rtices dos grafos com menor valor pro´prio na˜o inferior a −2 sa˜o representados por
vetores do espac¸o euclideano.
O Cap´ıtulo 5 conte´m os principais contributos desta tese. Com efeito, mostra-se que os grafos
regulares excecionais podem ser obtidos por (κ, τ)-extenso˜es, onde κ− τ = −2, e apresentam
uma estrutura de conjunto parcialmente ordenado. Na Secc¸a˜o 5.1 introduzem-se os resultados
gerais. Na Secc¸a˜o 5.2 descreve-se a construc¸a˜o de um subconjunto de grafos regulares, L1,
que inclui os grafos regulares excecionais da 1a camada, e que sa˜o obtidos por (0, 2)-extenso˜es,
com base na construc¸a˜o de matrizes de incideˆncia de designs 1− (4, 2, n2 ). Esta secc¸a˜o inclui
ainda um algoritmo que permite obter todos os grafos de (L1,) e que evita o aparecimento
de grafos isomorfos. Na Secc¸a˜o 5.3, e´ constru´ıdo um subconjunto de grafos regulares, L2,
que conte´m os grafos regulares excecionais da 2a camada, obtidos por (0, 2)-extenso˜es, com
recurso a designs 1 − (3, 2, 2n3 ). Tal como anteriormente, e´ apresentado um algoritmo para
a construc¸a˜o dos grafos de L2 onde a produc¸a˜o de grafos isomorfos e´ evitada. Na Secc¸a˜o 5.4
obte´m-se L3, que conte´m os treˆs grafos regulares excecionais da 3a e u´ltima camada, utilizando
(1, 3)-extenso˜es com recurso a designs 1 − (4, 3, 3n4 ). E´ tambe´m apresentado um algoritmo
para a construc¸a˜o destes grafos. Na Secc¸a˜o 5.5, descrevem-se os resultados computacionais
obtidos e apresenta-se o diagrama de Hasse do conjunto parcialmente ordenado que conte´m
os 187 grafos regulares excecionais. Note-se que, ale´m dos grafos regulares excecionais, este
conjunto parcialmente ordenado conte´m mais 42 grafos regulares, devidamente assinalados
5no diagrama de Hasse.
No Cap´ıtulo 6 apresentam-se as principais concluso˜es do trabalho realizado e propo˜em-se
algumas ideias para trabalho futuro.
O trabalho tem ainda um Apeˆndice sobre a implementac¸a˜o dos treˆs algoritmos referidos e
resultados computacionais, dividido em duas secc¸o˜es. A Secc¸a˜o A.1 refere-se a` implementac¸a˜o
do algoritmo apresentado para a construc¸a˜o dos grafos da 1a camada, com uma breve ana´lise
do esforc¸o computacional envolvido. A Secc¸a˜o A.2 conte´m as tabelas com todos os dados
obtidos.

Cap´ıtulo 2
Definic¸o˜es e resultados preliminares
Neste cap´ıtulo apresentam-se algumas definic¸o˜es e notac¸o˜es da teoria dos grafos e estabelecem-
-se algumas relac¸o˜es entre as propriedades dos grafos e as propriedades das matrizes de ad-
jaceˆncia. Introduz-se a noc¸a˜o de 1-design e de partic¸a˜o equilibrada e algumas das suas pro-
priedades no contexto da teoria dos grafos.
Nesta tese adotam-se os conceitos e notac¸o˜es ba´sicas da teoria dos grafos que sa˜o descritas
em [CSR09].
Ao longo do texto consideram-se (maioritariamente) grafos na˜o dirigidos simples
G = (V (G), E(G)), onde V (G) denota o conjunto na˜o vazio dos ve´rtices e E(G) o con-
junto das arestas, ou seja, grafos sem arestas mu´ltiplas ou lacetes. Uma aresta de E(G) que
tem os ve´rtices i e j como ve´rtices extremos denota-se por ij e nesse caso diz-se que os ve´rtices
i e j sa˜o adjacentes ou vizinhos.
Dado um grafo G de ordem n, a matriz de adjaceˆncia de um (multi)(di)grafo G denota-se
por AG = (aij)n×n, onde a entrada aij e´ igual ao nu´mero de arestas ou arcos com origem
no ve´rtice i e te´rmino no ve´rtice j. A matriz de incideˆncia aresta ve´rtice de um grafo G, de
ordem n e com m arestas, e´ uma matriz n × m M = [mij ] tal que mij = 1 se a aresta ej
e´ incidente no ve´rtice vi, ou seja, ej = vivk para algum ve´rtice vk ∈ V (G), e mij = 0, caso
contra´rio.
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O espetro de AG e´ o multi-conjunto dos valores pro´prios {λ1, λ2, · · · , λn} de AG e denota-se
por σ(AG). Os valores pro´prios λi da matriz AG sera˜o referidos como os valores pro´prios do
grafo G e segundo a ordem λmax(AG) = λ1 ≥ λ2 ≥ · · · ≥ λn = λmin(AG). O raio espetral
de uma matriz quadrada AG e´ ρ(AG) = max{|λ| : λ ∈ σ(AG)}. Como AG e´ uma matriz
sime´trica, os seus n valores pro´prios sa˜o reais e as multiplicidades alge´brica e geome´trica de
qualquer valor pro´prio λ ∈ σ(AG) coincidem, pelo que este valor sera´ referido apenas como
multiplicidade do valor pro´prio λ. Sabe-se que λmin(AG) = 0 se e so´ se G na˜o tem arestas,
λmin(AG) = −1 se e so´ se G tem pelo menos uma aresta e cada uma das suas componentes e´
um grafo completo e, caso contra´rio, λmin(AG) ≤ −
√
2 [Doo82]. Ao longo do texto jn denota
o vetor com todas as n componentes iguais a um e In denota a matriz identidade de ordem
n.
Seguem-se algumas propriedades dos valores e vetores pro´prios dos grafos regulares.
Proposic¸a˜o 2.1. [God93] Um grafo G e´ regular se e so´ se j e´ um vetor pro´prio da matriz de
adjaceˆncia AG. Se G e´ p-regular enta˜o p ∈ σ(AG) e j e´ um vetor pro´prio associado a p.
Proposic¸a˜o 2.2. [CS57] Seja G um grafo de ordem n. Se λ1 e´ o maior valor pro´prio de AG
e d¯G e´ a me´dia dos graus dos ve´rtices de G, enta˜o d¯G ≤ λ1, verificando-se a igualdade se e
so´ se G e´ regular.
Da Proposic¸a˜o 2.2 conclui-se que λ1, o raio espetral da matriz de adjaceˆncia de um grafo
p-regular, coincide com o grau de regularidade p, utilizando-se indistintamente p para referir
ambos. Os resultados seguintes estabelecem que a multiplicidade do raio espetral de AG
define o nu´mero de componentes conexas do grafo G.
Proposic¸a˜o 2.3. [CDS80a] Um grafo G e´ conexo se e so´ se o raio espetral da matriz de
adjaceˆncia AG e´ um valor pro´prio simples e tem associado um vetor pro´prio com todas as
componentes positivas.
Proposic¸a˜o 2.4. [CDS80a] Se a matriz de adjaceˆncia de um grafo G tem um vetor pro´prio
positivo no subespac¸o pro´prio associado ao seu raio espetral ρ, enta˜o o nu´mero de componentes
de G e´ igual a` multiplicidade de ρ.
Dado um grafo G, um subconjunto ∅ 6= S ⊆ V (G) diz-se um conjunto (κ, τ)-regular do grafo
G se o subgrafo induzido G[S] e´ κ-regular e todo o ve´rtice v ∈ V (G) \S tem τ vizinhos em S.
9Da definic¸a˜o de conjunto (κ, τ)-regular e´ imediato que, para todo o τ > 0, um conjunto (0, τ)-
regular S do grafo G e´ um independente maximal. Ale´m disso [BC04], se τ = −λmin(AG),
enta˜o S e´ um independente ma´ximo e todo o independente ma´ximo e´ um conjunto (0, τ)-
regular.
No grafo de Petersen da Figura 2.1 podem identificar-se o conjunto (0, 2)-regular {2, 5, 8, 9},
o conjunto (2, 1)-regular {1, 2, 3, 4, 5} e o conjunto (1, 3)-regular {1, 3, 4, 6, 7, 10}. O
conjunto {2, 5, 8, 9} e´ um independente ma´ximo.
2
3
6
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**
Figura 2.1: Grafo de Petersen com conjunto (0, 2)-regular e independente ma´ximo {2, 5, 8, 9}.
O par (X,B) e´ um 1-design com paraˆmetros (v, l, λ) ou um design 1 − (v, l, λ) , se X e´ um
conjunto de cardinalidade v, B e´ uma famı´lia de b subconjuntos de X com cardinalidade l,
designados por blocos, e cada elemento x ∈ X pertence a exatamente λ blocos. A matriz de
incideˆncia B = (bij) de um design 1− (v, l, λ) e´ uma matriz v× b com entrada bij igual a 1 se
xi ∈ Bj e 0 caso contra´rio. De forma alternativa, um 1-design (X,B) com paraˆmetros (v, l, λ)
pode ser representado por um grafo bipartido semi-regular, designado por grafo de incideˆncia
do design (X,B).
O resultado seguinte estabele uma condic¸a˜o necessa´ria e suficiente para a existeˆncia de um
1-design.
Teorema 2.5. [CSR09] Existe um 1-design com paraˆmetros (v, l, λ) se e so´ se l|λv e
b = λvl ≤
(v
l
)
, onde b e´ o nu´mero de blocos.
Se π = (V1, V2, . . . , Vr) e´ uma partic¸a˜o de V (G) e, para i, j ∈ {1, 2, . . . , r}, existe dij ∈ N0
tal que para todo o v ∈ Vi dij = |NG(v) ∩ Vj |, ou seja, o nu´mero de vizinhos que um ve´rtice
de Vi tem em Vj e´ independente da escolha do ve´rtice em Vi, enta˜o diz-se que π e´ uma
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partic¸a˜o equilibrada de G [Sch74]. Uma partic¸a˜o equilibrada com dois elementos designa-se
por bipartic¸a˜o equilibrada. Se G admite uma partic¸a˜o equilibrada π = (V1, V2, . . . , Vr), enta˜o
o subgrafo induzido por cada ce´lula Vi e´ regular e as arestas que unem duas ce´lulas distintas
formam um grafo bipartido semiregular.
Se G e´ um grafo regular e S ⊂ V (G) e´ um conjunto (κ, τ)-regular de G, enta˜o
π = (S, V (G) \ S) e´ uma bipartic¸a˜o equilibrada de G. Neste caso, a matriz de adjaceˆncia do
grafo G escreve-se na forma
AG =

 AG[S] B
BT AG[S¯]


onde S¯ = V (G) \ S, AG[S] e AG[S¯] sa˜o as matrizes dos subgrafos regulares induzidos por S
e S¯, respetivamente, e B ∈ {0, 1}|S|×(n−|S|) e´ a matriz que descreve as adjaceˆncias entre os
ve´rtices de S e os ve´rtices de S¯.
Se G e´ um grafo p-regular, enta˜o, das propriedades de um conjunto (κ, τ)-regular, obteˆm-se
as igualdades seguintes:
AG[S]j = κj, Bj = (p− κ)j, AG[S¯]j = (p− τ)j e BT j = τ j.
Dada uma partic¸a˜o equilibrada π = (V1, . . . , Vr) do grafo G, designa-se por grafo quociente
de G com respeito a π [God93] (ou divisor [CDS80a]), e denota-se por G/π, o multidigrafo
cujos ve´rtices sa˜o as ce´lulas da partic¸a˜o π e que, para i, j ∈ {1, . . . , r}, tem dij arcos de Vi
para Vj , onde dij = |NG(v) ∩ Vj | para todo o v ∈ Vi.
A matriz de adjaceˆncia AG/pi, tambe´m designada por matriz quociente, e´ a matriz de ordem
r com entradas dij . Se G e´ um grafo de ordem n e π e´ a partic¸a˜o equilibrada trivial com
n subconjuntos, enta˜o AG/pi = AG. Se G e´ um grafo p-regular e π e´ a partic¸a˜o equilibrada
trivial com V1 = V (G), enta˜o AG/pi = [p]. Se G e´ um grafo p-regular e S ⊂ V (G) e´ um
conjunto (κ, τ)-regular, enta˜o π = (S, V (G) \ S) e´ uma bipartic¸a˜o equilibrada com matriz de
adjaceˆncia
AG/pi =

 κ p− κ
τ p− τ

 .
Na Figura 2.2 encontra-se o grafo quociente G/π, e a respetiva matriz de adjaceˆncia AG/pi,
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relativamente a` bipartic¸a˜o equilibrada π = ({2, 5, 8, 9}, {1, 3, 4, 6, 7, 10}) do grafo de Pe-
tersen apresentado na Figura 2.1.
{2, 5, 8, 9} {1, 3, 4, 6, 7, 10}
G/π
AG/pi =

 0 3
2 1


Figura 2.2: Grafo quociente G/π e respetiva matriz de adjaceˆncia AG/pi, relativa a` bipartic¸a˜o
equilibrada π do grafo de Petersen.
Proposic¸a˜o 2.6. [God93] Se π e´ uma partic¸a˜o equilibrada do grafo G, enta˜o σ
(
AG/pi
) ⊆
σ (AG).

Cap´ıtulo 3
Construc¸a˜o de grafos regulares por
(κ, τ )-extenso˜es
Neste cap´ıtulo descreve-se uma nova te´cnica para a construc¸a˜o de grafos regulares, onde um
grafo regular e´ estendido por um conjunto (κ, τ)-regular e, portanto, admite uma bipartic¸a˜o
equilibrada. Este processo construtivo pode ser aplicado de forma recursiva, induzindo uma
relac¸a˜o de ordem parcial. Na Secc¸a˜o 3.1 e´ descrito um caso particular desta te´cnica segundo
a qual cada conjunto (κ, τ)-regular acrescentado e´ mantido enquanto tal ao longo de todo o
processo recursivo. A construc¸a˜o de um grafo regular por extensa˜o de outro grafo regular
reduz-se a` construc¸a˜o das matrizes de incideˆncia de um 1-design. Na Secc¸a˜o 3.2 mostra-se
que no caso em que os grafos sa˜o estendidos por conjuntos (0, τ)-regulares a construc¸a˜o e´
invariante em relac¸a˜o a permutac¸o˜es sobre as linhas da matriz de incideˆncia do 1-design. O
cap´ıtulo termina com a Secc¸a˜o 3.3 onde se apresentam algumas propriedades espetrais que se
verificam em famı´lias de grafos gerados por esta te´cnica.
Seja G um grafo (p−τ)-regular de ordem n1 (com τ > 0) e H um grafo κ-regular (com κ ≤ p)
de ordem n2. Pretende-se obter um grafo p-regular H ⊕ G, de ordem n2 + n1, tal que cada
ve´rtice de H tem exatamente p− κ vizinhos em G e cada ve´rtice de G tem τ vizinhos em H,
ou seja, V (H) e´ um conjunto (κ, τ)-regular de H ⊕G e π = (V (H), V (G)) e´ uma bipartic¸a˜o
equilibrada deH⊕G. O procedimento de obtenc¸a˜o de um grafoH⊕G a partir de G designa-se
por (κ, τ)-extensa˜o, ou (κ, τ)-extensa˜o de tamanho n2, do grafo G. Esta construc¸a˜o e´ poss´ıvel
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quando se pode definir um famı´lia S de n1 subconjuntos de V (H), designados por blocos, cada
um dos quais com cardinalidade τ , e tal que cada ve´rtice v ∈ V (H) pertence a exatamente
p − κ blocos de S, ou seja, D = (V (H),S) define um design 1-(n2, τ, p− κ). Recorde-se que
do Teorema 2.5, existe um design 1− (n2, τ, p−κ) se e so´ se n1n2 =
p−κ
τ . Desta forma, a matriz
de adjaceˆncia de H ⊕G pode escrever-se na forma
AH⊕G =

 AH B
BT AG

 , (3.1)
onde AH e AG sa˜o as matrizes de adjaceˆncia dos grafos H e G, respetivamente, e B e´ uma
matriz de incideˆncia de um design 1 − (n2, τ, p − κ), isto e´, cada coluna de B corresponde a
um vetor caracter´ıstico de um bloco.
A te´cnica de construc¸a˜o de grafos regulares atrave´s de (κ, τ)-extenso˜es de um grafo regular
G pode ser aplicada de forma recursiva, gerando uma sequeˆncia de grafos regulares. Consi-
derando o grafo (p − τ)-regular G0 = G e o grafo κ-regular H, atra´s descritos, constro´i-se o
conjunto F de grafos ((p− τ) +mτ)-regulares, Gm, de ordem mn2 + n1, onde cada Gm se
obte´m por uma (κ, τ)-extensa˜o de Gm−1, para m ≥ 1,
H ⊕ · · · ⊕H ⊕H ⊕G︸ ︷︷ ︸
G1︸ ︷︷ ︸
G2︸ ︷︷ ︸
...︸ ︷︷ ︸
Gm
.
Considere-se a relac¸a˜o bina´ria , definida em F por: G  G′ se e so´ se G′ se pode obter de
G por uma sequeˆncia de zero ou mais (κ, τ)-extenso˜es atrave´s do grafo κ-regular H de ordem
n2 = |V (H)|.
Observe-se que  e´ uma relac¸a˜o de ordem parcial em F pois verifica as seguintes propriedades:
• Reflexividade: qualquer grafo G ∈ F se obte´m de si pro´prio por uma sequeˆncia vazia
de (κ, τ)-extenso˜es;
• Antissimetria: dados dois grafos G, G′ ∈ F , onde G e´ um grafo r-regular de ordem n
e G′ um grafo r′-regular de ordem n′, se G′ se obte´m por uma sequeˆncia de m (κ, τ)-
extenso˜es de G e G se obte´m por uma sequeˆncia de m′ (κ, τ)-extenso˜es de G′, enta˜o
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r′ = r+mτ , e r = r′+m′τ e n = m′n2+n
′. Destas igualdades obte´m-se 0 = (m+m′)τ
e, como τ > 0 e m, m′ ≥ 0, vem que m = m′ = 0, concluindo-se que G ∼= G′.
• Transitividade: dados treˆs grafos G, G′ e G′′ de F , se G′ se obte´m por uma sequeˆncia
de m (κ, τ)-extenso˜es de G e G′′ se obte´m por uma sequeˆncia de m′ (κ, τ)-extenso˜es de
G′, enta˜o G′′ obte´m-se por uma sequeˆncia de m+m′ (κ, τ)-extenso˜es formada pelas m
(κ, τ)-extenso˜es com as quais se obte´m G′ de G, seguidas das m′ (κ, τ)-extenso˜es que
permitem obter G′′ de G′.
Consequentemente, (F ,) e´ um conjunto parcialmente ordenado.
Exemplo 3.1. Considere-se o grafo 2-regular G = C4, de ordem 4, e a respetiva matriz de
adjaceˆncia AC4 :
u1
u2 u3
u4
G
AC4 =


0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

 .
Atrave´s de uma (1, 1)-extensa˜o do grafo G = C4 pelo grafo 1-regular H = K2, obte´m-se o
grafo 3-regular G1 = K2 ⊕ C4 com matriz de adjaceˆncia AG1 :
u1
u2 u3
u4
v1
v2
G
AG1 =


0 1 1 0 0 1
1 0 0 1 1 0
1 0 0 1 0 1
0 1 1 0 1 0
0 1 0 1 0 1
1 0 1 0 1 0


Note-se que

 1 0 0 1
0 1 1 0

 e´ uma matriz de incideˆncia de um design 1− (2, 1, 2).
Procedendo de forma ana´loga, obte´m-se um grafo 4-regular G2 = K2⊕G1 = K2⊕ (K2 ⊕ C4)
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com matriz de adjaceˆncia AG2 :
u1
u2 u3
u4
v1
v2
w1
w2
G2 AG2 =


0 1 1 1 0 0 0 1
1 0 0 0 1 1 1 0
1 0 0 1 1 0 0 1
1 0 1 0 0 1 1 0
0 1 1 0 0 1 0 1
0 1 0 1 1 0 1 0
0 1 0 1 0 1 0 1
1 0 1 0 1 0 1 0


onde

 1 1 0 0 0 1
0 0 1 1 1 0

 e´ uma matriz de incideˆncia de um design 1− (2, 1, 3).
Aplicando o processo tantas vezes quantas se queira obte´m-se uma cadeia de grafos regulares:
G = G0  G1  G2  · · · .
3.1 Construc¸a˜o de grafos regulares com partic¸o˜es equilibradas
Considere-se o grafo p-regular G1 = H ⊕G0 obtido por uma (κ, τ)-extensa˜o do grafo (p− τ)-
regular G0, de ordem n1 (com τ > 0). Como foi referido no in´ıcio deste cap´ıtulo, a construc¸a˜o
do grafo G1 e´ efetuada de forma a que o conjunto dos ve´rtices do grafo κ-regular H seja
um conjunto (κ, τ)-regular de G1, ou seja, a (κ, τ)-extensa˜o de G0 induz uma bipartic¸a˜o
equilibrada π = (V (H), V (G0)) no novo grafo G1 = H⊕G0. Considere-se, agora, uma cadeia
de grafos G = G0  G1  G2  · · ·  Gm  Gm+1 do conjunto parcialmente ordenado (F ,)
onde, para i = 0, 1, · · · , m, Gi+1 e´ um grafo (p+iτ)-regular, de ordem (i+1)n2+n1, obtido por
uma (κ, τ)-extensa˜o do grafo Gi atrave´s do grafo H, onde V (H) e´ um conjunto (κ, τ)-regular
de Gi+1. De forma ana´loga a (3.1), a matriz de adjaceˆncia de cada grafo Gi+1 = H⊕Gi, com
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i = 0, · · · ,m, escreve-se na forma
AGi+1 =

 AH Bi
BTi AGi

 .
Seja πm+1 = (Wm+1,Wm, · · · ,W0) uma partic¸a˜o de V (Gm+1), onde W0 = V (G0) e
Gm+1[Wj ] ∼= H. Se na construc¸a˜o recursiva dos grafos G1, G2, . . . , Gm+1 cada grafo Gj
(j = 1, , 2, . . . , m + 1) mante´m como conjuntos (κ, τ)-regulares os subconjuntos de ve´rtices
W1, . . . ,Wj−1 acrescentados nas j− 1 (κ, τ)-extenso˜es anteriores, enta˜o πm+1 e´ uma (m+2)-
partic¸a˜o equilibrada de V (Gm+1). Neste caso diz-se que o grafo Gm+1 e´ obtido de Gm por
uma (κ, τ)-extensa˜o que induz uma (m+2)-partic¸a˜o equilibrada. Mais formalmente, em cada
(κ, τ)-extensa˜o executam-se os seguintes passos:
• cada ve´rtice v ∈Wm+1 e´ adjacente a τ ve´rtices de cada um dos m grafos H previamente
introduzidos, ou seja, e´ adjacente a τ ve´rtices deWj (j = 1, · · · ,m), e e´ adjacente a p−κ
ve´rtices de W0 = V (G0) e, no seu conjunto, p− κ+mτ ve´rtices de Gm sa˜o adjacentes
a v,
• cada ve´rtice em Wj tem τ vizinhos em Wm+1, j = 1, · · · ,m,
• cada ve´rtice em W0 = V (G0) tem τ vizinhos em Wm+1.
Desta forma a partir de um grafo (p − τ +mτ)-regular, Gm, obte´m-se um grafo (p +mτ)-
regular, Gm+1, com Wm+1 como conjunto (κ, τ)-regular.
Proposic¸a˜o 3.2. Sejam G um grafo (p − τ)-regular e H um grafo κ-regular de ordem n2.
Se Gm+1 ∈ F se obte´m de Gm ∈ F por uma (κ, τ)-extensa˜o que induz uma (m+ 2)-partic¸a˜o
equilibrada, enta˜o AGm+1 =

 AH Bm
BTm AGm

 onde Bm e´ a matriz de incideˆncia de um design
1 − (n2, τ, p − κ + mτ) que admite a seguinte partic¸a˜o em m + 1 submatrizes B(j)m , com
j = 0, . . . ,m, tais que
Bm =
[
B(m)m B
(m−1)
m · · · B(1)m B(0)m
]
. (3.2)
As matrizes B
(j)
m , com j = 1, . . . ,m, sa˜o matrizes de incideˆncia de um design 1 − (n2, τ, τ)
e a matriz B
(0)
m e´ a matriz de incideˆncia de um design 1− (n2, τ, p− κ). Nestas condic¸o˜es,
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a matriz de adjaceˆncia de AGm+1 tem a forma
AGm+1 =


AH B
(m)
m · · · B(1)m B(0)m
B
(m)T
m AH · · · B(1)m−1 B(0)m−1
...
...
...
...
...
B
(1)T
m B
(1)T
m−1 · · · AH B(0)0
B
(0)T
m B
(0)T
m−1 · · · B(0)T0 AG0


, (3.3)
onde B
(j)
i , com i = 1, · · · ,m e j = 1, . . . , i, e´ uma matriz de incideˆncia de um design
1 − (n2, τ, τ) e B(0)i e´ uma matriz de incideˆncia de um design 1 − (n2, τ, p − κ), com
i = 0, 1, · · · ,m.
Demonstrac¸a˜o. Considere-se a construc¸a˜o atra´s descrita para uma cadeia de grafos G0 = G 
G1  · · ·  Gm+1, do conjunto parcialmente ordenado (F ,). A submatriz Bm de AGm+1
escreve-se na forma Bm = [B
(m)
m · · · B(1)m B(0)m ], onde
• B(j)m e´ a submatriz de AGm+1 cujas linhas sa˜o indexadas pelos ve´rtices de H e as colunas
pelos ve´rtices de Wj ; trata-se da matriz de incideˆncia de um design 1− (n2, τ, τ), para
j = 1, · · · ,m.
• B(0)m e´ a submatriz de AGm+1 cujas linhas sa˜o indexadas pelos ve´rtices de H e as co-
lunas pelos ve´rtices de W0 = V (G); trata-se da matriz de incideˆncia de um design
1− (n2, τ, p− κ).
Os blocos destes designs 1− (n2, τ, τ) e 1− (n2, τ, p−k) sa˜o os conjuntos de vizinhos de todos
os v ∈Wj em Wm+1 = H, j = 0, 1, · · · ,m.
A segunda parte da proposic¸a˜o prova-se por induc¸a˜o sobre m ≥ 0. Se m = 0, a matriz de
adjaceˆncia do grafo G1 que se obte´m por uma (κ, τ)-extensa˜o e´ AG1 =

 AH B0
BT0 AG0

, onde
B0 = B
(0)
0 e´ a matriz de incideˆncia de um design 1− (n2, τ, p− κ). Para m ≥ 0, a matriz de
adjaceˆncia de Gm+1 ∈ F pode escrever-se na forma
AGm+1 =

 AH Bm
BTm AGm

 , com m = 0, 1, . . . , (3.4)
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onde Bm e´ a matriz de incideˆncia de um design 1-(n2, τ, p− κ+mτ). Consequentemente,
por induc¸a˜o,
AGm+1 =


AH Bm
AH · · · B(1)m−1 B(0)m−1
BTm
...
...
...
...
B
(1)T
m−1 · · · AH B(0)0
B
(0)T
m−1 · · · B(0)T0 AG0


,
e (3.3) obte´m-se de (3.2).
3.2 Extensa˜o por um grafo 0-regular
No caso particular em que o grafo H e´ 0-regular (ou seja, κ = 0) a matriz de adjaceˆncia de
G′ = H ⊕G e´
AG′ =

 0n2 B
BT AG


onde 0n2 e´ a matriz de adjaceˆncia do grafo 0-regular H de ordem n2, AG e´ a matriz de
adjaceˆncia do grafo (p − τ)-regular G de ordem n1 e B e´ a matriz de incideˆncia de um
design 1− (n2, τ, p). A proposic¸a˜o seguinte mostra que duas matrizes de incideˆncia de designs
1 − (n2, τ, p) que diferem apenas numa permutac¸a˜o de linhas produzem, atrave´s de uma
(0, τ)-extensa˜o, grafos H ⊕G isomorfos.
Proposic¸a˜o 3.3. Seja G um grafo (p − τ)-regular de ordem n1, com τ > 0, e H um grafo
0-regular de ordem n2. Sejam B1 e B2 matrizes de incideˆncia de 1-designs com paraˆmetros
(n2, τ, p) que diferem entre si apenas por uma permutac¸a˜o nas linhas. Enta˜o os grafos G1 e
G2 com matrizes de adjaceˆncia
AG1 =

 0n2 B1
BT1 G

 e AG2 =

 0n2 B2
BT2 G

,
sa˜o isomorfos.
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A permutac¸a˜o das linhas da matriz Bi, com i = 1, 2, corresponde a uma troca de li-
nhas e correspondente troca de colunas na matriz de adjaceˆncia dos grafos obtidos por
(0, τ)-extenso˜es AG1 e AG2 .
Exemplo 3.4. Seja G um grafo de ordem 6 e regularidade 2, com matriz de adjaceˆncia
AG =


0 1 1 0 0 0
1 0 1 0 0 0
1 1 0 0 0 0
0 0 0 0 1 1
0 0 0 1 0 1
0 0 0 1 1 0


,
H um grafo 0-regular de ordem 3 e G′ = H⊕G um grafo que se obte´m por uma (0, 2)-extensa˜o
de G pelo grafo H. Assim, a matriz de adjaceˆncia
AG′ =

 03 B
BT AG

 ,
onde B e´ uma matriz de incideˆncia de um design 1− (3, 2, 4).
Considerem-se duas matrizes de incideˆncia do design 1− (3, 2, 4) que diferem entre si apenas
por uma permutac¸a˜o sobre as linhas,
B1 =


1 1 0 0 1 1
0 1 1 1 1 0
1 0 1 1 0 1

 e B2 =


1 0 1 1 0 1
0 1 1 1 1 0
1 1 0 0 1 1

,
ou seja, B2 = PB1 com matriz de permutac¸a˜o P =


0 0 1
0 1 0
1 0 0

.
Os grafos G1 = H ⊕ G e G2 = H ′ ⊕ G, representados na Figura 3.1, tais que V (G) =
{u1, u2, u3, u4, u5, u6}, V (H) = {1, 2, 3} e V (H ′) = {1′, 2′, 3′} com matrizes de
adjaceˆncia AG1 =

 0 B1
BT1 AG

 e AG2 =

 0 B2
BT2 AG

 sa˜o isomorfos.
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1 ≡ 3′
2 ≡ 2′
3 ≡ 1′
u1
u2
u3 u4
u5
u6
Figura 3.1: Grafos isomorfos obtidos por uma (0, 2)-extensa˜o.
3.3 Alguns vetores pro´prios associados ao valor pro´prio κ− τ
Seja G′ = H ⊕G um grafo p-regular obtido pela (κ, τ)-extensa˜o do grafo G de ordem n1. Da
Proposic¸a˜o 2.2 sabe-se que, como o grafo G e´ (p−τ)-regular e o grafo H e´ κ-regular de ordem
n2, λ1(G) = p− τ ≥ λ2(G) ≥ · · · ≥ λn1(G) e λ1(H) = κ ≥ λ2(H) ≥ · · · ≥ λn2(H).
Proposic¸a˜o 3.5. [Neu82] Se G e´ um grafo p-regular de ordem n com um conjunto
(κ, τ)-regular S, enta˜o κ − τ ∈ σ(AG) e v =

 (p− κ)j1
−τ j0

 e´ um vetor pro´prio associado
a κ− τ , com j1 e j0 vetores com, respetivamente, |S| e n− |S| componentes iguais a um.
A te´cnica de produzir grafos regulares por (κ, τ)-extenso˜es introduz em cada grafo Gm+1
(m ∈ N0) um conjunto (κ, τ)-regular, pelo que, da Proposic¸a˜o 3.5, (κ− τ) e´ valor pro´prio de
cada grafo Gm+1 do qual se conhece o vetor pro´prio associado.
Proposic¸a˜o 3.6. [CDS80a] Seja G um grafo e H um subgrafo induzido de G tal que
AG =

 X B
BT AH

. Se λmin(G) = λmin(H) e x e´ um vetor pro´prio de AH associado a
λmin(H) enta˜o x =

 0
x

 e´ um vetor pro´prio de AG.
Como Gm e´ subgrafo induzido de Gm+1 e λmin(Gm+1) = λmin(Gm) = κ − τ , enta˜o para
construir um vetor pro´prio associado ao valor pro´prio κ− τ do grafo Gm+1, basta acrescentar
zeros ao vetor pro´prio do grafo Gm descrito na Proposic¸a˜o 3.5.
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Considere-se a matriz de adjaceˆncia do grafo Gm+1 que se obte´m de Gm por uma (κ, τ)-
extensa˜o que induz uma (m + 2)-partic¸a˜o equilibrada descrita em (3.3). Desta forma, a
matriz quociente e´
AGm+1/pi =


κ τ · · · τ τ p− κ
τ κ · · · τ τ p− κ
...
...
...
...
...
...
τ τ · · · κ τ p− κ
τ τ · · · τ κ p− κ
τ τ · · · τ τ p− τ


.
Observe-se que, subtraindo a u´ltima linha a cada uma das restantes m + 1 linhas da matriz
AGm+1/pi − λI, obte´m-se


κ− τ − λ 0 · · · 0 0 −κ+ τ + λ
0 κ− τ − λ · · · 0 0 −κ+ τ + λ
...
...
...
...
...
...
0 0 · · · κ− τ − λ 0 −κ+ τ + λ
0 0 · · · 0 κ− τ − λ −κ+ τ + λ
τ τ · · · τ τ p− τ − λ


e, adicionando a` u´ltima coluna a soma das restantes m+ 1 colunas, vem que


κ− τ 0 · · · 0 0 0
0 κ− τ · · · 0 0 0
...
...
...
...
...
...
0 0 · · · κ− τ 0 0
0 0 · · · 0 κ− τ 0
τ τ · · · τ τ p− τ + (m+ 1)τ − λ


.
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Como esta matriz e´ semelhante a` matriz AGm+1/pi − λI, enta˜o teˆm o mesmo determinante,
obtendo-se σ
(
AGm+1/pi
)
=
{
(κ− τ)[m+1], p+mτ}. Ale´m disso, pela Proposic¸a˜o 2.6,
σ
(
AGm+1/pi
) ⊆ σ (AGm+1) .
Como consequeˆncia tem-se o seguinte corola´rio.
Corola´rio 3.7. Se Gm+1, m > 0, e´ um grafo regular obtido por m + 1 (κ, τ)-extenso˜es que
induzem uma (m + 2)-partic¸a˜o equilibrada a partir de G0, enta˜o κ − τ e´ valor pro´prio de
Gm+1 com multiplicidade na˜o inferior a m+ 1.
Das Proposic¸o˜es 3.5 e 3.6 conclui-se que os m+ 1 vetores


(p+mτ − κ)jn2
−τ jn2
−τ jn2
.
.
.
−τ jn2
−τ jn2
−τ jn1


︸ ︷︷ ︸
um+1,m
,


0jn2
(p+ τ(m− 1)− κ)jn2
−τ jn2
.
.
.
−τ jn2
−τ jn2
−τ jn1


︸ ︷︷ ︸
um+1,m−1
, . . . ,


0jn2
0jn2
0jn2
.
.
.
0jn2
(p− κ)jn2
−τ jn1


︸ ︷︷ ︸
um+1,0
sa˜o linearmente independentes e pertencem a EGm+1(κ− τ).
A seguinte proposic¸a˜o estabelece que os grafos regularesGm+1 que se obteˆm por uma sequeˆncia
dem+1 (κ, τ)-extenso˜es e teˆm menor valor pro´prio igual κ−τ , admitem uma (m+2)-partic¸a˜o
equilibrada.
Proposic¸a˜o 3.8. Seja Gm+1 um grafo (p+ τm)-regular obtido a partir do grafo G0
(p − τ)-regular de ordem n1 por uma sequeˆncia de m + 1 (κ, τ)-extenso˜es, com m ≥ 0. Se
λmin (Gm+1) = κ−τ , enta˜o existe uma (m+2)-partic¸a˜o equilibrada π = (Wm+1,Wm, . . . ,W0)
de V (Gm+1), onde Wi+1 = V (Gi+1)\V (Gi) para 0 ≤ i ≤ m, W0 = V (G0) e o subgrafo indu-
zido Gm+1[Wi], i = 1, · · · ,m+ 1, e´ isomorfo ao grafo κ-regular H, de ordem n2.
Demonstrac¸a˜o. Considerem-se os grafos G0, H e Gm+1, e os conjuntos Wi (0 ≤ i ≤ m + 1)
que satisfazem as condic¸o˜es da proposic¸a˜o. Seja π = (Wm+1,Wm, . . . ,W1,W0) uma partic¸a˜o
de V (Gm+1). Pretende-se provar que π e´ uma partic¸a˜o equilibrada de Gm+1.
Como G0 e´ (p− τ)-regular e H e´ κ-regular enta˜o:
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(i) cada ve´rtice de W0 tem p− τ vizinhos em W0;
(ii) cada ve´rtice de Wi tem κ vizinhos em Wi, 1 ≤ i ≤ m+ 1.
Por outro lado, do processo de construc¸a˜o de uma (κ, τ)-extensa˜o, cada Wj e´ um conjunto
(κ, τ)-regular de Gj (1 ≤ j ≤ m+ 1) logo,
(iii) cada ve´rtice de Wi tem τ vizinhos em Wj , para 0 ≤ i < j ≤ m+ 1.
Para mostrar que π e´ uma partic¸a˜o equilibrada de Gm+1 falta concluir que o nu´mero de
vizinhos que um ve´rtice de Wj tem em Wi e´ constante, com 0 ≤ i < j ≤ m+ 1.
De (3.4) concluiu-se que a matriz de adjaceˆncia AGm+1 pode ser escrita na forma
AGm+1 =

 AH Bm
BTm AGm


onde Bm e´ a matriz de incideˆncia de um design 1-(n2, τ,mτ + p− κ). A matriz Bm admite a
seguinte partic¸a˜o em blocos
Bm = [B
(m)
m B
(m−1)
m · · ·B(m−q+1)m B(m−q)↓m ], (3.5)
com 0 ≤ q ≤ m, onde as matrizes B(j)m (m − q + 1 ≤ j ≤ m) sa˜o matrizes de incideˆncia de
designs 1−(n2, τ, τ) que descrevem as adjaceˆncias entre os ve´rtices deWm+1 e os ve´rtices deWj
e B
(m−q)↓
m = [B
(m−q)
m · · · B(0)m ] e´ a matriz de incideˆncia de um design 1-(n2, τ, (m−q)τ+p−κ)
que descreve as adjaceˆncias entre os ve´rtices de Wm+1 e os ve´rtices de
⋃m−q
i=0 Wi.
Prove-se, agora, que cada ve´rtice deWm+1 tem τ vizinhos emWj (1 ≤ j ≤ m) e p−κ vizinhos
em W0, ou seja, B
(j)
m jn2 = τ jn2 (1 ≤ j ≤ m) e B
(0)
m jn2 = (p− κ)jn2 , respetivamente.
Pela Proposic¸a˜o 3.5 sabe-se que κ− τ e´ valor pro´prio de Gi e

 (p+ (i− 1)τ − κ)jn2
−τ jn2(i−1)+n1

 e´ um
vetor pro´prio associado, para todo o 1 ≤ i ≤ m+ 1.
Se λmin (Gi+1) = κ − τ , como Gi e´ um subgrafo induzido de Gi+1 (com 1 ≤ i ≤ m), pela
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Proposic¸a˜o 3.6, o conjunto de vetores



(p+mτ − κ)jn2
−τ jn2
−τ jn2
...
−τ jn2
−τ jn2
−τ jn1


︸ ︷︷ ︸
um+1,m
,


0jn2
(p+ τ(m− 1)− κ)jn2
−τ jn2
...
−τ jn2
−τ jn2
−τ jn1


︸ ︷︷ ︸
um+1,m−1
, . . . ,


0jn2
0jn2
0jn2
...
0jn2
(p− κ)jn2
−τ jn1


︸ ︷︷ ︸
um+1,0


e´ um subconjunto de vetores pro´prios do subespac¸o pro´prio EGm+1(κ− τ), para m ≥ 1.
De AGm+1um+1,m−q = −2um+1,m−q, com q = 1, · · · ,m, obte´m-se
[
AH B
(m)
m · · · B
(m−q+1)
m B
q
m
BTm AGm
] [ 0jqn2
(p + (m− q)τ − κ)jn2
−τj(m−q)n2+n1
]
= κ− τ
[
0jqn2
(p + (m− q)τ − κ)jn2
−τj(m−q)n2+n1
]
. (3.6)
Tendo em conta a primeira linha de blocos da matriz do sistema (3.6), desta igualdade deduz-
se
(p+ (m− q)τ − κ)B(m−q+1)m jn2 − τB(m−q)↓m j(m−q)n2+n1 = 0jqn2 . (3.7)
Como Bm e´ uma matriz de incideˆncia de um design 1− (n2, τ, p+mτ − κ) , obte´m-se
Bmjmn2+n1 = (p+mτ − κ)jn2 ,
ou seja, de (3.5), para q = 1, . . . , m, vem
B(m)m jn2 + · · ·+B(m−q+2)m jn2 +B(m−q+1)m jn2 +B(m−q)↓m j(m−q)n2+n1 = (p+mτ − κ)jn2 . (3.8)
Multiplicando ambos os membros da igualdade (3.8) por τ e procedendo a` substituic¸a˜o de-
terminada pela igualdade (3.7), obte´m-se
(p+ (m− q)τ − κ)B(m−q+1)m jn2 +
q−1∑
i=0
τB(m−i)m jn2 = τ(p+mτ −κ)jn2 , q = 1, 2, . . . , m. (3.9)
Considerando q = 1 e tendo em conta (3.9), obte´m-se
(p+ (m− 1)τ − κ)B(m)m jn2 + τB(m)m jn2 = τ(p+mτ − κ)jn2
⇔ B(m)m jn2 = τ jn2 . (3.10)
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Da u´ltima igualdade conclui-se que cada ve´rtice de Wm+1 tem τ vizinhos em Wm.
Considerando q = 2 e tendo em conta (3.9), obte´m-se
(p+ (m− 2)τ − κ)B(m−1)m jn2 + (τB(m)m jn2 + τB(m−1)m jn2) = τ(p+mτ − κ)jn2 .
Utilizando a` igualdade (3.10), para q = 1 vem que B
(m−1)
m jn2 = τ jn2 , concluindo-se que cada
ve´rtice de Wm+1 tem τ vizinhos em Wm−1.
Procedendo de forma ana´loga para q = 3, . . . , m, conclui-se que
(iv) cada ve´rtice de Wm+1 tem τ vizinhos em Wj , 1 ≤ j ≤ m.
Como Gm+1 e´ (p+mτ)-regular, de (i) e (iv) vem que
(v) cada ve´rtice de Wm+1 tem (p+mτ)− κ−mτ = p− κ vizinhos em W0.
Falta provar que, para 1 ≤ i < j ≤ m, Wj tem τ vizinhos em Wi e p− κ vizinhos e W0.
Note-se que G1 e´ p-regular e como G0 e´ (p− τ)-regular e W1 e´ um conjunto (κ, τ)-regular de
G1, enta˜o cada ve´rtice de W1 tem p− κ vizinhos em W0 = V (G0).
Para m = 1, sabendo que G2 e´ (p+τ)-regular, G2[W2] ∼= H e´ κ-regular e, de (iv), cada ve´rtice
de W2 tem τ vizinhos em W1, enta˜o W2 tem (p+ τ)− κ− τ = p− κ vizinhos em W0.
No caso geral, para 0 ≤ t ≤ m + 1, Gt+1 e´ (p + tτ)-regular e G[Wt+1] e´ κ-regular. De (iv)
vem que
(iv’) cada ve´rtice de Wt+1 tem τ vizinhos em Wj (1 ≤ j < t)
e, de (v),
(v’) cada ve´rtice de Wt+1 tem (p+ tτ)− κ− tτ = p− κ vizinhos em W0.
De (i), (ii), (iii), (iv’), (v’) conclui-se que π = (Wm+1, Wm, . . . , W1, W0) e´ uma (m+2)-partic¸a˜o
equilibrada de Gm+1 com matriz quociente AGm+1/pi =


κ τ · · · τ p− κ
τ κ · · · τ p− κ
...
...
...
...
...
τ τ · · · κ p− κ
τ τ · · · τ p− τ


.
Cap´ıtulo 4
Grafos com menor valor pro´prio
na˜o inferior a −2
O grafo linha L(H) de um grafo H e´ o grafo cujos ve´rtices sa˜o as arestas de H e dois ve´rtices
de L(H) sa˜o adjacentes se as arestas que lhes correspondem em H teˆm exatamente um ve´rtice
em comum. O grafo cocktail party CP (n) e´ o u´nico grafo regular com 2n ve´rtices e grau de
regularidade 2n− 2, que se obte´m de K2n eliminando n arestas mutuamente na˜o adjacentes.
O interesse no estudo de grafos com menor valor pro´prio na˜o inferior a −2 surge da observac¸a˜o
da seguinte propriedade.
Proposic¸a˜o 4.1. [Big74] Seja H um grafo. Se λ e´ um valor pro´prio do grafo linha L(H),
enta˜o λ ≥ −2.
Esta propriedade dos grafos linha, deve-se ao facto de se ter
AL(H) + 2I =M
T
HMH , (4.1)
onde MH e´ a matriz de incideˆncia aresta ve´rtice do grafo H e I e´ a matriz identidade de
ordem igual a` ordem de H. No entanto, esta propriedade na˜o e´ suficiente para caracterizar
os grafos linha, uma vez que e´ partilhada pelos grafos linha generalizados e por um conjunto
finito de grafos, que se designam por grafos excecionais.
Diz-se que uma pe´tala e´ adicionada a um grafo quando se acrescenta um ve´rtice e duas arestas
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a unir este ve´rtice a um ve´rtice preexistente. Um blossom Bk, consiste em k (k ≥ 0) pe´talas
adicionadas a um ve´rtice e, desta forma, B0 e´ o grafo trivial K1. Um grafo com blossoms
em cada ve´rtice, eventualmente vazios, diz-se um B-grafo. A cada par de arestas de uma
pe´tala de um B-grafo Hˆ, correspondem dois ve´rtices na˜o adjacentes do grafo linha L(Hˆ),
consequentemente L (Bk) = CP (k). Se G = L(Hˆ) enta˜o diz-se que o multigrafo Hˆ e´ o grafo
raiz de G.
Seja H um grafo com V (H) = {v1, v2, · · · , vn} e sejam a1, a2, · · · , an ∈ N0. O grafo
linha generalizado G = L(H; a1, a2, · · · , an) definido por Hoffman [Hof70] , e´ o grafo L(Hˆ),
onde Hˆ e´ o B-grafo H(a1, · · · , an) que se obte´m de H adicionando ai pe´talas ao ve´rtice vi
(i = 1, · · · , n). Para mais detalhes ver [CRS04].
Exemplo 4.2. Consideremos os grafos H e Hˆ
1 2 3
4
Grafo H
1 2 3
4
5
6
7
Grafo Hˆ = H(2, 0, 0, 1)
Procedendo a` construc¸a˜o anteriormente referida obte´m-se o grafo linha generalizado
L(H; 2, 0, 0, 1)
CP (2) L(G) CP (1)
Um grafo conexo com menor valor pro´prio maior ou igual a −2, que na˜o e´ um grafo linha
generalizado, diz-se um grafo excecional .
Os grafos excecionais surgem pela primeira vez nos anos 1960s quando Hoffman [Hof60] in-
vestiga a caracterizac¸a˜o espetral de algumas classes de grafos linha.
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Nas secc¸o˜es seguintes faz-se uma breve descric¸a˜o das treˆs te´cnicas anteriormente utilizadas na
construc¸a˜o dos grafos com menor valor pro´prio na˜o inferior a -2. Estas baseiam-se nos sub-
grafos proibidos, sistemas de ra´ızes e complementos estrela. Na secc¸a˜o relativa a` te´cnica que
aplica os sistemas de ra´ızes introduz-se a descric¸a˜o dos grafos regulares excecionais [BCS76],
como resposta a` seguinte questa˜o colocada por Hoffman em 1968: De entre os grafos regulares
conexos, cuja matriz de adjaceˆncia tem menor valor pro´prio igual a −2, quais e´ que na˜o sa˜o
grafos linha nem grafos cocktail-party?
4.1 Te´cnica que aplica os subgrafos proibidos
Observe-se que o grafoH e´ proibido para o grafo G se G na˜o admite nenhum subgrafo induzido
isomorfo a H. Em [Bei70] e´ apresentada uma caracterizac¸a˜o dos grafos linha identificando
nove subgrafos proibidos.
Teorema 4.3. [Bei70] Um grafo e´ grafo linha se e so´ se na˜o conte´m como subgrafo induzido
nenhum dos nove grafos da Figura 4.1.
Figura 4.1: Subgrafos proibidos dos grafos linha [Cve02]
Cvetkovic´ et al. [CDS80b, CDS81] estudaram extensivamente os grafos linha generalizados,
introduzidos por Hoffman [Hof70], caracterizando-os por uma colec¸a˜o de 31 sugrafos proibidos.
De forma independente, e tambe´m em 1980, Rao et al. [RSV81] chegam ao mesmo resultado.
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Teorema 4.4. [CDS80b, CDS81, RSV81] Um grafo e´ grafo linha generalizado se e so´ se na˜o
conte´m como subgrafo induzido nenhum dos 31 grafos da Figura 4.2.
Figura 4.2: Subgrafos proibidos dos grafos linha generalizados [Cve02].
Nas Figuras 4.1 e 4.2 entre pareˆntesis encontra-se o menor valor pro´prio de cada grafo.
No exemplo seguinte descreve-se uma poss´ıvel construc¸a˜o do grafo de Petersen usando a
te´cnica de aplicac¸a˜o dos subgrafos proibidos.
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Exemplo 4.5. [CRS04] Suponha que se pretende construir um grafo 3-regular excecional, G.
Como G e´ excecional conte´m algum dos nove subgrafos proibidos da Figura 4.1. Como e´ um
grafo 3-regular apenas podem ocorrer, como subgrafos induzidos, H1, H2, H4 ou H7. Ale´m
disso, o menor valor pro´prio de G e´ na˜o inferior a −2, logo, do Teorema do Entrelac¸amento
(ver, por exemplo, [CDS95]) nenhum dos grafos H2, da Figura 4.1, e Gi, (1 ≤ i ≤ 11), da
Figura 4.2, pode ser subgrafo induzido de G, pois o seu menor valor pro´prio e´ inferior a −2.
Considere-se que o grafo 3-regular excecional G pretendido conte´m o subgrafo induzido H1 da
Figura 4.1. Como os grafos G3 e G2 (Figura 4.2) na˜o sa˜o subgrafos induzidos de G, nenhum
ve´rtice de V (G) \ V (H1) pode ser adjacente aos treˆs ve´rtices ou a dois dos ve´rtices de grau
1 de H1. Desta forma, o grafo da Figura 4.3 e´ um subgrafo do grafo 3-regular excecional G
pretendido, que se obte´m acrescentando arestas entre os ve´rtices de grau 1 (ver Secc¸a˜o 2.4 de
[CRS04]).
5 6 7 8 9 10
2 3 4
1
Figura 4.3: Subgrafo induzido de um grafo excecional.
Por exemplo, ao acrescentar arestas a ligar os ve´rtices 5 a 7, 5 a 10, 6 a 8, 6 a 9, 7 a 9 e 8 a
10, obte´m-se o grafo de Petersen seguinte:
4
10
3
7
2 6
1
9
8
5
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4.2 Te´cnica que aplica os sistemas de ra´ızes
Nesta secc¸a˜o introduz-se a descric¸a˜o da construc¸a˜o dos grafos regulares excecionais [BCS76]
com a qual se deu resposta a` questa˜o colocada por Hoffman em 1968 [Hof68] sobre a ca-
racterizac¸a˜o dos grafos com menor valor pro´prio na˜o inferior a -2 que na˜o sa˜o grafos linha
generalizados.
Seja G um grafo de ordem n com matriz de adjaceˆncia AG e tal que λmin(AG) ≥ −2. A
matriz AG e´ sime´trica e, portanto, ortogonalmente diagonaliza´vel. Logo, existe uma matriz
ortogonal U (UT = U−1) tal que, sendo D a matriz diagonal dos valores pro´prios de AG e as
colunas de U os respectivos vetores pro´prios, enta˜o
UTAGU = D ⇔ UTAGU + 2In = D + 2In ⇔ UTAGU + 2UTU = D + 2In
⇔ UT (AG + 2In)U = D + 2In.
Consequentemente, como λmin(AG) ≥ −2, a matriz AG+2In e´ semidefinida positiva. Supondo
que a multiplicidade do valor pro´prio −2 e´ n − r, enta˜o AG + 2In tem caracter´ıstica r.
Desta forma, AG + 2In = Q
TQ, onde Q e´ uma matriz de tipo r × n, com entradas reais e
caracter´ıstica r. Se Q = (q1| · · · |qn), enta˜o cada coluna qi ∈ Rr e a entrada (i, j) de AG+2In
e´ o produto interno qTi qj . A matriz Q
TQ = 2In + AG diz-se matriz de Gram (matriz dos
produtos internos) com n vetores q1, . . . , qn que geram o espac¸o Euclideano R
r. Note-se que
‖qi‖ = (qTi qi)1/2 =
√
2 e, para i 6= j, qTi qj = 1, se os ve´rtices i e j sa˜o adjacentes, e qTi qj = 0,
caso contra´rio.
Assim, se li e´ uma linha (subespac¸o vetorial de dimensa˜o 1) em R
r gerada pelo vetor diretor
qi, o aˆngulo formado entre as linhas li e lj (i 6= j) e´ 60◦, se os ve´rtices i e j sa˜o adjacentes, e
90◦, caso contra´rio.
Os conjuntos das linhas do espac¸o Euclideano que passam na origem e formam aˆngulos de 60◦
e 90◦ entre si dizem-se sistemas de linhas. Para um dado r, qualquer sistema de linhas em
R
r e´ finito. Um sistema de linhas L e´ decompon´ıvel se pode ser partido em dois subconjuntos
L1 e L2 tal que toda a linha em L1 e´ ortogonal a toda a linha em L2. Caso contra´rio diz-se
que L e´ indecompon´ıvel . Observe-se que, de acordo com a definic¸a˜o, o sistema {l1, · · · , ln} e´
indecompon´ıvel se e so´ se o grafo G e´ conexo.
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Uma estrela e´ um conjunto de treˆs linhas contidas no mesmo plano que formam, duas a duas,
um aˆngulo de 60◦. Um sistema de linhas L diz-se estrela-fechado se para quaisquer duas linhas
l, l′ ∈ L, a terceira linha da estrela, determinada por l e l′, tambe´m pertencer a L.
Teorema 4.6. [CRS10] Qualquer sistema de linhas em Rr esta´ contido num sistema de linhas
estrela-fechado de Rr.
Para qualquer linha l no sistema de linhas L com n elementos, existem dois vetores colineares
de norma
√
2 contidos em l. O conjunto com os 2n vetores contidos nas n linhas do sistema
L diz-se um sistema de ra´ızes. O termo sistema de ra´ızes tem origem nas a´lgebras de Lie. O
sistema de linhas determinado pelo sistema de ra´ızes R escreve-se R.
Cameron et al. [CGSS76] introduzem os sistemas de ra´ızes no estudo dos grafos com me-
nor valor pro´prio −2, identificando os sistemas de linhas indecompon´ıveis e estrela-fechados
seguintes.
Teorema 4.7. [CRS10] A menos de uma transformac¸a˜o ortogonal, os u´nicos sistemas de
linhas estrela-fechados indecompon´ıveis sa˜o An, Dn, E6, E7 e E8, onde:
(i) An = {ei − ej : ei, ej ∈ Rn+1, i 6= j, 1 ≤ i, j ≤ n+ 1} para n = 2, 3, . . . ;
(ii) Dn = {±ei ± ej : ei, ej ∈ Rn, i 6= j, 1 ≤ i, j ≤ n} para n = 2, 3, . . . ;
(iii) E8 = D8 ∪ {12
∑8
i=1 ǫiei : ǫi = ±1,
∏8
i=1 ǫi = 1};
(iv) E7 = {u ∈ E8 : u e´ ortogonal a um vetor fixo de E8};
(v) E6 = {u ∈ E8 : u e´ ortogonal a uma estrela fixa de E8}.
Observe-se que An−1 ⊆ Dn (n = 2, 3, . . . ) e |An| = n(n + 1), |Dn| = 2n(n − 1), |E8| = 240,
|E7| = 126 e |E6| = 72.
Diz-se que um grafo G e´ representado no sistema de ra´ızes R se a matriz de adjaceˆncia AG
verifica AG + 2In = Q
TQ onde as colunas de Q sa˜o vetores de R.
Atrave´s dos sistemas de ra´ızes Cameron et al. [CGSS76] caracterizaram os grafos linha
generalizados e os grafos excecionais.
Teorema 4.8. [CGSS76] Um grafo conexo tem menor valor pro´prio −2 se e so´ se pode ser
representado no sistema de ra´ızes Dn, para algum n, ou no sistema de ra´ızes excecional E8.
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Teorema 4.9. [CGSS76] Um grafo pode ser representado em An−1 se e so´ se for o grafo
linha de um grafo bipartido.
Teorema 4.10. [CGSS76] Um grafo pode ser representado em Dn se e so´ se e´ um grafo linha
generalizado.
Corola´rio 4.11. [CGSS76] Um grafo e´ excecional se e so´ se na˜o e´ grafo linha generalizado
e pode ser representado no sistema de ra´ızes E8.
4.2.1 Os grafos regulares excecionais
Seja G(−2) o conjunto dos grafos regulares conexos cuja matriz de adjaceˆncia tem menor
valor pro´prio igual a −2 e que na˜o sa˜o grafos linha nem grafos cocktail-party. Em [Hof68]
Hoffman coloca o problema de identificar os elementos de G(−2). Cameron et al. [CGSS76]
mostram que qualquer grafo de G(−2) tem no ma´ximo 28 ve´rtices de no ma´ximo grau 16.
Os grafos regulares excecionais, 187 no total, sa˜o identificados em [BCS76] numa conjugac¸a˜o
de racioc´ınio matema´tico com pesquisa por computador tendo por base os resultados dos
sistemas de ra´ızes apresentados [CGSS76].
Teorema 4.12. [CGSS76] Se G e´ um grafo regular conexo com menor valor pro´prio igual a
-2, enta˜o verifica-se uma das seguintes condic¸o˜es:
(i) G e´ grafo linha;
(ii) G e´ grafo cocktail party; ou
(iii) G e´ um grafo excecional com representac¸a˜o no sistema de ra´ızes E8
A proposic¸a˜o seguinte restringe bastante as possibilidades para G.
Proposic¸a˜o 4.13. [BCS76] Se G ∈ G(−2), enta˜o existem 6, 7 ou 8 valores pro´prios de G
distintos de -2.
Em [BCS76] e´ apresentada uma tabela com os 187 grafos regulares excecionais.
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Proposic¸a˜o 4.14. [CRS04] Se G e´ um grafo regular excecional enta˜o existe um grafo H,
com oito ve´rtices, tal que G se obte´m por switching do grafo linha de H. Se G tem ordem
par, enta˜o cada componente de H verifica uma das seguintes condic¸o˜es:
(i) um grafo em que todos os ve´rtices teˆm grau par,
(ii) um grafo em que todos os ve´rtices teˆm grau ı´mpar ou
(iii) um grafo bipartido onde todas as arestas do grafo unem um ve´rtice de grau ı´mpar a um
ve´rtice de grau par.
Seja G um grafo cujo conjunto dos ve´rtices e´ V (G) = {1, 2, . . . , n} e o conjunto das arestas e´
E(G). Se {e1, e2, . . . , en} e´ uma base ortonormal de Rn enta˜o o grafo linha de G, L(G), e´ re-
presentado pelo conjunto {ei + ej : ij ∈ E(G)}. O exemplo seguinte, apresenta uma poss´ıvel
representac¸a˜o do grafo de Petersen no sistema de ra´ızes E8.
Exemplo 4.15. [CGSS76] O grafo de Petersen, com menor valor pro´prio -2, tem uma repre-
sentac¸a˜o no sistema de linhas E8 descrito no Teorema 4.7. Ale´m disso, pela Proposic¸a˜o 4.14,
este grafo pode obter-se pela unia˜o disjunta do grafo linha L (K3,3) com um ve´rtice isolado,
representados na Figura 4.4. Desta forma, considerando a base cano´nica {e1, e2, . . . , e8}
de R8, o grafo de Petersen pode representar-se pelo conjunto {ei + ej : i = 1, 2, 3; j =
5, 6, 7} ∪ {e4 + e8} aplicando switching ao conjunto {ei + e4+i : i = 1, 2, 3}. Neste caso,
a aplicac¸a˜o de switching a cada elemento ei + ej do conjunto consiste em troca´-lo por
1
2
8∑
k=1
ek − ei − ej (ver Cap´ıtulo 3 de [CRS04] ou [CGSS76]). Consequentemente, a matriz
de adjaceˆncia do grafo de Petersen AG obte´m-se de
AG + 2I10 = Q
TQ
=


− 1
2
1
2
1
2
1
2
− 1
2
1
2
1
2
1
2
1 0 0 0 0 1 0 0
1 0 0 0 0 0 1 0
0 1 0 0 1 0 0 0
1
2
− 1
2
1
2
1
2
1
2
− 1
2
1
2
1
2
0 1 0 0 0 0 1 0
0 0 1 0 1 0 0 0
0 0 1 0 0 1 0 0
1
2
1
2
− 1
2
1
2
1
2
1
2
− 1
2
1
2
0 0 0 1 0 0 0 1




− 1
2
1 1 0 1
2
0 0 0 1
2
0
1
2
0 0 1 − 1
2
1 0 0 1
2
0
1
2
0 0 0 1
2
0 1 1 − 1
2
0
1
2
0 0 0 1
2
0 0 0 1
2
1
− 1
2
0 0 1 1
2
0 1 0 1
2
0
1
2
1 0 0 − 1
2
0 0 1 1
2
0
1
2
0 1 0 1
2
1 0 0 − 1
2
0
1
2
0 0 0 1
2
0 0 0 1
2
1


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=


2 0 0 0 0 1 0 1 0 1
0 2 1 0 0 0 0 1 1 0
0 1 2 0 1 1 0 0 0 0
0 0 0 2 0 1 1 0 1 0
0 0 1 0 2 0 1 0 0 1
1 0 1 1 0 2 0 0 0 0
0 0 0 1 1 0 2 1 0 0
1 1 0 0 0 0 1 2 0 0
0 1 0 1 0 0 0 0 2 1
1 0 0 0 1 0 0 0 1 2


.
Na Figura 4.4 apresenta-se o grafo H e a representac¸a˜o do grafo L(H) usando 8 linhas, onde
dois ve´rtices sa˜o adjacentes se se encontram sobre a mesma linha [BCS76]. Assim, os ve´rtices
de L(K3,3) sa˜o as intersecc¸o˜es das linhas horizontais com as linhas verticais. Os ve´rtices a
branco sa˜o os que pertencem ao conjunto relativamente ao qual se efetua o switching de forma
a obter o grafo regular excecional de Petersen.
4
3
2
1
8
7
6
5
Grafo H=K3,3∪˙K2 Representac¸a˜o do grafo L(H)
Figura 4.4: Construc¸a˜o do grafo de Petersen
A identificac¸a˜o de todos os grafos regulares excecionais permitiu a caracterizac¸a˜o de va´rias
classes de grafos linha. Cvetkovic´ e Radosavljevic´ [CR84] controem uma tabela com os 68 gra-
fos referidos no Teorema 4.16 e provam, sem recurso ao computador, que sa˜o todos coespetrais
com um grafo linha regular conexo.
Teorema 4.16. [BCS76] Existem exatamente 68 grafos regulares, todos elementos de G(−2),
que na˜o sa˜o grafos linha mas sa˜o coespetrais com o grafo linha de um dos seguintes dezassete
grafos: K4,4, K3,6, CP (4), K8, C8, C3∪˙C5, C4∪˙C4, o grafo semi-regular de paraˆmetros
(6, 3, 2, 4), os quatro grafos 3-regulares S1, S2, S3 e S4 da Figura 4.5 e cinco grafos G, onde
G e´ um dos cinco grafos 3-regulares da Figura 4.5.
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S1 S2 S3 S4 S5
Figura 4.5: Grafos 3-regulares conexos com oito ve´rtices.
Em [CGSS76, BCS76, CRS04] podem ver-se os exemplos de representac¸a˜o dos grafos exce-
cionais e fortemente regulares: grafos de Clebsh, grafos de Schla¨fli, grafo de Shrikhande e
grafo de Chang, usando os sistemas de linhas e as representac¸o˜es adotadas no Exemplo 4.15.
Exemplo 4.17. [CRS04] Considere-se o grafo linha L(K4,4). Aplicando switching relati-
vamente ao subgrafo induzido L(K4,2), obte´m-se um grafo 10-regular de ordem 16 que se
designa por grafo de Clebsch. Este grafo pode ser representado da seguinte forma: na Figura
4.6 os ve´rtices de L(K4,4) sa˜o as intersecc¸a˜o das linhas horizontais com as linhas verticais, que
representam oito linhas do sistema de linhas E8, e os ve´rtices a branco sa˜o os que pertencem
ao conjunto relativamente ao qual se efetua o switching.
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Grafo H = K4,4 Representac¸a˜o do grafo L(H)
Figura 4.6: Construc¸a˜o do grafo de Clebsch
Exemplo 4.18. [CRS04] Sejam V1, V2 e V3 subconjuntos de ve´rtices de L(K8) que induzem
subgrafos isomorfos a 4K1, C3∪˙C5 e C8, respetivamente. Os grafos Ch1, Ch2 e Ch3 obteˆm-se
de L(K8) efetuando switching relativamente a V1, V2 e V3, respetivamente, denominam-se
grafos de Chang e sa˜o grafos 12-regulares de ordem 28.
Exemplo 4.19. [CRS04] Considere-se o grafo linha L(K8) e seja v um ve´rtice do grafo.
Aplicando switching relativamente ao conjunto dos vizinhos do ve´rtice v obte´m-se um grafo
H no qual v e´ um ve´rtice isolado. Eliminado o ve´rtice isolado de H obte´m-se um grafo
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16-regular de ordem 27 designado grafo de Schla¨fli.
O teorema seguinte surge em [BCS76, BCS78], na sequeˆncia das pesquisas computacionais
referidas, e a sua prova matema´tica (sem recurso ao computador) e´ apresentada por A. E
Brouwer et al. em [BCN89, secc¸a˜o 3.9 e secc¸a˜o 3.10] usando argumentos da teoria dos reti-
culados inteiros.
Teorema 4.20. [CRS04, Teorema 4.1.5] Se G e´ um grafo regular excecional com n ve´rtices
e grau de regularidade r enta˜o uma e uma so´ das seguintes condic¸o˜es e´ satisfeita:
(a) n = 2(r + 2) ≤ 28,
(b) n = 32(r + 2) ≤ 27 e G e´ um subgrafo induzido do grafo de Schla¨fli,
(c) n = 43(r + 2) ≤ 16 e G e´ um subgrafo induzido do grafo de Clebsch.
Os grafos excecionais que verificam cada uma das condic¸o˜es (a), (b) e (c) dizem-se da 1a
camada, 2a camada e 3a camada, respetivamente.
Em 1979, Doob and Cvetckovic´ provam a proposic¸a˜o seguinte.
Proposic¸a˜o 4.21. [DC79] Na˜o existe nenhum grafo regular excecional com menor valor
pro´prio maior que −2.
Os 187 grafos regulares excecionais encontram-se totalmente descritos na Tabela A3 de
[CRS04] (secc¸a˜o A3.2, p. 218-227) e sa˜o denotados pelos nu´meros 1 a 187.
4.3 Te´cnica que aplica o complemento estrela
Nesta secc¸a˜o resume-se o apresentado em [CRS04] e [CRS10] na descric¸a˜o da te´cnica do
complemento estrela e sua aplicac¸a˜o aos grafos com menor valor pro´prio na˜o inferior a −2.
Seja G um grafo com conjunto de ve´rtices V (G) = {1, . . . , n} e matriz de adjaceˆncia
AG. Como se viu no in´ıcio da Secc¸a˜o 4.2, sendo AG uma matriz real sime´trica, enta˜o AG
e´ ortogonalmente diagonaliza´vel pela matriz ortogonal U (UT = U−1), cujas colunas sa˜o os
vetores pro´prios de AG, ou seja,
UTAGU = D,
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onde D = diag(λ1, . . . , λn) e´ a matriz diagonal dos valores pro´prios de AG e U = (x1, . . . , xn),
com AGxi = λixi, i = 1, 2, . . . , n.
Sejam µ1, . . . , µm os valores pro´prios de AG distintos. Enta˜o D = µ1E1 + · · ·+ µmEm, onde
Ei e´ uma matriz diagonal por blocos da forma Ei = diag(0, . . . , 0, Id, 0, . . . , 0), tal que o i-
e´simo bloco e´ a matriz identidade Id e d e´ a multiplicidade do valor pro´prio µi (i = 1, . . . , m).
Assim,
AG = UDU
T = µ1UE1U
T + · · ·+ µmUEmUT = µ1P1 + · · ·+ µmPm,
com Pi = UEiU
T . Se E(µi) tem base ortonormal {x1, . . . , xd} enta˜o Pi = x1xT1 + · · ·+ xdxTd
e´ a projec¸a˜o ortogonal de Rn sobre E(µi) com respeito a` base cano´nica de Rn. Portanto, se
µ e´ um valor pro´prio de AG e P e´ a projec¸a˜o ortogonal de R
n sobre E(µ), existe X ⊆ V (G)
tal que os vetores Pej (j ∈ X) formam uma base para E(µ). O subconjunto X designa-se por
conjunto estrela para µ em G.
Proposic¸a˜o 4.22. [CRS10] Seja G um grafo com valor pro´prio µ de multiplicidade k > 0.
As seguintes condic¸o˜es relativas a um subconjunto X dos ve´rtices de G sa˜o equivalentes:
(i) X e´ um conjunto estrela para µ;
(ii) Rn = E(µ)⊕ V, onde V = 〈ei : i /∈ X〉;
(iii) |X| = k e µ na˜o e´ um valor pro´prio de G−X.
O subgrafo do grafo G induzido pelo complementar de X, G−X, diz-se o complemento estrela
para µ relativamente a X.
Proposic¸a˜o 4.23. [CRS10] Seja X um conjunto estrela para µ em G e seja X = V (G) \X.
(i) Se µ 6= 0, enta˜o cada ve´rtice de X tem pelo menos um vizinho em X;
(ii) Se µ 6= −1 ou µ 6= 0, enta˜o as vizinhanc¸as em X, de ve´rtices distintos de X, sa˜o diferentes
e na˜o vazias.
De (i) da Proposic¸a˜o 4.23 conclui-se que se o grafo induzido por X = V (G) \ X e´ conexo
enta˜o G tambe´m e´ conexo. De (ii) da Proposic¸a˜o 4.23 conclui-se que existe um nu´mero finito
de grafos com um determinado complemento estrela para um valor pro´prio µ 6= −1 e µ 6= 0,
pois se |X| = t enta˜o |X| < 2t.
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O resultado que se segue combina o designado, no contexto da teoria dos grafos, Teorema da
Reconstruc¸a˜o, provado pela primeira vez em [CRS93], e o seu rec´ıproco [Ell93].
Teorema 4.24. [CRS10] Seja X um conjunto com k ve´rtices do grafo G, e suponha que
G tem matriz de adjaceˆncia

 AX BT
B C

 , onde AX e´ a matriz de adjaceˆncia do subgrafo
induzido por X. Enta˜o X e´ um conjunto estrela para µ em G se e so´ se µ na˜o e´ valor pro´prio
de C e
µI −AX = BT (µI − C)−1B. (4.2)
Desta forma, o espac¸o pro´prio associado a µ e´ gerado pelos vetores

 x
(µI − C)−1Bx

 , com
x ∈ Rk.
Observe-se que, se X e´ um conjunto estrela para µ enta˜o o respetivo complemento estrela
H(= G − X) tem matriz de adjaceˆncia C e a equac¸a˜o (4.2) define que G e´ determinado
por µ, H e as vizinhanc¸as dos ve´rtices em X no conjunto X = V (H). Por outro lado,
para determinar todos os grafos G com um determinado complemento estrela H para µ, e´
necessa´rio determinar todas as soluc¸o˜es AX e B da equac¸a˜o (4.2). Assim, seja |V (H)| = t e
defina-se uma forma bilinear em Rt por 〈x, y〉 = xT (µI − C)−1y (x, y ∈ Rt).
Corola´rio 4.25. [Ell93] Suponha que µ na˜o e´ valor pro´prio do grafo H. Existe um grafo G
com conjunto estrela X para µ tal que G − X = H se e so´ se os vetores caracter´ısticos bu
(u ∈ X) verificam:
(i) 〈bu, bu〉 = µ para todo u ∈ X, e
(ii) 〈bu, bv〉 ∈ {−1, 0} para todo par de ve´rtices distintos u, v ∈ X.
Assim, u e´ adjacente a v, quando 〈bu, bv〉 = −1 e u na˜o e´ adjacente a v, quando 〈bu, bv〉 = 0.
Se H e´ um complemento estrela de µ em G correspondente ao conjunto estrela X, enta˜o cada
subgrafo induzido G − Y (Y ⊆ X) tambe´m tem H como complemento estrela de µ. Ale´m
disso, qualquer grafo que tem H como complemento estrela de µ e´ um subgrafo induzido do
grafo G para o qual X e´ maximal, pois as vizinhanc¸as em H determinam as adjaceˆncias entre
ve´rtices de um conjunto estrela [CRS01]. Desta forma, para determinar todos os grafos que
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teˆmH como complemento estrela de µ e´ suficiente determinar aqueles para os quais o conjunto
estrela X e´ maximal. Designa-se cada um destes grafos de H-maximal e, da Proposic¸a˜o 4.23
(ii), eles existem se µ 6= −1, 0 pois, nestes casos, ve´rtices distintos de X teˆm vizinhanc¸as
distintas em H.
O conjunto de procedimentos para a construc¸a˜o dos grafos a partir dos seus complementos
estrela designa-se por te´cnica dos complementos estrela e baseia-se em estudos efetuados por
Rowlinson [Row93] e Ellingham [Ell93]. Em [CRS01] e´ introduzida esta te´cnica no estudo
dos grafos com menor valor pro´prio −2, para o qual o seguinte teorema serviu de ponto de
partida.
Teorema 4.26. [DC79] Se G e´ um grafo conexo com menor valor pro´prio maior que -2,
enta˜o verifica-se uma das condic¸o˜es seguintes:
(i) G = L(T ; 1, 0, . . . , 0) onde T e´ uma a´rvore;
(ii) G = L(H) onde H e´ uma a´rvore ou um grafo unic´ıclico ı´mpar;
(iii) G e´ um dos 20 grafos de ordem seis representado no sistema de ra´ızes E6;
(iv) G e´ um dos 110 grafos de ordem sete representado no sistema de ra´ızes E7;
(v) G e´ um dos 443 grafos de ordem oito representado no sistema de ra´ızes E8.
Se G e´ um grafo conexo com menor valor pro´prio −2, enta˜o um complemento estrela conexo
para −2 e´ necessariamente um dos grafos descritos no Teorema 4.26.
Seja X um conjunto estrela em G com complementar X em V (G) e seja H = G − X. Se
x ∈ X enta˜o o subgrafo de G induzido por X ∪ {x} diz-se extensa˜o por um ve´rtice do grafo
H.
Os grafos excecionais com menor valor pro´prio maior que −2 sa˜o os descritos nos pontos
(iii)-(v) do Teorema 4.26. Os grafos descritos em (v) obteˆm-se pela extensa˜o por um ve´rtice
dos grafos de (iv) e os de (iv) obteˆm-se pela extensa˜o por um ve´rtice dos grafos descritos em
(iii). Os 20 grafos com seis ve´rtices do tipo (iii) sa˜o identificados em [CP84] e denotados por
F1, . . . , F20. Estes grafos sa˜o os grafos com menor valor pro´prio na˜o inferior a −2 da famı´lia
dos 31 subgrafos proibidos (representados na Figura 4.2) que caracterizam os grafos linha
generalizados. Os 443 grafos do tipo (v) encontram-se em [BN92]. Os 110 grafos do tipo (iv)
sa˜o identificados em [CLRS98].
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A caracterizac¸a˜o dos grafos excecionais esta´ implicitamente contida no Teorema 4.4, mas na
pra´tica isso so´ e´ reconhecido pelo seguinte teorema.
Teorema 4.27. [CRS01] Seja G um grafo com menor valor pro´prio −2. Enta˜o G e´ excecional
se e so´ se conte´m um complemento estrela excecional para −2.
Tendo por base esta propriedade os grafos excecionais maximais, no total de 473, foram
computacionalmente determinados em junho de 1999 [CLRS02] usando a te´cnica dos comple-
mentos estrela.
O exemplo seguinte apresenta va´rios conjuntos estrela e respetivos complementos estrela,
considerando o grafo regular excecional de Petersen e os seus valores pro´prios.
Exemplo 4.28. [CRS04] Na Figura 4.7 cada ve´rtice do grafo de Petersen tem associado um
valor pro´prio µ, por forma a que o conjunto formado por esses ve´rtices seja um conjunto
estrela para o respetivo µ.
1
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1 -2
1
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1
Figura 4.7: Grafo de Petersen e respetivos complementos estrela.
Verifica-se que o complemento estrela para o valor pro´prio −2 e´ um ciclo com cinco ve´rtices,
C5, com uma aresta pendente, que e´ um grafo excecional uma vez que conte´m o subgrafo
proibido H1 da Figura 4.1, o complemento estrela do valor pro´prio 1 e´ o grafo linha C5, e o
complemento estrela de 3 e´ o grafo (na˜o regular) excecional seguinte
Cap´ıtulo 5
Construc¸a˜o recursiva dos grafos
regulares excecionais por
(κ, τ )-extenso˜es
Neste cap´ıtulo apresentam-se os principais resultados obtidos nesta tese. Nomeadamente,
mostra-se que todos os grafos regulares excecionais se podem obter por (κ, τ)-extenso˜es, com
κ − τ = −2, e que o conjunto dos grafos excecionais apresenta uma estrutura de conjunto
parcialmente ordenado, considerando a relac¸a˜o de ordem parcial  introduzida no Cap´ıtulo
3.
Na Secc¸a˜o 5.1 introduzem-se considerac¸o˜es gerais sobre os grafos regulares excecionais, cuja
construc¸a˜o por (κ, τ)-extenso˜es se descreve dividida nas treˆs secc¸o˜es que se seguem. Na Secc¸a˜o
5.2 e´ constru´ıdo o subconjunto dos grafos regulares L1 que conte´m os grafos regulares exce-
cionais da 1a camada, obtidos por (0, 2)-extenso˜es. Estas extenso˜es reduzem-se a` construc¸a˜o
das matrizes de incideˆncia de designs 1 − (4, 2, n2 ). Consequentemente, e´ enta˜o descrito o
processo de construc¸a˜o das matrizes de incideˆncia dos 1-designs, relativamente a`s quais sa˜o
estabelecidas restric¸o˜es que reduzem a construc¸a˜o de grafos isomorfos, concluindo-se a secc¸a˜o
com a descric¸a˜o de um algoritmo que permite obter todos os grafos de (L1,). Na Secc¸a˜o 5.3
e´ constru´ıdo o subconjunto dos grafos regulares L2 que conte´m os grafos regulares excecionais
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da 2a camada obtidos por (0, 2)-extenso˜es e designs 1 − (3, 2, 2n3 ). Na Secc¸a˜o 5.4 e´ cons-
tru´ıdo o subconjunto dos grafos regulares L3 que conte´m os grafos regulares excecionais da 3a
camada, que se obteˆm por (1, 3)-extenso˜es e designs 1− (4, 3, 3n4 ). Na Secc¸a˜o 5.5, a u´ltima
deste cap´ıtulo, descrevem-se os resultados computacionais obtidos e apresenta-se o diagrama
de Hasse do conjunto parcialmente ordenado que conte´m os 187 grafos regulares excecionais.
5.1 Considerac¸o˜es gerais
Ao longo do texto L denota o conjunto dos grafos regulares com menor valor pro´prio maior
ou igual a -2. Enta˜o, L inclui todos os grafos regulares excecionais que, pela Proposic¸a˜o 4.21,
teˆm menor valor pro´prio igual a -2. Considere-se ainda os subconjuntos L1, L2 e L3 de L
para os quais a raza˜o nr+2 (sendo n o nu´mero de ve´rtices e r o grau de regularidade) e´ igual
a` estabelecida pelo Teorema 4.20 para as 1a, 2a e 3a camadas. Desta forma, o conjunto dos
grafos regulares excecionais de cada camada Gi(−2) e´ um subconjunto de Li (i = 1, 2, 3).
Seja G um grafo conexo, r-regular de ordem n, com valores pro´prios λ1 ≥ λ2 ≥ · · · ≥ λn e
α(G) o seu nu´mero de independeˆncia. Enta˜o
α(G) ≤ −nλn
r − λn . (5.1)
Este majorante para α(G), conhecido por majorante de Hoffman, foi introduzido num manus-
crito na˜o publicado de A. J. Hoffman e e´ referido em [Lov79]. Posteriormente, este majorante
foi generalizado a grafos arbitra´rios, na˜o necessariamente regulares, em [Hae80], obtendo-se
o majorante
α(G) ≤ −nλ1λn
δ(G)2 − λ1λn ,
onde δ(G) denota o menor grau dos ve´rtices do grafo G. Se, ale´m disso, S e´ um subconjunto
de V (G) e dG[S] e´ a me´dia dos graus dos ve´rtices do subgrafo induzido por S, obteˆm-se as
desigualdades [BCS76]:
|S|r − λn
n
+ λn ≤ dG[S] ≤ |S|
r − λ2
n
+ λ2,
que sa˜o equivalentes a`s desigualdades
n
dG[S] − λ2
r − λ2 ≤ |S| ≤ n
dG[S] − λn
r − λn . (5.2)
5.1 Considerac¸o˜es gerais 45
Em [CC06] observa-se que, se S induz um independente ma´ximo, enta˜o dG[S] = 0 e a desi-
gualdade de Hoffman (5.1) e´ obtida a partir de (5.2).
De facto, o majorante de Hoffman e´ atingido para um grafo regular G se e so´ se G tem um
conjunto (0, τ)-regular tal que τ = −λn. A condic¸a˜o necessa´ria foi provada em [Hae95] (ver,
tambe´m, [GR01, Lema 9.6.2]) e a condic¸a˜o suficiente foi provada em [CKL07].
Em [CC06] concluiu-se, por observac¸a˜o, que o majorante de Hoffman e´ atingido e igual a 4 e
3, no caso dos grafos regulares excecionais das 1a e 2a camadas, e, adicionalmente, que este
coincide com a cardinalidade de um independente ma´ximo, que e´ um conjunto (0, 2)-regular.
Continua em aberto a obtenc¸a˜o de uma prova teo´rica de que, para os grafos regulares exce-
cionais das 1a e 2a camadas, o independente ma´ximo tem cardinalidade 4 e 3, respetivamente.
No entanto, podemos concluir que, se S e´ um independente ma´ximo de um grafo r-regular de
ordem n, G, enta˜o
n− α(G) =
∣∣∣∣∣⋃
i∈S
NG(i)
∣∣∣∣∣ ≤∑
i∈S
|NG(i)| = α(G)r ⇒ α(G) ≥ n
r + 1
.
Como consequeˆncia, considerando a relac¸a˜o entre a ordem n e a regularidade r dos grafos
regulares excecionais definida no Teorema 4.20, tem-se que se G pertence a`
• 1a camada, enta˜o α(G) ≥ 2(r+2)r+1 = 2(r+1)r+1 + 2r+1 = 2 + 2r+1 ≥ 3;
• 2a camada, enta˜o α(G) ≥ 3/2(r+2)r+1 = 3(r+1)2(r+1) + 32(r+1) = 32 + 32(r+1) ≥ 2;
• 3a camada, enta˜o α(G) ≥ 4/3(r+2)r+1 = 4(r+1)3(r+1) + 43(r+1) = 43 + 43(r+1) ≥ 2.
Por outro lado, pela Proposic¸a˜o 4.21 os grafos regulares excecionais teˆm menor valor pro´prio
-2, pelo que, para os grafos da:
• 1a camada, α(G) ≤ −2(r+2)(−2)r−(−2) = 4(r+2)r+2 = 4;
• 2a camada, α(G) ≤ −3/2(r+2)(−2)r−(−2) = 3(r+2)22(r+2) = 3;
• 3a camada, α(G) ≤ −4/3(r+2)(−2)r−(−2) = 4(r+2)23(r+2) = 83 ≤ 2.
Assim, deduz-se que o nu´mero de independeˆncia para os grafos regulares excecionais da 1a
camada e´ 3 ou 4, da 2a camada e´ 2 ou 3, e da 3a camada e´ 2.
Nas secc¸o˜es que se seguem apresenta-se a construc¸a˜o recursiva de todos os grafos regulares
excecionais atrave´s de (κ, τ)-extenso˜es, com κ − τ = −2. No caso dos grafos das 1a e 2a
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camadas a construc¸a˜o e´ feita por (0, 2)-extenso˜es de tamanho 4 e 3, respetivamente, e no caso
dos grafos da 3a camada sa˜o construidos por (1, 3)-extenso˜es de tamanho 4. Considerando a
relac¸a˜o de ordem , definida no Cap´ıtulo 3, em L1, L2, L3 constroem-se os subconjuntos par-
cialmente ordenados (G1(−2),), (G2(−2),) e (G3(−2),) dos grafos regulares excecionais
das 1a, 2a e 3a camadas, respetivamente. Esta construc¸a˜o prova de forma inequ´ıvoca que o
nu´mero de independeˆncia dos grafos regulares excecionais e´ igual a 4, na 1a camada, e e´ igual
a 3, na 2a camada .
Teorema 5.1. [CC06] Os grafos regulares excecionais na˜o sa˜o elementos minimais dos con-
juntos parcialmente ordenados (L1,) e (L2,).
Pelo Teorema 5.1 e pelo facto de o mesmo se verificar para o conjunto parcialmente ordenado
(L3,) (ver Secc¸a˜o 5.4), os grafos regulares excecionais na˜o sa˜o elementos minimais de (L,).
No Teorema 4.3 caracterizam-se os grafos linha atrave´s de um conjunto de subgrafos induzidos
proibidos. Deste resultado conclui-se que a propriedade de ser grafo linha e´ heredita´ria, ou
seja, qualquer subgrafo induzido de um grafo linha e´ um grafo linha, e estabelece-se o seguinte
resultado:
Proposic¸a˜o 5.2. [BCC+14] Seja G′ um grafo regular com menor valor pro´prio −2 e G um
subgrafo regular induzido de G′.
(i) Se G′ e´ um grafo linha enta˜o G tambe´m e´ um grafo linha.
(ii) Se G e´ um grafo excecional enta˜o G′ tambe´m e´ um grafo excecional.
Com base nesta proposic¸a˜o, deve observar-se que se um grafo G e´ excecional enta˜o conte´m
um subgrafo proibido e este permanece ao longo de todas as (κ, τ)-extenso˜es.
A te´cnica de produzir grafos regulares por (κ, τ)-extenso˜es de Gi (i = 0, . . . ,m) atrave´s de
um grafo H de ordem n2 introduz, em cada grafo Gi+1 = H ⊕Gi, um conjunto (κ, τ)-regular
(|V (H)| = n2). Enta˜o, pela Proposic¸a˜o 3.5, κ− τ e´ um valor pro´prio do grafo constru´ıdo. No
caso dos grafos regulares excecionais κ− τ = −2 e´ o menor valor pro´prio de cada grafo. Seja
G0  G1  · · ·  Gm+1 (m ≥ 0) uma cadeia de grafos do conjunto parcialmente ordenado
(L,), onde Gm+1 e´ um grafo (p+ τm)-regular de ordem n = n2(m+1)+n1 obtido por uma
sequeˆncia de (m+1) (κ, τ)-extenso˜es efetuadas a partir do grafo (p− τ)-regular G0 de ordem
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n1. Pela Proposic¸a˜o 4.21, o menor valor pro´prio -2 mante´m-se ao longo de toda a cadeia de
grafos regulares excecionais e pela Proposic¸a˜o 4.13 a multiplicidade de -2, m(−2), aumenta
verificando-se as desigualdades n− 8 ≤ m(−2) ≤ n− 6.
Como consequeˆncia da Proposic¸a˜o 3.8, podemos concluir que os grafos do conjunto L, que in-
clui os 187 grafos regulares excecionais, admitem uma partic¸a˜o equilibrada e, pela Proposic¸a˜o
3.2, a matriz de adjaceˆncia assume a forma que a seguir se descreve:
Corola´rio 5.3. Seja Gm+1 ∈ L um grafo regular obtido a partir do grafo regular G0 por uma
sequeˆncia de m + 1 (κ, τ)-extenso˜es, com m ≥ 0, e κ − τ = −2. Enta˜o existe uma (m + 2)-
partic¸a˜o equilibrada π = (Wm+1,Wm, . . . ,W0) de V (Gm+1), onde Wi+1 = V (Gi+1)\V (Gi)
para 0 ≤ i ≤ m, W0 = V (G0) e o subgrafo induzido Gm+1[Wi], i = 1, · · · ,m+1, e´ isomorfo ao
grafo κ-regular H. Desta forma, AGm+1 =

 AH Bm
BTm AGm

 onde Bm e´ a matriz de incideˆncia
de um design 1-(n2, τ,mτ + p− κ) que resulta da concatenac¸a˜o de m+ 1 matrizes B(j)m , com
j = 0, . . . ,m, tais que
Bm =
[
B(m)m B
(m−1)
m · · · B(1)m B(0)m
]
. (5.3)
As matrizes B
(j)
m , com j = 1, . . . ,m, sa˜o matrizes de incideˆncia de um design 1 − (n2, τ, τ)
e a matriz B
(0)
m e´ a matriz de incideˆncia de um design 1− (n2, τ, p− κ).
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por (0, 2)-extenso˜es
Os grafos regulares excecionais da 1a camada de menor ordem sa˜o os cinco grafos Z1, Z2,
Z3, Z4 e Z5 de ordem 10 e regularidade 3, representados na Figura 5.1 (retirada de [CRS04,
Apeˆndice A.3]). Estes grafos na˜o sa˜o grafos minimais de (L1,) (ver Teorema 5.1). Com
efeito, obteˆm-se por uma (0, 2)-extensa˜o do grafo 3K2, de ordem 6 e regularidade 1, que e´
um grafo linha. Em cada grafo da Figura 5.1 os seis ve´rtices representados por c´ırculos mais
pequenos induzem o grafo 3K2 e os restantes ve´rtices referem-se a` (0, 2)-extensa˜o de tamanho
4 (grafo 4K1). Por sua vez, os grafos regulares excecionais de ordem imediatamente a seguir
teˆm ordem 12 e regularidade 4 e obteˆm-se por uma (0, 2)-extensa˜o de um grafo linha de ordem
8 e regularidade 2 de entre os grafos 2C4, C3∪˙C5 (unia˜o disjunta dos grafos C3 e C5) ou C8.
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Figura 5.1: Grafos regulares excecionais da 1a camada de menor ordem.
Tendo em vista a construc¸a˜o do diagrama de Hasse do conjunto parcialmente ordenado
(L1,), os grafos r-regulares de ordem n da primeira camada para os quais r = n2 − 2,
com n ≤ 28 (Teorema 4.20), sa˜o divididos em dois subconjuntos parcialmente ordenados: os
grafos com regularidade ı´mpar que se obteˆm por (0, 2)-extenso˜es de grafos de regularidade
ı´mpar, com elemento minimal, 3K2, de ordem n = 6, e os grafos com regularidade par que
se obteˆm por (0, 2)-extenso˜es de grafos de regularidade par, em que os grafos minimais, 2C4,
C3∪˙C5 e C8, teˆm ordem n = 8.
Se G e´ um grafo da 1a camada de ordem par n e regularidade r = n2 − 2, e H e´ o grafo
0-regular de ordem 4, a matriz de adjaceˆncia do grafo G′ de ordem 4 + n e regularidade
r′ = 4+n2 − 2 = n2 que se obte´m por uma (0, 2)-extensa˜o do grafo G pode ser escrita na forma
AG′ =

 O4 B
BT AG

 , (5.4)
onde O4 e´ a matriz de adjaceˆncia do grafo H (matriz nula de ordem 4), AG e´ a matriz de
adjaceˆncia de G e B e´ uma matriz de incideˆncia de um design 1− (4, 2, n2 ).
5.2 Construc¸a˜o dos grafos regulares excecionais da 1a camada por (0, 2)-extenso˜es 49
5.2.1 Construc¸a˜o das matrizes de incideˆncia de um design 1− (4, 2, n
2
)
Seja H = 4K1 com V (H) = {v1, v2, v3, v4} e (V (H),S) um design 1−
(
4, 2, n2
)
. Recorde-se
que S e´ uma famı´lia de subconjuntos de V (H), cada um dos quais com τ = 2 elementos. Logo,
S ⊆ {S1, S2, S3, S4, S5, S6}, onde S1, S2, S3, S4, S5, S6 representam todos os subconjuntos de
dois elementos de V (H) e
s1 =


1
1
0
0

 , s2 =


1
0
1
0

 , s3 =


1
0
0
1

 , s4 =


0
1
1
0

 , s5 =


0
1
0
1

 e s6 =


0
0
1
1

 (5.5)
sa˜o os respectivos vetores caracter´ısticos.
Cada matriz de incideˆncia de um design 1 − (4, 2, n2 ) tem como colunas estes vetores, por
forma a que cada ve´rtice de G seja adjacente a 2 ve´rtices de V (H) e cada ve´rtice de V (H)
pertenc¸a a n2 blocos. O nu´mero de colunas da matriz de incideˆncia B igual a cada um
dos vetores caracter´ısticos acima indicados pode ser determinado pelas soluc¸o˜es inteiras na˜o
negativas do sistema


1 1 1 0 0 0
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1




x1
x2
x3
x4
x5
x6


=


n
2
n
2
n
2
n
2

 . (5.6)
Como o nu´mero total de blocos e´ n, isto e´, a ordem do grafo G, temos ainda que x1+x2+x3+
x4 + x5 + x6 = n. Na verdade esta equac¸a˜o na˜o e´ necessa´ria, pois obte´m-se das 4 igualdades
do sistema (5.6).
Comece-se por determinar as soluc¸o˜es inteiras na˜o negativas do sistema de 4 equac¸o˜es lineares
50 Cap´ıtulo 5. Construc¸a˜o recursiva dos grafos regulares excecionais por (κ, τ)-extenso˜es
a 6 inco´gnitas


x1 + x2 + x3 =
n
2
x1 + x4 + x5 =
n
2
x2 + x4 + x6 =
n
2
x3 + x5 + x6 =
n
2
. (5.7)
Subtraindo a u´ltima equac¸a˜o a`s restantes, obte´m-se o sistema equivalente


x1 + x2 − x5 − x6 = 0
x1 − x3 + x4 − x6 = 0
x2 − x3 + x4 − x5 = 0
x3 + x5 + x6 =
n
2
.
Subtraindo agora a` 1a equac¸a˜o do sistema, o resultado da soma das 2a e 3a equac¸o˜es, obte´m-se
na 1a equac¸a˜o 2x3− 2x4 = 0, ou seja, x3 = x4. Usando esta igualdade nas restantes equac¸o˜es
do sistema obte´m-se:


x3 = x4
x1 − x6 = 0
x2 − x5 = 0
x4 + x5 + x6 =
n
2
⇔


x3 =
n
2 − x1 − x2
x6 = x1
x5 = x2
x4 =
n
2 − x1 − x2
concluindo-se que as soluc¸o˜es inteiras na˜o negativas do sistema (5.7) se escrevem na forma
(
x1, x2,
n
2
− (x1 + x2), n
2
− (x1 + x2), x2, x1
)
, x1, x2 ∈ Z+0 , 0 ≤ x1 + x2 ≤
n
2
. (5.8)
O conjunto de soluc¸o˜es pode resumir-se esquematicamente da seguinte forma:
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⊕ 6 blocos
8 blocos
(
... )
24 blocos
x2 0 1 2 3 4 5 6 7 8 9 10 11 12x1
0 0 1 2 3 4 5 6 7 8 9 10 11 12
1 1 2 3 4 5 6 7 8 9 10 11 12
2 2 3 4 5 6 7 8 9 10 11 12
3 3 4 5 6 7 8 9 10 11 12
4 4 5 6 7 8 9 10 11 12
5 5 6 7 8 9 10 11 12
6 6 7 8 9 10 11 12
7 7 8 9 10 11 12
8 8 9 10 11 12
9 9 10 11 12
10 10 11 12
11 11 12
12 12
onde, ate´ se encontrar o tracejado relativo a n2 , sendo n o nu´mero de blocos pretendido, na
linha x1 e na coluna x2 apresentam-se os valores poss´ıveis para estas varia´veis. As entradas da
tabela sa˜o o resultado da soma x1+x2 que permitem determinar o valor de x3 =
n
2 −(x1+x2).
Conclui-se enta˜o que para n par o nu´mero de soluc¸o˜es (5.8) do sistema (5.7) e´ dado pelo
nu´mero de entradas ate´ a` diagonal secunda´ria (inclusive´) da tabela
(
n
2 + 1
) × (n2 + 1), ou
seja, igual a
n
2
+1∑
j=1
j =
(
n
2 + 1
) (
n
2 + 2
)
2
=
(n+ 2)(n+ 4)
8
. (5.9)
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Exemplo 5.4. Para n = 6, o sistema (5.7) tem 10 soluc¸o˜es (5.8): (0, 0, 3, 3, 0, 0);
(0, 1, 2, 2, 1, 0); (1, 0, 2, 2, 0, 1); (1, 1, 1, 1, 1, 1); (2, 0, 1, 1, 0, 2); (0, 3, 0, 0, 3, 0); (1, 2, 0, 0, 2, 1);
(2, 1, 0, 0, 1, 2); (3, 0, 0, 0, 0, 3); (0, 2, 1, 1, 2, 0). Consequentemente, existem dez formas dife-
rentes de escolher os 6 blocos que constituem um design 1 − (4, 2, 3), ou seja, existem 10
possibilidades de escolha para o nu´mero de colunas si, i = 1, 2, 3, 4, 5, 6, que formam a
matriz de incideˆncia do 1-design pretendido.
A soluc¸a˜o (0, 0, 3, 3, 0, 0) esta´ associada a`s matrizes de incideˆncia que teˆm x3 = 3 colunas
iguais a s3 e x4 = 3 colunas iguais ao vetor s4. Desta forma obteˆm-se, por exemplo, as
matrizes de incideˆncia


1 1 1 0 0 0
0 0 0 1 1 1
0 0 0 1 1 1
1 1 1 0 0 0

 e


1 0 1 0 1 0
0 1 0 1 0 1
0 1 0 1 0 1
1 0 1 0 1 0

,
que resultam de diferentes disposic¸o˜es dos vetores s3 e s4 nas colunas das matrizes.
No Exemplo 5.4 viu-se que, para cada soluc¸a˜o (x1, x2, x3, x4, x5, x6) do sistema (5.7), se
podem construir diferentes matrizes de incideˆncia que diferem entre si pelo arranjo dos vetores
si (i = 1, 2, 3, 4, 5, 6) nas suas colunas. O teorema seguinte (ver, por exemplo, [CSR09])
permite determinar quantas matrizes de incideˆncia e´ poss´ıvel obter para cada soluc¸a˜o (5.8)
do sistema de equac¸o˜es lineares (5.7).
Teorema 5.5 (Nu´meros multinomiais). Dado um conjunto finito A de cardinalidade n exis-
tem

 n
n1, n2, · · · , nr

 = n!n1!n2!···nr! possibilidades de partir A em r subconjuntos A1, A2,
· · · , Ar com cardinalidade n1, n2, · · · , nr, respetivamente.
Do Teorema 5.5 vem que o nu´mero de matrizes de incideˆncia associadas a uma soluc¸a˜o
(x1, x2, x3, x4, x5, x6) e´ dado por
n!
x1!x2!x3!x4!x5!x6!
.
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5.2.2 Soluc¸o˜es do sistema que resultam em grafos G′ = H ⊕G isomorfos
Nesta subsecc¸a˜o e na seguinte sa˜o apresentados alguns casos de (0, 2)-extenso˜es de tamanho
4 de grafos regulares que originam grafos isomorfos.
Considerando as matrizes de incideˆncia, B, associadas a`s soluc¸o˜es (5.8) do sistema (5.7),
verifica-se que muitas destas matrizes diferem entre si apenas por uma permutac¸a˜o de linhas
e, pela Proposic¸a˜o 3.3, da˜o origem a grafos G′ = H ⊕G isomorfos.
Exemplo 5.6. Dado o grafo G = 3K2 de ordem 6 e regularidade 1, com matriz de adjaceˆncia
AG =


0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0


,
considerem-se 3 matrizes de incideˆncia de designs 1− (4, 2, 3):
s2 s3 s3 s5 s4 s4
B1 =


1 1 1 0 0 0
0 0 0 1 1 1
1 0 0 0 1 1
0 1 1 1 0 0

 e
s5 s4 s4 s2 s3 s3
B2 =


0 0 0 1 1 1
1 1 1 0 0 0
0 1 1 1 0 0
1 0 0 0 1 1


associadas a` soluc¸a˜o (0, 1, 2, 2, 1, 0) do sistema (5.7), e
s1 s3 s3 s6 s4 s4
B3 =


1 1 1 0 0 0
1 0 0 0 1 1
0 0 0 1 1 1
0 1 1 1 0 0


associada a` soluc¸a˜o (1, 0, 2, 2, 0, 1) do mesmo sistema.
Considerem-se os grafos G1 = H ⊕ 3K2, G2 = H ′ ⊕ 3K2 e G3 = H ′′ ⊕ 3K2, tais que
V (3K2) = {u1, u2, u3, u4, u5, u6}, V (H) = {1, 2, 3, 4}, V (H ′) = {1′, 2′, 3′, 4′} e
V (H ′′) = {1′′, 2′′, 3′′, 4′′}, com matrizes de adjaceˆncia
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AG1 =

 0 B1
BT1 A3K2

, AG2 =

 0 B2
BT2 A3K2

 e AG3 =

 0 B3
BT3 A3K2

.
Enta˜o B2 = PB1 e B3 = P
′B1, onde
P =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 e P
′ =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


sa˜o matrizes de permutac¸a˜o. Logo B1, B2 e B3 diferem entre si apenas por uma permutac¸a˜o
das linhas da matriz de incideˆncia do design e, pela Proposic¸a˜o 3.3, os grafos G1, G2 e G3
sa˜o isomorfos.
u1
u2
u3
u4
u5
u6
1′′ ≡ 2′ ≡ 1
2 ≡ 1′ ≡ 3′′2′′ ≡ 4′ ≡ 3
4 ≡ 3′ ≡ 4′′
Figura 5.2: Grafos isomorfos obtidos por matrizes de incideˆncia distintas de um design 1 −
(4, 2, 3).
No Exemplo 5.6 observa-se que existem matrizes de incideˆncia de um design 1 − (4, 2, n2 )
que diferem apenas por uma permutac¸a˜o de linhas e que, de acordo com a Proposic¸a˜o 3.3,
originam grafos isomorfos obtidos atrave´s de (0, 2)-extenso˜es. Estas matrizes de incideˆncia
podem estar associadas a uma mesma soluc¸a˜o (5.8) do sistema de equac¸o˜es lineares (5.7) ou
a soluc¸o˜es distintas. O resultado a seguir identifica soluc¸o˜es do sistema (5.7) que originam
matrizes de incideˆncia de designs 1− (4, 2, n2 ) que diferem por uma permutac¸a˜o de linhas.
Proposic¸a˜o 5.7. As matrizes de incideˆncia dos designs 1−(4, 2, n2 ) que se obteˆm da soluc¸a˜o
do sistema (5.7):
(i) (x1, x3, x2, x2, x3, x1);
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(ii) (x2, x1, x3, x3, x1, x2);
(iii) (x2, x3, x1, x1, x3, x2);
(iv) (x3, x1, x2, x2, x1, x3);
(v) (x3, x2, x1, x1, x2, x3);
diferem das matrizes de incideˆncia associadas a` soluc¸a˜o (x1, x2, x3, x3, x2, x1) apenas por
uma permutac¸a˜o de linhas.
Demonstrac¸a˜o. Considere-se o conjunto C dos n ı´ndices das colunas da matriz de incideˆncia
de um design 1 − (4, 2, n2 ), partido em subconjuntos Ci, com i = 1, 2, 3, 4, 5, 6, cujos
elementos sa˜o os ı´ndices das colunas da matriz B iguais a si, onde
s1 =


1
1
0
0

, s2 =


1
0
1
0

, s3 =


1
0
0
1

, s4 =


0
1
1
0

, s5 =


0
1
0
1

 e s6 =


0
0
1
1

.
Para a matriz de incideˆncia B associada a` soluc¸a˜o (x1, x2, x3, x3, x2, x1), seja Ci o
subconjunto dos xi = x7−i ı´ndices das colunas de B iguais a si, com i = 1, 2, 3, 4, 5, 6.
A partir da matriz de incideˆncia B constro´i-se uma matriz de incideˆncia B′ associada a` soluc¸a˜o
(x1, x3, x2, x2, x3, x1). Para tal, seja
C ′1 o subconjunto dos x1 ı´ndices das colunas de B
′ iguais a s1,
C ′2 o subconjunto dos x3 ı´ndices das colunas de B
′ iguais a s2,
C ′3 o subconjunto dos x2 ı´ndices das colunas de B
′ iguais a s3,
C ′4 o subconjunto dos x2 ı´ndices das colunas de B
′ iguais a s4,
C ′5 o subconjunto dos x3 ı´ndices das colunas de B
′ iguais a s5,
C ′6 o subconjunto dos x1 ı´ndices das colunas de B
′ iguais a s6,
e escolhem-se os ı´ndices das colunas de B que pertencem a cada subconjunto C ′i de forma a
que C ′1 = C1, C
′
2 = C3, C
′
3 = C2, C
′
4 = C5, C
′
5 = C4 e C
′
6 = C6, o que e´ poss´ıvel porque os
conjuntos envolvidos em cada igualdade teˆm a mesma cardinalidade.
Em s´ıntese, para cada matriz de incideˆncia B associada a` soluc¸a˜o (x1, x2, x3, x3, x2, x1)
constroi-se a matriz de incideˆncia B′ associada a` soluc¸a˜o (x1, x3, x2, x2, x3, x1), substi-
tuindo em B as colunas com vetores s2 (s3) por vetores s3 (s2) e as colunas com vetores
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s4 (s5) por vetores s5 (s4). Note-se que s2 (s3) se obte´m de s3 (s2) por uma troca entre a
3a e 4a linhas, s4 (s5) se obte´m de s5 (s4) tambe´m por uma troca entre as 3
a e 4a linhas e a
troca entre estas linhas na˜o altera s1 nem s6. Assim, a cada matriz de incideˆncia B associada
a` soluc¸a˜o (x1, x2, x3, x3, x2, x1) corresponde a matriz de incideˆncia B
′ = PB associada
a` soluc¸a˜o (x1, x3, x2, x2, x3, x1), onde P =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 e´ a matriz de permutac¸a˜o
aplicada a`s linhas de B. Procedendo de forma ana´loga, obteˆm-se as matrizes de permutac¸a˜o
P a partir das quais se determinam as matrizes de incideˆncia B′ = PB associadas a cada
uma das soluc¸o˜es:
• (x2, x1, x3, x3, x1, x2), com P =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

;
• (x2, x3, x1, x1, x3, x2), com P =


1 0 0 0
0 0 1 0
0 0 0 1
0 1 0 0

;
• (x3, x1, x2, x2, x1, x3), com P =


1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0

;
• (x3, x2, x1, x1, x2, x3), com P =


1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

.
Exemplo 5.8. Seja C = {1, 2, 3, 4, 5, 6} o conjunto dos ı´ndices das colunas das matrizes
de incideˆncia de um 1-design com paraˆmetros (4, 2, 3), partido nos seis subconjuntos Ci dos
ı´ndices das colunas de B iguais a si (i = 1, 2, 3, 4, 5, 6). De acordo com a Proposic¸a˜o 5.7
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as matrizes de incideˆncia B associadas a` soluc¸a˜o (0, 1, 2, 2, 1, 0) diferem das matrizes de
incideˆncia B′ associadas a` soluc¸a˜o (1, 2, 0, 0, 2, 1) por uma permutac¸a˜o de linhas.
Considere-se, por exemplo, para a matriz de incideˆncia B resultante da partic¸a˜o de C em
C1 = ∅, C2 = {1}, C3 = {2, 3}, C4 = {4, 5}, C5 = {6} e C6 = ∅, isto e´,
s2 s3 s3 s4 s4 s5
B =


1 1 1 0 0 0
0 0 0 1 1 1
1 0 0 1 1 0
0 1 1 0 0 1

 .
Seja C ′j o subconjunto dos ı´ndices das colunas da matriz de incideˆncia B
′ iguais a sj (j =
1, 2, 3, 4, 5, 6). Para construir uma matriz B′ que difira de B por uma permutac¸a˜o de
linhas basta escolher os ı´ndices por forma a que os subconjuntos Ci e C
′
j , com a mesma
cardinalidade, tenham os mesmos elementos. Considerando, por exemplo, C ′1 = C2, C
′
2 = C3,
C ′3 = C1, C
′
4 = C6, C
′
5 = C4 e C
′
6 = C5, obte´m-se
s1 s2 s2 s5 s5 s6
B′ =


1 1 1 0 0 0
1 0 0 1 1 0
0 1 1 0 0 1
0 0 0 1 1 1

 = PB.
onde P =


1 0 0 0
0 0 1 0
0 0 0 1
0 1 0 0

 e´ uma matriz de permutac¸a˜o.
Consequentemente, das soluc¸o˜es inteiras na˜o negativas (x1, x2, x3, x3, x2, x1) (ver (5.8)) que
se obteˆm para o sistema de equac¸o˜es lineares (5.7) basta considerar as que satisfazem as
condic¸o˜es
x1 + x2 + x3 =
n
2
, 0 ≤ x1 ≤ x2 ≤ x3 ≤ n
2
. (5.10)
Estas soluc¸o˜es designam-se por soluc¸o˜es tipo.
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Analisando a definic¸a˜o de soluc¸a˜o tipo, ou seja, a igualdade x1 + x2 + x3 =
n
2 com 0 ≤ x1 ≤
x2 ≤ x3 ≤ n2 (x3 6= 0), verifica-se que
• 0 ≤ x1 ≤
⌊
n
6
⌋
, pois o maior valor de x1 e´ atingido quando x1 = x2 = x3 6= 0, obtendo-se
3x1 =
n
2 ⇔ x1 = n/23 = n6 ;
• 0 ≤ x2 ≤
⌊
n
4
⌋
, pois o maior valor de x2 e´ atingido quando x1 = 0 < x2 = x3, obtendo-se
x2 + x3 =
n
2 e, no caso limite de x2 = x3, tem-se 2x2 =
n
2 ⇔ x2 = n/22 = n4 ;
• ⌈n6 ⌉ ≤ x3 ≤ ⌊n2 ⌋, pois o maior valor de x3 e´ atingido quando x1 = x2 = 0 obtendo-se
x3 =
n
2 e o menor valor poss´ıvel obte´m-se quando x1 = x2 = x3 6= 0.
No in´ıcio da Secc¸a˜o 5.2 refere-se que a construc¸a˜o do conjunto parcialmente ordenado (L1,)
por (0, 2)-extenso˜es e´ iniciada com os grafos minimais, na˜o excecionais, de ordens 6 e 8.
Pelo Teorema 4.20, os grafos regulares excecionais da 1a camada teˆm no ma´ximo ordem 28.
Considere-se, enta˜o, n par tal que 6 ≤ n ≤ 24 e x3 = n2 − (x1 + x2) ∈ N, com 0 ≤ x1 ≤ x2 ≤
x3 ≤ n2 . O nu´mero de soluc¸o˜es tipo e´:
• se n = 6 enta˜o 0 ≤ x1 ≤ x2 ≤ 1 ≤ x3 ≤ 3, obtendo-se x1 = x2 = 0, x1 = 0 e x2 = 1,
e x1 = x2 = 1, o que totaliza 3 soluc¸o˜es tipo (note-se que x3 se obte´m substituindo os
valores de n, x1 e x2);
• se n = 8 enta˜o 0 ≤ x1 ≤ 1 e 0 ≤ x2 ≤ 2 obtendo-se 3 soluc¸o˜es, como no caso anterior, e
ainda a soluc¸a˜o x1 = 0 e x2 = 2, o que prefaz 4 soluc¸o˜es tipo;
• se n = 10 enta˜o 0 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 2, obtendo-se 4 soluc¸o˜es, como no caso anterior,
e ainda a soluc¸a˜o x1 = 1 e x2 = 2, o que resulta em 5 soluc¸o˜es tipo;
• Se n = 12 enta˜o 0 ≤ x1 ≤ 2, 0 ≤ x2 ≤ 2, obtendo-se 5 soluc¸o˜es, como no caso anterior,
e podemos ainda considerar x1 = 0 e x2 = 3, x1 = 2 e x2 = 2, logo existem 7 soluc¸o˜es
tipo.
O nu´mero total de soluc¸o˜es tipo a considerar em func¸a˜o do nu´mero n de blocos (ou, o nu´mero
n de colunas de uma matriz de incideˆncia que e´ igual a` ordem do grafo a extender) de um
design 1 − (4, 2, n2 ) e´ calculado de forma ana´loga aos casos apresentados e resume-se na
Tabela 5.1, juntamente com o nu´mero de soluc¸o˜es (5.8) determinado em (5.9):
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n blocos (n+2)(n+4)8 soluc¸o˜es (5.8) soluc¸o˜es tipo (5.10)
6 10 3
8 15 4
10 21 5
12 28 7
14 36 8
16 45 10
18 55 12
20 66 14
22 78 16
24 91 19
Tabela 5.1: Nu´mero total de soluc¸o˜es em func¸a˜o do nu´mero n de blocos do design 1−(4, 2, n2 ).
5.2.3 Outros casos que resultam em grafos isomorfos
Considere-se apenas as soluc¸o˜es tipo (5.10) do sistema de equac¸o˜es lineares (5.7), ou seja,
(x1, x2, x3, x3, x2, x1) tal que x1 + x2 + x3 =
n
2 , x1, x2 ∈ N0, x3 ∈ N e x1 ≤ x2 ≤ x3.
Note-se que as soluc¸o˜es do sistema teˆm a primeira componente igual a` u´ltima, a 2a igual a`
penu´ltima e a 3a igual a` quarta, o que significa que uma matriz de incideˆncia de um design
1 − (4, 2, n2 ) associada a uma qualquer soluc¸a˜o tem tantas colunas iguais a s1 como a s6,
tantas colunas iguais a s2 como a s5 e tantas colunas iguais a s3 como a s4. Observe-se, ainda,
que todos os vetores si sa˜o constituidos por dois zeros e dois uns (ver (5.5)). Devido a estas
caracter´ısticas e´ poss´ıvel transformar, atrave´s de uma permutac¸a˜o sobre linhas, o vetor s1
(s6) em s6 (s1), ou o vetor s2 (s5) em s5 (s2) ou o vetor s3 (s4) em s4 (s3). Mais geralmente,
si (i = 1, 2, , 3 , 4, 5, 6) pode transformar-se em sj (j = 1, 2, , 3 , 4, 5, 6) desde que si e
sj existam em igual nu´mero. Consequentemente, muitas das matrizes de incideˆncia obtidas
para o design pretendido resultam em grafos isomorfos obtidos por (0, 2)-extenso˜es, ja´ que
essas matrizes diferem entre si apenas numa permutac¸a˜o de linhas (Proposic¸a˜o 3.3). O que se
pretende e´ estabelecer condic¸o˜es que eliminem, ou pelo menos reduzam, a produc¸a˜o de grafos
isomorfos.
A proposic¸a˜o seguinte mostra que qualquer matriz de incideˆncia B = [bij ] (1 ≤ i ≤ 4,
1 ≤ j ≤ n) associada a uma soluc¸a˜o tipo, que tenha como primeiro elemento da u´ltima
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coluna b1n = 0, pode ser transformada, atrave´s de uma permutac¸a˜o sobre as suas linhas,
numa matriz de incideˆncia B′ = [b′ij ] associada a` mesma soluc¸a˜o, com b
′
1n = 1, ou seja, com
a u´ltima coluna igual a um dos vetores si, i = 1, 2, 3. Ale´m disso, e´ poss´ıvel estabelecer
condic¸o˜es sobre a ordem pela qual aparecem os pares de vetores si e s7−i, correspondentes a
valores iguais das componentes xi (i = 1, 2, 3) da soluc¸a˜o tipo.
Proposic¸a˜o 5.9. Se B e´ uma matriz de incideˆncia de um design 1 − (4, 2, n2 ), associada
a uma soluc¸a˜o tipo (5.10) do sistema (5.7), enta˜o B pode ser transformada, atrave´s de uma
permutac¸a˜o sobre as suas linhas, numa matriz B′ associada a` mesma soluc¸a˜o que satisfaz
uma das seguintes treˆs condic¸o˜es:
n ∈ C ′1 ∧ [
(∃q′ ∈ C ′2, ∀q ∈ C ′5, q′ > q) ∨ (∃q′′ ∈ C ′3, ∀q ∈ C ′4, q′′ > q)] (5.11)
n ∈ C ′2 ∧ [
(
C ′1 6= ∅ ⇒ ∃q′ ∈ C ′1, ∀q ∈ C ′6, q′ > q
)
∨ (∃q′′ ∈ C ′3, ∀q ∈ C ′4, q′′ > q)] (5.12)
n ∈ C ′3 ∧ [
(
C ′1 6= ∅ ⇒ ∃q′ ∈ C ′1, ∀q ∈ C ′6, q′ > q
)
∨ (C ′2 6= ∅ ⇒ ∃q′′ ∈ C ′2, ∀q ∈ C ′5, q′′ > q)] (5.13)
onde C ′i, com i = 1, 2, 3, 4, 5, 6, e´ o subconjunto dos ı´ndices das colunas de B
′ iguais a si.
Demonstrac¸a˜o. Seja B uma matriz de incideˆncia de um design 1 − (4, 2, n2 ) que se obte´m
da soluc¸a˜o (x1, x2, x3, x3, x2, x1) do sistema (5.7) tal que 0 ≤ x1 ≤ x2 ≤ x3 ≤ n2
com x1, x2 ∈ N0 e x3 ∈ N. Enta˜o B tem xi colunas iguais a si e xi colunas iguais a s7−i,
i = 1, 2, 3.
Seja Ci, com i = 1, 2, 3, 4, 5, 6, o subconjunto dos ı´ndices das n colunas da matriz de
incideˆncia B iguais a si. Se B na˜o verifica nenhuma das condic¸o˜es (5.11), (5.12) ou (5.13),
enta˜o a u´ltima coluna de B e´ diferente de s1, de s2 e s3, ou seja, n /∈ C1∪C2∪C3. Em seguida
mostra-se que a partir de B e´ poss´ıvel construir uma matriz de incideˆncia B′ que verifica uma
das condic¸o˜es (5.11), (5.12) e (5.13) e que difere de B por uma permutac¸a˜o de linhas.
Caso 1: Se n ∈ C4, como |C4| = |C3| = x3, enta˜o constroi-se a matriz de incideˆncia B′ por
forma a que C ′3 = C4 e C
′
4 = C3, obtendo-se assim n ∈ C ′3, ou seja,
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s3 s4
B =


· · · 1 · · · 0
· · · 0 · · · 1
· · · 0 · · · 1
· · · 1 · · · 0

 e
s4 s3
B′ =


· · · 0 · · · 1
· · · 1 · · · 0
· · · 1 · · · 0
· · · 0 · · · 1

 .
Consequentemente, B′ = PiB com i ∈ {1, 2}, onde
P1 =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 e P2 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 .
Note-se que B′ e´ uma matriz de incideˆncia associada a` mesma soluc¸a˜o do sistema pois a
aplicac¸a˜o destas matrizes de permutac¸a˜o a B traduzem-se por trocas entre colunas com vetores
si e s7−i (i = 1, 2, 3) que existem em igual nu´mero, xi, nas matrizes B e B
′:
• P1 mante´m inalteradas as colunas iguais a s1 e s6 (C ′1 = C1 e C ′6 = C6), troca as colunas
s2 com s5 (C
′
5 = C2 e C
′
2 = C5) e, conforme o pretendido, troca as colunas s3 com as
s4 (C
′
3 = C4 e C
′
4 = C3).
• P2 mante´m inalteradas as colunas iguais a s2 e s5 (C ′5 = C2 e C ′2 = C5), troca as colunas
s1 com s6 (C
′
1 = C6 e C
′
6 = C1) e troca as colunas s3 e s4 (C
′
3 = C4 e C
′
4 = C3).
Falta mostrar que B′ satisfaz a 2a parte da condic¸a˜o (5.13) do enunciado, ou seja, que B′
verifica, pelo menos, uma das condic¸o˜es:
(i) se a matriz de incideˆncia tem uma coluna s1, enta˜o pelo menos uma delas esta´ a` direita
de todas as colunas s6,
(ii) se a matriz de incideˆncia tem uma coluna s2, pelo menos uma delas esta´ a` direita de
todas as colunas s5.
Para garantir que a 2a parte da condic¸a˜o (5.13) se verifica, tem que se voltar a analisar as
matrizes de permutac¸a˜o P1 e P2. Se B verifica a condic¸a˜o (i), ao escolher-se a matriz de
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permutac¸a˜o P1 obte´m-se uma matriz B
′ que tambe´m satisfaz esta condic¸a˜o. Se B verifica a
condic¸a˜o (ii), escolhendo a matriz de permutac¸a˜o P2 obte´m-se uma matriz B
′ que tambe´m
satisfaz esta condic¸a˜o.
Se B tem uma coluna s6 a` direita de todas as colunas s1 e uma coluna s5 a` direita de todas as
colunas s2, escolhendo P1 obte´m-se uma matriz B
′ que verifica (ii) e escolhendo P2 obte´m-se
uma matriz B′ que verifica (i).
Observe-se que se C1 = ∅ e C2 6= ∅, na˜o existem em B colunas iguais a s1. Para obter
uma matriz B′ que satisfac¸a a 2a parte da condic¸a˜o (5.13) aplica-se a B a matriz P2 ou P1,
consoante B satisfac¸a ou na˜o a condic¸a˜o (ii), respetivamente.
Por u´ltimo, se C1 = C2 = ∅, B tem apenas colunas s3 e s4 e, se n ∈ C4, qualquer uma das
matrizes P1 ou P2 transforma B numa matriz B
′ que verifica a condic¸a˜o (5.13).
Caso 2: Se n ∈ C5, como |C5| = |C2| = x2, constroi-se a matriz de incideˆncia B′ por forma
a que C ′2 = C5 e C
′
5 = C2, obtendo-se assim n ∈ C ′2, ou seja,
s2 s5
B =


· · · 1 · · · 0
· · · 0 · · · 1
· · · 1 · · · 0
· · · 0 · · · 1


e
s5 s2
B′ =


· · · 0 · · · 1
· · · 1 · · · 0
· · · 0 · · · 1
· · · 1 · · · 0

 .
Consequentemente, B′ = PiB, com i ∈ {1, 2}, onde
P1 =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 e P2 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 .
A matriz de permutac¸a˜o P1 mante´m inalteradas as colunas iguais a s1 e s6 e as colunas s3
trocam com as colunas s4, pelo que C
′
3 = C4 e C
′
4 = C3. Aplicando a matriz de permutac¸a˜o
P2, as colunas iguais a s3 ou s4 permanecem inalteradas e as colunas s1 trocam com as colunas
s6, pelo que C
′
1 = C6 e C
′
6 = C1.
A 2a parte da condic¸a˜o (5.12) do enunciado requer que B′ satisfac¸a, pelo menos, uma das
seguintes condic¸o˜es:
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(i) se a matriz de incideˆncia tem uma coluna s1, enta˜o pelo menos uma esta´ a` direita de
todas as colunas s6,
(ii) na matriz de incideˆncia existe pelo menos uma coluna s3 a` direita de todas as colunas
s4.
Se B verifica a condic¸a˜o (i) ou a condic¸a˜o (ii), ao escolher-se a matriz de permutac¸a˜o P1 ou
a matriz de permutac¸a˜o P2, respetivamente, obte´m-se uma matriz B
′ que tambe´m satisfaz a
mesma condic¸a˜o.
Se C1 6= ∅ mas B na˜o satisfaz (i) nem (ii), escolhendo a matriz de permutac¸a˜o P1 ou a matriz
de permutac¸a˜o P2 obte´m-se uma matriz B
′ que verifica (ii) ou (i), respetivamente.
Observe-se que se C1 = ∅ na˜o existem em B colunas iguais a s1. Para obter uma matriz B′ que
satisfac¸a a 2a parte da condic¸a˜o (5.12), ou seja, que verifique a condic¸a˜o (ii), aplica-se a B a
matriz de permutac¸a˜o P2 ou P1, consoante B satisfac¸a ou na˜o a condic¸a˜o (ii), respetivamente.
Caso 3: Se n ∈ C6, como |C6| = |C1| = x1 constroi-se a matriz de incideˆncia B′ de forma
a que C ′1 = C6 e C
′
6 = C1, obtendo-se assim a u´ltima coluna da matriz B
′ igual a s1, isto e´,
n ∈ C ′1, ou seja,
s1 s6
B =


· · · 1 · · · 0
· · · 1 · · · 0
· · · 0 · · · 1
· · · 0 · · · 1


e
s6 s1
B′ =


· · · 0 · · · 1
· · · 0 · · · 1
· · · 1 · · · 0
· · · 1 · · · 0

 .
Consequentemente, B′ = PiB, com i ∈ {1, 2}, onde
P1 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 e P2 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0


sa˜o matrizes de permutac¸a˜o.
Ao escolher P1, as colunas iguais a s2 e s5 permanecem inalteradas e as colunas iguais a
s3 trocam com as colunas iguais a s4, pelo que C
′
3 = C4 e C
′
4 = C3. Escolhendo P2, as
colunas iguais a s3 e s4 permanecem inalteradas e as colunas iguais a s2 trocam com as
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colunas iguais a s5, pelo que C
′
2 = C5 e C
′
5 = C2. De forma ana´loga ao efetuado para os
casos anteriores, verifica-se que se a matriz B na˜o satisfaz a 2a parte da condic¸a˜o (5.11)
do enunciado, escolhendo adequadamente uma das matrizes de permutac¸a˜o, P1 ou P2, e
aplicando-a a B, obte´m-se uma matriz B′ que verifica a condic¸a˜o (5.11) e que difere de B
apenas por uma permutac¸a˜o de linhas.
Caso 4: Se n ∈ C1 ou n ∈ C2 ou n ∈ C3 e na˜o se verifica a 2a parte da respetiva condic¸a˜o
(5.11), (5.12), (5.13), enta˜o, para cada um destes treˆs casos, basta escolher, respetivamente,
a matriz de permutac¸a˜o:
• P =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 que mante´m inalterado o vetor s1 (s6) mas transforma s5 (s2) em
s2 (s5) e s4 (s3) em s3 (s4);
• P =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 que mante´m inalterado o vetor s2 (s5) mas transforma s4 (s3) em
s3 (s4) e, caso existam,transforma os vetores s6 (s1) em s1 (s6);
• P =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 que mante´m inalterado o vetor s3 (s4) mas transforma, caso
existam, os vetores s6 (s1) em s1 (s6) e s5 (s2) em s2 (s5).
No caso particular de a soluc¸a˜o tipo (5.10) ter quatro componentes iguais, isto e´, x1 = x2 ou
x2 = x3, e´ poss´ıvel transformar qualquer matriz de incideˆncia B, que satisfaz as condic¸o˜es
da Proposic¸a˜o 5.9, por aplicac¸a˜o de uma permutac¸a˜o sobre as suas linhas, numa matriz B′
associada a` mesma soluc¸a˜o, cuja u´ltima coluna e´ igual ao vetor s1 (caso x1 = x2) ou s3
(caso x2 = x3). Ale´m disso, se B tem alguma coluna s2, enta˜o B
′ tem uma coluna s2 a`
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direita de todas as colunas iguais a s5. Se a soluc¸a˜o tipo verificar ainda x1 = x3 (neste
caso x1 = x2 = x3 6= 0), e´ poss´ıvel transformar qualquer matriz de incideˆncia B associada a`
soluc¸a˜o, por aplicac¸a˜o de uma permutac¸a˜o sobre as suas linhas, numa matriz de incideˆncia
B′, associada a` mesma soluc¸a˜o, onde a u´ltima coluna e´ igual ao vetor s3, a penu´ltima coluna
e´ igual a um dos vetores s2 ou s3 ou s4 e, ale´m disso, existe uma coluna igual a s2 que esta´ a`
direita de todas as colunas iguais a s5.
O corola´rio seguinte formaliza estas propriedades associadas a`s soluc¸o˜es tipo com quatro
componentes iguais e com as seis componentes iguais.
Corola´rio 5.10. Seja B uma matriz de incideˆncia de um design 1 − (4, 2, n2 ) associada a
uma soluc¸a˜o tipo (x1, x2, x3, x3, x2, x1) do sistema (5.7). Se B verifica uma das condic¸o˜es
(5.11), (5.12) ou (5.13) da Proposic¸a˜o 5.9 e
(a) x1 = x2 ≤ x3 ou x1 ≤ x2 = x3, enta˜o existe uma matriz de permutac¸a˜o P tal que
B′ = PB e´ uma matriz de incideˆncia associada a` mesma soluc¸a˜o e
(
n ∈ C ′1 ∪ C ′3
) ∧ (C ′2 6= ∅ ⇒ ∃q′ ∈ C ′2, ∀q ∈ C ′5, q′ > q) ; (5.14)
(b) x1 = x2 = x3 6= 0, enta˜o existe uma matriz de permutac¸a˜o P tal que B′ = PB e´ uma
matriz de incideˆncia associada a` mesma soluc¸a˜o e
(
n ∈ C ′3
) ∧ (n− 1 ∈ C ′2 ∪ C ′3 ∪ C ′4) ∧ (∃q′ ∈ C ′2, ∀q ∈ C ′5, q′ > q) ; (5.15)
onde C ′i e´ o subconjunto dos ı´ndices das colunas de B
′ iguais a si, para i = 1, 2, 3, 4, 5, 6.
Demonstrac¸a˜o. (a) Seja B uma matriz de incideˆncia de um design 1−(4, 2, n2 ) que se obte´m
da soluc¸a˜o (x1, x2, x3, x3, x2, x1) do sistema (5.7) e que verifica uma das condic¸o˜es
(5.11), (5.12) ou (5.13) da Proposic¸a˜o 5.9. Enta˜o B tem xi colunas iguais a si e xi colunas
iguais a s7−i, i = 1, 2, 3.
Seja Ci, com i = 1, 2, 3, 4, 5, 6 o subconjunto dos ı´ndices das n colunas da matriz de
incideˆncia B iguais a si.
Caso 1: Se n ∈ C2 (B verifica (5.12)) e x1 = x2 ≤ x3, a matriz de incideˆncia B tem a
u´ltima coluna igual ao vetor s2 e o nu´mero das colunas iguais a s2 e´ igual ao nu´mero das
colunas s1. Enta˜o, a matriz B
′ = PiB (i ∈ {1, 2}), onde
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P1 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 e P2 =


0 0 1 0
1 0 0 0
0 0 0 1
0 1 0 0


sa˜o matrizes de permutac¸a˜o que transformam B numa matriz de incideˆncia B′ com a
u´ltima coluna igual a s1 (n ∈ C ′1).
• P1 troca os vetores s2 com s1 (C ′1 = C2 e C ′2 = C1) e os vetores s6 com s5 (C ′5 = C6
e C ′6 = C5), mantendo os vetore s3 e s4 (C
′
3 = C3 e C
′
4 = C4);
• P2 transforma os vetores s2 em s1 (C ′1 = C2), os vetores s1 em s5 (C ′5 = C1), os
vetores s5 em s6 (C
′
6 = C5), os vetores s6 em s2 (C
′
2 = C6) e troca os vetores s3 com
s4 (C
′
3 = C4 e C
′
4 = C3).
Para verificar a 2a parte da condic¸a˜o (5.14) analisemos de novo as matrizes de permutac¸a˜o
P1 e P2.
• Se existe em B uma coluna igual a s1 a` direita de todas as colunas iguais a s6, enta˜o
B′ = P1B verifica a condic¸a˜o (5.14);
• Caso contra´rio, existe uma coluna igual a s6 a` direita de todas as colunas iguais a
s1, enta˜o B
′ = P2B verifica a condic¸a˜o (5.14).
Caso 2: Se n ∈ C2 (B verifica (5.12)) e x1 ≤ x2 = x3, a matriz de incideˆncia B tem a
u´ltima coluna igual a s2 e o nu´mero das colunas iguais a s2 e´ igual ao nu´mero das colunas
s3. Enta˜o, a matriz B
′ = PiB (i ∈ {1, 2}), onde
P1 =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 e P2 =


0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0


sa˜o matrizes de permutac¸a˜o que transformam B numa matriz de incideˆncia B′ com a
u´ltima coluna igual a s3 (n ∈ C ′3).
• P1 troca os vetores s2 com s3 (C ′2 = C3 e C ′3 = C2) e os vetores s4 com s5 (C ′4 = C5
e C ′5 = C4), mantendo os vetores s1 e s6 (C
′
1 = C1 e C
′
6 = C6);
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• P2 transforma os vetores s2 em s3 (C ′3 = C2), os vetores s3 em s5 (C ′5 = C3), os
vetores s5 em s4 (C
′
4 = C5), os vetores s4 em s2 (C
′
2 = C4) e troca os vetores s1 com
s6 (C
′
1 = C6 e C
′
6 = C1).
Para verificar a 2a parte da condic¸a˜o (5.14) analisemos de novo as matrizes de permutac¸a˜o
P1 e P2.
• Se existe em B uma coluna igual a s3 a` direita de todas as colunas iguais a s4, enta˜o
B′ = P1B verifica a condic¸a˜o (5.14);
• Caso contra´rio, existe uma coluna igual a s4 a` direita de todas as colunas iguais a
s3, enta˜o B
′ = P2B verifica a condic¸a˜o (5.14).
Caso 3: Se n ∈ C1 (B verifica (5.11)) e na˜o existe q′ ∈ C2, ∀q ∈ C5, q′ > q, enta˜o
B′ = PB com matriz de permutac¸a˜o P =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

, verifica a condic¸a˜o (5.14),
pois a matriz de permutac¸a˜o P mante´m inalteradas as colunas iguais a s1 e s6 (C
′
1 = C1
e C ′6 = C6), troca as colunas iguais a s2 com s5 (C
′
2 = C5 e C
′
5 = C2) e troca as colunas
s3 com s4 (C
′
3 = C4, C
′
4 = C3).
Caso 4: Se n ∈ C3 (B verifica (5.13)) e na˜o existe q′ ∈ C2, ∀q ∈ C5, q′ > q, enta˜o B′ =
PB, com P =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

, verifica a condic¸a˜o (5.14), pois a matriz de permutac¸a˜o
P mante´m inalteradas as colunas iguais a s3 e s4 (C
′
3 = C3 e C
′
4 = C4), troca as colunas
s1 com s6 (C
′
1 = C6 e C
′
6 = C1) e troca as colunas s2 com s5 (C
′
2 = C5, C
′
5 = C2).
Observe-se ainda que, se x1 = 0 (C1 = ∅) ou x1 = x2 = 0 (C1 = C2 = ∅), enta˜o
n ∈ C ′3 = C3 e, se C ′2 6= ∅, existe q′ ∈ C ′2, ∀q ∈ C ′5, q′ > q, como ja´ foi verificado
anteriormente.
Assim, se a soluc¸a˜o e´ da forma (x1, x1, x3, x3, x1, x1) ou (x1, x3, x3, x3, x3, x1) e´ satisfeita
a condic¸a˜o n ∈ C ′1 ∪ C ′3 ∧ (C ′2 6= ∅ ⇒ ∃q′ ∈ C ′2, ∀q ∈ C ′5, q′ > q).
(b) Seja B uma matriz de incideˆncia de um design 1 − (4, 2, n2 ) que se obte´m da soluc¸a˜o
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(x1, x1, x1, x1, x1, x1) do sistema (5.7). Note-se que, neste caso, x1 = x2 e x2 = x3.
Consequentemente pode considerar-se que B verifica a condic¸a˜o (5.14), ou seja, n ∈
C1 ∪ C3 e se C2 6= ∅, enta˜o ∃q′ ∈ C2, ∀q ∈ C5, q′ > q.
Se n /∈ C3, enta˜o n ∈ C1, ou seja, a matriz de incideˆncia B tem a u´ltima coluna igual a
s1. Fazendo B
′′ = P1B com P1 =


1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

, as colunas iguais a s1 trocam com as
colunas s3, as colunas s6 trocam com s4, mantendo inalteradas as colunas s2 e s5. Note-se
que x1 = x2 = x3 e portanto, |C1| = |C2| = |C3| = |C4| = |C5| = |C6|. Desta forma, B′′ e´
uma matriz de incideˆncia associada a` mesma soluc¸a˜o que B, com a u´ltima coluna igual
a s3 e onde a coluna mais a` direita igual a s2 tem ı´ndice superior a qualquer dos ı´ndices
das colunas iguais a s5.
Analisemos enta˜o a penu´ltima coluna da matriz B′′:
• Se a matriz B′′ tem a penu´ltima coluna igual a s3, s2 ou s4, enta˜o verifica (5.15) e
B′ = B′′.
• Caso contra´rio, a penu´ltima coluna de B′′ e´ igual a s1 ou s6. Observe-se que na˜o
pode ser igual a s5 porque B verifica a condic¸a˜o (5.14) e P mante´m inalteradas as
colunas iguais aos vetores s2 e s5, logo a u´ltima coluna e´ igual a s3 e todas as colunas
iguais a s5 esta˜o a` esquerda de uma coluna igual a s2.
– Se n − 1 ∈ C1, ou seja, a penu´ltima coluna e´ igual a s1, enta˜o B′ = P2B′′ com
P2 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

, isto e´, B
′ = (P2P1)B. Esta permutac¸a˜o na˜o altera s3
(u´ltima coluna da matriz) e como a penu´ltima coluna fica igual a s2, todas as
colunas s5 aparecem a` sua esquerda, logo B
′ verifica a condic¸a˜o (5.15).
– Se n − 1 ∈ C6, ou seja, a penu´ltima coluna for igual a s6, enta˜o B′ = P3B′′
com matriz de permutac¸a˜o P3 =


0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0

, isto e´, B
′ = (P3P1)B. Esta
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permutac¸a˜o na˜o altera a u´ltima coluna, igual a s3, e como a penu´ltima coluna
fica igual a s2, todas as colunas s5 aparecem a` sua esquerda, logo B
′ verifica a
condic¸a˜o (5.15).
Em qualquer dos casos descritos a matriz de incideˆncia B′ obte´m-se por uma permutac¸a˜o
sobre as linhas de B.
5.2.4 Algoritmo
Nesta secc¸a˜o propo˜e-se um algoritmo para construir o conjunto parcialmente ordenado (L1,)
que conte´m os 163 grafos regulares excecionais da 1a camada.
A construc¸a˜o de um grafo regular excecional Gm+1, de ordem n, por uma sequeˆncia de (m+1)
(0, 2)-extenso˜es, a partir de um grafo minimal G0 ∈ L1, reduz-se a` construc¸a˜o de matrizes
de incideˆncia Bm de designs 1 −
(
4, 2, n2
)
. De acordo com o Corola´rio 5.3, Gm+1 admite
uma (m + 2)-partic¸a˜o equilibrada. Considerando n1 como sendo a ordem do grafo minimal
G0, a matriz de incideˆncia Bm (ver (5.3)) e´ partida em m =
n−n1
4 − 1 matrizes de incideˆncia
B
(i)
m , i = 1, · · · ,m, de designs 1 − (4, 2, 2) e uma matriz de incideˆncia B(0)m de um design
1− (4, 2, p), onde p = n12 (note-se que 2n1 = 4p).
Para construir a matriz Bm consideram-se as soluc¸o˜es tipo definidas em (5.10) e as condic¸o˜es
estabelecidas na Proposic¸a˜o 5.9 e Corola´rio 5.10.
As soluc¸o˜es tipo (x1, x2, x3, x3, x2, x1) do sistema de equac¸o˜es lineares (5.7) associadas a`s
matrizes de incideˆncia Bm =
[
B
(m)
m B
(m−1)
m · · · B(1)m B(0)m
]
sa˜o determinadas pelas soluc¸o˜es
X0 = (x10 , x20 , x30 , x30 , x20 , x10) , com x10 + x20 + x30 =
n1
2
, (5.16)
associadas a`s submatrizes de incideˆncia B
(0)
m de designs 1− (4, 2, n12 ), e pelas soluc¸o˜es
Xi = (x1i , x2i , x3i , x3i , x2i , x1i) , com x1i + x2i + x3i = 2, (5.17)
associadas a`s submatrizes de incideˆncia B
(i)
m de designs 1− (4, 2, 2) (i = 1, · · · ,m), tais que
m∑
i=1
Xi +X0 =
m∑
i=0
(x1i , x2i , x3i , x3i , x2i , x1i) = (x1, x2, x3, x3, x2, x1), (5.18)
com x1 + x2 + x3 =
n
2 e x1 ≤ x2 ≤ x3.
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Exemplo 5.11. Considere-se a construc¸a˜o de uma cadeia de grafos de L1 por (0, 2)-extenso˜es
que induzem partic¸o˜es equilibradas, em que o grafo minimal e´ G0 = 3K2, pelo que
A3K2 =


0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0


.
Seja G1 ∈ L1 o grafo 3-regular de ordem 10 que se obte´m de G0 por uma (0, 2)-extensa˜o que
induz uma partic¸a˜o equilibrada. Para determinar uma matriz de incideˆncia B de um design
1− (4, 2, 3), considera-se uma soluc¸a˜o tipo (5.10) do sistema de equac¸o˜es lineares (5.7), isto
e´, uma soluc¸a˜o (x1, x2, x3, x3, x2, x1) com x1+x2+x3 = 3 e x1 ≤ x2 ≤ x3 ≤ 3. Considere-se,
por exemplo, x1 = 0, x2 = 1 e x3 = 2. A matriz de incideˆncia B tem como colunas xi
vetores si e xi vetores s7−i, com i = 1, 2, 3, que sa˜o os vetores caracter´ısticos dos blocos de
um design 1 − (4, 2, 3) e esta˜o descritos em (5.5). Uma matriz B associada a` soluc¸a˜o tipo
x1 = 0, x2 = 1 e x3 = 2 tem uma coluna s2, uma coluna s5, duas colunas s3 e duas colunas s4.
Considere-se um 6-tuplo com os ı´ndices destes vetores, por exemplo 544332, e determine-se
um arranjo destes ı´ndices nas condic¸o˜es da Proposic¸a˜o 5.9 e do Corola´rio 5.10. Para que o
grafo G1 resultante da (0, 2)-extensa˜o pertenc¸a a L1, o arranjo das colunas de B tem que ser
feito por forma a que o menor valor pro´prio da matriz de adjaceˆncia AG1 =

 O4 B
BT A3K2


seja igual a −2.
Considerando o 6-tuplo 443352, resultante de um arranjo dos ı´ndices dos vetores si, associado
a` soluc¸a˜o x1 = 0, x2 = 1 e x3 = 2, obte´m-se a matriz de incideˆncia
s4 s4 s3 s3 s5 s2
B =


0 0 1 1 0 1
1 1 0 0 1 0
1 1 0 0 0 1
0 0 1 1 1 0


que da´ origem a` matriz de adjaceˆncia
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AG1 =


0 0 0 0 0 0 1 1 0 1
0 0 0 0 1 1 0 0 1 0
0 0 0 0 1 1 0 0 0 1
0 0 0 0 0 0 1 1 1 0
0 1 1 0 0 1 0 0 0 0
0 1 1 0 1 0 0 0 0 0
1 0 0 1 0 0 0 1 0 0
1 0 0 1 0 0 1 0 0 0
0 1 0 1 0 0 0 0 0 1
1 0 1 0 0 0 0 0 1 0


que corresponde ao grafo G1 isomorfo ao grafo regular excecional Z1 representado na Figura
5.1.
O grafo G1 admite uma bipartic¸a˜o equilibrada π = (V (H), V (G0)) com matriz quociente
AG1/pi =

 0 3
2 1

.
Considere-se, agora, a construc¸a˜o de um grafo 5-regular G2 ∈ L1, de ordem 14, atrave´s de
uma (0, 2)-extensa˜o que induz uma partic¸a˜o equilibrada do grafo G1. Pelo Teorema 2.5 um
design 1 − (4, 2, 5) tem 10 blocos. Logo, a matriz de incideˆncia B1 tem dimensa˜o 4 × 10 e
admite a seguinte partic¸a˜o em blocos B1 =
[
B
(1)
1 B
(0)
1
]
onde B
(1)
1 e´ a matriz de incideˆncia
de um design 1− (4, 2, 3) e B(0)1 e´ a matriz de incideˆncia de um design 1− (4, 2, 3).
O conjunto das soluc¸o˜es X1 associadas a` construc¸a˜o da matriz de incideˆncia B
(1)
1 e´
{(2, 0, 0, 0, 0, 2), (0, 2, 0, 0, 2, 0), (0, 0, 2, 2, 0, 0), (1, 1, 0, 0, 1, 1), (1, 0, 1, 1, 0, 1), (0, 1, 1, 1, 1, 0)},
enquanto o conjunto de soluc¸o˜es X0 associadas a` construc¸a˜o da matriz de incideˆncia B
(0)
1 e´
{(0, 1, 2, 2, 1, 0), (0, 2, 1, 1, 2, 0), (1, 2, 0, 0, 2, 1), (2, 1, 0, 0, 1, 2), (1, 0, 2, 2, 0, 1), (2, 0, 1, 1, 0, 2),
(1, 1, 1, 1, 1, 1), (0, 0, 3, 3, 0, 0), (0, 3, 0, 0, 3, 0), (3, 0, 0, 0, 0, 3)}.
Assim, para obter, por exemplo, a soluc¸a˜o tipo (1, 1, 3, 3, 1, 1) associada a` matriz de incideˆncia
B1, devem ser escolhidas soluc¸o˜es X1 e X0 que satisfac¸am a igualdade (5.18), isto e´,
∑1
i=0Xi =
∑1
i=0 (x1i , x2i , x3i , x3i , x2i , x1i) = (1, 1, 3, 3, 1, 1).
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Existem 3 possibilidades para obter a soluc¸a˜o tipo (1, 1, 3, 3, 1, 1):
• X1 = (1, 1, 0, 0, 1, 1) e X0 = (0, 0, 3, 3, 0, 0);
• X1 = (0, 1, 1, 1, 1, 0) e X0 = (1, 0, 2, 2, 0, 1);
• X1 = (1, 0, 1, 1, 0, 1) e X0 = (0, 1, 2, 2, 1, 0).
Note-se que as soluc¸o˜es X0 e X1 na˜o teˆm que ser soluc¸o˜es tipo, mas a soluc¸a˜o que resulta da
soma destas, e que esta´ associada a` determinac¸a˜o da matriz de incideˆncia B1 de um design
1− (4, 2, 5), tem de ser uma soluc¸a˜o tipo.
Considere-se (1, 1, 3, 3, 1, 1) = (0, 1, 1, 1, 1, 0) + (1, 0, 2, 2, 0, 1). Para determinar as matri-
zes de incideˆncia B
(1)
1 e B
(0)
1 consideramos arranjos com repetic¸a˜o dos ı´ndices i das colu-
nas si de acordo com as soluc¸o˜es X1 e X0, por forma a que a sua concatenac¸a˜o verifi-
que a condic¸o˜es da Proposic¸a˜o 5.9 e do Corola´rio 5.10. Por exemplo, a concatenac¸a˜o da
sequeˆncia 5432, relativa a` soluc¸a˜o (0, 1, 1, 1, 1, 0), com a sequeˆncia 644331, relativa a` soluc¸a˜o
(1, 0, 2, 2, 0, 1), resulta na sequeˆncia 5432644331, relativa a` soluc¸a˜o (1, 1, 3, 3, 1, 1). Uma
vez que esta soluc¸a˜o tipo tem 4 componentes iguais (x1 = x2 = 1) verifica-se a condic¸a˜o
n ∈ C ′1 ∪ C ′3 ∧ (C ′2 6= ∅ ⇒ ∃q′ ∈ C ′2, ∀q ∈ C ′5, q′ > q) do Corola´rio 5.10. Se o grafo resultante
G2 (ver Figura 5.3) tiver menor valor pro´prio -2 (como e´ o caso do grafo escolhido para este
exemplo), enta˜o faz parte de L1.
AG2 =


0 0 0 0 1 0 0 1 0 0 0 1 1 1
0 0 0 0 0 1 1 0 1 1 0 1 0 0
0 0 0 0 0 0 1 1 1 1 1 0 0 0
0 0 0 0 1 1 0 0 0 0 1 0 1 1
1 0 0 1 0 0 0 0 0 0 1 1 0 1
0 1 0 1 0 0 0 0 1 1 0 0 1 0
0 1 1 0 0 0 0 0 1 1 0 0 0 1
1 0 1 0 0 0 0 0 0 0 1 1 1 0
0 1 1 0 0 1 1 0 0 1 0 0 0 0
0 1 1 0 0 1 1 0 1 0 0 0 0 0
0 0 1 1 1 0 0 1 0 0 0 1 0 0
1 1 0 0 1 0 0 1 0 0 1 0 0 0
1 0 0 1 0 1 0 1 0 0 0 0 0 1
1 0 0 1 1 0 1 0 0 0 0 0 1 0


Figura 5.3: Matriz de adjaceˆncia e grafo G2 isomorfo ao grafo 31 da Figura 5.8.
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A Tabela 5.2 resume o nu´mero total de matrizes de incideˆncia dos designs 1− (4, 2, n2 ) que
permitem obter grafos Gm+1 ∈ L1, por uma (0, 2)-extensa˜o de Gm, em func¸a˜o do nu´mero de
blocos, considerando os va´rios me´todos para reduzir a construc¸a˜o de grafos isomorfos.
A primeira coluna da tabela refere-se ao nu´mero de blocos n (a ordem do grafo Gm a estender).
Na 2a coluna tem-se o nu´mero total de matrizes de incideˆncia associadas a todas as soluc¸o˜es
(5.8) do sistema de equac¸o˜es lineares (5.7). Na 3a coluna consideram-se apenas as soluc¸o˜es
tipo (5.10), ou seja, as soluc¸o˜es do sistema que verificam x1+x2+x3 =
n
2 , com x1 ≤ x2 ≤ x3.
Na 4a coluna considera-se o nu´mero de matrizes de incideˆncia associadas a soluc¸o˜es tipo e que
satisfazem as condic¸o˜es da Proposic¸a˜o 5.9 e do Corola´rio 5.10. Na 5a e u´ltima coluna tem-se
o nu´mero de matrizes obtido quando se acrescenta, ao caso descrito na 4a coluna, o facto das
matrizes de incideˆncia resultarem da concatenac¸a˜o de va´rias submatrizes (ver (5.3)), relativas
a` partic¸a˜o equilibrada.
blocos
sem restric¸a˜o
soluc¸a˜o tipo Prop. 5.9 e
(m+ 2)-partic¸a˜o equilibrada
n x1 ≤ x2 ≤ x3 Cor. 5.10
6 1860 920 91 91 (m = −1)
8 44730 13790 2520 2520 (m = −1)
10 1172556 359352 62181 8790 (m = 0) 62181 (m = −1)
12 32496156 12254 088 1508703 186375 (m = 0) 1508703 (m = −1)
14 936369720 268399560 48866532 762840 (m = 1) 5422788 (m = 0)
16 27.770e+009 7.8333e+009 1.4289e+009 18220230 (m = 1) 148642956 (m = 0)
18 84.209e+010 27.837e+010 3.8991e+010 62707176 (m = 2)
20 25.989e+012 7.0310e+012 1.3138e+012 1606061520 (m = 2)
22 81.369e+013 21.688e+013 4.0816e+013 5.9423e+009 (m = 3)
24 25.780e+015 7.8512e+015 1.1907e+015 1.4884e+011 (m = 3)
Tabela 5.2: Nu´mero total de matrizes de incideˆncia produzidas para construir o grafo Gm+1
em func¸a˜o do nu´mero de blocos do design 1− (4, 2, n2 ).
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Da aplicac¸a˜o do algoritmo que a seguir se descreve, verifica-se que existem dois grafos regulares
excecionais da 1a camada que na˜o resultam da extensa˜o dos grafos minimais de ordem 6 ou
8, mas da extensa˜o do grafo linha desconexo L1, de ordem 10, e do grafo linha L2, de ordem
12, representados na Figura 5.4.
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Figura 5.4: Grafos linha minimais L1 e L2.
Da (0, 2)-extensa˜o dos grafos linha L1 e L2 resultam grafos regulares excecionais de ordem 14
e 16, respetivamente, que por sua vez da˜o origem, por uma (0, 2)-extensa˜o, a grafos regulares
excecionais de ordem 18 e 20, respetivamente. Mas estes grafos de ordem 18 e 20 sa˜o isomorfos
a grafos que se obteˆm por uma sequeˆncia de (0, 2)-extenso˜es dos grafos linha minimais de
ordem 6 e 8, respetivamente. Devido a` existeˆncia do grafo minimal L1 existem grafos de
ordem 14 que se obteˆm a partir do grafo minimal 6 ou por uma extensa˜o de L1. E, devido a`
existeˆncia do grafo minimal L2, existem grafos de ordem 16 que se obteˆm por uma sequeˆncia
de duas extenso˜es de um grafo minimal de ordem 8 ou por uma extensa˜o do grafo L2. Estas
construc¸o˜es da˜o origem a` produc¸a˜o de um maior nu´mero de matrizes de incideˆncia, nu´meros
que sa˜o apresentados na u´ltima coluna da Tabela 5.2.
Os ca´lculos necessa´rios a` obtenc¸a˜o dos resultados apresentados na Tabela 5.2 bem como uma
breve ana´lise ao esforc¸o computacional do algoritmo que a seguir se propo˜e encontram-se no
Apeˆndice A.1.
O Algoritmo 1 descreve mais formalmente os procedimentos a seguir na construc¸a˜o dos grafos
regulares de (L1,). Seja Gm o conjunto dos grafos regulares de ordem 4m+n1. O Algoritmo
1 determina o conjunto Gm+1 dos grafos Gm+1 que se obteˆm de G ∈ Gm por (0, 2)-extenso˜es
que induzem (m + 2)-partic¸o˜es equilibradas. Para cada G ∈ Gm, succ(G) denota o conjunto
dos sucessores do grafo G.
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Algoritmo 1 Construc¸a˜o dos grafos de (L1,), de ordem n + 4, que se obteˆm por (0, 2)-
extenso˜es que induzem (m+ 2)-partic¸o˜es equilibradas dos grafos de ordem n.
DADOS: O conjunto dos grafos Gm, de ordem n = 4m+ n1.
RESULTADOS: O conjunto dos grafos Gm+1 e lista dos conjuntos dos sucessores de succ(G).
1: Determina o conjunto S0 das soluc¸o˜es X0 = (x10 , x20 , x30 , x30 , x20 , x10) definidas por (5.16).
2: Determina o conjunto Si das soluc¸o˜es Xi = (x1i , x2i , x3i , x3i , x2i , x1i) definidas por (5.17).
3: Determina o conjunto S de todos os arranjos das soluc¸o˜es tipo X = [Xm · · · X1X0] que verificam
(5.18).
4: Fazer Gm+1 := ∅
5: Para Cada G ∈ Gm Fazer succ(G) := ∅ FimFazer.
6: Para Cada X ∈ S Fazer
7: Seja b = [bm · · · b1 b0] um (4m + n1)-uplo resultante da concatenac¸a˜o dos m 4-uplos bi (i =
1, · · · ,m) e um n1-uplo b0. Em cada 4-uplo bi (i = 1, · · · ,m) existem xji entradas iguais a
j = 1, 2, 3 e xji entradas iguais a 7− j e no n1-uplo b0 existem xj0 entradas iguais a j = 1, 2, 3 e
xj0 entradas iguais a 7− j.
8: Para Cada (m + 1)-uplo ρ = [ρm · · · ρ1 ρ0] que se obte´m de b onde ρi e´ uma permutac¸a˜o de
bi Fazer
9: Se ρ verifica as condic¸o˜es da Proposic¸a˜o 5.9 e Corola´rio 5.10
10: Enta˜o construir a matriz de incideˆncia B com os vetores caracter´ısticos sj e s7−j (5.5)
definidos pelas entradas do 4m+ n1-uplo ρ.
11: Para G ∈ Gm Fazer AG′ :=

 04 B
BT AG

.
12: Se λmin(G
′) = −2 Enta˜o
13: Se G′ na˜o e´ isomorfo a algum grafo de Gm+1
14: Enta˜o Gm+1 := Gm+1 ∪ {G′} e
succ(G) := succ(G) ∪ {G′}.
15: Sena˜o Se G′ ∼= G′′ ∈ Gm+1 Enta˜o succ(G) := succ(G) ∪ {G′′}
16: FimSe
17: FimSe
18: FimFazer
19: FimSe
20: FimFazer
21: FimFazer
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5.3 Construc¸a˜o dos grafos regulares excecionais da 2a camada
por (0, 2)-extenso˜es
Utilizando a te´cnica de construc¸a˜o por (κ, τ)-extenso˜es descrita no Cap´ıtulo 3, pretende-
se agora construir o conjunto parcialmente ordenado (L2,) dos grafos regulares G′ com
λmin(G
′) ≥ −2 que se obteˆm por uma (0, 2)-extensa˜o de G, fazendo G′ = H ⊕ G tal que
G e´ um grafo r-regular de ordem n ≤ 27, com r = 2n3 − 2 (ver Teorema 4.20), e H e´ um
grafo nulo (0-regular) de ordem 3. Recorde-se que o conjunto L2 inclui os grafos excecionais
da 2a camada. Desta forma (V (H),S) define um design 1-(3, 2, 2n3 ). Os grafos regulares
excecionais da 2a camada de menor ordem sa˜o os grafos de ordem 9 e regularidade 4, da
Figura 5.5. Estes grafos obteˆm-se por uma (0, 2)-extensa˜o de tamanho 3 do grafo linha C6
(subgrafo induzido pelos ve´rtices representados pelos c´ırculos pequenos no grafo da esquerda
na Figura 5.5) e do grafo desconexo 2K3 (subgrafo induzido pelos ve´rtices representados pelos
c´ırculos pequenos no grafo da direita na Figura 5.5). Para construir o diagrama de Hasse que
representa o conjunto parcialmente ordenado L2, considera-se os grafos r-regulares de ordem
n, com r = 2n3 − 2 e 6 ≤ n ≤ 27.
Figura 5.5: Grafos regulares excecionais minimais da 2a camada.
A matriz de adjaceˆncia dos grafos G′ de ordem |S| + |V (G)| = 3 + n e regularidade r =
2(3+n)
3 − 2 = 2n3 que se obteˆm por uma (0, 2)- extensa˜o do grafo G de ordem n e regularidade
2n
3 − 2 e´ da forma
AG′ =

 AH B
BT AG

 ,
onde AH e´ a matriz de adjaceˆncia do grafo H, isto e´, a matriz nula de ordem 3, AG e´ a
matriz de adjaceˆncia do grafo G de ordem n e B e´ uma matriz de incideˆncia de um design
1− (3, 2, 2n3 ).
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De facto, para construir cada matriz de adjaceˆncia do grafo G′ = H ⊕G e´ preciso determinar
uma matriz de incideˆncia de um design 1− (3, 2, 2n3 ), com 3 linhas e n colunas.
5.3.1 Construc¸a˜o das matrizes de incideˆncia de um design 1− (3, 2, 2n
3
)
Seja H = 3K1 com V (H) = {v1, v2, v3}. Recorde-se (ver Subsecc¸a˜o 5.2.1) que S e´ uma famı´lia
de subconjuntos de V (H) cada um dos quais com τ = 2 elementos, logo S ⊆ {S1, S2, S3} onde
S1, S2, S3 representam todos os subconjuntos de 2 elementos de S e
s1 =


1
1
0

 , s2 =


1
0
1

 e s3 =


0
1
1

 . (5.19)
sa˜o os respetivos vetores caracter´ısticos.
Cada matriz de incideˆncia dos designs (V (H),S) tem como colunas os vetores de forma a
que cada ve´rtice de G seja adjacente a dois ve´rtices de V (H) e cada ve´rtice de V (H) aparec¸a
em 2n3 blocos. O nu´mero de colunas de B iguais a cada um dos vetores caracter´ısticos acima
indicados pode ser determinado pelas soluc¸o˜es inteiras na˜o negativas do sistema de equac¸o˜es
lineares 

1 1 0
1 0 1
0 1 1




x1
x2
x3

 =


2n
3
2n
3
2n
3

 .
Ale´m disso, o nu´mero total de blocos e´ n, isto e´, a ordem do grafo G, logo temos ainda que
x1 + x2 + x3 = n. No entanto, esta equac¸a˜o e´ desnecessa´ria, pois resulta da soma das 3
equac¸o˜es do sistema. Note-se que o sistema


x1 + x2 =
2n
3
x1 + x3 =
2n
3
x2 + x3 =
2n
3
(5.20)
tem uma u´nica soluc¸a˜o
(
n
3 ,
n
3 ,
n
3
)
, com 6 ≤ n ≤ 27. Para construir uma matriz de incideˆncia
de um design 1− (3, 2, 2n3 ) consideram-se n3 colunas da matriz iguais a si, i = 1, 2, 3.
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Exemplo 5.12. A soluc¸a˜o (2, 2, 2) significa que existem matrizes de incideˆncia de designs
1− (3, 2, 4) com 6 blocos (ver Teorema 2.5), que teˆm 2 colunas iguais a si, i = 1, 2, 3, onde
s1 =


1
1
0

 , s2 =


1
0
1

 e s3 =


0
1
1

 .
Desta forma obte´m-se, por exemplo, a matriz de incideˆncia


1 1 0 1 0 1
1 1 1 0 1 0
0 0 1 1 1 1

 ou a matriz
de incideˆncia


1 1 1 0 1 0
1 1 0 1 0 1
0 0 1 1 1 1

 que resulta de uma outra disposic¸a˜o dos vetores si nas
colunas da matriz.
Note-se que a partir da soluc¸a˜o do sistema (5.20), podem ser constru´ıdas diferentes matrizes
de incideˆncia que diferem entre si pela disposic¸a˜o das colunas si, i = 1, 2, 3, na matriz.
Sejam B1 e B2 duas matrizes de incideˆncia associadas a uma soluc¸a˜o do sistema (5.20), que
diferem entre si por uma permutac¸a˜o de linhas. Da Proposic¸a˜o 3.3, os grafos G1 e G2 que se
obteˆm por uma (0, 2)-extensa˜o de G com matrizes de adjaceˆncia, respetivamente,
AG1 =

 0 B1
BT1 G

 e AG2 =

 0 B2
BT2 G

,
sa˜o isomorfos.
Exemplo 5.13. Considere-se o grafo G = 2K3 de ordem 6 e regularidade 2, com matriz de
adjaceˆncia
AG =


0 1 1 0 0 0
1 0 1 0 0 0
1 1 0 0 0 0
0 0 0 0 1 1
0 0 0 1 0 1
0 0 0 1 1 0


,
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e duas matrizes de incideˆncia do design 1− (3, 2, 4):
s1 s1 s3 s2 s3 s2
B1 =


1 1 0 1 0 1
1 1 1 0 1 0
0 0 1 1 1 1

 e
s1 s1 s2 s3 s2 s3
B2 =


1 1 1 0 1 0
1 1 0 1 0 1
0 0 1 1 1 1


A matriz de incideˆncia B2 =


0 1 0
1 0 0
0 0 1

B1, consequentemente os grafos G1 = H ⊕ 2K3 e
G2 = H
′ ⊕ 2K3, tais que V (2K3) = {u1, u2, u3, u4, u5, u6}, V (H) = {1, 2, 3} e V (H ′) =
{1′, 2′, 3′} com matrizes de adjaceˆncia AG1 =

 0 B1
BT1 A2K3

 e AG2 =

 0 B2
BT2 A2K3

 sa˜o
isomorfos.
1 ≡ 3′
2 ≡ 2′
3 ≡ 1′
u1
u2
u3 u4
u5
u6
Figura 5.6: Grafos isomorfos obtidos por matrizes de incideˆncia diferentes de um design
1− (3, 2, 4)
A proposic¸a˜o seguinte mostra que qualquer matriz de incideˆncia de um design 1− (3, 2, 2n3 )
associada a` soluc¸a˜o
(
n
3 ,
n
3 ,
n
3
)
pode ser transformada, atrave´s de uma permutac¸a˜o sobre as
suas linhas, numa matriz de incideˆncia B′ = [b′ij ], cuja u´ltima coluna e´ igual a s1 e existe uma
coluna igual a s2 a` direita de todas as colunas iguais a s3.
Proposic¸a˜o 5.14. Qualquer matriz de incideˆncia B de um design 1−(3, 2, 2n3 ), associada a
uma soluc¸a˜o inteira na˜o negativa (n3 ,
n
3 ,
n
3 ) do sistema (5.20) pode ser transformada, atrave´s
de uma permutac¸a˜o sobre as suas linhas, numa matriz B′ associada a` mesma soluc¸a˜o que
assume a seguinte forma:
n ∈ C ′1 ∧
(∃q ∈ C ′2, ∀q′ ∈ C ′3, q > q′) , (5.21)
onde C ′i, com i = 1, 2, 3 e´ o subconjunto dos ı´ndices das n colunas de B
′ iguais a si de (5.19).
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Demonstrac¸a˜o. Seja B uma matriz de incideˆncia de um design 1 − (3, 2, 2n3 ) que se obte´m
da soluc¸a˜o
(
n
3 ,
n
3 ,
n
3
)
do sistema (5.20). Enta˜o B tem n3 colunas iguais a si, i = 1, 2, 3.
Seja Ci, com i = 1, 2, 3, o subconjunto dos ı´ndices das n colunas da matriz de incideˆncia B
iguais a si. Suponhamos que a u´ltima coluna de B e´ diferente de s1, ou seja, n ∈ C2 ∪ C3.
Caso 1: Se n ∈ C2, a matriz de incideˆncia B tem a u´ltima coluna igual a s2. Enta˜o a
matriz B′ = PiB (i = 1, 2), onde P1 =


1 0 0
0 0 1
0 1 0

 e P2 =


0 0 1
1 0 0
0 1 0

 sa˜o matrizes de
permutac¸a˜o que transformam B numa matriz B′ com s1 na u´ltima coluna (n ∈ C ′1).
Note-se que B′ e´ uma matriz de incideˆncia associada a` mesma soluc¸a˜o do sistema que a matriz
B, pois estas permutac¸o˜es traduzem-se por trocas entre colunas com vetores si (i = 1, 2, 3)
que existem em igual nu´mero em cada matriz:
• P1 mante´m inalteradas as colunas iguais a s3 (C ′3 = C3) e troca as colunas s2 com s1
(C ′2 = C1 e C
′
1 = C2);
• P2 transforma as colunas s2 em s1 (C ′1 = C2 ), as colunas s3 em s2 (C ′2 = C3) e
transforma as colunas s1 em s3 (C
′
3 = C1).
Temos duas situac¸o˜es poss´ıveis na matriz B:
• Se a u´ltima coluna e´ igual a s2 e existe uma coluna s1 a` direita de todas as colunas
iguais a s3, enta˜o fazendo B
′ = P1B, verifica (5.21), ou seja
s3 s1 s2
B =


· · · 0 · · · 1 · · · 1
· · · 1 · · · 1 · · · 0
· · · 1 · · · 0 · · · 1

 e
s3 s2 s1
B′ =


· · · 0 · · · 1 · · · 1
· · · 1 · · · 0 · · · 1
· · · 1 · · · 1 · · · 0

 .
• Se a u´ltima coluna e´ igual a s2 e existe uma coluna s3 a` direita de todas as colunas
iguais a s2, enta˜o fazendo B
′ = P2B, verifica-se (5.21), ou seja,
s1 s3 s2
B =


· · · 1 · · · 0 · · · 1
· · · 1 · · · 1 · · · 0
· · · 0 · · · 1 · · · 1

 e
s3 s2 s1
B′ =


· · · 0 · · · 1 · · · 1
· · · 1 · · · 0 · · · 1
· · · 1 · · · 1 · · · 0

 .
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Caso 2: Se n ∈ C3, a matriz de incideˆncia B tem a u´ltima coluna igual a s3. Enta˜o a matriz
B′ = PiB (i = 1, 2), onde P1 =


0 1 0
0 0 1
1 0 0

 e P2 =


0 0 1
0 1 0
1 0 0

 sa˜o matrizes de permutac¸a˜o
que transformam B num matriz de incideˆncia B′ com a u´ltima coluna igual a s1 (n ∈ C ′1):
• P1 transforma as colunas s3 em s1 (C ′1 = C3), as colunas s1 em s2 (C ′2 = C1) e transforma
as colunas s2 em s3 (C
′
3 = C2);
• P2 mante´m inalteradas as colunas iguais a s2 (C ′2 = C2), troca as colunas s3 com s1
(C ′1 = C3 e C
′
3 = C1).
Temos duas situac¸o˜es poss´ıveis na matriz B:
• Se a u´ltima coluna da matriz de incideˆncia B e´ igual a s3 e existe uma coluna s1 a`
direita de todas as colunas iguais a s2, enta˜o escolhe-se a matriz de permutac¸a˜o P1 e
obte´m-se uma matriz B′ que verifica (5.21).
• Se a u´ltima coluna da matriz de incideˆncia B e´ igual a s3 e existe uma coluna s2 a`
direita de todas as colunas iguais a s1, enta˜o escolhe-se a matriz de permutac¸a˜o P2 para
obter a matriz B′ pretendida.
Caso 3: Se n ∈ C1, mas na˜o se verifica a condic¸a˜o ∃q ∈ C ′2, ∀q′ ∈ C ′3, q > q′, ou seja, a u´ltima
coluna da matriz de incideˆncia B e´ igual a s1 mas na˜o existe uma coluna igual a s2 a` direita
de todas as colunas iguais a s3, enta˜o B
′ = PB onde P =


0 1 0
1 0 0
0 0 1

 e´ uma matriz de
permutac¸a˜o que mante´m inalterado o vetor s1 mas transforma s2 (s3) em s3 (s2) obtendo-se
a matriz de incideˆncia B′ nas condic¸o˜es pretendidas.
Considere-se uma cadeia de grafos regulares da 2a camada G0  G1  · · ·  Gm+1 (m ≥ 0)
onde Gm+1 e´ obtido de G0 por uma sequeˆncia de m+ 1 (0, 2)-extenso˜es. Pela Corola´rio 5.3,
cada grafo Gj (1 ≤ j ≤ m + 1) admite uma (j + 1)-partic¸a˜o equilibrada que mante´m os
conjuntos (0, 2)-regulares introduzidos em cada passo. Assim, tendo em vista a construc¸a˜o
dos grafos da 2a camada desenvolveu-se o Algoritmo 2, ana´logo ao Algoritmo 1 descrito no
caso da construc¸a˜o dos grafos excecionais regulares da 1a camada.
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Algoritmo 2 Construc¸a˜o dos grafos de (L2,), de ordem n + 3, que se obteˆm por (0, 2)-
extenso˜es que induzem (m+ 2)-partic¸o˜es equilibradas dos grafos de ordem n.
DADOS: O conjunto dos grafos Gm, de ordem n = 3m+ 6.
RESULTADOS: O conjunto dos grafos Gm+1 e lista dos conjuntos dos sucessores de
succ(G).
1: Determina o conjunto S0 das soluc¸o˜es X0 = [2 2 2].
2: Determina o conjunto Si das soluc¸o˜es Xi = [1 1 1].
3: Determina o conjunto S de todos os arranjos das soluc¸o˜es tipo X = [Xm · · · X1 X0] tais
que
∑m
i=0Xi e´ soluc¸a˜o de (5.20).
4: Fazer Gm+1 := ∅
5: Para Cada G ∈ Gm Fazer succ(G) := ∅ FimFazer.
6: Para Cada X ∈ S Fazer
7: Seja b = [bm · · · b1 b0] um (3m + 6)-uplo resultante da concatenac¸a˜o dos m 3-uplos
bi (i = 1, · · · ,m) e um 6-uplo b0. Em cada 3-uplo bi (i = 1, · · · ,m) existe um 1, um 2 e
um 3 e no 6-uplo b0 existem 2 uns, 2 dois e 2 treˆs.
8: Para Cada (m+1)-uplo ρ = [ρm · · · ρ1ρ0] que se obte´m de b onde ρi e´ uma permutac¸a˜o
de bi Fazer
9: Se ρ verifica as condic¸o˜es da Proposic¸a˜o 5.14
10: Enta˜o construir a matriz de incideˆncia B com os vetores caracter´ısticos sj (5.19)
definidos pelas entradas do 3m+ 6-uplo ρ.
11: Para G ∈ Gm Fazer AG′ :=

 03 B
BT AG

.
12: Se λmin(G
′) = −2 Enta˜o
13: Se G′ na˜o e´ isomorfo a algum grafo de Gm+1
14: Enta˜o Gm+1 := Gm+1 ∪ {G′} e
succ(G) := succ(G) ∪ {G′}.
15: Sena˜o Se G′ ∼= G′′ ∈ Gm+1 Enta˜o succ(G) := succ(G) ∪ {G′′}
16: FimSe
17: FimSe
18: FimFazer
19: FimSe
20: FimFazer
21: FimFazer
5.4 Construc¸a˜o dos grafos regulares excecionais da 3a camada por (1, 3)-extenso˜es 83
5.4 Construc¸a˜o dos grafos regulares excecionais da 3a camada
por (1, 3)-extenso˜es
Os grafos regulares excecionais da 3a camada sa˜o apenas treˆs e, pelo Teorema 4.20, teˆm ordem
n ∈ {8, 12, 16} e regularidade r = 3n4 − 2. A` semelhanc¸a dos grafos das 1a e 2a camadas,
tambe´m e´ poss´ıvel construir estes grafos usando a te´cnica das (κ, τ)-extenso˜es descrita no
Cap´ıtulo 3 mas, neste caso, recorrendo a (1, 3)-extenso˜es.
Em seguida, descreve-se a construc¸a˜o do conjunto parcialmente ordenado (L3,), onde L3
e´ o conjunto dos grafos regulares G′, com λmin ≥ −2, que se obteˆm por (1, 3)-extenso˜es
do grafo minimal G0 = 2K2. Neste caso, G
′ = H ⊕ G, onde G e´ um grafo r-regular de
ordem n ≤ 16 e regularidade r = 3n4 − 2 (ver Teorema 4.20) e H = 2K2. A construc¸a˜o de
G′ reduz-se a` construc¸a˜o de matrizes de incideˆncia de 1-designs (V (H),S) com paraˆmetros
(4, 3, 3n4 ), onde S e´ uma famı´lia de subconjuntos de V (H) cada um com τ = 3 elementos.
Consequentemente S ⊆ {S1, S2, S3, S4}, onde S1, S2, S3, S4 representam os subconjuntos de
V (H) com treˆs elementos e
s1 =


1
1
1
0

 , s2 =


1
1
0
1

 , s3 =


1
0
1
1

 e s4 =


0
1
1
1

 (5.22)
sa˜o os vetores caracter´ısticos respetivos. Cada matriz de incideˆncia dos (V (H),S) designs
tem como colunas estes vetores, tais que cada ve´rtice de G e´ adjacente a 3 ve´rtices de V (H)
e cada ve´rtice de V (H) pertence a 3n4 blocos. O nu´mero de colunas da matriz de incideˆncia
igual a cada vetor caracter´ıstico si, i = 1, 2, 3, 4, pode ser determinado pelas soluc¸o˜es inteiras
na˜o negativas do sistema de equac¸o˜es lineares


1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1




x1
x2
x3
x4

 =


3n
4
3n
4
3n
4
3n
4

 . (5.23)
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O sistema tem a soluc¸a˜o
(
n
4 ,
n
4 ,
n
4 ,
n
4
)
, com n ∈ {4, 8, 16}. Para construir as matrizes de
incideˆncia dos designs 1−(4, 3, 3n4 ) consideram-se 3n4 colunas da matriz iguais a si, i = 1, 2, 3, 4.
Pela Corola´rio 5.3, tambe´m neste caso se verifica que cada grafo Gj (1 ≤ j ≤ m+ 1) admite
uma (j + 1)-partic¸a˜o equilibrada que mante´m os conjuntos (1, 3)-regulares (1 − 3 = −2 =
λmin) introduzidos em cada passo. Com Algoritmo 3, ana´logo ao descrito para a 1
a camada,
constroem-se os grafos da 3a camada.
Algoritmo 3 Construc¸a˜o dos grafos de (L3,), de ordem n + 4, que se obteˆm por (1, 3)-
extenso˜es que induzem (m+ 2)-partic¸o˜es equilibradas dos grafos de ordem n.
DADOS: O conjunto dos grafos Gm, de ordem n = 4m+ 4.
RESULTADOS: O conjunto dos grafos Gm+1 e lista dos conjuntos dos sucessores de succ(G).
1: Determina o conjunto Si das soluc¸o˜es Xi = [1 1 1 1].
2: Determina o conjunto S de todos os arranjos das soluc¸o˜es tipo X = [Xm · · · X1 X0] tais que∑m
i=0Xi e´ soluc¸a˜o de (5.23).
3: Fazer Gm+1 := ∅
4: ParaCada G ∈ Gm Fazer succ(G) := ∅ FimFazer.
5: ParaCada X ∈ S Fazer
6: Seja b = [bm · · · b1 b0] um (4m+ 4)-uplo resultante da concatenac¸a˜o dos m+ 1 4-uplos bi (i =
0, · · · ,m), onde em cada 4-uplo bi existem um 1, um 2, um 3 e um 4.
7: ParaCada (m+ 1)-uplo ρ = [ρm · · · ρ1 ρ0] que se obte´m de b onde ρi e´ uma permutac¸a˜o de bi
8: Fazer construir a matriz de incideˆncia B com os vetores caracter´ısticos sj (5.22) definidos pelas
entradas do (4m+ 4)-uplo ρ.
9: ParaCada G ∈ Gm Fazer AG′ :=

 AH B
BT AG

.
10: Se λmin(G
′) = −2 Enta˜o
11: Se G′ na˜o e´ isomorfo a algum grafo de Gm+1
12: Enta˜o Gm+1 := Gm+1 ∪ {G′} e
succ(G) := succ(G) ∪ {G′}.
13: Sena˜o Se G′ ∼= G′′ ∈ Gm+1 Enta˜o succ(G) := succ(G) ∪ {G′′}
14: FimSe
15: FimSe
16: FimFazer
17: FimFazer
18: FimFazer
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5.5 Resultados Computacionais
Tendo como objetivo a construc¸a˜o do diagrama de Hasse do conjunto parcialmente ordenado
(L,), considere-se o conjunto L partido nos treˆs subconjuntos L1, L2 e L3 dos grafos regula-
res que respeitam as relac¸o˜es entre a regularidade e a ordem estabelecidas pelo Teorema 4.20
e que definem as treˆs camadas dos grafos regulares excecionais. O Algoritmo 1, implementado
em Matlab R2009b, constroi, para cada n, as matrizes de adjaceˆncia dos grafos regulares de
ordem n + 4, G′ = G ⊕ H, de L1 (G  G′), que incluem os grafos regulares excecionais
da 1a camada. Algoritmos semelhantes foram implementados para construir os grafos dos
subconjuntos L2 e L3 que incluem os grafos regulares da 2a e 3a camada, respetivamente.
Os resultados obtidos para cada camada encontram-se descritos no Apeˆndice A.2.
Os 187 grafos regulares excecionais encontram-se totalmente descritos na Tabela A3 de
[CRS04] (Secc¸a˜o A3.2, p.218-227), tendo por base a Proposic¸a˜o 4.14 e sa˜o identificados pelos
nu´meros 1 a 187. Com recurso a estas tabelas foram contruidas as matrizes de adjaceˆncia dos
187 grafos regulares excecionais, tendo em vista comparar com os resultados obtidos e usar,
no conjunto parcialmente ordenado, a designac¸a˜o 1 a 187.
O diagrama de Hasse do conjunto parcialmente ordenado (L,) tem quatro componentes:
duas dessas componentes dizem respeito aos grafos de (L1, ) que se divididem em grafos com
regularidade par e grafos com regularidade ı´mpar; uma componente (L2, ) e outra (L3, ).
Os diagramas de Hasse das duas componentes de (L1, ), que incluem os grafos regula-
res excecionais da 1a camada, sa˜o apresentados na Figura 5.8, caso em que os grafos teˆm
regularidade ı´mpar e na Figura 5.9, caso em que os grafos teˆm regularidade par.
Note-se que existem treˆs grafos regulares excecionais da 1a camada que na˜o se obteˆm por
uma (0, 2)-extensa˜o dos grafos minimais 3K2, 2C4, C3∪˙C5 e C8: o grafo excecional 5-regular
17, que se obte´m por uma (0, 2)-extensa˜o do grafo desconexo G36 (grafo linha L1 da Figura
5.4), o grafo excecional 6-regular 56, que se obte´m por uma (0, 2)-extensa˜o do grafo linha
4-regular G415 (grafo linha L2 da Figura 5.4) e o grafo excecional 8-regular 134 que se obte´m,
por exemplo, do grafo linha G63 (ver grafo raiz de G63 na Figura 5.7).
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Figura 5.7: Grafo raiz do grafo linha G63.
Os elementos maximais da primeira camada sa˜o os oito grafos regulares excecionais de ordem
20 (113-120), todos os grafos regulares excecionais de ordem 22 (135-152), os treˆs grafos de
Chang (grafos excecionais fortemente regulares de ordem 28), existindo ainda 3 grafos linha
(um de ordem 20, G831, e dois de ordem 28, G121 e G124).
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Figura 5.8: Diagrama de Hasse: grafos regulares excecionais da 1a camada (regularidade ı´mpar)
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Figura 5.9: Diagrama de Hasse: grafos regulares excecionais da 1a camada (regularidade par)
5.5 Resultados Computacionais 89
A terceira componente do diagrama de Hasse diz respeito a (L2, ) que inclu´ı os grafos
regulares excecionais da 2a camada (ver Figura 5.10). Os elementos minimais sa˜o C6 e 2K3
e os maximais sa˜o os grafos regulares excecionais 181 e 184 (o grafo de Schla¨fli) e um grafo
linha ( Q87).
184
183
182 181
180 178 177 179
173 174 171 172 176 175 Q87
167 170
166
169 168 Q66
164 165 Q43 Q44
C6 2K3
Figura 5.10: Diagrama de Hasse: grafos regulares excecionias da 2a camada
A quarta componente diz respeito a (L3, ), que inclu´ı os grafos regulares excecionais da 3a
camada (ver Figura 5.11). O elemento minimal e mı´nimo e´ o grafo 2K2 e o elemento maximal
e ma´ximo e´ o grafo fortemente regular de Clebsh.
187
186
R41 185
2K2
Figura 5.11: Diagrama de Hasse: grafos regulares excecionais da 3a camada

Cap´ıtulo 6
Concluso˜es e trabalho futuro
Com este trabalho prova-se que o conjunto dos grafos regulares excecionais apresenta uma
estrutura de conjunto parcialmente ordenado, que cada grafo regular excecional tem um
conjunto (κ, τ)-regular, com κ − τ = −2, e que no caso particular dos grafos das 1a e 2a
camadas se obte´m κ = 0 e τ = 2 pelo que, consequentemente, o nu´mero de independeˆncia
destes grafos atinge o majorante de Hoffman.
Os 187 grafos regulares excecionais encontram-se totalmente descritos na Tabela A3 de
[CRS04] e sa˜o identificados pelos nu´meros 1 a 187. O me´todo de construc¸a˜o destes grafos,
desenvolvido nesta tese e recentemente referido em [CRS], revelou-se bastante expedito. Com
efeito, a partir de um conjunto muito reduzido de grafos regulares na˜o excecionais obteˆm-se
por (κ, τ)-extenso˜es, com κ − τ = −2, todos os grafos regulares excecionais, com cadeias de
comprimento ma´ximo 5 na 1a camada, 6 na 2a camada e 2 na 3a camada.
A relac¸a˜o de ordem parcial introduzida foi inicialmente identificada em [CC06] a partir da
observac¸a˜o emp´ırica de que todos os grafos regulares excecionais das 1a e 2a camadas teˆm um
nu´mero de independeˆncia que atinge o majorante de Hoffman para grafos regulares.
Em contraposic¸a˜o com a te´cnica de construc¸a˜o dos grafos regulares excecionais introduzida,
no Cap´ıtulo 4 faz-se uma s´ıntese das principais te´cnicas ate´ agora utilizadas na construc¸a˜o
e identificac¸a˜o deste tipo de grafos (subgrafos proibidos, sistema de ra´ızes e complemento
estrela).
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Com o novo processo construtivo dos grafos regulares excecionais, apresentado no Cap´ıtulo 5
juntamente com outros resultados associados, ficou provado que o nu´mero de independeˆncia
dos grafos das 1a e 2a camadas atinge o majorante de Hoffman. Adicionalmente, provou-se
que os grafos regulares excecionais teˆm uma estrutura de conjunto parcialmente ordenado
cuja relac¸a˜o de ordem parcial e´ determinada por (0, 2)-extenso˜es nas 1a e 2a camadas e por
(1, 3)-extenso˜es na 3a camada. Nas Figuras 5.8 a 5.11 apresentam-se os respetivos diagramas
de Hasse.
O processo construtivo apresentado, tal como foi referido, prova que todos os grafos regulares
excecionais das 1a e 2a camadas teˆm nu´mero de independeˆncia que atinge o majorante de
Hoffman mas, apesar de va´rias tentativas (na Secc¸a˜o 5.1 apresentam-se as concluso˜es que se
conseguiram obter), a demonstrac¸a˜o teo´rica deste resultado continua em aberto.
Este u´ltimo to´pico continua a constituir um desafio para investigac¸a˜o futura, na qual se inclui
o aprofundamento do estudo e identificac¸a˜o de grafos que se podem obter por (κ, τ)-extenso˜es,
procurando identificar outras propriedades combinato´rias e espetrais.
Apeˆndice A
Implementac¸a˜o e resultados
computacionais
Os resultados obtidos da implementac¸a˜o dos algoritmos e descritos neste apeˆndice podem ser
consultados em https://sites.google.com/site/grafosregularesexcecionais/.
A.1 Ana´lise do esforc¸o computacional do Algoritmo 1
O processo de extensa˜o de um grafo por (κ, τ)-extenso˜es reduz-se a` construc¸a˜o das matrizes de
incideˆncia do 1-design. Nesta secc¸a˜o descreve-se como determinar o nu´mero total de matrizes
de incideˆncia e apresenta-se uma ana´lise do tempo de execuc¸a˜o do algoritmo implementado no
caso do grafos regulares de L1, ou seja, conjunto de grafos regulares com menor valor pro´prio
na˜o inferior a -2 que inclui os 183 grafos regulares excecionais da 1a camada.
Do Cap´ıtulo 5, sabe-se que os grafos p-regulares G′ ∈ L1 se obteˆm por (0, 2)-extenso˜es de
um grafo (p − 2)-regular de ordem n. Assim, para construir a matriz de adjaceˆncia do
grafo G′, de ordem n + 4, e´ preciso determinar as matrizes de incideˆncia de um design 1 −(
4, 2, n2
)
associadas a uma soluc¸a˜o inteira positiva do sistema de equac¸o˜es lineares (5.7)
(x1, x2, x3, x3, x2, x1), tal que x1 + x2 + x3 =
n
2 . Pelo Teorema 5.5 o nu´mero de matrizes de
incideˆncia do design 1− (4, 2, n2 ) e´ igual a n!(x1!x2!x3!)2 . Se o nu´mero de soluc¸o˜es a considerar
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diminui quando se consideram apenas as soluc¸o˜es tipo (ver Tabela 5.1), ou seja, quando a
soluc¸a˜o e´ (x1, x2, x3, x3, x2, x1), tal que x1 + x2 + x3 =
n
2 e x1 ≤ x2 ≤ x3, enta˜o o nu´mero
total de matrizes de incideˆncia tambe´m se reduz significativamente (resultados apresentados
nas 2a e 3a colunas da Tabela 5.2).
Considere-se ainda que as soluc¸o˜es verificam as condic¸o˜es da Proposic¸a˜o 5.9 e do Corola´rio
5.10. O nu´mero de matrizes de incideˆncia a gerar, para cada design 1 − (4, 2, n2 ), e a
considerar na construc¸a˜o dos grafos que se obteˆm por (0, 2)-extenso˜es de L1, determina-se
usando o Teorema 5.5 e pode separar-se nos treˆs casos que a seguir se descrevem.
1. Se 0 ≤ x1 < x2 < x3, tem-se treˆs condic¸o˜es disjuntas:
(a) a u´ltima coluna da matriz de incideˆncia e´ igual a s1, ficando uma das n colunas
ocupada, e as restantes n− 1 colunas va˜o ser iguais a x1 − 1 vetores s1, x2 vetores
s2, x3 vetores s3, x3 vetores s4, x2 vetores s5 e x1 vetores s6; ale´m disso, existe
uma coluna igual a s2 com ı´ndice superior ao ı´ndice de qualquer coluna igual a s5
ou existe uma coluna s3 com ı´ndice superior ao ı´ndice de qualquer coluna igual a
s4, ou seja, um par de vetores s2(s3) · · · s5(s4) na˜o pode ser trocado de ordem e o
nu´mero de matrizes de incideˆncia e´
1
2

 n− 1
x1 − 1, x2, x3, x3, x2, x1

 = (n− 1)!
2(x1 − 1)!x1!(x2!)2(x3!)2 ,
(b) a u´ltima coluna da matriz de incideˆncia e´ igual a s2, ficando uma das n colunas
ocupada, e as restantes n− 1 colunas va˜o ser iguais a x2 − 1 vetores s2, x1 vetores
s1, x3 vetores s3, x3 vetores s4, x2 vetores s5 e x1 vetores s6; ale´m disso, existe
uma coluna igual a s1 com ı´ndice superior ao ı´ndice de qualquer coluna igual a s6
ou existe uma coluna s3 com ı´ndice superior ao ı´ndice de qualquer coluna igual a
s4, ou seja, um par de vetores s1(s3) · · · s6(s4) na˜o pode ser trocado de ordem e o
nu´mero de matrizes de incideˆncia e´
1
2

 n− 1
x1, x2 − 1, x3, x3, x2, x1

 = (n− 1)!
2(x1!)2(x2 − 1)!x2!(x3!)2 ,
(c) a u´ltima coluna da matriz de incideˆncia e´ igual a s3, ficando uma das n colunas
ocupada, e as restantes n− 1 colunas va˜o ser iguais a x3 − 1 vetores s3, x1 vetores
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s1, x2 vetores s2, x3 vetores s4, x2 vetores s5 e x1 vetores s6; ale´m disso, existe uma
coluna igual a s1 com ı´ndice superior ao ı´ndice de qualquer coluna igual a s6 ou
existe uma coluna s2 com ı´ndice superior ao ı´ndice de qualquer coluna igual a s5,
ou seja, um par de vetores s1(s2) · · · s1(s5) na˜o pode ser trocado de ordem e tem-se
1
2

 n− 1
x1, x2, x3 − 1, x3, x2, x1

 = (n− 1)!
2(x1!)2(x2!)2(x3 − 1)!x3! .
Somando os resultados das treˆs situac¸o˜es poss´ıveis obte´m-se
(n−1)!
2(x1−1)!x1!(x2!)2(x3!)2
+ (n−1)!
2(x1!)2(x2−1)!x2!(x3!)2
+ (n−1)!
2(x1!)2(x2!)2(x3−1)!x3!
= = (n−1)!(x1+x2+x3)
2(x1!)2(x2!)2(x3!)2
=
n!
4(x1!x2!x3!)
2 , pois x1 + x2 + x3 =
n
2 .
2. Se 0 ≤ x1 = x2 < x3 ou 0 ≤ x1 < x2 = x3, a u´ltima coluna da matriz de incideˆncia do
1-design e´ igual a s3 ou s1 e qualquer coluna na matriz igual a s5 tem ı´ndice superior
ao maior ı´ndice de uma coluna igual a s2. Teˆm-se dois casos:
• se x1 = x2 = 0, a matriz tem a u´ltima coluna igual a s3, pelo que restam n − 1
posic¸o˜es para ocupar e x3−1 vetores s3 para distribuir pelas colunas; assim obte´m-
se 
 n− 1
x3 − 1, x3

 = (n− 1)!
x3!(x3 − 1)! ;
• caso contra´rio,
– a u´ltima coluna da matriz e´ igual a s1, pelo que restam n−1 colunas da matriz
para ocupar com x1−1 vetores s1, x2 vetores s2, x3 vetores s4, x2 vetores s5 e x1
vetores s6; ale´m disso, existe uma coluna na matriz igual a s2 que aparece a` di-
reita de todas as colunas iguais a s5, pelo que
1
2

 n− 1
x1 − 1, x2, x3, x3, x2, x1

 =
(n−1)!
2(x1−1)!x1!(x2!)2(x3!)2
;
– a u´ltima coluna da matriz e´ igual a s3 e um vetor s2 tem que aparecer numa
coluna da matriz a` direita de todas as colunas iguais a s5, pelo que, de forma
ana´loga, se obte´m 12

 n− 1
x1, x2, x3 − 1, x3, x2, x1

 = (n−1)!
2(x1!)2(x2!)2(x3−1)!x3!
;
Efetuando a soma obte´m-se que, neste caso, o nu´mero de matrizes de incideˆncia e´
(n− 1)!
2(x1 − 1)!x1!(x2!)2(x3!)2 +
(n− 1)!
2(x1!)2(x2!)2(x3 − 1)!x3! =
96 Apeˆndice A. Implementac¸a˜o e resultados computacionais
=
(n− 1)!(x1 + x3)
2 (x1!x2!x3!)
2 ;
No caso em que x1 = 0 na˜o existem na matriz colunas iguais a s1 e o contributo
da 1a parcela para a soma e´ nulo, o que se reflete na fo´rmula fazendo x1 = 0.
3. Se 0 6= x1 = x2 = x3, a u´ltima coluna da matriz de incideˆncia do design pretendido e´
igual a s3 e
• a penu´ltima coluna e´ igual a s3 e consequentemente restam n − 2 colunas para
serem ocupadas por x3 − 2 vetores s3, x1 vetores s1, x2 vetores s2, x3 vetores s4,
x2 vetores s5 e x1 vetores s6, logo
 n− 2
x1, x2, x3 − 2, x3, x2, x1

 = (n− 2)!
(x1!)2(x2!)2(x3 − 2)!x3!
• a penu´ltima coluna e´ igual a s2 e consequentemente restam n − 2 colunas para
serem ocupadas por x3 − 1 vetores s3, x2 − 1 vetores s2, x1 vetores s1, x3 vetores
s4, x2 vetores s5 e x1 vetores s6, logo
 n− 2
x1, x2 − 1, x3 − 1, x3, x2, x1

 = (n− 2)!
(x1!)2(x2 − 1)!x2!(x3 − 1)!x3!
• a penu´ltima coluna e´ igual a s4, e de forma ana´loga se obte´m
 n− 2
x1, x2, x3 − 1, x3 − 1, x2, x1

 = (n− 2)!
(x1!)2(x2!)2 ((x3 − 1)!)2
e, ale´m disso, existe na matriz uma coluna igual a s5 se existir uma igual a s2, pelo
que se divide por 2 os 1o e o 3o dos casos descritos. Efetuando a soma, e reduzindo
ao denominador comum tem-se (n−2)!(2x3+2x2−1)
2(x1!x2!)
2(x3−1)!x3!
. Como x1 + x2 + x3 =
n
2 , enta˜o x1 =
x2 = x3 =
n
6 , donde resulta que o nu´mero de matrizes de incideˆncia neste caso e´
(n− 2)!(2n− 3)
6 (x3!)
5 (x3 − 1)!
.
O nu´mero total de matrizes de incideˆncia determinado encontra-se na 4a coluna da Tabela
5.2.
No caso em que os grafos regulares Gm+1, com m ≥ 0, se obteˆm por (0, 2)-extenso˜es que
induzem (m + 2)-partic¸o˜es equilibradas no grafo Gm+1, as matrizes de incideˆncia do design
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1−(4, 2, n2 ) resultam da concatenc¸a˜o de m+1 submatrizes, que sa˜o matrizes de incideˆncia de
1-designs combinato´rios. Desta forma, o nu´mero total de matrizes reduz significativamente,
como se pode verificar na u´tlima coluna da Tabela 5.2.
O exemplo seguinte mostra um caso em que, mesmo na˜o considerando as restric¸o˜es da Pro-
posic¸a˜o 5.9 e do Corola´rio 5.10, o nu´mero de matrizes de incideˆncia associadas a uma soluc¸a˜o
reduz significativamente quando usadas as extenso˜es que induzem partic¸o˜es equilibradas.
Exemplo A.1. Pelo Teorema 5.5, nu´mero total de matrizes de incideˆncia do design 1 −
(4, 2, 5) associadas a` soluc¸a˜o tipo (0,1,4,4,1,0) e´ 10!
(1!4!)2
= 6300. Ao considerar a bipartic¸a˜o
equilibrada, as matrizes de incideˆncia do 1-design resultam da concatenc¸a˜o de duas subma-
trizes: uma matriz de incideˆncia do design 1 − (4, 2, 2) e outra matriz de incideˆncia do
design 1−(4, 2, 3) associadas, respetivamente, a` soluc¸a˜o (0,0,2,2,0,0) e a` soluc¸a˜o (0,1,2,2,1,0).
Portanto, o nu´mero total de matrizes e´ 4!
(2!)2
+ 6!
(1!2!)2
= 6 + 180 = 186.
Na Figura A.1 apresenta-se o gra´fico que relaciona o nu´mero de total de matrizes de incideˆncia
determinadas com a implementac¸a˜o do Algoritmo 1, numa escala logar´ıtmica de base 10, em
func¸a˜o do nu´mero de blocos do 1-design.
Figura A.1: Nu´mero total de matrizes de incideˆncia determinadas em func¸a˜o do nu´mero de
blocos do 1-design.
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O algoritmo em Matlab foi executado num computador de modelo DELL POWEREDGE
2900III com dois processadores Xeon Quad Core X5450 a 3.0Ghz e memo´ria 32GB a 667Mhz.
A Tabela A.1 indica o tempo de execuc¸a˜o necessa´rio para gerar as matrizes de incideˆncia do
1-design associadas a` soluc¸a˜o tipo, sujeitas a`s restric¸o˜es da Proposic¸a˜o 5.9 e do Corola´rio 5.10
e que induzem partic¸o˜es equilibradas, aqui designadas por extenso˜es.
blocos tempo(s) extenso˜es
6 0,19 91
8 1,59 2520
10 7,921+9,342=17,263 8790+62181=70971
12 169,983+238,346=408,329 186375+1508703=1695078
14 694,92+1226,284=1921,204 762840+5422788=6185628
16 29440,74+57417,75 18220230+148642956=166863186
18 152626,6 62707176
20 3560251 1606061520
22 8846538 5942341000
24 63031392 148837500000
Tabela A.1: Tempo necessa´rio para gerar o nu´mero total de extenso˜es em func¸a˜o do nu´mero
de blocos.
O dados da Tabela A.1 podem representar-se pelo gra´fico da Figura A.2, onde se apresenta
o nu´mero total de extenso˜es e o respetivo tempo de execuc¸a˜o, numa escala logar´ıtmica de
base 10, em func¸a˜o do nu´mero de blocos do 1-design. Os gra´ficos obtidos sa˜o pro´ximos de
linhas retas o que nos permite concluir que o algoritmo tem estimativa de tempo de execusa˜o
de ordem exponencial. Se se comparar a hipo´tese onde na˜o se consideram as condic¸o˜es da
Proposic¸a˜o 5.9 e do Corola´rio 5.10 nem as partic¸o˜es equilibradas, que seria um algoritmo com
estimativa de tempo de execusa˜o de ordem superexponencial, ha´ uma clara otimizac¸a˜o.
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Figura A.2: Tempo de execusa˜o e nu´mero total de extenso˜es em func¸a˜o do nu´mero de blocos
do 1-design.
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A.2 Resultados
Nesta secc¸a˜o apresentam-se os resultados computacionais obtidos, organizados em treˆs sub-
secc¸o˜es correspondentes aos treˆs subconjuntos do conjunto parcialmente ordenado (L,):
(L1,) que inclui os grafos regulares excecionais da 1a camada; (L2,) que inclui os grafos
regulares excecionais da 2a camada; (L3,) que inclui os grafos regulares excecionais da 3a
camada.
Os resultados esta˜o organizados em tabelas onde na 1a coluna se indentifica a regularidade do
grafo, evidenciando a sua relac¸a˜o com a respetiva ordem do grafo. Na 2a coluna identifica-se a
soluc¸a˜o do sistema de equac¸o˜es lineares associada a` matriz de incideˆncia do respetivo 1-design.
No caso dos grafos de L1 abrevia-se a soluc¸a˜o (x1, x2, x3, x3, x2, x1) por (x1, x2, x3), visto a
1acomponente ser igual a` u´ltima componente, a 2a componente ser igual a` penu´ltima e a 3a ser
igual a` 4a. Existem va´rias soluc¸o˜es tipo associadas a`s matrizes de incideˆncia do 1-design com
as quais se obteˆm grafos isomorfos, pelo que a soluc¸a˜o apresentada foi a primeira a dar origem
a um grafo que foi selecionado como representante da classe de isomorfismo. Na 3a coluna
e´ adotada a designac¸a˜o Gri indicando que e´ o grafo r-regular com nu´mero i (na realidade e´
a classe de isomorfismo dos grafos r-regulares com nu´mero i), do conjunto L1, que se obteve
por uma (0, 2)-extensa˜o; Qri indica que e´ o grafo r-regular com nu´mero i, do conjunto L2,
que se obteve por uma (0, 2)-extensa˜o e Rri e´ o grafo r-regular com nu´mero i do conjunto L3
que se obteve por uma (1, 3)-extensa˜o. Na 4a coluna identifica-se o grafo regular excecional
com um nu´mero de 1 a 187, designac¸a˜o atribuida na Tabela 3 em [CRS04] e utilizado nos
diagramas de Hasse apresentados no Cap´ıtulo 5 e em [BCC+14]. Na 5a coluna calcula-se
o espetro e, nas duas u´ltimas colunas identificam-se os grafos obtidos por (κ, τ)-extenso˜es,
usando a designac¸a˜o adotada no Algoritmo desenvolvido e a designac¸a˜o atribuida na Tabela
3 em [CRS04], aparecendo um trac¸o caso o grafo na˜o seja excecional, mas um grafo linha.
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A.2.1 Resultados obtidos para (L1,)
Regularidade ı´mpar
Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = n
2
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
1 = 6
2
− 2 3K2
grafo linha
(−1)2, (1)2
G31, G32, G33, G34, 4, 1, 2, 3
(desconexo) G35. 5
3 = 10
2
− 2
(0, 1, 2) G31 Z4
(−2)2, −1.73, G51, G52, G53, G54, 32, 31, 16, 15,
−1, −0.41, G55, G56, G57, G58, 18, 30, 27, 29,
(0)2, 1.73, G59, G510, G511, 26, 34, 20,
2.41, 3 G512, G513, G514, 33, 19, 24,
G517, G518. 25, 28.
(0, 1, 2) G32 Z1
(−2)2, −1.56, G51, G53, G55, G56, 32, 16, 18, 30,
(−1)2, 0, G57, G512, G514, 27, 33, 24,
(1)2, 2.56, G515, G516, G518, 22, 23, 28,
3 G519. 14.
(1, 1, 1) G33 Z2
(−2)2, G51, G52, G57, G59, 32, 31, 27, 26,
(−1.53)2, G510, G511, G512, 34, 20, 33,
(−0.35)2, 1, G513, G515, G516, 19, 22, 23,
(1.88)2, 3 G517, G518, G520. 25, 28, 21.
(1, 1, 1) G34 Z3
(−2)3, (−1)2, G51, G55, G56, G57, 32, 18, 30, 27,
(1)3, 2, G58, G510, G512, 29, 34, 33,
3 G518. 28.
(1, 1, 1) G35 Z5 (−2)
4, (1)5, 3 G56. 30.
G36
na˜o tem (−2)2, (−1)3,
G517, G519, G521. 25, 14, 17
desconexo (0)2, 1, (32)
5 = 14
2
− 2
(1, 2, 2) G51
(−2)6, −1.34, G71, G72, G73, G74, 103, 93, 101, 90,
F1419 −0.41, 0.53, G75, G76, G77, G78, 107, 102, 105, 92,
n.32 1, 2, G79, G710, G715, 96, 97, 71,
2.41, 2.81, G716, G717, G719, 85, 82, 77,
5 G720, G721, G723. 79, 72, 91.
(1, 2, 2) G52
(−2)6, −1.34, G72, G73, G75, G76, 93, 101, 107, 102,
F1418 −0.41, 0.53, 1, 2, G710, G713, G717, 97, 78, 82,
n.31 2.41, 2.81, 5 G719, G726, G736. 77, 86 87.
(1, 2, 2) G53
F143 (−2)
6, (−1)2, G72, G75, G78, 93, 107, 92
n.16 (1)2, (2)2, G710, G712, G714, 97, 94, 84,
3, 5 G716, G723. 85, 91.
(1, 2, 2) G54
F142 (−2)
6, (−1)2, G74, G77, G79, 90, 105, 96,
n.15 (1)2, (2)2, 3, 5 G717, G722, G724. 82, 95, 81.
(0, 2, 3) G55
F145 (−2)
6, −1, (0)2, G71, G73, G74, G78, 103, 101, 90, 92,
n.18 (1)2, (3)2, 5 G710, G712, G718. 97, 94, 99.
(0, 2, 3) G56
F1417 (−2)
6, −1.56, 0, G75, G77, G78, 107, 105, 92,
n.30 (1)3, 2.56, 3, 5 G711, G712, G722. 88, 94, 95.
(0, 2, 3) G57
(−2)6, −0.81, G71, G72, G73, G74, 103, 93, 101, 90,
−0.41, 0, G712, G76, G79, 102, 96, 97,
F1414 1, 1.47, G710, G713, G714, 94, 78, 84,
n.27 2.41, G715, G716, G717, 71, 85, 82,
3.34, G719, G720, G721, 77, 79, 72,
5 G722. 95.
(1, 1, 3) G58
F1416 (−2)
6, −1.56, 0, G74, G75, G712, 90, 107, 94,
n.29 (1)3, 2.56, 3, 5 G726, G734. 86, 106.
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Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o
que induz partic¸a˜o equilibrada
(
r = n
2
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
5 = 14
2
− 2
(1, 1, 3) G59
(−2)6, −0.81, G76, G710, G713, 102, 97, 78,
F1413 −0.41, 0, 1, G715, G717, G719, 71, 82, 77,
n.26 1.47, 2.41, G723, G725, G726, 91, 104, 86,
3.34, 5 G737. 83.
(1, 2, 2) G510
(−2)6, −1.34, G71, G75, G76, 103, 107, 102,
F1421 −0.41, 0.53, G712, G713, G714, 94, 78, 84,
n.34 1, 2, 2.41, G718, G722, G723, 99, 95, 91,
2.81, 5 G729. 74.
(1, 2, 2)
G511
(−2)6, −1, G72, G78, G711, 93, 92, 88,
F147 (−0.25)
2, (1.45)2, G712, G713, G715, 94, 78, 71,
n.20 (2.80)2, G720, G721, G723, 79, 72, 91,
5 G726, G727, G729. 86, 89, 74.
(1, 2, 2) G512
G71, G75, G76, 103, 107, 102,
(−2)6, G710, G711,G712, 97, 88, 94,
F1420 −1.34, −0.41, G713, G714, G715, 78, 84,71,
n.33 0.53, 1, G718, G720, G721, 99, 79, 72,
2, 2.41, G723, G725, G726, 91, 104, 86,
2.81, 5 G727, G730, G731, 89, 75, 76,
G732, G733, G734, 100, 98, 106
G737. 83.
(1, 2, 2) G513
(−2)6, −1, G74, G711, G712, 90, 88, 94,
F146 (−0.25)
2, G713, G715,G719, 78, 71, 77,
n.19 (1.45)2, G721, G722, G723, 72, 95, 91,
(2.80)2, 5 G726, G728, G729, 86, 73, 74,
G736. 87.
(1, 2, 2) G514
(−2)6, −0.81, G71, G78, G712, 103, 92, 94,
F1411 −0.41, 0, 1, G714, G715, G721, 84, 71, 72,
n.24 1.47, 2.41, G723, G724, G725, 91, 81, 104,
3.34, 5 G730, G731, G732. 75, 76, 100.
(1, 2, 2) G515
(−2)6, G71, G79, G710, 103, 96, 97,
F149 (−0.80)
2, G715, G718, G721, 71, 99, 72,
n.22 (0.56)2, (2.25)2, G725, G729, G730, 104, 74, 75,
3, 5 G731, G732, G735. 76, 100, 80.
(1, 2, 2) G516
(−2)6, G73, G76, G710, 101, 102, 97,
F1410 (−0.80)
2, G713, G715, G718, 78, 71, 99,
n.23 (0.56)2, (2.25)2, G719, G720,G725, 77, 79, 104,
3, 5 G729, G731, G733. 74, 76, 98.
(1, 1, 3) G517
(−2)6, −0.81, G710, G711, G714, 97, 88, 84,
F1412 −0.41, 0, 1, G718, G719, G721, 99, 77, 72,
n.25 1.47, 2.41, G727, G728, 89, 73,
3.34, 5 G733, G736. 98, 87.
(1, 1, 3) G518
G71, G72, G76, 103, 93, 102,
(−2)6, −0.81, G78, G79, G710, 92, 96, 97,
F1415 −0.41, 0, G711, G713, G714, 88, 78, 84,
n.28 1, 1.47, G715, G720,G721, 71, 79, 72,
2.41, 3.34, 5 G726,G729, G730, 86, 74, 75,
G731, G737. 76, 83.
(1, 1, 3) G519
F141 (−2)
6, −1, G710, G711, G714, 97, 88, 84,
n.14 −0.56, (1)3, G718, G727, G732, 99, 89, 100,
2, 3.56, 5 G733, G737, G738. 98, 83, 70.
(1, 2, 2) G520
F148 (−2)
6, -1,
G72, G711, G713. 93, 88, 78.n.21 (−0.25)
2, (1.45)2,
(2.80)2, 5
(1, 1, 3) G521
1
F144 (−2)
6, −1, (0)2,
G727, G732. 89, 100.
n.17 (1)2, (3)2, 5
1Grafo construido a partir do grafo linha G36 e na˜o do grafo 3K2.
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Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = n
2
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
7 = 18
2
− 2
(2, 2, 3) G71
F1834 (−2)
10, -0.41,
G98, G910, G913 141, 140, 144.n.103 0.27, (2)
2, 2.41,
3, 3.73, 7
(2, 2, 3) G72
F1824 (−2)
10, -0.56,
G93, G94, G98 150, 149, 141.n.93 (1)
2, 2,
(3)2, 3.56, 7
(2, 2, 3) G73
F1832 (−2)
10, -0.41,
G98, G911. 141, 137.n.101 0.27, (2)
2, 2.41,
3, 3.73, 7
(2, 2, 3) G74
F1821 (−2)
10, -0.56 , G93, G94, 150, 149,
n.90 (1)2, 2, (3)2, G910, G911, 140, 137,
3.56, 7 G912, G918. 152, 148.
(2, 2, 3) G75
F1838 (−2)
10, -1, 1
G91, G93, G912. 151, 150, 152.
n.107 (2)2, (3)3, 7
(2, 2, 3) G76
F1833 (−2)
10, -0.41,
G96, G97, G98. 139, 138, 141.n.102 0.27, (2)
2, 2.41,
3, 3.73, 7
(2, 2, 3) G77
F1836 (−2)
10, -1, 1
G94, G912. 149, 152.
n.105 (2)2, (3)3, 7
(2, 2, 3) G78
F1823 (−2)
10, -0.56 , (1)2, G91, G94, 151, 149,
n.92 2, (3)2, 3.56, 7 G910. 140.
(2, 2, 3) G79
F1827 (−2)
10, -0.41,
G98, G99. 141, 136.n.96 0.27, (2)
2, 2.41,
3, 3.73, 7
(2, 2, 3) G710
F1828 (−2)
10, -0.41, G92, G95, 142, 143,
n.97 0.27, (2)2, 2.41, G96, G97, 139, 138,
3, 3.73, 7 G98, G910. 141, 140.
(1, 3, 3) G711
F1819 (−2)
10, -0.56 , (1)2, G91, G92, 151, 142,
n.88 2, (3)2, 3.56, 7 G93. 150.
(1, 3, 3) G712
F1825 (−2)
10, -0.56, G91, G93, 151, 150,
n.94 (1)2, 2, (3)2, G94, G910, 149, 140,
3.56, 7 G912, G914. 152, 145.
(1, 3, 3) G713
F189 (−2)
10, (0.12)2, 1, G92, G95, 142, 143,
n.78 (2.35)2, (3.53)2, 7 G96, G98. 139, 141.
(1, 3, 3) G714
G91, G92, G93, 151, 142, 150,
F1815 (−2)
10, 0, (1)3, G95, G96, G97, 143, 139, 138,
n.84 (3)2, 4, 7 G98, G910,G913, 141, 140, 144,
G914. 145.
(1, 3, 3) G715
F182 (−2)
10, (0.12)2, 1 G92, G96, G97, 142, 139, 138,
n.71 (2.35)2, (3.53)2, 7 G98, G99, G910. 141, 136, 140.
(1, 2, 4) G716
F1816 (−2)
10, 0 , (1)3,
G98, G910, G912. 141, 140, 152.
n.85 (3)2, 4, 7
(1, 2, 4) G717
F1813 (−2)
10, 0 , (1)3, G98, G910, G911, 141, 140, 137,
n.82 (3)2, 4, 7 G912. 152.
(2, 2, 3) G718
F1830 (−2)
10, -0.41 , 0.27, G92, G95, G913, 142, 143, 144,
n.99 (2)2, 2.41, 3, 3.73, 7 G914. 145.
(2, 2, 3) G719
F188 (−2)
10, (0.12)2, 1 G96, G97, G98, 139, 138, 141,
n.77 (2.35)2, (3.53)2, 7 G911. 137.
(2, 2, 3) G720
F1810 (−2)
10, (0.12)2, 1
G97, G98, G913. 138, 141, 144.
n.79 (2.35)2, (3.53)2, 7
(2, 2, 3) G721
F183 (−2)
10, (0.12)2, 1 G95, G97, G99, 143, 138, 136,
n.72 (2.35)2, (3.53)2, 7 G910, G913. 140, 144.
(2, 2, 3) G722
F1826 (−2)
10, -0.56 , (1)2,
G93, G910, G912. 150, 140, 152.
n.95 2, (3)2, 3.56, 7
(2, 2, 3) G723
F1822 (−2)
10, -0.56, (1)2, G91, G94, G98, 151, 149, 141,
n.91 2, (3)2, 3.56, 7 G912, G913. 152, 144.
(2, 2, 3) G724
F1812 (−2)
10, 0 , (1)3,
G94, G99, G910. 149, 136, 140.
n.81 (3)2, 4, 7
(2, 2, 3) G725
F1835 (−2)
10, -0.41, 0.27,
G97, G98, G915. 138, 141, 147.
n.104 (2)2, 2.41, 3, 3.73, 7
(2, 2, 3) G726
F1817 (−2)
10, -0.56, (1)2,
G91, G94, G97. 151, 149, 138.
n.86 2, (3)2, 3.56, 7
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Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = n
2
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
7 = 18
2
− 2
(2, 2, 3) G727
F1820 (−2)
10, -0.56 , (1)2,
G91, G95. 151, 143.
n.89 2, (3)2, 3.56, 7
(2, 2, 3) G728
F184 (−2)
10, (0.12)2, 1 G92, G99, 142, 136,
n.73 (2.35)2, (3.53)2, 7 G914, G917. 145, 135.
(2, 2, 3) G729
F185 (−2)
10, (0.12)2, 1 G96, G97, 139, 138,
n.74 (2.35)2, (3.53)2, 7 G913, G914. 144, 145.
(2, 2, 3) G730
F186 (−2)
10, (0.12)2, 1 G92, G99, 142, 136,
n.75 (2.35)2, (3.53)2, 7 G915, G916. 147, 146.
(2, 2, 3) G731
F187 (−2)
10, (0.12)2, 1 G95, G97, 143, 138,
n.76 (2.35)2, (3.53)2, 7 G99, G915. 136, 147.
(2, 2, 3) G732
F1831 (−2)
10, -0.41 , 0.27, G95, G913, 143, 144,
n.100 (2)2, 2.41, 3, 3.73, 7 G915, G916. 147, 146.
(2, 2, 3) G733
F1829 (−2)
10, -0.41 , 0.27,
G92, G97. 142, 138.
n.98 (2)2, 2.41, 3, 3.73, 7
(2, 2, 3) G734
F1837 (−2)
10, -1, 1
G91. 151.
n.106 (2)2, (3)3, 7
(2, 2, 3) G735
F1811 (−2)
10, (0.12)2, 1
G99, G916. 136, 146.
n.80 (2.35)2, (3.53)2, 7
(2, 2, 3) G736
F1818 (−2)
10, -0.56 , (1)2,
G93, G96. 150, 139
n.87 2, (3)2, 3.56, 7
(1, 2, 4) G737
F1814 (−2)
10, 0 , (1)3, G91, G92, G97, 151, 142, 138,
n.83 (3)2, 4, 7 G913, G915. 144, 147.
(1, 2, 4) G738
F181 (−2)
10, (1)5, G92, G95, 142, 143,
n.70 (4)2, 7 G916. 146.
9 = 22
2
− 2
(2, 3, 4) G91
F2217 (−2)
14, 0, (3)5
na˜o tem −
n.151 4, 9
(2, 3, 4) G92
F228 (−2)
14, (1)2, (3)3
na˜o tem −
n.142 (4)2, 9
(2, 3, 4) G93
F2216 (−2)
14, 0, (3)5
na˜o tem −
n.150 4, 9
(3, 3, 3) G94
F2215 (−2)
14, 0, (3)5
na˜o tem −
n.149 4, 9
(2, 3, 4) G95
F229 (−2)
14, (1)2, (3)3
na˜o tem −
n.143 (4)2, 9
(2, 3, 4) G96
F225 (−2)
14, (1)2, (3)3
na˜o tem −
n.139 (4)2, 9
(2, 3, 4) G97
F224 (−2)
14, (1)2, (3)3
na˜o tem −
n.138 (4)2, 9
(2, 3, 4) G98
F227 (−2)
14, (1)2, (3)3
na˜o tem −
n.141 (4)2, 9
(2, 3, 4) G99
F222 (−2)
14, (1)2, (3)3
na˜o tem −
n.136 (4)2, 9
(2, 3, 4) G910
F226 (−2)
14, (1)2, (3)3
na˜o tem −
n.140 (4)2, 9
(2, 3, 4) G911
F223 (−2)
14, (1)2, (3)3
na˜o tem −
n.137 (4)2, 9
(2, 3, 4) G912
F2218 (−2)
14, 0, (3)5
na˜o tem −
n.152 4, 9
(2, 3, 4) G913
F2210 (−2)
14, (1)2, (3)3
na˜o tem −
n.144 (4)2, 9
(3, 3, 3) G914
F2211 (−2)
14, (1)2, (3)3
na˜o tem −
n.145 (4)2, 9
(2, 3, 4) G915
F2213 (−2)
14, (1)2, (3)3
na˜o tem −
n.147 (4)2, 9
(3, 3, 3) G916
F2212 (−2)
14, (1)2, (3)3
na˜o tem −
n.146 (4)2, 9
(3, 3, 3) G917
F221 (−2)
14, (1)2, (3)3
na˜o tem −
n.135 (4)2, 9
(3, 3, 3) G918
F2214 (−2)
14, 0, (3)5
na˜o tem −
n.148 4, 9
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Regularidade Par
Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = n
2
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
2 = 8
2
− 2
2C4
Grafo (−2)2, (0)4, G41, G42, G43, -, -, -,
desconexo (2)2 G47, G48, G410. 9, -, 13.
C3∪˙C5
Grafo (−1.62)2, (−1)2, G44, G49, G411, -, 7, 10,
desconexo (0.62)2, (2)2 G412, G413. 8, 12.
C8 Grafo linha
G42, G43, G44, -, -, -,
(−2),(−1.41)2, G45, G46, G47, 11, 6, 9,
(0)2, (1.41)2, 2 G48, G410, G413, -, 13, 12
G414. -.
4 = 12
2
− 2
(0, 0, 4) G41 Grafo linha (−2)
4, (0)6, (4)2 G63, G613, G616. -, 44, -.
(0, 1, 3) G42
G61, G62, G63, 59, -, -,
(−2)4, −1.24, G64, G65, G66, 50, 49, 51,
Grafo linha (0)4, 2, G610, G612, G613, -, 37, 44,
3.24, 4 G615, G617, G618, -, 45, 43,
G625, G640. 46, 35.
(0, 2, 2) G43
(−2)5, (0)3, G61, G62, G63, 59, -, -,
Grafo linha (2)3, 4 G68, G69, G612, 69, -, 37,
G615. -.
(0, 2, 2) G44
G62, G65, G66, -, 49, 51,
(−2)4, −1.41, G67, G610, G611, 60, -, 68,
Grafo linha −0.73, (0)2, G614, G615, G619, 67, -, 63,
1.41, 2, G620, G622, G625, 61, 40, 46,
2.73, 4 G629, G632, G635, 47, 52, -,
G637, G640. 39, 35.
(0, 2, 2) G45
G61, G64, G65, 59, 50, 49,
(−2)4, −1.41, G66, G67, G611, 51, 60, 68,
F126 −0.73, (0)
2, G612, G614, G619, 37, 67, 63,
n.11 1.41, 2, G621, G622, G625, 64, 40, 46,
2.73, G627, G629, G631, 48, 67, 62,
4 G633, G636, G637, 38, 54, 39,
G640. 35.
(0, 2, 2) G46
F121 (−2)
4, (−0.73)2, G65, G66, G611, 49, 51, 68,
n.6 (0)3, (2.73)2, 4 G612, G624, G634. 37, 58, 57
(0, 2, 2) G47
F124 (−2)
5, (0)3, G61, G67, G68, 59, 60, 69,
n.9 (2)3, 4 G612, G613, G617, 37, 44, 45,
G640. 35.
(0, 2, 2) G48
(−2)4, (−1.41)2, G61, G62, G63, 59, -, -,
Grafo linha 0, (1.41)2, G64, G65, G66, 50, 49, 51,
(2)2, 4 G610, G611, G613. -, 68, 44.
(1, 1, 2) G49
G66, G622, G623, 51, 40, 41,
F122 (−2)
4, −1, G624, G625, G626, 58, 46, 55,
n.7 (−0.62)2, 0, G627, G629, G632, 48, 47, 52,
1.62, 3, 4 G634, G637, G638, 57, 39, 53,
G639. 42.
(1, 1, 2) G410
F128 (−2)
4, (−1.41)2, G61, G65, G66, 59, 49, 51,
n.13 0, (2)2, 4 G67, G613, G614, 60, 44, 67,
G617, G618, G625. 45, 43, 46.
(1, 1, 2) G411
(−2)4, −1.41, G65, G67, G621, 49, 60, 64,
F125 −0.73, (0)
2, G622,G623, G627, 40, 41, 48,
n.10 1.41, 2, G628, G629, G631, 65, 47, 62,
2.73, 4 G638, G639, G640, 53, 42, 35,
G641. 36.
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Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = n
2
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
4 = 12
2
− 2
(1, 1, 2) G412
(−2)4, (−1.30)2, G611, G614, G619, 68, 67, 63,
F123 0, (1)
2, G620, G621, G622, 61, 64, 40,
n.8 (2.30)2, 4 G626, G628, G630, 55, 65, 66,
G634, G637, G639. 57, 39, 42.
(1, 1, 2) G413
G64, G65, G66, 50, 49, 51,
(−2)4, −1.56, G619, G620, G621, 63, 61, 64,
F127 (−0.62)
2, 1, G622, G624, G625, 40, 58, 46,
n.12 (1.62)2, 2.56, G627, G629, G631, 48, 47, 62,
4 G632, G634, G636, 52, 57, 54,
G637. 39.
(1, 1, 2) G414
(−2)4, −1.56, G610, G611, G624, -, 63, 58,
Grafo linha 1, (−0.62)2, G625, G631, G633, 46, 62, 38,
(1.62)2, 2.56, 4 G635. -.
G415
(−2)4, (−0.73)2, G626, G630, G634, 55, 66, 57,
Grafo linha (0)3, (2.73)2, G636, G638, G641, 54, 53, 36
4 G642. 56.
6 = 16
2
− 2
(2, 2, 2) G61
F1625 (−2)
8, −1.24, G81, G83, G86, 109, 124, 129,
n.59 0, (2)4, G89, G811, G823, 112, 130, -,
3.24, 6 G829. 133.
(2, 2, 2) G62 Grafo linha
(−2)8, −1.24, 0, G81, G85, G86, 109, 123, 129,
(2)4, 3.24, 6 G88, G824. -, 134.
(2, 2, 2) G63 Grafo linha
(−2)8, (0)3, G86, G88, G89, 129, -, 112,
(2)3, 4, 6 G823, G824. -, 134.
(2, 2, 2) G64
F1616 (−2)
8, −0.73, G83, G86, G817, 124, 129, 114,
n.50 0, 0.59, (2)2, G818, G822, 113, 127,
2.73, 3.41, 6 G823. -.
(2, 2, 2) G65
F1615 (−2)
8, −0.73, 0, G83, G85, G86, 124, 123, 129,
n.49 0.59, (2)2, 2.73, G810, G812, G818, 119, 116, 113,
3.41, 6 G822, G823, G829. 127, -, 133.
(2, 2, 2) G66
F1617 (−2)
8, −0.73, 0, G83, G85, G86, 124, 123, 129,
n.51 0.56, (2)2, 2.73, G811, G812, G816, 130, 116, 115,
3.41, 6 G817, G820, G822. 114, 118, 127.
(2, 2, 2) G67
F1626 (−2)
8, −1.24, G82, G84, G87, 111, 108, 132,
n.60 0, (2)4, G819, G822, 126, 127,
3.24 6 G825, G829. 128, 133.
(2, 2, 2) G68
F1635
(−2)9, (2)6, 6 G82, G89. 111, 112
n.69
(2, 2, 2) G69 Grafo linha (−2)
9, (2)6, 6 G88, G830. -, 110.
(2, 2, 2) G610
(−2)8, −0.73, G83, G810, G816, 124, 119, 115,
Grafo linha 0, 0.59, (2)2, G818, G822, 113, 127,
2.73, 3.41, 6 G824, G831. 134, -.
(2, 2, 2) G611
F1634 (−2)
8, (0.73)2,
G86. 129
n.68 (2)3, (2.73)2, 6
(2, 2, 2) G612
F163 (−2)
8, (0)2, G82, G83, G85, 111, 124, 123,
n.37 (0.59)2, 2, G86, G89, G811, 129, 112, 130,
(3, 41)2, 6 G823, G829, G830. -, 133, 110
(2, 2, 2) G613
F1610 (−2)
8, (0)3, G81, G86, G89, 109, 129, 112,
n.44 (2)3, 4, 6 G822. 127.
(2, 2, 2) G614
F1633 (−2)
8, (0.73)2,
G87, G811, G822. 132, 130, 127.
n.67 (2)3, (2.73)2, 6
(1, 2, 3) G615
(−2)8, (0)2, G82, G86, G88, 111, 129, -,
Grafo linha (0.59)2, 2, G811, G823, 130, -,
(3, 41)2, 6 G824, G829. 134, 133.
(0, 0, 6) G616 Grafo desconexo (−2)
6, (0)8, (6)2 G821. -.
(0, 2, 4) G617
F1611 (−2)
8, (0)3, G81, G82, G83, 109, 111, 124,
n.45 (2)3, 4, 6 G87, G829. 132, 133.
(1, 1, 4) G618
F169 (−2)
8, (0)3, G81, G84, G811, 109, 108, 130,
n.43 (2)3, 4, 6 G826. 122.
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Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = n
2
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
6 = 16
2
− 2
(1, 2, 3) G619
F1629 (−2)
8, −1, (0.38)2, G810, G812, G816, 119, 116, 115,
n.63 2, (2.62)2, 3, 6 G820. 118.
(1, 2, 3) G620
F1627 (−2)
8, −1, (0.38)2, G810, G813, G817, 119, 117, 114,
n.61 2, (2.62)2, 3, 6 G820. 118.
(1, 2, 3) G621
F1630 (−2)
8, −1, (0.38)2,
G812, G813, G827. 116, 117, 120.
n.64 2, (2.62)2, 3, 6
(1, 2, 3) G622
(−2)8, −0.56, G83, G85, G86, 124, 123, 129,
F166 (0.38)
2, 1, G810, G812, G813, 119, 116, 117,
n.40 (2.62)2, G814, G815, G819, 121, 125, 126,
3 .56, 6 G822, G825, G829. 127, 128, 133.
(1, 2, 3) G623
F167 (−2)
8, −0.56, G85, G812, 123, 116,
n.41 (0.38)2, 1, (2.62)2, G814, G818, 121, 113,
3.56, 6 G819, G822. 126, 127.
(1, 2, 3) G624
F1624 (−2)
8, −0.30, G810, G812, G813, 119, 116, 117,
n.58 (1)2, 2, G816, G817, G818, 115, 114, 113,
(3.30)2, 6 G820. 118.
(1, 2, 3) G625
(−2)8, −0.73, G83, G810, G812, 124, 119, 116,
F1612 0, 0.59, G816, G817, G818, 115, 114, 113,
n.46 (2)2, 2.73, G819, G820, G822, 126, 118, 127,
3.41, 6 G825, G826. 128, 122.
(2, 2, 2) G626
F1621 (−2)
8, (−0.30)2, G812, G813, 116, 117,
n.55 (1)2, 2, G817, G827. 114, 120.
(3.30)2, 6
(2, 2, 2) G627
F1614 (−2)
8, −0.73, G813, G814, G817, 117, 121, 114,
n.48 0, 0.59, (2)2, G825, G827. 128, 120.
2.73, 3.41, 6
(2, 2, 2) G628
F1631 (−2)
8, (−0.73)2,
G825. 128
n.65 (2)3, (2.73)2, 6
(2, 2, 2) G629
F1613 (−2)
8, −0.73, 0, G83, G812, G813, 124, 116, 117,
n.47 0.59, (2)2, 2.73, G814, G818, G819, 121, 113, 126,
3.41, 6 G825, G827, G828. 128, 120, 131.
(2, 2, 2) G630
F1632 (−2)
8, (−0.73)2,
G828. 131.
n.66 (2)3, (2.73)2, 6
(2, 2, 2) G631
F1628 (−2)
8, −1, G810, G813, G817, 119, 117, 114,
n.62 (0.38)2, 2, G818, G827. 113, 120.
(2.62)2, 3, 6
(2, 2, 2) G632
F1618 (−2)
8, −0.73, G810, G814, G815, 119, 121, 125,
n.52 0, 0.59, (2)2, G820, G826. 118, 122.
2.73, 3.41, 6
(2, 2, 2) G633
F164 (−2)
8, −0.56,
G83, G825, G827. 124, 128, 120.n.38 (0.38)
2, 1,
(2.62)2, 3.56, 6
(2, 2, 2) G634
F1623 (−2)
8, −0.30, (1)2,
G812, G813, G820. 116, 117, 118.
n.57 2, (3.30)2, 6
(2, 2, 2) G635
(−2)8, −0.56,
G810, G819, G824. 119, 126, 134Grafo linha (0.38)
2, 1,
(2.62)2, 3.56, 6
(2, 2, 2) G636
F1620 (−2)
8, −0.73, G815, G817, G820, 125, 114, 115,
n.54 0, 0.59, (2)2, G825, G827, G828. 128, 120, 131.
2.73, 3.41, 6
(2, 2, 2) G637
G83, G85, G810, 124, 123, 119,
F165 (−2)
8, −0.56, G811, G813, G814, 130, 117, 121,
n.39 (0.38)2, 1, G816, G819, G820, 115, 126, 118,
(2.62)2, 3.56, 6 G825, G826, 128, 122,
G827, G828. 120, 131.
(2, 2, 2) G638
F1619 (−2)
8, −0.73, G812, G813, G814, 116, 117, 121,
n.53 0, 0.59, (2)2, G815,G828. 125, 131.
2.73, 3.41, 6
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Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = n
2
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
6 = 16
2
− 2
(2, 2, 2) G639
F168 (−2)
8, −0.56, G87, G812, G813, 132, 116, 117,
n.42 (0.38)2, 1, G814, G815, G817, 121, 125, 114,
(2.62)2, 3.56, 6 G825, G827,G828. 128, 120, 131.
(0, 3, 3) G640
F161 (−2)
8, (0)2, G81, G82, G83, 109, 111, 124,
n.35 (0.59)2, 2, G84, G85, G86, 108, 123, 129,
(3, 41)2, 6 G87, G819, G825. 132, 126, 128.
(1, 2, 3) G641
F162 (−2)
8, (0)2, G84, G814, G825, 108, 121, 128,
n.36 (0.59)2, 2, G828. 131.
(3.41)2, 6
(2,2,2) G642
2
F1622 (−2)
8, (−0.30)2,
G820. 118.n.56 (1)
2, 2,
(3.30)2, 6
10 = 20
2
− 2
(2, 2, 4) G81
F202 (−2)
12, 0, (2)4,
G105, G106. 158, 155.
n.109 (4)2, 8
(2, 2, 4) G82
F204 (−2)
12, 0, (2)4, G102, G104, 159, 157,
n.111 (4)2, 8 G105, G107. 158, 160.
(2, 2, 4) G83
F2017 (−2)
12, (0.59)2, G104, G105, 157, 158,
n.124 (2)2, (3.41)2, G106. 155.
4, 8
(2, 3, 3) G84
F201 (−2)
12, 0, (2)4, G104, G106, 157, 155,
n.108 (4)2, 8 G1010. 156.
(2, 3, 3) G85
F2016 (−2)
12, (0.59)2, G103, G105, 153, 158,
n.123 (2)2, (3.41)2, G106. 155.
4, 8
(2, 3, 3) G86
F2022 (−2)
12, (0.59)2, G102, G103, 159, 153,
n.129 (2)2, (3.41)2, G105. 158.
4, 8
(2, 3, 3) G87
F2025 (−2)
12, (0.59)2, G104, G106, 157, 155,
n.132 (2)2, (3.41)2, G107. 160.
4, 8
(0, 4, 4) G88 Grafo linha
(−2)12, 0, G101, G102, -, 159,
(2)4, (4)2, 8 G103. 153.
(0, 4, 4) G89
F205 (−2)
12, 0,
G102, G105. 159, 158.
n.112 (2)4, (4)2, 8
(2, 3, 3) G810
F2012 (−2)
12, 0, (1.38)2,
na˜o tem −
n.119 (3)2, (3.62)2, 8
(2, 3, 3) G811
F2023 (−2)
12, (0.59)2, G103, G104, 153, 157,
n.130 (2)2, (3.41)2, G105. 158.
4, 8
(2, 3, 3) G812
F209 (−2)
12, 0, (1.38)2,
na˜o tem −
n.116 (3)2, (3.62)2, 8
(2, 3, 3) G813
F2010 (−2)
12, 0, (1.38)2,
na˜o tem −
n.117 (3)2, (3.62)2, 8
(2, 3, 3) G814
F2014 (−2)
12, (0.59)2,
G106, G1010. 155, 156.n.121 (2)
2, (3.41)2,
4, 8
(2, 3, 3) G815
F2018 (−2)
12, (0.59)2,
G106. 155.n.125 (2)
2, (3.41)2,
4, 8
(2, 3, 3) G816
F208 (−2)
12, 0, (1.38)2,
na˜o tem −
n.115 (3)2, (3.62)2, 8
(2, 3, 3) G817
F207 (−2)
12, 0, (1.38)2,
na˜o tem −
n.114 (3)2, (3.62)2, 8
(2, 3, 3) G818
F206 (−2)
12, 0, (1.38)2,
na˜o tem −
n.113 (3)2, (3.62)2, 8
(2, 3, 3) G819
F2019 (−2)
12, (0.59)2,
G105, G1010. 158, 156.
n.126 (2)2, (3.41)2, 4, 8
2Construido pela extensa˜o de G415 e na˜o a partir de 2C4, C3∪˙C5 ou C8.
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Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = n
2
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
6 = 16
2
− 2
(2, 3, 3) G820
F2011 (−2)
12, 0, (1.38)2,
na˜o tem −
n.118 (3)2, (3.62)2, 8
(0, 0, 8) G821 Grafo desconexo (−2)
8, (0)10, (8)2 G108. -.
(1, 3, 4) G822
F2020 (−2)
12, (0.59)2,
G105, G106. 158, 155.
n.127 (2)2, (3.41)2, 4, 8
(2, 2, 4) G823 Grafo linha
(−2)12, (0.59)2,
G102, G105. 159, 158.(2)
2, (3.41)2, 4, 8
(2, 3, 3) G824
3
F2027 (−2)
12, (0.59)2,
G101, G105. -, 158.
n.134 (2)2, (3.41)2, 4, 8
(2, 2, 4) G825
F2021 (−2)
12, (0.59)2, G104, G106, 157, 155,
n.128 (2)2, (3.41)2, 4, 8 G1010. 156.
(2, 3, 3) G826
F2015 (−2)
12, (0.59)2, G106, G109, 155, 154,
n.122 (2)2, (3.41)2, 4, 8 G1010. 156.
(2, 3, 3) G827
F2013 (−2)
12, 0, (1.38)2,
na˜o tem −
n.120 (3)2, (3.62)2, 8
(2, 3, 3) G828
F2024 (−2)
12, (0.59)2,
G1010 156.
n.131 (2)2, (3.41)2, 4, 8
(1, 3, 4) G829
F2026 (−2)
12, (0.59)2, G102, G104, 159, 157,
n.133 (2)2, (3.41)2, 4, 8 G105. 158.
(0, 4, 4) G830
F203 (−2)
12, 0, (2)4,
G102, G103 159, 153.
n.110 (4)2, 8
(2, 3, 3) G831 Grafo linha
(−2)12, 0, (1.38)2,
na˜o tem −
(3)2, (3.62)2, 8
10 = 24
2
− 2
(2, 4, 4) G101 Grafo linha (−2)
16, 23, (4)4, 10 G121, G122 161.
(2, 4, 4) G102
F247
(−2)16, 23, (4)4, 10 G122. 161.
n.159
(2, 4, 4) G103
F241
(−2)16, 23, (4)4, 10 G122. 161.
n.153
(3, 3, 4) G104
F245
(−2)16, 23, (4)4, 10 G123. 163.
n.157
(2, 4, 4) G105
F246
(−2)16, 23, (4)4, 10 G122, G123. 161, 163.
n.158
(3, 3, 4) G106
F243
(−2)16, 23, (4)4, 10 G123. 163.
n.155
(2, 4, 4) G107
F248
(−2)16, 23, (4)4, 10 G123. 163.
n.160
(0, 0, 10) G108 Grafo desconexo (−2)
10, 010, (10)2 G124. -.
(3, 3, 4) G109
F242
(−2)16, 23, (4)4, 10 G125. 162.
n.154
(3, 3, 4) G1010
F244
(−2)16, 23, (4)4, 10 G123, G125 162, 163.
n.156
12 = 28
2
− 2
(4, 4, 4) G121 Grafo linha (−2)
20, (4)7, 12
(4, 4, 4) G122
F281
4
(−2)20, (4)7, 12 na˜o tem −
n.161
(4, 4, 4) G123
F283
4
(−2)20, (4)7, 12 na˜o tem −
n.163
(0, 0, 12) G124 Grafo desconexo (−2)
12, (0)14, 122 na˜o tem −
(4, 4, 4) G125
F282
4
(−2)20, (4)7, 12 na˜o tem −
n.162
3Grafo que se obte´m por extensa˜o de grafos linha.
4Grafos Chang
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A.2.2 Resultados obtidos para (L2,)
Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = 2×n
3
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
2 = 2×6
3
− 2
C6 Grafo linha -2, (−1)
2, Q41, Q43, 164, -,
(1)2, 2 Q44. -.
2K3 Grafo desconexo (−1)
4, (2)2 Q42, Q43. 165, -.
4 = 2×9
3
− 2
(2, 2, 2) Q41
S91 (−2)
2, (−1.53)2, Q61, Q62, 167, 170,
n.164 (−0.35)2, (1.88)2, Q63. 166.
4
(2, 2, 2) Q42
S92 (−2)
2, −1.56, Q61, Q64, 167, 169,
n.165 (−1)2, 0, Q65. 168.
1, 2.56, 4
(2, 2, 2) Q43 Grafo linha
(−2)3, (−1)2,
Q61, Q66. 167, -.
(1)2, 2, 4
(2, 2, 2) Q44 Grafo linha (−2)
4, (1)4, 4 Q63. 166.
6 = 2×12
3
− 2
(3, 3, 3) Q61
S122 (−2)
5, −1.41, Q81, Q83, 173, 171,
n.167 −0.73, 1.41, Q84, Q85. 172, 176.
2, 2.73, 6
(3, 3, 3) Q62
S125 (−2)
5, (−0.73)2, Q81, Q82, 173, 174,
n.170 (0)2, (2.73)2, 6 Q85. 176.
(3, 3, 3) Q63
S121 (−2)
5,
Q82, Q85. 174, 176.n.166 (−1.30)
2, (1)2,
(2.30)2, 6
(3, 3, 3) Q64
S124 (−2)
5, -1,
Q81. 173.n.169 (−0.62)
2, (1.62)2,
3, 6
(3, 3, 3) Q65
S123 (−2)
5, −1.24, Q81, Q83, 173, 171,
n.168 (0)3, 2, 3.24, 6 Q86. 175.
(3, 3, 3) Q66 Grafo linha
(−2)6, (0)2,
Q83, Q87. 171, -.
(2)3, 6
8 = 2×15
3
− 2
(4, 4, 4) Q81
S153 (−2)
8, -0.73, Q101, Q102, 180, 178,
n.173 0, 0.59, 2, Q103. 177.
2.73, 3.41
(4, 4, 4) Q82
S154 (−2)
8, (−0.30)2,
Q101, Q104. 180, 179.
n.174 (1)2, (3.30), 8
(4, 4, 4) Q83
S151 (−2)
8, -1.24, 0,
Q103. 177.
n.171 (2)3, 3.24, 8
(4, 4, 4) Q84
S152 (−2)
8, -1, (0.38)2,
Q103. 177.
n.172 (2.61)2, 3, 8
(4, 4, 4) Q85
S156 (−2)
8, (0.73)2,
Q101. 180.
n.176 (2)3, (2.73), 8
(4, 4, 4) Q86
S155 (−2)
8, (0)3,
Q102. 178.
n.175 (2)2, 4, 8
(4, 4, 4) Q87 Grafo linha (−2)
9, (2)5, 8 na˜o tem −
10 = 2×18
3
− 2
(5, 5, 5) Q101
S184 (−2)
11,
Q122. 182.n.180 (0.12)
2, (2.35)2,
(3.53)2, 10
(5, 5, 5) Q102
S182 (−2)
11, 0, (1)2,
Q121, Q122. 181, 182.n.178 (3)
2, 4, 10
(5, 5, 5) Q103
S181 (−2)
11, -0.56,
Q121. 181.n.177 1, 2, (3)
2,
3.56, 10
(5, 5, 5) Q104
S183 (−2)
11, (1)4,
Q122. 182.
n.179 (4)2, 10
112 Apeˆndice A. Implementac¸a˜o e resultados computacionais
Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (0, 2)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = 2×n
3
− 2
)
(x1, x2, x3) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
12 = 2×21
3
− 2 (6, 6, 6) Q121
S211 (−2)
14, 0,
na˜o tem −
n.181 (3)4, 4, 12
(6, 6, 6) Q122
S212 (−2)
14, (1)2,
Q141 183
n.182 (3)2, (4)2, 12
14 = 2×24
3
− 2
(7, 7, 7) Q141
S241 (−2)
17, (2)2,
Q161 184
n.183 (4)4 , 14
16 = 2×27
3
− 2
(8, 8, 8) Q161
S271
5
(−2)20, (4)6, 16 na˜o tem −
n.184
A.2.3 Resultados obtidos para (L3,)
Regularidade Soluc¸a˜o tipo Grafo a estender: designac¸a˜o
Espetro
Grafos obtidos por (1, 3)-extensa˜o que
induz partic¸a˜o equilibrada: designac¸a˜o
(
r = 3×n
4
− 2
)
(x1, x2, x3, x4) Algoritmo Tabela A3[CRS04] Algoritmo Tabela A3[CRS04]
2 = 2×6
3
− 2 2K2 Grafo desconexo (−1)
2, (1)2 R41, R42. -, 185.
4 = 3×8
4
− 2
(2, 2, 2, 2) R41 Grafo linha
(−2)2, (0)3,
R71. 186.
2, 4
(2, 2, 2, 2) R42
T81 (−2)
2,
R71. 186.n.185 (−1.41)
2, 0,
(−1.41)2, 4
7 = 3×12
4
− 2
(3, 3, 3, 3) R71
T121 (−2)
6,
R101. 187.n.186 −1, (1)
2,
(2)2, 7
10 = 3×16
4
− 2
(4, 4, 4, 4) R101
T161
6 (−2)10,
na˜o tem −
n.187 (2)5, 10
5Grafo Schla¨fli
6Grafos Clebsh
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