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The effect of the physical environment on crime rates:
Capturing housing age and housing type at varying spatial scales A large body of research has focused on the question of where crime is more likely to occur. Whereas some research has shown the importance of the social environment in areas for understanding the location of crime (Sampson and Groves 1989; Weisburd, Groff, and Yang 2012) , a body of literature has also demonstrated that certain physical features of the environment are important (Steenbeek, Völker, Flap, and Oort 2012) (Taylor 1996) . This research focused on the level of physical disorder in an area (Gault and Silver 2008; O'Brien and Sampson 2015) , and the presence of crime attractors such as liquor stores, bars, fringe banks, or marijuana dispensaries (Contreras 2016; Groff and Lockwood 2014; Kubrin and Hipp 2016; Roncek and Maier 1991) , or vacant housing units (Cui and Walsh 2015) . Much of this literature has invoked the insights of crime pattern and routine activities theories in arguing that certain physical locations can bring about the confluence of offenders and suitable targets (Brantingham and Brantingham 2008; Cohen and Felson 1979) . This existing literature has shown the importance of these various features of the physical environment for understanding the location of crime incidents (Chang 2011; Patino, Duque, Pardo-Pascual, and Ruiz 2014) .
We extend this literature here by focusing on characteristics of housing, and how they might impact levels of crime. We focus on two specific features of housing. First, we focus on the types of housing in a location. Specifically, building on previous research, we expect that detached single family housing will provide different crime opportunities compared to attached single family housing, apartment units of various sizes, duplexes, or mobile homes (Kinney, Brantingham, Wuschke, Kirk, and Brantingham 2008) . Given that these different housing types typically are characterized by different street layouts, it is reasonable to presume that they will Housing type and crime 2 differentially impact the location of various types of crime (Felson 2002; Patino, Duque, PardoPascual, and Ruiz 2014) . This would likely occur given that housing types can impact offenders' perceptions of opportunities in the environment and enhance the possibility of certain types of crime. Second, we extend filtering theory from housing economics to the criminology literature and propose that the age of housing will impact the location of crime. Specifically, filtering theory proposes that housing slowly deteriorates as it ages, which reduces its value and results in a transfer of the housing to lower income residents over time (Coulson and Bond 1990; Hoyt 1933; Rosenthal 2014) . As a consequence we would expect that older housing will exhibit more deterioration, and hence physical disorder, compared to newer housing. The expected consequence would be higher levels of crime in locations with older housing, although we are not aware of any tests of this in the literature. We will test this here. Relatedly, the mix of housing ages may impact the level of crime at locations (Jacobs 1961; King 2013 ). Third, we will explore the spatial scale at which these effects of housing type and housing age might operate. On the one hand, we might expect a particularly micro effect at the level of the street segment in which the presence of certain types of housing, or older vintage housing, will lead to higher levels of crime on the street segment itself. On the other hand, the broader spatial pattern of housing types and housing age in the area surrounding a street segment might impact the spatial location of crime incidents. We test these possibilities here, while controlling for the usual predictors of crime at micro-locations.
Literature Review

Housing types and crime: The role of Crime Pattern Theory
In crime pattern theory as put forth by the Brantinghams, the activity backcloth of the spatial layout of physical features can impact the spatial patterns of offenders, targets and guardians, and hence impact the location of crime (Brantingham and Brantingham 1993) .
Offenders are attracted to areas in the environment that provide more perceived crime opportunities. Whereas many studies have assessed whether certain types of "risky facilities" attract offenders and hence have more crime (Bowers 2014; Deryol, Wilcox, Logan, and Wooldredge 2016), we here focus on the idea of an activity backcloth (Brantingham and Brantingham 1993) and assess whether the type of housing in an area can impact the perception of the presence of suitable guardians and attractive targets. The differing physical layouts of streets with detached single family housing units compared to those with other types of housing-e.g., duplexes-can affect the perception of opportunities for crime or the presence of guardians. Likewise, the physical environments of small or large apartment buildings, or even mobile homes, are different yet, possibly yielding different opportunities for crime.
The presence of different housing types may provide varying opportunities for different types of crime, and therefore be associated with higher or lower levels of crime (Felson 2002) .
For example, evidence shows that motor vehicle thefts are least likely to occur when autos are parked inside personal garages that are locked (Felson 2002) . The implication is that motor vehicle thefts should be least likely to occur in areas with many detached single family homes, but more likely to occur in locations with other types of housing that do not necessarily provide personal garages (i.e., garages are less likely for duplexes or apartment buildings or mobile home parks). For burglaries, the presence of sightlines are posited to increase the ability for guardianship, which would then reduce levels of crime (Felson 2002; Newman 1972) . Whereas the specific characteristics of housing arguably are most important for determining such guardianship opportunities, it nonetheless should be the case that general classes of housing will also be important. In small apartment buildings, the limited presence of "eyes on the street" may Housing type and crime 4 increase the opportunities for burglaries. In contrast, apartments with many units have high density which would be expected to provide the most visibility and therefore the lowest levels of burglary.
Street robberies are more likely to be suppressed in locations in which there are more "eyes on the street". For example, mobile home parks are often characterized by relatively high density due to the closeness of units, as well as a tendency for outdoor activity given the relatively small interior space (Barthe, Leone, and Stitt 2014; McCarty and Hepworth 2013) . A consequence may be considerable eyes on the street, which would reduce the possibility of robberies. In contrast, apartment units typically have more limited view of the street compared to detached single family units, and therefore would be expected to have higher robbery rates.
Furthermore, there may be a distinction between single apartment buildings and large apartment complexes given the extent to which they provide eyes on the street. Indeed, a study in the Vancouver area focusing on land parcels provided suggestive evidence in that parcels with large apartment structures tended to have more assaults or motor vehicle thefts those with other types of housing (Kinney et al. 2008) . Although this study did not control for the size of the parcelsand therefore those with many apartment units would be expected to have more crime-the results are nonetheless suggestive.
Filtering theory and housing age
Whereas different types of housing may provide varying crime opportunities, we argue that housing age can also have important consequences for neighborhood crime. This insight is based on filtering theory, which was developed in housing economics (Hoyt 1933; Lowry 1960) based on the key insight that as housing ages it deteriorates and becomes less desirable (for a nice review, see Baer and Williamson 1988) . Thus, as housing ages, the value slowly declines relatively (Coulson and Bond 1990; Smith, Rosen, and Fallis 1988) . This decline is, of course, quite slow, as housing remains quite viable for a long time. Nonetheless, all housing ages and begins to show signs of wear and tear, necessitating various forms of upkeep and repair. This decline is sometimes masked in areas in which there is general housing price appreciation, as it will appear that all housing prices are rising. In these appreciating areas the value of the land is rising faster than the value of the housing structure is declining. Empirical evidence has shown that as housing ages the housing price appreciation will be somewhat less than the price of new housing, and therefore will exhibit relatively lower housing prices (Coulson and Bond 1990; Smith, Rosen, and Fallis 1988) . A consequence is that over time the residents moving into older housing will have lower household income (Rosenthal 2014) . As lower income households move into aging housing, they may be less financially able to perform routine maintenance and there is therefore the risk that the housing will slowly become more dilapidated and exhibit more physical disorder.
A rarely considered consequence of this aging housing is that we would expect such units to exhibit more physical disorder, which criminological theory posits should result in more crime (Skogan 1986; Skogan 1990; Taylor and Covington 1988) . Although there is scant research addressing this question, as a simple assessment we used annual American Housing Survey (AHS) data from 1985-92 and computed the relationship between the age of the house and the reported physical disorder in the nearby area by the respondent. We found that for every 10 additional years of housing age, the odds of reporting problematic housing nearby increased 13.8%, and the odds of reporting nearby litter increase 16.3%. And a one standard deviation increase in housing age was associated with a .224 standard deviation increase in the reported level of a physical disorder index. Thus, there is evidence consistent with the idea that older housing will tend to experience more disorder.
Furthermore, theories such as broken windows theory posit that physical disorder can serve as a cue to offenders that residents in a neighborhood are not engaged in the community, and that this lack of engagement results in less guardianship capability which then makes the area a richer crime target given the reduced likelihood of detection for crime events (Wilson and Kelling 1982) . Likewise, residents in such neighborhoods may perceive the physical disorder as an indication that their fellow residents are not willing to engage in informal social control, and therefore they themselves are less willing to provide information social control in the community (Ross, Mirowsky, and Pribesh 2002; Taylor 1997) . Such neighborhoods would then have less collective efficacy, and therefore be more vulnerable to crime (Sampson, Raudenbush, and Earls 1997) . Thus, we argue that older housing can serve as a crude proxy for physical disorder, and would be expected to be associated with higher crime rates. Note that this would be independent of whatever effect the movement of lower income residents into the housing unit might have on crime rates. We highlight that we are aware of no tests of this hypothesis.
At some point in the distant future the aging housing may actually become desirable for gentrification: in such cases, higher income households will move into the unit but will then spend considerable amounts of money to fix and update the housing. There is a long literature describing various gentrification processes (Ellen and O'Regan 2011; Owens 2012; Theodos, Coulton, and Pitingolo 2015) . There is also literature studying how gentrification is related to levels of crime (Barton 2016; Boggess and Hipp 2016; Kreager, Lyons, and Hays 2011; Papachristos, Smith, Scherer, and Fugiero 2011) . Note that this literature focuses on the sharp discontinuity of a neighborhood when entering residents engage in renovation to distinctly Housing type and crime 7 improve the units, resulting in higher home values. The neighborhood also typically experiences sharp changes in the characteristics of residents based on socio-economic status, and sometimes race/ethnicity (Delmelle 2015; Freeman and Cai 2015; Hwang and Sampson 2014) . Thus, filtering theory focuses on how housing slowly becomes more dilapidated-and we focus here on how that may have consequences for crime-but then this decline can be sharply reversed at moments of gentrification.
Mixing building ages: Consequences for crime
Another perspective is that of Jacobs (1961) , who argued that it is not simply the average age of buildings in a location that is important, but that the mix of ages is important. In her perspective, a mix of building ages leads to a mix of activities and hence more vibrancy and activity on the street. This is because various aged buildings can allow for different types of businesses and services given that the rent will differ for older versus newer buildings. A consequence is that there will be more eyes on the street, and hence less crime.
Although Jacobs focused on the age of buildings in general, this idea may extend to the age of housing and was drawn out by King (2013) . King pointed out that in planned developments the housing is all built at the same time. A consequence is that such locations will have very little variability in housing age. In contrast, non-planned developments will be built in fits and starts, and a consequence is that such locations will tend to have more variability in the age of housing. She therefore proposed using housing age variability as a proxy for these nonplanned developments, and demonstrated in a study of Chicago neighborhoods that residents in such neighborhoods report higher levels of cohesion, social exchange, social control, and intergenerational closure. These measures are all typically proposed as mechanisms in neighborhoods that will result in less crime (Sampson and Groves 1989; Sampson, Raudenbush, and Earls 1997) . We therefore propose testing here whether the variability in the age of housing is related to lower levels of crime.
Proper geographic scale of these theories?
A question is at what geographic scale we should expect the theories just discussed to operate. One perspective is that theories describing crime opportunities will operate at a microgeographic scale. Thus, these opportunities would impact the level of crime in the immediate environment of the street segment. This would imply measuring the type of housing, the age of housing, or the mix of housing ages, in the focal segment to assess the impact on crime.
However, if we consider the fact that offenders typically travel non-trivial distances to offending locations (Bernasco 2010; Bernasco, Ruiter, and Block 2016; Rossmo 2000) , arguably a scale larger than the street segment is appropriate (Hipp and Boessen 2015) . This would imply that there are spillover effects based on housing characteristics surrounding the segment. As a consequence, the ages and types of housing in surrounding segments may have an additional effect on the level of crime.
When assessing the appropriate scale of measuring housing age, and hence possible physical disorder, an important question is the spatial extent to which potential offenders perceive physical disorder as a cue to a potentially more desirable location for offending. The disorder on a single segment may be too small a scale, and it may be that physical disorder on several adjacent segments is needed for offenders to perceive an area as more vulnerable. St. Jean (2007) noted that offenders use physical disorder as cues about an area that is typically larger than a single street segment. We assess this possibility here.
Data and methods
Data
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The study site is Los Angeles County. We combined data obtained from several police agencies in the county along with parcel-level data on housing characteristics obtained from the Los Angeles County Open Data Portal (https://data.lacounty.gov/). The units of analysis are all street segments in cities for which we have crime data.
Dependent variable
The crime data come from the Southern California Crime Study (SCCS), and were collected for three years and summed to minimize year-to-year fluctuations.
1 Crime events were geocoded for each city separately to latitude-longitude point locations using a geographic information system (ArcGIS 10.2) and placed to the nearest segment based on geographic proximity. Given that characteristics of crime incidents at intersections are not different from those on street segments, dropping them is not appropriate. For the small percentage of events at intersections we evenly assigned them to contiguous street segments (thus, a crime incident occurring on a typical intersection where two roads cross would assign to each of the four segments 0.25 of a crime). The geocoding match rate was 96.4%.
Independent variables
Our key independent variables account for the age and type of housing on a segment. We have information on each parcel in the county, which allows us to classify each housing structure and aggregate them to the segment. We used information on the age of each housing unit on a street to compute the average housing age and the average housing age squared (to account for nonlinear effects). To account for the possibility that the mix of housing ages may be important, we constructed a measure of the standard deviation of housing age; this captures the variability of housing ages.
We accounted for the type of housing by using information to categorize each parcel into one of six housing types and then to compute the proportion of units on each segment that are classified in each of these categories: 1) detached single family units; 2) attached single family units; 3) duplexes; 4) small apartments (3-4 units); 5) large apartments (more than 5 units); 6) mobile homes. The denominator for each of these is total number of residential housing parcels.
In segments with no residential housing parcels, we set each of these 6 variables to zero.
To account for the composition of housing ages or housing types in the broader area around the segment, we also constructed the same measures aggregated to the ½ mile buffer surrounding the segment (with an inverse distance decay effect under the assumption that closer segments have a stronger impact on the segment). We measured this based on Euclidean distance from the centroid of each street segment. We tested shorter and longer distances (1/4 and ¾ mile) and the results were very similar.
For the housing age mixing variable, we measured the ½ mile buffer without a distance decay effect (an "egohood"), given the evidence of Hipp and Boessen (2013) that egohood measures better capture the relationship between heterogeneity measures and crime. An egohood takes a segment as the center point and then incorporates all other segments within a particular-sized buffer to be part of the same egohood. The presumption is that this is a unit of interest analogous to a neighborhood, but is presumed to approximately capture the activity patterns of residents. Therefore egohoods are overlapping "waves washing across the surface of cities" (Hipp and Boessen 2013: 287) .
Control variables
To minimize the possibility of obtaining spurious results, we also included several other measures that prior literature has shown are important predictors of the level of crime in small geographic locations. These variables are all constructed at both the segment level and the broader ½ mile buffer surrounding the segment (with an inverse distance decay effect).
We constructed several socio-demographic variables based on the 2010 U.S. Census and the American Community Survey 5-year estimates for 2008-12. We account for the possibility that a larger local population impacts the level of crime by constructing measures of population (logged) and the squared version of this measure (to account for nonlinear effects). We measure residential stability by creating standardized versions of the percent home owners and the average length of residence (z-scores) and summing them. We capture concentrated disadvantage with a factor score of four variables: which combines the following measures in a factor analysis: 1) percent at or below 125% of the poverty level; 2) percent single parent households; 3) average household income; and 4) percent with at least a bachelor's degree.
Whereas the measure of single parent households is available at the block level, the other three measures are only available at the block group level and therefore we used synthetic estimation for ecological inference (Cohen and Zhang 1988; Steinberg 1979) capture those in the prime offending ages. To then apportion the U.S. Census block data to street segments, we used the simple average approach described by Kim (2016) . This approach uses information on the population of the two blocks that compose the segment to create a weighted mean of the variables of interest for the segment. Kim (2016) demonstrated the validity of this approach compared to more complicated strategies that account for the number of housing units on the side of a street in a street segment.
The presence of businesses and general land use can also impact the location of crime.
We account for businesses with measures based on Reference USA (Infogroup 2015 ) data for 2010. This is address-level data that we directly aggregated to street segments. We capture the general presence of workers with the number of total employees. Given that retail and restaurants can attract customers to an area, we computed the number of retail employees and the number of restaurant employees. Although there are various "risky facilities" that might be associated with higher levels of crime, prior studies have most consistently shown that bars and liquor stores tend to operate as crime attractors (Groff and Lockwood 2014; Lipton and households, percent households with children, percent vacant units, population density, and age structure (percent aged: 0-4, 5-14, 20-24, 25-29, 30-44, 45-64, 65 and up, with Regarding the distribution of crime incidents, about 80% of segments have no aggravated assaults over three years, 17% have 1 to 3, and 3% have more than 3. The other two violent crimes are even rarer, as 90% and 99% have no robberies or homicides, respectively, whereas just 1% have more than 3. Property crimes are more frequent, as 67%, 75%, and 62% of segments have no burglaries, motor vehicle thefts, or larcenies, respectively, whereas 4%, 4%, and 7% have more than 3.
<<<Table 1 about here>>>
Methods
The outcome variables are crime counts in segments, and given their relative rarity we estimated the models as negative binomial regressions. This approach assumes a Poisson distribution to the crime count, but allows for overdispersion. The models included all of the control variables.
Results
We begin by focusing on the effects for our housing age measures, and in Table 2 we detect a relatively robust positive relationship between this measure and all six types of crime.
Given the nonlinear effects detected for four of the crime types, we plot the relationships in Figure 1 . Robbery and homicide both exhibit linear relationships with the age of housing in the segment: a ten year increase in the average housing age on a segment is associated with 5.5% more robberies and 16% more homicides (exp(.0054*10)=1.055 and exp(.0149*10)=1.161). The other four crime types exhibit slowing positive relationships as the age of housing increases, with two of them (aggravated assaults and motor vehicle thefts) actually showing a small reduction in crime rates in the oldest housing areas. Thus, we see that in the early years of housing the level of aggravated assault exhibits a very strong positive relationship with housing age: the rate of aggravated assaults is about 40% higher in a segment with an average age of 20 years compared to one with an average age of 10 years. Likewise, burglaries, motor vehicle thefts, and larcenies are 30%, 25%, and 18% higher in a segment with housing average aged 20 years compared to one average aged 10 years, even controlling for the other variables in the models. For segments with an average age of housing beyond 65 years, it appears that levels of aggravated assault and motor vehicle theft actually begin falling compared to segments with middle-aged housing.
<<<Table 2 about here>>> <<<Figure 1 about here>>>
Whereas we find a robust positive relationship between the age of housing in the segment and the level of crime, the results are more mixed regarding the age of the housing in the area surrounding the segment. A one standard deviation increase in average housing age in the surrounding area is associated with 40% fewer aggravated assaults, but 11.5% more motor vehicle thefts. However, the coefficients are not statistically significant for the other crime types.
Turning to the measure of housing age mixing, segments with more housing age mixing have higher levels of all types of crime, controlling for these measures in the model. These segemnts have more violent crime, as a one standard deviation increase in housing age mixing is associated with 12%, 10%, and 33% more aggravated assaults, robberies, and homicides, respectively. There is also more property crime, as a one standard deviation increase in housing age mixing is associated with about 9-10% more of the three property crimes.
In contrast, we see that greater housing age mixing in the surrounding area is generally associated with lower crime rates. This is more in line with the findings of King (2013) , as a one standard deviation increase in housing age mixing in the surrounding area is associated with 12%, 4% and 5% fewer aggravated assaults, motor vehicle thefts, and larcenies, respectively.
There is no evidence of such spatial effects for the other three crime types (robberies, homicides, and burglaries).
Turning to the relationships between types of housing and crime rates, we detect very strong positive effects for nearly all crime types. All of these coefficients are compared to the reference category: detached single family units. To interpret the magnitude of these effects, in Figure 2 we present the odds ratios for change in crime when a segment is composed entirely of the measure of interest compared to one of all detached single family units. The most notable pattern from this figure is that nearly all of these other housing types are associated with higher levels of crime compared to detached single family units. 
Sensitivity Analyses
Whereas filtering theory posits that housing units will experience dilapidation as they age, which we have suggested may lead to more disorder and hence more crime, it is also the case that older units can be renovated and improved (i.e., gentrification). Indeed, the nonlinear effects we detected for the relationship between housing age and four of the types of crime might capture this gentrification effect to some extent, as we saw that there is no evidence of a positive relationship in street segments with very old housing. Nonetheless, to more directly assess whether this impacts our results, we obtained building permit data for Los Angeles County and computed measures of the number of renovations done in the last 5 years (or last 10 years) on the segment (and also the total dollar amount of these renovations). When including these additional measures in the models, our main findings remained unchanged (and were slightly stronger in some instances). Thus, our results remained robust to these additional measures.
Conclusion
This study explored the relationship between the age or type of housing and the level of crime at micro locations. Based on theoretical insights from crime pattern theory, we took into account the type of housing, and based on the insights of filtering theory that we introduced here to the criminology field, we took into account the age of housing. And based on the theoretical insights of Jacobs we took into account the variance in the age of housing both on the segment and in the surrounding area. Our results showed strong relationships between the types of housing and the amount of crime on segments, suggesting that this is an important feature for police agencies to take into account when determining the likely location of crime incidents.
And housing age-both the average and its variance-was a notable predictor of the location of crime. Ours is one of the first studies to empirically examine how housing types and housing age are both related to the spatial location of crime.
Our first key finding was that, consistent with filtering theory, segments with older aged housing tend to have higher levels of crime when controlling for the socio-demographic characteristics of the area. We proposed that older housing, ceteris paribus, will typically have more deterioration and hence more physical disorder. The implication is that such areas would then have more crime, and we found this was indeed the case for all six crime types. We emphasize that this theory implies a slow decline in housing quality, and therefore deterioration will only appear slowly if upkeep is not maintained. Furthermore, we emphasize that this deterioration is not irreversible: indeed, residents can repair their homes and engage in upkeep that maintains it at relatively high quality. Nonetheless, this deterioration is something that will be present for housing units that do not engage in upkeep, and therefore we have posited that, on average, older housing will have more physical disorder as a consequence. In some instances residents will engage in dramatic levels of work on housing units, and such instances will characterize neighborhoods undergoing gentrification. This may in part explain why we observed nonlinear effects for housing age and crime in which there was no evidence of a positive relationship for very old housing for four types of crime-in such instances it may be that the area has undergone gentrification (although our direct measure of housing unit improvement based on building permits in ancillary models did not capture this effect). This appeared to be a micro-spatial effect, as it was robustly present at the level of street segments, but not when measuring the broader area around the segment. Our findings highlight that scholars should take into account the age of housing when exploring the location of crime.
A second important finding is that whereas we hypothesized that the variance in housing age would be negatively related to levels of crime, this relationship was generally not found.
Contrary to expectations, such segments actually had higher levels of all types of crime. Thus, although King (2013) used variance in housing age as a proxy for non-planned developments in the city of Chicago, and then found that such neighborhoods had higher levels of social interaction and cohesion, we did not find such an effect here for crime when measured at the micro-scale. One possible explanation is that in Southern California, as a prototypical Sunbelt community with sprawling development, this measure does not operate as a clean proxy for nonplanned development compared to an older city such as Chicago. Another possibility is that we were measuring variance in housing age at too small a unit of analysis: King used larger neighborhoods, whereas we measured it at segments. Thus, we found that higher levels of housing age variance in the ½ mile egohood around a segment is associated with lower levels of aggravated assaults, motor vehicle thefts, and larcenies. The variance in housing age at this larger scale may capture a geographic unit more akin to a "neighborhoods", and therefore better capture the possible neighborhood cohesion that King referred to. Nonetheless, this effect was much weaker than the micro-effect we detected in street segments.
A third important finding was that the type of housing on a segment, and in the surrounding area, helped explain the location of crime. The effects were particularly strong, as crime is far less likely to occur on segments with detached single family units compared to other types of housing. Furthermore, there were distinctions in levels of crime between various types of multi-family units, as large apartment complexes and attached single family units typically experience more crime of all types compared to small apartment complexes (3-5 units). It may be that the anonymity associated with these larger complexes is more conducive to crime. This reinforces the importance of drilling down to more fine grained measures of housing units (Kinney et al. 2008) , rather than just making a distinction between detached single family units and other types of housing . This suggests that a useful direction for future research is to account for more detailed characteristics of these apartment complexes to determine the mechanism(s) driving such effects.
A final important finding was that the housing age and housing types in the area surrounding the segment also were related to the location of crime. We measured the nearby area as a ½ mile buffer, and our results indicated that the types of housing in this area helped explain the number of crime events in the segment itself. Thus, there is not simply a microeffect of housing type on crime at a specific location, but a more meso-level effect that typically has not been considered in prior work. For example, whereas street segments with large apartment complexes generally experience more crime, a greater presence of these large complexes in the surrounding area is associated with lower levels of crime. Why these different scale effects is present is not clear; one possibility is that whereas the micro effect captures crime opportunities at such locations, the meso effect captures the relative presence of offenders living at such locations (Hipp 2016) . Keep in mind that this effect was detected even when accounting for the socio-demographic characteristics of the segment and the surrounding area, as well as measures of the business environment, suggesting that there is something additional that is being captured by these measures of housing types. Given that the Southern California region is largely defined by post-World War II housing developments that have a degree of uniformity, this may imply that the meso-level surrounding area -beyond the segment but shy of a mileimpact the level of crime on the segments throughout them. Such a possibility is under-theorized in the existing literature.
We acknowledge some limitations to this study. First, the broad categories of housing types that we used are a crude proxy for opportunities induced based on crime pattern theory.
Nonetheless, the strong results demonstrate that these are useful measures. Second, whereas housing age is a direct measure of filtering theory and is meaningful for understanding the trajectory of a neighborhood, it is not in and of itself a measure of dilapidation and disorder.
Third, our analyses were cross-sectional. This does not rule out the possibility of feedback effects in which the level of crime affects characteristics of the neighborhood. However, in our case, housing age is independent of the level of crime, and housing types that are present over time are unlikely to be impacted by crime. The main concern would be if certain types of housing are built in an area based on the level of crime. Given the slowness of change in the physical housing stock, we believe this likely has very little impact on our results. Fourth, there is always concern of under-reporting of crime when using official crime reports from police agencies. This would cause concern if there is systematic under-reporting based on the type or age of housing, but we are not aware of such systematic bias. The fact that one study found minimal evidence of systematic bias when reporting the serious types of crime studied here is encouraging, but the concern nonetheless remains (Baumer 2002).
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In conclusion, this study has demonstrated that housing age and housing types are useful measures for criminologists to take into account when assessing the level of crime at micro locations. As predicted by filtering theory, older housing age was related to higher levels of crime. And consistent with crime pattern theory, segments with more detached single family housing units typically had lower levels of crime for all crime types. This is not simply a socioeconomic effect, or a residential stability effect, as we controlled for these measures.
Furthermore, our results demonstrated that these are not simply micro-geographic relationships, but that the age and type of housing in a ½ mile buffer surrounding a segment also impacted the level of crime in the segment. These results indicate that taking into account the physical features of the environment based on the housing stock is useful for understanding the location of crime. 
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