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Abstract
The linear regression models are widely used statistical techniques in numerous practical
applications. The standard regression model requires several assumptions about the regres-
sors and the error term. The regression parameters are estimated using the least-squares
method. In this paper, we consider the regression model with arbitrary regressors and with-
out the error term. An explicit expression for the regression parameters vector is obtained.
The unbiasedness approach is used to estimate the regression parameters and its various
properties are investigated. It is shown that the resulting unbiased estimator equals the
least-squares estimator for the fixed design model. The analysis of residuals and the regres-
sion sum of squares can be carried out in a natural way. The unbiased estimator of the
dispersion matrix of the unbiased estimator is also obtained. Applications to AR(p) model
and numerical examples are also discussed.
Keywords. Linear regression, regression coefficients, unbiased estimator, least-squares esti-
mator, autoregressive model.
1 Introduction
The linear regression model is a commonly used statistical technique in practical applications
(Quenonuille (1950)), because of its simplicity and its realistic nature for modeling several
phenomena. For an extensive treatment of this topic, one may refer to Draper and Smith
(2003) and Chatterji and Hadi (2003). In the standard multiple linear regression model
Y = β1X1+ . . . , βpXp+ ǫ, it is generally assumed that the predictor variables X1, . . . ,Xp are
constant (non-stochastic) and also the error term ǫ is independent of predictor variables (see,
for example, Yan and Su (2009)), especially for the estimation of regression coefficients. This
means that the values of X = (X1, . . . ,Xp) are controlled by an experimenter and when the
experiment is repeated the values of X does not change, but Y changes as ǫ changes. These
assumptions are not realistic in practice and in most experimental setups and especially in
econometric situations where the changes in Y occurs mainly due to the changes in X. Even
2under the stochastic regressors models, it is commonly assumed that Xi’s are independent of
the ǫ. It is known that when one of the Xi is correlated with ǫi, the ordinary least-squares
(OLS) estimator becomes biased and inconsistent as well. To overcome such difficulties, an
instrumental variable (IV) Z, which is highly correlated with Xi and is independent of ǫi, is
discussed in the literature. But, finding a suitable IV is also an issue. Also, OLS estimator has
smaller variance with IV estimator, though it may have bias larger that that of IV estimator.
In this paper, we consider the linear regression model with little assumptions about the pre-
dictors and treat them as random. We do not explicitly introduce the error term and thus
avoid not only the associated probabilistic assumptions, but also the related issues mentioned
above. Besides, we do not use the least-squares method for estimating the regression coeffi-
cients which requires vector differentiation and related minimization problems. In Section 2,
we consider the linear regression model with stochastic regressors and obtain first an explicit
relationship between the regression coefficients and the characteristics of the distribution of
(Y,X1, . . . ,Xp). In Section 3, we obtain the unbiased estimators, using the relationship be-
tween regression coefficients. Our approach is semi-parametric in nature and does not assume
any specific distribution, such as multivariate normal, which is commonly used in literature.
Note that the unbiased estimator coincides with OLS estimator, as they are conditionally
unbiased. Several known properties of the unbiased estimators are established using our
approach. The dispersion matrix of the estimator is derived and also its unbiased estimator
is also observed. The mean regression sum of squares and also the mean residual sum of
squares are derived in a natural way. Using these results, a predictor of E(Y ) based on a new
observation is also pointed out. The method is then extended to autoregressive AR(p) model
also. Finally, we discuss two examples, one based on simulated data and other one based on
a real-life data, to show that that our approach yields the same least-squares estimates for
the AR(3) model.
2 Multiple Linear Regression Model
Let Y be the response or dependent variable, and X1,X2, . . . ,Xp be p arbitrary explanatory
(predictor variables) which are not necessarily independent. Consider the class C of linear
regression model defined by
E(Y |X1, . . . ,Xp) = b0 + b1X1 + . . . + bpXp
= b0 +X(p)b(p), (say), (2.1)
where X(p) = (X1, . . . ,Xp) is the row-vector of predictor variables, and b(p) = (b1, . . . , bp)
t
is the column-vector of regression coefficients. Note that model (2.1) is rather general and
3includes the class Cǫ of the usual linear regression models, defined by
Y = b0 + b1X1 + . . .+ bpXp + ǫ, (2.2)
where ǫ is the error term independent of the Xi’s. For example, let Z ⊥ (X1,X2), E(Z) = 0
and consider the model
Y = b1X1 + b2X2 + b3|X1 −X2|Z. (2.3)
Then E(Y |X1,X2) = b1X1 + b2X2 which belongs to C, but does not belong to Cǫ. Thus,
Cǫ ⊂ C. As another example, consider the autoregressive AR(p) process defined by
Xt = φ0 + φ1Xt−1 + φ2Xt−2 + . . . + φpXt−p + ǫ, (2.4)
where the error term is independent of the Xi, (t− p) ≤ i ≤ t. Then
E(Xt|X1, . . . ,Xt−1) = φ0 + φ1Xt−1 + φ2Xt−2 + . . .+ φpXt−p
which is again of the from given in (2.1). Note here the Xi are not independent. Thus, AR(p)
process belongs to Cǫ and hence also to C.
Our aim here is to consider the linear regression model defined in (2.1) and the estimation
of regression coefficients in a natural and simple way, with hardly a few assumptions on the
model. For that purpose, we require the relationship among regression coefficients.
2.1 Relationships Among Regression Coefficients
Let Y0 = (Y − b0) so that from (2.1)
E(Y0|X(p)) = X(p)b(p); E(Y0) = E(X(p))b(p), (2.5)
where E(X(p)) = (EX1, . . . , EXp) is the row vector of the means of Xi’s. First our aim is to
obtain an explicit representation for the regression coefficients. From (2.5), we get
E(Y0X1|X(p)) = X(p)X1b(p); E(Y0X1) = E(X(p)X1)b(p). (2.6)
Hence, from (2.5) and (2.6)
Cov(Y0,X1) = E(X(p)X1)b(p) − E(X(p))E(X1)b(p) = Cov(X(p),X1)b(p), (2.7)
where
Cov(X(p),X1) =
(
Cov(X1,X1), Cov(X2,X1), . . . , Cov(X(p),X1)
)
is the row-vector of covariances. Similarly, Cov(Y0,Xi) = Cov(X(p),Xi)b(p), 2 ≤ i ≤ p.
4Since Cov(Y0,Xi) = Cov(Y,Xi), we can represent the above observations in a matrix form
as, 
Cov(Y,X1)
Cov(Y,X2)
...
Cov(Y,Xp)
 =

C11, C21, . . . , Cp1
C12, C22, . . . , Cp2
...
C1p, C2p, . . . , Cpp


b1
b2
...
bp
 , (2.8)
where Cij = Cov(Xi,Xj), for 1 ≤ i, j ≤ p. Let now
Ctyx = (Cy1, Cy2, . . . , Cyp) = (Cov(Y,X1), . . . , Cov(Y,Xp); Cxx = (Cij). (2.9)
Then equation (2.8) can be written compactly as
Cyx = Cxxb(p), (2.10)
which gives the relationship between regression coefficients and the associated covariances.
Also from (2.5), we obtain
b0 = E(Y )− E(X(p))b(p). (2.11)
Thus, we have proved the following result.
Theorem 2.1 Let E(Y |X1, . . . Xp) = b0 + X(p)b(p) be the multiple linear regression model
defined as in (2.1). Let Ctyx = (Cy1, Cy2, . . . , Cyp), with Cyj = Cov(Y,Xj), and Cxx = (Cij)
with Cij = Cov(Xi,Xj), 1 ≤ i, j ≤ p. Then the regression coefficients b0 and b(p) satisfy
Cyx = Cxxb(p), and (2.12)
b0 = µy − µ(p)b(p), (2.13)
where µy = E(Y ) and µ(p) = (EX1, · · · , EXp) = (µ1, . . . , µp).
When Cxx is non-singular, we have a unique representation as
b(p) = C
−1
xx Cyx. (2.14)
If Cxx is singular, a g-inverse C
−
xx may be used to obtain a representation for b(p). That is,
using Jordan decomposition, let Cxx = PDP
t, where P is an orthogonal matrix, and
D = diag[λ1, . . . , λp] is a diagonal matrix. Then a g-inverse of Cxx is Cxx = PDP, where
D = diag[λ1, . . . , λp], and λi = λ
−1
i if λi > 0, and is zero if λi = 0.
5Remarks 2.1 Observe that when p = 1 and E(Y |X1) = b0+b1X1, the regression coefficient
b1 is given by
b1 =
Cy1
C11
=
Cov(Y,X1)
V ar(X1)
,
a known result.
Similarly, from (2.14), the regression coefficients for the case p = 2 are given by
b1 =
C22Cy1 − C12Cy2
C11C22 − C
2
12
; b2 =
C11Cy2 − C12Cy1
C11C22 −C
2
12
(2.15)
and the intercept b0 can be evaluated using (2.13) and (2.15).
Remarks 2.2 The following properties of the model in (2.1) follow now easily.
(i) It is known that f(X) = E(Y |X) minimizes E(Y − f(X))2. This shows that E(Y |X) =
X(p)b(p) minimizes the mean squared error whenX(p)b(p) is treated as an approximation to Y .
(ii) Also, when Cxx > 0 (positive definite)
Cov(Y −X(p)b(p),X(p)) = Cov(Y,X(p))− Cov(X(p)b(p),X(p))
= Ctyx − b
t
(p)Cov(X(p),X(p))
= Ctyx − b
t
(p)Cxx
= Ctyx − C
t
yxC
−1
xx Cxx
= 0. (2.16)
Indeed, we have from (2.16),
Cov(Y −X(p)b(p),Xj) = 0,∀ i ≤ j ≤ p
⇒ Cov(Y −X(p)b(p),X(p)d(q)) = 0 (2.17)
for any vector d(q) = (d1, . . . , dq). In particular, we have
Cov(Y −X(p)b(p),X(p)b(p)) = 0. (2.18)
Also,
V ar(Y ) = V ar(Y −X(p)b(p) +X(p)b(p)) = V ar(Y −X(p)b(p)) + V ar(X(p)b(p)),
because of (2.18).
63 Estimation of Regression Coefficients
We start with a simple known result. Let (Y,X) be a bivariate random vector with with finite
second moments and σyx = Cov(Y,X). Suppose (Y,X1), . . . , (Yn,Xn) is a random sample on
the bivariate vector (Y,X). Then it is well known that
Syx =
1
n− 1
n∑
i=1
(Yi − Y )(Xi −Xi) (3.1)
is an unbiased estimator of σyx.
Consider now the estimation of regression coefficients b0 and b(p) . Suppose we have a random
sample (Yj ,X1j , . . . ,Xpj), 1 ≤ i ≤ n, of size n on (Y,X1,X2 . . . ,Xp). Let
Y =

Y1
...
Yj
...
Yn

; X =

X(p)1
...
X(p)j
...
X(p)n

=

X11 X21 . . . Xi1 . . . Xp1
...
X1j X2j . . . ,Xij . . . Xpj
...
X1n X2n . . . Xin, . . . Xpn

, (3.2)
where X(p)j = (X1j ,X2j , . . . ,Xpj) denotes the row-vector of j-th observation on predictor
variables and Xij denotes the j-th observation on Xi, 1 ≤ i ≤ p, 1 ≤ j ≤ n. Then, from (2.1),
E(Yj |X)) = E(Yj |X(p)j) = b0 +X(p)jb(p), 1 ≤ j ≤ n. (3.3)
Let Y =
∑n
j=1 Yj/n, and Xi =
∑n
j=1Xij/n, 1 ≤ i ≤ p be the sample means. Also, let
Syi =
1
n− 1
n∑
j=1
(Yj − Y )(Xij −Xi) =
1
n− 1
n∑
j=1
(Xij −Xi)Yj (3.4)
be the sample covariance between Y and Xi and
Slm =
1
n− 1
n∑
j=1
(Xlj −X l)(Xmj −Xm) (3.5)
be the sample covariances between Xl and Xm, 1 ≤ l,m ≤ p. Then by (3.1), we have
E(Syi) = Cyi; E(Slm) = Clm, (3.6)
where Cyi = Cov(Y,Xi) and Clm = Cov(Xl,Xm), 1 ≤ l,m ≤ n.
Let Styx = (Sy1, Sy2, . . . , Syp) be the row-vector and Sxx = (Sij) be the (p × p) matrix of
sample covariances of explanatory variables X1,X2, . . . ,Xp. Then from (3.6),
E(Syx) = Cyx; E(Sxx) = Cxx, (3.7)
7where Cxx = (Cij) defined in (2.8).
Using Theorem 2.1, an estimator bˆ(p) of the regression coefficient vector b(p) can be obtained
by solving
Sxxbˆ(p) = Syx, (3.8)
which is obtained by replacing the unbiased estimator of Cyx and Cxx in (2.12).
When Sxx is nonsingular, a.e, an explicit and unique estimator of b(p) is
bˆ(p) = S
−1
xx Syx. (3.9)
Similarly, an estimator of b0 can be obtained from (2.13) as,
bˆ0 = µˆy − µ̂(p)b̂(p) = Y −X(p)b̂(p), (3.10)
where X(p) = (X1,X2, . . . ,Xp).
For completeness, we next summarize the results discussed above.
Theorem 3.1 Let E(Y |X(p)) = b0+X(p)b(p) and (Yj ,X1j , . . . ,Xpj), 1 ≤ j ≤ n, be a random
sample of size n on (Y,X1, . . . ,Xp). Let Syx = (Sy1, Sy2, . . . , Syp)
tbe the column vector of
sample covariances between Y and Xi’s, and Sxx = (Sij) be the sample covariance matrix of
Xi’s. Let Sxx be non-singular a.e. Then the natural estimators of b(p) and b0 are
bˆ(p) = S
−1
xx Syx, and (3.11)
b̂0 = Y −X(p)b̂(p), (3.12)
where Y and X(p) = (X1, . . . ,Xp) denote the sample means.
Remark 3.1 (i) When p = 1 and b1 = b, we have b̂ = Syx/Sxx, and b̂0 = Y −X b̂, which
coincide with the classical least-squares estimators for the simple linear regression model.
(ii) From (3.8), b̂(p) satisfies in general Sxxb̂(p) = Syx. It can be shown that Syx
p
→ Cyx, as
n→∞, and Sxx
p
→ Cxx, as a special case. Thus, by Slutsky’s theorem, b̂(p)
p
→ b(p), a solution
of the defining equation (2.12). Hence, b̂(p) is a consistent estimator for b(p).
(iii) Note the natural estimators b̂(p) and b̂0 are obtained by substituting the unbiased esti-
mator of Cyx, Cxx and µy and µ(p) in the defining equations (2.12) and (2.13).
The next result shows that the natural estimators, given in Theorem 3.1, are indeed unbiased.
Let henceforth X = X(n,p) = (X
t
1(n), . . . ,X
t
p(n)) = (Xij) be the matrix of observations (see
(3.2)), where Xi(n) = (Xi1, . . . ,Xin) denotes the row-vector of n observations on Xi.
Theorem 3.2 Let Sxx be non-singular a.e. Then the estimators b̂(p) and b̂0 are both condi-
tionally unbiased and hence are unbiased.
8Proof. First note that, for 1 ≤ i ≤ p,
E(Syi|X) =
1
(n− 1)
n∑
j=1
E
(
(Xij −Xi)Yj|X
)
=
1
(n− 1)
n∑
j=1
(Xij −Xi)E(Yj |X)
=
1
(n− 1)
n∑
j=1
(Xij −Xi)
(
b0 +
p∑
r=1
Xrjbr
)
(from (3.3))
=
1
(n− 1)
n∑
j=1
(Xij −Xi)
(
p∑
r=1
Xrjbr
)
=
p∑
r=1
 1
(n− 1)
n∑
j=1
(Xij −Xi)Xrj
 br (interchanging the order)
=
p∑
r=1
(Sir)br
= Si(p)b(p),
where Si(p) = (Si1, . . . , Sip). Hence,
E(Syx|X) = Sxxb(p) =⇒ E(S
−1
xx Syx|X) = E(bˆ(p)|X) = b(p), (3.13)
showing that bˆ(p) is conditionally unbiased.
Similarly,
E(̂b0|X) = E(Y |X)−X(p)E(bˆ(p)|X)
= (b0 + b1X1 + . . .+ bpXp|X)−X(p)b(p) (using (3.13))
= b0 +X(p)b(p) −X(p)b(p)
= b0, (3.14)
and so b̂0 is also conditionally unbiased.
Hence, it follows, from (3.13) and (3.14), that
E(bˆ(p)) = b(p); E(bˆ0) = b0,
proving the result. 
Remark 3.2 (i) Let now Sxx ≥ 0 a.e. (positive semidefinite) and p > 1. Then, the estimator
b̂(p) satisfies
Sxxb̂(p) = Syx, for all (Y,X)
=⇒ E(Sxxb̂(p)|X) = E(Syx|X), for all X
=⇒ Sxx
(
E(̂b(p)|X)− b(p)
)
= 0, for all X,
9using (3.13). Since Sxx ≥ 0 a.e, we have E(̂b(p)|X) = b(p) a.e and so E(̂b(p)) = b(p), showing
that b̂(p) is unbiased in this case also.
It is known that if E(θ̂i) = θi, i = 1, 2, then E(θ̂2/θ̂1) = (θ2/θ1) may not hold in general.
However, it holds in the linear regression case, in view of the following general result on a
property of unbiased estimators. Let L(X) denote the distribution of X.
Lemma 3.1 Let θ1 be a characteristic of L(X), θ2 be a characteristic of L(Y,X) and θ =
(θ2/θ1). Let θ̂1 = θ̂1(X) and θ̂2 = θ̂2(Y,X) be respectively estimators of θ1 and θ2 such that
θ̂1 > 0 a.e and E(θ̂2|X) = θθ̂1 a.e. Then θ̂ = (θ̂2/θ̂1) is also unbiased for θ.
Proof. Since
E(θˆ) = E(E(θˆ|X)) = E
(
E
(
θ̂2
θ̂1
|X
))
= E
(
1
θ̂1
E(θ̂2|X)
)
= E
(
1
θ̂1
θθ̂1
)
= θ, (3.15)
the result follows. 
Remark 3.3 (i) Note in Lemma 3.1, θ̂1 is not necessarily unbiased. If in addition it is
unbiased, then we have
E
(
θ̂2
θ̂1
)
=
θ2
θ1
=
E(θ̂2)
E(θ̂1)
,
an interesting result. This is indeed the case for the regression coefficient b1, as seen next.
(ii) Let p = 1 and n ≥ 2 so that E(Y |X) = b0 + b1X. Then, as seen earlier,
b1 =
Cyx
Cxx
=
θ2
θ1
(say); bˆ1 =
Syx
Sxx
,
where E(Syx) = Cyx, E(Sxx) = Cxx. Also, by Theorem 3.2
E(bˆ1) = E(
Syx
Sxx
) =
Cyx
Cxx
= b1.
The above result holds because the conditions Sxx > 0 a.e. and from (3.13)
E(θ̂2|X) = E(Syx|X) = Sxxb1 = θ̂1b1
of Lemma 3.2 are satisfied.
Let bt = (b0, b(p)) denote the row-vector of regression coefficients and 1n denote the n-
dimensional column vector with all its entries equal to 1. The least-squares estimator of b,
when X is fixed (called fixed design) is
b̂l = (X
t
1X1)
−1Xt1Y, (3.16)
where X1 = (1n
...X), Yt = (Y1, . . . , Yn) and X is defined in (3.2). We now have following
result.
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Theorem 3.3 Let p ≥ 1 and Sxx > 0a.e. Then the unbiased estimator b̂
t
u = (̂b0, b̂(p))
t,
defined in Theorem 3.1, coincides with the least squares estimator b̂l, defined in (3.16), for
the fixed design.
Proof. Note first that
Xt1X1 =
(
1tn1n 1
t
nX
Xt1n X
tX
)
=
(
n nX(p)
nX
t
(p) X
tX
)
Using the formula (see Seber(1984), p. 519) for the inverse of a partitioned matrix, namely,(
A B
Bt D
)−1
=
(
A−1 + FG−1F t −FG−1
−G−1F t G−1
)
,
where F = A−1B and G = D −BtF , we obtain
(Xt1X1)
−1 =
 1n + 1(n−1)X(p)S−1xxX t(p) −1(n−1)X(p)S−1xx
−1
(n−1)S
−1
xxX
t
(p)
1
(n−1)S
−1
xx
 (3.17)
Note for example that the (i, j)- th element of the matrix G = (XtX)− nX
t
(p)X(p) is
Gij =
n∑
r=1
XirXjr − nXiXj = (n− 1)Sir.
Hence, G = (n − 1)Sxx. The other elements of the matrix in the rhs of (3.17) can easily be
computed. Therefore,
(Xt1X1)
−1Xt1Y =
 1n + 1(n−1)X(p)S−1xxXt(p) −1(n−1)X(p)S−1xx
−1
(n−1)S
−1
xxX
t
(p)
1
(n−1)S
−1
xx
( n Y
Xt Y
)
=
Y + 1(n−1)X(p)S−1xx (nXt(p)Y −XtY )
1
(n−1)S
−1
xx X
tY − n(n−1)S
−1
xxX
t
(p)Y

=
(
Y −X(p)S
−1
xx Syx
S−1xx Syx
)
,
using the fact (XtY − nX(p)Y ) = (n− 1)Syx. The result now follows. 
We next find the covariance matrix D(̂bu) = Cov(̂bu, b̂u) of b̂u = (̂b0, b̂(p))
t.
Theorem 3.4 Assume, in the model (2.1), V ar(Y |X(p)) = σ
2
y|x, which does not depend on
X(p), and S
−1
xx exists. Then the covariance matrix of b̂u is
D(̂bu) = σ
2
y|xE(X
t
1X1)
−1
= σ2y|xE
 1n + 1(n−1)X(p)S−1xxXt(p) −1(n−1)X(p)S−1xx
−1
(n−1)S
−1
xxX
t
(p)
1
(n−1)S
−1
xx
 (3.18)
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Proof. Since E(̂bu|X) = b, we have
D(̂bu) = E(D(̂bu|X))
= E
(
V ar(̂b0|X) Cov(̂b0, b̂(p)|X)
(Cov(̂b0, b̂(p)|X))
t D(̂b(p)|X)
)
(3.19)
First we obtain
D(̂b(p)|X) = D(S
−1
xx Syx|X)
= S−1xxD(Syx|X)S
−1
xx . (3.20)
Observe now,
Cov(Syr, Sys|X) = Cov
 1
(n− 1)
n∑
j=1
(Xrj −Xr)Yj ,
1
(n− 1)
n∑
k=1
(Xsk −Xs)Yk|X

=
1
(n− 1)2
∑
j,k
(Xrj −Xr)(Xsk −Xs)Cov((Yj , Yk)|X). (3.21)
Since V ar(Y |X(p)) = σ
2
y|x , we have
Cov ((Yj, Yk)|X) =
{
σ2
y|x, if k = j
0, otherwise.
Hence, for r, s ∈ {1, 2, . . . , p},
Cov ((Syr, Sys)|X) =
σ2
y|x
(n− 1)2
∑
j
(Xrj −Xr)(Xsj −Xs) =
σ2
y|x
(n− 1)
Srs
and
D(Syx|X) =
σ2
y|x
(n− 1)
Sxx. (3.22)
Hence, we obtain from (3.20)
D(̂b(p)|X) =
σ2
y|x
(n− 1)
S−1xx . (3.23)
We obtain next V ar(̂b0|X). Note
V ar(̂b0|X) = V ar(Y −X(p)b̂(p)|X)
= V ar(Y |X) + V ar(X(p)b̂(p)|X)− 2Cov(Y ,X(p)b̂(p)|X). (3.24)
By assumption,
V ar(Y |X) =
σ2
y|x
n
(3.25)
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and using (3.23)
V ar(X(p)b̂(p)|X) = XD(̂b(p)|X)X
t
(p) =
σ2
y|x
(n− 1)
X(p)S
−1
xxX
t
(p). (3.26)
We next show that Cov(Y ,X(p)b̂(p)|X) = 0. Since
Syk =
1
(n− 1)
n∑
j=1
(Xkj −Xk)Yj,
we can write
Syx =
1
(n− 1)
n∑
j=1
(X(p)j −X(p))
tYj ,
where X(p)j = (X1j ,X2j , . . . ,Xpj), and X(p) = (X1,X2, . . . ,Xp), as before.
As Yj ’s are iid, we have
Cov(Y ,X(p)b̂(p)|X) = Cov(
1
n
n∑
1
Yj,
1
(n− 1)
X(p)S
−1
xx
n∑
j=1
(X(p)j −X(p))
tYj |X)
=
n∑
j=1
Cov(
1
n
Yj ,
1
(n− 1)
X(p)S
−1
xx (X(p)j −X(p))
t|X)
=
n∑
j=1
1
n(n− 1)
X(p)S
−1
xx (X(p)j −X(p))
tCov(Yj , Yj|X)
=
σ2
y|x
n(n− 1)
X(p)S
−1
xx
n∑
j=1
(X(p)j −X(p))
t
= 0. (3.27)
Therefore, from (3.24)− (3.26), we have
V ar(̂b0|X) = σ
2
y|x
(
1
n
+
1
(n− 1)
X(p)S
−1
xxX
t
(p)
)
. (3.28)
Finally, we compute
Cov(̂b0, b̂(p)|X) =
(
Cov(̂b0, e
t
1b̂(p)|X), . . . , Cov(̂b0, e
t
pb̂p|X)
)
, (3.29)
where etj is the (1× p) row vector whose j-th entry is 1 and all other entries are zeros.
Note, for 1 ≤ r ≤ p,
Cov(̂b0, e
t
r b̂(p)|X) = Cov(Y , e
t
r b̂(p)|X)− Cov(X(p)b̂(p), e
t
r b̂(p)|X). (3.30)
It can be shown, as in (3.27), that
Cov(Y , etr b̂(p)|X) = 0. (3.31)
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Also, for 1 ≤ r ≤ p,
Cov(X(p)b̂(p), e
t
j b̂(p)|X) = X(p)D(̂b(p)|X)er =
σ2
y|x
(n− 1)
X(p)S
−1
xx er. (3.32)
Hence,
Cov(̂b0, b̂(p)|X) = −
σ2
y|x
(n− 1)
X(p)S
−1
xx (e1, e2, . . . , ep) = −
σ2
y|x
(n− 1)
X(p)S
−1
xx . (3.33)
Substituting (3.28), (3.33) and (3.23) in (3.19) and using (3.17), the result follows. 
3.1 Analysis of Residuals and Regression Sum of Squares
Consider the model (3.3) defined by
E(Yj |X(p)j) = b0 +X(p)jb(p), V ar(Yj|X(p)j) = σ
2
y|x, 1 ≤ j ≤ n. (3.34)
Assume n > (p + 1), and let bt = (b0, b(p)), as before. Then the above model can be written
as
E(Y|X1) = X1b; D(Y|X1) = σ
2
y|xIn, (3.35)
where Yt = (Y1, . . . , Yn), X1 = (1n
...X) and In is the identity matrix of order n.
Then, in view of Theorem 3.3,
b̂u = (X
t
1X1)
−1Xt1Y.
Let e = (Y − Ŷ), where Ŷ = X1b̂u, denote the residual vector. Then
e =
[
In −X1(X
t
1X1)
−1Xt1
]
Y =MY (say),
where M = M(X) =
[
In − X1(X
t
1X1)
−1Xt1
]
is symmetric and idempotent. It is also well
known (see Draper and Smith (2002)) that tr(M) = (n− p− 1) and MX1 = 0 a.s.
Note also that ete = YtMY and hence the the mean residual sum of squares is
MSSE = E(e
te)
= E
{
E(YtMY|X1)
}
= E
{
(E(Y|X1))
tM(E(Y|X1)) + tr(MD(Y|X1))
}
= E
{
btX1
tMX1b+ tr(M)σ
2
y|xIn
}
= σ2y|xtr(M)
= (n− p− 1)σ2y|x. (3.36)
Thus, an unbiased estimator of σ2
y|x is
σ̂2y|x =
SSE
(n − p− 1)
=
ete
(n− p− 1)
. (3.37)
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Indeed, we have (see (3.36)) shown that
E(σ̂2y|x|X1) = σ
2
y|x (3.38)
so that it is also conditionally unbiased.
Theorem 3.5 Let D(̂bu), given in (3.18), be the dispersion matrix unbiased estimator b̂u.
The its unbiased estimator is given by
D̂(̂bu) = σ̂2y|x(X
t
1X1)
−1, (3.39)
where σ̂2y|x is defined in (3.37).
Proof. Using (3.38), we get
E(D̂(̂bu)) =E(E(σ̂2y|x(X
t
1X1)
−1|X1))
=E(E(σ̂2y|x|X1)(X
t
1X1)
−1)
=E(σ2y|x(X
t
1X1)
−1)
=σ2y|xE((X
t
1X1)
−1)
=D(̂bu)
and hence the result follows.
3.2 Mean Regression Sum of Squares
Note first that
Xt1e = X
t
1MY = (MX1)
tY = 0 =⇒ Ŷte = 0 a.s.
In particular, we have 1tne = 0 =⇒ Y = Ŷ a.s.
In addition,
Cov(̂bu, e|X1) = Cov((X
t
1X1)
−1Xt1Y,Y|X1)− Cov(̂bu,Xb̂u|X1)
= (Xt1X1)
−1Xt1D(Y|X1)−D(̂bu|X1)X
t
1
= σ2y|x(X
t
1X1)
−1Xt1 − σ
2
y|x(X
t
1X1)
−1Xt1
= 0. (3.40)
Hence,
Cov(̂bu, e) = E
(
Cov(̂bu, e|X1
)
+ Cov
(
E(̂bu|X1), E(e|X1)
)
= 0,
using (3.40) and E(e|X1) = X1b−X1E(̂bu|X1) = 0 (see (3.13) and (3.16)).
Note (3.40) also implies Cov(Ŷ , e|X1) = 0. Also,
YtY = (e+ Ŷ)t(e+ Ŷ) = ŶtŶ + ete,
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which implies
E(YtY − nY¯ 2) = E(ŶtŶ − nY¯ 2) + E(ete). (3.41)
That is,
MSST = MSSR +MSSE ,
where MSST and MSSR respectively denote the mean total sum of squares and mean re-
gression sum of squares.
The mean regression sum of squares MSSR is given by
E(ŶtŶ) = E
{
E(̂btuX1
tX1b̂u|X1)
}
= E
{
(E(̂bu|X1))
tX1
tX1E(̂bu|X1) + tr(X1
tX1)D(̂bu|X1)
}
= E
{
btX1
tX1b+ σ
2
y|xtr(Ip+1)
}
= E
{
btX1
tX1b+ (p+ 1)σ
2
y|x
}
. (3.42)
Thus, we obtain
E
(
ŶtŶ
p+ 1
)
=
1
(p + 1)
E(bt(X1
tX1)b) + σ
2
y|x. (3.43)
Form (3.41), (3.36) and (3.42), we obtain the mean total sum of squares as
E(YtY) = E(bt(X1
tX1)b) + nσ
2
y|x
leading to
E(
YtY
n
) =
1
n
E(bt(X1
tX1)b) + σ
2
y|x.
Finally, we define the mean coefficient of determination as
R
2
m = E(R
2
0) = E
(∑n
1 (Ŷi − Y )
2∑n
1 (Yi − Y )
2
)
,
so that R20 is an unbiased estimator of R
2
m. Note Rm denote the mean multiple correlation
coefficient.
Finally, consider the problem of prediction of E(Y0) or that of Y0, a future observation
corresponding to X(p)0, the new observed vector of predictors can easily be considered. That
is, Ŷ0 = X(p)0b̂(p) may be considered as a predictor of E(Y0) or that of Y0. In that case, we
have
V ar(Ŷ0) = X(p)0D(̂b(p))X
t
(p)0 =
σ2
y|x
(n− 1)
X(p)0E(S
−1
xx )X
t
(p)0.
Also, an estimated value of V ar(Ŷ0) is
V̂ ar(Ŷ0) =
σ̂2
y|x
(n− 1)
X(p)0S
−1
xxX
t
(p)0,
which could be used to obtain prediction intervals for Y0 or that of E(Y0).
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4 Application to AR(p) Process
In this section, we show that the unbiasedness approach works for AR(p) time series models
also. Consider AR(p) process so that
Yt = φ0 + φ1Yt−1 + . . .+ φpYt−p + εt, (4.1)
where εt’s are i.i.d with E(εt) = 0 and V (εt) = σ
2. Note AR(p) process satisfies
E(Yt|Yt−1, . . . , Yt−p) = φ0 + φ1Yt−1 + . . . + φpYt−p, (4.2)
which is of the form (2.1). Let E(Yt) = η, and from model (4.2),
Cyx =

Cov(Yt, Yt−1)
Cov(Yt, Yt−2)
...
Cov(Yt, Yt−p)
 =

γ(1)
γ(2)
...
γ(p)
 ,
and
Cxx = (Cov(Yt−i, Yt−j)) = (γ(j−i)),
for 1 ≤ i ≤ j ≤ p .
Then from Theorem 2.1, we have
γ(0) . . . γ(p− 1)
γ(1) . . . γ(p− 2)
...
γ(p − 1) . . . γ(0)


φ1
φ2
...
φp
 =

γ(1)
γ(2)
...
γ(p)
 (4.3)
or equivalently dividing by γ(0) = V ar(Yt),
1 ρ(1) . . . ρ(p− 1)
ρ(1) 1 . . . ρ(p− 2)
...
ρ(p− 1) ρ(p− 2) . . . 1


φ1
φ2
...
φp
 =

ρ(1)
ρ(2)
...
ρ(p)
 (4.4)
and
φ0 = η − (η, . . . , η)

φ1
φ2
...
φp
 = η(1−
p∑
j=1
φj). (4.5)
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Note also that (4.4) is nothing but Yule-Walker equations.
Assume we have a sample (Y1, Y2, . . . , Yn), n ≥ p+ 1, that satisfies (4.1). Then,
Yp+1 = φo + φ1Yp + . . .+ φpY1 + εp+1
Yp+2 = φo + φp+1Yp+1 + . . .+ φpY2 + εp+2
... (4.6)
Yn = φo + φ1Yn−1 + . . .+ φpYn−p + εn.
Alternatively, the equations in (4.2) can also be written as, for 1 ≤ j ≤ n− p,
E(Yp+j|Yp+j−1,...,Yj ) = φo + φ1Yp+j−1 + . . . + φpYj . (4.7)
Let now
Y =

Yp+1
Yp+2
...
Yn
 , φ =

φ1
φ2
...
φp ,
 ; X =

Yp Yp−1 . . . Y1
Yp+1 Yp . . . Y2
...
Yn−1 Yn−2 . . . Yn−p

Let us introduce the following notations. Define for 0 ≤ i ≤ p ,
Y p−i+1 =
1
(n− p)
n−p∑
k=1
Yp−i+k,
the mean of values in i-th column of X. Also, let for 1 ≤ i, j ≤ p,
Si,j =
1
(n− p− 1)
n−p∑
k=1
(Yp−i+k − Y p−i+1)(Yp−j+k − Y p−j+1)
be the sample covariance between the i-th and j-th columns of X.
Similarly, for 1 ≤ j ≤ p, let
Sp+1,j =
1
(n− p− 1)
n−p∑
l=1
(Yp+l − Y p+1)(Yp−j+l − Y p−j+1)
be the sample covariance between Y and j-th column of X. Then
Sy,x =

Sp+1,1
Sp+1,2
...
Sp+1,p
 ; Sxx =

S1,1 S1,2 . . . S1,p
S2,1 S2,2 . . . S2,p
...
Sp,1 Sp,2 . . . Sp,p
 .
Using our formulas in Theorem 3.1 for estimation of φ , we get,
Sxxφ̂ = Syx. (4.8)
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That is, φˆj , 1 ≤ j ≤ p, satisfies
S1,1 S1,2 . . . S1,p
S2,1 S2,2 . . . S2,p
...
Sp,1 Sp,2 . . . Sp,p


φˆ1
φˆ2
...
φˆp
 =

Sp+1,1
Sp+1,2
...
Sp+1,p
 (4.9)
Let now Y
∗
(p) = (Y p, Y p−1, . . . , Y 1), so that we obtain from (4.5),
φˆ0 = Y p+1 − Y
∗
(p)

φˆ1
φˆ2
...
φˆp ,
 = Y p+1 −
p∑
j=1
(Y j φˆp+1−j). (4.10)
Then the fitted AR(p) model is
Yt = φˆ0 + φˆ1Yt−1 + · · · + φˆpYt−p, (4.11)
where φˆj, 0 ≤ j ≤ p, satisfy (4.9) and (4.10).
Remark 4.1 Using our method, we have given a rigorous proof for the unbiased estimators
of the parameters of the AR(p) model. This is another advantage of our approach.
4.1 Numerical examples
Finally, we discuss in this section two numerical examples, one based on simulated data and
the other based on real-life data, for estimating the parameters of the AR(3) model. We
show our results yield the estimates that coincide with classical estimates.
Example 4.1 We simulated n=100 data from AR(3) model with the parameters (0.4, 0.1,
0.3), using the R package. Based on the simulated data, we fitted the AR(3) model and
estimated regression coefficients, including the intercept term, using our results. The results
are given below:
Parameters Least-squares Yule-Walker Unbiased
estimate estimate estimate
φ0 0.0208196 - 0.0208196
φ1 0.2875461 0.2849 0.287546
φ2 0.0935658 0.0941 0.0935658
φ3 0.3889368 0.3542 0.3889368
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Example 4.2 The data in feet on “Level of lake Huron data ” (Brockwell and Davis (2006),
p. 555)) is fitted for AR(3) model. The results are given below .
Parameters Least-squares Yule-Walker Unbiased
estimate estimate estimate
φ0 1.6460378 - 1.6460378
φ1 1.0719382 1.088704 1.0719382
φ2 -0.365349 -0.404544 -0.365349
φ3 0.1087551 0.130754 0.1087551
From both the examples above for the AR(3) model, we see that the unbiased estimates
obtained using our results coincide with the least-squares and the Yule-Walker estimates, as
expected.
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