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We consider a control process governed by an integral equation with an integral 
constraint. We derive optimality conditions using relaxed controls. Existence of 
optimal pairs is automatic. Furthermore, for problems with linear and certain 
quadratic cost functions with linear integral equations and linear integral constraint 
the optimal controls are actually ordinary controls. In the case of the linear 
problem considered, if the control set is a convex polyhedron, the control is 
piecewise continuous with values in the vertices of the polyhedron. Control 
processes governed by integral equations have been considered in the work of V. R. 
Vinokurov (SIAM 7, 324355 (1969)). However, in (op. cit.) existence is not shown 
for the general problem and the method is rather complicated. Furthermore, the 
work in (op. cit.) has some errors as pointed out in Neustadt and Warga’s com- 
ments on Vinokurov (SIAM 8, 572, (1970)). $3 1986 Academic Press, Inc 
1. THE PROBLEM 
Let us suppose we have a control system governed by 
We would like to find a control u(.) such that (1.1) and 
s ’ W&t), 4th t) df + Wd(1 )I = 0 0 
are satisfied and the cost function 
s ’ f”(4(th 4 ) df 0 
is minimum. 
(1.1) 
(1.2) 
(1.3) 
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ASSUMPTIONS. (i) Let !Z‘, 92 be open subsets of iw” and [w”‘, respectively. 
The function L(t, x, u,s) from [0, 1 ] x 3 x 42 x [0, l] into [w is continuously 
differentiable in t and x, continuous in (t, x, u) for fixed s and measurable in 
s for fixed (t, x, u). 
(ii) The function M(x, u, t) from 3x42 x [0, l] into Iw is dtfferen- 
tiable in x and continuous in (x, u) for fixed t and measurable in t for fixed 
(x, u). We assume the same for the function (x, u, t) --, f”(x, u, t). 
(iii) For each compact subset I’c X x 42 3 /ie L,(O, 1) such that 
(a,a,L(t, x, u, s)l + Ja,L(t, x, u, s)l+ IL(t, x, u, s)l <A(s), for almost every 
SE CO, 11 and CM,@, u, t)l + IMb, u, t)l + If?@, u, t)l + Ifok u, t)l 6 
A(t), for almost every t, where a,L, M, , f 7 denote matrices of partial 
derivatives with respect to x. Here and in what follows 1.1 denotes the 
Euclidean norm of the vector or matrix in question. 
(iv) The function f from [0, l] into IX” is absolutely continuous andf’ 
is square integrable. Furthermore, f (0) E 27. 
(v) Assume u(t) E Q for almost every t where D is a compact subset 
of%!. 
(vi) The function W: [w” -+ iw is continuously differentiable. 
Remark 1.1. It is easy to verify that all admissible trajectories lie in a 
fixed compact set X’ c $5 under the above assumptions. 
2. REFORMULATION OF THE PROBLEM 
We recast the above control problem in terms of relaxed controls. For 
the concept of relaxed controls see [ 1,4]. 
DEFINITION 2.1. A relaxed admissible pair (4, v) is an absolutely con- 
tinuous function q3 defined on [0, l] and a relaxed control v defined on 
[0, l] such that 
9(t)=flt)+j;{jn L(t, d(s), u, $1 dv(s)(u) ds 
W&t), u, t) dv(t)(u) dt + W&l 1) = 0. 
(2.1) 
(2.2) 
Note that v(t) is a Radon probability measure on the compact set Sz c uzd. 
To simplify notation we shall write v, instead of v(t) and L(t, 4(s), v,, s) for 
jn Ut, 4(s), u, s) TV and M(4(t), v,, t) for jn W&t), u, t) dv(t)(u). 
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From (1.1) we obtain 
From now on we consider the following relaxed version of the control 
problem 
Min o1 f’(@(t), vt, t) dt I 
subject to 
i’(t) =f’(t) + L(t, d(f), VI, t) + I ’ ~A& d(s), vs, s) ds 0 
(2.4) 
I 
1 
M(4(t), vt, t)dt+ j+‘(4(1))=0 W)=f(O). 
0 
LEMMA 2.1. Suppose dj + 4 uniformly and 4; -+ 4’ weakly in L,. Suppose 
also the sequence of relaxed controls {v,} converges weak-star to v. Let g a 
mapping from X x % x [0, 1 ] to [w having the properties of f” (See 
assumptions (ii) and (iii) in Sect. 1.). Then g(dj(t), vi,, t) + g(&t), vt, t) 
weakly in L2. 
Proof: The proof is straightforward and thus omitted. 
Remark 2.1. If we assume the admissible set for (2.4) is nonempty it is 
straightforward to verify the existence of an optimal pair. To see this we 
use Lemma 2.1 and the Assumptions in Section 1. 
3. AN ASSOCIATED FUNCTIONAL 
We consider the following functional 
Fd4, v)= j: f"bWh v,, t)dt 
+K d'(t)--f'(t)--L(t, d(t), v,, t)- 
II s 
r d&t, i(s), v,, s) ds 
2 
0 
+ K j1 W4(th [ 1 
2 
v,, t) dt + w(#(l)) 
0 
+ Ild’-~bll*+~II~-~0llL (3.1) 
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where (&,, vO) is an optimal pair which is fixed from now on and 
~~v-vo~~L=ess-sup{Iv(t)-v,(t)l(Q):O<tB1} 
l/./l = L2 - norm. 
We assume JAf0(40(f), vor, t) dt = 0 in the rest of our discussion. Let 
Ad = { (4, v) 1 C$ absolutely continuous, 4’ square integrable 
and v a relaxed control. }. 
Let 
B(E) = W, VI E Adl IIF - 4’ II 0 BE, llv-vollL~&E,~(0)=f(O)) 
We assume 0 <E < si where s1 is such that 114’ -&-,/IL d .si and 4(O) =f(O) 
imply the trajectory ~+4 lies in 2’. (See Remark 1.1) 
Remark 3.1. For 0 < E < si it is straightfoward to verify (4, v) + 
FK(~, v) attains its minimum on B(E). 
LEMMA 3.1. Assume 0 < E < E 1. Suppose (4, v) E B(E). Zf either 11~5 - &I[ 
=~or~~v-vo~~L=~hold~intheinequalities/~~’-~~~J~~~/v-voj~,~~,then3 
K(E) St. &(,,(4, v) > 0. 
Proof: If not 3(#j, V~)E B(E) and K, where either I[c$,! - &II =E or 
/Iv, - voI( L = E is satisfied and K, + CC such that FK,(#j, v,) 6 0. Extracting a 
subsequence {j,} we conclude 34*, v* such tht ~+4~, -+ d* uniformly, c&, -+ d*’ 
weakly in L, and vj, -+ v* weak-star. It is straightforward to verify (4*, v*) 
is admissible and jAf’($*(t), v, , * t) dt < -s2 which is a contradiction. 
Remark 3.2. Let (c#“, vE) E B(E) be such that FKCC)(@, v”) = 
inf(F,(,,(Q), v) I(d, v) E B(E)}. By Lemma 3.1 we have II@’ -&II <E, 
IIVE-VOllL<E. 
4. E-OPTIMALITY CONDITIONS 
Let q be a smooth vector function such that r](O) = q( 1) = 0. From 
Remark 3.2 we have the condition 
Let us write 
dF,,,,(cb” + ‘h v”)/del,=, = 0. (4.1) 
J(d”, v”)(v) = dFm(@ + h, WW~=o. (4.2) 
Then 
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46, v”)(v) = j;f%W, v:, t). v(t) dt + jo’ V(t). s’(f) dt 
- ; P(t) &UC b”(t), v;, t). v(f) dt I 
- ss : !’ P(s) ax~sW> d”(t), v:, t). v](t) ds dt 
+ s ’ W”‘(t) - &dt)) &UC d”(t), v:, t). v(t) dt 0 
+ j; i,’ 2(4:(s) -G%(S)) ~r~Jb, d”(t), v;, t). v(t) ds dt 
+ WE) j1 W4”(f), v:) dl+ Wd(l )I 
0 I 
x 
I 
’ M4”(t), v:, ~1. v(t) dt 
0 
(4.3) 
where 
P(t) = W”‘(~) - db(t)l+ W&l 
[ 
9”‘(t) -f’(t) - L(t, F(t), Vf, t) 
- 
I 
’ dJ(t, f(s), v;, s) ds . 
0 I 
Since J(@, v”)(q) = 0 for all r] smooth such that ~(0) = q( 1) = 0 we obtain 
from (4.3) the equation 
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where we have put 
5, = WE) (4.6) 
Note that II/” is absolutely continuous. Let 
WE) = 11v11 OD + IL1 + 1 (4.7) 
Now let 
cDi” = lp/M(&) (4.8) 
Let [>O smooth so that c(t)= 1 for l/2<?< 1 and i(t)=0 for t<b. Let 
t&(t) = (6,,e- (I-t)N (J 
zero if i # j. Note that 
2i 
e-(l-r)N 
,..., b,,e- (‘-r)“‘), where 6,=1 if i#tj and 
J(d”, VE)(Mv) = 0, i = l)...) n; N = 1, 2 )... 
Note that 
lim J(qP, v’)(jr&) = 0, i=l n. ,..., (4.9) N-m 
From (4.9) we obtain 
V(l)+L~‘(@(l))=O 
where <, is as in (4.6). We rewrite (4.10) as 
@Yl)+ C5JWE)l ~(P(l))=O 
(4.10) 
(4.11) 
5. FURTHER E-CONDITION AND PASSAGE TO THE LIMIT AS c-+0 
We recall (c$“, v’) minimizes (4, v) -+ FKCEj(#, v) over B(E), 0 < E < cl. For 
0 < tI < 1 let v(6) = v, + 0(v - vJ. Since [IV(~) - vOll L < E, 380 > 0 such that 
0 G 8 < 8, implies [Iv(e) - vO/I < E. Thus 
(5.1) 
Let de) = Iiw - v~II~. The function 6’ --) p(8) has right derivative at 
8 = 0 + [ 11. Thus, from (5.1) follows 
jjT(qv, v) > A($v, v”) - Ep’(o+ ) (5.2) 
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where 
tf(x, PI = J’ fO(x(r), CL,, t) dr - j1 $“(r) UC 4th Pr, f) df 
0 0 
+ J1 w’(t) - 4xt)) ~(t, x(t), P,, 1) df 
0 
+ 2 Jo1 (x’(t) - ut)) J; a,~(t, x(s), PL,, s) ds dt (5.3) 
and (x, p) E Ad. 
From (4.8) and (4.5) we can see that the- set of functions {P’(t)} 
0 < E < E, has equiabsolutely continuous integrals. Let 1’ = l/l&r, _ o M(E). 
We can choose an appropriate subsequence of (E} tending to zero so that 
{a”} converges uniformly to an absolutely continuous function @, 
l/M(s) -+ ,I’, (,/M(s) --+ 5. Thus, from (4.5) we get 
’ - SC ’ @(s) ~x~.As, do(t), vor, 7) ds dT 0 7 
+ j; Of,(4,(~)> vor, 7) dr. 
The equation (5.4) is the same as 
+ s ’ @‘Cd &Us, $o(f), vOr, r  dsI 
+ MWoW~ vary f). 
From (4.10) we get 
(5.4) 
(5.5) 
(5.6) 
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Thus (5.5) can be rewritten as 
Q’(t) = n-WO(~)~ VO,? t) + LtW(#o(l)) ~,UL do(t), vat, t) 
+ j+’ Q’(s) d,~%, 40(t), vat, t) ds 
I 
+ 5M1(4o(t), vat> t). (5.7) 
From (4.7) we obtain 
ll@ll, +/lo+- 151= 1. (5.8) 
In (5.2) we divide both sides of the inequality by M(E) and let E + 0 
through an appropriate subsequence to obtain 
ff*t40, VI 2 H*(40, vo), (5.9) 
where for (x, CL) E Ad, 
ff*(x, PL) = 1’ ~“fO(x(f), pLt, ~1 dt 
0 
- s ’ Q(t) Ut, x(t), PI, t)dt 0 
+ s ’ W(x(t), P,, t) dt. 0 (5.10) 
We can rewrite (5.10) in the form 
H*(x, p) = 1’ nOfO(x(t), PU,, t) dt 
0 
+ s ’ rcw(4,(1)) ~(1, x(t), P,, t) + Wx(t), PL,, t)l dt 0 
(5.11) 
where 
@(t)=@(l)-/‘Z(s)d~. 
, 
(5.12) 
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Let us define 
fwf)> PL,, f) = ~“fo(4~)> PI> f) + 5c w’(40(1)) Ul, 4th PLI, t) 
+ M(x(t), PL,> t)l. (5.13) 
Then 
F.Mt), Pt, f) = ~“f”,(m Pt, f) + i”c W($o(l) -&Al, 4th PL,, t) 
+ MAX(t), FL,? t)l. (5.14) 
Using (5.14) and (5.12) we can rewrite (5.7) as 
Z(f) = F.x(4o(th VOII f) + J, ’ Z(s) d,L(s, io(t), vO,, t) ds. (5.15) 
Using (5.13) and (5.11) we obtain from (5.9) 
F(bo(t), vt, t) + J ' Z(s) Us, do(t), v,, t) ds *
3 F(do(f), VOI? t) + J’ z(s) us, do(t)> vO,, t) ds a.e. (5.16) 
I 
LEMMA 5.1. We have llZlla + Jo+ I([ #O. 
Proof Suppose IlZll, + ,I0 + 151 = 0. Then lIZI/ m =0 and thus from 
(5.12) @(t)=@(l). From (5.6) we have Q(l)= -{PV’(d,(l)). From (5.8) it 
follows ItI IfV’(~,(l))l +A’+ ItI = 1 which is impossible if lo= 151 =O. 
Remark 5.1. Using the Assumptions in Section 1 we can deduce from 
(5.4) that @’ is square integrable. From (5.12) we now conclude Z is square 
integragle. 
We now summarize the main results in the following: 
THEOREM 5.1. With the assumptions (i)-(vi) in Section 1 let (do, vo) be a 
relaxed optimal pair for our control problem. We then have a square 
integrable function Z, scalars 2’2 0, 5 such that 
0) II-% +A’+ I51 ZO 
(ii) Ft40(t), v,, t) +I: Z(s) Us, 40(t), v,, f) dsaE;(do(t), vor> f) + 
j: Z(s) Us, bolt), vat, t) ds a.e. 
(iii) Z(t) = Fx(40(t), voI, 2) + J: Z(s) &As, 40(t)> vo,t t) ds 
where F and F, are as in (5.13) and (5.14). 
Remark 5.2. Let us note ((,A’) # (0,O) if 11/11) < 1. Otherwise from 
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(5.15) we see Z = 0 a.e. and we contradict Lemma 5.1. (A is as in the 
Assumptions in Sect. 1). This remark remains true if L(s, do(t), vgt, t) is 
continuous in both s and t, (s, t) E [0, l] x [0, 11. 
6. EXAMPLES WHERE THE CONTROL IS ORDINARY 
I. Let us now consider problems where the optimal relaxed controls 
turn out to be ordinary controls. The first one we consider is the following: 
Min 
i 
,,r [a(s). 4(s) + b(s). u(s)] ds (6.1) 
subject to 
d(t) =f(t) + j; A(& s) 4(s) ds + j; B(t, s) 4s) ds, (6.2) 
j’C(t)-d(t)dt+ jb(t).u(t)dt+ W(q$Jl))=O, (6.3) 
0 0 
where A( t, s) is an n x n matrix and B(t, s) is an n x m matrix. These 
matrices are continuous in both variables and continuously differentiable in 
t. Finally a(s), h(s), C(t), and D(t) are continuous vectors of appropriate 
dimension. 
Suppose (~+4~, v,,) is optimal for 6.1-6.3, where s2 is now a polyhedron. In 
this case, from the linearity of the problem, we can see that vos substituted 
for U(S) in (6.1)-(6.3) and the corresponding optimality conditions is just 
ja u dv,,(u), which is a measurable function, i.e., we have an ordinary con- 
trol uo( t) = Jn udv,,( u). Now, the F in Theorem 5.1 becomes 
F(do(t), u,(t), r) = A°C4t). do(t) + h(t). u,(t)1 
+ SCW’(4o(l))(A(L t) 4(t) + 419 t) u,(t)) 
+ C(t) do(t) -I- D(t). u,(t)1 (6.4) 
F,(do(t), uo(t), t) = A”4t) + t[Iw(bo(l)) A(4 t) + C(t)]. (6.5) 
Thus, 
Z(t)= A”a(t) + t[ w’(~,(l)) A(1, t) + C(t)] + j’ Z(s) A(s, t) ds. (6.6) 
f 
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From Theorem 5. 1 (ii) and (6.4) we obtain 
l”b( t) . u(t) + 5c W(do(l)) B(L t) + D(t)1 . u(t) 
s 
1 
+ Z(s) B( t, s) u(s) ds 
f 
3 lob(t). u,(t) + 5C w’(4,(1)) B(l, t) + Wt)l. u,(t) 
+ j’ Z(s) B( t, s) uo( )s) ds. (6.7) 
* 
Integrating both sides of (6.7) and changing order of interation we can 
deduce 
~“b(t)+~IV’(~o(l))B(l, t)+D(t)+Z(t)[‘B(s, t)ds .u(t) 
0 1 
3 A”b(t)+~IV”(q&,(l))B(l, t)+D(t)+Z(t)fB(s, t)ds 
i 1 . uo( t) a.e. 0 
(6.8) 
Suppose the control set is a polyhedron. Then, from (6.8) one can deduce 
that u,(t) must be a piecewise continuous function with values in the ver- 
tices of the polyhedron. 
II. Next, keeping 52 still a polyhedron, let us consider the problem 
where we keep (6.2) and (6.3) and replace (6.1) by 
Min 1’ < E/(&s), s) U(S), U(S) > ds + j,’ a(s). d(s) ds. 
0 
(6.9) 
The matrix H(&s), s) has the form 
[ 
tl,($qs), s) 0 . . ' . . . . . 0 
ff(4(s), .y) = y 
0 
: I 
2 
0 . . . . . . . . uis)~ s) 
where 19,(&s), s) B 0, 1 Q i < n. We suppose the control set L? is such that if 
UEQ, u=(u , ,..., u,,), then ui 2 0, 1 d id m. Suppose (bo, vo) is optimal for 
(6.9) (6.2), and (6.3). Note that 
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From (6.10) we note that d0 and the measurable vector function 
(I 
n Ul ~V,,(~)Y.? jQ urn &S(U)) 
constitute an optimal pair. 
(6.11) 
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