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1. INTRODUCTION 
We are interested in second-order linear delay equations of the general 
form 
(P(f) u’(t))’ + i 4;(t) u(t,(t)) + jz;a, 4% 2) 4s) ds = 09 tE (a, b). (1) 
i= 1 
The independent variable t varies in a given bounded or unbounded sub- 
interval Z= [a, b) of the real line. The leading coefficient p(r) is assumed 
to be C’ and positive in Z to avoid the existence of singular points. The 
coefficients qi(t) (i= 1, . . . . n) and the kernel k(s, t) are continuous functions 
over Z and {(s, t): s 6 t, a 6 t < b}, respectively. Most of the results require 
that the coefficients and the kernel function of at least one of the equations 
involved be nonnegative. 
It is easy to see that equations having a variable lower limit in the 
integral can be rewritten in the form of (1) by defining k(s, t) to be 0 for 
s less than the lower limit of integration. Such types of equations are 
considered in Sections 3 and 4. 
The delay functions r;(t) satisfy 
z,(t) < t. 
The maximal delay-hull function r(t) is defined as 
(2) 
r(t)=min{r,(s):s3t, i= 1, . . . . n }. (3) 
If we allow k(s, t) to be a generalized function containing Dirac delta func- 
tions, or if we relax the integral in (1) to a Stieltjes integral, we can absorb 
the second term of (1) into the third one, but we prefer to deal with the 
equation in the expanded form. 
Classical theory asserts that given any “initial function” 4(t) defined on 
the “initial interval” [z(a), a], there exists a unique solution to (1) in 
[a, b), with 
u(t) = d(f)> t E CT(Q), aI, (4) 
and 
u’(u+)=$h’(u-), (5) 
where ~‘(a + ) and ~‘(a - ) denote the one-sided right-hand and left-hand 
derivatives, respectively, of u(t) at the point t = a. Condition (5) is imposed 
SO that u(t) is C’ at the endpoint t = a. If this property is not required, then 
~‘(a + ) can be assigned any value. 
In the theory of second-order differential equations of the form 
(P(f) u’(f))’ +4(t) u(t) = 0, (6) 
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the celebrated Sturm comparison theorem asserts that the zeros of u(t), if 
there are any, move to the left as the coefficient function q(t) is perturbed 
by adding a nonnegative function, while the initial conditions are fixed. An 
extension of Picone says that the same is true if p(t) is decreased. Note that 
no sign condition on q(t) needs to be imposed. 
Unfortunately, a comparison theorem for (1) in such a strong form as 
the Sturm-Picone result is no longer true. With more stringent conditions, 
however, we are able to establish a weaker comparison result. First of all, 
only the movement of the first zero of the solution can be tracked by our 
main theorem. Then only nonnegative coefficients and nonnegative initial 
conditions are allowed, at least in one of the equations being compared. 
Furthermore, the leading coefficient p(t) cannot be varied. 
Most work in the oscillation theory of delay equations is concerned with 
obtaining oscillation or nonoscillation criteria for (1). Our Sturm-type 
result has obvious applications in this aspect of the theory, although in 
most cases a much cruder form of the result will suffice. We give in 
Section 3 an interesting application of our main theorem to obtain a 
uniqueness result for a nonlinear boundary value problem. It is a situation 
in which the full stength of the comparison theorem is needed. Our unique- 
ness result is a generalization of the well-known Moroney theorem for 
equations without delay. 
In the literature, there exist comparison theorems of a different nature. A 
delay equation is compared with a similar equation without delay, and the 
oscillatory behavior of one is then deduced from the other. We establish a 
result of this type in Section 4 using the Riccati equation technique. It 
improves upon a weaker form of a theorem of Mahfoud [7]. Mahfoud’s 
theorem is in turn a generalization of an earlier result of Wong [ 111. We 
also show how Wong’s original theorem can be sharpened in a different 
way. 
We are interested in 
I= [a, b), 
2. Two STURM THEOREMS 
comparing (1) with a similar equation defined in 
(P(f) u’(t))’ + i Q,(r) u(z,(r)) + 1: j Ws, t) u(s) ds = 0, (7) 
i= I - ‘,a’) 
which has the same leading coefficient p(t) and delay functions zi( t). Let 
the initial functions for u(t) and v(t) be d(t) and $(t), respectively. The 
coefficients qi(t) and Qi(?), the kernel functions k(s, t) and K(s, t), and the 
initial functions are assumed to satisfy certain comparison conditions. 
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Depending on the signs of the variously values involved, different sets of 
conditions can be imposed. 
(Al) Q;(t)> Iqj(t)l, i= 1, . . . . n. 
(AZ) K(s, t) 2 MS, t)l, s, t E I. 
(A3) Il/(tYll/(a) 3 I4tMa)L tE CT(Q), ~1. 
If we assume that all the coeflicients of (l), q;(t), and k(s, t) are nonnegtive, 
then we can relax (A3). 
(Bl) Qi(t)>qi(t)>O, i= 1, . . . . n. 
(B2) K(s, t)ak(s, t)>O,s, tEZ. 
(B3) ICl(tN(a) 3 0, IC/(tN(a) 3 $(tMa), t E L-~(U), al.
Likewise, if we assume that qb(t)/#(a) > 0, we can relax (Al) and (A2) 
(Cl) Qi(t)>Oy Qi(t)>qi(t), i= 1, ...,n. 
(C2) K(s, t) > 0, K(s, t) > k(s, t), s, t E I. 
(C3) Il/(tM~) 2 4(tM(a) 2 0, t E [7(a), al. 
There is one more useful case which we need in the next section. This 
occurs when the comparison solution u(t) has a zero at t = a. We say that 
a function does not change sign in an interval if it remains either non- 
negative or nonpositive throughout the interval. 
(Dl) Qi(t)>qi(t)30, i= 1, . . . . n. 
(D2) K(s, t)>k(s, t)30, s, tel. 
(D3) $(a)#0 and $(t) d oes not change sign in [7(u), a]; $(a) = 0, 
&(a) # 0, and d(t) does not change sign in [7(u), a). 
From (A3/B3/C3), we obtain 
(8) 
The case in which the set of coditions (Dl))(D3) is satisfied can be reduced 
to the case of (Bl)-(B3). From (D3), we see that u’(t)/u(t) + cc as t + a+. 
A new initial point Lz can be chosen so that with the shifting of the initial 
interval to [z(S), a], the conditions (Bl)-(B3) now hold. 
THEOREM 1. Assume that one of the sets of comparison conditions 
(Al/Bl/Cl/Dl)-(A3/B3/C3/D3) holds, and that the solution u(t) of (7) does 
not vanish in I. Then, for UN t E (a, b), 
u’(t) d u’(t) - - 
u(t) u(t) ’ 
(9) 




As a consequence, u(t) does not vanish in (a, b). 
Proof: Using the variables r(t) = -p(t) u’( t)/u(t) and R(t) = 
-P(l) u’(tMt), we obtain from (1) and (7) the following Riccati 
equations: 
k(s, f) ; ds (11) 
and 
R2(t) n R’(t) = - p(t) + c Qi(f) ~ u(Ti(t)) + i=l u(t) s ’ K(s, t) !I!@ ds. (12) r(a) v(t) 
According to the first two comparison conditions, R(t) satisfies the 
differential inequality 
P(t) n ’ R’(t) 3- p(t) + c Iq;(t)l ~v(zi(t)) + 
,=l v(t) 
I 
I&, t)l 2 ds. (13) 
r(a) 
Inequality (8) now becomes 
R(aC)>r(a-), (14) 
and the conclusion (9) is equivalent to R(t) 2 r(t), for all1 t E (a, b). 
If we look hard enough, we can probably find a general theorem in the 
theory of differential inequalities that is applicable in this situation to give 
us the desired conclusion. A proof from first principles, however, is not too 
involved and is given below. 
First, of all, we may assume without 10s of generality that the inequalities 
in (13) and (14) are both strict. Indeed, in the contrary case, we can first 
establish the required result with v(t) replaced by v,(t) (E > 0), which 
satisfies the modified delay equation 
(P(t)V:(t))‘+ i P,(r)u,(T;(t))+~~~~)K(s,r)V,(s)ds+&=O (15) 
i= I 
and the initial condition 
R,(aC)=E+R(a-)>r(aC). (16) 
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From (15), we get the modified Riccati inequality 
K(f) > (17) 
The general result then follows from the specialized result by letting E + 0. 
The continuous dependence of R,(t) on E can be easily established in view 
of the simple form of the equations involved. 
We claim that under the hypothesis of strict inequalities, the conclusion 
(9) actually holds with a strict inequality sign. Suppose that this is false. 
Let G > a be the first point at which R(a) = r(a). Then for all t E [a, a), 
R(t) > r(t). It follows that 
u’(t) < u’(t) 
u(t) u(t) ’ 
for all t E [a, a). 
Integrating this over the interval [s, t] c [a, a], we get 
->uO 4s) 
v(t) I I u(t) ’ (19) 
for all s < t E [a, 01. Combining this with the third comparison condition, 
we see that (19) actually holds for all s < t E [r(u), a]. Hence the right- 
hand side of (13) is not smaller than that of (11) for all TV [a, 01. The 
various sign requirements in the comparison conditions are imposed to 
ensure that the product of the coefficient and the fraction in each of the 
terms of (11) and (12) do inherit the desirable comparison property. We 
have now concluded that R’(t) > r’(t) for all t E [a, a]; in particular, 
R’(o)> r’(c). This contradicts the assumption that R(a) = r(a) and 
R(t) > r(t) for r < G and completes the proof of the theorem. B 
A comparison theorem involving differnt delay functions is valid if the 
coefficients and initial values involved are nonnegative and the solution is 
monotone. The proof is similar to that of Theorem 1. We state below only 
a more restricted formulation in which the two equations involved have the 
same coeffkients and initial conditions. A straightforward combination of 
this with Theorem 1 will yield a more general result. 
We now use the equation (7) and its solution u(t) as the basic com- 
parison equation and function, respectively. Let fi(t) be another set of 
delay functions satisfying 
Tj(r)<ti(t)dt, i=l n 7 ...> (20) 
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and let w(t) be the solution of the delay equation 
satisfying the initial condition (5). Furthermore, assume that 
Qi(t,, Q, t) 3 0 (22) 
and 
(f’(t) GO or 20 in [z(a), a]. (23) 
THEOREM 2. Let u(t) and w(t) be, respectively, nonnegative solutions of 
(7) and (21) in the interval I= [a, b), with the same initial values given by 
$(t). Suppose that conditions (20) and (22) hold and that $‘(t) <O in 
[r(a), a]. Then for all t E [a, b), 
(24) 
and 
w(t) 6 u(t). (25) 
On the other hand, if (20) and (22) hold but e’(t) 3 0 in [z(a), a] and both 
w’(t) and u’(t) are nonnegative in [a, b], then the reverse inequalities hold in 
(24) and (25). 
Proof: The function S(t) = -p(t) w’(t)/w(t) satisfies the Riccati equa- 
tion 
S’(t) n ’ S’(t) = - p(t) + 1 Q,(t)- w(zi(t))+ 
i=l w(t) 
s K(s, t) z ds. (26) 
T(U) 
Since w(t) is decreasing (increasing), w(t,(t)) b (d ) w(z,(t)). Hence S(t) 
satisfies the Riccati inequality 
S’(t)P(B)$$+ i Q;(t)F+j’ I+, t)$ds. (27) 
,=l T(U) 
The comparison between S(t) and R(t) can then be carried out as is done 
in the proof of Theorem 1 for R(t) and r(t). 1 
Theorem 2 asserts that for a decreasing solution, a “shorter” memory 
slows down oscillation, whereas for an increasing solution, it speeds 
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up oscillation (in the sense that the solution reaches its maximum or 
rebounces faster, and not that the solution becomes zero faster). 
3. A UNIQUENESS RESULT FOR A BVP 
In this section we apply Theorem 1 to establish a uniqueness result for 
the positive solution of some second-order nonlinear boundary value 
problems in which the solution has shortening memory. This extends a 
well-known theorem by Moroney for equations without delay. Let us first 
review the dassical result. 
Consider the nonlinear boundary value problem 
u”+q(t)f(u)=O, tE (6 b), 
(28) 
u(t) > 0 for all t E (a, 6), u’(a) = u(b) = 0, (29) 
where -cc<a<b<cc andq(t)andS( ) u are nonnegative C’ functions of 
t and U, respectively. Moroney [8] proved that under the additional condi- 
tions that f is superlinear and q is nonincreasing, namely, 
f(u) is nondecreasing in u > 0 (30) u 
and 
q’(t) 6 0, (31) 
the boundary value problem has no more than one solution. The differen- 
tiability requirement on f(u) and q(t) can be easily removed by 
approximating them with smooth functions. 
The method of proof we adopt here was first devised by Coffman, who 
attributed some of the main ideas to Kolodner. The method has since been 
applied successfully to a wide range of equations. For a survey of known 
results for equations without delay, see [4]. 
Instead of studying a boundary value problem, we solve an initial value 
problem with an additional condition at t = a, assigning an initial height: 
u(a) = a, u’(u) = 0. (32) 
The solution u(t, LX) is considered as a function of both t and the parameter 
~1. The first zero of u(t, CI) is denoted by B(m). If it happens that B(a) = b 
for some a, then we have a solution of our boundary value problem. The 
basic idea is a detailed study of the dependence of B(a) on LX. If B(E) is a 
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monotone function of a, then obviously the boundary value problem has 
no more than one solution. 
The monotonicity of B(a) is inferred from the sign of the function w(t) = 
&(t, a)/& at the point t = B(a). Suppose that we show that w(B(cr)) is 
always negative. This means that as CI is increased, say, from ol, to CQ, the 
value of u( t, a) at the point B(a, ) decreases. Since u(B(cr ,), c(, ) = 0, this 
means that u(B(rx,), a) becomes negative as c( is increased. In particular, 
u(B(a,), Q) ~0. By continuity, therefore, u(t, ~1~) must have a zero before 
the point t= B(cr,). In other words, B(Q) < B(cc,). 
To complete the proof, we must look closely at the sign of w(t) over the 
interva1 [a, B(E)]; the Sturmian theory comes in here. The function w(t) 
satisfies the first variational equation 
w”+q(t)f’(u)w=O (33) 
and the initial conditions 
w(a) = 0, w’(u) = 1. (34) 
This equation can now be compared with (28) as a “linear” equation. The 
superlinearity of S(u) implies that w(t) oscillates faster than u(t) and so 
w(t) must have at least one zero in (a, B(a)). Next the nonincreasing 
property of q(t) is used to show that w(t) oscillates less than the derivative 
of u(t). Hence w(t) cannot have another zero in [a, B(a)]. In conclusion, 
we have shown that w(t) must change sign exactly once in [a, B(a)] and 
so w(B(a)) < 0, as desired. In the rest of this section, we extend this method 
to delay equations to illustrate the usefulness of comparison results of the 
type established in Section 2. 
We first consider equations in which the delay memory enters the 
equation discretely, 
u”(t) + i 4i(t)fi(u(ti(t)))=0, 
i= I 
t E [a, bl, (35) 
where zi( t) are delay functions of the type considered before and qi(t) and 
fi(u) are nonnegative C’ functions of t and U, respectively. A leading coef- 
ficient p(t) can be added, but it is a well-known fact that such general 
equations can always be transformed into the simpler one (35) by a change 
of the independent variable. 
We assume that the memory span shortens with time, 
T;(t) 2 1 (36) 
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In other words, the function t - r;(t) is nondecreasing. This includes the 
simple case in which the delay functions are constant. The functions f, are 
superlinear, i.e., each satisfies (30). This condition is equivalent to 
fi(u) ---<f:(u) forall u>O. u 
Finally each qi(t) is nonincreasing, 
q;(t) GO. (38) 
We next formulate the boundary conditions that extend (29). Let 4(t) be 
a nonnegative nonincreasing C’ function defined in [t(a), a]. In the initial 
interval, we impose the condition 
u(t) 4(t) -=- 
u(a) O(a)’ 
u’(a+) = u’(a-). (39) 
Note that if d(t) is a constant function, then (39) is a generalization of the 
classical Neumann condition. At the right endpoint we impose the 
Dirichlet condition 
u(b) = 0. (40) 
THEOREM 3. Suppose that qi(t) and f(u) are nonnegative C’ functions 
satsisfying (37) and (38), and that ri(t) are delay functions satisfying (36). 
Given any nonnegative nonincreasing C’ function &a), there exists at most 
one solution to the delay equation (35), positive in (a, b) and satisfying the 
boundary conditions (39) and (40). 
Proof: If there exists no solution at all, then the theorem is obviously 
true. We therefore assume that there is at least one solution. Consider the 
initial value problem for the delay equation (35) subject to (39). We are 
free to choose the initial height 
u(a) = a > 0. (41) 
Denote the solution by u(t, ~1). We only consider those solutions that even- 
tually intersect the t-axis. Let B(a) be the first zero of the solution. 
Define 
(42) 
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By taking the partial derivative of (35) with respect to LX, we see that w(t) 
satisfies the delay equation 
w”(t) + i qi(t)fl(u(zi(t))) w(si(t)) =O. 
,=I 
(43) 
By taking the partial derivative of (39), we see that the initial condition for 
w(t) is given by 
(44) 
We take (43) to be a linear equation in w(t) with coefficients 
qi(t)fi(u(zi(t))). On the other hand, we can take (35) to be a linear equa- 
tion in u(t) with coefficients qi(t)fi(u(zj(t)))/u(ri(t)), which, according to 
(37), are smaller than the corresponding coefficients in (43). Obviously the 
initial conditions involved are comparable. Hence by Theorem 1, w(t) 
oscillates faster than u(t). It follows that w(t, a) has a zero before B(a). 
Denote the first zero of w(t) by a. Because the coefficients of the equation 
are positive, w’(G) < 0. In other words, the second half of (D3) holds with 
w and 2 in place of 4 and a. 
Next we would like to show that w(t) does not oscillate fast enough to 
produce a second zero before t = B(M). To that end, we compare w(t) with 
another function u(t), each as a solution of a delay equation in [a, B(a)]. 
We choose u(t, a) = au(t, @)/at. Since u(t) < 0 in [t(a), a] and u(G) < 0, 
the first half of (D3) also holds. By differentiating (35) with respect o t, we 
obtain the following delay equation for u(t): 
u”(t) +i T:(t) 4;(t)fX4T;(t))) + qi(t).L(4T;(t))) > U(T,(t)) =o. (45) i= I u(Ti(t)) 
In view of (36) and (38) and the fact that u(t) < 0 in [a, B(U)], each coef- 
ficient in (45) is larger than the corresponding one in (43). Hence 
Theorem 1 applies, and we deduce that u(t) oscillates more than w(t). Since 
the former has no zero in (cl, B(a)], neither has w(t). Thus w(B(a)) < 0. 
Coffman’s argument can now be repeated to show that B(E) is a strictly 
decreasing function of TV. This fact rules out the possibility of having two 
distinct initial heights a, and a2 such that B(a,) = B(a,) = b. 1 
We now consider equations in which memory influences the solution in 
a continuous way, 
u”(t) + j’ k(s, t) f(u(s)) d.7 = 0. (46) 
T(f) 
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Note that we have to assume that memory reaches back only up to r(t) 
instead of up to r(a) as in the general equation (1). Equations that contain 
both discrete and continuous types of memory can be treated by combining 
the two results in the section. 
THEOREM 4. Assume that f(u) is superlinear, i.e., it satisfies (30), the 
delay function T(t) satisfies (36), and k(s, t) is nonincreasing in both of its 
variables, 
W, t) < o 
as‘ 
and Ws, t) < o. 
at‘ 
Then there exists at most one solution to the delay equation (46), positive in 
(a, b) and satisfying the boundary conditions (39) and (40). 
Proof The proof is basically the same as that of the previous theorem. 
The function w(t) = au(t, cr)/& now satisfies the linear delay equation 
w”(t) + j-’ k(s, t) f ‘(u(s)) w(s) ds, (48) 
r(r) 
which oscillates faster than (46) in the interval [a, B(a)]. Again we com- 
pare w(t) with v(t) = u’(t) to conclude that the former has exactly one zero 
in [a, B(a)]. The required differential equation for v(t) can be obtained as 
follows. Differentiating (46) gives 
’ Z’k(s, t) 
v”(t)+[7Cr,7f(a(s))ds 
+ k(t, t) f(u(t)) - .r’(t) k($t), t)f(u(z(t))) = 0. 
Integration by parts gives 
k(t, t) f(u(t)) = k(r(t), t) f(u(z(t))) 
+ jr;,, k(s, t) f ‘(u(s)) v(s) ds + j”’ 
r(1) 
%j+) f(u(s)) ds. 
Substitution into (49) gives 
v”(t) + j-Tit) k(s, t) f’(u(s)) v(s) ds + j’ 
r(t) 
v f(u(s)) ds 
f ak(s, t) 
+ S,,, at 





By hypotheses, the last three terms in this equation are nonpositive. Since 
u(t) is also nonpositive, these terms have the effect of increasing the kernel 
coefficient in the delay euation. Thus by Theorem 1, v(t) oscillates faster 
than w(t), as desired. 1 
4. SOME OSCILLATION CRITERIA 
A differential or delay equation defined in [a, co) is said to be oscillatory 
if all its solutions have arbitrarily large zeros. In this section we assume 
that the coefficients and kernel functions in the equations are nonnegative, 
as current techniques are not adequate to handle the more general situa- 
tion. With this assumption, any nonoscillatory and eventually positive solu- 
tion of a delay equation eventually must be concave and nondecreasing. 
Theorems 1 and 2 of Section 1 have an obvious application in the oscilla- 
tion theory of linear delay equations. They provide an alternative proof to 
a well-known comparison theorem (see, for example, Mahfoud [7]). 
Consider delay equations of the form 
(P(f) u’(t))’ + i 4,(t) U(T,(f)) + J-’ k(s, t) u(s) ds = 0, t 2 a. (52) 
i= 1 To(r) 
We make the assumptions that 
and 
4itt) a03 4% t) > 0, (53) 
lim T(t)= lim min{r,(t): i=O, . . . . rz} = co. (54) t--r= r--r00 
The last condition requires that memory of the distant past be gradually 
lost and allows us to ignore any compact initial interval by restricting our- 
selves to sufficiently large time t. 
We can compare (52) with another delay equation 
(p(t) u’(t))’ + i Q,(t) 4?;(t)) + J?;(,) 0, t) 4s) ds = 0, t>a. (55) 
r=l 
The following known result can be easily deduced from Theorems 1 and 2. 
THEOREM 5. Suppose that for s, t sufficiently large, 
Q,(t) 2 s,(t) 3 0, i=l , . . . . n, t 3 a, (56) 




z,(t) 3 7,(t), i=O, . . . . n. (58) 
Zf (52) is oscillatory, so is (55). 
Mahfoud [7] showed that the oscillatory behavior of an nth order (in 
general, nonlinear) delay equation can, under favorable assumptions, be 
deduced from that of the corresponding differential equation without delay. 
In the special case of a second-order linear delay equation of the form 




ct < 7(t) < t for some c > 0, (61) 
one of the results in [7] asserts that oscillation of (59) follows from that 
of 
u”(t)+cq(t)u(t)=O. (62) 
This includes a well-known result of Wong [ 111 for the coefficient function 
q(t) = (1 + E)/4ct2. Prior oscillation criteria for delay equations were mostly 
derived directly with proofs extending classical proofs for the correspond- 
ing differential equations without delay. For related work, see [3, 9, lo]. 
In this section we use comparison techniques to prove a better result 
which is applicable to delay functions that vary in a less regular fashion. 
We discuss the linear case in detail. Extension to equations of the Emden- 
Fowler type are straightforward. The method, however, does not extend 
immediately to either very general nonlinear or higher-order equations. 
Let 
e(t)=f 1.f qi(t) 7/(t) + S:,i, sk(s, t)ds]. ,=I (63) 
THEOREM 6. Suppose that (53) and (54) hold. If the differential equation 
(p(t) u’(t))’ + O(t) o(t) = 0, t3a (64) 
is oscillatory, so is the delay equation (52). 
Proof. We suppose the contrary, namely, that (52) is not oscillatory, 
and proceed to derive a contradiction, By definition, (52) has a solution 
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u(t) that is eventually positive. By (54), we may assume without loss of 
generality that u(t) > 0 throughout the entire interval of interest. Since the 
coefficients and kernel function are nonnegative, u(t) is concave. It follows 
that u’(t) is decreasing and remains positive. 
Suppose that lim, _ o. u’(t) = p > 0. Then asymptotically u(t) - pf. Sub- 
stituting into (52) gives u”(t) - @(t). The convergence of u’(t) implies the 
integrability of u”(t). Hence 
I 
* 
d(t) df < co. (65) 
But it is well known that this condition implies the nonoscillation of (64), 
contradicting our hypothesis. 
Thus we have lim,, oc, u’(t) = 0. Let us take a point on the solution 
curve, (t,, u(ti)). Denote by L the straight line joining this point and the 
origin (0,O). Concavity implies that L, when extended, can intersect the 
solution curve at at most two points. Let us first consider the case where 
there are two points of intersection, t, and t2. Without loss of generality we 
may take t, < t,. The part of the straight line between these two points lies 
below the curve. Let t, > t2 be so large that s(t) > f1 for all t > Q,. For any 
t > t,, the line joining (0,O) and (t, u(t)) lies under L. Hence the part of 
this line between r(t) and t lies under the solution curve. This implies that 
u(r(t)) >y u(t), for all t > t,. (66) 
The case in which L is tangent to the solution curve at t, can be treated 
as the degenerate case t, = t,. Now suppose that (ti, u(ti)) is the only 
point of intersection. If L lies under the solution curve in the interval 
[a, ti], then (64) actually holds for all t> a. Finally let us note that the 
remaining case is void since concavity and lim, _ ~ u’(t) = 0 dictate that the 
curve must meet L again. 
Rewrite (52) in the form 
(p(t) u’(r))‘+ ( i qi(t) y + jr i=l rot0 k(s, t)$ds > u(t)=O, t 2 a, 
(67) 
and regard it as a linear equation without delay; the entire expression 
within the large parentheses is taken to be the coefficient of U(Z). By (66) 
this “coefficient” is larger than e(t). 
Therefore from classical Sturmian theory, (67) or equivalently (52) 
oscillates faster than (64), giving us the desired contradiction. 1 
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It is easy to see that Mahfoud’s theorem for linear equations is a 
corollary of this theorem. In fact, if (61) holds, then 
0(t) = v 2 cq(t). 
On the other hand, for delay functions that vary widely, such as 
r(t)=t-(t-fi)sin t, 
Theorem 6 works better. 
(69) 
It is obvious how the proof of Theorem 6 can be modified to handle 
nonlinear equations of the Emden-Fowler type. For simplicity we use the 
special case 
u”(t)+q(t) I2F-l (r(t))1 u(t(t)) = 0, Y>O (70) 
to illustrate the idea. The associated differential equation is 
d’(t)+ +) ?q(t) (u’-‘(t)1 u(t)=O. 
( ) 
Making use of the well-known oscillation criteria of Atkinson [l] for the 
superlinear case (y > 1) and of Belohorec [ 21 for the sublinear case (y < 1 ), 
we can easily show that (70) is oscillatory if (71) is. 
We next show how Wong’s original theorem can be sharpened 
significantly using the change of variable method for Euler’s equations. 
THEOREM 7. Suppose that (62) holds. Then the delay equation (59) is 









2 Iln cl * (74) 
The constant K, is the sharpest for this comparison result to hold. It is 
characterized as the maximal value of the function K(a) = a( 1 - a)/P over 
the interval [0, 11. 
STURM COMPARISON THEOREMS 321 
Before discussing the proof, let us tabulate some numerical values of K, 
with the corresponding constant 1/4c in Wong’s result, to get an idea of the 
improvement provided by our theorem. 
1 - K c 
2 0.5841870710 0.50 
3 0.6282863870 0.75 
4 0.65634309090 1.00 
5 0.6761969465 1.25 
6 0.6912140505 1.50 
7 0.7031034055 1.75 
8 0.7128330280 2.00 
9 0.7209971385 2.25 
10 0.7279831765 2.50 
20 0.7673805505 5.00 
1 
4c 
Theorem 7 has a straightforward extension to delay equations of the 
form (52), when p(t) E 1. The oscillation condition is then 
(75) 
We will only sketch the proof of Theorem 7 since the crucial ideas are 
classical. In view of Theorem 6, we may assume without loss of generality 
that r(t) = ct. Furthermore, all we need to show is that the equation 
(76) 
oscilllates if K > K,.. The change of variable t = es transforms (76) into 
d=v dv 
ds2 - z + Kv(s - Iln cl ) = 0, 
which is a linear delay equation with constant coefficients and a constant 
delay. This equation can be studied by using the method of characteristic 
equation. It has two fundamental solutions of the form vi(s) =e”lS and 





In terms of the original variable t, the solutions are u, (t) = tat and 
v,(t) = t”*. 
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The problem has thus been reduced to establishing the following fact: 
The equation (77) is oscillatory if and only if the characteristic 
equation (78) has no real roots. 
We are grateful to Professor Ladas [S] for informing us that a 
generalization of this fact to systems of linear delay equations with con- 
stant coefficients and constant delays has been worked out, and for sharing 
with us his proof, which is still in manuscript form. The main tool used in 
the Laplace transform. 
For the sake of completeness, we outline below an alternative proof 
suitable for the second-order case in question. Suppose now that the con- 
clusion of the theorem is false; hence (76) has a nonoscillatory solution u(s) 
with U(S) >O for s>s,. We can regard it as a solution of (76) on 
[so + Iln cl, co) with the restriction of u(s) on I, = [s,, s,, + Iln cl] as initial 
function. Let /? be a sufficiently large constant and let k be another 
constant chosen so that the function $(s) = keBs satisfies 
Wo) = &J and $(s) ’ 4s) for SEZ,. (79) 
Let U(s) be the solution of (76) with If/( s as initial function. By Theorem 1, ) 
U(s) oscillates less than D(S). So V(s) > 0 for all s > sO. The function U(s) can 
be determined explicitly in each interval I; = [s,, + i /In cl, s0 + (i + 1) Iln cl ] 
from its value in the previous interval Zip i. It is not difficult to see that in 
the first two such intervals, the inequality 
$9 + lln cl) O(s) 
V(s, + /In cl)’ U(sO) (80) 
holds. Theorem 1 implies that the same inequality holds for all s > sO. After 
normalization and shifting, the value of D(s) in each interval Z,, vi(s) = 
V(s + i Iln cl)/V(s,, + i lln cl ), forms a decreasing sequence (for i = 1, 2, . ..) of 
positive functions, having a limiting function. With this information it is 
not difficult to see that the limiting function, which reflects the asymptotic 
behavior of V(S), must be of the form ui(s) or u*(s). Hence one of these 
must be nonoscillatory, implying that either c(i and CQ must be real. 
Directly substituting u(t) = ta into (76) gives K= K(a) = c1( 1- a)/~~. If 
K> Kc, no real CI exists that satisfies this relation, and we have a contra- 
diction. 
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