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Resumo
Neste trabalho, o problema de encontrar a solução para as equações 
da rede elétrica é abordado. O problema de fluxo de carga em redes de potência 
e o problema de restauração de solução, assim como a metodologia específica para 
ambos, são os temas centrais. Esta metodologia está baseada em métodos numéricos 
para problemas não lineares esparsos, onde os métodos iterativos em subespaço de 
Krylov tem um papel importante.
Abstract
The problem of finding the solution to the electric network equations is 
considered in this work. The power flow problem and the restoring solution problem 
as well as approaches to deal with them are the main subjetcs. This methodology is 
based on numerical methods for sparse nonlinear problems where Krylov subspace 
iterative algorithms play an important role.
Introdução
Devido ao aumento contínuo da demanda de energia elétrica nas últi­
mas décadas, planejar sistemas de potência mais eficientes é de fundamental im­
portância, representando um forte impacto econômico e social. Encontrar uma 
solução ótima para problemas desses sistemas é sinônimo de economia, eficiência 
e integridade dos componentes elétricos.
A formulação matemática do problema físico dos sistemas de potência 
origina um modelo muito interessante e que requer uma metodologia bem elaborada 
para a sua resolução. Neste contexto, resolver as equações oriundas desses sistemas 
de maneira ótima é indispensável.
O problema de fluxo de carga é representado por um sistema de equa­
ções não lineares, em geral com muitas variáveis, contendo as equações da rede 
elétrica. Técnicas de otimização aliadas a ferramentas da álgebra linear, mais especi­
ficadamente, métodos de Newton Inexatos com modernos métodos iterativos para re­
solver os sistemas lineares obtidos, constitui uma importante metodologia numérica. 
Um dos interesses deste trabalho é comparar o desempenho de diversos métodos ite­
rativos em subespaços de Krylov, para a resolução do problema de fluxo de carga via 
o método de Newton inexato. Na tentativa de acelerar a convergência, foram usadas 
técnicas de precondicionamento baseadas na eliminação gaussiana, obtendo-se uma 
melhora significativa no desempenho.
Com a modelagem de sistemas de potência cada vez mais restritos 
e com estado de operação próximo aos seus limites, ocorrem casos frequentes nos 
quais as equações da rede elétrica não apresentam solução. A busca de uma solução 
viável resulta no problema de restauração da solução, evitando situações de colapso 
do sistema. Surge, então, um problema de quadrados mínimos não linear com re­
strições, que precisa ser abordado convenientemente. Várias metodologias têm sido 
adotadas neste sentido [3, 5, 9, 15]. A metodologia usada neste trabalho para encar­
ar este tipo de problema é a mesma proposta em [5], usando uma outra função de 
mérito, a saber o Lagrangeano aumentado. Observando a taxa de convergência do
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método, cogitou-se um mal condicionamento da matriz do sistema, constatado pos­
teriormente, lançando mão de um sistema linear alternativo, com mais variáveis, mas 
com um condicionamento mais favorável, principalmente quando problemas reais são 
abordados.
Este trabalho desenvolve as metodologias citadas anteriormente para 
a busca da solução ótima para as equações da rede elétrica. A ênfase reside na 
implementação e avaliação do comportamento numérico destas metodologias, além de 
um estudo dos algoritmos iterativos lineares, ponto central no contexto das equações 
não lineares.
O conteúdo está organizado como segue. O primeiro capítulo tra­
ta do problema físico em questão, fluxo de carga com e sem solução, explicitando 
os parâmetros necessários e suas formulações. No segundo capítulo, descreve-se os 
métodos numéricos para problemas não lineares e todas as suas características dire­
cionadas às formulações. Seguem no capítulo três os resultados numéricos resultantes 
das implementações computacionais. Dada a relevância dos modernos métodos iter­
ativos como ponto central para a resolução de sistemas lineares esparsos, um estudo 
dos métodos em subespaços de Krylov é desenvolvido no capítulo quatro. Con­




O Problema das equações da rede 
elétrica
Este capítulo destina-se esclarecer o problema físico em questão, mos­
trando os problemas matemáticos, variáveis, parâmetros e formulações. Faz-se uma 
dedução do problema de fluxo de carga, tema central deste trabalho, e do problema 
de restauração da solução, ocorrendo quando o problema de fluxo de carga não tem 
solução.
1.1 A spectos gerais - fluxo de carga
O cálculo do fluxo de carga em uma rede de energia elétrica consiste, 
essencialmente, na determinação do estado da rede, da distribuição dos fluxos e de 
algumas outras grandezas de interesse. Será abordardo o problema estático, signifi­
cando que a rede é representada por um conjunto de equações/inequações algébricas.
Os componentes de um sistema de energia elétrica podem ser classifi­
cados em dois grupos:
•  barras - geradores, cargas, reatores e capacitores
•  circuitos - elementos que interligam as barras, (linhas de transmissão e trans­
formadores)
As equações básicas do fluxo de carga são obtidas por meio da conser­
vação das potências ativa e reativa em cada barra, isto é, a potência líquida injetada 
deve ser igual a soma das potências que fluem pelos componentes internos da barra. 
Isso equivale a impor a primeira lei de Kirchhoíf.
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O problema do fluxo de carga pode ser formulado por um sistema de 
equações e inequações algébricas não lineares que correspondem, respectivamente, as 
leis de Kirchhoff e a um conjunto de restrições operacionais da rede elétrica e de seus 
componentes. Na formulação mais simples do problema, para cada barra da rede são 
associadas quatro variáveis, sendo que duas delas entram no problema como dados 
e duas como incógnitas:
Vk - magnitude da tensão nodal na k-ésima barra
Ok - ângulo de fase da tensão nodal na /c-ésima barra
P*; - injeção líquida de potência ativa na fc-ésima barra
Qk - injeção líquida de potência reativa na k-ésima barra
A tensão completa na barra k é dada por Ek — Vke?°k, sendo j  =  \ / —I. Depen­
dendo de quais variáveis nodais entram como dados e quais são consideradas como 
incógnitas, definem-se três tipos de barras:
PQ - são dados e Qt, e calculados 14 e 0*
PV - são dados Pu e Vk, e calculados Qk e 0k 
Folga - são dados Vk e 0*, e calculados Pk e Qk
As barras do tipo PQ e PV são utilizadas para representar, respecti­
vamente, barras de carga e barras de geração. A barra de folga tem dupla função: 
fornecer a referência angular e fechar o balanço de potência do sistema, levando em 
conta as perdas de transmissão não conhecidas antes de se obter a solução final do 
problema.
O conjunto de equações do problema do fluxo de carga é formado por 
duas equações para cada barra, cada uma delas representando o fato de as potências 
ativa e reativa injetadas em uma barra serem iguais à soma dos fluxos correspondentes 
que deixam a barra através de linhas de transmissão, transformadores, etc. Essas 
equações são representadas por:
P k =  ^2 Pkm(Vk,Vm,0k,9m)mef2fc
Qk =  Qkm(Vk,Vm$k,6m)
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onde k =  1, . . .  , nb, sendo nb o número de barras e Qk ê o conjunto das barras 
vizinhas à barra k. Duas barras são vizinhas quando existe um circuito interligando- 
as.
1.2 M odelagem  de linhas de transm issão
(m)
Figura 1.1: Linha de transmissão k-m
Seja Ikm a corrente em uma linha de transmissão (que liga a barra k à 
barra m). A injeção líquida de corrente na barra k é obtida aplicando a primeira lei 
de Kirchhof:
h  +  I t = ^ 2 h m +  n h, k =  l , . . . , n bmeíífc
Generalizando, pode-se escrever as equações das correntes em forma
matricial:
I  =  Y E ,
onde I  é o vetor das injeções de corrente, cujas componentes são h ,  k =  1, . . .  , nb. O 
vetor E  representa as tensões complexas nodais, cujas componentes são Ek =  Vkej9k. 
A matriz Y  =  G +  j B  é denominada matriz de admitância, sendo G  a matriz de 
condutância e B  a matriz de susceptância. Os elementos das matrizes G e B  são 
obtidos a partir de manipulações algébricas nos parâmetros dos circuitos:
_ fkrn k _ ^km9km — 2 , „2 ~  2 , „2 ’km ' km km ^  km
onde rkm e Xkm são a resistência e a reatância série no circuito k —m, respectivamente. 
A impedância série é dada por zkm =  rkm +  jxkm- Em geral, a matriz Y  é esparsa, 
pois, Ykm =  0 sempre que entre as barras k e m  não existir circuito conectando-as.
As equações de potências ativa e reativa são deduzidas aplicando as
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leis de Kirchhoff, dadas respectivamente por:
P-al =  GaV? +  V iJ 2  Vk[GikCos{9i -  9k) +  Biksen(0i -  6k)} (1.2.1) fcen<
Q f  =  —BuV? +  V i J 2  Vk[Giksen(ei -  dk) -  Bikcos(9i -  9k)\, (1.2.2)
onde i =  1, . . .  , nb\ Í2j é o conjunto de índices das barras vizinhas à barra i excluindo 
a própria barra i.
1.3 Im plem entações
Considere inicialmente um problema no qual são dados Pk e Qk para 
as barras PQ, Pk e Vk para as barras PV, e Vk e 9k para a barra V 9 (folga). Pede-se 
para calcular Vk e 9k nas barras PQ, 9k nas barras PV, e Pk e Qk na barra de folga. 
Resolvido este problema, será conhecido o estado {Vk,9k) para todas as barras da 
rede (k =  1, . . .  , nb). Sejam N P Q  e N P V ,  respectivamente, o número de barras 
PQ e PV da rede (será considerada a existência de apenas uma barra de folga). 
O problema formulado anteriormente pode ser decomposto em dois subsistemas de 
equações algébricas, conforme indicado seguir:
Subsistema 1: (dimensão: 2N P Q  +  N P V )
Neste subproblema são dados Pk e Qk nas barras PQ e Pk e Vk nas 
barras PV. Pretende-se calcular Vk e 6k nas barras PQ, e 0k nas barras PV. Ou seja, 
trata-se de um sistema de (2N PQ  +  N P V ) equações algébricas não lineares com o 
mesmo número de incógnitas, ou seja:
pdado _  peai __ q p ara as barras P Q  e P V ;
Qdad° _  Qcai _  q para as barras PQ.
Subsistema .^-(dimensão: N P V  +  2)
Resolvido o Subsistema 1 e, portando, conhecidos (Vk, 9k) para todas as 
barras, deseja-se calcular Pk e Qk na barra de folga, e Qk nas barras PV. Consideran­
do somente uma barra de folga, tem-se um sistema de N P V  +  2 equações algébricas 
não lineares com o mesmo número de incógnitas, no qual todas as incógnitas apare­
cem de forma explícita, o que torna trivial o processo de resolução. Utiliza-se as 
equações (1-2.1) e (1.2.2) para a barra de folga e (1.2.2) para as barras PV.
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O mesmo não ocorre com o subsistema 1, no qual as incógnitas são implícitas, o que 
exige um processo iterativo para resolvê-las. Os dois subsistemas correspondem ao 
problema de Fluxo de Carga.
A presente formulação considera limites (máximo e mínimo) na geração 
de potência reativa nas barras PV. Se durante o processo iterativo um desses lim­
ites for violado, Qk será será fixado no valor extremo correspondente e a barra PV 
transforma-se em PQ; isto significa que a magnitude da tensão da barra PV não 
pode ser mantida no valor especificado. Nesse caso, faz-se Q ^ 0 =  Qlkm e a equação 
correspondente do Subsistema 2 passa para o Subsistema 1. Eventualmente, numa 
iteração seguinte, a barra poderá voltar a ser do tipo PV. Chama-se este processo 
de controle de reativos.
As expressões do subsistema 1, podem ser reescritas do seguinte modo:
AP* =  pgado — P£al (y, 9) =  0 para as barras P Q  e P V
A Qk =  QÍado — Q ^l(V, 9) =  0 para as barras PQ,
onde APfc e A Qk são respectivamente os balanços de potências ativa e reativa na 
barra k.
As funções APk e A Qk podem ser colocadas na forma vetorial
p  _  pdado _ pcal Çy
A Q =  Qdad0 -  Q ^ i y ,  9),
em que P ^ V , 9) é o vetor das injeções de potência ativa nas barras PQ e PV, e 
Qcai^y, 0^ 0 injeções de potência reativa nas barras PQ.
Considere a função vetorial dada por
A PF{x) =W  A Q
Por meio dessa função, o subsistema 1 pode ser colocado na forma
F(x) =  0. (1.3.1)
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1.4 O problem a sem  solução
Pode-se dividir o estado da rede em três níveis de operação: região de 
operação, região de emergência e região sem solução real.
A região de operação caracteriza-se por apresentar pontos em que as 
equações estáticas do fluxo de carga possuem solução real, F(x) =  0, e não há 
violações dos limites operacionais. Esses limites podem ser fluxos de potência em 
circuitos, magnitudes de tensão, geração de potência ativa e reativa, etc. E nessa 
região que se deseja que os sistemas de energia elétrica operem-
Por outro lado, na região de emergência, as equações estáticas do fluxo 
de carga apresentam solução real, porém com violações de um ou mais limites ope­
racionais. A princípio, é possível operar nesta região por um intervalo de tempo 
limitado. O importante é, a partir de um ponto de operação nessa região, utilizar 
mecanismos que possibilitem a migração do referido ponto para a região de operação. 
Tanto a região de operação como a de emergência são regiões onde as equações do 
fluxo de carga possuem solução real, F(x) =  0. Por isso, a união dessas duas regiões 
passará a ser referida como região com solução do fluxo de carga.
Existe ainda uma região sem solução, ou seja, aquela onde as equações 
estáticas do fluxo de carga não apresentam solução real. Qualquer tentativa de 
operar o sistema nesta região pode causar instabilidade no sistema, e até mesmo o 
colapso da tensão . Esse fenômeno pode ser observado em duas situações: quando 
o sistema elétrico torna-se extremamente carregado devido ao aumento de demanda 
e/ou quando o sistema sofre uma contingência severa.
Este trabalho, além da resolução do problema de fluxo de carga, visa 
a partir de um ponto na região sem solução e através de métodos de otimização, 
encontrar um ponto na região de emergência.
Como na região sem solução não existe x  tal que F(x) = 0 ,  será con­
siderado o problema de quadrados mínimos não lineares:
min 7^F(x )t F ( x ) =  m in ^ ||F (a ) | | |
Será considerada a existência de barras de injeção nula, nas quais não 
pode haver resíduos de potências. Pode-se considerar também o controle de reativos. 
Portanto, ao transformar um barra PV (digamos a barra k) em barra PQ, exige-se 
que A Pk =  0 e A Q k =  0, ou seja, nesta barra não pode haver resíduos de potências 
ativa e reativa. Isto significa que as barras PV transformadas em PQ passam a ser
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tratadas como barras de injeção nula.
Com essas considerações, o problema anterior fica:
min l\\F(x)\\l, ^  4 ^
s.a. c(x) =  0
sendo que no vetor c(x) : W1 —» M.r estão contidas as equações dos balanços de 
potências (AP, AQ) para as barras de injeção nula. O valor de r  depende do 
sistema elétrico em questão, sendo que em problemas reais, r  encontra-se entre 10% 
a 15% do número total de barras.
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Capítulo 2
M étodos numéricos para 
problemas não lineares
Neste capítulo, será abordado algumas técnicas de otimização essen­
ciais os sistemas não lineares: métodos de Newton inexato e problemas quadrados 
mínimos não lineares. Com a finalidade de complementar a teoria, essencialmente a 
exibida no método Newton inexato, comenta-se os métodos iterativos em subespaços 
de Krylov, sendo que uma teoria mais abrangente sobre tais métodos é desenvolvida 
no capítulo 4. As técnicas de precondicionamento para sistemas lineares, citadas no 
capítulo 3, são também descritas neste capítulo.
2.1 Sistem as não lineares
Em muitas aplicações, como em problemas de fluxo de carga, precisa-se 
resolver um sistema de equações não lineares do tipo
F{x) =  0,
onde F  : Mn —> M", é uma função vetorial, ou seja
F(x) = /i(* )
fn(x)
Uma maneira clássica para a resolução desse problema consiste em 
utilizar o método de Newton.
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2.1.1 M étodo de Newton para sistemas não lineares
O método Newton para sistemas não lineares consiste em obter, através 
da fórmula de Taylor, uma aproximação linear de F  em xk + p  resultando:
M (xk + p )  =  F (xk) +  J(xk)p,
sendo J(x) =  o Jacobiano de F.
A idéia é encontrar um zero desse modelo, ou equivalente, resolver o 
sistema linear não simétrico
J(xk)Pk =  ~ F (xk), (2.1.2)
e então, atualizar o iterado por xk+i =  xk +  pk .
Teorem a 2.1. Suponha F  continuamente diferenciável em uma vizinhança aberta 
de x*, onde F(x*) =  0, suponha também, J  lipschitz nesta vizinhança. Considere o 
processo iterativo xk+í =  xk +  pk , onde p% é dado por (2.1.2). Então xk converge 
para x* com taxa de convergência quadrática para xq suficientemente próximo de x*.
Demonstração: Veja DENNIS e SCHNABEL [11].
Uma importante tarefa no método de Newton é o cálculo da matriz 
jacobiana, sendo impossível de obtê-la explicitamente em certos problemas. Feliz­
mente, usar técnicas como diferenças finitas ou diferenciação automática [17], ajudam 
a contornar este problema.
Uma outra desvantagem ocorre quando o número de variáveis do pro­
blema é grande e a matriz jacobiana é esparsa, tornando inviável resolver o sistema
(2.1.2) exatamente. Uma alternativa é usar métodos iterativos lineares, resolvendo 
o sistema de Newton com uma certa tolerância, necessitando conhecer apenas co­
mo a matriz jacobiana opera um dado vetor, ou seja, o resultado da multiplicação 
matriz-vetor. Esse tipo de implementação fornece o método chamado Newton inex­
ato, explicado a seguir.
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2.2 N ew ton inexato para sistem as não lineares
A idéia central do método de Newton inexato é lançar mão de um 
método iterativo linear, como os descritos no capítulo 4, e resolvê-lo até que uma 
certa precisão seja encontrada, obtendo uma solução aproximada (inexata) com certa 
tolerância.
Considere o resíduo
T k — JkPk Fki
onde pj. é o passo do Newton inexato e Jk, o Jacobiano de F.
O método iterativo linear será interrompido quando
I N I 2 <  Vk\\Fk\\2, (2.2.2)
onde a sequência {77*} é chamada de sequência de termos forçantes. O seguinte 
teorema mostra a influência desta sequência na taxa de convergência do método.
Teorema 2.2. Suponha F(x*) =  0, F contínua em uma vizinhança de x* e J(x*) 
não singular. Considere a iteração Xk+i =  xk +  p{, onde pTk satisfaz (2.2.2). Seja xq 
suficientemente próximo de x*, então:
1. Serjk  < 7 7  onde  77 6  [0 ,1), { H-í7*||2}fc —> 0 linearmente;
2. Se r)k —> 0, { ||-ffc||2}fc —» 0 superlinearmente;
3. Se rjk < para alguma constante K ,  {||Ffc||2}fc —> 0 quadraticamente.
Demonstração: Como J(x*) é não singular, existe ô >  0 e uma constante 
positiva U tal que, para todo x na bola B(x*,S) =  {x  \ ||x — x*\\2 <  £}, 
||«7(x)—1H2 <  U. Como {J(xk)}k —> existe k0 tal que ||J(xjt)_1||2 <  U,
para todo k >  k0. Então, usando (2.2.1) e (2.2.2) tem-se:
| | ^ | | 2 < ^ ( | | r fc||2 + | | F ( x fc)||2) < ^ | | F ( a ; fc)||2.
(2.2.1)
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Usando o teorema de Taylor, obtém-se
F (xk+1) =  F(xk) +  J (xk)j/k +  0 ( ||í í ||! )
=  rk +  O m \ F ( x k)\\l)
=  rfc +  0 (||F(xfc)||2)
então por (2.2.2)
de onde os resultados (1), (2) e (3) seguem.
■
O teorema anterior mostra que a sequência {77*} interfere significati­
vamente na taxa de convergência do método de Newton inexato. Esses parâmetros 
são usados para obter uma certa precisão /3, requerida nos métodos iterativos para 
resolver o sistema linear. Assim, para um passo k do Newton inexato, escolhe-se 
P =  Tjk 11Fk 112 e o sistema (2.1.2) é resolvido até esta precisão ser encontrada.
Vários métodos iterativos podem ser usados para a resolução do sis­
tema (2.1.2). Entre os mais bem sucedidos e atuais estão aqueles baseados em 
subespaços de Krylov. Por agora, será apresentado, resumidamente, alguns destes 
métodos para sistemas lineares não simétricos. Para isso, considere o sistema (2.1.2) 
fazendo Jk =  A, —Fk =  b e pk =  x. Assim, tem-se o sistema linear
Ax =  b.
O subespaço de Krylov associado a matrix A  é definido por 
Km(A, V) =  {V, A v , . . .  , A m~lv},
para algum vetor v.
Os métodos iterativos não estacionários buscam encontrar uma solução 
aproximada em K m(A, r0) =  K m, onde r0 =  b — Ax0. A diferença entre os métodos 
depende de quatro tipos de projeções utilizadas para encontrar uma aproximação 
xm, que são:
(A) b Axm _L Km'i
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(B) ||6 - A c m||2 ser mínimo sobre K m:
(C) b — Axm ser ortogonal a um subespaço m  — dimensional adequado;
(D) ||a?* -  xm\\2 ser mínimo sobre ATK m{Ár , r0);
A abordagem (A) resulta o Método de Ortogonalização Completa (FOM) 
[21], a (B) resulta no método Mínimo Resíduo Generalizado (GMRES)[21], que é 
baseado no algoritmo de Arnoldi. Se em (C) for escolhido o subespaço 
m — dimensional K m(AT,ro), obtém-se os métodos Bi-Gradiente Conjugado (Bi- 
CG)[21] e Quasi-Mínimo Resíduo (QMR)[21], baseados no processo de biortogonal- 
ização de Lanczos. A abordagem (D), mais recente, fornece os métodos que não usam 
a transposta da matriz do sistema, como o Gradiente Conjugado Quadrado (CGS) [23] 
e o Bi-Gradiente Conjugado Estabilizado (Bi-CGStab)[6], que são variações do Bi- 
CG.
Em implementações práticas, usa-se o GMRES com reinicio, que con­
siste em fazer um certo número de iterações GMRES, por exemplo m, e reinicia-se o 
algoritmo com a solução inicial igual a aproximação xm normalizada. Neste trabalho 
designa-se este procedimento por GMRES (ra). Uma apresentação mais detalha­
da destes métodos, incluindo algoritmos e propriedades teóricas, é encontrada no 
capítulo 4.
Em muitos problemas práticos, resolver simplesmente o sistema linear 
Ax =  b através de um método iterativo, pode não resultar em boas propriedades de 
convergência, sendo necessário transformá-lo em um sistema linear mais favorável. 
Para isso, conhecer melhor técnicas de precondicionamento é indispensável.
2.3 Técnicas de precondicionam ento
O desempenho dos métodos iterativos depende das propriedades espec­
trais da matriz do sistema [21]. O precondicionamento busca transformar o sistema 
linear original em um sistema equivalente, no sentido de ter a mesma solução, mas 
que tenha propriedades espectrais mais favoráveis.
Encontrar um precondicionador para o sistema Ax =  b, é encontrar 
um matriz M, o precondicionador, com as propriedades:
•  M  ser uma boa aproximação para a matriz A\
•  O custo da construção de M  ser barato;
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•  O sistema M v =  w ser muito mais fácil de resolver do que o sistema original.
A idéia é que a matriz M ~l A  tenha boas propriedades no sentido que os métodos 
iterativos convirjam mais rapidamente.
Existem diferentes maneiras de implementar o precondicionamento. 
Três delas são como segue:
•  Precondicionam ento a esquerda: Consiste em aplicar o método iterativo 
para o sistema linear M ~ lAx  =  M _16.
•  Precondicionam ento a direita: Aplicar o método iterativo ao sistema 
A M ~ly  =  b e a solução x é obtida resolvendo M x  =  y.
•  Precondicionam ento bilateral: Seja M  um precondicionador com a fato- 
ração M  =  M }M2. A idéia desta implementação é resolver o sistema 
M ^1 AM2 l z  =  M1_16 e depois encontrar a solução resolvendo M2x =  z. Note 
que, se a matriz A  é simétrica e positiva definida, pode-se fatorar M  de forma 
que M2 =  M f  (fatoração de Cholesky) e assim o produto M ^ A M ^ 1 ain­
da permanece simétrico e positivo definido, o que não ocorre nos dois casos 
anteriores.
Existem várias maneiras de construir um precondicionador (veja [12]). 
Neste trabalho, será abordada técnicas baseadas na fatoração LU incompleta (ILU).
2.3.1 Fatoração LU incompleta (ILU)
Seja A  G R"xn uma matriz esparsa e considere P  um subconjunto 
de { ( i , j )  | 1 < i , j  <  n ,i  /  j } .  A fatoração LU  incompleta (ILU), consiste em 
encontrar matrizes esparsas L, triangular inferior, e U, triangular superior, de modo 
que A  =  LU +  R, onde o padrão de esparsidade de L e U depende diretamente 
do subconjunto P, o qual será chamado conjunto padrão zero. O precondicionador 
M  é então dado por M  =  LU. A obtenção dos fatores L e U é feita de modo que 
os elementos a^, tais que ( i , j )  E P, não são processados na fatoração. Com isso, 
pode-se estabelecer o algoritmo geral.
A lgoritm o 2.1. Fatoração ILU Geral
1. Para i =  2, . . .  , n faça
2. Para k =  1, . . .  , i — 1 e para (i , j ) £ P  Faça
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3. dik — o>ik /dkk
4- Para j  =  k +  1, . . .  , n e ( i , j )  £  P  Faça 
5. Q>ij =  Clij OifcOfcj
Se for escolhido o conjunto P  =  {(i, j )  \ aij =  0}, tem-se a bem conhe­
cida fator ação LU incompleta de nível 0, ILU(O), onde os fatores L e U  possuem o 
mesmo padrão de esparsidade das partes triangular inferior e triangular superior da 
matriz A, respectivamente. Note que o número de elementos não nulos do produto 
LU  é maior que o da matriz A. A figura (2.1) mostra um exemplo da ILU(O) para 
uma matriz relacionada com diferenças finitas na discretização de EDP’s.
Existem problemas em que a fatoração incompleta ILU(O) não produz 
um bom precondicionador. Para melhorar a precisão da fatoração e, consequente­
mente, diminuir o número de iterações, será introduzido implementações que diferem 
da ILU(O), permitindo a inserção de alguns elementos na estrutura original da matriz. 
Assim, os fatores L e U terão mais elementos não nulos do que as partes triangular 
inferior e superior da matriz A. O conceito de níveis de preenchimento ê atribuído a 
cada elemento processado pela eliminação gaussiana.
Definição 2 .1. Seja A uma matriz esparsa, 0 nível de preenchimento de um ele­
mento aij é definido por
{0 se aij ^  0, ou i =  j00 caso contrario
Como a cada iteração este elemento é modificado na linha 5 do algoritmo (2.1), nivij 
deve ser atualizado por
niv(aij) =  nivij =  min{niVij, nivik +  niVkj +  1}- (2.3.1)
Com a definição anterior, pode-se obter o seguinte conjunto:
p i =  {(*, j )  I n iv i j  >  0 »
onde nivij é o nível de preenchimento depois de todas as atualizações (2.3.1). Com 
esse conjunto, pode-se implementar a fatoração LU incompleta de nível p, ILU(Z). 
Nesse caso, os elementos cujo o nível de preenchimento não excede l são mantidos .
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nz = 386
Figura 2.1: Exemplo da ILU(O): matrizes L, U, A e o produto LU, respectivamente
A lgoritm o 2.2 . ILU(l)
1. Defina nivij =  0 onde Oy ^  0 
#. Poro i =  2, . . .  , n faça
3. Para k =  1 , . . .  , i  — 1 e nivij < £ Faça 
Ojfc =  d i k / a kk
5. Para j  =  k +  1, . . .  , n Faça
6. Qj,j — djj OjfcOfcj
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7. Atualize nivij usando (2.3.1)
8. Anule os elementos da linha i cujo nivij >  l
Quando a matriz A  é simétrica e positiva definida, pode-se adaptar a 
fatoração Cholesky no algoritmo (2.2) e, assim, obter a implementação denominada 
Cholesky Incompleta de nível l .
2.3.2 Fatoração LU incompleta com tolerância (ILUT)
As fatorações incompletas descritas anteriormente são baseadas exclu­
sivamente no padrão de esparsidade da matriz. Procedimentos desta natureza podem 
não ser suficientes em alguns casos. O processo de fatoração ILUT baseia-se na mag­
nitude dos elementos. A idéia desta fatoração é descartar elementos de pequena 
magnitude.
Para implementar a fatoração ILUT, é necessário definir um fator 
de tolerância r. No processo de fatoração os elementos dos fatores são descar­
tados, exceto os das diagonais, se possuírem magnitude menor do que um certo 
escalar Tj, obtido da multiplicação do parâmetro de tolerância r  pela norma da 
i-ésima linha da matriz em questão.
Algumas implementações, além de ignorar os elementos com magni- 
tudes menores do que Tj, mantém na linha da matriz apenas os p  maiores elementos 
dos fatores L e U, controlando assim o número de elementos por linha.
2.4 Problem as de quadrados mínimos não lineares 
(PQMNL)
O problema de quadrados mínimos não lineares consiste em resolver o 
seguinte problema de otimização:
1 1 m in/(x) =  m in -y ^ r? (x ) =  m in -||r (x )|||> (2.4.1)3=1
jonde r(x) =  (ri(x), . . .  , rm(x))T- cada Tj : W1 —» R é designado como resíduo. Assim, 
a idéia deste tipo de problema é minimizar um resíduo oriundo de algum problema 
físico. Assume-se para esta seção /  duas vezes diferenciável e m < n .
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Definindo a matriz jacobiana de r por J(x ) =  [§^:]i=1,... ,m, j=i,... ,n, tem-
se que
mV /(x ) =  ^ T j { x ) V r á{x) =  J{x)Tr{x), (2.4.2)i=1m mv 2f(x ) =  '%2'Vrj (x)Vrj (x)T +  '^2rj (x)'V2rj {x)
j =i j -i m=  J{x)TJ{x)  +  ^ 2 ,rj{x )V 2rj{x) (2.4.3)j =i
=  JT(x)J{x) +  S(x), (2.4.4)
onde S(x) =  l rj (x)V2fj (x).
O método de Newton aplicado a esse tipo de problema é implementado 
obtendo-se a direção de descida pk, ou seja, uma direção tal que f(xk +Pk) <  f(%k), 
resolvendo o seguinte sistema linear simétrico:
V 2fkPk =  - V / fc, (2.4.5)
resultante da minimização do seguinte modelo quadrático de /:
m {xk + p )  =  ^r(xk)Tr(xk) +  r{xk)TJ(xk) p + ^ p T[J(xk)TJ(xk) +  5(®)]p, (2.4.6)
sendo m k : En —> R. Sob certas condições, o método de Newton apresenta con­
vergência quadrática.
Os problemas de quadrados mínimos não lineares podem ser distin­
guidos em resíduo-nulo, resíduo-pequeno, e resíduo-grande. Esta classificação está 
relacionada com o valor de /  na solução x*, sendo x* a solução exata do problema 
em questão. Um problema onde f(x*) =  0 é chamado resíduo-nulo. A diferença 
entre resíduo-pequeno e resíduo-grande está relacionada com a magnitude do termo 
S(z).
Considere o modelo linear de r  em torno de xk :
Mk{x) =  r(xk) +  J(xk) ( x - x k), (2.4.7)
onde Mk : E" —> Rm, m >  n. Quando não se pode obter uma raiz para este modelo,
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a idéia é resolver o problema de quadrados mínimos linear:
nnnÍ||M ,(x)||i. (2.4.8)
Será assumido que J  tem posto completo. Neste caso, o argumento que minimiza o 
problema acima é dado por
Zfc+1 = x k -  [J(xk)TJ(xk)]~1J{xk)Tr(xk). (2.4.9)
Na prática, calcula-se xk+í resolvendo o problema (2.4.8) através de uma decom­
posição QR de Jfc. O processo iterativo (2.4.9) representa o método de Gauss-Newton 
que, em lugar de resolver o modelo quadrático (2.4.6), resolve o modelo linear (2.4.7). 
Outra maneira de interpretar esse método é eliminar da informação de segunda or­
dem, o termo S(x) do modelo quadrático de que deriva do método de Newton.
O sucesso do método Gauss-Newton está relacionado com o quanto o 
termo omitido S(xk) é importante. Este resultado é observado no teorema (2.3). Ele 
mostra que se S (xk) =  0, o método localmente tem taxa de convergência quadrática, 
ocorrendo quando r(x) é linear (resíduo-nulo). Entretanto, quando S(x*) é muito 
representativo, o método de Gauss-Newton pode não convergir.
Teorem a 2.3. Sejam r  : R” —> e f  como em (2.4-1), duas vezes continuamente 
diferenciáveis em um conjunto aberto D c R " .  Assuma J  lipschitz em D com con­
stante de lipschitz 7 , || J (x)||2 < a. 'ix G D, e que exista x* £ D e À,cr > 0, tal que 
J(x*)r(x*) =  0, À 0 menor autovalor de J(x*)TJ(x*), e
||(J(z) -  J{x*))Tr(x*)||2 < a\\x -  x*||2
Vx G D. Se o <  À, então para qualquer c G (1, A/cr), existe e >  0 tal que Vxo G 
B(x*,e), a sequência gerada pelo método Gauss-Newton, converge para x*, e
||®fc+i -  x*\\2 <  y | | xk -  x*\\2 +  “  x*\\l
Demonstração: Veja DENNIS e SCHNABELfllj.
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Esse teorema mostra como a porção S(x ) está relacionada com a 
convergência do método Gauss-Newton, sendo verificada a taxa de convergência 
quadrática, quando r(x*) =  0. Pode-se agora definir de problema resíduo-pequeno, 
quando [|.Í5(x*)||2 é pequena, e resíduo-grande caso contrário. Para certos problemas 
a estratégia de busca linear é indispensável para a convergência global de um método 
local.
2.4.1 Busca linear
Dada uma direção de descida pk e um iterado Xk, seja
(p(a) =  g(xk +  ozpk), sendo g : Rn —» M. O parâmetro da busca linear é então 
definido por
ak =  argmin (j>(a), para a  > 0. (2.4.10)
Esse parâmetro é usado para obter um decaimento suficiente do valor da função 
objetivo. A atualização da solução é obtida fazendo-se Xk+i =  x* +  ot P^k-
Pode-se resolver o problema (2.4.10), interpolando 4> quadrática ou 
cubicamente (se a quadrática não for uma boa aproximação) em torno de zero, e 
então, minimizar esta aproximação, obtendo o parâmetro a*. Para maiores detalhes 
veja [17]. Algumas implementações impõem duas condições sobre o parâmetro da 
busca linear, de modo que o decaimento da função objetivo seja suficiente e passos 
pequenos sejam evitados. A primeira é conhecida como condição de Armijo, a outra 
como condição de curvatura e são, respectivamente,
g{xk +  a kpk) <  g{xk) +  c^kpJV g{xk) (2.4.11)
Vg(xk +  akPk)TPk >  c2Vg{xk)Tpk, (2.4.12)
onde ci G (0,1) e c2 E (ci, 1). Na prática, ci deve ser pequeno, geralmente c\ =  10~4 
e C2 deve ser próximo de 1, um valor típico é c2 =  0.9. As condições (2.4.11) e (2.4.12) 
quando juntas são chamadas condições de Wolfe.
A escolha da função g depende do problema abordado. Para problemas 
de quadrados mínimos não lineares, por exemplo, usa-se a própria função objetivo 
f(x). Para sistemas não lineares, uma alternativa, é usar g(x) =  |||F (x ) ||2.
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2.4.2 O PQMNL com restrições de igualdade
Para certos problemas, como por exemplo, o da restauração das equações 
da rede elétrica, é necessário introduzir restrições de igualdade no problema (2.4.1), 
originando o seguinte problema de otimização restrita:
min f{x ) , x € W1
s.a. c(x) =  0 onde c(x) =  (Ci(x) , . . .  ,Ck(x))T. 
Assim, a função lagrangeana é dada por
C(x, A) =  f ( x ) — XTc(x), A €
onde À é o vetor dos multiplicadores de Lagrange.
A Hessiana do Lagrangeano é dada por




onde C(x) é o Jacobiano de c(x).
Dada uma direção de descida pk a partir de Xk, a atualização da nova 
solução aproximada e dos multiplicadores de Lagrange para o problema é dada por
f^c+l — %k “i" Pk 
Ajfc+i =  Ajk+Pk-
(2.4.16)
(2.4.17)
Técnicas para encontrar a direção
Pk = PkPk
podem ser encontradas em [17].
Como para o problema irrestrito, a busca linear pode ser necessária. 
Neste caso, é preciso escolher uma função conveniente para realizar a busca. Esta 
função, denominada função de mérito, deve, obviamente, considerar as restrições.
Um passo p  é aceito se ele reduzir suficientemente a função de mérito
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(j) definida por
4>(x, //) =  f (x )  +  -h (c(x)),  (2.4.18)
onde h : R" —>• R satisfaz h(y) >  0, Vy 6 Rn e /i(0) =  0. O parâmetro /x é denomi­
nado parâmetro de penalidade, tendendo a zero à medida que a solução computada 
aproxima-se da solução exata.
Entre as funções de mérito mais conhecidas estão a £í} que toma 
h(x) =  ||x||i, a que toma h(x) =  ||x||2, e a que escolhe h(x) =  ||x||oo- Note que 
as funções de mérito definidas com as funções h acima não são diferenciáveis, sendo 
para isso, necessário introduzir termos adicionais em (2.4.18). Uma função de mérito 
diferenciável usada é o Lagrangeano aumentado:
Ca (x ,X,/j)  =  f (x )  -  \ Tc(x) + -^\\c{x)\\l, (2.4.19)
que também será denotada por A,/lí), devido a Fletcher.
Uma alternativa para obter um parâmetro otk para busca linear a partir 
de (xjfc, A*, Hk) com a direção de descida pk em problemas de otimização restrita é 
resolver o problema
a k =  argmin <j>F(xk +  ctp%, Xk +  apk, pik), para « e l + , (2.4.20)
e as atualizações (2.4.16) e (2.4.17), são então dadas por
Zk+i =  xk +  a kp% (2.4.21)




Este capítulo descreve os resultados obtidos na resolução dos proble­
mas de fluxo de carga com e sem solução, respectivamente, os problemas (1.3.1) 
e (1.4.1), adotando metodologias explicadas nos capítulos anteriores. No primeiro 
problema, compara-se o desempenho de vários algoritmos iterativos para resolvê-lo 
através do método de Newton Inexato, enquanto no segundo, utiliza-se um método 
de quadrados mínimos não lineares restrito. Em todos os testes foram usadas técnicas 
de esparsidade [13] e realizados no Matlab 5.3 em um computador Pentium 400MHz 
com 64Mb de memória RAM.
3.1 Problem a de fluxo de carga
Para resolver o problema (1.3.1), o critério de parada para as iterações 
externas para o Newton Inexato foi ||F(x)||oo < 10~3. Os sistemas-teste usados foram 
IEEE6, IEEE30, IEEE118 e SSB340 barras (SSB-sistema sul-sudeste brasileiro sim­
plificado). Os métodos iterativos usados foram:
•  Mínimo Resíduo Generalizado (GMRES)
•  Bi-Gradient Conjugado (BiCG)
•  Quasi-Mínimo Resíduo (QMR)
•  Gradiente Conjugado Quadrado (CGS)
•  Bi-Gradiente Conjugado Estabilizado (BiCG-Stab)
As dimensões dos Jacobianos dos sistemas testados estão na tabela
(3.1).
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Tabela 3.1: Dimensões dos Jacobianos
Sistema IEEE6 IEEE30 IEEE118 SSB340dimensão 9 x 9 53 x 53 201x 201 626x626
O desempenho dos métodos para cada sistema sem o uso de um pre- 
condicionador estão nas tabelas (3.2), (3.3) e (3.4). O tempo foi relativo, ou seja, 
para cada tabela, divide-se todos os tempos obtidos pelo menor tempo entre eles. 
Cada flop significa uma operação elementar (soma, subtração, multiplicação e di­
visão) em aritmética de ponto flutuante. No GMRES a(b) significa b iterações no 
reinicio a, sendo permitidas no máximo 20 iterações por reinicio. A sequência de 
termos forçantes rjk para os métodos iterativos foi gerada por
m  =  Vi, (3.1.1)
onde Tji fa 0.8, garantindo assim, a taxa de convergência superlinear. As tabelas 
mostram melhor eficiência dos métodos BiCG-Stab e CGS. Para o sistema elétrico 
SSB340, nenhum método iterativo sem precondicionamento convergiu.
Tabela 3.2: Desempenho dos métodos sem precondicionador para 6 barras.
Núm. de iterações Núm. deMétodo em cada passo do Newton Inex. Tempo flopsGMRES 1(2); 1(7); 1(8) 1,0 14.365BiCG 4; 8; 9 1,0 12.757QMR 2; 8; 9 1,0 15.485CGS 2; 6; 8 1,0 10.617BiCG-Stab 2; 6; 7 1,0 12.938
Tabela 3.3: Desempenho dos métodos sem precondicionador para 30 barras.
Núm. de iterações Núm. deMétodo em cada passo do Newton Inex. Tempo flopsGMRES 1(7); 2(18); 4(7) 1,6 649.140BiCG 22; 22; 45 1,0 309.603QMR 9; 36; 57 1,2 455.261CGS 26; 28; 35 1,0 320.919BiCG-Stab 5; 20; 30 1,0 280.696
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Tabela 3.4: Desempenho dos métodos sem precondicionador para 118 barras
Núm. de iterações Núm. deMétodo em cada passo do Newton Inex. Tempo flopsGMRES 1(6); 2(12); 11(1); 9(14) 2,1 8.690.682BiCG 12; 55; 109; 110 1,3 3.542.520QMR 7; 66; 90; 104 1,4 4.289.398CGS 11; 70; 71 1,0 1.987.524BiCG-Stab 5; 22; 48; 56 1,1 2.339.616
Sem o uso de um precondicionador, o resíduo em cada iteração do 
GMRES apresenta um baixo decréscimo, principalmente na última iteração do New- 
ton inexato, como mostrado na figura (3.1) para o sistema de 30 barras que, conforme 
a proposição (4.4), indica que a matriz Hessemberg Hm tende ao mal condicionamen­
to. O problema se agrava a medida que a dimensão do sistema aumenta, explicando 
a não convergência dos método para o sistema de 340 barras.
Figura 3.1: Comportamento da norma do resíduo do GMRES para 30 barras na última iteração de Newton.
No que se segue, o precondicionamento ILU (0) foi utilizado para acel­
erar a convergência. As tabelas (3.5),(3.6) e (3.7) apresentam os resultados, mostran­
do o bom funcionamento para sistemas elétricos com poucas barras. Os melhores 
rendimentos em flops, números de iterações e tempo foram obtidos pelos métodos 
BiCG-Stab e CGS. A sequência de termos forçantes para os métodos foi igual ao caso 
sem precondicionamento. Para diminuir o custo computacional, o precondicionador
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usado na primeira iteração de Newton foi também utilizado nas iterações subse­
quentes. Bons resultados para sistemas pequenos foram obtidos com esta estratégia. 
Novamente, este tipo de precondicionamento não foi suficiente para a convergência do 
sistema de 340 barras, mesmo atualizando o precondicionador em todas as iterações 
de Newton.
Tabela 3.5: Desempenho dos métodos com ILU(O) para 6 barras.
Núm. de iterações Núm. deMétodo em cada passo do Newton Inex. Tempo flopsGMRES 1(1); 1(2); 1(2) 1,8 6.871BiCG 1; 2; 2 1,8 6.541QMR 1; 2; 2 1,8 7.963CGS 1; 2; 3 1,0 7.139BiCG-Stab 1; 1; 2 1,0 6.341
Tabela 3.6: Desempenho dos métodos com ILU(O) para 30 barras.
Núm. de iterações Núm. deMétodo em cada passo do Newton Inex. Tempo flopsGMRES 1(1); 1(6); 1(8) 1,2 97.176BiCG 5; 3; 9 1,0 104.704QMR 2; 6; 8 1,2 119.396CGS 2; 4; 3 1,0 63.000BiCG-Stab 1; 3; 3 1,0 63.884
Tabela 3.7: Desempenho dos métodos com ILU(O) para 118 barras.
Núm. de iterações Núm. deMétodo em cada passo do Newton Inex. Tempo flopsGMRES 1(1); 1(8); 1(14); 1(15) 1.2 900.457BiCG 1; 12; 17; 15 1,1 943.909QMR 1; 8; 15; 15 1,1 990.949CGS 1; 11; 9; 16 1,0 803.174BiCG-Stab 1; 5; 6; 8 1,0 560.988
O número de operações em ponto flutuante (flops) diminui significa­
tivamente, quando comparado com o caso não precondicionado. O número de i- 
terações também diminui, indicando uma grande redução no custo computacional.
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Nota-se que o método mais sensível a um precondicionador foi o GMRES. No sistema 
IEEE118, o número de flops foi reduzido significativamente comparado com o caso 
sem precondicionamento: de 8.690.682 flops para 900.457 com ILU(O).
Observando a estrutura do Jacobiano para 118 e 340 barras, figura
(3.2), nota-se a presença de muitos elementos não nulos “longe”da diagonal principal. 
Este fato foi negativo para o desempenho dos métodos iterativos que usam como 
precondicionador a fatoração ILU(O), principalmente para grandes sistemas, pois 
esta leva em consideração a estrutura de esparsidade da matriz. De fato, para o 
sistema elétrico SSB340, o fator U da ILU(O) torna-se singular.
nz = 1347 nz = 4822
Figura 3.2: Estrutura do Jacobiano para 118 e 340 barras, respectivamente
Para obter a convergência para o sistema de 340 barras foi necessário 
usar uma técnica de precondicionamento que considera os valores numéricos diferen­
temente da ILU(0). Assim, utilizou-se a fatoração ILUT descrita anteriormente.
As tabelas (3.8), (3.9), (3.10) e (3.11) apresentam os resultados com 
este tipo de precondicionador. Pode-se notar o melhor desempenho dos métodos 
BiCG-Stab e CGS. Comparando o número de flops no IEE118 com precondicionador 
ILU(0), nota-se uma redução significativa. As sequências de termos forçantes foram 
atualizadas como em (3.1.1), com 771 ~  0.8 para os sistemas de IEEE6, IEEE30 e 
IEEE118 barras e rji «  0.85 para o SSB340. O parâmetro de tolerância r  da ILUT 
foi de 10-1 para os sistemas de 6 e 30 barras e 10-2 para os de 118 e 340 barras, 
sendo que para os sistemas de 6, 30 e 118 o precondicionador foi atualizado somente 
na primeira iteração, enquanto para o sistema de 340 barras foi necessário atualizar
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na primeira e terceira iteração do Newton inexato.
Tabela 3.8: Desempenho dos métodos com ILUT para 6 barras.
Núm. de iterações Núm. deMétodo em cada passo do Newton Inex. Tempo flopsGMRES 1(1); 1(2); 1(3) 1,8 7.365BiCG 1; 4; 3 1,8 8.570QMR 1; 2; 3 1,8 8.770CGS 1; 1; 2 1,0 5.752BiCG-Stab 1; 1; 2 1,8 6.006
Tabela 3.9: Desempenho dos métodos com ILU(O) para 30 barras.
Núm. de iterações Núm. deMétodo em cada passo do Newton Inex. Tempo flopsGMRES 1(3); 1(6); 1(8) 1,2 99.994BiCG 6; 7; 8 1,1 121.279QMR 4; 8; 6 1,1 127.795CGS 3; 6; 5 1,0 87.336BiCG-Stab 3; 3; 4 1,0 78.878
Tabela 3.10: Desempenho dos métodos com ILUT para 118 barras.
Núm. de iterações Núm. deMétodo em cada passo do Newton Inex. Tempo flopsGMRES 1(1); 1(3); 1(4) 1,0 323.306BiCG 1; 4; 4 1,0 358.219QMR 1; 4; 4 1,0 409.213CGS 1; 2; 3 1,0 289.109BiCG-Stab 1; 1; 2 1,0 273.286
Para visualizar a redução do número de iterações para cada tipo de pre- 
condicionamento usado, a figura (3.3) mostra um gráfico com o número de iterações 
do GMRES em cada iteração do Newton inexato para os sistemas de 30 e 118 barras, 
comparando o desempenho do método com e sem o uso de precondicionador.
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Tabela 3.11: Desempenho dos métodos com ILUT para 340 barras.
Núm. de iterações Núm. deMétodo em cada passo do Newton Inex. Tempo flopsGMRES 1(1); 1(4); 1(9); 1(11) 1(12); 1(13) 1,0 4.947.031BiCG 1; 2; 9; 13; 13; 12 1,2 5.087.058QMR 1; 3; 10; 12; 13; 13 1,2 5.959.165CGS 1; 2; 8; 5; 9; 11 1,0 4.056.836BiCG-Stab 1; 2; 5; 5; 5; 9 1,0 3.807.421
3.2 Problem a sem  solução - restauração de solução
Devido às circunstâncias do sistema elétrico, o problema de fluxo de 
carga, abordado na seção anterior, pode não ter solução, sendo em muitos casos 
importante resolver um problema de quadrados mínimos não linear, encontrando 
portanto, uma solução de norma mínima. Este tipo de problema é conhecido na 
literatura técnica como problema de restauração de solução [3]. Neste caso, o seguinte 
problema deve ser abordado:
m i n  | | | r ( x ) Í ,  ( 3  2  1 }
s.a. c(x) =  0
Como em (1.4.1), tem-se um problema de quadrados mínimos não linear restrito.
As inicializações das variáveis foram:
.  Vo =  (1,1, . . .  , 1)T;
.  0° =  (O,O,.. . ,O)T;
.  A° =  ( 0 , 0 , . . . , 0 ) T.
Diferentemente de [5], onde foi utilizado o Lagrangeano padrão, como função de 
mérito, aqui foi utilizado o Lagrangeano aumentado.
CA(x,X,n) =  ^\\r{x)\\l +  XTc(x) +  ^\\c{x)\\l .
Como sugerido em [17].
Os sistemas elétricos testados foram IEEE6, IEEE30, IEEE118 e SSB340, 
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Figura 3.3: Desempenho do GMRES em cada iteração do Newton Inexato para 30 e 118 barras, respectivamente.
de ||V£||oo < 10-3. A dimensão da função c em (3.2.1) depende de cada sistema 
teste, sendo que para o IEEE6 c E K2, para o IEEE30 c £  R12, IEEE118 c E M20 e 
para o SSB340 c E K206. Para nenhum sistema teste foi feito controle de reativo, o 
que envolveria maiores dificuldades computacionais.
A tabela (3.12) mostra o comportamento do gradiente da função la- 
grangeana. Para os sistemas de 118 e 340 barras, foram necessárias algumas iterações 
de Gauss-Newton iniciais para garantir a convergência, como em BARBOZA [3]. Será 
chamada de GN as iterações de Gauss-Newton e N as de Newton. Para os sistemas
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de 6 e 30 barras não foi necessária busca linear.
Tabela 3.12: Comportamento do Gradiente do Lagrangeano
6 barras 30 barras 118 barras 340 barrasIter l|V£||oo tipo IIV4U tipo l|V£||oc tipo l|V£||oo tipo
1 4,7098 N 1 ,0 49 4x 1 0 N 2,4263 x l O 2 G N 1,5231 x l O 4 G N
2 1,3514 N 1,0141 N 7,5553 x l O 1 G N 2,1948 x l O 3 G N
3 3,0659 x1o - 1 N 3 ,4897x 1o - 1 N 2,4974 N 1,2519 x l O 2 G N
4 1 ,1519x1o- 1 N 1,1138x1o - 1 N 1,8953 N 4,6269 N
5 2,7824 xlO - 2 N 2 .9974X 10- 2 N 4,4772 x1o - 1 N 3 ,2312x 1o - 1 N
6 l ,5 3 7 0 x l0 - 3 N 5 .6653x 1o - 3 N 6 ,6 6 8 7 x l 0 -2 N 2 ,2 6 6 5 x l0 - 2 N
7 5,3066 x  IO-5 N l ,1 4 0 0 x l 0 -3 N 3,3115X10-3 N l ,3 7 6 6 x l0 - 4 N
8 6 ,4 6 6 8 x 1 o -5 N 5.2351 x  IO-6 N
Note que, para os sistemas de 6 e 30 barras, a taxa de convergência 
do Newton foi praticamente linear. Por outro lado, para os sistemas de 118 e 340 
barras a convergência foi melhor devido às iterações de Gauss-Newton iniciais.
A taxa de convergência linear indica um mal condicionamento da ma­
triz hessiana do lagrangeano. Sua forma matricial é dada por (2.4.15), onde
to k
V xaX (x , X) =  JT (x)J(x) +  y ^ r i (x )V 2r j (x) +  AíV 2ci (a;).Í= 1 i= 1
sendo que J(x) representa o Jacobiano da função r(x), e C(x) o Jacobiano de c(x).
Uma tentativa de melhorar o condicionamento do sistema foi trabalhar 
diretamente com J(x), originando um sistema estendido, no qual o fator J(x)TJ(x), 
um agravante para mal condicionamento, desaparece:
D (x*,A*) J(xk)T C{xk)T l i J(xk)Tr(xk) +  C (xk)TXk
J(xk) - I  O C =  — 0
C{xk) O O ii c(Xfc)
onde D(xk, Xk) =  $ ^ r i(a:)Vari(a; ) + 5 3  ÀjV2Cj(x) e C um vetor auxiliar. O novo i= 1 Í=1 sistema tem um incremento de m  linhas e m  colunas, sendo
m  =  2 (n- de barras PQ) +  (n- de barras PV ).
Embora a dimensão do sistema aumente, o custo computacional não é muito alter­
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ado se técnicas de esparsidade forem usadas, já que a nova matriz possui grau de 
espaxsidade próximo ao sistema original.
As tabelas (3.13) e (3.14) mostram o condicionamento de ambas as 
matrizes para os sistemas elétricos em questão. Para os IEEE118 e SSB340, foi 
calculado o número de condição aproximado, que nesse trabalho corresponde a norma 
euclidiana [14], ou seja,
núm. de condição =  fc2(^ 4) =  ||^ 4 ||2||-A_1||2-
O condicionamento do sistema gradativamente melhora à medida que a dimensão 
do sistema aumenta. Este fato tem uma influência marcante quando sistemas de 
grande porte forem abordados, por exemplo SSB340. Embora haja melhoras no 
condicionamento do sistema linear, a sequência de iterados permaneceu a mesma, 
fato que pode não acontecer em problemas de grande porte, (problemas reais), como 
é o caso do SSB1916 com 1916 barras.
Tabela 3.13: Número de condição para os sistemas de 6 e 30 barras
número de condiçãosistema original sistemas estendidoIter 6 barras (11 x 11) 30 barras (65 x 65) 6 barras (18 x 18) 30 barras (106 X106)1 3,4610 x10a 9,9046xl04 8,9523x10 2,3139 x 1032 3,3949 x 102 6,5118 x 104 6,5716 x 10 1,3914 x 1033 4,3078 x 102 1,1869 x 105 7,7508 x 10 2,4321 x 1034 5,9998 x 102 1,8705 x 105 1,1095 x 102 3,8066 x 1035 7,6902 x 102 2,8916 x 105 1,5019 x 102 5,8966 x 1036 8,3860 x 102 4,2295 x 105 1,6984 x 102 8,6441 x 1037 8,5402 x 102 5,3590 x 105 1,7447 x 102 1,0958 x 1048 5,9145x10s 1,2097 x 104
O padrão de esparsidade da matriz hessiana do lagrangeano está re­
presentada na figura (3.4). Pode-se observar uma grande quantidade de elementos 
não nulos longe da diagonal principal. Este caso está longe de ser uma estrutura 
favorável para manipulação de dados, como seria se a matriz tivesse uma estrutura 
de banda por exemplo. Isso, aliado ao mal condicionamento, torna inviável usar 
um método iterativo linear para resolver o sistema, pois este depende de um bom 
precondicionador, como visto anteriormente. Uma alternativa seria usar os métodos 
iterativos para os sistemas estendidos, já que seus condicionamentos tomam-se mais 
adequados.
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Tabela 3.14: Número de condição para os sistemas de 118 e 340 barras
número de condiçãosistema original sistemas estendidoIter 118 barras (221 x  221) 340 barras (832x832) 118 barras (402 x  402) 340 barras (1252 x  1252)1 5,0058 xlO6 2,6208 x l0lu 3,1438 xlO4 5,6269 x l0tí2 l,7007xl07 2,7096 xlO10 9,7959 xlO4 5,0157x10e3 2,8755xl06 2,6300xl010 1,9463 xlO4 5,3708 xlO64 1,0622 xlO7 2,0251 xlO10 6,1076 xlO4 4,1181x10e5 1,2733 xlO7 2,7374xl010 7,2350 xlO4 5,5681 xlO66 1,1765 xlO7 2,7796 xlO10 6,5742 xlO4 5,6504 xlO67 l,2337xl07 2,7927xl010 6,8533 xlO4 5,6763 xlO68 l,2384xl07 6,8776 xlO4
Figura 3.4: Estrutura da matriz Hessiana
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Capítulo 4
M étodos Iterativos em Subespaço 
de Krylov
Os métodos iterativos consistem em técnicas que usam sucessivas a- 
proximações, para que, a cada passo, obtenham-se soluções cada vez mais precisas 
para um sistema linear. Atualmente, os métodos mais elaborados pertencem à classe 
dos métodos não estacionários e, em geral, baseados na idéia de seqüência de vetores 
ortogonais.
Este capítulo considera alguns dos métodos não estacionários mais 
bem sucedidos, denominados métodos baseados em subespaç0de Krylov, dos quais 
o método do Gradiente Conjugado clássico, aplicado para matrizes simétricas, é 
o representante mais popular. Mais especificamente, são abordados os métodos 
de ortogonalização Completa (FOM), Mínimo Resíduo Generalizado (GMRES), Bi- 
Gradiente Conjugado (BiCG), Quasi-Mínimo Resíduo (QMR), Gradiente Conjugado 
ao quadrado (CGS) e Bi-Gradiente Conjugado Estabilizado (BiCGStab). As taxas 
de convergência destes métodos depende sensivelmente do espectro da matriz do sis­
tema, envolvendo então, uma segunda matriz chamada de precondicionador vista no 
capítulo 2, transformando a matriz de coeficientes em uma matriz com o espectro 
mais favorável. Como visto anteriormente, o uso de um bom precondicionador deve 
melhorar a convergência do método, suficientemente para sobressair-se sobre o custo 
de seu cálculo e sua aplicação. Em geral, para muitos problemas práticos, o uso do 
precondicionador para o sistema é absolutamente necessário.
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4.1 Introdução
Considere o sistema linear
Ax =  b; (4-1-1)
os métodos iterativos baseados em subespaços de Krylov consistem em buscar uma 
solução xm do sistema (4.1.1) no subespaço afim xq +  K m de dimensão m, impondo 
as condições de Petrov-Galerkin
b AXfYi-l-Lm,
sendo Lm um subespaço de dimensão m. Aqui, xQ representa a aproximação inicial 
para a solução. O subespaço K m, denominado subespaço de Krylov, é dado por
K m(A, r0) =  span{rQ, Ar0, A2r0, . . .  , Am~lr0},
onde tq =  b — Axq. As diferentes versões dos métodos em subespaços de Krylov 
consistem das diferentes escolhas do subespaço Lm e da maneira com que o sistema 
é precondicionado.
Do ponto de vista de teoria de aproximação, as soluções aproximadas 
obtidas dos métodos em subespaço de Krylov são da forma
A~lb «  xm =  xQ +  qm-i(A )r0,
sendo qm um polinómio de grau m — 1. Quando xq =  0, tem-se
xm ~  Qm—1(-^ )^ >
ou seja, a solução xm é aproximada por qm-i(A)b.
Embora todas as técnicas forneçam os mesmo tipo de aproximação 
polinomial, a escolha do subespaço Lm terá um efeito importante no método iterativo. 
Duas classes de escolhas fornecem as técnicas mais conhecidas. A primeira consiste 
em tomar Lm =  K m e para as variações de resíduo mínimo Lm =  A K m. A segunda 
classe consiste em definir Lm um subespaço de Krylov associado com a matriz AT, 
Lm =  K m{AT,r Q).
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4.2 M étodo de Arnoldi
O método de Arnoldi foi introduzido em 1951 com a intenção de reduzir
uma matriz densa à sua forma Hessenberg. Este é um método de projeção ortogonal 
em K m. Arnoldi apresentou seu método como uma maneira de encontrar autovalores 
da matriz Hessenberg em um número de passos menor do que n, fornecendo esti­
mativas precisas para alguns autovalores da matriz original. Depois, esta estratégia 
mostrou-se muito eficiente para aproximar autovalores de matrizes esparsas.
4.2.1 O algoritmo de Arnoldi
Considere o sistema (4.1.1). O procedimento de Arnoldi é um algoritmo 
para construir uma base para o subespaço de Krylov K m. A idéia é obter um conjunto 
de vetores ortonormais {vi,V2, ■ ■ ■ , vm} de modo que
onde Vm é formada pelos vetores {wí}<=i ... m e Hm e  Rmxm é uma matriz Hessenberg. 
A matriz Vm é ortonormal, assim, de (4.2.1)
VlAVm =  Hm, (4.2.1)
AVm =  VmHm.
Comparando as colunas de ambos os lados tem-se
Isolando o último termo na soma resulta em
k
h k + l ,k V k + l  —  A v /c  ^  "'j h i f iV i ,
onde hik =  qf Aqk para i =  l . . . k .
Estas equações definem o processo de Arnoldi:
Algoritm o 4.1. Arnoldi
1. Escolha um vetor v\ de norma 1.
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2. Para j= l,2 , . .. ,m
a) hij - <  Avi,vj > , i =  1, 2, . . .  , j ,
b) Wj =  Avj -  i hij Vi,
c) h j+ íj =  |K ||2,
d) Vj-{-i — ij .
O Algoritmo termina quando Wj =  0.
Os vetores Vk são chamados de vetores de Arnoldi e definem uma base 
ortonormal para o subespaço de Krylov K (A , vi, m) :
A cada passo, o algoritmo multiplica os vetores de Arnoldi anteriores Vj por A  e, 
então, ortogonaliza o vetor resultante Wj com relação todos os Vj 's anteriores por 
um procedimento Gram-Schmidt padrão.
Proposição 4.1. Denote por Vm a matriz n x m com colunas [üi, v2, ■ ■ ■ , vm] e por 
Hm a matriz Hessenberg m  x m  cujos elementos são definidos pelo algoritmo (4-1)- 
Então, as seguintes relações se verificam:
Demonstração: A relação (4.2.3) resulta observando no algoritmo (4.1), os itens
1 = 1
a relação (4.2.2) é a formulação matricial de (4.2.5), já a relação (4.2.4) é obtida 




2(b), 2(c) e 2 (d) que
(4.2.5)
38
GS GSM GSMR HOFlopsArmazenamento rri2n (m + 1  )n rri2n 2 m 2n 2m 2n — | m3 (m +  1 )n (m +  1 )n (m +  1 )n — \m 2
Tabela 4.1: Desempenho das versões do algoritmo de Arnoldi
4.2.2 Implementações práticas
A descrição do processo de Arnoldi dada anteriormente é assumido a 
aritmética exata. Na realidade, pode-se melhorar o processo numericamente usando 
o Gram-Schmidt Modificado (GSM) ou o algoritmo Householder [21] no lugar do 
Gram-Schmidt padrão (GS). Com o GSM, o algoritmo fica da seguinte maneira:
Algoritm o 4.2. Arnoldi-GSM
1 . Escolha um vetor vi com norma 1.
2. Para j  — 1, 2, . . .  ,m  do
(a) Wj : =  Avj,
(b) Para i =  1 ,2, . . .  , j  faça
(i>) hij — Wj, Ví ^ ,
(ii) Wj =  rj -  hijVi,
(C) hj+ h j  =  11 Wj 112 ,
(d) Vj+1 =  Wj/hj+ij.
Não há diferença em aritmética exata entre este algoritmo e o algo­
ritmo (4.1), embora o último seja numericamente melhor do que o Gram-Schmidt 
padrão. Apesar disso, o algoritmo GSM pode não ser suficiente para todos os casos, 
sendo necessário recorrer para uma ortogonalização dupla. Uma outra alternativa 
é usar as técnicas de ortogonalização baseadas no algoritmo de Householder, sendo 
estas as mais confiáveis do ponto de vista numérico. O custo computacional e o 
armazenamento de cada uma das três versões [21] são apresentados na tabela 4.1. O 
GSMR é o GSM com reortogonalização e o HO com Householder.
O número de operações mostrado no GSMR é para o pior caso, de­
sempenhando uma segunda ortogonalização a todo momento. Na prática, o número 
de operações fica próximo do simples GSM. O pequeno ganho no armazenamento, 
necessário na versão Householder, vem do fato que as transformações de Householder 
requerem vetores cuja dimensão diminui por um a cada passo do processo.
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Dado um aproximação inicial xq para o sistema Ax  =  b, deseja-se a 
cada passo m  uma aproximação xm que satisfaça as condições:
X m G X q +  K m(A, To) G Em; (4.3.1)
fm =  b Axm _L ÜTm(^ 4, To); (4.3.2)
onde r0 =  b — Ax o-
Se Ui =  7*0/ 117*0H2j e ß — H^ olb no método de Arnoldi, tem-se
\%AVm =  Hm
por (4.2.4), assim,
V *r  o =  V £(ßVl) =  ßev
Pela condição (4.3.1),
X m =  Xq -)- VrnVm >' (4.3.3)
rm =  ro +  AVmym, (4.3.4)
impondo a condição (4.3.2), tem-se
V£AVmym =  V^ro =  ße, =► (4.3.5)
Vm =  H ~lße i (4.3.6)
Estas equações definem o método de Ortogonalização Completa (FOM), 
descrito abaixo. Gram-Schmidt modificado é usado no passo de Arnoldi.
Algoritm o 4.3. Método de Ortogonalização Completa - FOM
1 . Calcule ro =  b — Ax  o, ß := ||ro||2 e vi := ro/ß
2. Defina a matriz m  x m Hm =  Faça Hm =  0
3. Para j  =  1 ,2 , . . .  , m faça
(a) Calcule Wj := Avj
(b) Para i =  1 , . . .  , j  faça
4.3 M étodo de Arnoldi para sistemas lineares
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( i )  h i j  = <  W j , V i  >
(ii) Wj := Wj — hijVi
(c) Calcule hJ+i j  =  ||i ü j ||2. Se h j + i j  =  0 faça m  := j  e vá para 12
(d) Calcule Vj+Í =  Wj / hj+íj .
4.. Calcule ym =  Hm (/3ci) c xm =  xo Vmym
É importante a disponibilidade do resíduo, a cada passo j ,  de maneira 
econômica, de modo que o algoritmo possa ser terminado, se uma precisão desejada 
do resíduo for alcançada. A seguinte proposição dá um resultado nessa direção.
Proposição 4.2. O vetor residual de uma solução aproximada xm gerada pelo algo­
ritmo FOM é tal que
b Axm =  hTnjriímernymvTn^ ]
e assim
||& Axm|| =  hm-\-iím\emym\. (4.3.7)
Demonstração:
b -  Axm =  b -  A(x0 +  Vmym) =  r0 -  AVmym
— fo VmHmym hrnjt \^ memyrnvTJljt \
— fiv\ VmHmym hm .^-i^ nemyrnvm .^\
De Hmym =  /3ej , tem-se que (3vi -  VmHmym =  0, de onde segue a proposição.
■
4.3.1 FOM com reinicio
O algoritmo FOM toma-se computacionalmente impraticável à medida 
que m  aumenta devido à ortogonalização. O custo de armazenamento aumenta na 
ordem de mn. Existem duas técnicas para contornar este problema. A primeira, 
é reiniciar o algoritmo periodicamente e a segunda, truncar a ortogonalização no 
algoritmo de Amoldi. Nesta seção será abordada a primeira opção. Para a segunda 
opção veja [21]. O algoritmo FOM com reinicio é descrito abaixo:
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Algoritm o 4.4. FOM com reinicio - FOM(p):
1. Calcule rQ =  b -  Ax0, P =  ||r0||2, e v i  =  r0//3
2. Gerar a base de Amoldi e a matriz Hp usando o algoritmo de Amoldi começando 
com Vi
3. Calcule yp =  H~l (/3ei) e xp =  xo +  Vpyp. Se convergiu então PARE.
4■ Escolha xo =  xp e vá para 1.
4.4 GM RES
O método GMRES busca, a cada passo m, uma solução xm tal que 
xm ç  xq +  K m(A, Wi) e
b — Axm J_ A K m(A,vi);
onde v\ =  ro/||ro||2- As idéias básicas do GMRES são descritas abaixo.
Qualquer vetor x  em xq +  K m pode ser escrito como
x =  x0 +  Vmy, para algum y G I m
Definido
J(y) =  ||6 -  A x \\2 =  J|6 -  A(x„ +  Vmy)\\2, (4.4.1)
a relação (4.2.3) resulta em
b — Ax  =  r0 — AVmy =  fivi -  Vm+íHmy
=  Vm+1(pei -  Hmy). (4.4.2)
Como a matriz Vm é ortonormal tem-se
J(y) =  ||r0 -  AVmy\\2 =  Wfa -  Hmv h .  (4.4.3)
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A aproximação GMRES busca o único vetor de x0 +  K m que minimiza
(4.4.1). Assim, esta aproximação é obtida fazendo xm =  x0 4- Vmym, onde
ym =  argminj,||y0ei -  Hmy\\2. (4.4.4)
Para resolver o problema (4.4.4), busca-se a solução de um problema 
de quadrados mínimos linear simplificado de dimensão (m +  1) x m, resolvido sem 
muitas dificuldades se m é pequeno. Desses resultados obtém-se o seguinte algoritmo:
Algoritm o 4.5. GMRES
1 . Calcule r0 =  b -  Axo, ß  =  ||r*0 ||2 e vi =  rQ/ß
2. Defina a matriz Hm — Faça Hm — 0
3. Para j  =  1 , . . .  , m faça
(a) Calcule uij =  Avj
(b) Para i =  1 , . . .  , j  faça
(i) hij —^  yjj ] Vi 
( U )  W j  =  W j — hi jV i
(c) hj+i j  =  \ \ w j \ \ 2 . Se hj+i j  =  0 PARE!
(d) Vj-|_i =  Wj/hjjf.ij
4. Calcule ym =  argminy \\ßei -  Hmy \\2 e faça xm =  x0 +  Vmym.
No algoritmo acima, os passos 3 e 4 são baseados no processo de orto- 
gonalização de Gram-Schmidt. Um algoritmo GMRES numericamente mais robusto 
pode ser obtido baseando-se no processo de ortogonalização de Householder. Uma 
desvantagem do algoritmo (4.5) é não fornecer a solução aproximada xm explicita­
mente a cada passo, impossibilitando o cálculo do resíduo do sistema e dificultando 
saber quando parar. Uma maneira elegante e computacionalmente barata de se obter 
o resíduo está relacionada com a maneira pela qual o problema de quadrados mínimos 
(PQM) é resolvido.
Para se resolver o PQM (4.4.3), é natural transformar a matriz Hes­
senberg Hm em triangular superior, fazendo uso de matrizes de rotações. Para isso
43





linha i - f 1 (4.4.5)
onde cf +  sf =  1. Se a matriz Hessenberg Hrn é (m +  1) x m  então Í2, tem dimensão 
(m -I-1).
Como deseja-se transformar Hm em uma matriz Hm triangular supe­
rior, basta escolher
h.Si = i+U = 5 Ci -- h,(i-1)
Será definido Qm o produto das matrizes íij 
Q m  =  1 ■ ■ ■ ^ 1
(4.4.6)
(4.4.7)
Rm — QmHm, 
9m =  =  (71» • • ■ j Tn*+l) ■
(4.4.8)
(4.4.9)
Excluindo as últimas linhas de Rm e gm, obtém-se uma matriz quadra­
da triangular superior, a qual será designado por Rm, e um vetor gm € Mm, respec­
tivamente. Usando o fato de Qm ser ortogonal, tem-se que
min \\(3ei -  Hmy \\2 =  min ||^m -  R ^ y ||2. (4.4.10)y y
Como ||gm -  RmvWl =  |7m+i|2 +  I\9m ~ RmVWl, a solução de (4.4.10) é dada por
Vm — Rm 9m-
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Proposição 4.3. Sejam as matrizes de rotação usadas para transformar Hm 
em triangular superior. Sejam Qm, Rm e gm como em (4-4-7), (4-4-8) e (4-4-9), 
respectivamente. Então rm =  b — Axm =  rym+iVm+iQm+\em+i, consequentemente, 
H^ mlh =: |7m+l|-
Demonstração: Usando (4.2.3) tem-se que
b -  Axm =  b -  A{xo +  Vmy) =  r0 -  Vm+iH my =  Vm+l{pei -  Hmy ) =
Vm+l(Pel Qm^mV) =  ^m+lQmiÕm RmV)- 
Como y  é a solução de (4.4.10), já foi visto que y  =  R ^ g m. Assim
b Axm =  Vm+lQmiidmi Tm+l] [*7m> 0] ) =  Tm+1 Kn+1Qm+1 1 • 
Como ym+1 e Qm são matrizes ortogonais tem-se que ||rm||2 =  |7m+i|-
Conforme a proposição acima, pode-se, a cada passo do GMRES, calcu­
lar o resíduo do sistema de uma maneira conveniente, tornando possível interromper 
o algoritmo no loop intermediário se o critério de parada for satisfeito. Note também 
que
7j+i =  S j j j ,  (4.4.11)
assim
||6 -  Axm||2 =  /3|S!S2 ■ - • «ml» (4.4.12)
se Sj =  0, então a solução é exata no passo j.
Poderão ocorrer situações, denominadas “ break down ”, onde o vetor 
Vj é igual a zero no algoritmo (4.5), isto é, hj+ ij  =  0 para um certo passo j , im­
possibilitando calcular o próximo vetor de Arnoldi. Entretanto, conforme [21], isso 
indica que a solução exata foi obtida.
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4.4.1 Comparação teórica entre o FOM e o GMRES
Nesta seção será descrito algumas relações entre “break downs”, que 
podem acontecer em ambos algoritmos, além de estabelecer relações entre os resíduos. 
Será chamado x j  a iteração do FOM e x f  a iteração do GMRES.
Primeiro, será discutido um fato que pode interromper o algoritmo 
FOM, quando a matriz Hm é singular em alguma iteração, impossibilitando calcular 
o iterado seguinte. Isto é um sério caso de “break down”, podendo interromper a 
convergência do algoritmo FOM ou causar um fenômeno chamado “estagnação” no 
GMRES, quando x^ +1 =  x%. Uma possível solução seria tomar alguma matriz Hj 
não singular, 1 < j  <  m  — 1, calcular x f  e reiniciar o algoritmo com xq — xJ. Nem 
sempre é possível fazer o procedimento acima, como mostrado num exemplo em [7].
Proposição 4.4. Suponha que m passos do FOM tenham sido realizados, e assuma 
que Hm é singular. Então
min ||/3ei -  Hmy\\ =  min \\fiei -  Hm-iy\\- (4.4.13)
j/£Rm y£  Rm_1
Se yu é a solução de (4--Í-4), k =  m ou k =  m  — 1, então y® =  ( ^ _ i ,0)T, assim 
xm-1 =  xm- Reciprocamente, se m  passos do FOM têm sido tomados e (4-4-13) se 
verifica, então Hm é singular.
Demonstração: Veja BROWN [7]
Esta proposição mostra como o desempenho do FOM e do GMRES 
estão relacionados. Se Hm é singular, então não existe ex® =  ^m-i- O contrário 
também é verdade. Assim, ou ambos métodos progridem, ou ambos falham. Uma 
importante observação da proposição (4.4) é que se o algoritmo GMRES apresentar 
um baixo decaimento no resíduo de uma iteração para outra, ou seja, r® ~  ’'m-i, 
significa que a matriz Hm está próxima da singularidade e assim é mal condicionada.
Será estabelecido a seguir interessantes relações entre os resíduos do 
FOM e o do GMRES. Primeiramente, será discutido uma variação do FOM a qual 
se usa a fatoração QR  da matriz Hessemberg superior Hm para resolver (4.3.6), ao 
invés da fatoração LU.
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Há uma interessante relação entre Hm e H m - 1
Hm — [Hm— 1, ^m],
onde hm =  (/ii,m, . . .  , hm>m)T. Usando a fatoração Q R  de Hm- i ,  obtém-se a corres­
pondente fatoração de Hm.
Hm =  [Hffi—ijhm] =  [Qm—lRm—li -^m]
=  Q m ~ l  [R rn —l  >
=  Qm—\Rmi
sendo que iC  =  G Mmxm. Assumindo que i / m é não singular,
a solução do sistema (4.3.6) pode ser encontrada resolvendo o sistema triangular 
superior
/  T  \QÍ,m-1«1
RmV -  PQm-l e l  =  Z5 :
\  9m,m—1®1 )
Seja, y£ a solução deste sistema. Pela proposição (4.2) tem-se
(4.4.14)
11^  -^m lta  —
usando argumentos similares à (4.4.11) e observando (4.4.14) tem-se
e m 2/m l ~  P\sl ■ ■ • sm-l/rm,m\- (4.4.15)
Usando (4.4.15), obtém-se um importante resultado entre as normas 
dos resíduos para o FOM e o GMRES.
Proposição 4.5. Suponha que m passos do FOM tenham sido executados e que Hm 
é não singular. Então
l r m l l  ~  l l r m l l  ‘ \ A  (^m+l,m/fm,my (4.4.16)
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Demonstração: Usando (4.4.15) tem-se
Ikmll =  Æ ki • ■ ■ Sm-\.\hm+i,m/ \ r m,m\ =  f)\si . 'T- (4 -4 -17)
|5 m |\’m,m\
De (4.4.6), tem-se que \sm\ =  , 2fem+'.'™ -  , assim usando (4.4.12)y  r m ,TnJr m -\-l,m
I k m l b  =  I k m l h  • ^ / l  +  (hm+l,m/rm,m)2-
Uma outra relação pode ser obtida de (4.4.12) e (4.4.15)
\\rZh  =
j '  m,m  j
de (4.4.16)
h.m + l,m r F  2 ' m 2 _r.m,m\ V
e então
F  ||2 IU F ||2
r  m ll2  I l 'm l l2
Ikmlli
de onde segue que
kSlb =  \\rmíUcm =  IkSlbíl -  (4-4-18)
Este último resultado mostra que a norma do resíduo do FOM cresce na medida que 
Sm —> 1, o que corresponde a estagnação no GMRES.
4.4.2 GMRES com reinicio
Similarmente ao algoritmo FOM, o GMRES torna-se impraticável quan­
do m  cresce, aumentando custo de armazenamento e número de operações. Uma 
maneira eficaz de contornar este fato é reiniciar o algoritmo após um certo número 
de iterações, o que é descrito a seguir.
Algoritm o 4.6. GMRES com reinicio
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1 . Calcule r0 =  b — Ax0, fi =  ||r0||2, 1^ =  r0/l3 e escolha m  6 N
2 . Use o algoritmo de Amoldi para gerar m  vetores de Arnoldi e a matriz Hm 
começando com Vi
3. Calcule ym que minimiza ||/3ei -  Hmy \\2 e faça xm =  x0 +  Vmym
4- Se critério é satisfeito, PARE. Senão escolha Xq := xm e vá para 1.
Uma dificuldade eventual do GMRES com reinicio é a estagnação, o 
que ocorre quando a matriz não é positiva definida. O GMRES padrão converge em 
no máximo n iterações, o que é inviável para n grande. Neste caso, um precondi- 
cionador deve ser usado para reduzir o número de iterações.
4.5 Análise de convergência do GM RES
Os polinómios de Chebyshev tem papel na teoria de convergência do 
GMRES. Essa classe de polinómios, além de ser usada para estudar a convergência 
de alguns métodos iterativos, ainda pode ser usadas na prática, com o intuito de 
acelerar as iterações ou o processo de projeção.
4.5.1 Polinómios de Chebyshev 
Caso real:
Os polinómios de Chebyshev reais de primeiro tipo de grau k são
definidos por:
Ck(t) =  cos(kcos~l (t)), t  G [—1,1]- (4.5.1)
Usando a relação trigonométrica
cos[(k +  1)0] +  cos[(k — 1)0] =  2 cosOcoskO,
e o princípio de indução, verifica-se facilmente que (4.5.1) é um polinómio em t. 
Essa relação trigonométrica também fornece uma importante relação de recorrência 
de três termos
Ck+i(t) =  2tct (t) -  Ck_!(t), (4.5.2)
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onde Co =  1, Ci =  t.
Pode-se estender a definição (4.5.1) para os casos onde |i| > 1 através
da fórmula
Ck(t) =  cosh(kcosh |í| > 1. (4.5.3)
A partir da definição acima, obtém-se a seguinte expressão:
o , «  =  | i ( *+ + ( t + v í ^ n : r ‘ i, (4.5.4)
válida para |í| > 1, que também pode ser estendida para \t\ < 1. Quando k é grande 
o segundo termo de (4.5.4) torna-se pequeno, fornecendo a aproximação:
c k(t) «  +  V t2 -  l ) fc, |í| > 1. (4.5.5)
Caso complexo
Como visto antes, quando \t\ >  1, Cfc(í) =  cosh(kcosh~l (t)). Essa 
definição pode ser unificada para o caso complexo. Assim,
Ck(z) =  cosh(kÇ), onde cosh(Ç) =  z.
Definindo a variável w =  e?, a fórmula acima pode ser escrita como
que os Cfc’s são realmente polinómios e satisfazem a recorrência de três termos
(4.5.6)
Esta é a definição de polinómios de Chebyshev usada em C. Como antes, verifica-se
C k+ i{ z )  =  2 z C k(z)  -  C k - i ( z ) ,  
C q(z ) =  1, C x (z ) =  z. (4.5.7)
Esses tipos de polinómios estão diretamente ligados com elipses no 
plano complexo. Seja Cp o círculo centrado na origem de raio p. Definindo J  : 
Cp — > C por
chamada aplicação de Joukowski, que transforma Cp em uma elipse centrada na 
origem com focos -1, 1 e semi-eixos principais \[p  +  p-1] e \[p — p~1].
Os Polinómios de Chebyshev são assintoticamente ótimos, sendo ótimos 
em apenas alguns casos. Para provar isso, será considerado o lema seguinte, devido 
a Zarantonello. Considera-se P* o conjunto de todos polinómios de grau k.
Lema 4.1. Seja C(0, p) um círculo centrado na origem e raio p e seja 7  G C e 
^ C(0,p) U int(C(0, p)). Então
mmpÇPkJ>( 7)= max |í?(2t)| =  t t^ )^ , (4.5.8)= 1  zec(o,P)' V I t I /
0 mínimo é alcançado pelo polinómio ( z /7)*.
Demonstração: Veja RIVLIN [20]
O resultado anterior pode ser estendido para qualquer círculo centrado 
em c e raio p e para qualquer 7 tal que 7 > p, apenas mudando variáveis e reescalando 
o polinómio.
Será considerado a seguir o caso de uma elipse centrada na origem com 
foco 1, -1 e semi-eixo principal a, a qual pode ser considerada como a imagem de J  
do círculo C(0, p). Denote por Ep tal elipse.
Proposição 4.6. Seja Ep =  J(C (0 ,p )) a elipse como acima, e seja 7 € C como no 
lema (4-1)- Então
7~~~~rr <  min max|p(2)| <  .-7 (4.5.9)
|w7 |fc P6P*,P(7)=1 z £ E P \w *  +  W ~ k \
onde Wry é a raiz dominante da equação J(w) =  7 
Demonstração: Veja SAAD [21].
Quando k —> 00 a diferença entre os limitantes direito e esquerdo de 
(4.5.9) tende a zero. Assim, um ponto importante, devido à proposição, é que, para
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k grande, o polinómio de Chebyshev
, wk +  w~k . w +  w~lP (z) =  “T T ---- k’ 0nde z =  -----ô-----»w* +  w~k 2
está próximo do polinómio ótimo, ou ainda, polinómios de Chebyshev são assintoti- 
camente ótimos.
Novamente, pode-se estender o resultado para uma elipse E(c, d, a) 
centrada em c, distância focal d e semi-eixo principal a fazendo uma simples mudança 
de variável, mostrando que o polinómio de Chebyshev mais próximo do ótimo é dado 
por
Ck(z) =  % j s É -  (4.5.10)^k{ d )
Examinado a expressão (w k +  w~k)/2  para w =  pel6, verifica-se que o 
máximo de \Ck(z)\ sobre a elipse, é alcançado no ponto c +  a localizado no eixo real 
[21]. Assim
Æ |e‘wl = S f j ’ ( 4 5 ' u )
Assim, a convergência para o algoritmo GMRES pode ser demonstrada. Um resul­
tado de convergência global é o primeiro passo.
Proposição 4.7. Se A é positiva definida, então o algoritmo GMRES(m) converge 
para qualquer m  >  1.
Demonstração: Veja SAAD [21]
Seria interessante o conhecimento de um limitante superior para a taxa 
tde convergência do GMRES. E disso que se trata o lema seguinte.
Lema 4.2. Seja xm a solução aproximada obtida do m-ésimo passo do algoritmo 
GMRES e tome rm =  b — Axm. Então xm é da forma
xm =  X 0 +  qm-i(A )r 0
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e
Ikmlh =  ||( / ~  Aqm_x(A))ro\\ =  min ||(J -  Aq(A))rQ\\2.qeFm- 1
Demonstração: Veja SAAD [21]
Proposição 4.8. Suponha que A £  Knxn é uma matriz diagonalizável, assim seja 
A  =  JfAX-1 onde A =  diag{X\, X2, . ■ ■ ,An} é a matriz diagonal de autovalores. 
Defina
e (m ) _  m -n  m a x
p e P m,p(0) = 1
Então, a norma do resíduo do m-ésimo passo do GMRES satisfaz
I M h  <  fe(Jf)e(m)|
onieh(x) = \\x\\2\\x-1\\2.
Demonstração: Veja SAAD [21]
Os resultados das seções anteriores podem ser usados para obter um 
majorante para e^ mK Suponha que o espectro da matriz A esteja contido em uma 
elipse E(c, d, a) com centro c, distância focal d e semi-eixo principal a e que a origem 
está fora desta elipse. O corolário a seguir fornece um majorante para 0 resíduo do 
GMRES.
Corolário 4.1. Seja A uma matriz diagonalizável, assim tome A =  X k X ~ l onde 
A =  d i a g { \ \ , . . .  ,A„} e a matriz diagonal de autovalores. Assuma que todos os 
autovalores de A estão contido em E (c,d ,a) que exclui a origem. Então, a norma 
residual formada no m-ésimo passo do GMRES satisfaz a desigualdade
\rmH2 < k2{X)
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Demonstração: Como {Aj}j=1...n € C,
eM  _  m-n max Ip(Aj) I < min max |p(z)|p £P m,p(0)=1 i= l ,. . . ,n  p6Pm,p(0)=l z£E (c ,d ,a)
por (4.5.11), onde 7 =  0 e, pela observação acima,
E(m ) < |c*(|)I
Usando a proposição anterior, obtém-se o resultado desejado.
A seguir, descreve-se os métodos iterativos em espaços de Krylov basea­
dos no processo de biortogonalização de Lanczos. Estes são métodos de projeção que 
são intrinsicamente não ortogonais, possuindo algumas propriedades interessantes e 
com uma análise teórica bem elaborada.
4.6 Biortogonalização de Lanczos
O algoritmo da biortogonalização de Lanczos é uma extensão para 
matrizes não simétricas do algoritmo Lanczos [22] simétrico, que é equivalente ao 
algoritmo de Arnoldi para matrizes simétricas. O processo do Lanczos não simétrico 
é completamente diferente ao de Arnoldi, pois busca uma sequência biortogonal ao 
invés de uma sequência ortogonal.
O algoritmo proposto por Lanczos para matrizes não simétricas cons­
trói um par de bases biortogonais para dois subespaços
K m(A, vi) =  span{vx,A v i , . . .  Am~lvi}
e
K m(AT, wi)  =  span{w  1 ,  ATw 1 , . . .  (AT)m~lwi}.
conforme o algoritmo a seguir.
A lgoritm o 4.7. Biortogonalização de Lanczos
1. Escolha dois vetores vi, Wi tal que <  v\,Wi > =  1
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2. Escolha /3i =  ái =  0, w0 = v0 = 0
S. Para j  =  1 ,2 , . . .  , m faça
(a) a j  = <  Avj, Wj >
(b) Vj+i =  Avj — avj —
(c) Wj+i =  A TWj — aw j — SjWj-i
(d) Sj+1 =  | <  Vj+i,Wj+i >  I1/2. Se Sj+Í =  0 então PARE!
(e) pj+1 = <  vj+ l ,w j+í >  /Sj+1
(f) Wj+1 =  Wj+l/Pj+l 
(õ) vj+l =  vj+i/àj+i
Os escalares ^i+i) Pj+i, definidos nas linhas 3 (d) e 3(e), são para garan­
tir que < Vj+i, Wj+i > =  1. Como resultado das linhas 3(f) e 3(g) do algoritmo (4.7), 
é necessário apenas escolher /3j+1 de modo que
sendo que fij+i, fij+i satisfaz a relação (4.6.1). Se forem usados estes escalares como 
no algoritmo (4.7), então í / s  são positivos e ftj =  ±Sj. Observe do algoritmo que 
os vetores Vi s estão em K m(A,vi) e os Wj’s em K m(AT,w\). Isto é confirmado na 
proposição a seguir.
Proposição 4.9. Se 0 algoritmo (4-7) não interrompe 0 processo até 0 passo m, 
então os vetores e { w j } j = f o r m a m  um sistema biortogonal, isto é,
(4.6.1)
Será denotado por Tm a matriz tridiagonal
«1 02 
62 0-2 03
fim— 1 1 Pm
fim O-m
se i ^ j
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Além d i s s o , é  uma base para K m(A ,v i) e {Wj}j=i,...,m é uma base para 
K m(AT,Wi) sendo que as seguintes relações são válidas,
AVjn — “t" (4.6.2)
ATWm =  WmTn +  Pm+iWm+ie^, (4.6.3)
W lA V m =  Tm. (4.6.4)
Demonstração: Veja SAAD [21]
Existem vantagens e desvantagens do algoritmo Lanczos sobre o al­
goritmo Arnoldi. O Lanczos requer pouco armazenamento de vetores, tendo uma 
significante vantagem sobre o Arnoldi. Por outro lado, possui maior potencialidade 
de ocorrer um “break down”, sempre que no algoritmo (4.7), linha 3 (d) se verificar
<  Vj+1, Wj.i-i > =  0. (4.6.5)
Isto ocorre quando um dos dois vetores Vj+1, Wj+i se anula, ou quando ambos são 
não nulos e o produto interno é nulo. Se ocorrer o primeiro caso, com Vj+1 =  0 então 
span{Vj} é invariante e, assim, a solução aproximada é exata; se Wj+i — 0 então 
span{W j}  é invariante e nada pode ser afirmado sobre a solução aproximada para 
o sistema com A, apenas que é exata para o sistema dual (AT). O segundo tipo 
de “break down” é mais grave e, a primeira vista, impossibilita calcular a iteração 
seguinte. Felizmente, existem modificações do algoritmo que permitem sua continu­
ação em muitos casos. Essas modificações consistem nos denominados algoritmos de 
Lanczos look-ahead.
A principal idéia do look-ahead é definir o par de vetores vj+2, wj+2, 
mesmo que o par Vj+1, vjj+i não esteja definido. Se o par Vj+2, Wj+2 não pode ser 
definido, então tenta-se Vj+3, Wj+3 e assim por diante. Para mais detalhes veja [22].
4.6.1 O algoritmo Lanczos e sistemas lineares
Considere o seguinte sistema linear
Ax =  b, A  G M.nx" não simétrica, (4.6.6)
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Seja x0 uma aproximação inicial e tome r0 =  b — Axq. O algoritmo Lanczos para 
resolver (4.6.6) é descrito a seguir.
Algoritm o 4.8. Algoritmo Lanczos para sistemas lineares não simétricos
1. Calcule rQ =  b — A xq e /3 =  |) r*0112
2. Faça m passos do algoritmo Lanczos, ou seja,
(a) Seja vi =  ro//3 e escolha Wi tal que <  v \ ,w i  > =  1
(b) Gere os vetores de Lanczos v \ , . . .  , vm, W\ , . . .  , wm
(c) Considere a matriz Tm do algoritmo (4-7)
3. Calcule ym =  T~1(Pe 1) e x m =  x0 +  Vmym
Como no algoritmo FOM, pode-se calcular a norma do resíduo a cada 
iteração, o que é firmado pela proposição a seguir.
Proposição 4.10. O vetor residual de uma solução aproximada xm gerada pelo al­
goritmo (4 -8)  é dado por
b -  Axj =  -õj+ieJyjVj+1. (4.6.7)
Demonstração: Pelo algoritmo (4.8), tem-se que Xj =  x0 +  Vjyj, assim, usando
(4.6.2) obtém-se
b — Axj =  b — A(x0 +  Vjyj) =  b — Axq — AVjyj =  
r0 -  VjTjy j  -  ôj + ieJyjVj + i =  - õ j+1eJyjVj + l .
■
Como consequência da proposição acima, tem-se
||6 - A t í I |2 =  |íi+iejyj|||i;j+i||2- (4-6.8)
4.6.2 Os algoritmos Bi-CG e QMR
Do algoritmo (4.8), pode-se derivar o algoritmo Bi-Gradiente Conju­
gado (Bi-CG), proposto por Lanczos em 1952 e o Quasi-Mínimo Resíduo (QMR). A 
seguir, ambos os algoritmos são explicados resumidamente.
O algoritm o Bi-CG:
O algoritmo consiste em um processo de projeção em
K m =  span{vi, A v i , , A m~lv 1}
ortogonalmente a
£ m =  span{w  1, ATw 1, . . .  , (AT)m~lw 1}
sendo que vi =  ro/||r0|)2 e w} tal que < Vi,wi 0, geralmente escolhe-se igual a 
vv
Seja
Tm — LmUm (4.6.9)
a decomposição LU de Tm e
Pm =  VmU~l , zm =  L ^ ( p e i). (4.6.10)
A solução aproximada é escrita por:
Xm =  x 0 +  V r n T ^ iP e  1)
=  x0 +  VmU - l L ^ ( p e i)
=  x0 +  PmL ^ {fie  1) =  x0 +  Pmzm.
A partir das equações acima, pode-se atualizar xm+x a partir de xm e 
pm+1 a partir de pm.
Considere a matriz
C  =  (4.6.11)
Observa-se que os vetores coluna p* de P^ e os pi de Pm são A-conjugados, pois
{P'm? A P m =  =  LnlTmU~l = / .
A partir destas informações, pode-se derivar o Bi-CG do processo de Lanczos. 
A lgoritm o 4.9. Bi-Gradiente Conjugado (Bi-CG)
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1 . Calcule ro =  b — Ax0 e escolha tal que <  rQ, 0
2. Escolha po =  rQ, p  ^=  Tq
3. Para j  =  0 ,1 , . . .  , até convergir faça
(a) a ,  = <  r j ,r ]  >  /  <  Apj,p* >
(b) x j + i =  Xj +  OijPj
(c) r j + 1 =  rj -  ajApj
Note que, se for de interesse resolver também o sistema dual, deve-se
Definindo-se o vetor v x =  r0//3 e usando o fato que xm =  x0 +  Vmy,
(d) r *j+1 =  r* -  aA Tpj
(e) Pj = <  rj+ l, r *j+1 > /  < rj,r* >
(f) P j + i  =  r i + i  +  t e  
( 9 )  P j +1 =  r*j + l  +  P jP *
definir na linha 1 r0 =  b* — At Xq e atualizar x*+l =  x  ^+  otjPj depois da linha 5.
O algoritmo QMR:
Do algoritmo de Lanczos tem-se que
AVm — Vm+lTm (4.6.12)
onde Tm 6 R(m+1)xm é uma matriz tridiagonal
tem-se
b — Ax =  b — A(x0 +  Vmy) =  r0 -  AVmy  =
=  ^ m + l( /^ l ^mZ/)
assim,
||6 -  A xm h =  \\Vm+i(Pei -  Tmy )||2. (4.6.13)
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Se a matriz Vm+i for ortonormal, tem-se ||í> — A xm\]2 =  II/fei — Tmy ||2, resultando 
em um problema de quadrados mínimos linear, como no GMRES. A idéia do Quasi- 
Mínimo Resíduo (QMR) é tomar o argumento y  que minimiza a função
J{y) = W ei -  f my \\2
sobre y, e então calcular a solução aproximada xo+Vmy. Assim se ym =  argrnin2/J(y), 
tem-se xm =  %o +  Vmym. O algoritmo QMR é bastante similar ao GMRES, a única 
diferença é que o Arnoldi é trocado pelo Lanczos.
Por causa da estrutura tridiagonal da matriz Tm, pode-se atualizar a 
solução xm a partir de xm- i ,  como mostra o algoritmo abaixo.
Algoritm o 4.10. Algoritmo QMR
1. Calcule rQ =  b — Ax0 e 71 =  ||r0||2, Wi =  Vi =  r0/ 71
2. Para m  =  1 . . .  , até convergência faça
(a) calcule a m, 6m+1 evm+i,vJm+i como no algoritmo (4-7)
(b) Atualize a fatoração QR de Tm, ou seja
(i) Aplique as rotações £li, i =  m  — 2, m — 1 para a m-ésima coluna de 
T-Lm
(n) Calcule os coeficientes de rotação cm, sm por (4-4-6)
(c) Aplique a rotação Clm a T m e gm, isto é, calcule:
(í) 7m+l =  '5m7m 
(ü )  7m =  Cml
(Ui) OLm — CmO-m “t" T^n^ m+l
(d) Pm =  (vm ~  Yli=m-2 i^mPi) f^mm
(e) Xm =  %rn— L 7mPm
(f) Se |7m+i| é suficiente pequeno, PARE!
4.6.3 Variações da biortogonalização de Lanczos
Os métodos Bi-CG e QMR requerem, a cada passo, um produto matriz 
vetor envolvendo AT, sendo que nem sempre esta é disponível. Como os vetores
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p*, Wj gerados com AT não contribuem diretamente para a solução aproximada, 
sendo apenas necessários para obter alguns escalares do algoritmo como ctj e /3j no 
Bi-CG, existem métodos que ficam livre do uso de AT. Entre eles, pode-se citar o 
CGS (Gradiente Conjugado ao Quadrado) e o Bi-CGStab (Bi-Gradiente Conjugado 
Estabilizado), que serão tratados a seguir.
Q algoritmo CGS:
O algoritmo CGS [23] é baseado no Bi-CG, evitando usar a matriz AT 
e assim obter uma convergência mais rápida. A idéia central é baseada em uma 
simples observação. Do algoritmo Bi-CG, o vetor residual na iteração j  pode ser 
espresso como
ró =  (/>j(A)r0, (4.6.14)
sendo 4>j um certo polinómio de grau j  tal que ^ ( 0) =  1. Similarmente, existe um 
polinómio 71"j de grau j  tal que
Pj =  nj(A)r0. (4.6.15)
Observe que r*j e p* no algoritmo Bi-CG são definidos com os mesmos escalares na 
recorrência, sendo que A  ê substituída por AT, assim
r* =  <f>j{AT) r l  p) =  ^ { A T) r l  
Como resultado, tem-se que o escalar ctj no algoritmo é dado por
< ())j {A)TQ^j{AT)rl >  _  <  (j)2j{A)rQ,rl >
013 <  A7Tj(A)r0, 'Kj (AT)ro >  <  A7r?(A)r0, >  ’
mostrando que se fosse conhecida uma fórmula de recorrência para os vetores $j(A)ro  
e 7Tj(A)ro, não se teria problemas em calcular ctj e de uma maneira análoga, (3j. A 
idéia é encontrar uma sequência de iterados cujos os resíduos satisfazem
Tj =  <j>2j{A )rQ. (4.6.16)
Para estabelecer a recorrência desejada, começa-se a recorrência que
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define (f)j e tcj, que são
=  (j)j{t) -  ajtirjit), (4.6.17)
Kj+i(t) =  (ßj+i(t) +  ßjTTj(t), (4.6.18)
assim.
4>j+i(t) =  - 2 a j t7rj (t)(l>j (t) +  a ] t2n](t),
Tfj+i (í) =  4>j+1 (*) +  2/3j0j+i (í)7Tj (í) +  tt] (í) .
Se as relações acima não tivessem os termos cruzados Kj{t)(f>j(t) e 
4>j+i (t)iTj(t) do lado direito, teria-se uma fórmula de recorrência. Uma solução é 
introduzir um desses termos cruzados, por exemplo <fij+x(t)irj(t), como um terceiro 
membro de recorrência. Para o outro termo, 7Tj(t)</>j(t), omitindo a variável í, tem-se 
a seguinte relação
(frjitj=  0j (0j “i” fij—iffj—i) 4*j “t” Pj—i&jftj—i'
Resumindo todas essas relações, obtém-se as recorrências
4>j+1 =  4>j- Oíjt(2(j>j +  2/3i _ i0j7T7_i -  ajtx])  (4.6.19)
(f>j+iKj =  <f>j +  fij—ifijTTj—i -  a jtn j (4.6.20)
tt] +1 =  0j+1 +  +  ? y 3. (4.6.21)
Definindo
Tj =  <t>2(A)r0 (4.6.22)
pj =  7r|(A)r0 (4.6.23)
qj =  <j>j+ í(A)irj(A)r0, (4.6.24)
as recorrências anteriores ficam
rj+i =  Tj -  aj A(2rj  +  2ßj _1qj ^1 -  ajApj), (4.6.25)
qj =  rj +  ß j- iq j- i  -  oijApj, (4.6.26)
Pj+i =  rj+í +  2ßj qj  +  ß]pj. (4.6.27)
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/E conveniente definir alguns vetores auxiliares para simplificar o algoritmo. Seja
dj =  2rj +  2j3j-iqj~i — ajApj
e
Uj — Tj +  lj
assim, tem-se as relações
dj —  Uj "f" Qj 5
Qj =  uj  ajA pj,
Pj+i =  Mj+i +  Ã f e  +  t e ) ,
resultando no algoritmo que segue.
Algoritm o 4.11. Algoritmo CGS
1 . Calcule Tq =  b — A xq] ro arbitrário
2. Seja Pq =  uq =  r0.
3. Para j  =  0, 1, . . .  , até convergir faça
(a) d j = <  Tj,r*j >  /  < Apj,r*Q >
(b) qj =  U j  — cxj Apj
(c) Xj+1 =  Xj +  aj(uj +  qj)
(d) rJ+1 =  Tj -  OijA(uj +  qj)
(e) f3j = <  rj+u  r* > /  < ró, r* >
(f) ui+i =  rj+i +  PjQj
(g) p h  i =  %+i +  PAoj +  t e )
Uma desvantagem do algoritmo CGS é que, como os polinómios são 
elevados ao quadrado, os erros de arredondamento tornam-se mais danosos no algo­
ritmo Bi-CG. Em particular, ocorre grandes variações dos vetores residuais, refletindo 
imprecisões no cálculo dos resíduos na linha 3 (d) do algoritmo (4.11).
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O algoritmo Bi-CGStab:
O algoritmo Bi-CGStab é uma variação do CGS desenvolvido para 
contornar as dificuldades citadas anteriormente. Ao invés de procurar um vetor 
residual como em (4.6.16), o Bi-CGStab produz iterados cujo vetores residuais são 
da forma
r ’j  =  (^)^i (^)ro, (4.6.28)
sendo 4>j{t) o polinómio associado ao resíduo no algoritmo Bi-CG e ip j ( t )  um novo 
polinómio, definido recursivamente com o objetivo de “suavizar” o comportamento 
da convergência. A fórmula de recorrência é dada por:
=  (1 ~ VjtW jit)- (4.6.29)
O escalar ojj é determinado a posteriori. A maneira de deduzir as relações de 
recorrência é similar ao do algoritmo CGS. Será iniciado com o polinómio residu­
al obtendo
^j+i&j+i — (1 ~
=  (1 — Ujt)(ipj(j>j — ajtipjffj).
Para o termo iftprj pode-se escrever
TpjTTj =  Ipjifa +  ^-iTTj-i)
=  tpj4>j +  /%_!(1 -  .
Define-se
Tj =  <t>j{A) {^A)rQ, 
Pj =  'lPj(A)^j(A)ro.
Pelas relações acima, supondo que os escalares ctj e j3j estão disponíveis, esses vetores 
podem ser atualizados pelas seguintes fórmulas de recorrência
rj+í =  (I ~  “ jA )(r j -  ajApj)  (4.6.34)






A seguir, será deduzido o cálculo dos escalares necessários. Pelo algoritmo Bi-CG, 
tem-se que =  pj+i/pj onde
Pi = <  <j>j(Á)r0,(l)j (Ár )r*Q > = <  (j)){A)rQlr l  > .
Note que o vetor 02(A)ro não está disponível. Para contornar essa dificuldade, define- 
se
Pi =  <  <t>i{^)ro^i{^)rQ >
=  < Í ’Á ^ ) M A)ro ,ro >
=  < r j , r o > .
Para relacionar os escalares pj e pj, expandir-se-á o polinómio i>j{A), obtendo-se
Pi = <  4>AA)ro, rii\AT)jrt  r}2){ÁF)3~lrl, ■■■> ■
Como <j)j(Á)r0 é ortogonal a todos vetores (AT)fcrg, com k <  j, e se 7^  é o primeiro 
coeficiente de <pj, tem-se então
Ji)  J i)Pi = <  (/>j(A)ro, —gr(f>j(A )ro > =  p j .
7i 7 i
Observando as relações de recorrência para (j)j+i e ipj+i, tem-se que




dando a seguinte relação para j :
Pi =  ( ^ ) ( ^ ) -Pj Uj
De uma maneira análoga, pode-se deduzir uma fórmula para aj. Pelo algoritmo
a,- <  M A)ro ^ Â AT)rõ >< A'Kj (A)rQ,'Kj {AT)r*ü > '
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Como no caso anterior, os polinómios no lado direito dos produtos internos, tanto 
no numerador como no denominador, podem ser trocados por seus termos de maior 
grau. Portanto, neste caso, os coeficientes destes termos para qij( 4^T)rJ e 7Tj(AT)ro* 
são idênticos e, portanto,
Qíj =
< <l>j(A )rO’(l)Á AT)r*o ><  A ‘Kj(A)rQ,Trj{A T) r l  >
_  < M A )ro M AT)ro >< A 7Tj (A)r0,ipj(AT)r^ >
_  < ipj(A)<!>AA )rO’ro ><  Aipj (A)'Kj (A)r0, r l  >
Como Pj =  ipj(A)7Tj(A)r0, tem-se que
( 4 ' 6 - 3 5 )
/E necessário, agora, definir o parâmetro uij . A escolha mais natural é escolhê-lo para 
minimizar |J(J — u j Á ) (A)(j)j+i (A)ro||2 sobre u. Pela equação (4.6.34) tem-se que
f j + i  =  ( /  - U j A ) s j
onde
Sj =  rj — ctjApj.
Então, o valor ótimo de u  é dado por
< Asj, Sj >ou* =3 < Asj, Asj >
Assim, a equação (4.6.34) pode ser escrita como
r j+1 =  sj — üüjAsj =  rj — ctjApj — ujjAsj,
e a atualização para a solução aproximada é dada por
— X j  I i LújSj*
Com essas relações  ^pode-se escrever o seguinte algoritmo.
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A lgoritm o 4.12. Algoritmo Bi-CGStab
1 . Calcule ro =  b — Axo, 7q arbitrário
2. Seja po =  r0
3. Para j  =  0 ,1 , . . .  , até convergência faça
(a) aó = <  rh r* > /  < APj, r* >
(bj sj =  r j -  ajApj
(c) üjj = <  A sj,s j  > /  < A sj,A s j  >
(d) j-i i xj “I- OíjPj “t- ujjSj
(e) r j+1 =  Sj — ujjAsj 
f f )  R .  =  < r i + i ’r 5>  a i\JJ H] <Tj,Tq> uij
(a) pj+i =  rj+i +  &  < P j  -  ujApj >
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Conclusão
Neste trabalho, duas formulações importantes das equações da rede 
elétrica foram resolvidas usando várias técnicas numéricas. No problema de fluxo 
de cargas, métodos de Newton Inexatos com diferentes algoritmos iterativos lineares 
foram empregados. A segunda formulação, abordada mais recentemente na literatu­
ra, empregou um método para o problema de quadrados mínimos não lineares com 
restrições.
Verificou-se, para os sistemas não lineares esparsos que representam o 
problema de fluxo de carga, que os precondicionadores tem um papel importante 
para a convergência da sequência de sistemas lineares subjacentes, mostrando um 
bom resultado ao usar precondicionadores baseados em fatoração ILU(O) e ILUT, 
este último responsável pela convergência do SSB340, onde a matriz jacobiana não 
apresenta uma estrutura de esparsidade favorável. Pode-se constatar pelos testes, 
que os métodos iterativos que tiveram um melhor desempenho foram os BiCG-Stab 
e o CGS, que são baseados no processo de biortogonalização de Lanczos.
A medida que a dimensão aumenta, melhor investimento deve ser feito 
no precondicionador. Paxa problemas de grande porte, como é o caso do SSB1916 
com 1916 barras, considerado em BARBOZA [3], esquemas que combinam carac­
terísticas de diferentes precondicionadores devem ser utilizados. Isto não é uma 
tarefa fácil, pois requer uma implementação sofisticada. Duas abordagens poderiam 
ser investigadas: o comportamento dos diferentes métodos iterativos em problemas 
de grande porte, que representam o caso real dos problemas em sistema de potência 
brasileiro e como os precondicionadores podem ser obtidos considerando os diferentes 
métodos iterativos e os diferentes sistemas. Em ambos os casos, um investimento 
importante em álgebra linear numérica, tanto do ponto de vista teórico quanto com­
putacional, poderá fornecer respostas satisfatórias.
A não convergência de alguns casos para o problema de fluxo de carga 
sem o uso de precondicionamento já é um indício de que o problema sem solução 
apresenta mal condicionamento. De fato, isso foi identificado nos experimentos com-
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putacionais. Não é uma tarefa trivial abordar um problema mal condicionado em 
computação de grande porte com métodos iterativos e esquemas de precondiciona- 
mento. Nos testes numéricos, mesmo usando uma técnica para diminuir o número 
de condição do sistema, o qual chamamos de sistema estendido, o processo de con­
vergência à solução não é afetado favoravelmente. Este é mais um indício de como 
as equações da rede elétrica constituem um desafio para os analistas numéricos. No 
problema de fluxo de carga sem solução, lançamos mão do Lagrangeano aumentado 
como função de mérito, resultando em algumas melhorias, principalmente na taxa 
de convergência do método de Newton. Embora os resultados tenham sido melhores, 
as iterações de Gauss-Newton iniciais foram indispensáveis para a convergência.
Os métodos iterativos em subespaço de Krylov são a base dos mod­
ernos e eficientes programas de alto desempenho em análise numérica. Portanto, o 
estudo desses métodos desenvolvido neste trabalho deve servir de base para as futuras 
investigações, não só para o modelo em questão, mas para qualquer investimento em 
resolução de sistemas de grande porte de caráter geral.
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