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Traditionally, we measure the quality of an approximation to the solution of a 
linear operator equation by its error. However, the worst case error is sometimes 
an unsatisfactory measure of uncertainty, especially for ill-posed problems. In this 
paper, we propose that the residual be used instead of the error as our measure of 
uncertainty. We describe optimal information and ask to what extent linear algo- 
rithms can be optimal. These results are applied to the ill-posed problem of invert- 
ing a finite Laplace transform. In particular, we find that there are instances where 
there are no finite-residual linear algorithms for this problem, although the prob- 
lem is convergent; i.e., there are nonlinear algorithms whose residual tends to 
zero. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
In much previous work on information-based complexity, uncertainty 
has been measured by the distance between the exact solution to our 
problem and an approximate solution. For instance, in the worst case 
setting involving a normed linear space, we have a solution operator S 
defined on a class F of problem elements; the uncertainty in an approxi- 
mation x (defined at each problem element) is then given by the error, 
which is defined to be supJEF I/x(f) - SfjI. See, e.g., Traub et al. (1988) 
and Traub and Wotniakowski (1980) for further discussion, as well as 
many examples and pointers to the literature. 
However, this approach can be awkward when S is not given explicitly, 
but only as the inverse of a known linear operator L. That is, we are trying 
to solve an operator equation: for each problem element f, we are trying 
to approximate u such that Lu = J 
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We are especially interested in the Fredholm equation of the first kind, 
which is an operator equation Lu = fin which L is compact. Examples of 
such problems include 
l inversion of the Laplace transform, whether the usual transform 
defined over [0, ~0) or the finite transform whose inversion is discussed in 
Dunn (1967), 
l Fujita’s equation relating molecular weight distribution to the 
steady-state concentration or optical density in a centrifuged sample, de- 
scribed in Gehatia and Wiff (1970), 
l problems in computational vision, such as edge detection, optical 
flow, surface reconstruction, and determining shape from shading, such 
as in Poggio et al. (1983, 
l solving the heat equation backward in time, see, e.g., Seidman 
(1976), and 
l various problems in remote sensing, see Twomey (1977). 
Such problems are ill-posed in the sense of Hadamard (1952), in that a 
small change infmay yield a large change in U. In Werschulz (1986), we 
showed that there do not exist algorithms (using appropriate information 
about the problem element f) with finite error for the solution of ill-posed 
problems. 
Since it is important to solve such problems (even though finite-error 
algorithms do not exist), a new notion of uncertainty is needed. Instead of 
using the error supfE~ 11x(f) - L-‘flj as our measure of uncertainty, we 
will use the residual supfEF jjLx(f) - fll; see also Linz (1984). This will 
lead us to consider optimal residual algorithms, rather than optimal error 
algorithms. 
As described above, our primary motivation in studying optimal resid- 
ual, rather than optimal error, algorithms was to find a measure of uncer- 
tainty that would allow us to solve ill-posed operator equations. So at the 
end of this paper, we illustrate our results by their application to an ill- 
posed problem of geomathematics described in Twomey (1977), namely, 
the inversion of the finite Laplace transform. However, the search for 
algorithms with small residual can also be useful in the solution of well- 
posed problems. We intend to pursue this line of investigation in future 
papers. 
We briefly outline the contents of this paper. 
In Section 2, we define our problem. We formally reduce the problem to 
the familiar problem of approximating the identity operator on the set F, 
showing that the radius of information (the minimal residual among all 
algorithms using that information) is essentially the same as for the ap- 
proximation problem, and is essentially independent of the operator L. It 
then follows that many results for the approximation problem immedi- 
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ately apply to our problem. In particular, if a result can be expressed 
solely in terms of the radius of information, and if that result is known to 
hold for the approximation problem, then a denseness argument implies 
that the result extends to our problem as well. 
The only results that cannot be so expressed are those concerning 
algorithms. So, we consider algorithms in Section 3, concentrating on 
linear algorithms. First, we ask whether there exist linear algorithms 
whose residual is finite (see also Werschulz and Wozniakowski (1986) for 
further discussion). We give a necessary and sufficient condition for the 
existence of linear algorithms with finite residual. Using this result, we 
show that there are problems for which the residual of any linear algo- 
rithms is infinite, but for which there exist nonlinear algorithms whose 
residuals go to zero. Such pathological problems can occur even in a 
Hilbert space setting, although there always exists a linear optimal error 
algorithm in the Hilbert space setting. We then restrict our attention to the 
Hilbert setting, showing that if finite-residual linear algorithms exist, then 
linear algorithms are almost optimal. 
Finally, in Section 4, we apply these results to the inversion of a finite 
Laplace transform, a problem occurring in geomathematics, see Twomey 
(1977). We first consider the “seminormed case,” showing that even 
though this problem can be solved by using nonlinear algorithms, there 
exist no finite-residual linear algorithms for this problem. We then turn to 
the normed case, finding optimal information and optimal residual linear 
algorithms for this problem. 
2. BASIC CONCEPTS AND RESULTS 
We are given the following: 
l Banach spaces U and V, 
l a bounded linear injection 
L:U-v 
(which we call a problem operator) with range D dense in V, and 
l a class F C V of problem elements. 
Our initial goal is to solve the following problem: 
givenfEFnD,finduE UsuchthatLu=f. 
Note that we do not assume that D coincides with V, since we will want to 
apply our results to ill-posed problems Lu = f (especially, Fredholm 
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problems of the first kind in which L is compact). This also explains why 
we do not assume that F c D, since the range D of the problem operator L 
may be hard to explicitly determine. In what follows, we will assume that 
F has a special form, namely, that there exists a Banach space X and a 
continuous linear subjection T: V += X, called a restriction operator, such 
that 
Of course, it is usually impossible to solve the problem Lu = f exactly 
for each problem element J Hence, we seek approximations u such that 
Lu - f is small. To make this more precise, we now assume that V is 
embedded in a Banach space W, i.e., that V is a subspace of W, the 
inclusion mapping 
E: V+ W defined by Ev := v vu E v 
being continuous. We then seek, for E > 0, an e-approximation: 
givenf E F rl D, find u = u(f) E U such that I(E(Lu - f)(l s E. 
Note that the norm of the space V measures the regularity of the problem 
elements, while the norm of W measures the quality of an approximation. 
To solve our problem, we must know something about each problem 
element. Here, information N of cardinality )2 = card N is a continuous 
linear surjection N: V ---, 5%“. Thus, card N = n iff there exist linearly 
independent continuous linear functionals A,, . . . , A,, on V such that h(f) I.1 Nf= : VfE v. 
This information N is then used by an algorithm cp, which is a mapping (o: 
lKP 3 U. The quality of an algorithm cp is measured by its residual r(cp, N), 
which is given by 
r(cp, N) = f~;/D bW~o(Nf) - f)ll. 
Clearly, an algorithm cp using information N produces an &-approximation 
for all problem elementsf E F n D if and only if r(cp, N) I E. 
For a given problem and fixed information N, we wish to find the 
minimal residual among all algorithms using that information. We define 
the radius r(N) of information N to be 
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r(N) = inf r(cp, N), 
(P 
the infimum being over all algorithms cp using the information N. 
Note that our problem is equivalent to the approximation problem, i.e., 
the problem of approximating the elements of the set F II D in the norm of 
the space W. Indeed for $ = Lv, we get 
bQ%(Nf) - f)l( = IIf - Cp(Nf)(lw V’ E F n D, 
Therefore 
It is known, see page 31 of Traub and Woiniakowski (1980), that 
with (Y E [l ,2]. Since D is dense in V, we can drop D under the supremum 
above, and so we have 
r(N) = a /wF IlEhll- 
We stress that the radius of information does not depend on the operator 
L. 
Thus we have essentially reduced our problem to the previously studied 
approximation problem. If a result for the approximation problem can be 
expressed solely in terms of the radius, then it applies to our residual 
problem. In particular, the following hold: 
(1) For any information N, 
r(N) < 03 iff ker T fl ker N = {O}. 
Hence, there exists information N with finite radius iff 
n* = dim ker T < w. 
(2) Let Tt denote the Moore-Penrose pseudoinverse of T. That is, 
T+ = (T~~IM$~, 
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for an algebraic complement (ker T)I of ker 2’. If (ker T)l c ker N, then 
r(N) = a lb=+1 TW& 
(3) Let 
r(n) = inf(r(N) : card N 5 n} 
denote the nth minimal radius. Letting d”@(F), W) denote the Gelfand 
n-width of the set E(F) in the space W, see Pinkus (1985), we have 
r(n) = a d”(E(F), W). 
Moreover, nth optimal information (i.e., information N, of cardinality at 
most n for which r(N,,) = r(n)) for our problem is the same as that for the 
approximation problem. 
(4) Our problem is convergent, i.e., lim,,+o r(n) = 0, iffE is compact. 
However, not every result about the approximation problem holds for our 
problem. For instance, since F n D is only dense in F, we cannot immedi- 
ately infer that linear optimal error algorithms always exist in the Hilbert 
case. Indeed, the situation is somewhat more complicated than one might 
expect, as we see in the next section. 
3. OPTIMALITY OF LINEAR ALGORITHMS 
Recall that we are using linear information to solve the problem of 
inverting a linear operator L. It seems natural to investigate whether 
linear algorithms using given information have the minimal residual 
among all algorithms using that information (see, e.g., Packel (1988) for 
discussion of whether linear algorithms have minimal error). We show in 
this section that there exists a linear algorithm withjfinite residual iff ker T 
is a subspace of the range D of L. We then consider the Hilbert case. For 
information N, we construct an algorithm whose residual is almost mini- 
mal among all algorithms using N. This algorithm is linear if ker T c D, 
and is mildly nonlinear otherwise. 
We say that an algorithm cp using information 
VfE v 
is linear if there exist (~1, . . . , (Y,, E U such that 
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Since we are only interested in cases for which the radius is finite, we 
shall only consider information N for which ker N II ker T = (0) in the 
remainder of this section. To guarantee the existence of such information, 
we assume that 
n* = dim ker T < CQ. 
THEOREM 3.1. There exists a linear algorithm using continuous infor- 
mation offinite cardinal& whose residual is finite iff ker T C D. 
Proof. Suppose that there exist information N and a linear algorithm (p 
using N with finite residual. Pick any f E ker T. For any p > 0, we have 
pf E ker TG F, and so 
the last equality holding because cp is continuous. Let p + CQ. Since 
r((o, N) is finite, we find that 
IIWdNf) -.f# = 0. 
Since ))*I) is a norm and E is an injection, Lp(Nf) = f, and so f E D. Thus 
ker T C_ D. 
We now prove the second part of the theorem. Suppose that ker T C D. 
Let {e:, . . . , e$} be a basis for ker T, and let {A:, . . . , h,*t} be continu- 
ous linear functionals satisfying $!(e*) = 6~ for 1 d i, j 5 n*. Define 
information N* by 
G(f) 
N*f= : [ 1 VfE v. An*kf) 
Then we define an algorithm p* using N* by 
cP*(N*f) = $J XIT(f>L-lej* VfE v, j=l 
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which is well-defined because ker T C D. We claim that the residual of p* 
is finite. Indeed, forf E D II F, 
where 
Note that h E ker N* = (ker T)l, so that h = TfTh. Since T is bounded, 
the bounded inverse theorem implies that Tt is bounded. Since 
M, . . * 7 &} is a basis for ker T, we see that Th = Tf, and so 
llhll 5 IIT’ll V’hll = IIT+lI K’fll 5 llT+ll. 
Hence 
e(cp*, N*) 5 lIEI (lTt(l. 9 
Using this result, we immediately have 
COROLLARY 3.1. Zf E is compact and ker T c D, then: 
l there exists no linear algorithm having finite residual, yet 
l the problem is convergent. 
Turning to the Hilbert case, we now exhibit a mildly nonlinear algo- 
rithm using information N whose residual is almost minimal among all 
algorithms using N. Furthermore, when ker T C D, this algorithm is 
linear. 
Following Section 4 of Chapters 3 of Traub and Woiniakowski (1980), 
we can assume without serious loss of generality that the information N 
has the form 
Nf= VfE v, 
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where {f;, . . . , J’$} is an orthonormal basis for ker T and 
Yn*+1, * . * 9 yn E (ker T)I satisfy 
(Tyj, Tyi) = aij (n* + 1 5 i, j 5 n). 
Here, (ker T)l denotes the orthogonal complement of ker Tin the Hilbert 
space X. 
Let 6 > 0. We now describe an algorithm cp~ using N. Since D is dense 
in F, there exist Us*+,, . . . , u, E U such that 
llEWuj - Yj)(J 5 2(r!NJ*, (n* + 1 I j Cr n), 
where we write 
P(N) = sup J(Eh/J. 
hEkerNnF 
For any problem element f~ D f~ F, let 
and 
h =f-h. 
By denseness of D in F, there exists us* = &NY) E U such that 
IImus* - h)ll 5 bwo 
The algorithm cps is defined to be 
CPS(W) = dYW + j=$+I (Tf, TYj)uj V’E D n F. 
Note that cps is a nonlinear algorithm using N. However, its nonlinearity is 
weak, appearing only in the dependence of us* on NJ 
THEOREM 3.2. For any 6 > 0, 
r(N) I r(cps, N) 5 (1 + 6)p(N) I (1 + 6)r(N); 
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i.e., the residual of cp~ is, to within a factor of at most 1 + 6, the minimal 
residual among all algorithms using N. 
Proof. Since ‘p6 is an algorithm using N, the lower bound on the 
residual r(cpa, N) is trivial. Furthermore, we have p(N) 5 r(N) from the 
results in Section 2. Hence, it only remains to prove the inequality 
rh, N) 5 (1 + ~MN). 
LetfE D rl F. Write 
f=“fi +fl 
as above, noting that 
f. E ker T and fi E (ker T)l. 
We define 
rl = M%Yf) - h 
r2 = $$ (?X TY~)(& - Yj) 
j=n*+ I 
r3 = h - i (?'L TYj)Yj, 
j=n*+ I 
so that 
L&Nf) - f = rl - r2 - r3. 
By the way us* was chosen, we have 
lb-d 5 i&W); 
using llTyjl\ = 1 and jlTf/ 5 1, we find 
We claim that 
II&ll 5 p(N). 
Indeed, let P: V + V be given by 
160 ARTHURG. WERSCHULZ 
PZ = i (Z, Tyj)Tyj vz E v; 
j=n*+ 1 
i.e., P is the orthogonal projector of V onto Y = lin{Tyn*+r, . . . , Tyn}. 
From the definition of r3, we have 
and a short calculation shows that r3 E ker N. Since r3 E ker N II F, we 
have 
IIEr311 5 SUP @h/l = ~09. 
hEkerNnF 
Combining our results, we find 
IlWdW) - f)ll 5 IlErdl + b%ll + llEr311 5 (1 + GW). 
Since the problem element f E D f~ F is arbitrary, the desired bound for 
r((og, N) follows immediately. n 
Since 6 > 0 is arbitrary in Theorem 3.2, we easily find that (Y = 1 in the 
results of Section 2: 
COROLLARY 3.2. In the Hilbert case, 
r(N) = sup j/Ehj/ and r(n) = d”(E(F), W). 
hEkerNfW 
Finally, a slight simplification of the proof of Theorem 3.2 allows us to 
see that when ker T C D, there exists a linear algorithm that is almost 
optimal: 
THEOREM 3.3. Suppose that ker T c D. For any 6 > 0, dejne the 
algorithm cp~ using N by 
with u”*+~, . . . , u, E U chosen so that 
IIEfZuj - Yj)lJ 5 9 (n* + 1 I j 5 n). 
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Then 
r(N) 5 r(cps, NJ < (I + WW); 
i.e., cpa is a linear algorithm using N whose residual, to within a factor of 
at most 1 + 6, is minimal among all algorithms using N. 
Proof of Sketch. The proof follows that of Theorem 3.2, but is some- 
what simpler because L-*ej is well-defined. Since rl = 0, we can omit the 
factor “2” in the denominator of the criterion for choosing Uj for n* + 1 5 
jln. n 
4. APPLICATION: INVERTINGTHE FINITE LAPLACE TRANSFORM 
We now apply the results of this paper to an example relating to the 
problem of “measurement of the distribution of an absorbing gas (such as 
ozone in the earth’s atmosphere) from the spectrum of scattered light,” as 
found on pages 12-13 of Twomey (1977). (For the sake of exposition, we 
have made some normalizing assumptions.) This problem is then equiva- 
lent to a problem of inverting a finite Laplace transform, as described in 
Debnath and Thomas (1976) and Dunn (1967). 
4.1. Problem Formulation 
Let Z denote the unit interval [O, 11. Set U = Z&Z). Given a nonnegative 
integer r, choose V = H’(Z), which is a Hilbert space under the norm 
IIf (jr = [ 2 1; lf”‘(x)I* dx],, Vf E H’(Z); 
j=O 
see, e.g., Ciarlet (1978). Define L: U-* V by 
(Lu)(s) = 1: e-%(t) dt Vu E L*(Z). 
That is Lu = f iff f is the finite Laplace transform of u. 
An explicit inversion formula for the finite Laplace transform is given in 
Debnath and Thomas (1976) and in Dunn (1967) for f having a special 
form. Suppose that f has an analytic extension to the entire complex 
plane. Then 
Lu = f iff u(t) = & jr esrf(s) ds, 
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where we may take I to be the imaginary axis of the complex plane. Of 
course, if f cannot be extended analytically to an entire function, this 
inversion formula does not apply. 
To complete the description of our problem, we must define the space 
Win which the residual is measured and the set F of problem elements is 
given. First, we choose W = &(Z), so that E: V-, W is the usual embed- 
ding of H’(Z) into &(Z). Next, we distinguish between two different 
classes F of problem elements. In the normed case, we let 
In the seminormed case, we have 
F = {fE V: IfIr’ I}, 
where the seminorm 1. lr is given by 
IfIr = Ilf”‘llo = [j; lf’r’(x)l2 dx]“’ VIE H’(Z). 
Note that for the normed case. we have 
x = H’(Z) and Tf = f Vf E H’(Z), 
while for the seminormed case, we have 
x = LQ(Z) and Tf = j-@) V’ E H’(Z). 
For our example to fit the framework of this paper, we must show 
LEMMA 4.1. The range D of the finite Laplace transform is dense in 
H’(Z)for any r 2 0. 
Proof. In what follows, we write L,: L2(Z) + H’(Z) for the finite La- 
place transform to emphasize dependence on the codomain. Since range 
L, is dense in (ker L,*)l, it suffices to show that the adjoint L: of L, is 
injective. 
First, we consider the case r = 0. The results in Marti (1983) establish 
that L,, is injective. Since L$ = Lo, we see that L$ is injective, as required. 
We now consider the case r 2 1. Recall that E is the standard embed- 
ding of H’(Z) into L2(Z). Clearly EL, = Lo, so that LPE* = (EL,)* = LO is a 
compact, dense, self-adjoint injection of L2(Z) into Lz(Z). Hence, there 
exists an orthonormal basis {gi}zl of L2(Z) and a nonincreasing sequence 
{-yi}Fi of positive numbers such that 
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L:E *gi =yigi (i = 1, 2, . . .). 
Since E is a dense injection, E* is also a dense injection. Hence, {E*gi}>l 
is a basis for H’(Z). Now let u E ker Lf . Writing 
u = 5 viE*g;, 
i=l 
we find 
m 
i YiVigi = C viLTE*gi = L$v = 0. 
i=l i=l 
Since {gi}:, is a basis for L*(Z) and the yi are all nonzero, the vi must all be 
zero, so that u = 0. Hence ker L,* = 0, as required. n 
4.2. Radius and nth Minimal Radius 
Since we are dealing with a Hilbert case with V = H’(Z) and W = Lz(Z), 
we find that for any information N, 
llhllo r(N) = ;yz m in the normed case 
and 
IlhllO 
r(N) = 2: Ih(, in the seminormed case,, 
We now determine nth optimal information and the nth minimal radius. 
We first consider the normed case, in which 
F= {fE v: llfllr~ 1). 
Since T = I, we see that ker T = 0, and so n* = 0 (see the discussion 
leading to Theorem 3.2). It is well-known (see, e.g., Tikhomirov, 1976) 
that the eigenfunctions yj and the eigenvalues K; of K = E*E are the 
nonzero solutions y and K* of the eigenproblem 
2 (-l)‘y’2i’(S) = K-2y(S) tlS E [o, 11, 
i=O 
y(i)(O) = y(i)(l) = 0 (0 5 i 5 r - 1). 
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Then information N,, defined by 
is nth optimal information, and the nth minimal radius is 
r(n) = &+I. 
Suppose first that r = 1. We find that 
Yjts) = & sin jms 
and that 
Hence, 
r(n) 1 = -- 1 
VI + 7fyn + 1)2 
as n + w. 
7rn 
The result for arbitrary r may be found in, e.g., Pinkus (1985), namely, 
that 
r(n) = d”@(F), W) = @(n-q as n + 03. 
However, the exact eigenvalues and eigenfunctions are unknown for arbi- 
trary r. So, we will settle for almost-optimal information of cardinality IZ, 
i.e., information whose radius is at most a constant multiple of r(n), the 
constant being independent of n. Given r 2 0, we let Y, be an n-dimen- 
sional space of piecewise polynomials of degree r - 1. Let {s,, . . . , s,} 
be a basis for Y,. Define information N,, by (f, do i&j-= : Ll Vf E H’(Z). (f, &)o 
From the results in Chapter 3 of Ciarlet (1978), it is easy to see that 
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r(N,) = @(n-r) = @(r(n)) as n+ cQ, 
and so N,, is almost-optimal information. 
We now turn to the seminormed case, in which 
165 
F = {fE V : If(r 5 l}. 
Then n* = r, so that if n < r, then r(N) = m. If n z r, then nth optimal 
information N, is given by 
where 
f;(X) = d-- y Pj4(2X - 1) (0 52 x 5 1) 
(with Pi denoting the ith Legendre polynomial on [- 1, 11) and where yi 
and K; are the nonzero solutions y and K* of the eigenproblem 
(- I)‘y’2r’(S) = K -*y(S) vs E ro, 11, 
y(i)(O) = y(i)(l) = 0 (rSi%2r- 1) 
(see, e.g., Tikhomirov, 1976). The nth minimal radius is given by 
r(n) = Kn-,+I. 
Suppose first that r = 1. Then 
{ 
r-1 
Yj(S) = 
cos (Bjm) 
77-I sin (B(j - 1)s) 
j even, 
j odd, 
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Hence, 
r(n) = 
2 
7r(n + 1)’ 
For arbitrary r, we may use the results in Chapter 7 of Pinkus (1985) to see 
that 
r(n) = d”@(F), W) = @(ner) as n + ~0, 
Once again, the explicit eigenfunctions and eigenvalues for arbitrary r are 
unknown. However, if the space Y, (mentioned in the normed case 
above) is a space of continuous functions that are piecewise polynomial of 
degree r - 1, then information Na consisting of inner products with the 
basis functions of Yn is once again almost-optimal information of cardinal- 
ity n. For further results along these lines, see Chapter 4 of Pinkus (1985). 
4.3. Optima& of Linear Algorithms 
We now consider the efficacy of linear algorithms for our problem. We 
first consider the normed case. Since the restriction operator T is the 
identity, we see that ker T = (0) C D. Hence the results of Section 3 show 
that finite residual linear algorithms exist in the normed case. Further- 
more, there always exist linear optimal residual algorithms in the normed 
case (modulo a factor of 1 + 6 for arbitrary 6 > 0). 
We now turn to the seminormed case, with r z 1. The restriction 
operator T is now the rth derivative operator. We claim that ker T c D, so 
that there exists no linear algorithm whose residual is finite (even though 
the problem is convergent). 
Indeed, consider the constant function f(s) = 1. Clearly f E ker T. 
Suppose thatf E D = L(L2(0, 1)). Then there would exist u E Lz(O, 1) such 
that Lu = jI Using the inversion integral of Section 2, we find that 
1 sin Rt 
esr ds = lim - - 
R-m IT t * 
That is, u is the Dirac delta distribution on the real line, which does not 
belong to L2(0, 1). Thus f 4 II, showing that ker T g D, as required. 
4.4. nth Minimal Residual Algorithm 
We now seek the explicit form of an nth almost minimal residual algo- 
rithm; i.e., for 6 > 0, we seek an algorithm F,,,~ using information N,, of 
cardinality at most n for which 
r(p,,s, NJ 5 (1 + W(n). 
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Since there exists no finite-residual linear algorithm for the seminormed 
case of inverting the finite Laplace transform, we consider only the 
normed case. Recall that yl, . . . , y,, are the first n orthonormal eigen- 
functions of the operator E*E, where E is the injection of H’(Z) into &(Z). 
The information N, defined by M Yl)O 
N,,f= : [ 1 Vf E H’(Z) (f, ho 
is nth optimal information, with 
r(N,,) = r(n) = Kn+l, 
the (n + 1)st singular value of E. Thus, 
r(N,,) = r(n) = O(n-“) as IZ--, m. 
Since range L is dense in L*(Z), there exist ul, . . . , u,, E L*(Z) such that 
Defining the algorithm 
Vn,s(Nnf) = i (f, Yjhuj Vf E D I-I H’(Z), 
j=l 
we have 
r(n) 5 +pn,h, N,J 5 (1 + Q-(n) 
by Theorem 3.3, and so cp n,S is within at most 6 of having the minimal 
residual among all algorithms using information of cardinality at most n. 
To be specific, let us consider the case r = I. In Section 4.2, we found 
that 
r(n) = 1 
VI + d(n + 1)2 
and the eigenfunctions are given by 
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YAs) = & sinj7rS. 
Let 6 > 0 be given. Suppose we can find ~1.6, . . . , U,,S E L*(Z) such that 
From Theorem 3.3, we then see that the algorithm (P~,~ using N,, given by 
~n,sWnf) = 2 (f, Yjhuj,s Vf E D r-l H'(Z) 
j=I 
satisfies 
r(pn, NJ 5 (1 + S)r(N,J = (1 + 6)r(n). 
Hence, to within 6, the algorithm pa.6 has minimal residual among all 
algorithms using information of cardinality n for inverting the finite 
Laplace transform for problem elements in the unit ball of H’(Z). 
To find our functions Uj,a for 1 ‘j : n, we first choose an integer m such 
that 
( jg)2m+3 <6r(n) 
VG(2m + 3)! - 2n ' 
Set 
V5&(n)[ jr]! 
a = 2n(m + I)( j7r)ljrJ' 
Choose R > 2a, with R/(2$ an integer, and choose p such that 0 < p < 
(wr)l(8R). Pick a function ZQ E C;[O, l] such that 
on RX 11, 
on [P, 1 - PI, 
in (0, /3), and 
in (1 - /3, 1). 
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Define xX: [O, l] --* R by 
169 
2 sin Rt -- 
7r t foru<rs I, 
XRW = 
2R - 
rr 
for t = 0. 
Thenforj = 1, . . . , II, we define our functions uj.8 E &(O, 1) by 
uj*s(t) = & ,=O (21 + l)! 
2 (-l)‘(j42’+1 
b~wXd~)l. 
It only remains to show that 
Define p&) = sk for k E N, with FV denoting the nonnegative integers. We 
claim that 
IluPpxR) - Poll0 < a* 
Indeed, first note that 
+ IK-, e-“‘xR(t)[l - .jAp(t) dt 
Next, let s E [0, 11. Using the Taylor expansion of the exponential func- 
tion, we have 
XR(t) dt - 11 + k$, ski!; $ XR(f) dt - 11. 
Since R/n is an integer and 
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we may use the change of variables T = Rr to find 
<ZT 2 .-=- 
7~ R R’ 
the last inequality following from the usual remainder for alternating se- 
ries. We now let 
1k.R = ; ; 
I . 
sin Rt dt VkE N, 
so that a change in the variable of summation yields 
$ XR(t) dt - 1 j = 2 k=O & tzk,RISk+’ < 2 lzk,Rbk+l* 
Since Rl(27r) is an integer, a twofold integration by parts yields 
I 
1 -- k,R = - Rk! ‘Z R2 k-23 VkE N. 
Since zr,R = - l/R and ZO,K = 0, we may use mathematical induction to see 
that 
Z k,R = - 
Since R > 0, we find that 
lzkd -Q& pJjgbl =&ie’“+i. 
Using R > 2 and 0 5 s 5 1 along with the previous results, we find 
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If d e-SrxR(t) df - 1 < $ +&(;,“+‘=f+;(&)+;a. 
Since s E [0, 11 is arbitrary, we thus find 
Hence, 
IILhPXR) - Poll0 5 llU&XR) - LXR((0 + IlLXR - p& < aa + la = a, 
as claimed. 
Since the sup-norm dominates the &-norm on the unit interval, our 
choice of m and the usual remainder theorem for alternating series yield 
that 
I( 
l-2 (- w42’+’ p2,+, _ yjJJo < F* 
G I=0 (21 -+- l)! 
Define 
pk,dt) = $ k [/-‘/3@)xR(t)l 
( 1 
for all k E N. Integrating by parts, we find that 
(L~k+l,S)(s) = 8 ’ (Lvk,G)b) 0 5 s 5 1, Vk E N, 
and so 
L”k,S = Pk&$‘3XR) Vk E N. 
Using the definition of cr, we then find that 
IILUj,s - Jdl - y,/& ,=o < J- //g (-1Y(~T)2’+’ (LY2I+I,& - p2,+,)llo (21 + l)! 
+ fir=0 II 
1 f’- l)‘(j?r)2’+’ 
(21t- l)! pz+l-%o 
11 
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< Wn) 
- E (j7r)2'+' 1 l.i~l! 2n l=o (21 + l)! (m + l)(jr)rjvl + Wd 2n 
< W4 
4 
( jr)21+’ 
2n E”, (21 + I)! I 
1 jrJ ! Wn> __ 
(j~pl + 2n ’ 
It is easy to see that 
en 21+1 
(j?rP ( jn)lM ( jT)rM 
~/y((;I111)!5y~;pl=max - - r I 
(j,)Ml 
=- ljmJ! ’ [j?rl! ljrJ! ’ 
and so 
(ILUj,& - YjllO < y (1 5 j 5 n), 
as required. 
4.5. Complexity 
We now analyze the e-complexity of our problem in the normed case, 
i.e., the minimal cost of computing an e-approximation. (See Chapter 5 of 
Traub and Woiniakowski (1980) or Section 5.8 in Chapter 4 of Traub et 
al. (1988) for more details.) Recall that we are trying to invert the finite 
Laplace transform for problem elements whose Sobolev r-norm is 
bounded by unity. If r = 0, then the problem is not convergent, and so 
camp(s) = TV for sufficiently small E. Suppose now that r 2 1. We find that 
the &-cardinality number (i.e., the minimal cardinality of information 
whose radius is at most E) is 
m(E) = O(E-I”) as n + w. 
Let n = m(E) + 1. Define information N,, as in Section 5.2. Choose 6 
satisfying 
0 < 6 < dn - 1) - 1 
r(n) * 
We then find that (~~,a is, to within a constant factor (independent of E), an 
optimal-complexity algorithm for e-approximation. Furthermore, we find 
that 
camp(e) = O(E-I”) as E-, 0, 
giving the &-complexity of the problem. 
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