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 要  旨 
ゲーム AI に関する研究は，人間のトップを超えるという一つの大目標を達成した後，
強くする研究から，十分に強くなった AI を利用する研究へと変遷している．なかでも，
プレイヤーの強さを測るためにゲーム AI を用いる手法は，比較的少ない対戦で棋力を推
定できるばかりか客観的な評価ができるため，その結果をすぐにフィードバックするこ
とでプレイヤー自身の学習に役立てることができるといった利点もある． 
本研究では従来チェスや将棋．オセロといった二人完全情報確定零和ゲームで行われ
てきた“ゲーム AI を利用した棋力推定”のアプローチを囲碁に応用する手法について検討
した．他のゲームと囲碁 AI の大きな違いはベースとなっているアルゴリズムがミニマッ
クス探索ではなく，モンテカルロ木探索（MCTS）である点である．そのため，従来の手
法で用いられてきたミニマックス探索でいうところの「評価値」の代わりに，本研究では
MCTS が導き出す局面評価に相当する概念である「勝率」という指標を用いることにし
た．棋譜の評価においては，MCTS のみ用いた囲碁プログラムと，Alpha Go の探索手法
に倣って DNN（Deep Neural Network）を用いた囲碁プラグラムの両者を用いて実験結
果の比較検証を行う． 
勝率を用いて棋譜から一致率，好手率，悪手率，平均好手，平均悪手，平均損失を評価
指標として算出する方法について提案した．そして，オンライン囲碁サーバー“幽玄の間”
の 15 級から 8 段までのプレイヤーの棋譜を分析し，段級位-評価指標間の線形近似式を
求めた．また，実際にオンライン囲碁サーバーの一般プレイヤーの棋譜を用いて，将棋の
先行研究と同様に回帰分析を行った．この線形近似式を用いて“幽玄の間”のプレイヤー
10 人の棋力推定実験を行った結果，Value Network を用いた棋力推定実験では平均平方
二乗誤差にして 2.32（段・級）程度の高い推定能力で棋力を推定することを確認した．
この結果は，囲碁の棋力推定に関する先行研究よりかなり良い結果であった． 
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第１章 
序論 
 
1.1 研究背景- 
近年，人間と対戦するために作成された“与えられたゲームの情報から次の行動を選択し
実行するプログラム”(以後，ゲーム AI)の研究開発は盛んにおこなわれてきた．ゲーム AI
制作者にとって最初の目標である“人間よりも強いゲーム AIを作る”という試みは様々な
ゲームで取り組まれている． 
囲碁も例外ではなく人間よりも強くなるため様々な工夫を凝らしたゲームAIが開発され
てきた．特に 2006年，モンテカルロ木探索（以後，MCTS）を用いた囲碁 AIの登場により
囲碁 AI の棋力は大幅に向上した[1]．そして 2017 年 5 月，Google 傘下の DeepMind 社が開
発した Alpha Go (Master)は当時世界レーティング 1 位の囲碁プレイヤーである柯潔を破っ
た[2]．その後同年 10月，Alpha Go よりも強いとする Alpha Go Zero が発表され[3]，囲碁 AI
の実力は人間と対局するには十分な棋力を得たといえる． 
ゲーム AIに関する研究は，人間のトップを超えるという一つの目標を達成した後，強く
する研究から，十分に強くなった AIを利用する研究へと変遷する傾向にある．AIの利用と
しては，AIの思考をプレイヤーの理解しやすいように提示する研究，AIを用いてプレイヤ
ーの強さを測ったり，プレイヤーの技量に合わせてプレイしたりする研究などが挙げられ
る[4][5]．中でもプレイヤーの強さを測るためにゲーム AIを用いる手法は，客観的な評価が
できることや比較的少ない対戦で棋力を推定できるばかりか，その結果をフィードバック
することでプレイヤー自身の学習に役立てることができるといった利点もある． 
ゲーム AIを用いた棋力推定に関する研究は，これまでにいくつか報告されてきた．二人
不完全情報零和ゲームのバックギャモンにおいては 2000年ごろには，AIがトッププレイヤ
ーをしのいだと言われている[6]．その後，バックギャモン AIでは，プレイヤーの強さを表
す指標の一つとしてエラーレートを導入し，それをプレイヤーにフィードバックすること
が普通の仕様となった．エラーレートとは AI の選ぶ最善手と実際に選ばれた手を比較し，
確率的にどれだけ損をしているかを数値化した評価指標であり，数値が低いほどエラーが
少なることを示している．数試合分のエラーレートを平均することでプレイヤーの技術レ
ベルを測定することができる．また，バックギャモンはサイコロを用いた不確定ゲームであ
るため運の要素も多く，トーナメントのような少ない対戦で強さを測ることに不公平感が
生じることもある．そこで，試合の勝敗のほかに AIを用いたエラーレートによる得点で順
位を争う大会も現れている． 
二人完全情報確定零和ゲームのチェスにおいてはチェス AIの評価値の増減を用いて 1局
から平均損失を算出し，歴代チェストッププレイヤーの強さを測定するという試みも行わ
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れている[7]．この手法を参考にし，将棋，オセロといった二人完全情報確定零和ゲームにお
いて同様に棋力の推定を試みる研究も行われてきた[8][9]．しかし，囲碁においては，未だ
にこの手法を用いた棋力推定法についての研究は行われていない． 
 
1.2 研究の目的 
 本研究は先行研究においてチェス，将棋，オセロで行われてきた棋力推定のアプローチを
参考にし，囲碁への応用を考える．留意すべき点としてチェスや将棋のプログラムが評価関
数をもとにしたゲーム木探索であるのに対して，囲碁プログラムではそのベースとなる探
索はプレイアウトと呼ばれるランダムシミュレーションを元にしたモンテカルロ木探索で
ある．そのため，将棋やチェスで行われた評価値を用いた棋力推定の手法をそのまま扱うこ
とは出来ない．そこで本研究では，MCTS が導き出す局面評価に相当する概念である「勝率」
を用いて，将棋で行われた棋力推定の先行研究と結果を比較し考察する．棋譜の評価におい
ては，MCTSのみ用いた囲碁プログラム，および AlphaGoの探索手法をもとに作られた DNN
（Deep Neural Network）による囲碁プラグラムを用いて実験結果の比較検証を行う．また，
実際にオンライン囲碁サーバーの一般プレイヤーの棋譜を用いて，将棋の先行研究と同様
に回帰分析による棋力推定実験を行う． 
 
1.3 本論文の構成 
 本節では，本論文の構成について述べる．第 1章では本研究の背景と目的，論文の構成に
ついて述べ，第 2 章では二人完全情報確定零和ゲームで行われてきた棋力推定に関する先
行研究について説明する．第 3章では本研究の棋力推定に関する提案手法について述べる．
第 4 章では棋力推定に用いた棋譜データについて述べ，第 5 章では囲碁プログラムについ
て解説し，第 6章では提案手法を用いた棋力推定実験について記し，第 7章では結論，およ
び今後の展望について述べる．
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第 2 章 
関連研究 
 
 本章では，二人完全情報確定零和ゲームにおける棋力推定について行われてきた研究に
ついて説明を行い，自身の研究との関連性について述べる． 
 
2.1 チェスにおける棋力推定 
チェスにおいて Guid らは，チェス AI “Crafty”の評価値の増減を利用し棋譜から「平均損
失」と「盤面の複雑さ」を算出する手法を提案した[7]．「平均損失」とは一試合における一
手当たりの評価値の減少量を表しており，「盤面の複雑さ」とは反復深化によって AI の候
補手が変更するような最善手を選ぶことが困難な盤面を表している．これらの値を用いて
世界タイトルマッチで行われた 1397棋譜を調査し，歴代チェストッププレイヤーの中から
ミスの少ないプレイヤーや盤面を複雑にしないプレイヤーを判定している． 
しかし，この論文に対しては，”Crafty”が人間のトップレベルの強さではなかった点や，
探索深さが十分ではないのではないかという問題点が指摘されていた．そこで，Guid はそ
の後棋力の異なるチェス AI を使い同様の実験を行った．その結果，どのチェス AI を用い
ても同様の結果が得られることを示し，プレイヤーよりも弱い AIであってもこの手法によ
り棋力を推定することが可能であることを示唆している[10]． 
この研究においては，限られた棋譜数から歴代チェスのトッププレイヤー間の強さの比
較をすることにとどまっており，一般的なチェスプレイヤーの棋力推定にまでは至ってい
ない．しかし，異なる棋力の AIを用いても同様の結果が得られることを示し，チェスにお
いてこの棋力推定手法が有用であることを示唆している． 
 
2.2 将棋における棋力推定 
将棋において山下は，Guid らが提案した評価指標を参考に将棋にこの手法を適用し，オ
ンライン将棋プレイヤーのレーティングとの相関関係を調査した[8]．山下は棋力推定のた
めの評価指標として一致率，好手率，平均好手，平均悪手を定義した．これらの評価指標を
得るため将棋 AI“Bonanza6.0”を用いて棋譜の一手一手を探索し，最善手と評価値を記録す
ることでこれらの値を算出した．この手法では，分析対象の局面を 40手目以降とし，評価
値の絶対値が 10未満のときを対象とした．40手の制限を加えたのは定跡を排除するためで
あり，評価値の絶対値に制限を付けたのは，終盤における「形作り」のような手や詰みが絡
む局面が評価指標に大きく影響するのを避けるためである． 
この評価指標を用いてオンライン将棋サーバー（将棋倶楽部 24）のレーティング 300 点
台同士の棋譜を 200局，同様にレーティング 800, 1300, 1800, 2300, 2400, 2500, 2600, 2700 点
同士の無作為抽出で集めた棋譜を約 1800局調査した．調査の結果，一致率・好手率・平均
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好手はレーティングの向上に伴い増加し，平均悪手はレーティングの向上に伴い減少する
ことを確認した．また，探索深さを 2, 6, 11と変更した“Bonanza6.0”と“GPSFish”を用いて同
様の実験を行った．その結果，ほぼ同様の傾向が見られることを確認している．しかし探索
深さが浅い場合は高いレーティングの棋力推定が困難であるとしている． 
”Bonanza6.0”の探索深さ 11 のときのレーティングと平均悪手の関係を一次関数に線形近
似することでプレイヤーのレーティングを平均悪手から推定し，歴代将棋プレイヤーの棋
力を推定した．棋力推定の結果，一人のプレイヤーの棋力を推定するためには棋譜数が 20
局程度あれば安定した結果が得られると述べている． 
この手法の問題点として山下は，将棋 AIの棋力以上のプレイヤーに対しては，正確に棋
力を測定することが難しい点を挙げている．また，平均悪手以外の評価指標では棋力推定を
行っていない点や，調査対象のレーティングの間隔が一定でない点などの問題点も挙げら
れる． 
 
2.3 オセロにおける棋力推定 
オセロにおいて濱野らは，棋力推定用オセロAIと実力を測定したいプレイヤーを対局さ
せ，プレイヤーの着手の弱さである誤謬度を計算し強さを測定する方法と，山下が提案し
た平均悪手を平均悪手度として再定義した指標を用いてプレイヤーの棋力を推定する実験
を行った[9]．誤謬度の測定実験の結果，5 つのオセロ AI の棋力の推定を試みたが予想に反
した結果となっている． 
平均悪手度の測定実験では WORLD OTHELLO FEDERATION からオセロの棋譜 34 局，
のべ 68 人分の棋譜を用いて平均悪手度とレーティングの関係式を最小二乗法により算出し
た．推定式を用いて 10 人のプレイヤーのレーティングの推定を試みたが，実際のレーティ
ングと大きく異なる結果が得られた． 
この結果に対し濱野らは，データ総数がそもそも少なかった点や序盤定石排除の排除を
行わなかった点などが大きく影響していると考察している．また，プレイヤー一人当たり
の棋力を推定する際の棋譜数が少なかった点も問題点として考えられる． 
 
2.4 囲碁における棋力推定 
囲碁の分野では， Moudřikらは囲碁プレイヤーを評価するための指標として棋譜から石の
配置パターンやゲーム進行度に対応する捕った石の数，直前の手との隣接関係，勝敗，アタ
リをとるかどうかの情報から成る評価ベクトルを提案した[11]．得られた特徴ベクトルを用
いてニューラルネットワークにプレイヤーの棋力を学習させ，プレイヤーの棋力の推定を試
みた．提案手法を用いてオンライン囲碁サーバー“KGS”[12]の 20kから 6dのプレイヤーの
19路盤棋譜を各数十局用いて棋力推定を行った．その結果，プレイヤーの棋力を平均平方二
乗誤差 2.6-2.7段の誤差で予測した． 
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また，荒木は Moudřik の定義した評価指標を用いて 13 路盤の棋譜からプレイヤーの棋力
推定を行うシステムを提案した[13]．オンライン囲碁サーバー “囲碁クエスト”の棋譜を用
いて畳み込みニューラルネットワークを利用した棋力推定とMoudřikらの手法を比較した結
果，1 局の情報からプレイヤーのレーティングを推定する点においては荒木の提案手法のほ
うが良い精度を持つことを示している．10局を入力として与えた場合，荒木の手法はMoudřik
らの手法よりも小さい適合誤差を示した一方，相関係数についてはMoudřikらの手法のほう
が高いという結果が得られた．しかし，荒木の研究は 13路盤の棋力推定にとどまっており， 
19路盤における棋力推定には至っていない．  
 
これらの先行研究の成果と問題点を踏まえ，本研究の新規性およびについて留意点につ
いて以下に記す． 
 これまで取り組まれていない，囲碁 AIを用いた棋力推定を行う． 
 手法としてチェス，将棋，オセロで行われたゲーム AIの着手と評価値の変動を利用し
たアプローチを利用する． 
 定石に当たる手に留意して棋譜を分析する． 
 勝敗によって評価指標を使い分けるべきか検討する． 
 19 路盤を対象としたプレイヤーの棋力推定を行う． 
 複数の囲碁 AI（モンテカルロ木探索のみの AIと DNN も含んだ AI）を比較する． 
 棋力推定では将棋やオセロで行われた棋力と評価指標の線形近似の手法を用いる． 
 分析によって得られた評価指標すべての線形近似の結果を使って棋力推定を行う．  
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第 3 章 
提案手法 
 
 本章では，先行研究で行われてきた棋力推定のアプローチを囲碁に応用する方法および
棋力推定に用いる評価指標を提案する．また，提案した評価指標を用いて棋譜から棋力推定
を行う手順について示す． 
 
3.1 評価指標 
本研究では，山下が将棋の棋力推定のため定義した評価指標を囲碁に適用することを試
みる．ただし，将棋は評価関数による評価値を用いていたが，本研究では囲碁 AIが着手を
決定する際に囲碁 AIが算出する値を評価値として扱う．山下が定義した評価指標を以下の
ように定義する． 
 
 一致率 
「1局において囲碁 AIと評価対象プレイヤーの着手が一致した回数」を一致数として
定義する．このとき，一致率を， 
一致率 =
一致数
評価対象プレイヤーの総手数
 × 100 (1) 
とする． 
 
 好手率 
「囲碁 AIと評価対象プレイヤーの着手が異なり，評価値が上昇した着手」を好手とし
て定義する．1局における好手のカウント数を好手数とする．このとき，好手率を， 
好手率 =
好手数
評価対象プレイヤーの総手数
 × 100 (2) 
とする． 
 
 悪手率 
「囲碁 AIと評価対象プレイヤーの着手が異なり，評価値が減少した着手」を悪手とし
て定義する．1局における好手のカウント数を悪手数とする．このとき，悪手率を， 
悪手率 =
悪手数
評価対象プレイヤーの総手数
 × 100 (3) 
とする． 
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 平均好手 
平均好手 =
好手による評価値の上昇量の総和
評価対象プレイヤーの総手数
(4) 
 
 平均悪手 
平均悪手 =
悪手による評価値の減少量の総和
評価対象プレイヤーの総手数
(5) 
 
 平均損失 
平均損失 =平均好手−平均悪手 (6) 
 
 一致率，好手率，悪手率は 1局における着手の割合を百分率で表した値であり単位は[%]
である．平均好手，平均悪手，平均損失は，評価値の単位に準拠する．これらは好手，悪手
の 1手当たりの損得の量を測る指標として捉えられる． 
最終盤の寄せが絡む局面が影響するのを避けるため，MCTS の示す勝率が 20%もしくは
80%となった時点で逆転は無いと判断し検証を中止する．また，先行研究で触れられたよう
に対局序盤の定石に当たる着手の排除を考慮する必要がある．そこで Moudřik らの手法を
参考に，1局を 64手目以前と 65手目以降から終局までに分割し，これらの区間内の評価指
標も算出した．また，留意点としてMoudřik が定めた 64手とは，初期局面から両プレイヤ
ーの打った手数のことであり，評価対象プレイヤーが一人の場合はその半分の 32手となる．
本論文では黒番白番含めて計測を行うため，便宜上 Moudřik が定めた 64 手目以前と 64 手
目以降という表現を扱う． 
 64 手目以前の評価指標を算出する際の一致率・好手率・悪手率・平均好手・平均悪手の
計算式の分母は 32 と固定値となり，64 手目以降の評価指標を算出する際の一致率・好手
率・悪手率・平均好手・平均悪手の計算式の分母は，"評価対象プレイヤーの総手数− 32"と
なる．  
 
3.2 手続き 
 本研究で取り扱う棋譜はすべて Smart Game Format（以降，sgf）というファイル形式のも
のを利用する[14]．前節で説明した評価指標を取得するために，sgfから Tab. 3-1に示す数的
データを取得する必要がある． 
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Tab. 3-1 棋譜の分析によって得られる数的データ 
 
 
 本研究では，これらの囲碁 AI の評価値と変動量および着手を取得するために，sgf の読
み込み機能を有する棋譜再生ソフト“Gogui”[14]に改良を施した（以下，改良 Gogui）．主
な変更点は以下のとおりである． 
 GTP シェルに表示される囲碁 AIの評価値をテキスト形式で出力する． 
 囲碁 AIに着手を着手選択させたのちに，本来の棋譜の手順に戻す． 
 
 この改良 Goguiを用いて評価指標を sgfから抽出する．棋譜から評価指標を取得する流
れを Fig. 3-1に示す． 
 
 
Fig. 3-1 評価指標抽出までの流れ  
手数 1 2 3 … n … End-1 End
評価値
人の着手
AIの着手
変動量
                  
  
  
                
                
  −     −     −           −           −       
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第 4 章 
棋譜概要 
 
 本章では，データ計測に用いるオンライン囲碁サーバーと本研究の実験で利用した棋譜
について解説を行う． 
 
4.1 幽玄の間 
 本研究で取り扱う棋譜は日本棋院が運営するオンライン囲碁サーバー“幽玄の間”の 19
路盤の棋譜を用いる[16]．“幽玄の間”の特徴として以下が挙げられる． 
 有料会員制度の国内最大規模のオンライン囲碁サーバーである． 
 囲碁 AIが参加している． 
 プロ棋士が参加している． 
 パソコンとスマートフォンから参加することが可能である． 
 自由対局とレーティング対局がある． 
 幽玄の間における棋力に応じて日本棋院の免状を申請することが可能である． 
 
 レーティング制度 
 “幽玄の間”ではユーザーの棋力を表す指標として段級位制を導入している．登録時に段
級位を入門である 25級，または 18級～6段を自己申告で選択することができる．レーティ
ング対局によってレーティングポイント（以降，RP）が変動し，変動した RP により段級位
が決定される．18級から 8 段までは一定の公式により RP が変動する．RP の計算式を以下
に記す． 
𝑅𝑃(𝑛𝑒𝑤) = 𝑅𝑃 (𝑜𝑙𝑑) + 𝐶(𝑆 − 𝑃) (4.1) 
𝑅𝑃(𝑛𝑒𝑤)はレーティング対局後の RP であり，𝑅𝑃 (𝑜𝑙𝑑)はレーティング対局前の RP であ
る．C は各棋力別に値の異なる常数，S は勝つと 1，負けると 0，無勝負の場合は 0.5 とな
る．Pは自分が勝つ確率であり，対戦相手と自分の RP の差によって計算される． 
 “幽玄の間”における段級位と RP，登録時の初期 RP について，Tab. 4-1に示す． 
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Tab. 4-1 レーティング基準表 
 
  
段級位 RP 初期PR
8段 33,000~ -
7段 32,000~32,999 -
6段 31,000~31,999 31,500
5段 30,000～30,999 30,500
4段 29,000～29,999 29,500
3段 28,000～28,999 28,500
2段 27,000～27,999 27,500
初段 26,000～26,999 26,500
1級 25,000～25,999 25,500
2級 24,000～24,999 24,500
3級 23,000～23,999 23,500
4級 22,000～22,999 22,500
5級 21,000～21,999 21,500
6級 20,000～20,999 20,500
7級 19,000～19,999 19,500
8級 18,000～18,999 18,500
9級 17,000～17,999 17,500
10級 16,000～16,999 16,500
11級 15,000～15,999 15,500
12級 14,000～14,999 14,500
13級 13,000～13,999 13,500
14級 12,000～12,999 12,500
15級 11,000～11,999 11,500
16級 10,000～10,999 10,500
17級 9,000～9,999 9,500
18級 8,000～8,999 8,500
19級 7,000～7,999 -
20級 6,000～6,999 -
21級 5,000～5,999 -
22級 4,000～4,999 -
23級 3,000～3,999 -
24級 2,000～2,999 -
25級 1,000～1,999 1,000
入門
一般
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4.2 sgf 
 本研究で取り扱う棋譜はすべて，sgfである[14]．sgfは囲碁以外のボードゲームにおいて
も標準となっている棋譜のファイル形式であり，着手のほか対局情報についても情報を記
載することができる． “幽玄の間”から入手できる sgfの例を Fig. 4-1に示す．また，対局
情報についての詳細を Tab. 4-2 に示す． 
 
 
Fig. 4-1 “幽玄の間” より入手できる sgfのサンプル 
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Tab. 4-1 sgfのサンプルの読み方 
 
 
特に注意すべきは sgfからは RP が確認できず，すべて段級位に変換されている点であ
る．そのため将棋の先行研究では棋力をレーティングとして示していたが，本研究におい
ては段級位で表すこととする． 
  
サンプル 読み方
GM[1] ゲーム種別[囲碁]
SZ[19] 路数[19]
PB[■■■ 7段*] 対局者黒[プレイヤー名 7段*]
PW[□□□ 7段*] 対局者白[プレイヤー名 7段*]
DT[20190112 13:19] 対局日[2019/1/12]
RE[W+2.5] 対局結果[白の2.5目差勝ち]
KM[6.5] コミ[6.5]
RU[Japanese] ルール[日本ルール]
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第 5 章 
囲碁 AI概要 
 
 本章では本研究で利用した 2種類の囲碁 AIの概要や実力，着手の探索方法についての解
説を行う．  
 
5.1 MCTS 
 囲碁は，現在の盤面における石の損得を考えた手が強いわけではなく，後に有効に働く手
や相手に石をあえて取らせる手を打つ戦法があり，深読みなしで最良の一手を選択するこ
とは難しい．また，囲碁は将棋やチェスに比べ合法手の数が多く，深く探索するのが困難で
ある．しかし，終局もしくは終局付近まで盤面が進行すると，石の数で勝敗を決定すること
は容易である． 
MCTS とはこの特徴を利用し，モンテカルロ法とゲーム木探索を組み合わせた探索アル
ゴリズムのことである[17]．MCTS ではプレイアウトと呼ばれる“現在の局面から盤面が埋
まるまで白黒交互に打つランダムシミュレーション”を行い，勝敗をカウントする．大量の
プレイアウトにより着手のおおまかな勝率の推定を行う． 
MCTS による勝率の推定の例を Fig. 5-1に示す．Fig. 5-1はプレイアウトを 17 回行った状
況である．この状況のみを見ると着手𝑎 の勝率が 70%であり，有望な手の可能性があると
考えられる． 
 
Fig. 5-1 MCTS による勝率の推定の例 
17 
 
このように MCTS では限られた時間内で如何に有望な手に対して多くのプレイアウトを
行うかが重要となる．AlphaGo はこの探索部分に 2 つのニューラルネットワークを組み込
むことで大幅に棋力を向上させた． 
 
5.2 policy network 
 AlphaGo では現在の局面からどの着手に焦点を当ててプレイアウトを行うのが良いのか
を絞るため，policy network と呼ばれる「次の一手」を予測する Convolutional Neural Network
（以降，CNN）を構築した．AlphaGoはこの policy networkの学習データとしてオンライン
囲碁サーバー“KGS”の六段以上のプレイヤーによる棋譜を約 16万局学習した．このネッ
トワークを強いプレイヤー同士の手を用いて学習させた Supervised leaning of policy network
（以降，SL policy network）と呼ぶ．SL policy network は強いプレイヤーの着手と 57%の一
致率を示し，従来 44%程度だった予測精度を上回った．また，AlphaGo はこの SL policy 
network 同士を対局させることでより良い手を打つ Reinforcement learning of policy network
（以降，RL policy network）を作成した．RL policy networkの学習には 50台の GPUを使っ
て一日に 128 万局の対戦数をこなしている．この RL policy network を用いた囲碁 AI を SL 
policy network を用いた囲碁 AI と対戦させた結果 RL policy network が 80%の確率で勝てる
ようになり，より強い policy networkが生まれた． 
 
 
5.3 value network 
 AlphaGo のもう一つの特徴が value networkである．value networkは局面の特徴をもとに，
盤面の勝率を予測する CNN であり，従来では困難とされていた囲碁における評価関数に当
たる．また，この value networkを MCTSに組み込むことによりノードの選択や展開を高速
化させることを可能とした． 
 
5.4 Rayと AQ 
 本研究におけるプレイヤーの棋譜を分析する囲碁 AI として，オープンソースの Ray と
AQ を用いた．本節ではこれらの囲碁 AIの概要について説明する． 
 
 Ray 
Ray は小林佑樹氏が電気通信大学に在学中から開発してきた囲碁 AI である．基本的な思
考部はMCTSが利用されている[18][19]．13路盤と 19路盤においては,オープンソースソフ
トウェアで最強と言われる Fuegoや Pachiよりも強く, 19 路盤は“KGS”では 2段程度の強
さである[].  
主な戦績は以下のとおりである． 
2014年 CGFオープン 9路盤部門 6位 19路盤部門 5位 
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2014年 GPW杯 9路盤部門 7位 13路盤部門 7位 
第 8回 UEC 杯コンピュータ囲碁大会 8位 
2015年 CGFオープン 9路盤部門優勝 19路盤部門 3位 
2015年 GPW杯 9路盤部門 5位 13路盤部門 3位 
The 1st World Computer Weiqi Tournament 4 位 
第 9回 UEC 杯コンピュータ囲碁大会 7位 
2016年 CGFオープン 19路盤部門準優勝 
第 10 回 UEC 杯コンピュータ囲碁大会 3 位(松崎憲介氏(Rn の開発者)と組んで Rayn とし
て出場)  
AI竜星戦 2018 5 位 
 
 AQ 
 AQ は山口祐氏が開発した AlphaGo の手法に倣って作られたオープンソース囲碁 AIであ
る[20]．その実力は“幽玄の間”において 8 段程度であり（KGS での棋力はわからないが，
少なくともMCTSのみの Rayよりは圧倒的に強い），2018年 12月 20日 時点での対戦結果
は 2113勝 132敗となっており，人間のトッププレイヤーよりも十分に強いといえる． 
主な戦績は以下のとおりである． 
 2017年 3月 第 10回 UEC杯 4位 
2017年 8月 中信証券杯 8強 
2017年 12月 AI竜星戦 4位  
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第 6 章 
実験 
 
 本章では，提案手法を用いた棋譜のデータ計測実験および分析結果を用いた棋力推定実
験について述べる．棋譜のデータ計測には棋力の異なる 2つの囲碁 AIを用いた． 
 
6.1 Rayを用いた計測実験 
6.1.1  実験目的 
 提案した評価指標の算出式の評価値として MCTS が導く勝率を用いた際，評価指標と囲
碁プレイヤーの棋力の間に相関関係があるかの調査および分析を行った．相関分析の結果
から先行研究で行われてきたゲームと比較し，相違点について考察した．結果を線形近似し
棋力推定式として定義することを実験の目的とした． 
 
6.1.2 実験方法 
 本実験は以下の手順で棋譜から勝率データを計測した． 
① 棋譜を改良 Gogui に読み込ませる．評価対象プレイヤーが黒番の場合初期盤面にセッ
トし，評価対象プレイヤーが白番の場合黒が一手指した盤面にセットする． 
② 囲碁 AI に評価対象プレイヤーと同じ色の石を 1 手打たせ，その際の勝率を計測する． 
③ 1手戻して本来の棋譜の手順に戻し，その後 2 手進める． 
④ ②，③を最終着手の手番に到達するか，または勝率が 20%か 80%に達するまで繰り返
す． 
 
 勝率データを計測後，囲碁 AIの着手が付与された棋譜及び，勝率の変動データから，提
案した評価指標を算出した． 
 また，本実験においては第 3章で述べた評価指標に加え，±1％以上のみを好手，悪手と
してカウントし一局当たりの割合とした値を追加した．これらを好手率（1%），悪手率     
（-1%）とする．これらを加えた理由は，MCTSによる勝率の算出にはランダムプレイアウ
トを行うため，多少の誤差が生じると考えられるからである． 
 本実験において一致率，好手率，悪手率，平均好手，平均悪手，平均損失，好手率（+1%），
悪手率（-1%）の計 8個の評価指標を算出した．また，これら 8個の評価指標について 64手
より前の評価指標と 65手より後の評価指標についても算出を行った． 
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6.1.3 実験環境 
 着手及び勝率を出力する囲碁 AI として小林らが開発したオープンソース囲碁 AI の Ray
を用いた．今回の計測実験において一手当たりのプレイアウト数の上限は 10000回とした．
1 手の探索にかかる探索時間は 5秒程度であった（Intel®CoreTM i7-4790 CPU @ 3.60GHz, 4ス
レッド使用）． 
 実験に用いた棋譜は，“幽玄の間”より提供していただいた 15K(15級)~8D(8 段)の棋譜各
60 局（勝:30局，負:30局）の計 1380局であった．棋譜選定の条件は 
 19×19 路盤 
 日本ルール，コミ 6.5 
 置石（ハンディキャップ）なし 
 100手以上の対局 
 級位・段位の差が±1級・±1段のプレイヤー間の対局 
 人間同士の対局（AIとの対局を除く） 
とした． また，10手目まで真似碁をした棋譜は除いた． 
 
6.1.4 実験結果 
 評価指標の散布及び平均値 
各級位・段位の一致率，好手率，悪手率の結果を Fig. 6-1-1, Fig. 6-1-2, Fig. 6-1-3に，平均
好手，平均悪手，平均損失の結果を Fig. 6-1-4, Fig. 6-1-5, Fig. 6-1-6に示す．好手率（1％），
悪手率（-1％）の結果を Fig. 6-1-7, Fig. 6-1-8に示す． 
横軸は段級位を示し，縦軸は各評価指標を示す．図中の赤の円のプロットは勝利時の散布
を示し，青の三角形のプロットは敗北時の散布を示す．黒の折れ線は各級位・段位の値の平
均値である． 
21 
 
 
Fig. 6-1-1 MCTS による一致率の計測データの散布および平均値の推移 
 
Fig. 6-1-2 MCTS による好手率の計測データの散布および平均値の推移 
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Fig. 6-1-3 MCTSによる悪手率の計測データの散布および平均値の推移 
 
 
Fig. 6-1-4 MCTS による平均好手の計測データの散布および平均値の推移 
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Fig. 6-1-5 MCTS による平均悪手の計測データの散布および平均値の推移 
 
 
Fig. 6-1-6 MCTS による平均損失の計測データの散布および平均値の推移 
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Fig. 6-1-7 MCTS による好手率（+1％）の計測データの散布および平均値の推移 
 
 
Fig. 6-1-8 MCTS による悪手率（-1％）の計測データの散布および平均値の推移 
 
 各評価指標の各段級位における平均値を Tab. 6-1-1に示す．各評価指標における最大値を
赤，最小値を緑で強調する． 
 
Tab. 6-1-1 MCTS による各評価指標の平均値 
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実験のグラフと表の結果から，段級位と各評価指標間には関連がある可能性があるよう
に見える．特に Tab. 6-1-1 の結果から，平均好手・平均悪手・平均損失・好手率（1％）・悪
手率（-1％）については，最大値と最小値が段級位の最も高い 8 段と最も低い 15 級に収束
していることが確認できる．一方で，グラフの結果からは，勝利時と敗北時で取りうる値が
異なっている様子も確認できる．勝敗によって平均値に差があるのかどうかを次節で説明
する． 
 
  
一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率（1％） 悪手率（-1％）
8段 42.957 29.518 27.373 0.452 -0.400 0.852 15.494 13.633
7段 42.885 29.092 27.781 0.510 -0.459 0.969 16.333 14.820
6段 43.518 29.884 26.107 0.536 -0.445 0.981 17.038 14.155
5段 45.183 27.763 26.425 0.507 -0.434 0.940 16.080 14.241
4段 42.371 29.746 27.369 0.529 -0.474 1.004 16.947 15.436
3段 41.437 29.908 28.529 0.530 -0.466 0.996 16.941 15.407
2段 42.690 29.395 26.998 0.519 -0.433 0.952 16.832 14.649
初段 43.393 29.358 26.662 0.561 -0.468 1.029 16.764 14.884
1級 41.404 30.953 27.643 0.556 -0.469 1.025 17.591 15.175
2級 40.556 31.554 27.838 0.638 -0.537 1.175 18.950 15.584
3級 39.598 30.877 29.525 0.547 -0.503 1.050 17.305 15.833
4級 40.062 30.047 29.891 0.538 -0.520 1.058 17.888 16.050
5級 38.772 32.240 28.988 0.609 -0.554 1.163 18.515 16.311
6級 41.350 30.644 28.006 0.591 -0.500 1.091 18.186 15.292
7級 38.912 31.333 29.755 0.626 -0.548 1.174 18.707 16.141
8級 39.400 32.111 28.490 0.606 -0.508 1.114 18.478 15.477
9級 42.831 29.874 27.294 0.582 -0.504 1.086 17.347 14.873
10級 40.912 31.302 27.786 0.506 -0.451 0.957 16.867 14.710
11級 42.265 30.925 26.810 0.573 -0.476 1.049 17.725 14.765
12級 38.301 32.680 29.019 0.594 -0.518 1.112 18.742 16.438
13級 37.365 32.876 29.729 0.640 -0.556 1.195 19.185 16.584
14級 36.713 32.521 30.624 0.642 -0.594 1.236 19.545 17.622
15級 35.994 33.277 30.557 0.699 -0.628 1.327 19.747 18.081
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 ウィルコクソンの順位和検定 
 各評価指標，各段級位の分析データを勝敗別に分割しウィルコクソンの順位和検定を行
った．この検定は，互いに独立である 2群の平均値に差があるかを調べる検定である．帰無
仮説は“2群間の平均値に差はない”である．検定の結果を Tab. 6-1-2に示す．なお，有意
水準は 1%とした． 
Tab. 6-1-2 平均値の差の検定 
 
 平均値の差の検定の結果，過半数以上勝利時と敗北時の平均値に差があると結果が出た
評価指標は，一致率・好手率・平均好手・好手率（1%）であった． 
 この結果より，棋力推定を行うための線形近似をする際は勝利時と敗北時で分割したと
きの平均値も参照する．また実際に棋力推定を行う際は棋譜の勝利数と敗北数を揃えるこ
ととする． 
一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率（1％） 悪手率（-1％）
8段 差がある 差がある 差はない 差はない 差はない 差はない 差がある 差はない
7段 差はない 差がある 差はない 差がある 差はない 差はない 差がある 差はない
6段 差はない 差がある 差はない 差がある 差はない 差はない 差がある 差はない
5段 差はない 差がある 差はない 差がある 差はない 差はない 差がある 差はない
4段 差がある 差がある 差はない 差がある 差はない 差がある 差がある 差はない
3段 差がある 差はない 差はない 差がある 差はない 差がある 差がある 差はない
2段 差はない 差はない 差はない 差はない 差はない 差はない 差はない 差はない
初段 差がある 差がある 差はない 差がある 差はない 差はない 差がある 差はない
1級 差がある 差がある 差はない 差がある 差はない 差はない 差がある 差はない
2級 差がある 差がある 差はない 差がある 差はない 差はない 差がある 差はない
3級 差はない 差がある 差はない 差がある 差はない 差はない 差がある 差はない
4級 差がある 差がある 差はない 差がある 差はない 差はない 差がある 差はない
5級 差がある 差がある 差がある 差がある 差はない 差はない 差がある 差がある
6級 差はない 差がある 差がある 差がある 差はない 差はない 差がある 差はない
7級 差がある 差がある 差はない 差がある 差はない 差はない 差がある 差はない
8級 差はない 差はない 差はない 差がある 差はない 差はない 差はない 差はない
9級 差がある 差がある 差はない 差がある 差はない 差がある 差がある 差はない
10級 差がある 差がある 差はない 差がある 差はない 差がある 差がある 差はない
11級 差はない 差はない 差はない 差がある 差はない 差はない 差がある 差はない
12級 差はない 差がある 差がある 差がある 差がある 差はない 差がある 差がある
13級 差がある 差がある 差はない 差がある 差はない 差がある 差がある 差はない
14級 差はない 差がある 差はない 差がある 差はない 差はない 差がある 差はない
15級 差はない 差がある 差はない 差がある 差はない 差がある 差がある 差はない
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 相関分析 
 各評価指標と級位・段位の相関分析の結果を Tab. 6-1-3に示す．分析範囲は 15K（15級）
から 8D（8段）までの区間（n = 23）および，用いた囲碁 AI “Ray”の“幽玄の間”におけるお
およその棋力である 3Dを境にした 15K~3D の区間（n = 18）と 3D~8D の区間（n = 6）であ
る．また，同様の分析範囲で 64 手目以前の評価指標の相関分析の結果を Tab. 6-1-4，64 手
目以降の評価指標の相関分析の結果をTab. 6-1-5に示す．相関係数が0.7以上を赤で強調し，
相関係数が-0.7以下を緑で強調し示す． 
  
Tab. 6-1-3 各評価指標の相関係数（全着手） 
 
 
Tab. 6-1-4 各評価指標の相関係数（64手目以降） 
 
 
Tab. 6-1-5 各評価指標の相関係数（64手目以降） 
 
 
 相関分析の結果，全評価指標どの分析範囲であっても相関係数の符号は一致しているこ
とが確認できた．全着手と 64手で分割した 2つの範囲で共通して高い相関が確認できたの
は，分析範囲が 15K~8Dの一致率・好手率・好手率（1％）と分析範囲が 15K~3D の好手率
であった．また，64 手で分割することによって相関がより現れる評価指標は特別見当たら
なかった．このことから，本実験において回帰式を生成する際は全着手を用いた棋譜の評価
指標を用いる． 
 線形近似式 
分析範囲 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率（1％） 悪手率（-1％）
15K~8D 0.77 -0.82 -0.62 -0.76 0.76 -0.77 -0.81 -0.72
15K~3D 0.66 -0.75 -0.48 -0.60 0.63 -0.63 -0.67 -0.58
3D~8D 0.32 -0.12 -0.29 -0.72 0.72 -0.75 -0.70 -0.79
分析範囲 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率（1％） 悪手率（-1％）
15K~8D 0.76 -0.76 -0.64 -0.61 0.61 -0.62 -0.80 -0.71
15K~3D 0.68 -0.71 -0.48 -0.43 0.47 -0.45 -0.63 -0.62
3D~8D 0.19 -0.18 -0.34 -0.12 0.10 -0.11 -0.80 -0.29
分析範囲 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率（1％） 悪手率（-1％）
15K~8D 0.74 -0.83 -0.49 -0.78 0.76 -0.79 -0.82 -0.69
15K~3D 0.62 -0.74 -0.37 -0.67 0.66 -0.69 -0.75 -0.60
3D~8D 0.32 -0.25 -0.33 -0.56 0.65 -0.64 -0.21 -0.68
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 棋譜の分析によって得られた各棋力の評価指標の平均値を用いて回帰分析を行った． 
先ず，各評価指標を一つずつ用いた単回帰分析を行う．回帰式は目的変数を y，各評価指
標の平均値を説明変数 x とし，最小二乗法によって算出する．説明変数 x となる評価指標
を以下の文字記号で示す． 
xm:一致率, xG:好手率, xB:悪手率, xAve.G:平均好手, 
xAve.B:平均悪手, xAve.l:平均損失, xG :好手率（1％）, xB :悪手率（− 1％） 
線形近似する際は段級位を Tab. 4-1の初期 RP に割り当てることで回帰式を求めた．回帰
式と同時に寄与率の算出も行った．各評価指標の各段級位における平均値を用いた線形近
似式を Tab. 6-1-6に示す．また勝利時の平均値を用いた線形近似式を Tab. 6-1-7に，敗北時
の平均値を用いた線形近似式を Tab. 6-1-8に示す． 
 
Tab. 6-1-6 MCTS による各評価指標の回帰式と寄与率 
x:評価指標 回帰式 寄与率 
xm:一致率 y = 2193xm − 67004 (7) 0.59 
xG:好手率 y = −3932xG + 143213 (8) 0.67 
xB:悪手率 y = −3199xB + 112786 (9) 0.39 
xAve.G:平均好手 y = −89278xAve.G − 73309 (10) 0.57 
xAve.B:平均悪手 y = 93888xAve.B + 69216 (11) 0.57 
xAve.l:平均損失 y = −47415xAve.l + 73077 (12) 0.59 
xG :好手率（1％） y = −4796xG + 107419 (13) 0.65 
xB :悪手率（− 1％） y = −4575xB + 93348 (14) 0.51 
 
Tab. 6-1-7 MCTS による各評価指標の回帰式と寄与率（勝利時） 
x:評価指標 回帰式 寄与率 
xm:一致率 y = 1999xm − 63579 (15) 0.57 
xG:好手率 y = −2726xG + 97995 (16) 0.38 
xB:悪手率 y = −3135xB + 113548 (17) 0.52 
xAve.G:平均好手 y = −71216xAve.G + 55201 (18) 0.26 
xAve.B:平均悪手 y = 89763xAve.B + 70720 (19) 0.64 
xAve.l:平均損失 y = −47768xAve.l + 70095 (20) 0.51 
xG :好手率（1％） y = −3298xG + 72597 (21) 0.30 
xB :悪手率（− 1％） y = −4304xB + 92771 (22) 0.56 
 
 
 
Tab. 6-1-8 MCTS による各評価指標の回帰式と寄与率（敗北時） 
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x:評価指標 回帰式 寄与率 
xm:一致率 y = 1970xm − 53497 (23) 0.50 
xG:好手率 y = −2548xG + 108767 (24) 0.51 
xB:悪手率 y = −1691xB + 68802 (25) 0.12 
xAve.G:平均好手 y = −74301xAve.G + 72995 (26) 0.68 
xAve.B:平均悪手 y = 71452xAve.B + 55243 (27) 0.35 
xAve.l:平均損失 y = −47415xAve.l + 73077 (28) 0.59 
xG :好手率（1％） y = −3957xG + 102528 (29) 0.71 
xB :悪手率（− 1％） y = −2865xB + 64470 (30) 0.26 
 
 続いて，複数の評価指標による重回帰分析を行う．重回帰分析は各説明変数同士が独立で
あることと，これまでの実験結果から一致率，平均好手，平均悪手，好手率（1％），悪手率
（-1％）を説明変数として用いる．線形近似する際は段級位を Tab. 4-1の初期 RP に割り当
てることで回帰式を求めた．回帰式と同時に寄与率の算出も行った．各段級位における平均
値を用いた線形近似式を式(31)に示す．また勝利時と敗北時の平均値を用いた線形近似式を，
それぞれ式(32)と(33)に示す． 
 
𝒚 = 𝟏𝟓𝟏𝟒𝒙𝒎 − 𝟐𝟐𝟖𝟏𝟕𝒙𝑨𝒗𝒆.𝑮 + 𝟒𝟔𝟗𝟒𝒙𝑨𝒗𝒆.𝑩 − 𝟐𝟑𝟖𝟔𝒙𝑮𝟏 + 𝟐𝟎𝟓𝟑𝒙𝑩𝟏 − 𝟏𝟑𝟓𝟑𝟕 (𝟑1) 
 
y = 1212 𝑚 + 53460 𝐴𝑣𝑒.𝐺 + 117938 𝐴𝑣𝑒.𝐵 + 49 𝐺 + 1981 𝐵 − 23976 (32) 
 
y = 447 𝑚 − 59716 𝐴𝑣𝑒.𝐺 + 64299 𝐴𝑣𝑒.𝐵 − 1221 𝐺 + 1963 𝐵 + 69834 (33) 
 
寄与率は，式(31)が 0.68，式(32)が 0.73，式(33)が 0.74 であった．これらの回帰式を使った
棋力推定実験については 6.3節に示す． 
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6.2 AQを用いた計測実験 
6.2.1 実験目的 
提案した評価指標の算出式の評価値として policy network を用いた評価値（以後，評価値
P）および value network を用いた評価値（以後，評価値 V）を利用する際，評価指標と囲碁
プレイヤーの棋力の間に相関関係があるかの調査および分析を行った．相関分析の結果か
ら先行研究で行われてきたゲームと比較し，相違点について考察した．結果を線形近似し棋
力推定式として定義することを実験の目的とした．また，これらの結果を実験 6.1と比較し
最適な評価値について考察する． 
 
6.2.2 実験方法 
 本実験は以下の手順で棋譜から評価値 P，評価値 V を計測した． 
① 棋譜を Goguiに読み込ませる．評価対象プレイヤーが黒番の場合初期盤面にセットし，
評価対象プレイヤーが白番の場合黒が一手指した盤面にセットする． 
② 囲碁 AI に評価対象プレイヤーと同じ色の石を 1 手打たせ，その際の評価値 P，評価値
V を計測する． 
③ 1手戻して本来の棋譜の手順に戻し，その後 2 手進める． 
④ ②，③を最終着手の手番に到達するか，または AQ が投了するまで繰り返す． 
 
 評価値 P，評価値 Vを計測後，囲碁 AIの着手が付与された棋譜及び，評価値の変動デー
タから，提案した評価指標を算出した． 
 一つの棋譜を分析する際，評価値 P，評価値 Vの両方の計測を行った． 
 評価値 P，評価値 Vにおいて一致率，好手率，悪手率，平均好手，平均悪手，平均損失の
計 6 個の評価指標を算出した．一致率はどちらも同じ値となるため結果を評価値 P に寄せ
る．また，これら 6 個の評価指標について 64 手より前の評価指標と 65 手より後の評価指
標についても算出を行った． 
 
6.2.3 実験環境 
 着手及び勝率を出力する囲碁 AI として小林らが開発したオープンソース囲碁 AI の AQ
を用いた． 1手の探索にかかる探索時間は 7秒程度であった（Intel® CoreTM i7-4790 CPU @ 
3.60GHz, 4スレッド使用）． 
 実験に用いた棋譜は，“幽玄の間”より提供していただいた 15K~8D の棋譜各 40局（勝:20
局，負:20 局）の計 920 局であった．この際，実験 6.1 で分析を行った棋譜は除外した．棋
譜選定の条件は実験 6.1と同じである． 
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6.2.4 実験結果 
 評価指標の散布及び平均値 
実験 6.2における評価値 P を用いた各級位・段位の一致率，好手率，悪手率の結果を Fig. 
6-2-1, Fig. 6-2-2, Fig. 6-2-3 に，平均好手，平均悪手，平均損失の結果を Fig. 6-2-4, Fig. 6-2-5, 
Fig. 6-2-6に示す．  
 
Fig. 6-2-1 AQ による一致率の計測データの散布および平均値の推移 
 
 
Fig. 6-2-2 評価値 P による好手率の計測データの散布および平均値の推移 
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Fig. 6-2-3 評価値 P による悪手率の計測データの散布および平均値の推移 
 
 
Fig. 6-2-4 評価値 P による平均好手の計測データの散布および平均値の推移 
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Fig. 6-2-5 評価値 P による平均悪手の計測データの散布および平均値の推移 
 
Fig. 6-2-6 評価値 P による平均損失の計測データの散布および平均値の推移 
 
 各評価指標の各段級位における平均値を Tab. 6-2-1に示す．各評価指標における最大値を
赤，最小値を緑で強調する． 
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Tab. 6-2-1 評価値 P による各評価指標の平均値 
 
 
実験のグラフと表の結果から，段級位と各評価指標間には関連がうかがえる．Tab. 6-2-1
の結果からは，平均悪手以外の評価指標について，最大値と最小値が段級位の最も高い 8段
と最も低い 15級に収束していることが確認できる．また，グラフの結果からは，勝利時と
敗北時で取りうる値に差が見受けられないことも確認できる．特に一致率については，8段
で 57%の平均値を示しており，AlphaGo の論文[2]と一致している．評価値 P の評価指標が
勝敗によって平均値に差があるのかどうかを次節で説明する． 
 
一致率 好手率 悪手率 平均好手 平均悪手 平均損失
8段 57.399 20.670 18.005 2.870 -2.530 5.400
7段 53.950 21.042 20.545 3.139 -3.013 6.152
6段 50.050 23.010 21.482 3.493 -3.475 6.968
5段 47.815 23.409 23.750 3.504 -3.585 7.089
4段 46.751 23.815 23.068 3.519 -3.652 7.171
3段 45.106 25.609 22.968 3.547 -3.601 7.148
2段 43.742 25.264 24.606 3.994 -4.102 8.095
初段 41.135 25.538 25.574 3.845 -4.138 7.982
1級 41.238 25.898 25.267 3.904 -3.872 7.776
2級 41.275 27.074 25.014 4.117 -4.031 8.149
3級 44.498 24.020 24.834 3.732 -4.093 7.825
4級 41.079 26.475 23.991 3.849 -3.796 7.645
5級 37.946 28.360 24.797 4.027 -3.904 7.932
6級 38.120 27.083 26.230 3.952 -3.944 7.896
7級 41.043 25.661 25.078 3.975 -4.349 8.324
8級 38.560 26.841 26.682 4.093 -4.287 8.380
9級 41.205 25.143 25.289 3.606 -3.914 7.520
10級 38.960 27.681 25.277 4.653 -4.604 9.256
11級 37.810 25.875 26.598 4.505 -4.961 9.466
12級 35.156 28.191 26.125 4.142 -4.046 8.188
13級 35.872 27.302 24.504 3.951 -3.983 7.934
14級 33.233 27.161 27.254 4.085 -4.790 8.875
15級 32.777 29.004 28.579 4.686 -4.781 9.467
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次に実験 6.2における評価値 Vを用いた各級位・段位の好手率，悪手率の結果を Fig. 6-2-
7, Fig. 6-2-8 に，平均好手，平均悪手，平均損失の結果を Fig. 6-2-9, Fig. 6-2-10, Fig. 6-2-11に
示す．  
 
Fig. 6-2-7 評価値 V による好手率の計測データの散布および平均値の推移 
 
 
Fig. 6-2-8 評価値 V による悪手率の計測データの散布および平均値の推移 
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Fig. 6-2-9 評価値 V による平均好手の計測データの散布および平均値の推移 
 
 
Fig. 6-2-10 評価値 V による平均悪手の計測データの散布および平均値の推移 
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Fig. 6-2-11 評価値 Vによる平均損失の計測データの散布および平均値の推移 
 
 
 各評価指標の各段級位における平均値を Tab. 6-2-2 に示す．Tab. 6-2-1 と同様に各評価指
標における最大値を赤，最小値を緑で強調する． 
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Tab. 6-2-2 評価値 V による各評価指標の平均値 
 
実験のグラフと表の結果から，評価値 P と同様の結果が確認できた．また，グラフの結果
からは，勝利時と敗北時で取りうる値に差が見受けられないことも確認できる．評価値 P の
評価指標が勝敗によって平均値に差があるのかどうかを次の節で説明する． 
 
 
 
 
  
好手率 悪手率 平均好手 平均悪手 平均損失
8段 14.949 15.130 5.038 -5.119 10.156
7段 17.091 17.633 5.244 -5.398 10.642
6段 19.744 19.100 5.962 -5.611 11.573
5段 20.355 20.372 5.926 -5.618 11.544
4段 21.285 20.370 6.143 -5.640 11.783
3段 22.305 22.816 6.681 -6.534 13.214
2段 23.029 22.484 6.918 -6.111 13.029
初段 24.394 23.284 6.957 -5.996 12.953
1級 24.771 23.899 7.036 -6.342 13.379
2級 23.941 24.318 6.748 -6.328 13.076
3級 21.366 23.221 6.312 -6.189 12.500
4級 24.504 23.963 6.826 -6.368 13.195
5級 26.446 25.234 6.985 -6.517 13.502
6級 25.676 25.826 6.631 -6.405 13.036
7級 23.963 23.968 6.629 -5.800 12.429
8級 25.164 25.252 6.875 -6.693 13.569
9級 25.124 23.676 6.492 -5.976 12.468
10級 25.464 24.945 6.598 -6.430 13.027
11級 26.241 25.672 6.814 -6.382 13.196
12級 27.564 26.466 7.065 -6.831 13.896
13級 27.270 26.624 7.139 -7.066 14.204
14級 28.063 29.402 7.098 -7.099 14.197
15級 28.614 27.395 7.260 -6.591 13.852
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 ウィルコクソンの順位和検定 
 各評価指標，各段級位の分析データを勝敗別に分割しウィルコクソンの順位和検定を行
った．この検定は，互いに独立である 2群の平均値に差があるかを調べる検定である．帰無
仮説は“2群間の平均値に差はない”である．評価値 P を用いた分析の検定の結果を Tab. 6-
2-3に示す．評価値 Vを用いた分析の検定の結果を Tab. 6-2-4に示す．なお，有意水準は 1%
とした． 
Tab. 6-2-3 平均値の差の検定（評価値 P） 
 
 
 平均値の差の検定の結果，過半数以上勝利時と敗北時の平均値に差があるという評価指
標は出なかった．この結果より，評価値 P の評価指標を用いて線形近似をする際は勝利時
と敗北時で棋譜を分割しない． 
一致率 好手率 悪手率 平均好手 平均悪手 平均損失
8段 差はない 差はない 差はない 差はない 差がある 差はない
7段 差はない 差はない 差はない 差はない 差はない 差はない
6段 差はない 差はない 差はない 差はない 差はない 差はない
5段 差がある 差はない 差がある 差はない 差がある 差はない
4段 差はない 差はない 差はない 差はない 差はない 差はない
3段 差はない 差はない 差はない 差はない 差はない 差はない
2段 差はない 差はない 差はない 差はない 差はない 差はない
初段 差はない 差はない 差はない 差はない 差はない 差はない
1級 差がある 差はない 差はない 差はない 差はない 差はない
2級 差はない 差はない 差はない 差はない 差はない 差はない
3級 差がある 差はない 差はない 差はない 差がある 差がある
4級 差がある 差はない 差はない 差はない 差はない 差はない
5級 差がある 差はない 差はない 差はない 差はない 差はない
6級 差はない 差はない 差はない 差はない 差はない 差はない
7級 差はない 差はない 差がある 差はない 差はない 差はない
8級 差はない 差はない 差はない 差はない 差はない 差はない
9級 差はない 差はない 差はない 差はない 差はない 差はない
10級 差がある 差はない 差がある 差はない 差はない 差はない
11級 差がある 差はない 差はない 差はない 差はない 差はない
12級 差はない 差はない 差はない 差はない 差はない 差はない
13級 差がある 差がある 差がある 差がある 差がある 差がある
14級 差はない 差はない 差はない 差はない 差はない 差はない
15級 差がある 差がある 差はない 差はない 差はない 差はない
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Tab. 6-2-4 平均値の差の検定（評価値 V） 
 
 
 平均値の差の検定の結果，過半数以上勝利時と敗北時の平均値に差があるという評価指
標は出なかった．この結果より，評価値 V の評価指標を用いて線形近似をする際において
も勝利時と敗北時で棋譜を分割しない． 
 
 
 
  
好手率 悪手率 平均好手 平均悪手 平均損失
8段 差はない 差はない 差はない 差はない 差はない
7段 差はない 差はない 差はない 差はない 差はない
6段 差はない 差はない 差はない 差はない 差はない
5段 差はない 差はない 差はない 差はない 差はない
4段 差はない 差はない 差はない 差はない 差はない
3段 差はない 差はない 差はない 差はない 差はない
2段 差はない 差はない 差はない 差はない 差はない
初段 差はない 差はない 差はない 差はない 差はない
1級 差はない 差はない 差はない 差はない 差はない
2級 差はない 差はない 差はない 差はない 差はない
3級 差はない 差はない 差はない 差はない 差はない
4級 差はない 差はない 差はない 差はない 差はない
5級 差はない 差はない 差はない 差はない 差はない
6級 差はない 差はない 差はない 差がある 差はない
7級 差はない 差はない 差はない 差がある 差はない
8級 差はない 差はない 差はない 差はない 差はない
9級 差はない 差はない 差がある 差はない 差はない
10級 差がある 差はない 差がある 差はない 差がある
11級 差はない 差はない 差はない 差はない 差はない
12級 差はない 差はない 差はない 差はない 差はない
13級 差はない 差はない 差はない 差はない 差はない
14級 差はない 差はない 差はない 差はない 差はない
15級 差はない 差はない 差はない 差はない 差はない
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 相関分析 
 評価値 P を用いた分析の各評価指標と級位・段位の相関分析の結果を Tab. 6-2-5 に示す．
分析範囲は実験 6.1 と同じ区間である．また，同様の分析範囲で 64 手目以前の評価指標の
相関分析の結果を Tab. 6-2-6，64手目以降の評価指標の相関分析の結果を Tab. 6-2-7に示す．  
  
Tab. 6-2-5 評価値 P による各評価指標の相関係数（全着手） 
 
 
Tab. 6-2-6 評価値 P による各評価指標の相関係数（64手目以前） 
 
 
Tab. 6-2-7 評価値 P による各評価指標の相関係数（64手目以降） 
 
 
 評価値 P の相関分析の結果，全評価指標どの分析範囲であっても相関係数の符号は一致
していることが確認できた．全着手と 64手で分割した 2つの範囲で共通して高い相関が確
認できたのは，分析範囲が 15K~8D のすべての評価指標と分析範囲が 15K~3Dの一致率，分
析範囲が 3D~8D の平均好手以外のすべての評価指標であった．また，64手で分割すること
によって相関がより現れる評価指標は特別見当たらなかった．このことから，本実験におい
て回帰式を生成する際は全着手を用いた棋譜の評価指標を用いる． 
 
 
  
全着手 一致率 好手率 悪手率 平均好手 平均悪手 平均損失
15K~8D 0.914 -0.813 -0.815 -0.798 0.810 -0.822
15K~3D 0.877 -0.581 -0.682 -0.592 0.646 -0.655
3D~8D 0.975 -0.972 -0.869 -0.872 0.882 -0.879
64手以前 一致率 好手率 悪手率 平均好手 平均悪手 平均損失
15K~8D 0.822 -0.764 -0.708 -0.789 0.726 -0.776
15K~3D 0.712 -0.526 -0.342 -0.622 0.491 -0.621
3D~8D 0.975 -0.985 -0.913 -0.962 0.788 -0.897
64手以降 一致率 好手率 悪手率 平均好手 平均悪手 平均損失
15K~8D 0.920 -0.727 -0.847 -0.741 0.812 -0.807
15K~3D 0.843 -0.463 -0.773 -0.546 0.634 -0.625
3D~8D 0.961 -0.759 -0.863 -0.624 0.973 -0.930
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 評価値 Vを用いた分析の各評価指標と級位・段位の相関分析の結果を Tab. 6-2-8に示す．
分析範囲は実験 6.1と同じ区間である．  
 
Tab. 6-2-8 評価値 V による各評価指標の相関係数（全着手） 
 
 
Tab. 6-2-9 評価値 V による各評価指標の相関係数（64手目以前） 
 
 
Tab. 6-2-10 評価値 V による各評価指標の相関係数（64手目以降） 
 
 
 相関分析の結果，全着手と 64手で分割した 2つの範囲で共通して高い相関が確認できた
のは，分析範囲が 15K~8D の一致率・好手率・悪手率と分析範囲が 15K~3D の一致率・好手
率，分析範囲が 3D~8Dの平均好手以外のすべての評価指標であった．また，64手で分割す
ることによって相関がより現れる評価指標は特別見当たらなかった．このことから，評価値
V の実験結果から回帰式を生成する際は全着手を用いた棋譜の評価指標を用いる． 
 
 
  
全着手 一致率 好手率 悪手率 平均好手 平均悪手 平均損失
15K~8D 0.914 -0.896 -0.902 -0.736 0.802 -0.795
15K~3D 0.877 -0.840 -0.849 -0.351 0.552 -0.525
3D~8D 0.975 -0.968 -0.970 -0.964 0.878 -0.947
64手以前 一致率 一致率 好手率 悪手率 平均好手 平均損失
15K~8D 0.822 -0.800 -0.821 -0.629 0.751 -0.708
15K~3D 0.712 -0.622 -0.706 -0.062 0.454 -0.283
3D~8D 0.975 -0.950 -0.967 -0.925 0.954 -0.954
64手以降 一致率 一致率 好手率 悪手率 平均好手 平均損失
15K~8D 0.920 -0.885 -0.875 -0.677 0.531 -0.666
15K~3D 0.843 -0.778 -0.725 -0.302 0.374 -0.376
3D~8D 0.961 -0.958 -0.983 -0.971 0.499 -0.869
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 線形近似式 
評価値 P を用いた各評価指標の線形近似式を Tab. 6-2-11に示す．評価値 Vを用いた各評
価指標の線形近似式を Tab. 6-2-12 に示す． 
 
Tab. 6-2-11 評価値 P による各評価指標の回帰式と寄与率 
x:評価指標 回帰式 寄与率 
xm:一致率 y = 1003xm − 19550 (34) 0.83 
xG:好手率 y = −2324xG + 87249 (35) 0.66 
xB:悪手率 y = −2421xB + 82020 (36) 0.66 
xAve.G:平均好手 y = −12528xAve.G + 71082 (37) 0.64 
xAve.B:平均悪手 y = 9962xAve.B + 62111 (38) 0.66 
xAve.l:平均損失 y = −5788xAve.l + 67954 (39) 0.68 
 
Tab. 6-2-12 評価値 V による各評価指標の回帰式と寄与率 
x:評価指標 回帰式 寄与率 
xG:好手率 y = −1771xG + 64650 (40) 0.80 
xB:悪手率 y = −1878xB + 66690 (41) 0.81 
xAve.G:平均好手 y = −8604xAve.G + 79125 (42) 0.54 
xAve.B:平均悪手 y = 10574xAve.B + 88262 (43) 0.64 
xAve.l:平均損失 y = −5111xAve.l + 87928 (44) 0.63 
 
 続いて，複数の評価指標による重回帰分析を行う．重回帰分析は各説明変数同士が独立で
ある必要があることから評価値 P と評価値 V については一致率，好手率，悪手率，平均好
手，平均悪手を説明変数として用いる．線形近似する際は段級位を Tab. 4-1の初期 RP に割
り当てることで回帰式を求めた．回帰式と同時に寄与率の算出も行った．各段級位における
平均値を用いた評価値 Pの線形近似式を式(45)に示す．また評価値 V の線形近似式を式(46)
に示す． 
  
44 
 
 
𝐲 = 𝟐𝟑𝟒𝟔𝒙𝒎 + 𝟑𝟏𝟔𝟗𝒙𝑮 + 𝟏𝟔𝟑𝟏𝒙𝑩 − 𝟖𝟐𝟒𝟓𝒙𝑨𝒗𝒆.𝑮 − 𝟐𝟗𝟏𝟖𝒙𝑨𝒗𝒆.𝑩 − 𝟏𝟕𝟔𝟗𝟓𝟏 (𝟒𝟓) 
 
y = 1742 𝑚 − 324 𝐺 + 519 𝐵 + 9297 𝐴𝑣𝑒.𝐺 + 2119 𝐴𝑣𝑒.𝐵 − 103099 (46) 
 
寄与率は，式(45)が 0.90，式(46)が 0.92であった．これらの回帰式を使った棋力推定実験に
ついては 6.3節に示す． 
 
6.3 計測実験の考察 
 本節では Rayと AQの 2つの分析実験を通しての考察を行う． 
 
 先行研究との比較 
 将棋の先行研究[8]では一致率，好手率，平均好手が棋力の向上に伴い上昇し，平均悪手が
棋力の向上に伴い減少するという結果を示した．本実験においても一致率，平均悪手は同様
の結果を示したが，好手率，平均好手は異なる結果を示した．これは先行研究に比べて囲碁
の合法手数が違う点や MCTS が局所的な局面を得意としないという弱点が影響していると
考えられる． 
 
 勝敗による評価指標の差 
 ウィルコクソンの順位和検定によって，一致率・好手率・平均好手・好手率（1%）に平
均値に差があることが確認できた．特に好手率・平均好手・好手率（1%）についてはほぼ
すべての段級位において勝敗によって差がある．これらは共通して好手にかかわる評価指
標である．そして Fig. 6-1-2, Fig. 6-1-4, Fig. 6-1-7から勝利時の散布が平均よりも低く敗北時
の散布が平均より高いことが確認できた．このことから，MCTS の勝率による好手の判定自
体は困難であると考えられる．一方で評価値 P と評価値 V ではほぼすべての評価指標にお
いて平均値に差は認められなかった． 
 
 64 手で分けた効能 
 将棋[8]やオセロ[9]の先行研究に倣い，本研究においても定石に当たる着手を分割して評
価指標の計測を行った．相関分析の結果から着手を分割することによる相関係数の符号の
変化が見られないことが確認できた．また，全着手の相関係数と比べ，分割することで相関
係数が格段に向上する結果は確認できず，ほぼすべて同等か全着手の相関係数未満となっ
た．これらより，MCTS の勝率を用いた棋力推定においては定石の排除の必要性が低いと考
えられる．この理由として，囲碁の“手番が進んでも同一着手の評価値は変化しにくい”と
いう特徴が関係していると見られる．しかし，評価値 Vの相関係数を見ると 64手以前の分
析であっても多くの評価指標において高い相関が確認できる．本研究では高い精度で棋力
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を推定することを目標としているが，より高速に棋力を推定するという方針であれば平均
200 回の着手のある棋譜を分析するよりも 64 手を分析するほうが明らかに早くなると考え
られる． 
 
 好手率と悪手率の 1%の制限の効能（実験 6.1） 
 好手率と悪手率に絶対値 1%の制限を加えた結果，相関係数および回帰式の寄与率ともに
同等もしくはそれ以上の値をとり，有効に作用したことが確認できた．この理由としてはや
はり MCTS のランダムプレイアウトによる誤差によって本来好手や悪手ではない着手がカ
ウントされていたことが原因であると考えられる．  
 
 分析範囲による相関係数の違い 
 将棋の先行研究[8]では，分析に使用した AIより強い実力のプレイヤーの棋力指定は困難
であるとされていた．そこで，分析範囲を分けて全評価指標の相関係数を算出したが特筆し
て相関係数が向上した評価指標はなかった． 
 
 有望な評価指標の予測 
 実験結果から評価値 P と評価値 V の重回帰分析を用いることが，棋力推定に最も有効で
あると考えられる．特に評価値 V については囲碁 AIの評価関数として利用できるものなの
で，先行研究のように棋力推定に役立つと考えられる．次節では実際に回帰式を用いた棋力
推定実験を行う．  
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6.3 棋力推定実験 
6.3.1 実験目的 
 実験 6.1と実験 6.2で得られた回帰式による棋力推定がどの程度の予測精度を示すかを確
認するため，“幽玄の間”のプレイヤー複数人の棋譜を用いて Rayと AQを用いた棋譜分析
を行う． 
 
6.3.2 実験方法 
 本実験は以下の手順で棋力推定を行った． 
① 特定のプレイヤーの棋譜 10局（勝利時 5局，敗北時 5局）を実験 6.1，実験 6.2の手順
で勝率，評価値 P，評価値 V を計測する． 
② 得られた評価指標の平均値を算出する．（全体局の平均値，勝利時の対局の平均値，敗
北時の対局の平均値） 
③ 評価指標を実験 6.1，実験 6.2で得られた回帰式(7)～(46)に代入し RP を算出する． 
④ 算出した RP から Tab. 4-1を参照し，段級位を求める． 
 
棋力推定対象プレイヤーは“幽玄の間”より無作為に 10人抽出した．また，分析を行う
棋譜は実験 6.1,実験 6.2と異なるものとした．Tab.6-3-1に被験者のリストを示す．  
 
Tab. 6-3-1 被験者の段級位リスト 
 
 
棋譜選定の条件は 
 19×19 路盤 
 日本ルール，コミ 6.5 
 置石（ハンディキャップ）なし 
 100手以上の対局 
 級位・段位が同じプレイヤー間の対局 
 人間同士の対局（AIとの対局を除く） 
 レーティング対局 
とした． また，10手目まで真似碁をした棋譜は除いた． 
 
 
 
  
被験者 A B C D E F G H I J
段級位 7D 5D 2D 1D 2K 4K 6K 8K 10K 15K
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6.3.3 実験結果 
実験 6-3における勝率を評価値として用いた棋力推定実験の結果を Tab. 6-3-2に示す．  
勝利時の評価指標から棋力推定を行った結果を Tab. 6-3-3，敗北時の評価指標から棋力推定
を行った結果を Tab. 6-3-4 に示す． 
 一致率，好手率，悪手率，平均好手，平均悪手，平均損失，好手率（1%），悪手率（-1%）
は単回帰分析の結果について示す． 
 
Tab. 6-3-2 MCTS による評価値を用いた棋力推定（勝利時 5局，敗北時 5局） 
 
 
Tab. 6-3-2 MCTS による評価値を用いた棋力推定（勝利時 5局） 
 
 
 
Tab. 6-3-2 MCTS による評価値を用いた棋力推定（敗北時 5局） 
被験者 段級位 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率(1％) 悪手率(-1%) 重回帰
A 7D 4D 8D 1D 8D 2D 5D 1D 10K 8D
B 5D 1K 8D 6K 1D 2K 1K 8D 1D 3D
C 2D 4D 6D 4D 1K 5D 3D 8D 4D 3D
D 1D 4D 6D 4D 7K 1D 4K 8D 4K 3K
E 2K 2K 8D 6K 2D 3K 1K 8D 2K 1K
F 4K 9K 4D 12K 8K 10K 9K 8D 1K 10K
G 6K 8K 2D 10K 8K 18K 13K 9K 19K 4K
H 8K 7K 1K 6K 2D 2D 2D 8D 2K 4K
I 10K 15K 14K 14K 7K 8K 8K 2K 12K 9K
J 15K 19K 16K 16K 7K 14K 10K 7K 17K 16K
被験者 段級位 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率(1％) 悪手率(-1%) 重回帰
A 7D 4D 7D 1D 3D 1D 4D 1K 13K 6D
B 5D 5K 3D 9K 5K 5K 5K 5K 5K 5K
C 2D 8D 8D 3D 6D 5D 7D 8D 1D 6D
D 1D 1D 4D 1K 4K 2K 3K 4K 1K 1D
E 2K 6K 3K 5K 1K 1D 1D 3K 2K 3K
F 4K 14K 14K 3K 6K 1D 3K 6K 4K 4K
G 6K 10K 5K 5K 8K 17K 13K 6K 16K 16K
H 8K 6K 3K 5K 1K 1D 1D 3K 2K 3K
I 10K 13K 9K 9K 1K 9K 5K 3K 12K 15K
J 15K 21K 21K 7K 14K 20K 19K 20K 23K 19K
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次に実験 6-3における評価値 P を用いた棋力推定実験の結果を Tab. 6-3-5に示す．  
評価値 V を用いた棋力推定実験の結果を Tab. 6-3-6 に示す． 
 
Tab. 6-3-5 評価値 P を用いた棋力推定（勝利時 5局，敗北時 5局） 
 
 
 
 
 
 
 
Tab. 6-3-6 評価値 V を用いた棋力推定（勝利時 5局，敗北時 5局） 
被験者 段級位 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率(1％) 悪手率(-1%) 重回帰
A 7D 3D 4D 2K 8D 1D 3D 8D 6K 8D
B 5D 2D 7D 4K 6D 2K 1D 3D 1K 6D
C 2D 4K 7K 1D 8K 3D 6K 12K 3D 10K
D 1D 2K 8D 8K 4D 3K 2K 8D 2K 5D
E 2K 7K 1K 5K 3D 1D 1K 1D 3K 4D
F 4K 11K 5K 7K 7K 1K 8K 13K 4K 10K
G 6K 5K 4D 7K 6K 15K 16K 9K 14K 12K
H 8K 5D 8D 4K 7K 13K 15K 3K 3K 14K
I 10K 16K 12K 6K 13K 6K 15K 6K 9K 14K
J 15K 15K 3K 12K 4D 6K 4K 4K 8K 1K
被験者 段級位 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 重回帰
A 7D 7D 8D 4D 5K 4K 4K 4D
B 5D 2D 1D 4D 5K 3K 4K 5D
C 2D 2K 2D 1K 4D 5D 5D 1D
D 1D 4D 4D 5D 10K 8K 9K 2D
E 2K 3K 5D 2K 5D 2K 2D 2K
F 4K 2K 4D 5K 2K 5K 4K 1D
G 6K 5K 1K 9K 6K 8K 7K 1K
H 8K 6K 2D 11K 16K 19K 18K 9K
I 10K 11K 3K 9K 1K 2K 1K 11K
J 15K 13K 7K 10K 14K 7K 10K 15K
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 各棋力推定実験における予測性能について，平均平方二乗誤差（RMSE）を算出した．Tab. 
6-3-7に実験 6. 3における回帰分析の性能を示す．また，分析方法ごとに RMSEが最も小さ
い値を示したものについて赤で強調する． 
 
Tab. 6-3-7 各棋力推定実験における RMSE 
 
 
  
被験者 段級位 好手率 悪手率 平均好手 平均悪手 平均損失 重回帰
A 7D 5D 6D 5D 4D 5D 6D
B 5D 2K 6D 6K 2D 3K 7D
C 2D 4K 2K 3K 1D 1K 1K
D 1D 1D 5D 2D 13K 5K 2K
E 2K 8K 2K 3K 8D 3D 2K
F 4K 2K 2K 5D 8D 7D 7K
G 6K 6K 7K 2K 5K 3K 9K
H 8K 5K 11K 3D 3D 3D 11K
I 10K 15K 12K 11K 8K 11K 12K
J 15K 8K 11K 4K 5K 4K 15K
全体局 勝利時 敗北時
一致率 3.435 5.541 5.559 2.702 2.702
好手率 5.710 4.615 7.629 6.140 4.604
悪手率 5.158 5.404 5.030 2.828 2.608
平均好手 5.282 5.187 6.716 7.537 7.014
平均悪手 5.967 6.008 5.459 7.273 8.276
平均損失 5.000 5.320 6.301 7.335 7.148
好手率（1％） 8.758 5.348 6.921
悪手率（-1％） 7.169 8.050 5.604
重回帰 2.720 5.148 6.957 2.510 2.324
MCTSによる勝率
評価値P 評価値V
実験の種類
（用いた評価値）
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6.3.4 考察 
 Rayを用いた棋力推定実験について 
全体局を使用した場合，RMSEが 2.720程度の誤差で棋力を推定できた．特に被験者 Dを
除く 9 人では段位者と級位者を区別できている．また，単回帰分析では一致率の RMSE が
重回帰分析に次いで低く，評価指標の中でも重要な役割を担っていることがわかる．一方で
MCTS による棋力推定で勝利時と敗北時を分割した結果，棋力推定を十分にできていない
結果となった．これは分析棋譜数がそもそも少ないことが影響していると考えられる．この
結果から MCTS を用いた棋力推定は勝利時と敗北時の棋譜数に十分に注意して選択する必
要性がある． 
 
 AQ を用いた棋力推定実験について 
 評価値 P の重回帰分析の結果，RMSE が 2.510程度の誤差で棋力を推定できた．被験者 F
以外については段位者と級位者についても分類できている． 
評価値 V の重回帰分析の結果，RMSE が 2.324 と本実験において最も小さい誤差を示し
ている．被験者 C，D以外については段位者と級位者についても分類できており推定精度の
高さがうかがえる．単回帰分析についても一致率では RMSE が 2.702 と MCTS の勝率を用
いた棋力推定における重回帰分析の結果と同等の誤差率となっている．本手法においても
より強い囲碁 AIを用いた方が棋力推定に適している可能性が示された． 
 
 有望な棋力推定方法について 
 10人のプレイヤーの棋力推定実験の結果．特に評価値 Vでの棋力推定については実験 6.1
と実験 6.2の結果から予測した通り，RMSE が 2.324 で段級位を測定することができた． 
この棋力推定手法は本来，将棋やチェスにおける評価関数を用いたものであるが，本研究
では他の評価値で代用していた．その中でも value network による盤面の勝つ確率は，囲碁
AI における評価関数に相当する．実験結果から棋力推定において，MCTS による勝率と
policy network による評価値に対して，本研究の評価関数は高い精度が得られ，その有効性
が示された． 
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第 7 章 
結論 
 
 本研究では従来チェスや将棋．オセロといった二人完全情報確定零和ゲームで行われて
きた“ゲーム AIを利用した棋力推定”のアプローチを囲碁に応用する手法を検討した．そ
の際，盤面の評価値を従来使われてきた評価関数ではなく， MCTS による勝率，policy 
networkによる次の一手の着手確率，value networkによる盤面の勝つ確率の 3つを評価値と
して用いる手法を提案した．また，これらの評価値を用いて棋譜から一致率，好手率，悪手
率，平均好手，平均悪手，平均損失を評価指標として算出する方法について提案し，オンラ
イン囲碁サーバー“幽玄の間”の 15級から 8段までのプレイヤーの棋譜を分析し，段級位
－評価指標間の線形近似式を求めた．この線形近似式を用いて“幽玄の間”のプレイヤー10
人の棋力推定実験を行った結果，value networkを用いた棋力推定実験では RMSEが 2.32（段・
級）程度の誤差で棋力を推定することができた．  
実際に囲碁のプロは一局からプレイおやーの棋力を推定できる点から本研究の今後の方
向性としては分析棋譜数を減らしても，同等の推定結果を出せるようにすることと，より精
密に棋力を推定すること，より高速に棋力を推定する 3つの方向性が考えられる．そのため
にはMoudřik[11]や荒木[13]が取り組んだように，対局情報や石の配置パターンを評価指標
として加えることや，定石部分のみを分析するなどの手法を取り入れていきたい．  
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付録 
 
付録 A 実験 6.1における 64手目以前の評価指標の散布及び平均値 
実験 6.1 における 64 手目以前の各級位・段位の一致率，好手率，悪手率の結果を Fig. A-
1, Fig. A-2, Fig. A-3に，平均好手，平均悪手，平均損失の結果を Fig. A-4, Fig. A-5, Fig. A-6に
示す．好手率（1％），悪手率（-1％）の結果を Fig. A-7, Fig. A-8に示す．  
 
 
Fig. A-1 MCTSによる一致率の計測データの散布，平均値の推移（64手目以前） 
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Fig. A-2 MCTSによる好手率の計測データの散布，平均値の推移（64手目以前） 
 
 
Fig. A-3 MCTS による悪手率の計測データの散布，平均値の推移（64手目以前） 
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Fig. A-4 MCTSによる平均好手の計測データの散布，平均値の推移（64手目以前） 
 
 
Fig. A-5 MCTSによる平均悪手の計測データの散布，平均値の推移（64手目以前） 
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Fig. A-6 MCTSによる平均損失の計測データの散布，平均値の推移（64手目以前） 
 
 
Fig. A-7 MCTSによる好手率（1％）の計測データの散布，平均値の推移（64手目以前） 
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Fig. A-8 MCTSによる悪手率（-1％）の計測データの散布，平均値の推移（64 手目以前） 
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付録 B 実験 6.1における 65手目以降の評価指標の散布及び平均値 
実験 6.1 における 65 手目以降の各級位・段位の一致率，好手率，悪手率の結果を Fig. B-
1, Fig. B-2, Fig. B-3に，平均好手，平均悪手，平均損失の結果を Fig. B-4, Fig. B-5, Fig. B-6に
示す．好手率（1％），悪手率（-1％）の結果を Fig. B-7, Fig. B-8に示す．  
 
Fig. B-1 MCTSによる一致率の計測データの散布，平均値の推移（65手目以降） 
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Fig. B-2 MCTSによる好手率の計測データの散布，平均値の推移（65手目以降） 
 
 
Fig. B-3 MCTS による悪手率の計測データの散布，平均値の推移（65手目以降） 
 
 
Fig. B-4 MCTSによる平均好手の計測データの散布，平均値の推移（65手目以降） 
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Fig. B-5 MCTSによる平均悪手の計測データの散布，平均値の推移（65手目以降） 
 
 
Fig. B-6 MCTSによる平均損失の計測データの散布，平均値の推移（65手目以降） 
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Fig. B-7 MCTSによる好手率（1％）の計測データの散布，平均値の推移（65手目以降） 
 
 
 
 
Fig. B-8 MCTSによる悪手率（-1％）の計測データの散布，平均値の推移（65 手目以降） 
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付録 C 実験 6.2 における 64 手目以前の評価指標の散布及び平均値（評価値 P） 
実験 6.2 における評価値 P を用いた際の 64 手目以前の各級位・段位の一致率，好手率，
悪手率の結果を Fig. C-1, Fig. C-2, Fig. C-3に，平均好手，平均悪手，平均損失の結果を Fig. 
C-4, Fig. C-5, Fig. C-6に示す．  
 
Fig. C-1 AQ による一致率の計測データの散布，平均値の推移（64手目以前） 
 
 
Fig. C-2 評価値 P による好手率の計測データの散布，平均値の推移（64手目以前） 
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Fig. C-3 評価値 P による悪手率の計測データの散布，平均値の推移（64手目以前） 
 
 
Fig. C-4 評価値 P による平均好手の計測データの散布，平均値の推移（64手目以前） 
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Fig. C-5 評価値 P による平均悪手の計測データの散布，平均値の推移（64手目以前） 
 
 
Fig. C-6 評価値 P による平均損失の計測データの散布，平均値の推移（64手目以前） 
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付録 D 実験 6.2 における 65 手目以降の評価指標の散布及び平均値（評価値 P） 
実験 6.2 における評価値 P を用いた際の 65 手目以降の各級位・段位の一致率，好手率，
悪手率の結果を Fig. D-1, Fig. D-2, Fig. D-3に，平均好手，平均悪手，平均損失の結果を Fig. 
D-4, Fig. D-5, Fig. D-6に示す．  
 
Fig. D-1 AQによる一致率の計測データの散布，平均値の推移（65手目以降） 
 
 
Fig. D-2 評価値 P による好手率の計測データの散布，平均値の推移（65手目以降） 
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Fig. D-3 評価値 P による悪手率の計測データの散布，平均値の推移（65手目以降） 
 
 
Fig. D-4 評価値 P による平均好手の計測データの散布，平均値の推移（65手目以降） 
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Fig. D-5 評価値 P による平均悪手の計測データの散布，平均値の推移（65手目以降） 
 
 
 
Fig. D-6 評価値 P による平均損失の計測データの散布，平均値の推移（65手目以降） 
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付録 E 実験 6.2 における 64 手目以前の評価指標の散布及び平均値（評価値 V） 
実験 6.2における評価値 V を用いた際の 64手目以前の各級位・段位の好手率，悪手率の
結果を Fig. E-1, Fig. E-2 に，平均好手，平均悪手，平均損失の結果を Fig. E-3, Fig. E-4, Fig. E-
5 に示す．  
 
Fig. E-1 評価値 V による好手率の計測データの散布，平均値の推移（64手目以前） 
 
 
Fig. E-2 評価値 Vによる悪手率の計測データの散布，平均値の推移（64手目以前） 
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Fig. E-3 評価値 V による平均好手の計測データの散布，平均値の推移（64手目以前） 
 
 
Fig. E-4 評価値 V による平均悪手の計測データの散布，平均値の推移（64手目以前） 
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Fig. E-5 評価値 V による平均損失の計測データの散布，平均値の推移（64手目以前） 
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付録 F 実験 6.2 における 65 手目以降の評価指標の散布及び平均値（評価値 V） 
実験 6.2における評価値 V を用いた際の 65手目以降の各級位・段位の好手率，悪手率の
結果を Fig. F-1, Fig. F-2 に，平均好手，平均悪手，平均損失の結果を Fig. F-3, Fig. F-4, Fig. F-
5 に示す．  
 
Fig. F-1 評価値 V による好手率の計測データの散布，平均値の推移（65手目以降） 
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Fig. F-2 評価値 V による悪手率の計測データの散布，平均値の推移（65手目以降） 
 
 
Fig. F-3 評価値 V による平均好手の計測データの散布，平均値の推移（65手目以降） 
 
 
Fig. F-4 評価値 V による平均悪手の計測データの散布，平均値の推移（65手目以降） 
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Fig. F-5 評価値 V による平均損失の計測データの散布，平均値の推移（65手目以降） 
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