The concepts of quantum correlation and communication complexity have been proposed to quantify the worst-case computational resources needed in generating bipartite classical distributions or bipartite quantum states in the single-shot setting by Zhang (Proc. 3rd Innov Theor Comput., pp. 39-59, 2012). The former characterizes the minimal size of the initial shared state needed if no communication is allowed, and the latter characterizes the minimal amount of communication needed if sharing nothing at the beginning. In this paper, we generalize these two concepts to approximate bipartite cases and various multipartite cases.
Introduction
Shared randomness and quantum entanglement among parties located at different places are important computational resources for various distributed information processing tasks. Thus what is the minimal cost to generate these resources is an important issue, and has attracted a lot of attentions from various aspects [1, 5, 8, 3, 4] . Especially, in [4] the worst-case costs of several single-shot bipartite schemes to generate correlations and quantum entanglement have been characterized, and the specific problems they considered and their results are as follows.
Suppose two parties, Alice and Bob, need to generate random variables X and Y such that (X, Y ) is distributed as a target distribution P . If P is not a product distribution, Alice and Bob could generate P (2) psd (P ) , where rank (2) psd (P ) is the PSD-rank of P , a concept recently proposed by Fiorini et al. in studies of the minimum size of extended formulations of optimization problems such as TSP [8] . Since rank + (P ) could be much larger than rank (2) psd (P ), this shows a huge advantage of quantum schemes over classical ones. Moreover, the targets of quantum schemes could also be any quantum state ρ, and [4] also gave a complete characterization for the cost to generate ρ, denoted QCorr(ρ). Especially, if ρ is a pure state |ψ ψ|, the approximate QCorr(|ψ ψ|) is characterized completely by the Schmidt coefficients of |ψ , closing a possibly exponential gap left in [1] .
Actually, Alice and Bob could replace the shared correlations or states discussed above by communication completely. In this case, the minimal amount of communication in classical and quantum schemes are defined by randomized communication complexity and quantum communication complexity respectively, denoted by RComm(P ) and QComm(P ) or RComm(ρ) and QComm(ρ) [3] . For bipartite cases, it turns out that correlation complexity is always equivalent to communication complexity, and this is true for both classical settings and quantum settings [3] . Therefore, in the bipartite case one only needs to discuss one of them.
The concepts of correlation complexity and communication complexity characterized in [4] try to characterize the cost to generate given correlations, and thus it can be said that they reveal some essential properties of target correlations. This might provide us a new insight to understand the complicated mathematical structure of correlations, especially in the quantum case, i.e., quantum entanglement. It is widely known that to figure out the structure of quantum entanglement is a major challenge in quantum information theory. However, in [4] only the bipartite case of these two concepts was considered, and even for this special case, approximate correlation (communication) complexities for general bipartite states or probability distributions have not been characterized either. In this paper, we will generalize correlation complexity and communication complexity to general approximate setting of the bipartite case, and then to multipartite cases. Particularly, we will show that in multipartite cases, these two concepts are fundamentally different, compared with the bipartite case considered in [4] . Our main results are listed as follows.
Approximate bipartite quantum correlation complexity
The approximate version of quantum correlation complexity is naturally defined as follows. For a general bipartite quantum state ρ, since it always holds that QCorr(ρ) = QComm(ρ), the results on QCorr (ρ) are also applicable to approximate quantum communication complexities automatically. Let ρ be in H A ⊗ H B , then QCorr(ρ) is equivalent to the optimal QCorr(|ψ ), where |ψ is a purification of ρ in [4] (Throughout the paper, we suppose the subscripts of Hilbert spaces stand for the holders). That is, we have
Therefore, the approximate quantum correlation complexity of ρ is determined by the minimal Schmidt rank of its "approximate purification". Here an approximate purification of ρ means a pure state with the reduced density matrix on A and B close to ρ. However, usually the pattern of approximating a mixed state is very complicated, thus the approximate purifications seems not easy to analyze. In the following theorem, however, we will see that this difficulty can be avoided, and approximate correlation complexity can be characterized completely by approximating the exact purifications of ρ, and this problem has been well-solved [4] .
Based on Theorem 1.1, we could get the following characterization of QCorr (ρ) for the special case of ρ being classical. We first define approximate PSD-rank and approximate correlation complexity by classical states as follows.
Definition 2. P = [p(x, y)] x,y is a bipartite probability distribution, its approximate PSD-rank is
where P = [p (x, y)] x,y is another probability distribution. 
Then the following theorem shows that the most efficient approximate generation of a classical state can always be achieved by another classical state. Moreover, similar with the exact case discussed in [4] , the approximate correlation complexity of a classical state could be characterized completely by the approximate PSD-rank. Theorem 1.1. For any classical state ρ = x,y P (x, y)|x x| ⊗ |y y|,
For the general case, we give the following characterization of QCorr (σ) for an arbitrary quantum state σ. 
For any 0 < < 1, suppose r is the minimum number taken over all possible {A x }'s and {B y }'s such that for i = j,
where for convenience, we denote the i-th column of any matrix A by |A(i) . Then QCorr (σ) = log 2 r .
Multipartite quantum correlation complexity
For multipartite cases, it turns out that quantum correlation complexity and quantum communication complexity are not equivalent any more, thus we have to deal with them separately. We first consider the former, which is defined as follows. 
For an arbitrary bipartite quantum state ρ, it has been mentioned above that QCorr(ρ) is exactly the minimal QCorr(|ψ ), where |ψ is a purification of ρ [4] . Naturally, we may ask, does the same relationship hold for multipartite quantum states? In fact, we will see that this is not the case.
Let ρ be a quantum state in
Then we will prove the following theorem. On the other hand, we will prove the following result.
Similar with the bipartite case, we could also consider quantum correlation complexity of multipartite probability distributions. For this purpose, we need to generalize PSD-rank to multipartite cases first.
The psd-rank of P , denoted by rank (k) psd (P ), is the minimum r such that there are r × r positive semidefinite matrices C 1 , C 2 ,..., C k , satisfying that
where
For the tripartite case, we have the following theorem.
Then it holds that 3 4 log 2 rank
psd (P ) . 
Multipartite quantum communication complexity
and both of the two inequalities could be tight.
We now turn to general multipartite quantum states. Interestingly, we will see that for arbitrary multipartite ρ, QComm(ρ) is always equivalent to the optimal QComm(|ψ ), where |ψ is a purification of ρ. As a comparison, we have mentioned above that for quantum correlation complexity, this relationship holds only for the bipartite case.
Theorem 1.7. Assume that ρ is a quantum state in H
Combining the results in the above two subsections together, we get the following relationship between QCorr(ρ) and QComm(ρ) for a general multipartite quantum state ρ.
Approximate Quantum Correlation Complexity of Tripartite Pure States
With the absence of Schmidt decompositions, it will be challenging to characterize the approximate version of correlation complexity for multipartite pure states. As in [4] , in this paper we also consider two different approximations as follows.
We can see that QCorr (ρ) and QCorr pure (ρ) is the complexities of approximating ρ by mixed and pure states respectively.
For simplicity, we only consider the tripartite case, and it could be generalized directly to general cases. Suppose |ψ is a pure state in H A ⊗ H B ⊗ H C . Suppose ρ A , ρ B and ρ C are the reduced density matrices of |ψ in H A , H B and H C respectively, and r A , r B , r C are their ranks. We denote the approximate Schmidt rank of |ψ with respect to the separation (A, BC) as r 
It turns out that the relationship between QCorr (|ψ ) and QCorr pure (|ψ ) can be characterized by the following theorem. 
The following definition of PSD-rank of a matrix was proposed in [8] .
Definition 2.1. For a matrix P ∈ R n×m + , its PSD-rank, denoted rank (2) psd (P ), is the minimum number r such that there are PSD matrices
Quantum information. A quantum state ρ in Hilbert space H, denoted ρ ∈ H, is a trace one positive semi-definite operator acting on H. A quantum state ρ is called pure if it is rank one, namely ρ = |ψ ψ| for some vector |ψ of unit 2 norm; in this case, we often identify ρ with |ψ . For quantum states ρ and σ, their fidelity is defined as F(ρ, σ)
We define norm of |ψ as |ψ 
where the states |v i ∈ H A are orthonormal, and so are the states |w i ∈ H B , and p is a probability distribution.
It is easily seen that r is also equal to rank(tr H A |ψ ψ|) = rank(tr H B |ψ ψ|) and is therefore the same in all Schmidt decompositions of |ψ . This number is also referred to as the Schmidt rank of |ψ and denoted S-rank (A,B) (|ψ ). The next fact follows by considering Schmidt decomposition of the pure states involved; see, for example, Ex(2.81) of [6] . We will also need another fundamental fact, shown by Uhlmann [6] .
The approximate version of Schmidt decomposition that will be utilized in the present paper is as follows, which is called approximate Schmidt rank.
and
For multipartite pure states, usually there are no Schmidt decompositions. Instead, the following fact holds. Here we only prove it for the tripartite case, and it could be generalized to general cases easily. 
Besides, for any i let the Schmidt decomposition of |φ i with respect to the separation (B, C) be
Thus, |ψ can be expressed as
On the other hand, according to the definitions of ρ B and ρ C , we know that
Eq (2.10) and Eq (2.11) indicate that for any i, j, |µ ij is in the support of ρ B , and |ν ij is in the support of ρ C . That is, for any i, j, |µ ij and |ν ij can always be linearly expressed by {|β j } and {|γ k } respectively. Recall that we have Eq (2.9), then the proof is completed.
Approximate Quantum Correlation Complexity of Bipartite States
In this section, we prove the theorems in Section 1.1. First we show that the two definitions of approximation are equivalent. Recall that for a state ρ ∈ H A ⊗ H B ,
and 
QCorr (ρ) ≤ QCorr (ρ): Suppose QCorr (ρ) = log 2 S-rank (|ϕ ) , and ρ = tr H A 1 ⊗H B 1 |ϕ ϕ|. By Lemma 3.3, one can find another pure state |β in A 1 ABB 1 , such that log 2 S-rank(|β ) = log 2 S-rank (|ϕ ) = QCorr (ρ), and F(|β β|, |ϕ ϕ|) ≥ 1 − . Since partial trace does not decrease the fidelity [6] , we know that F (tr H A 1 ⊗H B 1 |β β|, ρ) 
. ([4])
Consider an arbitrary nonnegative matrix P with x,y P (x, y) = 1. 
Suppose that |ψ is a purification of P in H

t. P has a PSD-decomposition
Note that this definition is different from the approximate PSD-rank in Definition 2, but very soon we will see that they are actually equivalent. 
This lemma implies that the most efficient approximate generation of a pure state can be achieved by another pure state. In the same spirit, the following theorem shows that the most efficient approximate generation of a classical state can be achieved by another classical state, and the correlation complexity is completely determined by the approximate PSD-rank. 
Proof We will first prove QCorr (P ) = log 2 rank psd, (P ) . For any purification |ψ of of P , there are corresponding matrices {C x } and {D y } from Lemma 3.2. Put C = x C x and D = y D y . The Schmidt coefficients of |ψ are
Without loss of generality, we can assume that these λ i 's are in decreasing order.
QCorr (P ) = QCorr (P ) (Lemma 3.1) = min{QCorr (|ψ ) : |ψ purifies P } (Def of QCorr ) = min log 2 r :
= log 2 rank psd, (P ) (Def of -error psd-rank)
Next we prove QCorr (P ) = QCorr cla (P ).
where |ψ is in
, and can be expressed as
Similarly, |ψ has the same relation with |ψ . Then it can be checked that |ψ does purify P , and tr H A ⊗H A 1 ⊗H B ⊗H B 1 |ψ ψ | is another classical state. We let the corresponding distribution be P . To see the first inequality above, note that |ψ is one purification of P , thus QCorr(P ) ≤ QCorr(|ψ ). To see the last inequality, note that F(P, P ) ≥ F(|ψ , |ψ ) since partial trace does not decrease fidelity. Meanwhile, according to the definition of QCorr cla (P ) it is easy to see that QCorr (P ) ≤ QCorr cla (P ), which means that QCorr (P ) = QCorr cla (P ).
On the other hand, according to the fact that QCorr(P ) = log 2 rank
psd (P ) proved in [4] and the definition of rank (2), psd (P ), it holds that QCorr cla (P ) = min{ log 2 rank
psd (P ) . Put all the three results above together, we complete the proof.
We now turn to the case of general bipartite σ. By combining Theorem 1.2 of [4] and Lemma 3.1, we have the following characterization of QCorr (σ). For any 0 < < 1, suppose r is the minimum number taken over all possible {A x }'s and {B y }'s such that for i = j, 
At the same time, according to the definition of Schmidt decomposition, it holds that for i = j,
x A x (i)|A x (j) = y B y (i)|B y (j) = 0, which indicates that r ≤ t, and QCorr (σ) ≥ log 2 r . On the other hand, assume that {A x }'s and {B y }'s are matrices that satisfy the requirements from Eq.(3.12) to Eq.(3.14). Then it can be verified that
then Eq.(3.13) and Eq.(3.14) means that | ψ |ψ | ≥ 1 − . Since S-rank(|ψ ) ≤ r, it holds that S-rank (|ψ ) ≤ r, and according to Lemma 3.1 we know that QCorr (σ) ≤ log 2 r , which completes the proof.
Quantum Correlation Complexity of Multipartite States
In this section, we prove the results in Subsection 1.2. For the other direction, let us assume the three players could generate the target |ψ by local operations on an initial seed state σ, and according to the definition of quantum correlation complexity, we could suppose the size of σ is QCorr(|ψ ). Note that it is possible that σ is a mixed state. However, considering the linearity of quantum operations and the fact that the target state is pure, we could choose σ as a pure state. Now define the reduced density matrices of σ in the three systems as σ A , σ B and σ C respectively. Suppose the ranks of them are s A , s B and s C . Then we have QCorr(|ψ ) ≥ log 2 s A + log 2 s B + log 2 s C , as the number of qubits in σ i is at least log 2 s i , where i = A, B, C. On the other hand, it can be seen that s A is essentially the Schmidt rank of σ with respect to the separation (A, BC) . Besides, the local operations performed by Alice to generate |ψ cannot change the Schmidt rank with respect to this separation, and similar conclusion also holds for the separations (AB, C) and (AC, B) . As a result, s A = r A , s B = r B , and s C = r C , which means that QCorr(|ψ ) ≥ log 2 r A + log 2 r B + log 2 r C = t(|ψ ). Combining the two directions, we have that QCorr(|ψ ) = t(|ψ ).
The above theorem could be generalized straightforward to arbitrary multipartite pure states. 
Then we have that
QCorr(|ψ ) = t(|ψ ).
Note that when k = 2, Theorem 4.2 goes back exactly to the bipartite case discussed in [4] , where r 1 = r 2 = r, and it is actually the Schmidt rank of |ψ .
The following theorem characterizes the relationship between quantum correlation complexity of a general multipartite ρ and that of its purifications.
Theorem 4.3. (Theorem 1.4) Assume that ρ is a quantum state in H A ⊗ H B ⊗ H C , and r(ρ) is defined as in Eq.(1.6). Then we have
Proof. First, we have QCorr(ρ) ≤ QCorr(|ψ ) for any purification |ψ of ρ in
For the other direction, suppose the minimal seed state for generating ρ is σ, and generally σ is a mixed state with size QCorr(ρ). Let σ A , σ B and σ C are the reduced density matrices of σ in the space of Alice, Bob, and Charlie respectively. Suppose n A , n B and n C are the numbers of qubits of σ A , σ B and σ C respectively, then QCorr(ρ) = n A + n B + n C . Without loss of generality, we suppose n A ≤ n B ≤ n C . Note that we can always find a purification |θ of σ in 
That is, we eventually have that r(ρ) ≤ 4 3 QCorr(ρ), and this completes the proof.
The following lemma shows that r(ρ) could be strictly larger than QCorr(ρ).
Proof. Suppose the three qubits of ρ 0 are possessed by Alice, Bob, and Charlie respectively. For convenience, we call these three qubits the main system. Then an arbitrary purification of ρ 0 in
where |u 0 and |u 1 are orthogonal, and they are composed by all the ancillary systems introduced by the three players. Note that it is possible that some of the players do not have ancillary systems. Without loss of generality, we suppose some of the qubits in |u i belong to Alice. We trace out the two qubits of Bob and Charlie in the main systems from |ψ , and get
where the first qubit belongs to Alice, and the rest is all the ancillary systems combined. Continue to trace out Bob's ancillary system and Charlie's ancillary system, then we obtain Alice's reduced density matrix ρ a . Similarly, we can define ρ b or ρ c , provided Bob or Charlie has a nontrivial part in |u i . We now prove that at least one of ρ a , ρ b and ρ c have a rank at least 3. If this is the case, it is not difficult to know that QCorr(|ψ ) ≥ 4. At the same time, consider a special purification |ψ 0 of ρ 0
where the last qubit is introduced by Charlie as an ancillary system. By straightforward calculation, it can be verified that QCorr(|ψ 0 ) = 4, which means that r(ρ 0 ) = 4.
To prove this conclusion, we first look at the possibility that only Alice introduces an ancillary system. In this case, actually it holds that ρ a = ρ a , and it is clear that ρ a has a rank 3. If more than Alice introduces ancillary systems, we claim that if |u 0 or |u 1 is not a product state, one of ρ a , ρ b and ρ c must have a rank at least 3. For instance, suppose |u 0 is not a product state, then there must be some player, say Alice, such that the reduced density matrix of |ψ on its ancillary system has a rank larger than 1, i.e., rank(tr
, where we have utilized the expression of ρ a , and this means rank(ρ a ) ≥ 3. Therefore, we only need to take care of the situation where |u 0 and |u 1 are product states. Since they are orthogonal, without loss of generality we could express them as |u 0 = |u 0,a |v 0,bc and |u 1 = |u 1,a |v 1,bc , where |u 0,a and |u 1,a are two orthogonal states in H A 1 , and |v 0,bc and |v 1,bc are in H B 1 ⊗ H C 1 or only one of them. In this way,
It is not difficult to verify that the rank of ρ bc = tr H A ⊗H A 1 |ψ ψ| is at least 3. Meanwhile, it holds that rank(ρ bc ) = rank(ρ a ). Hence, rank(ρ a ) ≥ 3, and this completes the proof.
Generalizing Theorem 4.3 to general multipartite cases, we get the following result. 
When ρ is a multipartite classical state, it corresponds to a multipartite probability distribution. The following theorem characterize QCorr(ρ) for this case. And for simplicity, we only discuss the tripartite case. 
Then we have
Proof. Let r = rank (3) psd (P ). Then we can find positive semi-definite matrices {C x }, {D y } and {E z } such that for any x, y, z it holds that P (x, y, z) 
It can be checked that
Thus |ψ is actually a purification of ρ, and Theorem 4.3 points out that QCorr(ρ) ≤ QCorr(|ψ where r i (i = A, B, C) are the dimensions of the reduced density matrices of |ψ on Alice, Bob, and Charlie respectively. According to Lemma 2.1, |ψ could be expressed as
Here t = r A r B r C , and for i
It should be pointed out that for different i and j, |α i and |α j might be the same, and the similar situation holds for |β i and |γ i . In this way, |ψ could also be written as
Recall that |ψ is a purification of ρ, so psd (P ) , which completes the proof.
Quantum Communication Complexity of Multipartite States
In this section, we prove the results in Subsection 1.3. Then we obtain that
As an example, suppose |ψ is the 3-qubit GHZ state shared by Alice, Bob and Charlie, then t = 3 and QComm(|ψ ) = 2, so the upper bound could be tight. On the other hand, consider the special case of |ψ shared by only two of the three players, we could easily find an example where the lower bound is tight. The proof is completed.
Generalizing the above result to arbitrary multipartite cases, we have the following theorem. 
The following theorem shows a nice property of quantum communication complexity.
Proof. Let ρ be a quantum state in
is an arbitrary purification of ρ. It can be seen that QComm(ρ) ≤ QComm(|ψ ), thus we have
On the other hand, suppose r = QComm(ρ), then Alice, Bob, and Charlie could generate ρ by starting from σ A ⊗ σ B ⊗ σ C , performing local operations and communicating r qubits. For convenience we call this protocol by S. Assume |θ A ∈ H A ⊗ H A 1 is a purification of σ A , and similarly we define |θ B and |θ C . We now replace the initial state σ A ⊗ σ B ⊗ σ C by |θ A ⊗ |θ B ⊗ |θ C and do the same protocol as S. It can be seen that the output will be a pure state and actually it is a purification of ρ. In this way, we have proved that
This completes the proof.
The following theorem characterizes the relationship between QCorr(ρ) and QComm(ρ) for general multipartite quantum states. Actually, following the similar idea that proves the upper bound above, we could get a better one as follows. Then QCorr pure (|ψ ) ≤ log 2 R .
The relationship between QCorr (|ψ ) and QCorr pure (|ψ ) can be characterized by the following theorem.
