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In this investigation, we propose a new kind of simplification specialized for Multiple Re-
gression Analysis (MRA) using Random sampling. We propose a novel approach to simplify
MRA models for dimension reduction while preserving amount of information. After applying
Principle Component Analysis (PCA) to explanatory variables of interests to simplify relation-
ship among them, we reduce the variables (dimensions) quickly to avoid loss of entropy in an
efficient manner. We show an experimental results to see the effectiveness of this approach. Our
main idea comes from random sampling with the tight relationship between entropy and multiple
correlation coefficients (MCC).
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1. 説明変数 X1, ..., Xn と目的変数 Y で分析されるデータ
セット D（X1, ..., Xn, Y）が与えられた場合、PCA を D（
X1, ..., XnY）に用いて全ての主成分 C1 のD（C1, ..., CnY）
を求める。
2. Ck 上の各ドメイン値 Xk がガウス分布 N（Xk;σ2k）に
従うと仮定する。
3. 1 次方程式で表現する。 MRA によって f（X1, ..., Xn



































変数 Y ′ と元データの目的変数 Y との誤差を求め、データの
削減量と誤差の比較を行い、評価を行う。
5. 実験
(1) 実験準備 (主成分回帰 (PCR)のモデル選択)



















































Model MCC (50) (100) (150) (500) (1000)
1,2,3,4,5,6 0.978992 4.410214 4.271024 4.017281 4.129495 4.365849
1,2,3,4,5 0.978744 4.014203 4.738190 4.818759 4.108093 4.321085
1,2,3,4,6 0.966685 3.820912 3.411302 3.783982 3.84912 3.927481
1,2,3,5,6 0.96024 4.431387 4.739397 4.43015 4.437355 3.947638
1,2,4,5,6 0.89100 4.356802 4.128037 3.793068 3.707128 3.816896
1,2,3,4 0.96643 3.541870 3.563846 3.871447 3.798317 3.827039
1,2,3,5 0.959994 3.781087 3.893187 3.323873 3.653081 3.843877
1,2,3,6 0.94769 3.358787 3.534187 3.819267 3.918273 3.928457
1,2,4,5 0.890735 4.087916 3.912727 3.630873 3.487276 3.937269
1,2,4,6 0.877467 3.531787 3.808730 3.885303 3.874398 3.473007
1,2,5,6 0.870370 3.437887 3.701873 3.587013 3.783010 3.689408
1,3,4,5,6 0.543901 2.217840 2.431987 2.487016 2.581709 2.578807
1,2,3 0.947440 3.770718 3.619780 3.570981 3.787103 3.517809







各次元における目的変数の誤差、Y と Y ′ 誤差の割合と
データ削減量を表 3にまとめる。
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