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Abstract 
Airglow is a key remote sensing observable that can be used to infer chemical reaction processes and 
atmospheric state parameters such as wind velocity, temperature, density, and composition that would 
be present in Earth’s atmosphere. This project is focused on the study of airglow emissions generated by 
photoelectron impact on neutral constituents in the terrestrial thermosphere.  
Photoelectrons are produced by photo-ionization of thermospheric neutrals by solar EUV radiation. 
When high-energy photoelectrons collide with neutral atoms, they excite the electrons within the 
neutral atom. These excited electrons return to their ground state by emitting a photon whose 
wavelength is proportional to the excitation energy. These photon emission wavelengths and intensities 
are representative of the specific neutral element population and its density at the corresponding 
thermospheric altitude. 
In this work our goal is to study the atomic oxygen (O) density in the upper atmosphere by numerically 
modelling the observations of 844.6 nm oxygen (O) emissions at 250 km to 600 km altitude. There is an 
existing numerical model with limited capabilities as it can only simulate line-of-sight volume emission 
rate in the zenith look direction (elevation angle of 90o with respect to ground). Hence, we developed 
new algorithms to extend the model’s capability to simulate arbitrary line-of-sight orientations and 
enable oxygen density sensing under a wider variety of observing conditions. We validate our model 
using existing ground-based data. 
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1. Introduction 
 
One of the most famous space weather phenomena, the aurora, is potentially hazardous. Strong space 
weather events can disturb satellite-to-ground communications, and aurora-induced power surges can 
even melt transformers. Therefore, being able to predict space weather and mitigate the damage it 
might cause is critical to human activities. Prediction and mitigation of space weather effects require 
accurate numerical modeling of the upper atmosphere environment. Developing efficient numerical 
models requires routine observations and reliable observational constraints.  
 1.1 Context and rationale 
 
The motivation of this project is that we can possibly extract the oxygen density profile and solar EUV 
flux from twilight decay curves [McDade, 1991]. In addition, this type of emission (O I 844.6nm) is 
accessible to both ground-based and spaced-based measurement devices [Bahsoun, 1994]. 
Currently, there are several photoelectron models which can calculate photoelectron fluxes.  The most 
used ones are the Atmospheric Ultraviolet Radiance Integrated Code (AURIC), the GLOW model [Bailey 
et al., 2002], and the Field Line Inter-Hemispheric Plasma (FLIP) model.  We choose the FLIP model 
because of its better correspondence with observational data (AE-E and FAST) compared to other 
photoelectron models. [Richards, 2008].  
Previous analysis of I8446 data and model comparison was conducted by Bahsoun-Hamad and Waldrop, 
[Bahsoun, 1994; Waldrop, 2008] showing that the photoelectron impact is the most dominant 
mechanism of I8446 emission.  Hence, the other sources of I8446 can be neglected.  Although the 
agreement of simulated results and observed data is promising, the FLIP model is currently limited to 
simulating line-of-sight only in the azimuth direction (perpendicular to the ground). 
In this project, we aim to improve the FLIP model by incorporating the ability to simulate along all the 
line-of-sight directions. This will remove a major observation constraint and move one step closer to a 
new means of estimating neutral oxygen density. 
The next section provides a broad background about the emission mechanism and simulation model 
used in our project. 
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1.2 Background  
1.2.1 Emission mechanism  
 
This project will focus on the airglow emissions generated by photoelectron impact on neutral 
constituents in the terrestrial thermosphere.   Photoelectrons are produced by photo-ionization of 
thermospheric neutrals by solar EUV radiation.  When high energy electrons collide with atoms, the 
electron of the atom becomes excited.  A photon is emitted when this electron returns to its original 
state.  This effect is known as electron transition.  For example (showing transitions of neutral oxygen 
atom in this case, asterisk means ex-cited), 𝑂 + 𝑒 ∗→ 𝑂 ∗ +𝑒 and then 𝑂 ∗→ 𝑂 + ℎ𝑣(844.6𝑛𝑚). 
Because the production of photoelectrons requires solar illumination, this type of emission occurs only 
during the local day side and twilight periods. 
 
Figure 1.1 Partial Grotrian diagram of neutral atomic oxygen [Waldrop, 2008] 
The 844.6 nm emission intensity is calculated from the volume emission rate as an integration along the 
instrument line-of-sight. 
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𝑰 =  ∫ 𝑷 ∙ 𝒅𝒔
 
𝒍𝒐𝒔
 
(1.1) 
𝑃 is the volume emission rate, defined as follows for 844.6 nm: 
𝑷𝟖𝟒𝟒𝟔(𝒛) = [𝑶
𝟑](𝒛)∫𝒅𝑬𝜱(𝒛, 𝑬)𝝈𝟖𝟒𝟒𝟔(𝑬)
 
𝑬
 
(1.2) 
where [O3] (z) is ground state Oxygen(O(3p)) atoms, 𝛷 (z, E) is photoelectron flux, and 𝜎8446 (𝐸) is cross 
section of the excitation due to photoelectron impact. 
The final goal of this research project is to numerically model twilight emission intensity at 844.6 nm 
𝐼8446(𝑧), as described by equation 1. 
1.2.2 Simulation model  
 
For simulation purposes, we will be using the Field Line Inter-Hemispheric Plasma model, known as the 
FLIP model. This model can calculate one-dimensional photoelectron flux densities by solving the two 
stream photoelectron flux equations from [Nagy and Banks, 1970] along with the inclusion of a 
secondary source of electron heat [Richards, 1986]. The FLIP model uses a tilted dipole to approximate 
earth’s magnetic field. The model itself is written in Fortran which is able to run on both Windows and 
Mac platforms. 
1.3 Description of the challenge 
 
The challenge we face is that the line of sight can span multiple magnetic field lines acrossing the 
shadow of the earth itself, but the FLIP model will only output the results of look direction towards the 
zenith.  
To solve this problem, we divide our model into three parts:  
1. Initially, a line of sight algorithm is required to integrate the volume emission rate in any 
direction given.  
2. Multiple FLIP runs will use the calculated volume emission rate to generate the emission 
profile of the exact line of sight as described in the following section.  
3. The result from each run will then be summed up to obtain the simulated emission intensity 
at a given time 𝑡, location (𝜙, 𝜆), and viewing angle (𝑎𝑧𝑖𝑚, 𝑒𝑙𝑒𝑣). In addition, earth shadow geometry 
and inter-hemispheric magnetic field geometry are two major tools to trace the production and motion 
of the photoelectrons.  
The details of model implementation will be described in section 1.4. 
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1.4 Model requirements 
 
Figure 1.2 Flow chart of the model tasks 
1.4.1 Line of sight geometry 
The ground-based measurement was taken at an elevation above the horizon. For a given location of 
the ground station and knowing the elevation of instrument look direction, our algorithm will  be  able  
to  find 𝑟𝑖⃗ (𝜆, 𝜑, 𝑧). Since each point represents not itself but a regular grid in spaces, we can call them 
voxels as well. At the end of our algorithm we can determine the points (voxels) 𝑃𝑖 necessary for 
integration.  
According to the original FLIP output, it will print volume emission rate of 32 points between 250 km and 
600 km. Therefore, the following subroutines will be running in a loop for all the points.  
1.4.2 FLIP model 
Since one FLIP run is not enough for calculating volume emission rate of one voxel, we perform multiple 
iterations using the FLIP model. We use the command line driver of the FLIP model by developing a new 
wrapper to run the model in our desired way.  The algorithm in the sub-routine will determine the 
running perimeters and Matlab script will be used to record data and execute the FLIP model. 
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1.4.3 Volume emission rate 
After all FLIP model runs, a Matlab I/O script will collect the portion of data needed for calculation by 
looping through all the output files.   Then the model will record the volume emission rate determined 
for each voxel necessary for integration. The method to find the right portion of data is also included in 
the algorithm. 
1.4.4 Integration over line of sight 
We will add up the volume emission rate of all the voxels determined in the earlier step.  The result will 
give us the desired integration (∫ P ∙ ds
 
los
). After this step, we can compare the model output with 
ground-based data. 
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2. Description of Research Results 
2.1 Model implementation 
2.1.1 Line of sight geometry 
To calculate the emission intensity P(z, t) we would be performing integration along the line-of-sight 
directions as follows: 
𝟒𝝅𝑰 =  ∫ 𝑷(𝒛, 𝒕) ∙ 𝒅𝑺
 
𝒍𝒐𝒔
 
(2.1) 
where 𝑧 is the altitude and 𝑡 is the local time of each line-of-sight (LOS) segment (𝑑𝑆). 
 
Figure 2.1 Relation between the line of sight and altitude, 𝑒 is the elevation angle 
As seen in Figure 2.1, we can replace 𝑑𝑆 with 
1
sin(𝑒)
𝑑𝑧, where e is the elevation angle. Therefore, the 
integration becomes: 
𝟒𝝅𝑰 =  ∫ 𝑷(𝒛, 𝒕)
𝟏
𝐬𝐢𝐧 (𝒆)
 ∙ 𝒅𝑺
𝟔𝟎𝟎𝒌𝒎
𝟐𝟓𝟎𝒌𝒎
 
(2.2) 
This integral can be approximated in the form of the following summation: 
𝟒𝝅𝑰 =  ∑𝑷𝒊
𝜟𝒛
𝐬𝐢𝐧 (𝒆)
𝑵
𝒊=𝟏
 
(2.3) 
where ∆𝑧 is the altitude difference of each point and 𝑁 is the number of points calculated along the line 
of sight which is determined by the resolution of FLIP model. The maximum value of 𝑁 is 32. 
As seen from equation 2.3, we sum up the volume emission rate of each point times the distance 
between them to approximate emission intensity. Here, the volume emission rate 𝑃𝑖 of each point will 
be determined by its altitude 𝑧𝑖  and local time 𝑡𝑖. 
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2.1.2 Time conversion and earth geometry 
 
The next problem is to determine 𝑃𝑖 as a function of altitude and local time. Since the altitude of the 
volume emission rate is given in the line of sight algorithm, we will determine the local time in this step. 
 
Figure 2.2 Relation of line of sight and change in local time of 𝑃𝑖 
From figure 2.2, we can conclude that the time difference 𝛥𝑡 of each point is linearly related to the 
longitude difference. 
 
Figure 2.3 Projection onto the earth as seen from above 
As seen in figure 2.3, assuming earth as a flat surface, the location of the base station in latitude and 
longitude coordinates can be  given as (𝜆0, 𝜙0) by projecting the line of sight onto the ground. Here 𝛥𝑞 
is 
𝛥𝑆
cos (𝑒)
 from figure 2.2, and therefore we have a difference in longitude 𝛥𝜃 as 𝛥𝑞𝑐𝑜𝑠(90 − 𝑎). The local 
time of each point 𝑡𝑖 is then calculated as follows:  
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𝒕𝒊 = 𝑻 −
𝜟𝜽 ∙ 𝟐𝟒
𝟑𝟔𝟎
 
(2.4) 
where 𝑇 is the local time of the base station and 𝛥𝜃 is the longitude difference in degrees. 
 
2.2 Validation 
2.2.1 Initial simulation for test of theory 
 
For validation of the model mentioned above, we adopt the parameters from [Waldrop, 2008] for the 
test run. January 11, 2012, is selected as the date for simulation. Different elevation and azimuth angles 
are used for comparison. 
 
Figure 2.4 Comparison of different simulated 8446 emission brightness produced by integration model 
Several conclusions can be drawn from figure 2.4. First of all, the two different curve fitting types (linear 
and cubic) provided by Matlab are comparable both in speed and precision as the linear and cubic fitted 
curves of the same parameter almost completely cover each other. However, the cubic fitting was 
chosen for later simulations as its curve characteristics are closer to real world situations. 
Another point can be seen by comparing the same elevations but opposite azimuth angles (yellow and 
purple line). Since the pointing directions of the simulations are different, a time shift of brightness 
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curve is expected. Specifically, the yellow line (𝑎𝑧𝑖𝑚 =  90, facing east) will meet local sunset and 
sunrise earlier than the purple line (𝑎𝑧𝑖𝑚 =  −90, facing west) considering the Earth’s rotation from 
west to east. In addition, the blue line (𝑎𝑧𝑖𝑚 =  90, 𝑒𝑙𝑒𝑣 =  90, pointing perpendicular to surface) will 
also exhibit a certain amount of time shift as the time it meets local sunrise and sunset is earlier than 
purple line but later than yellow line. All these conclusions can be verified from figure 2.5. 
 
Figure 2.5 Demonstration of time shift caused by different pointing directions. 
Another observation from the simulation results is the variation of the simulated intensity of emission 
brightness with change in elevation angles. As seen from figure 2.6, the intensity produced from 30-
degree angle of elevation is approximately twice the intensity produced from a 90-degree angle of 
elevation. This phenomenon is consistent with real world scenario as pointing directions will determine 
the angles cutting through the emission layer. Therefore, smaller elevation angles will produce larger 
observed emission intensity and the relation can be modeled using trigonometry as shown in Figure 2.6. 
 
Figure 2.6 Different elevation angles will cause different observation brightness. 
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2.2.2 First comparison of simulation and data  
 
For validation, we choose a plot of observational data from a paper written by Dr. Lara Waldrop in 2008 
[Waldrop, 2008]. For convenience, the intensity is plotted against solar zenith angle instead of local 
time. 
 
Figure 2.7 OI 8446 Å emission brightness decay profiles during the morning of December 30, 2000, as 
measured at Arecibo Observatory (dots) 
 
Figure 2.8 OI 8446 Å emission brightness decay profiles simulated by newly developed model  
2.2.3 Second comparison of simulation and data 
 
In order to do more real world testing of our model, we conducted an observation campaign at Arecibo 
Observatory, Puerto Rico, from Sep. 23 to Oct. 5, 2016 With the cloud condition affected by hurricane 
Mathew and tropical weather, only a few interference-free intervals of data were available. After sorting 
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the good data intervals, the observation period from 18:00 LT on Sep 27, 2016, to 06:00 LT on Sep 28, 
2016, was chosen as it had minimal noise.  
 
Figure 2.9 Comparison between simulated and observed OI 8446 Å emission brightness decay profiles  
As seen from figure 2.9, the model prediction matches the sunset part of the result. The discrepancy of 
the sunrise part might be caused by inaccurate magnetic field model incorporated in the FLIP model. 
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3. Summary and Conclusion 
 
During the time from senior research project to senior thesis, we developed an algorithm which can 
adapt our model for desired functionalities. With the help of trigonometry and Matlab, we are able to 
complete and evaluate the project.  Since both the test run and real-world data validation showed 
promising results, we are confident that the model we developed is capable of simulating OI 8446 Å 
emission emission intensity along arbitrary look directions.  
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4. Future Work 
 
There exists a scope for further improvement of the model in future work. Our current approach 
incorporates a tilted dipole model of earth’s magnetic field. However, a more accurate model of earth’s 
magnetic field (e.g., IGRF) could potentially improve the accuracy of model predictions and also possibly 
account for the discrepancy in model predictions in the sunrise part as noted earlier in section 2.2.3. 
Another scope of improvement is to develop a generic model interface allowing user input parameters 
and visualizations. 
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Appendix Instrumentation and Data Acquisition  
A.1 Fabry-Perot interferometer 
 
Figure A.1 Schematic diagram of a meridian-scanning tilting-filter photometer [Dore,1991] 
A.2 Data collection 
 
Fabry-Perot Interferometers (FPIs) are one of the many optical instruments for observing airglow and 
aurora. Before observation starts, the system was manually calibrated by C-14. During observation 
campaign, the mirror system had a fixed azimuth where the elevation was changed from cardinal 
direction of west at dusk, zenith at midnight to east at dawn. The raw digital data is in counts/second 
format. We utilized a routine written by Dr. Lara Waldrop to transform and calibrate original data to 
brightness values with respect to the time as shown in figure 2.9. 
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Figure A.2 Raw form of observational data 
The raw data is in the form of counts in terms of time and channel of FPI (shown in figure A.2.1). By 
visually inspecting the intensity output of each channel, we will determine the category of signals of 
each channel (emission intensity, background, etc.). Then we will have a plot of different signal versus 
time. In order to calibrate and obtain final data, contaminated signal caused by clouds in Figure A.3 will 
be ignored and the result is A.4. In addition, an interval of low 844.6 brightness is selected for reference. 
 
Figure A.3 The plot of selected channel signal versus local time 
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Figure A.4 Plot of signal after filtering and selection 
After the subtraction of DC offset and low brightness source (from visual inspection of figure A.1), the 
final plot of this data file is produced. The 844.6 brightness is plotted against local solar zenith angle and 
geomagnetic conjugate solar zenith angle.  
 
Figure A.5 Plot of 844.6 nm brightness versus solar zenith angle 
We can also plot the data against the local time (figure 2.9) by using a structure generated by this 
routine. 
