Real-time trading models use high frequency live data feeds and their recommendations are transmitted to the traders through data feed lines instantaneously. The contributions of this paper are twofold. First, the performance of a widely used commercial real-time trading model is compared with the performance of systematic currency traders. Second, the real-time trading model is used to evaluate the statistical properties of foreign exchange rates. The out-of-sample test period is seven years of high frequency data on three major foreign exchange rates against the US Dollar and one cross rate.
Introduction
The foreign exchange market is the largest financial market worldwide. It involves actors in different geographical locations, time zones, working hours, time horizons, home currencies, information access, transaction costs, and other institutional constraints. The time horizons vary from intraday dealers, who close their positions every evening, to long-term investors and central banks. In this highly complex structure, the market participants are faced with different constraints and use different strategies to reach their financial goals, which differ because of their heterogeneous risk profiles. The main essence behind the real time trading models is that they are designed to capture the conditional mean dynamics of the return process under this complex heterogeneous structure.
Real-time trading models are based on around-the-clock collection and treatment of foreign exchange market makers quotes at the tick-by-tick frequency level. The models use live data feeds and their recommendations are transmitted to the traders through telephone lines instantaneously. The most important reason for using high frequency data in these models is to be able to exploit the underlying heterogeneity of the foreign exchange market. In low frequency data, the intraday market microstructure properties are already averaged out so that only certain properties of the data generating process can be studied. This framework provides a general setting where all properties of the market ranging from intraday to long term are embedded in our econometric methodology.
The contributions of this study are twofold. First, the performance of a widely used commercial real-time trading model is compared to the performance of currency traders using technical analysis models. Second, the real-time trading model is used as a specification test to uncover the performance of well-known statistical processes for the price generating process. Moreover, the rejections of the models by this test provide directions for further research since the trading models capture medium to long-term mean dynamics of financial markets by indicating positive performance over long periods.
In the earlier literature, simple technical indicators for the securities market have been tested by Brock et al. (1992) . Their study indicates that patterns uncovered by technical rules cannot be explained by simple linear processes or by changing the expected returns caused by changes in volatility 1 . LeBaron (1992 LeBaron ( ,1997 and Levich and Thomas (1993) follow the methodology of Brock et al. (1992) and use bootstrap simulations to demonstrate the statistical significance of the technical trading rules against well-known parametric null models of exchange rates.
1 In Gençay (1998) , the DJIA data set of Brock et al. (1992) is studied with simple moving average indicators within the nonparametric conditional mean models. The results indicate that nonparametric models with buysell signals of the moving average models provide more accurate sign and mean squared prediction errors (MSPE) relative to random walk and GARCH models. Gençay (1999) shows that past buy-sell signals of simple moving average rules provide statistically significant sign predictions for modelling the conditional mean of the returns for the foreign exchange rates. The results in Gençay (1999) also indicate that past buy-sell signals of the simple moving average rules are more powerful for modelling the conditional mean dynamics in the nonparametric models.
In Sullivan et al. (1999) , an extensive study of the trading rule performance is examined by extending the Brock et al. (1992) data for the period of [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] . They show that the trading rule performance remains superior for the time period that Brock et al. (1992) studied, however, these gains disappear in the last ten years of the Dow Jones Industrial Average (DJIA) series. Overall, the scope of the most recent literature supports the technical analysis but it is limited to simple univariate technical rules. One particular exception is the study by Dacorogna et al. (1995) which examines real-time trading models of foreign exchanges under heterogeneous trading strategies. They conclude that it is the identification of the heterogeneous market microstructure in a trading model which leads to an excess return after adjusting for market risk. An extensive examination of the statistical properties and modelling methods of high frequency financial markets can be found in Dacorogna et al. (2000) .
One important aspect of our analysis is that the real-time trading model had not been optimized during the eight years between 1989-1996 which we study. This gives us a unique platform to control for the data-snooping problems pointed out in Sullivan et al. (1999) . The Brock et al. (1992) study has been mentioned frequently in the popular press 2 and this may have caused the patterns discussed in this paper to vanish post 1986, coupled with the low-cost and fast computing power. In principle, it is impossible to avoid data snooping unless one is in a real-time context. Even Brock et al. (1992) tried to control for it by selecting their strategy by studying what traders actually do before looking at the data. This type of strategy may be considered as data dependent such that the data set and the strategy inevitably coevolved. In our framework, the model has not been re-optimized during the eight years of real-time feed and this gives us a unique advantage. There is no socially determined co-evolutionary relationship between our data set and the technical strategies used in implementing our specification tests 3 . The results of this paper indicate that the four currencies pairs, USD-DEM (US DollarDeutsche Mark), USD-CHF (US Dollar-Swiss Franc), USD-FRF (US Dollar-French Franc) and DEM-JPY (Deutsche Mark-Japanese Yen) yield 9. 63, 3.66, 8.20 and 6 .43 percent annualized returns in the sampling period in consideration. These annualized returns are unleveraged, net of transaction costs and above the risk free interest rate. The Parker Systematic Index reports cumulated returns net of fees and interest for a class of systematic currency managers 4 . It therefore represents a good benchmark for the real-time trading model we study here both in terms of asset class and methodology. A detailed comparison with the RTT model performance shows that the RTT models perform on average 2 percent per year better than the Parker Systematic Index in the sampling period. Therefore, the RTT model performance is consistent with the performance of the systematic currency traders.
In the second part of this paper we use simulated data to obtain probability distributions of RTT model performances. The simulated probability distributions of the performance measures are calculated with the random walk, GARCH(1,1) and AR(4)-GARCH(1,1), AR(4)-HARCH(9) processes at the 5-minute data frequency. The null hypothesis of whether the realtime performances of the foreign exchange series are consistent with these traditional processes is rejected under the probability distributions of the performance measures.
Since the trading frequency of the model is less than two deals per week, the trading model does not pick up the five minute level heteroskedastic structure at the weekly frequency. Rather, the heteroskedastic structure behaves as if it is measurement noise where the model takes positions and this leads to the rejection of the GARCH(1,1) as a data generation process of the foreign exchange series. A similar explanation holds for the rejection of the AR(4)-GARCH(1,1). The model picks up the high frequency serial correlation as a noise and this short-term behavior works against the process. This cannot be treated as a failure of the real-time trading model. Rather, this strong rejection is evidence of the failure of the temporal aggregation properties of the AR(4)-GARCH(1,1) process over lower frequencies.
The conditional mean dynamics of the AR(4)-HARCH(9) model does not help the trading model capture possible trends because the movements in the prices are too small for the model to take a position. On the other hand, the simulated series are more volatile due to the fully absorbed tail dynamics and the long memory effect. In the absence of a weekly conditional mean information (this information is left to the residuals and is unconditional now), the trading model cannot interpret these large moves and ends up taking consecutive wrong positions. Therefore, one implication of our results is that a realistic volatility model should take the scaling properties 5 of the data into account in estimation. This may, for instance, be accomplished by carrying out the estimation both in the time as well as in the frequency domain. This paper is organized as follows. In section two, the performance measures are explained. In section three, the comparison to the Parker Systematic Index is reported. The simulation models and the simulation methodology are presented in section four. The technical indicators and their robustness properties are explained in section five. The trading models are described in section six. We discuss the empirical results in section seven. We conclude afterwards.
Performance Measures
Evaluating the performance of an investment strategy generally gives rise to many debates. This is due to the fact that the performance of any financial asset cannot be measured only by the increase of capital but also by the risk incurred during the time to reach this increase. Returns and risk must be evaluated together to assess the quality of an investment. In this section we describe the performance measures 6 used to evaluate the trading models in this paper. The total return, R T , is a measure of the overall success of a trading strategy over a 5 The scaling properties of foreign exchange returns and volatilities are studied in Müller et al. (1990) and Andersen et al. (1999) . LeBaron (1999) demonstrates that a non self-similar process, such as stochastic volatility, may also exhibit scaling behaviour. Brock (1999) has an extensive and stimulating discussion of the problem of scaling in economics.
6 The performance measures of this paper are also used in Pictet et al. (1992) and Dacorogna et al. (1999) .
period T , and defined by
where n is the total number of transactions during the period T , j is the jth transaction and r j is the return from the jth transaction. The total return expresses the amount of profit (or loss) made by a trader always investing up to his initial capital or credit limit in his home currency. The annualized return,R T,A , is calculated by multiplying the total return with the ratio of the number of days in a year to the total number of days in the entire period. The maximum drawdown, D T , over a certain period
where R ta and R t b are the total returns of the periods from t 0 to t a and t b , respectively. In order to achieve a high performance and good acceptance among investors, investment strategies or trading model performance should fulfill a few conditions: provide high total return, a smooth increase of the equity curve over time and a small clustering of losses. The fulfilment of these conditions would account for a high return and low risk investment. In addition, a performance measure should present no bias towards low frequency models by always including the unrealized return of the open position and not only the net result after closing the position. Sharpe (1966) introduced a measure of mutual funds performance which he called at that time a reward-to-variability ratio. This performance measure was to later become the industry standard in the portfolio management community under the name of Sharpe ratio, Sharpe (1994) .
Unfortunately, the Sharpe ratio is numerically unstable for small variances of returns and cannot consider the clustering of profit and loss trades. As the basis of a risk-sensitive performance measure, we define a cumulative variableR t , at time t, as the sum of the total return R T of equation (1) and the unrealized current return of the open position. This quantity reflects the current value of the investment and includes not only the results of previously closed transactions but also the value of the open position (mark-to-market). This means thatR t is measuring the risk independently of the actual trading frequency of the model. Similar to the difference between price and returns, the variable of relevance for the utility function is the change ofR over a time interval ∆t: X ∆t =R t −R t−∆t where t expresses the time of the measurement. In this paper, ∆t is allowed to vary from seven days to 301 days.
A risk-sensitive measure of trading model performance can be derived from the utility function framework (Keeney and Raiffa (1976) ). Let us assume that the variable X ∆t follows a Gaussian random walk with mean X ∆t and the risk aversion parameter α is constant with respect to X ∆t . The resulting utility u(X ∆t ) of an observation is − exp(−αX ∆t ), with an expectation value of u = u(X ∆t ) exp(α 2 σ 2 ∆t /2), where σ 2 ∆t is the variance of X ∆t . The expected utility can be transformed back to the effective return, X eff = − log(−u)/α where X eff = X ∆t − 
where X is the annualized return and it is no longer dependent on ∆t. The factor A ∆t σ 2 ∆t has a constant expectation, independent of ∆t. This annualized measure still has a risk term associated with ∆t and is insensitive to changes occurring with much longer or much shorter horizons. To achieve a measure that simultaneously considers a wide range of horizons, a weighted average of several X eff ,ann is computed with n different time horizons ∆t i , and thus takes advantage of the fact that annualized X eff ,ann can be directly compared
w i where the weights w are chosen according to the relative importance of the time horizons ∆t i and may differ for trading models with different trading frequencies. In this paper, α is set to α = 0.1 when the returns are expressed in percent. If they are expressed in numbers, α would be equal to 10.
The risk term of X eff is based on the volatility of the total return curve against time, where a steady, linear growth of the total return represents the zero volatility case. This volatility measure of the total return curve treats positive and negative deviations symmetrically, whereas foreign exchange dealers become more risk averse in the loss zone and do hardly care about the clustering of positive profits. A measure which treats the negative and positive zones asymmetrically is defined to be R eff and Dacorogna et al. (1999) ) where R eff has a high risk aversion in the zone of negative returns and a low one in the zone of profits whereas X eff assumes constant risk aversion. A high risk aversion in the zone of negative returns means that the performance measure is dominated by the large drawdowns. The R eff has two risk aversion levels: a low one, α + , for positive ∆R t (profit intervals) and a high one, α − , for negative ∆R t (drawdowns)
where α + < α − . The high value of α − reflects the high risk aversion of typical market participants in the loss zone. Trading models may have some losses but, if the loss observations strongly vary in size, the risk of very large losses becomes unacceptably high. On the side of the positive profit observations, a certain regularity of profits is also better than a strong variation in size. However, this distribution of positive returns is never as vital for the future of market 7 An example for the limitation of the Sharpe ratio is its inability to distinguish between two straight line equity curves with different slopes.
8 A ∆t is the ratio of the number of ∆t in a year divided by the number of ∆t's in the full sample.
participants as is the distribution of losses (drawdowns). Therefore, α + is much smaller than α − . In this paper, we assume that α+ = α − /4 and α − = .20, when the quantities are expressed in percent. Both X eff and R eff are quite natural measures. They treat risk as a discount factor to the value of the investment. In other words, the performance of the model is discounted by the amount of risk that was taken to achieve it. In the X eff case the risk is treated similarly both for positive or negative outcome while in the case of R eff , negative performance is more penalized.
Amongst annualized returns, X eff and R eff , the last two performance measures are more stringent since they examine the entire equity curve contrary to the annualized total return. The annualized return, on the other hand, leaves large degrees of freedom to an infinite number of equity curve paths by only considering the beginning and the end points of the equity curve performance.
It is also important to point out that a buy-and-hold strategy, as a benchmark performance measure, in foreign exchange markets is not appropriate as there is no trend for the main rates (the Peso effect is only existing for emerging market currencies). This is due to the fact that foreign exchange markets are, by nature, symmetric and the direction of a buy and hold strategy is completely arbitrary. The buy-and-hold strategy is more appropriate for the equity markets.
Parker Systematic Index and the RTT Model
The Parker Systematic Index 9 reports cumulated returns net of fees and interest for a class of systematic currency managers. It therefore represents a good benchmark for the real-time trading (RTT) model we study here, both in terms of asset class and methodology. To compare the trading model performance with the Parker Systematic Index, an equally weighted portfolio of monthly returns of the USD-DEM, USD-CHF, USD-FRF and DEM-JPY models is constructed. We define the raw return of the portfolio by r i = 1 4 4 j=1 r ij where r ij 's are the individual monthly returns of the respective RTT models. This portfolio is leveraged so that it reaches the same standard deviation as the Parker Systematic Index (in other words, comparing two portfolios with the same risk characteristics) over the sample period. This normalization is obtained by multiplying each monthly raw return by the ratio of the standard deviation of the Parker Index monthly returns σ P I and the standard deviation of the monthly returns of our unleveraged portfolio, σ RT T P ,r i =
To compute the cumulated return, we simply 9 The Parker Systematic Index is a performance-based benchmark that measures both the reported and the risk adjusted returns of global currency managers. The Index tracks the performance, or value-added, which managers have generated from positioning long or short foreign currencies. It is equally weighted, as opposed to capitalization weighted, to preclude very large managers from swaying the performance in a direction that may not be representative of the currency manager universe. As reported by the Parker Global Strategies, the Parker Systematic Index currently includes programs managing over $9.4 billion in currency assets. Interested readers are referred to the web site of the Parker Global Strategies company (http://www.parkerglobal.com/) which provides these indices. apply the following relation
where N is the number of months in our sample and C i is the capital achieved in the i-th month.
The trading model raw returns are net of interest but the performance needs to be adjusted for asset management and performance fees. Although the studied real-time trading model has not been sold on a performance fee basis, we corrected the returns with the standard performance and management fees of currency fund managers: 2 percent management fee on assets is deducted monthly in the following way c i = 1 +r i − f · c i−1 where c i is the capital achieved the i-th month net of management fees and f = 1 12 · 0.02, which is the monthly percentage for an annualized 2 percent. This net monthly capital is then multiplied by the previous one to get the cumulative return as in equation (3). In addition, we deduct an annual performance fee of 20 percent on net profits. This is done yearly by reducing the capital accumulated over the year by 20 percent of the net profit as it is customary in actual fund management environments. The results shown in Table 1 indicate that the yearly trading model performance is almost 2 percent above the Parker Systematic Index per year in the sampling period. This is true even after deduction of all management and performance fees and leads to a capital that is 25 percent larger at the end of the sampling period for the RTT models.
Simulation Methodology
The distributions of the performance measures under various null processes are calculated by using a simulation methodology. The recorded prices in the database are composed of three quantities. These quantities are the time t j at which the price has been recorded, the ask price p ask,j and the bid price p bid,j . The sequence of the tick recording times t j is unequally spaced. The majority of these ticks are concentrated in the periods of high market activity. The realtime trading model indicators do not directly analyze raw bid or ask prices, but rather the logarithmic middle prices, x j , are utilized. x j is defined as x j = (log(p ask,j ) + log(p bid,j ))/2 . Similarly we define the relative bid-ask spreads, s j , as s j = log(p ask,j ) − log(p bid,j ).
In our trading model simulations, we use a 5 minute interval sampling of the prices in order to keep the computation within manageable bounds. It is a good compromise between efficient computation and realistic behavior when compared to the real-time trading model results generated from all ticks. The main information used by a trading model to update its indicators is the logarithmic price changes or returns. The return between two consecutive selected ticks at time t j−1 and t j is defined as r j = x j − x j−1 and the corresponding elapsed ϑ-time 10 between these two ticks is ∆θ j = θ j − θ j−1 . By construction, the average elapsed theta time between two ticks, ∆θ, is nearly five minutes. Multiple time series from a given theoretical price generation process need to be generated. To keep the impact of special events like the data holes in the model behavior, we decided to replace the different bid/ask price values but always keep the recorded time values. As the different ticks are not exactly regularly spaced, even in theta time, the average return corresponding to a five minute interval needs to be calculated. This is calculated by rescaling the observed return values, r * j = r j ∆θ j ∆θ 1/E where the exponent 1/E is called the drift exponent and it is set to 0.5 under the random walk process. To obtain meaningful results, a simulated time series should have the same average drift α and average variance σ 2 as the observed returns. This is done by generating returns,r j , corresponding to a five minute interval in ϑ-time. In the case of a random walk process, the returnsr j are computed with,r j = α + j where
2 ). When the effective elapsed time between two ticks, ∆θ j , is not exactly five minutes, we scale again the generated return using the same scaling formula, r j =r j
where ∆θ is five minutes. If there is a data hole, the sum of the generated returnr i is computed until the sum of the added five minute intervals is larger than the size of the data hole measured in ϑ-time. The sum of the returns is scaled with the same technique, i.e., n i=1 ∆θ i n ∆θ 1/2 . The simulated logarithmic prices, x j , are computed by adding the generated returns r j to the first real logarithmic price value x 0 . The bid/ask prices are computed by subtracting or adding half the average spread. The GARCH(1,1) process is written as
where Bollerslev (1986) ) allows the conditional second moments of the return process to be serially correlated. This specification implies that periods of high (low) volatility are likely to be followed by periods of high (low) volatility. GARCH specification allows the volatility to change over time and the expected returns are a function of past returns as well as volatility.
The AR(p)-GARCH(1,1) process is written as
where
t−1 . The parameters and the normalized residuals of the GARCH(1,1) process are estimated using the maximum likelihood procedure. The simulated returns are generated from the simulated normalized residuals and the estimated parameters. The estimated parameters of the AR(p)-GARCH(1,1) processes together with the simulated residuals are used to generate the simulated returns for this process. As before, half of the average spread is subtracted (added) from the simulated price process to obtain the simulated bid (ask) prices.
The AR(p)-HARCH(n) process, Müller et al. (1997) is written as
where k j = 4 j−2 + 1 for j > 1 and k 1 = 1. k j is chosen so that each horizon corresponds to meaningful time horizons. In this case, k j = 1, 2, . . . , 9 corresponds to 5 minutes, 10 minutes up to 10 days. The weight parameter µ j is chosen such that µ j = e −2/(k j+1−k j ) . This choice guarantees that the center of the weight is in the middle of a given data interval 12 . The details of this model can be found in Müller et al. (1997) .
The heterogeneous set of relevant interval sizes leads to the process name HARCH for "Heterogeneous Autoregressive Conditional Heteroskedasticity". The HARCH process belongs to the wide ARCH family but differs from all other ARCH-type processes in the unique property of considering the volatilities of price changes measured over different interval sizes. Due to this property, the HARCH process is able to capture the hyperbolic decay of the volatility autocorrelations.
For each replication we start by generating the simulated data a year before the model is tested. This year is 1989 and it is used to create the history dependency in returns and to initialize the different trading model indicators.
Exponential Moving Averages with Robust Kernels
We turn now to the description of the techniques used to build the trading models. One basic element is the moving average operator. Indicators based on moving averages are used to summarize the past behavior of a time series at a given point in time. In many cases, they are used in the form of a momentum or differential, the difference between two moving averages. The moving averages can be defined with their weight or kernel function. The choice of the kernel function has an influence on the behavior of the moving average indicator. A particular type of moving average called exponential average plays an important role in the technical analysis literature. Exponential moving average (EMA) operator is a simple average operator with w ema (t; τ ) = e −t/τ τ an exponential decaying kernel. τ determines the range of the operator and t indexes the time. An EMA is written as
In Figure 1 , we present the kernel function of an exponential moving average with τ = 0.5, 20 and their differential kernel. The sequential computation of exponential moving averages is simple with the help of a recursion formula and it is more efficient than the computation of any differently weighted moving averages.
This basic exponential average kernel can be iterated to provide a family of iterated exponential moving average kernels (Müller (1989 (Müller ( , 1991 , Zumbach and Müller (2000) )
The larger the n, the more weight is allocated towards the middle range of the kernel. In the limit as n goes to infinity, the iterated exponential average behaves like a bell-shaped curve. This implies that the center of the weight is placed in the middle range of the kernel rather than the most recent past. For instance, a second iterative EMA, EMA 2 is written as
In general, an n iterative EMA, EMA n is written as
In Figure 2 , the iterative moving averages for n = 1, 2 and n = 4 are plotted. It makes it clear that as n gets larger the center of the weight distribution moves to the middle part of the kernel function. A simple arithmetic moving average of length m has a rectangular kernel which makes it very sensitive to the observations leaving the average when the average moves over time. More robust classes of kernels that remedy this sensitivity are those that assign exponentially decaying weights to the observations in the more distant past. These classes of robust kernels are obtained from the simple arithmetic average of the iterated exponential average kernels
where τ = 2τ/(n + 1) so that the range, r, is independent of n. The robust exponential moving average is written as
This is a special case where all weights assigned to each iterative kernel are the same in equation (7). Examples of these robust kernels are presented in Figure 3 where equally weighted iterative exponential moving average kernels are plotted up to n = 8. The property of this kernel is a plateau in the function before it asymptotically declines to zero and it is robust against extreme variations leaving the average by assigning exponentially decaying weights. Contrary to simple exponential average, which is very sensitive to the most recent history, it assigns relatively uniform weights to such new information. Therefore, a robust kernel preserves only the desirable robustness properties of the simple average and exponential average kernels but ignores their highly noisy unrobust properties. In Figure 4 , a robust differential kernel is presented which is based on the difference between the exponential moving average with τ = 1 and a robust kernel with w ma (τ = 1, n = 8). By construction, the area under the kernel 13 sums to zero. The differential kernel assigns positive weights to the recent past and negative weights to the distant past. The real-time trading model of this paper uses a similar robust differential kernel in the construction of the gearing function.
Trading Models
A distinction should be made between a price change forecast and an actual trading recommendation. A trading recommendation naturally includes a price change forecast, but it must also account for the specific constraints of the dealer of the respective trading model because a trading model is constrained by its past trading history and the positions to which it is committed. A price forecasting model, on the other hand, is not limited to similar types of constraints. A trading model thus goes beyond predicting a price change such that it must decide if and at what time a certain action has to be taken.
Trading models offer a real-time analysis of foreign exchange movements and generate explicit trading recommendations. These models are based on the continuous collection and treatment of foreign exchange quotes by market makers around-the-clock at the tick-by-tick frequency level. There are important reasons to utilize high frequency data in the real-time trading models. The first one is that the model indicators acquire robustness by utilizing the intraday volatility behavior in their build-up. The second reason is that any position taken by the model may need to be reversed quickly although these position reversals may not need to be observed often. The stop-loss objectives need to be satisfied and the high frequency data provides an appropriate platform for this requirement. Third, the customer's trading positions and strategies within a trading model can only be replicated with a high statistical degree of accuracy by utilizing high frequency data in a real-time trading model. More importantly for this study, the high frequency data in these models lets us learn the underlying heterogeneous market microstructure properties of the foreign exchange markets.
The trading models imitate the trading conditions of the real foreign exchange market as closely as possible. The deals are announced by the system three minutes before the execution so that a human foreign exchange dealer can monitor a specific trade. After this announcement, the model picks a price 14 from the real-time data feed, executes a deal and calculates its return. Since these prices are selected in real-time they are not subject to slippage. In order to imitate real-world trading accurately, the models take transaction costs into account, they do not trade outside market working hours except for executing stop-loss and they avoid trading at a frequency which cannot be followed by a human trader. In short, these models act realistically in a manner which a human dealer can easily follow.
Every trading model is associated with a local market that is identified with a corresponding geographical region. In turn, this is associated with generally accepted office hours and public holidays. The local market is defined to be open at any time during office hours provided it 14 The execution price does not rely on a single price and is determined by the median price in the last few minutes of trading.
Slippage is not a factor in a liquid foreign exchange rate if trades are executed when the market is fully open, as the RTT model does. For instance, several hundred million dollars in USD-DEM can be traded without incurring slippage. Slippage may occur with the cross rates such as DEM-JPY, where sometimes the frequency of quote update is low and the actual price in the market is different from what the trading model receives from the data supplier.
is neither a weekend nor a public holiday. The O&A trading models presently support the Zurich, London, Frankfurt, Vienna and New York markets. Typical opening hours for a model are between 8:00 and 17:30 local time, the exact times depending on the particular local market.
The (half exposure), ±1 (full exposure) or 0 (no exposure). The trading model works with a maximum gearing of 1. If the model is fully exposed it cannot buy or sell anymore but can revert its position.
The Real Time Trading (RTT) Model
The real-time trading model studied in this paper is classified as a one-horizon, high risk/high return model. The RTT is a trend-following model and takes positions when an indicator crosses a threshold. The indicator is momentum based, calculated through specially weighted moving averages with repeated application of the exponential moving average operator. In the case of extreme foreign exchange movements, however, the model adopts an overbought/oversold (contrarian) behavior and recommends taking a position against the current trend. The contrarian strategy is governed by rules that take the recent trading history of the model into account 15 . The RTT model goes neutral only to save profits or when a stop-loss is reached. Its profit objective is typically at three percent. When this objective is reached, a gliding stop-loss prevents the model from losing a large part of the profit already made by triggering its going neutral when the market reverses.
At any point in time t, the gearing function for the RTT is
)|) c(I(t))
where p t is the logarithmic price at time t, τ refers to 20 day equally weighted iterative moving average and
where a < b < d and r l is the return of the last deal and P the profit objective. The function, f (|I p (t)|), measures the size of the signal at time t and the function, c(|I p |), acts as a contrarian strategy. The model will enter a contrarian position only if it has reached its profit objective with a trend following position. In a typical year, the model will play against the trend 2 to 3 times while it deals roughly 60 to 70 times. The hit rate of the contrarian strategy is of about 75 percent. The parameters a and b depend on the position of the model:
and b = 2a. The thresholds are also changed if the model is in a position g t = 0 and the volatility of the price has been low, in the following way:
where p e is the logarithmic entry price of the last transaction and v is a threshold, generally quite low < 0.5%. This means that the model is only allowed to change position if the price has significantly moved from the entry point of the deal. Since X eff and R eff are implicit functions of the gearing, the optimization of the RTT model is based on the X eff and R eff performance. The parameters subject to optimization are: τ , a, d and v. There are two other auxiliary parameters: S the stop loss at which an open position is automatically closed and the profit objective P . These parameters are only optimized at the end once the others have been found and they are also not allowed to vary all the way since maximum stop-loss and maximum gain limits are set by the environment 16 . The model is subject to the open-close and holiday closing hours of the Zurich market.
Empirical Results
The simulated data is the five minute ϑ-time series 17 from January, 1, 1990 to December 31, 1996 for the three major foreign exchange rates, USD-DEM, USD-CHF (Swiss Franc), USD-FRF (French Franc), and the cross-rate DEM-JPY (Deutsche Mark -Japanese Yen). The high frequency data inherits intraday seasonalities and requires deseasonalization. As explained in section 4, we use the Dacorogna et al. (1993) deseasonalization methodology which is based on the change of a time scale. Our data set contains 671,040 observations per currency. The simulations for each currency and process are done for 1000 replications.
The summary of the trading model performance with actual data is presented in Table  2 . After the transaction costs, actual data with the USD-DEM, USD-CHF, USD-FRF and DEM-JPY yield an annualized total return of 9.63, 3.66, 8.20 and 6.43 percent, respectively. The USD-CHF has the weakest performance relative to the other three currencies. The X eff and R eff performance of the USD-DEM, USD-FRF and DEM-JPY are all positive and range between 3-4 percent. For the USD-CHF, the X eff and R eff are -1.68 and -4.23 percent reflecting the weakness of its performance.
Random Walk Process
The results for the random walk process are reported in Table 3 for the p-values 18 of all currency pairs. The methodology of this paper places a historical realization in the simulated distribution of the performance measure under the assumed process and calculates its one-sided p-value 19 . This indicates whether the historical realization is likely to be generated from this particular distribution or not. More importantly, it indicates whether the historical performance is likely to occur in the future. A small p-value (less than 5 percent) indicates that the historical performance lies in the tail of the distribution and the studied performance distribution is not representative of the data generating process assuming that the trading model is a good one. If the process which generates the performance distribution is close to the data generating process of the foreign exchange returns, the historical performance would lie within two standard deviations of the performance distribution, indicating that the studied process may be retained as representative of the data generating process.
The p-values of the annualized return for the USD-DEM, USD-CHF, USD-FRF and DEM-JPY are 0.3, 8.9, 1.2 and 2.1 percent, respectively. For the USD-DEM and USD-FRF, the 17 The real-time system uses tick-by-tick data for its trading recommendations. The simulations in this paper are carried out with 5 minute data, as it is computationally expensive to use the tick-by-tick data for the simulations. The historical performance of the currency pairs from the 5 minute series are within a few tenths of a percent for all performance measures with the performance of the real-time trading models which utilize the tick-by-tick data. Therefore, there is no loss of generality from the usage of 5 minute frequency for the simulations instead of the tick-by-tick feed.
18 The p-value represents the fraction of simulations generating a performance measure larger than the original. 19 p-value calculations reported in this paper are the simulated p-values obtained from the distribution of one thousand replications of a given performance measure. For brevity, we simply refer to it as p-value in the text.
p-values are less than the 2 percent level and it is about 2 percent for the USD-CHF. In the case of the USD-CHF, the p-value for the annualized return is 8.9 which is well above the 5 percent level. As indicated in Section 2, the annualized return only utilizes two points of the equity curve leaving a large degrees of freedom to infinitely many paths that would be compatible with a given total return. X eff and R eff are more stringent performance measures which utilize the entire equity curve in their calculations. The p-values of X eff and R eff are 0.0; 0.0 percent for USD-DEM; 0.7 and 0.6 percent for USD-CHF; 0.2 and 0.1 percent for USD-FRF and 0.2 and 0.1 percent for DEM-JPY. The p-values for the X eff and R eff are all less than one percent rejecting the null hypothesis that the random walk process is consistent with the data generating process of exchange rate returns.
As presented in Table 2 , the maximum drawdowns for the USD-DEM, USD-CHF, USD-FRF and DEM-JPY are 11.02, 16.08, 11.36 and 12.03 percent. The mean maximum drawdowns from the simulated random walk processes are 53. 79, 63.68, 47.68 and 53.49 for the USD-DEM, USD-CHF, USD-FRF and DEM-JPY, respectively. The mean of the simulated maximum drawdowns are three or four times larger than the actual maximum drawdowns. The deal frequencies are 1.68, 1.29, 1.05, 2.14 per week for the four currency pairs from the actual data. The deal frequencies indicate that the RTT model trades on average no more than 2 trades per week although the data feed is at the 5 minute frequency. The mean simulated deal frequencies are 2.46, 1.98, 1.65 and 3.08 which are significantly larger than the actual ones.
The values for the maximum drawdown and the deal frequency indicate that the random walk simulation yields larger maximum drawdown and deal frequency values relative to the values of these statistics from the actual data. In other words, the random walk simulations deal more frequently and result in more volatile equity curves on average relative to the equity curve from the actual data. Correspondingly, the p-values indicate that the random walk process cannot be the representative of the actual foreign exchange series under these two performance measures 20 . The simulation results with the random walk process demonstrate that the real-time trading model is a consistent model. In other words, a process with no mean and a homoskedastic variance should only perform to generate an average return which would match the mean transaction costs. This consistency property is an essential ingredient of a trading model and the real-time trading model passes this consistency test. The means of the simulations indicate that the distributions are correctly centered at the average transaction costs which is expected under the random walk process. For instance, the mean simulated deal frequency of the USD-DEM is 2.46 deals per week or 127.92 (2.46 × 52) deals per year. The percentage spread for the USD-DEM is 0.00025 which in turn indicates an average transaction cost of -3.20 percent per year. Given that the mean of the simulated annualized return is -3.44, we can conclude that the mean of the simulated annualized return distribution is centered around the mean transaction cost.
The behavior of the performance measures across 7 day, 29 day, 117 day and 301 day horizons is also investigated with X eff and R eff . The importance of the performance analysis at various horizons is that it permits a more detailed analysis of the equity curve at the predetermined points in time. These horizons correspond approximately to a week, a month, four months and a year's performance. The X eff and R eff values indicate that the RTT model performance improves over longer time horizons. This is in accordance with the low dealing frequency of the RTT model. In all horizons, the p-values for the X eff and R eff are less than a half percent for USD-DEM, USD-FRF and DEM-JPY. For USD-CHF, the p-values are less than 2.4 percent for all horizons. Overall, the multi-horizon analysis indicates that the random walk process is not consistent with the data generating process of the foreign exchange returns.
GARCH(1,1) Process
A more realistic process for the foreign exchange returns is the GARCH(1,1) process which allows for conditional heteroskedasticity. The GARCH(1,1) estimation results are presented in Table 4 . The numbers in parentheses are the robust standard errors and the GARCH(1,1) parameters are statistically significant at the 5 percent level for all currency pairs. The LjungBox statistic is calculated up to 12 lags for the standardized residuals and it is distributed with χ 2 with 12 degrees of freedom. The Ljung-Box statistics indicate no serial correlation for the USD-DEM and USD-FRF but the USD-FRF and DEM-JPY remain serially correlated. The variances of the normalized residuals are near one. There is no evidence of skewness but the excess kurtosis remains large for the residuals. In Table 6 , the results with the GARCH(1,1) process are presented. Since GARCH(1,1) allows for conditional heteroskedasticity, it is expected that the simulated performance of the RTT model would yield higher p-values and retain the null hypothesis that GARCH(1,1) is consistent with the data generating process of the foreign exchange returns. The results, however, indicate smaller p-values which is in favor of a stronger rejection of this process relative to the random walk process.
One important reason for the rejection of the GARCH(1,1) process as a representative data generating process of foreign exchange returns is the aggregation property of the GARCH(1,1) process 21 . The GARCH(1,1) process behaves more like a homoskedastic process as the frequency is reduced from high to low frequency. Since the RTT model trading frequency is less than two deals per week, the trading model does not pick up the five minute level heteroskedastic structure at the weekly frequency. Rather, the heteroskedastic structure behaves as if it is measurement noise where the model takes positions and this leads to the stronger rejection of the GARCH(1,1) as a candidate for the foreign exchange data generating process.
In a GARCH process, the conditional heteroskedasticity is captured at the frequency that the data has been generated. As it is moved away from this frequency to lower frequencies, the heteroskedastic structure slowly dies away leaving itself to a more homogeneous structure in time. More elaborate processes, such as the multiple horizon ARCH models (as in the HARCH process of Müller et al. (1997) ) possess conditionally heteroskedastic structure at all frequencies in general. The existence of a multiple frequency heteroskedastic structure can be more in line with the heterogeneous structure of the foreign exchange markets.
The p-values of the annualized return for the USD-DEM, USD-CHF, USD-FRF and DEM-JPY are 0.4, 8.4, 0.9 and 1.2 percent, respectively. All four currency pairs except USD-CHF yield p-values which are smaller than 1.3 percent. The X eff and R eff are 0.1 and 0.0 percent for USD-DEM; 1.4 and 0.9 percent for USD-CHF; 0.1 and 0.1 percent for USD-FRF and 0.4 and 0.4 percent for DEM-JPY.
The historical maximum drawdown and deal frequency of the RTT model is smaller than those generated from the simulated data. The maximum drawdowns for the USD-DEM, USD-CHF, USD-FRF and DEM-JPY are 11.02, 16.08, 11.36 and 12.03 for the four currencies. The mean simulated drawdowns are 53.33, 60.58, 46.00 and 48.77 for the four currencies. The mean simulated maximum drawdowns are three to four times larger than the historical ones. The historical deal frequencies are 1.68, 1.29, 1.05 and 2.14. The mean simulated deal frequencies are 2.39, 1.87, 1.59 and 2.66 for the four currencies. The differences between the historical deal frequencies and the mean simulated deal frequencies remain large. Therefore, the examination of the GARCH(1,1) process with the maximum drawdown and the deal frequency indicates that the historical realizations of these two measures stay outside of the 5 percent level of simulated distributions of these two performance measures.
The mean simulated deal frequency for the USD-DEM is 2.39 trade per week. In annual terms, this is approximately 124.28 deals per year. The half spread for the USD-DEM series is about 0.00025 and this yields 3.11 percent when multiplied with the number of deals per year. The -3.11 percent return would be the annual transaction cost of the model. For the model to be profitable, it should yield more than 3.11 percent per year. Table 2 indicates that the RTT model generates an excess annual return of 9.63 percent whereas the mean of the annualized return from the GARCH(1,1) process stays at the -3.27 percent level.
The multi-horizon examination of the equity curve with the X eff and R eff performance measures indicates that the GARCH(1,1) process as a candidate for the data generation mechanism is strongly rejected at all horizons from a seven day horizon to a horizon as long as 301 days. The overall picture coming out of the test is not very different for the GARCH(1,1) than that of the random walk process.
AR(4)-GARCH(1,1) Process
A further direction is to investigate whether conditional mean dynamics with GARCH(1,1) innovations would be a more successful characterization of the dynamics of the high frequency foreign exchange returns. The conditional means of the foreign exchange returns are estimated with four lags of these returns. The additional lags did not lead to substantial increases in the likelihood value. The results of the AR(4)-GARCH(1,1) are presented in Table 5 . The numbers in parentheses are the robust standard errors and all four lags are statistically significant at the 5 percent level. The negative autocorrelation is large and highly significant for the first lag of the returns. This is consistent with the high frequency behavior of the foreign exchange returns and is also observed in . The Ljung-Box statistics indicate no serial correlation in the normalized residuals. The variances of the normalized residuals are near one. There is no evidence of skewness but the excess kurtosis remains large for the residuals.
The p-values of the annualized returns are presented in Table 7 . They are 0.1, 3.7, 0.3 and 0.5 percent for the USD-DEM, USD-CHF, USD-FRF and DEM-JPY. The results indicate that the AR(4)-GARCH(1,1) process is also rejected under the RTT model as a representative data generating process of foreign exchange returns. Here again, a possible explanation of this failure is the relationship between the dealing frequency of the model and the frequency of the simulated data. The AR(4)-GARCH(1,1) process is generated at the 5 minutes frequency but the model dealing frequency is between one or two deals per week. Therefore, the model picks up the high frequency serial correlation as noise and this serial correlation works against the process. This cannot be treated as a failure of the RTT model. Rather, this strong rejection is evidence of the failure of the temporal aggregation properties of the AR(4)-GARCH(1,1) process at lower frequencies.
The rejection of the AR(4)-GARCH(1,1) process with the X eff and R eff are even stronger and very much in line with the results for the random walk and the GARCH(1,1). The p-values of the X eff and R eff are 0.1, 0.0 percent for USD-DEM; 1.9, 2.3 percent for USD-CHF; 0.2, 0.1 percent for USD-FRF and 0.1, 0.1 percent for DEM-JPY. The p-values remain low at all horizons for the X eff and R eff . The p-values of the maximum drawdown and the deal frequency also indicate that in almost all replications the AR(4)-GARCH(1,1) generates higher maximum drawdowns and deal frequencies.
AR(4)-HARCH(9) Process
The HARCH findings with the USD-DEM 22 are presented in Tables 8 and 9 which indicate the rejection of this model as well. The HARCH model is designed to capture the asymmetry in volatility dynamics measured at different frequencies and the long memory of the data generating process. The comparison of the HARCH model with the GARCH model as in Müller et al. (1997) indicates that the HARCH process can extract the tail information more successfully than the GARCH model. One implication of this is that the simulated series from the HARCH process will have more extreme observations due to the well-approximated tail dynamics. Combined with the long memory, it results in large sudden jumps in the simulation followed by series of large movements.
22 AR(4)-HARCH(9) process yields the largest likelihood value among other AR-HARCH parametrizations that we studied. For space limitations, the results with the other currencies are not presented here. These results are similar to the USD-DEM findings.
In the presence of statistically significant four conditional mean parameters, the HARCH model is a successful characterization of the data dynamics at the 5-minute frequency. However, the important message that we are trying to convey here is that the 5-minute dynamics is one particular frequency where we observe the data generating process. The underlying dynamics is different at different frequencies (see, for instance Müller et al. (1997) and Andersen and Bollerslev (1997) ), and the 5-minute data frequency is a particular slice of this layered interconnected dynamics. Although the HARCH model is designed to capture the volatility dynamics at all frequencies, the mean dynamics is only present at the highest frequency.
Since the trading frequency of the models is typically 2-3 times a week, small movements of prices in the 5-minute data frequency are not significant from the trading model perspective. Therefore, the conditional mean dynamics of the AR-HARCH model does not help the trading model to capture possible trends because the movements in the prices are too short lived for the model to take a position. On the other hand, the simulated series are more volatile due to the fully absorbed tail dynamics and the long memory effect. In the absence of weekly conditional mean information (this information is left to the residuals and is unconditional now), the trading model cannot interpret these large moves and ends up taking consecutive wrong positions. Due to this reason the skewness and the kurtosis of the trading model statistics, such as X eff and R eff , are larger than with the other processes.
Conclusions
We analysed real-time technical trading model behavior in the foreign exchange market by means of high frequency data and theoretical process simulations. This extensive analysis of real-time trading models with high frequency data suggests two main conclusions. First, technical trading models can generate excess returns which are explained neither by traditional theoretical processes nor by luck. It should be noted that this study was conducted over 7 years of five minutes data, which represents more than 500,000 independently sampled observations. This represents an unusually long out-of-sample period that guarantees the robustness of our conclusions. Since the underlying data generating process for returns is not known, we have used the largest ex-ante intraday data available to avoid any sample bias. Furthermore, the trading strategies were also fixed ex-ante to minimize any model selection bias. Under such a setting, the results indicate that the trading strategies have successfully generated net positive returns. Whether these results continue to hold for future years needs to be studied separately in another study, although our other work in progress indicates that our findings in this paper continue to hold.
Second, the foreign exchange rates contain conditional mean dynamics that are not present in the random walk, GARCH(1,1), AR-GARCH(1,1) and AR(4)-HARCH(9) processes. Moreover, the GARCH and HARCH type models are not able to capture the aggregation properties of the data which are essential in this case since we are using 5 minute price changes for trading models which trade on average once a week. Therefore, it is not sufficient to develop sophisticated statistical processes and study them with data measured at an arbitrary frequency (e.g. one day, one week, one month, annual etc.). In financial markets, the data generating process is a complex network of layers where each layer corresponds to a particular frequency (Müller et al. (1997) ). A successful characterization of such data generating processes should be estimated with models whose parameters are functions of intra and inter frequency dynamics. an exponential decaying kernel. τ determines the range of the operator and t indexes the time. An EMA is written as
The figure above demonstrates the kernel function of an exponential moving average with τ = 0.5 and τ = 20 and their differential kernel. The sequential computation of exponential moving averages is simple with the help of a recursion formula and it is more efficient than the computation of any differently weighted moving averages. 
In the figure above, the iterative moving averages for n = 1, 2 and n = 4 are plotted which indicate that as n gets larger the center of the weight distribution moves to the middle part of the kernel function. 
This is a special case where all weights assigned to each iterative kernel are the same as in equation (7). In the figure above, the examples of these robust kernels are plotted with n = 1, 2, 3, 4 and n = 8. The property of this kernel is that its function has a plateau before it asymptotically declines to zero and it is robust to the extreme variations leaving the average by assigning exponentially decaying weights. It also has the property that it assigns relatively uniform weights to the most recent history whereas a simple exponential average would be very sensitive with such new information. Therefore, a robust kernel has the property that it preserves only the desirable robustness properties of the simple average and exponential average kernels but ignores their highly noisy unrobust properties. The results under columns p-value present the values of these statistics from 1000 replications with the random walk process. The random walk estimation involves the regression of the actual USD-DEM returns on a constant. A simulation sample for the random walk series with drift is obtained by sampling from the Gaussian random number generator with the mean and the standard deviation of the residual series. The simulated residuals are added to the conditional mean defined byα, to form a new series of returns. The new series of the returns has the same drift in prices, the same variance and the same unconditional distribution. From the new series of returns, the simulated price process is recovered recursively by setting the initial price to the true price at the beginning of the sample. The trading models use the bid and ask prices as inputs. Half of the average spread is subtracted (added) from the simulated price process to obtain the simulated bid and ask prices. The p-values are reported in percentage terms (e.g. 8.4 refers to 8.4 percent). The results under columns p-value present the values of these statistics from 1000 replications with the GARCH(1,1) process. The parameters and the normalized residuals are estimated from the foreign exchange returns using the maximum likelihood procedure. The simulated returns for the GARCH(1,1) process are generated from the simulated residuals and the estimated parameters. From the new series of returns, the simulated price process is recovered recursively by setting the initial price to the true price at the beginning of the sample. The trading models use the bid and ask prices as inputs. Half of the average spread is subtracted (added) from the simulated price process to obtain the simulated bid and ask prices. The p-values are reported in percentage terms (e.g. 8.4 refers to 8.4 percent). The results under columns p-value present the values of these statistics from 1000 replications with the AR(4)-GARCH(1,1) process. The parameters and the normalized residuals are estimated from the foreign exchange returns using the maximum likelihood procedure. The simulated returns for the AR(4)-GARCH(1,1) process are generated from the simulated residuals and the estimated parameters. From the new series of returns, the simulated price process is recovered recursively by setting the initial price to the true price at the beginning of the sample. The trading models use the bid and ask prices as inputs. Half of the average spread is subtracted (added) from the simulated price process to obtain the simulated bid and ask prices. The p-values are reported in percentage terms (e.g. 8.4 refers to 8.4 percent). The column under Historical Realization presents the performance of the trading model with the actual DEM-JPY series from January 1, 1990 until December 31, 1996 with 5 minute frequency. The results under columns p-value present the values of these statistics from 1000 replications with the AR(4)-HARCH(9) process. The parameters and the normalized residuals are estimated from the foreign exchange returns using the maximum likelihood procedure. The simulated returns for the AR(4)-HARCH(9) process are generated from the simulated residuals and the estimated parameters. From the new series of returns, the simulated price process is recovered recursively by setting the initial price to the true price at the beginning of the sample. The trading models use the bid and ask prices as inputs. Half of the average spread is subtracted (added) from the simulated price process to obtain the simulated bid and ask prices. The p-values are reported in percentage terms (e.g. 8.4 refers to 8.4 percent).
