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Abstract
A new method for solving the time-dependent two-center Dirac equation is developed. The approach is based
on the using of the finite basis of cubic Hermite splines on a three-dimensional lattice in the coordinate space.
The relativistic calculations of the excitation and charge-transfer probabilities in the low-energy U91+(1s)–U92+
collisions in two and three dimensional approaches are performed. The obtained results are compared with our
previous calculations employing the Dirac-Sturm basis sets [I. I. Tupitsyn et al., Phys. Rev. A 82, 042701 (2010)].
The role of the negative-energy Dirac spectrum is investigated within the monopole approximation.
PACS numbers: 34.10.+x, 34.50.-s, 34.70.+e
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I. INTRODUCTION
Heavy-ion collisions play a very important role in studying relativistic quantum dynamics of elec-
trons in the presence of strong electromagnetic fields [1–4]. Such collisions can also give a unique
tool for tests of quantum electrodynamics at the supercritical fields, provided the projectile energy ap-
proaches the Coulomb barrier (about 6 MeV/u for the U-U collisions) [5]. To date various theoretical
methods were developed for calculations of heavy-ion collisions. Among them are the lattice methods
for solving the time-dependent Dirac equation in the coordinate space [6–12] and in the momentum
space [13, 14].
In the case of head-on collisions, due to the rotational symmetry with respect to the internuclear
axis, the three-dimensional (3D) process is easily reduced to the two-dimensional (2D) one. Moreover,
to simplify the numerical procedure, the 2D approximation can be applied for the 3D collision with
nonzero impact parameter as well. This simplification was used in Refs. [6, 8], where the calculations
were performed by the finite difference method on a two-dimensional grid.
In Refs. [15–18] the basis sets of atomic eigenstates were employed to study heavy-ion collisions at
high energies. The authors of Refs. [19, 20] studied various processes in low-energy ion-atom collisions
with the use of relativistic molecular orbitals. In works [21–24] some effects were investigated in so-
called monopole approximation, which allows one to reduce the 2D and 3D two-center Dirac equations
to the spherically symmetric one-center radial equation. The monopole approximation was found to be
very useful for studying processes at short internuclear distances [25]. Unfortunately, this approach as
well as its one-center extensions beyond the monopole approximation [26, 27] can not be applied to
calculations of charge-transfer processes.
Recently [28–30] we developed a method which allows solving the time-dependent two-center Dirac
equation in the basis of atomic-like Dirac-Fock-Sturm orbitals. With this method we could calculate
the electron-excitation and charge-transfer probabilities in low-energy ion-ion and ion-atom collisions.
Despite the diversity of the methods developed, none of them provide the full relativistic treatment
of the quantum dynamics of electrons in low-energy heavy-ion collisions beyond the monopole approx-
imation. In particular, it means that with these methods we can not calculate the charge-transfer prob-
ability for the low-energy collision with the proper account for the dynamics of the occupied negative-
energy states. This problem, which seems especially important for studying the supercritical regime,
remains unsolved even for the simplest one-electron case. Moreover, the rather successful applica-
tion of the method of Ref. [28] for calculations of the charge-transfer and total ionization probabilities
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and its generalization to study the excitation and charge transfer with many-electron systems [29, 30]
does not guarantee that the finite basis set representation based on the atomic-like orbitals can properly
describe the two-center continuum states.
In the present paper, which should be considered as a continuation of our previous investiga-
tions [28–32], we work out an alternative approach to calculations of electron-excitation and charge-
transfer probabilities in low-energy heavy-ion collisions. In this method, the time-dependent Dirac
wave function is expanded in the basis of Hermite cubic splines at a fixed grid. Such a basis was
previously successfully used in the 1D and 2D time-dependent nonrelativistic calculations [33, 34].
The Hermite splines are a special choice of well-known B-splines [35]. During the last decades
the B-splines were successfully applied for solving the one-center Dirac equation [36, 37] as well as
the two-center nonrelativistic Schro¨dinger [38] and relativistic Dirac [27, 39] problems. The Hermite
splines have been used to obtain accurate solutions of the nonrelativistic Hartree-Fock [40, 41] and
relativistic Dirac-Fock equations [42] for diatomic molecules. An accurate finite element method using
cubic Hermite splines was also recently developed for atomic calculations within the density functional
theory and the Hartree-Fock method [43]. The convergence with respect to the total number of the
basis functions was investigated for Hermite splines of different order and it was concluded that the
cubic splines provide an optimum choice with respect to the convergence and the simplicity of analytic
expressions derived for the matrix elements [43]. The basis of the cubic Hermite splines is shortly
discussed in Sec. II B of the present paper.
In Sec. II we describe the procedure of solving the one-electron time-dependent Dirac equation in
the finite basis of the Hermite cubic splines. The monopole (1D), axially symmetric (2D) and full
3D approaches are formulated. Basic formulas for the transition amplitudes, including those which
properly account for the negative-energy spectrum contribution, are also given. In Sec. III the results
of our calculations of the excitation and charge-transfer probabilities for the U91+(1s)–U92+ collision
at the projectile energy E = 6 MeV/u are presented and compared with the previous calculations.
Atomic units (h¯ = e = m = 1) are used throughout the paper.
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FIG. 1: The straight-line trajectory of the ion-ion collision. The target A is stationary, while the projectile B
moves along a straight line with the velocity v. R is the distance between the target A and the projectile B, and b
is the impact parameter.
II. METHODS OF CALCULATION
A. Time-dependent Dirac equation in a finite basis
In our consideration we employ the semiclassical approximation, where the atomic nuclei are treated
as sources of a time-dependent external potential. What is more, instead of using the classical (Ruther-
ford) trajectories, in our calculations we assume that the projectile (U92+) moves along a straight line
with a constant velocity, while the position of the target (U91+(1s)) is fixed (Fig. 1). The electron
motion is described by the time-dependent Dirac equation
i
∂
∂t
ψ(r, t) = Hˆ ψ(r, t) , Hˆ = cα · p + (β − 1)c2 + V (r, t), (1)
where ψ(r, t) denotes the Dirac bispinor and α, β are the Dirac matrices. The two-center potential
V (r, t) consists of the nuclear Coulomb potentials of the target and projectile
V (r, t) = V Anucl(rA) + V
B
nucl(rB), (2)
where indices A and B correspond to the target and projectile, respectively.
Eq. (1) is solved using the coupled-channel approach with time-independent finite basis set {ϕk(r)}:
ψ(r, t) =
∑
k
Ck(t)ϕk(r), (3)
i S
dC(t)
dt
= H(t)C(t). (4)
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HereC is the vector which incorporates the expansion coefficients Ck(t), H and S are the Hamiltonian
and overlapping matrices,
Hkj = 〈ϕk | Hˆ | ϕj〉 , Skj = 〈ϕk | ϕj〉. (5)
We note that in contrast to our previous work [28], where the time-dependent basis functions were
employed, the differential matrix equation (4) has a simpler form. To solve equation (4) we apply the
Crank-Nicolson (CN) method [44, 45]. In this method a short-time evolution operator, ψ(t + ∆t) =
UˆCN(t+∆t, t)ψ(t), is approximated by
UˆCN(t +∆t, t) =
[
1 +
i∆t
2
Hˆ(t+∆t/2)
]−1 [
1− i∆t
2
Hˆ(t+∆t/2)
]
. (6)
UˆCN, being a unitary operator, conserves the norm of the wave function. The CN method is known as
stable and accurate up to the (∆t)2 terms included.
With the CN method, the time-dependent equation (4) can be written as
C(t+∆t) = UCN(t+∆t, t) C(t), (7)
where
UCN(t+∆t, t) =
[
1 +
i∆t
2
S−1H(t+∆t/2)
]−1 [
1− i∆t
2
S−1H(t+∆t/2)
]
. (8)
We emphasize that, in contrast to the operator UˆCN, the matrix UCN is not unitary, since the matrices
S and H do not commute. However, the matrix UCN also preserves the wave function norm (see the
Appendix)
〈ψ(t+∆t)|ψ(t +∆t)〉 = C+(t+∆t)SC(t+∆t) = 〈ψ(t)|ψ(t)〉 = 1. (9)
To determine the coefficients C(t + ∆t) at each time step we have to solve the following system of
linear equations [
S +
i∆t
2
H
]
C(t +∆t) =
[
S − i∆t
2
H
]
C(t). (10)
B. Basis of cubic Hermite splines
In this paper we use a basis of piecewise Hermite cubic splines. Let us consider a partition of the
interval [a, b] into N subintervals: a = x0 < x1 < . . . < xN = b, with the length hα = xα − xα−1
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FIG. 2: The Hermite basis splines.
of the α-th interval. We introduce two basis piecewise functions s0α(x) and s1α(x) for each point xα
(α = 1, . . . , N − 1) [35]:
s0α(x) =


(x− xα−1)2
h3α
[2(xα − x) + hα] xα−1 ≤ x ≤ xα
(xα+1 − x)2
h3α+1
[2(xα − x) + hα+1] xα ≤ x ≤ xα+1
0 otherwise
(11)
and
s1α(x) =


(x− xα−1)2
h2α
(x− xα) xα−1 ≤ x ≤ xα
(xα+1 − x)2
h2α+1
(x− xα) xα ≤ x ≤ xα+1
0 otherwise
. (12)
The values of these functions and their first derivatives at the nodal points are given by
s0α(xβ) = δα,β ,
ds0α
dx
(xβ) = 0 , s
1
α(xβ) = 0 ,
ds1α
dx
(xβ) = δα,β . (13)
The functions s0α and s1α are displayed in Fig. 2. Both Hermite splines sµα (µ = 0, 1) are continuously
differentiable at all points, in contrast to the second derivatives, which are discontinuous at the points
xα−1, xα, and xα+1. Since the sµα splines vanish outside the interval (xα−1, xα+1), we can write
sµα(x) s
ν
β(x) = 0 if |α− β| ≥ 2 , (µ, ν = 0, 1) . (14)
Therefore the Hamiltonian and overlapping matrices in this basis are sparse.
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The Hermite cubic interpolation expansion for a function f(x) with the boundary conditions f(a) =
f(b) = f ′(a) = f ′(b) = 0 is given by a rather simple equation:
f(x) =
N−1∑
α=1
[
f(xα) s
0
α(x) + f
′(xα) s
1
α(x)
]
. (15)
It should be noted that the piecewise Hermite cubic spline interpolation is one of the best choice of the
cubic spline interpolation schemes [35].
C. Monopole approximation (1D)
In this subsection we consider the collision of a bare nucleus (projectile) with a H-like heavy ion
(target) in the central-field (monopole) approximation. Within this approximation only the monopole
part of the reexpansion of the projectile Coulomb potential at the target center is taken into account:
V Bmon(r, t) =


−Z
r
r ≥ R(t)
− Z
R(t)
r < R(t)
. (16)
Here R(t) denotes the time-dependent distance between the target A (at the rest) and the moving pro-
jectile B, and, for simplicity, the point-charge nuclear model is used.
We should stress that in our one-center monopole approximation the electron-nucleus interaction
potential is centered at the target (A) position, in contrast to the center of nuclear mass position, which
was employed in Refs. [21–23].
In the central-field approximation the time-dependent wave function ψ(r, t) is the Dirac bispinor
ψnκm(r, t) =


Pnκ(r, t)
r
χκm(Ω)
i
Qnκ(r, t)
r
χ−κm(Ω)

 , (17)
where Pnκ(r, t) and Qnκ(r, t) are the large and small radial components, respectively, χκm(Ω) is the
spherical spinor, and κ = (−1)l+j+1/2(j + 1/2) is the Dirac angular quantum number.
The time-dependent radial Dirac equation can be written in the form

i
∂
∂t
P (r, t) = c
[
− d
dr
+
κ
r
]
Q(r, t) +
[
V A(r) + V Bmon(r, t)
]
P (r, t)
i
∂
∂t
Q(r, t) = c
[
d
dr
+
κ
r
]
P (r, t) +
[
V A(r) + V Bmon(r, t)− 2c2
]
Q(r, t)
, (18)
7
where c is the speed of light. The functions P (r, t) and Q(r, t) are expanded in the finite basis set of
cubic Hermite splines sµα(r) with the Hermite components (µ = 0, 1)

P (r, t) =
∑
α,µ
CPαµ(t) s
µ
α(r)
Q(r, t) =
∑
α,µ
CQαµ(t) s
µ
α(r)
. (19)
Substituting this expansion into Eq. (18) leads to the time-dependent matrix equation for the vector of
coefficients C(t):
i
∂
∂t
C(t) = S−1H(t)C(t) , C(t) =

 C
P (t)
C
Q(t)

 , (20)
where S is the overlapping matrix and H(t) is the matrix of the radial Dirac operator Hˆ(t),
Hˆ(t) =


V A(r) + V Bmon(r, t) c
[
− d
dr
+
κ
r
]
c
[
d
dr
+
κ
r
]
V A(r) + V Bmon(r, t)− 2c2

 . (21)
Eq. (20) is solved by the CN method withC(t = −∞) corresponding to the 1s state of the target H-like
ion.
The monopole approximation is rather crude at large internuclear distances and can not be applied to
investigation of the charge-transfer processes. However, the simple one-center calculations give some
useful information about electron-excitation and ionization processes, and can be used to estimate the
role of the negative-energy Dirac continuum.
D. Axially-symmetric field (2D)
In this subsection we describe the 2D approach for heavy-ion collisions. In this approach the pro-
cess is approximated by the head-on collision and the time-dependence of the internuclear distance is
assumed to be equal to R(t) =
√
Z2(t) + b2 (see Fig. 1).
Since in the case under consideration the external field is axially symmetric, the Dirac operator Hˆ
commutes with the z-component Jˆz of the total angular momentum of the electron. Then the wave
function can be chosen as an eigenfunction of the operator Jˆz,
Jˆz ψm(r, t) = mψm(r, t) (22)
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with a half-integer quantum number m.
In the cylindrical coordinates (ρ, φ, z) the 4-component wave function ψm(r, t) can be written as
ψm(ρ, φ, z, t) =
1√
2pi
1√
ρ


U1m(ρ, z, t) exp[i(m− 12)φ]
U2m(ρ, z, t) exp[i(m+
1
2
)φ]
iU3m(ρ, z, t) exp[i(m− 12)φ]
iU4m(ρ, z, t) exp[i(m+
1
2
)φ]


. (23)
The factor √ρ is introduced in the definition of the wave function Um(ρ, z, t) [46] in order to sim-
plify the integration over the variable ρ in the matrix elements of the Dirac and unit operators. The
normalization condition of the wave function is given by
〈ψm|ψm〉 =
∞∫
−∞
dz
∞∫
0
dρU+m(ρ, z, t)Um(ρ, z, t) = 1 . (24)
Substituting Eq. (23) into the Dirac equation (1), we obtain
i
∂
∂t
Um(ρ, z, t) = HˆC Um(ρ, z, t), (25)
where the Hermitian operator HˆC is the cylindrical part of the Dirac operator
HˆC =


V 0 c
∂
∂z
Kˆ
0 V −Kˆ+ −c ∂
∂z
−c ∂
∂z
−Kˆ V − 2c2 0
−Kˆ+ c ∂
∂z
0 V − 2c2


, (26)
Kˆ = c
(
∂
∂ρ
+
m
ρ
)
. (27)
We solve the time-dependent Dirac equation (25), using the finite basis expansion in both ρ and z
variables
Uk(ρ, z, t) =
∑
α,µ
∑
β,ν
Ckαµ,βν(t) s
µ
α(ρ) s
ν
β(z) . (28)
Here index k = 1, 2, 3, 4 enumerates the U(ρ, z, t) components. The coefficients C(t) can be found
solving the time-dependent matrix equation (4).
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E. Full 3D approach
In the 3D case we use the Cartesian coordinates (x, y, z) and the finite basis spline expansion of the
wave function ψ(r, t) in the form
ψk(x, y, z, t) =
∑
α,µ
∑
β,ν
∑
γ,λ
Ckαµ,βν,γλ(t) s
µ
α(x) s
ν
β(y) s
λ
γ(z) . (29)
The index k = 1, 2, 3, 4 enumerates the components of the Dirac bispinor, indices µ, ν, λ = 0, 1 denote
the type of the cubic Hermite splines, and indices α, β, γ label the splines, centered at the different
points. The total number of the basis functions is equal to N = 4 · 2Nx · 2Ny · 2Nz, where Nx, Ny and
Nz are the numbers of grid points in the x, y, and z directions, respectively.
In the 3D case we are faced with the huge sparse overlapping S and Hamiltonian H(t) matrices. It
is possible to store only nonzero elements of these matrices in computer memory. Solving the time-
dependent equation by the CN method (10) we have to calculate the inverse S−1 matrix. A fast al-
gorithm based on factorization of the overlapping matrix into Kronecker’s (direct) matrix production
S = Sx ⊗ Sy ⊗ Sz and the inverse matrix calculation [47] S−1 = S−1x ⊗ S−1y ⊗ S−1z are used.
Eq. (10) is solved by the stabilized biconjugate gradient method [48]. The generalization of this
method for the case of complex matrices is given in Ref. [49].
The coefficients C at the initial time point can be determined using the interpolation properties of
the cubic Hermite splines (15)
Ckαµ,βν,γλ =
(
∂
∂x
)µ (
∂
∂y
)ν (
∂
∂z
)λ
ψk0 (x, y, z)
∣∣∣∣∣
xα,yβ ,zγ
, µ, ν, λ = 0, 1 , (30)
where ψ0(x, y, z) is the ground state wave function of the H-like ion in the central-field approximation.
F. Transition amplitudes. Contribution of the negative-energy Dirac continuum
We consider here, for simplicity, one-center transitions between the target states, assuming that the
target is at rest. For the one-electron system the transition amplitude is defined by
Tji = 〈ψ(0)j (t)|ψi(t)〉, t→∞, (31)
where ψ(0)j (r, t) = e−iεjtφj(r) is a one-electron stationary wave function of the unperturbed target
Hamiltonian (Hˆ(0)φj = εjφj) and ψi(r, t) is the wave function of the colliding system with the initial
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condition:
ψi(r, t)→ e−iεitφi(r), t→ −∞. (32)
The corresponding probability is equal to Pji = |Tji|2. In particular, the probability to find the electron
after the collision in the ground 1s state of the target is
P1s = |〈ψ(0)1s (t)|ψ1s(t)〉|2, t→∞. (33)
Formally, we can also define the total transition probability P (−) to the negative-energy states
P (−) =
εj≤−2c2∑
j
|〈ψ(0)j (t)|ψ1s(t)〉|2, t→∞. (34)
To be closer to the real situation, we should consider the many-electron picture, where all the negative-
energy continuum states are occupied by electrons according to the Pauli principle. Then, neglecting
the electron-electron interaction, the one-electron wave functions ψ(0)1s (r, t) and ψ1s(r, t) in Eq. (33)
have to be replaced by the Slater determinants
Ψ
(0)
1s (r1, . . . , rNe , t) =
1√
Ne!
det{ψ(0)k (rl, t)} , Ψ1s(r1, . . . , rNe, t) =
1√
Ne!
det{ψk(rl, t)} , (35)
where Ne is the number of electrons, that includes the one 1s and all negative-energy continuum elec-
trons. Then, the corrected probability P 1s to find the system after the collision in the ground 1s state is
given by
P 1s = |〈Ψ(0)1s (t)|Ψ1s(t)〉|2 = | det{〈ψ(0)k (t)|ψl(t)〉}|2 , (36)
where k and l run over the one 1s and all negative-energy continuum states. In deriving Eq. (36) we
have used the fact that the scalar product of two Slater determinants is equal to the determinant of the
scalar product of the one-electron wave functions [50].
The calculation of the corrected probability P 1s is much more time consuming than the calculation
of P1s. In the present paper we performed this calculation in the 1D case only.
We note that the same result, which is given by Eq. (36), can be obtained using the second quantiza-
tion formalism [51].
III. RESULTS OF THE CALCULATIONS AND DISCUSSION
In this section we present the results of the calculations within the monopole (1D) and axially-
symmetric (2D) approximations, and the full 3D approach. We consider the straight-line collision of the
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H-like uranium (target, A) being initially in the ground state with the bare uranium nucleus (projectile,
B) at the 6 MeV/u energy and the impact parameter b (see Fig. 1). We choose the coordinate system
with the origin at the center of the fixed target and the z-axis parallel to the straight-line trajectory
of the projectile. Unless stated otherwise, the model of the nuclear charge distribution employed is a
uniformly charged sphere of radius Rn =
√
5/3RRMS, where RRMS is the root-mean-square nuclear
radius. Then the Coulomb potential of the nucleus is given by
Vnucl(r) =


− Z
r
r ≥ Rn
− Z
2Rn
(
3− r
2
R2n
)
r < Rn
. (37)
According to Ref. [52], we use RRMS = 5.8569(33) fm for the uranium nuclear radius.
A. Monopole approximation (1D)
In the monopole approximation we use the basis set of 384 splines (96 grid points) that is sufficient
to obtain the results with a high accuracy. This can be seen from Table I, where we compare our data
for the energy of the 1s state of H-like ions, calculated for the point-charge nucleus in the finite basis
approximation, with the exact analytical values.
The semi-logarithmic grid ζα = η rα + ξ ln(rα), proposed by Brattsev [53] and widely used in
nonrelativistic [54] and relativistic [55] atomic calculations, is employed to generate the set of points
rα (points ζα are taken with a constant step).
TABLE I: The 1s state energy of H-like ions (in a.u.) for the point-charge nucleus.
Z Finite basis Exact values
92 -4861.1979 -4861.1979
100 -5939.1952 -5939.1952
130 -12838.926 -12838.920
In the monopole approximation we can not calculate the charge transfer probabilities. However,
we can evaluate the 1s state target population probability P1s(b) (probability to stay in the 1s target
state after the collision) and the transition probability to the negative-energy continuum states P (−)(b)
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as functions of the impact parameter b. The collision was considered in a spherical box, with the
target placed at the box center. The radius of the box was taken to be 19/Z a.u. ≃ 10924 fm. This
value should be compared with the mean radius of the 1s orbital of H-like uranium equal to 〈r〉 ≃
0.0135 a.u.≃ 713 fm.
TABLE II: The average energy Emin(b) at the minimal internuclear distance (R = b), as a function of the impact
parameter b (in fm). The calculations are performed for the point-like and uniformly charged sphere nuclear
models (RRMS = 5.8569 fm). The monopole (1D) approximation is used.
Emin/mc
2 + 1
b Point-charge nucleus Sphere nuclear model
15 -1.353 -1.224
20 -1.124 -1.046
25 -0.967 -0.913
30 -0.849 -0.810
40 -0.680 -0.656
50 -0.561 -0.545
In Table II we present the results of our calculations for the minimal energy Emin(b), as a function
of the impact parameter b. The minimal energy Emin(b) was calculated as the expectation value of
the time-dependent Hamiltonian Hˆ(t) (see Eq. (21)) at the shortest internuclear distance R(0) = b,
which corresponds to t = 0. As one can see from Table II, the average energy Emin(t, b) dives into
the negative-energy continuum at the impact parameter slightly bigger than b = 20 fm. It should be
noticed that the stationary 1s state of the quasi-molecule calculated within the 1D model for the point-
charge nucleus dives into the negative-energy continuum at the critical internuclear distance Rcr =
25.5 fm [28].
In Table III we present the results of our calculations for the 1s population probability P1s(b) and
the negative-energy continuum population probability P (−)(b) as functions of the impact parameter b.
The 1s population probability P1s(b) was calculated in the one-electron picture.
We also calculated the corrected 1s population probability P 1s(b) within the many-electron picture,
described in Sec II F. The calculations have been performed for the point-like and uniformly charged
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TABLE III: The population probability of the 1s target state P1s(b) and the negative-energy continuum population
probability P (−)(b) at the infinite time limit (t → ∞) as functions of the impact parameter b (in fm). The
monopole (1D) approximation is used.
Point-charge nucleus Sphere nuclear model
b P1s P
(−) P1s P
(−)
15 0.549435 4.70 × 10−3 0.610272 3.43 × 10−3
20 0.669281 2.59 × 10−3 0.706189 2.00 × 10−3
30 0.811566 0.87 × 10−3 0.826959 0.72 × 10−3
40 0.886131 0.32 × 10−3 0.893379 0.27 × 10−3
50 0.928079 0.12 × 10−3 0.931794 0.11 × 10−3
TABLE IV: The population probability of the 1s target state calculated within the one-electron (P1s(b)) and
many-electron
(
P 1s(b)
)
pictures as a function of the impact parameter b (in fm). The calculations are performed
for the point-like and uniformly charged sphere nuclear models ( RRMS = 5.8569 fm). The monopole (1D)
approximation is used.
Point-charge nucleus Sphere nuclear model
b P 1s P 1s − P1s P 1s P 1s − P1s
15 0.550244 8.09 × 10−4 0.610755 4.84 × 10−4
20 0.669606 3.25 × 10−4 0.706402 2.14 × 10−4
30 0.811627 0.61 × 10−4 0.827004 0.45 × 10−4
40 0.886144 0.13 × 10−4 0.893389 0.11 × 10−4
50 0.909947 0.03 × 10−4 0.931796 0.03 × 10−4
sphere nuclear models. The obtained values are presented in Table IV. The comparison of the P 1s(b)
data with the values obtained in the one-electron picture shows that the role of the negative-energy
continuum is rather small, and a larger effect comes from the nuclear charge distribution.
The high probability of staying in the initial state of the target can be explained by the fact that the
velocity of the incident particle vp is much smaller than the velocity of electron motion ve in the nuclear
14
field, vp/ve ∼ 0.16.
B. Axial-symmetry approximation (2D)
In the axial-symmetry approximation the calculations were performed using 200 splines (100 grid
points) along the z axis and 52 splines (26 grid points) for the variable ρ on the uniform grid. Thus,
the total number of the basis functions was equal to 4 × 200 × 52 = 41600. The cylindrical box
20000× 5000 fm2 was used, and the target position was shifted by 5000 fm from the box center along
the z axis in the direction of the initial projectile position. This was done to minimize the influence
of the box borders on the time-dependent wave function after the collision. The number of time steps,
which was used to solve the time-dependent equation, was equal to 15000. The point-charge nuclear
model was used for both colliding nuclei. The initial 1s wave function, localized at the target ion, was
calculated as an eigenfunction of the Hamiltonian matrix in the same basis set. The obtained energy
value, −4849 a.u., is close to the exact one, which is equal to −4861 a.u.
The charge-transfer probability Pct(b) was calculated by dividing the entire space into two equal
parts and integrating the final electron density over the part with the projectile. The values of Pct(b)
obtained in the 2D approximation and in the full 3D approach (the corresponding details are given in
the next subsection), and also the related data from Ref. [28] are presented in Fig. 3. The evaluation
was done within the one-electron picture. One can observe a rather good agreement between the 2D
and full 3D results for the charge-transfer probability.
C. Full 3D approach
In the 3D case the charge-transfer probability was calculated using 40 × 40 × 80 splines for each
component of the four component relativistic wave function on the 3D (x, y, z) uniform space grid. The
total size of the finite basis set was equal to 512000. The point-charge nuclear model was used for both
colliding nuclei. The U91+(1s) initial state energy calculated with this basis is equal to −4711 a.u., that
fairly agrees with the exact energy value.
The rectangular box 6900 × 6900 × 13800 fm3 was used in the 3D calculations and, as in the 2D
case, the target position was shifted from the box center along the z axis in the direction of the initial
projectile position by the value equal to a quarter of the box length. The time-dependent equation was
solved using the CN method with 1024 time steps. Again, the one-electron picture was used.
15
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)
FIG. 3: The charge-transfer probability Pct(b) as a function of the impact parameter b. The signs ”+” and ”×”
indicate the 2D and 3D results, respectively. The solid line shows the results from Ref. [28].
The values of the charge-transfer probability Pct(b) obtained with the 3D approach are shown in
Fig. 3. The results are in good agreement with the data obtained in Ref. [28].
IV. CONCLUSION
In this paper we presented a new method for the relativistic calculations of one-electron two-center
quasi-molecular systems in both stationary and time-dependent regimes using the finite basis set of
cubic Hermite splines. The calculations were performed for the low-energy U91+(1s)–U92+ collision
at the projectile energy 6 MeV/u within the 1D, 2D and 3D approaches.
In the 1D approximation we examined the influence of the negative-energy Dirac continuum on the
1s population probability. It was found that this influence is rather small. It should also be noted that the
probability to find the electron in the 1s state of the target after the collision, calculated in the monopole
approximation, is quite large. This shows the adiabatic nature of the collision process.
The charge-transfer probabilities were evaluated in the 2D approximation and in the full 3D approach
using the one-electron picture. The results of the calculations are in a good agreement with each other,
that also indicates the adiabatic nature of the collision process. The obtained results agree also with our
previous calculations performed by the Dirac-Sturm method [28].
16
Acknowledgments
We thank S. Hagmann and C. Kozhuharov for many helpful discussions. This work was supported
by RFBR (Grants No. 13-02-00630 and No. 11-02-00943-a), by the Ministry of Education and Science
of the Russian Federation (Grant No. 8420), by GSI, by DAAD, and by the grant of the President of
the Russian Federation (Grant No. MK-2106.2012.2). The work of I.A.M. was also supported by the
Dynasty foundation. I.A.M., A.I.B., and Y.S.K. acknowledge financial support by the FAIR–Russia
Research Center.
17
Appendix: Crank-Nicolson method for the finite basis time-dependent equa-
tion in the non-orthogonal basis
Consider the time-dependent Dirac equation in the finite basis set
i S
dCi(t)
dt
= H(t)Ci(t) , ψi(r, t) =
∑
k
C ik(t)ϕk(r). (A1)
Here the index i enumerates different solutions of the time-dependent equation. In the Crank-Nicolson
approximation the coefficients C i(t + ∆t) can be determined from the coefficients Ci(t) by solving
the system of linear equations[
S +
i∆t
2
H
]
C
i(t+∆t) =
[
S − i∆t
2
H
]
C
i(t) . (A2)
Let us rewrite this equation in the following way
S1/2
[
1 +
i∆t
2
H(L)
]
S1/2C i(t+∆t) = S1/2
[
1− i∆t
2
H(L)
]
S1/2C i(t), (A3)
where H(L) is the Hamiltonian matrix in the Lo¨wdin representation [56]
H(L) ≡ S−1/2H S−1/2 .
Eq. (A3) is conveniently written in the form
C
i(t+∆t) = UCNC
i(t) , (A4)
where the matrix UCN is given by
UCN ≡ S−1/2 (V −1)+ V S1/2 , (A5)
with
V ≡
[
1− i∆t
2
H(L)
]
. (A6)
The matrices V and V + commute, since H(L) is an Hermitian matrix. We obtain
UCN S U
+
CN =
(
S1/2 V −1
+
V S−1/2
)
S
(
S−1/2 V + V −1 S1/2
)
= S
and
C
i+(t+∆t)SCj(t+∆t) = Ci
+
(t)U+CN S UCNC
j(t) = Ci
+
(t)SCj(t) . (A7)
Thus, the Crank-Nicolson approximation preserves the norm of the wave function
〈ψi(t+∆t)|ψj(t+∆t)〉 = Ci+(t+∆t)SCj(t+∆t) = 〈ψi(t)|ψj(t)〉 . (A8)
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