Gene expression information from microarray experiments is a primary form of data for biological analysis and can offer insights into disease processes and cellular behaviour. Such datasets are particularly challenging to build classifiers for, due to their very high dimensional nature and small sample size. Decision trees are a seemingly attractive technique for this domain, due to their easily interpretable white box nature and noise resistance. However, existing decision tree methods tend to perform rather poorly for classifying gene expression data. To address this gap, we introduce a new technique for building decision trees that is better suited to this scenario. Our method is based on consideration of the area under the Receiver Operating Characteristics (ROC) curve, to help determine decision tree characteristics, such as node selection and stopping criteria. We experimentally compare our algorithm, called ROCtree, against other well known decision tree techniques, on a number of gene expression datasets. The experimental results clearly demonstrate that ROC-tree can deliver better classification accuracy in a range of challenging situations.
Introduction
Gene expression measurements from DNA microarray [18] experiments provide information gleaned from tissue and cell samples that may be crucial to disease diagnoses and distinguish specific tumour types. Clinical decision support [39] is an emerging medical application domain for microarray gene expression technology; and is used to diagnose diseases, predict clinical outcomes and responses to treatment. However, gene expression data is particularly challenging to build classifiers for, since it typically has thousands of features, but only tens or at most hundreds of instances. There is a pressing need for simple and easily interpretable classification tools that can operate on high dimensional gene expression datasets with good accuracy.
Decision trees are a well known and classic classification technique [6] , [31] . Moreover, they are selfexplanatory, easily understood, interpreted and inferred from [6] , and have been successfully used for classifica-tion in diverse areas such as radar signal classification, character recognition, remote sensing, medical diagnosis, expert systems, and speech recognition. Decision trees require little data preparation in terms of parameter settings, and are well suited to exploratory knowledge discovery. They can handle both numerical and categorical data. Also, their representation allows the illustration of any discrete value classifier [35] . Their "white box" nature means that it is possible to validate a model with statistical tests and for a human expert to interpret it. Consequently, the reliability of the model can be expressed and accounted for. Decision trees can handle datasets that may have errors or missing values. The model is typically robust and can handle large amounts of data in a relatively short time [16] . The most important characteristics of decision tree classifiers are their efficacy to divide a complex decision-making process into a number of simpler decisions, and thus provide a solution which is easily interpretable.
However, although decision tree classifiers have a lot of benefits, they tend to suffer from lower predictive power for gene expression microarray datasets. Therefore, even though several works applying them exist in the microarray literature (e.g., [3] - [41] ), this technique is currently not so popular in the gene expression microarray domain [24] , because there is a noticeable gap between their prediction performance, compared to that of other techniques such as Support Vector Machines (SVMs) [30] or even k-Nearest Neighbour (k-NN) [1] . Example 1.1. In the ALL-AML leukaemia gene expression dataset, C4.5 [33] has an average accuracy of only 79.17 ± 4.87% using 10 × 10-fold cross validation, whereas SVM and k-NN yield an average accuracy of 98.61 ± 1.26% and 83.33 ± 3.49%, respectively. This lower accuracy of the decision tree classifier can discourage biologists to use it, even though the results are easy to interpret and can provide a clearer understanding of which genes are involved in the classification process and which combinations of genes can separate the classes.
Such an example highlights the prediction accuracy gap that exists when using a decision tree classifier technique for gene expression microarray data. Our aim in this paper is to improve the classification performance of decision trees in this gene expression microarray domain. Although we will use comparison to the classification performance of support vector machines as one benchmark, our expectation is not to outperform this technique. Rather, our belief is that a decision tree classifier which is only marginally less accurate than a support vector is in fact preferable for biologists to use, due to its superior interpretability.
In this paper, we introduce a novel binary decision tree induction algorithm to classify patients from gene expression datasets. This has substantially better accuracy than existing decision tree induction techniques for such data. The proposed tree is based on consideration of the area under the Receiver Operating Characteristics (ROC) curve [20] . This value is equivalent of the Mann-Whitney U statistic [2] normalized by the number of possible pairings of positive and negative values, also known as the two sample Wilcoxon rank-sum statistic [21] . The area under the ROC curve (AUC) actually represents the probability that a randomly chosen positive example is correctly rated (ranked) with greater suspicion than a randomly chosen negative example. Moreover, this probability of correct ranking is the same quantity estimated by the non-parametric Wilcoxon statistic [4] .
Deng et al. [10] demonstrated that the assumption that the gene expression data follows the Gaussian (normal) distribution often does not hold true in real world data. Therefore, a non-parametric test like Wilcoxon rank sum is statistically a better way to identify discriminative genes than parametric tests like t-test. Apart from establishing the suitability of non-parametric tests, they also showed that using the significance level threshold, instead of an arbitrary number of discriminative genes as the parameter carries the quality specification in statistics.
Traditionally, in data mining and machine learning, the ROC curve is used to test the quality of binary classifiers [12] , [40] . Mamitsuka [26] used the AUC to rank genes by treating each gene as a single feature classifier. In this study, we generalise and adapt Mamitsuka's ranking technique for use in decision tree node selection. In short, we develop an algorithm, ROCtree, to induce a binary decision tree to classify patients from gene expression data.
The intuitive outline of the technique is as follows: Challenges: For most classification techniques examined in the literature, the accuracy greatly suffers if the number of examples used for training is much lower than the number of attributes. Furthermore, having a large number of attributes, as is the case in most gene expression datasets, poses a great challenge for decision trees, since the data can be highly noisy and traditional measures such as information gain [33] or gini impurity [6] often lead to erroneous decisions.
Issues Related to Induction of Decision Trees:
Inducing a decision tree using a top-down approach requires dealing with three other issues apart from selecting the best attribute to use at each node in the tree. Firstly, one has to choose a splitting threshold to form the two children for each node. This choice of splitting criterion affects the quality of the decision tree and has been the subject of considerable research. However, it is extremely important to split the dataset in a way so that uncertainty can be reduced maximally, i.e., most of the similar classes fall under the same branch [28] . Secondly, one needs a criterion to determine when to stop growing the tree. To avoid difficulties in choosing a stopping rule, most decision tree induction algorithms grow the tree to its maximum size where the terminal nodes are pure or almost pure, and then selectively prune the tree. Thirdly, the final issue is how to decide what class label to assign for the terminal (leaf) nodes.
Related Work: There exist numerous algorithms to construct decision trees. There have been several approaches to deal with large datasets. Catlett [9] explored two methods that efficiently induce decision trees from high dimensional datasets by reducing the computational complexity required for induction. Fifield [14] proposed a parallel implementation of the ID3 algorithm. Ferri et al. [13] used area under the ROC curve (AUC) as a quality metric to choose nodes in a decision tree. They proposed a method that selects a feature and split point based on the AUC corresponding to a classifier for every potential class labelling for the induced child nodes. This is rather different to the technique we will present, which uses an AUC measure to select a node based on its classification performance and then uses the misclassification rate to choose a split point. Also, their technique grows the tree to its maximum size until the terminal nodes are pure or almost pure, and then prunes the tree using "Pessimistic Error Pruning" [32] , whereas, we use a stopping criterion based on AUC. We will later make a comparison between this technique and ours in the experiments.
Ma and Huang [25] proposed using the binormal AUC as the objective function for two-sample classification, and the threshold gradient directed regularization method for regularized estimation and biomarker selection. They also developed Monte Carlo based methods for evaluating the stability and prediction performance of the proposed estimator and individual biomarkers (i.e., genes).
Statnikov et al. [37] aimed to develop a reliable and powerful cancer diagnostic model creation system based on microarray data. Their focus on multi-category diagnoses attempted to keep the approach realistic. Their results suggested that the Multiclass Support Vector Machines (MC-SVMs) were the most accurate classifiers for cancer diagnoses from gene expression data, since they outperformed all the other methods considered. They also noted that gene selection techniques significantly improve the classification performance of both MC-SVMs and other classifiers used in their study. They concluded that the ensemble models did not always show improvements over non-ensemble models.
Our Contributions: Our main contributions in this paper are as follows:
• Development of a decision tree induction technique, ROC-tree, which in a novel way uses the area under the ROC curve to select nodes of the tree. This aims to address the current gap in classification performance of standard decision tree classifiers used for gene expression datasets.
• Determination of an AUC-based criterion to stop growing the tree.
• An experimental investigation which demonstrates that ROC-tree outperforms well known techniques like C5.0 [34], its predecessor C4.5 [33] , ADTree [15] , Random Forest [5] , and Ferri et al.'s [13] AUCsplit in terms of accuracy as well as overall AUC value. Furthermore, the predictive power of ROC-tree for gene expression is comparable to the black box support vector machine approach, making it an attractive tool for biologists.
Organization:
The remainder of the paper is organized as follows. In Section 2, we briefly discuss the fundamental concepts behind the algorithm developed. Our algorithm is formally described in Section 3. Section 4 presents the design of the experimental investigation. We present and discuss the results in Section 5. Finally in Section 6, we suggest future improvements and conclude the paper.
Preliminaries 2.1 The Receiver Operating Characteristic
Curve A Receiver Operating Characteristic (ROC) curve was first used in signal detection theory [20] . In machine learning, the ROC curve is used to evaluate the discriminative performance of binary classifiers. This is obtained by plotting the curve of the true positive rate (Sensitivity) versus the false positive rate (1 -Specificity) for a binary classifier by varying the discrimination threshold. Figure 1 shows a typical ROC curve. Prior to plotting the ROC curve the sensitivity and specificity need to be calculated as follows:
• True Positive (TP) = The number of predicted positive cases that are actually positive.
• True Negative (TN) = The number of predicted negative cases that are actually negative.
• False Positive (FP) = The number of predicted positive cases that are actually negative.
• False Negative (FN) = The number of predicted negative cases that are actually positive.
It is to be noticed that, all the calculations above are attained when using a particular classifier threshold. By varying the threshold, a set of values for these 
Δ ← Δ+trap area(F P, F P prev , T P, T P prev )
10:
Set φ prev ← φ(i) 11: Set F P prev ← F P
12:
Set T P prev ← T P 13: end if 14: if i is a positive example then 15: T P ← T P + 1 16: else /* i is a negative example */ 17:
end if 19 : end while 20 
measurements is obtained. This set of values is plotted in a two-dimensional Cartesian graph to yield the ROC curve. The ROC curve indicates the performance of the binary classifier, as it takes into account all the possible solutions by varying the discriminative threshold. The best performance would be produced, if the ROC curve matches with the upper left corner of the ROC space (which yields 100% sensitivity and 100% specificity).
The closer the ROC curve is to the upper part of the ROC space, the better the performance of the classifier. An ROC curve is a two dimensional illustration of classifier performance. Reducing ROC performance to a single scalar value to represent expected performance helps compare classifiers. An oft used method is to calculate the area under the ROC curve (AUC) [21] , [4] . There are several ways to calculate AUC. Of these, one /* In the case of a tie take the first attribute */ 7: return A 8: end way is to calculate using trapezoidal integration shown in Eq. (2.3) [29] .
where α = (1 − Specificity), a = 0, b = 1, n = size to increase, and h = b−a n . Prior to calculating the AUC, the set of the values of sensitivity and specificity is normalized to the range [0, 1]. The AUC, being a part of the area of the unit square, has a value between 0 and 1. Since random guessing could produce the diagonal line between (0, 0) and (1, 1) with an area of 0.5, a classifier with an AUC less than 0.5 is undesirable [12] . A value of AUC equal to 1.0 represents that the performance of the binary classifier is 100% perfect, i.e., the classifier can discriminate the dataset accurately and with 100% sensitivity and 100% specificity. An AUC value close to 1 indicates better performance for a binary classifier [11] .
ROC-tree
We now describe in more detail, the steps in our algorithm for building the decision tree using the ROC measure.
Selecting Nodes of the Tree
Previous work has established the use of an ROC curve for feature selection, to identify the discriminative genes in the dataset [26] . First, the ROC curve is plotted for each of the pairs formed by each of the genes and the class label. This means treating a single gene as a classifier and calculating the classification in terms of the sensitivity and specificity by varying the operating point. We adapt this kind of idea as a selection method for nodes in building the decision tree. For each feature (gene), the AUC is calculated and the gene with the highest AUC is selected as the node of the tree. Algorithm 1 shows how to generate ROC points for a given set and calculate the AUC from it; and Alg. 2 presents pseudocode for calculating the AUC for each gene.
Based on selection of a suitable splitting threshold for the selected attribute (to be discussed shortly), the dataset is then divided into two subsets. Each of the subsets is then used to further induce the tree in a similar way. 
Splitting Threshold
Selecting the best value to discriminate the classes based on the selected attribute is important. The splitting threshold is chosen by taking each value of the selected gene from the dataset, and then attempting to classify based on a chosen value and calculating the misclassification rate for that value. The value with the minimum misclassification rate is finally selected as the splitting threshold. for each example i ∈ D do 10: if Γ does not satisfy the i th example then 11: error ← error + 1
12:
end if 13: end for 14: thresError ← thresError ∪ {error} 15: end for 16: Find index of the minimum member of thresError 17: θ ← A index 18: return θ 19: end the sensitivity and specificity measure. This is done because the sensitivity and specificity measure only gives us some idea on true and false positives individually, but does not give a complete picture of classification accuracy. On the other hand, the misclassification rate gives an easily interpretable picture of the performance of the classification. Moreover, splitting the dataset based on misclassification rate can reduce the uncertainty maximally, i.e., most of the similar classes fall under the same branch. Pseudocode for calculating the splitting threshold is presented in Alg. 3.
Stopping Criterion
To decide when to stop growing the tree, the AUC of the selected attribute is tested. A value of AUC equal to 1 represents that the selected attribute can classify the training dataset accurately with 100% sensitivity and 100% specificity. Therefore, a value of AUC close to 1 indicates that Figure 2: The effect of the overall tree performance for different stopping threshold on six gene expression datasets the current node is pure and the tree need not grow. However, to avoid overfitting, growing the tree for a node is stopped, when the AUC for an attribute is found to be 0.95. This is because we do not want to grow the tree for a smaller subset of the training set. We have chosen to use the value of 0.95 for the stopping threshold, based on consideration of varying behaviour of this parameter for the gene expression datasets in our experimental evaluation. Figure 2 shows how the accuracy of the overall tree is affected by varying the value of this parameter, for a number of datasets (to be described later). A noticeable peak in the graph can be seen around the value of 0.95 for the stopping threshold (AUC).
Another situation that we take into account is that if the AUC of a chosen attribute is equal to or less than 0.5, it indicates the predictive power is worse than that of a random classifier [12] . So, when a selected attribute is found to have an AUC equal to or less than 0.5, the growing of the tree is stopped for that node.
Labelling the Leaf Nodes
Once the stop condition is satisfied, further growing of the tree will be ceased. Nonetheless, a class labelling is needed for each of the two children induced by the split point. In this circumstance, we label by the positive class, the child node having values greater than or equal to the threshold value and label the other child node by the negative class. This is done to maintain consistency with the method that we used for selection of the splitting threshold.
Algorithm 4 presents the pseudocode for inducing the ROC-tree using the functions presented in Alg. 2 and Alg. 3. 
Complexity of the Algorithm

Experiment Design and Datasets
For the experimental analysis, we compare against ten other techniques. These are: a number of well known simple decision tree induction techniques: C5.0 [34], its predecessor C4.5 [33] , Ferri et al.'s [13] AUCsplit technique for decision trees, ADTree [15] , Random Forest [5] , REPTree and Random Tree. We also compared against several non decision tree classifiers: Naïve Bayes, k-NN and SVMs using linear kernel (SVM). The linear kernel is chosen because Deng et al. [10] showed that on gene expression datasets, SVMs with linear kernel perform better than SVMs with polynomial or RBM kernel when no explicit feature selection is performed.
Each of the techniques is applied on 12 datasets, of which 6 are GE datasets and 6 are non-GE datasets with having rather different characteristics. To evaluate the performance of the ROC-tree classifier, a 10-fold cross validation (CV) scheme is used 10 times for all 12 datasets. 
Datasets
Gene Expression Dataset 1 (GE1):
This gene expression dataset is collected from the Integrated Tumor Transcriptome Array and Clinical data Analysis database [23] which was first used by van 't Veer et al. [39] . In this dataset, every sample is described by the expression levels of 24,481 genes. The dataset comprises 97 lymph-node-negative breast cancer patients, of which 46 positive and 51 negative cases were present.
Gene Expression Dataset 2 (GE2):
Collected from the Microarray Project of the National Human Genome Research Institute, USA, this gene expression dataset was first used by Hedenfalk et al. [22] . All samples in this dataset are described by the expression levels of 3,226 genes. The subset used in this experiment comprised 14 patients with BRCA1 gene mutations and 8 patients with BRCA2 gene mutations. [36] . In this dataset, 21 prostate cancer patients were evaluable with respect to recurrence following surgery with 8 patients having relapsed and 13 patients having remained relapse free for at least 4 years. Each sample, in this dataset, is described by the expression of 12,600 genes.
Gene Expression Dataset 3 (GE3):
Gene Expression Dataset 5 (GE5):
This dataset is actually a variant of the gene expression dataset 4, and comprises tissue sample of 77 prostate cancer patients and 59 controlled volunteer.
Gene Expression Dataset 6 (GE6):
This gene expression dataset is collected from the Cancer Program [7] , Broad Institute of MIT and Harvard, MA, USA; and was first used by Golub et al. [18] . This dataset contains 47 ALL type and 25 AML type bone marrow samples, over 7,129 probes from 6,817 human genes.
Results and Discussion
The classification results for all 11 techniques on the considered datasets are presented in Tab. 2 and Tab. 3. The best performances among that of the reported classifiers are marked in bold. We begin our discussion by first focusing on classifiers other than the support vector machine. The classification performance of the ROC-tree on the gene expression datasets clearly outperforms that of all the other reported decision trees. We conjecture that one of the reasons for this significantly better performance is due to the better computation of discriminative power of attributes used when building the tree. It is worth noting that for the datasets GE1 and GE6, the performance improvement of the ROC-tree is at least 8% and 13% better than all the other decision tree techniques. Similarly, for GE2, GE3, GE4 and GE5, there are consistent increases in accuracy. Results of statistical significance tests we conducted (Bonferronicorrected t-tests [17] ) confirmed that the improvement in accuracy is significant. For example, when comparing the best results of the ROC-tree with that of the C4.5, on 5 of the 6 gene expression datasets (GE2 to GE6) the p-value is less than 0.05 (0.042463, 0.012897, 0.030047, 0.036691 and 0.04914, respectively). GE1 showed milder improvement (p-value is 0.093591).
The results of the AUCsplit technique were as good as C4.5 or better and slightly lower than our proposed algorithm on these gene expression datasets. This is interesting, since both techniques consider AUC values, yet use it to build the tree in different ways.
The improved performance of the ROC-tree over other decision trees may be due to the fact that the AUC is a better measure to select nodes for the tree in the context of gene expression data, compared to other uncertainty measurements such as entropy and information gain. A key factor to remember here is that gene expression data contains few instances, many attributes and tends to be noisy. It has also been shown that it is not safe to assume that gene expression data satisfies a normal distribution [10] . Hence the use of non parametric statistical measures, to which AUC calculation is closely connected via the Mann-Whitney test (as mentioned in the introduction), are likely to be appropriate for selecting good discriminating attributes.
We also computed the overall AUC value of selected classifiers, shown in Tab. 4, resulting from the 10 × 10 cross validation over the gene expression datasets. The AUC values of the four considered classifiers: ROC-tree, AUCsplit, C4.5 and SVM, indicate that AUCsplit improves over C4.5 more for AUC value than for accuracy value. For five of the six datasets, we see the ROCtree has better AUC than either C4.5 or AUCSplit. In- terestingly, although the SVM technique showed excellent accuracy across 4 gene expression datasets out of 6 datasets, in terms of AUC, its performance was the best on only 2 datasets. ROC-tree also performed impressively when compared to SVM. In particular, when compared to the SVM considering the accuracy metric, ROC-tree managed two wins (for GE1 and GE2) and was not far behind for GE3, GE5 and GE6. Interestingly, compared to SVM for the AUC metric, ROC-tree managed four wins (GE1, GE2, GE3, GE6) and was not far behind for GE4 and GE5. We believe this is an important result, since it establishes that the ROC-tree is highly competitive compared to the SVM, yet has the significant extra advantage of being interpretable to biologists.
Non-GE Datasets:
It is interesting to notice that compared to the success in classifying the high dimensional gene expression datasets, the ROC-tree method yielded accuracy results for the non-GE datasets (see Tab. 3) which were rather less powerful compared to the other classifiers. The underlying reason for this is an open question, but intuitively, we believe it may be because in the presence of fewer attributes, it is difficult to identify ones with substantial discriminative power. This leads to sub-optimal choices being made when building the tree.
Another interesting trend in the results is that hybridized decision tree induction algorithms, like ADTree or Random Forest that performed quite well on the non gene datasets compared to simple decision tree induction techniques like C4.5, or its successor C5.0; did not perform impressively on the gene expression datasets.
Tree Size: The size of each tree built using the ROC-tree method is rather smaller compared to trees generated by ADTree or Random Tree. For almost all gene expression datasets, ROC-tree is about the same size as a C5 or C4.5 pruned tree (see Fig. 3 ). However, for the non-GE datasets, ROC-tree yielded the smallest tree on four datasets (Fig. 4(b) , 4(c), 4(d), 4(f)). Though REPTree generated small trees in most cases, the accuracy is never impressive. Random Tree, on the other hand, always yielded the largest trees.
Running Time: Execution time for the considered algorithms is presented in Tab. 5. It can be seen that the times are relatively fast for all the gene expression datasets (at most tens of seconds). The table indicates that the ROC-tree takes slightly more time to build the tree than C5 does. The execution times of both these algorithms are somewhat higher than that of the other algorithms, including C4.5, which is the predecessor of C5. However, the execution time is still lower than the complex decision trees (i.e., ADTree and Random Forest) or the AUCsplit technique. Apart from tree size, another factor influencing the execution time may be the choice of implementation language used in a particular algorithm. For example, ROC-tree is implemented in MATLAB 2007a, C5 and AUCsplit are implemented in C/C++; and the rest are implemented in Java.
Conclusion
This paper has focused on presenting an effective decision tree algorithm for classifying gene expression datasets. We have shown how the well known ROC measure can be used to construct decision trees with very high accuracy for such datasets. Indeed our classifier is able to substantially improve over the decision tree state of the art for this problem. Decision trees are particularly attractive for biologists due to their intepretability, being able to highlight which genes are actually influencing the classification. For future work, we intend to consider extending our approach to situations where there are three or more classes in the data.
