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Let K be a field and K(α) be an extension field of K. If [K(α) : K] = 3, char K 6= 3,
and the minimal polynomial of α over K is T 3 − uT − v ∈ K[T ], it is proved in Kang
(2000, Am. Math. Monthly, 107, 254–256) that K(α) is a radical extension of K if and
only if, for some w ∈ K, 81v2 − 12u3 = w2 if char K 6= 2, or u3/v2 = w2 + w if char
K = 2. In this paper, we prove a similar result when [K(α) : K] = 4, char K 6= 2, and
the minimal polynomial of α over K is T 4 − uT 2 − vT −w ∈ K[T ] with v 6= 0 : K(α) is
a radical extension of K if and only if the following system of polynomial equations is
solvable in K, 64X3− 32uX2+(4u2+16w)X − v2 = 0 and 64wX2− (32uw− 3v2)X +
(4u2w + 16w2 − uv2)− Y 2 = 0. The situation when v = 0 will also be solved.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction
Let K be a field, K(α) be an extension field of K with [K(α) : K] = n. Assume that
either char K = 0 or char K is a prime number with char K - n. The main question of
this paper is to find necessary and sufficient conditions for K(α) to be a radical extension
of K, i.e. there is some β ∈ K(α) with K(α) = K(β) and βn ∈ K.
Suppose that such a β ∈ K(α) does exist. Write α = a0+a1β+ · · ·+an−1βn−1. Using
the relation βn = c ∈ K and comparing with the minimal polynomial of α over K, we
will get a system of n equations in a0, a1, . . . , an−1, c. By elimination, solving this system
of equations amounts to solving an equation of degree (n− 1)! This process is essentially
the same as the so-called Tschirnhaus’ method (Tignol, 1987, p. 90 ff). Moreover, this
method yields only a necessary condition for K(α) being a radical extension of K.
In the case of [K(α) : K] = 3 and char K 6= 3, the question was solved in Kang (2000).
See Isaacs and Moulton (1998, Theorem 9.4) also.
Theorem 1.1. (Kang, 2000, Theorem 1) Let K be a field such that char K 6= 3.
Suppose that K(α) is an extension field of K and the minimal polynomial of α over K
is T 3 − uT − v for some u, v ∈ K. A necessary and sufficient condition that there exists
β ∈ K(α) such that K(α) = K(β) and β3 ∈ K is that the following polynomial equation
is solvable in K,
X2 = 81v2 − 12u3, if char K 6= 2, 3;
X2 +X = u3/v2, if char K = 2.
The main result of this paper is to establish a similar result for quartic equations.
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Theorem 1.2. Let K be a field such that char K 6= 2. Suppose that K(α) is an extension
field of K and the minimal polynomial of α over K is T 4 − uT 2 − vT − w for some u,
v, w ∈ K with v 6= 0. A necessary and sufficient condition that there exists β ∈ K(α)
such that K(α) = K(β) and β4 ∈ K is that the following polynomial equations have a
common solution in K,
64X3 − 32uX2 + (4u2 + 16w)X − v2 = 0, (1)
64wX2 − (32uw − 3v2)X + (4u2w + 16w2 − uv2)− Y 2 = 0. (2)
For example, if α is a root of T 4 − T 2 − T − 2 = 0, then it is easy to see that Q(α)
is a quartic extension of Q. Since equation (1) becomes 64X3 − 32X2 + 36X − 1 = 0,
this equation has no rational root. Hence Q(α) is not a radical extension of Q. On the
other hand, if β is a root of T 4 − 12T 2 − 24T − 14 = 0, then the quartic extension Q(β)
is a radical extension of Q because (X,Y ) = (2, 24) is a solution in Q of equations (1)
and (2). Similarly, if γ is a root of T 4 − 96T + 184 = 0, then the quartic extension Q(γ)
is also a radical extension of Q because (X,Y ) = (8, 96) is a solution in Q.
The situation of T 4 − uT 2 − w = 0, i.e. v = 0, is similar and will be treated in
Theorem 3.1. An amusing application of Theorem 3.1. is the denesting of the radical√
a+ b
√
r. For example, using the necessary and sufficient condition given in Theo-
rem 3.1, we find√
12 + 5
√
6 = 2 · 4
√
3/2 + 2 · 4
√
27/8 =
√
2 · 4
√
6 +
√
3 · 4
√
6.
In fact, Remark 3.6 provides a refined form of Borodin et al. (1985, Theorem 3). For a
total view of the problem of denesting radicals, see Landau (1994, 1998).
At first sight, it seems helpful to solve the main question in Theorems 1.1, 1.2 and 3.1 by
lifting K(α) to K(α,
√−3) or K(α,√−1), exploiting all the data provided by Kummer’s
extensions, and then descending to K(α). In Example 3.4 we shall find that, for [K(α) :
K] = 4, it is unnecessarily true that K(α,
√−1) is a radical extension of K(√−1) which
will imply that K(α) is a radical extension of K; similar situations hold for [K(α) : K] =
3. Thus the above trick seems ineffective for our main question.
We should remark that Theorems 1.2 and 3.1 are effective in the following sense:
whenever K(α) is a radical quartic extension of K, we are able to find β ∈ K(α) and
a, b, c ∈ K explicitly such that β4 ∈ K and α = aβ + bβ2 + cβ3.
2. Proof of Theorem 1.2
Suppose that we can find β ∈ K(α) with K(α) = K(β) and β4 = d ∈ K\{0}. Write
α = a0 + aβ + bβ2 + cβ3 for some a0, a, b, c ∈ K. Consider the left multiplication map
λα on K(α), which is defined by λα(t) := αt for any t ∈ K(α). Choose 1, β, β2, β3 as
the basis of K(α) over K. Then the characteristic polynomial of λα with respect to 1, β,
β2, β3 is the minimal polynomial of α over K. Compare these two polynomials. We get
a0 = 0 and
u = 2d(b2 + 2ac), (3)
v = 4bd(a2 + c2d), (4)
w = a4d− b4d2 + 4ab2cd2 − 2a2c2d2 + c4d3. (5)
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Define
x := b2d, u′ := u− 2x, w′ := w + 3x2 − ux. (6)
The reason why we make the above substitutions is to evaluate the minimal polynomial
of α− bβ2 = aβ + cβ3. From (3), (5) and (6), we get
u′ = 4acd and w′ = d(a2 − c2d)2. (7)
We will consider the “generic case” ac 6= 0. The basic relations (9) and (13) can be
verified as well when ac = 0. From (7),
w′ = (u′/4ac){a2 − c2(u′/4ac)}2,
64w′ = (u′3c/a3)− 8u′2 + (16u′a3/c).
Define  := c/a3. The above equality becomes
u′32 − (8u′2 + 64w′)+ 16u′ = 0. (8)
It follows that the discriminant of the above quadratic equation (in ) is a square in
K. That is,
(8u′2 + 64w′)2 − 4u′3 · 16u′ = 322(u′2w′ + 4w′2) is a square in K. (9)
Substitute (6) into u′2w′+4w′2. Thus u′2w′+4w′2 = 48x4−40ux3+(11u2+28w)x2−
(u3 + 12uw)x + u2w + 4w2 is a square in K. This is almost the equation (2) we need
except that it is a quartic polynomial in x instead of a quadratic one.
We turn to the relation x = b2d in (6). We shall eliminate b and d by the relation
 = c/a3 and the identities (4) and (7). Explicitly, we have
c = a3,
d = u′/(4ac) = u′/(4a4),
b = v/{4d(a2 + c2d)} = 4a2v/(u′2+ 4u′). (10)
Since v 6= 0, it follows that a2 + c2d 6= 0 by (4). Thus a2 + c2d = a2(u′+ 4)/4 is also
not zero. Hence (10) is justified. Plugging in the values of b, d for x = b2d, we get
x = {4a2v/(u′2+ 4u′)}2{u′/(4a4)}. (11)
It follows that
u′3x2 + (8u′2x− 4v2)+ 16u′x = 0. (12)
Equations (8) × x and (12) are the identical quadratic relation in . Compare the
coefficients of . We get
16u′2x+ 64w′x− 4v2 = 0. (13)
Substitute (6) into (13). We get
16(u− 2x)2x+ 64(w + 3x2 − ux)x− 4v2 = 0,
64x3 − 32ux2 + (4u2 + 16w)x− v2 = 0. (14)
Use (14) to simplify the expression of u′2w′ + 4w′2. Hence
4(u′2w′ + 4w′2) = 4{48x4 − 40ux3 + (11u2 + 28w)x2 − (u3 + 12uw)x+ u2w + 4w2}
= 64wx2 − (32uw − 3v2)x+ (4u2w + 16w2 − uv2).
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By (9), there is some element y ∈ K such that
64wx2 − (32uw − 3v2)x+ (4u2w + 16w2 − uv2)− y2 = 0. (15)
Note that (14) and (15) are equations (1) and (2) when (X,Y ) is substituted by (x, y).
Conversely, given u, v and w, let (x, y) ∈ K2 be a solution of equations (1) and (2).
Define u′ and w′ by (6). Thus we can find  ∈ K\{0} such that  satisfies (8) because
the discriminant is a square in K.
Case 1. u 6= 2x.
Choose a to be any non-zero element in K. Define c = a3.
Use (7) to define d, i.e. u′ = 4acd. Because u′ = u− 2x 6= 0, thus d 6= 0.
Note that u′+ 4 6= 0, because u′+ 4 = 0⇐⇒ u′2 = −4w′ ⇐⇒ v = 0 by (8) and (1).
Thus we may use (10) to define b, because a, u′, v,  are known.
Note that equation (6): x = b2d is satisfied because (6) and (11) are equivalent (and (11)
and (14) are equivalent). Clearly (3)–(5) are also satisfied.
Let β be a root of T 4 − d = 0, and set γ := aβ + bβ2 + cβ3. It is straightforward to
verify γ4 − uγ2 − vγ − w = 0. Since T 4 − uT 2 − vT − w ∈ K[T ] is irreducible, it follows
that K(β) = K(γ) is a quartic extension of K. Clearly we can find a K-isomorphism
ϕ : K(γ)→ K(α) by defining ϕ(γ) = α. Then K(α) = K(ϕ(β)) and {ϕ(β)}4 = d ∈ K.
Case 2. u = 2x.
Substitute x = u/2 into (1). We find that v2 = 2u3 + 8uw.
Again let a be any non-zero element in K. Define c = 0.
Note that w′ 6= 0. Suppose that w′ = 0. Substitute u = 2x into (6). We find w = −x2.
Substitute u = 2x and w = −x2 into the relation v2 = 2u3 + 8uw. We get v = 0. A
contradiction.
Define d by (7) : w′ = da2. Since w′ 6= 0, thus d 6= 0. Define b by (4) : v = 4a2bd.
It is routine to check that all the identities (3)–(6) are valid. Thus we may define β
and γ as in Case 1. The details are left to the reader.
Remark 2.1. Taking the resultant of the polynomials in (1) and (2) with respect to X,
we get a polynomial of degree 6 in Y :
f(Y ) = 64Y 6 − (256u2w − 96uv2 + 1024w2)Y 4
− (128u3v2w − 36u2v4 − 1536uv2w2 + 432v4w)Y 2
− (16u4v4w − 4u3v6 + 128u2v4w2 − 144uv6w + 27v8 + 256v4w3). (16)
Thus both (1) and f(Y ) = 0 in (16) are necessary conditions for K(α) being a radical
extension of K.
Remark 2.2. Let d4 be the discriminant of T 4 − uT 2 − vT − w = 0 and let d3 be the
discriminant of equation (1). Then d4 = 212d3. Compare with the situation of a cubic
extension: in Theorem 1.1 the “obstruction quantity” 81v2 − 12u3 is −34 where 4 is
the discriminant of T 3 − uT − v = 0.
3. The Case when v = 0
Theorem 3.1. Let K be a field such that char K 6= 2. Suppose that K(α) is an extension
field of K and the minimal polynomial of α over K is T 4− uT 2−w for some u, w ∈ K.
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A necessary and sufficient condition that there exists β ∈ K(α) such that K(α) = K(β)
and β4 ∈ K is that at least one of the equations X2−u2w−4w2 = 0 and 16X4+8uX2+
u2 + 4w = 0 has a root in K.
Proof. We may assume u 6= 0. (Otherwise, the problem becomes trivial.) Assume that
K(α) = K(β) with β4 = d ∈ K\{0}. As in the proof of Theorem 1.2 write α = a0+aβ+
bβ2 + cβ3. Then a0 = 0 and
u = 2d(b2 + 2ac), (3′)
4bd(a2 + c2d) = 0, (4′)
w = a4d− b4d2 + 4ab2cd2 − 2a2c2d2 + c4d3. (5′)
We use the notations (3′)–(5′) to remind the reader of the corresponding (3)–(5).
Define (6′) similarly. Then (7′) is valid.
From (4′), either b = 0 or a2 + c2d = 0.
If b = 0, then u′ = u and w′ = w by (6′). Note that 4acd = u′ = u 6= 0. Thus we may
define  := c/a3. Clearly (8′) and (9′) are valid. In particular, u2w + 4w2 is a square in
K. This is the first possibility.
If a2 + c2d = 0, then ac 6= 0. Otherwise a = c = 0 and α = bβ2. Thus α2 ∈ K and
[K(α)] : K] ≤ 2. A contradiction.
Thus a2 + c2d = 0 with ac 6= 0. Hence −d = a2/c2 ∈ K2. By (6′), −x ∈ K2. Write
−x = y2 for some y ∈ K.
Note that u′2+4w′ = (4acd)2+4d(a2−c2d)2 = 4d(a2+c2d)2 = 0. Thus 0 = u′2+4w′ =
(u− 2x)2 + 4(w+ 3x2 − ux) = (u+ 2y2)2 + 4w+ 12y4 + 4uy2 = 16y4 + 8uy2 + u2 + 4w.
This is the second possibility.
Conversely, assume that X2 − u2w − 4w2 = 0 or 16X4 + 8uX2 + u2 + 4w = 0 has a
root in K. We shall show that K(α) is a radical extension of K.
Note that u2 + 4w 6= 0. Otherwise the polynomial T 4 − uT 2 − w would be reducible.
Case 1. Suppose there is some e ∈ K such that e2 = u2w + 4w2.
We can find  ∈ K with
u32 − (8u2 + 64w)+ 16u = 0. (8′)
Define b = 0, a to be any non-zero element in K, c = a3, and d = u/(4ac). Note
that (8′) is equivalent to w = d(a2 − c2d)2.
Define β to be a root of T 4 − d = 0, and set γ := aβ + cβ3 (because b = 0!). We have
γ4 − uγ2 − w = 0. It is clear now that K(β) = K(γ) is a quartic extension of K with
β4 = d. Hence K(α) is a radical extension of K.
Case 2. Suppose that there is some y ∈ K such that 16y4 + 8uy2 + u2 + 4w = 0.
Define x = −y2, u′ = u− 2x, w′ = w + 3x2 − ux.
The equation for y is reduced to: 0 = 16x2−8ux+u2+4w = (u−2x)2+4(w+3x2−ux) =
u′2 + 4w′.
Note that u′w′ 6= 0. Otherwise, u = 2x and w = −3x2+ ux = −x2. Thus u2+4w = 0.
A contradiction.
Define  = −4/u′.
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Thus we have two relations u′2 + 4w′ = 0 and u′+ 4 = 0.
Let a be any non-zero element in K. Define
b = a2y, c = a3, d = u′/(4ac).
Then it is routine to verify b2d = x and d(a2 − c2d)2 = w′, i.e. (6′) and (7′) are valid.
Thus (3′)–(5′) are valid.
Define β to be a root of T 4−d = 0. Define γ := aβ+bβ2+cβ3. Then γ4−uγ2−w = 0.
As for the previous proof, now it is clear that K(α) is a radical extension of K.
Remark 3.2. Applying the above theorem, it is easy to see thatQ(α), with α4−2α2−2 =
0, is a quartic non-radical extension ofQ , while bothQ(β) andQ(γ), with β4−8β2−2 = 0
and γ4 + 14γ2 + 25 = 0, are quartic radical extensions.
A convenient necessary condition may be formulated as follows: if the quartic extension
K(α) of K, with α4 − uα2 − w = 0, is a radical extension of K, then either w(u2 + 4w)
or −w is a square in K. (Note that u2 + 4w is never a square in K.) However, −w ∈ K2
is not a sufficient condition; for example,
√
5 + 2
√
6 =
√
3 +
√
2 satisfies the equation
T 4 − 10T 2 + 1 = 0, but it does not generate a radical extension over Q.
Remark 3.3. Note that the discriminant of T 4 − uT 2 − w = 0 is −16w(u2 + 4w)2 and
that of 16T 4 + 8uT 2 + u2 + 4w = 0 is w2(u2 + 4w).
Example 3.4. Let K = Q(
√
39) and K(α) be a quartic extension of K with α4− 2α2−
(2/3)α+ (1/36) = 0.
It can be verified by brutal force that the polynomial T 4 − 2T 2 − (2/3)T + (1/36) is
irreducible in K(
√−1)[T ]. Thus K(√−1, α) is a quartic extension of K(√−1). Apply
Theorem 1.2. We find that x = 1/3 and y =
√−39/9 is a common solution of equa-
tions (1) and (2) in K(
√−1) = Q(√−39,√−1). Hence K(√−1, α) is a radical extension
of K(
√−1). Applying Theorem 1.2 again, we find that K(α) is not a radical extension
of K because equations (1) and (2) have no common solutions in K.
Similarly, let K = Q and K(β) be a quartic extension of K with β4− 2β2+(1/2) = 0.
Applying Theorem 3.1, we find that K(
√−1, β) is a radical extension of K(√−1), but
K(β) is not a radical extension of K.
For cubic fields, letK = Q(
√−23) andK(γ) be a cubic extension ofK with γ3−γ−1 =
0. ThenK(γ,
√−3) is a radical extension ofK(√−3) whileK(γ) is not a radical extension
of K.
Theorem 3.5. Let K be a field with char K 6= 2, α =
√
a+ b
√
r be a root of T 4 −
2aT 2 − (b2r − a2) = 0 where a, b, r ∈ K and r /∈ K2. (Note that the signs of the square
roots in
√
a+ b
√
r are prescribed.) Then
(i) α ∈ K(√a1, . . . ,√ak) for some a1, . . . , ak ∈ K if and only if α ∈ K(
√
d1,
√
d2) for
some d1, d2 ∈ K.
(ii) α ∈ K( n1√a1, . . . , nk√ak) for some n1, . . . , nk ≥ 2 and some a1, . . . , ak ∈ K if and
only if α ∈ K( 4√d) or α ∈ K(√d1,
√
d2) for some d, d1, d2 ∈ K.
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Proof. (i) Follows from Borodin et al. (1985, Theorem 1) and Zippel (1985, Sec-
tion 3.2).
(ii) By Borodin et al. (1985, Theorems 2 and 3) and Zippel (1985, Secion 3.2), this
situation is equivalent to r(b2r−a2) ∈ K2 or a2− b2r ∈ K2. The case r(b2r−a2) ∈
K2 is the first possibility of Theorem 3.1. The case a2 − b2r ∈ K2 is just the
case (i). 2
Remark 3.6. Note that part (ii) of the above theorem gives a sharpened form of Borodin
et al. (1985, Theorem 3). In Borodin et al. (1985, Theorem 3) it is required that α ∈
K( 4
√
r,
√
a1, . . . ,
√
ak) for some a1, . . . , ak ∈ K. Using our theorem, we may require that
α ∈ K( 4√d) with d := 4(2b2r − a2 + e)3 where e2 = 4b2r(b2r − a2).
Remark 3.7. Note that one of the equivalent conditions in Borodin et al. (1985, Theo-
rem 2) is r(b2r−a2) or a2−b2r ∈ K2, which is just the necessary condition w(u2+4w) or
−w ∈ K2 formulated in Remark 3.2. The reader may wonder why the second possibility
in Theorem 3.1, i.e. the solvability of 16X4+8uX2+u2+4w = 0 in K, is ineffective in the
proof of Theorem 3.5. The reason is that the role of the second possibility is “covered”
by the condition −w ∈ K2, which ensures α ∈ K(√d1,
√
d2).
As an illustration, take the case γ4 + 14γ2 + 25 = 0 in Remark 3.2. Write γ =√
−7− 2√6, and let i = √−1. Then
√
−7− 2√6 = √6i + i(= √−6 + √−1). On the
other hand, define δ = 4
√−1/9 = (1/√3)epii/4. Then √6i + i = 3δ + 3δ2 + 9δ3. The
determination of δ and hence the verification of Q(γ) = Q(δ) exemplify the power of the
second possibility of Theorem 3.1.
Remark 3.8. Let p be an odd prime number and K be a field with char K 6= p. Suppose
ζ is a primitive pth root of unity and d = [K(ζ) : K]. If K(α) is a field extension of K
with [K(α) : K] = p, by applying Galois’ theorem (Tignol, 1987, Theorem 42, p. 372), it
is not difficult to prove that a necessary condition for K(α) being a radical extension of
K is: (i) 4 ∈ K2 if 2d | p− 1, and (ii) 4 /∈ K2 if 2d - p− 1 where 4 is the discriminant
of the minimal polynomial of α over K. We are unable to find a necessary and sufficient
condition for this case.
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