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Abstract—Convergence detection of iterative stochastic op-
timization methods is of great practical interest. This paper
considers stochastic gradient descent (SGD) with a constant
learning rate and momentum. We show that there exists a
transient phase in which iterates move towards a region of
interest, and a stationary phase in which iterates remain bounded
in that region around a minimum point. We construct a statistical
diagnostic test for convergence to the stationary phase using
the inner product between successive gradients and demonstrate
that the proposed diagnostic works well. We theoretically and
empirically characterize how momentum can affect the test
statistic of the diagnostic, and how the test statistic captures
a relatively sparse signal within the gradients in convergence.
Finally, we demonstrate an application to automatically tune the
learning rate by reducing it each time stationarity is detected,
and show the procedure is robust to mis-specified initial rates.
I. INTRODUCTION
Consider the problem in stochastic optimization
θ? = arg min
θ∈Θ
E[`(θ, ξ)]. (1)
The loss ` is parameterized by Θ ⊆ Rp, and ξ is a source of
randomness like a randomly sampled point. For example, the
quadratic loss is `(θ, ξ) = (1/2)(y − x>θ)2 with ξ = (x, y).
When the data size N and parameter size p are large, classical
optimization methods can fail to estimate θ?. In such large-
scale settings stochastic gradient descent (SGD):
θn+1 = θn − γ∇`(θn, ξn+1) (2)
is a powerful alternative [4], [5], [30], [34]. θn+1 is the
estimate of θ? at the (n+1)-th iteration, and γ > 0 the learning
rate. ξn+1 represents randomly sampled data used to compute
the stochastic gradient. A mini-batch can reduce the variance
of the stochastic gradients and aid in performance [25].
Momentum or Heavy Ball SGD (SGDM) can offer signifi-
cant speedups [24]:
θn+1 = θn − γ∇`(θn, ξn+1) + β(θn − θn−1) (3)
where β ∈ [0, 1) is the momentum. The momentum term
β(θn−θn−1) accumulates movements in a common direction.
The performance of stochastic gradient methods is greatly
influenced by the learning rate γ, which can be decreasing
(e.g., ∝ 1/n) or constant. Decreasing learning rates are com-
monly used in the literature to attain theoretical convergence
guarantees. However in practice constant learning rates are
common due to their ease of tuning and speed of convergence.
Stochastic iterative procedures start from an initial point and
then move from a transient phase to a stationary phase [20].
With a decreasing learning rate, the transient phase can be
long, and impractically so if the learning rate is just slightly
misspecified [22], [31]. But, the stationary phase is conver-
gence to θ?. With a constant learning rate the transient phase
is much shorter and more robust to the learning rate. The
stationary phase is not true convergence but oscillation within
a bounded region containing θ?. In this study, we develop
a statistical convergence diagnostic for SGDM with constant
learning rate. Constant learning rate is commonly used in
practice, makes the transition from transient to stationary phase
clear, and it is pointless to keep running the procedure once
the stationary phase has been reached.
A. Related work
The idea that stochastic gradient methods can be sepa-
rated into a transient and stationary phase (or search and
convergence phase) is not new [20]. However, until recently
there has been little work in developing principled statistical
methods for convergence detection which can guide empirical
practice. Heuristics from optimization theory are commonly
used, such as stopping when ‖θn − θn−1‖ is small according
to some threshold, or when updates of the loss function have
reached machine precision [6], [11]. These methods are more
suited for deterministic rather than stochastic procedures as
they do not account for the sampling variation in stochastic
gradient estimates. A more statistically motivated approach is
to concurrently monitor test error on a hold-out validation set
and stop when validation error begins increasing [3], [5]. But,
the validation error is also a stochastic process, and estimat-
ing whether it is increasing presents similar, if not greater,
challenges to detecting convergence to the stationary phase.
In stochastic approximation, classical theory of stopping
times addresses the detection of stationarity [23], [33]. One
noteworthy method by [23] forms the basis for our work. It
keeps a running average of the inner product of successive
gradients ∇`(θn, ξn+1)>∇`(θn−1, ξn). At a high level, in
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the transient phase the stochastic gradients generally point
in the same direction, resulting in a positive inner product.
In the stationary phase the stochastic gradients roughly point
in different directions due to their oscillation in a bounded
region containing θ?, resulting in a negative inner product.
Accelerated methods in stochastic approximation share the
underlying intuition that a negative inner product of successive
gradients indicates convergence [10], [15], [26].
There has been recent interest in principled convergence
detection for stochastic gradient methods, and automated step
decay learning rates. Work by [7] developed a principled
convergence diagnostic for SGD in Eq. (2) based on Pflug’s
procedure. We generalize Pflug’s procedure to the momentum
setting, which introduces challenges to the theoretical justifi-
cation and practicality of the convergence diagnostic. [14] de-
veloped a procedure to automatically switch from Adam [16]
to SGD. [27] propose a modified splitting procedure [28]
to detect the stationary phase for SGD and implement a
robust learning rate schedule. [18] use a Markov chain t-test
and a stationarity condition by [32] to automatically reduce
the learning rate for SGDM. [12] analyze the step decay
learning rate schedule in least squares regression and show
its optimality over polynomially decaying rates.
B. Our contributions
Section II presents a statistical convergence diagnostic for
SGDM (stochastic gradient descent with momentum) and
explains the significance of the challenges introduced by
momentum. In Section III we provide theoretical and empirical
support for the design choices of the convergence diagnostic,
and demonstrate the effect of momentum on the test statistic
of the diagnostic. We investigate in Section IV what drives the
test statistic by analyzing the distribution of the inner product
of successive gradients in the stationary phase. In Section V we
provide empirical type I and type II error rates on simulated
data experiments. Section VI presents an application of the
convergence diagnostic to an automatically tuned learning rate
schedule, with experiments on benchmark datasets.
II. CONVERGENCE DIAGNOSTIC
Our convergence diagnostic aims to detect the transition
from the transient to the stationary phase. We first present
theory which supports the existence of these two phases for
SGDM. The expected difference in loss to the minimum has
bias terms due to initial conditions, and a variance term due
to noise in the stochastic gradients.
Theorem 1 ( [29]). If the expected loss f(θ) = E[`(θ, ξ)]
is convex, under additional assumptions of the loss, there are
positive constants Qβ , Rβ , Sβ such that for every n, we have
E[f(θˆn)− f(θ?)] ≤ Qβ
n+ 1
(f(θ0)− f(θ?))
+
Rβ
γ(n+ 1)
‖θ0 − θ?‖2 + γSβ . 
Remarks. θˆn =
∑n
t=0 θt/(n + 1), Qβ = β/(1 − β), Rβ =
(1 − β)/2, and Sβ = (G2 + δ2)/2(1 − β) where G is a
bound on the gradients and δ2 a bound on the variance
of the stochastic gradients. For large enough n the bias
contributions from the transient phase are negligible,
and thus bounded E[f(θˆn) − f(θ?)] indicates a bounded
E[f(θn)− f(θ?)] in the stationary phase.
Theorem 1 suggests that constant rate SGDM moves quickly
through the transient phase discounting initial conditions
f(θ0)− f(θ?) and ‖θ0 − θ?‖2, and then enters the stationary
phase where the distance from θ? is bounded ∝ O(γ).
We observe a widely noted trade-off for stochastic gradient
methods: a larger learning rate speeds up the transient phase
by discounting bias from initial conditions at a higher rate, but
increases the radius of the stationary region [1], [21].
We cite [29] in Theorem 1 because their convergence rate
consisting of a reducible and irreducible term with respect
to the number of updates, and best matches our empirical
observations. Though [19] show a linear convergence rate with
constant stepsize, their restriction on the momentum (β) makes
their convergence rate difficult to realize in practice. For exam-
ple, using the formula in [19] with min and max eigenvalues
= 0.5 and stepsize = 0.1, β < 0.2, which is very restrictive.
While convergence analyses such as Theorem 1 offer valu-
able theoretical insight, they provide limited practical guid-
ance. One could try to declare convergence when the bias due
to initial conditions has been discounted to 1% of the variance,
choosing n for
[
Qβ
n+1 (f(θ0)− f(θ?)) + Rβγ(n+1)‖θ0 − θ?‖2
]
=
0.01γSβ . But estimating f(θ0)−f(θ?), ‖θ0−θ?‖2, G2, and δ2
is difficult. We provide an alternative, by developing a practical
statistical diagnostic test to estimate the phase transition and
detect convergence of SGDM in a much simpler way.
A. Modified Pflug diagnostic
We present a convergence diagnostic for SGDM in Alg. 1.
We draw upon Pflug’s procedure in stochastic approxima-
tion [23], and generalize the procedure in [7] to momentum.
In the transient phase SGDM moves quickly towards θ? by
discarding initial conditions, and so gradients likely point in
the same direction. This implies on average a positive inner
product. In the stationary phase SGDM oscillates in a region
around θ?, indicating the gradients point in different directions.
This implies on average a negative inner product. Thus a
change in sign from positive to negative inner products is a
good indicator that convergence has been reached.
Momentum introduces two significant challenges to the de-
velopment of a convergence diagnostic. First, the test statistic
of the diagnostic needs to be constructed. Pflug’s procedure
takes an inner product between successive gradients, which can
be rewritten as 1γ2 (θn+1− θn)>(θn− θn−1) since by Eq. (2),
θn−θn+1 = γ∇`(θn, ξn+1). But with momentum the updates
become (θn − θn+1) = γ∇`(θn, ξn+1) − β(θn − θn−1), by
Eq. (3). It is unclear what linear combination of the gradient
∇`(θn, ξn+1) and momentum term β(θn − θn−1) should be
included in the inner product. Second, regardless of what linear
combination is chosen, with high momentum the test statistic
can have positive expectation in the stationary phase. This is
Algorithm 1: Convergence diagnostic for SGDM.
input: Initial point θ0, data {(x1, y1), (x2, y2), . . . },
γ > 0, β ∈ [0, 1), final momentum β′ ∈ [0, β),
heuristic convergence h, threshold T > 0,
checking period c > 0, burnin > 0.
1 S ← 0; α← 0
2 Sample ξ1 ← (x1, y1)
3 θ1 ← θ0 − γ∇`(θ0, ξ1)
4 for n ∈ {2, 3, . . . } do
5 Sample ξn = (xn, yn)
6 θn ← θn−1 − γ∇`(θn−1, ξn) + β(θn−1 − θn−2)
7 α, β ← momentum_switch(n, α, β, ∇`(θ0, ξ1),
. . . , ∇`(θn−1, ξn))
8 if α > 0 and n > α+ burnin then
9 S ← S +∇`(θn−1, ξn)>∇`(θn−2, ξn−1)
10 if S < 0 and n mod c == 0 then
11 return θn
12 end
13 end
14 end
15 function momentum_switch(n, α, β, ∇`(θ1, ξ1), . . . ,
∇`(θn−1, ξn)):
16 if h(∇`(θ0, ξ1), . . .∇`(θn−1, ξn)) < T and n
mod c == 0 and α == 0 then
17 α← n
18 β ← β′
19 end
20 return α, β
a serious issue because a negative expectation allows the use
of a threshold of zero. A zero threshold is attractive because
it is independent of data distribution and loss function. If the
inner products are expected positive in the stationary phase, the
threshold to declare convergence now depends on these factors
and would require an additional estimation problem to set.
The convergence diagnostic for SGDM in Alg. 1 effectively
resolves these issues from momentum. It is defined by a
random variable S (line 9) which keeps the running average of
the inner product ∇`(θn, ξn+1)>∇`(θn−1, ξn) of the gradient
at successive iterates. In Section III we provide theory which
shows that this choice of inner product is more easily able to
attain the desired negative expectation, and is more robust to
the momentum β. To remedy the high momentum issue, β is
automatically reduced (lines 15-20) at a point determined by
an optimization heuristic to be close to the stationary phase.
This does not greatly effect the convergence rate as momentum
is most useful in the transient phase. We can think of the
momentum reduction point as a noisy estimate of convergence,
followed by a more accurate estimate with the convergence
diagnostic. A gradient norm based heuristic function was used
(line 16). Often convergence heuristics are calculated in an
online manner, so storage is not an issue.
III. THE DIFFICULTY WITH MOMENTUM
We now provide theoretical and empirical justification for
the design choices in Alg. 1 regarding the challenges due to
momentum. The overall goal is a test statistic with negative
expectation to enable the use of a practical zero threshold. We
first present two theorems to address the choice of what combi-
nation of gradient ∇`(θn, ξn+1) and momentum β(θn−θn−1)
should be used to construct the test statistic of the convergence
diagnostic. Then we provide a corollary, and theoretical and
empirical results in quadratic loss to study the effects of high
momentum on the expectation of the chosen test statistic. We
now list the assumptions.
Assumption 1. The expected loss f(θ) = E[`(θ, ξ)] is strongly
convex with constant c.
Assumption 2. The expected loss f(θ) = E[`(θ, ξ)] is
Lipschitz-smooth with constant L.
Assumption 3. Theorem 1 [29] holds s.t. E[f(θn)−f(θ?)] ≤
γM for some M > 0 and large enough n.
Assumption 4. ∃ σ20 > 0 s.t. E[‖∇`(θ, ξ)‖2] > σ20 .
Assumption 5. ∃ K > 1 s.t. E[(θn−θn−1)>(θn−1−θn−2)] ≥
−KE[‖θn − θn−1‖2] for large enough n.
Remarks. Assumptions 1 and 2 are standard in analysis of
stochastic gradient methods [1], [2]. Assumption 3 requires
‖∇f(θ)‖ ≤ G and E[‖∇`(θ, ξ) − ∇f(θ)‖2] ≤ δ2 [29].
Assumption 4 posits a minimum amount of noise present
in the stochastic gradients. In Assumption 5 it is reasonable
to assume K is not too large because ‖θn − θn−1‖2 ≈
‖θn−1 − θn−2‖2 in the stationary phase.
A. Constructing a test statistic
We select as the test statistic a running mean of
∇`(θn, ξn+1)>∇`(θn−1, ξn). (4)
In the following Theorems 2 and 3 we derive upper bounds on
the expected values of different inner products, and use these
results to choose the test statistic.
Theorem 2. Suppose Assumptions 1, 3, and 4 hold. Define
Aβ = 1/(1 + 2βK + β
2). The test statistic in Eq. (4) for the
diagnostic in Alg. 1 for SGDM in Eq. (3) is bounded
E[∇`(θn, ξn+1)>∇`(θn−1, ξn)] ≤
(
1+β
) [
M − c
2
γσ20Aβ
]
. 
Theorem 3. Suppose that Assumptions 1, 3, and 4 hold.
Define ∇`n+1 = ∇`(θn, ξn+1) and ∆n = (θn − θn−1). The
expectation of the alternative test statistic is bounded
E[(∇`n+1 + β∆n)>(∇`n + β∆n−1)] (5)
<
( 1
γ
+
β
γ
+ 2β + β2
) [
γM − c
2
γ2σ20Aβ
]
+ β3γM. 
Remarks. By Theorem 3 the alternative test statistic in
Eq. (5) is less likely to achieve a negative expectation in
stationarity, and thus be able to use a zero threshold. This is
because of the additional β3γM > 0 term. A choice of another
constant t other than β in the linear combination in Eq. (5)
would not change this conclusion. The sign of the bound is
not controlled by t, and the last term would be t2βγM > 0
and not change sign. The convergence threshold for a good
test statistic should not depend too much on momentum, but
the alternative test statistic has increased dependence due to
the 2β, β2 terms. Also, note that the test statistic still has
dependence on the momentum. Eq. (4) can be rewritten as
β
γ
[∇`>n+1(θn−1 − θn−2)]−
1
γ
[∇`>n+1(θn − θn−1)]. (6)
B. Effect of high momentum
The test statistic in Eq. (4) is chosen to best ensure
a negative expectation in the stationary phase. The next
corollary guarantees this negative expectation under certain
conditions of the learning rate.
Corollary 4. Consider SGDM in Eq. (3). If the learning rate
satisfies γ > 2M/cσ20Aβ , then,
E[∇`(θn, ξn+1)>∇`(θn−1, ξn)] < 0
as n→∞. Thus the convergence diagnostic activates almost
surely. 
Remarks. Again, Aβ = 1/(1 + 2βK + β2). Aβ is a
monotonically decreasing function where Aβ|β=0 = 1 and
Aβ|β=1 = 1/(2 + 2K). Higher β reduces Aβ , restricting the
condition γ > 2M/cσ20Aβ .
Corollary 4 suggests that too large momentum may make
the learning rate condition too prohibitive, invalidating the
negative expectation in practice.
C. Quadratic loss model
Now that we have constructed our test statistic, we want
to gain insight into the convergence diagnostic and the effect
of high momentum. We do this by considering quadratic loss
`(θ, y, x) = 12 (y − x>θ)2 with gradient ∇`(θ, y, x) = −(y −
x>θ)x. Let y = x>θ? + , where  are zero mean random
variables E[|x] = 0. θ0 = θ?; the procedure has started in the
stationary region. The first three iterates are:
θ1 = θ? + γ(y1 − x>1 θ?)x1
θ2 = θ1 + γ(y2 − x>2 θ1)x2 + β(θ1 − θ?)
θ3 = θ2 + γ(y3 − x>3 θ2)x3 + β(θ2 − θ1)
Three steps are taken in order for the momentum to effect
both terms of the inner product. The expected value of the
test statistic at θ3 is:
E[∇`(θ2, y3, x3)>∇`(θ1, y2, x2)]
=− γE[22]E[(x>3 x2)2]− γ3E[21]E[(x>2 x1)2(x>3 x2)2]
+ γ2(1 + β)E[21]E[(x>2 x1)(x>3 x1)(x>3 x2)] (7)
From Eq. (7) in the γ2(1 + β) term we see that momentum
contributes positively to the test statistic, and if it is too
large the expectation is positive. E[(x>2 x1)(x>3 x1)(x>3 x2)] =
tr(E[(x1x>1 )(x2x>2 )(x3x>3 )]) > 0 by application of trace and
x1x
>
1 is positive definite.
The results are generalized in the following theorem.
Theorem 5. Suppose that the loss is quadratic, `(θ) =
1/2(y − x>θ)2. Let xn and xn+1 be two iid vectors from
the distribution of x. Let A = E[(xnx>n+1)(x>n xn+1)], B =
E[(xnx>n )(x>n xn+1)2], σ2quad = E[2n], d2 = E[(x>n xn+1)2].
Then for γ > 0, we have
E[∇`(θn, ξn+1)>∇`(θn−1, ξn)|θn−1, θn−2]
=(θn−1 − θ?)>(A− γB)(θn−1 − θ?)− γσ2quadd2
+ (θn−1 − θ?)>(βA)(θn−1 − θn−2). 
Remarks. The momentum term βA only becomes significant
in the stationary phase when ‖θn−1−θ?‖2 ≈ ‖θn−1−θn−2‖2.
It makes an expected positive contribution as θn−1 and θn−2
are more likely to be on opposite sides of θ? in the stationary
phase. Otherwise, progress towards θ? is still being made in
the transient phase.
In the transient phase the bias dominates, resulting in an ex-
pected positive contribution from (A−γB) to the test statistic.
In the stationary phase the variance dominates, resulting in an
expected negative contribution from −γσ2quadd2. Theorem 5
supports that in stationarity momentum β contributes posi-
tively to the test statistic, and β that is too high makes the
expected value of the test statistic positive.
We empirically validate the effect of high momentum on the
test statistic for quadratic loss. We sample 1000 data points
x ∼ N(0, I20), set y = x>θ? +  with  ∼ N(0, 1), and
θ?,i = (−1)i 2 exp(−0.7i) for i = 1, . . . , 20. SGDM is
run with batch size 25 for 50 epochs. The stationary phase
is marked when the MSE with respect to θ? has flattened
out. Table I reports the mean test statistic in stationarity
across 25 independent runs of SGDM. We set β = 0.2 and
β = 0.9 to contrast low and high momentum. Both settings
attain equivalent MSE. The results in Table I support the
observations from Corollary 4 and Theorem 5: the expectation
of the test statistic becomes positive with too large momentum.
TABLE I: Mean test statistic in stationarity across 25 indepen-
dent runs with γ = 10−2. Low β setting has β = 0.2. High β
setting has β = 0.8.
Low β High β
Test Statistic in Stationarity -6.71 2.77
IV. DISTRIBUTION OF INNER PRODUCTS
The convergence diagnostic crucially relies upon the neg-
ative expectation of its test statistic. An important question
emerges: what drives the expectation of the inner product
negative? What is its relation to momentum? At a high
level, there is an oscillation in the stationary phase driven
by the dominating variance of the stochastic gradients. This
oscillation interacts with the curvature of the loss function
around θ?, driving the expectation of inner products negative.
We propose a more refined view which also helps explain the
observed sensitivity of the expectation to high momentum.
Proposition 6. In the stationary phase there are a small
number of key iterates which drive the expected inner prod-
uct in Eq. (4) negative. Consider the decomposition of the
stochastic gradient
∇`(θn, ξn+1) = E[∇`(θn, ξn+1)] + σ2
into its true gradient and noise. A majority of inner products
∇`(θn, ξn+1)>∇`(θn−1, ξn) are mean zero due to the domi-
nance of the noise term σ2. The expectation is negative due to
a relatively sparse number of inner products which have high
magnitude and negative sign. In these few key inner products
the true gradient dominates because of an interaction with the
loss curvature. This behavior depends on a sufficiently small
momentum. 
Remarks. There are some iterates θn in the stationary phase
which get relatively farther from θ?. This would require a
relatively large gradient ∇`(θn−1, ξn) pointing generally away
from θ?. The following iteration would result in an also large
gradient ∇`(θn, ξn+1) pointing generally back towards θ? due
to the curvature of the loss.
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Fig. 1: Left panel: Histogram of the inner product of successive
gradients (Eq. (4)) for SGDM in the transient phase. Right
panel: Histogram of the inner products for SGDM in the
stationary phase. Training settings from the low β quadratic
setting in Section III-C. Note the asymmetry in the distribution
of inner products in the stationary phase.
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Fig. 2: Histogram of the inner product of successive gradients
with high momentum β = 0.8 and no momentum reduction.
Left panel: Transient phase. Right panel: Stationary phase.
Quadratic loss model from Section III-C. Note the symmetry
in the distribution of inner products in the stationary phase.
We first provide empirical evidence to support Proposition 6.
The low β quadratic setting from Section III-C is used, and
SGDM run for 20 epochs. In Fig. 1 are histograms of the
inner products from Eq. (4) in the transient and stationary
phase. The phase transition is chosen by monitoring MSE
with respect to θ?. These results have been observed to be
robust across loss functions and parameter settings. In the
transient phase the inner products are majority positive and
have positive skew. This makes sense as when θn is far
away from θ?, the bias dominates and gradients are likely
pointed in the same direction. In the stationary phase we
observe a unimodal distribution around zero with a longer
negative tail. What is interesting is the distribution of
inner products in the stationary phase. The expectation is
negative, and consistently so across many experiments. But
the magnitude of the variance exceeds the magnitude of the
mean by an order of magnitude. The high magnitude variance
indicates a high frequency of iterates with mean zero inner
product. The larger negative tail–specifically the small number
of inner products around −400–supports the existence of a
small number of key iterates as stated in Proposition 6. This
empirical observation is even more striking when you compare
similar histograms when the momentum is high β = 0.8 and
keeping all other settings the same, in Fig. 2. The previously
observed asymmetry in the stationary phase is now gone. Thus
with high momentum (or without momentum reduction), the
convergence diagnostic cannot work as there is no clear signal
from the test statistic.
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Fig. 3: Cosine similarity vs gradient norm for SGDM in the
stationary phase. The red circle indicates those key inner
products with negative angle and high gradient norm. Left
panel: Training settings from the low β quadratic setting in
Section III-C. Right panel: high momentum β = 0.8. The
inner product distribution is symmetric in this case.
Fig. 3 provides the further empirical evidence
by plotting the magnitude ‖∇`(θn, ξn+1)‖22 and
cosine(∇`(θn, ξn+1),∇`(θn−1, ξn)) of successive gradients
for SGDM in the stationary phase. Again, we first look at the
low β quadratic setting in Section III-C. A red circle is drawn
to identify iterates with high magnitude and negative angle,
exactly those key iterates described in Proposition 6. We see
such key iterates exist and drive the expectation negative.
These results have been observed to be robust across loss
functions and parameter settings. With high momentum we
have empirically observed that these key inner products with
high magnitude and negative angle disappear.
Thus Proposition 6 helps explain the observed sensitivity of
the expected test statistic to high momentum.
A. Variance bounds
We now provide theory which supports Proposition 6. We
show that in the stationary phase, the magnitude of the
variance dominates the magnitude of the mean for the test
statistic of the convergence diagnostic. A relatively large
variance of the inner products ∇`(θn, ξn+1)>∇`(θn−1, ξn)
suggests that a majority of iterates are dominated by the
variance of the stochastic gradient. A relatively small mean
for the inner products suggests that a minority of iterates
drive the expectation. Even though in the stationary phase
SGDM is trapped in a bounded region, and the expected test
statistic driven by a sparse number of key iterates, there is still
significant room for random motion.
Theorem 7. Consider the SGDM procedure in Eq. (3). Sup-
pose that Assumptions 1, 2, 3, 4, and 5 hold. Define
IP = ∇`(θn, ξn+1)>∇`(θn−1, ξn). Then,
V ar[IP ]
E[IP ]2
≥ (M − Lγσ
2
0Aβ)
2
M2(1 + 8L/c)2
− 1. 
Corollary 8. Consider the SGDM procedure in Eq. (3). Fix a
scaling factor λ > 2. Set the learning rate γ = 2tM/Lσ20Aβ
with t ≥ 1 +√λ(1 + 4L/c). Then,
V ar[IP ] ≥ (λ− 1) E[IP ]2. 
Remarks. The results hold regardless of the sign of the
expectation of inner products, and show that the variance of
the test statistic upper bounds the squared mean. Corollary 8
specifies that a greater learning rate increases the variance
bound. This makes sense as a larger learning rate increases
the radius of the stationary region.
We have seen that Theorem 7 and Corollary 8, along with
Figures 1, 2 and 3, provide theoretical and empirical support
for Proposition 6. While the bound in Theorem 7 is more
robust to β, it is still unable to provide practical guidance as
the data dependent constants M , L, c, σ20 , and Aβ must still
be estimated.
The convergence diagnostic monitors a certain signal in the
gradients. In Section III we have shown that this signal can
be sensitive to high momentum, and in this Section we have
shown that the signal may be sparse within other gradient
noise. Currently, we believe that an empirical mean is still the
best way to capture this gradient signal, with the simple but
effective automatic reduction in Alg. 1 to combat the negative
effects of high momentum.
V. NUMERICAL EXPERIMENTS
We now evaluate the convergence diagnostic in Alg. 1 on
synthetic data experiments in settings of quadratic loss and
TABLE II: Empirical evaluation of the convergence diagnostic
in Alg. 1 over 100 independent runs for each experimental
setting. SGDM run for 20 epochs with batch size 20. Quadratic
low β (Q-Low) set β = 0.2, γ = 10−2, η = 10−3, κ =
0.65. Quadratic high β (Q-High) set β = 0.8, γ = 10−2,
η = 2× 10−3, κ = 0.30. Phase retrieval low β (PR-Low) set
β = 0.2, γ = 10−2, η = 10−2, κ = 0.6. Phase retrieval high
β (PR-High) set β = 0.8, γ = 10−2, η = 10−2, κ = 0.65.
Type I Type II Good
(too early) (too late) activation
Q-Low 1% 22% 77%
Q-High 0% 17% 83%
PR-Low 1% 17% 82%
PR-High 0% 16% 84%
phase retrieval [9]. The quadratic loss setting is described in
Section III-C. For phase retrieval let `(θ, y, x) = 1/4[(x>θ)2−
y]2 with x ∼ N(0, I20) and y = (x>θ?)2. θ?,i = (−1)i ×
2 exp(−0.7i) for i = 1, . . . , 20. The number of data points
N = 103. The checking period c is every epoch. Due to non-
convexity in phase retrieval we only record the training runs
where SGDM has entered a good minima to eliminate the
need to tune the parameters for our error rate procedure for
different minima.
There are two failure modes: the convergence diagnostic can
activate too early, or too late. Let θn be the estimate when the
convergence diagnostic has activated. If the diagnostic acti-
vates too early then the error is too high, i.e., ‖θn− θ?‖2 > η
for some threshold value. η is set as a tight upper bound on
the error observed in the stationary phase across many runs.
If the diagnostic activates too late, it can waste unnecessary
computation. Let K = (n − k)/n such that ‖θk − θn‖2 = η
and k ≤ n. If the diagnostic activates too late, then we expect
θn to be far into the stationary phase, and thus n− k to be a
significant portion of n, i.e., K > κ for some threshold value.
κ is set as a tight lower bound on the K calculated by running
SGDM into the stationary phase.
Table II displays the results of 100 independent runs with
the percentage of type I errors (too early), type II errors
(too late), and good diagnostic activations. Low and high
momentum settings are used for quadratic loss and phase
retrieval. Empirically the type I errors are small, while the
type II errors are a larger concern. This observation on the
higher frequency of type II errors is corroborated by [7].
Encouragingly we see that the automatic momentum reduction
in Alg. 1 has enabled the convergence diagnostic to be robust
to momentum. High momentum settings have little to no
effect on the Type I and II error rates of the convergence
diagnostic. Contrast Table II with the results in Table I, where
the sign of the test statistic in the stationary phase was shown
to be sensitive to momentum. Additionally, in approximately
50-70% of all Type II errors the diagnostic activated only
moderately late. In approximately 10-20% of Type II errors
the diagnostic activated late.
VI. APPLICATION: AN AUTOMATIC LEARNING RATE
SCHEDULE
The convergence diagnostic has a natural application in
automating the learning rate schedule. Hyper-parameter tun-
ing, especially for the learning rate, has a major effect on
the performance of stochastic gradient methods. Tuning is
typically a very manual process requiring many training re-
runs. The benefit of an automatic learning rate is to greatly
reduce the amount of supervision and number of training runs.
Algorithm 2: SGDM with automatic learning rate
input: Alg. 1 SGDM(θ, γ), initial and minimum stepsize
γ0, γmin, learning rate reduction ρ ∈ (0, 1)
1 γ ← γ0
2 while γ > γmin do
3 θ ← SGDM(θ, γ)
4 γ ← ρ× γ
5 end
6 return θ
In Alg. 2 we present an automatic learning rate based on
the convergence diagnostic in Alg. 1. SGDM with constant
learning rate moves quickly towards θ? but cannot improve
beyond distance O(γ), as suggested by Theorem 1. The
convergence diagnostic is used to detect stationarity, after
which the learning rate is reduced γ ← ργ and a smaller
radius O(ργ) of stationarity achieved, with ρ ∈ (0, 1). Alg. 2
takes advantage of the speedup afforded to constant rate in the
transient phase, while avoiding the trade-off cost of a larger
stationary region by reducing the learning rate. In practice it is
common to use a constant learning rate and decrease several
times at hand chosen points [13], [17].
A major benefit of automatic hyper-parameter tuning is
robustness to a potentially misspecified initial setting, in this
case γ0. We train logistic regression on benchmark datasets
MNIST and Online News Popularity (from UCI repository),
for a variety of initial learning rates γ0. In Fig. 4 the accuracy
on a held out test set is compared between the automatic rate
in Alg. 2 and a decreasing rate γ = γ0/n for γmnist0 ∈
{1.0, 0.1, 0.01} in MNIST and γnews0 ∈ {10, 1.0, 0.1} in
Online News. The findings are consistent across both datasets.
The automatic learning rate was significantly more robust
to initial conditions than the decreasing rate. In addition,
the automatic learning rate achieved significantly higher test
accuracy than the decreasing rate.
In Fig. 5 (upper panel) we plot only SGDM using Alg. 2 and
vertical lines to mark the convergence diagnostic’s activation.
On the bottom panel of Fig. 5 shows SGDM using Alg. 2
with varying initial momentum. From the similarity in training
curves we see that Alg. 2 is also robust to setting the
momentum. The function h() we used in Alg. 1 to set the
change in momentum was the mean squared distance between
successive iterates. However, any convergence heuristic can be
used for h() in Alg. 1. We show that h() works consistently in
the upper panel of Fig. 6. Regardless of the initial momentum,
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Fig. 4: Binary logistic regression with SGDM using Alg. 2
and decreasing rate γ = γ0/n, β = 0.8. Upper panel: MNIST.
Bottom panel: Online News Popularity.
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Fig. 5: Upper: Vertical lines marks the diagnostic activation
and learning rate reduction on MNIST. Bottom: SGDM using
Alg. 2 and varying momentum β ∈ {0.2, 0.4, 0.6, 0.8}.
SGDM using Alg. 2 on MNIST reduces the initial momentum
at a consistent point, helping to ensure a consistent activation
of the convergence diagnostic.
Experiments were performed with constant rate γ = γ0,
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Fig. 6: Upper: Vertical line marks a consistent momentum
reduction using convergence heuristic of ‖θn − θn−1‖2. Bot-
tom: Binary logistic regression with SGDM using Alg. 2 and
constant learning rate γ0 ∈ {1.0, 0.1, 0.01, 0.001} on MNIST.
however the stationary region was large enough to result in
significant test accuracy fluctuations for a given γ0.
The fact that SGDM using Alg. 2 is able to achieve com-
petitive performance indicates that the convergence diagnostic
is working well. As further evidence that the convergence
diagnostic in Alg. 1 is working well, Fig. 7 plots the test
statistic of the convergence diagnostic along with the test
accuracy for SGDM on MNIST. The vertical line indicates
the activation of the convergence diagnostic, when the test
statistic becomes negative. The diagnostic activates just as the
test accuracy flattens out.
We conduct an ablation study to understand the negative
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Fig. 7: Test accuracy and convergence diagnostic test statistic
from Alg. 1 on MNIST. The vertical line marks the diag-
nostic’s activation, which coincides with the test accuracy
flattening out.
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Fig. 8: Test accuracy and convergence diagnostic test statistic
on MNIST. The momentum reduction has been removed, and
β = 0.8. The test accuracy has flattened out and SGDM has
converged, but the diagnostic does not activate because the
test statistic is perpetually positive.
effects of high momentum on our convergence diagnostic.
Fig. 8 plots the test accuracy and test statistic by removing
the momentum reduction component of Alg. 1 and using
SGDM with high momentum β = 0.8 on MNIST. SGDM
has convergence because the test accuracy has plateaued, but
the convergence diagnostic does not activate because its test
statistic is perpetually positive. We plot the test statistic of
Alg. 1 in Fig. 9 with no momentum reduction and increasing
momentum β ∈ {0.2, 0.4, 0.6, 0.8}. Momentum has a propor-
tional relationship with the slope of the test statistic. A positive
slope indicates that the test statistic is not negative upon
convergence, and thus the convergence diagnostic without
the momentum reduction is ineffective for higher momentum
β ∈ {0.6, 0.8} on MNIST.
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Fig. 9: Test statistic for different values of momentum β ∈
{0.2, 0.4, 0.6, 0.8}. Higher momentum increases the slope of
the test statistic, indicating an even greater difficulty for the
convergence diagnostic to detect the stationary phase.
VII. CONCLUSION
In this paper we focus on detecting the phase transition
of SGDM (stochastic gradient descent with momentum) to
the stationary phase. Inspiration is drawn from literature
on stopping times in stochastic approximation. Momentum
introduces challenges in the construction and operation of the
test statistic for the convergence diagnostic. We present theory
and experiments which support that high momentum alters
the trajectory of the stochastic gradients which the diagnostic
monitors. In addition we show the dynamics of SGDM in
stationarity are largely random with a sparse number of key
iterates behaving in an informative way, which the diagnostic
is able to capture. The proposed automatic momentum re-
duction technique resolves the issues with high momentum.
Empirical results demonstrate that the diagnostic has few type
I errors and a reasonably small number of type II errors, and
thus reliably detects convergence to the stationary phase. We
present an application to an automatic learning rate and show
that it is robust to initial conditions.
Future work include extensions to other stochastic gradient
methods such as adaptive gradient or distributed methods
such as “local method” [8] are of great interest.
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VIII. PROOFS FOR SECTION III
We re-state the assumptions:
Assumption 1. The expected loss f(θ) = E[`(θ, ξ)] is strongly convex with constant c.
Assumption 2. The expected loss f(θ) = E[`(θ, ξ)] is Lipschitz-smooth with constant L.
Assumption 3. Theorem 1 [29] holds s.t. E[f(θn)− f(θ?)] ≤ γM for some M > 0 and large enough n.
Assumption 4. ∃ σ20 > 0 s.t. E[‖∇`(θ, ξ)‖2] > σ20 .
Assumption 5. ∃ K > 1 s.t. E[(θn − θn−1)>(θn−1 − θn−2)] ≥ −KE[‖θn − θn−1‖2] for large enough n.
Firstly, we derive a lower bound on the expected distance between iterates.
Lemma 9. Suppose that Assumptions 4 and 5 hold. Then for large enough n,
E[‖θn − θn−1‖2] ≥ γ2σ20
(
1
1 + 2Kβ + β2
)
Proof. By re-arranging the update equation for SGDM in Eq. (3), we get θn − θn−1 − β(θn−1 − θn−2) = −γ∇`(θn−1, ξn).
For brevity, let ∆n ≡ θn − θn−1, and ∇`n ≡ ∇`(θn−1, ξn). Applying squared norm and re-arranging terms,
‖∆n − β∆n−1‖2 = ‖ − γ∇`n‖2
‖∆n‖2 = γ2‖∇`n‖2 + 2β∆>n∆n−1 − β2‖∆n−1‖2
Apply expectations to both sides and the second inequality assumption to define a recursive relation.
E[‖∆n‖2] = γ2E[‖∇`n‖2] + 2βE[∆>n∆n−1]− β2E[‖∆n−1‖2]
≥ γ2σ20 − E[‖∆n−1‖2](2βK + β2)
Using this recursive relation we obtain
E[‖∆n‖2] ≥ γ2
n−1∑
i=0
(−1)i(2βK + β2)iσ20 = γ2σ20
(
1− (2βK + β2)n
1 + 2βK + β2
)
Because we expect the number of iterations n to be large when entering the stationary phase, we make the approximation
E[‖∆n‖2] ≥ γ2σ20
(
1
1 + 2βK + β2
)
Remarks. If E[∆>n∆n−1] > 0 then any negative lower bound is trivial. It is reasonable to assume K is not too large. We
expect ‖θn − θn−1‖2 ≈ ‖θn−1 − θn−2‖2 because they are successive iterates.
Theorem 2. Suppose that Assumptions 1, 3, and 4 hold. The test statistic for the convergence diagnostic in Algorithm 1 for
SGDM in Eq. (3) is bounded
E[∇`(θn, ξn+1)>∇`(θn−1, ξn)] ≤ (1 + β)
[
M − c
2
γσ20Aβ
]
< 0
as n→∞. And thus the convergence diagnostic activates almost surely.
Proof. First re-write the inner product with the decomposition in Eq. (6).
∇`(θn, ξn+1)>∇`(θn−1, ξn) = 1
γ
∇`(θn, ξn+1)>(θn−1 − θn) + β
γ
∇`(θn, ξn+1)>(θn−1 − θn−2)
Apply expectation to both sides, and then apply the strong convexity assumption.
E[∇`(θn, ξn+1)>∇`(θn−1, ξn)] ≤ 1
γ
[f(θn−1)− f(θn)− c
2
‖θn−1 − θn‖2]
+
β
γ
[f(θn−1 − θn−2 + θn)− f(θn)− c
2
‖θn−1 − θn−2‖2]
≤ 1
γ
[f(θn−1)− f(θ?)− c
2
‖θn−1 − θn‖2]
+
β
γ
[f(θn−1 − θn−2 + θn)− f(θ?)− c
2
‖θn−1 − θn−2‖2]
Now extend the expectation over randomness in the trajectory, and apply the result from Theorem 1 and Lemma 9.
≤ 1
γ
[
γM − c
2
γ2σ20Aβ
]
+
β
γ
[
γM − c
2
γ2σ20Aβ
]
= (1 + β)[M − c
2
γσ20Aβ ]
Remarks. Aβ = 1/(1 + 2βK + β2) from Lemma 9. Aβ is a monotonically decreasing function, where Aβ|β=0 = 1, and
Aβ|β=1 = 1/(2+2K). Thus for the condition on the learning rate, higher β causes lower Aβ which increases the condition on γ2.
We now derive bounds similar to Theorem 2 for the alternative test statistic constructed in Eq. (5), and show that its
expectation is highly sensitive to momentum. This increased sensitivity makes it a poor choice to use in a convergence diagnostic.
Theorem 3. Suppose that Assumptions 1, 3, and 4 hold. Then,
E[(∇`(θn, ξn+1) + β(θn − θn−1))>(∇`(θn−1, ξn) + β(θn−1 − θn−2))]
<
(
1
γ
+
β
γ
+ 2β + β2
)[
γM − c
2
γ2σ20Aβ
]
+ β3γM
Proof. Decompose the terms in the inner product, apply expectation to both sides, and apply the strong convexity assumption.
E[(∇`(θn, ξn+1) + β(θn − θn−1))>(∇`(θn−1, ξn) + β(θn−1 − θn−2))]
= E[∇`(θn, ξn+1)>∇`(θn−1, ξn)] + E[β∇`(θn, ξn+1)>(θn−1 − θn−2)]
+ E[β∇`(θn−1, ξn)>(θn − θn−1)] + E[β2(θn−1 − θn−2)>(θn − θn−1)]
≤ 1
γ
[
f(θn−1)− f(θn)− c
2
‖θn−1 − θn‖2
]
+
β
γ
[
f(θn−1 − θn−2 + θn)− f(θn)− c
2
‖θn−1 − θn−2‖2
]
+ β
[
f(θn−1 − θn−2 + θn)− f(θn)− c
2
‖θn−1 − θn−2‖2
]
+ β
[
f(θn−1)− f(θn)− c
2
‖θn−1 − θn‖2
]
+ β2
[
β‖θn−1 − θn−2‖2 + f(θn−2)− f(θn−1)− c
2
‖θn−1 − θn−2‖2
]
Where the last line uses θn − θn−1 = −∇`(θn−1, ξn + β(θn−1 − θn−2). Take expectation with respect to the trajectory, and
apply Theorem 1, Lemma 9, and Lemma 10.
≤
(
1
γ
+
β
γ
+ 2β + β2
)[
γM − c
2
γ2σ20Aβ
]
+ β3
γM
c
Remarks. The expectation in Theorem 3 is much more sensitive to the momentum parameter β, as seen in the additional β
terms. The upper bound assumption on E[‖θn − θn−1‖2] is not restrictive since we have a bound on E[f(θn) − f(θ?)] from
Theorem 1.
Corollary 4. Consider SGDM in Eq. (3). If the learning rate satisfies γ > 2M/cσ20Aβ , then,
E[∇`(θn, ξn+1)>∇`(θn−1, ξn)] < 0
as n→∞. Thus the convergence diagnostic activates almost surely.
Proof. Combining Theorem 2 and the condition on the learning rate gives the desired bound.
Quadratic Loss Model. Let’s gain insight into the convergence diagnostic by first assuming quadratic loss `(θ, y, x) =
1
2 (y− x>θ?)2, ∇`(θ, y, x) = −(y− x>θ)x. Let y = x>θ? + , where  are zero mean random variables E[|x] = 0. If we are
able to initialize θ0 = θ?, i.e. within the stationary region, then the update equations are:
θ1 = θ? + γ(y1 − x>1 θ?)x1
θ2 = θ1 + γ(y2 − x>2 θ1)x2 + β(θ1 − θ?)
θ3 = θ2 + γ(y3 − x>3 θ2)x3 + β(θ2 − θ1)
With the gradients reducing to:
∇`(θ?, y1, x1) = (y1 − x>1 θ?)x1
= 1x1
∇`(θ1, y2, x2) = (y2 − x>2 θ1)x2
= (y2 − x>2 θ? − γ(y1 − x>1 θ?)x>2 x1)x2
= (2 − γ1x>2 x1)x2
∇`(θ2, y3, x3) = (y3 − x>3 θ2)x3
= (y3 − x>3 θ1 − γ(y2 − x>2 θ1)x>3 x2 − βx>3 (θ1 − θ?))x3
= (y3 − x>3 θ? − γ(y1 − x>1 θ?)x>3 x1
− γ(y2 − x>2 θ? − γ(y1 − x>1 θ?)x>2 x1)x>3 x2
− βx>3 (γ(y1 − x>1 θ?)x1))x3
= (3 − γ1x>3 x1 − γ2x>3 x2 + γ21(x>2 x1)(x>3 x2)− βγ1x>3 x1)x3
The value of the expected test statistics is:
E[∇`(θ1, y2, x2)>∇`(θ2, y3, x3)]
=E[−γ22(x>3 x2)2 + γ221(x>2 x1)(x>3 x1)(x>3 x2)− γ321(x>2 x1)2(x>3 x2)2 + βγ221(x>2 x1)(x>3 x1)(x>3 x2)]
=− γE[22]E[(x>3 x2)2]− γ3E[21]E[(x>2 x1)2(x>3 x2)2] + γ2(1 + β)E[21]E[(x>2 x1)(x>3 x1)(x>3 x2)]
The following theorem shows how the test statistic evolves as the optimization procedure moves through parameter space.
Theorem 5. Let the loss be quadratic, `(θ) = 1/2(y− x>θ)2. Let xn, xn+1 be two iid vectors from the distribution of x. Let
A = E[(xnx>n+1)(x>n xn+1)], B = E[(xnx>n )(x>n xn+1)2], σ2quad = E[2n], d2 = E[(x>n xn+1)2]. Then,
E[∇`(θn, ξn+1)>∇`(θn−1, ξn)|θn−1, θn−2]
=(θn−1 − θ?)>(A− γB)(θn−1 − θ?)− γσ2quadd2 + (θn−1 − θ?)>(βA)(θn−1 − θn−2)
Proof. Let ∇`(θn) ≡ ∇`(θn−1, ξn). The inner product is
∇`(θn)>∇`(θn−1)
=
(
yn+1 − x>n+1θn
) (
yn − x>n θn−1
)
x>n xn+1
=
[
yn+1 − x>n+1θn−1 − γ(yn − x>n θn−1)x>n xn+1 − βx>n+1(θn−1 − θn−2)
] (
yn − x>n θn−1
)
x>n xn+1
Distributing the second gradient term and trailing xn, xn+1 yields
∇`(θn)>∇`(θn−1)
=
(
yn+1 − x>n+1θn−1
) (
yn − x>n θn−1
)
x>n xn+1 − γ
(
yn − x>n θn−1
)2 (
x>n xn+1
)2
− β (yn − x>n θn−1) [x>n+1(θn−1 − θn−2)] (x>n xn+1)
And now substitute for 
∇`(θn)>∇`(θn−1)
=
[
x>n+1(θ? − θn−1) + n+1
][
x>n (θ? − θn−1) + n
]
x>n xn+1
− γ
[
x>n (θ? − θn−1) + n
]2 (
x>n xn+1
)2
− β
[
x>n (θ? − θn−1) + n
][
x>n+1(θn−1 − θn−2)
] (
x>n xn+1
)
Expand terms
∇`(θn)>∇`(θn−1)
=(θn−1 − θ?)>
[
(xnx
>
n+1)(x
>
n xn+1)
]
(θn−1 − θ?) + nW (1) + n+1W (2) + nn+1W (3)
− (θn−1 − θ?)>
[
γ(xnx
>
n )(x
>
n xn+1)
2
]
(θn−1 − θ?)− nW (4) − γ2n(x>n xn+1)2
+ (θn−1 − θ?)>
[
β(xnx
>
n+1)(x
>
n xn+1)
]
(θn−1 − θn−2)− nW (5)
Take expectation with respect to n− 1, n− 2. Conditioning with respect to two terms is necessary to capture the momentum.2
The non square epsilon terms are eliminated because they are mean zero.
IX. PROOFS FOR SECTION IV
We first give some technical Lemmas necessary to prove the main variance bound results.
Lemma 10. Suppose that Assumptions 1 and 3 hold for some positive M ′ > 0. Let M = 8M ′. Then we can bound the L2
distance iterates,
E[‖θn − θn−1‖2] ≤ γM
c
Proof. From Theorem 1 [29], we can see that for large enough n, this is a valid condition. Under the strong convexity
assumption, we can bound
c
2
‖θn − θ?‖2 ≤ f(θn)− f(θ?)−∇f(θ?)>(θn − θ?)
= f(θn)− f(θ?)
Applying expectation to both sides,
c
2
E[‖θn − θ?‖2] ≤ E[f(θn)− f(θ?)]
We now use the triangle inequality to obtain the desired bound.
‖θn − θn−1‖ ≤ ‖θn − θ?‖+ ‖θn−1 − θ?‖
‖θn − θn−1‖2 ≤ ‖θn − θ?‖2 + ‖θn−1 − θ?‖2 + 2‖θn − θ?‖‖θn−1 − θ?‖
Apply expectation to both sides,
E[‖θn − θn−1‖2] ≤ E[‖θn − θ?‖2] + E[‖θn−1 − θ?‖2] + 2E[‖θn − θ?‖]E[‖θn−1 − θ?‖]
≤ E[‖θn − θ?‖2] + E[‖θn−1 − θ?‖2] + 2
√
E[‖θn − θ?‖2]E[‖θn−1 − θ?‖2]
≤ 8γM
′
c
In the stationary phase the variance of the stochastic gradient dominates and no more progress is made towards θ?, so then
‖θn − θ?‖2 and ‖θn−1 − θ?‖2 are independent in the stationary phase. The second inequality is by Jensen’s.
Lemma 11. Consider the SGDM procedure in Eq. (3). Suppose that Assumptions 2 and 3 hold.
Then we can bound
E
[(
∇`(θn, ξn+1)>∇`(θn−1, ξn)
)2]
≥ (1 + 2β + β2)
[
M ′ − L
2
γσ20Aβ
]2
Proof. Apply expectation with respect to ξn+1, Jensen’s inequality, and the decomposition in Eq. (6).
E[(∇`(θn, ξn+1)>∇`(θn−1, ξn))2]
≥E[(∇`(θn, ξn+1)>∇`(θn−1, ξn))]2
=
(
E[
1
γ
∇`(θn, ξn+1)>(θn−1 − θn)] + E[β
γ
∇`(θn, ξn+1)>(θn−1 − θn−2)]
)2
Define f(θ) ≡ E[`(θ, ξ)]. Now apply the Lipschitz smoothness condition.
E[(∇`(θn, ξn+1)>∇`(θn−1, ξn))2]
≥
(
1
γ
[`(θn−1)− `(θn)− L
2
‖θn−1 − θn‖2] + β
γ
[`(θn−1 − θn−2 + θn)− `(θn)− L
2
‖θn−1 − θn−2‖2]
)2
=
1
γ2
[
`(θn−1)− `(θn)− L
2
‖θn−1 − θn‖2
]2
+ 2
β
γ2
[
`(θn−1)− `(θn)− L
2
‖θn−1 − θn‖2
]
×
[
`(θn−1 − θn−2 + θn)− `(θn)− L
2
‖θn−1 − θn−2‖2
]
+
β2
γ2
[
`(θn−1 − θn−2 + θn)− `(θn)− L
2
‖θn−1 − θn−2‖2
]2
For brevity of notation define ∆`n−1,n ≡ `(θn−1)− `(θn). Then
E[(∇`(θn, ξn+1)>∇`(θn−1, ξn))2]
=
1
γ2
[
∆`2n−1,n − 2∆`n−1,n
L
2
‖θn−1 − θn‖2 + L
2
4
‖θn−1 − θn‖4
]
+ 2
β
γ2
[
∆`n−1,n∆`n−1n−2n,n −∆`n−1n−2n,nL
2
‖θn−1 − θn‖2
−∆`n−1,nL
2
‖θn−1 − θn−2‖2 + L
2
4
‖θn−1 − θn‖2‖θn−1 − θn−2‖2
]
+
β2
γ2
[
∆`2n−1n−2n,n − 2∆`n−1n−2n,n
L
2
‖θn−1 − θn−2‖2 + L
2
4
‖θn−1 − θn−2‖4
]
Now apply expectation with respect to the trajectory, Theorem 1, and Lemma 9. Let Aβ = ( 11+2Kβ+β2 ).
E[(∇`(θn, ξn+1)>∇`(θn−1, ξn))2]
≥ 1
γ2
[
γ2M ′2 −M ′Lγ3σ20Aβ +
L2
4
γ4σ40A
2
β
]
+ 2
β
γ2
[
γ2M ′2 −M ′Lγ3σ20Aβ +
L2
4
γ4σ40A
2
β
]
+
β2
γ2
[
γ2M ′2 −M ′Lγ3σ20Aβ +
L2
4
γ4σ40A
2
β
]
=
(
1 + 2β + β2
γ2
)[
γM ′ − L
2
γ2σ20Aβ
]2
To bound E[∆2n−1,n], E[∆2n−1,n] ≥ E[∆n−1,n]2 by Jensen’s inequality, and E[∆n−1,n] ≥ E[∆?,n] ≥ −γM ′ through our
assumption. To bound E[∆n−1,n‖θn−1−θn‖2], we first use ∆n−1,n ≥ ∆?,n. We then use the Cauchy-Schwarz and then Jensen’s
inequality to bound E[∆n−1,n‖θn−1 − θn‖2] ≥
√
E[∆2?,n]
√
E[‖θn−1 − θn‖4] ≥ E[∆?,n]E[‖θn−1 − θn‖2] ≥ −γM ′γ2σ20Aβ ,
and use the Theorem 1 bound and Lemma 9. We bound E[‖θn−1−θn‖4] ≥ E[‖θn−1−θn‖2]2 with Jensen’s inequality, and can
then use Lemma 9. ∆n−1,n and ∆n−1n−2n,n are independent in the stationary region, and thus E[∆n−1n−2n,n∆n] ≥ γ2M ′2.
To bound L
2
4 ‖θn−1 − θn‖2‖θn−1 − θn−2‖2, we first note that the two terms are positively correlated due to momentum.
For two random variables X,Y with positive covariance, E[XY ] = Cov(X,Y ) + E[X]E[Y ] ≥ E[X]E[Y ]. Thus, E[‖θn−1 −
θn‖2‖θn−1 − θn−2‖2] ≥ E[‖θn−1 − θn‖2]E[‖θn−1 − θn−2‖2].
Lemma 12. Consider the SGDM procedure in Eq. (3). Suppose that Assumptions 2 and 3 hold. Then we can lower bound
E[∇`(θn, ξn+1)>∇`(θn−1, ξn)] ≥ −(1 + β)M ′(1 + 4L/c)
Proof. First apply the decomposition in Eq. (6),
∇`(θn, ξn+1)>∇`(θn−1, ξn) = 1
γ
∇`(θn, ξn+1)>(θn−1 − θn) + β
γ
∇`(θn, ξn+1)>(θn−1 − θn−2)
Then apply expectation with respect to ξn+1 and use the Lipschitz smoothness assumption to create the desired inequality
E[∇`(θn, ξn+1)>∇`(θn−1, ξn)] ≥ 1
γ
[f(θn−1)− f(θn)− L
2
‖θn−1 − θn‖2]
+
β
γ
[f(θn−1 − θn−2 + θn)− f(θn)− L
2
‖θn−1 − θn−2‖2]
Now apply expectation with respect to the trajectory, Theorem 1, and Lemma 10.
E[∇`(θn, ξn+1)>∇`(θn−1, ξn)]
≥ 1
γ
[−γM ′ − Lγ8M ′/c] + β
γ
[−γM ′ − Lγ8M ′/c]
=− (1 + β)M ′(1 + 8L/c)
Theorem 7. Consider the SGDM procedure in Eq. (3). Suppose that Assumptions 1, 2, 3, 4, and 5 hold. Define IP =
∇`(θn, ξn+1)>∇`(θn−1, ξn). Then,
V ar[IP ]
E[IP ]2
≥ (M
′ − Lγσ20Aβ)2
M ′2(1 + 8L/c)2
− 1
Proof.
V ar[IP ]
E[IP ]2
=
E[IP 2]− E[IP ]2
E[IP ]2
=
E[IP 2]
E[IP ]2
− 1
We have a lower bound on E[IP 2] from Lemma 11, and an upper bound on E[IP ]2 from Lemma 12. We use Lemma 12 and
not the bound from Theorem 2 because |(1 + β)M ′(1 + 8L/c)| ≥ |(1 + β)[M ′ − c2γσ20Aβ ]|.
V ar[IP ]
E[IP ]2
=
E[IP 2]
E[IP ]2
− 1 ≥ (1 + β)
2(M ′ − L2 γσ20Aβ)2
(1 + β)2M ′2(1 + 8L/c)2
− 1
Corollary 8. Consider the SGDM procedure in Eq. (3). Fix a scaling factor λ > 2. Set the learning rate γ = 2tM ′/Lσ20Aβ
with t ≥ 1 +√λ(1 + 4L/c). Then the lower bound in Theorem 7 is bounded
V ar[IP ]
E[IP ]2
≥ λ− 1
Proof. Setting γ = 2tM ′/Lσ20Aβ , we see that
V ar[IP ]
E[IP ]2
≥ (1− t)
2
(1 + 8L/c)2
− 1.
The lower bound is obtained by solving the inequality,
(1− t)2 ≥ λ(1 + 8L/c)2
t2 − 2t+ 1− λ(1 + 8L/c)2 ≥ 0
We solve the quadratic inequality. Because it is convex, we find
t ≥
∣∣∣∣2±
√
4− 4(1− λ(1 + 8L/c)2)
2
∣∣∣∣
= |1± (1 + 8L/c)
√
λ|
Thus t = 1 +
√
λ(1 + 8L/c) because we need γ > 0.
