Recently, examples of extremal arrays have been found in the case of circular convex sets (see [4] and below). Here, we shall study the case of (totally) real sets, the definition of which follows.
One says that a real subspace V of C 71 is totally real if V D iV = {0}. A compact set is said to be totally real if it is contained in a translate of a totally real subspace, in particular its interior as a subset of C 77 ' is empty. A compact set of the form (1.3) E= {a+rcos(9ei +rsin(9e2, 0 < r < 1, 6 e [0,27r]} is said to be a (totally real) ellipse if the space V :== vectR(ei,e2) is a totally real plane. The measure daE is then defined, by f^ fdaE = -L /(cos^ei + sm0e^)d0 for all functions / continuous on E. daE is supported on the boundary of E as a subset of V. In fact, if A is an affine automorphism from M 2 to V that maps the unit disc of center 0 onto £', then the measure do-E is only the image by A of the standard
-d0 measure on the unit circle. A segment E = [a-\-te^,t G [-1,1]} (not
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reduced to one point) is said to be a degenerate ellipse, the measure daE is defined by f fdaE = -f^ f(a + cos 6e\)d0. Thus daE is the image of the arcsin distribution on [-1,1] by the map t -^ a + ie\.
The main result of this paper is the characterization of those totally real compact convex sets which admit an extremal array. 
not reduced to one point) admits an extremal array if and only if it is a (possibly degenerate) ellipse. Furthermore, in this case, an array A is extremal for K if and only if the sequence p,^ converges weakly to do-K-
Using basic properties of Kergin interpolation, we shall easily reduce the statement to the simpler THEOREM 2. -Let K be a convex compact set in R 71 C C 71 ofnon void interior (as a subset ofW^).
(1) Ifn = 1, every K (which must be an interval) admits extremal arrays.
(2) Ifn=2,K admits extremal arrays if and only if it is an ellipse.
(3) Ifn>2, there is no extremal array in K.
In the first two cases, an array A is extremal if and only if^ converges weakly to do-K as d -^ oo.
We shall assume that the reader is familiar with the definition of Kergin interpolation. We refer to [I], [2] , or for a brief elementary survey, to [4] . Let us just recall the fundamental invariance formula. Let A be an affine mapping from C^ to C 71 , let X = {x°,..., a^} be a finite subset of a compact C-convex set K C C^ and let A(X) = {A(x°),... A(^)}. Then for every / C H(K) we have (1.4) /CX(/OA)=/CA(X)(/)OA.
In particular if n is equal to 1 then /C^(x) ls ^n e Lagrange-Hermite interpolation polynomial with respect to the points A(a;°), A(;c 1 ),..., A^^) in the plane.
It also follows that the computation of Kergin interpolation is independent of the choice of coordinates for the vector space. We can therefore define the Kergin interpolants of a function defined on an abstract finitedimensional complex vector space V. Furthermore if Y is a subspace of C 71 and if K is a C-convex compact set of C 7 ' 1 included in Y then K is as well, C-convex as a subset of Y. Now if X is a finite subset of such a C-convex set K and if / is holomorphic on a neighborhood of K (as a subset of C 71 ) then, it follows easily from formulas defining Kergin interpolants that
where g\y denotes the restriction of g to V. We shall call this formula, the restriction formula for Kergin interpolation.
It is known that every totally real C-convex compact set is actually convex in the usual geometric sense. Therefore, in this paper, there will be no loss of generality in considering only such standard convex sets. (There is a survey on C-convexity in [3] .)
In Section 2, using a convergence theorem that we proved in [4] , we give a new general criterion for deciding whether an array is extremal or not. It is used in Section 3 to prove Theorem 2. Lemma 2 of Section 3 shows that Theorem 1 follows from Theorem 2. The rate of convergence of Kergin interpolation for an extremal array is investigated in the final Section 4.
We will review some concepts from potential theory in the complex plane. An excellent general reference is the book of Ransford [11] .
Let ^ be a finite positive Borel measure on C and let
Jc be the negative of its logarithmic potential. Let AT be a compact subset of C. We will assume K is polynomially convex, which is equivalent to C\K being connected. We let GK^Z} denote the Green's function of C \ K with a logarithmic pole at oo. For K nonpolar we let U,K denote the equilibrium measure of K. It is known that supp(/^) C QK. We let cap (K) denote the logarithmic capacity of K.
The set K is said to be regular (for the exterior Dirichlet problem) if GK(^) has a continuous extension (by zero) to QK (which we also denote by GK^Z})' A regular set K is non-polar, so cap (K) > 0 and we have 
(hi) f^z^d^i = f^z'^dv for m=l,2,3,... Also (ii) =^ (i) by the reasoning in [11, p. 175] . D
A general convergence criterion.
Let K be a compact C-convex set in C"', n > 1. K is said to be regular C-convex (this is, of course, a property distinct from regularity for the exterior Dirichlet problem for compact sets in the plane) if it admits a basis of neighborhoods that are also C-convex but having smooth (C 2 ) boundary. Every convex (geometric sense) compact set is regular [5] . Given an infinite triangular array A of points in K (as in (1.1)), we let M A denote the set of all the weak limits of the sequence ^ (see (1.2) ). This is a closed subset of M(K), the convex cone of the probability measures supported on K and endowed with the weak-* topology. If I is a non-zero linear form on C 71 (we shall write I G (C 71 )*) and v a probability measure on JC, l-kv is the probability (measure) on 1{K) C C defined by {I -k v){f) = v{f o I) for / continuous on 1{K).
We are now able to state a criterion characterizing the extremal arrays for Kergin interpolation. Let us make a few comments on this statement.
First, for every non zero ;, l(K) is compact and C-convex [3, th. 2.3.4]. It follows from the restriction formula (see also the proof of Lemma 3) that there is no loss of generality in assuming K not to be contained in an hyperplane, so we may assume l(K) contains at least two points. Thus l(K) is regular, non-polar and satisfies the hypothesis of Proposition 1.
It is not necessary to verify the hypothesis for every l^ but just for I in a subset S of (C 71 )* satisfying the following property:
This comes from the relations b(h^i/) = h-kb(u) and f^h(E) = h-k^E
where E is any non-polar plane compact set and h = h\ : z e C -> Xz € C. In particular, in the one dimensional case (n = 1), we may take S = {Id}.
In the case n = 1, Theorem 3 follows from the classical Kalmar-Walsh theorem [7, p. 65] or [15] on convergence of Lagrange-Hermite interpolants. We give a version of that result below: Here again, it suffices to check the property (2.3), for I in a set S as above. for I e (C^)*. Clearly we have 1{K) C F^(l). Since 6(Z^) = ^ we have (by Proposition 2(ii)) pi^ = p^^. Since 1{K) is regular, sup p^ (w) = 0 we^) and P^(K)(^) > 0 for ^ e C \ JC. Hence (2.6) follows. Now, if there exists a function / e H(K) for which H/CA^/ -/||x does not converge to zero then, using Helly's theorem, one can find a subsequence /^ converging to, say, [i such that
Urn \\^f-f\\K=6>0.
k-^oo
This together with (2.6) leads to a contradiction. Indeed, all the hypothesis of Theorem 5 are satisfied in taking for ^ any smooth C-convex neighborhood of K such that / G H(^l) and the conclusion of Theorem 5 yields a contradiction. Q It is of interest to state the hypothesis on A in Theorem 3 in another form. The hypothesis (on A) holds true if and only if for every fi e MA and every I e (C^*, we have We showed in [4] that extremal arrays exist on compact sets that are circular and convex. Indeed, supposing that K is circular of centre 0 then for every Z, l(K) is a disc centre 0 whose equilibrium measure is the standard invariant measure on the boundary of the disc so that /^(^(w^) = 0 for k = 1,2,.... Therefore A is extremal if and only every /JL € M.A represents 0 on the polynomials (i.e., fr^p(z)dp, = p(0) for all polynomials p). This is the case when p, is invariant, that is for every 6 € M and every continuous function / on K we have f f(e^ez)d^(z) = f f{z)dp,(z). Several natural examples are given in [4] . However there are many measures that represent 0 without being invariant.
Example. -Let us consider the euclidean unit ball in C 2 i.e 
'^•-l d-^'"^-
Now we can easily verify that v represents zero while v is not invariant (its support is not invariant).
It is not difficult to find a convex compact set of non-void interior in C 71 which does not admit extremal arrays for Kergin interpolation. But, as a by-product of our main theorem, we shall exhibit in Section 4 the first examples of non circular convex compact set of non-void interior in C 2 which admit extremal arrays. Whether or not there is a non-circular convex compact set of non-void interior admitting extremal arrays for n > 2 has still not been settled.
Let us finally note that Theorem 3 can be made more precise when restricted to sequences (a sequence A is an array for which j <, d <, d' => A^ = A^). In this case, M.A is always a closed connected subset of M. (This follows as in [13, p. 35 ] since the sequence {/^} satisfies /^d+i -^Ld ^ 0.) Conversely if X is a closed connected subset of M(K) such that (y e X^ I e (C 71 )*) =^ b{l -*-v) = ^(K), then X is the set of weak limits of the sequence {/^} for an extremal sequence in K. Indeed, by a theorem ofTotik, (see [13] or [14, p. 35-36] ), there exists a sequence A such that X = MA'
Proof of Theorem 1.
The following basic property has already been used in the case n = 1 in the proof of Theorem 3. Proof. -Let K be a totally real convex compact set in C 771 that admits an extremal array. Assuming the conclusions of Theorem 2 we are going to prove that (i) K must be an ellipse, (ii) if A is an extremal array in K then /^ ^ OK, and conversely (iii) if /^ -^ (TK then A is extremal.
We suppose without loss of generality that the origin belongs to K. Let V be the totally real subspace of minimal (real) dimension, say m, among those containing K. The first equality follows from the restriction formula (1.5), the second uses the invariance property and the limit holds true because V?(A) is an extremal array in ^(K) and f\yc o -0~1 e H(^(K)). This shows that A is an extremal array for K. D
Proof of Theorem 2. -Let K be a compact convex set of non void interior in R 71 and let A be an extremal array in K. We shall work in several steps, each of which provides information on A or K^ ultimately leading to the conclusion of the theorem. The case (1) is well known, we shall not discuss it.
Step 1. K must be symmetric (possibly after translation). Let p, be a probability measure supported on K^ satisfying (2.7). We define a e W 1 by di = f^ Xid^(x)^ i = 1,..., n. Since K is convex, a € K. We may suppose that a=0 (otherwise we work with K -a). Therefore, applying (2.7) with k = 1, we have n 0=^^(^)=^(X)(w), ^€(C 71 )*.
.
7=1
Let us restrict our attention to those I with real coefficients.
/ (
Recall that ^[-1,1] ls ^n e arcsin distribution, so f ^^[-1,1] = 0.) Consequently a(l) = -b(l) and l(K) is centered at 0 for every real I. In view of the formula j^Ur 1^) ), w this implies that K is symmetric about 0 as well.
Step 2. K must be an ellipsoid. By step 1, we may assume that K is symmetric about 0. By ellipsoid, we mean a set of the form {x G M^IIA^)!! ^ 1} with A e GLn(R). Let us again take a probability measure p, on K satisfying (2.7). For every I with real coefficients, we have
In view of (2.7) and identifying R 71 with its dual we deduce that the function I ->• b 2^) is a quadratic form on R
71
. But, we have also
which means that K°, the polar set of K, is given by b 2^) < 1 or, b being quadratic, for some matrix A, K° = {||A;r|| 2 < 1} and consequently K = {K°)° = {II^A^)!! 2 < 1}. Since K is bounded and of non empty interior, A must be invertible which proves that K is an ellipsoid.
Step 3. The case n = 2. It suffices to study the case of the closed unit disc D for every ellipse is the image of D under some affine automorphism of C 2 . Next, we observe that, if there exists a measure p, satisfying (2.7), it is unique since the polynomials p(z]_,z^) are dense in the continuous functions on D. Thus M.A = P' and /^ converges to p,. In view of Theorem 3, it remains to prove that for every I G (C 2 )*,
(Recall that da = -d0.)
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It suffices to show that We will first compute pua(w) Step 4. The case n > 2. By step 2 and the invariance property, we may assume that K is the euclidean unit ball. We are going to prove that the existence of an extremal array A leads to a contradiction. Let us take JLA € M.AI x a point in the support of ^ and M a linear map from y to R Let us first recall some basic facts from complex pluripotential theory. Let K be a polynomially convex, non-pluripolar, compact set in C
71
. The Siciak extremal function is defined bŷ
