In Bayesian inference, the posterior distributions are difficult to obtain analytically for complex models such as neural networks. Variational inference usually uses a parametric distribution to approximate, from which we can easily draw samples. Recently discrete approximation by particles has attracted attention because of its expressive ability. An example is Stein variational gradient descent (SVGD), which iteratively optimizes particles. Although SVGD has been shown to be computationally efficient empirically, its theoretical properties have not been clarified yet and no finite sample bound of a convergence rate is known. Another example is Stein points (SP), which minimizes kernelized Stein discrepancy directly. The finite sample bound of SP is O( √ log N/N ) for N particles, which is computationally inefficient empirically, especially in high-dimensional problems. In this paper, we propose a novel method named Frank-Wolfe Stein sampling, which minimizes the maximum mean discrepancy in a greedy way. Our method is computationally efficient empirically and theoretically achieves a faster convergence rate, O(e −N ). Numerical experiments show the superiority of our method.
Introduction
Approximating the expectation of a function f (x) over a probability distribution p(x) is a common problem in machine learning [4] :
For example, in Bayesian inference, f (x) is usually the likelihood, and p(x) is a prior distribution or a posterior distribution. In many cases, analytical expression of the integral cannot be obtained, thus we need approximation methods.
In this paper, we focus on the case where p(x) is a posterior distribution or an unnormalized distribution. Variational inference (VI) is widely used as an approximation method [5] . VI approximates the target distribution with a parametric distribution, from which we can easily draw samples. In VI, we often consider the mean field assumption and use parametric models based on exponential families [5] . Since these assumptions are used to make optimization more tractable, they are often too restrictive to approximate the target distribution. Therefore, the approximate distribution never converges to the target distribution in general, which means that the approximation of Eq. (1) is biased, and no theoretical guarantee is assured.
An alternative way is a discrete approximation of the target distribution by using a set of particles [4] ,p(x) = ∑ N n=1 δ(x − x n )/N , where N is the number of the particles and δ is the Dirac delta function. Particle approximation is free of VI assumptions and more expressive. The Monte Carlo (MC) method is used to draw particles randomly and independently [4] . However, the drawback of MC is that vast computational resources are required to sample from multi-modal and high-dimensional distributions.
Recently, methods that optimize particles through iterative updates have been proposed. One example is Stein variational gradient descent (SVGD) [26] , which iteratively updates all particles in the direction that is characterized by kernelized Stein discrepancy (KSD). The update is actually implemented by gradient descent and can work well in high-dimensional problems. The computational cost of SVGD is O(N 2 ) per iteration. However, theoretical properties of SVGD have not been clarified and no finite sample bound of the convergence rate is known [23] . Another example is the Stein points (SP) method [8] , which directly minimizes KSD. Although this method is assured by a finite sample bound, it is not practically feasible in high-dimensional problems due to the curse of dimensionality, because gradient descent is not available and sampling or grid search is used. Moreover, the number of evaluations of ∇ x ln p(x), which usually requires vast computational cost, is four times of that of SVGD. The properties of existing methods are summarized in Table 1 .
We aim to develop a discrete approximation method that is computationally efficient, works well in high-dimensional problems, and also has a theoretical guarantee for the convergence rate. To this end, we propose Frank-Wolfe Stein sampling (FWSS) , which is a greedy optimization method that directly minimizes maximum mean discrepancy (MMD) [13] . Our convex formulation of a discrete approximation enables us to use the Frank-Wolfe (FW) algorithm [17] and to derive a finite sample bound of the convergence rate. Remarkably, we show much faster convergence, linear convergence compared to SP (see Table 1 again).
Our contributions in this paper are three-fold: 1. We formulate a discrete approximation method in terms of a convex optimization of MMD in a reproducing kernel Hilbert space (RKHS), and solve it with the FW algorithm. 2. Our algorithm is computationally efficient and works well in high-dimensional problems. It guarantees a finite sample bound of the convergence rate which is in the linear order. 3. We gain not only theoretical improvements but also practical advances, including fast computation and a parallel algorithm that is theoretically assured.
Preliminary
In this section, we introduce discrepancy measures for evaluating the discrete approximation and reviews two existing methods, SVGD and SP.
Discrepancy measures
We start from the introduction of discrepancy measures, especially the worst case estimation error. Let k : X × X → R be the reproducing kernel of an RKHS H of functions X → R with the inner product ⟨·, ·⟩. MMD [13] is defined as
H , where µ p = ∫ k(·, x)p(x)dx ∈ H. We can explicitly calculate this by
k(xn, xm).
Although MMD is suitable for two sample tests, it is difficult to use when p(x) is an unnormalized distribution or a posterior distribution. In such a case, Stein discrepancy [25] is suitable. S p is denoted as the Stein operator,
It has been shown that Stein discrepancy can be expressed by
where
, which is called the Stein reproducing kernel. When q is given by a discrete approximationp, kernelized Stein discrepancy (KSD) can be written as
. Both MMD and KSD are proper distances becausep = p ⇔ S(p∥p) = 0.
Stein variational gradient descent (SVGD)
In SGVD, we first prepare initial particles and iteratively update them by a transformation, T (x) = x + ϵϕ(x), where ϕ(x) is a perturbation direction which is chosen to maximally decrease the Kullback-Leibler (KL) divergence between the empirical distribution formed by the particles and the target distribution, ϕ * (x) = arg max
where F is a set of candidate functions from which we choose map ϕ. [26] proved that this problem is characterized by the Stein operator,
. Thus, the optimization problem is S(q∥p) = max ϕ∈F {E x∼q [S p ϕ(x)]}. The problem is how to choose an appropriate F and when F is the unit ball in an RKHS with kernel k, the optimal map is expressed by a kernelized Stein operator, ϕ
. We approximate the expectation by the empirical approximation with {x l n } N n=1 and iteratively update particles. Theoretical analysis has been conducted in terms of the gradient flow and has shown convergence to the true target distribution asymptotically [23] . However, no finite sample bound has been established.
Stein points
SP [8] directly minimizes KSD. To obtain the n-th particle, we solve argmin
To solve these problems, authors [8] proposed using sampling methods or grid search. However, those methods are not applicable to high-dimensional problems due to the curse of dimensionality. Although an alternative way is to use gradient descent, this is computationally difficult in high-dimensional problems since this method needs to calculate a Hessian at each iteration. Moreover, the computational cost for evaluating the derivative of the log probability is 4 times compared to SVGD. The advantage of this method is that a finite sample bound is available which converges in O( √ log N/N ).
Proposed methods
In this section, we formally develop our FWSS. We will introduce the FW algorithm in RKHS, propose our FWSS, and give a finite sample bound of our method.
Frank-Wolfe Stein sampling
On the basis of the existing methods reviewed in Section 2, we would like to obtain a method of approximating the posterior by discrete particles, which is computationally cheap and theoretically guaranteed. Our idea is to perform discrete approximation by minimizing MMD, instead of kernelized Stein discrepancy since it causes computational problems as we mentioned in the previous section. We minimize MMD,
H , in a greedy way. Since this is a convex function in an RKHS, we can use the FW algorithm. The FW algorithm, also known as the conditional gradient method [17] , is a convex optimization method. It focuses on the problem min x∈D f (x), where f is a convex and continuous differentiable function. The procedure of the FW algorithm is shown in Alg. 1.
Step 3 of the inner loop in Alg. 1 is often called the linear minimization oracle (LMO). As shown in Alg. 1, the FW algorithm optimizes the objective in a greedy way. Update xn+1 = (1 − λn)xn + λns 7: end for
In [1, 7] , the equivalence of kernel herding [9] and the FW algorithm for MMD was clarified. In our situation, we minimize MMD on the marginal polytope M of the RKHS H, which is defined as the closure of the convex hull of k(·, x). We also assume that all data are uniformly bounded in the RKHS, i.e., for any data x, ∃R > 0 : ∥k(·, x)∥ H ≤ R.
The LMO calculation becomes arg min
Actually, the minimizer of a linear function in a convex set is the extreme points of the domain, and thus we derive
denotes the weights of the particle at the n-th iteration which is calculated by the step size. We solve this LMO by gradient descent. Since the objective of LMO is non-convex, we cannot obtain a global optimum by gradient descent in general. Fortunately, even if we solve LMO approximately, FW enables us to establish a theoretical finite sample bound [17, 21, 20, 28] . In such an approximate LMO, we set the accuracy parameter δ ∈ (0, 1] and consider the following problem instead of the original strict LMO:
This is much easier to solve than the original strict LMO. We call this step Approx-LMO. Thus, we can rely on the gradient descent to solve Approx-LMO. The derivative with respect to x when we use the symmetric kernel k can be written as follows:
The proof is given in Appendix A. This is obtained by Stein's identity and empirical approximations with already processed particles. We can use the information of the derivative of the score function, ∇ x ln p(x). The derivative information is very useful for the high-dimensional problems, so our algorithm is applicable to high-dimensional problems. On the basis of this Approx-LMO, we can consider Alg. 2 and Alg. 3, which greedily increase the particles following the FW framework to minimize MMD. For FW, we have to specify the initial state µ
p and the step size of the algorithm. We consider two methods for specifying them. The first one is to specify the initial point randomly as drawn from the prior distribution. Since the particles obtained in early steps in this approach are not reliable, in each update, we have to reduce their importance gradually by using the constant step or line search. The weights of early particles decrease as the algorithm proceeds.
The second method is preparing the initial state by MAP estimation. In this approach, we cannot use the constant step or line search since early particles are located in highest probability mass regions. Therefore, we set the step size by the same way as the fully corrective Frank-Wolfe [20] . In all of the experiments, we use the fully corrective variant. Actually, the optimal weights can be calculated by using the Bayesian quadrature weight [16] , w
nm , where K is the Gram matrix, z n = ∫ k(x, x n )p(x)dx, and we approximate the integral with particles. In Alg. 3, we only showed the fully corrective version of our proposed methods. The constant step and line search versions are shown in Appendix B.
Compute ∇xMMD(x) 2 by Eq. (4) 5: 
Update µ
p ) 6: end for Since the particles obtained by our algorithm have weights which may be different from 1/N , we express the discrete approximation asp(x) = ∑ N n=1 w n δ(x − x n ) and the approximation of the expectation as Z f,p = ∑ N n=1 w n f (x n ). Based on this notation, our algorithm has the following properties: Theorem 1 (Consistency) The approximate posterior mean by Alg. 3 converges to the true integral Z f,p at the following rate:
where d is the diameter of the marginal polytope M, δ is the accuracy parameter, and R is the radius of the smallest ball of center µ p included M.
Note that the above proof can be found in Appendix C. Moreover, based on the Bayesian quadrature, we can regard Z f,p as the posterior distribution of the Gaussian process [16] (see Appendix K for details) and assure the posterior contraction rate [7] . In our algorithm, this is achieved by reweighting the particles which are obtained by Alg. 
where d is the diameter of the marginal polytope M, δ is the accuracy parameter and R is the radius of the smallest ball of center µ p included M.
The above proof can be found in Appendix D. Here, R depends on the choice of the kernel we use. We discuss the kernel choice in Appendix E. A theory for the constant step and line search is shown in Appendix B.
Parallel variant of FWSS
In FWSS, we can adapt a more practically useful variant of FW to our problem setting. When we consider highdimensional problems, SP does not work. The computational costs per iteration of SVGD and
, where D is the dimension of the target density. For a high-dimensional problem, we need a huge number of particles to approximate the high-dimensional target density p(x). For these reasons, SVGD and FWSS are difficult to apply. To overcome this limitation due to the highdimensionality, we use a variant of the FW algorithm, the asynchronous parallel block-coordinate FW (AP-BCFW) algorithm [30] . An advantage of AP-BCFW is that we can optimize the block separable domain problem in parallel.
In our problem setting, when we use specific kernels, we can factorize the kernel as,
). This means that our problem is
Based on this factorization, we propose parallel block coordinate FWSS (PBC-FWSS) given in Alg. 4. In the algorithm, each worker calculatesḡ n(i) = k(x (i) , ·), which corresponds to deriving the i-th dimension of a particle. A detailed explanation is given in Appendix F. 
This proposed algorithm converges sublinearly or linearly depending on the step width, which is discussed in Appendix F. The computational cost per iteration per worker in APBC-FWSS is O(d 2 N ), where d is the number of dimensions assigned to each worker, which is d ≤ D.
Discussion
In this section, we discuss the relationship between our method and SVGD, SP, variational boosting, and quasi Monte Carlo.
Relation to SVGD
SVGD is the method of optimizing a fixed number of particles simultaneously. On the other hand, FWSS is the greedy method adding new particles one per step. Both methods work well in high-dimensional problems. To approximate the high dimensional target distribution, we need many particles, but it is unclear how many particles are needed beforehand. Thus, greedy approach is preferable for the high-dimensional problems. Since in SVGD it is unclear how we can increase the number of particles after we finish the optimization, FWSS is better in such a case. However, simultaneous optimization is sometimes efficient and show better performance compared to a greedy approach. Based on this fact, we combine SVGD and FWSS by focusing on the fact that the update equations of SVGD and FWSS are almost the same except for the weights. More specifically, we prepare particles by SVGD first, and then apply FWSS by treating particles obtained by SVGD as the initial state of each greedy particle. For details, please see Appendix I. This combination enables us to enjoy the efficient simultaneous optimization of SVGD and the greedy property and theoretical guarantee of FWSS.
In terms of computational cost, SVGD is O(N 2 ) per iteration. In FWSS, we only optimize one particle, thus, its computational cost is O(N ). Up to N -th particle, the total cost is O(N (N + 1)/2), which is in the same order as SVGD. However, the number of LMO iterations in FWSS is much smaller than that of SVGD since the problem handles only one particle in FWSS, which is much easier than SVGD which treats N particles simultaneously. Therefore, we can expect the computational cost of FWSS to be cheaper than SVGD.
Relation to SP
The biggest difference between FWSS and SP is the objective function. Due to this difference, we use gradient descent to obtain new particles which are still effective in high-dimensional problems. However, SP minimizes KSD, so we cannot use gradient descent since the calculation requires evaluations of the Hessian at each step, which is impossible in high-dimensional problems. To cope with this problem, SP use sampling or grid search for optimization, which does not work in high-dimensional problems due to the curse of dimensionality.
Another difference is that we use FW to establish a greedy algorithm. This enables us to utilize many useful variants of the FW algorithm including the distributed variant explained in the previous section. In addition to the distributed variants of the FW algorithm, we can reduce the computational cost by utilizing the lazy FW framework [6] . We propose Algorithm 10 which is shown in Appendix J.
However, compared with SP, we cannot evaluate the objective function directly, so we have to use other performance measures such as the log likelihood, accuracy, or RMSE in test datasets. For SP, we can directly evaluate KSD at each iteration.
Relation to variational boosting
The proposed method is closely related to variational boosting [27] . In [27] , the authors analyzed the variational boosting by using the FW algorithm and showed the convergence to the target distribution. In variational boosting, we use a mixture of Gaussian distributions as an approximate posterior and increase its flexibility by increasing the number of components in the mixture of Gaussian distributions. The intuition behind the convergence of variational boosting is that any distribution can be expressed by appropriately combining Gaussian mixture distributions. That situation is quite similar to FWSS, where we increase the number of particles greedily. In FWSS, we can regard each particle as corresponding to each component of variational boosting. In both methods, the flexibility of the approximate posterior grows as we increase the number of components or particles and this shows the linear convergence under certain conditions. The difference is that we consider the solution in an RKHS and minimize MMD to approximate the posterior for FWSS, variational boosting minimizes the KL divergence and treats it in the parameter space.
Relation to quasi Monte Carlo
If p(x) is a prior distribution, quasi Monte Caro methods, such as kernel herding [9] or Bayesian quadrature [12] , are useful. In quasi Monte Carlo, we decide x n s to directly minimize some criterions. For example, in the kernel herding method [9, 1] , the discrepancy measure is MMD. Actually, we can coordinate the weights of each particle,
and this weight is set to be 1/N in SVGD or Monte Carlo. The kernel herding algorithm minimizes MMD in a greedy way. Since we assume that we have many particles from p(x) and that we only choose the best particle that satisfies the above expression. In FWSS, we cannot prepare the particles beforehand, and thus, we directly derive particles by gradient descent. Another example of quasi Monte Carlo is Bayesian quadrature [12, 16] , where we put the Gaussian process prior to f with kernel k and mean 0 (for details please see Appendix K). These kinds of quadrature rules are widely used and combined with some Stein methods, e.g., [24, 15] . 
Other related work
Recently, there has been a tendency to combine an approximation of the posterior with optimization methods, which assures us of some theoretical guarantee. For example, variational boosting [27, 10] , which performs the variational inference by mirror descent, have been studied so far. Our approach also performs the discrete approximation by convex optimization in an RKHS. The FW approach for sampling has already been shown to be successful, e.g., in [22] .
Numerical experiments
We experimentally confirmed the usefulness of the proposed method compared with SVGD in both toy datasets and real world datasets. In all experiments, we used the radial basis function kernel,
, where h is the kernel bandwidth. The choice of h is critical to the success of the algorithms. There are three methods to specify the bandwidth, fixed bandwidth, median trick, gradient descent. We experimented on the above three choices and found that a fixed kernel bandwidth and the median trick are stable in general, and thus, we only show the results obtained by the median trick in this section. The results of other methods are shown with other detailed experimental settings in Appendix G. However, choosing the bandwidth well is still an open problem to be solved. For the approx-LMO, we used Adam [19] for all experiments. About the benchmark experiment, we split dataset 90% for training and 10% for testing. Due to space limitations, the toy data results are shown in Appendix G.
The first purpose of the experiments is to confirm that our algorithm is faster than SVGD in terms of wall clock time. This is because, as mentioned in Section 4.1, it solves simple problems compared with SVGD, thus we need less number of iterations to optimize each particle than that of SVGD. The second purpose is to confirm whether our algorithm converges linearly. Due to space limitations, we show only the results for FWSS and SVGD. The results for PBC-FWSS and Stein points are shown in Appendix G.
Bayesian logistic regression
We considered Bayesian logistic regression for binary classification. The settings were the same as in those [26] , where we put a Gaussian prior p 0 (w|α) = N (0, α −1 ) for regression weights w and p 0 (α) = Gamma(1, 0.01). As the dataset, we used Covertype [11] , with 581,012 data points and 54 features. The posterior dimension is 56. The results are shown in Fig. 1 . In Fig. 1(a) , the vertical axis is the test accuracy and the horizontal axis is wall clock time. As we discussed in Section 4.1, our algorithm was faster than SVGD in terms of wall clock time. Our method was also faster than SVGD. Stein points did not work well. We also compared FWSS with stochastic gradient Langevin dynamics(SGLD) [31] and faster than SGLD. In Appendix G, we also studied the situation where the first particle does not correspond to MAP estimation, and instead random initialization. Fig. 1(b) shows the convergence behavior, where the vertical axis is MMD 2 and the horizontal one is the number of particles in log scale. To calculate MMD, we generated "true samples" by Hamiltonian Monte Carlo [29] . In the figure, the results for MAP initialization is shown and our proposed method linearly converged, which is consistent with our convergence theory. As discussed in [7] , although we used RBF kernel, we can observe the linear convergence thanks to the rounding in computer (see Appendix E for details). 
Bayesian neural net regression
We experimented with Bayesian neural networks for regression. The settings were the same as those in [26] . We used a neural network with one hidden layer, 50 units, and the ReLU activation function. As the dataset, we used the Naval data from the UCI [11] , which contains 11,934 data points and 17 features. The posterior dimension was 953. The results are shown in Fig. 2 . In Fig. 2(a) , the vertical axis is the test RMSE, and the horizontal axis is wall clock time. In Fig 2(b) , the vertical axis is the MMD
2
, and the horizontal axis is the number of particles. Since it is difficult to prepare MAP initialization for Bayesian neural networks at first in FWSS, we consider non-MAP initialization, and we gradually reduced earlier weight sizes by adjusting the step size. The posterior dimension was much higher than that of the logistic regression, but our algorithm was faster than SVGD in terms of wall clock time and linearly converged, which is consistent with the theory.
Results for other datasets are shown in Table 2 , where we fixed the wall clock time and applied FWSS and SVGD within that period. We experimented 5 random trials for changing the splitting the dataset. For the Protein data, we used the same model as the Naval data, and for the Year data, we used the same model as others except that the number of hidden units is 100. From these benchmark dataset experiments, we confirmed that our method shows almost the same performance as SVGD in many cases but shows faster optimization. Moreover, it shows linear convergence.
Conclusions
In this work, we proposed FWSS which is an approximation method for integrating unnormalized distributions, especially posterior distributions. Compared with existing methods, our method is theoretically guaranteed and computational costs are cheap. In practice, our algorithm is faster than existing methods in terms of wall clock time and works well even in high-dimensional problems. Thanks to the Frank-Wolfe formulation, we can obtain not only a theoretical guarantee but also practical benefits, such as a parallel algorithm. As future work, we will further extend our method by combining other variants of the Frank-Wolfe algorithm or by applying our method to deep models. [ 
A Proof of Eq. (4)
For the symmetric kernel k, the relation ∇ x k(x − y) = ∇ y k(x − y) holds, and we apply the partial integral method to the first term, then
This is also obtained by Stein's identity.
To approximate the integral, we usually use importance sampling when the analytic form of the integral is not available. Here, FWSS is the greedy approach, therefore we have particles which had already been processed. Thus we approximate the expectation by the empirical distributions which is composed by processed particles. The FW framework does not need the exact solution of LMO. We just approximately solve it. At the early stage of the algorithm, there are not so many particles and those particles are not so reliable, hence the expectation is not so reliable. Fortunately, they are enough to solve the LMO approximately. And as the algorithm proceeds, the weights of those early unreliable particles are gradually reduced by the step size. Thus, we solve the LMO by the gradient which is written by
Thus, we can obtain the update equation,
In the above expression, the first term corresponds to the regularization term, which try to scatter the particles. When we use the RBF kernel, the first term is proportional to the inverse of the bandwidth. Thus, it is easily understand that small bandwidth makes regularization term large, and vise versa. The second term try to move particles in high mass regions.
B
Step size selection if Constant step then 6: λ n =
else 12: Update µ
end if 14: end for An appropriate step size is crucial for the success of the FW. Generally, there are three choices as shown in Alg 5. Common choices are the constant step size and Line search. The step size of line search can be written as
The point is that they gradually reduce the weights of earlier particles. Thus, those weights are preferable when the early particles are not reliable. In our algorithm, those weights are preferable when we cannot prepare the MAP initialization. Another choice of the step size is the Fully correction. As the name means, this method updates the weights of all particles which have already been processed at each step. In our algorithm, we used the Bayesian Quadrature weights since they are the optimal weights for the MMD. For more details of the Bayesian Quadrature, please see the Appendix K. The weights can be calculated by
where K is the gram matrix, z n = ∫ k(x, x n )p(x)dx and we approximate the integral by particles. Fully correction is preferable when the early particles are important. In our algorithm, this corresponds to the situation where we can successfully obtaine the MAP initialization.
In Alg 5, we actually do not need the MAP initialization. because by choosing the appropriate step size, the weights of those unreliable particles will become small.
The step size choice effects the convergence rate directly. In the main text, we only showed the results of Fully correction. Here, we showe the results of the constant step size and Line search.
Theorem 3 (Consistency)
The approximate posterior meanẐ f,p by Alg 5) converges to the true integral Z f,p at the following rates
for Line search (12) where d is the diameter of the marginal polytope M, δ is the accuracy parameter, R is the radius of the smallest ball of center µ p included M.
Also, when we reweight the obtained particles by using Bayesian quadrature weights and interpret it as the posterior, the following contraction property holds, 
for Constant step
for Line search (13) where d is the diameter of the marginal polytope M, δ is the accuracy parameter, R is the radius of the smallest ball of center µ p included M.
C Proof of Theorem 5
First we consider the case of Line search variants. The proof goes almost in the same way as [3] . (The proof of [14] is also useful) Here the notation is the same as [3] and we proof our theorem in the same way as Proposition 3.2. in [3] . We expand the Proposition 3.2 to the situation where we use the approximate LMO, where [3] consider the case of LMO. From Proposition 3.1 in [3] , following relation holds.
We consider the approximate LMO whose accuracy parameter is δ. Approximate LMO returnsw which deviates from the true w in the following way
From this definition, following holds
Based on this expression, we replace the w k byw k in the proof of Proposition 3.2. in [3] , and we obtain the variant of Eq. (12) and we can obtain the following expression,
From this expression, we can proof the linear convergence about v.
Based on this bound, we can apply the result of Ch.4.2 in [1] . Then, by utilizing the discussion of Appendix B in [7] , we can obtain the following expression.
This is derived Cauchy Schwartz inequality and the definition of MMD and ∥f ∥ H ≤ 1. Thus, we have proved the theorem in the case of line search.
Fully corrective variants optimize all the weights, this is different from the line search that we derive the weight for one added particles. Hence
where v FC k is derived by fully corrective variants. Thus we can bound the fully corrective variant in the same expression as line search. Also, geometric convergence of fully correction variant is discussed in [27] , [20] . They also discussed it by using the fact that fully correction is superior to line search.
Next we consider the constant step case. We prove our results based on Proposition 1 in [9] . The notation is the same as the in [9] . The sigh of [9] is reverse to ours, e.g. Eq.(13). Thus we follow the [9] and we define the approximate LMO based on the Eq.(11) in [9] , which ca be written in the following way,
δ is the accuracy parameter and approximate LMO returnsc. Combined with the above expression and Eq.(13) in [9] , the following relation holds
Base on this, ∥w∥ ≤ R δγ * holds. Following the same way as Eq. (14) in the Proposition 1 in [9] , following relation holds,
This is the sub-linear convergence. In the above proof, we followed the expression of [9] and we use the normalized inner product γ * . In the main paper, we do not normalize the inner product so we just replace the γ * by γ * /∥c t ∥ ≥ γ * /2R. In the above proof, we consider the fixed accuracy parameter δ for the approximate LMO. However the δ can be different at each approximate LMO calls. In that situation, we express the accuracy parameter of the k-th call as δ k . We consider the worst accuracy LMO call and define δ = min k δ k . About the Line search, if we put δ
then following relation holds,
About the constant step, following relation holds,
D Proof of Theorem 6
Our results are directly obtained by AppendixB of [7] . We use the proof of the contraction theorem. The calculations after Eq.(26) in [7] are hold in our case and Eq.(31) in [7] holds in our situation. Thus all we need to do is to substitute the variance of ours into Eq.(31) in [7] . Our variance is derived by reweighting the particles obtained by FWSS with Bayesian Quadrature weight and calculate the weighted MMD. This is upper bounded by the bound of the result Theorem 5 because MMD which is calculated by Bayesian quadrature weight is the optimal. Thus, by substituting the result of Theorem 5 into Eq.(31) in [7] , we obtain the result. Actually, we cannot calculate the Bayesian Quadrature weight analytically, so we approximate it by obtained particles. Even in such a case, we can obtain the upper bound. The posterior distribution is denoted by N (Z f,p , σ is the Bayesian Quadrature weight. Since we approximate this weight empirically and denote the corresponding variance byσ N = MMD({x i ,ŵ
). Since Bayesian Quadrature weight is the optimal weight, σ N ≤σ N . Thus we can upper bound Eq.(31) in [7] by this variance whose weight is approximated by particles.
E Kernel selection
The choice of the kernel is crucial numerically and theoretically. In the above convergence proof, we assumed that within the affine hull M, there exists a ball with centerx and radius R that is included in M. [1, 7] proved that for infinite dimensional RKHS, such as the case of RBF kernel, this assumption never holds. Thus, we can only have the sub-linear convergence for RBF kernels in general. However, as pointed in [7] , even if we use RBF kernels, thanks to the rounding in computer, what we treat in simulation are actually finite dimensional. This holds to our situation, and in the experiments we observde the linear convergence of our algorithm.
F APBC-FWSS
To apply the Asynchronous parallel block coordinate Frank Wolfe algorithm, the domain of the problem must be composed by the cartesian product and each component is convex hull, that is min
H i , and the domain is the marginal polytope M of the RKHS H, which is defined as the closure of the convex hull of k(·, x). Thus we cannot directly apply the block coordinate algorithm to our setting. This can be easily confirmed in the follwoing way. First we denote the convex hull in RKHS as
where α i is positive coefficient and this is expressed as
where we assumed some special kernels that we can factorize it into cartesian product such as RBF kernels which satisfies
). And to apply the block coordinate algorithm, each domain is the convex hull, that is,
Thus, this is much larger space than our problem. To mediate this, we have to consider the synchronize algorithm not asynchronous one. That is if we can separate the our objective into each dimensions by using the cartesian product, we will solve the LMO in each dimension separately, and wait all the worker finish the each calculation. After that we combine all the results of the workers and update the µ (n) p . By using this strategy, in each LMO, we solve subproblems in the convex hull, and can easily find the solution at the extreme points in each dimension, and synchronous update makes the particles in
The drawback of this strategy is that if some workers are slow, we have to wait them.
The next concern is whether we can separate our objective into each dimensions by using the cartesian product or not. In general, this is impossible since MMD entails the µ p and
and this is not separable in general. However, we can separate them under conditional probability conditions which is a special case, when we focus on the update equation which we use to solve the LMO, and especially the derivative with respect to the d-th dimension of x,
So, for d-th dimension, the effect of other dimensions comes from the coefficient
When we use an RBF kernel and optimize the particle, the change of the
) is much smaller than the change inside the bracket. Thus we fix the value of
l , x (i) ) during the optimization. This enables us to separate the update of the particle in each dimension. This is especially useful when we use the median trick during the optimization, since the median trick tryies to
that is the sum of the coefficients of the gradients are coordinated to be 1. Hence the coefficient does not change so much during the iteration of the LMO. Based on this assumption, we can separately solve the LMO in each dimension, and the obtained particle satisfies the accuracy parameter in approximate LMO,
we can guarantee the algorithm in the same way as FWSS. We tested the algorithm on the benchmark dataset, and it seems work well. However the success of this algorithm depends on the above assumption and the validity of the assumption depends on the kernel and its hyperparameter. The RBF kernel and median trick seems satisfy the assumption and this is the reason that experiment works well.
G Details of Experiments
In this section, we show the detail experimental settings and results which we cannot show in the main paper due to the limit of the space.
G.1 Algorithm of SVGD
We implemented SVGD by following pseudo codes. 
G.2 Toy dataset
To clarify how our method works, we checked our algorithm with a two dimensional toy dataset. The true distribution is a two dimensional mixture of Gaussians which is composed by 11 Gaussian distribuions. Here we applied our FWSS and observed how the particles are fitted to the distribution. The results are shown in Fig 3. In this figure, the number of particle is 200 and L = 50 and h = 0.3. We also changed L, the number of gradient descent in the approx-LMO, and compared how MMD decresases with SVGD in Fig 3(b) . We found that both our method and SVGD decrese linearly. The selection of the bandwidth is crucial for the success of the method. As we had shown in the main paper, there are three ways to specify the bandwidth. The first choice is using the fixed bandwidth and this choice is often used in Bayesian quadrature, e.g., [7] . The second choice is the median trick which is used in SVGD [26] . This method enables us to choose the bandwidth adaptively during the optimization. The third choice is using the gradient descent for h to minimize the kernelized Stein discrepancy during optimization. This is used in [18] .
In Fig 4, we showed other selection of bandwidth. As shown in Fig 4(a) , the small bandwidth makes the particles sparsely scattered. This is due to the fact that the second term of the update equation, which corresponds to the regularization term becomes very large. Thus particles tend to take distance from each other. If we take a large bandwidth, the regularization term becomes small, and thus particles become close to each other which is shown in Fig 4(b) .
Finally we showed the results of FWSS by median trick and SVGD, the result is shown in Fig. 5 
G.3 Details of the Benchmark experiments Bayesian logistic regression
In this experiment, we used Adam with learning rate 0.005 and we split the data, 90% are used for training and 10% are used for test. Minibatch size is 100. For the LMO calculation, we set L = 250. We used the median trick for the kernel band width. To calculate the MMD, we have to fix the bandwidth of the kernel. We simply take the median of the bandwidth which changes adaptively during the optimization. In the main paper we used 2.5. To calculate the MMD, we generate samples by Hybrid Monte Carlo (HMC).
In the experiment of the main text, we first estimated the MAP state as the initial particles. Here we did the experiment that we made the initial particle randomly and continued our algorithm. The result is shown in Fig. 6 , and corresponding random initial version is denoted by Non-MAP initialization in the figure. As you can see, although we did not use the MAP estimate, still our method is faster than SVGD.
Bayesian neural net regression
In this experiment, we used Adam with learning rate 0.005 and we split the data, 90% are used for training and 10% are used for test. minibatch size is 100 except for year dataset, where we used 500 minibatch size.
We use the zero mean Gaussian for the prior of the weights and we put Gamma(1, 0.1) prior for the inverse covariances.
For the LMO calculation, we set L = 1000 except for year dataset where we set L = 2000. Since it is difficult to obtain the MAP estimation for the initial sates, this is corresponds to the case of Non-MAP initialization as we explained previous section.
In the main text, we showed the figure of naval dataset and here, we show that of the protein data in Fig. 7 .
In the main paper, we checked the performance of FWSS and SVGD by fixing the computation time. Those fixed time are selected that the test RMSE are sufficiently converged. 
G.4 MMD comparison between FWSS and SVGD
In the main paper, we only plot the result of FWSS about the MMD to confirm the linear convergence. Here we also plot the behavior of the MMD optimized by SVGD. We changed the number of particles and plot it. The value of MMD at each number of particles are calculated after the 30000 steps where the optimization had finished. The result is shown in Fig. 8 .
To calculate the MMD, we also generate "true samples" by HMC. SVGD have smaller MMD compared to ours. This is due to the fact that SVGD simultaneously optimizes all particles and try to put particles in the best position which corresponds to the global optima. On the other hand, FWSS just increase the particles greedily and thus this results in a local optima. Hence the better performance of SVGD compared to FWSS at the same number of particles in terms of MMD is a natural result. As you can see that at early time, PBC-FWSS is the fastest. However as the optimization proceeds, the advantage of parallel computation had been disappeared. This might be due to our implementation in tensorflow that, for the parallel computation, we first separate the dimensions into each workers, this corresponds to the allocation of variables in tensorflow. Since this allocation makes the computation graph inefficient, and thus we did not gain so much speed up by PBC-FWSS. 
H Stein Points Experiments
The stein pints method utilizes two algorithms for the objective function, the greedy algorithm and the herding algorithm. In order to perform optimization, the authors indicate three methods: the Nelder-Mead method, the Monte Carlo method and the grid search method. To perform on step optimization in an n dimention parameter space, the Nelder-Mead method needs to evaluate the objective function at least n + 1 times, and the grid search method needs to evaluate d n times, where d is the number of the grids in one dimention.
We conducted toy experiments to approximate Gaussian mixtures in 6 different combinations. The result shown in Fig. 10 is not favorable as espected. First, the data points needs to be bounded in a specifically designed area, which is not trival and may require more time than usual. Second, it failed to capture the characteristic of the target distribution since it only does exploration. Since the greedy algorithm together with Monte Carlo seems to perform the best fit, we use this setting in the bayesian logistic regression experiment.
The details of the greedy algorithm is elaborated as follows. The distance we want to minimize between n sampled points and the target distribution is defined as
Starting from the first MAP data point, the greedy algorithm tries to find a data points that minimize the distance. The greedy algorithm solves the optimization problem
for the nth data point, where k 0 (x, x ′ ) is the Stein repoducing kernel defined as
The Gaussian kernel is used for the base kernel k(x, x ′ ). The details of the Monte Carlo methods is elaborated as follows. The first sample is drawn by performing MAP approximation, for which we looped 100 times. From the second sample, we take the strategy below. First, we uniformly select 20 base points within existing points. Then, we sample 20 points from a Gaussian distribution, whose location is the base point and scale is set to be 1. We resampled the points until the elements of the 20 points all fall in the range [−1, 1]. Finally, we evaluate the 20 points and select the one performs the best.
However, the experiment is hardly feasible. Sampling only 4 data points took 3 minutes and the accuracy is only
56%.
We also tried to test the method on bayesian neural network settings. However, it is not realistic since the dimension of the parameter space is too large. 
I Cache-FWSS
As we had discussed in the main paper of Section 4.1, we can combine FWSS and SVGD. The algorithm is simple. We just replace the Approx-LMO in FWSS by Cached approx-LMO as described in Alg. 7. To use the Cached approx-LMO, we first optimize N particles by SVGD. After finishing the SVGD, we store the optimized particles in the "Cache". Then, in the Cached approx-LMO, in each iteration, we first choose the particle which minimize the absolute value of
from the Cache. Then we adapt the chosen particle as the initial state of the solution, and update it. By doing this, the number of iteration will be drastically small for each iteration. And we eliminate the chosen particle from the cache to prevent from choosing the same particle for many times. Based on this Cached approx-LMO, the whole algorithm is given in Alg. 8. We name this algorithm, Cache-FWSS. When we use all the particles which are obtained by SVGD, then we will use the usual Approx-LMO in the Algorithm. The theoretical property of this algorithm is apparently as same as the FWSS. 
where d is the diameter of the marginal polytope M, δ is the accuracy parameter, R is the radius of the smallest ball of center µ p included M, and ϵ = min k Φ k which is positively bounded. 
where d is the diameter of the marginal polytope M, δ is the accuracy parameter, R is the radius of the smallest ball of center µ p included M, and ϵ = min k Φ k which is positively bounded.
Those proofs are shown later in this section. Practically, we have to calculate Eq. (31) and this is difficult since this includes the integral µ p . We tried to approximate this term by the technique of biased importance sampling [2] , but not work well. Thus, practical implementation of this algorithm is the future work.
J.1 Proofs
The proof goes in the same way as FWSS and we have to be careful about how the approximate LMO describes. We use the proof of Proposition 3.2 in [3] as we did in the proof of FWSS. The notation below is the same as [3] .
In the Lazy-LMO, we do not solve the LMO for every iteration but first we check whether the stored particles satisfies following condition or not,
If there exists the particle which satisfies above condition, then we do not solve the LMO but just return the particle which satisfies above condition. If no particle satisfies above condition, then we solve approximate LMO or update the accuracy parameter Φ k following the algorithm. First we consider the case that we did not update the accuracy parameter, that is, all the procedures are consisted by only positive calls [6] .
Here we assume that objective function is L/M lipshitz, where we introduced M to skip the rescaling the lipschitz constant later. Then ∥v k ∥ ≤ L holds. Thus, , then the discussion up to Eq.(12) in [3] holds by replacing all the w byw. And thus
holds. When we use − 1
Here we assume that all the calls are only positive, that no negative call exists. Then following relation holds,
However as shown by Theorem4.1 in [6] , it is impossible to construct the algorithm that no negative call exists and the number of successive positive call are bounded. Fortunately, now we want to bound the objective function by the number of particles not the iteration of the algorithm, this is different from [6] . And the number of particles increases only when the positive call are used. This means we can use the bound of Eq.(37) directly. And as shown in theorem4.1 in [6] , the number of negative call is also bounded, that is the lazy algorithm surely increase the number of particles and the situation that no positive call exists does not occur. By definition, the value of min k Φ k is positively bounded and thus the theorem directly obtained in the same way as the proof of FWSS. Above proof is about the line search, but we can show the variant of constant step and fully correction easily by the same discussion with FWSS.
The value of Lipshitz constant is, our objective function is J(µp) = 
and the lipschitz constant becomes L = max k L k About the contraction theorem, we can prove it in the same way as FWSS.
K Quadrature rules K.1 Herding and Quadrature
When exact integration cannot be done, we often resort to use the quadrature rule approximations. A quadrature rules approximate the integral by weighted sum of functions at the certain points,
where we approximated p(x) byp(x) = ∑ N n=1 w n δ(x n ) and δ(x n ) is a Dirac measure at x n . There are many ways to specifying the combination of {(w n , x n )} N n=1 . In this paper, we call w n s as weights and x n s as particles. Most widely used quadrature rule is the Monte Carlo(MC). We simply set all the w n = 1 N and we produce x n s by drawn from p(x) randomly. This non-deterministic sampling based approximation converges at a rate O(
). On the other hand, in the Quasi Monte Carlo, we decide x n s to directly minimize the some criterion.
In the kernel herding method [9, 1] , the discrepancy measure is the Maximum Mean Discrepancy (MMD). Let H be a Hilbert space of functions equipped with the inner product ⟨·, ·⟩ H and associated norm ∥ · ∥ H . The MMD is defined by MMD({(w n , x n )} If we consider H be a reproducing kernel Hilbert space(RKHS) with a kernel k. In this setup, we can rewrite the MMD using k(x, x ′ ) and set all the w i = 1 N ,
where µ p = ∫ k(·, x)p(x)dx ∈ H. The herding algorithm greedily minimize the above discrepancy in the following way,
It is widely known that, under certain assumption, they converges at a rate O( 1 N ).
K.2 Bayesian Quadrature
In the Bayesian Quadrature method [12, 16] , we put on the Gaussian process prior on f with kernel k and mean 0. In usual gaussian process, after conditioned on f (X) = (f (x 1 ), . . . , f (x N )) ⊤ , we can obtain the closed-form posterior distribution of f , p(f (x * )|p(f (X))) = N (f (x * )|µ, Σ),
where µ = k(x * , X)K −1 f (X), Σ = k(x * , x * ) − k(x * , X)K −1 k(X, x * ), here K i,j = K(x i , x j ) and N (x|µ, Σ) means the Gaussian distribution with mean µ and the covariance Σ. Thanks to the property of Gaussian process that linear projection preserves the normality, the integrand is also Gaussian, and thus we can obtain the posterior distribution of the integrand as follows,
where z n = ∫ k(x, x n )p(x)dx. From the above expression,
This is different from the herding where we set w n = 1 N . In the same way as the expectation, we can calculate the variance of the posterior, [16] proved that in the RKHS setting, minimizing the posterior variance corresponds to minimizing the MMD,
The BQ minimize the above discrepancy greedily in the following way, [16] showed that MMD({(w 
The finite sample bound of BQ was studied in [7] by using the Frank-Wolfe algorithm which will be explained in the next chapter.
