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ON THE STRUCTURAL PROPERTIES
OF AN EFFICIENT FEEDBACK LAW
AMBROISE VEST
Abstract. We investigate some structural properties of an efficient feedback
law that stabilize linear time-reversible systems with an arbitrarily large decay
rate. After giving a short proof of the generation of a group by the closed-loop
operator, we focus on the domain of the infinitesimal generator in order to
illustrate the difference bewteen a distributed control and a boundary control,
the latter being technically more complex. We also give a new proof of the
exponential decay of the solutions and we provide an explanation of the higher
decay rate observed in some experiments.
1. Introduction
Given an abstract evolutionary problem
(1)
{
x′(t) = Ax(t) +Bu(t), t ≥ 0,
x(0) = x0,
where A is the generator of a group, B is a control operator and u(t) is a control
function, many works were devoted to the obtention of feedback operators
(2) u(t) = Fx(t)
making the system (1)-(2) exponentially stable.
While the finite-dimensional case and more generally the case of a bounded oper-
ator B were conveniently treated by semigroup method (see e.g., [18],[10],[22],[21]),
the case of unbounded control operators presented serious technical obstacles.
However, since unbounded control operators appear in the important prob-
lems of boundary or pointwise control, this question was studied extensively. Fol-
lowing several explicit constructions of stabilizing boundary feedbacks (see e.g.,
[20],[8],[14],[16]), J.-L. Lions [17] gave a general approach that relies on the ex-
act controllability of the system (1) and the theory of infinite-dimensional Riccati
equations. In these works, the decay rate of the solutions cannot be arbitrarily
large.
In [11], V. Komornik simplified the approach of [17] by constructing feedbacks
yielding prescribed decay rates. In a preceding work [25], we gave a rigourous
justification of this method.
The purpose of this paper is twofold. In section 3, we give a shorter and more
direct justification of the well-posedness of the closed-loop system, avoiding the use
of variation of constants formulas. Then, we exhibit a crucial difference between
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the cases of bounded and unbounded control operators. While in the bounded case
the infinitesimal generator is just A+BF , in the unbounded case, it is an extension
of A + BF . We show this by an explicit example. This essential difference may
also explain why boundary control problems are usually technically more difficult
to treat than internal control problems.
Our results also suggest to have another look at the decay rate of the solutions.
In section 4, after giving a shorter proof of the exponential decay of the solutions,
we provide an explanation of an interesting phenomenon observed in [6] and [4]: in
numerical simulations and physical experiments perfomed with the feedback intro-
duced in [11], the decay rate is usually twice as big as the one obtained theoretically.
Remarks.
• The problems that we have in mind are time-reversible and generally model
oscillating systems like waves or plates (see the examples given in [11]).
This feedback has also been used to stabilize Maxwell equations in [12],
elastodynamic systems in [1] and partially observable systems in [13].
• Another explicit feedback stabilizing a vibrating beam with arbitrarily large
decay rates has been given recently in [23].
2. Hypotheses and notations
Given a normed vector space X , ‖.‖X denotes its norm, 〈. , .〉X′,X denotes the
duality pairing between X and its dual X ′. 1 The quantity (. , .)X represents a
scalar product and ‖.‖ represents the norm of a continuous linear operator beween
two normed vector spaces, depending on the context.
The state space H and the control space U are Hilbert spaces. We denote by H ′
and U ′ their duals and by
J : U ′ → U the canonical isomorphism between U ′ and U ;
J˜ : H → H ′ the canonical isomorphism between H and H ′.
We will always identify a Hilbert space with its bidual. Moreover we assume that
the following hypotheses are satisfied:
(H1) The operatorA : D(A) ⊂ H → H is the infinitesimal generator of a strongly
continuous group etA on H . 2
(H2) B ∈ L(U,D(A∗)′).
(H3) Given T > 0, there exists a positive constant c1(T ) such that∫ T
0
‖B∗e−tA
∗
x‖2U ′ dx ≤ c1(T )‖x‖
2
H′
for all x ∈ D(A∗).
(H4) There exists a number T0 > 0 and a positive constant c2(T0) such that
c2(T0)‖x‖
2
H′ ≤
∫ T0
0
‖B∗e−tA
∗
x‖2U ′ dt
for all x ∈ D(A∗).
1 Sometimes we will omit the name of the spaces below the brackets in order to enlight the
notations.
2 Thus its adjoint A∗ : D(A∗) ⊂ H′ → H′ generates a group etA
∗
= (etA)∗ on H′.
ON THE STRUCTURAL PROPERTIES OF AN EFFICIENT FEEDBACK LAW 3
Remarks.
• D(A∗)′ denotes the dual of D(A∗), which is a Hilbert space, provided with
the norm ‖x‖2
D(A∗) := ‖x‖
2
H′ + ‖A
∗x‖2H′ . Moreover,
D(A∗) ⊂ H ′ =⇒ H ⊂ D(A∗)′
with dense and continuous embeddings. We denote by B∗ ∈ L(D(A∗), U ′)
the adjoint of B. This implies the existence of a complex number λ (in the
resolvent set of −A) and a bounded operator E ∈ L(U,H) such that
B∗ = E∗(A+ λI)∗.
If B ∈ L(U,H), we say that B is bounded. This is the case with a distributed
control. Otherwise, we say that B is unbounded, which covers the case of a
boundary control.
• In the examples, the inequality in (H3) represents a trace regularity result
(see [15]). It is usually called the direct inequality. Thanks to the assump-
tions (H1)-(H2), if this inequality satisfied for one T > 0, then it is satisfied
for all T > 0 (up to a change of the positive constant). Moreover, the esti-
mation remains true if we integrate on (−T, T ). This inequality is extended
to all x ∈ H ′ by density and the function t 7→ B∗e−tA
∗
x can be seen as an
element of L2
loc
(R;U ′).
• The inequality of (H4) is usually called the inverse or observability inequal-
ity. Obviously it remains true if we integrate on (0, T1) with T1 > T0 but
need not be true if 0 < T1 < T0.
Let us recall how the feedback of [11] is constructed. We fix a number ω > 0, set
Tω := T0 +
1
2ω
,
and we introduce the following weight function (see Figure 1) on the interval [0, Tω]:
eω(s) :=
{
e−2ωs if 0 ≤ s ≤ T0
2ωe−2ωT0(Tω − s) if T0 ≤ s ≤ Tω.
Thanks to (H3) and (H4), the relation
(3) 〈Λωx, y〉H,H′ :=
∫ Tω
0
eω(s)〈JB
∗e−sA
∗
x,B∗e−sA
∗
y〉U,U ′ ds
defines a self-adjoint operator Λω ∈ L(H
′, H) which is bounded from below. In
particular, Λω is invertible and we denote by Λ
−1
ω its inverse. The feedback operator
is defined as
(4) F := −B∗JΛ−1ω .
Now we recall an equation satisfied by Λω. This relation will be essential in
the analysis of the well-posedness of the closed-loop problem and the decay rate of
its solutions. Differentiating under the integral in (3), we can prove that Λω is a
solution to the following algebraic Riccati equation :
(5) 〈ΛωA
∗x, y〉H,H′ + 〈Λωx,A
∗y〉H,H′
+ 〈CΛωx, J˜CΛωy〉H,H′ − 〈JB
∗x,B∗y〉U,U ′ = 0
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Figure 1. Weight function eω
for all x, y ∈ D(A∗). In the above equation, the operator C ∈ L(H) is the square
root of the positive self-adjoint operator L ∈ L(H) defined by
(Lx, y)H := −
∫ Tω
0
e′ω(s)〈JB
∗e−sA
∗
Λ−1ω x,B
∗e−sA
∗
Λ−1ω y〉U,U ′ ds
for all x and y in H .
Remark. The inequality −e′ω(s) ≥ 2ωeω(s) yields
(6) C∗J˜C ≥ 2ωΛ−1ω .
3. On the well-posedness of the closed-loop problem
3.1. Quick justification of the well-posedness. In this paragraph, we give a
justification of the well-posedness of the closed-loop problem (1)-(2) with the ex-
plicit feedback (4). More precisely, we prove that if we replace A by a suitable
extension A˜ (that will be precised in the next definition), the closed-loop operator
A+BF generates a group.
Definition. We denote by A˜ ∈ L(H,D(A∗)′) the adjoint of A∗ seen as a bounded
operator between D(A∗) and H ′. In particular,
〈A˜x, y〉D(A∗)′,D(A∗) = 〈x,A
∗y〉H,H′
for all x ∈ H and y ∈ D(A∗).
Remark. The operator A˜ is an extension of A i.e. the two operators coincide on
D(A). Moreover, such an extension is unique by the density of D(A) in H .
Theorem 3.1. The operator
AU := A˜−BJB
∗Λ−1ω , D(AU ) = ΛωD(A
∗)
is the infinitesimal generator of a strongly continuous group U(t) in H.
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Proof. The operator
AV := −A
∗ − C∗J˜CΛω, D(AV ) = D(A
∗)
generates a strongly continuous group V(t) on H ′. Indeed, this is a classical pertur-
bation result for the generator of (semi)groups (see [19, p. 22 and p. 76]) since the
perturbation −C∗J˜CΛω is a bounded operator in H
′. By another classical result
on semigroups (see [9, p. 43 and p. 59] ), the conjugated operator
ΛωAV Λ
−1
ω , D(ΛωAV Λ
−1
ω ) = ΛωD(A
∗)
is the generator of a strongly continuous group on H defined by ΛωV (t)Λ
−1
ω .
Let z ∈ ΛωD(A
∗) (i.e. Λ−1ω z ∈ D(A
∗)) and y ∈ D(A∗). From the Riccati
equation (5),
〈z, A∗y〉H,H′ − 〈B
∗Λ−1ω z,B
∗y〉H,H′ = 〈Λω(−A
∗ − C∗J˜CΛω)Λ
−1
ω z, y〉H,H′ .
The definition of the extension A˜ and the hypothesis (H2) on B yield
〈(A˜−BJB∗Λ−1ω )z, y〉D(A∗)′,D(A∗) = 〈Λω(−A
∗ − C∗J˜CΛω)Λ
−1
ω z, y〉D(A∗)′,D(A∗).
Since this identity is true for all y ∈ D(A∗),
AUz = ΛωAV Λ
−1
ω z ∈ D(A
∗)′.
In fact, this identity is true in H since the right member is an element of H .
Hence AU and ΛωAV Λ
−1
ω coincides on ΛωD(A
∗), i.e. setting
U(t) := ΛωV (t)Λ
−1
ω ,
the operator AU with domain D(AU ) = ΛωD(A
∗) is the generator of U(t). 
Remark. Using the Riccati equation more deeply, it is possible to justify (see [25])
the following variation of constants formula :
U(t)x0 = e
tAx0 − (A+ λI)
∫ t
0
e(t−r)AEJB∗Λ−1ω U(r)x0 dr,
where for each fixed t, the integrand is well defined as an element of L2
loc
(R, H).
The integral is an element of D(A) and the second term of the right member is
continuous in t ([3, pp. 459-460]). This formula is true for all x0 ∈ H and does not
involve the extention A˜.
3.2. The domain of AU . We have seen that the domain of AU is
ΛωD(A
∗).
Is it possible to link this abstract space to D(A) or more generally to D(Ak), where
k is a positive integer?
The answer relies on the nature of the control operator B. More precisely, if
the control is bounded then the domain of AU is exactly D(A). This is coherent
since the construction of the above paragraph is not “necessary” in that case, the
perturbationBF being a bounded operator inH . The situation is more complicated
with an unbounded control operator : we will see through an example that in general
ΛωD(A
∗) is not included in D(A).
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Bounded control operators.
Proposition 3.2. Assume that B ∈ L(U,H). Then
D(AU ) = ΛωD(A
∗) = D(A).
Proof. The inclusion ΛωD(A
∗) ⊂ D(A) is a consequence of the Riccati equation.
Let z ∈ ΛωD(A
∗), i.e. z = Λωx for some x ∈ D(A
∗). Then, for all y ∈ D(A∗),
equation (5) implies that
〈z, A∗y〉 =− 〈A∗Λ−1ω z,Λωy〉 − 〈Cz, J˜CΛωy〉+ 〈JB
∗Λ−1ω z,B
∗y〉
=− 〈(ΛωA
∗Λ−1ω + ΛωC
∗J˜C −BJB∗Λ−1ω )z, y〉.
From the definition of the adjoint operator, z ∈ D(A) and
Az = −(ΛωA
∗Λ−1ω + ΛωC
∗J˜C −BJB∗Λ−1ω )z.
For the inclusion D(A) ⊂ ΛωD(A
∗), we use a method of H. Zwart [26]. Set
A1 := A+ ΛωC
∗J˜C −BJB∗Λ−1ω , D(A1) = D(A).
Then,
A∗1 = A
∗ + C∗J˜CΛω − Λ
−1
ω BJB
∗, D(A∗1) = D(A
∗)
We can rewrite the Riccati equation (5) as
〈A∗x,Λωy〉+ 〈Λωx,A
∗
1y〉 = 0,
for all x, y ∈ D(A∗).
We can find a complex number s such that
s ∈ ρ(−A) ∩ ρ(A∗1).
Indeed, the operators −A and A∗1 are the generators of strongly continuous groups.
From the theorem of Hille-Yosida, their resolvent sets are unions of two disjoint
half-planes.
From the first inclusion, for each x ∈ D(A∗), Λωx ∈ D(A) and
AΛωx = −(ΛωA
∗Λ−1ω + ΛωC
∗J˜C −BJB∗Λ−1ω )Λωx
= −Λω(A
∗ + C∗J˜CΛω − Λ
−1
ω BJB
∗)x
= −ΛωA
∗
1x,
which implies that
(sI +A)Λωx = Λω(sI −A
∗
1)x.
As s ∈ ρ(A∗1) ∩ ρ(−A), the operators (sI +A) and (sI −A
∗
1) are invertible. Multi-
plying the above relation on the left by (sI+A)−1 and on the right by (sI−A∗1)
−1,
we get
Λω(sI −A
∗
1)
−1 = (sI +A)−1Λω on H.
On D(A), we have
Λ−1ω = Λ
−1
ω (sI +A)
−1ΛωΛ
−1
ω (sI +A)
= Λ−1ω Λω(sI −A
∗
1)
−1Λ−1ω (sI +A)
= (sI −A∗1)
−1Λ−1ω (sI +A).
Thus, Λ−1ω D(A) ⊂ D(A
∗
1) = D(A
∗) i.e. D(A) ⊂ ΛωD(A
∗). 
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Unbounded control operators. We return to the more general case of an
unbounded control operator i.e.
B ∈ L(U,D(A∗)′).
Set ξ0 ∈ D(A
∗). Let us explain how to compute Λωξ0. We follow the method
described in [11, p. 1603] in the case of the wave equation with a Dirichlet boundary
control and write it in an abstract framework. We can notice the similarity with
the computation of the control in the Hilbert Uniqueness Method [17].
• We first solve the homogeneous problem{
ξ′(t) = −A∗ξ(t), 0 ≤ t ≤ Tω,
ξ(0) = ξ0.
The solution ξ(t) (which is continuously differentiable because ξ0 ∈ D(A
∗))
is given by
ξ(t) = e−tA
∗
ξ0.
• We consider the control
u(t) := eω(t)JB
∗ξ(t) = eω(t)JE
∗(A+ λI)∗ξ(t) ∈ C(R, U).
Remark that u(Tω) = 0 because eω(Tω) = 0.
• Then, we solve the inhomogeneous backward problem{
y′(t) = Ay(t) +Bu(t), 0 ≤ t ≤ Tω,
y(Tω) = 0,
whose mild solution (see [3, pp. 459-460]) is given by
y(t) = −(A+ λI)
∫ Tω
t
e(t−s)AEu(s) ds, 0 ≤ t ≤ Tω.
This function is continuous on [0, Tω] with values in H .
• Finally,
Λωξ0 = −y(0).
Indeed, for φ0 ∈ D(A
∗) we have
〈y(0), φ0〉 = −
∫ Tω
0
〈u(s), B∗e−sA
∗
φ0〉ds
= −
∫ Tω
0
eω(s)〈JB
∗e−sA
∗
ξ0, B
∗e−sA
∗
φ0〉
= −〈Λωξ0, φ0〉.
The conclusion is a consequence of the density of D(A∗) in H ′.
Now, let us analyze how the regularity of Λωξ0 = −y(0) depends on the regularity
of ξ0. Assume that ξ0 ∈ D((A
∗)2) in order to have u(t) ∈ C1(R, U). We set
zλ(t) := e
λt
∫ Tω
t
e(t−s)AEu(s) ds
=
∫ Tω
t
e(t−s)(A+λI)Eu˜(s) ds,
where
u˜(s) := eλsu(s).
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We recall that λ lies in the resolvent set of −A and remark that u˜(Tω) = 0.
An integration by parts yields
zλ(t) =
∫ Tω
t
e(t−s)(A+λI)Eu˜(s) ds
=
∫ Tω
t
(A+ λI)e(t−s)(A+λI)(A+ λI)−1Eu˜(s) ds
= (A+ λI)−1
∫ Tω
t
e(t−s)(A+λI)Eu˜′(s) ds+ (A+ λI)−1Eu˜(t).
Thus,
y(0) = −(A+ λI)zλ(0)
= −
∫ Tω
0
e−s(A+λI)Eu˜′(s) ds︸ ︷︷ ︸
∈D(A)
∈D(A)?︷ ︸︸ ︷
−Eu˜(0) .
The first term on the right side of the above identity is in D(A) (see e.g., [3, pp.
459-460]). Hence, y(0) belongs to D(A) if and only if the second term belongs to
D(A). Let us take a look at this last term
Eu˜(0) = Eu(0) = EJB∗ξ0 = EJE
∗(A+ λI)∗ξ0.
through an example.
Example. We consider the wave equation on a sufficiently smooth domain Ω with
a Dirichlet boundary control acting on the entire boundary Γ :
y′′ −∆y = 0 in (0,∞)× Ω,
y = u in (0,∞)× Γ,
y(0) = y0, y
′(0) = y1 in Ω.
This system can be rewritten in the abstract form (1) as follows. We set
H = H−1(Ω)× L2(Ω);
H ′ = H10 (Ω)× L
2(Ω);
U = U ′ = L2(Γ).
Next, −A∗ is the wave operator on H ′ and A := (A∗)∗ with
D(A∗) = (H2(Ω) ∩H10 (Ω))×H
1
0 (Ω);
D(A) = L2(Ω)×H10 (Ω)
(see e.g., [7] or [11] for details). The operator B∗ is defined for (η0, η1) ∈ D(A
∗) by
B∗(η0, η1) := ∂νη0 ∈ L
2(Γ).
Moreover, for u ∈ L2(Γ), we set
Eu := (0,−Du),
where D : L2(Γ)→ H1/2(Ω) is the Dirichlet map, defined by{
−∆Du = 0 in Ω,
Du = u in Γ.
ON THE STRUCTURAL PROPERTIES OF AN EFFICIENT FEEDBACK LAW 9
Assume that (ξ0, ξ1) ∈ D(A
∗). Then
EJB∗(ξ0, ξ1) = (0,−D∂νξ0) ∈ H.
We seek a condition on ξ0 in order to have (0, D∂νξ0) ∈ D(A) i.e.
D∂νξ0 ∈ H
1
0 (Ω).
If ξ0 ∈ H
2(Ω)∩H10 (Ω), then ∂νξ0 ∈ H
1/2(Γ) and D∂νξ0 ∈ H
1(Ω). By definition of
D, the trace of D∂νξ0 on the boundary is
D∂νξ0|Γ = ∂νξ0.
That is why, in order to have D∂νξ0 ∈ H
1
0 (Ω) it is necessary and sufficient that
∂νξ0 = 0. But (see e.g., [5, p. 217])
D((A∗)2) =
{
(ξ, ψ) ∈ H3(Ω)×H2(Ω) : ξ = ∆ξ = ψ = 0 on Γ
}
.
Hence, if (ξ0, ξ1) ∈ D((A
∗)2), the normal derivative of ξ0 on Γ does not necessarily
vanish. Finally, given (ξ0, ξ1) ∈ D((A
∗)2) ⊂ D(A∗),
Λω(ξ0, ξ1) ∈ D(A) ⇐⇒ ∂νξ0 = 0.
In this example of boundary control,
ΛωD(A
∗) 6⊂ D(A).
Remark. In the case of a vibrating string, if Ω = (0, pi), the eigenfunctions of the
Laplacian with Dirichlet boundary conditions are the functions sin(nx), where n =
1, 2, . . . They belong to the class C∞. Even if ξ0 and ξ1 are linear combinations of
these functions, Λω(ξ0, ξ1) does not necessarily belong to D(A) because the normal
derivative of ξ0 does not necessarily vanish on Γ.
4. On the decay rate of the solutions
Let us give a proof of the exponential decay of the solutions of (1)-(2) with the
explicit feedback (4). The proof is different from the one given in [11, pp. 1598-
1599]: we do not use an integral representation formula fo Λ−1ω . It is closer to the
finite dimensional case (see [11, p. 1597]).
Proposition 4.1. There exists a positive constant c such that for each initial data
x0,
‖U(t)x0‖H ≤ ce
−ωt‖x0‖H ,
for all t ≥ 0.
Proof. At first, let x0 ∈ D(AU ) = ΛωD(A
∗) and set x(t) := U(t)x0. We have
already seen that AU coincides with A˜−BJB
∗Λ−1ω on D(AU ). With this regularity
10 AMBROISE VEST
for the initial data, x(t) is differentiable on R and
1
2
d
dt
〈Λ−1ω x(t), x(t)〉H′ ,H = 〈Λ
−1
ω x(t), x
′(t)〉H′,H
= 〈Λ−1ω x(t), AUx(t)〉H′ ,H
= 〈Λ−1ω x(t)︸ ︷︷ ︸
∈D(A∗)
, (A˜−BJB∗Λ−1ω )x(t)︸ ︷︷ ︸
∈H
〉H′,H
= 〈Λ−1ω x(t), A˜x(t)〉D(A∗),D(A∗)′
− 〈Λ−1ω x(t), BJB
∗Λ−1ω x(t)〉D(A∗),D(A∗)′
= 〈A∗Λ−1ω x(t), x(t)〉H′ ,H − 〈JB
∗Λ−1ω x(t), B
∗Λ−1ω x(t)〉U,U ′ .
For all x, y ∈ D(AU ), we have
〈A∗Λ−1ω x, y〉H′,H+〈x,A
∗Λ−1ω y〉H,H′+〈J˜Cx, Cy〉H′,H−〈JB
∗Λ−1ω x,B
∗Λ−1ω y〉U,U ′ = 0.
Thus
d
dt
〈Λ−1ω x(t), x(t)〉H′ ,H = −〈J˜Cx(t), Cx(t)〉H′ ,H − 〈JB
∗Λ−1ω x(t), B
∗Λ−1ω x(t)〉U,U ′
≤ −〈J˜Cx(t), Cx(t)〉H′ ,H
≤ −2ω〈Λ−1ω x(t), x(t)〉H′ ,H
where the last inequality is a consequence of (6).
Finally the above estimations yield
〈Λ−1ω x(t), x(t)〉H′ ,H ≤ e
−2ωt〈Λ−1ω x0, x0〉H′,H , t ≥ 0.
This estimation remains true for x0 ∈ H by density of D(AU ) in H . We conclude
by noticing that, thanks to (H3) and (H4), the quantity (〈Λ−1ω x, x〉H′,H)
1/2 defines
a norm on H which is equivalent to ‖.‖H . 
Let us explain on a finite-dimensional example why we can expect a better decay
rate than ω in some cases.
Example. We consider the the system governed by{
y′′(t) + y(t) = u(t), t ≥ 0
y(0) = y0, y
′(0) = y1.
Setting x(t) =
(
y(t)
y′(t)
)
, x0 =
(
y0
y1
)
, A =
(
0 1
−1 0
)
and B =
(
0
1
)
, this system is
equivalent to (1). Hypotheses (H1) to (H3) are obviously satisfied while hypothesis
(H4) follows from the observability of the pair (−A∗, B∗) that one can check via
the rank condition.
Now we compute the feedback operator (4) replacing Λω by the slightly different
operator (in order to make the computations easier)
Λ˜ω :=
∫ T0
0
e−2ωte−tA
∗
BB∗e−tA dt
=
( ∫ T0
0
e−2ωt sin2 t dt −
∫ T0
0
e−2ωt sin t cos t dt
−
∫ T0
0
e−2ωt sin t cos t dt
∫ T0
0
e−2ωt cos2 t dt
)
.
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For some particular values of T0, the coefficients of the above matrix are particularly
simple and so are the coefficients of the closed loop operator. Chossing T0 = kpi,
where k is a positive integer, we obtain
AU = A−BB
∗Λ˜ω
−1
=
(
0 1
−1− 4ω
2
1−e−2ωkpi
−4ω
1−e−2ωkpi
)
.
In finite dimension,
growth bound of AU = max{Re(λ), λ ∈ Sp(AU )}.
The eigenvalues of AU are complex and conjugated since this matrix is real and the
discriminant of the characteristic polynomial is negative :
(trAU )
2 − 4detAU =
8e−2ωkpi
(1− e−2ωkpi)2
(
(1 +
(2ω)2
2
− ch(2ωkpi)
)
< 0
Indeed, ch(kpix) > ch(x) > 1 + x
2
2 for all x > 0. Hence, denoting by λ and λ¯ the
eigenvalues, we obtain
Reλ = Reλ¯ =
1
2
trAU =
−2ω
1− e−2ωkpi
< −2ω < −ω.
Therefore, some choices of T0 yield a decay rate that is at least twice better than
the one obtain in Theorem (4.1).
We return to the general case. The aim of the following paragraph is to show
that by replacing T0 by T ≥ T0 in the definition of Λω (3), it is possible to have a
larger decay rate of the solutions. Moreover, for dissipative systems, this decay rate
approaches “quickly” the value −2ω as T increases. This may explain the larger
decay rate observed in some numerical and physical experiments.
Let c ≥ 1 and γ ∈ R be two constants such that
∀t ≥ 0, ‖e−tA
∗
‖ ≤ ceγt.
In the sequel, the value ω > 0 is fixed and we denote by Λω,T the operator obtained
in (3) by replacing T0 by T ≥ T0 (we will also write eω,T for the corresponding
weight function). Thanks to hypotheses (H3) and (H4), this operator has the same
properties as Λω. In particular it is invertible. Note that we also have to replace
C by an operator CT (see the definition of C in section 2). We can repeat the
method of section 3 to prove the well-posedness of the closed-loop problem with
the feedback F = −JB∗Λ−1ω,T in the framework of semigroups.
Theorem 4.2. For a fixed T ≥ T0, the semigroup UT (t) generated by A˜−BJB
∗Λ−1ω,T
satisfies
‖UT (t)‖ ≤ c
′ exp
(
(−2ω + γ + αϕ(T ))t
)
, t ≥ 0,
where
ϕ(T ) := exp
(
γT − 2ω(T − T0)
)
, c′ := c‖Λω,T‖‖Λ
−1
ω,T‖
and α is a positive constant that depends only on T0 and ω.
Remark. This estimation of the decay rate of the solutions of the closed-loop prob-
lem may be worst than the one given by Proposition 4.1 (at least ω). But in the
case of conservative or dissipative systems, we have γ = 0. Consequently, if T − T0
is sufficiently large,
γ − 2ω + αϕ(T ) ≈ −2ω,
i.e. the decay rate of the solutions is approximately −2ω.
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Proof. Instead of working with the semigroup UT (t), we work with one of its con-
jugates (whose generator is easier to manipulate, see the proof of Theorem 3.1)
VT (t) := Λ
−1
ω,TUT (t)Λω,T .
Its generator is
AVT = −A
∗ − C∗T J˜CTΛω,T , D(AVT ) = D(A
∗).
We recall from the definition of the operator CT that
C∗T J˜CTΛω,T = Λ
−1
ω,TΛ
′
ω,T ∈ L(H
′),
where Λ′ω,T ∈ L(H
′, H) is the self-adjoint, positive definite operator defined by
〈Λ′ω,Tx, y〉 :=−
∫ T+1/2ω
0
e′ω,T (s)〈JB
∗e−sA
∗
x,B∗e−sA
∗
y〉ds
=2ω
∫ T
0
e−2ωs〈JB∗e−sA
∗
x,B∗e−sA
∗
y〉ds
+ 2ω
∫ T+1/2ω
T
eω,T (s)〈JB
∗e−sA
∗
x,B∗e−sA
∗
y〉ds
− 2ω
∫ T+1/2ω
T
eω,T (s)〈JB
∗e−sA
∗
x,B∗e−sA
∗
y〉ds
+ 2ωe−2ωT
∫ T+1/2ω
T
〈JB∗e−sA
∗
x,B∗e−sA
∗
y〉ds
=: 2ω〈Λω,Tx, y〉+ 〈Rω,Tx, y〉,
with Rω,T ∈ L(H
′, H) self-adjoint and positive. Hence
AVT = −A
∗ − 2ωI − Λ−1ω,TRω,T .
The operator −A∗ − 2ωI with domain D(A∗) is the generator of a semigroup
and we have the following estimation :
‖et(−A
∗
−2ωI)‖ = e−2ωt‖e−tA
∗
‖ ≤ ce(γ−2ω)t, t ≥ 0.
In order to have an estimation for the semigroup VT (t), we are going to apply
a classical (bounded) perturbation result 3. The idea is that the growth of the
semigroup generated by a perturbated operator can be expressed in term of the
norm of the perturbation. Let us estimate the norm of the bounded perturbation
Λ−1ω,TRω,T .
For all x ∈ H ′,
c2(T0)e
−2ωT0‖x‖2H′ ≤ 〈Λω,T0x, x〉H,H′ ≤ 〈Λω,Tx, x〉H,H′ ,
where c2(T0) is the positive number given by (H4). Hence,
‖Λ−1ω,T‖ ≤
e2ωT0
c2(T0)
.
We remark that the weight function in the operator Rω,T satisfies
0 ≤ 2ω(e−2ωT − eω,T (s)) = 2ωe
−2ωT (1− 2ω(T − s)) ≤ 2ωe−2ωT
3 If P is a bounded operator in H′, the operator −A∗+P with domain D(A∗) is the generator
of a semigroup in H′ and ‖e(−A
∗+P )t‖ ≤ ce(γ+c‖P‖)t, t ≥ 0 (see [19, p. 76]).
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for T ≤ s ≤ T + 1/2ω. Thus,
‖Rω,T‖ ≤ c1(1/2ω)ce
γT 2ωe−2ωT ,
where c1(1/2ω) is a positive constant that depends only on ω (see (H3) and the
second remark below the hypotheses) 4.
Applying the perturbation result, we obtain
‖VT (t)‖ ≤ c exp
((
− 2ω + γ + 2ωc2c1(1/2ω)c2(T0)
−1eγT+2ω(T0−T )
)
t
)
, t ≥ 0.
The estimation on UT (t) is a direct consequence of its relationship with VT (t). 
Remarks.
• The relationship of the norm of the solution of a Riccati equation and the
decay rate of the solutions has been studied in the framework of optimal
control theory in [2].
• Integrating from 0 to ∞ in the definition of Λω, it is possible to construct
a feedback that leads to a decay rate of −2ω in the dissipative case (see
[24] and also [21] for an exposition of this method in the finite-dimensional
case).
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