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In the theory of quasi-measures (i.e., finitely additive measures) some 
results have been found ensuring that, under suitable hypotheses, there 
exists a Radon-Nikodym derivative for pairs of quasi-measures m = (p, v): 
see for instance [6, 81. More recently, Greco in [S] gave a necessary and 
sufficient condition for the Radon-Nikodym representation of a pair of 
monotone set functions: Greco’s theorem becomes especially meaningful 
when the involved set functions are finitely additive. Moreover, if the quasi- 
measures are continuous, Greco’s characterization makes it possible to 
closely relate the Radon-Nikodym derivative to the geometric properties of 
the range R(m) of the quasi-measure m = (p, v). 
So, in view of a further Radon-Nikodym theorem, one may find most 
helpful a recent result obtained in [7] (see Lemma 1.4 below): that is, 
when p and v are continuous, if R(m) is closed, then it satisfies the “h.0.b.” 
(hereditarily overlapping boundary) property. More precisely, if 
m(A)caR(m) for some set A, then the boundaries JR(m) and LTR(m,) 
partially overlap, where m,., is the quasi-measure defined as m,(B) = 
m(A n B) VB. 
In this work, using the above-mentioned results, we show that when p 
is continuous, v 4 p, and R(m) is closed, a Radon-Nikodym representation 
holds. 
The closedness hypothesis on R(m) is not necessary. Indeed, more 
generally we give a necessary and sufficient condition, in terms of the 
geometric properties of R(m), for the existence of a Radon-Nikodym 
derivative. 
Last we show that every planar set, satisfying those geometric condi- 
tions, is the range of some continuous quasi-measure m, whose components 
admit a Radon-Nikodym representation. 
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1. PRELIMINARIES 
Let 52 be an abstract set, (SZI > No, and d be a o-field in Q. 
1.1. DEFINITIONS. A set function p: & + lR,+ is said to be a quusi- 
measure if it satisfies the following property: 
AA u m = IdA) + P(B) whenever A, BE d, A n B = 0. 
p will be called a measure if the following condition holds: 
p 
( > 
fi A, = f p(Ai) for every sequence (Ai)i 
j=j i=i 
of pairwise disjoint elements of d. 
p is called continuous if, for every E > 0 there exists a finite decomposition 
of Sz, {A ,,..., A,}, such that Aj~d and p(Ai)<& for i= 1, . . . . n. If 
p,v:d+R,+ are two quasi-measures, we say that v is absolutely 
continuous with respect to p, and write v 4 p, if for every E > 0 there exists 
6 =8(s) > 0 such that v(A) <E whenever A E&, p(A) < 6. 
Let f: S2 + rWc be measurable. We define the integral off with respect to 
p as the following number: 
j,fdp=I,:m p({.x&2:f(x)>t})dt. 
Given two quasi-measures p, v: & + R,+, we denote by m the pair 
m = (p, v) : d + (R,+)2. We say that m is continuous if p and v are. 
We denote by R(m) the range of the two-dimensional quasi-measure m, 
while, for each A E &, R(A) denotes the subset of R2 defined as 
R(A)= {m(BnA): Bed}. 
Furthermore, if (p, v) is continuous, we use the following notations: 
g, G: [0, p(Q)] + rWl are the functions 
g(x)=inf{v(B): B~d,p(B)=x}, 
G(x)=sup{v(B): BE&, p(B)=x}. 
Also, for every A E d, g,, G, : [0, p(A)] =+ rW,+ are defined by 
g,(x)=inf{v(BnA):BEd,p(BnA)=x}. 
G,(x)=sup{v(BnA): B~d,p(BnA)=x}. 
It is well known [ 1,2,4] that, if m is continuous, then g is convex and G 
is concave, and both are non-decreasing: so we denote by g1, G’ (resp. 
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g’+ , G’+ ) the left (resp. : right) derivatives of g and G. Finally, we use the 
notations a-, a+, a;, 8: for the following sets: 
a- = ((XT Y): XE co, P(Q)l, y= g(x)) 
u {Mm Y): MQ)) G Y G v(Q))9 
~+={(x,~):~~CO,~L(~)I,~=G(~)}~{(O,~):O~~~~G(O)}, 
a, = {(XT Y): XE co, PV)l, Y= E4L-4) 
u w-a v): b?4M4KY~W)l? 
~==((x,~):~ECO,~L(A)I,~=GA(X)}~{O,~):O~~~G~(O)}. 
1.2. DEFINITION. If m: d -+ (Iw,+)*, m = (cl, v), is a quasi-measure, we 
say that m is an integral quasi-measure if there exists some measurable 
function f: Sz -P ll%i such that v(A) = jA f & = jn fZA &, for all A E d. 
Observe that, in general, f need not be unique ((unless the p-null sets are 
stable under countable unions). 
In [5], G. Greco gave a Radon-Nikodym theorem for a wide class of set 
functions. We give its formulation for quasi-measures. 
1.3. THEOREM [S, Main Theorem]. Let m: d + (W,’ )* be a quasi- 
measure, m = (u, v), such that v 4 u. The following statements are equivalent: 
(1.3.1) m is an integral quasi-measure; 
(1.3.2) there exists a family of sets {A,} rE u+ c d satisfying the three 
conditions below: 
(1.3.2(i)) v(A) 2 ru(A) for all A E&, A c A,, and for every r > 0; 
(1.3.2(ii)) v(A) < ru(A) for all A E d, A c A:, and for every r > 0; 
(1.3.2(iii)) lim,, m v(A,) = 0. 
In [7], an (overlapping) theorem is given for continuous quasi- 
measures. Although stated under the closedness hypothesis for R(m), it is 
easily extended as follows: 
1.4. LEMMA [7, Lemma 3.11. Suppose that m : d + (5X,+ )’ is a con- 
tinuous quasi-measure. Then we have 
(1.4.1) For every A E XI such that m(A)Ec?+, 82 coincides with a+, 
i.e., GA(t) = G(t) when t E [0, u(A)], and (0, y) E R(A) when y E [0, GA(O)] 
and (0, y) E R(m). 
(1.4.2) For every A E:&’ such that m(A) E a-, 8; coincides with a-, in 
the same sense as above. 
The proof of Lemma 1.4 is based on the following fact. 
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1.5. PROPOSITION. Let m be as above, and let A, BE d satisfy 
P(B) < 14-4 ), v(B) = W(B)), 44) = GMA IX G’+ MB)) > G’- (AA )I. Then 
m(B-A)=O. 
2. CONTINUOUS QUASI-MEASURES WITH CLOSED RANGE ARE INTEGRAL 
In view of Lemma 1.4., Theorem 1.3 suggests in the continuous case a 
new vision of the Radon-Nikodym property, related to the geometry of the 
range. In particular, we can state the following existence theorem for a 
Radon-Nikodym derivative. 
2.1. THEOREM. Assume that m: d + (IX!,+)*, m = (,u, v) is a continuous 
quasi-measure satisfying v 4 p. If the range of m is closed, than m is an 
integral quasi-measure. 
Proof By the assumptions, R(m) is compact and convex. Denote by CI 
and p the numbers CI = g’+ (0), j? = G’+ (0) d + co. Fix r E ]GI, v(O)/,u(Q)]. As 
g is convex, there is a r, E 10, p(Q)] such that g(t,) = rg,; moreover, there 
is a 0, E 10, l,] such that the line y = g(a,) + r(x - a,) supports R(m) at 
(g,, g(cr)). By the closedness of R(m), there exists A,E& such that 
m(A,)= (cJ,, g(o,)), so that m(A,)Ec?R(m). From Lemma 1.4 it follows 
that 8; = a-. As v <p, a- has no vertical lines, therefore we have gA,(t) = 
g(t) for all t d a,; then gap(a,) = g’(a,) < r, and, by symmetry, GL+ (0) = 
g>,- (a,) < r. This implies that R(A,) is contained in the cone delimited by 
the lines y = c(x and y< rx, and that &A:) is included in the cone 
delimited by the lines y = rx and y = P.x if p < + 00 (y = rx and x = 0 if 
/I= +a). Then we have v(B)>rp(B) for all BcA;, BE&‘, while 
v(B)<rp(B) for all BcA,, BEJ~. 
Now fix rE ]v(a)/,~(Q), j?[; in the same way it is possible to find 
qI E IO, ~(a)[ satisfying G(q,) = rq,, and also 8, E 10, v,] such that the line 
y = rx + G(8,) - rtl, supports R(m) at (e,, G(8,)). By the closedness of the 
range, there exists B, E d such that m(B,) = (0,, G(6),)). By Lemma 1.4, one 
finds v(B) 2 rp(B) for all BE -c4, B c B,, and v(B) < rp( B) whenever BE d, 
B c BS. The family of sets {F,},, C0, + ooJ defined by 
i Q, if rE[O,fz] 
4, v(Q) if rE ci, ~ 1 1 P(Q) 
I 
Br, 
I a if r>fi 
satisfies properties (1.3.2(i)) and (1.3.2(ii)) of Theorem 1.3. If /?-c + co, 
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(1.3.2(iii)) is trivial; if p = + co, as q,. tends to 0 when r goes to infinity, we 
have 0 < lim,, a, p(F,) < lim,, oD v(l;;) = 0, and then lim, _ m v(F,) = 0. 
The assertion now follows from Theorem 1.3. 
Theorem 2.1 gives just a sufhcient condition for the existence of dv/dp: 
indeed, dv/dp may exist even if R(m) is not closed, as the following example 
illustrates. 
2.2. EXAMPLE. Let Q = [0, l[, d = 2, the Bore1 a-field, and let I be 
the usual Lebesgue measure on 52. In [3, Example 3.73, a quasi-measure 6 
on 9 is given such that 
(2.2.1) 6(D) = lim,, m 2”(Dn [(2”- 1)/2”, l]), for every DEB for 
which the limit exists. From this we have 
(2.2.2) 6(A) = 0 whenever A ~g;, I(A) = 0. 
In the last part of the paper, we refer to (2.2.1) as the “Banach limit” and 
to 6 as a “density quasi-measure.” 
Now, let p be defined as the sum p = J + 6. Clearly, p is continuous, and 
the ideal of p-null sets is stable under countable unions. Finally, we observe 
that 
(2.2.3) p([O, t])=t if t<l; p([O, 1[)=2. 
Choose now any function G: [0, l] + [0, l] satisfying the following condi- 
tions: GE C’( [0, 11); G(0) = 0; G( 1) = 1; G’ is strictly decreasing; G’( 1) = 0; 
and 0 < G’(0) = K< + 03. 
Then G’ has an inverse, say cp, in C’( [0, K] ). Also we have 
(2.2.4) ff: q(r) dr = -J;i;i tG”(t) dt, 
when [a, b] t [0, K], by substitution r = G’(t). Integrating by parts, we 
find 
(2.2.5) 1: tG”(t) dr = PC’(p) - aG’(a) - G(P) + G(a). 
(here, we mean 0 . G’(0) = 0, even if G’(0) = + cc ). 
Now, for each A E a, put 
(2.2.6) v(A) = fA G’ dp, 
and set m = (p, v). 
By definition of the integral, and in view of (2.2.3), (2.2.4), (2.2.9, we 
obtain 
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Moreover, if 0 < t< 1, v([O, t[) = G(r). Indeed, by (2.2.4) and (2.2.5) we 
have 
= tG’(t) - j’ yG”( y) u’y 
0 
= tG’( t) - tG’( t) + G(t) = G(t). 
So we have shown that (1, 1) is in the closure of R(m). 
Now observe that v(E) = 0 implies p(E) = 0 for EE 99: in fact, from 
v(E)=S:,~([O,cp(y)[nE)dy,ifv(E)=Owehave~([O,cp(y)[nE)=Ofor 
every y > 0, and then p( [0, t[ n E) = 0 for every t > 0, t < 1. As the null sets 
are stable under countable unions, it follows p(E) = 0. Now, by com- 
plementation, v(E) = 1 implies p(E) = 2, and so (1, 1) cannot be in R(m). 
Therefore, m is an integral quasi-measure, but its range is not closed. 
This phenomenon will be studied in detail, in the last part of the paper, 
and an example of it, which could be considered maximal in some sense , 
is given in Corollary 4.5. 
3. A GEOMETRIC RADON-NIKODYM THEOREM 
We are going to state a necessary and suflicient condition for the exist- 
ence of a Radon-Nikodym derivative, formulated in terms of the geometric 
shape of the range R(m). 
First we give two lemmas. 
3.1. LEMMA. If (5, G(<))E R(m), and if A E.&’ is such that m(A) = 
(t, G(t)), then we have: 
(3.1.1) GL(t)=inf{v(B)/p(L(B):BcA, Bed, p(B)#O}; 
(3.1.2) G’+(t)=sup{v(E)/p(E): EcAC, E~sd, p(E)#O}. 
ProojI Denote by QA the parallelogram delimited by the lines x =O, 
x=g, ~=G’(t)x, Y=G’L(~)x+G(<)-G’L(~)~; then the range R(A) is 
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included in QA. In fact, if XE [0, 51, we have G(x)< G’_(t)x+ G(5) - 
G’-(t)5 by convexity; as R(A) is symmetric with respect to the midpoint 
of the line from 0 to (5, G(r)), it follows that R(A) c QA. 
So v(B)/p(B) > G’(t) for each BE d, Bc A, such that p(B) # 0. 
Let us fix E > 0 and suppose that v(B)/p(B) 3 G’-(g) + E for all B c A 
such that p(B) #O. For simplicity, suppose also m(Q) = (1, 1). R(K) is 
contained in the parallelogram QaC delimited by the lines y = 0, 
y= 1 -G(C)=v(A”), y=G’+(<)x, y=G’+(l)x+ 1 -G(5)-G’+(O(l-<). 
As G’(~)+E~GG;.(~)+E>G’+(~), we have v(E)>(G’_(S)+&)p(E)- 
(G’_(4)+~)(1-<)+1-G(<), for all EcA’, EE&. This implies g’+(t)>/ 
G’(c) + E for every t > 1 - 5, and then, by symmetry, G’_ (6) = g’+ (1 - 6) zz 
G’-(c)+& when 0~5. 
So lim,,c G’ (0) - G’ (5) 2 E > 0, which is a contradiction. This proves 
(3.1.1). 
To prove (3.1.2), let us define 
y(x)=inf{~(A):v(A)=x,AEd}, for all XE [0, 11. 
Then we have y(G(x)) =x, for all XE 10, y(l)[, and therefore G’+(t)= 
l/y’+(G(()) (here, l/O= +co), for 0~ t <y(l). 
For such a number r, applying (3.1.1) to (v, p), one obtains 
(3.1.3) G’+(t) = l/inf{p(B)/v(B): BE d, v(B) # 0, B c A”}, (again, 
l/O= +co). 
Observe that, if inf{p(B)/v(B) : BE d, v(B) # 0, B c A’} = 0, necessarily we 
have sup{v(B)/p(B): BE&, p(B)#O, BcA’) = +cc. Then, (3.1.1) implies 
G’+(t) = sup(v(B)/p(B), BE d, p(B) #O, Bc A”}, whenever 0 <r < y(l). 
It remains to prove (3.1.2) for 5 E ]y(l), l[. 
But if y(l) < 1, then G’+(t) =0 for all 5 E [y(l), l[, and p(AC) > 0, 
v( A”) = 0, whence 
SUP ~:BE~,B=Ac,~(B)~~~=o=G;(C). 
{ 
This concludes the proof 
3.2. LEMMA. Let z, y be points in 10, p(Q)[, and z < y. Assume that 
there are two sequences (z,),, (y,), in 10, p(Q)[, ZJZ, y,L y, satisfying 
(z,, G(z,))E R(m); (Y,, W,))ER(m); G’,(z,-,)>G’,(z,)>G’-(y,)> 
G’_(y,-,) for all n; finally, lim,,, G’+(z,)=lim,,, G’-(y,)=r. Z%en 
there exists x E [z, y] such that (x, G(x)) E R(m). 
Proof As (yl,G(y,))~R(m), pick BIG& such that p(Bl)=yl, 
v(B,) = G(y,). Then choose F: E d such that p(F:) = z,, v(F:) = G(z,). 
607/93/l-2 
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As z,<Y,, G’+(z,) > GL( yr), by Proposition 1.5 it follows that 
m(F,* \B,) = 0, so we may replace Fl* by F, = F,* n B,, so that F, c B,, 
W,)=z,, v(F,) = G(zI). 
For any number n 2 1, suppose we have found F,, . . . . F,, B,, . . . . B,, in 
such a way that 
F,cF,c ‘.. cF,,cB,cB,-,c ... cB,; 
m(Bi) = (Y,Y WY,)), m(FJ = (Zi, G(zi)), 
for each i= 1, . . . . n. 
Then we find F,*,, EJX! such that 11V’n*+~)=z,,+~, v(J’,*+~)=G(~,+~), 
and put F,,+l=F~+lu(F,,-FF,*+l)-(F~+,-B,); and we find B,*+,E& 
such that PL(B,*+~)=Y,,+~, v(B,*+~)=G(Y,+~) and put B,+l=B,*+lu 
~~~,,B:i:~)+~,(~~~+~;B:,l~~“‘S~~~~~~~~~’~~)~+,cB,+,cB”, 
Thifs leads to finding a doubij sequence (F,:;:), in ~4, satisfying 
F1 c F2 c ... c Fn c ... c B, c B,- 1 c . . . c B1, and m(l;,) = (z,, G(z,)), 
~(B,)=(Y,, G(y,))vn~N. 
Now we set A= flnErm B,, and x =p(A). Of course, z<x< y, so we 
have just to show that v(A) = G(x). 
But if EE&‘, EC A, one has EC B, and so 
v(E) 3 G’ ( YJ P(E) for each n, 
whence v(E) > rp(E). In particular, v(A) > rp(A) = TX. 
If EcA’, EE&, one has EcFz, and so 
v(E) G G’+ (zn) P(E) for each n, 
whence v(E) d rp( E). 
Now, if DE&, and p(D) =x, one obtains p(D- A)=p(A- D) and 
v(D) = v(D n A) + v(D - A) < v(D n A) + rp(D -A) = v(A n D) + 
rp(A -D) < v(A n D) + v(A -D) = v(A). This means that v(A) = G(x), 
from which the conclusion follows. 
3.3. THEOREM. If v 6 p, then m = (p, v) is an integral quasi-measure if 
and only if R(m) contains (x, G(x)) for every x satisfying both of the 
folIowing conditions: 
(3.3.1) GL( y) < r(x), whenever y > x; 
(3.3.2) G’+(y) > r(x), whenever y <x; 
where r(x) = (GL (x) + G’+ (x))/2. 
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Proof: Denote by H the set of all x satisfying (3.3.1) and (3.3.2). Now, 
we prove the “only if’ part. Let f be a Radon-Nikodym derivative. Fix 
XEH, and write r=r(x). Setting A,= {mESZ:f(co)>r}, we shall prove 
that p(A,) =x and v(A,) = G(x). By the same argument used in the final 
part of the last proof, we see that v(A,) = G(p(A,)), so we have only to 
show that p(A,) = x. Writing p(A,) = y, by Lemma 3.1 one has 
and 
G’+(y)=sup 
v(B) -: BcAC, B~d,p(B)#0 
P(B) 
Now, if y > x, we have a contradiction from (3.3.1); and, if y < x, a 
contradiction follows from (3.3.2). So we must have y = x, and the first 
part is finished. 
To prove the “if’ part, set H, = H u (0, p(Q)}. If x4 H,, it is clear that 
G’(x) exists, and there is a non-trivial interval, which contains x, and 
whose points y satisfy G’(y) = G’(x). This implies that H”, is the union 
of a countable family of intervals, pairwise disjoint, and such that G’ is 
constant over each one of them. To show that a derivative does exist, we 
shall prove that there are sets {A,} ,E ,,,, + o. [, satisfying (1.3.2(i)), (1.3.2(ii)), 
and (1.3.2(iii)) of Theorem 1.3. 
For each x E H,, denote by B, some element of d, such that p( B,) = x, 
v(B,) = G(x). Moreover, for each r > 0, define 
0, if r>K=G’(O) 
(3.3.3) v(r) = AQh if r<k=G’(p(Q)) 
min{x: G’+(x) < r}, if kcr<K. 
When q(r) E H,, we choose A, = B,(,). Then, by Lemma 3.1, A, satisfies 
(1.3.2(i)) and (1.3.2(ii)) of Theorem 3.1. 
When q(r) 4 H,, one has G’(q(r) = r, and. G’(y) = r for some y > r. Set 
y(r) = max{ y > r: G’_(y) = r}. If y(r) E H,, we choose A, = Bytrj. By 
Lemma 3.1, again one has that A, satisfies (1.3.2(i)) and (1.3.2(ii)). Now, 
assume cp(r) $ H,, and y(r) $ H,. Then we have r = sup{ G’_ ( y): y E H,, 
y > y(r)}. In fact, this follows from y(r) = lim, _ o. y,, where ( y,), is some 
decreasing sequence in H. This, in turn, is easily proved by noting that, if 
[y(r), y(r) + E] were a non-trivial interval contained in HC,, the range of 
G’l CyCr),yCr)+E, should be a non-trivial interval, which contradicts the 
previous considerations about the structure of Hi. 
So there exists a decreasing sequence ( y,) in H, converging to y(r), and 
such that G’_ ( y,) is strictly decreasing. 
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Similarly, one sees that there is an increasing sequence (z,), in H, 
converging to q(r), and such that G’+(z,) is strictly increasing. Now, 
GY(z,) tends to G’(cp(r))=r, and G’-(z,-,) < G’+(z,) < G’- (z,), so we 
have lim, _ m G’+ (2,) = r. In the same way, we see that lim, _ co G’-( y,) = 
G’( y(r)) = r. 
Now we apply Lemma 3.2, setting y(r)= y, cp(r) =z, and find a set 
A,E d such that cp(r) < p(A,) d y(r), v(A,) = G(p(A,)). Of course, 
G’(p(A,)) = r, so by Lemma 3.1 conditions (1.3.2(i)) and (1.3.2(ii)) hold. In 
this fashion we have chosen A, for every r E 10, + co [, in such a manner 
that (1.3.2(i)) and (1.3.2(ii)) hold. 
It only remains to show that (1.3.2(m)) holds too. This is obviously the 
case when KC + co. Otherwise, recall that the set N= (r: q(r)E Hi) is at 
most countable, and then lim,, +OOlrENE, p(A,) =lim,, +a cp(r). As v *CL, 
it is sufficient to prove that lim,, +m. rsNE cp(r) = 0. By the monotonicity, 
the limit exists, and is some number E ~0. If it were E>O, we should have 
G’+(x)>r for any X<E, and any rENC, that is G’+(x)= +co when XC&, 
and this is impossible. 
This completes the proof. 
3.4. COROLLARY. If 2: d + R is a continuous signed quasi-measure, then 
the following are equivalent : 
(i) ;1 has closed range; 
(ii) there exists a Hahn decomposition (P, N) for A; 
(iii) there exists an d-measurable function f: ~2 + R such that 
&)=j.f d/Al. 
Proof: (i) e (ii) follows from [3, 3.51. 
(ii)+ (iii): In fact the range of the quasi-measure I, = (Inl,n+) is the 
closed parallelogram with vertices (O,O), A,(P), n,(Q), i,(N); indeed the 
vertices belong to R(A,), because of (ii), and, by its convexity, the range is 
closed. The same property holds for the range of the pair A, = ((II), A- ). 
Thus the conclusion follows from Theorem 3.3 and from the additivity of 
the integral. 
(iii)=(ii): One can easily show that A+(.)=f.f+dlll, A-(.)= 
j.f-d IA), and hence the ranges of 2, and AZ defined as above fulfill condi- 
tions (3.3.1) and (3.3.2). As these ranges are parallelograms with vertices 
(0, 01, (l+(Q), O), (IA(Q), ~+W)), (A-(Q), n+(Q)) for 4, and (O,O), 
(n-(Q), 0), (121 (Q), A-(Q)), (n’(Q), C(Q)) for A,, conditions (3.3.1) and 
(3.3.2) ensure that both R(1,) and R(&) contain those vertices. Thus there 
exists a set P such that A,(P) = (A+(Q), 0), i.e., A+(Q) =1(P); therefore, by 
taking N = PC, (P, N) is a Hahn decomposition of 2. 
GEOMETRY OF QUASI-MEASURES 19 
4. A CHARACTERIZATION OF THE RANGES 
OF CONTINOUS, INTEGRAL QUASI-MEASURES 
We shall give a description of those subsets of (RG )’ that are ranges of 
some continuous, integral quasi-measure. 
Let us begin with a lemma. 
4.1. LEMMA. Let G: [0, a] + rW,+ be concave and non-decreasing. Assume 




q(r) dr = G(v) -G(u) - vG’(o) + uG’(u), 
G’(v) 
where q is defined as in (3.3.3). 
ProoJ For all u, u E [0, a], u < v, write rc(]u, a]) = G’+(u) - G’+(u). As 
G’+ is continuous from the right, it is possible to extend 71 to be a measure 
(possibly infinite) on the whole Lebesgue a-field, and this measure is the 
distributional derivative of G’+ , i.e., 
(4.1.2) J”c;f’ dJ.=G’+(u)f(v)-G;(u)f(u)-j’fdn, 
u u 
for any f~ C’( [0, a]), where A is the usual Lebesgue measure. We now see 
that x(]u, v]) = -I(cp-‘(]u, v])) whenever 0 <u < v < a, provided that G’ 
is continuous at u, v. Indeed, we have q(r) < v if and only if G’+(v) < r, so 
cp-‘(]u, v]) = [G’+(V), G’+(u)[, and then J.(cp-‘(]u, v])) = n(]u, v]) when 
G’ is continuous at u and v. 
But the Bore1 o-field is generated by the family of all intervals ]u, v] 
such that G’ is continuous at u and v, so we deduce that z(B)= 
- A(q-l(B)) for each Bore1 set B. 
We integrate by substitution: 
s xdrc= - JBxdArp= -{ 4~ dl B v-‘(B) 
for all BE W, where kp is defined as ilq(B) = I(cp-i(B)). 
In particular, by choosing B = ]u, v], we have J$;,’ cp d;l = -j; x dn, 
provided G’ is continuous at u, u. So, by (4.1.2) it follows that j$$, cp dA = 
-j; x dn = -vG’(v) + uG’(u) + 1; G’+ dJ = G(u) - G(u) - vG’(v) + uG’(u), 
and hence (4.1.1). 
4.2. Notation and Remarks. Let G: [0, a] + 5X: be a concave, non- 
decreasing function, satisfying G(0) = 0. There is an at most countable 
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number of intervals, (a,, b,), over which G’ is constant. For each n, choose 
two numbers, CC,, fi,, such that a, < tl, < /3, <b,,, subject to the following 
condition: if GL (a,) # G’+ (a,), then IX,, must be equal to a,, and similarly 
for b, and p,. 
Set s = G(u)/u, and denote by U the set 
U= {(x, y):O<x<u,sx~y~G(x)} 
- (x,~):x~~(Cu,,a,CUIp,,b,l),y=G(x) 
n 
and by R the convex set obtained by joining the set U to its symmetric with 
respect to ($2, fsu). 
From Theorem 3.3, it follows that the range of any continuous integral 
quasi-measure m must be the set R, for some choice of G and a. 
4.3. PROPOSITION. Let (Q, ~2, p) be a continuous quasi-measure space, 
and suppose that p has the following property : 
(4.3.1) the ideal of p-null sets is stable under countable unions. 
Now assume that there exists an increasing family in d, (E,},, Co,rCnJl, such 
that 
i 
4 if t$ ij Cam &,I 
(4.3.2) p(E,) = tl=l 
e(t-a,)+a,, if t E Can, b,l ” n 
(where the a,,‘~, /?,,‘s, a,‘~, b,‘s are defined us in 4.2, with a = p(Q)); 
For each n E N, tf a, > a, (resp. /3,, < b,), one has 
(4.3.3) 
Then, there exists a non-negative, p-integrable function f, such that the 
corresponding imegrul quasi-measure m = (n, v), where v(A) = J,., f dp VA, 
has range equal to the set R, defined in 4.2, 
Proof For each rE [O, + co), define cp(r) as in (3.3.3). Now set f(w) = 
sup(r:ceEErpC,)), Vo~52. We have {co:f(co)>t}=U;zl ErpCt+I,nj, for all 
t, so f is measurable. As {o: f(o) > t} c E,(,) c {w: f(o) 2 t>, if we put 
v(A) = jA f dp VA E -01, we obtain v(A) = j$O” p(A n EVCl,) dt. Then 
m(E,,,,) is a boundary point for R(m), r 2 0. 
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Moreover, W,d = j;, A&J dt + j:” ~cl(~,~,,) dt = r~(&,,,) + 
j,-’ v(t) & the last equality following from the fact that 
dt) # u,“= 1 C%Y kll, except for a countable set of values of t. By 
Lemma 4.1 one deduces 
v~~rp~r~) = w(E,& + G(cp(r)) - w(r). 
In particular, if q(r) #a,, and cp(r) #b,, Vn E N, one has v(E,(,,) = 
G(cp(r)). 
If cp(r) = a,, then v(&)) = G(a,) + r(a, - a,) = G(a,); and if cp(r) = b,, 
then v(K& = G(b) + d/L - 4) = WL). 
It only remains to prove that, if a, > a, (or p, < b,), no pair (t, G(t)) 
belongs to R(m), for a, < t < a,, (or /I, < t < b,). 
Choose t E ]a,, a,[; if there were A ES& such that p(A) = t, and 
v(A) = G(t), one would have ,u(E,,,, - A) = 0 whenever cp(r) < a,, in view 
of Proposition 1.5. 
But one can find a sequence (rk)k such that q(rk) t a,,, and by (4.3.1) one 
must have ,u(Uks N EPCrkj - A) = 0, whence p(Ukp N Epp(rkJ < t, while, by 
(4.3.3), p( Ukc N &,,(J = p( U , < a. E,) = a,, > t; contradiction. 
In an analogous way one proves that, if p, < b,, no pair (t, G(t)) belongs 
to R(m), for fl, < t < b,. 
At last, by the convexity of R(m), if a, #a,, (or b, # /I,), one has 
(a,, GM) 4 NM (or (b,, GW) # W)). 
4.4. THEOREM. In the space Sz = [0, a] x [0, l] there is a a-field d, and 
there is a continuous quasi-measure p: d --) [0, a], satisfying (4.3.1), (4.3.2) 
and (4.3.3). 
Proof. ‘Among the intervals ]a,, b,[, denote by ]a;, bb[ the ones for 
which it happens that /I; = a;. Let A be the union of such intervals, and set 
K= [O, a] -A. 
If K has an isolated point, say q, this point is the right endpoint of some 
interval ]a;, bi[, and the left endpoint of some other interval of the same 
kind: so the two intervals, together with q, may be considered as a unique 
interval ]a;, bh[, such that a; = /.I; = q. Using this device, K becomes a 
compact, dense-in-itself set. 
Denote by 8 the minimum of K, and by T the maximum. For each 




min Kn [t, a], if B<t<T. 
Then F is increasing and continuous from the left at any point. Moreover, 
if teK, then F(t)= t. 
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Setting pO( [0, t[) = F(t), pLg extends to a measure on the Bore1 a-field 9J 
of [O, a]. 
Of course, if B is a Bore1 set, and Bc [0, (31, or Bc [T, a], then 
,u,(B) = i(B). Furthermore, if [u, o] c K, one has pO( { ~1) = 0, and 
,u,,(Bn[u,u[)=A(Bn[u,o[) V/B&'. So, when Bi#ai, one has 
,uo(B n [ai, bJ) = l(Bn [ai, bi[), while pO(A) = 0. 
Now we observe that, if ~1, #a,, a, is a left cluster point for K, hence 
it is possible to define a density quasi-measure 6;) with respect to cl,,, 
concentrated at the left of a,, setting 
where lim* is a Banach limit (see (2.2.1) above). 
Using the same device, one can define the density quasi-measure of pLo at 
the right of 6,, say 62, provided /Ii #b,. 
Now we construct a sequence of quasi-measures, (pL,), on ([0, a], CA?), 
satisfying (4.3.1), by setting 
~ul(B)=~cdB- Ia,, b,C)+ (~1 -a,V,(B~ CO, a,[) 
+ (6, -PII dz(Bn Ch, ~1) 
p, has the following distribution function: 
pi satisfies (4.3.1) because it has the same null sets as pO. Now suppose we 
have defined pO, pi, . . . . ,uj in such a way that (4.4.1) holds with 1 replaced 
by j, and 0 by j- 1, and that (4.3.1) holds. Then, among the connected 
components of (u$=, ]ui, bj[)“, denote by [u, u] that one including 
[Uj+,,bj+,]. If a,+,=~ (resp. bj+,=u), one has ~j+,=uj+i (resp. 
b,,, =B,+,). So we may set 
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Then, pj + 1 satisfies (4.3.1) and one has again 
if t@ Caj+l, bj+Il 
if f~ Cq,,, bj+,l. 
Now it is easy to check that 
As the series xi (b, - aj) converges, one obtains the convergence of the pis, 
uniformly in W, to some quasi-measure pm. 
Observe that, in the Bore1 subsets of [a,, b,], p, is equal to the pj’s, 
j>n: so we find that pgl satisfies (4.3.2), choosing E, = [0, t[. 
Furthermore, pu,(B) = 0 implies pL,(B) = 0. On the contrary, if p,(B) = 0, 
one has pL,(B n [a,, b,]) = 0 Vn; then p,(Bn [a,, b,]) = 0 Vn, and hence 
po(Bn [a,, b,])=O. So p,,(Bn(iJ,,, [a,,, b,]))=O. Now, in the Bore1 
subsets of (U,, N [a,, b,])“, the sequence (pj)j is increasing, and then, if 
,u,(B)=O we also have p,,(Bn(lJReN [a,, b,])“)=O. So pm(B)=0 
implies p,,(B) = 0. Thus pL4) has the same null sets as p,,, and then p,, 
satisfies (4.3.1). 
Now, moving to the space [0, a] x [0, 11, we define the quasi-measure 
p=/&O~. 
First of all, p is continuous. To show that p satisfies (4.3.1), let 
B c [0, a] x [0, l] be a Bore1 set for which p(B) = 0. Then, po3(By) = 0 for 
A-almost every section B,, and so po(By) = 0 for a.e. y E [0, 11. This entails 
(pO 0 A)(B) = 0. Similarly one sees that if (~~0 I)(B) = 0, then p(B) = 0, 
and so p has the same null sets as the c-additive function p0 0 1. Setting 
now E,= [0, t[ x [0, 11, (4.3.2) follows at once. Finally, we observe that 
U ,,,E,=E,“foralln~~,andthen~(U,,.”E,)=a,.IfB,<b,,thenb, 
(which belongs to K) is a right cluster point for K. Then, the function F is 
continuous at b,, and pO( {b,}) =O. This implies that P~( (b,}) =O, and 
then 
P =/4C~~bnlxK4 11)=AW,b,CxCO, 11)=/L 
which shows that (4.3.3) holds. 
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4.5. COROLLARY. For any concave and non-decreasing function 
G: [O, a] + Q, such that G(0) = 0, there exists an integral continuous 
quasi-measure m, defined on the Bore1 o-field of [0, a] x [O, 11, whose range 
is the set R, defined in 4.2. 
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