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ON DISTRIBUTION OF CONTINUOUS SEQUENCES
Milan Pasˇte´ka
Let N be the set of positive integers and Ω compact metric ring of
polyadic integers.(see [N], [N1]) Let us remark that Ω is the completion
of N with respect to polyadic metric
d(a, b) =
∞∑
n=1
ψn(a− b)
2n
, (1)
where ψ(x) = 0 if n|x and ψ(x) = 1 otherwise. We shall use two synony-
mous : sequence of real numbers and arithmetic function. A sequence of real
numbers {v(n)} is called polyadicly continuous if and only for each ε > 0
such m ∈ N exists that
∀a, b ∈ N; a ≡ b (mod m)⇒ |v(a) − v(b)| < ε.
It is well known that polyadicly continuous sequence of real numbers is
uniformly continuous with respect polyadic metric d and so each polyadicly
continuous sequence of real numbers {v(n)} can be extended by the natural
way to a real valued continuous function v˜ defined on Ω such that
v˜(α) = lim
j→∞
v(nj)
where {nj} is such sequence of positive integers that nj → α for j → ∞
with respect the polyadic metric. The compact ring Ω is equipped with Haar
probability measure P and so the function v˜ can be considered as random
variable in the probability space (Ω, P ). As usually if h ia a random variable
on Ω the we denote E(h) =
∫
hdP the mean value of h.
Let m ∈ N and s = 0, 1, . . . m− 1. Put
s+mΩ = {s+mα;α ∈ Ω}
The ring Ω can be represented as disjoint decomposition
Ω =
m−1⋃
s=0
s+mΩ.
(see [N], [N1]). And so for the Haar probability measure P we have
P (s+mΩ) =
1
m
(2)
1
for m ∈ N, s = 0, . . . m− 1.
We say that a set S ⊂ N has asymptotic density if and only if the limit
lim
n→∞
1
n
card(S ∩ [1, n]) := d(S)
exists. The value d(S) is then called asymptotic density of S. see [NAR], [G],
[G1]). The system of all subsets of N having asymptotic density we shall
denote D. The function d is a finitely additive probability measure on D.
If r + (m), m ∈ N, r ∈ Z is the set of all positive integers congruent to r
modulo m, then it is easy to check that r + (m) ∈ D and
d(r + (m)) =
1
m
.
By the symbol µ∗(S) we shall denote the Buck’s measure density of the
set S ⊂ N constructed in [BUC] as follows
µ∗(S) = inf
{ k∑
ℓ=1
1
mℓ
;S ⊂
k⋃
ℓ=1
rℓ + (mℓ)
}
for S ⊂ N.
In [PAS4] is proved
µ∗(S) = P (cl(S)) (3)
for each S ⊂ N, where cl(S) denote the topological closure of S in Ω. It is
known that µ∗ is a strong submeasure , the system of Buck’s measurables
sets
Dµ = {S ⊂ N;µ∗(S) + µ∗(N \ S)}
is an algebra of sets and the restriction µ = µ∗|Dµ is a finitely additive
probability measure on Dµ. Moreover Dµ ⊂ D and µ(S) = d(S) for each
S ∈ Dµ.
The notion of uniform distribution of sequences was introduced and stud-
ied first time by H. Weyl in his work [Wey]. {n ∈ N; v(n) < x} belongs to D
and
d({n ∈ N; v(n) < x}) = x.
In the paper [PAS2], (see also [PAS3]) is this concept transfer for the
case of Buck’s measure density and Buck’s measurability.
We say that a sequence {v(n)} is Buck’s measurable if and only if for
every x - real number the set {n ∈ N; v(n) < x} belong to Dµ.
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A Buck’s measurable sequence {v(n)} is called Buck’s uniformly dis-
tributed if and only if for the function
F (x) = µ({n ∈ N; v(n) < x})
we have
F (x) = 0, x < 0, F (x) = x, x ∈ [0, 1], F (x) = 1, x > 1. (4)
Example 1. Let {Qk} be an increasing sequence of integers such that Q0 =
1 and Qk|Qk+1, k = 1, 2, 3, . . . . Each positive integer n can be uniquely
represented in the form
n = a0 + a1Q1 + ...+ akQk
where aj <
Qj+1
Qj
, j = 1, . . . , k. To this n can be associated an element of
unit interval γ(n) in the form
γ(n) =
a0
Q1
+ · · ·+ ak
Qk+1
.
The sequence {γ(n)} is known as van der Corput sequence with base {Qk}
and in [PAS2] is proved that it is Buck’s uniformly distributed and polyadicly
continuous.
Theorem 1. Let {v(n)} a polyadicly continuous sequence of real
numbers. Suppose that F : (−∞,∞) → [0, 1] is a continuous func-
tion. If F is the distribution function of random variable v˜ then
for each x - real number we have that {n ∈ N; v(n) < x} ∈ Dµ and
µ({n ∈ N; v(n) < x}) = F (x). (5)
Proof. From the continuity of F we get
P (v˜ < x) = F (x) = P (v˜ ≤ x) (6)
for each x - real number. From the inclusion
{n ∈ N; v(n) < x} ⊂ {α ∈ Ω; v˜(α) ≤ x}
we obtain
cl({n ∈ N; v(n) < x}) ⊂ {α ∈ Ω; v˜(α) ≤ x}.
And (6) yields
µ∗({n ∈ N; v(n) < x}) ≤ F (x)
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for every real number x. From the other side
N \ {n ∈ N; v(n) < x} = {n ∈ N; v(n) ≥ x},
therefore
cl(N \ {n ∈ N; v(n) < x}) ⊂ {α ∈ Ω; v˜(α) ≥ x}.
Thus
µ∗(N \ {n ∈ N; v(n) < x}) ≤ 1− F (x)
and the assertion follows.
Theorem 2. Let {v(n)} be a polyadicly continuous sequence and
F : (−∞,∞) → [0, 1] a continuous function. If for every x - real
number
µ∗({n ∈ N; v(n) < x}) = F (x) (7)
holds, then the random variable v˜ has the distribution function F
and for x - real number the set {n ∈ N; v(n) < x} belongs to Dµ and
µ({n ∈ N; v(n) < x}) = F (x).
Proof. Clearly
{n ∈ N; v(n) < x} ⊂ {α ∈ Ω; v˜(α) ≤ x})
and so F (x) ≤ P (v˜ ≤ x). From the other side
{α ∈ Ω; v˜(α) < x}) ⊂ cl({n ∈ N; v(n) ≤ x})
thus for each ε > 0 we have F (x) ≤ P (v˜ ≤ x) ≤ F (x + ε). For ε → 0+ we
obtain the assertion from the continuity of F .
The Buck’s measurable sequences {v1(n)}, {v2(n)}, . . . , {vr(n)} are ca-
lled independent if and only if for every x1, . . . , xr - real numbers we have
µ(
r⋂
j=1
{n ∈ N; vj(n) < xj}) =
r∏
j=1
µ({n ∈ N; vj(n) < xj}).
Example 2. We come back to the Example 1. Consider that the sequences
{Q(j)k } are given such that Q(j)0 = 1, j = 1, . . . , r and Q(j)k |Q(j)k+1 for j =
1, . . . , r and k = 0, 1, 2 . . . . If Q
(j)
k , Q
(j1)
k are relatively prime for j 6= j1.
Denote {γj(n)} the van der Corput sequence with base Q(j)k for j = 1, . . . , r.
Then these sequences are independent (see [IPT]).
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Theorem 3. Let {v1(n)}, {v2(n)}, . . . {vk(n)} be independent Buck’s
measurable polyadicly continuous sequences such that for every x
- real number
µ({n ∈ N; vj(n) < x} = Fj(x)
where Fj , j = 1 . . . , k are continuous functions defined on real line.
Then the random variables v˜1, . . . , v˜k are independent.
Proof. For x1, . . . xk - real numbers we have
{α ∈ Ω; v˜1(α) < x1 ∧ · · · ∧ v˜k(α) < xk} ⊂
⊂ cl({n ∈ N; v1(n) ≤ x1 ∧ · · · ∧ vk(n) ≤ xk}).
Thus P (v˜1 < x1 ∧ · · · ∧ v˜k < xk) ≤ F1(x) . . . Fk(xk) and so from Theorem 2
we get P (v˜1 < x ∧ · · · ∧ v˜k <k) ≤ P (v˜1 < x) . . . P (v˜k < xk).
From the other hand side we have
P (v˜1 ≤ x1) . . . P (v˜k ≤ xk) =
= µ({n ∈ N; v1(n) ≤ x}) . . . µ({n ∈ N; vk(n) ≤ xk}) =
= P (cl({n ∈ N; v1(n) ≤ x1∧· · ·∧vk(n) ≤ xk}) ≤ P (v˜1 ≤ x1∧· · ·∧ v˜k ≤ xk).
The proof is complete.
Theorem 4. Let {v1(n)}, {v2(n)} be two independent Bu- ck’s mea-
surable polyadi- cly continuous sequence, such that the functions
F1(x) = µ({n ∈ N; v1(n) < x}), F2(x) = µ({n ∈ N; v2(n) < x})
are continuous. Then {v1(n) + v2(n)} is Buck’s measurable, and
µ({n ∈ N; v1(n) + v2(n) < x}) =
∫
∞
−∞
F1(x− y)dF2(y). (8)
Proof. Theorem 2 implies that the random variables v˜1, v˜2 have the
distribution functions F1, F2. From Theorem 3 we get that these random
variables are independent and so the distribution function of v˜1+ v˜2 is given
by the integral on right hand side in (8). Clearly this function is continuous
and from this we obtain the assertion from Theorem 1.
Thus we get immediately from Theorem 4:
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Corollary 1. If {v1(n)}, {v2(n)} are two independent Buck’s uni-
formly distributed sequences then for the function
G(x) = µ({n ∈ N; v1(n) + v2(n) < x})
we have G(x) = 0, x ≤ 0, G(x) = x22 , x ∈ [0, 1], G(x) = 2x − x
2
2 − 1, x ∈
[1, 2], G(x) = 1, x > 2.
Analogously we can prove:
Corollary 2. If {v1(n)}, {v2(n)} are two independent Buck’s uni-
formly distributed sequences then for the function
G(x) = µ({n ∈ N; v1(n)v2(n) < x})
we have G(x) = 0, x ≤ 0, G(x) = x(1− lnx), x ∈ (0, 1), G(x) = 1, x > 1.
Proof. Clearly ˜v1v2 = v˜1v˜2. Then we have
P ( ˜v1v2 < x) =
∫ ∫
A
1dF (t1)dF (t2),
where A = {[t1, t2]; t1t2 < x; 0 ≤ t1, t2 ≤ 1}.
From Theorem 2 we can prove by induction:
Theorem 5. If {v1(n)}, ..., {vk(n)} are independent polyadicly con-
tinuous sequences, such that for j = 1, . . . , k the functions
Fj(x) = µ({n ∈ N; vj(n) < x}
are continuous, then {v(n)} = {v1(n) + . . . vk(n)} is polyadicly con-
tinuous function and
F (x) = µ({n ∈ N; v(n) < x}
is continuous.
Let h : Ω → (−∞,∞) be a continuous function. Since Ω is a compact
space it is uniformly continuous. Consider a m ∈ N. To the function h we
can associate a periodic function hm with period m in following way:
hm(α) = h(s)⇐⇒ α ∈ s+mΩ.
Clearly ∫
hmdP =
1
m
m−1∑
s=0
h(s). (9)
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We have that limN→∞ (N !, 0) = 0 and so from the uniform continuity of h
we get that hN ! converges uniformly to h. From (9) we get
∫
hdP = lim
N→∞
1
N !
N !−1∑
s=0
h(s). (10)
The function h restricted on N is polyadicly continuous. Thus exists the
proper limit limm=0
1
m
∑m−1
s=0 h(s). And so from (10) we can conclude
∫
hdP = lim
m→∞
1
m
m−1∑
s=0
h(s). (11)
Remark 1. Let {v(n)} be a polyadicly continuous sequence. Then there
exists
E(v) := lim
N→∞
1
N
N∑
n=1
v(n). (12)
If the random variable v˜ has continuous distribution function F then∫
v˜dP =
∫
∞
−∞
xdF (x) = E(v).
A sequence of positive integers {kn} is called uniformly distributed in Z if
and only for each m ∈ N, r ∈ Z we have that {n ∈ N; kn ≡ r mod m} ∈ D
and d({n ∈ N; kn ≡ r mod m}) = 1m . Let us remark that this type of
uniform distribution is firstly defined in [NIV].
In [PAS3] and [PAS4] is proven that for each sequence {kn} uniformly
distributed in Z and polyadicly continuous sequence {v(n)} we have
lim
N→∞
N∑
n=1
v(kn) = E(v). (13)
Theorem 6. Let {v1(n)}, . . . , {vk(n)} be polyadicly continuous inde-
pendent sequences. Then for every functions g1, . . . , gk continuous
on real line we have
lim
N→∞
1
N
N∑
n=1
g1(v1(kn)) . . . gk(vk(kn)) =
= lim
N→∞
1
Nk
( N∑
n=1
g1(v1(kn))
)
. . .
( N∑
n=1
gk(vk(kn))
)
for each sequence {kn} uniformly distributed in Z.
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Proof. If {v(n)} is a polyadicly continuous function, then it is bounded.
Every continuous function g defined on real line is uniformly continuous on
closed interval [b1, b2] where b1 is lower bound of the sequence {v(n)} and b2
its upper bound. Thus the sequence {g(v(n))} is polyadicly continuous also.
Let us consider {v1(n)}, . . . , {vk(n)} - polyadicly continuous independent
sequences. Then {g1(v1(n))}, . . . , {gk(vk(n))} are polyadicly continuous and
independent also. Thus
E({g1(v1(n))} . . . {gk(vk(n))}) = E({g1(v1(n))}) . . . E({gk(vk(n))})
and the assertion follows from (13).
Analogously can be proved that for dispersion D2(v) = E((v − E(v))2)
the equation
D2(v) = D2(v˜) (14)
holds. Thus from above the Chebyshev inequality follows:
Theorem 7. If {v(n)} is polyadicly continuous Buck’s measurable
sequence, such that the function
F (x) = µ({n ∈ N; v(n) < x})
is continuous then
µ({n ∈ N; |v(n)− E(v)| ≥ ε}) ≤ D
2(v)
ε2
.
for ε > 0.
Directly from central limit theorem we get:
Theorem 8. Let {vk(n)}, k = 1, 2, 3 . . . be a sequence of polyadicly
continuous sequences that for every k = 1, 2, 3, . . . the sequences
{vj(n)}, j = 1 . . . k are independent and there exists a continuous
function F such that
µ({n ∈ N; vk(n) ≤ x}) = F (x), k = 1, 2, 3 . . .
for each real number x. Put E = E(vk),D
2 = D2(vk), k = 1, 2, 3, . . . .
Then for every x - real number we have
lim
k→∞
µ
({
n ∈ N; v1(n) + · · · + vk(n)− kE√
kD
≤ x
})
=
1√
2pi
∫ x
−∞
e
−t2
2 dt.
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