As two major parts for tackling high-dimensional cancer microarray gene data sets, feature selection and classification have attracted an increasing interest in academia and medical community. Since cancer gene expression data sets have small samples, high dimensionality, and class imbalance problems, extracting useful gene information and effective classification becomes more challenging. In this paper, we propose a novel feature selection algorithm called ISVM-RFE(FPD) for classification, which fully utilizes classification performance of each feature subset. Compared to the existing algorithms, ISVM-RFE(FPD) takes into account not only the intrinsic characteristic of the data, but also both linear and nonlinear correlation among features. The experimental results demonstrate that ISVM-RFE(FPD) outperforms the existing SVM-based feature selection algorithms in terms of recall rate of positive samples (rr p ) and G-mean (G).
I. INTRODUCTION
At present, cancer is the second leading cause of death. Globally, about 1 in 6 deaths is due to cancer [1] . Although most cancers in their advanced stages are usually almost impossible to be treated, most patients still recover if a diagnosis would have been made in an early stage. For improving survival and cure rates, we need to analyze the corresponding data sets from the early diagnosis. However, due to high cost of obtaining samples, the number of samples (usually only tens to hundreds) in most gene expression data sets for cancer classification is very small compared to the number of genes (usually thousands). Consequently, extracting useful information and classification becomes difficult [2] - [4] . Therefore, selecting a small number of genes containing as much information as possible from a large number of cancer microarray gene data is a crucial and challenging problem. In addition, class imbalance problem is a big issue
The associate editor coordinating the review of this manuscript and approving it for publication was Donato Impedovo . in the feature selection and classification. An imbalanced class means that the total number of a class of data is far less than the total number of another class of data. In fact, class imbalance problem can be found in many different areas such as fault diagnosis [5] , credit evaluation [6] , spam detection [7] and so on. Recently, sampling algorithms (SAs) and cost-sensitive algorithms (CSAs) have been used to deal with the class imbalance problem [8] . A SA plays a role as data preprocessing. Typically, it changes distribution of a data set by adding some new minority samples or cutting down some majority samples, whereas a CSA assigns different misclassification costs to the minority samples and the majority samples without changing distribution of a data set so as to improve classification accuracy of the minority samples. Due to simplicity and effectiveness of SAs, this paper uses the adaptive synthetic sampling algorithm (ADASYN), an oversampling approach in SAs proposed in [9] , to deal with the class imbalance problem.
Feature (gene) selection has been extensively used in bioinformatics analysis [10] . The purpose of the gene selection is VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ to select a small number of genes, which not only have good classification performance but also have good interpretation for cancer, from a large number of candidates. The technologies of gene selection can be broadly divided into two categories: filter technologies (FTs) and wrapper technologies (WTs) [11] . FTs evaluate the goodness of the feature subset by using the intrinsic characteristic of the data. They employ the statistical metrics of genes such as ReliefF, information gain, χ 2 statistic, F-statistic and Fisher score [12] to filter out those with poor information so that they can effectively select a gene subset with special relevance to class labels and ignore redundancy among the genes deteriorating the classifier performance. Some FTs that consider both relevance and redundancy of features have been proposed in [13] - [18] , where the minimum redundancy maximum relevance (MRMR) is one of the most popular methods [14] . Different FTs are proposed by various researchers in [19] - [22] . On the other hand, WTs directly use the induction algorithm to evaluate the feature subsets. They recursively embed a classifier into the feature selection process, where the classifier is used to distribute a relevancy weight for each feature or to evaluate classification performance of selected features. In general, WTs are of high computational complexity, but good classification accuracy compared to FTs [23] . Different WTs are proposed in [24] - [34] . It is well known that Support Vector Machine-Recursive Feature Elimination (SVM-RFE) is a WT which executes gene selection process by a backward elimination manner and uses SVM weight to rank genes. Compared to SVM without gene selection, SVM-RFE can effectively improve classification accuracy [25] . Although SVM-RFE has been widely used to analyze high-dimensional microarray gene data for feature selection, it does not take into account the intrinsic characteristic of the data and redundancy among genes. In order to remedy these, different algorithms such as SVM-T-RFE, SVM-BT-RFE, RFE-FSVs, SVM-RFE(MRMR), and SVM-RFE(AC) have been proposed (see [26] - [31] ) to improve the gene ranking criterion of SVM-RFE. However, all these SVM-based feature selection algorithms do not take nonlinear correlation among features into account. Consequently, these algorithms cannot effectively eliminate redundant information among features.
In this paper, we propose a new feature selection algorithm called ISVM-RFE(FPD) for classification to identify cancer samples and types of cancer samples by dealing with public high-dimensional imbalanced microarray gene data sets so as to improve the early diagnosis efficiency of cancer patients, thereby improving survival and cure rates. Compared to the existing algorithms, ISVM-RFE(FPD) takes into account not only the intrinsic characteristic of the data, but also both linear and nonlinear correlation among features. The experimental results show that ISVM-RFE(FPD) outperforms the existing SVM-based feature selection algorithms with respect to recall rate of positive samples (rr p ) and G-mean (G).
The rest of this paper is organized as follows: Section II recalls some known methods related to this paper.
Section III proposes a new feature selection algorithm called ISVM-RFE(FPD). Section IV describes data sets used in the experiment, ADASYN, evaluation metrics, and experimental framework. Section V presents empirical results of ISVM-RFE(FPD) and Section VI gives conclusions.
II. METHODS
We consider a data set that consists of N samples x 1 , . . . , x N , each of them is represented by a vector with M features, i.e.
. . , f M } as an input feature set. To facilitate the subsequent description, the value of the l th feature in the i th sample is represented as x il and the value of the i th sample in the l th feature is represented as f li . Obviously, f li = x il . Let f l denote the sample mean of the l th feature f l , let f lk denote the sample mean of the l th feature f l in the class k, and let n k denote the number of samples of the class k. In addition, we focus on binary classification problem. Let y i represent a class label of the i th sample x i , where y i ∈ {+1, −1}.
A. CLASSIFICATION ALGORITHM SVM
In this section, we give a brief description of mathematical formulation of binary SVM [36] . SVM based on the principle of structural risk minimization is an excellent supervised classifier algorithm that finds an optimal hyperplane as a decision boundary in a finite sample space. In order to obtain this optimal hyperplane, SVM maximizes its margin, which calculates the sum of the nearest distance from the negative and positive training samples. The mechanism of binary SVM classifier is to solve the following optimization problem: min w,b,ξ
where C is a predefinable parameter used to penalize the overall training error, ξ i is a slack variable introduced for each training sample x i , and φ(x i ) maps the original training sample space to a Hilbert space . In general, the solution of this optimization problem is given by solving the corresponding dual problem, which can be described as follows:
where α i 's are the Lagrange multipliers and K x i , x j is a kernel function that is obtained by the inner product φ (x i ) · φ x j defined in .
By solving Eq. (2), the decision function is given by
where α * i 's are the optimal solution of Eq. (2) and b * is a real value representing offset. Besides, the linear function and radial basis function are commonly used as kernel functions K (x, x i ), which are given by
and
In [25] , SVM with a linear function is used to calculate the feature ranking criterion. Based on the optimal brain damage (OBD) principle [37] , the formula for the ranking score of feature f l is as follows:
where SVs is the set of support vectors and the Lagrangian multipliers of these vectors are non-zero for SVM. The goal of SVM-RFE proposed by Guyon et al. [25] is to find a feature subset of size r (r < N ) using backward feature elimination mode, which iterates from all input features and removes a feature with the smallest ranking score at a time. Now we summarize the feature selection process of SVM-RFE as shown in Algorithm 1. Train SVM(X _train[:, S]) classifier; 3: for all l th feature f l in S do 4: Calculate the feature ranking criterion SVM weight of feature f l , which is Rank 1 (f l ); 5: end for 6: f minind = arg min l (Rank 1 (f l )) 7 :
Algorithm 1 SVM-RFE Procedure
R = [f minind , R] and S = S − [f minind ] 8: end while 9: return R; C.
SVM-T-RFE AND RFE-FSVs
SVM-T-RFE proposed by Li et al. [26] linearly combines Tstatistic and SVM weight to modify Rank 1 (f l ) in SVM-RFE. Specifically, the T -statistic can be expressed as follows:
where µ + (f l ) (µ − (f l )) and σ 2 + (f l ) (σ 2 − (f l )) represent the mean and variance of the positive (negative) samples, respectively. The following feature ranking criterion is constructed in terms of Eq. (6) and Eq. (7):
where parameter ν ∈ [0, 1] is used to weigh the importance between |w l | and |t (f l )|. In the experimental part, we set
Unlike SVM-T-RFE, RFE-FSVs [28] modifies Rank 1 (f l ) in SVM-RFE by introducing the Fisher score and constructs the following feature ranking criterion:
where Fisher(f l ) is given by
As can be seen from Eq. (9), RFE-FSVs uses the sign of the support vectors and the sign of the corresponding Lagrange multipliers to calculate SVM weight. It follows from Eq. (8) and Eq. (9) that SVM-T-RFE and RFE-FSVs combine T -statistic and the Fisher score with SVM weight, respectively. However, these two algorithms do not take into account redundant information among selected features.
D. SVM-RFE(MRMR)

SVM-RFE(MRMR)
introduced by Mundra and Rajapakse [29] adds a quantity obtained from quotient-based MRMR to a linear SVM weight. The feature selection process of SVM-RFE(MRMR) is the same as SVM-RFE (shown in Algorithm 1), except that Rank 1 (f l ) used to calculate ranking score of each feature is replaced by the following formula:
are normalization factors.
MRMR q (f l ) suggested by Ding and Peng [14] is based on relevancy and redundancy of features to conduct the process of gene selection. For continuous feature variables, F-statistic is chosen to measure relevance between class labels and feature f l ∈ S, and F-statistic is expressed in terms of Rel(f l ) VOLUME 7, 2019 given by
where σ 2 k is the variance of the k th class. Since we focus on binary classification problem, K = 2. The redundancy metric between the feature f l and feature subset S is represented as Red(f l ) , and its mathematical form is as follows:
where P(f l , f j ) is the Pearson correlation coefficient (PCC) of f l and f j , which is defined as
According to Eq. (14) and Eq. (15), MRMR q (f l ) is given by
SVM-RFE(AC) presented by Sahran et al. [31] employs the absolute cosine (AC) which measures the correlation between two features to construct a redundancy metric. The value of this redundancy metric is added to a SVM weight leading to the following feature ranking criterion:
where max w 2 is a normalization factor and AC f l , f j represents absolute cosine between features f l and f j , which can be expressed as follows:
III. NEW FEATURE RANKING CRITERIA AND IMPROVED SVM-RFE(ISVM-RFE) A. TWO NEW FEATURE RANKING CRITERIA
It is well known that support vectors, which determine the classification hyperplane of SVM, may be only a small part of all training samples in binary SVM classifier [36] . Based on these important samples (support vectors), the amount of calculation of the ranking criteria can be effectively reduced. Therefore, we develop two new feature ranking criteria based on support vectors in SVM. Basically, both of the SVM weight in SVM-RFE and relevancy metric Rel(f l ) (F-statistic) are used to measure the classification performance of features [12] , [25] . The larger their values, the greater relevancy between features and class labels. For SVM-RFE, it trains a SVM classifier, and then it uses the trained SVM weight to rank the importance of features, i.e., using the SVM weight to measure the classification performance of features. Based on training results of weights of a SVM classifier, SVM-RFE is to sort features to measure relevance between features and class labels. Unlike SVM-RFE, Rel(f l ) measures the classification performance of features based on statistical characteristics of a data set itself, and it has no connection to subsequent classifier. Thus, although measurement strategy of the SVM weight in SVM-RFE is different from Rel(f l ), they have the same effect in measuring relevance between features and class labels. Therefore, we have the following formula:
As can be seen in Eq. (20), nRel(f l ), product of a SVM weight of feature f l and Rel(f l ), takes into account training results of weights of a SVM classifier and statistical characteristics of a data set itself simultaneously. Moreover, the redundancy metric is used to evaluate correlation between feature f l and feature subset S. For example, PCC and AC are used to calculate the linear correlation between features f l and f j ∈ S. In fact, PCC is equivalent to AC on a normalized feature set S (i.e., the mean is zero). However, PCC and AC fail to perform measurement of the nonlinear correlation between two features. Therefore, the distance correlation coefficient (DCC) [35] can be used to measure the nonlinear correlation between two features. The form of DCC is defined as
where
where intermediate operator A iq is given by
a iq and intermediate operator B iq is given by
The larger D(f l , f j ), the stronger correlation between f l and f j . The redundancy metric in terms of D(f l , f j ) is given by
In order to effectively measure the correlation between two features in linear and nonlinear cases, we construct the following correlation metric mPDC based on PCC and DCC:
Consequently, we construct a new redundancy metric between f l and feature subset S as follows:
In what follows, based on summation-based rule (SBR) and quotient-based rule (QBR), we introduce two new feature ranking criteria for feature f l with respect to nRel(f l ) and nRed(f l ) as follows:
where max nRel = max 
B. ALGORITHMIC PRESENTATION OF ISVM-RFE
A detailed algorithm flow of ISVM-RFE is given in Algorithm 2. As can be seen from the second line of while loop in Algorithm 2, in each iteration of the algorithm, the grid search with 3-fold cross-validation is conducted on the data set corresponding to the remaining feature subset S. And a SVM classifier with minimum generalization error is chosen to compute the feature ranking score of subsequent steps of the algorithm. The reason for this is that the deleted features after each iteration change the internal structure of a data set, which cause SVM with fixed parameters to be unable to fully utilize the classification performance of the remaining features. Moreover, the parameter that needs to be searched is the penalty parameter C in linear-SVM. In this Create grid search with 3-fold cross-validation using C_list to train SVM(X _train[:, S]) classifier with linear function; 3: Locate the support vectors (SVs) of SVM classifier with minimum generalization error; 4: for all l th feature f l ∈ S do 5: Calculate the ranking criterion RankScore(f l ) using SVs; 6: end for 7: f minind = arg min l (RankScore(f l )) 8 : Based on Algorithm 2, we construct a new algorithm, i.e., ISVM-RFE (FPD), which calculates RankScore(f l ) by using Rank QBR (f l ) or Rank SBR (f l ), where FPD stands for F-statistic, PCC, and DCC. It is worth noting that RankScore(f l ) can be calculated using different feature ranking criteria so that different feature selection results can be obtained. 
IV. EXPERIMENT DESIGN A. DATA SETS
In the numerical experiments, we use four public cancer microarray gene data sets listed in TABLE 1 to evaluate the performance of the proposed algorithm. Where Colon data set [40] is downloaded from http://rdrr.io/rforge/ plsgenomics, Lung Bhattacharjee (LB) [42] and Lung TCGA LUAD (LTL) [43] data sets are downloaded from http://lce.biohpc.swmed.edu/lungcancer, and DLBCL data set is downloaded from http://www.biolab.si/supp/bi-cancer.
As can be seen, the four cancer microarray gene experimental data sets are imbalanced. Therefore, ADASYN is employed to deal with the imbalance problem.
B. ADASYN
So far, all of the existing SVM-based feature selection algorithms and the proposed SVM-based feature selection algorithm have an implicit assumption that there is no significant difference in the number of samples of all classes in a data set. However, the cancer microarray gene data sets given in this paper are imbalanced. This makes the feature selection algorithm bias in selecting the features of majority samples and ignore the features of minority samples [38] . Furthermore, in the case of class imbalance, a SVM classifier also favors majority samples and ignores minority samples in the process of classification [39] . In order to overcome these problems, we use ADASYN proposed in [9] to increase the number of minority samples so as to achieve a balance of a data set. The key idea of ADASYN is to use a density distribution given on Page 1323 in [9] as a criterion to automatically decide the number of synthetic samples that need to be generated for each minority example. A detailed ADASYN can be found in [9] .
C. EVALUATION METRICS
Since the microarray gene data sets used in our experiments are all imbalanced, a traditional classification accuracy metric is invalid. Therefore, we introduce some evaluation metrics from confusion matrix to measure the classification performance of the algorithm as shown in TABLE 2. Let the minority class and the majority class denote a positive class and a negative class, respectively. From TABLE 2, the evaluation metrics used to assess learning outcomes from imbalanced cancer microarray gene data sets are defined as:
Recall Rate of Negative Samples (rr n ):
Recall Rate of Positive Samples (rr p ):
G-mean (G):
F-measure (F): 
D. EXPERIMENT FRAMEWORK
This section gives an experiment framework based on the proposed ISVM-RFE(FPD) and ADASYN as shown in FIGURE 1. In the experiment framework, we first conduct a stratified random split to divide an overall data set into training samples and test samples, where 80% of them are training samples. Then, we use ADASYN on the training data set to overcome the problem of imbalance between two classes. Finally, the feature selection is performed using ISVM-RFE(FPD) proposed herein. On one hand, in each iteration, SVM classifier with minimum generalization error is used for classification of the test data set corresponding to the remaining features subsets. On the other hand, the final result of features ranking is output. To weaken adverse effects of randomness of split of a data set and ADASYN on feature selection and classification results, we perform the experiment framework 100 times for each algorithm separately.
To increase speed of feature selection process of the experiment framework, the rule of the number of deleted features in each iteration is as follows: and LTL data sets have a high degree of class imbalance. However, linear-SVM with ADASYN is better than linear-SVM without ADASYN in terms of rr p and G, but worse than linear-SVM without ADASYN with respect to rr n . In addition, except DLBCL and LTL data sets, linear-SVM with ADASYN outperforms the linear-SVM without ADASYN on Colon and LB data sets in terms of F. These results confirm that use of ADASYN indeed improves the classification accuracy of minority samples for SVM at slightly expense of the classification accuracy of majority samples.
B. EMPIRICAL RESULTS FOR FEATURE SELECTION AND CLASSIFICATION
In order to verify validity of the proposed feature ranking criteria, we construct the following three algorithms based on To make comparisons with the SVM-based wrapper algorithms including SVM-RFE, SVM-RFE(MRMR), SVM-RFE(AC), SVM-T-RFE and RFE-FSVs, the feature selection process (e.g. ISVM-RFE(FPD)) of the experiment framework (as shown in FIGURE 1) can be replaced by the above feature selection algorithms.
The mean and standard deviation of the classification results of each feature subset after 100 executions of each model are calculated, and the smallest feature subset that achieves the best classification effect is selected as the feature selection result. The empirical results of each data set will be discussed in the following subsections. 
1) COLON DATA SET
The empirical results of the proposed algorithms with and without ADASYN on Colon data set are presented in TABLE 4 and TABLE 5 , respectively. When ADASYN is not used, ISVM-RFE(FPD)_Q improves by 1.71% (rr p ), 2.44% (G) and 4.06% (F) compared to ISVM-RFE(FP)_Q, by 2.62% (rr p ), 1.50% (G) and 1.81% (F) compared to ISVM-RFE(FD)_Q, by 2.06% (rr p ), 2.86% (G) and 4.39% (F) compared to ISVM-RFE(PD)_Q. Moreover, ISVM-RFE(FPD)_S achieves rr p = 73.55%, G = 79.76% and F = 75.26%, which are higher than ISVM-RFE(FP)_S, ISVM-RFE(FD)_S and ISVM-RFE(PD)_S. When ADASYN is used, ISVM-RFE(FPD)_Q/S outperforms ISVM-RFE(FP)_Q/S, ISVM-RFE(FD)_Q/S and ISVM-RFE(PD)_Q/S in terms of G and F, respectively. As can be seen from FIGURE 2, compared to linear-SVM, the other algorithms select the small number of genes and achieve higher values of G and F regardless of whether or not ADASYN is used. Also, the algorithms (ISVM-RFE(FP), ISVM-RFE(FD), ISVM-RFE(PD), ISVM-RFE(FPD)) based on QBR are better than them based on SBR with respect to G and F, except ISVM-RFE(PD) without ADASYN. In addition, the algorithms (ISVM-RFE(FP), ISVM-RFE(FD), ISVM-RFE(PD), ISVM-RFE(FPD)) using ADASYN select a smaller subset of genes than them without sampling, but achieve better G and F apart from ISVM-RFE(PD) without using ADASYN.
The empirical results on Colon data set of different algorithms based on the experiment framework are shown in TABLE 6. It can be seen from TABLE 6 that ISVM-RFE(FPD)_Q achieves rr p = 79.04%, G = 83.05% and F = 78.69%, which are higher than other algorithms. Also, ISVM-RFE(FPD)_S outperforms other algorithms with respect to rr n and selects fewer features compared to the number of genes selected by other algorithms. It is worth noting the number of genes selection of RFE-FSVs is 1900, which is much larger than other algorithms.
2) DLBCL DATA SET
The empirical results of the proposed algorithms with and without ADASYN on DLBCL data set are presented in TABLE 7 and TABLE 8 , respectively. Compared to algorithms (ISVM-RFE(FP), ISVM-RFE(FD), ISVM-RFE(PD), ISVM-RFE(FPD)) with non-sampling, these algorithms using ADASYN improve on average by 5.02% (rr p ), 2.63% (G) and 2.01% (F), but decrease on average by 0.81% (rr n ). It can be seen from TABLE 7 that The empirical results of different algorithms based on the experiment framework on DLBCL data set are given in TABLE 9. It can be seen from TABLE 9 that SVM-RFE(MRMR) achieves the highest rr n of 98.07%.
However, ISVM-RFE(FPD)_Q is superior to other algorithms with respect to rr p , G and F. It should be noted that all the evaluation metrics of RFE-FSVs show the worst results. Furthermore, except that the number of genes selected by RFE-FSVs is more than 100, the number of selected genes of other algorithms is all within 100, in which SVM-RFE(AC) selects the least the number of genes, i.e., 26. 
3) LB DATA SET
The empirical results of the proposed algorithms using and without using ADASYN on LB data set are presented in TABLE 10 and TABLE 11 , respectively. The algorithms (ISVM-RFE(FP), ISVM-RFE(FD), ISVM-RFE(PD), ISVM-RFE(FPD)) using ADASYN improve on average by 6.38% (rr p ), 4.02% (G) and 1.67% (F) compared to them without using ADASYN. This shows that using ADASYN not only effectively improves the classification results of minority samples, but also improves the overall classification accuracy, which can also be observed from FIGURE 4. Compared to those without using ADASYN, using ADASYN allows for the selection of fewer genes. In addition, ISVM-RFE(FPD)_Q/S is superior to ISVM-RFE(FP)_Q/S, ISVM-RFE(FD)_Q/S and ISVM-RFE(PD)_Q/S in terms of rr p , G and F regardless of whether or not ADASYN is used. From FIGURE 4 , the values of G and F produced by ISVM-RFE(FPD) are quite compelling compared to linear-SVM regardless of using or without using ADASYN.
The empirical results on LB data set of different algorithms based on the experiment framework can be analyzed according to TABLE 12. It shows that ISVM-RFE(FPD)_Q provides a relative betterment in terms of rr p (G/F) of 0.09% (0.06%/0.05%), 2.01% (1.55%/1.39%), 1.31% (1.14%/0.8%), 2.01% (1.55%/1.39%), 1.68% (1.37%/ 1.19%), 2.46% (1.78%/1.50%) compared to feature selection 
4) LTL DATA SET
The empirical results of the proposed algorithms using and without using ADASYN on LTL data set are presented in TABLE 13 and TABLE 14, are higher than the other algorithms. When ADASYN is used, ISVM-RFE(FPD)_Q shows the highest performance in terms of rr p , G and F over other algorithms. This indicates that the feature selection with ADASYN can effectively improve G values of all algorithms. Also, using ADASYN significantly reduces the number of selected genes compared to non-sampling. Furthermore, as can be seen from FIGURE 5, linear-SVM is superior to other algorithms with respect to G when ADASYN is not conducted. With the exception of ISVM-RFE(FP) and ISVM-RFE(FDP)_S, linear-SVM is better than ISVM-RFE(FD), ISVM-RFE(PD) and ISVM-RFE(FPD)_Q in terms of F when ADASYN is used.
The empirical results on LTL data set of different algorithms based on the experiment framework are shown in TABLE 15. It can be seen from TABLE 15 that ISVM-RFE(FPD)_Q and ISVM-RFE(FPD)_S do not exceed SVM-RFE and RFE-FSVs in terms of rr n and F, but outperform them with respect to rr p and G, in which RFE-FSVs achieves the highest rr n /F of 99.69%/98.15% and ISVM-RFE(FPD)_Q achieves the best rr p /G of 99.46%/99.51%. Moreover, the number of selected genes of ISVM-RFE(FPD)_Q is small, i.e., 71, while the number of selected genes of RFE-FSVs is 7929, which is significantly larger than the number of genes selected by other algorithms.
VI. CONCLUSION
In this paper, we propose a novel feature selection algorithm called ISVM-RFE(FPD) for classification to identify cancer samples and types of cancer samples by dealing with the four high-dimensional imbalanced microarray gene data sets. Compared to the existing algorithms, ISVM-RFE(FPD) considers not only the intrinsic characteristics of the data, but also both linear and nonlinear correlation among features. The experimental results show that ISVM-RFE(FPD) outperforms existing SVM-based feature selection algorithms with respect to recall rate of positive samples (rr p ) and G-mean (G). Specifically, we summarize the main contributions of this paper as follows. We first use ADASYN to balance a data set so as to reduce negative effects of class imbalance problem. Then, we introduce ISVM-RFE(FPD) which uses grid search with 3-fold cross-validation to fully utilize classification performance of the remaining features in each iteration. Based on F-statistic and mPDC, we construct a new relevance metric nRel(f l ) and a new redundancy metric nRed(f l ), respectively. Finally, we introduce two new ranking criteria by using the new relevance and redundancy metrics. And these two new feature ranking criteria are incorporated into the ISVM-RFE feature selection process. There are two notable aspects of ISVM-RFE(FPD) as follows:
1) nRel(f l ) and nRed(f l ) in Eq. (20) or Eq. (25) can be replaced by any type of relevance and redundancy metrics, respectively. 2) The grid search that performs 3-fold cross-validation experiment on the remaining feature subsets in each iteration of the algorithm can fully utilize classification performance of the feature subset. Meanwhile, other search techniques for parameter can be applied here as needed. He is currently a Full Professor with the Department of Mathematics and Statistics, Loyola University Maryland, USA. His research interests include complementarity problems over symmetric cones, Euclidean Jordan algebras, matrix theory, statistical optimization, optimization theory, and methods and applications.
