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Abstract
Let ℓ and r be integers. A real number α ∈ [0, 1) is a jump for r if for
any ε > 0 and any integer m, m ≥ r, any r-uniform graph with n > n0(ε,m)
vertices and at least (α+ ε)
(
n
r
)
edges contains a subgraph with m vertices and
at least (α+ c)
(
m
r
)
edges, where c = c(α) is positive and does not depend on ε
and m. It follows from a theorem of Erdo˝s, Stone and Simonovits that every
α ∈ [0, 1) is a jump for r = 2. Erdo˝s asked whether the same is true for r ≥ 3.
However, Frankl and Ro¨dl gave a negative answer by showing that 1− 1
ℓr−1
is
not a jump for r if r ≥ 3 and ℓ > 2r. Peng gave more sequences of non-jumping
numbers for r = 4 and r ≥ 3. However, there are also a lot of unknowns on de-
termining whether a number is a jump for r ≥ 3. Following a similar approach
as that of Frankl and Ro¨dl, we give several sequences of non-jumping numbers
for r = 5, and extend one of the results to every r ≥ 5, which generalize the
above results.
Keywords: extremal problems in hypergraphs; Erdo˝s jumping constant con-
jecture; Lagrangians of uniform graphs; non-jumping numbers
1 Introduction
For a given finite set V and a positive integer r, denote by
(
V
r
)
the family of all
r-subsets of V . Let G = (V (G), E(G)) be a graph with vertex set V (G) and edge
set E(G). We call G an r-uniform graph if E(G) ⊆
(
V (G)
r
)
. An r-uniform graph H
is called a subgraph of an r-uniform graph G if V (H) ⊆ V (G) and E(H) ⊆ E(G).
Furthermore, H is called an induced subgraph of G if E(H) = E(G) ∩
(
V (H)
r
)
.
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Let G be an r-uniform graph, we define the density of G as |E(G)|
|(V (G)r )|
, which is
denoted by d(G). Note that the density of a complete (ℓ + 1)-partite graph with
partition classes of size m is greater than 1− 1
ℓ+1
(approaches 1− 1
ℓ+1
when m→∞).
The density of a complete r-partite r-uniform graph with partition classes of size m
is greater than r!
rr
(approaches r!
rr
when m→∞).
In [8], Katona, Nemetz and Simonovits showed that, for any r-uniform graph G,
the average of densities of all induced subgraphs of G with m ≥ r vertices is d(G).
From this result we know that there exists a subgraph of G with m vertices, whose
density is at least d(G). A natural question is: for a constant c > 0, whether there
exists a subgraph of G with m vertices and density at least d(G)+ c ? To be precise,
the concept of “jump” was introduced.
Definition 1.1. A real number α ∈ [0, 1) is a jump for r if there exists a constant
c > 0 such that for any ε > 0 and any integer m, m ≥ r, any r-uniform graph with
n > n0(ε,m) vertices and density ≥ α + ε contains a subgraph with m vertices and
density ≥ α + c.
Erdo˝s, Stone and Simonovits [3, 4] proved that every α ∈ [0, 1) is a jump for
r = 2. This result can be easily obtained from the following theorem.
Theorem 1.1 ([4]). Suppose ℓ is a positive integer. For any ε > 0 and any positive
integer m, there exists n0(m, ε) such that any graph G on n > n0(m, ε) vertices with
density d(G) ≥ 1 − 1
ℓ
+ ε contains a copy of the complete (ℓ + 1)-partite graph with
partition classes of size m (i.e., there exists ℓ + 1 pairwise disjoint sets V1, . . . , Vℓ+1,
each of them with size m such that {x, y} is an edge whenever x ∈ Vi and y ∈ Vj for
some 1 ≤ i < j ≤ ℓ+ 1).
Moreover, from the following theorem, Erdo˝s showed that for r ≥ 3, every α ∈ [0, r!
rr
)
is a jump.
Theorem 1.2 ([2]). For any ε > 0 and any positive integer m, there exists n0(ε,m)
such that any r-uniform graph G on n > n0(ε,m) vertices with density d(G) ≥ ε
contains a copy of the complete r-partite r-uniform graph with partition classes of
size m (i.e., there exist r pairwise disjoint subsets V1, . . . , Vr, each of cardinality m
such that {x1, x2, . . . , xr} is an edge whenever xi ∈ Vi, 1 ≤ i ≤ r).
Furthermore, Erdo˝s proposed the following conjecture on jumping constant.
Conjecture 1.1. Every α ∈ [0, 1) is a jump for every integer r ≥ 2.
Unfortunately, Frankl and Ro¨dl [7] disproved this conjecture by showing the fol-
lowing result.
2
Theorem 1.3 ([7]). Suppose r ≥ 3 and ℓ > 2r are integers, then 1 − 1
ℓr−1
is not a
jump for r.
Using the approach developed by Frankl and Ro¨dl in [7], some other non-jump
numbers were given. However, for r ≥ 3, there are still a lot of unknowns on deter-
mining whether a given number is a jump. The breakthrough of the question is that
Baber and Talbot [1] used Razborov’s flag algebra method to show that jumps exist
for r = 3 in the interval [2/9, 1). These are the first examples of jumps for any r ≥ 3
in the interval [r!/rr, 1). They showed that for r = 3 every α ∈ [0.2299, 0.2316) is a
jump. Note that 0.2299 is very close to 2
9
, a well-known open question of Erdo˝s was
raised.
whether r!
rr
is a jump for r ≥ 3 and what is the smallest non-jump?
In [6], another question was raised:
whether there is an interval of non-jumps for some r ≥ 3 ?
Both questions seem to be very challenging. Regarding the first question, in [6], it
was shown that 5r!
2rr
is a non-jump for r ≥ 3 and it is the smallest known non-jump
until now. Some efforts were made in finding more non-jumps for some r ≥ 3. For
r = 3, one more infinite sequence of non-jumps (converging to 1) was given in [6].
And for r = 4, several infinite sequences of non-jumps (converging to 1) were found in
[10, 11, 13, 14]. Every non-jump in the above papers was extended to many sequences
of non-jumps (still converging to 1) in [12, 16, 17]. Besides, in [15], Peng found an
infinite sequence of non-jumps for r = 3 converging to 7
12
.
If a number α is a jump, then there exists a constant c > 0 such that every number
in [α, α+c) is a jump. As a direct result, we have that if there is a set of non-jumping
numbers whose limits form an interval (a number a is a limit of a set A if there is
a sequence {an}
∞
n=1, an ∈ A such that limn→∞an = a), then every number in this
interval is not a jump. It is still an open problem whether such a “dense enough” set
of non-jumping numbers exists or not.
In this paper, we intend to find more non-jumping numbers in addition to the
known non-jumping numbers given in [6, 10, 11, 12, 13, 14, 16, 15, 17]. Our approach
is still based on the approach developed by Frankl and Ro¨dl in [7]. We first consider
the case r = 5 and find a sequence of non-jumping numbers. In Section 3, we prove
the following result.
Theorem 1.4. Let ℓ ≥ 2 be an integer. Then 1− 5
ℓ3
+ 4
ℓ4
is not a jump for r = 5.
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In [15], Peng gave the following result: for positive integers p ≥ r ≥ 3, if α · r!
rr
is
a non-jump for r, then α · p!
pp
is a non-jump for p. Combining with the Theorem 1.4
for ℓ = 5 and r = 5, we have the following corollary directly.
Corollary 1.1. Let p ≥ 5, 151p!
6pp
is not a jump for p.
We can use exactly the same reasoning to obtain more non-jumping numbers for
p > 5 by using Theorem 1.4 together with Peng’s result even with ℓ different from 5.
We list it as the following corollary.
Corollary 1.2. Let p > 5, 625
24
(1− 5
ℓ3
+ 4
ℓ4
) · p!
pp
is not a jump for p.
Since in [6], it was shown that 5r!
2rr
is a non-jumping number for r ≥ 3. In [12], it
was shown that for integers r ≥ 3 and p, 3 ≤ p ≤ r, (1− 1
pp−1
)p
p
p!
r!
rr
is not a jump for
r. In particular, 12
125
(take r = 5 in 5r!
2rr
), 96
625
(take p = 3 and r = 5 in (1− 1
pp−1
)p
p
p!
r!
rr
)
and 252
625
(take p = 4 and r = 5 in (1− 1
pp−1
)p
p
p!
r!
rr
) are non-jumping numbers for r = 5.
In Section 4, we will go back to the case of r = 5 and prove the following result.
Theorem 1.5. Let ℓ ≥ 2 and q ≥ 1 be integers. Then for r = 5, we have
(a) If q = 1 or q ≥ 2ℓ2 + 2ℓ, then 1 − 10
ℓq
+ 35
ℓ2q2
− 50
ℓ3q3
+ 4
ℓ4q4
+ 10
ℓq4
− 35
ℓ2q4
+ 45
ℓ3q4
is
not a jump.
(b) If q = 1 or q ≥ 10ℓ3, then 1− 10
ℓq
+ 35
ℓ2q2
− 50
ℓ3q3
+ 10
ℓq4
− 35
ℓ2q4
+ 50
ℓ3q4
− 1
ℓ4q4
is not a
jump.
(c) 1− 2
q
+ 7
5q2
− 2
5q3
+ 12
125q4
is not a jump.
(d) 1− 2
q
+ 7
5q2
− 2
5q3
+ 96
625q4
is not a jump.
(e) If q = 1 or q ≥ 3, then 1− 2
q
+ 7
5q2
− 2
5q3
+ 252
625q4
is not a jump.
When q = 1, (a) reduces to Theorem 1.4 for r = 5, (b) reduces to Theorem 1.3
for r = 5, (c) shows that 12
125
is not a jump for r = 5, (d) shows that 96
625
is not a jump
for r = 5, and (e) shows that 252
625
is not a jump for r = 5.
2 Lagrangians and other tools
In this section, we introduce the definition of Lagrangian of an r-uniform graph
and some other tools to be applied in the approach.
We first describe a definition of the Lagrangian of an r-uniform graph, which is a
helpful tool in the approach. More studies of Lagrangians were given in [5, 7, 9, 18].
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Definition 2.1. For an r-uniform graph G with vertex set {1, 2, . . . , m}, edge set
E(G) and a vector ~x = {x1, . . . , xm} ∈ R
m, define
λ(G,~x) =
∑
{i1,...,ir}∈E(G)
xi1xi2 · · ·xir .
xi is called the weight of vertex i.
Definition 2.2. Let S = {~x = (x1, x2, . . . , xm) :
∑m
i=1 xi = 1, xi ≥ 0 for i =
1, 2, . . . , m}. The Lagrangian of G, denoted by λ(G), is defined as
λ(G) = max{λ(G,~x) : ~x ∈ S}.
A vector ~x is called an optimal vector for λ(G) if λ(G,~x) = λ(G).
We note that if G is a subgraph of an r-uniform graph H , then for any vector ~x
in S, λ(G,~x) ≤ λ(H,~x). The following fact is obtained directly.
Fact 2.1. Let G be a subgraph of an r-uniform graph H . Then
λ(G) ≤ λ(H).
For an r-uniform graph G and i ∈ V (G) we define Gi to be the (r − 1)-uniform
graph on V −{i} with edge set E(Gi) given by e ∈ E(Gi) if and only if e∪{i} ∈ E(G).
We call two vertices i, j of an r-uniform graphG equivalent if for all f ∈
(
V (G)−{i,j}
r−1
)
,
f ∈ E(Gi) if and only if f ∈ E(Gj).
The following lemma given in [13] will be useful when calculating Lagrangians of
some certain hypergraphs.
Lemma 2.1 ([13]). Suppose G is an r-uniform graph on vertices {1, 2, . . . , m}. If
vertices i1, i2, . . . , it are pairwise equivalent, then there exists an optimal vector ~y =
(y1, y2, . . . , ym) for λ(G) such that yi1 = yi2 = · · · = yit.
We also note that for an r-uniform graph G with m vertices, if we take ~x =
(x1, x2, . . . , xm), where each xi =
1
m
, then for any fixed ε > 0,
λ(G) ≥ λ(G,~x) =
|E(G)|
mr
≥
d(G)
r!
− ε
for m ≥ m′(ε).
On the other hand, we introduce a blow-up of an r-uniform graph G which allows
us to construct an r-uniform graph with a large number of vertices and density close
to r!λ(G).
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Definition 2.3. Let G be an r-uniform graph with V (G) = {1, 2, . . . , m} and ~n =
(n1, . . . , nm) be a positive integer vector. Define the ~n blow-up of G, ~n ⊗G to be the
m-partite r-uniform graph with vertex set V1∪· · ·∪Vm, |Vi| = ni, 1 ≤ i ≤ m, and edge
set E(~n ⊗G) = {{vi1, vi2 , . . . , vir} : vik ∈ Vik for 1 ≤ k ≤ r, {i1, i2, . . . , ir} ∈ E(G)}.
In addition, we make the following easy remark given in [10].
Remark 2.1 ([10]). LetG be an r-uniform graph withm vertices and ~y = (y1, y2, . . . , ym)
be an optimal vector for λ(G). Then for any ε > 0, there exists an integer n1(ε),
such that for any integer n ≥ n1(ε),
d((⌊ny1⌋, ⌊ny2⌋, . . . , ⌊nym⌋)⊗G) ≥ r!λ(G)− ε. (1)
Let us also state a fact relating the Lagrangian of an r-uniform graph to the
Lagrangian of its blow-up used in [7] ([6, 10, 11, 13] as well).
Fact 2.2 ([7]). If n ≥ 1 and ~n = (n, n, . . . , n), then λ(~n ⊗G) = λ(G) holds for every
r-uniform graph G.
We consider now the following definition.
Definition 2.4. For α ∈ [0, 1) and a family F of r-uniform graphs, we say that
α is a threshold for F if for any ε > 0 there exists an n0 = n0(ε) such that any
r-uniform graph G with d(G) ≥ α + ε and |V (G)| > n0 contains some member of F
as a subgraph. We denote this fact by α→ F .
The following lemma proved in [7] gives a necessary and sufficient condition for a
number α to be a jump.
Lemma 2.2 ([7]). The following two properties are equivalent.
1. α is a jump for r.
2. α → F for some finite family F of r-uniform graphs satisfying λ(F ) > α
r!
for
all F ∈ F .
Lemma 2.3 ([7]). For any σ ≥ 0 and any integer k ≥ r, there exists t0(k, σ) such
that for every t > t0(k, σ), there exists an r-uniform graph A satisfying:
1. |V (A)| = t.
2. |E(A)| ≥ σtr−1.
3. For all V0 ⊂ V (A), r ≤ |V0| ≤ k we have |E(A) ∩
(
V0
r
)
| ≤ |V0| − r + 1.
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We sketch the approach in proving Theorems 1.4 and 1.5 as follows (similar to the
proof in [10, 11, 13]): Let α be the non-jumping number described in those theorems.
Assuming that α is a jump, we will derive a contradiction by the following two steps.
Step 1 : Construct an r-uniform graph (in Theorems 1.4, 1.5, r = 5) with the
Lagrangian close to but slightly smaller than α
r!
, then use Lemma 2.3 to add an r-
uniform graph with a large enough number of edges but spare enough (see properties
2 and 3 in Lemma 2.3) and obtain an r-uniform graph with the Lagrangian ≥ α
r!
+ ε
for some positive ε. Then we “blow up” this r-uniform graph to an new r-uniform
graph, say H , with a large enough number of vertices and density > α+ ε
2
(see Remark
2.1). By Lemma 2.2, if α is a jump then α is a threshold for some finite family F of
r-uniform graphs with Lagrangian > α
r!
. So H must contain some member of F as a
subgraph.
Step 2 : We show that any subgraph of H with the number of vertices no more
than max{|V(F)|,F ∈ F} has Lagrangian ≤ α
r!
and derive a contradiction.
3 Proof of Theorem 1.4
In this section, we focus on r = 5 and give a proof of Theorem 1.4.
Let ℓ ≥ 2 and α = 1 − 5
ℓ3
+ 4
ℓ4
. Let t be a large enough integer given later. We
first define a 5-uniform hypergraph G(ℓ, t) on ℓ pairwise disjoint sets V1, V2, . . . , Vℓ,
each of cardinality t whose density is close to α when t is large enough. The edge set
of G(ℓ, t) consists of the following five kinds of hyperedges. When ℓ = 2, 3, 4, some of
them may be vacant.
(1) all 5-subsets taking exactly one vertex from each of Vi, Vj , Vk, Vh, Vs (1 ≤ i <
j < k < h < s ≤ ℓ);
(2) all 5-subsets taking two vertices from Vi and one vertex from each of Vj, Vk, Vh
(1 ≤ i ≤ ℓ, 1 ≤ j < k < h ≤ ℓ, j, k, h 6= i);
(3) all 5-subsets taking two vertices from each of Vi, Vj and one vertex from Vk
(1 ≤ i < j ≤ ℓ, 1 ≤ k ≤ ℓ, k 6= i, j);
(4) all 5-subsets taking three vertices from Vi, and one vertex from each of Vj , Vk
(1 ≤ i ≤ ℓ, 1 ≤ j < k ≤ ℓ, j, k 6= i);
(5) all 5-subsets taking three vertices from Vi and two vertices from Vj (1 ≤ i ≤ ℓ,
1 ≤ j ≤ ℓ, j 6= i).
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Note that
|E(G(ℓ, t))| =
(
ℓ
5
)
t5 + ℓ
(
ℓ− 1
3
)(
t
2
)
t3 +
(
ℓ
2
)
(ℓ− 2)
(
t
2
)(
t
2
)
t + ℓ
(
ℓ− 1
2
)(
t
3
)
t2
+ ℓ(ℓ− 1)
(
t
3
)(
t
2
)
=
α
120
ℓ5t5 − c0(ℓ)t
4 + o(t4),
where c0(ℓ) is positive (we omit giving the precise calculation here). It is easy to
verify that the density of G(ℓ, t) is close to α if t is large enough. Corresponding to
the ℓt vertices of G(ℓ, t), we take the vector ~x = (x1, . . . , xℓt), where xi =
1
ℓt
for each
i, 1 ≤ i ≤ ℓt, then
λ(G(ℓ, t)) ≥ λ(G(ℓ, t), ~x) =
|E(G(ℓ, t))|
(ℓt)5
=
α
120
−
c0(ℓ)
ℓ5t
+ o(
1
t
),
which is close to α
120
when t is large enough. We will use Lemma 2.3 to add a 5-
uniform graph to G(ℓ, t) so that the Lagrangian of the resulting graph is > α
120
+ ε(t)
for some ε(t) > 0. Suppose that α is a jump for r = 5. According to Lemma 2.2,
there exists a finite collection F of 5-uniform graphs satisfying:
i) λ(F ) > α
120
for all F ∈ F , and
ii) α is a threshold for F .
Set k0 = max
F∈F
|V (F )| and σ0 = 2c0(ℓ). Let r = 5 and t0(k0, σ0) be given
as in Lemma 2.3. Take an integer t > t0 and a 5-uniform hypergraph A(k0, σ0, t)
satisfying the three conditions in Lemma 2.3 with V (A(k0, σ0, t)) = V1. The 5-
uniform hypergraph H(ℓ, t) is obtained by adding the hyperedges of A(k0, σ0, t) to
the 5-uniform hypegraph G(ℓ, t). For sufficiently large t, we have
λ(H(ℓ, t)) ≥
|E(H(ℓ, t))|
(ℓt)5
≥
|E(G(ℓ, t))|+ σ0t
4
(ℓt)5
≥
α
120
+
c0(ℓ)
2ℓ5t
.
Now suppose ~y = (y1, y2, . . . , yℓt) is an optimal vector of λ(H(ℓ, t)). Let ε =
30c0(ℓ)
ℓ5t
and n > n1(ε) as in Remark 2.1. Then the 5-uniform graph Sn = (⌊ny1⌋, . . . , ⌊nyℓt⌋)⊗
H(ℓ, t) has density not less than α+ ε. Since α is a threshold for F , some member F
of F is a subgraph of Sn for n ≥ max{n0(ε), n1(ε)}. For such F ∈ F , there exists a
subgraph M of H(ℓ, t) with |V (M)| ≤ |V (F )| ≤ k0, such that F ⊂ ~n ⊗M . By Facts
2.1 and 2.2 we have
λ(F ) ≤ λ(~n ⊗M) = λ(M). (2)
Lemma 3.1. Let M be any subgraph of H(ℓ, t) with |V (M)| ≤ k0. Then
λ(M) ≤
α
120
holds.
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Applying Lemma 3.1 to (2), we have λ(F ) ≤ α
120
, which contradicts our choice of
F , i.e., contradicts the fact that λ(F ) > α
120
for all F ∈ F .
Proof of Lemma 3.1. By Fact 2.1, we may assume that M is an induced subgraph
of H(ℓ, t). Let M˜ be an induced graph with maximum Lagrangian. Thus it is
sufficient to show λ(M˜) ≤ α
120
. Let Ui = V (M˜)∩Vi. Define M1 = (U1, E(M˜)∩
(
U1
5
)
),
i.e., the subgraph of M˜ induced on U1. In view of Fact 2.1 and the assumption, it
is enough to show Lemma 3.1 for the case E(M1) 6= ∅. We assume |V (M1)| = 4 + d
with d a positive integer. By Lemma 2.3, M1 has at most d edges. Let V (M1) =
{v1, v2, . . . , v4+d} and ~ξ = (x1, x2, . . . , x4+d) be an optimal vector for λ(M1) where xi
is the weight of vertex vi. We may assume x1 ≥ x2 ≥ · · · ≥ x4+d. The following claim
was proved in [7] ( Claim 4.4 there).
Claim 3.1.
∑
{vi,vj ,vk,vh,vs}∈E(M1)
xvixvjxvkxvhxvs ≤
∑
5≤i≤4+d
x1x2x3x4xi.
By Claim 3.1 and the assumption, we may have E(M1) = {{v1, v2, v3, v4, vi} : 5 ≤
i ≤ 4 + d}. Since v1, v2, v3, v4 are equivalent, in view of Lemma 2.1, we may assume
that x1 = x2 = x3 = x4
def
= ρ. For each i, let ai be the sum of the weights of vertices
of Ui. Notice that 
ℓ∑
i=1
ai = 1,
ai ≥ 0, 1 ≤ i ≤ ℓ
0 ≤ ρ ≤ a1
4
.
Considering different types of edges in M ′ and according to the definition of the
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Lagrangian, we have
λ(M˜) ≤
∑
1≤i<j<k<h<s≤ℓ
aiajakahas +
1
2
∑
2≤i≤ℓ;1≤j<k<h≤ℓ;
j,k,h 6=i
ai
2ajakah
+
( ∑
2≤j<k<h≤ℓ
ajakah
)[
1
2
(a1 − 4ρ)
2 + 4ρ(a1 − 4ρ) + 6ρ
2
]
+
1
2
 ∑
2≤j≤ℓ;2≤k≤ℓ;
k 6=j
a2jak
[12(a1 − 4ρ)2 + 4ρ(a1 − 4ρ) + 6ρ2
]
+
1
4
∑
2≤i<j≤ℓ;1≤k≤ℓ;
k 6=i,j
a2ia
2
jak +
1
6
∑
2≤i≤ℓ;1≤j<k≤ℓ;
j,k 6=i
a3iajak + ρ
4(a1 − 4ρ)
+
( ∑
2≤j<k≤ℓ
ajak
)[
1
6
(a1 − 4ρ)
3 + 2ρ(a1 − 4ρ)
2 + 6ρ2(a1 − 4ρ) + 4ρ
3
]
+
1
12
∑
2≤i≤ℓ;2≤j≤ℓ;
j 6=i
a3i a
2
j +
1
6
(∑
2≤i≤ℓ
a3i
)[
1
2
(a1 − 4ρ)
2 + 4ρ(a1 − 4ρ) + 6ρ
2
]
+
1
2
(∑
2≤j≤ℓ
a2j
)[
1
6
(a1 − 4ρ)
3 + 2ρ(a1 − 4ρ)
2 + 6ρ2(a1 − 4ρ) + 4ρ
3
]
=
∑
1≤i<j<k<h<s≤ℓ
aiajakahas +
1
2
∑
1≤i≤ℓ;1≤j<k<h≤ℓ;
j,k,h 6=i
ai
2ajakah
+
1
4
∑
1≤i<j≤ℓ;1≤k≤ℓ;
k 6=i,j
a2ia
2
jak +
1
6
∑
1≤i≤ℓ;1≤j<k≤ℓ;
j,k 6=i
ai
3ajak +
1
12
∑
1≤i≤ℓ;1≤j≤ℓ;
j 6=i
ai
3aj
2
− 2ρ2
( ∑
2≤j<k<h≤ℓ
ajakah
)
− ρ2
 ∑
2≤j≤ℓ;2≤k≤ℓ;
k 6=j
a2jak
− 13ρ2
(∑
2≤i≤ℓ
a3i
)
− a1ρ
2
(∑
2≤j≤ℓ
a2j
)
− 2a1ρ
2
( ∑
2≤j<k≤ℓ
ajak
)
+
4
3
ρ3
( ∑
2≤j<k≤ℓ
ajak
)
+
2
3
ρ3
(∑
2≤j≤ℓ
a2j
)
+ ρ4(a1 − 4ρ)
=
∑
1≤i<j<k<h<s≤ℓ
aiajakahas +
1
2
∑
1≤i≤ℓ;1≤j<k<h≤ℓ;
j,k,h 6=i
ai
2ajakah
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+
1
4
∑
1≤i<j≤ℓ;1≤k≤ℓ;
k 6=i,j
a2i a
2
jak +
1
6
∑
1≤i≤ℓ;1≤j<k≤ℓ;
j,k 6=i
ai
3ajak +
1
12
∑
1≤i≤ℓ;1≤j≤ℓ;
j 6=i
ai
3aj
2
−
1
3
ρ2
(∑
2≤i≤ℓ
ai
)3
− a1ρ
2
(∑
2≤i≤ℓ
ai
)2
+
2
3
ρ3
(∑
2≤i≤ℓ
ai
)2
+ ρ4 (a1 − 4ρ)
=
∑
1≤i<j<k<h<s≤ℓ
aiajakahas +
1
2
∑
1≤i≤ℓ;1≤j<k<h≤ℓ;
j,k,h 6=i
a2iajakah
+
1
4
∑
1≤i<j≤ℓ;1≤k≤ℓ;
k 6=i,j
a2i a
2
jak +
1
6
∑
1≤i≤ℓ;1≤j<k≤ℓ;
j,k 6=i
ai
3ajak +
1
12
∑
1≤i≤ℓ;1≤j≤ℓ;
j 6=i
ai
3aj
2
+ ρ2
[
a1ρ
2 − 4ρ3 +
(
2
3
ρ− a1
)
(1− a1)
2 −
1
3
(1− a1)
3
]
.
Let
f(a1, a2, . . . , aℓ, ρ)
=
∑
1≤i<j<k<h<s≤ℓ
aiajakahas +
1
2
∑
1≤i≤ℓ;1≤j<k<h≤ℓ;
j,k,h 6=i
a2iajakah
+
1
4
∑
1≤i<j≤ℓ;1≤k≤ℓ;
k 6=i,j
a2i a
2
jak +
1
6
∑
1≤i≤ℓ;1≤j<k≤ℓ;
j,k 6=i
ai
3ajak +
1
12
∑
1≤i≤ℓ;1≤j≤ℓ;
j 6=i
ai
3aj
2
+ ρ2
[
a1ρ
2 − 4ρ3 +
(
2
3
ρ− a1
)
(1− a1)
2 −
1
3
(1− a1)
3
]
. (3)
Note that
f(
1
ℓ
,
1
ℓ
, . . . ,
1
ℓ
, 0) =
α
120
.
Therefore, to show Lemma 3.1, we just need to show the following claim:
Claim 3.2.
f(a1, a2, . . . , aℓ, ρ) ≤ f(
1
ℓ
,
1
ℓ
, . . . ,
1
ℓ
, 0) =
α
120
holds under the constraints 
ℓ∑
i=1
ai = 1,
ai ≥ 0, 1 ≤ i ≤ ℓ
0 ≤ ρ ≤ a1
4
.
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Define a fuction
g(c1, c2, . . ., cL) =
∑
1≤i<j<k<h<s≤L
cicjckchcs +
1
2
∑
1≤i≤L;1≤j<k<h≤L;
j,k,h 6=i
c2i cjckch
+
1
4
∑
1≤i<j≤L;1≤k≤L;
k 6=i,j
c2i c
2
jck +
1
6
∑
1≤i≤L;1≤j<k≤L;
j,k 6=i
ci
3cjck +
1
12
∑
1≤i≤L;1≤j≤L;
j 6=i
ci
3cj
2,
where L ≥ 2 is an integer.
In order to prove Claim 3.2, we need to prove the following claim first:
Claim 3.3. Let c be a positive number. Suppose that
L∑
i=1
ci = c and each ci ≥ 0.
Then the function g(c1, c2, . . . , cL) reaches the maximum
1
120
(1 − 5
L3
+ 4
L4
)c5 when
c1 = c2 = · · · = cL =
c
L
.
Proof. Since each term in function g has degree 5, we can assume that c = 1. Suppose
that g reaches the maximum at (c1, c2, . . . , cL), we show that c1 = c2 = · · · = cL =
1
L
must hold. If not, without loss of generality, assume that c2 > c1, we will show that
g(c1+ε, c2−ε, c3, . . . , cL)−g(c1, c2, c3, . . . , cL) > 0 for small enough ε > 0 and derive a
contradiction. Notice that the summation of the terms in g(c1, c2, . . . , cL) containing
12
c1, c2 is
(c1 + c2)
∑
3≤i<j<k<h≤L
cicjckch + c1c2
∑
3≤i<j<k≤L
cicjck
+
1
2
(c21 + c
2
2)
∑
3≤i<j<k≤L
cicjck +
1
2
(c1 + c2)
∑
3≤i≤L;3≤j<k≤L;j,k 6=i
c2i cjck
+
1
2
(c21c2 + c
2
2c1)
∑
3≤i<j≤L
cicj +
1
2
c1c2
∑
3≤i≤L;3≤j≤L;j 6=i
c2i cj +
1
4
(c21c
2
2)
∑
3≤i≤L
ci
+
1
4
(c21c2 + c
2
2c1)
∑
3≤i≤L
c2i +
1
4
(c21 + c
2
2)
∑
3≤i≤L;3≤j≤L;j 6=i
c2i cj +
1
4
(c1 + c2)
∑
3≤i<j≤L
c2i c
2
j
+
1
6
(c31 + c
3
2)
∑
3≤i<j≤L
cicj +
1
6
(c1 + c2)
∑
3≤i≤L;3≤j≤L;i 6=j
c3i cj +
1
6
(c31c2 + c1c
3
2)
∑
3≤i≤L
ci
+
1
6
c1c2
∑
3≤i≤L
c3i +
1
12
(c31 + c
3
2)
∑
3≤i≤L
c2i +
1
12
(c21 + c
2
2)
∑
3≤i≤L
c3i +
1
12
(c31c
2
2 + c
2
1c
3
2)
=
1
24
(c1 + c2)[(
∑
3≤i≤L
ci)
4 −
∑
3≤i≤L
c4i ] +
1
12
(c1 + c2)
2(
∑
3≤i≤L
ci)
3
+
1
12
(c1 + c2)
3(
∑
3≤i≤L
ci)
2 +
1
12
c1c2(2c
2
1 + 2c
2
2 + 3c1c2)
∑
3≤i≤L
ci +
1
12
(c31c
2
2 + c
2
1c
3
2)
=
1
24
(c1 + c2)(1− c1 − c2)
4 −
1
24
(c1 + c2)
∑
3≤i≤L
c4i
+
1
12
(c1 + c2)
2(1− c1 − c2)
3 +
1
12
(c1 + c2)
3(1− c1 − c2)
2
+
1
12
c1c2(2c
2
1 + 2c
2
2 + 3c1c2)(1− c1 − c2) +
1
12
(c31c
2
2 + c
2
1c
3
2).
Therefore,
g(c1 + ε, c2 − ε, c3, . . . , cL)− g(c1, c2, c3, . . . , cL)
=
1
12
(c1 + ε)(c2 − ε)[2(c1 + ε)
2 + 2(c2 − ε)
2 + 3(c1 + ε)(c2 − ε)](1− c1 − c2)
+
1
12
(c1 + ε)
2(c2 − ε)
2(c1 + c2)−
1
12
c1c2(2c
2
1 + 2c
2
2 + 3c1c2)(1− c1 − c2)
−
1
12
c21c
2
2(c1 + c2)
=
1
6
(c2 − c1)(c
2
1 + c
2
2 + c1c2)(1− c1 − c2)ε+
1
6
c1c2(c2 − c1)(c1 + c2)ε+ o(ε) > 0.
The last inequality is true since c1c2, 1−c1−c2 cannot be equal to zero simultaneously
(otherwise, c1 = c3 = · · · = cL = 0 and c2 = 1. Then g(0, 1, 0, . . . , 0) = 0 <
g(c/L, c/L, . . . , c/L).). Therefore,
g(c1 + ε, c2 − ε, c3, . . . , cL)− g(c1, c2, c3, . . . , cL) > 0
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for small enough ε > 0. This contradicts the assumption that g reaches the maximum
at (c1, c2, . . . , cL).
Since 0 ≤ ρ ≤ a1
4
, a1 − 4ρ ≥ 0, (1− a1)
2 ≥ 0, then we have,
ρ2
[
a1ρ
2 − 4ρ3 +
(
2
3
ρ− a1
)
(1− a1)
2 −
1
3
(1− a1)
3
]
≤ ρ2
[
a31
16
−
a21
4
ρ+
(
2
3
×
a1
4
− a1
)
(1− a1)
2 −
1
3
(1− a1)
3
]
= ρ2
[
a31
16
−
a21
4
ρ−
(
a1
2
+
1
3
)
(1− a1)
2
]
= ρ2
[
1
48
(−21a31 + 32a
2
1 + 8a1 − 16)−
1
4
a21ρ
]
.
Let h(a1) = −21a
3
1 + 32a
2
1 + 8a1 − 16, then, h
′(a1) = −63a
2
1 + 64a1 + 8, h
′′(a1) =
−126a1+64. So h
′(a1) increases when 0 ≤ a1 ≤
32
63
, h′(a1) decreases when
32
63
≤ a1 ≤ 1.
Hence, h′(a1) ≥ min{h
′(0), h′(1)} > 0, thus, h(a1) increases when 0 ≤ a1 ≤ 1. Note
that h(0) < 0, h(11
15
) < 0, h(1) > 0, when 0 ≤ a1 ≤
11
15
, we have ρ2[a1ρ
2 − 4ρ3 + (2
3
ρ−
a1)(1− a1)
2 − 1
3
(1− a1)
3] ≤ 0, by Claim 3.3 and (3), we have f(a1, a2, . . . , aℓ, ρ) ≤
g(a1, a2, . . . , aℓ) ≤
α
120
. So Claim 3.2 holds for 0 ≤ a1 ≤
11
15
. Therefore, we can assume
that 11
15
≤ a1 ≤ 1 and ρ
2
[
1
48
(−21a31 + 32a
2
1 + 8a1 − 16)−
1
4
a21ρ
]
≥ 0 (otherwise one
could proceed as before for the case when a1 ≤ 11/15.). Since the geometric mean is
not greater than the arithmetic mean, we have,
ρ2
[
a31
16
−
a21
4
ρ−
(
a1
2
+
1
3
)
(1− a1)
2
]
=
64
a41
(
a21ρ
8
)2 [
a31
16
−
a21
4
ρ−
(
a1
2
+
1
3
)
(1− a1)
2
]
≤
64
a41
[
a31
16
−
(
a1
2
+ 1
3
)
(1− a1)
2
3
]3
<
64
a41
(
a31
16× 3
)3
≤
1
1728
.
Let
k(a1, a2, . . . , aℓ)
=
∑
1≤i<j<k<h<s≤ℓ
aiajakahas +
1
2
∑
1≤i≤ℓ;1≤j<k<h≤ℓ;
j,k,h 6=i
a2i ajakah
+
1
4
∑
1≤i<j≤ℓ;1≤k≤ℓ;
k 6=i,j
a2ia
2
jak +
1
6
∑
1≤i≤ℓ;1≤j<k≤ℓ;
j,k 6=i
a3iajak +
1
12
∑
1≤i≤ℓ;1≤j≤ℓ;
j 6=i
a3i a
2
j +
1
1728
.
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Then combining with (3) we have
f(a1, a2, . . . , aℓ, ρ) ≤ k(a1, a2, . . . , aℓ).
Therefore, to show Claim 3.2, it is sufficient to show the following claim:
Claim 3.4.
k(a1, a2, . . . , aℓ) ≤
α
120
holds under the constraints
ℓ∑
i=1
ai = 1, a1 ≥
11
15
, and each ai ≥ 0.
Define a function
r(a2, a3, . . . , aℓ) =
∑
2≤j<k<h<s≤ℓ
ajakahas +
1
2
∑
2≤j≤ℓ;2≤k<h≤ℓ;
k,h 6=j
a2jakah +
1
4
∑
2≤j<k≤ℓ
a2ja
2
k
+
1
6
∑
2≤j≤ℓ;2≤k≤ℓ;
k 6=j
aj
3ak.
In order to prove Claim 3.4, we need to prove the following claim first:
Claim 3.5. The function r(a2, a3, . . . , aℓ) reaches maximum
1
24
(1− 1
(ℓ−1)3
)c4 at a2 =
a3 = · · · = aℓ =
c
ℓ−1
under the constraints
ℓ∑
i=2
ai = c, and each ai ≥ 0.
Proof of Claim 3.5. Since r(a2, a3, . . . , aℓ) is a polynomial with degree 4 for each
term, we just need to prove the claim for the case c = 1. Suppose that r reaches
the maximum at (c2, c3, . . . , cℓ), we show that c2 = c3 = · · · = cℓ =
1
ℓ−1
. Otherwise,
assume that c3 > c2, we will show that r(c2+ε, c3−ε, c4, . . . , cℓ)−r(c2, c3, . . . , cℓ) > 0
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for small enough ε > 0 and derive a contradiction. Notice that
r(c2 + ε, c3 − ε, c4, . . . , cℓ)− r(c2, c3, c4, . . . , cℓ)
= [(c2 + ε)(c3 − ε)− c2c3]
∑
4≤j<k≤ℓ
cjck
+
1
2
[(c2 + ε)
2 + (c3 − ε)
2 − c22 − c
2
3]
∑
4≤j<k≤ℓ
cjck +
1
2
[(c2 + ε)(c3 − ε)− c2c3]
∑
4≤j≤ℓ
c2j
+
1
2
[(c2 + ε)
2(c3 − ε) + (c3 − ε)
2(c2 + ε)− c
2
2c3 − c2c
2
3]
∑
4≤j≤ℓ
cj
+
1
4
[(c2 + ε)
2 + (c3 − ε)
2 − c22 − c
2
3]
∑
4≤j≤ℓ
c2j +
1
4
[(c2 + ε)
2(c3 − ε)
2 − c22c
2
3]
+
1
6
[(c2 + ε)
3 + (c3 − ε)
3 − c32 − c
3
3]
∑
4≤j≤ℓ
cj
+
1
6
[(c2 + ε)
3(c3 − ε) + (c3 − ε)
3(c2 + ε)− c
3
2c3 − c
3
3c2]
=
1
6
(c33 − c
3
2)ε+ o(ε) > 0,
for small enough ε > 0 and get a contradiction.
Proof of Claim 3.4. We will apply Claims 3.3 and 3.5. Separating the terms
containing a1 from the terms not containing a1, we write function k(a1, a2, . . . , aℓ) as
16
follows:
k(a1, a2, . . . , aℓ)
=
∑
2≤i<j<k<h<s≤ℓ
aiajakahas +
1
2
∑
2≤i≤ℓ;2≤j<k<h≤ℓ;
j,k,h 6=i
a2i ajakah
+
1
4
∑
2≤i<j≤ℓ;2≤k≤ℓ;
k 6=i,j
a2ia
2
jak +
1
6
∑
2≤i≤ℓ;2≤j<k≤ℓ;
j,k 6=i
ai
3ajak +
1
12
∑
2≤i≤ℓ;2≤j≤ℓ;
j 6=i
ai
3a2j
+a1(
∑
2≤j<k<h<s≤ℓ
ajakahas +
1
2
∑
2≤j≤ℓ;2≤k<h≤ℓ;
k,h 6=j
a2jakah +
1
4
∑
2≤j<k≤ℓ
a2ja
2
k
+
1
6
∑
2≤j≤ℓ;2≤k≤ℓ;
k 6=j
aj
3ak) +
1
2
a21(
∑
2≤j<k<h≤ℓ
ajakah) +
1
4
a21(
∑
2≤j≤ℓ;2≤k≤ℓ;
k 6=j
a2jak)
+
1
6
a31(
∑
2≤j<k≤ℓ
ajak) +
1
12
a31(
∑
2≤j≤ℓ
a2j ) +
1
12
a21(
∑
2≤j≤ℓ
a3j) +
1
1728
=
∑
2≤i<j<k<h<s≤ℓ
aiajakahas +
1
2
∑
2≤i≤ℓ;2≤j<k<h≤ℓ;
j,k,h 6=i
a2i ajakah
+
1
4
∑
2≤i<j≤ℓ;2≤k≤ℓ;
k 6=i,j
a2ia
2
jak +
1
6
∑
2≤i≤ℓ;2≤j<k≤ℓ;
j,k 6=i
ai
3ajak +
1
12
∑
2≤i≤ℓ;2≤j≤ℓ;
j 6=i
ai
3a2j
+a1(
∑
2≤j<k<h<s≤ℓ
ajakahas +
1
2
∑
2≤j≤ℓ;2≤k<h≤ℓ;
k,h 6=j
a2jakah +
1
4
∑
2≤j<k≤ℓ
a2ja
2
k
+
1
6
∑
2≤j≤ℓ;2≤k≤ℓ;
k 6=j
aj
3ak) +
1
12
a31(
∑
2≤j≤ℓ
aj)
2 +
1
12
a21(
∑
2≤j≤ℓ
aj)
3 +
1
1728
.
Applying Claim 3.3 by taking L = ℓ− 1 variables a2, a3, . . . , aℓ and c = 1− a1, Claim
3.5 and 1
12
a21(
∑
2≤j≤ℓ
aj)
3+ 1
12
a31(
∑
2≤j≤ℓ
aj)
2 = 1
12
a21(1−a1)
3+ 1
12
a31(1−a1)
2 = 1
12
a21(1−a1)
2,
we have
k(a1, a2, . . . , aℓ)
≤
1
120
[
1−
5
(ℓ− 1)3
+
4
(ℓ− 1)4
]
(1− a1)
5
+
1
24
[
1−
1
(ℓ− 1)3
]
(1− a1)
4a1 +
1
12
a21(1− a1)
2 +
1
1728
.
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Let
w(a1) =
1
120
[
1−
5
(ℓ− 1)3
+
4
(ℓ− 1)4
]
(1− a1)
5
+
1
24
[
1−
1
(ℓ− 1)3
]
(1− a1)
4a1 +
1
12
a21(1− a1)
2 +
1
1728
.
Therefore, to show Claim 3.4, we need to show the following claim:
Claim 3.6.
w(a1) ≤
α
120
holds when 11
15
≤ a1 ≤ 1.
Proof. By a direct calculation,
w′(a1) =
1
6
[
1
(ℓ− 1)3
−
1
(ℓ− 1)4
]
(1− a1)
4 +
1
6(ℓ− 1)3
(1− a1)
3a1 −
1
6
a31(1− a1),
w′′(a1) =
[
2
3(ℓ− 1)4
−
1
2(ℓ− 1)3
]
(1− a1)
3 −
1
2(ℓ− 1)3
(1− a1)
2a1 +
2
3
a31 −
1
2
a21,
w(3)(a1) =
[
1
(ℓ− 1)3
−
2
(ℓ− 1)4
]
(1− a1)
2 +
1
(ℓ− 1)3
(1− a1)a1 + 2a
2
1 − a1,
w(4)(a1) =
[
4−
4
(ℓ− 1)4
]
a1 − 1−
1
(ℓ− 1)3
+
4
(ℓ− 1)4
,
Note that w(4)(a1) > 0, when
11
15
≤ a1 ≤ 1, so w
(3)(a1) increases when
11
15
≤ a1 ≤ 1.
By a direct calculation, w(3)(11
15
) > 0, so w′′(a1) increases when
11
15
≤ a1 ≤ 1. Since
we have w′′(11
15
) < 0, w′′(1) > 0, thus, w′(a1) ≤ max{w
′(11
15
), w′(1)}. By a di-
rect calculation, w′(11
15
) < 0, w′(1) = 0, so w(a1) is a decreasing function when
11
15
≤ a1 ≤ 1. When ℓ = 2, w(
11
15
) = 1
12
× 11
2×42
154
+ 1
1728
< 1
120
× 5
8
= α
120
. If ℓ ≥ 3, since
1− 5
(ℓ−1)3
+ 4
(ℓ−1)4
≥ 1− 5
(2)3
+ 4
(2)4
, then we have w(11
15
) = 1
120
[1− 5
(ℓ−1)3
+ 4
(ℓ−1)4
]− (1−
45
155
)× 1
120
(1− 5
(ℓ)3
+ 4
(ℓ)4
) + 1
24
[1− 1
(ℓ−1)3
]× 11×4
4
155
+ 1
12
× 11
2×42
154
+ 1
1728
≤ 1
120
[1− 5
(ℓ−1)3
+
4
(ℓ−1)4
]−(1− 4
5
155
)× 1
120
(1− 5
23
+ 4
24
)+ 1
24
× 11×4
4
155
+ 1
12
× 11
2×42
154
+ 1
1728
≤ 1
120
[1− 5
(ℓ−1)3
+ 4
(ℓ−1)4
].
So, w(a1) ≤ w(
11
15
) ≤ 1
120
[1− 5
(ℓ−1)3
+ 4
(ℓ−1)4
] < 1
120
[1 − 5
ℓ3
+ 4
ℓ4
] = α
120
. This completes
the proof of Claim 3.6.
Applying Claim 3.2 to (3), we have
λ(M˜) ≤
α
120
.
This completes the proof of Lemma 3.1.
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4 Proof of Theorem 1.5
In this section, we focus on r = 5 and prove the following Theorem, which implies
Theorem 1.5.
Theorem 4.1. Let ℓ ≥ 2, q ≥ 1 be integers. Let N(ℓ) be any of the five numbers
given below.
N(ℓ) =

α(1− 5
ℓ3
+ 4
ℓ4
), or
1− 1
ℓ4
, or
12
125
(in this case, view ℓ = 5), or
96
625
(in this case, view ℓ = 5), or
252
625
(in this case, view ℓ = 5).
(4)
Then
N(ℓ, q) = 1−
10
ℓq
+
35
ℓ2q2
−
50
ℓ3q3
+
10
ℓq4
−
35
ℓ2q4
+
50
ℓ3q4
−
1
q4
+
N(ℓ)
q4
(5)
is not a jump for 5 provided
q = 1 or ℓ3(1−N(ℓ))(q3 + q2 + q + 1)− 10ℓ2(q2 + q + 1) + 35ℓ(q + 1)− 50 ≥ 0 (6)
holds.
Now let us explain why Theorem 4.1 implies Theorem 1.5.
If N(ℓ) = α, then
ℓ3(1−N(ℓ))(q3 + q2 + q + 1)− 10ℓ2(q2 + q + 1) + 35ℓ(q + 1)− 50
= ℓ3(
5
ℓ3
−
4
ℓ4
)(q3 + q2 + q + 1)− 10ℓ2(q2 + q + 1) + 35ℓ(q + 1)− 50
=
1
ℓ
[(5ℓ− 4)q3 + (5ℓ− 10ℓ3 − 4)q2 + (5ℓ− 10ℓ3 + 35ℓ2 − 4)q
+ (−45ℓ− 10ℓ3 + 35ℓ2 − 4)].
Let
f1(q) =
1
ℓ
[(5ℓ− 4)q3 + (5ℓ− 10ℓ3 − 4)q2 + (5ℓ− 10ℓ3 + 35ℓ2 − 4)q
+ (−45ℓ− 10ℓ3 + 35ℓ2 − 4)],
then f1(q) is an increasing function of q when q ≥ 2ℓ
2 + 2ℓ and f1(2ℓ
2 + 2ℓ) > 0.
Therefore, when q ≥ 2ℓ2+2ℓ, (6) is satisfied. Applying Theorem 4.1, we get Part (a)
of Theorem 1.5.
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If N(ℓ) = 1− 1
ℓ4
, then
ℓ3(1−N(ℓ))(q3 + q2 + q + 1)− 10ℓ2(q2 + q + 1) + 35ℓ(q + 1)− 50
= ℓ3(
1
ℓ4
)(q3 + q2 + q + 1)− 10ℓ2(q2 + q + 1) + 35ℓ(q + 1)− 50
=
1
ℓ
[q3 − (10ℓ3 − 1)q2 − (10ℓ3 − 35ℓ2 − 1)q + (1− 10ℓ3 + 35ℓ2 − 50ℓ)].
Let
f2(q) =
1
ℓ
[q3 − (10ℓ3 − 1)q2 − (10ℓ3 − 35ℓ2 − 1)q + (1− 10ℓ3 + 35ℓ2 − 50ℓ)],
then f2(q) is an increasing function of q when q ≥ 7ℓ
3 and f2(10ℓ
3) > 0. Therefore,
when q ≥ 10ℓ3, (6) is satisfied. Applying Theorem 4.1, we get Part (b) of Theorem
1.5.
If ℓ = 5 and N(ℓ) = 12
125
, then
ℓ3(1−N(ℓ))(q3 + q2 + q + 1)− 10ℓ2(q2 + q + 1) + 35ℓ(q + 1)− 50
= 113q3 − 137q2 + 38q − 12.
Let
f3(q) = 113q
3 − 137q2 + 38q − 12,
then f3(q) is an increasing function of q when q ≥ 1 and f3(1) > 0. Therefore, (6) is
satisfied. Applying Theorem 4.1, we get Part (c) of Theorem 1.5.
If ℓ = 5 and N(ℓ) = 96
625
, then
ℓ3(1−N(ℓ))(q3 + q2 + q + 1)− 10ℓ2(q2 + q + 1) + 35ℓ(q + 1)− 50
=
1
5
(529q3 − 721q2 + 154q − 96).
Let
f4(q) =
1
5
(529q3 − 721q2 + 154q − 96),
then f4(q) is an increasing function of q when q ≥ 1 and f4(2) > 0. Therefore, (6) is
satisfied. Applying Theorem 4.1, we get Part (d) of Theorem 1.5.
If ℓ = 5 and N(ℓ) = 252
625
, then
ℓ3(1−N(ℓ))(q3 + q2 + q + 1)− 10ℓ2(q2 + q + 1) + 35ℓ(q + 1)− 50
=
1
5
(373q3 − 877q2 − 2q − 252).
Let
f5(q) =
1
5
(373q3 − 877q2 − 2q − 252),
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then f5(q) is an increasing function of q when q ≥ 2 and f5(3) > 0. Therefore, when
q ≥ 3, (6) is satisfied. Applying Theorem 4.1, we get Part (e) of Theorem 1.5.
Now we give the proof of Theorem 4.1.
Proof of Theorem 4.1. We will show that N(ℓ, q) is not a jump for 5. Let t be a
fixed large enough integer determined later. We first define a 5-uniform hypergraph
G(ℓ, t) on ℓ pairwise disjoint sets V1, . . . , Vℓ, each of them with size t and the density
of G(ℓ, t) is close to N(ℓ) when t is large enough. Each of the five choices of N(ℓ)
corresponds to a construction.
1. If N(ℓ) = α, then G(ℓ, t) is defined in section 3. Notice that
d(G(ℓ, t)) =
(
ℓ
5
)
t5 + ℓ
(
ℓ−1
3
)(
t
2
)
t3 +
(
ℓ
2
)
(ℓ− 2)
(
t
2
)(
t
2
)
t + ℓ
(
ℓ−1
2
)(
t
3
)
t2 + ℓ(ℓ− 1)
(
t
3
)(
t
2
)(
ℓt
5
)
which is close to α if t is large enough.
2. If N(ℓ) = 1− 1
ℓ4
, then G(ℓ, t) is defined on ℓ pairwise disjoint sets V1, V2, . . . , Vℓ,
where |Vi| = t, and the edge set of G(ℓ, t) is
(
∪ℓi=1Vi
5
)
− ∪ℓi=1
(
Vi
5
)
. Notice that
d(G(ℓ, t)) =
(
ℓt
5
)
− ℓ
(
t
5
)(
ℓt
5
)
which is close to 1− 1
ℓ4
if t is large enough.
3. If N(5) = 12
125
(in this case, view ℓ = 5), then G(5, t) is defined on 5 pairwise
disjoint sets V1, V2, V3, V4, V5, where |Vi| = t, and the edge set of G(5, t) consists
of all 5-sets in the form of {{a, b, c, v4, v5}, where a ∈ V1, b ∈ V2, c ∈ V3 and v4 ∈
V4, v5 ∈ V5}, or {{a, b, c, v4, v5}, where {a, b} ∈
(
V1
2
)
, c ∈ V2 and v4 ∈ V4, v5 ∈ V5}, or
{{a, b, c, v4, v5}, where {a, b} ∈
(
V2
2
)
, c ∈ V3 and v4 ∈ V4, v5 ∈ V5}, or {{a, b, c, v4, v5},
where {a, b} ∈
(
V3
2
)
, c ∈ V1 and v4 ∈ V4, v5 ∈ V5}. Notice that
d(G(5, t)) =
t5 + 3
(
t
2
)
t3(
5t
5
)
which is close to 12
125
if t is large enough.
4. If N(5) = 96
625
(in this case, view ℓ = 5), then G(5, t) is defined on 5 pairwise
disjoint sets V1, V2, V3, V4, V5, where |Vi| = t, and the edge set of G(5, t) consists of all
5-sets in the form of {{v1, v2, v3, v4, v5}, where {v1, v2, v3} ∈
(
∪3i=1Vi
3
)
− ∪3i=1
(
Vi
3
)
, and
v4 ∈ V4, v5 ∈ V5}. Notice that
d(G(5, t)) =
(
(
3t
3
)
− 3
(
t
3
)
)t2(
5t
5
)
which is close to 96
625
if t is large enough.
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5. If N(5) = 252
625
(in this case, view ℓ = 5), then G(5, t) is defined on 5 pairwise
disjoint sets V1, V2, V3, V4, V5, where |Vi| = t, and the edge set of G(5, t) consists of
all 5-sets in the form of {{v1, v2, v3, v4, v5}, where {v1, v2, v3, v4} ∈
(
∪4i=1Vi
4
)
−∪4i=1
(
Vi
4
)
,
and v5 ∈ V5}. Notice that
d(G(5, t)) =
(
(
4t
4
)
− 4
(
t
4
)
)t(
5t
5
)
which is close to 252
625
if t is large enough.
We also note that
|E(G(ℓ, t))|+ 1
12
ℓ4t4
(ℓt)5
≥
1
120
(N(ℓ) +
1
ℓ5t
) (7)
holds for t ≥ t1.
The 5-uniform graph G(ℓ, q, t) on ℓq pairwise disjoint sets Vi, 1 ≤ i ≤ ℓq, each
of them with size t is obtained as follows: for each p, 0 ≤ p ≤ q − 1, take a copy
of G(ℓ, t) on the vertex set ∪pℓ+1≤j≤(p+1)ℓVj, then add all other edges in the form
of {{vj1, vj2 , vj3, vj4, vj5}, where 1 ≤ j1 < j2 < j3 < j4 < j5 ≤ ℓq and vjk ∈ Vjk
for 1 ≤ k ≤ 5, and ∪1≤k≤5vjk * ∪pℓ+1≤j≤(p+1)ℓVj}. We will use Lemma 2.3 to
add a 5-uniform graph to G(ℓ, q, t) so that the Lagrangian of the resulting graph is
> N(ℓ,q)
120
+ ε(t) for some ε(t) > 0. The precise argument is given below.
Suppose that N(ℓ, q) is a jump for r = 5. By Lemma 2.2, there exists a finite
collection F of 5-uniform graphs satisfying the following:
i) λ(F ) > N(ℓ,q)
120
for all F ∈ F , and
ii) N(ℓ, q) is a threshold for F .
Assume that r = 5 and set k1 = maxF∈F |V (F )| and σ1 =
1
12
ℓ4q. Let t0(k1, σ1) be
given as in Lemma 2.3. Fix an integer t > max(t0, t1), where t1 is the number from
(7).
Take a 5-uniform graph Ak1,σ1(t) satisfying the conditions in Lemma 2.3 with
V (Ak1,σ1(t)) = V1. The 5-uniform hypergraphH(ℓ, q, t) is obtained by adding Ak1,σ1(t)
to the 5-uniform hypergraph G(ℓ, q, t). Now we give a lower bound of λ(H(ℓ, q, t)).
Notice that,
λ(H(ℓ, q, t)) ≥
|E(H(ℓ, q, t))|
(ℓqt)5
.
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In view of the construction of H(ℓ, q, t), we have
|E(H(ℓ, q, t))|
(ℓqt)5
≥
|E(G(ℓ, q, t))|+ σ1t
4
(ℓqt)5
=
q|E(G(ℓ, t))|+ 1
12
ℓ4qt4 + (
(
ℓq
5
)
− q
(
ℓ
5
)
)t5
(ℓqt)5
=
q|E(G(ℓ, t))|+ 1
12
ℓ4qt4
(ℓqt)5
+
1
120
(1−
10
ℓq
+
35
ℓ2q2
−
50
ℓ3q3
−
1
q4
+
10
ℓq4
−
35
ℓ2q4
+
50
ℓ3q4
)
(7)
≥
1
120
(
N(ℓ)
q4
+
1
(ℓq)5t
) +
1
120
(1−
10
ℓq
+
35
ℓ2q2
−
50
ℓ3q3
−
1
q4
+
10
ℓq4
−
35
ℓ2q4
+
50
ℓ3q4
)
(5)
=
1
120
(N(ℓ, q) +
1
(ℓq)5t
).
Hence, we have
λ(H(ℓ, q, t)) ≥
1
120
(N(ℓ, q) +
1
(ℓq)5t
).
Now suppose ~y = {y1, y2, . . . , yℓqt} is an optimal vector of λ(H(ℓ, q, t)). Let
ε = 1
2(ℓq)5t
and n > n1(ε) as in Remark 2.1. Then the 5-uniform graph Sn =
(⌊ny1⌋, . . . , ⌊nyℓqt⌋)⊗H(ℓ, q, t) has density larger than N(ℓ, q) + ε. Since N(ℓ, q) is a
threshold for F , some member F of F is a subgraph of Sn for n ≥ max{n0(ε), n1(ε)}.
For such F ∈ F , there exists a subgraph M ′ of H(ℓ, q, t) with |V (M ′)| ≤ k1 so that
F ⊂ ~n ⊗M ′ ⊂ ~n⊗H(ℓ, q, t).
Theorem 4.1 will follow from the following lemma.
Lemma 4.1. Let M ′ be any graph of H(ℓ, q, t) with |V (M ′)| ≤ k1. Then
λ(M ′) ≤
1
120
N(ℓ, q) (8)
holds.
The proof of Lemma 4.1 will be given as follows. We continue the proof of Theorem
4.1 by applying this Lemma. By Fact 2.2 we have
λ(F ) ≤ λ(~n ⊗M ′) = λ(M ′) ≤
1
120
N(ℓ, q)
which contradicts our choice of F , i.e., contradicts the fact that λ(F ) > 1
120
N(ℓ, q)
for all F ∈ F . This completes the proof of Theorem 4.1.
Proof of Lemma 4.1. Let M ′ be any subgraph of H(ℓ, q, t) with |V (M ′)| ≤ k1 and
~ξ be an optimal vector for λ(M ′). Define Ui = V (M
′) ∩ Vi for 1 ≤ i ≤ ℓq. Let ai be
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the sum of the weights in Ui, 1 ≤ i ≤ ℓq, respectively. Note that
∑ℓq
i=1 ai = 1 and
ai ≥ 0 for each i, 1 ≤ i ≤ ℓq.
The proof of Lemma 4.1 is based on Lemma 3.1, Claims 3.2, 3.3 and an estimation
given in [6] and [12] on the summation of the terms in λ(M ′) corresponding to edges
in E(M ′)∩
(
∪ℓi=1Vi
5
)
, denoted by λ(M ′∩∪ℓi=1Vi). For our purpose, we formulate Claim
3.2 in Section 3, Lemma 4.2 in [6] and Lemma 3.2 in [12] as follows.
Lemma 4.2. There exists a function f such that
λ(M ′ ∩ ∪ℓi=1Vi) ≤ f(a1, a2, . . . , aℓ, ρ), (9)
where the function f satisfies the following property:
f(a1, a2, . . . , aℓ, ρ) ≤ f(
c
ℓ
,
c
ℓ
, . . . ,
c
ℓ
, 0) =
1
120
N(ℓ)c5 (10)
under the constraints
∑ℓ
j=1 aj = c and each aj ≥ 0, 1 ≤ j ≤ ℓ for any positive
constant c , and for positive constant ρ, 0 ≤ ρ ≤ a1
4
.
In view of the construction of H(ℓ, q, t), for each p, 1 ≤ p ≤ q−1, the structure of
M ′ restricted on the vertex set ∪
(p+1)ℓ
i=pℓ+1Vi is similar to the structure of M
′ restricted
on the vertex set ∪ℓi=1Vi, but there might be some other extra edges in
(
V1
5
)
for
M ′ restricted on the vertex set ∪ℓi=1Vi. Therefore, for each p, 1 ≤ p ≤ q − 1, let
the summation of the terms in λ(M ′) corresponding to edges in E(M ′) ∩
(∪(p+1)ℓ
i=pℓ+1Vi
4
)
denoted by λ(M ′ ∩∪
(p+1)ℓ
i=pℓ+1Vi). For our purpose, we formulate Claim 3.3 in section 3,
Lemma 4.2 in [6] and Lemma 3.2 in [12] as follows.
Lemma 4.3. For every integer p, there exists a function g such that
λ(M ′ ∩ ∪
(p+1)ℓ
i=pℓ+1Vi) ≤ g(apℓ+1, apℓ+2, . . . , a(p+1)ℓ), (11)
where the function g satisfies the following property:
g(dpℓ+1, dpℓ+2, . . . , d(p+1)ℓ) ≤ g(
c
ℓ
,
c
ℓ
, . . . ,
c
ℓ
) =
1
120
N(ℓ)c5 (12)
under the constraints
∑(p+1)ℓ
j=pℓ+1 dj = c and each dj ≥ 0, pℓ+ 1 ≤ j ≤ (p+ 1)ℓ for any
positive constant c.
Consequently,
λ(M ′) ≤ f(a1, a2, . . . , aℓ, ρ) +
q−1∑
p=1
g(apℓ+1, apℓ+2, . . . , a(p+1)ℓ)
+(
∑
1≤i1<i2<i3<i4<i5≤ℓq
ai1ai2ai3ai4ai5 −
q−1∑
p=0
∑
pℓ+1≤i1<i2<i3<i4<i5≤(p+1)ℓ
ai1ai2ai3ai4ai5).
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Let
F (a1, a2, . . . , aℓq, ρ)
= f(a1, a2, . . . , aℓ, ρ) +
q−1∑
p=1
g(apℓ+1, apℓ+2, . . . , a(p+1)ℓ)
+ (
∑
1≤i1<i2<i3<i4<i5≤ℓq
ai1ai2ai3ai4ai5 −
q−1∑
p=0
∑
pℓ+1≤i1<i2<i3<i4<i5≤(p+1)ℓ
ai1ai2ai3ai4ai5).
Note that
F (
1
ℓq
,
1
ℓq
, . . . ,
1
ℓq
, 0) =
N(ℓ)
120q4
+
(
ℓq
5
)
− q
(
ℓ
5
)
(ℓq)5
=
N(ℓ, q)
120
. (13)
Therefore, to show Lemma 4.1, we only need to show the following claim:
Claim 4.1.
F (a1, a2, . . . , aℓq, ρ) ≤ F (
1
ℓq
,
1
ℓq
, . . . ,
1
ℓq
, 0) (14)
holds under the constraints
∑ℓq
j=1 aj = 1 and each aj ≥ 0, 1 ≤ j ≤ ℓq and 0 ≤ ρ ≤
a1
4
.
Proof. Suppose the function F reaches the maximum at (a1, a2, . . . , aℓ, ρ). By apply-
ing Lemma 4.2, we claim that we can assume that a1 = a2 = · · · = aℓ and ρ = 0.
Otherwise, let c1 = c2 = · · · = cℓ =
∑ℓ
j=1 aj
ℓ
. Then
F (c1, c2, . . . , cℓ, aℓ+1, . . . , aℓq, 0)− F (a1, a2, . . . , aℓ, aℓ+1, . . . , aℓq, ρ)
= f(c1, c2, . . . , cℓ, 0)− f(a1, a2, . . . , aℓ, ρ)
+ (
∑
1≤i<j<k<h≤ℓ
cicjckch −
∑
1≤i<j<k<h≤ℓ
aiajakah)(
ℓq∑
s=ℓ+1
as)
+ (
∑
1≤i<j<k≤ℓ
cicjck −
∑
1≤i<j<k≤ℓ
aiajak)(
∑
ℓ+1≤h<s≤ℓq
ahas)
+ (
∑
1≤i<j≤ℓ
cicj −
∑
1≤i<j≤ℓ
aiaj)(
∑
ℓ+1≤k<h<s≤ℓq
akahas) ≥ 0
holds by combining (10),
∑
1≤i<j<k<h≤ℓ cicjckch −
∑
1≤i<j<k<h≤ℓ aiajakah ≥ 0 ,∑
1≤i<j<k≤ℓ cicjck −
∑
1≤i<j<k≤ℓ aiajak ≥ 0 and
∑
1≤i<j≤ℓ cicj −
∑
1≤i<j≤ℓ aiaj ≥ 0.
This implies that a1 = a2 = · · · = aℓ and ρ = 0 can be assumed. Similarly, by
applying Lemma 4.3, for each p, 1 ≤ p ≤ q − 1, we can assume that apℓ+1 = apℓ+2 =
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· · · = a(p+1)ℓ. Set bp+1 = apℓ+1 = apℓ+2 = · · · = a(p+1)ℓ for each 0 ≤ p ≤ q − 1. Let
R(b1, b2, . . . , bq)
=
N(ℓ)
120
q∑
p=1
ℓ5b5p +
q∑
p=1
(
ℓ
4
)
b4p(1− ℓbp) +
∑
1≤p1≤q;1≤p2≤q;p2 6=p1
(
ℓ
3
)(
ℓ
2
)
b3p1b
2
p2
+
∑
1≤p1≤q;1≤p2<p3≤q;p2,p3 6=p1
(
ℓ
3
)
ℓ2b3p1bp2bp3 +
∑
1≤p1<p2≤q;1≤p3≤q;p3 6=p1,p2
(
ℓ
2
)2
ℓb2p1b
2
p2
bp3
+
∑
1≤p1≤q;1≤p2<p3<p4≤q;p2,p3,p4 6=p1
(
ℓ
2
)
ℓ3b2p1bp2bp3bp4 +
∑
1≤p1<p2<p3<p4<p5≤q
ℓ5bp1bp2bp3bp4bp5.
In view of Lemma 4.2 and Lemma 4.3, we have
F (a1, a2, . . . , aℓq, ρ) ≤ R(b1, b2, . . . , bq).
Note that
R(
1
ℓq
,
1
ℓq
, . . . ,
1
ℓq
) = F (
1
ℓq
,
1
ℓq
, . . . ,
1
ℓq
, 0)
(13)
=
N(ℓ, q)
120
. (15)
Therefore, to show Claim 4.1, it is sufficient to show the following claim
Claim 4.2.
R(b1, b2, . . . , bq) ≤ R(
1
ℓq
,
1
ℓq
, . . . ,
1
ℓq
)
holds under the constraints { ∑q
i=1 bi =
1
ℓ
,
bi ≥ 0, 1 ≤ i ≤ q.
(16)
Suppose that function R reaches the maximum at (b1, b2, . . . , bq). We will apply
Claims 4.3 and 4.4 stated below.
Claim 4.3. Let i, j, 1 ≤ i < j ≤ q be a pair of integers and ε be a real number.
Let ci = bi + ε, cj = bj − ε, and ck = bk for k 6= i, j. Let (bj − bi)A(b1, b2, . . . , bq) and
B(b1, b2, . . . , bq) be the coefficients of ε and ε
2 in R(c1, c2, . . . , cq) − R(b1, b2, . . . , bq),
respectively, i.e.,
R(c1, c2, . . . , cq)− R(b1, b2, . . . , bq)
=(bj − bi)A(b1, b2, . . . , bq)ε+B(b1, b2, . . . , bq)ε
2 + o(ε2).
If bi 6= bj , then
A(b1, b2, . . . , bq) +B(b1, b2, . . . , bq) ≥ 0.
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Proof. Without loss of generality, we take i = 1 and j = 2. By the definition of the
function R(b1, b2, . . . , bq), we have
R(b1 + ε, b2 − ε, . . . , bq)− R(b1, b2, . . . , bq)
=
N(ℓ)
120
ℓ5[(b1 + ε)
5 + (b2 − ε)
5 − b51 − b
5
2]
+
(
ℓ
4
)
[(b1 + ε)
4(1− ℓb1 − ℓε) + (b2 − ε)
4(1− ℓb2 + ℓε)− b
4
1(1− ℓb1)− b
4
2(1− ℓb2)]
+
(
ℓ
3
)(
ℓ
2
)
[(b1 + ε)
3 + (b2 − ε)
3 − b31 − b
3
2](
∑
3≤p1≤q
b2p1)
+
(
ℓ
3
)(
ℓ
2
)
[(b1 + ε)
2 + (b2 − ε)
2 − b21 − b
2
2](
∑
3≤p1≤q
b3p1)
+
(
ℓ
3
)(
ℓ
2
)
[(b1 + ε)
3(b2 − ε)
2 + (b2 − ε)
3(b1 + ε)
2 − b31b
2
2 − b
3
2b
2
1]
+
(
ℓ
3
)
ℓ2[(b1 + ε)
3 + (b2 − ε)
3 − b31 − b
3
2](
∑
3≤p1<p2≤q
bp1bp2)
+
(
ℓ
3
)
ℓ2[(b1 + ε)
3(b2 − ε) + (b2 − ε)
3(b1 + ε)− b
3
1b2 − b
3
2b1](
∑
3≤p1≤q
bp1)
+
(
ℓ
3
)
ℓ2[(b1 + ε)(b2 − ε)− b1b2](
∑
3≤p1≤q
b3p1)
+
(
ℓ
2
)2
ℓ[(b1 + ε)
2 + (b2 − ε)
2 − b21 − b
2
2](
∑
3≤p1≤q;3≤p2≤q;p2 6=p1
b2p1bp2)
+
(
ℓ
2
)2
ℓ[(b1 + ε)
2(b2 − ε)
2 − b21b
2
2](
∑
3≤p1≤q
bp1)
+
(
ℓ
2
)2
ℓ[(b1 + ε)
2(b2 − ε) + (b2 − ε)
2(b1 + ε)− b
2
1b2 − b
2
2b1](
∑
3≤p1≤q
b2p1)
+
(
ℓ
2
)
ℓ3[(b1 + ε)
2 + (b2 − ε)
2 − b21 − b
2
2](
∑
3≤p1<p2<p3≤q
bp1bp2bp3)
+
(
ℓ
2
)
ℓ3[(b1 + ε)
2(b2 − ε) + (b2 − ε)
2(b1 + ε)− b
2
1b2 − b
2
2b1](
∑
3≤p1<p2≤q
bp1bp2)
+
(
ℓ
2
)
ℓ3[(b1 + ε)(b2 − ε)− b1b2](
∑
3≤p1≤q;3≤p2≤q;p2 6=p1
b2p1bp2)
+ ℓ5[(b1 + ε)(b2 − ε)− b1b2](
∑
3≤p1<p2<p3≤q
bp1bp2bp3).
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By a direct calculation, we obtain that
A(b1, b2, . . . , bq) +B(b1, b2, . . . , bq)
= −
N(ℓ)
24
ℓ5(b1 + b2)(b
2
1 + b
2
2) + 5ℓ
(
ℓ
4
)
(b1 + b2)(b
2
1 + b
2
2)− 4
(
ℓ
4
)
(b21 + b
2
2 + b1b2)
+ 2
(
ℓ
3
)(
ℓ
2
)
b1b2(b1 + b2) +
(
ℓ
3
)
ℓ2(b1 − b2)
2(
∑
3≤p1≤q
bp1) + 2
(
ℓ
2
)2
ℓb1b2(
∑
3≤p1≤q
bp1)
+
N(ℓ)
12
ℓ5(b31 + b
3
2) +
(
ℓ
4
)
(6b21 + 6b
2
2 − 10ℓb
3
1 − 10ℓb
3
2) +
(
ℓ
3
)(
ℓ
2
)
(b31 + b
3
2 − 3b1b
2
2 − 3b
2
1b2)
− 3
(
ℓ
3
)
ℓ2(b1 − b2)
2(
∑
3≤p1≤q
bp1) +
(
ℓ
2
)2
ℓ(b21 + b
2
2 − 4b1b2)(
∑
3≤p1≤q
bp1)
= [2ℓ
(
ℓ
4
)
− 2
(
ℓ
3
)
ℓ2 +
(
ℓ
2
)2
ℓ]
1
ℓ
(b1 − b2)
+ [
N(ℓ)
24
ℓ5 − 5ℓ
(
ℓ
4
)
+
(
ℓ
3
)(
ℓ
2
)
+ 2
(
ℓ
3
)
ℓ2 −
(
ℓ
2
)2
ℓ](b1 + b2)(b1 − b2)
2
≥ [2ℓ
(
ℓ
4
)
− 2
(
ℓ
3
)
ℓ2 +
(
ℓ
2
)2
ℓ](b1 + b2)(b1 − b2)
2
+ [
N(ℓ)
24
ℓ5 − 5ℓ
(
ℓ
4
)
+
(
ℓ
3
)(
ℓ
2
)
+ 2
(
ℓ
3
)
ℓ2 −
(
ℓ
2
)2
ℓ](b1 + b2)(b1 − b2)
2
= [
N(ℓ)
24
ℓ5 − 3ℓ
(
ℓ
4
)
+
(
ℓ
3
)(
ℓ
2
)
](b1 + b2)(b1 − b2)
2
=

( 5
12
ℓ4 − 23
24
ℓ3 + 3
8
ℓ2 + 1
6
ℓ)(b1 + b2)(b1 − b2)
2 when N(ℓ) = α
( 5
12
ℓ4 − 23
24
ℓ3 + 7
12
ℓ2 − 1
24
ℓ)(b1 + b2)(b1 − b2)
2 when N(ℓ) = 1− 1
ℓ4
75
2
(b1 + b2)(b1 − b2)
2 when ℓ = 5 and N(5) = 12
125
45(b1 + b2)(b1 − b2)
2 when ℓ = 5 and N(5) = 96
625
155
2
(b1 + b2)(b1 − b2)
2 when ℓ = 5 and N(5) = 252
625
> 0
if b1 6= b2 and since 2ℓ
(
ℓ
4
)
− 2
(
ℓ
3
)
ℓ2 +
(
ℓ
2
)2
ℓ = ℓ
2(ℓ−1)
2
> 0 and 1
ℓ
≥ (b1 + b2). This
completes the proof of Claim 4.3.
We will apply Claim 4.3 to prove the following claim.
Claim 4.4. Let i, j, 1 ≤ i < j ≤ q be a pair of integers. Let A(b1, b2, . . . , bq) and
B(b1, b2, . . . , bq) be given as in Claim 4.3.
Case 1. If A(b1, b2, . . . , bq) > 0 then bi = bj ;
Case 2. If A(b1, b2, . . . , bq) ≤ 0, then either bi = bj , or min{bi, bj} = 0.
The proof of Claim 4.4 (based on Claim 4.3) can be given by exactly the same
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lines as in the proof of Claim 4.5 in [10] and is omitted here.
Proof of Claim 4.2. By Claim 4.4, either b1 = b2 = · · · = bq =
1
ℓq
or for some
integer p < q, bi1 = bi2 = · · · = bip =
1
ℓp
and other bi = 0.
Now we compare R( 1
ℓq
, 1
ℓq
, . . . , 1
ℓq
) = N(ℓ,q)
120
and R( 1
ℓp
, 1
ℓp
, . . . , 1
ℓp
, 0, . . . , 0) = N(ℓ,p)
120
.
It is sufficient to show that N(ℓ, p) ≤ N(ℓ, q) when 1 ≤ p ≤ q. Note that condition (6)
implies that N(ℓ, 1) ≤ N(ℓ, q). Hence it is sufficient to show that N(ℓ, p) ≤ N(ℓ, q)
when 2 ≤ p ≤ q for each of the five choices of N(ℓ). In each case, we view N(ℓ, q) as
a function with one variable q.
Case a. N(ℓ) = α and q ≥ 2ℓ2 + 2ℓ.
In this case, the derivative of N(ℓ, q) with respect to q is
d(N(ℓ, q))
dq
=
10
ℓq2
−
70
ℓ2q3
+
150
ℓ3q4
−
16
ℓ4q5
−
40
ℓq5
+
140
ℓ2q5
−
180
ℓ3q5
=
1
ℓ4q5
(10ℓ3q3 − 70ℓ2q2 + 150ℓq − 16− 40ℓ3 + 140ℓ2 − 180ℓ).
Let h1(q) = 10ℓ
3q3−70ℓ2q2+150ℓq−16−40ℓ3+140ℓ2−180ℓ, then h′1(q) = 30ℓ
3q2−
140ℓ2q+150ℓ, h′′1(q) = 60ℓ
3q−140ℓ2. Note that h′′1(q) > 0 when q ≥ 2, ℓ ≥ 2, so h
′
1(q)
increases when q ≥ 2, ℓ ≥ 2. By a direct calculation, h′1(2) > 0 when ℓ ≥ 2, thus,
h1(q) increases when q ≥ 2, ℓ ≥ 2. Since, h1(2) = 40ℓ
3− 140ℓ2+120ℓ− 16 > 0 when
q ≥ 2, ℓ ≥ 3, we know that N(ℓ, q) increases when q ≥ 2, ℓ ≥ 3. When ℓ = 2, by
a direct calculation, h1(3) > 0, so N(2, q) increases when q ≥ 3. Also one can easily
check that N(2, 2) ≤ N(2, q) since q ≥ 2ℓ2 + 2ℓ. So N(ℓ, p) ≤ N(ℓ, q) for 2 ≤ p ≤ q.
Case b. N(ℓ) = 1− 1
ℓ4
and q ≥ 10ℓ3.
In this case, the derivative of N(ℓ, q) with respect to q is
d(N(ℓ, q))
dq
=
10
ℓq2
−
70
ℓ2q3
+
150
ℓ3q4
+
4
ℓ4q5
−
40
ℓq5
+
140
ℓ2q5
−
200
ℓ3q5
=
1
ℓ4q5
(10ℓ3q3 − 70ℓ2q2 + 150ℓq + 4− 40ℓ3 + 140ℓ2 − 200ℓ).
Let h2(q) = 10ℓ
3q3− 70ℓ2q2 +150ℓq+4− 40ℓ3 +140ℓ2− 200ℓ, then h′2(q) = 30ℓ
3q2−
140ℓ2q+150ℓ, h′′2(q) = 60ℓ
3q−140ℓ2. Note that h′′2(q) > 0 when q ≥ 2, ℓ ≥ 2, so h
′
2(q)
increases when q ≥ 2, ℓ ≥ 2. By a direct calculation, h′2(2) > 0 when ℓ ≥ 2, thus,
h2(q) increases when q ≥ 2, ℓ ≥ 2. Since, h2(2) = 40ℓ
3 − 140ℓ2 + 100ℓ+ 4 > 0 when
q ≥ 2, ℓ ≥ 3, we know that N(ℓ, q) increases when q ≥ 2, ℓ ≥ 3. When ℓ = 2, by
a direct calculation, h2(3) > 0, so N(2, q) increases when q ≥ 3. Also one can easily
check that N(2, 2) ≤ N(2, q) since q ≥ 10ℓ3. So N(ℓ, p) ≤ N(ℓ, q) for 2 ≤ p ≤ q.
Case c. N(ℓ) = 12
125
and ℓ = 5.
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In this case, the derivative of N(5, q) with respect to q is
d(N(ℓ, q))
dq
=
2
q2
−
14
5q3
+
6
5q4
−
48
125q5
=
1
125q5
(250q3 − 350q2 + 150q − 48) ≥ 0
when q ≥ 2. This proves that N(5, q) increases as q ≥ 2 increases. So N(5, p) ≤
N(5, q) for 2 ≤ p ≤ q.
Case d. N(ℓ) = 96
625
and ℓ = 5.
In this case , the derivative of N(5, q) with respect to q is
d(N(ℓ, q))
dq
=
2
q2
−
14
5q3
+
6
5q4
−
384
625q5
=
1
625q5
(1250q3 − 1750q2 + 750q − 384) ≥ 0
when q ≥ 2. This proves that N(5, q) increases as q ≥ 2 increases. So N(5, p) ≤
N(5, q) for 2 ≤ p ≤ q.
Case e. N(ℓ) = 252
625
and ℓ = 5.
In this case , the derivative of N(5, q) with respect to q is
d(N(ℓ, q))
dq
=
2
q2
−
14
5q3
+
6
5q4
−
1008
625q5
=
1
625q5
(1250q3 − 1750q2 + 750q − 1008) ≥ 0
when q ≥ 2. This proves that N(5, q) increases as q ≥ 2 increases. So N(5, p) ≤
N(5, q) for 2 ≤ p ≤ q.
The proof is thus complete.
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