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The homotopy perturbation method is used to construct a new iteration algorithm for
solving nonlinear ill-posed operator equations. Numerical tests are given, showing that the
algorithm is more efficient than the well-known Landweber method.
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1. Introduction
We consider the following nonlinear operator equation:
F(x) = y, (1.1)
where F : D(F) → Y with domain D(F) ⊂ X . X and Y are Hilbert spaces with inner products (·, ·) and norms ‖ · ‖. It is
assumed that the datum y in Eq. (1.1) is attainable in this paper, i.e., Eq. (1.1) has a solution x∗ (which need not be unique).
In practical applications, the available data will be distorted by measurement errors; therefore only the approximate form
yδ of y is available. Furthermore, it is assumed that an estimate for the noise level
‖yδ − y‖ ≤ δ (1.2)
is given. For the ill-posed problems, a regularization method [1] is necessary. Tikhonov regularization and Landweber
iteration are well-known regularization methods. Comparing these methods, the Landweber method is more stable with
respect to perturbations and gives satisfactory results even with large error δ. However, Landweber iteration takes more
time than Tikhonov regularization when the error δ is smaller. Already, there are many methods available for accelerating
the convergence rate of Landweber iteration (see [2–5]), and at the same time stability is maintained. In [6] we proposed a
new iterativemethod for solving nonlinear ill-posed operator equations based on the homotopy perturbationmethod (HPM
for short) [7,8]:
xδn+1 = xδn − (2I − F ′(xδn)∗F ′(xδn))F ′(xδn)∗(F(xδn)− yδ). (1.3)
From the numerical tests, we see that the new iterative method is faster than the Landweber method.
With assumptions similar to those of [9], we will prove the convergence of method (1.3) in the next section. In [9] a
locally uniformly bounded Fréchet derivative F ′(·) is needed, where
‖F ′(·)‖ ≤ 1, x ∈ Bρ(x0). (1.4)
Furthermore, we assume that
‖F(x)− F(x)− F ′(x)(x−x)‖ ≤ η‖F(x)− F(x)‖, η < 1
2
, x,x ∈ Bρ(x0) ⊂ D(F). (1.5)
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This assumption guarantees that for all x,x ∈ Bρ(x0),
1
1+ η‖F
′(x)(x−x)‖ ≤ ‖F(x)− F(x)‖ ≤ 1
1− η‖F
′(x)(x−x)‖ (1.6)
holds. The convergence and stability of Landweber iteration have been proven in [9], if the iteration is stopped at k∗(δ),
according to the posterior stopping criterion
‖yδ − F(xδk∗)‖ ≤ τδ < ‖yδ − F(xδk)‖, 0 ≤ k ≤ k∗, (1.7)
where τ is a positive number depending on η of (1.5), k∗ is one of the first indices for which the size of the residual yδ−F(xδk)
has about the order of the data error.
2. Convergence of the new iteration method
In this section, the convergence analysis for the iteration method (1.3) is considered when
‖F ′(·)‖ ≤ 1
2
, x ∈ Bρ(x0). (2.1)
From (2.1), we have the inequality
‖I − F ′(x)F ′(x)∗‖ ≤ 1. (2.2)
Theorem 2.1. Assume that x∗ is a solution of (1.1) inBρ(x0), and denote by k∗ the termination index of the iteration according
to the stopping rule (1.7), for the case of the perturbed datum yδ satisfying (1.2), where τ > 8(η+1)3−8η . If (2.1), (2.2) and (1.5) hold,
where 0 < η < 38 , then we have
‖xδk+1 − x∗‖ ≤ ‖xδk − x∗‖, 0 ≤ k ≤ k∗, (2.3)
and if δ = 0,
∞−
k=0
‖y− F(xk)‖2 <∞. (2.4)
Proof. Let Tk = F ′(xδk), rk = F(xδk) − yδ and 0 ≤ k < k∗; from (1.3), (1.5), (2.1) and (2.2), we obtain by induction that
xδk ∈ Bρ(x0) and that
‖x∗ − xδk+1‖2 − ‖x∗ − xδk‖2 = ‖xδk+1 − xδk‖2 + 2(x∗ − xδk, xδk − xδk+1)
= ‖(T ∗k Tk − 2I)T ∗k rk‖2 + 2(F(xδk)− F(x∗)− Tk(xδk − x∗)+ y− yδ, rk)
+ 2(F(xδk)− F(x∗)− Tk(xδk − x∗)+ y− yδ, (I − TkT ∗k )rk)− 2(rk, rk)+ 2(rk, (TkT ∗k − I)rk)
≤

4η − 3
2

‖rk‖2 + 4δ(η + 1)‖rk‖. (2.5)
By the given conditions, 0 < η < 38 , τ >
8(η+1)
3−8η , and k < k∗, the right-hand side is negative because of (1.7), and we have
verified (2.1) and proven the iteration error to be monotonically decreasing. For δ = 0, we have actually verified that the
inequality ‖x∗ − xk+1‖2 +
 3
2 − 4η
 ‖F(xk) − y‖2 ≤ ‖x∗ − xk‖2 holds for all k ∈ N0. Therefore,∑∞k=0 ‖y − F(xk)‖2 ≤
2
3−8η‖x∗ − x0‖2. This completes the proof. 
Theorem 2.2. If (1.5) and (2.1) are satisfied and if Eq. (1.1) is solvable inBρ(x0), then xk converges to a solution x∗ ∈ Bρ(x0). If
x+ denotes the unique solution for the minimal distance to x0, and if in additionN (F ′(x+)) ⊂ N (F ′(x)) for all x ∈ Bρ(x0), then
xk converges to x+.
Proof. Letx∗ be any solution of Eq. (1.1) inBρ(x0), and put
ek =x∗ − xk. (2.6)
Like in the proof of Theorem 2.3 in [9], we can prove that ek and xk are Cauchy sequences. We denote by x∗ the limit of xk
and observe that x∗ is the solution of Eq. (1.1), because the residual y − F(xk) converges to zero as k → ∞. Eq. (1.1) has a
unique solution x+ for the minimal distance to x0, which satisfies
x+ − x0 ∈ N (F ′(x+))⊥. (2.7)
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IfN (F ′(x+)) ⊂ N (F ′(xk)) for all k = 0, 1, 2, . . . , then it is clear that
xk − x0 ∈ N (F ′(x+))⊥, k = 1, 2, . . . . (2.8)
Hence, x+ − x∗ = x+ − x0 + x0 − x∗ ∈ N (F ′(x+))⊥. 
Theorem 2.3. With the assumptions of Theorem 2.2, if yδ fulfills (1.2) and the perturbed iteration is stopped with kδ∗ according
to the discrepancy principle (1.7), where τ > 8(η+1)3−8η , then x
δ
k∗(δ) → x∗, δ → 0.
The proof is similar to that of Theorem 2.4 in [9].
3. The convergence rate
It is known that for the linear ill-posed problems Kx = y, the rate of convergence is almost completely determined by
the tuple (v, ‖f ‖)with the representation
x+ − x0 = (K ∗K)v f , v > 0, f ∈ X,
x+ − x0 = (F ′(x+)∗F ′(x+))v f , v > 0, f ∈ X .
(3.1)
In many references, (3.1) implies a certain extent of ‘‘smoothness’’ of x+ − x0. A further assumption that restricts the
nonlinearity of F is as follows:
F ′(x) = RxF ′(x+) (3.2)
for all x ∈ Bρ(x0), and there exists C1 > 0 and a linear bounded operator Rx : H → H satisfying
‖Rx − I‖ ≤ C1‖x− x+‖. (3.3)
In the linear case Rx ≡ I and C1 = 0.
In this section, we will derive the convergence rate for the new iterative method.
Theorem 3.1. Assume that problem (1.1) has a solution inBρ(x0), yδ that satisfies (1.2) and that F fulfills (1.5), (1.4), (3.2) and
(3.3). If x+ − x0 satisfies (3.1) with 0 < v ≤ 1 and ‖f ‖ is sufficiently small, then there exists a positive constant c∗, depending
only on v, with
‖x+ − xδk‖ ≤ c∗‖f ‖(k+ 1)−v, (3.4)
‖yδ − F(xδk)‖ ≤
16
5
c∗‖f ‖(k+ 1)−v− 12 , (3.5)
for 0 ≤ k < k∗. Here, as before, k∗ is the stopping index of the discrepancy principle (1.7), with τ > 8(η+1)3−8η . In the case of exact
data (δ = 0), (3.4) and (3.5) hold for all k ≥ 0.
Proof. By Theorem 2.1, the iteration (1.3) is well defined, since all iterates xδk∗ , 0 ≤ k ≤ k∗, remain in Bρ(x0) ⊂ D(F).
Moreover, the stopping index k∗ is finite for δ > 0. Put K := F ′(x+) and ek := x+ − xδk . Given 0 ≤ k < k∗, we obtain from
(1.3) the representation
ek+1 = ek − (xδk+1 − xδk)
= (I − 2K ∗K)ek + 2K ∗(I − R∗xδk )(y
δ − F(xδk))+ 2K ∗(y− yδ)
− 2K ∗(F(x+)− F(xδk)− F ′(x+)(x+ − xδk))+ F ′(xδk)∗F ′(xδk)F ′(xδk)∗(yδ − F(xδk))
We now want to prove that
‖ej‖ ≤ c∗(j+ 1)−v‖f ‖, ‖Kej‖ ≤ c∗(j+ 1)−v− 12 ‖f ‖ (3.6)
holds for all 0 ≤ j < k∗, with c∗ = 1+ 1P(η) , P(η) = 19η+2−16η
2
3−8η . For a similar proof, refer to [9].
Therefore, it follows that
‖ek‖ ≤ 2−v(k+ 1)−v‖f ‖ + Cv(k+ 1)−v‖f ‖2 +
√
2kδ + C ′v(k+ 1)−v‖f ‖. (3.7)
Similarly,
‖Kek‖ ≤ 2−v−1(k+ 1)−v− 12 ‖f ‖ + Cv(k+ 1)−v− 12 ‖f ‖2 + δ + C ′v(k+ 1)−v− 12 ‖f ‖. (3.8)
Here, Cv > 0, C ′v > 0 and Cv > 0, C ′v > 0 depend on ‖f ‖.
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Because of (1.7), τ > 8(η+1)3−8η , we have
8(η+1)
3−8η δ ≤ ‖yδ − F(xδk)‖ ≤ δ + 11−η‖Kek‖. Combining these estimates, we obtain
‖ek‖ ≤ C2(k+ 1)−v‖f ‖,
‖Kek‖ ≤ C2(k+ 1)−v− 12 ‖f ‖,
(3.9)
where C2 = max

1+ 1P(η)

(2−v−1 +Cv‖f ‖ +C ′v), 1+ 1P(η) (2−v + Cv‖f ‖ + C ′v). Now, if ‖f ‖ is sufficiently small,
namely if 2v+1(Cv‖f ‖ +C ′v) < 1, 2v(Cv‖f ‖ + C ′v) < 1, then C2 ≤ c∗ and (3.6) follow for j = k; from (3.6), we obtain
‖yδ − F(xδk)‖ ≤
16
5
c∗‖f ‖(k+ 1)−v− 12 .  (3.10)
Theorem 3.2. With the assumptions of Theorem 3.1, we have k∗ ≤ C3

‖f ‖
δ
 2
2v+1
and ‖x+− xδk∗‖ ≤ C4‖f ‖
1
2v+1 δ
2v
2v+1 with some
constants C3, C4 > 0 depending only on v.
This theorem is our main result. We use the same notation as in the proof of Theorem 3.1; this proof follows that of [9].
Under the present assumptions, and according to Theorem 3.2, the best possible rate of convergence is ‖x+ − xδk∗(δ)‖ =
O

δ
2
3

. This rate is attained when v = 1.
4. Conclusion
In [6], we proposed a new iterative method for solving nonlinear ill-posed operator equations based on the HPM. From
two numerical tests with nonlinear ill-posed operators, we saw that the new method is more efficient. In this paper,
we analyzed the convergence and rate of convergence of the new method, and showed that the new method is a stable
regularization method according to the discrepancy principle. The new method has not only the same stability as the
Landweber iteration but also a faster rate of convergence than the Landweber iteration.
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