We describe the construction of a quasar catalog containing 91,842 candidates derived from analysis of imaging data with a Random Forest algorithm. Using spectroscopically-confirmed stars and quasars from the SDSS as a training set, we blindly search the RCS-2 (∼ 750 deg 2 ) imaging survey. From a source catalogue of 1,863,970 RCS-2 point sources, our algorithm identifies putative quasars from broadband magnitudes (g, r, i, and z) and colours. Exploiting NUV GALEX measurements available for a subset 16,898 of these objects, we refine the classifier by adding NUV-optical colours to the algorithm's search. An additional subset (comprising 13% of the source catalog) features WISE coverage; we explore the effect of including the W1 and W2 bands on the performance of the algorithm. Upon analysing all RCS-2 point sources, the algorithm identified 85,085 quasar candidates, with a training-set-derived precision (the fraction of true positives within the group assigned quasar status) of 90.4% and a recall (the fraction of true positives relative to all sources that actually are quasars) of 87.3%. These performance metrics improve for the subset with GALEX data; 6,556 quasar candidates are identified with a precision and recall respectively of 96.9% and 97.3%. Algorithm performance is improved further still with the analysis of WISE data, with precision and recall further increasing to 99.3% and 99.2% respectively for 21,713 quasar candidates. Upon merging these samples and removing duplicates, we arrive our final catalog of 91,842 quasar candidates. An observational follow up of 17 bright (r < 19) potential quasars with long-slit spectroscopy at DuPont telescope (LCO) yields 13 confirmed quasars. Whilst this preliminary sample is small, it signals encouraging progress in the use of Random Forest algorithms to classify point sources for quasar searches within large-area photometric surveys such as the LSST.
Introduction
Quasars are important astronomical targets, both individually as cosmic lighthouses and within well-defined quasar catalogues. As such, their classification and identification becomes an important, yet non-trivial task. Their significance in astronomy has led several groups to search and catalogue them.
These efforts include: the Large Bright Quasar Survey (LBQS; e.g., Foltz et al. 1989; Hewett et al. 1995) , the FIRST Bright Quasar Survey (FBQS; e.g., Gregg et al. 1996; White et al. 2000; Becker et al. 2001) , the Palomar-Green Survey of UV-excess Objects (Green et al. 1986) , and the FIRST-2MASS Red Quasar Survey (Glikman et al. 2007 ). Among other applications, quasars can be used to study galaxy evolution (e.g., Hopkins et al. 2006) , the intervening intergalactic gas (e.g., Lopez et al. 2008) , cosmological evolution (e.g., Oguri et al. 2008) , black hole physics (e.g., Portinari et al. 2012 ) and the analysis of individual galaxies and galaxy clusters due to gravitational lensing (e.g., Faure et al. 2009 ). The active nuclei of these galaxies produce high luminosities (typically ∼ 10 40 W) spanning a broad range of frequencies. This spectacular luminosity allows them to be observed at high redshifts, which provides an insight into the distant Universe. Because of their large distances most quasars are observed as point sources in optical surveys, meaning they can easily be misidentified as stellar sources when only photometric information is available. However, by sampling certain rest-frame wavelengths, one may distinguish between local and extragalactic sources through differing spectral characteristics. The lack of a Balmer jump (at 3646Å rest) in lowredshift (z 2.2) quasars separates them from the hot star population. The Lyα line emission and absorption characterised by the Lyα forest identified in high-redshift quasar spectra produce broadband colors that progressively redden with redshift (Richards et al. 2002) . Most quasar searches are based on only optical colors (e.g, Richards et al. 2001; Bovy et al. 2011) ; this produces a redshiftdependent bias. This arises from the distinctive strong line emission of quasars. These lines affect quasar colors, distorting the colors expected from the continuum itself. Particularly challenging is the selection of quasar targets at intermediate redshifts (2.2 z 3.5), where classification is typically inefficient. Quasars with magnitudes brighter than ∼21 are relatively rare, and it can be seen that the quasar and stellar loci cross in color space at z ∼ 2.8 (e.g., Richards et al. 2002; Bovy et al. 2011) . New methods and approaches in source classification are required to confront the large volume of data, due to be taken over the coming years, from next-generation sky-surveys such as ATLAS (Eales et al. 2010) , LSST (LSST Science Collaboration et al. 2005) and Pan-STARRS (Kaiser et al. 2002) . Efficient algorithms are vital in processing these forthcoming data in order to realise the science goals of these surveys; an automated methodology for bulk-classifying the source catalogues will be an essential ingredient to their success.
2009), DES (The Dark Energy Survey Collaboration
The main goal of this study is to use a Machine Learning algorithm to construct a catalog of quasars selected from purely photometric information. Machine Learning algorithms have been used to classify objects for many years (e.g., Ball et al. 2006 Ball et al. , 2007 Richards et al. 2011) . The best known classification models are: decision trees (Quinlan 1993) , naive Bayes (Duda and Hart 1973), neural networks (Rumelhart et al. 1986) , Support Vector Machines (Cortes and Vapnik 1995) , and Random Forest (Breiman 2001) . Machine Learning in astronomy, summarized by Ball and Brunner (2010) , has found use in star-galaxy separation (e.g., Collister et al. 2007 ), classification of galaxy morphology (e.g., Huertas-Company et al. 2008) , quasar/AGN classification (e.g., Pichara and Protopapas 2013; Pichara et al. 2012) , galaxy photometric redshifts (e.g., Gerdes et al. 2010 ) and photometric redshift estimation of quasars (e.g., Wolf 2009). Our approach for automated quasar identification from only photometric data is based on the Random Forest algorithm (Breiman 2001) , which is a Machine Learning algorithm based on multiple decision trees (Quinlan 1993) . The application of Random Forests in astronomy is relatively novel, dating back only a few years (e.g.: Dubath et al. 2011; Richards et al. 2011; Pichara et al. 2012) . A key strength in the method is an efficient exploration of the spectrum of variable combinations, whilst avoiding arbitrary thresholding to define distinct object classes (such as stars, quasars). Our search is performed primarily with broadband photometric data from the Red-Sequence Cluster Survey 2 (RCS-2), in addition to some supplementary data from GALEX and WISE surveys. From these data, we construct a catalog of point sources classified as quasars by the Random Forest algorithm. This classification prioritizes the precision over the completeness. The article is organized as follows: in section §2 we present the data used, including RCS-2, SDSS, WISE, and GALEX, in section §3 we describe the Random Forest classifier, along with the training and testing sets used. Section §4 describes the results, and in section §6 we present a discussion and summary of our findings. AB magnitudes are used unless otherwise noted.
Data
In order to construct a point-source training catalog, we cross-match RCS-2 photometric sources with spectroscopically-confirmed stellar and quasars sources from SDSS. For subsets of this point-source catalog, we merge WISE and GALEX photometry. The matching radius depends on the catalogs used. The source catalogs are described below.
RCS-2 dataset
The second Red-Sequence Cluster Survey (RCS-2; Gilbank et al. 2011 ) is an optical imaging survey that aims to detect galaxy clusters in the 0.1 z 1.0 redshift range. It covers an area of ∼ 1, 000 deg 2 . The data were taken at the CFHT telescope using the MegaCam square-degree imager. The survey was imaged in three filters: g ′ (with a 5σ point source limiting AB magnitude of 24.4), r ′ (limiting magnitude of 24.3), and z ′ (limiting magnitude of 22.8). The median seeing in the r ′ band is 0 ′′ .71. About 75% of the survey area is also observed in the i ′ band (limiting magnitude of 23.7) as part of the Canada-France High-z quasar survey (Willott et al. 2005) . Our point-source catalog uses all four bands, which means that the area of search is reduced to ∼ 75% (∼ 750 deg 2 ).
Objects are classified according to their light distribution by comparing their curve-of-growth with a weighted average curve derived from a set of four to eight reference PSFs from nearby unsaturated stars. Each source is categorized by object type: 0-artifact/spurious object; 1 or 2-galaxy; 3-star; 4-saturated (Yee 1991; Yee et al. 1996) . All point sources brighter than i < 17.5 are considered as saturated (Gilbank et al. 2011) . In this study, we selected type-3 (point-source) objects.
SDSS dataset
The Sloan Digital Sky Survey (SDSS; York et al. 2000) is an optical survey that covers ∼ 10, 000 deg 2 of the sky. The data are obtained at the Apache Point Observatory, with a dedicated 2.5 meter telescope and imaged by a large-format mosaic CCD camera. The optical magnitudes of objects are measured through five optical broadband filters: u ′ , g ′ , r ′ , i ′ , and z ′ , designed by Fukugita et al. (1996) with limiting magnitudes of 22.3, 22.6, 22.7, 22.4, and 20 .5 respectively in the AB system. The SDSS PSF is typically ∼ 1 ′′ .5. We use mainly the data from the Data Release Nine (DR9; Ahn et al. 2012) . It is important to clarify that we do not use SDSS magnitudes for the classification.
Quasars
Our source quasar catalogue is derived predominantly from DR9. The DR9 Quasar Catalog contains 228,468 quasar spectra (Ahn et al. 2012) . It is this quasar sample we cross-match with RCS-2 point sources to obtain a set of spectroscopically confirmed quasars with RCS-2 photometry.
Stars
Our catalog of stars originates mainly from spectroscopic confirmations of sources in SDSS Data Release 9. The catalog contains 668,054 confirmed stellar spectra (Ahn et al. 2012) . We crossmatch this combined sample of stars to RCS-2 point source photometry in order to create a catalog of spectroscopically-confirmed RCS-2 stars.
WISE dataset
The Wide-Field Infrared Survey Explorer (WISE; Wright et al. 2010 ) is an infrared all sky survey. It has four mid-IR bands: W1 at 3.4 µm, W2 at 4.6 µm, W3 at 12 µm, and W4 at 22 µm with angular resolutions of 6 ′′ .1, 6 ′′ .4, 6 ′′ .5, and 10 ′′ .1 respectively. Limiting magnitudes (in Vega) are 16.5 for W1, 15.5 for W2, 11.2 for W3, and 7.9 for W4; in our study we will use the W1 and W2 bands, following the approach by Stern et al. (2012) , as mentioned in §3.1.3. For consistency, we convert these magnitudes to the AB system following Tokunaga and Vacca (2005) and Jarrett et al. (2011) .
GALEX dataset
The Galaxy Evolution Explorer (GALEX; Martin et al. 2005 ) is an orbital space telescope with a mission to compile an all-sky photometric map in the UV. The telescope images simultaneously with two bands: the far ultraviolet (FUV; effective wavelength 1528Å with angular resolution 4 ′′ .0) and the near ultraviolet (NUV; effective wavelength 2271Å with angular resolution 5 ′′ .6). For the 26,000 deg 2 All Sky-Imaging (AIS) catalog, 100-second exposures result in limiting (AB) magnitudes of 19.9 and 20.8 for the FUV and NUV respectively. Whilst there are other deeper GALEX catalogs targeting specific regions, we omit them in preference for a catalog of uniform depth. In this study, we use the data from GR4/5. Because reddening due to galactic dust becomes significant in the UV, we correct each GALEX magnitude with the Schlegel et al. (1998) dust maps based on the extinction law from Cardelli et al. (1989) .
Random Forest
The Random Forest algorithm (Breiman 2001 ) is a tree-based classification method that learns how to classify objects into different classes using a training set. In this context, training sets are groups of objects with a known classification; each object is characterised by a vector whose components are attribute values. The training set is used to build a model describing how the classes depend on the values of the vector components.
This model is subsequently applied to a database containing objects (with the same attributes) of unknown type in order to make a prediction of the class they belong to. For a training set of N objects with F attributes describing the objects, we define T as the number of trees in the Random Forest and M ≪ F as the number of random features used in the classification process (T and M are model parameters). The training procedure is as follows:
• Generate T data sets with N objects. Each dataset is created by randomly sampling objects from the original training set, but with replacement.
• From each of the T data sets, grow a full 1 decision tree, but on each node select the best split from a set of M features selected randomly from the F initial features.
Every tree from the forest can assign a class to an object, based on the attribute values it has. The algorithm's final predicted classification for a given object is that selected by the majority of the T trees. Operating in this manner, the Random Forest algorithm runs efficiently on large databases and can handle F ∼ 10 3 attributes.
To test the classifier we use a 10-fold crossvalidation across the training set. This involves partitioning the training set into 10 equal subsets. For a selected subset, we train the model with the other 9 subsets and test the performance of the resultant classifications when applied to this selected subset. This procedure is carried out for each of the 10 subsets. Results from each of these cross-validated runs are analysed with performance metrics. To quantify the performance of the algorithm, for each class of object (ie. stellar and QSO in this case) we use recall (r), precision (p), and F-Score (F s ), defined as:
where: Recall therefore corresponds to the fraction of correctly classified objects of each class with respect to all objects genuinely belonging to that class. Precision is the fraction of correctly classified objects within each class compared to with respect to all objects classified by the algorithm as members of that class. F-score is the harmonic mean of precision and recall.
Training Sets
Training sets are samples of objects for which the target class is known. In this study, the classes (stellar and QSO sources) are obtained by crossidentification of SDSS spectroscopically-confirmed targets to RCS-2 point sources, as discussed above in §2.2.1 and §2.2.2. A match between the two catalogs is obtained when their angular positions are separated by less than 0 ′′ .5. The cross-matching is performed for both stellar and QSO sources, with respectively 20,659 and 8,762 matches made. From this preliminary matched catalogue we require RCS-2 targets to have measured flux in all four filters, and photometric errors of less than 0.1 in each. Our catalogs consequently reduce in size to 4,916 quasars and 10,595 stars. From these data, we create three different training sets. Each object within the training set is described by attributes of magnitude and colour. We include all possible attributes to open the parameter space available for the algorithm to ensure an optimal classification. To create the cleanest possible QSO catalog from the Random Forest algorithm, we select the run with the highest precision that also has F s ≥ 86.0%. This ensures a recall above 75%, below which we consider the catalog unacceptably incomplete.
Training Set 1 (TrS1)
As discussed above, we create three training sets from the cross-matched catalog. The first training set features the four bands from RCS-2: g ′ , r ′ , i ′ , and z ′ ; and the colors g-r, g-i, g-z, r-i, r-z, and i-z. The most relevant colors are g-r, r-i, i-z. Following Richards et al. (2002) , it is possible to separate quasars and stars without spectroscopic information by constructing color-color diagrams. In Figure 1 we clearly see the characteristic stellar locus and a clump of quasars. Despite these attributes being sufficient to split the two classes, as discussed above we nevertheless add all color and magnitude data. Figure 2 shows the large redshift range of QSOs from this sample: from 0 to 6 and peaking at z∼2.5. In color-color plots, the quasar population lying near this redshift peak can be contaminated with stars, making separation of the two populations more difficult (e.g.: Fan 1999; Richards et al. 2002; Bovy et al. 2011) . It is important to analyze magnitude distributions, as fluxes might be important attributes in distinguishing stars from quasars. Figure 3 therefore shows the magnitude distribution of stars (blue) and quasars (red), with the former peaking brighter than the latter. This means the training set is biased against faint objects. We run the model built by the algorithm on the dataset of objects to be classified in order to determine how much this bias influences the result, It is important to take into account that this predicition is just an upper limit for the number of quasars we expect to find, since our sample is not complete (for example, the training set is biased because it comes from SDSS), and also because we are prioritizing the precision, so it is normal to miss some quasars. For magnitudes r 20.5, we find the number of quasars is overestimated relative to that predicted for the LSST up to the magnitude limit for our data set (r ∼ 23). We find a similar trend in the training set of classified sources; this arises because the fraction of stellar sources drops off faster than the fraction of QSOs towards fainter magnitudes. Moreover, the predominance of bright (r ≤ 22) objects within the training set introduces an observational bias that hinders accurate classification of faint objects (up to the catalog magnitude limit of r ∼ 23). To address this excess of quasar classifications, leading to possible misidentifications at faint magnitudes, we add random r 20.5 point sources from the RCS-2 catalog to the training set and we label them as stars (hereafter, artificial stars). Whilst it is inevitable that some artificial stars could in fact be quasars, we reiterate that our primary aim is of maximising the precision rather than recall; missing genuine quasars is not as important as reducing the level of stellar contamination in our quasar catalog, particularly at faint magnitudes. To choose an appropriate number of artificial stars (N ar ) to add to the training set, we run the algorithm, apply it to the dataset of unclassified objects, and then calculate the fraction of predicted quasars between r = 18 and r = 23 in bins of 1 magnitude.
We repeat this process, gradually adding artificial stars up to N ar ∼ 18, 000. In this manner, we may determine the aforementioned quasar detection fraction as a function of the number of artificial stars added to the training set, as seen in Figure 4 . We seek N ar such that the predicted quasar fraction is flat across all magnitudes up to the flux limit. As anticipated, Figure 4 shows an alwaysconstant fraction for magnitudes r 20 because the sample is complete in this bright regime. For fainter (r 20.5) magnitudes however, we see a decay in the fraction of quasar candidates when adding artificial stars; we are diminishing the number of misclassified stars. We therefore adopt a number of artificial stars to stabilize the quasar candidate fraction. We achieve this by iterating until the standard deviation is smaller than the standard deviation for bright objects (r 20.5). From this approach, we determine that 4,000 artificial stars are optimal for our purposes here, corresponding to the black vertical line in Figure 4 . Our TrS1 Training Set therefore comprises 4,916 quasars and 14,595 stars, 4,000 of which are artificial stars.
Training Set 2 (TrS2)
TrS2 is a subset of TrS1. We cross-identify all quasars and stars from TrS1 with GALEX objects detected in the NUV band and with a photometric error of 0.25 (consistent with magnitudes of ∼ 22.5, around the limit magnitude in this band). The search radius used to match sources was 2 ′′ .0, based on the angular resolution of both surveys. This cross-matching yields a sample of 1,228 quasars and 815 stars; we note a significant decrease in the number of objects in the catalog, especially stars. We attribute this to both the lower angular resolution of GALEX with respect to SDSS/RCS-2, and to the redshift dependence of the UV emission from quasars: only QSOs with redshifts up to z ∼ 2.0 should be detectable via observed-frame spectral features lying within the filter passband. Because stellar emission in the UV is typically low, there are considerably fewer stellar sources in this catalog. Inclusion of the GALEX NUV band is relevant, because optical observations alone do not allow a clean separation between quasars and stars (See Figure 1) , especially at intermediate redshifts (2.2 z 3.5). UV flux data are very useful in quasar classification because stellar-QSO populations are well separated in UV-optical color-color space (Trammell et al. 2007 ). In Figure 5 we can see the color-color diagrams of the quasars and stars with detections in the NUV band. Comparing the NUV-g vs. g-r plot to optical equivalents, we note the overlap between quasars and stars has almost disappeared. There is a relation between NUV detection of quasars and redshift. An important contribution to the bolometric flux is an intense, broad emission feature dominating the spectral energy distribution (SED) at bluer wavelengths: the so-called big blue bump (Sanders et al. 1989 ). According to Trammell et al. (2007) , NUV-band detections of quasars are almost complete up to z ∼ 1.4, and are still well recovered at z ∼ 1.7. However, by z ∼ 2.0 the detection completeness declines to 50%. While it is not clear whether the FUV band or NUV band is best suited for quasar detection, we use just NUV due to the small number (∼ 10%) of NUV-detected sources having FUV fluxes as well. Moreover, the redshift range sampled by FUV sources appears smaller. Figure 6 shows TrS2 redshift coverage is complete only out to low redshifts compared to TrS1 (as seen in Figure 2) . Moreover, the limit of r-band magnitudes (Figure 7 ) is much brighter than TrS1, suggesting the lack of faint-magnitude stars is not a main problem in this training set.
For training set TrS2, the features used for Random Forest classification are the four magnitudes from RCS-2 bands: g, r, i, and z; the NUV band; and the colors: NUV-g, NUV-r, NUV-i, NUV-z, g-r, g-i, g-z, r-i, r-z, and i-z. As discussed in §3.1, all color combinations are added for analysis by the algorithm. 
Training Set 3 (TrS3)
This training set is also a subset from TrS1, and is built by cross-identifying all quasars and stars from TrS1 with WISE sources detected in the W1 (3.4 µm) and W2 (4.6 µm) bands. The 2 ′′ .0 cross-matching search radius was chosen according to the angular resolution of both catalogs. We use these bands following Stern et al. (2012) , where they are used to select quasars from WISE. We additionally make a cut in the magnitude error corresponding to 0.2 in both bands, consistent with the magnitude limits of our sample. Following these selection criteria, we obtain a sample of 2,748 quasars and 2,679 stars. As can be seen in Figure 8 , use of the WISE bands is useful because separation between quasars and stars in the color-color plots is cleaner than those using purely optical RCS-2 bands. We expect, therefore, that inclusion of these bands would boost the performance of the classifier.
One additional advantage in using WISE bands, in common with TrS2, is the introduction of new bands (two in this case) resulting in higher quality classification. Advantages of TrS3 over TrS2 is the additional band available to the algorithm but also the wider redshift coverage, as seen in Figure  9 : redshift coverage is complete up to z ∼ 2, yet there are still detections up to z ∼ 4. As such, we are able to classify objects to higher redshifts than in TrS2. Most significantly, WISE detections cover the aforementioned mid-redshift range (2.2 z 3.5), where it is hard to separate quasars from stars. For putative QSOs in this redshift range, the algorithm used in conjunction with TrS3 will be of great use. Features of the training set utilised by the algorithm are magnitudes in the four RCS2 bands: g, r, i, and z; W1 and W2 magnitudes from WISE; and the colors g-r, g-i, g-z, g-W1, g-W2, r-i, rz, r-W1, r-W2, i-z, i-W1, i-W2, z-W1, z-W2, and W1-W2. As explained for the previous training sets, we make available all colors to the algorithm.
Data Set
A data set is a sample of point sources for which the class is not known, and where the trained classification model is applied. We have three data sets, one data set for each one of the training sets described above. They are all constructed with point sources from RCS-2 photometry with the same requirements as in the training sets.
Data Set 1 (DS1)
This data set is classified using the algorithm trained by TrS1. It includes point sources from RCS-2 that meet the requirements described above. These conditions are imposed for consistency with the TrS1. There are 1,863,970 point sources that the algorithm must classify in this set.
Data Set 2 (DS2)
This data set is classified using the algorithm trained by TrS2. It contains point sources from the previous test set that additionally have GALEX NUV-band detections. The matching radius and photometric error limits are the same than TrS2 as described in Section §3.1.2. Within this dataset, there are 16,898 sources the algorithm must classify.
Data Set 3 (DS3)
This data set is classified using the algorithm trained by TrS3. The point sources are those from TeS1 with detection in the W1 and W2 bands from WISE. We apply the TrS3 criteria to the point source catalog for the cross/match and the limit in photometric errors. These constraints result in a data set of 242,902 point sources to classify. The magnitude distribution of this sample is shown in Figure 10 . This set is, in average, brighter than TrS1 (around 1 magnitude) but fainter than TrS2 (around 0.5 magnitudes).
Results
We train the algorithm with the three training sets separately and then apply it to the corresponding data sets:
• For TrS1, the optimal pair of parameters is F = 3 and T = 70. The recall and precision for both classes are shown in Table 2 , and the F-score is 88.8%. We subsequently apply this model to DS1 and obtain 85,085 quasars, which is 4.6% of the total amount of objects. Figure 11 shows the r-band magnitude distribution of the classified objects. As we see, the number of quasars decays for faint magnitudes (r 22) just as expected from the training set. We also see stellar sources much fainter than in the training set (up to r ∼ 23), consistent with the inclusion of artificial stars. We know this spurious result arises purely from the addition of such stars, and serves to minimize the misidentification of stellar sources as QSOs.
We can compare these results to expectations from the LSST (LSST Science Collaboration et al. 2009), where ∼ 150, 000 quasars are predicted for our limiting magnitude of r = 23 for the area we are covering. Whilst this is a larger yield than from RCS-2 using our approach, it is consistent when considering our prioritization of precision (catalogue purity) rather than recall (completeness).
• For TrS2, we find that the optimal param- eters for source classification are F = 9 and T = 100. The recall and precision resulting from these parameters are shown in Table  2 , and the F-score is 97.2%. Classifying the objects from DS2 we obtain 6,556 quasars, corresponding to 38.8% of the objects.
As with DS1, in Figure 12 we show the r-band magnitude distribution for objects classified as stars and QSOs; it can be seen that the whole sample is brighter than the first one, as expected. Moreover there is a noted similarity between this distribution and that of the TrS2 in Figure 7 . • For TrS3, we find the best parameters to be F = 7 and T = 60. The results of recall and precision are shown in Table 2 , and the Fscore is 99.2%. From the DS3 point sources 21,713 are classified as quasars, corresponding to a 8.9% of the total. Figure 13 shows the r-band magnitude distribution of the classified objects, and as in the training sets, this sample reaches fainter magnitudes than DS2, but is brighter than the DS1. Again, the quasars yield cannot be compared to the LSST prediction. The total sample of point sources classified was 1,863,970. Of these 16,898 have detection in the NUV band from GALEX, and 242,902 have W1 and W2-band WISE detections within the stipulated magnitude error limits. We find that there are 3,600 objects classified as quasars from all three test sets. This low number is anticipated because so few objects from the total sample are detected in the NUV band (the second training set is the smallest one), and even fewer sources have detections in both WISE and GALEX. For the same reason, these objects are more likely to be quasars, because they are classified as quasars from three different training sets. Some objects were classified as quasars from two of the three data sets. They correspond to 13,691 distinct sources (11, 574 are in DS1 and DS2, 748 in DS1 and DS3, and 1, 369 are in DS2 and DS3) . The remaining category of quasar classifications were those arising from just one of the three data sets: these comprised a total of 74,551, with 68,542 solely from DS1, 839 from DS2, and 5,170 from DS3. Combining these classifications, we arrive at 91,842 new quasar candidates from RCS-2. The majority of these quasars arise via classifications purely from DS1; they lack detections in the other bands, and as such are assigned a low priority. We note also a significant number of objects classified as QSOs in DS3 but not DS1. This may be arise from the more conservative classification in DS1 designed to avoid stars that are more numerous in that dataset. However, the inclusion of WISE bands for quasar classification serves the algorithm well, and allows us to increase our overall recall. For each quasar candidate, we construct a catalog containing the coordinates from RCS-2 survey, magnitudes in all the bands in which they have detected in (g, r, i, z, NUV, W1, and W2), photometric errors for those bands, chip number in RCS-2 and a priority. The priority is a measurement of how reliable the quasar classification is, going from 1 (the most reliable) to 3 (the least reliable). The sources assigned priority 1 are those classified as quasars in all three of the test sets. Priority 2 indicates objects classified as quasars in two test sets. Finally, priority 3 is assigned to objects classified from just one test set. Low priorities do not necessarily mean that sources are less likely to be quasars. Some objects may not have detection in WISE or GALEX due to low resolution of the surveys, or for example the redshift of the objects. Nevertheless, this indicator is useful in the case of high priority quasars. For example, for spectroscopic confirmation of a limited number of the targets, the priority 1 objects are very likely to be quasars since they have been selected from different training sets. In tables 1 and 2 we summarize the process: 
Spectroscopic confirmation
An important step in validating the catalog constructed in section 4 is through spectroscopic confirmation of our candidates. To painstakingly take spectra for all putative QSOs would be too Table 2 : Summary of the Random Forest algorithm applied to RCS-2 point sources for the three data sets. N DS is the number of objects from the data set. Precision Q, Recall Q, Precision S, and Recall Q are the precision for quasars, recall for quasars, precision for stars, and recall for stars, respectively. N Quasars is the number of objects classified as quasars from the data set, and % Quasars is the percentage of those classified quasars from all the objects of the data set.
time-consuming. Instead, we randomly sample sources from the catalog with r 19 that were classified as quasars in at least 2 of the test sets. This bright magnitude limit was chosen such that with a modest telescope, observation of many targets was feasible.
Our observations were carried out at the DuPont telescope (2.5 meters) at Las Campanas Observatory. The Boller & Chivens Spectrograph was used to take long-slit spectra of the targets. The wavelength range, 6230Å, was adopted in order to cover the largest redshift interval. From our priority 1 and 2 subsamples we measured the spectra of 17 targets. Whilst only a small sample and obviously insufficient for detailed statistical analysis, it nevertheless provides an initial proof-of-concept of the Random Forest algorithm applied to quasar classification. Results of the observations are summarized in Table 3 . The reduced spectra of the confirmed quasars are shown in Figure 14 We note that 13 of the 17 candidates are confirmed quasars. Of the remaining objects, one cannot be classified as spectral features could not be identified. Despite our small sample size preventing detailed statistical insight, we nevertheless consider our Table 3 : Spectroscopically confirmed quasar candidates. Object is the RCS-2 name. r mag is the RCS-2 r band magnitude. C1, C2, C3 are the classification in TeS1, TeS2, and TeS3, respectively. Q denotes that it is classified as a quasar in the data set, and '-'. means that it is not detected in the respective survey. Spec is the spectroscopic classification of the object, and Redshift is the spectroscopic redshift.
results satisfactory. It is important to note that in the bright regime we spectroscopically followed, there are more sources in the training sets. Therefore, under the conditions of a complete training set, the algorithm performs very well. We particularly draw attention to the identification of 3 QSOs between 2.2 z 3.5. It is in this regime that stellar and quasar populations overlap in color-color space.
Summary and Discussion
Based on a Random Forest algorithm, we built a catalog containing 91,842 new quasar candidates, with a precision over 90%. A subset of these, 15% of the quasar catalog, have photometric detections in GALEX and/or WISE) and accordingly achieve precisions of at least ∼ 97%. The increase in precision with additional bands is anticipated, as the Random Forest algorithm performance improves when more information is provided. This is only significant, however, when that information assists in the separation of the object classes: the additional bands in this 15% subset assist in separating quasars from stars in color-color space, as seen in Figures 7 and  10 ). The algorithm, trained with a catalog of spectroscopically-confirmed stars and quasars, is applied to RCS-2 point sources. We require that these point sources have fluxes in all four RCS-2 bands, with photometric errors below 0.1 magnitudes. From these point sources, three data sets (DS1-3) are compiled. The first (DS1) contains all point sources from RCS-2 with the aforementioned requirements. The second (DS2), a subset of DS1, contains RCS-2 point sources with NUVband GALEX detections. The third (DS3), also a subset of DS1, contains RCS-2 point sources with detections in the W1 and W2 WISE bands. We construct quasar catalogs for each of these data sets. The first, with 85,085 quasar classifications from a total of 1,863,970 point sources, corresponds to 4.55 % of the sample. DS2 has 6,556 quasar candidates from 16,898 point sources (38.8% of the total sample). DS3 features 21,713 quasar candidates from 242,902 point sources, corresponding to 8.94% of the data set. Merging quasar classifications from these data sets and removing duplicates, we arrive at a final sample of Fig. 14.-Reduced spectra of the confirmed quasars from Table 3. 91,842 quasar candidates. The catalog contains the coordinates from RCS-2 survey, magnitude in all detected bands (NUV, g, r, i, z, W1, W2), photometric errors of those magnitudes, and priority. The priority indicates the reliability of the object classification. Running from 1 to 3, Priority 1 objects have been classified quasars in each of the three data sets, suggesting a secure classification. Priority 2 classifications are those with quasar classification in two of the three data sets, whilst the lowest priority have a classification from just one of the data sets. This latter case does not however suggest the classification is questionable, merely that they (for example) have no WISE or GALEX data. Nevertheless, the Priority is a useful indicator when seeking candidates that have the highest probability of being genuine quasars. We have obtained a reliable new sample of quasars that can be used for a wide range of applications. From this sample, we obtained spectra of 17 candidates with magnitudes r ∼ 19, and priority 1 or 2. From this small sample, 13 are confirmed to be quasars. Even within this small sample, there is good agreement with our expectations. Random Forest works well in the classification of point sources into quasars and stars based on magnitude and color information. The algorithm is useful because it autonomously chooses the attributes that separate the classes in an optimal way. The approach has broad applicability, permitting a similar studies on future surveys such as LSST, requiring only a training set and photometric information. The advantage of the Random Forest over many other approaches is its high level of automatization and suitability in processing large volumes of data. Training sets need be neither new or large -spectroscopically confirmed SDSS sources were entirely suitable for our purposes in this study. Extensions to the work detailed here could simply be application of the existing algorithm and training sets to new, larger photometric catalogs needing classification.
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