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Introduction
If we knew what it was we
were doing, it would not be
called research, would it?
Albert Einstein
The discovery of the Higgs Boson in 2012 [4,5] is arguably the crowning achievement
of the Standard Model of particle physics and the result of decades of developments
in understanding the fundamental constituents and interactions of the Universe.
The Standard Model successfully describes three out of four fundamental forces of
nature and classifies all known elementary particles. However, there are still many
open questions to be answered, not the least of which is whether this observed
boson is part of an extended Higgs sector. There are many reasons to believe that
the Standard Model is not complete in its current state and so there is significant
effort in searching for experimental evidence for proposed extensions. Even null
results are useful as they eliminate possible models and allow for refined and better
targeted searches in the future.
This thesis describes just such a search, in particular looking for resonances
decaying into a muon-antimuon pair with and without associated b-jets. Rather
than searching for a particular extension to the Standard Model, from its conception
this search was designed to be model-independent. If no significant deviation from
Standard Model expectations is observed, the objective is to find model-independent
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limits on the production cross-section that can be used to exclude many different
models. The data analysed herein was collected by the ATLAS experiment in 2015 &
2016 during Run 2 of the Large Hadron Collider (LHC) and comprises an integrated
luminosity of 36.1 fb−1 of proton-proton collisions. The centre-of-mass energy of the
Large Hadron Collider (LHC) of
√
s = 13 TeV is the highest achieved by any particle
collider to date, and allows unprecedented sensitivity to physics at the electroweak
scale.
This thesis shall begin with an overview and explanation of the theoretical
underpinnings of modern particle physics in Chapter 1, with an additional summary
of possible extensions and motivations for the search. This is followed in Chapter 2
by a description of the experimental facilities used, namely the CERN accelerator
complex including the Large Hadron Collider and the ATLAS experiment. The
algorithms used to identify and reconstruct particles in the detector are explained in
Chapter 3 along with how measurements of these particles are calibrated. In Chapter
4 the simulation of signal and background processes - used to guide the analysis -
is described. Chapters 5 & 6 respectively discuss details on the selection criteria
and the statistical techniques used in this analysis. The systematic uncertainties





In theory there is no difference
between theory and practice.
But in practice there is...
Yogi Berra
1.1 The Standard Model
The Standard Model (SM) is a description of the fundamental particles of nature
and how they interact. It is the result of decades of theoretical refinement and
experimental investigation, starting with the early pioneers of Quantum Mechanics
and resulting in the recent discovery of the Higgs boson.
One of the first steps was to develop a new theoretical framework that was
consistent with both Quantum Mechanics and Special Relativity, two of the most
successful theories of the early 20th Century. Quantum Mechanics described how
physics at the scales of molecules, atoms and even smaller is very different from
the classical, macroscopic world of our intuition. Through special relativity, Albert
Einstein derived how the measurements made by observers in different frames of
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reference can differ. The result of work by Dirac among many others, to unify these
theories was the development of Quantum Field Theory (QFT).
This section will start with a brief overview of the particle content of the
Standard Model, including their properties. Then a summary of QFT will be given,
defining concepts and terminology which will be useful for discussing the Standard
Model in more detail. The descriptions of the electromagnetic, weak and strong
forces using QFT will be briefly explained, in particular focusing on how these
interactions can arise from fundamental symmetries of nature. The final part of the
Standard Model that will be discussed is the Higgs mechanism. At the end of this
chapter, the problems and shortcomings of the Standard Model will be described
along with possible extensions. Finally, a motivation for the experimental search
that forms a large part of this thesis shall be given.
1.1.1 Standard Model Particles
The fundamental particles of nature have different quantum numbers that dictate
their behaviour, and they can be separated into several groups as shown in Figure 1.1
and Table 1.1. The Stern-Gerlach experiment [6] demonstrated that particles have
intrinsic angular momentum, known as spin, and that it is quantised in units of }.
Fermions are particles that have half-integer spin whereas bosons have integer spin,
each displaying different properties via the spin-statistics theorem [7]. The ‘matter’
particles of the Standard Model are fermions and the ‘force’ particles are bosons. The
fermions can be further divided by the types of interactions they can be involved in;
quarks interact via the strong interactions whereas leptons do not. The interactions
a particle can undergo are dictated by their quantum numbers which in this context
are called ‘charges’, in analogy with the electric charge in electromagnetism. There
are three generations of fermions, which only differ in their masses. As of yet, there
is no explanation for why there should be three generations, rather than two or
four, for instance. The other major group of particles are the gauge bosons which
are mediators for the strong, weak and electromagnetic interactions. One of the
greatest successes of high-energy physics in the 20th century was to identify the link
between the fundamental forces and symmetries of the Universe. Before discussing
this further, it will be useful to give a brief description of the different types of
fundamental particles in the Standard Model.
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Figure 1.1: The fundamental particles of the Standard Model, arranged into quarks,




































Table 1.1: Properties of the fundamental particles [8].
Particle Symbol Spin EM charge / e Weak Isospin Colour Charge Mass /MeV
electron e 1/2 −1 −1/2 0 0.511
electron neutrino νe 1/2 0 +1/2 0 < 2× 10−6
muon µ 1/2 −1 −1/2 0 105.7
muon neutrino νµ 1/2 0 +1/2 0 < 0.19
tau τ 1/2 −1 −1/2 0 1.777× 103
tau neutrino ντ 1/2 0 +1/2 0 < 18.2
up u 1/2 +2/3 +1/2 r,g,b ≈ 2.3
down d 1/2 −1/3 −1/2 r,g,b ≈ 4.8
charm c 1/2 +2/3 +1/2 r,g,b ≈ 1.275×3
strange s 1/2 −1/3 −1/2 r,g,b ≈ 95
top t 1/2 +2/3 +1/2 r,g,b ≈ 173× 103
bottom b 1/2 −1/3 −1/2 r,g,b ≈ 4.2× 103
gluon g 1 0 0 Colour-anticolour pair 0
photon γ 1 0 0 0 0
Z boson Z0 1 0 0 0 91.188× 103
W boson W± 1 ±1 ±1 0 80.4× 103
Higgs boson H0 0 0 +1/2 0 125.1× 103
Leptons
The electron was the first subatomic particle discovered when J.J. Thomson mea-
sured the mass of cathode rays in 1897 and it later became an invaluable tool in
developing Quantum Mechanics [9]. Its properties, including electric charge and
mass were accurately measured and its interactions with other matter were studied.
One interaction of particular interest to Wolfgang Pauli in 1930 was beta decay -
the radioactive decay of a nucleus leading to the production of an electron. Energy
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and momentum did not appear to be conserved and so Pauli proposed the neu-
trino, an undetected particle which possessed the missing energy. Then in 1936,
Carl Anderson and Seth Neddermeyer discovered a particle that looked much like
an electron but with a significantly larger mass [10]. These particles were eventually
grouped into the leptons - particles that do not interact via the strong nuclear force
- and since then the tau lepton and two more generations of neutrino have been
discovered [11–13].
The Standard Model describes three generations of leptons, each comprising
a pair of a charged lepton and a neutrino which can interact with each other via
the weak interaction. This coupling is dependent on the chirality of the particle
(see Section 1.1.3). Right-handed fermions and left-handed antifermions are weak-
isospin singlets and do not undergo weak interactions whereas left-handed fermions
and right-handed antifermions form weak-isospin doublets and do therefore interact.
The couplings of the leptons to the gauge bosons has long believed to be
independent of their generation - a concept known as lepton universality. However,
some recent tests of lepton universality in the decays of B mesons at Belle, BaBar
and LHCb have shown deviations from the Standard Model, whilst others do not
show any discrepancy [14–21]. There is still some controversy about these results
and how they should be collectively interpreted . Another recent revelation is that
neutrinos are not massless. Instead, the small mass difference between neutrino
flavours leads to neutrino oscillations, the first observations of which were awarded
the 2015 Nobel Prize in Physics [22].
Quarks
Quarks are the only fermions with SU(3) ‘colour’ charge and therefore interact via
the strong force. The concept of ‘colour-confinement’ requires that this colour charge
is not directly observable at temperatures below the Hagedorn temperature [23] (ap-
proximately 3 Trillion Kelvin). Instead, quarks form colour-singlet, bound states
called hadrons. These bound states are usually constructed from quark-antiquark
pairs, known as mesons, or three quarks which are called baryons. More exotic
bound states have been proposed and recent results claim the discovery of so-called
tetraquarks and pentaquarks [24–27]. The quark model was first proposed inde-
pendently by Murray Gell-Mann and George Zweig in 1964 [28–30] and subsequent
experimental results showed the proton had substructure [31]. Initially only the
three lightest quarks, u, d, s were included but developments in theory and experi-
ments led to the discovery of the three heavier quarks, c, b, t [32–36] with the heaviest
‘top’ quark discovered in 1995 [37,38].
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Just as for the leptons, left-handed quarks can be grouped into isospin doublets
whereas right-handed quarks are isospin singlets. The ‘up-type’ quarks have elec-
tromagnetic charge +2/3e and ‘down-type’ quarks have charge −1/3e so that every
bound state has in total an integer multiple of the elementary charge, e.
Gauge bosons
Bosons are particles with integer spin and each of the fundamental forces in the
Standard Model is associated with at least one gauge boson. They are the funda-
mental quanta of the gauge fields which come about due to symmetries in nature.
This link between symmetries and the gauge bosons is an important topic covered
in the following sections. The first of these bosons is the photon, the quanta of light.
Whilst Descartes and Newton proposed that light was composed of ‘corpuscles’ in
the 17th century, it was not until the 20th century - when Planck and Einstein used
the quantisation of light to explain blackbody radiation and the photoelectric effect
- that there was strong experimental evidence for this phenomenon. The interaction
between electrons and photons was the focus of many developments in the early 20th
century culminating in the first successful QFT, Quantum Electrodynamics (QED).
After this success, theorists sought to describe the weak and strong nuclear
interactions in the same way. This led to the prediction of the gluon which mediates
the strong force and the W± and Z0 bosons which are involved in weak interactions.
The gluon was discovered in 1978 in events with 3-jet topologies [39] (see Figure
1.2) with the W and Z bosons discovered shortly after in 1983 [40,41].
Higgs boson
The final particle in the Standard Model is the Higgs boson, which was only recently
discovered in 2012 by the ATLAS and CMS collaborations [4, 5]. The Higgs boson,
the quanta of the Higgs field, is not a gauge boson. Unlike the gauge fields, which are
spin-1, measurements so far indicate this new boson is spin-0, as predicted [44, 45].
The Higgs field is necessary to describe how the W± and Z0 bosons acquire mass in
a process called the Higgs mechanism, or Electroweak Symmetry Breaking (EWSB)
which is described in greater detail in Section 1.1.4.
1.1.2 Quantum Field Theory formalism
Before discussing the specifics of the Standard Model, it will be useful to briefly
discuss Quantum Field Theory in general. QFTs extend classical field theories by




Figure 1.2: Experimental evidence for the gluon and Z boson. The 3-jet topology of
an event in the JADE detector (a) is indicative of the presence of a gluon-jet [42].
The white tracks on the event display of the UA1 detector (b) are an electron-
positron pair produced in the decay of a Z0 boson [43].






L(x, φ, ∂µφ)d4x, (1.1)
where L and L are the Lagrangian and Lagrangian density respectively. Minimising
the action is equivalent to requiring that δS = 0. If one differentiates the integrand







In QFTs, the path integral formulation can be used to calculate the scattering
amplitude for a given process. To calculate the probability amplitude for a state
|φI〉 at time t = 0 to evolve to a final state |φF 〉 at time t = T one divides the total
time T into N smaller intervals.
〈φF | e−iHT |φI〉 =
∫
dφ1 · · ·
∫
dφN−1 〈φF | e−iHT/N |φN−1〉 · · · 〈φ1| e−iHT/N |φI〉 ,
(1.3)
where H is the Hamiltonian. In the limit N → ∞ one obtains the Feynman path
integral:







which represents an integral over all possible ‘paths’, Dφ(t), that the field φ can
take. In practice, one often uses perturbation theory to perform this calculation; by
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expanding the Lagrangian in terms of the interaction couplings, which are assumed
to be small, and calculating only the first few terms. The terminology used is that
a calculation is performed to Leading Order (LO), Next-to-Leading Order (NLO)
etc.
Cross-section calculations
In order to be a useful theory it must be possible to calculate measurable quantities,
and in particular, the likelihood of finding a particular final state after a collision.
One can do this using the cross-section, a quantity that is intrinsic to colliding
particles.







φ(~k) |~k〉 . (1.5)
The matrix in the scattering amplitude definition given in eqn. (1.4) can be sep-
arated into the uninteresting case where the particles do not interact - where it is
just the identity matrix and the part where interactions do occur:
〈φF | e−iHT |φI〉 ≡ 〈φF |1 + iT |φI〉 . (1.6)
By applying 4-momentum conservation, one can define the invariant matrix element,
M:
〈φF | iT |φI〉 = (2π)4δ(4)(kA + kB − Σpf )× iM(kA, kB → pf ), (1.7)
where kA, kB are the initial state particle momenta and pf are the final state mo-










×M(kA, kB → pf )(2π)4δ(4)(kA + kB − Σpf )
≡ 1
2EA2EB|vA − vB|
M(kA, kB → pf ) dΠn, (1.8)
where the cross-section dependencies on the energies and velocities of the initial par-
ticles (EA, EB, vA, vB); the possible final state momenta and the interaction Hamil-
tonian have been separated. The first term is called the flux term and describes the
energies and frequency of collisions between particles. The second term, the matrix
element M, describes the probability of an interaction taking place, and the final
term, dΠn is the phase space which describes all of the possible final-state momenta
that the particles could take.
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Representation of Lorentz group
The Lagrangian must be relativistically invariant, that is it must be unchanged by
the Lorentz transformation xµ → Λµνxν . Since successive Lorentz boosts can be
expressed as a single Lorentz transformation, Λ′Λ = Λ′′, they form a group. It is
natural, therefore, to find a matrix representation for this group that can be used
when writing terms in the Lagrangian. A basis of sixteen 4 × 4 matrices can be
constructed as seen in Table 1.2, organised by their transformation properties under
the Lorentz group.
Table 1.2: Summary of matrix representation of Lorentz group
Matrices Transforms as Number
14 Scalar 1
γµ Vector 4
σµν = i2 [γ
µ, γν ] Tensor 6
γµγ5 Pseudo-vector 4
γ5 Pseudo-scalar 1












, γ5 = iγ0γ1γ2γ3. (1.9)
Feynman Diagrams
A helpful way of representing particle interactions is to use a Feynman diagram.
Each diagram represents a term in the expansion of the perturbative S-matrix; the
lines correspond to particles in momentum space - straight lines for fermions and
curly for gauge bosons. A set of Feynman rules - which are dependent on the
particular QFT theory one considers - can be used to write down the terms needed
to calculate the contribution to the matrix element. For instance, the leading order














1.1.3 Symmetries and fundamental forces
A symmetry of the Lagrangian is a transformation which leaves the Lagrangian
unchanged. Noether’s theorems state that every differentiable symmetry of the
Lagrangian leads to a conserved quantity [46]. Simple examples are translational
and rotational invariance which give rise to the conservation of linear and angular
momentum. In the early days of Quantum Field Theory, a number of symmetries
were assumed; charge (C), parity (P ) and time (T ). In fact, it was shown in 1957 by
C.S. Wu that parity is maximally violated in the decays of cobalt-60 [47]. However, it
was still possible that CP - the combined action of the charge and parity operators
- would remain as a symmetry. More recently it has been shown that even CP
symmetry is broken in the quark sector [48] with hints that it may be violated in
neutrinos also [49]. At present it is believed that CPT symmetry must hold as
creating a Lorentz-invariant QFT is impossible without maintaining it.
The symmetries that have been discussed so far are all global symmetries.
Local symmetries - where transformations are dependent on space-time position -
give rise to gauge fields which describe the interactions in the Standard Model.
Quantum Electrodynamics
QED was the first QFT theory used to describe interactions in nature; in partic-
ular, the electromagnetic interaction. It is perhaps the simplest example of how a
local symmetry of the Lagrangian leads to a gauge field. Starting with the Dirac
Lagrangian for a fermion, represented by the spinor ψ, in free space [50]:
L = ψ†γ0(iγµ∂µ −m)ψ (1.11)
≡ ψ(i/∂ −m)ψ, (1.12)
one can see that the global transformation ψ → e−iqαψ leaves the Lagrangian un-
changed, however when requiring a similar local symmetry, dependent on space-time
coordinates such as
ψ →e−iqα(x)ψ, (1.13)
one introduces a new term to the Lagrangian:
L →L+ qψγµψ∂µα. (1.14)
By defining a new field, Aµ(x) which simultaneously transforms as Aµ(x)→ Aµ(x)+
∂µα, one can construct an invariant Lagrangian:
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L = iψ/∂ψ −mψψ − qψγµψAµ (1.15)
≡ ψ(i /D −m)ψ, (1.16)
where the gauge covariant derivative Dµ ≡ ∂µ + iqAµ has been used. In the context
of electromagnetism, the field Aµ represents the photon and the additional term
in the Lagrangian represents the interaction of the photon with the fermion. This
interaction has a strength governed by the coupling, q. Since ψγµψ is a Lorentz
vector (see Table 1.2) one can infer that the introduced photon field is also a vector
so that the contraction is a Lorentz scalar. This field is analogous to the four-
potential used in classical electromagnetism, and following this analogy one can add
the electromagnetic tensor Fµν ≡ ∂µAν − ∂νAµ which governs the propagation of
the photon. This results in the complete Lagrangian for QED





In summary, maintaining the local gauge symmetry of the Lagrangian requires the
introduction of a new gauge field. The extra terms added to the Lagrangian dictate
the interactions and properties of the new field.
Running of couplings and renormalisation
Before going further and studying more complicated QFTs it will be helpful to
discuss some important features that can be most easily demonstrated within QED.
As previously stated, the matrix element can be calculated perturbatively, adding
up terms with successively larger powers of the coupling constants. Higher-order
terms contain internal particle loops, where all possible momenta of the loop must be
integrated over. Consider the term represented by the Feynman diagram in Figure


















/k + /q −m
]
(1.18)
≡ iΠµν2 (q) ≡ i(q
2gµν − qµqν)Π2(q2), (1.19)
where in the last term, the functional dependence on q2 has been separated from
the tensor structure1. It can be shown [51, p. 246] that these higher-order terms






where Π(q2) is the sum of contributions to infinitely high orders, of which Π2(q
2) is
the second-order contribution. For now, it is not important to know what functional
form Π(q2) takes, as long as it is regular at q2 = 0. For scattering processes, in
a procedure known as charge renormalisation, one can reinterpret the effect of the









The concept that the coupling strength changes or runs depending on the energy
scale of a scattering process has been experimentally verified [52]; Figure 1.4 shows
the effective coupling strength increases at higher momentum scales. A useful intu-
itive picture is that at low-q2, virtual e+e− pairs act to screen the bare charge but
at high-q2 one can probe closer to the bare charge.
When one calculates the integral Π2(q
2), which is non-trivial, one finds that it
has an ultraviolet divergence. This implies that the bare charge of QED is infinite.
Whilst philosophically unsettling, the only physically measurable quantity is the
effective electric charge and its dependence on q2 and not the bare charge. Therefore,













In this case the divergences of the terms, Π(q2) and Π(0) cancel so that the result
is finite. In this example, the effective electric charge was shown to have scale-
dependent behaviour. In fact, all measurable quantities in a QFT are dependent
1This tensor structure can be determined from a Ward-Takahashi identity, qµΠ
µν = 0 which is
a consequence of the conservation of electric current [51, p. 238–245].
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Figure 1.4: Measurement of running of electromagnetic coupling as a function of q2
at LEP [52]
on the energy scale at which one is measuring them and the exact nature of this
dependence can be derived using a renormalisation group. Only in certain theories
is it possible to cancel out ultraviolet divergences in the way described above. These
theories are called renormalisable, an important condition that the theory can pro-
vide predictive power. A common belief among high-energy physicists is that the
QFTs of the Standard Model represent only ‘effective field theories’ which are valid
up to some large energy scale Λ, wherein a new theory of nature is needed. In this
case, a renormalisable theory must be independent of this cut-off scale.
Yang-Mills Theory
In QED the gauge transformation is a member of the U(1) group which is abelian,
and the transformations are commutative. The study of noncommuting local symme-
tries is called non-abelian gauge theory of which Yang-Mills theory [53] is an example
that focusses on the SU(N) groups. Yang-Mills theory is important in studying the
strong interaction and electroweak unification which are discussed later.
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Perhaps the simplest case is for the SU(2) group, where instead of a single fermion







L = ψ(i/∂ −M)ψ, (1.24)





ψ, where σi are the Pauli sigma matrices, leaves the Lagrangian
unchanged. By requiring that αi be space-time dependent - in other words enforcing
a local gauge symmetry - one has to modify the Lagrangian in a similar way to the
case of QED, by introducing a new covariant derivative:




Here three new fields, Aiµ, have been introduced which - in the limit that α
i is small
- must transform according to the following:
Aiµ → Aiµ + ∂µαi + gεijkαjAkµ, (1.26)
where εijk is the Levi-Cevita symbol which appears due to the anticommutation of
the Pauli sigma matrices. A propagation term can also be constructed with a field
strength tensor analogous to the QED case:
F iµν = ∂µA
i
ν − ∂νAiµ − gεijkAjµAkν . (1.27)
The final term is again a consequence of the noncommutative nature of SU(2)
transformations. Using the definitions of covariant derivative and field strength
tensor, the Yang-Mills Lagrangian can be simply written in a very similar manner
to QED:
LY ang−Mills = ψ(i /D −M)ψ −
1
4
F iµνF iµν . (1.28)
Quantum Chromodynamics
Whilst the example Yang-Mills Lagrangian above does not describe any interactions
in the Standard Model, Quantum Chromodynamics (QCD) - the description of the
strong nuclear interaction - is a Yang-Mills theory for the SU(3) group where the
generated gauge fields are called gluons. In QCD, the conserved quantity is known
13













The labels r, g, b denote an arbitrary colour basis, usually taken as red, green and
blue. The λa are the Gell-Man matrices which span the Lie algebra of the SU(3)











where fabc are known as the structure constants of the group. Imposing local gauge
invariance requires the addition of eight new fields, Aaµ which are the gluons. Fol-
lowing a similar prescription to the Yang-Mills theory described previously, one can
write the covariant derivative, field strength tensor and final QCD Lagrangian as






ν − ∂νAaµ − gfabcAbµAcν , (1.33)




The non-abelian nature of the SU(3) group in QCD results in more complicated
terms in the Lagrangian compared to QED. Gluons are self-coupling whereas pho-
tons do not directly couple to each other.
Electroweak unification
In the first half of the 20th Century, the weak interaction and electromagnetism
appeared to be very different phenomena. The weak interaction was first seen in
radioactive β decay where a neutron spontaneously decays into a proton, electron
and a neutrino (p→ ne−νe) - although it took some time to recognise the presence
of the neutrino from the missing energy and momentum.
In a series of developments by Glashow, Salam and Weinberg, the two in-
teractions were unified under a single gauge group - SU(2)L × U(1)Y - where the
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subscript L indicates it applies only to left-handed particles and Y is the weak
hypercharge [55–57]. The corresponding vector gauge bosons are three W bosons
(W 1,W 2,W 3) of weak isospin and the B boson of weak hypercharge. Field strength
tensors can be constructed analogously to eqn. (1.27) :
W iµν = ∂µW
i
ν − ∂νW iµ − gεijkW jµW kν , (1.35)
Bµν = ∂µBν − ∂νBµ. (1.36)
The covariant derivative is given by:
Dµ = ∂µ + i
g
2




The Lagrangian for the fermion sector can now be written:
Lfermion = iψQ /DψQ + iψuR /DψuR + iψdR /DψdR + iψL /DψL + iψlR /DψlR . (1.38)
Each term corresponds to a row in Table 1.3. First the left-handed quark doublets Q,
then the right-handed singlets uR and dR; the left-handed lepton doublet L and the
right-handed lepton singlet lR. A right-handed neutrino has not been included as it
possesses no electromagnetic, weak or colour charge and participates in no Standard
Model interaction. There are current searches for these sterile neutrinos [58] but as
they are not particularly relevant to this work, they shall not be discussed further.
















uR cR tR 0 4/3
















eR µR τR 0 −2
Table 1.3: Left-handed fermions can be organised into weak-isospin doublets whereas
right-handed fermions are singlets.
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After EWSB, discussed in Section 1.1.4, the W a and B fields mix, resulting in the
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(W 1µ ∓ iW 2µ). (1.40)
One can now relate the masses of the W± and Z0 bosons and also the electric charge








= g′ cos θW . (1.42)
1.1.4 The Higgs Mechanism
The GSW model unified the electromagnetic and weak interactions into a single
SU(2)L×U(1)Y gauge group and derived relations between the gauge fields and the
physically observed gauge bosons. There is a hidden problem, however. The physical
W and Z bosons are found to have masses of 82 GeV and 91 GeV respectively [59,60]
and one encounters a problem when näıvely attempting to include a mass term in
the Lagrangian of the form:
Lnäıve = m2ZµZµ. (1.43)
Gauge invariance dictates that the equations of motion derived from the Lagrangian
are unchanged under transformations of the type:
Zµ → Zµ + ∂µφ, (1.44)
where φ is an arbitrary scalar function. However, when this transformation is applied
to the näıve mass term this gauge invariance is not maintained:
Lnäıve → m2ZµZµ + 2m2Zµ∂µφ. (1.45)




mψ(1− γ5)(1− γ5)ψ + 1
4
mψ(1 + γ5)(1 + γ5)ψ (1.46)
= mψRψL +mψLψR. (1.47)
Right and left-handed fermions have different transformation properties under the
SU(2)L×U(1)Y gauge group and such a mass term would break the gauge symmetry.
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The solution comes in the form of the Higgs mechanism which posits an SU(2)














which, using the definition of the covariant derivative from eqn. (1.37), contributes
the following terms to the Lagrangian:
LHiggs = (Dµφ)†(Dµφ)− µ2|φ|2 + λ|φ|4. (1.49)
This is the most general Lagrangian contribution that can be constructed. Lorentz
invariance requires even powers of the scalar field, and any contributions that are
of order 6 or larger in φ are non-renormalisable.
For cases where µ2 > 0, there is a non-zero Vacuum expectation value (vev),




















Figure 1.5: The characteristic ‘Mexican-hat’ shape of the Higgs potential if µ2 > 0
in eqn. (1.49). The Vacuum expectation value (vev) occurs at the minima of this
potential and is non-zero.
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The gauge boson masses come from the square of the covariant derivative of the
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The first term is equivalent to the mass term m2WW





After some trivial but lengthy algebra, the mixing transformation in (1.39) diago-










































To be clear, this is not just mathematical trickery. The extra terms in the Lagrangian
can be interpreted only as mass terms if the matrix is diagonal and by diagonalising
the matrix, one recovers the physical photon and Z0 boson field. The masses can
be read off from the diagonal elements of the matrix, which gives a massless photon





g2 + g′2. (1.55)
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1.1.5 Masses of the fermions
The previous section details how the Higgs mechanism can generate masses for the
gauge bosons, but the masses of the fermions can now be re-interpreted as their
couplings to the Higgs field. For instance, terms coupling the quarks to the Higgs
field can be written as:












where the arbitrary constants Yu,d are the coupling strength to the Higgs field and
cannot be predicted in the Standard Model. Terms involving the vev are identical to
mass terms in the Lagrangian with a mass given by mf =
Yfv
2 . One small subtlety is
that the mass matrices for up-type and down-type quarks cannot be simultaneously
diagonalised. This in turn means that mass eigenstates - those that propagate freely
- are not the same as weak-eigenstates - those involved in weak interactions.
The transformation between these eigenstates is encoded in the Cabibbo-































1.2 Problems with the Standard Model
1.2.1 Gravity
Perhaps the most glaring omission in the Standard Model is that it does not include
gravity. The most successful current description of gravity is given by Einstein’s
theory of general relativity [63]. An important prediction of the theory is the ex-
istence of gravitational waves which were directly detected in September 2015 by
the LIGO and Virgo collaborations [64]. General relativity interprets gravity as the
curvature of spacetime which is dictated by the energy and momentum of matter
and radiation according to Einstein’s field equations:
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The left-side describes the curvature of spacetime via the Ricci scalar and tensor (R
and Rµν) and the right hand side contains the mass-energy-momentum tensor Tµν .
The constant of proportionality contains the gravitational constant and the speed
of light in vacuum and its small magnitude, O(10−43 s2m−1kg−1), explains why the
curvature even around massive objects like the Earth can still be quite small.




1 0 0 0
0 −1 0 0
0 0 −1 0










0 0 r2 0
0 0 0 r2 sin2 θ
 where µ = 2GMc2 .
(1.62)
The Standard Model uses the Minkowski metric for Euclidean (flat) spacetime and
whilst in most cases this is a reasonable approximation, it is clear that it is not valid
in regions of large curvature, such as in the centre of black holes.
Since electromagnetism can be described using a classical field theory and
then a corresponding Quantum Field Theory was found, one might hope that the
classical field theory of gravity could be developed in the same way. Attempts have
been made to quantise the tensor field in eqn. (1.60), which gives rise to a spin-
2 mediator, the graviton [65]. Unfortunately such theories are non-renormalisable
(see Section 1.1.3) and therefore not useful descriptions of physical phenomena. It
is widely believed that a new theoretical framework, such as string theory [66] or
quantum-loop gravity [67] is needed to describe gravity in a consistent way with the
other fundamental interactions in the Universe.
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1.2.2 Naturalness
An accurate calculation of the physical mass of the Higgs boson requires the inclusion








Figure 1.6: Example Feynman diagrams for contributions to the radiative correc-
tions to the Higgs mass in the Standard Model from a fermion loop (a), a boson
loop, (b) and from the Higgs self interaction (c).





−6y2f + g2 + 6λ
]
Λ2, (1.63)
where Λ is the upper-limit of the integration over particle momenta known as the UV
cut-off. As Λ becomes larger this correction diverges. This problem can be dealt with
using renormalisation, where the physical mass of the Higgs boson is not the bare
mass which appears in the Lagrangian. However, if one believes that the Standard
Model is valid up to the energy scale of the Planck mass (Mp ≈ 2 × 1018 GeV),
this requires the cancellation of very large terms which result in a mass of only
O(100 GeV). This is sometimes also known as the fine-tuning problem [51, p. 788].
1.2.3 Dark Matter
For many years it has been understood that the visible baryonic matter in the
universe comprises only a small fraction of the total mass-energy in the Universe.
The current best explanation for this discrepancy is that there exists a new form of
matter which interacts gravitationally but does not interact with light - hence the
name ‘Dark Matter’.
In 1937 Fritz Zwicky studied the Coma galaxy cluster, using the Virial the-
orem to estimate the total mass of the cluster from the velocities of the constituent
galaxies [68]. This was compared with the total luminosity of the cluster to find the
average mass-to-light ratio 800 times larger than the mass-to-light ratio of the Sun.
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This seems inconsistent with a galaxy mostly composed of stars similar to the Sun
suggesting much of the galaxy’s mass is not luminous.
In 1980, a similar study was performed for individual galaxies, looking at the
‘rotation-curves’ (see Figure 1.7a) which give the distribution of stellar velocities as
a function of their distance from the galactic centre. If the mass of the galaxy is
concentrated at the centre, as the distribution of light seems to suggest, then one
would expect the average stellar velocity to decrease further from the centre. The
observed distributions are actually flat, which implies that a large amount of the
mass in the galaxy is at a larger radial distance [69].
Another source of evidence for the existence of Dark Matter comes from the
fluctuations in the Cosmic Microwave Background Radiation (CMBR), which has
been measured with incredible precision by the WMAP and Planck space telescopes.
The fluctuations can be decomposed into their harmonic components, a series of
Legendre polynomials as shown in Figure 1.7b. This distribution is highly sensitive
to the matter content of the Universe and a fit to this data can provide an estimate of
the missing mass content. The most recent Planck result calculates that dark matter
comprises 84% of the total matter content of the Universe [70]. The distribution of
Dark Matter can be inferred from gravitational lensing, where the path of light is
curved by the dark matter between the source and the observer.
There are no Standard Model candidates for Dark Matter because:
• Dark matter cannot couple to the electromagnetic interaction because other-
wise it would be visible. This eliminates all particles with charge.
• As Dark matter remains in the Universe, it must be stable - at least over
cosmological timescales.
• The distribution of Dark Matter suggests it is ‘cold’ - it is at low-enough
velocities that it coalesces. This eliminates the neutrinos which have always
been observed to be highly-relativistic.
1.2.4 Matter-antimatter Asymmetry
In our everyday experience, we see only matter and no antimatter, whilst most phys-
ical processes in the Standard Model seem to have no preference between the two. If
large amounts of antimatter were present, one would expect to observe the ongoing
annihilation at the boundary with ordinary matter. Since these annihilations have





































Figure 1.7: (a) Rotational velocities for stars associated to seven galaxies, the
plateau at larger distances implies the existence of dark matter in a halo around
each galaxy [71]. (b) Evidence for dark matter in the power spectrum of the Cosmic
Microwave Background measured by the Planck Collaboration [70].
In 1967 Andrei Sakharov discussed the conditions necessary for baryon Asymmetry
that have come to be known as the Sakharov conditions [72]:
i Baryon Number violation
ii C and CP violation
iii Interactions occur out of thermal equilibrium.
The requirement for C and CP violation is necessary as for any process that produces
a baryon (e.g X → Y +B) there are conjugate processes (X → Y +B) that produce
an anti-baryon. These processes must occur at different rates for baryogenesis to
take place. Similarly, the third requirement is necessary to prevent the reverse
process Y + B → X from cancelling out the baryogenesis. In cosmological terms,
this requires that the rate of a reaction that generates baryon-asymmetry must be
less than the rate of expansion of the Universe.
1.3 Beyond the Standard Model (BSM)
1.3.1 Supersymmetry
Supersymmetry (SUSY) is a proposed symmetry of nature where every Standard
Model fermion has a supersymmetric partner boson, and likewise each SM boson has
a SUSY fermion. This symmetry has many interesting consequences, some of which
could provide solutions to some of the problems with the Standard Model discussed
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in Section 1.2. Firstly, bosonic fields give positive contributions to the vacuum
energy, which arises due to fluctuations in the quantum fields in the vacumm, whilst
fermionic fields give negative contributions. Therefore when one includes the effect of
supersymmetric particles in renormalisation theory, one finds that many divergences
cancel exactly - to all orders of perturbation theory. In such a scenario, the Higgs
mass would not need huge corrections and the naturalness problem (Section 1.2.2)
can be mitigated [73].
In supersymmetric theories, Baryon and Lepton numbers are not conserved
and this would allow proton decay to occur at a rate higher than the experimental
limits. Therefore a new discrete symmetry is proposed called R-parity which is
defined as [74]
PR = (−1)3B+L+2s, (1.64)
where B and L are the Baryon and Lepton numbers respectively, and s is spin.
Standard Model particles have R-parity (+1) and supersymmetric particles have
R-parity (−1). If this quantity were conserved, it would prevent proton decay but it
would also imply that supersymmetric particles would all eventually decay into the
Lightest Stable Particle (LSP), which cannot decay into Standard Model particles.
This LSP would exist as a cosmic relic, and if were of the right mass, it could be a
very promising candidate for Dark Matter [75].
Since there is no experimental evidence for a charged boson with the same
mass as the electron, Supersymmetry cannot be an exact symmetry of the Uni-
verse, however it could be a spontaneously broken symmetry, just as in the case of
EWSB. In this case, the masses of the supersymmetric particles could be larger by
O(100 GeV) whilst still retaining all of the useful properties discussed previously.
SUSY introduces as many as 128 free parameters such as the masses and
couplings of the new particles. It is very difficult to explore such a large parameter
space experimentally. A number of models, such as the MSSM are a subset of SUSY
which make some simplifying assumptions about the large parameter space. This
provides a benchmark that experimentalists can use in their searches [76].
The MSSM predicts a partner to the Standard Model’s Higgs doublet and is
therefore an example of a 2HDM. As discussed in Section 1.1.5, the up and down-
type fermion mass matrices cannot be simultaneously diagonalised. In the MSSM
this implies that the two Higgs doublets provide mass to the up and down-type



























where vu + vd = vW = (246 GeV)
2 is the SM Higgs vev and the ratio of the two
vevs is tan(β) = vuvd . After EWSB, where the gauge bosons acquire mass, there are
5 remaining bosons: 2 CP-even neutral bosons h0, H0; 1 CP-odd neutral boson A0







































The mixing angle α is the angle required to diagonalise the mass matrix for h0
and H0. There are only two free parameters in the Higgs sector of the MSSM,
conventionally taken to be tanβ and MA. Searches for the MSSM Higgs bosons
must therefore search the tanβ vs. MA plane. The couplings of the heavy Higgs
bosons to down-type fermions is greatly enhanced for large tanβ values. In this
case the cross-section of the b-associated production mechanism, shown in Figure
1.8a can become as large as the gluon-fusion production mechanism (Figure 1.8b).
The associated b-quarks can be identified in a process called b-Tagging, described











Figure 1.8: Feynman diagrams for a b-quark associated production mode and b
gluon-gluon fusion production mode. The scalar Φ represents any of the neutral
scalars in the MSSM h0, H0, A0.
Previous searches for these heavy Higgs bosons have been performed, in the dimuon
channel in LHC Run 1 [77] and in the ditau channel in Run 2 [78]. The CMS dimuon
analysis placed upper limits on the tanβ as a function of mA up to a maximum
mass of 300 GeV. The ATLAS ditau search placed limits on the cross-section times
branching ratio for the b-associated production of a heavy Higgs decaying to a pair
of tau particles up to a mass of 2.25 TeV. These results are shown in Figure 1.9.
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Figure 1.9: (a) Limits on tanβ as a function of mA from a CMS Run 1 search in
the dimuon decay channel [77]. (b) Cross-section times branching ratio limits for
b-associated production of a heavy Higgs with ATLAS 13 TeV data in the ditau
decay channel [78]. Areas above the solid, observed, limits corresponding to large
tanβ and large cross-sections, have been excluded.
There are also important constraints on the MSSM from flavour physics experiments.
If there were extra Higgs doublets that coupled to muons, one would expect this to
affect the rate of the rare decay, Bs → µ+µ−. However in a recent measurement
by the LHCb experiment, no significant deviations from the Standard Model were
measured [79]. Similarly, one can search for the charged Higgs bosons arising from
the MSSM. There are strong constraints from analyses of the rate of B → D(∗)τ−ντ
decays which completely exclude a class of 2HDMs, known as ‘Type II’, where up-
and down- type quarks couple to different doublets [16, 18, 21]. Figure 1.10a shows
the results of measurements by the BaBar collaboration of two ratios, R(D) and
R(D∗), defined as BR(B→D
(∗)τντ )
BR(B→D(∗)lνl)
where l is either a muon or electron. One can see
that a consistent value of tanβ/mH+ cannot be found for both measurements, and
the analysis found that this type of model can be excluded to the 99.8% confidence
level [18]. Furthermore, the branching ratio of B → τν is also sensitive to the
presence of charged Higgs bosons. In a global fit of electroweak parameters [80],
using an average of BR(B → τν) measurements from the Heavy Flavour Averaging
Group [81], strong constraints in the tanβ-mH+ plane are found, as shown in Figure
1.10b.
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Figure 1.10: (a) Comparison of the results of the B → D(∗)τ−ντ analysis from the
BaBar collaboration (blue) with predictions including a charged Higgs boson of a
type II 2HDM model (red) shown as a function of tanβ/mH+ . The Standard Model
corresponds to tanβ/mH+ = 0. The ratios R(D(∗)) are defined as
BR(B→D(∗)τντ )
BR(B→D(∗)lνl)
where l is either a muon or electron [18]. (b) Exclusion limits in the tanβ-mH+
plane for a type II 2HDM model using constraints from flavour observables [80].
1.3.2 Flavourful Higgs
As of yet, the only observed decays of the 125 GeV Higgs boson to fermions are in the
H → τ+τ− and H → bb channels, both of which are 3rd generation fermions. Some
extensions to the Standard Model allow extra Higgs doublets to couple differently
between the generations. One example of a Flavourful Higgs model posits two Higgs













(v′ + φ′ + ia′)
)
, (1.68)
where v + v′ = vW = (246 GeV)
2 is the SM Higgs vev and the ratio of the two vevs
is tan(β) = vv′ . The mass matrices of the charged SM fermions receive contributions







∣∣x′R〉 , for x ∈ {u, c, t, d, s, b, e, µ, τ}. (1.69)
These mass matrices are the equivalent of the SM matrices in eqn. (1.56), although
there are now two vevs, v and v′ and two sets of coupling constants, written in
the form of so-called Yukawa textures, λ and λ′. These Yukawa textures could be
flavour-dependent however, and the authors of this model consider a lepton Yukawa
texture for which the doublet, Φ only couples to the third generation [82]:
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Figure 1.11: (a) Production cross-sections for neutral scalar H as function of the
mass mH for different production mechanisms. (b) Exclusion limits for the heavy
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 . (1.70)
In this Flavourful Higgs model, just as for the MSSM, the dominant production
mechanisms are dependent on tanβ, and in certain cases, the c-associated and b-
associated mechanisms have comparable cross-sections to the gluon-fusion mecha-
nism as one can see in Figure 1.11a. The authors of this model have used previous
searches to exclude regions of the parameter space and found that the most strin-
gent limits came from the dimuon decay channel. However, Figure 1.11b shows that
they were only able to exclude their model for Higgs masses mH / 360 GeV. The
dimuon channel remains the most sensitive up to masses of 1 TeV.
1.3.3 Z-prime
The Standard Model already includes a U(1) gauge symmetry which results in the
photon. It is therefore reasonable to posit that additional U(1) symmetries may
exist which, after symmetry breaking, would result in an additional massive gauge
boson. These are often called Z′ in analogy with the Standard Model gauge bosons.
Recent searches for such a particle, decaying into two muons or two electrons
have been performed at the LHC by the ATLAS and CMS experiments [83,84]. No
evidence for a new particle has yet been discovered, and the ATLAS search excluded,
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Figure 1.12: Recent results of an ATLAS search for a Z′ boson decaying into electron-
positron or muon-antimuon pairs. The three models they consider are excluded for
a Z′ mass of below 3.8 TeV [83].
to 95% confidence level (see Section 6), models which include a Z′ with a mass below
3.8 TeV as shown in Figure 1.12.
1.3.4 Grand Unification
The unification of the electromagnetic and weak forces was described in Section
1.1.3. It is only natural to consider if the strong force can also be unified in this way
resulting in a Grand Unified Theory (GUT). Figure 1.13 shows the evolution of the
gauge couplings to high energies and at a scale of O(1015 GeV) they take similar
values. In fact, if one includes the effects of Supersymmetry this crossing becomes
more exact. This suggests that there may be some larger gauge symmetry with a
single unified coupling constant, but at energies below the GUT scale (ΛGUT ), the
symmetry is broken resulting in the SU(3)×SU(2)×U(1) structure of the Standard
Model. An early example was the SU(5) Georgi-Glashow model [85] which has since
been well excluded by experimental limits on the proton lifetime [86].
1.3.5 Extra dimensions
In our everyday experience, we observe the 3 dimensions of space and 1 dimension
of time that Einstein described in his theory of special relativity as a single entity
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Figure 1.13: Evolution of SU(3) × SU(2) × U(1) gauge couplings to high energy
scales using the Standard Model renormalisation group equations (a) and including
Supersymmetry (b) [87] where α1, α2 and α3 correspond to the U(1), SU(2) and
SU(3) gauge couplings respectively.
to very small distance scales. This could explain the relative weakness of gravity;
if gravity acted throughout each of the dimensions and the other fundamental in-
teractions only operated in (3 + 1) dimensions, they would appear to have different
strengths [88].
Experimental searches for extra dimensions often focus on searching for new
high-mass particles. At first glance it may appear odd that additional dimensions
would result in new particles as no new symmetry has been introduced. In fact,
they would not be new ‘particles’ per se, rather they would be heavy ‘states’ of
the particles in the Standard Model. This outcome was first noted in Kaluza-Klein
theory, which attempted to unify electromagnetism and gravity in a five-dimensional
spacetime [89,90]. The relativistic relation between energy and momentum is
E2 = |~p|2 +m2 = p2x + p2y + p2z +m2. (1.71)
If there were another dimension, the momentum in that direction would appear as
a larger mass term:



















As the size of this extra dimension, R5, would be finite and small, the particle’s
wavelength can only take certain discrete values and so, via the de Broglie equation,
the momentum in this direction would also be quantised in units of }R5 . Therefore,
the existence of extra dimensions would result in high-mass partner states - known
30
[GeV]Xm






















= 4 MeV)XΓNWA (
ATLAS
















































-1= 13 TeV, 36.7 fbs
(b)
Figure 1.14: Cross-section times Branching Ratio limits on diphotons produced by a
spin-0 resonance (a) and the lightest Kaluza-Klein graviton, which would be spin-2
(b) [91].
as Kaluza-Klein resonances - of the Standard Model particles. If discovered, the
mass of these states would allow the calculation of the size of this extra dimension.
A search for Kaluza-Klein resonances decaying into two photons at the AT-
LAS detector was performed for Run 2 (13 TeV) data [91]. The cross-section times
branching ratio limits are shown in Figure 1.14; no significant excesses of data were
observed when searching for spin-0 or spin-2 resonances. They exclude a particular
extra-dimensional model, the Randall-Sundrum (RS1) model [92] with a Kaluza-
Klein graviton mass below (mG∗ = 4.1 TeV).
1.4 Motivation for search for dimuon resonance + b-jet
As discussed in the previous sections, there are several outstanding questions regard-
ing the Standard Model and a multitude of models which extend it. A search for
‘New Physics’ often entails searching for the existence of new particles and this re-
quires understanding the signatures that these new particles will leave in detectors.
In the case of the MSSM, Flavourful Higgs and similar models which predict that
there may be more than one Higgs doublet involved in the EWSB process, the extra
bosons introduced would decay into, among other things, a muon-antimuon pair.
The telltale signature would be the resonance peak in the dimuon mass spectrum
at the mass of this new particle.
In many models the expected Branching Ratio (BR) - the fraction of decays
into a particular channel - for muons is very small. Consider the case of the MSSM,
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where the couplings of fermions to the heavy Higgs bosons are proportional to






) ≈ 300 times more likely than for the muon. The dimuon channel has its
advantages, however, as muons are more easily identified and measured in general
purpose detectors like ATLAS.
The decay of the 125 GeV boson to muons has yet to be discovered [93], although it
is expected that enough data to reach sensitivity will be collected by the end of Run
3 of the LHC in 2023. This is an important, and in the author’s opinion exciting,
physics goal for the LHC. Since only the 3rd generation fermion couplings to the
125 GeV boson have been measured, this leaves the possibility that the masses of the
other fermions are generated by another Higgs doublet as in the Flavourful Higgs
model. In this case, the best channels to search for are the dimuon (µ+µ−) and
dicharm (cc) decays. The dicharm signature suffers from a very large background
in hadron colliders, however.
As mentioned in Section 1.3.1, the tanβ parameter describes the ratio of the
vevs in a 2HDM model, and in the case that tanβ is large, the couplings to down-
type fermions are greatly enhanced. In such a scenario the b-associated production
mechanism (Figure 1.8a) can represent a significant fraction of the heavy Higgs
production cross-section. Searching for this production mechanism often adds sen-
sitivity as b-jets can be reasonably well identified and a good signal-to-background
ratio can be obtained.
This motivates a search for a resonance in the dimuon spectrum, at masses
higher than those explored by the SM H → µµ analysis [93], with an associated
b-jet. As described, there are many models which would give interesting signatures,
and so it was decided that the most useful results would be as model independent
as possible. Rather than interpreting results in a particular model, it is valuable to
allow theorists to interpret the outcomes of the search in any model they choose.
As such, the objective for this search was to find and measure, or place exclusion
limits on, the Cross-section times Branching Ratio (σΦ × B(Φ→ µµ)) of a model-
independent Φ→ µµ process with and without associated b-jets.
The methodology and results of such an analysis, performed on LHC Run 2




It doesn’t matter how beautiful
your theory is, it doesn’t matter
how smart you are. If it doesn’t
agree with experiment, it’s wrong.
Richard P. Feynman
2.1 The Large Hadron Collider
The LHC is the largest particle collider in the world at 27 km in circumference and
is housed in a circular tunnel buried approximately 100 m under the French-Swiss
border near Geneva [94–96]. It is designed to provide the highest centre-of-mass
energies at 14 TeV and is therefore at the forefront of high-energy particle physics
technologies. There are four experiments at different interaction points around the
ring: ALICE, LHCb, CMS and the most important - for the purposes of this thesis
- ATLAS. This chapter will start with a summary of some key concepts in proton-
proton collision physics and then continue with the specifics of the proton beams
collided at the LHC. The latter half of this chapter is concerned with the ATLAS
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detector, beginning with a summary of important principles in particle detection
and then describing the design and performance of the detector itself.
2.1.1 Physics of proton collisions
Hadrons are bound states containing many partons and it is these partons which
actually interact during a proton-proton collision. It is therefore not possible to
know the exact momentum of an individual parton. A number of assumptions
can be made to simplify the problem, however. When considering hard scattering
processes, where the energy scale is well above ≈ 200 MeV and QCD is perturbative,
the partons can be considered as free particles throughout the interaction. The
momentum of each parton, pi, is a fraction of the total proton momentum, pTotal





It is convenient to separate the proton-proton cross-section into terms which contain
the parton content of each proton and the hard-scattering of the partons themselves
as






dxjf(xi)f(xj)× σ(qi + qj → X). (2.2)
This factorisation is illustrated in Figure 2.1. The partonic cross-section (σ(qi+qj →
X)) can be calculated following the prescription in Section 1.1.2. The functions
f(xi) are known as PDFs which give the probability of finding a parton with a
given momentum fraction. They cannot be calculated a priori using perturbative
QCD and are instead found by fitting observables to experimental data (see Section








Figure 2.1: The contributions of the hard interaction and the parton distribution
function to the overall cross-section can be factorised.
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Luminosity
The number of events in a collider experiment can be related to the cross-section of
the relevant physics process via the luminosity as
Nevent = σeventL = σevent
∫
Ldt. (2.3)
The integrated luminosity, L, represents the size of a dataset and is conventionally
given in units of inverse femtobarns (fb−1). The instantaneous luminosity, L, is a




where N1 & N2 are the number of protons per bunch, Nb is the number of bunches,
frev is the revolution frequency, σx & σy are the widths of the Gaussian beam
profile and F is a factor that depends on the crossing angle of the beam. In order to
maximise the number of interesting physics events, it is necessary to maximise the
instantaneous luminosity. The design luminosity for the LHC is 1 × 1034 cm−2s−1
although for much of Run 2 approximately double this luminosity was achieved [99].
The measurement of the luminosity requires two components: dedicated de-
tectors known as luminometers measure a visible interaction rate, µvis. Correction
factors to calculate the total interaction rate from µvis are determined by performing
dedicated Van der Meer (VdM) scans [100]. During a VdM scan, the beams start
with some transverse separation and then one beam is ‘swept’ through the other.
Two scans are performed in orthogonal directions to determine the beam profile
σx and σy, and then eqn. (2.4) is used to calculate the total instantaneous lumi-
nosity. The necessary correction factor is then simply, ε = µvisµtotal and can be used
to determine the total instantaneous luminosity during normal physics data-taking
runs [100].
2.1.2 Proton beam production
The details of how the LHC beam is produced and manipulated could fill this thesis
many times over. Instead, this section will include a brief summary to give the reader
context. In simple terms, acceleration is achieved by the use of Radio Frequency
(RF) resonant cavities where the electric field is modulated and then dipole magnets
are used to direct the beam around in its circuit. Quadrupole and octupole magnets
are used to focus the beam towards the interaction points.
35
Accelerators
In order to reach high enough energies, protons are accelerated through a series
of progressively more powerful accelerators before being injected into the LHC as
shown in Figure 2.2 [96]. At the start of this ‘injection chain’, hydrogen atoms
are ionised, separating the protons and electrons. A so-called bunch containing
approximately 1011 of these protons is then injected into a linear accelerator called
the Alvarez Proton Linac, also known as Linac 2, and then injected into a series
of increasingly large synchrotrons. Firstly the Proton Synchrotron Booster (PSB)
accelerates the protons from 50 MeV to 1.4 GeV before injecting them into the Proton
Synchrotron (PS) which is designed to accelerate protons to an energy of 25 GeV.
The proton bunches are then accelerated by the Super Proton Synchrotron (SPS)
and finally the LHC which reach energies of 450 GeV and 6.5 TeV respectively. The
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Figure 2.2: The injector chain for the LHC. Protons are injected using Linac 2 into
the PSB. After this the protons are accelerated by the PS, the SPS and then the
LHC [101].
Bunch structure
As suggested by the name, synchrotrons require that the rate a particle circumnav-
igates the accelerator is synchronised with the frequency of the voltage oscillations
in the RF cavities. Therefore, there are only a given number of positions that a
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Table 2.1: Summary of accelerators used for hadron beams at the LHC [96].
Accelerator Radius [km] Final Energy [ GeV ]





particle can take to ensure it is always accelerated by the oscillating field. In the
LHC, where the RF cavities operate at 400.8 MHz , there are approximately 36,000
of these locations, known as buckets. However, during normal operation, only about
2,800 of these buckets are filled by proton bunches. The reason for this is twofold:
firstly, sets of 10 buckets are each assigned a Bunch Crossing Identifier (BCID)
which contain only one bunch. BCIDs are separated by 10 buckets to minimise
out-of-time pileup and reduce the load on detector readout electronics. Another
reason for empty buckets is to leave an abort gap. At the end of a run or if a prob-
lem occurs, it takes a short but non-negligible time to adjust the magnets so that
the beam safely leaves the LHC and is dumped. It would be dangerous for proton
bunches to be in this section of the beampipe whilst this transition is taking place.
PS Fill (72 bunches)
Abort GapSPS Fill
Figure 2.3: Schematic of nominal bunch structure for proton collisions at the LHC.
The exact structure of bunches is often adjusted between different LHC fills to ensure
beam stability but a nominal fill contains 2808 bunches. The PS accelerator can
hold 72 bunches, which is also known as a bunch train. A series of bunch trains
are injected into the SPS separated by eight empty BCIDs. A nominal LHC fill
comprises 39 bunch trains - separated by small gaps - along with a larger, 1128
BCID abort gap, as shown in Figure 2.3. The choice of LHC filling scheme affects
each of the experiments as they need to know which BCIDs contain protons that
will collide. There is also a strong desire to collide as many bunches as possible to
maximise the amount of data collected.
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2.2 Principles of particle detection
2.2.1 Tracking
Tracking is the general term for determining the path, or track, of a particle. A
variety of different techniques and technologies can be used but currently they all
rely on the particle having an electric charge. As the particle passes through a
tracker it will be detected in several positions along its path. These so-called ‘hits’
can be connected via an algorithm which effectively ‘connects the dots’ to form the
track. The track will be affected by the magnetic field and the momentum of the
particle so a precise knowledge of the magnetic field is needed and the particle’s
momentum will be a free parameter when the track is fitted. More details on this
procedure in ATLAS can be found in Section 3.1.
The spatial resolution of the tracker is an important factor in detector design
as the precision of the measurement of track position and momentum are dependent
on how precisely the position of hits can be determined. This also prevents confusion
when there are multiple nearby tracks and a hit could be associated with several
different tracks such as the high pileup environment at the LHC. Another important
requirement is that any tracking detector is radiation hard - resistant to the effects
of prolonged exposure to high intensity radiation.
Many modern detectors use semiconductor trackers as they meet these re-
quirements. Whilst the design of specific modules is a very involved process, the
general concepts are the same. A semiconductor - often Silicon doped with Ger-
manium - has a bias voltage applied across it which creates a depletion zone in the
material where there are no mobile charge carriers. When a charged particle passes
through this area of so-called ‘active’ material, it creates electron-hole pairs which
are swept by the bias voltage to the cathode and anode respectively. This can be
measured as a very small current across the semiconductor junction which is ampli-
fied. This amplification can be sensitive to stochastic noise, and experiments often
require that the measured current spends a certain Time over Threshold (ToT) to
be designated as a hit.
2.2.2 Calorimetry
A calorimeter is a detector intended to measure the energy of particles by stopping
them and recording the amount of energy deposited. A high density maximises the
interaction cross-section and a large depth ensures that as much of the energy is con-
tained as possible. The energy deposited by a charged particle in different depths of
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material is an important factor in calorimeter design. The stopping power distribu-
tion for muons passing through a copper target is shown in Figure 2.4. Whilst the
exact energies and scales depend both on the type of charged particle and the ma-
terial, the shape and important features remain the same. At lower energies, where
ionisation effects dominate, the stopping power decreases as the energy increases
until it reaches minimum ionisation. At higher energies, the charged particle will
lose energy through bremsstrahlung radiation and these losses increase rapidly with
energy. The stopping power for intermediate energies can be well described by the
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For the purposes of this general description it is not necessary to define each term,
however one should note that the stopping power is proportional to n, the electron
density of the material. This formula only considers the energy loss due to ionisation
and so is not valid at higher energies, where radiative effects dominate. When
the charged particle radiates, the radiated photon can then further interact with
the material, producing a charged particle-antiparticle pair which will themselves
radiate more photons. This produces a so-called shower of secondary particles
each with lower energy than the first. A similar effect occurs when the incident
particle interacts with the nuclei of the material, rather than the electrons. These
two phenomena are known as electromagnetic and hadronic showers respectively.
In many modern particle physics experiments two separate calorimeter systems are
used that are each optimised to measure one of these shower types. The typical
lengths of the shower formation are known as the radiation length X0 and the
interaction length λI . The hadronic interaction length is typically longer than the
radiation length so calorimeters looking at hadronic showers will be deeper than
those designed for electromagnetic showers. The shape of the shower can be helpful
in determining the type of incident particle. In the electromagnetic case, photons
will penetrate into the calorimeter further than electrons before beginning their
electromagnetic shower. It is therefore useful to segment the calorimeter into layers
to allow the measurement of the shower shape.
Decisions about which materials to use when building a calorimeter are driven
by two main goals. The calorimeter must be dense enough to absorb the shower
quickly and must contain a material sensitive to the ionisation from the secondary


















































Figure 2.4: Energy deposited by antimuon in copper target. At lower energies,
ionisation effects are dominant. At higher energies, the energy losses are mostly due
to bremsstrahlung radiation [102].
which uses the same material as the absorber and sampler, they are often very costly.
Many modern calorimeters are what is known as sampling calorimeters which use
layers of different materials to absorb the particles and then detect the secondary
shower particles.









where ⊕ indicates a quadratic sum. The first term on the right-hand side is called
the stochastic term and comes about as a result of variations in the shower shape,
since the particle shower is a stochastic process. The second term is the noise term,
which comes from the electronic noise of the calorimeter readout. This can be largely
constrained by designing the detector to have a good signal-to-noise ratio. The final
term is the constant term and comes from nonuniformities in the calorimeter, which
could be due to irregular geometries, imperfections in materials or radiation damage,
for example. In general, calorimeter resolution improves at higher energies and is
worse for low energy showers.
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Figure 2.5: Cut-away view of the ATLAS detector [104].
2.3 The ATLAS detector
ATLAS, or A Toroidal Lhc ApparatuS, is one of two multi-purpose particle detectors
built at the LHC [104, 105]. It has a wide range of physics goals and so has been
designed to accurately reconstruct as many different particles as possible. ATLAS
makes use of both tracking and calorimetry technology and is composed of many
individual sub-detectors which are used in tandem.
2.3.1 Detector Geometry
Before discussing the detector in detail, it will be useful to define the coordinate
systems used. A right-handed cartesian coordinate system is sometimes used, with
the +ẑ direction along the beamline, the +x̂ direction is equivalent to the radial
direction of the LHC, pointing horizontally away from the centre of the ring and the
+ŷ direction points vertically upwards.
An alternative set of coordinates is more commonly used, however, which
takes advantage of the axial symmetry of the detector. The azimuthal coordinate
φ is defined to be zero along the vertical direction. Another useful quantity is the




















where θ is the angle from the beam-axis. It is common to compare positions in the




Sub-detectors are arranged as cylinders around the beamline - known as
barrels - with an endcap on each end. This layout maximises the coverage of the
detector, so it may be as close as possible to hermetic.
2.3.2 Magnets
ATLAS has four magnet systems used to deflect the path of charged particles such
that their momenta can be measured. Their layout is shown in Figure 2.6 and their
properties are summarised in Table 2.2. The first is a solenoid which surrounds the
Inner Detector. It has an inner diameter of 2.46 m, an outer diameter of 2.56 m
and a length of 5.8 m and comprises a single coil of Al-stabilised NbTi conductor.
It provides a 2 T axial field using the nominal operational current of 7.73 kA.
Table 2.2: Summary of magnet systems in use in the ATLAS detector.
Magnet Current / kA Peak field / T
Barrel solenoid 7.73 2.6 (1.998 axial)
Barrel toroid 20.5 3.9
End-cap toroids 20.5 4.1
A barrel toroid system encloses everything within the calorimeters and consists of 8
separate coils, evenly spaced in φ. The construction and materials of each coil are
very similar to the solenoid magnet, but the nominal current is higher at 20.5 kA.
The peak magnetic field is 3.9 T.
At each end, outside the calorimeter endcaps but within the Muon Spec-
trometer there is an endcap toroid. Each is effectively a scaled-down copy of the
barrel toroid system. The peak field achieved is 4.1 T, slightly higher than for the
barrel toroid as the endcap toroids are more compact.
In order to accurately determine the momenta of charged particles, it is nec-
essary to have a precise understanding of the magnetic field throughout the detector.
Simulations are used to model the field as the superposition of the Biot-Savart contri-
butions of each magnet system. The magnetisable components within the detector
- such as the iron in the support structure - must therefore be well understood.
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Figure 2.6: Schematic diagram of the ATLAS magnet system [106].
The inner detector is equipped with four NMR probes which can measure the field
strength with an accuracy of 0.01 mT. In other areas of the detector, 3D Hall cards -
circuit boards with small glass cubes where Hall probes are mounted on each orthog-
onal face - are used to measure the field strength and direction. These Hall-cards
can achieve an accuracy of 0.2 mT for | ~B| < 1.4 T and 1 mT for | ~B| < 2.5 T.
2.3.3 Inner Detector
The Inner Detector (ID) comprises several sub-detector systems with different un-
derlying technologies but the same goal: detecting charged particles as they are flung
from collisions at the beamspot. These sub-detectors are arranged in cylindrical lay-
ers as can be seen in Figure 2.7 and the detectors with the finest spatial resolution
are placed closest to the beam-line [107]. A summary of these sub-detectors is given
in Table 2.3. The combined ability of the Inner Detector to determine the track pa-
rameters is highly dependent on the pT and pseudorapidity, but for a typical, central
track, the transverse and longitudinal impact parameters can be measured with a
resolution of approximately 10 µm and 100 µm respectively and the momentum
resolution is approximately 2%.
Pixel detector
The sub-detector placed closest to the beam-line is the Pixel detector, which provides
the finest resolution measurements of the passage of charged particles. Each of the
1744 silicon sensors has 47232 pixels and achieves a resolution of 10 µm in the
(R− φ) plane and 115 µm in the z direction. This detector in particular has been
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Figure 2.7: A cross-section of the barrel of the ATLAS inner detector [104].
designed to be radiation hard as it is subjected to high particle fluxes. The pixel
detector was augmented in May 2014 by the Insertable B-Layer (IBL) [105]. This
improved the d0 measurement resolution by 20% and the z0 sin(θ) measurement by
70%.
Semiconductor Tracker (SCT)
The SCT uses a similar technology and layout to the pixel detector but uses strips
of silicon rather than individual pixels. There are four coaxial cylindrical layers
in the barrel region and nine disk layers in each end-cap. In total there are 4088
modules which are designed to provide at least four position measurements in the
region |η| < 2.5. Modules are constructed from two p-in-n silicon sensors which
are mounted back-to-back. They are rotated by 40 mrad relative to one another
to improve the resolution in (R − φ). The resolution of the SCT is 17 µm in the
(R− φ) plane and 580 µm in the z direction.
Transition Radiation Tracker (TRT)
In order to reduce cost, the outermost tracking detector - the Transition Radiation
Tracker (TRT) - uses polyimide drift tubes rather than semiconductor modules.
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These ‘straws’ have a diameter of 4mm and are cut to a length of 144 cm for the
barrel and 37 cm for the end-caps. Because of the nature of these straws, the
resolution of this detector is the lowest in the ID at 140 µm in the (R − φ) plane.
However, the TRT expects an average of 36 hits per track which allows good pattern
recognition for reconstructing the trajectory of passing charged particles.
Table 2.3: Summary of sub-detectors in the ATLAS Inner Detector.
Sub-detector Radial extent [mm] η coverage Module resolution [ µm ]
(R− φ) z
Pixels 45.5–242 |η| < 2.5 10 115
SCT 255–610 |η| < 2.5 17 580
TRT 554–1106 |η| < 2.0 140 N.A
Figure 2.8: Cut-away view of the ATLAS calorimeter system [104].
2.3.4 Calorimeters
ATLAS has two main calorimeter systems, the electromagnetic and hadronic calorime-
ters, each designed to measure the types of shower described in Section 2.2.2. The
layout of the ATLAS calorimeters is shown in Figure 2.8 and a summary of the
calorimeter systems is given in Table 2.4.
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Electromagnetic Calorimeter
The Electromagnetic Calorimeter is the innermost calorimeter and uses Liquid Ar-
gon (LAr) as the sampling material and plates of lead as the absorber [108]. An
‘accordian’ geometry - where the layers of LAr and lead are laid out in a ‘zig-zag’
pattern as shown in Figure 2.9 - ensures that the capacitance of the detecting el-
ements is low, and the signal time is short. This layout also results in reasonably
uniform performance as a function of φ.
Δϕ = 0.0245
Δη = 0.025
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Figure 2.9: Sketch of electromagnetic barrel module showing layout of cells [104].
The modules are segmented radially into a series of layers although the mod-
ules of the Electromagnetic Barrel (EMB) - covering a range of |η| < 1.475 -
and the Electromagnetic Endcap (EMEC) - covering 1.375 < |η| < 3.2 are ar-
ranged differently. The design of the calorimeter maximises the energy of the elec-
tromagnetic shower that is absorbed and the layer segmentation allows the mea-
surement of the showers depth. The first layer has a granularity of ∆η × ∆φ =
0.0031× 0.098 in the barrel. The second layer, which is designed to absorb most of
the shower, is the thickest and spans 16 radiation lengths, X0. It has a granularity
of ∆η ×∆φ = 0.025 × 0.0245 in the barrel. The third layer measures any remain-
ing energy in the tail of the shower and needs less granularity in pseudorapidity -
∆η ×∆φ = 0.05× 0.0245 in the barrel.
The energy lost in the ID, magnets and services before reaching the calorime-
ter must be taken into account and for this purpose an 11 mm thin, active LAr layer
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is placed just within the electromagnetic calorimeter which is used to calibrate the
energy measurement. This layer is known as the presampler.
After the electromagnetic calorimeter has been calibrated it provides an en-




Hadronic and forward calorimeters
The hadronic calorimeter is actually composed of three separate calorimeters: the
tile calorimeter [110] - which uses a different technology to the electromagnetic
calorimeter - the liquid-argon Hadronic Endcap Calorimeter (HEC) and Forward
Calorimeter (FCal).
The tile calorimeter uses steel tiles as the absorber as such a large quantity
of lead would be too heavy to support without compromising performance. It also
uses a plastic scintillator as the active medium; the scintillation light is collected by
wavelength-shifting fibres which are connected to Photomultiplier Tubes (PMTs).
It covers a region of |η| < 1.7 and is subdivided into the central barrel, 5.8 m in
length and two extended barrels each 2.6 m in length. It extends from a radius
of 2.28 m to 4.25 m from the beamline and corresponds to approximately 7.4λ
(hadronic interaction lengths). Therefore approximately 1 in 2000 hadronic showers
will punch through to the muon spectrometer which must be taken into account.
The tile calorimeter has a granularity of ∆η ×∆φ ≈ 0.1 × 0.1 for the innermost 2
layers. Cells in the outer layer are twice as large in the η direction.
Table 2.4: Summary of ATLAS calorimeters.
Sub-detector Radial extent [m] η coverage Resolution
LAr 1.5–1.97 |η| < 3.2 10%√
E(GeV)
⊕ 0.7%
Tile 2.28–4.25 |η| < 1.7 50%√
E(GeV)
⊕ 3%
HEC 0.37–2.03 1.5 < |η| < 3.2 50%√
E(GeV)
⊕ 3%
FCal < 0.44 3.1 < |η| < 4.9 100%√
E(GeV)
⊕ 10%
The HEC and FCal which occupy the forward regions ( 1.5 < |η| < 3.2 and
3.1 < |η| < 4.9 respectively) are exposed to higher intensity irradiation and so LAr
is used as the argon can be easily replaced to prevent radiation damage. For the
HEC, copper plates are used as the absorber. In the FCal copper plates are also
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used on the inner layers to measure electromagnetic showers whereas tungsten is
used in the outer layers to measure hadronic showers.
The energy resolution of the hadronic calorimeter in the barrel and endcap
is approximately σEE =
50%√
E(GeV)
⊕ 3% [111,112]. In the case of the FCal, the energy





The Muon Spectrometer (MS) forms the outermost part of the ATLAS detector and
detects any charged particles that manage to pass through the calorimeters. It has
two primary objectives: to provide momentum measurements in the region |η| < 2.7
and to trigger on particles within |η| < 2.4.
There are four types of module used in the MS, each using different technolo-
gies. As shown in Figure 2.10, there are Monitored Drift Tubes (MDTs), Cathode-
Strip Chambers (CSCs), Thin Gap Chambers (TGCs) and Resistive Plate Cham-
bers (RPCs). The former two are used to accurately measure particle momenta and
the latter two are used for triggering.
Figure 2.10: Cross-section of the ATLAS Muon Spectrometer showing the MDT
modules in green and blue as well as the positions of the CSCs, RPCs and TGCs
[104].
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An MDT is a drift chamber composed of aluminium tubes filled with a mixture of
argon and CO2 and a central wire constructed from a tungsten-rhenium alloy which
collects electrons liberated from the gas by high-energy charged particles. The CSCs
modules use similar materials but are able to safely operate at higher counting rates
so they are used in the forward region |η| > 2. They are multi-wire proportional
chambers, with many parallel anode wires placed between cathode strips as shown
in Figure 2.11. The charges on each wire are not read out, instead the position of
the track is found by interpolating the charge on adjacent cathode strips.
Figure 2.11: Schematic of the layout of a Cathode-Strip Chamber (CSC) module.
The anode wires are placed between cathode strips and the position of the track is
interpolated from the charges on adjacent strips, shown in green [104].
The MDT and CSC ‘precision modules’ are complemented by modules that
have better time resolution and are able to provide the fast readout needed for
triggering. In the barrel there are three layers of RPCs, which use parallel plates
made from phenolic-melaminic plastic laminate separated by 2 mm and kept at
a potential difference of 9.8 kV. The endcap contains TGCs which are multi-wire
proportional chambers, similar to the CSCs but operating at a higher voltage and
with a smaller gap between the wires. This reduces the drift time and improves
time resolution.
The path of charged particles is strongly affected by the magnetic field gen-
erated by the toroid magnets which ranges in magnitude from 0.15–2.5 T. The
momentum resolution is given by δpp = ∆S ×
p(TeV)
500 µm where ∆S is the sagitta res-
olution which for a muon crossing three MDT chambers is approximately 45 µm
[114].
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Figure 2.12: Diagram of the ATLAS Trigger and Data Acquisition (TDAQ) sys-
tems. The peak event and data rates at each stage are shown on the left and right
respectively [116].
2.4 The ATLAS Trigger system
With bunches colliding at a rate of 40 MHz, it is not feasible to read out every event
from the detector and write this to disk. Furthermore, most of these events will be
uninteresting. The purpose of the ATLAS trigger system is to identify those events
that are of interest so that they can be recorded at a reasonable rate. This section
will describe the organisation of the ATLAS trigger in general. Later, in Section
3.5.1, a more detailed discussion of the muon triggers used in the analysis will be
given.
The trigger comprises two levels: the Level 1 (L1) trigger uses only hardware
to reduce the acceptance rate to approximately 100 kHz. The High-Level Trigger
(HLT) uses software to reconstruct events more completely and aims to reduce the
acceptance rate to approximately 1.4 kHz [115]. Since ATLAS is aiming to collect
events with many different physics signatures, a menu is created which contains
algorithms arranged into chains each corresponding to a particular signature. Some
objects such as jets are fairly ubiquitous in ATLAS and so it may be necessary to
reduce the rate at which ATLAS triggers on these objects. This is achieved by using
a prescale, n, such that the relevant triggers will only accept 1n events.
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2.4.1 Level 1 Trigger
With a bunch crossing every 25 ns, there is little time to make a trigger decision.
The first stage of the trigger, L1, is solely hardware-based and is designed to make
an accept/reject decision in under 2.5 µs. Only certain sub-detectors are able to
be read out at such a fast rate and the L1 system comprises several components
designed to collate reduced-granularity data from different sub-detectors.
The L1Calo system reads out from the calorimeters. A full reconstruction of
energy deposits in the calorimeter would be too slow to be useful and so a sliding
window fit is performed, searching for local maxima in so-called trigger towers.
Trigger towers are formed from the analogue sums of calorimeter cells in regions of
coarse granularity in ∆η ×∆φ from 0.1 × 0.1 in the central region to 0.4 × 0.4 in
the forward regions. Electron and Photon L1 candidates are defined as regions of
2× 2 trigger towers in the EM calorimeter. Jet candidates, including hadronically-
decaying taus are built from trigger towers in both EM and hadronic calorimeters.
The L1Muon system reads out from the RPC and TGC modules of the Muon
Spectrometer. A recent addition to the L1 trigger is L1Topo which can combine
information from the L1Muon and L1Calo and calculate basic topological quantities
such as the invariant mass of candidate objects. The overall L1 accept decision is
made by the Central Trigger Processor (CTP) which checks if the bunch crossing
contains an event that passes the requirements of an item in the trigger menu. The
CTP sends the Region of Interests (RoIs) of the trigger objects as seeds for the HLT
selection.
2.4.2 High-Level Trigger
The HLT attempts to match the offline event reconstruction described in Section 3
as closely as possible. The exact algorithms that are run will depend on which L1
items have passed. Algorithms are arranged into chains which are each seeded by
at least one L1 item. Whilst running, ATLAS has several data streams each with
a different purpose. For instance, there are streams for calibration, debugging and
of course, physics analysis. Each HLT chain can be used to trigger on events for
multiple streams. The HLT is designed to exhibit early rejection - at several stages
throughout a chain’s execution there are ‘hypothesis’ algorithms which decide if the
trigger is still likely to accept and therefore whether this chain should continue to
be executed. A given event can be rejected if there are no remaining chains active,
freeing up CPU resources for other events. The HLT runs on a processing farm
which is run on rack-mountable server-class PCs, connected by multi-layer gigabit-
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Ethernet networks [116]. If an event passes an HLT chain, the entire detector readout
is serialised and sent to the Tier-0 CERN Data Centre where it will be written to
disk to be reconstructed offline [117].
2.5 Trigger Automated Cost Monitoring
In order to maximise the amount of data recorded, it is necessary to push the
limited computing resources as far as possible. The HLT runs on a CPU farm with
approximately 50,000 cores. Even so, CPU usage must still be closely monitored
and in particular, the time taken to process each event must be strictly controlled.
Another important consideration is the rate at which the readout electronics are
running. If the trigger system requests data at too high a rate for too long, it could
cause damage to the detector. The task of ‘cost-monitoring’ - checking the trigger’s
usage of resources - is important to its smooth operation and minimising downtime
when taking data.
As the HLT is running it can store information about the resources it used
and the execution times of its algorithms. By default, this ‘cost mode’ is used only
in 1 out of 10 events in order to prevent the cost-monitoring from becoming a large
drain on resources itself. The stored cost information will be written out along with
the rest of the event data. In the past, this data was analysed manually to check
for any problems, which was time consuming and prone to human error. As part of
this author’s contribution to the ATLAS collaboration, a software framework was
developed to analyse the cost-monitoring data automatically and produce alerts if
the usage exceeds a designated threshold.
It is useful to look at the HLT execution with different levels of granularity,
for instance looking at how an entire chain executes as well as each individual
algorithm within that chain. For this purpose a ‘Monitor’ object is created for each
chain, algorithm etc. and each Monitor contains many ‘Counters’ which record the
interesting variables (e.g execution time) that should be analysed later. This level
of granularity is very useful in tracking down problems in the trigger, but it is time-
consuming to check every Counter of every Monitor, hence the desire to automate
this procedure.
The Automated Cost Monitoring (AutoCostMon) framework was developed
to allow trigger users to easily specify which cost-monitoring variables they want to
check and the thresholds for when an alert should be created. The general structure
of the framework is shown in Figure 2.13. The configuration of the AutoCostMon
framework can be controlled from a single XML file. Currently, there is a web-display,
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shown in Figure 2.14, which shows the important variables and allows ATLAS users
to see how the trigger is performing. It is intended that the results of the automated
cost monitoring will be integrated into this web display, for instance adding red
warning icons to items that exceed their expected values.
AutoMonControl
Exam TestA TestB TestC Exam TestB TestD TestX
Monitor Monitor
Counter1 Counter2 Counter3 Counter4
Figure 2.13: Organisational structure of Automated Cost Monitoring. An ‘exam’ is
a series of tests that can be run on a monitor, for instance an HLT chain, and checks
the values of the contained counters. This structure can be completely configured
in a single XML file.
During LHC Run 2, there was considerable effort to improve the CPU ef-
ficiency of the HLT. The existing ATLAS cost-monitoring framework consumed
approximately 2.5% of the total HLT CPU time which, although only a small frac-
tion, was a target for optimisation. A large number of minor bugs were fixed and
changes to control flow were made to ameliorate the CPU usage. The most effec-
tive change was the replacement of ordered STL maps, used for caching HLT data,
with unordered maps that have far more efficient lookup times (amortized O(1)
vs. O(log n)). This simple change significantly reduced the CPU usage of the
cost-monitoring framework, as shown in Figure 2.15.
2.6 Performance of ATLAS during Run 2
The end of 2018 marked the end of LHC Run 2, and has been followed by Long
Shutdown 2 (LS2) where a number of upgrades to the accelerator and experiments
are planned. The total integrated luminosity over the course of Run 2 is shown
in Figure 2.16. One should note that the rate of data-collection was much higher
towards the end Run 2, reflecting how optimisations made - and experience gained
- over this time helped to maximise the performance of the accelerator and exper-
iment. The dataset studied in this thesis contains the data collected in 2015 and
2016 and corresponds to approximately 36 fb−1 of integrated luminosity.
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Figure 2.14: Screenshot of web-display of ATLAS Trigger cost-monitoring data
TrigCostMonitor-01-20-19
Entries  100
Mean    144.7
Std Dev     47.58
time[ms]

















Mean    51.26
Std Dev     76.65
Figure 2.15: Cost monitoring execution time using ordered maps (blue) compared


















































Figure 2.16: The total integrated luminosity during Run 2 that was delivered by the
LHC (green), recorded by ATLAS (yellow) and deemed to be high enough quality
for physics analysis (blue). The dataset analysed in this thesis corresponds to data




What is real? How do you define
‘real’? ... ‘real’ is simply electrical
signals interpreted by your brain.
Morpheus
When an event has been selected by the trigger, the raw readout of the detector is
stored to be reconstructed later. This reconstruction comprises a series of many al-
gorithms each designed to combine signals from different sub-detectors and interpret
which physics objects have been detected. The first step is to identify the tracks
of charged particles and clusters of deposited energy in the calorimeters, which are
then used by particle reconstruction and identification algorithms.
3.1 Tracking and Vertexing
As described in Section 2.2.1, charged particles passing through the Inner Detector
leave hits at various points along their path. There are many different approaches
to reconstructing a particles track; the primary reconstruction algorithm in ATLAS
is an ‘inside-out’ procedure that consists of the following steps [118]:
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– Clustering: The ionisation charge from a passing particle can often be swept
to more than one Pixel or Semi-conductor tracker (SCT) cell. Clusters are
formed by finding these connected cells but in some cases nearby particles can
be clustered together as shown in Figure 3.1. To ameliorate this, a neural
network based algorithm is employed to identify these merged clusters [119].
– Formation of space-points: Space-points are three dimensional measure-
ments - and uncertainties - of a charged particle’s position as it traversed the
active material of the Inner Detector. In the Pixel detector, one pixel cluster
equates to one space-point whereas in the SCT, clusters from both sides of
a strip layer are combined to form a space-point. In either case, it is neces-
sary to transform from a position relative to the module to the ATLAS global
coordinate system.
– Track finding: Initial track seeds are formed from 3 space-points, this allows
crude estimates of the momentum and impact parameters. A combinatorial
Kalman filter [120] is used to build track candidates from the seeds by in-
corporating additional space-points in the Pixel and SCT detectors which are
compatible with the preliminary trajectory. Multiple track candidates can
be constructed for the same seed if there are multiple compatible space-point
extensions on the same layer.
– Ambiguity solving: When space-points are shared, the ambiguity over
which track candidate the space-point corresponds to must be resolved. A
track score is calculated from several track parameters, including the number
of space-points in each detector, the χ2 goodness-of-fit and the holes in each
detector. A hole is a layer of sensitive material in the track’s path where one
would expect to see a cluster but no such cluster exists. Track candidates are
ranked by their track score, and are iteratively processed by removing shared
space-points until all track candidates have either passed or failed a set of
simple quality requirements [119].
– TRT extension: Track candidates within the coverage of the TRT are ex-
tended into the TRT where compatible space-points are added to the track.
Space-points in the TRT are not constructed from clusters, as in the Pixel and
SCT but rather drift circles, which are calculated from the time taken for the
ionisation charge to drift to the high-voltage wire in each TRT straw.
– Final Fit: A final fit to all of the space-points in a track is performed. The
addition of TRT space-points greatly improves the momentum resolution [121].
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Figure 3.1: Typical single-particle pixel clusters (left). When particle trajectories
become too close they are clustered together, forming a single merged cluster (right).
A neural network based algorithm is used to identify merged clusters and attempts
to recover suitable single-particle clusters [119].
Muons pass through the entire detector, leaving a track in the Inner Detector but
also in the Muon Spectrometer (MS). Tracks in the MS are formed through a similar
procedure to that described above for the Inner Detector, however in this case tracks
are seeded from the outermost layers and the track is extrapolated inwards [122].
If a track in the MS is found to be compatible with a track in the Inner Detector,
it is considered a combined track and a refit of the track parameters is performed,
using measurements from both detectors. Muons with combined tracks benefit from
better momentum and impact-parameter resolution.
Vertexing
In addition to the identification of the tracks themselves, the vertex from which the
track originates is also of interest. The beamspot, the area where the majority of
collisions take place, is only approximately 14 µm in the transverse direction but
approximately 45 mm in the longitudinal direction [123] as shown in Figure 3.2.
Therefore, vertices are best distinguished by their longitudinal position along the
beamline. The z0-position of tracks are used in an iterative χ
2 fit as a vertex seed.
If another track lies within seven standard deviations of this seed, it is added to the
vertex, otherwise it will seed a new vertex. This procedure continues until no more
interaction vertices can be found. For hard scatter processes, the primary vertex is
defined to be the vertex with the largest sum of squared transverse momenta,
∑
p2T ,
where pT are the transverse momenta of the tracks associated with the vertex.
This assumes that this vertex is the location of the largest momentum exchange,
where particles with large masses are most likely to be created [124]. The impact
parameters of other tracks, for instance the tracks associated to b-jets, are calculated
relative to this primary vertex.
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Other vertices belong to two categories: The first are pile-up vertices, which are
caused by other proton-proton interactions than that of the primary vertex. A
commonly-used measurement of pile-up is the mean number of interactions per
bunch crossing, < µ >, and in Figure 3.3 one can see that a typical bunch crossing
in ATLAS results in between roughly 10 and 60 interactions.
If one of the decay products from the primary vertex itself decays after a
non-negligible time, this will result in a secondary vertex. These are of particular
interest when searching for b-quarks, as the lifetime of b-hadrons is typically long
enough, O(1.5× 10−12 s), that they decay a significant distance from their creation
at the primary vertex O(1 mm) [8].
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RMS z     49.5 mm
Figure 3.2: The ATLAS beamspot is symmetric about the beamline with a trans-
verse width much smaller than the length. During Run 1 of the LHC, the beamspot
was larger than in Run 2, with dimensions of approximately 32µm× 32µm× 50mm
compared to approximately 14µm× 14µm× 45mm [123].
3.2 Topological Clustering
Showers in the calorimeters will deposit energy in many connected cells. So, just as
in the case of the Pixel and SCT clusters used for tracking, it is useful to construct
topological clusters of energy deposits in the calorimeters. The cell signal signifi-
cance, ζcell, is related to the energy deposited in the cell, Ecell and the expected
average noise, σnoise, cell by [125]:
ζEM or LCWcell =
EEM or LCWcell
σEM or LCWnoise, cell
, (3.1)
where the measurement can be made at the Electromagnetic Scale (EM) or using
Local Hadronic Cell Weighting (LCW). The EM calibration scheme was determined
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Figure 3.3: The mean number of interactions per bunch crossing, < µ >, for LHC
Run 2. In later years (2017 & 2018), ATLAS operated at higher pile-up than the
earlier years, to maximise the integrated luminosity collected [99].
by measurements made in an electron test beam and correctly reconstructs the
energy deposits from electrons and photons. The LCW scheme calibrates each
cluster based on additional information such as the depth of the cluster in the
calorimeter.
The growth of a cluster is controlled by three parameters {S,N, P}, which
are the primary seed threshold, the threshold for growth control, and the principal
cell filter respectively. A cell with significance |ζcell| > S forms a cluster seed.
Neighbouring cells - either directly adjacent in the same layer, or in adjacent layers
and overlapping in (η, φ) - are added to the cluster if they pass the threshold |ζcell| >
P . If an added cell passes the threshold |ζcell| > N , then its neighbours are also
added to the cluster. If a seed-cell of another cluster is added, the two clusters are
merged into a single cluster. The default parameters used in ATLAS are {S,N, P}
= {4, 2, 0}.
This procedure works well for single, isolated particle showers but in the
high pile-up environment of normal running conditions at ATLAS, it is common
for these proto-clusters to contain multiple showers. Therefore, a cluster-splitting
algorithm is used which splits clusters containing two or more local-maxima (cells
with deposited energy Ecell > 500 MeV). Cells which neighbour two local maxima
can be shared, contributing a fraction of their energy to each new cluster. The exact
fraction is calculated from a weight determined by the energies of the two maxima,
as well as their distance to the cell in question [125].
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3.3 Jets
Jets are collimated ‘sprays’ of particles that are the result of fragmentation of high-
energy gluons and quarks. They are particularly prevalent at hadron colliders, like
the LHC, where a major challenge for accurate event reconstruction is identifying
which particles should be associated with the jet, and which are from pile-up inter-
actions. There are a plethora of algorithms for this purpose, each with their own ad-
vantages and drawbacks but they can be broadly separated into two categories [126].
Cone algorithms assume that particles occupy conical regions in the detector and
cluster all objects within a certain radius, thus the jets have a fixed shape and
size. Whilst easy to implement, these algorithms have fallen out of favour as they
are not Infra-red and Collinear (IRC) safe [127]. High-energy partons will radiate
lower-energy gluons as part of the non-perturbative fragmentation process. In order
to accurately compare theoretical predictions with experimental measurements, the
contributions of this radiation to the energy deposited must be consistently assigned
to a jet. A jet-finding algorithm that is unaffected by the addition of gluons either
in the low-energy or small-angle limit is said to be IRC safe.
Most modern particle physics experiments use sequential algorithms, where
jets are clustered by adding objects one-by-one if they pass a threshold. These
algorithms often start by defining two distance measurements: dij is the distance













where ∆2ij = (yi−yj)2 +(φi−φj)2 and pT i, yi and φi are the transverse momentum,
rapidity and azimuthal angle of object i. The radius parameter R is selected as
a compromise; large-R jets are more likely to contain all of the jet energy but
are susceptible to also including energy from pile-up interactions. Usually a value
between 0.4 and 0.7 is chosen. These algorithms proceed by finding the set {dij , diB}
of distances for all objects, i, j. If the distance diB is the minimum, object i is defined
as a final jet and removed from the list of objects. However, if for some object j,
the distance dij is the minimum, it is combined with object i by summing their
four-momenta and this new object is returned to the list of objects so the process
can begin again. This procedure repeats iteratively until every object has been
assigned to a jet. Historically, different choices of the parameter n have been used
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which affects the shape of the resulting jets as seen in Figure 3.4. ATLAS uses
n = −1 which defines the IRC safe anti-kt algorithm, which has been shown to be
particularly insensitive to the effects of pile-up [127].
Figure 3.4: The result of using different jet clustering algorithms on the same en-
ergy deposits in a calorimeter. Different jet clustering algorithms produce jets with
markedly different shapes. The anti-kt algorithm (bottom right) produces jets that
are almost conical, and has been shown to be particularly insensitive to the effects
of pile-up [127,128].
3.4 Flavour Tagged Jets
Decay modes involving heavier quarks such as the charm and bottom are often
particularly interesting to physicists. For instance, the dominant decay channel
of the Standard Model Higgs is H → bb. It is therefore useful to identify if a
jet originated from one of these flavours of quark. A useful property of b-quarks
is that they form b-hadrons which have a non-negligible lifetime. This means that
they will travel away from the interaction point before decaying, leaving a secondary
vertex. The tracks from the b-hadron decay products will therefore have large impact
parameters with respect to the primary vertex.
There are three widely-used methods for searching for b-jets [129]:
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– Impact parameter: The IP2D algorithm uses the significance of the trans-
verse impact parameter, d0σd0
where σd0 is the uncertainty on the reconstructed
impact parameter. The IP3D algorithm also uses the transverse impact pa-
rameter, but in addition uses the significance of the longitudinal impact pa-
rameter z0σz0
where again, σz0 is the uncertainty. These algorithms both use
a Log-Likelihood Ratio (LLR) method where the impact parameter signifi-
cances are compared to probability-density functions for the b-jet and light-jet
hypotheses and the ratio of these probabilities defines the track weight. The
total jet weight is the sum of the logarithms of individual track weights [130].
– Secondary vertices: The SV1 algorithm [130] looks for secondary vertices
by taking tracks associated with the jet and that are significantly displaced
from the primary vertex and forms vertex candidates from track pairs with
the requirement χ2vertex < 4.5. In a similar LLR to the IP3D algorithm, SV1
uses four variables to calculate a vertex weight: the invariant mass of all tracks
in the vertex (assuming they are pions), the fraction of the total jet energy
in these tracks, the number of two-track vertices, and the displacement in
∆R between the jet direction and a straight trajectory between primary and
secondary vertices.
– Decay chain: The JetFitter algorithm [131] attempts to reconstruct the
decay chain b → c → s which has a distinct signature. Such a decay would
result in a tertiary vertex as hadrons containing the charm have an appreciable
lifetime just as for b-hadrons. A Kalman Filter is used to infer the path of the
b-hadron by connecting the primary, secondary and tertiary vertices. Whilst
this is effectively another example of a secondary vertex finder, it can provide
increased sensitivity compared to SV1 as it exploits the unique topology of
the b→ c→ s decay chain.
The vertex-based tagging algorithms exhibit much lower mistag rates than impact
parameter algorithms but their efficiency is limited by the secondary vertex find-
ing efficiency. It is advantageous therefore to combine the two methods using an
Multivariate Analysis (MVA) method which can take the correlations between vari-
ables into account. The MV2 algorithm [132] is a Boosted Decision Tree (BDT)
which takes the variables used in the previously described taggers, along with the
jet pT and η as its inputs and outputs a single score which discriminates b-jets from
light (u,d,s quark or gluon jets) and c-jets. This BDT is trained on approximately 5
million tt̄ simulated events. The fraction of light-jets vs. c-jets that are designated
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as background determines how well the discriminator will reject the two types of
jets. The MV2c10 discriminant is trained using a ratio of light to c-jets of 90:10.
The distribution of the MV2c10 discriminant for simulated jets is shown in
Figure 3.5a and shows clear discrimination between b-jets and other jets. The distri-
bution for the BDT score in data is also shown and agrees well with the simulation.
B-tagging algorithms benefit greatly from improved track and vertex resolution as
one can see in Figure 3.5b, where the introduction of the IBL led to improved
background rejection - hence the name ‘Insertable B-Layer’ [105].
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Figure 3.5: (a) The MV2c10 output shows good discrimination between jets origi-
nating from b-quarks and light jets [133]. (b) The improvement in b-Tagging per-
formance after the introduction of the IBL [134]. For the same signal efficiency, the
background rejection is far higher.
3.5 Muons
The relatively long lifetime - 2.2 µs - and highly penetrative properties of muons
allow most of them to pass fully through the detector before decaying. A typical
muon leaves an Inner Detector track, a small calorimeter deposit of energy and
another track in the Muon Spectrometer (MS). This unique signature results in high
identification efficiency and precise momentum measurements, which also makes
muons excellent objects for triggering on events.
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3.5.1 Muon Triggers
The ATLAS trigger has two stages, Level 1 (L1) and the High-Level Trigger (HLT),
as described in Section 2.4. The L1 muon trigger system looks for coincident hits
in the layers of the RPC or TGC systems. The geometrical coverage of the muon
trigger system in the end-caps is ≈ 99% but cables and equipment servicing the Inner
Detector and calorimeters must pass through a small ‘crack’ in the MS at η = 0
which lowers the coverage in the barrel to ≈ 80%. The Region of Interest (RoI) of
the muon candidate is used as a seed for the HLT algorithms where more advanced
algorithms are executed.
The HLT muon reconstruction is divided into fast and precision stages, where
the fast stage is designed to encourage early rejection of poorly reconstructed or fake
muons and the precision stage uses algorithms as close to the full, offline reconstruc-
tion as possible [135]. The first, fast step is to refine the L1 muon candidate by
including data from the MDT chambers in the RoI. A track fit is performed using
the MDT drift times and positions and the pT is estimated using look-up tables.
This track is extrapolated to the Inner Detector where it is combined with tracks
found there. The precision stage repeats these steps with finer granularity for any
muon candidate that passes a set of quality criteria at the fast stage. Additional
requirements can also be imposed during the precision stage for the muon trigger to
accept the event. For instance, it is often required that the muon is isolated - that
is to say the region around the muon candidate does not contain significant tracks
or energy deposits. Muons can often be found in jets, where they are little more
than by-products and only if the jet passes a jet trigger, should the event be stored.
An isolation requirement is designed to reject these ‘uninteresting’ muons.
This analysis uses the logical OR of a low-pT isolated trigger, for example,
mu 26 ivarmedium and a higher pT threshold unisolated trigger - mu 50 [135]. The
pT threshold and isolation requirements for the lower pT trigger varies with LHC
run number to account for changes in running conditions. High pT muons are
more likely to deposit some energy in the calorimeters or leave low-energy tracks
from bremsstrahlung radiation and therefore fail the isolation requirement. This
combination of triggers makes use of the best features of them both, accepting lower
pT muons whilst maintaining efficiency at higher values of pT.
The muon trigger efficiency can be measured using a tag-and-probe method
looking at Z → µµ events . These events are selected by triggering on one muon, and
one can then study the efficiency of the trigger on the other muon. This procedure
is performed both for data and simulated events and the small discrepancies can be
used to derive scale factors that correct the simulated efficiency.
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3.5.2 Muon Reconstruction
The full offline reconstruction of muons is very similar to that described above for
the muon triggers [122]. However, with less strict restrictions on CPU usage and
time taken, the offline reconstruction can maximise the precision of the momentum
and track parameter measurements. Tracks in the ID and MS are reconstructed
separately as described in Section 3.1 and the combination algorithms used depend
on the information available in the ID, MS and calorimeters.
Four different muon types are defined based on which sub-detectors are used
in the reconstruction:
– Combined muon (CB): A combined track is formed from a global refit of
hits in the ID and MS. Most muons are reconstructed following an outside-
in pattern recognition; extrapolating MS tracks back to the ID however a
complementary, inside-out approach is also employed.
– Segment-tagged muon (ST): Muons that have a track in the ID with an
associated track segment in the MDT or CSC chambers. ST muons are used
when muons cross only one layer of the MS, either because of their low-pT or
because they pass through a region of reduced MS acceptance.
– Calorimeter-tagged muon (CT): A track in the ID is identified as a
CT muon if it can be matched to an energy deposit in the EM calorimeter
compatible with a minimally-ionising particle. This type of muon suffers from
the lowest purity but recovers acceptance in regions where there are gaps in
the MS such as the crack at |η| < 0.1.
– Extrapolated muon (ME): The reconstructed trajectory is based solely on
track segments in the MS with a loose requirement that it originated from the
interaction point, after extrapolating back to the centre of the detector and
accounting for the expected energy losses in the calorimeters. ME muons are
used to extend the acceptance for muon reconstruction out to 2.5 < |η| < 2.7
which is not covered by the ID.
Overlaps between muon types are resolved before their use in physics analyses.
Where different muon types share the same ID track preference is given to CB
muons, then ST and finally CT muons. Overlaps with ME muons are resolved by
selecting the track with the better fit quality and larger number of hits. For the
analysis described in this thesis, only combined muons are used to ensure the best
possible muon momentum resolution.
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Muon reconstruction and identification efficiencies are measured in Z → µ+µ− and
J/ψ → µ+µ− events, using the same tag-and-probe method used to estimate the
muon trigger efficiencies [122]. The muon reconstruction efficiencies as functions
of pT and η are shown in Figure 3.6a and 3.6b respectively. The reconstruction
efficiency is relatively constant with pT although the visible drops in efficiency for
certain values of η reflect regions of reduced MS acceptance. Differences between
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Figure 3.6: Muon reconstruction efficiency measured in Z → µ+µ− and J/ψ →
µ+µ− events as a function of pT (a) and η (b) [136].
3.6 Other physics objects
3.6.1 Electrons and Photons
The typical electron signature is a track in the Inner Detector and a shower in the
LAr calorimeter with no significant shower in the hadronic calorimeter. A photon
will leave a similar shower but will not leave a track in the Inner Detector. In
reality, it is not uncommon to observe so-called converted photons, where the photon
interacts with the material in the Inner Detector and produces an electron-positron
pair. It is therefore critical to distinguish ‘real’ electrons from converted photons.
The reconstruction algorithm that ATLAS employs [137] begins by using the
topo-clusters described in Section 3.2. Since topo-clusters include both EM and
hadronic calorimeters, and electrons/photons are expected to deposit almost all of
their energy in only the EM calorimeter, a selection is made using the fraction of






1 for 1.37 ≤ |η| ≤ 1.630 otherwise ,
(3.4)
where ELx corresponds to the energy in the x
th layer of the LAr calorimeter. In the
transition region between the barrel and end-cap, 1.37 ≤ |η| ≤ 1.63, a significant
fraction of the total electron/photon shower energy is expected to be deposited in the
presampler or a module of the tile-calorimeter known as the E4 crack scintillator.
The energy deposits in these modules, EPS and EE4 respectively, are therefore
included in this region. A threshold of fEM > 0.5 was chosen as it rejects 60% of pile-
up clusters whilst maintaining good efficiency for true electron topo-clusters [137].
The next step is to match the topo-clusters with any tracks in the Inner
Detector. Tracks that are within the RoI defined by the topo-cluster, which were
reconstructed using the procedure described in Section 3.1, are refitted using a
Gaussian Sum Filter (GSF), a non-linear generalisation of the Kalman filter which
gives better track parameter estimation [138, 139]. To identify converted photons,
a specialised photon-conversion vertex reconstruction algorithm is utilised, which
looks for tracks emanating from a vertex consistent with a massless particle. The
tracks from a converted photon can be reconstructed in just the TRT, the Silicon
layers or both, and to complicate matters further it is possible for one of the tracks to
be so soft (pT < 0.5 GeV) that it is not reconstructed. The reconstruction algorithm
takes each of these cases into account.
To recover the energy from bremsstrahlung radiation, selected topo-clusters
are used to seed unimaginatively-named superclusters where satellite clusters are
combined with the seed cluster. Superclusters are initially designated as electron
and/or photon candidates depending on the presence of suitable matching tracks.
If the same topo-cluster has seeded an electron and photon supercluster, an ambi-
guity resolving algorithm will decide which hypothesis to reject after searching for
additional tracks and conversion vertices and applying additional corrections and
calibrations [137]. The finalised supercluster is then used to build an electron or
photon object to be used in physics analyses.
An MVA approach is used to calibrate the energy measurements of photons
and electrons, which uses the energies and pseudorapidities of contributing clusters
as inputs to derive a correction factor that should be applied to the raw energy to
obtain the ‘true’ energy.
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There are many sources of uncertainty in the measurement of electron and photon
energies. These include imperfect descriptions of the material in the Inner Detector,
the response of different calorimeter layers and pile-up effects. These energy scale
uncertainties are estimated as functions of pT and η and verified by comparing
Z → e+e− data events to simulated events with all calibrations applied. There
is good agreement, within uncertainties, across the electron pair invariant mass
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Figure 3.7: Electron pair invariant mass distribution from Z → e+e− decays in data
compared to simulation after applying the full calibration. The lower panel shows
the residuals for the data/MC ratios along with the total uncertainty (shaded green
band). Discrepancies between data and simulation are well covered by the assigned
uncertainties [140].
3.6.2 Taus
The tau lepton has a lifetime of 2.3 × 10−13 s, corresponding to a proper decay
length of 87 µm. This means that most taus will decay long before reaching the
first tracking layer, the IBL - 3.3 cm from the beamline - and only the tau decay
products will be detected. The short lifetime of the tau is in part due to its large
mass, 1.78 GeV, which allows it to decay into a multitude of hadronic final states.
In fact, the branching ratio for hadronic decays is approximately twice as large as
the leptonic decays τ− → e−νeντ and τ− → µ−νµντ .
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The leptons from tau decays are virtually indistinguishable from prompt muon and
electrons and so no special reconstruction algorithm is used to identify them. How-
ever, the jets from hadronically decaying taus can be reasonably well distinguished
from other types of jet by the shape of the decay showers [141]. A final-state quark or
gluon is much more likely to fragment before hadronising and forming a jet compared
to the electroweak production of quarks from a tau decay. The higher probability of
fragmentation in QCD jets also results in higher charged particle multiplicities and
therefore more tracks associated with the jet. For a tau decay, charge conservation
requires that the number of charged decay products is odd and hadronic final states
are often categorised by the number of associated tracks or prongs. For instance,
the decay τ− → π−ντ would be a one-prong decay whereas τ− → π−π−π+ντ is a
three-prong decay.
Hadronically decaying tau candidates are reconstructed from jets, clustered
with the anti-kt algorithm with distance parameter, R = 0.4 and using the topo-
clusters described in Section 3.2 as the inputs to the algorithm. These jets are
required to have pT > 10 GeV and to be within the acceptance of the tracking
detector, |η| < 2.5. Tracks within a cone of ∆R < 0.2 are associated to the tau
decay whereas tracks in the region 0.2 < ∆R < 0.4 are used to evaluate the isolation
of tau candidate.
To identify tau candidates from other jets, BDTs are trained on shower-shape
variables using Z → τ+τ− simulated events as signal and QCD multijet events as
background [142]. One-prong and three-prong decays are trained separately and the
resulting BDT scores gives good discrimination between tau jets and other jets, as
can be seen in Figure 3.8. The optimal choice of BDT score threshold is dependent
on the particular background and signal compositions of an analysis so three working
points are chosen: ‘loose’, ‘medium’ and ‘tight’ each offering different levels of signal
efficiency and background rejection.
The Tau Energy Scale (TES) is a correction factor to scale the reconstructed
tau momentum back to the true tau momentum. It is calculated in bins of pseu-
dorapidity and momentum and separately for one-prong and three-prong taus. The
uncertainty on the TES is typically below 4%.
3.6.3 Missing Transverse Energy
Whilst the momenta of the individual partons is not known (see Section 2.1.1 ),
the transverse momentum of protons in the LHC is negligible. One can therefore
assume that the total transverse momentum in the event is vanishingly small. In
most cases, the final-state momentum can be found by measuring particle tracks and
70
Tau identification score











































Figure 3.8: BDT scores for 1-prong (left) and 3-prong (right) tau identification. The
signal taus are from simulated Z → τ+τ− events and the background are jets from
QCD multijet simulated events [143].
calorimeter deposits although weakly-interacting particles, such as neutrinos, will
carry away momentum without being detected. It is therefore useful to define the
EmissT = −ΣpT , a vector sum of the pT of every reconstructed object in an event.
The EmissT can be used as a proxy for the neutrino pT in calculating kinematic
quantities. In Dark Matter searches, the EmissT is often an important variable as,
just like neutrinos, Dark Matter would not interact with the detector.
The EmissT is calculated in the x and y directions separately by combining the
momenta of physics objects as well as tracks and calorimeter deposits that have not














There is some subtlety in the calculation of EmissT through the choice of which objects
to include in the calculation. For instance, the ATLAS default is to use only jets
clustered with the anti-kt algorithm with R = 0.4 and pT > 20 GeV. The momenta
of each physics object is calibrated using the techniques described previously before
being used in the EmissT calculation.
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3.6.4 Summary
This section has described how signals in the detector can be combined to infer the
passage of physics objects, measure their momenta and then calibrate this measure-
ment. In particular, the reconstruction of muons and b-jets has been discussed in




Signal and Background modelling
Fast is fine, but accuracy is everything
Xenophon
4.1 Simulation of events
In order to look for new physics one must first understand how its signal will appear
in the detector and contrast this with the background Standard Model processes that
will leave a similar signature. To do this, simulated events are generated but since
Quantum Mechanics is frustratingly stochastic in nature it is necessary to generate a
very large number of events. This is so that the distributions of important kinematic
variables such as pT and η are well modelled. The final goal of the simulation stage
is to produce event samples in an identical format to data, such that both data and
simulated samples can be treated identically in later stages of the analysis. This
chapter shall begin by briefly describing the steps needed to produce a sample of
simulated events. This will be followed by a more detailed overview of the signal
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and background samples used in this thesis. Finally a validation that these samples
give a good representation of real physical events will be given.
4.1.1 Parton Level
The first step in generating simulated events is to calculate matrix elements for all
of the contributing processes using the technique described in Section 1.1.2; finding
all of the Feynman diagrams contributing up to a particular order.
These matrix elements are functions of the momenta of the initial and final-
state particles. There is a distribution of probabilities for the choices of momenta and
for each event these distributions are sampled using a Monte Carlo (MC) technique
[145]. Effectively, MC methods generate large quantities of random numbers and
then select only those values which will re-create the desired distribution. The four-
momenta of other particles can be determined from the conservation of momentum
and energy.
In the case of the initial-state particles, the momenta of partons in the pro-
ton are described using Parton Distribution Functions (PDFs), important for the
factorisation of the hard-scatter interaction in matrix element calculations described
in Section 2.1.1. These PDFs are not calculable a priori and are instead found by
fits to experimental data, particularly of Deep-Inelastic Scattering (DIS) processes.
Figure 4.1 shows two PDF sets produced by the NNPDF collaboration [146] at two
different energy scales, as functions of the longitudinal momentum fraction, x. The
uV & dV peaks are for the valence up and down quarks respectively and all other
bands are for sea quarks and gluons. At lower energies the uncertainties on the
PDFs - the width of the bands - is larger, but for higher energies the PDFs are far
more precisely known.
In order to compare a set of simulations with data, it is necessary to weight
the simulated events such that they represent the correct number or fraction of a
data event. These weights can be adjusted to tune distributions of kinematics to
better match experimental data.
4.1.2 Parton shower and hadronisation
The result of the event generation stage are a number of final-state particles. These
include quarks and gluons which are not directly detected, instead forming jets
of particles. This process is often separated into two main stages. First the high-
momenta partons will emit qq̄ pairs in a so-called parton shower. Colour-confinement
dictates that these quarks will then combine to form colourless hadrons. This hadro-
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Figure 4.1: Parton Distribution Functions produced by the NNPDF collaboration
[8].
nisation process is non-perturbative and therefore impervious to exact analytical
solutions. Instead, there are two successful phenomenological models for parametri-
sation: the Lund String model and the cluster model which are used in the Pythia
and Herwig programs respectively [147, 148]. Each model attempts to describe
the types and momenta of hadrons produced and has a number of non-physical
parameters which can be tuned to match experimental data.
– Lund String model: In QCD, for large charge separation, colour field lines
are compressed into tube-like regions modelled with 1 + 1 dimensional strings.
The strong force in such cases is approximately constant (F (r) ≈ const = κ ≈
1 GeV/fm) and so the potential is linear V (r) = κr. When there is enough
potential energy in the colour field, a new hadron will be created. The fraction
of energy given to this hadron is given by the fragmentation function which
has parameters that can be fitted to experimental data. This fragmentation
process continues until there is not enough energy to create new hadrons [149].
– Cluster model: Cluster hadronisation uses the preconfinement property
of QCD [150] to find clusters of colourless groups of partons to form ‘proto-
hadrons’ which can then decay into the final-state hadrons [151].
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There is a subtlety in the use of parton showers, however. Consider an event that
when reconstructed contains N + 1 jets. This can be achieved in one of two ways:
firstly the collinear/soft radiation from showering an event containing N+1 partons,
or an event with N partons with a hard, large-angle emission that leads to an extra
jet. In this case, a jet can arise from either the matrix element or parton showering.
To prevent double-counting, a matching scheme must be used to decide on an event-
by-event basis which path should be taken. All simulated samples in this thesis use
the CKWW-L matching scheme [152, 153] which defines a momentum cut-off kT ,
above which jets should arise from the matrix element and below which, jets are
simulated by the parton shower.
4.1.3 Detector Response
Once a final list of particles and their momenta is generated for each event, it is
necessary to simulate how these particles will interact with the detector. A frame-
work called Geant4 [154, 155] is used to simulate the passage of particles through
the detector, taking into account the exact geometry and material densities. Once
Geant4 has produced a set of hits where the particles have deposited energy in
different regions of the detector, the next step is to simulate how these energies will
be recorded by the electronic readout system. The digitisation step takes Geant4
hits and converts them into voltages and currents whilst overlaying detector noise
and pile-up events. The final step is to emulate the Read-out Drivers (RODs) - the
hardware on the detector which converts the digitised hits into a data format that
can be stored and used later in reconstructing events. As is shown in Figure 4.2,
the objective is to create Raw Data Objects (RDOs) for simulated and data events
so that they can be reconstructed in an identical fashion, as described in Chapter 3.
In the case of ATLAS specifically there are two different detector simulation
schemes, one is called FullSim and uses Geant4 as described above. However, ap-
proximately 80% of the full simulation time is spent simulating particles traversing
the calorimeters and 75% is spent specifically simulating electromagnetic particles.
This motivates the use of the FastSim scheme which replaces low-energy electro-
magnetic particles in the calorimeter with pre-simulated showers already loaded into
memory [156]. This reduces computing time by a factor of three with little effect
on the physics performance. The FastSim procedure is often used in events which
do not require extremely accurate modelling of the calorimeters response and, in
particular, electromagnetic shower shape.
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Figure 4.2: General layout of the ATLAS simulation framework. Starting from
Monte Carlo generators, the goal is to produce Raw Data Objects which are re-
constructed in an identical fashion to real data events. The important steps of
generation, simulation of hits, and digitistation are discussed in detail here, the
other steps correspond to the conversion of the data between different file formats
and keeping track of meta-data generated during the simulation process [157].
4.2 Signal
Whilst this analysis is as model-independent as possible, a simulated sample of
events must use some assumptions. In this case, signal samples were generated
using a heavy Higgs model as a proxy. Samples were generated with a heavy Higgs
width of 4.07 MeV under the Narrow width approximation (NWA) [158] for the
two production mechanisms considered: b-associated production (bbΦ) and gluon-
fusion production (ggF ) with Feynman diagrams as shown in Figures 1.8a and 1.8b
respectively.
4.2.1 b-Associated production
The MadGraph5 aMC@NLO [159, 160] generator is used to generate bbΦ events
in the 4-Flavour Scheme (4FS). This scheme assumes that the proton does not
contain b-quarks and only diagrams such as in Figure 1.8a are allowed. Therefore
only compatible Parton Distribution Functions (PDFs) can be used, and in this case
the CT10nlo nf4 PDF sets [161] were used to generate bbΦ events. For the parton
showering, underlying event and hadronisation calculation Pythia 8.210 [147] was
used with the A14 set of tuned parameters [162] and NNPDF2.3LO PDF sets [163].
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The b-Tagging algorithms that attempt to identify jets from associated b-quarks use
the properties of the b-hadron decay and so it is critical to model this process well.
The EvtGen v1.2.0 program [164] was used to model the properties of the bottom
and charm hadron decays. Details of the bbΦ samples generated are summarised in
Table 4.1.
Samples were generated at nine mass points between 200 GeV and 1 TeV, in
steps of 100 GeV. The bbΦ samples at 200, 400 and 1000 GeV were produced with
much larger numbers of events and with both FullSim and FastSim reconstruction
applied. This allowed the comparison of the two reconstruction schemes, and verified
that the use of FastSim was appropriate for producing the remaining signal samples.
Table 4.1: The calculated cross-section times branching ratio (σ×BR) and number
of generated events for the nine aMC@NLO bbΦ samples.
Mass [GeV] σ ×BR (pb) Nevt [k] FullSim/FastSim
200 8.446× 10−02 1000 Both
300 1.810× 10−02 50 FastSim
400 5.298× 10−03 1250 Both
500 1.889× 10−03 50 FastSim
600 8.389× 10−04 50 FastSim
700 3.950× 10−04 50 FastSim
800 1.915× 10−04 50 FastSim
900 1.050× 10−04 50 FastSim
1000 5.806× 10−05 1000 Both
4.2.2 Gluon fusion production
For the gluon fusion production mechanism, Powheg-Box v2 [165–168] was used
- along with the CT10 PDF sets - in the matrix element calculation which was then
interfaced with Pythia 8.210 with the AZNLO set of parameter tunes [169] and
CTEQ6L1 PDF sets [170] to perform the showering and hadronisation. Although
b-quarks are not required in the final state, as in the bbΦ case, it is still possible
for Final State Radiation (FSR) to produce a bottom or charm hadron so, just as
for the bbΦ samples, EvtGen v1.2.0 is used to model the decays of these hadrons.
Samples were generated for the same nine mass points as the bbΦ samples and the
details of these samples are summarised in Table 4.2.
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Table 4.2: The calculated cross-section times branching ratio (σ×BR) and number
of generated events for the nine Powheg + Pythia8 ggF samples.
Mass [GeV] σ ×BR (pb) Nevt [k] FullSim/FastSim
200 1.217× 10−05 50 FastSim
300 6.625× 10−06 50 FastSim
400 6.330× 10−06 50 FastSim
500 1.635× 10−07 50 FastSim
600 7.301× 10−08 50 FastSim
700 3.350× 10−08 50 FastSim
800 1.677× 10−08 50 FastSim
900 8.712× 10−09 50 FastSim
1000 4.733× 10−09 50 FastSim
4.3 Background
The major irreducible background processes are Drell-Yan production of Z/γ∗ + jets
and the fully leptonic decay of tt̄. There are also small contributions from Single
Top and Diboson processes.
4.3.1 Drell-Yan Z+ jets
Events containing Z/γ∗ + jets (henceforth called Z + jets) were simulated with
Powheg-Box v2 [167, 171], using the CT10 PDF sets and then interfaced to the
Pythia 8.186 parton shower model [172]. This used the AZNLO tune and CT10
PDF set to model the non-perturbative effects. Bottom and charm hadron decays
were modelled with EvtGen v 1.2.0 [164] and QED emissions from electroweak
vertices and charged leptons were modelled using Photos++ 3.52 [173]. Since the
dimuon mass distribution of Z + jets is so strongly peaked at the Z boson pole mass,
91.2 GeV, only a small fraction of generated events will have a dimuon mass in the
search region (0.2-1 TeV). For this reason, an additional set of Z + jets samples are
used with filters requiring a certain number of events in ‘slices’ of dimuon mass.
These samples are summarised in Table 4.3.
Three mass-dependent scale factors were applied to correct for contributions
from higher order terms. The first corrects the event yields to NNLO in the QCD
coupling constant and is calculated using VRAP 0.9 [174] with the CT14NNLO
PDF set [161]. Contributions from Electroweak (EW) and Photon-Induced (PI)
(γγ → µµ) processes at NLO were calculated using MCSANC 1.20 [175] and the
MRST2004QED PDF set [176].
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4.3.2 Top-antitop pair (tt)
To generate tt̄ events to NLO, the Powheg-Box v2 generator with the CT10 PDF
sets was used. The parton shower, underlying event and hadronisation were sim-
ulated using Pythia 6.428 with the CTEQ6L1 PDF sets and the corresponding
Perugia 2012 tune [177]. The top mass was set to 172.5 GeV and the sample was
normalised to the predicted production cross-section as calculated with the TOP++
2.0 program to NNLO in perturbative QCD which also includes soft-gluon resum-
mation to next-to-leading-log order [178]. Details on the tt̄ MC samples are also
included in Table 4.3
Table 4.3: Summary of major background Monte Carlo samples including the cross-
section times branching ratio (σ ×BR) and number of Monte Carlo events.
Process Mass [GeV] σ ×BR (pb) Nevt [k]
Z/γ∗ → µµ > 60 1.901× 10+03 2000
Z/γ∗ → µµ 120-180 1.748× 10+01 500
Z/γ∗ → µµ 180-250 2.921× 10+00 250
Z/γ∗ → µµ 250-400 1.082× 10+00 150
Z/γ∗ → µµ 400-600 1.955× 10−01 100
Z/γ∗ → µµ 600-800 3.740× 10−02 150
Z/γ∗ → µµ 800-1000 1.061× 10−02 50
Z/γ∗ → µµ 1000-1250 4.258× 10−03 50
Z/γ∗ → µµ 1250-1500 1.422× 10−03 50
Z/γ∗ → µµ 1500-1750 5.452× 10−04 50
Z/γ∗ → µµ 1750-2000 2.299× 10−04 50
Z/γ∗ → µµ 2000-2250 1.039× 10−04 50
Z/γ∗ → µµ 2250-2500 4.94× 10−05 50
Z/γ∗ → µµ 2500-2750 2.45× 10−05 50
Z/γ∗ → µµ 2750-3000 1.25× 10−05 50
Z/γ∗ → µµ 3000-3500 1.00× 10−05 50
Z/γ∗ → µµ 3500-4000 2.90× 10−06 50
Z/γ∗ → µµ 4000-4500 9.00× 10−07 50
Z/γ∗ → µµ 4500-5000 3.00× 10−07 50
Z/γ∗ → µµ > 5000 1.00× 10−07 50
tt̄ - 3.783× 10+02 10000
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4.3.3 Other backgrounds
Other backgrounds that could result in a similar signature to signal events are
Diboson processes and single top-quark production. Whilst the contributions of
these processes are fall smaller than Z + jets and tt̄, they are included to give a more
complete background description. The ‘single-top’ processes are modelled using the
same procedure as the tt̄ sample described in Section 4.3.2 and normalised using an
approximate calculation at NLO in QCD for the s and t channels [179, 180] and a
NLO+NNLL predictions were used for the Wt channel [180].
Diboson processes were modelled using the SHERPA 2.1.1 generator [181]
and the contribution from one (ZZ) or zero (WZ, WW ) additional partons at NLO
and up to three additional partons at LO using the Comix [182] and OpenLoops
[183] matrix element generators. These were merged with the SHERPA parton
shower using the ME+PS@NLO prescription [184]. The CT10 PDF set was used
in conjunction with a dedicated parton shower tune developed by the SHERPA
authors. The diboson sample event yields were simply normalised to the generated
cross-sections calculated at NLO.
4.4 Validation
In order to effectively search for New Physics it is necessary to understand the
expected background events. Distributions of kinematic variables can be compared
between simulation and data to check that the Monte Carlo models describe these
variables well. Events are chosen with similar selection criteria to the search regions
which will be described in more detail in Section 5.2. These so-called Control Regions
(CRs) cover a lower mass range (mµµ < 160 GeV) however, so looking at data in
these regions should not bias the analysis later on.
4.4.1 Heavy flavour modelling in Z+ jets
It is important to study the fraction of background events that contain b-quarks
since this will be a key requirement in the search for the b-associated production
mechanism. Figure 4.3a shows a comparison of the dimuon invariant mass spectrum
between data and simulated events when requiring one b-tagged jet. There is a
discrepancy about the Z resonance peak which indicates that the number of expected
Z + jets events is too low. Figure 4.4 shows the number of b-jets produced by
different Monte Carlo generators. One can see that Powheg differs in its prediction
of the number of b-jets from the other generators. To correct for this discrepancy,
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the Z + jets background sample is sub-divided. Events containing a c-quark or
b-quark are designated as Z + Heavy Flavour (Z+HF ) and all others are called Z +
Light Flavour (Z+LF ). Then by scaling up the Z+HF component, a good agreement
between simulation and data can be achieved. In Figure 4.3b, a näıve Normalisation
Factor (NF) of 1.5 is applied to the Z+HF background to demonstrate how this
correction improves the modelling of the mµµ distribution. In the full analysis this

































































Figure 4.3: Discrepancy of mµµ modelling around the Z resonance in events with at
least one b-tag before (a) and after (b) applying a näıve Normalisation Factor of 1.5
to the Z+HF component of the background. The full selection used for this control
region, CRbTag is defined later in Section 5.2. Red triangles represent data points
outside of the frame.
4.4.2 Correlation of jet multiplicity and pµµT
Figures 4.5a and 4.5b show the leading and subleading muon pT, where the MC
background underpredicts the number of events with high pT muons. The Powheg
Z + jets sample considers only one extra parton at NLO and so for jet multiplicities
of two or greater, jets are only simulated by the parton shower. Just as for the b-jet
modelling checks shown in Figure 4.4, the Powheg sample was compared with other
generators and discrepancies in the number of expected jets was observed. Since Z0
bosons produced in association with jets will recoil, an underprediction of the jet
multiplicity leads to an underprediction of the pT of the Z
0 boson.
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Figure 4.4: Differences between Monte Carlo event generators description of the
number of b-jets in Z + jets events. The lower panel shows the ratio with respect
to the Powheg MC samples. Higher b-jet multiplicities are predicted by the Sherpa
and MadGraph MC generators.
To verify that the mismodelling of the lepton pT is due to the insufficiencies in
the modelling of the Z pT, a check was performed where the Z+ jet events were
reweighted according to the pT of the dimuon system, p
µµ
T . To achieve this, the
data/MC ratio was fitted as a function of the momentum of the dimuon system
with a second-order polynomial. The fitted function was then used to obtain a
correction factor for a given value of pµµT . This was then applied to each event and
the effect on the modelling of other kinematic variables observed. The ‘corrected’
lead and sublead muon pT spectra are shown in Figure 4.5, and one can see that
this reweighting has significantly improved the modelling of the lepton pT. This is
unsurprising as the pT of the individual muons is highly correlated with the pT of
the dimuon system.
The effect of this reweighting procedure on the mµµ is small, however, as one
can see from Figure 4.6 which shows that the change in shape of the dimuon mass
distribution is smaller than the considered systematic uncertainties, described in
detail in Chapter 7. One can therefore infer that the pµµT and mµµ are not strongly
correlated and the insufficiencies in the Powheg modelling have little effect on the
dimuon mass distribution which is used to search for a signal.
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This small study provides a good explanation of the cause for discrepancies in the
Z + jets modelling and validates that the systematic uncertainties considered in the
analysis are adequate to encompass these effects. This somewhat informal reweight-
ing procedure was used to visualise the impact of the pµµT mismodelling but is not
used later in the final analysis as this effect is dealt with by the considered systematic
uncertainties described later in Chapter 7.
4.4.3 Modelling of tt
The tt̄ background provides the largest contribution to the predicted event yield
for events containing b-Tagged jets, as can be seen from the tables in Appendix
C. It is therefore critical that this background process is well modelled by the MC
simulated samples. Figure 4.7 shows comparisons between the expected kinematic
distributions with those measured in data for the tt̄ control region, CRttbar, defined
later in Section 5.2. In regions dominated by tt̄ there is very good agreement and
therefore the modelling is very good. There is a small discrepancy at mµµ ≈ 91 GeV
where the Z+HF background becomes non-negligible. Also, one can see that for
muons with very high pT there are only a small number of tt̄ events. The statistical














































































































































Figure 4.5: The lead (left) and sublead (right) muon pT distributions in the CRbVeto
control region (see Section 5.2) before (top) and after (bottom) applying a simple
reweighting in pµµT . The points show observed data and the shaded bands represent
the total pre-marginalised systematic uncertainties. Red triangles represent data

































Figure 4.6: The effect of the pT reweighting procedure on the predicted mµµ shape
of the background in the SRbTag signal region (see Section 5.2) is smaller than the






































































































































Figure 4.7: The lead (a) and sublead (b) muon pT, dimuon invariant mass (c) and
EmissT (d) distributions in the tt̄ control region, CRttbar (see Section 5.2). Red




It is our choices that show what we
truly are, far more than our abilities.
Albus Dumbledore
The selection is separated into two stages; firstly the object pre-selection, where
requirements are placed on which objects are considered in the analysis, and then
the event selection where events are selected if they contain a chosen number and
topology of objects. This chapter shall begin by defining the pre-selection, designed
to ensure that only well-reconstructed objects - in particular muons and b-jets-
are used in this analysis. Then the event selections will be described. These define
regions that are useful either because they have the potential to contain signal events,
so-called Signal Regions (SRs), or those which can be used to find normalisations





Reconstructed muon candidates are required to have a pT greater than 30 GeV and
pseudorapidity |η| < 2.5. The latter cut requires that the muon trajectory lies within
the acceptance of the Inner Detector whilst the former ensures muons are well above
the trigger pT threshold, such that the trigger efficiency is constant and well mod-
elled. Muons are required to be consistent with the hypothesis that they originate
from the primary vertex by applying selections on the transverse (d0) and longitu-
dinal (z0) impact parameters defined with respect to the primary vertex position:
|d0/σd0 | < 3 and |z sin θ| < 0.5 mm where σd0 is the uncertainty on the transverse
impact parameter. Nearby tracks could negatively affect the reconstruction, so an
isolation requirement is applied on the total momenta of tracks in a variable cone
size of ∆R = min(0.3, 10 GeV/pµT), centred on the muon track. This isolation
requirement is tuned to yield a 99% efficiency over the full muon pT spectrum [122].
Muons produced by a high-mass object are expected to have very high pT
and in these cases even the high magnetic fields in ATLAS will only slightly deflect
the muon’s path. This makes the measurement of the momentum challenging. To
combat this, extra requirements are placed on the muon to minimise the momentum
resolution for high-pT muons. Muons are required to leave three hits in each of the
three MS precision layers. A veto is placed on muons passing through poorly-aligned
regions of the MS or those passing through the overlap region between the MS barrel
and end-cap (1.01 < |η| < 1.10). These additional selections are approximately 80%
efficient for high-pT muons.
5.1.2 Jets
This analysis uses jets reconstructed from noise-suppressed topological clusters using
the anti-kt algorithm as described in Section 3.3 with radius parameter, R = 0.4.
All jets are required to have pT > 25 GeV and |η| < 4.5. Jets with pT below 60 GeV
and |η| < 2.4 must further satisfy a requirement on the Jet-Vertex Tagger (JVT) - a
likelihood discriminant that uses track and vertex information in order to suppress
jets originating from pile-up activity [185]. To prevent poorly measured jet energies
from impacting other related measurements - in particular EmissT - events are rejected
if they contain any jets that fail a “clean jet” requirement [186] which vetoes jets
that are likely to have been reconstructed erroneously. An example would be a jet
reconstructed from a sporadic noise burst in a calorimeter.
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5.1.3 Overlap Removal
An overlap removal procedure is applied to prevent a single particle being recon-
structed as two different physics objects. The first step is to remove overlaps between
muons and jets. Jets not tagged as b-jets, that are reconstructed within ∆R = 0.2 of
a muon are removed if they have fewer than three associated tracks or if the muon
energy constitutes more than 70% of the jet energy. Muons reconstructed within a
variable cone size of ∆R = min(0.4, 0.04 + 10 GeV/pµT) of any surviving jet are re-
moved. Jets are also discarded if they lie within ∆R = 0.2 of an electron candidate.
In this case, electrons are reconstructed as described in Section 3.6.1 and are re-
quired to have transverse energy ET > 10 GeV and pseudorapidity |η| < 2.47. The




The multivariate technique described in Section 3.4 is used to identify jets originat-
ing from b-hadrons. The MV2c10 discriminant is the output of a Boosted Decision
Tree (BDT) which has been trained to identify b-jets against a background sam-
ple containing an admixture of 10% charm jets and 90% jets originating from light
quarks [132]. There are four supported operating points for the choice of MV2c10
threshold, where the necessary corrections, calibrations and uncertainties have been
estimated. Each ATLAS analysis must decide which operating point is best for their
particular circumstances. In this search the “loosest” requirement, for which 85% of
b-jets pass the selection, was chosen as this was found to provide the optimal signal
sensitivity. An event is defined as ‘b-tagged’ if it contains at least one b-tagged jet
that passes this threshold.
5.2.2 Signal and Control Regions
The signal regions are defined with the selections given in Table 5.1. The search
region is for dimuon invariant masses above 160 GeV, this is the upper mass bound
considered in the SM H → µµ analysis [93]. The b-Tag region SRbTag requires at
least one b-Tagged jet whereas the b-Veto region contains events with no b-tagged
jets. In b-associated production, the b-quarks can often pass outside the geometric
acceptance of the Inner Detector and therefore the complementary region SRbVeto
has acceptance for the signal.
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The control regions are defined with the selections given in Table 5.2. All control
regions are below the 160 GeV invariant mass threshold. A complementary region
to the SRbVeto signal region is defined with a similar veto on b-Tagged jets. A
region designed to have a large contribution of tt̄ events, CRttbar, is defined with a
requirement on the EmissT as well as a minimum of one b-tagged jet. The CRbTag
region has the same b-Tag requirement and an orthogonal cut on the EmissT . The
expected event yields of the background and signal processes are given in the tables
in Appendix C. The event yield for the SM Higgs decay process was also estimated
from simulated samples generated for the H → µµ analysis [93] and found to be
negligible.
Table 5.1: Definitions of Signal Regions where mµµ is the reconstructed dimuon
invariant mass and nBJets is the number of b-jets as defined in Section 5.2.1.
Region Definition
SR bTag mµµ > 160 GeV & nBJets > 0
SR bVeto mµµ > 160 GeV & nBJets = 0
Table 5.2: Definitions of Control Regions where mµµ is the reconstructed dimuon
invariant mass, nBJets is the number of b-jets as defined in Section 5.2.1 and ETmiss
is the missing transverse energy.
Region Definition
CR bVeto 100 < mµµ < 160 GeV & nBJets = 0
CR bTag 100 < mµµ < 160 GeV & nBJets > 0 & E
miss
T < 100 GeV
CR ttbar 100 < mµµ < 160 GeV & nBJets > 0 & E
miss
T > 100 GeV
5.3 MVA Selection
Whilst the aim of the analysis is to perform a model-independent search, such
that the results are useful for testing many different theories, it is possible to gain
greater sensitivity to particular models by further optimizing the selection. Simply
selecting on variables which allow discrimination between signal and background
can improve sensitivity somewhat but often even more can be achieved through the
use of a Multivariate Analysis (MVA), which can take correlations between variables
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into account. This section describes studies into the potential improvements to a
similar, future analysis that can be achieved through such a technique. The MVA
selection used in this section is not used elsewhere in the analysis as these studies
were performed after the results in Section 8 were finalised.
5.3.1 Introduction to Boosted Decision Trees (BDTs)
Boosted Decision Trees (BDTs) are a class of powerful multivariate techniques that
are widely used in high-energy physics, particularly for classification applications
[142, 187]. A decision tree is constructed from nodes and leaves such as in Figure
5.1. At each node the data is split based upon some feature - in the case of particle
physics this is often a kinematic variable such as pT. Each split is followed either
by another node, or a leaf which gives the classification of the corresponding data.
The decision at each node can be optimised to maximise the information gain, or





where n is the number of children for each node and pi is the probability of each
outcome. A single decision tree is often called a weak learner as they have high
misclassification rates, but many such decision trees can be combined in a process
called boosting to provide a classifier with much higher accuracy [189]. In these
cases trees are created iteratively, and the output of each tree h(x) is given a weight













where l(ŷi, yi) is the loss function - the difference between the prediction and truth
of the ith sample - and Ω(fj) is the regularisation function which penalises the
complexity of adding the jth tree. There are a myriad of choices for the loss and
regularisation functions as well as methods to perform the minimisation, each with

















< 100 ≥ 100
Energy?
< 0.2 GeV ≥ 0.2 GeV
Radius?
< 500 cm ≥ 500 cm
Figure 5.1: Schematic of an example decision tree used by the MiniBooNE experiment
for particle identification (PID). The nodes are shown as ovals and the leaves as
rectangles. The discriminating variables used are specific to the experiment: PMT
hits, Energy and Radius. Each leaf is labelled with whether it should be classified
as signal (S) or background (B). The number of simulated signal and background
events at each node are shown in the format S/B [192].
5.3.2 BDT Training
A BDT was created in the Scikit-learn framework [193] using an AdaBoost classi-
fier [189] with the hyperparameters and kinematic variables given in Table 5.3. This
BDT was trained to identify tt̄ events from the Z + jets and bbΦ signal samples in
the b-Tag signal region described above in Section 5.2.2. The Max depth and Min -
samples leaf parameters control the creation of each decision tree; the maximum
depth of the tree, and the minimum number of samples required on each leaf. The
n estimators and learning rate parameters control the boosting process through
the number of weak learners to be trained and the initial weight of each classifier.
A major concern in machine learning is overtraining where the algorithm
learns to distinguish samples by small statistical fluctuations in the dataset, resulting
in spuriously high discriminating power. This effect can be measured by subdividing
the datasets into training and testing samples, where the former is used for training
the BDT and then compared to the BDT results for the latter. If there are significant
differences between the two, then the BDT is overtrained. Figure 5.2a shows the
BDT score distributions for the “signal” - which in this case is the tt̄ background -
and “background” which includes the Z + jets and bbΦ samples. One can see that
there is good discrimination, and the agreement between the train and test samples
indicates that overtraining is not a problem.
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1) Lead Muon pT
2) Sub-lead Muon pT
3) φ separation of dimuon pair, ∆φµµ
4) η separation of dimuon pair, ∆ηµµ
5) Minimum angular distance between any muon and
any b-jet, ∆Rmin(muon, b-jet)
6) Missing transverse energy, EmissT
7) No. of b-jets passing 85% b-Tag operating point
8) No. of b-jets passing 77% b-Tag operating point
9) No. of b-jets passing 70% b-Tag operating point
10) No. of b-jets passing 60% b-Tag operating point
For a given BDT score, the fraction of signal greater - and background lower
- than this threshold are called the signal efficiency and background rejection re-
spectively. Figure 5.2b shows these fractions as a function of the BDT score, known
as a Receiver Operating Characteristics (ROC) curve. A good BDT discriminant
should maximise the area under this ROC curve, maximising the signal efficiency
for a given background rejection and vice versa. For this BDT the area under the
ROC curve is approximately 0.9 which quantifies the good discrimination one can
see in Figure 5.2a.
The dimuon invariant mass, mµµ, was intentionally not included as a feature
on which to train the BDT, as this variable is later used to search for the resonance
peaks of a signal. It is possible, however, that the BDT has inadvertently been
trained to use the mµµ through its correlation with other variables. To study this,
the correlation between the BDT score and the mµµ was quantified. Figure 5.3
shows heat-maps of the BDT score and mµµ for the Z + jets and tt̄ MC samples
as well as the combination of all bbΦ signal samples. One can also see the Pearson
and Spearman’s rank correlation coefficients, ρP and ρS , which quantify the degree
of correlation [194, 195]. There is no correlation between the BDT score and mµµ
for the Z + jets and tt̄ samples and only minor correlation (ρ ≈ 0.2) in the signal
samples. Thus, the discriminating power of the BDT does not come about because
it has ‘cheated’ and learned to recognise events with large dimuon invariant masses.
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Figure 5.2: (a) BDT score distribution for signal (tt̄) in red and background (Z + jets
and bbΦ signals) in blue. The training and test samples are shown by the filled
areas and points respectively. (b) The Receiver-Operator Characteristic curve for a
selection based on the BDT score.
In order to use the BDT discriminant in an analysis selection, it is necessary to
find the optimal value of the BDT score on which to cut. This can differ depending
on whether signal acceptance or background rejection is more important, and this
depends on the relative yields of signal and background. To study the potential
analysis benefits of using this BDT, a search was performed to find the optimum
threshold value and measure the enhancement of the sensitivity. Figure 5.4 shows
the s/
√
b - the number of signal events divided by the square root of the number
of background events, a widely used approximation for the analysis sensitivity [196]
- as a function of BDT score for each of the bbΦ signal samples. Only events with
a dimuon mass within the Full Width at Half Maximum (FWHM) of the signal
peak are considered. The peak for each signal represents the optimum choice of
BDT score at which to cut and is normalised to unity and therefore the difference
between the peak and plateau at BDT score ≈ 1 gives the improvement in sensitivity.
This gain varies from a factor of 3.7 to approximately 1.5 for the mΦ = 200 GeV
and mΦ = 1 TeV bbΦ signals respectively. The optimum choice of BDT score also
varies as a function of signal mass, indicating that to truly benefit from the BDT,
a different choice of cut would be needed for each signal hypothesis mass. Such a
strategy would require further study, however, as it could introduce new systematic
uncertainties into the analysis.
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Figure 5.3: Heat-maps showing BDT score and dimuon invariant mass, mµµ, for
the Z + jets (top left), tt̄ (bottom) and all bbΦ signal samples (top right). Brighter
areas contain a greater fraction of events while darker areas contain a small fraction
of events. The Pearson and Spearman’s rank correlation coefficients, ρP and ρS ,
are also shown [194, 195]. The Z + jets and bbΦ processes contain no true sources
of EmissT , allowing good discrimination from tt̄. Events with a BDT score of -1
typically have negligible reconstructed EmissT . The limited number of simulated tt̄
events at high masses can also be seen, in contrast to the high-statistics Z + jets
and bbΦ samples.
5.3.3 Summary
This section has outlined the selection requirements for physics objects to be in-
cluded in the analysis. Furthermore, the categorisation of events into Signal and
Control regions has been described. Finally, studies into the use of an MVA method
to improve the sensitivity of the analysis has been explained. Whilst yielding promis-
ing results, this MVA method is not used for the full analysis described hereafter.
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Figure 5.4: Change in s/
√
b, the signal sensitivity, for different thresholds of the
BDT score. A requirement that the BDT score be less than 1 will always be true, so
effectively represents no cut. Lower BDT score thresholds correspond to a tighter
selection until a value of -1, when all events will fail the requirement. The displayed
distributions for each signal mass are normalised such that the maximum sensitivity
is unity. The maximum improvement in sensitivity is shown in grey boxes to the
right and is calculated from the ratio of the maximum sensitivity to the sensitivity




Never tell me the odds!
Han Solo
6.1 Likelihood function and test statistics
Cross-section times Branching Ratio (σΦ × B(Φ→ µµ)) limits for the bbΦ and ggF
production mechanisms are key results of this analysis. In order to extract limits
on the σΦ × B(Φ→ µµ), a binned likelihood function is constructed from a product








where nj are the number of observed events in each bin; sj and bj are the expected
number of events which depend on so-called Nuisance Parameters (NPs) denoted by
θ and µ is the signal strength parameter. This signal strength parameter is defined
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as the ratio of the measured or excluded signal cross-section to the cross-section
calculated by the MC generators described in Section 4.2.
In order to constrain systematic uncertainties and determine the normalisa-
tions of different background processes without signal contamination, measurements
can be made in regions which are expected to contain no signal events. A likelihood







where bk and mk are the expected and observed number of events in each bin of
the control region. The total likelihood is simply the product of likelihoods from
each signal and control region and gives a measure of the plausibility that these
parameters µ, θ have resulted in the observed data.
The Neyman-Pearson lemma [197] states that to test a hypothesised value










where θ̂ are the values of the NPs that maximise the likelihood for a given µ whereas
in the denominator µ̂ and θ̂ are the unconditional maximum-likelihood estimators.
Since the denominator can vary over the full parameter space, the ratio is bounded
between 0 and 1. Often the Log-Likelihood Ratio (LLR) is used as the natural
log is monotonic, the maximum occurs for the same parameter values as the likeli-
hood itself, and the likelihood is a very small number which would introduce larger
floating-point errors than when using the log-likelihood.
There are many choices of test statistic that make use of the LLR and are
widely used in the HEP community [196]. This analysis uses two, q0 and q̃µ, for the



















0 ≤ µ̂ ≤ µ
0 µ < µ̂
. (6.5)
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The reason for the difference between the two test statistics is that searching for a
signal is subtly different to finding an upper limit on the possible signal strength.
The q0 test statistic quantifies whether the null, background-only hypothesis (µ = 0)
can be rejected. In this case, it is not desirable for a downward fluctuation in the
data - such that µ̂ is negative - to count as a discrepancy since one expects the signal
only to increase the number of events.
For the q̃µ test statistic, used for finding upper limits, the opposite is true.
One does not want to reject a given value of µ if the data fluctuates upwards and
gives a best fit value of µ̂ > µ. Also, if the observed data gives µ̂ < 0, the best
level of agreement is for µ = 0 as the signal strength can only physically be positive
(µ ≥ 0).
The p-value is found from the pdf of the q̃µ test statistic (with a similar





This pdf, f(q̃µ|µ), can be found through the use of many ‘toy’ experiments calculated
by sampling all of the NPs to create an ensemble that spans the entire parameter
space. The pdf is simply the distribution of the test statistic calculated for each
toy. Alternatively a set of closed-form, asymptotic formulae can be used in the large
data sample limit [196]. An example of a test statistic distribution found using each
method is shown in Figure 6.1b.
When searching for a signal, the p0 is used to quantify the significance of
any excesses in the observed data. To make it more readable, the p0 can be con-
verted into a significance via Z = Φ−1(1−p) where Φ is the cumulative distribution
of the standard (zero mean, unit variance) Gaussian. If the significance reaches
the thresholds - arbitrarily decided but nonetheless widely accepted - of 3σ or 5σ
(corresponding to p0 values of 1 × 10−3 and 3 × 10−7), one can respectively claim
“evidence for” or “discovery of” new physics.
Rather than determining the upper-limits on σΦ × B(Φ→ µµ) from the p-
value of the signal-plus-background hypothesis, ps+b, they are found using the CLs





The reasoning behind using the CLs method is that one expects the requirement
ps+b < α to exclude, with a probability close to α, hypotheses to which the analysis
is not sensitive. Consider the example distributions shown in Figure 6.1a, where
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there is overlap between the s+ b and b only cases. If the analysis is not sensitive to
the signal, then the distributions overlap perfectly. The calculated p-value will then
meet the requirement regardless of signal strength. To counteract this, the ps+b is





If the distributions f(q̃µ|s+ b) and f(q̃µ|b) are well separated, 1− pb is only slightly
less than unity, and the penalty is small. However, the penalty becomes larger if
the distributions overlap, preventing the exclusion of signal models to which the
analysis is not sensitive.
The 95% Confidence Level (CL) corresponds to the number of signal events
for which the α is 0.05 and is a misnomer, or at the least misleading, as the CLs is
not a true confidence interval since the CL of the interval is not equal to the coverage
probability. Just as for the pdf of the test statistic, the median and error bands for



































Figure 6.1: The CLs method (a) compares the test statistic for the background only,
b and signal-plus-background s+b hypotheses for some generic test statistic [198], q.
This analysis uses the q̃µ test statistic (b). The red and blue histograms show exam-
ples of this distribution for a background only and signal-plus-background hypothesis
respectively, found using many ‘toy’ experiments. The asymptotic approximations
are shown as grey curves and match the toy distributions well [196].
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6.1.1 Nuisance Parameters
The expected signal and background event yields, sj and bj in eqn. (6.1), are de-
pendent on a large number of systematic uncertainties, some from experimental
measurements and others from theoretical predictions. These systematic uncertain-
ties are outlined in more detail later in Chapter 7 and their impact on the final
results of the analysis is achieved through the use of Nuisance Parameters (NPs).
The term nuisance is used as the parameter itself is not of immediate interest but
it must be accounted for nonetheless. These NPs describe how far each systematic
effect is from its nominal value. For instance, the muon momentum scale NP en-
codes the degree to which ATLAS is systematically under- or over-estimating the
true momentum of a muon. Each of the NPs that describes systematic uncertain-
ties enters the likelihood function not only indirectly through its effect on the event
yields, sj and bj but also through a Gaussian constraint term:
GNP constraint(θ̂|θ0, σ) = e−
(θ̂−θ0)
2σ2 , (6.9)
where θ̂ is the NP, θ0 is the NP nominal value, and σ is the size of uncertainty.
When included in the likelihood, these terms constrain the NP to remain close to
the nominal value as the Gaussian term penalizes the likelihood the further the NP
is from the nominal. The size of the uncertainty, σ, determines how tightly the NP
should be constrained. Much of the following chapter concerns the steps taken to
estimate the sizes of the uncertainties so they can be included in the likelihood fit.
Before moving on from the topic of nuisance parameters, it should also be
noted that the normalisations of the major backgrounds are also included as NPs
in the likelihood fit as they impact the expected background yield, bj . However,
contrary to the systematic uncertainty NPs, the normalisation factors are ‘freely-
floating’ parameters meaning that no Gaussian penalty term is applied to the like-
lihood.
6.2 Analysis Fit Strategy
The likelihood function used in this analysis is constructed from binned distributions
of the dimuon invariant mass in the two Signal Regions (SRs) and three Control
Regions (CRs). In each of the CRs there is only one bin, used to measure the
normalisations of the dominant background processes. In the SRs, there are 61 bins
with each bin increasing exponentially in width. This log-uniform binning allows
for fine resolution at low masses - where the experimental resolution is also small -
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whilst ensuring that there are enough events in each of the bins at high mass, where
the expected event yield is lower.
The binned dimuon invariant mass distributions are stored in so-called tem-
plate histograms which are produced for each background and signal process. These
histograms are used as inputs to the HistFactory package [199] which constructs
the statistical model within the RooFit framework [3]. Template histograms de-
scribing each source of systematic uncertainty are also included as inputs to describe
±1σ variations of the Nuisance Parameters (NPs) and are interpolated linearly. The
RooFit package is then used to perform two types of fit: searching for signal using
the q0 test statistic, eqn. (6.4), and placing upper limits on the cross-section with
the q̃µ test statistic, eqn. (6.5). In both cases, the Parameter of Interest (PoI) is
the signal strength, µ. The upper limit on the cross-section can be found by multi-
plying the upper limit on the signal strength by the cross-section calculated when
generating the relevant signal MC sample.
6.2.1 Asimov Dataset
It is often useful when understanding the results of search and exclusion fits, to
compare results of a fit using the observed data to one using a so-called Asimov
dataset [196]. An Asimov dataset is effectively a single MC toy, where the values of
every parameter are set equal to their expected values. By comparing this ‘nominal’
dataset with the observed data, one can more easily understand how any exper-
imental measurements have differed from one’s expectations. An Asimov dataset
can also be used to determine the expected sensitivity of an analysis, as well as
the impact the variations of different NPs have on the Parameter of Interest (PoI).
The RooFit package [3] was used to generate an Asimov dataset which is used to
compare to the observed data results, shown later in Chapter 8.
6.3 Signal Interpolation
The signal MC samples described in Section 4.2 can be used to test signal hypotheses
at the nine mass points for which samples were generated. However, as is shown in
Figure 6.2, the muon momentum resolution is only a few percent for muon pT values
of approximately 100 GeV. This means that dimuon invariant mass peaks at the
lower end of the 0.2-1 TeV search range will be far smaller than the 100 GeV spacing
between signal samples. To search for these peaks at intermediate mass points and



































Figure 6.2: Contributions to muon momentum resolution as functions of pT as
expected from Monte Carlo simulations. The overall momentum resolution increases
significantly between 100 GeV and 1 TeV [200].
The Double-sided Crystal Ball (DSCB) function [201] was found to fit the dimuon
mass shape of the signal samples at all masses and is defined as









nL × ( nL|αL| − |αL| −
Mµµ−x̄
σ )




nH × ( nH|αH | − |αH | −
Mµµ−x̄
σ )





It has a Gaussian core with power-law tails and has six parameters: the mean x̄ and
standard deviation σ and two parameters for each tail αL, nL and αH , nH for the
low and high-mass tails respectively.
Each of these six parameters is expected to change with the mass of the
hypothetical signal resonance, therefore they are each parameterised themselves
with second-order polynomials (see Table 6.1). An example of the change in DSCB
parameters with mass is shown in Figure 6.3.
To interpolate between the differences in selection acceptances for different
signal masses, each signal sample was reweighted from its generated cross-section to
the same, arbitrary cross-section of 10 nb. The differences in the event yield of each
sample are then due only to changes in the acceptance. The normalisation of the
DSCB is also included as a parameter in the signal interpolation and is similarly
parameterised itself with a second order polynomial.
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Table 6.1: Parameterisations of DSCB parameters as functions of signal hypothesis
mass mΦ. Cases where the higher-order terms were negligible have been removed.
DSCB Parameter Polynomial
Normalisation aNorm + bNormmΦ + cNormm
2
Φ
Mean (x̄) ax̄ + bx̄mΦ
Width (σ) aσ + bσmΦ + cσm
2
Φ
αL aαL + bαLmΦ
nL anL + bnLmΦ
αH aαH + bαHmΦ
nH anH
After fitting to the signal samples to determine the polynomial coefficients, the final
signal shape is only a function of the hypothesis mass, mΦ. It is then possible to
produce signal templates to be used in the search and exclusion fits described in the
previous section. The fit and interpolation is performed separately for signal MC
samples corresponding to every ±1σ variation of the NPs described in Chapter 7.
This interpolation process was validated by removing each of the nine signal
samples separately and then comparing the interpolated DSCB shape directly with
the removed MC template mass shape. In all cases the reduced χ2 [202], a measure
of goodness-of-fit, was less than 1.35 although it was noted that the agreement was
worst for the lowest and highest mass points, 200 GeV and 1 TeV. This suggests
that the somewhat simplistic approach used here is not suitable for extrapolating the
invariant mass shape to lower or higher values and so it is only used to interpolate
to intermediate mass points. For this reason, the lowest hypothesis mass considered
in this analysis is mΦ = 200 GeV even though the search region extends to a dimuon
invariant mass of mµµ = 160 GeV.
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Figure 6.3: Change in DSCB parameters with signal hypothesis mass mΦ for the
ggF signal in the b-Veto signal region. The green points show the fitted parameter
for a fit of each mass separately and the red curve shows the fitted polynomial that
results from the combined fit of all samples.
Chapter 7
Systematic Uncertainties
It is far better to foresee even without
certainty than not to foresee at all.
Henri Poincaré
The objective of any search for Beyond Standard Model physics is to compare mea-
sured data with expectations, looking for discrepancies. To properly quantify the
significance of any results it is necessary to take into account the systematic un-
certainties that will affect both the measurements and predictions. This chapter
discusses each of the sources of systematic uncertainty considered, including the
methods used to estimate the size of the uncertainty. The first of the sections con-
tains details on the experimental sources of uncertainty and the latter concerns the
theoretical uncertainties.
7.1 Experimental sources of uncertainty
This analysis makes use of the reconstructed physics objects, described in Chapter 3,
which are themselves composite measurements made by each ATLAS sub-detector.
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It is the task of the so-called Combined Performance groups within the ATLAS col-
laboration to calibrate these physics objects and estimate the relevant uncertainties.
This section begins with the most important experimental sources of uncertainty;
involving muons, jets and the b-Tagging algorithms and then other, miscellaneous
uncertainties are discussed.
7.1.1 Muon measurements
As the experimental signature of this analysis contains two muons, it is critical that
they are identified and reconstructed well. Muons are reconstructed and calibrated
by following the procedure as described in Section 3.5. The measurements and
corrections have uncertainties which must be taken into account.
Firstly, scale factors that correct for the difference in efficiencies between
MC and data when reconstructing and triggering on muons are measured in tag-
and-probe studies, looking at J/ψ → µµ and Z → µµ events. The largest sources of
uncertainty in determining these scale factors are correlations between the ‘tag’ and
‘probe’ muons, contributions from background processes, and statistical uncertain-
ties in the data and MC samples [122]. The total effect of these uncertainties on the
scale factors are found to be approximately 1% in the pT region studied. An upper
limit on the variation at higher pT is extracted from simulation and so an additional
uncertainty is applied of 2-3% per TeV for muons with pT > 200 GeV. Similar scale
factors are derived for the efficiencies of the isolation and Track-to-Vertex Associ-
ation (TTVA) selections. In each case, the component of the uncertainty that is
statistical is separated from the other sources of uncertainty.
Measurements of the muon momentum are calibrated using fits to the dimuon
invariant mass peaks of the Z boson and J/ψ meson and uncertainties on this
calibration are determined from the error on the fitted parameters. The uncertainties
on the momentum scale are found in bins of muon pseudorapidity and momentum
and vary from 0.05% in the barrel region to 0.1% at |η| ≈ 2.5. For the muon
resolution, the uncertainties vary from 2.3% in the central region to 2.9% in the
endcaps. A complete list of the muon measurement uncertainties can be found in
Table B1 in Appendix B.
7.1.2 Jet measurements
There are many steps in reconstructing, measuring and calibrating jets in ATLAS,
described in Section 3.3 and therefore there are many sources of uncertainty that
one must consider. An eigenvector variation method is used to reduce the number
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of nuisance parameters that will be used in the fit [203]. Firstly the covariance
matrix of all possible variations is found and, as it is a symmetric positive-definite
matrix, it is trivial to find the eigenvectors and eigenvalues of this matrix. These
eigenvectors can be thought of as ‘directions’ in which variations are independent
from one another. If the effect of varying along an eigenvector is negligible it can
be removed, reducing the total number of parameters that must be included. In
this way, the 88 total NPs related to jet measurements can be decomposed into 21
uncorrelated NPs and each is estimated in bins of jet pT and η. These uncertainties
are listed in Table B2 in Appendix B.
7.1.3 Flavour Tagging uncertainties
A correction factor is applied to the outcome of the flavour tagging algorithm de-
scribed in Section 3.4 to account for differences in the efficiency between data and
simulation. This flavour tagging correction factor is derived separately for b-jets,
c-jets and light-flavour jets, and just as for the jet energy scale and resolution cor-
rection factors, it is dependent on the jet pT and |η| and is affected by uncertainties
from multiple sources. These sources can be broadly categorised into three groups:
MC generator modelling of kinematic variables; normalisation uncertainties of the
cross-section of simulated samples and experimental uncertainties arising from de-
tector and reconstruction effects. An eigenvector variation method [203] is used to
reduce the number of nuisance parameters, resulting in three NPs for b-jets and for
c-jets and five NPs for light-flavour jets. The approximate size of the uncertainty
in the flavour tagging efficiency is 2% for b-jets, 10% for c-jets and 30% for light-
flavour jets [204]. These uncertainties were estimated in studies of tt̄ events where
the maximum jet pT was approximately 300 GeV, therefore an additional uncer-
tainty is applied to the extrapolation of the flavour tagging efficiency for jets with
pT > 300 GeV. These uncertainties are listed in Table B3 in Appendix B.
7.1.4 Other Experimental Uncertainties
The measured integrated luminosity of the dataset has an uncertainty of 3.2%, the
largest source of which is the calculation of the total visible cross-section performed
during Van der Meer (VdM) scans [100]. These uncertainties come about from
instrumental effects within the ATLAS luminometers, as well as changes in the
exact beam conditions of the LHC.
As the EmissT is a topological event quantity, its uncertainties are mostly due
to the measurement of objects used in its calculation. For instance, in the case of
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muons and jets the uncertainties are found as described above. However, the ‘soft’
term - tracks and calorimeter deposits that have not been reconstructed as physics
objects - also has an uncertainty which must be separately determined. In a event
with no true source of missing energy, the soft term would be expected to perfectly
cancel the hard term. For the purposes of measuring the soft term, it is projected
along the direction antiparallel to the hard term and three quantities are measured:
the energy scale of the soft term parallel to this axis, and the resolution of the
transverse and parallel components. These quantities are compared in bins of phardT
between data and three MC generators and the maximal disagreement is taken as
a systematic uncertainty [205].
7.2 Theoretical sources of uncertainty
There are many theoretical sources of uncertainty in the modelling of the background
and signal processes. This section describes each of these sources and the methods
used to quantify the size of each uncertainty. At first, the uncertainties related to the
background processes will be described followed by a discussion of the uncertainties
considered for the signal model.
7.2.1 Background modelling uncertainties
The background MC samples are used to predict the dimuon invariant mass (mµµ)
distribution and therefore systematic uncertainties are evaluated with regards to
their effects on the shape and normalisation of this distribution. The uncertainties
applied to the two major background processes, Z + jets and tt̄ production, are
discussed in detail in the following two sections and have a larger impact than the
uncertainties on the other background processes which are subsequently summarised.
Z+ jets mµµ Shape and Extrapolation systematics
Uncertainties on the Z + jets background samples are evaluated for the variation
and choice of PDFs, the energy scale, the uncertainty on αS , as well as the uncer-
tainties on the higher order Electroweak (EW) and Photon-Induced (PI) corrections
described in Section 4.3.1. Only the effect on the shape of the mµµ is considered as
the normalisations of the Z+LF and Z+HF components are included later, in the
fit, as freely-floating parameters.
The PDF variation uncertainty was obtained using the 90% confidence level
CT14NNLO PDF error set and by following the procedure described in Refs. [206,
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207]. Rather than using a single Nuisance Parameter (NP) to describe the 28 eigen-
vectors of this PDF error set, which could lead to an underestimation of its effect, a
re-diagonalized set of 7 PDF eigenvectors was used [161]. This represents the mini-
mal set of PDF eigenvectors that maintains the necessary correlations, and the sum
in quadrature of these eigenvectors matches the original CT14NNLO error envelope
well. They are treated in the likelihood fits as separate NPs. The uncertainties due
to the variation of PDF scales and αS were derived using the VRAP program [174].
The former was obtained by varying the renormalisation and factorisation scales of
the nominal CT14NNLO PDF up and down simultaneously by a factor of two. The
value of αS used (0.118) was varied by ±0.002. The EW correction uncertainty was
assessed by comparing the nominal additive (1 + δEW + δQCD) treatment with the
multiplicative approximation ((1 + δEW)(1 + δQCD)) treatment of the EW correc-
tion in the combination of the higher-order EW and QCD effects. The uncertainty
in the photon-induced correction was calculated from the uncertainties in the quark
masses and the photon PDF. Following the recommendations of the PDF4LHC
forum [207], an additional uncertainty due to the choice of nominal PDF set was
derived by comparing the central values of CT14NNLO with those from other PDF
sets, namely MMHT14 [208] and NNPDF3.0 [209]. The maximum width of the
envelope of these comparisons was used as the PDF choice uncertainty, but only if it
was larger than the width of the CT14NNLO PDF eigenvector variation envelope.
The discrepancies in the modelling of the Z+HF discussed in Section 4.4.1
motivate the use of an additional uncertainty on the mµµ shape for this component
of the background. The default Powheg Monte Carlo events are compared with the
predictions of Sherpa 2.2.1 [181] and MadGraph 5 [159] which implement more
sophisticated modelling of the Z+HF jets. The difference of the Powheg prediction
to the other generators as a function of mµµ discriminant is used to motivate the
shape of an additional uncertainty on the Z+HF prediction in the b-Tag Signal
Region with a functional form ± 0.4 ln( mµµ300 GeV) as shown in Figure 7.1.
The normalisations of the Z + jets backgrounds are predominantly deter-
mined from the large number of events in the Control Regions (CRs) with only a
small contribution from the Signal Regions (SRs). When considering the expected
yield in the Signal Regions, additional uncertainties are placed on this extrapola-
tion of the normalsiation factor from the CRs. The ratio between the expected
SR and CR yields are calculated for ±1σ variations of each source of uncertainty
listed above. For the Z+HF component, the ratio is also calculated for alternative
choices in Monte Carlo event generator. The fractional differences of the SR:CR
ratio with respect to the nominal are added in quadrature and this total is taken
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as the overall uncertainty on the extrapolation. These uncertainties are labelled as
Ratio ZjetsLF CRSR and Ratio ZjetsHF CRSR with magnitudes of 2% and 7% for



































Figure 7.1: mµµ shape predicted by the Powheg, MadGraph and Sherpa gener-
ators. The shaded band shows the derived shape uncertainty.
tt̄ mµµ Shape and Extrapolation Systematics
An mµµ shape uncertainty for the tt̄ background is derived in an analogous way
to the Z + jets uncertainty described previously. To estimate the impact of Initial
State Radiation (ISR) and FSR, two alternative Powheg + Pythia samples were
generated with modified parameters. In one case, the renormalisation (µR) and
factorisation (µF ) scales were halved whilst the hdamp parameter of Powheg, which
controls parton shower matching and effectively regulates the amount of high-pT
radiation, was doubled to twice the mass of the top-quark. In the other sample, the
renormalisation and factorisation scales were doubled and the hdamp parameter was
unchanged. In both cases the corresponding Perugia 2012 radiation tune was used.
These choices of parameters have been shown to encompass the cases where µR and
µF are varied independently and covered the measured uncertainties of the data in
unfolded tt̄ distributions [210,211].
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As explained in Section 4.1.2, there are several choices for parton shower and hadro-
nisation models. Differences in the tt̄ mµµ shape for different choices of these mod-
els were studied by interfacing Powheg-Box with Herwig++ 2.7.1 [148] with
the UE-EE-5 tune [162] and the corresponding CTEQ6L1 PDF sets. Finally, a
sample was generated with MadGraph5 aMC@NLO 2.2.1 [159] also interfaced to
Herwig++. An NLO matrix element and CT10 PDF were used for the tt̄ hard
scattering process, and Herwig++ 2.7.1 modelled the parton shower, hadronisation
and underlying event.
A functional form was chosen which encompassed differences in the mµµ
shape between the nominal sample and these alternative samples. The variation,
labelled TTBAR MLLSHAPE has the form: ± 0.2 ln( mµµ300 GeV). Just as for the Z + jets
extrapolation uncertainties above, differences in the ratio of the expected yields
of the signal and control regions were used to estimate a 3.5% uncertainty on the
extrapolation from CRttbar to SRbTag, labelled Ratio ttbar CRSR. The mµµ shape


































































Figure 7.2: Comparison of (a) mµµ shape and (b) control-signal region event yield
ratios for different MC generators.
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Other background Systematics
Due to the very small contribution of the Single-Top and Diboson background pro-
cesses to the event yield in the signal regions, no uncertainty on the mµµ shape
is considered. Uncertainties arising from higher-order contributions to the cross-
section and the choice and variation of PDFs are evaluated in a similar manner
to the major backgrounds, however only the effect on the overall normalisation is
considered. The resulting normalisation uncertainties, labelled XS SingleTop and
XS Diboson, have magnitudes of 5.4% and 6% respectively.
7.2.2 Signal theory systematics
Sources of uncertainty that are related to the signal modelling include initial and
final state radiation, the modelling of Multi-parton Interaction (MPI), the renormali-
sation and factorisation scale, and finally the Parton Distribution Functions (PDFs).
In order to estimate the impact on the uncertainties of factorisation and
renormalisation scales, they were varied by a factor of 2 up and down, including
correlated and anti-correlated variations. For the bbΦ process, the largest deviation
from the nominal value of the acceptance was taken as a conservative estimate of the
final scale uncertainty. For the ggF process a 25% uncertainty on the acceptance in
the SRbTag region is considered as well as the anti-correlated effect in the SRbVeto
region, following the Stewart-Tackman procedure adopted in [212].
The estimation of the uncertainty due to the PDF was performed by reweight-
ing the signal samples for every PDF in the PDF4LHC15 nlo 100 and PDF4LHC15 -
nlo nf4 30 sets for bbΦ and ggF signals respectively [207]. The envelope of the
resulting variations in acceptance was taken as the combined PDF uncertainty.
The uncertainties arising due to ISR, FSR and MPI modelling were derived
through studies of the acceptance change for variations in the parton shower tune.
The total uncertainty is defined as the quadratic sum of the resulting fractional
change in acceptance for each of the tune variations.
All of these uncertainties were evaluated for samples at 3 mass points: 200,
400 and 1000 GeV. As the variations are small and for the sake of simplicity, the
largest of the three estimated uncertainties are used for all mass points. None of
the considered generator parameter variations resulted in a statistically significant
effect on the shape of the mµµ distribution so all systematic effects are considered
only as normalisation uncertainties. The name and size of the theory uncertainties
applied to signal samples are shown in Table 7.1. The uncertainties associated with
the same nuisance parameter are fully correlated and the sign of the uncertainty
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shows whether the effect on the signal acceptance is correlated or anti-correlated.
For instance, an increase in the QCD scale leads to an increase in the acceptance
of bbΦ events in both signal regions, whereas for the ggF process the same change
leads to an anti-correlated change between the b-Tag and b-Veto signal regions.
Table 7.1: The largest percentage change in the acceptance of the ggF and bbΦ for
three different mass points (200, 400, 1000 GeV), due to variations of factorisation
and renormalisation scales (QCDscale), variations in parton shower tune (Tune) and
the PDF uncertainties (PDF). The NP name also includes to which signal model and
region the uncertainty is relevant.
bbΦ ggF
NP name SRbTag SRBVeto SRbTag SRBVeto
QCDscale bbPhi +1.8% +1.1%
QCDscale ggF 1jet +25% -0.13%
Tune bbPhi +3.6% -3.2%
Tune ggF +3.8 % -0.4%
PDF bbPhi bTag 0.87%
PDF bbPhi bVeto 0.73%
PDF ggF bTag 1%




I love it when a plan comes together!
John “Hannibal” Smith
8.1 Post-fit mass distributions
The post-fit event yields in each of the Control Regions (CRs) are shown in Figure
8.1, where there is only one bin in the range 100 GeV < mµµ < 160 GeV. The
CRbVeto and CRttbar regions have a high purity of the Z+LF and tt̄ backgrounds
respectively, whereas the CRbTag region contains appreciable contributions from
each of the major backgrounds. The normalisation factors of the backgrounds re-
sulting from the fit are listed in Table 8.1. One can see that the tt̄ and Z+LF
backgrounds are scaled up by only 2%, whereas the Z+HF background component
is increased by 46%, as expected from the modelling validation described in Section
4.4.
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The post-fit mµµ distributions for the Signal Regions are shown in Figure 8.2. There
is very good agreement between the data and expected background in the bVeto
SR. In the bTag region, with fewer events expected in each bin, the statistical
fluctuations are expected to be higher. Indeed, the ratio between data and expected
background varies considerably between some bins in the high mass region, although
generally there is still reasonably good agreement within statistical and systematic
uncertainties.
Table 8.1: Post-fit normalisation factors.
Normalisation Factor Asimov dataset Observed dataset
mu Zjets HF 1.00 ± 0.23 1.46 ± 0.26
mu Zjets LF 1.00 ± 0.02 1.02 ± 0.02
mu ttbar 1.00 ± 0.04 1.02 ± 0.04
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Figure 8.1: Post-fit event yields in each of the control regions. Each background
process is normalised according to its post-fit cross-section. The data are shown by
the points, while the size of the statistical uncertainty is shown by the error bars.
The hatched band shows the total systematic uncertainty of the post-fit yield.
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Figure 8.2: Distributions of the dimuon invariant mass, mµµ, after the combined
fit to data under the background-plus-signal hypothesis (bbΦ, mΦ = 480 GeV in
SRbTag and ggF , mΦ = 480 GeV in SRbVeto). The fit for a signal corresponds
to the largest excess observed above the background expectation. Each background
process is normalised according to its post-fit cross-section. The templates for the
signal mass hypotheses are normalised to their expected upper limits. The data are
shown by the points, while the size of the statistical uncertainty is shown by the
error bars. The blue arrows represent the data points outside of the frame. The
hatched band shows the total systematic uncertainty of the post-fit yield [1].
8.1.1 Pulls of Nuisance Parameters
The resulting NPs values and their uncertainties from fits of a bbΦ signal with mass
mΦ = 480 GeV are shown in Figure 8.3 when using an Asimov dataset and in Figure
8.4 when using the observed dataset. The results for the corresponding fit to a ggF
signal with mass mΦ = 480 GeV are shown in Figures 8.5 and 8.6 for the Asimov
and observed datasets respectively. Only those 15 which have the greatest impact
on the Parameter of Interest (PoI) are shown.
By the nature of the construction of the Asimov dataset, described in Section
6.2.1, one expects the fitted value of each NP to be its nominal value, however in
the observed dataset these NPs can be pulled up or down. The largest of these pulls
is for the TTBAR MLLSHAPE parameter which allows the tt̄ mµµ shape to vary. The
cause for this is the small number of excess events at high mass in the bTag signal
region, where this shape uncertainty is largest. The NP with the second-largest
impact on the PoI is the muon reconstruction efficiency systematic, which varies the
expected yields of the signal and background. Whilst pulled slightly downwards,
this NP is still consistent with its nominal value within the fitted uncertainties. The
normalisation factors for the Z + jets background have some of the largest impacts
on the PoI and one can see that the normalisation of the Z+HF background is pulled
upwards from its nominal value by 46% in the observed dataset, as expected from
the studies in Section 4.4. The remaining NPs are not significantly pulled from their
nominal values.
8.1.2 Local p0
As discussed in Section 6.1, the p0 is a measure of the significance of any observed
excesses in the experimental data. Figure 8.7a shows the p0 distribution across the
searched mass range for the bbΦ signal hypothesis and Figure 8.7b shows the same
distribution for the ggF signal hypothesis. In each case there are three separate
fit configurations: in the combined fit all signal and control regions are included;
whereas in the “b-Tag” fit, the SRbVeto region is excluded and vice-versa for the
“b-Veto” fit configuration.
The “b-Tag” and “b-Veto” distributions are very similar for the two signal
hypotheses, as they have very similar shapes. The combined fit differs, however, in
that the bbΦ signal has a far higher acceptance in the bTag signal region. This can
be seen for the ggF signal hypothesis in Figure 8.7b where the p0 of the combined
fit matches the “b-Veto” fit very closely but the bbΦ combined fit in Figure 8.7a is
affected by data in both the b-Tag and b-Veto signal regions.
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Figure 8.3: Pulls of Nuisance Parameters (NPs) in a fit to a bbΦ mΦ = 480 GeV
signal hypothesis, using an Asimov dataset. The values of the NPs are shown in
black, normalisation factors are shown in red and the impact of these parameters
on the PoI is shown in blue. Only the 15 NPs with the largest impact on the PoI
are shown.
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Figure 8.4: Pulls of Nuisance Parameters (NPs) in a fit to a bbΦ mΦ = 480 GeV
signal hypothesis, using the observed dataset. The values of the NPs are shown in
black, normalisation factors are shown in red and the impact of these parameters
on the PoI is shown in blue. Only the 15 NPs with the largest impact on the PoI
are shown.
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Figure 8.5: Pulls of Nuisance Parameters (NPs) in a fit to a ggF mΦ = 480 GeV
signal hypothesis, using an Asimov dataset. The values of the NPs are shown in
black, normalisation factors are shown in red and the impact of these parameters
on the PoI is shown in blue. Only the 15 NPs with the largest impact on the PoI
are shown.
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Figure 8.6: Pulls of Nuisance Parameters (NPs) in a fit to a ggF mΦ = 480 GeV
signal hypothesis, using the observed dataset. The values of the NPs are shown in
black, normalisation factors are shown in red and the impact of these parameters













































Figure 8.7: Local p0 distributions for the (a) bbΦ and (b) ggF signal hypotheses,
with a combined fit (black), and one where only the SRbTag (red) or SRbVeto
(green) signal regions have been included in the fit [1].
124
The most significant excess occurs at approximately 480 GeV with a local significance
of 2.37σ for the bbΦ signal hypothesis. This is predominantly caused by an excess in
the bTag region in this mass range. One should note that the excess is not present
for the combined fit of the ggF signal, as it has only a very small acceptance to the
b-Tag region.
Look Elsewhere Effect
In order to properly quantify the significance of any excesses it is important to
recognise that the search covers multiple mass points, increasing the probability of
a statistical fluctuation causing a spuriously high significance at one mass point.
This is known as the Look-Elsewhere Effect (LEE). A correction for this effect, to
find the global significance, can be made using [213]:
pglobal(u) = plocal(u) + E(u0)e
u0−u
2 , (8.1)
where u = Z2, the square of the local significance Z = 2.37σ and E(u0) is
the number of times the likelihood ratio test crosses from below to above some
significance value, u0. This is known as the number of expected upcrossings [214].
Using u0 = 0σ results in a global significance for the excess at 480 GeV of 0.68σ.
Since this is the largest excess observed, there are no statistically significant excesses
in this analysis and therefore there is no evidence of new physics.
8.2 Exclusion limits
Upper limits at 95% CL on σΦ × B(Φ→ µµ) are calculated as a function of hy-
pothesis mass using the frequentist CLs method described in Section 6.1 and these
are shown in Figures 8.8a and 8.8b. Both the expected and observed limits were
calculated using the asymptotic approximation [196] which was validated with MC
pseudo-experiments for the mΦ = 1000 GeV hypothesis. The expected limits for
both bbΦ and ggF production mechanisms are similar, covering the range 25–1.3
fb and 25–1.8 fb respectively for a signal hypothesis mass between 200 GeV and
1 TeV. The observed limits are consistent with the expected limits with the largest
deviation occurring at a mass of 480 GeV for the bbΦ production mechanism.
These exclusion limits have been found with only a minimal set of model
assumptions; they are model independent. This is an advantage, as these limits can
now be easily interpreted and applied to different Beyond the Standard Model (BSM)
models. Theorists are able to interpret these results within the context of their
models without the need for a full simulation of the ATLAS detector.
125
One can compare the upper limits for b-associated production in Figure 8.8a with
the results of the ATLAS search in the ditau channel, shown in Figure 1.9b. The
exclusion limits in the dimuon channel are more stringent - approximately 25 fb
compared to 700 fb at mΦ = 200 GeV and 1.5 fb compared to 4 fb at mΦ = 1 TeV.
This is in large part due to the fact that muons have a far smaller experimental
momentum resolution than that of tau leptons.
The higher centre-of-mass energy of the LHC during Run 2 (
√
s = 13 TeV)
has also made it possible to exclude signals of greater mass than was previously
attainable. The results from this analysis have extended the exclusion limits to
mΦ = 1 TeV, a considerable improvement from analyses of Run 1 data such as that
described in [77], where the largest mass considered was mΦ = 500 GeV.
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Figure 8.8: Upper limits at 95% CL on σΦ × B(Φ→ µµ) for the bbΦ (a) and ggF
(b) signal models. The expected limits are shown with dotted lines and their un-
certainties are shown by the coloured bands. The observed limits are shown by the
black points [1].
8.3 Conclusion
A search for massive scalar resonances decaying to two opposite-sign muons, in as-
sociation with a b-jet was performed. The search analysed 36.1 fb−1 of
√
s = 13 TeV
pp collision data that was recorded during 2015 and 2016 with the ATLAS detec-
tor at the LHC. The mass range for this search was 0.2 < mΦ < 1.0 TeV and it
was assumed that the natural width of the resonance was negligible compared to
the experimental resolution. Events were categorised depending on the presence or
absence of b-tagged jets to improve signal sensitivity. No significant excesses above
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the expected Standard Model background were observed - the largest deviation had
a local significance of 2.37σ and a global significance 0.68σ. Upper limits on the
cross-section times branching ratio at 95 % confidence level were found for such reso-
nances produced via the gluon-fusion and b-associated production mechanisms. The
observed upper limits agreed well with expected results, which range between 25–1.3
fb for b-associated production and 25–1.8 fb for the gluon-gluon fusion production
mechanism.
8.4 Recommendations for Future Work
Potential areas of development for this research can be broadly summarised in two
categories which could each lead to further sensitivity to new, Beyond Standard
Model physics.
8.4.1 Full Run 2 Dataset
LHC Run 2 has recently come to an end, and the total integrated luminosity of
the
√
s = 13 TeV dataset now stands at approximately 140 fb−1. The use of the
full Run 2 dataset would significantly reduce the statistical uncertainties in the
analysis, leading to greater sensitivity, particularly at high masses with smaller
event yields. However, there are some challenges that may have to be addressed in
order to maximise the benefit of this larger dataset. One salient example is the use
of Monte Carlo (MC) simulated event samples. It may soon become prohibitive to
generate the necessary quantity of simulated events to match the increasing number
of data events. Whilst this could be mitigated somewhat by modifying the procedure
that this analysis has used to generate MC samples; in the author’s opinion the
best course of action is instead to estimate the contributions of Standard Model
background processes with functions that can be fitted to data. Although, this
would require careful study to ensure the functional form chosen was valid in the
entire search region.
8.4.2 Enhanced selection criteria
The brief study of the use of a multivariate selection method, described in Sec-
tion 5.3, indicated that such a technique could enhance the signal sensitivity by
rejecting tt̄ background events. These improvements are predicated on the topo-
logical differences between the tt̄ process and the proxy signal model used in this
analysis. There is therefore a trade-off between the analysis sensitivity to a given
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model and its applicability to other models. In the future, whilst it would entail
a greater workload, it may be advantageous to pursue both model-dependent and
model-independent strategies. This would maximise the constraints on the most
“likely” BSM scenarios, whilst remaining open to the possibility that the Universe




2HDM Two Higgs Doublet Model
4FS 4-Flavour Scheme
BCID Bunch Crossing Identifier
BDT Boosted Decision Tree
BR Branching Ratio
BSM Beyond the Standard Model




CTP Central Trigger Processor
CSC Cathode-Strip Chamber
σΦ × B(Φ→ µµ) Cross-section times Branching Ratio
DIS Deep-Inelastic Scattering




EWSB Electroweak Symmetry Breaking
FCal Forward Calorimeter
FSR Final State Radiation
FWHM Full Width at Half Maximum
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GSF Gaussian Sum Filter
GUT Grand Unified Theory
HEC Hadronic Endcap Calorimeter
HLT High-Level Trigger
IBL Insertable B-Layer
IRC Infra-red and Collinear safe
ID Inner Detector
ISR Initial State Radiation
JVT Jet-Vertex Tagger
L1 Level 1 - the first stage of the ATLAS trigger
LAr Liquid Argon
LCW Local Hadronic Cell Weighting
LEE Look-Elsewhere Effect




LSP Lightest Stable Particle - the lightest particle in an R-parity conserving SUSY
model. Such a particle could be a candidate for Dark Matter.
MC Monte Carlo
MDT Monitored Drift Tube
EmissT Missing Transverse Energy
MPI Multi-parton Interaction
MS Muon Spectrometer






NWA Narrow width approximation




PoI Parameter of Interest
PS Proton Synchrotron
PSB Proton Synchrotron Booster
QCD Quantum Chromodynamics
QED Quantum Electrodynamics
QFT Quantum Field Theory
RDO Raw Data Object
RF Radio Frequency
ROC Receiver Operating Characteristics
ROD Read-out Driver
RoI Region of Interest
RPC Resistive Plate Chamber
SCT Semi-conductor tracker
SM Standard Model




TES Tau Energy Scale
TGC Thin Gap Chamber
ToT Time over Threshold
TRT Transition Radiation Tracker
TTVA Track-to-Vertex Association
VdM Van der Meer
vev Vacuum expectation value
VR Validation Region
Z+HF Z + Heavy Flavour
Z+LF Z + Light Flavour
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B Systematic Uncertainties
These tables list the systematic uncertainty nuisance parameters. Table B1 lists the
muon measurement uncertainties and Tables B3 and B2 list the flavour tagging and
jet measurement uncertainties respectively.
Table B1: Summary of muon measurement uncertainties.
Name Description
MUON EFF SYS Uncertainties on the muon reconstruction
scale factor
MUON EFF STAT
MUON SCALE Uncertainty of muon momentum scale
MUON ID Variations due to track smearing in the Inner
Detector (ID)
MUON MS Variations due to track smearing in the Muon
Spectrometer (MS)
MUON TTVA SYS Uncertainties on the Track-to-Vertex Associa-
tion (TTVA) scale factor
MUON TTVA STAT
MUON EFF TrigSystUncertainty Uncertainties on the trigger efficiency scale
factor
MUON EFF TrigStatUncertainty




Table B2: Summary of jet measurement uncertainties.
Name Description
JET JER SINGLE NP Uncertainty on Jet Energy Resolution
JET Flavor Response Uncertainty due to differences in gluon jet re-
sponse between different MC generatrors
JET Flavor Composition Uncertainty due to differences in flavour com-
position
JET BJES Response Dedicated uncertainty on flavour response for
b-jets
JET EffectiveNP 1 Reduced eigenvector variations from 75 NPs


















JET PunchThrough MC15 Uncertainty on modelling of jet punch-through
JET PunchThrough AFII
JET RelativeNonClosure AFII Uncertainty due to use of fast simulation
framework
JET SingleParticle HighPt Uncertainty on high pT jets stemming from
propagation of single hadron uncertainties to
jet
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Table B3: Summary of flavour-tagging uncertainties.
Name Description
FT EFF Eigen B 0 Eigenvector variation for efficiency scale factor
for b-quarks
FT EFF Eigen B 1
FT EFF Eigen B 2
FT EFF Eigen C 0 Eigenvector variation for efficiency scale factor
for c-quarks
FT EFF Eigen C 1
FT EFF Eigen C 2
FT EFF Eigen C 3
FT EFF Eigen Light 0 Eigenvector variation for efficiency scale factor
for light quarks
FT EFF Eigen Light 1
FT EFF Eigen Light 2
FT EFF Eigen Light 3
FT EFF Eigen Light 4
FT EFF extrapolation Extrapolated uncertainty for jets with pT >
300 GeV
FT EFF extrapolation from charm Uncertainty on extrapolation from c-jets in ex-




Table C1: Expected event yields of Z + jets background processes.
√
s = 13 TeV, L = 36 fb−1 Zjets acceptance (%)
Channel Selection 26170000± 6000 100± 0
GRL 26170000± 6000 100± 0
SliceMatch 25830000± 6000 99± 0
Jet Cleaning 25800000± 6000 100± 0
Light Flavour Heavy Flavour
Min Mµµ > 60GeV 24220000± 5000 100± 0 1331000± 1000 100± 0
Opposite charge muons 24220000± 5000 100± 0 1331000± 1000 100± 0
Trigger Selection 22710000± 5000 94± 0 1240000± 1000 93± 0
Trigger Matching 22130000± 5000 97± 0 1220000± 1000 98± 0
Isolation Cut 21880000± 5000 99± 0 1210000± 1000 99± 0
pleadt > 30 GeV 20970000± 5000 96± 0 1180000± 1000 98± 0
psubleadt > 30 GeV 16120000± 4000 77± 0 728000± 1000 62± 0
High pT Selection 10720000± 4000 67± 0 477000± 800 66± 0
Bad Muon Veto 10660000± 4000 99± 0 473000± 800 99± 0
CR Mass Range 100-160 GeV 502000± 800 5± 0 26200± 200 6± 0
CRbTag 5900± 100 1± 0 8900± 100 34± 0
CRttbar 8± 4 0± 0 10± 5 0± 0
CRbVeto 496000± 800 99± 0 17300± 200 66± 0
SR Mass Range >160 GeV 58200± 200 1± 0 3600± 60 1± 0
SRbTag 1000± 40 2± 0 1300± 30 35± 1
SRbVeto 57200± 200 98± 0 2300± 50 65± 0
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Table C2: Expected event yields of tt̄ background processes.
√
s = 13 TeV, L = 36 fb−1, tt̄ acceptance %
Channel Selection 233000± 300 100± 0
GRL 233000± 300 100± 0
Zjets slice Match 233000± 300 100± 0
Jet Cleaning 233000± 300 100± 0
M`` > 60 GeV 158000± 300 68± 0
Opposite charge muons 154000± 300 98± 0
Trigger Selection 144000± 200 93± 0
Trigger Matching 142000± 200 99± 0
Isolation Cut 140000± 200 98± 0
pleadt > 30 GeV 138000± 200 99± 0
psubleadt > 30 GeV 91100± 200 66± 0
High pT Selection 59300± 200 65± 0
Bad Muon Veto 57900± 200 98± 0
CR Mass Range 100-160 GeV 22600± 100 39± 0
CRbTag 16200± 80 72± 0
CRttbar 4100± 40 18± 0
CRbVeto 2400± 30 10± 0
SR Mass Range > 160 GeV 18700± 90 32± 0
SRbTag 16500± 80 88± 0
SRbVeto 2200± 30 12± 0
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Table C3: Expected event yields of Diboson and Single Top background processes.
√
s = 13 TeV, L = 36 fb−1, Diboson acceptance (%) Single Top acceptance (%)
Channel Selection 111000± 300 100± 0 22100± 60 100± 0
GRL 111000± 300 100± 0 22100± 60 100± 0
Zjets slice Match 111000± 300 100± 0 22100± 60 100± 0
Jet Cleaning 111000± 300 100± 0 22100± 60 100± 0
M`` > 60 GeV 97900± 300 88± 0 15400± 50 70± 0
Opposite charge muons 95900± 300 98± 0 15000± 50 97± 0
Trigger Selection 88900± 300 93± 0 14000± 50 93± 0
Trigger Matching 86600± 300 97± 0 13900± 50 99± 0
Isolation Cut 84700± 300 98± 0 13600± 50 98± 0
pleadt > 30 GeV 81900± 300 97± 0 13500± 50 99± 0
psubleadt > 30 GeV 51800± 200 63± 0 8990± 40 67± 0
High pT Selection 34300± 200 66± 0 5860± 30 65± 0
Bad Muon Veto 33800± 200 99± 0 5720± 30 98± 0
CR Mass Range 100-160 GeV 4900± 50 15± 0 2190± 20 38± 0
CRbTag 280± 20 6± 0 1400± 20 62± 0
CRttbar 20± 2 0± 0 300± 7 14± 0
CRbVeto 4600± 50 94± 0 540± 9 25± 0
SR Mass Range > 160 GeV 2790± 30 8± 0 1980± 20 35± 0
SRbTag 170± 6 6± 0 1500± 20 75± 0
SRbVeto 2620± 20 94± 0 490± 9 25± 0
Table C4: Expected event yields of bbΦ and ggF signal processes.
√
s = 13 TeV, L = 36 fb−1, bbΦ 400 GeV acceptance (%) ggF 400 GeV acceptance (%)
Channel Selection 120.46± 0.51 100.0± 0.0 0.17± 0.0 100.0± 0.0
GRL 120.46± 0.51 100.0± 0.0 0.17± 0.0 100.0± 0.0
Zjets slice Match 120.46± 0.51 100.0± 0.0 0.17± 0.0 100.0± 0.0
Jet Cleaning 119.11± 0.51 98.89± 0.0 0.17± 0.0 99.24± 0.0
M`` > 60 GeV 119.07± 0.51 99.96± 0.0 0.17± 0.0 99.99± 0.0
Opposite charge muons 119.02± 0.51 99.96± 0.0 0.17± 0.0 99.99± 0.0
Trigger Selection 116.55± 0.5 97.93± 0.01 0.16± 0.0 98.23± 0.01
Trigger Matching 116.47± 0.5 99.93± 0.0 0.16± 0.0 99.99± 0.0
Isolation Cut 115.46± 0.5 99.13± 0.0 0.16± 0.0 99.27± 0.0
pleadt > 30 GeV 115.45± 0.5 100.0± 0.0 0.16± 0.0 100.0± 0.0
psubleadt > 30 GeV 114.74± 0.5 99.38± 0.0 0.16± 0.0 99.45± 0.0
High pT Selection 73.16± 0.4 63.76± 0.13 0.1± 0.0 64.17± 0.16
Bad Muon Veto 67.98± 0.38 92.92± 0.04 0.1± 0.0 92.31± 0.05
CR Mass Range 100-160 GeV 0.09± 0.01 0.13± 0.02 0.0± 0.0 0.11± 0.02
CRbTag 0.05± 0.01 59± 4 0.0± 0.0 6± 4
CRttbar −0.0± 0.0 0.0± 1.63 0.0± 0.0 0.19± 0.19
CRbVeto 0.04± 0.01 40± 6 0.0± 0.0 93.71± 0.9
SR Mass Range > 160 GeV 67.89± 0.38 99.86± 0.0 0.1± 0.0 99.87± 0.0
SRbTag 30.28± 0.25 44.61± 0.21 0.0± 0.0 4.62± 0.17
SRbVeto 37.6± 0.29 55.39± 0.19 0.09± 0.0 95.38± 0.03
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