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Abstract
Given a finite set F = {f1, · · · , fk} of nonnegative integers (written in
increasing size) and a classical discrete family (pn)n of orthogonal polyno-
mials (Charlier, Meixner, Krawtchouk or Hahn), we consider the Casorati
determinant det(pfi(x + j − 1))i,j=1,··· ,k. In this paper we prove a nice
invariant property for this kind of Casorati determinants when the set F is
changed by I(F ) = {0, 1, 2, · · · ,maxF}\{maxF − f : f ∈ F}. This sym-
metry is related to the existence of higher order difference equations for
the orthogonal polynomials with respect to certain Christoffel transforms
of the classical discrete measures. By passing to the limit, this invariant
property is extended for Wronskian type determinants whose entries are
Hermite, Laguerre and Jacobi polynomials.
1 Introduction
Wronskian and Casoratian determinants whose entries are orthogonal polyno-
mials belonging to the Askey and q-Askey schemes satisfy some very impressive
invariance properties (se [6, 7, 11, 20, 30, 31]). They have been found using differ-
ent approaches. S. Odake and R. Sasaki in [30, 31] use the equivalence between
eigenstate adding and deleting Darboux transformations for solvable (discrete)
quantum mechanical systems. This is also the approach used by D. Go´mez-
Ullate, Y. Grandati and R. Milson in [20]. On the other hand, the approach
used by one of us in [7] is based in certain purely algebraic transformations of a
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Wronskian type determinant whose entries are orthogonal polynomials. These
Wronskian type determinants are of the form
(1.1) det
(
T i−1(pm+j−1(x))
)n
i,j=1
,
where m ∈ N, (pn)n is a sequence of orthogonal polynomials with respect to a
measure µ and T is a linear operator acting in the linear space of polynomi-
als P and satisfying that dgr(T (p)) = dgr(p) − 1, for all polynomials p. The
case T = d/dx was studied by Leclerc in [26]. Leclerc clarified the approach
used by Karlin and Szego˝ in [24] to generalize the classical Tura´n inequality for
Legendre polynomials [33] to Hankel determinants whose entries are some fam-
ilies of classical and classical discrete polynomials. Karlin and Szego˝’s strategy
was to express these Hankel determinants in terms of the Wronskian of certain
orthogonal polynomials of another class (see, also, [3, 15, 16, 22, 23]).
The purpose of this paper is to introduce other approach to find these invari-
ance properties. This approach is based in the so-called Krall discrete polyno-
mials. A Krall discrete orthogonal family is a sequence of polynomials (pn)n∈N,
pn of degree n, orthogonal with respect to a measure which, in addition, are
also eigenfunctions of a higher order difference operator. Krall discrete polyno-
mials are one of the most important extensions of the classical discrete families
of Charlier, Meixner, Krawtchouk and Hahn. A huge amount of families of
Krall discrete orthogonal polynomials have been recently introduced by one of
us by mean of certain Christoffel transform of the classical discrete measures
(see [4, 5, 10, 13, 14]). A Christoffel transformation consists in multiplying a
measure dµ by a polynomial r. It has a long tradition in the context of orthog-
onal polynomials: it goes back a century and a half ago when E.B. Christoffel
(see [2] and also [34]) studied it for the particular case µ = x. Consider now
such a Krall discrete measure µ. One can then explicitly find two determinan-
tal representations for the orthogonal polynomials with respect to µ using two
different approaches. On the one hand, one can easily find a determinantal rep-
resentation for them by using the general theory of Christoffel transform (see
Section 2.1 below). On the other hand, taking into account that the orthogonal
polynomials with respect to µ are eigenfunctions of a higher order difference
operator, one can find other determinantal representation for them by applying
the method of D-operators developed in [5, 13, 14, 10]. Most of the symme-
tries for Casoratian determinants proved in [7] are underlying the fact that the
orthogonal polynomials with respect to certain Krall discrete measures admit
both determinantal representations. Actually, in this paper we prove invariance
properties for a bunch of new variants of Casoratian determinants by exploit-
ing this fact. Moreover, by passing to the limit we extend these invariance
properties to Wronskian whose entries are classical polynomials. This approach
establishes a connection with the technique used in [30, 31, 19]. At the discrete
level, duality between the variable x and the index n of the polynomial (roughly
speaking) is a well-known and fruitful concept. It has been shown in [8, 9, 12]
that duality interchanges exceptional discrete polynomials with Krall discrete
polynomials; one can them construct exceptional polynomials by taking limit.
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Exceptional polynomials allow to write exact solutions to rational extensions of
classical quantum potentials (continuous and discrete). The last few years have
seen a great deal of activity in the area of exceptional polynomials, mainly by
theoretical physicists (see, for instance, [8, 9, 12, 17, 18] (where the adjective
exceptional for this topic was introduced), [19, 21, 28, 29, 32], and the references
therein). The approach used by Odake and Sasaki, and Go´mez-Ullate, Gran-
dati and Milson to study invariance properties for Wronskian and Casoratian
determinants whose entries are polynomials belonging to the Askey and q-Askey
schemes is based in these exceptional polynomials.
For the benefit of the reader, we display here in detail the invariance property
for Casoratian determinants whose entries are Charlier polynomials which we
prove in this paper. To do that we need to introduce the following mapping I
defined in the set Υ0 formed by all finite sets of nonnegative integers:
I : Υ0 → Υ0
I(F ) = {0, 1, 2, · · · ,maxF} \ {maxF − f, f ∈ F}.
It is not difficult to see that I is an involution when restricted to the set Υ
formed by all finite sets of positive integers.
For a 6= 0, we write (can)n for the sequence of Charlier polynomials normalized
by taking its leading coefficient equal to 1/n! (see Section 3 below). They are
orthogonal with respect to the measure
(1.2) µa =
∞∑
x=0
ax
x!
δx.
For a finite set F = {f1, · · · , fk} of nonnegative integers (written in increasing
size), we write CaF,x for the Casorati-Charlier determinant
(1.3) CaF,x =
∣∣cafi(x+ j − 1))∣∣ki,j=1,
(we use the standard notation |M | to denote the determinant of the matrix M).
It is not difficult to see that CaF,x is a polynomial in x of degree wF =
∑
F f−
(
k
2
)
(see [8], Sect. 3). We then prove the following invariance property for CaF,x.
Theorem 1.1. For a 6= 0 and a finite set F of nonnegative integers, the in-
variance
(1.4) CaF,x = (−1)wF C−aI(F ),−x
holds.
Identity (1.4) was conjectured by one of us in [8]. For segments F = {n, n+
1, · · · , n+ k − 1}, identity (1.4) was conjectured in [6] and proved in [7].
Theorem 1.1 will be proved in Section 3 using the two different determinantal
representations mentioned above for the orthogonal polynomials with respect
to the measure
µFa =
∞∑
x=0
∏
f∈F
(x− f)a
x
x!
δx.
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Passing to the limit, the identity (1.4) produces the following invariance for
(normalized) Wronskian whose entries are Hermite polynomials (see Section 4).
For a finite set F of nonnegative integers, write
(1.5) HF,x =
1
2(
k
2)
∏
f∈F f !
|H(j−1)fi (x)|ki,j=1,
where as usual Hn denotes de n-th Hermite polynomial.
Theorem 1.2. For a finite set F of nonnegative integers the invariance
(1.6) HF,x = i
wF HI(F ),−ix
holds.
Identity (1.6) was also conjectured in [8].
The case of Meixner, Hahn, Laguerre and Jacobi is even richer than this of
Charlier and Hermite. We study them in Sections 5, 7, 6 and 8, respectively.
2 Preliminaries
Let µ be a Borel measure (positive or not) on the real line. The n-th moment
of µ is defined by
∫
R
tndµ(t). When µ has finite moments for any n ∈ N, we can
associate it a bilinear form defined in the linear space of polynomials by
(2.1) 〈p, q〉 =
∫
pqdµ.
We say that the polynomials pn, n ∈ N, pn of degree n, are orthogonal with
respect to µ if they are orthogonal with respect to the bilinear form defined by
µ; that is, if they satisfy∫
pnpmdµ = cnδn,m, cn 6= 0, n ∈ N.
Orthogonal polynomials with respect to a measure are unique up to multiplica-
tion by non null constant. Positive measures µ with finite moments of any order
and infinitely many points in its support has always a sequence of orthogonal
polynomials (pn)n∈N, pn of degree n (it is enough to apply the Gram-Smith
orthogonalizing process to 1, x, x2, . . .); in this case the orthogonal polynomials
have positive norm: 〈pn, pn〉 > 0. Moreover, given a sequence of orthogonal
polynomials (pn)n∈N with respect to a measure µ (positive or not) the bilinear
form (2.1) can be represented by a positive measure if and only if 〈pn, pn〉 > 0,
n ≥ 0.
As usual (a)n, a ∈ Z, n ∈ N denotes the Pochhammer symbol defined by
(a)n = a(a+ 1) · · · (a+ n− 1).
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2.1 Christoffel transform
Let µ be a measure (positive or not) and assume that µ has a sequence of
orthogonal polynomials (pn)n∈N, pn with degree n and 〈pn, pn〉 6= 0 (as we
mentioned above, that always happens if µ is positive, with finite moments and
infinitely many points in its support).
Given a finite set F of real numbers, F = {f1, · · · , fk}, fi < fi+1, we write
Φn, n ≥ 0, for the k × k determinant
(2.2) Φn = |pn+j−1(fi)|i,j=1,··· ,k.
Notice that Φn, n ≥ 0, depends on both, the finite set F and the measure µ.
The Christoffel transform of µ associated to the annihilator polynomial pF of
F ,
pF (x) = (x− f1) · · · (x− fk),
is the measure defined by µF = pFµ.
Orthogonal polynomials with respect to µF can be constructed by means of
the formula
(2.3) qn(x) =
1
pF (x)
∣∣∣∣∣∣∣∣∣∣
pn(x) pn+1(x) · · · pn+k(x)
pn(f1) pn+1(f1) · · · pn+k(f1)
...
...
. . .
...
pn(fk) pn+1(fk) · · · pn+k(fk)
∣∣∣∣∣∣∣∣∣∣
.
Notice that the degree of qn is equal to n if and only if Φn 6= 0. In that case
the leading coefficient λQn of qn is equal to (−1)kλPn+kΦn, where λPn denotes the
leading coefficient of pn.
The next Lemma follows easily using [34], Th. 2.5.
Lemma 2.1. The measure µF has a sequence (qn)
∞
n=0, qn of degree n, of orthog-
onal polynomials if and only if Φn 6= 0, n ∈ N. In that case, an orthogonal poly-
nomial of degree n with respect to µF is given by (2.3) and also 〈qn, qn〉µF 6= 0,
n ≥ 0. Moreover
(2.4) 〈qn, qn〉µF = (−1)k
λPn+k
λPn
ΦnΦn+1〈pn, pn〉µ.
2.2 Finite set of positive integers
To each finite set F of nonnegative integers F = {f1, · · · , fk}, with fi < fi+1,
we associate the nonnegative integer wF defined by
(2.5) wF =
∑
f∈F
f −
(
k
2
)
.
Consider the set Υ0 formed by all finite sets of nonnegative integers and
denote by Υ the subset of Υ0 formed by all finite sets of positive integers.
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We consider the mapping I in Υ0 defined by
I(F ) = {0, 1, 2, · · · ,maxF} \ {maxF − f, f ∈ F}.(2.6)
When restricted to Υ, I is an involution: I2 = Id.
For the involution I, the bigger the holes in F (with respect to the set
{0, 1, 2, · · · , fk}), the bigger the involuted set I(F ). Here it is a couple of ex-
amples
I({1, 2, 3, · · · , k}) = {k}, I({1, k}) = {1, 2, · · · , k − 2, k}.
The set I(F ) will be denoted by G: G = I(F ). We also write G = {g1, · · · , gm}
with gi < gi+1 so that m is the number of elements of G and gm the maximum
element of G. Notice that the number wF (2.5) is invariant in Υ under I.
Moreover
(2.7) if F ∈ Υ then


wF = wI(F ),
fk = gm,
m = fk − k + 1.
For F ∈ Υ, we also define the number sF by
(2.8) sF =


1, if F = ∅,
k + 1, if F = {1, 2, · · · , k},
min{s ≥ 1 : s < fs}, if F 6= {1, 2, · · ·k}.
For F ∈ Υ0, we denote by F⇓ the finite set of positive integers defined by
(2.9) F⇓ =


∅, if F = {1, 2, · · · , k},
{fsF − sF , · · · , fk − sF }, if F 6= {1, 2, · · · , k} and 0 6∈ F
(F \ {0})⇓, if 0 ∈ F .
One straightforwardly has that
(2.10) for 0 ∈ F then
{
I(F ) = I(F⇓),
wF = wF⇓ .
For an n-tuple F = (F1, · · · , Fn) of finite sets of nonnegative numbers, we define
wF =
n∑
i=1
wFi ,(2.11)
I(F) = (I(F1), · · · , I(Fn)).(2.12)
6
3 Invariance for Casorati-Charlier determinants
We start with some basic definitions and facts about Charlier polynomials which
we will need later.
For a 6= 0, we write (can)n for the sequence of Charlier polynomials (the next
formulas can be found in [1], pp. 170-1; see also [25], pp., 247-9 or [27], ch. 2)
defined by
(3.1) can(x) =
1
n!
n∑
j=0
(−a)n−j
(
n
j
)(
x
j
)
j!.
The Charlier polynomials are orthogonal with respect to the measure (1.2)
(which is positive only when a > 0) and satisfy
(3.2) 〈can, can〉 =
an
n!
ea.
The three-term recurrence formula for (can)n is (c
a
−1 = 0)
(3.3) xcan = (n+ 1)c
a
n+1 + (n+ a)c
a
n + ac
a
n−1, n ≥ 0.
They are eigenfunctions of the following second-order difference operator
(3.4) Da = −xs−1 + (x+ a)s0 − as1, Da(can) = ncan, n ≥ 0,
where sj(f) = f(x+ j). They also satisfy
(3.5) ∆(can) = c
a
n−1,
and the duality
(3.6) (−a)mn!can(m) = (−a)nm!cam(n), n,m ≥ 0.
It is not difficult to prove that for a 6= 0 the Casoratian determinant CaF,x
(1.3) is a polynomial in x of degree wF (see Section 3 of [8]).
As explained in the Introduction, our starting point to prove Theorem 1.1 is
the Krall-Charlier measure
(3.7) µFa =
∞∑
x=0
∏
f∈F
(x− f)a
x
x!
δx,
where F = {f1, · · · , fk} is a finite set of positive integers (written in increasing
size). Consider the k × k determinant
(3.8) Φn = |can+j−1(fi)|ki,j=1.
Assuming that Φa;Fn 6= 0, n ∈ N, and using Lemma 2.1 for the Christoffel
transform of a measure, one can generate a sequence of orthogonal polynomials
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with respect to µFa by means of the determinant
(3.9) qa;Fn (x) =
∣∣∣∣∣∣∣∣∣∣
can(x) c
a
n+1(x) · · · can+k(x)
can(f1) c
a
n+1(f1) · · · can+k(f1)
...
...
. . .
...
can(fk) c
a
n+1(fk) · · · can+k(fk)
∣∣∣∣∣∣∣∣∣∣∏
f∈F (x− f)
.
But there still is other determinantal representation for the orthogonal polyno-
mials with respect to µFa . Indeed, for the involuted set G = I(F ) = {g1, · · · , gm}
(2.6) (written also in increasing size), we consider the polynomials
(3.10)
q˜a;Fn (x) =
∣∣∣∣∣∣∣∣∣∣
can(x− fk − 1) −can−1(x− fk − 1) · · · (−1)mcan−m(x− fk − 1)
c−ag1 (−n− 1) c−ag1 (−n) · · · c−ag1 (−n+m− 1)
...
...
. . .
...
c−agm(−n− 1) c−agm(−n) · · · c−agm(−n+m− 1)
∣∣∣∣∣∣∣∣∣∣
.
Assuming that
C
−a
G,−n = |c−agi (−n+ j − 1)|mi,j=1 6= 0, n ∈ N,
and using the D-operators technique, it was prove in [13] (see Theorem 1.1)
that the polynomials (q˜a;Fn (x))n are also orthogonal with respect to the Krall-
Charlier measure (3.7). Both determinantal representations (3.9) and (3.10) are
the key to prove Theorem 1.1.
Proof of Theorem 1.1. We first prove that it is enough to consider finite sets F
of positive integers.
Indeed, combining columns in the Casorati-Charlier determinant CaF,x (1.3)
and using (3.5), we can rewrite it as follows
(3.11) CaF,x = |cfi−j+1(x)|ki,ju=1 .
Assume now we have already proved Theorem 1.1 for finite sets of positive
integers. Let F be a finite set of nonnegative integers with 0 ∈ F . It is easy to
prove using (3.11) that CaF,x = C
a
F⇓,x
, where the set F⇓ is defined by (2.9). Since
0 6∈ F⇓, we have CaF⇓,x = (−1)wF⇓C−aI(F⇓),−x. Since for 0 ∈ F , I(F ) = I(F⇓) and
wF⇓ = wF (see (2.10)), we then have C
a
F,x = (−1)wF C−aI(F ),−x. That is, Theorem
1.1 is also true when 0 ∈ F .
Hence, we can assume that F is a finite set of positive integers.
Since both CaF,x and C
−a
I(F ),−x are polynomials in x, it is enough to prove
Theorem 1.1 for x = n ∈ N.
Fixed F , we prove Theorem 1.1 for those a satisfying the assumptions Φa;Fn 6=
0 (see (3.8)) and C−aI(F ),−n 6= 0, n ∈ N. By standard analyticity arguments, the
result will then follow for all a 6= 0.
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Since (qa;Fn )n (3.9) and (q˜
a;F
n )n (3.10) are orthogonal polynomials with respect
to the same measure µFa (3.7) and orthogonal polynomials with respect to a
measure are unique up to multiplicative constants, we have that
(3.12) qa;Fn (x) = γnq˜
a;F
n (x).
On the one hand, comparing leading coefficients in (3.12), we get (using Lemma
2.1, the normalization for the Charlier polynomials and the definition of q˜a;Fn )
(−1)k
(n+ k)!
Φa;Fn =
γn
n!
C
−a
I(F ),−n.
Using the duality (3.6), we have (see also [8], identity (3.14))
(3.13) CaF,n =
∏k−1
i=0 (n+ i)!
(−a)kn−wF ∏f∈F f !Φa;Fn ,
where wF is defined by (2.5). This gives for γn the expression
(3.14) γn =
(−1)k(−a)kn−wF ∏f∈F f !∏k
i=1(n+ i)!
C
a
F,n
C
−a
I(F ),−n
.
On the other hand, the identity (3.12) gives
(3.15) ‖qa;Fn ‖22 = γ2n‖q˜a;Fn ‖22.
The L2-norm ‖qa;Fn ‖2 can be computed using Lemma 2.1 and (3.2)
‖qa;Fn ‖22 =
(−1)kanea
(n+ k)!
Φa;Fn Φ
a;F
n+1.
Inserting it in (3.15) and using the duality (3.13) and (3.14), we get after
straightforward computations
(3.16) ‖q˜a;Fn ‖22 =
an+kea
n!
(C−aI(F ),−n)
2
C
a
F,n+1
C
a
F,n
.
We now compute the L2-norm ‖q˜a;Fn ‖2 using a different approach. Indeed, we
have
‖q˜a;Fn ‖22 =
C
−a
I(F ),−n
n!
〈xn, q˜a;Fn (x)〉µFa .
According to Lemma 4.2 of [13] (see the last formula in the proof of that Lemma
in [13], p. 66), this gives
(3.17) ‖q˜a;Fn ‖22 =
(−1)md
n!
C
−a
I(F ),−nC
−a
I(F ),−n−1,
9
where the number d = d(n, a, F ) is given by
d = (−1)m
(
〈(x−maxF − 1)n, can−m(x−maxF − 1)〉µFa(3.18)
−(−1)n−1eaagm
m∑
i=1
(−gi − 1)nc−agi (−n+m− 1)
p′(gi)c−agi (0)
)
,
p(x) =
∏m
i=1(x − gi − 1) and, as before, we write I(F ) = G = {g1, · · · , gm}.
We now claim that
(3.19) d = (−1)man+kea.
Inserting it in (3.17) and using then (3.16), we get
(3.20)
C
a
F,n+1
C
a
F,n
=
C
−a
I(F ),−n−1
C
−a
I(F ),−n
.
Using (3.11) and taking into account that can(0) = (−a)n/n!, a direct computa-
tion gives
C
a
F,0 =
(−a)wF VF∏
F f !
,
where VF is the Vandermonde determinant defined by
(3.21) VF =
∏
1=i<j=k
(fj − fi).
A careful computation using the definition of I(F ) (2.6) shows that VF /
∏
F f ! =
VI(F )/
∏
I(F ) f !. Hence, since wF = wI(F ) (2.7), we get C
a
F,0 = (−1)wF C−aI(F ),0.
The invariance (1.4) can now be proved easily from (3.20) by induction on n.
We finally prove the Claim (3.19).
To do that, we use the identity (4.13) of [13]:
〈(x−maxF − 1)j , can−l(x −maxF − 1)〉µFa(3.22)
= (−1)n+l+m−1eaagm
m∑
i=1
(−gi − 1)jc−agi (−n+ l − 1)
p′(gi)c−agi (0)
,
(3.23)
where l = 0, · · · ,m and 0 ≤ j ≤ n − 1 (notice that the left hand side of (3.22)
is 0 when n− l < 0; this case is labeled (4.15) in [13]).
We then proof (3.19) by induction on n. For n = 0, we have using (3.18), the
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duality (3.6) and taking into account that can(0) = (−a)n/n!
d = (−1)meaagm
m∑
i=1
c−agi (m− 1)
p′(gi)c
−a
gi (0)
= (−1)meaagm
m∑
i=1
agi−m+1(m− 1)!gi!c−am−1(gi)
p′(gi)gi!a
g
i
= (−1)meaagm−m+1(m− 1)!
m∑
i=1
c−am−1(gi)
p′(gi)
.
On the one hand gm − m + 1 = k (see (2.7)) and, on the other hand, since
c−am−1(x) is a polynomial of degree m − 1 and the polynomial p has degree m,
we have from Lemma 2.1 of [13]
d = (−1)meaak(m− 1)! 1
(m− 1)! = (−1)
meaak.
This is just (3.19) for n = 0.
We now prove (3.19) for n+1. Using the three term recurrence formula (3.3),
we can write
〈(x− fk − 1)n+1, can+1−m(x− fk − 1)〉µFa
=〈(n−m+ 2)(x− fk − 1)n, can+2−m(x− fk − 1)〉µFa
+ 〈(n+ 1−m+ a)(x− fk − 1)n, can+1−m(x− fk − 1)〉µFa
+ 〈a(x− fk − 1)n, can−m(x− fk − 1)〉µFa ,
where we have set maxF = fk. Using (3.22) for n + 2, j = n, l = m and
n + 1, j = n, l = m, respectively, and the induction hypothesis, we have after
straightforward computations
〈(x − fk − 1)n+1, can+1−m(x − fk − 1)〉µFa = an+k+1ea
+ (−1)n−1eaagm
m∑
i=1
(−gi − 1)n
p′(gi)c
−a
gi (0)
[
(n−m+ 2)c−agi (−n+m− 3)
−(n+ 1−m+ a)c−agi (−n+m− 2) + ac−agi (−n+m− 1)
]
.
Using the second order difference equation (3.4) (changing a to −a, n to gi and
x to −n+m− 2), we finally have
〈(x − fk − 1)n+1, can+1−m(x− fk − 1)〉µFa
= an+k+1ea + (−1)neaagm
m∑
i=1
(−gi − 1)n+1c−agi (−n+m− 2)
p′(gi)c
−a
gi (0)
.
This is just (3.19) for n+ 1.
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4 Invariance for Wroskian whose entries are Her-
mite polynomials
We write (Hn)n for the sequence of Hermite polynomials defined by (see [1],
Ch. V; see also [25], pp, 250-3)
(4.1) Hn(x) = n!
[n/2]∑
j=0
(−1)j(2x)n−2j
j!(n− 2j)! .
The Hermite polynomials are orthogonal with respect to the weight function
e−x
2
, x ∈ R. They satisfy H ′n(x) = 2nHn−1(x).
One can obtain Hermite polynomials from Charlier polynomials using the
limit
(4.2) lim
a→∞
(
2
a
)n/2
can(
√
2ax+ a) =
1
n!
Hn(x)
see [25], p. 249 (take into account that we are using a different normalization for
Charlier polynomials to that in [25]). The previous limit is uniform in compact
sets of C.
Using the limit (4.2) and the identity (3.11), one can get the Wronskian HF,x
(1.5) from the Casoratian determinant (1.3) (see [8], Section 5). More precisely
(4.3) lim
a→∞
(
2
a
)(uF+k)/2
C
a
F,
√
2ax+a
= HF,x.
Theorem 1.2 is then an easy consequence of Theorem 1.1 and (4.3).
5 Invariance for quasi Casorati-Meixner deter-
minants
For a 6= 0, 1 we write (ma,cn )n for the sequence of Meixner polynomials defined
by
(5.1) ma,cn (x) =
an
(1 − a)n
n∑
j=0
a−j
(
x
j
)(−x− c
n− j
)
(we have taken a slightly different normalization from the one used in [1], pp.
175-7; see also [25], pp, 234-7 or [27], ch. 2).
For a 6= 0, 1 and c 6= 0,−1,−2, . . ., Meixner polynomials are always orthogonal
with respect to measure ρa,c. For 0 < |a| < 1 and c 6= 0,−1,−2, . . ., we have
µa,c =
∞∑
x=0
axΓ(x+ c)
x!
δx.
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Meixner polynomials satisfy the duality
(5.2) am−nn!(1 + c)m−1ma,cn (m) = (a− 1)m−nm!(1 + c)n−1ma,cm (n).
Krall-Meixner measures seem to have a richer structure than the Krall-Charlier
measures considered in Section 3. Indeed, given a pair F = (F1, F2) of finite
sets of nonnegative integers, Fi with ki elements, i = 1, 2, respectively, one can
construct Krall-Meixner measures by multiplying the Meixner weight by the
polynomial
∏
f∈F1(x − f)
∏
f∈F2(x + c + f) (see [4, 5, 13]). This produces the
measure
µFa,c =
∏
f∈F1
(x− f)
∏
f∈F2
(x+ c+ f)µa,c.
One then can generate orthogonal polynomials with respect to the measure µFa,c
using Lemma 2.1 (k = k1 + k2):
(5.3) qa,c;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
ma,cn+j−1(x) 1≤j≤k+1[
ma,cn+j−1(f)
]
f ∈ F1[
(−1)j−1m1/a,cn+j−1(f)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
(−1)nk2 ∏f∈F1(x− f)∏f∈F2(x+ c+ f) ,
where we have used that ma,cn (x) = (−1)nm1/a,cn (−x− c).
Along the rest of this paper, we use the following notation: given a finite set
of positive integers F = {f1, . . . , fk}, the expression
(5.4)
1≤j≤k[
zf,j
]
f ∈ F
inside of a matrix or a determinant will mean the submatrix defined by

zf1,1 zf1,2 · · · zf1,k
...
...
. . .
...
zfk,1 zfk,2 · · · zfk,k

 .
The determinant (5.5) should be understood in this form.
In view of (5.3), and using the duality (5.2), we define the (normalized) quasi
Casoratian-Meixner determinant
(5.5) Ma,cF ,x =
∣∣∣∣∣∣∣∣∣∣∣
1≤j≤k[
ma,cf (x+ j − 1)
]
f ∈ F1[
m
1/a,c
f (x+ j − 1)/aj−1
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
a(
k2
2 )−k2(k−1)(1 − a)k1k2
.
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It can be proved that for a 6= 0, 1 this Casoratian determinant MaF ,x is a poly-
nomial in x of degree wF (2.11) (see Section 3 of [9]).
Using that µFa,c is a Krall discrete measure (its orthogonal polynomials are
also eigenfunctions of a higher order difference operator), in Theorem 1.1 of [13]
it is proved that the polynomials
(5.6) q˜a,c;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
ma,c˜n−j+1(x−maxF1 − 1) 1≤j≤m+1[
ma,2−c˜g (−n+ j − 2)
]
g ∈ I(F1)[
m
1/a,2−c˜
g (−n+ j − 2)/aj−1 ]
g ∈ I(F2)
∣∣∣∣∣∣∣∣∣∣∣
,
where c˜ = c+maxF1+maxF2+2 and m is the sum of the number of elements
of I(F1) and I(F2), are also orthogonal with respect to µ
F
a,c.
We then have qa,c;Fn (x) = γnq˜
a,c;F
n (x) for certain normalization sequence γn 6=
0, n ∈ N. One can then compute explicitly the sequence γn by comparing the
leading coefficient and the L2-norm of the polynomials qa,c;Fn (x) and q˜
a,c;F
n (x)
(as in the proof of Theorem 1.1). In doing that, we can prove the following
theorem.
Theorem 5.1. For a 6= 0, 1 and a pair F = (F1, F2) of finite sets of nonnegative
integers the invarinace
(5.7) Ma,cF ,x = (−1)wFMa,−c−maxF1−maxF2I(F),−x ,
holds (see (2.12) for the definition of I(F)).
This theorem was conjecture in [9] (Conjecture 2 in the Introduction).
6 Invariance for quasi Wroskian whose entries
are Laguerre polynomials
We write (Lαn)n for the sequence of Laguerre polynomials (see [1], Ch. V; see
also [25], pp, 241-244).
One can obtain Laguerre polynomials from Meixner polynomials using the
limit
(6.1) lim
a→1
(a− 1)nma,cn
(
x
1− a
)
= Lc−1n (x)
see [25], p. 243 (take into account that we are using for the Meixner polynomials
a different normalization to that in [25])
Using the limit (6.1), one can get from the quasi Casoratian (5.5) the following
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quasi Wronskian whose entries are Laguerre polynomials (see [9], Section 5).
(6.2) LαF ,x = (−1)
∑
F1
f
∣∣∣∣∣∣∣∣∣∣∣
1≤j≤k[
(Lαf )
(j−1)(x)
]
f ∈ F1[
Lα+j−1f (−x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
,
where as before F = (F1, F2) is a pair of finite sets of nonnegative integers, Fi
with ki elements, i = 1, 2, respectively, and k = k1 + k2.
More precisely
(6.3) lim
a→1−
(1− a)wFMa,cF ,x/(1−a) = LαF ,x.
Theorem 5.1 then gives.
Theorem 6.1. For a pair F = (F1, F2) of finite sets of nonnegative integers
the invariance
(6.4) LαF ,x = (−1)wFL−α−maxF1−maxF2−2I(F),−x ,
holds.
This theorem was conjecture in [9] (see identity (1.12) in the Introduction).
7 Invariance for quasi Casorati-Hahn determi-
nants
We write (hα,β,Nn )n for the sequence of Hahn polynomials defined by
(7.1) hα,β,Nn (x) =
(−N)n(α + 1)n
n!
3F2
(−n − x n+ α+ β + 1
α+ 1 −N ; 1
)
where as usual 3F2
(
a b c
d e ;x
)
denotes the hypergeometric function (we have
taken a slightly different normalization from the one used in [25], pp, 234-7).
Notice that when α+ β 6= −1,−2, · · · , hα,β,Nn is always a polynomial of degree
n.
Hahn polynomials are not self-adjoint in the sense that they do not satisfy
identities as (3.6) of (5.2) for the Charlier and Meixner polynomials, respectively.
However they have a dual family: the dual Hahn polynomials.
For α 6= −1,−2, · · · we write (Rα,β,Nn )n for the sequence of dual Hahn poly-
nomials defined by
(7.2)
Rα,β,Nn (x) =
1
n!
n∑
j=0
(−n)j(−N + j)n−j(α+ 1 + j)n−j
(−1)jj!
j−1∏
i=0
(x− i(α+ β + 1 + i))
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(we have taken a slightly different normalization from the one used in [25], pp,
234-7). Notice that Rα,β,Nn is always a polynomial of degree n. Using that
(−1)j
j−1∏
i=0
(λα,β(x) − i(α+ β + 1 + i)) = (−x)j(x+ α+ β + 1)j ,
where λα,β(x) = x(x+α+ β + 1) (to simplify the notation we sometimes write
λ(x) = λα,β(x)), we get the hypergeometric representation
Rα,β,Nn (λ
α,β(x)) =
(−N)n(α+ 1)n
n!
3F2
(−n − x x+ α+ β + 1
α+ 1 −N ; 1
)
.
The hypergeometric representation of dual Hahn and Hahn polynomials gives
the duality: for n,m ≥ 0
(7.3)
(−N)m(α+ 1)m
m!
hα,β,Nn (m) =
(−N)n(α+ 1)n
n!
Rα,β,Nm (λ
α,β(n)).
WhenN is not a nonnegative integer and α,−β−N−1 6= −1,−2, · · · , dual Hahn
polynomials are always orthogonal with respect to a measure µα,β,N . When N
is a positive integer and α, β 6= −1,−2, · · · −N , α+ β 6= −1, · · · ,−2N − 1, we
have
(7.4) µα,β,N =
N∑
x=0
(2x+ α+ β + 1)(α+ 1)x(−N)xN !
(−1)x(x + α+ β + 1)N+1(β + 1)xx!δλ(x).
It turns out that 〈Rα,β,Nn , Rα,β,Nn 〉 6= 0 only for 0 ≤ n ≤ N (notice that the
measure µα,β,N is a finite combination of Dirac deltas). The measure µα,β,N is
either positive or negative only whenN is a positive integer and either −1 < α, β
or α, β < −N , respectively.
Krall-dual Hahn measures seem to have a richer structure than the Krall-
Charlier or Krall-Meixner measures considered in Section 3 and 5. Indeed, given
a trio F = (F1, F2, F3) of finite sets of positive integers, Fi with ki elements,
i = 1, 2, 3, respectively, we write k = k1 + k2 + k3. One can then construct
Krall-dual Hahn measures as follows (see [10])
(7.5) µFα,β,N =
∏
f∈F1
(λ − λ(f))
∏
f∈F2
(λ− λ(f − β))
∏
f∈F3
(λ − λ(N − f))µα,β,N ,
Since this measure is a Christoffel transform of the measure µα,β,N and it is
also a Krall measure, we can proceed as in Section 3 and Section 5. Due to the
duality (7.3) we get invariance properties for Casoratian determinants whose
entries are Hahn polynomials. More precisely, consider the quasi Casorati-Hahn
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determinant
(7.6)
Dα,β,NF ,x =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1≤j≤k[
(α+ x+ 1,−N + x)j−1hα,β,Nf (x+ j − 1)
]
f ∈ F1[
(α+ x+ 1,−β −N + x)j−1hα,−β,β+Nf (x+ j − 1)
]
f ∈ F2[
(−N + x,−β −N + x)j−1h−β−N−1,−α−N−1,Nf (x + j − 1)
]
f ∈ F3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
3∏
s=1
k˜s−2∏
i=0
(ξs + x+ i)
k˜s−i−1
,
where k˜1 = k1 + k2, k˜2 = k1 + k3, k˜3 = k2 + k3 and ξ1 = α + 1, ξ2 = −N ,
ξ3 = −β −N , and we use the notation (a1, · · · , am)j = (a1)j · · · (am)j .
It can be proved (as Lemma 3.3 of [10]) that this determinant is always a
polynomial. Denote by dα,β,NF its leading coefficient. Under mild conditions on
the parameters, the determinant (7.6) is a polynomial of degree wF and
dα,β,NF =(−1)k1k2+k1k3+k2k3
3∏
j=1
VFj
∏
f∈Fj
(f + ηj)f
f !
∏
u∈F1;v∈F2
(β + u− v)
∏
u∈F1;w∈F3
(α+ β +N + 1 + u− w)
∏
v∈F2 ;w∈F3
(N + α+ 1 + u− w),
where η1 = α+ β + 1, η2 = α− β + 1 and η3 = −α− β − 2N − 1.
Consider now the (normalized) quasi Casorati-Hahn determinant
(7.7) Hα,β,NF ,x =
Dα,β,NF ,x
dα,β,NF
,
where when dα,β,NF = 0 (and hence D
α,β,N
F ,x = 0), we set H
α,β,N
F ,x = 1.
The following theorem can be proved as Theorem 1.1.
Theorem 7.1. For a trio F = (F1, F2, F3) of finite sets of nonnegative integers
the invariance
(7.8) Hα,β,NF ,x = ǫH
−α−maxF1−maxF2−2,−β−maxF1+maxF2,−N+maxF1+maxF3
I(F),−x ,
holds, where ǫ is the sign (−1)r, with r the degree of Hα,β,NF ,x .
8 Invariance for quasi Wroskian whose entries
are Jacobi polynomials
As usual, we write (Pα,βn )n for the sequence of Jacobi polynomials (see [1], Ch.
V; see also [25], pp, 250-3). When α, β 6= −1,−2, · · · , the Jacobi polynomials are
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orthogonal with respect to a measure, which it is positive only when α, β > −1
and then it is equal to (1 − x)α(1 + x)β , x ∈ (−1, 1).
One can obtain Jacobi polynomials from Hahn polynomials using the limit
(8.1) lim
N→+∞
hα,β,Nn
(
(1−x)N
2
)
(−N)n = P
α,β
n (x)
see [25], p. 207 (note that we are using for Hahn polynomials a different nor-
malization to that in [25])
This limit together with Theorem 7.1 can be used to get invariance properties
for quasi Wronskian whose entries are Jacobi polynomials. Since for y ∈ R
(8.2) lim
N→+∞
h−β−N−1,−α−N−1,Nn
(
(1−x)N
2 + y
)
(−N)2n =
xn
n!
,
we only take limit in (7.6) when F3 = ∅. In doing that (see [12] for details), we
get the quasi Wronskian
(8.3) Uα,βF ,x =
∣∣∣∣∣∣∣∣∣∣∣
1≤j≤k[
(−1)j−1(Pα,βf )(j−1)(x)
]
f ∈ F1[
(β − f)j−1(1 + x)k−jPα+j−1,−β−j+1f (x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
(1 + x)k2(k2−1)
,
where as before F = (F1, F2) is a pair of finite sets of nonnegative integers,
Fi with ki elements, i = 1, 2, respectively, and k = k1 + k2. Since (7.6) is a
polynomial, this quasi Wronskian is a polynomial as well. Let us write uα,βF for
its leading coefficient.
Under mild conditions on the parameters, the determinant (8.3) is a polyno-
mial of degree wF and
uα,βF =
VF1VF2
∏
f∈F1,F2(α+ ǫfβ + f + 1)f
∏
u∈F1,v∈F2(β + u− v)
(−1)(k12 )+(k22 )2
∑
f∈F1,F2
f ∏
f∈F1,F2 f !
,
where ǫf = 1 for f ∈ F1 and ǫf = −1 for f ∈ F2.
Consider now the (normalized) quasi Wronskian
(8.4) Pα,βF ,x =
Uα,βF ,x
uα,βF
.
Theorem 7.1 then gives.
Theorem 8.1. For a pair F = (F1, F2) of finite sets of nonnegative integers
the invariance
(8.5) Pα,βF ,x = P
−α−maxF1−maxF2−2,−β−maxF1+maxF2
I(F),x
holds.
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