Neuroscience has a long history of inferring brain function by examining the relationship between brain injury and subsequent behavioral impairments. The primary advantage of this method over correlative methods is that it can tell us if a certain brain region is necessary for a given cognitive function. In addition, lesion-based analyses provide unique insights into clinical deficits. In the last decade, statistical voxel-based lesion behavior mapping (VLBM) emerged as a powerful method for understanding the architecture of the human brain. This review illustrates how VLBM improves our knowledge of functional brain architecture, as well as how it is inherently limited by its mass-univariate approach. A wide array of recently developed methods appear to supplement traditional VLBM. This paper provides an overview of these new methods, including the use of specialized imaging modalities, the combination of structural imaging with normative connectome data, as well as multivariate analyses of structural imaging data. We see these new methods as complementing rather than replacing traditional VLBM, providing synergistic tools to answer related questions. Finally, we discuss the potential for these methods to become established in cognitive neuroscience and in clinical applications.
Introduction
Studies of pathological behavior following brain injury are an important source of theoretical knowledge regarding the function and anatomy of the healthy brain, i.e. regarding fundamental neuroscientific research questions that are usually addressed by lesion-behavior mapping. In the last decade, voxel-based lesion behavior mapping (VLBM) has become a driving force in cognitive and clinical neuroscience and offered new insights into the neuroanatomy of neurological symptoms. In the article's first section, we will show how, compared to previous (outdated) simple overlap methods, VLBM improves our knowledge of functional brain architecture. We will also discuss several potential limitations of VLBM; limitations primarily due to its mass-univariate approach that independently tests each brain voxel. They are related to familywise error rates and to inherent spatial bias due to physiological effects of brain lesion anatomy. We will address these concerns and reflect how they are best dealt with.
Univariate voxelwise lesion analysis methods have recently been supplemented by several other analysis techniques or imaging modalities methods (e.g., Zopf et al., 2012; Smith et al., 2013; Zhang et al., 2014; Boes et al., 2015; Zavaglia et al., 2015; Kuceyeski et al., 2016; Siegel et al., 2016; Yourganov et al., 2016; Martin et al., 2016; Griffis et al., 2017; Pustina et al., in press ). The article's second section will provide the reader with an overview of these new applications and, critically, discuss their potential utility in cognitive neuroscience and clinical applications. Some of these new approaches appear to compensate for the limitations of mass-univariate lesion methods. They seem to provide further insights into the anatomy of pathological behavior after stroke, particularly for cases in which cognitive functions are organized in brain networks. Moreover, emerging methods complement mass-univariate lesion methods in that they allow us to study topics of profound clinical significance. For example, they can be used to provide diagnosis and longterm prognosis in order to guide personalized therapy, provide realistic and individualized expectations for recovery, and provide accurate counterbalancing of expected recovery for clinical trials.
Voxel-based lesion behavior mapping (VLBM)
Neurology has a long history of inferring brain function based on impairments observed following brain injury. In many respects this role has been superseded by recent noninvasive methods for measuring the functioning of the healthy brain. On the other hand, investigating brain disruption allows researchers to make stronger claims regarding brain function: identifying areas that are required rather than merely involved with a task (for review Rorden and Karnath, 2004) . Much of the foundational works regarding the anatomy underlying human spanning emotions, episodic memory, language production, visual perception, planning, or attention rely on the observations from single patients or small group studies (Code et al., 1996 (Code et al., , 2003 . While early studies could only examine the location of injury following the death of the patient, more recent studies leveraged brain imaging to noninvasively visualize the lesion. Seminal work by, e.g., Hayward et al. (1977) , Damasio and Damasio (1989) , or Lamb et al. (1989) were among the first researchers to transform the location of an individual's injury as observed on a CT scan to a standard template image. While initial studies required human experts to compute this 'normalization' through visual inspection of landmarks, this process is tricky, as each individual's brain has a unique shape, and one must compensate for the angulation of the patients' scan relative to the template scan. Modern scientists can leverage automated methods to accomplish this task. Normalizing and overlapping lesions from different individuals with a common behavioral impairment allowed scientists to visualize which regions were typically associated with a specific impairment (such as, e.g., Broca's aphasia). One major problem with this 'simple overlapping method' is that it cannot distinguish between brain areas associated with an impairment and regions that are particularly vulnerable to injury .
A first solution to this problem, though still on a descriptive level, was subtraction analysis. This method constrasts normalized lesion data from patients with a specific deficit with data from matched control group of brain damaged patients. This approach reveals regions that are both frequently damaged in experimental patients and typically spared in control patients (for review Rorden and Karnath, 2004) . The next revolution came with BrainVox (Frank et al., 1997) and with voxel-based lesion symptom mapping (VLSM; Bates et al., 2003) , in particular. A range of new features became available, including digital templates with a common volume (composed of discrete voxels) for lesion overlay, the ability to show brain injury maps on the rendered surface of the patient's own MRI scan, and the use of normalized lesion maps to draw statistical inference. The VLSM method made it possible to account for regional vulnerability, with the statistical test identifying voxels in which individuals with a lesion to a particular voxel significantly differ in the behavior of interest from individuals without a lesion of this voxel. VLSM is a mass-univariate analysis, where this statistical test is independently applied to every single voxel in the brain. Here we refer to this method in general as VLBM (whereas VLSM is the original but specific implementation of this method). The VLBM method has been extended over the years to model binomial impairments , non-parametric statistics and thresholding , retrospective statistical power maps (Rudrauf et al., 2008) , and automated continuous measures of the lesion (Tyler et al., 2005) . VLBM has become a very popular method of uncovering the neural correlate(s) of cognitive functions in humans and has examined a wide number of impairments at both the acute and chronic phases of stroke (see Table 1 in Karnath and Rennig (2017) for a comprehensive overview on VLBM studies published prior to 11/2015).
The present paper has two main objectives. First, it focusses on mapping human brain lesions to study the functional architecture of the healthy brain. As such, patients with stroke -in contrast to other forms of brain injury À are highly suitable for such studies (de Haan and Karnath, in press ). Second, we are interested in how brain lesion analysis may be used to provide better measures for diagnosis and recovery following brain lesion specifically due to stroke. The following section thus will focus on the limitations of VLBM specific to stroke; we note that not all of these limitations apply to other forms of brain injury (e.g. traumatic brain injury, epilepsy, or neurosurgical resection). These latter domains face their own set of limitations (see Karnath and Steinbach, 2011; de Haan and Karnath, in press ); its discussion, however, is beyond the scope of the present work. Nevertheless, the mapping and analysis techniques we review here can also be used to explore a broad range of further issues, such as evaluating brain tumor treatment (e.g, recurrence patterns of glioblastomas after radiochemotherapy versus radiotherapy [Wick et al., 2008] ) or evaluating efficiency of surgical brain treatment (e.g., outcome of surgical resections in medial temporal lobe epilepsy ).
Potential limitations of the mass-univariate approach
Despite the popularity and success of VLBM, this method À like all modern neuroimaging techniques À has limitations. Understanding these shortcomings is critical to using this tool effectively. While some of these concerns can be ameliorated, other limitations reflect inherent weaknesses of this method. Here we briefly discuss fundamental issues, with later sections describing potential solutions and alternative approaches.
A fundamental concern with any mass-univariate voxelwise study (or any study that conducts a huge number of independent statistical tests) relates to familywise error. Simply put, when we conduct thousands of statistical tests, we have thousands of opportunities to make errors. Left uncontrolled, we are almost certain to report false effects: the so-called 'familywise error rate'. For smaller numbers of comparisons, one might turn to Bonferroni Correction (Nichols and Hayasaka, 2003) which can robustly control for familywise error. A major concern is that this strict statistical measure necessarily results in extremely poor statistical power. Indeed, in the case of neuroimaging data, Bonferroni thresholding tends to be overly conservative because voxels are not independent from their neighbors either because the data is smoothed (in the case of fMRI studies) or because lesions tend to have large, contiguous spatial extent. Fortunately, we can directly control for the familywise error rate using voxelwise permutation thresholding (Nichols and Hayasaka, 2003) . Permutation thresholding precisely controls familywise error rate, and (as expected) demonstrates that Bonferroni correction is overly conservative in the context of VLBM . The primary weakness of permutation thresholding is that it is slow, particularly as the number of permutations increases. However, statistical lesion analysis software packages like 'NPM' and 'NiiStat' (https:// github.com/neurolabusc/NiiStat) minimize the penalty for computing permutations by, e.g., identifying redundant tests or calculating reusable components only once.
While voxelwise permutation thresholding does robustly control familywise error rate, it is inherently conservative, and therefore most useful with larger studies and studies with good statistical power. One weakness of this approach is that it leverages only a single attribute of our predicted result: extreme statistical scores. In reality, we expect our observed data to differ from random noise based on two features: real effects should have extreme statistical scores as well as a large spatial extent. In other words, we do not expect functional modules to fit precisely in a single voxel, rather we expect a cluster of voxels to underly a given behavior or represent a given cognitive process. On the other hand, we do not expect this spatial pattern to occur randomly. While clusterbased thresholds have been common in neuroimaging, there is a recent emphasis on deriving these through permutation-based approaches, mainly due to potential problems with the classic assumptions (Eklund et al., 2016) . Both the 'NiiStat' tool (https://github.com/neurolabusc/ NiiStat) and a new version of VLSM (Wilson et al., 2010) provide an option to compute the cluster-based permutation threshold. Assuming a large module is critical for a task, one would expect this approach to provide more statistical power than voxelwise permutation thresholds. The one challenge with this approach is that one needs to determine an initial cluster threshold. It is hard to provide guidance on what this initial threshold should be (one suspects the optimal value is influenced by number of participants and typical lesion size). Furthermore, simulation studies suggest that while this method has a high sensitivity to detect true effects, the surviving clusters may often also include voxels that are not involved (Mirman et al., 2016) .
False discovery rate (FDR) provides an alternative thresholding approach, which promises substantially more power in situations where a substantial portion of the comparisons has signal. Rather than control for overall familywise error, FDR attempts to control for the ratio of false alarms to all alarms (i.e. false alarms plus hits). In situations where a large module is involved with a task, FDR should provide substantially more power. As noted by Mirman et al. (2016) , while FDR is commonly used in lesion studies the assumptions have not been carefully validated by simulations. While this is a principled approach to thresholding lesion maps, we have two comments. First of all, as noted earlier: lesion volume virtually always correlates with symptom presence/severity. This can be inferred from first principles: probabilistically a larger lesion is more likely to knock out a critical module and is also more likely to knock out a critical amount of a distributed network. We note that there can be exceptions to this, for example when a critical region is connected with blood vessels associated with small lesions (e.g. basal ganglia injury can be associated with lacunar infarction). However, as a rule of thumb there is a strong coupling between impairment and lesion size. Therefore, unless one explicitly controls for lesion volume, there may be a large amount of apparent signal detected by FDR. Therefore, it seems best to couple FDR with some method that regresses out the effect of lesion volume. More generally, FDR has an arguably unhelpful property: it is very stringent in cases where there are only a few voxels associated with a task whereas it is able to be very liberal when a large proportion of the voxels are involved. It seems like we would rather have sensitivity for rare signals and spatial specificity for diffuse signals (paraphrasing personal communication with Dr Gerard Ridgway).
The 'partial injury problem' is an additional reason why one should expect VLBM to have low statistical power (Rorden et al., 2009 ). Generally, a functional module of the brain may be quite large, spanning many voxels of the brain, yet behavioral impairments may be observed when only a portion of this module is damaged. Therefore, two neurological patients may exhibit identical impairments due to mutually exclusive injury to the same module. In each case, the injury appears to be a counter-example for statistically identifying the other region as critical for the task. An analogous issue arises if the same impairment is observed following damage to any one of multiple modules.
The use of naturally occurring strokes to infer lesion-behavior relationships is necessarily spatially biased. The reason for this is that the regions destroyed by stroke are driven by vasculature, and may not regard the boundaries of functional modules. Certain regions of the brain are more vulnerable than others, yielding little insight into regions of the brain that are rarely injured. This has clear implications on our ability to use these methods to infer healthy brain function (cf. Sperber and Karnath, 2017) . The method may be ill-suited to dissociate functional modules within the same vascular neighborhood, and is inefficient for finding functional modules that are rarely injured.
However, there is also a subtler spatial bias inherent with lesionbehavior mapping. Two recent studies have assessed the localization accuracy of the VLBM method (Inoue et al., 2014; Mah et al., 2014) . Both studies used a simulation approach based on large neurological patient samples with brain damage. By generating an artificial deficit that was directly driven by the damage observed in each scan, they were able to create a gold standard for the correct solution (where the precise location remains unknown for real impairments). They observed a bias within the lesion-deficit maps, displacing inferred critical regions from their true anatomical locations towards areas of greater general lesion affection. However, these two simulation studies computed the VLBM analyses without the proper use of two commonly used correction factors: 'lesion size' and 'sufficient lesion affection'. In fact, for many behavioral deficits lesion size is the best predictor for severity of the behavioral deficit; larger lesions are usually more likely to affect critical anatomical structures . If a sufficiently large dataset is available, VLBM studies of real data sets thus control this effect, typically by regressing out lesion size from the behavioral scores. Moreover, such studies typically restrict statistical analysis to voxels that are affected by a certain proportion of lesions. This restriction to only voxels with 'sufficient lesion affection' (and therefore reasonable statistical power) prevents that results are biased by brain regions that are only rarely affected by stroke and thus do not carry sufficient information. The criterion for 'sufficient lesion affection' is often arbitrarily chosen since no general gold standard exists at present. While in case of VLBM with the Brunner-Munzel test a minimal criterion for this factor has been described (Medina et al., 2010) , a power analysis (Rudrauf et al., 2008) can be helpful in finding an appropriate cutoff in other cases. In simulation experiments on a large sample of real stroke patients, Sperber and Karnath (2017) found that the misplacement bias in VLBM results is much smaller by setting the criterion for this factor to ! 5 out of 100 lesions. Moreover, Sperber and Karnath (2017) observed that the combined use of correction factor 'sufficient lesion affection' with correction factor 'lesion size' reduced misplacement markedly and in an additive manner, compared to uncorrected VLBM. While there are several methods to covary lesion size, we note in passing that our own 'NiiStat' tool (https://github.com/neurolabusc/NiiStat) allows users to combine nuisance regressors with permutation-based voxelwise as well as cluster thresholding using the Freedman-Lane method (Winkler et al., 2014) .
The misplacement of statistical VLBM maps is due to physiological effects of brain lesion anatomy. In a sample of real stroke lesions, Sperber and Karnath (2017) generated voxel-wise topographies of collateral damage. Collateral damage to individual voxels was not centered on the voxel itself, but was aligned towards the center of the vasculature of the brain (Fig. 1 ). Using only information on the collateral damage, the study was able to predict the spatial bias in VLBM. Thus, a spatially skewed distribution of collateral stroke damage indeed is the reason for spatial biases in VLBM.
The lack of perfect solutions to controlling for multiple comparisons as well as the partial injury problem conspire to ensure that VLBM studies will have low statistical power. In addition, we will have particularly poor power in brain regions that are rarely injured (Kimberg et al., 2007) . Furthermore, the corrections for the spatial biases encourage us to control for the effects of lesion volume, which is typically tightly coupled with the effect of interest (leaving a weaker residual signal to detect). All of these factors suggest that we will need to observe a large number of patients to reliably observe real effects. This can lead to expensive studies that require years of data. For many smaller studies, it may be worth considering sacrificing the spatial precision of voxelwise analyses in favor of a region of interest approach (cf. de Haan and Karnath, in press). Users have many atlases to choose from that define specific regions of interest. The ideal atlas is beyond the scope of the present work, though it may be worthwhile to consider an atlas that maps both cortical as well as subcortical regions (Yourganov et al., 2015) .
New methods for understanding anatomo-behavioral consequences of brain lesions
As described in the previous section, the lesion method with its widely used mass-univariate approaches (Bates et al., 2003; Rorden et al., 2007) allows many insights into the anatomo-behavioral architecture of the human brain. However, several other analysis techniques or imaging modalities have been suggested to provide further insights into the anatomy of pathological behavior after stroke. Some of these methods can also be used to study the anatomy of neurologically disrupted brain networks and can account for stroke-induced alterations in the brain that go beyond the primary structural damage. These qualities can complement mass-univariate lesion methods. Across the literature, three methodological main strategies can be identified: i) the use of specialized imaging modalities, ii) the combination of structural imaging with normative connectome data, and iii) multivariate analyses of structural imaging data.
Multimodal imaging of brain damage
A main advantage of classical VLBM is its reliance on relatively easily and quickly acquired behavioral and brain imaging data. While a structural image is required, it is typically acquired as part of the standard clinical protocol carried out at admission by using either MR imaging (T2-FLAIR, diffusion-weighted imaging (DWI), T1) and/or computed tomography (CT). These data provide sufficient detail for normalization using age-matched MR or CT templates from the 'Clinical Toolbox' for SPM (Rorden et al., 2012) . However, these structural modalities may not reveal the full functional extent of brain injury. Brain areas might be structurally intact but non-functional due to malperfusion or disconnection. These changes might be detected using perfusion-weighted imaging (PWI). Malperfused areas represent zones that are receiving enough oxygen to remain structurally intact, but not enough to function normally (Schlaug et al., 1999) . Such areas might also contribute to the behavioral deficit and should be included in models that describe precise anatomo-behavioral relationships in the human brain. Lesion-behavior mapping studies frequently consider areas with abnormal perfusion in order to reveal precise structural-functional relationships (Hillis et al., 2001 (Hillis et al., , 2002 (Hillis et al., , 2005 Karnath et al., 2005; Ticini et al., 2009 Ticini et al., , 2010 Zopf et al., 2009 Zopf et al., , 2012 Shahid et al., 2017) . In particular, PWI may reveal a mismatch with structural DWI immediately after injury, making it an important consideration in acute studies. It may play a particularly important role in acute prognosis (which we discuss later) as the mismatch between perfusion and structural imaging may help predict functions likely to recover. Beyond these popular clinical modalities for stroke, researchers have begun to explore several other promising methods. In particular, functional magnetic resonance imaging (fMRI), resting state functional magnetic resonance imaging (rsfMRI), diffusion tensor imaging (DTI), and arterial spin labeling (ASL) may help reveal the full consequences observed following stroke. We describe these in more detail below.
Several groups employed fMRI to study individuals who have suffered from brain injury. The aim was to explore the function of intact brain areas in the lesioned brain. Some studies observed abnormal BOLD signals in structurally intact tissue of the damaged hemisphere and concluded that the patients' behavioral deficits do not depend just on the neuronal loss at the site of injury but rather were also causally connected to the abnormal BOLD signal (e.g., Corbetta et al., 2005; Saur et al., 2006; Fridriksson, 2010) . Further, fMRI has been used in several studies aiming to study functional changes in post-stroke recovery (Rehme et al., 2011; Sun et al., 2013) , or to identify markers to predict recovery (Rehme et al., 2015) . Moreover, fMRI was employed to investigate how retained cognitive skills relate to brain activity after stroke (Martin et al., 2016; Griffis et al., 2017; Skipper-Kallal et al., 2017) .
Also, rsfMRI has been used in stroke research. It provides information on functional connectivity, i.e. the correlation in spontaneous fluctuations in fMRI activity between a seed region of interest and the rest of the brain (e.g., Biswal et al., 1995; Fox and Raichle, 2007) . While rsfMRI measures the same BOLD signal as fMRI, this method relies on spontaneous signal fluctuations while the subject is at rest. Multiple functional brain networks have been identified with this method (e.g., Beckmann et al., 2005; Damoiseaux et al., 2006; van den Heuvel et al., 2008) . While rsfMRI is widely used in healthy subjects, several innovative scientific or clinical applications of rsfMRI in stroke patients have emerged (for review see Ovadia-Caro et al., 2014) . Stroke-induced disruptions in rsfMRI networks are predictive of post-stroke cognitive and behavioral outcomes (e.g., Carter et al., 2010 Carter et al., , 2012 Wang et al., 2010; Baldassarre et al., 2016; Siegel et al., 2016) . While these different findings emphasize the value of rsfMRI used in isolation to understand the physiology underlying neurological symptoms, a recent study has emphasized the complementary character of rsfMRI and the lesion method : while both rsfMRI and structural lesion information can be used to predict post-stroke symptoms, they may provide synergistic benefits when used together.
However, a general concern for fMRI-based studies is that the local hemodynamics (i.e., the neurovascular coupling) might be abnormal in stroke patients. Both rsfMRI and fMRI rely on T2*-weighted signals to infer blood flow. This is referred to as a blood oxygenation level dependent (BOLD) measure. In healthy individuals, one can reliably expect stimuli to elicit an increased signal that peaks about 5 s after brain activity. The delay emphasizes that this is not a direct measure of brain activity (where one would expect metabolism to reduce local oxygen, and to do so much more rapidly), rather the increased metabolic demands trigger a dilation of the capillary beds which results in a net increase in local oxygen. From first principles, this relationship between brain activity and subsequent oxygen influx may be disrupted following brain injury. First of all, consider the case of misery perfusion, where the injury leaves a very constrained blood supply. In this case, the blood flow may not be able to increase following metabolic demands. On the other hand, consider luxury perfusion, where the destruction of neighboring regions may result in a blood supply that far exceeds the needs of the remaining tissue. In this case, neural activity might not require a change in blood flow. In both these cases, neurovascular coupling may not function as it does in a healthy brain. Indeed, data from several recent papers illustrates that the BOLD signal may be unusual following brain injury. For example, Fridriksson et al. (2006) noted very unusual perilesional hemodynamic responses in an individual with chronic stroke. Likewise, de . Note that collateral damage to both voxels is not centered on the voxel itself, but spatially oriented towards the center of the territory of the middle cerebral artery. Haan et al. (2013) explored the BOLD signal in three acute stroke patients and observed an abnormal interhemispheric balance consisting of reduced signal change in perilesional areas of the damaged hemisphere relative to homologous areas in neurologically healthy controls, unrelated to the patients' behavior. While these findings would benefit from replication in larger groups, they suggest that neuroscientists need to exercise caution when interpreting BOLD data acquired in stroke patients, since abnormal BOLD responses could not only reflect functional disruption of these regions, but also a decoupling of the neurovascular response (without changes in neuronal functioning and/or in the individuals' behavior), or a combination of these two effects.
As noted above, structural DWI is one of the most popular modalities in clinical stroke management. These data can be extended by acquiring diffusion scans sensitive to many spatial directions. This allows one to determine not only the speed of diffusion, but also the preferential direction of diffusion. Diffusion is anisotropic in the white matter fiber bundles (e.g. water molecules less constrained moving along a tract than radially), and therefore these sequences enable tractography. Typically, each voxel is modeled as a tensor (three orthogonal vectors, with the primary vector pointing in the direction of greatest diffusion), and hence this method is often referred to as 'diffusion tensor imaging'. The resulting data can be used to identify the integrity of the brain's white matter, for example the involvement of the arcuate fasciculus with language disorders (for review see Jang, 2013) , the role of the corticospinal tract in motor performance ( Fig. 2 ; Staudt, 2010; for review see Jang, 2011) , or the pathways connecting right hemisphere cortical areas relevant for spatial orienting and exploration (Suchan et al., 2014; Thiebaut de Schotten et al., 2014) . Tractography can help reveal disconnection syndromes which are thought by some authors to underlie many disorders (e.g., Catani and Mesulam, 2008 ; but see de Haan and Karnath (2017) for discussion).
Recent advances in hardware, sequences, and post-processing have dramatically improved the potential quality of DTI data (Sotiropoulos et al., 2013) . Nevertheless, adapting these tools to stroke populations can be challenging. Traditional methods of deterministic tractography infer fiber location using atlases generated in young healthy adults. However, these methods can fail in stroke patients, where dilated ventricles and mass effects can persist even after normalization generally corrects for the cortical features. Identifying major tracts by hand is laborious and often relies on subjective decisions. Yourganov et al. (2016) described a novel solution to this problem, which they refer to as 'Connectome-Based Symptom Mapping'. In this method, a cortical atlas is back-projected to match the native resolution of an individual's diffusion data, and then one generates a probabilistic map of the connections between all of the areas using FSL's Probtrackx (Behrens et al., 2007) . This method generates a connectome for each individual, which is suitable for graph theory analytics as well as multivariate analyses.
As noted earlier, perfusion weighted imaging (PWI) has proven to be an important tool for acute stroke management. In particular, the level of perfusion-diffusion mismatch can indicate the potential for revascularization. Traditionally, PWI has been accomplished with dynamic susceptibility contrast (DSC) imaging using a bolus of Gadolinium (Gd) as an exogenous contrast agent. Recent work has highlighted the ability for arterial spin labeling (ASL) to complement or replace DSC (for review see Zaharchuk, 2014) . ASL tends to have low signal to noise (requiring long acquisition times) and is not well-suited for popular DSC measures such as time-to-peak. However, it does not require administration of a contrast agent and it appears to provide a marker for luxury perfusion which makes is clinically useful (Zaharchuk, 2014) . This work has led to new recommendations for acquiring ASL (Alsop et al., 2015) which may increase its popularity in the future. Beyond the clinical significance, ASL has great promise for cognitive stroke research. It provides a more direct measure of blood flow than fMRI, and the interleaved acquisition of tagged and untagged images can attenuate low-frequency drift artifacts that contaminate fMRI. The lack of a contrast agent (and associated risks) is a major benefit relative to DSC research studies where the findings do not directly impact patient care. This method is already impacting our understanding of stroke. For example, recent work has demonstrated that chronic stroke survivors exhibit decreased perfusion in perilesional regions (Richardson et al., 2011; Thompson et al., 2017) . This finding has implications for fMRI studies, suggesting that there may often be misery perfusion and poor BOLD signal near the location of the injury. Both of these studies examined individuals enrolled in aphasia treatment, and one could speculate that the perilesional regions may in fact be the most critical to recovery. Specifically, these individuals enrolled in the study due language impairments, and therefore had sustained damage to parts of language modules, and it seems likely that recovery will be modulated by the surviving portions of these modules.
In sum, we have described a number of promising methods that may refine our understanding of anatomo-behavioral consequences of stroke. However, given these numerous challenges, their usage will be limited until they can be proven to provide robust measures that improve on traditional structural MR or CT scans. First of all, since structural scans are required for standard care they are available (with appropriate consent) to scientist at low cost and without additional burdens on the patients, whereas alternative modalities require additional or longer scanning sessions that are unlikely to provide significant direct benefit to the participant. Second, subjects have to be MR-compatible, i.e., must not have any magnetic metal or electronic devices in the body, as well as have to be able to motionlessly lie in the scanner longer than for structural imaging. Third, for some modalities there are special demands, such as the patient's ability to follow task instructions in fMRI. In addition, data acquisition and analyses in these methods are complex and require special training. Thus, these methods are both methodologically and ethically constrained in clinical subjects; and even if a method is generally feasible in a clinical population, study samples are often small. All of these limitations mean that any findings will be harder to generalize, to replicate and any benefits to clinical care more difficult to deploy.
Combination of structural imaging with normative connectome data
In order to avoid (part of) these problems, researchers have developed an approach that leverages structural brain imaging data from neurological patients and normative connectome data obtained from healthy controls to gain insights into brain networks disabled in neurological deficits (Boes et al., 2015) . To do so, in a first step Boes et al. (2015) collected data from a sample of patients with a symptom of interest. Like in VLBM, they acquired lesion maps, i.e. binary normalized maps depicting the primary structural brain damage. Second, the study utilized a large sample of rsfMRI data from a healthy sample. The central idea to this method is to use the individual lesion maps as seed regions of interest for a resting state analysis in the healthy subjects (Fig. 3) . In other words, this method identifies, for each individual patient, the structurally damaged brain area and looks at the same area and its functional network connections in a group of healthy subjects. The elegance of this approach is that it avoids the need of performing additional specialized imaging protocols on stroke patients.
So far, this method has been used to investigate rare, stroke-induced neurological and behavioral deficits such as hemichorea-hemiballismus (Laganiere et al., 2016) , delusional misidentification (Darby et al., 2017) , freezing gait (Fasano et al., 2017) , coma (Fischer et al., 2016) , and others (Boes et al., 2015; Sutterer et al., 2016) . For most of these symptoms, lesions were distributed all across the brain with hardly any overlap (Sutterer et al., 2016; Fasano et al., 2017; Laganiere et al., 2016) , or were restricted to subcortical areas (Boes et al., 2015) , or the brain stem (Fischer et al., 2016) .
A clear benefit of this method is that publicly available large sample data of rsfMRI in healthy subjects (e.g., Buckner et al., 2014; Schultz et al., 2014) can be used, restricting the scientists' data acquisition effort to the clinical data. However, there are issues with this new method that have not been properly solved yet. First, these studies binarized the rsfMRI maps to obtain a binary map of functional networks connected to the lesion site. To do so, a cutoff criterion of p ¼ 0.00005 has been introduced (Boes et al., 2015) , however there is no theoretical motivation for this specific cutoff, and results with the same cutoff may differ depending on the size of the healthy subject sample. Second, most studies did not use a control group of patients not showing the disorder of interest. This raises the same concerns that surround the simple lesion overlap method that preceded VLBM (cf. section "Voxel-based lesion behavior mapping (VLBM)" above; Rorden and Karnath, 2004) . Specifically, by only examining individuals showing the symptom of interest, one cannot distinguish between the networks specifically associated with the disorder and those that are simply typically injured by stroke. Third, the problem of auto-correlation has not been properly addressed yet, which may be problematic especially with larger lesions (as seen in, e.g., Darby et al., 2017) . Voxels inside the seed region of interest of course highly correlate with the seed region's signal. This might lead researchers to misattribute findings to functional connectivity. It is worth noting the parallel work of Warren et al. (2014) where each stroke patient's structural lesion mask was used to extract the network properties of the corresponding tissues in healthy subjects. Injury to hubs that had high system density and participation coefficient was associated with widespread cognitive deficits.
A similar approach, not focusing on functional, but on anatomical connectivity, was recently suggested (Kuceyeski et al., 2016) and utilized the 'Network Modification Toolbox' (Kuceyeski et al., 2013) . This toolbox uses large samples of DTI connectome data from healthy subjects as well as the patients' lesion data. For every patient, the lesion map is superimposed on the healthy group's connectome and connection streamlines that lie in the area of the lesion map are identified. Based on this result, the toolbox calculates a metric that is thought to represent the structural connectivity at different global or region-wise levels. Using partial least squares regression with these connection metrics, Kuceyeski et al. (2016) successfully predicted cognitive and motor deficits six months post-stroke. Again, this approach only requires the patients' structural imaging and behavioral data. The basic idea of comparing lesion maps and healthy subjects' structural connectome maps is not novel (e.g., Zhu et al., 2010; Sterr et al., 2014) . What is novel is the large scale approach with a large number of connections being assessed simultaneously and the opportunity to include these variables in a multivariate model to predict long-term outcome (Kuceyeski et al., 2016) . Unfortunately, several of the concerns raised above with regards to the approach suggested by Boes et al. (2015) are also applicable to this method.
Nevertheless, we are clearly enthusiastic regarding the potential of these new methods that harness large normative datasets to understand brain function and disorders. One can imagine that these methods might provide prognostic value in identifying distributed effects such as acute diaschisis. Further, these methods can address the 'partial injury problem' that we noted can dramatically impact the statistical power of traditional methods for lesion-behavior mapping (cf. section "Potential limitations of the mass-univariate approach" above; Rorden et al., 2009 ). On the other hand, we see these methods as extending rather than replacing traditional methods. A major inherent weakness with these new approaches is that they necessarily reduce the statistical inference: like fMRI they are liable to detect the entire network involved with a task rather than the specific areas required by the task.
Multivariate lesion analysis with machine learning algorithms
Unlike VLBM's mass-univariate testing approach, machine learning based lesion analysis offers a multivariate approach to lesion analysis. Fig. 4 demonstrates how a multivariate approach can out-perform a univariate approach in classifying patients. In this example, each brain area is independently a poor predictor of impairment (so univariate approaches are unlikely to identify either region as involved with the task). On the other hand, knowing about the damage to both areas together allows us to accurately discriminate most individuals, so there is a good multivariate solution. Several methods recently emerged that used supervised machine learning on structural imaging data for either classification, regression, or canonical correlation of neuropsychological behaviors (Smith et al., 2013; Mah et al., 2014; Zhang et al., 2014; Pustina et al., in press) . These methods are able to model behavioral variables based on multiple variables such as the lesion status of multiple voxels or regions of interest. The validity of such a model can be inferred from its ability to predict data that have not been used in model Fig. 3 . Basic principles of the use of normative resting state functional magnetic resonance imaging (rsfMRI) data in lesion analysis. (A) Individual structural imaging is used to obtain normalized binary lesion maps. (B) Each lesion map is used as a region of interest in a seed-based rsfMRI analysis in a sample of healthy subjects. The resulting topography identifies voxels in which brain activity correlates positively (red) or negatively (blue) with brain activity in the seed region. In the next step, a threshold is applied on this topography to create a binary map (here depicted for positive correlations). (C) Binarized rsfMRI maps obtained from multiple lesions are used in a group analysis of patients with a certain behavioral deficit of interest to identify networks affected by the lesions.
generation (Smith et al., 2013; Karnath and Smith, 2014) . This strategy is used in different cross-validation procedures: the data sample is divided into subsets and a multivariate model is trained to fit the behavioral target variables in one subset. For example, consider the data shown in Fig. 4 , where the model has been trained to predict whether a patient has spatial neglect based on the proportion of injury to a series of brain areas. The end of the training is a weighted classifier (in Fig. 4 , the dotted blue line). At this stage we test the model by introducing brain scans that the algorithm has not been exposed to and seeing whether the predicted classification (e.g., does the patient suffer from spatial neglect?) matches the patient's true diagnosis. Next, the same model is applied on another subset of data and its behavioral variables are predicted. The better such model is, the smaller should be differences between predicted and real behavioral scores. This cross-validation method allows a straightforward method for thresholding multivariate analyses, as we train the classifier on one subset and then test its performance on a novel set. Consider a leave-one-out training with 100 subjects: we will train the classifier 100 times, and each time we can check the performance. If the behavior is binomial (such as the presence or absence of neglect, as shown in Fig. 4) , we can determine the true positive (15) false positive (2), false negative (1) and true negative (14) classifications allowing us to estimate the sensitivity (93.75%), specificity (87.5) and statistical probability (via binomial probability). With continuous measures we can compute similar measures based on the correlation to the test values relative to the observed values. Since all the features are used to generate a single prediction, one does not face the previously described familywise error concerns that plague mass-univariate approaches.
Multivariate analyses can be used to answer scientific questions on the anatomo-behavioral architecture of the human brain. Smith et al. (2013) aimed to uncover the representation of spatial neglect in the human brain by using a new multivariate approach. In a large sample of right hemispheric stroke patients, they found patterns of damage more predictive of spatial neglect than the best-performing single voxel. In addition, modeling multiple brain regions provided more predictive information than modeling single regions, which highlighted the utility of multivariate pattern analysis in lesion mapping. Zhang et al. (2014) used a multivariate approach to model continuous behavioral data in a single, voxelwise whole-brain model. By using permutation testing, the obtained parameter map was thresholded to obtain a statistical map that identified voxels that significantly contributed to the model. To assess feasibility and efficacy, they used synthetic data as well as previously published lesion data and behavioral measures from patients with aphasia, the latter addressing the processing of semantics vs. phonology. The authors observed that multivariate lesion-behaviour mapping is superior to its mass-univariate counterparts in brain networks, i.e., if a cognitive function is organized in multiple, separate brain regions. Sperber et al.
(submitted) investigated apraxia of pantomime by using multivariate lesion behaviour mapping based on support vector regression in a large sample of left-hemisphere stroke patients. They identified a common network to underlie high-order motor control that integrated findings of different previous mass-univariate lesion studies.
Another main potential of machine learning based lesion analysis lies in the ability to make predictions on the clinical status of individual patients based on brain imaging (e.g., Yourganov et al., 2015; Rondina et al., 2016) . For example, it can use acute behavior and acute structural imaging to predict chronic behavior, thus providing means to make longterm predictions on clinical outcome. At first glance, predicting longterm prognosis seems like a more challenging task than predicting current diagnosis (as famously quoted "it's difficult to make predictions, especially about the future"). However, prognosis models can use not only the acute brain imaging data but also the acute behavioral data to predict outcome, whereas diagnosis can only leverage the brain imaging data. The acute behavioral data is a strong predictor of long term outcome: patients who are completely unimpaired acutely are unlikely to develop a chronic impairment, whereas the 'proportional recovery rule' (Krakauer and Marshall, 2015) is based on the strong predictive nature of acute impairment.
Several issues regarding multivariate lesion analyses still require attention. First, the choice of input variables ('features') can affect model performance. Two recent studies used multivariate modeling to predict behavioral variables and compared the impact of feature selection in different voxel-or region-of-interest-based models (Yourganov et al., 2015; Rondina et al., 2016) . Both found the different approaches to lead to different prediction performance. It seems reasonable to suggest that some form of feature reduction is sensible for the noisy and redundant voxelwise data -either using explicit atlas based regions of interest (which typically yield recognizably named anatomy) or data driven approaches such as principle components analysis. However, at the moment there is no consensus on how this should be best accomplished. Another issue is present in the use of multivariate models in lesion-behavior mapping. Spatial biases have been reported to affect mass-univariate lesion-behavior mapping (Mah et al., 2014; Inoue et al., 2014) and multivariate approaches have been proposed as a solution for this limitation (Mah et al., 2014; Xu et al., in press ). While we concede that massunivariate methods have limitations, above in section "Potential limitations of the mass-univariate approach" we have described a number of solutions that address or attenuate these concerns (for further details see Sperber and Karnath, in press) . Furthermore, previous studies compared the performance of multivariate vs. univariate lesion-behavior mapping (Mah et al., 2014; Zhang et al., 2014) , but only recently a first study by Pustina et al. (in press) investigated if and how much multivariate methods are also susceptible to spatial biases that can be observed in mass-univariate method. Although it has been suggested that the "intervoxel correlations are intrinsically considered" in multivariate Fig. 4 . A cartoon illustrating machine learning, offering a multivariate approach to lesion analysis. Consider a study where a portion of the stroke patients have spatial neglect (for example neglecting the petals on the left side when asked to copy a drawing of a flower). Independently, neither the proportion injury to the posterior nor anterior parts of temporal cortex are able to reliably classify the patients' disorder. This demonstrates the limitation of the mass-univariate approach, where none of the features (e.g., brain areas) are independently strong predictors. However, knowing the injury to both regions can accurately classify patients, as demonstrated by the dotted line (the 'hyperplane') which is weighted by damage to both areas in order to predict impairment. In this case, this line accurately classifies most individuals. In reality, these tools are able to use hundreds of features (in the case of region of interest analyses) or thousands of features (in the case of voxelwise analyses), but the resulting multi-dimensional 'hyperplanes' are more difficult to visualize graphically. lesion-behaviour mapping (MLBM) using support vector regression (Zhang et al., 2014) , it needs to be investigated how the method accounts for high or even perfect intervoxel correlations, i.e., very systematic patterns of collateral damage. Pustina et al. (in press) found that lesion-behavior mapping with multivariate sparse canonical correlations indeed performs better than mass-univariate non-parametric mapping in most (but not all) situations, including less spatial bias and better ability to identify cognitive modules consisting of multiple brain regions. However, multivariate results were far from being perfect; they suffered from a reduced, but still present spatial bias.
Beyond, multivariate approaches tend to be somewhat de-coupled from the spatial information. For example, while we can show feature loading maps (e.g., Yourganov et al., 2015) that hint at the anatomy involved with classification, for typically sized studies it is often useful to collapse across anatomy to deal with highly correlated features, which in some situations can be superior to multivariate methods (Yourganov et al., 2014) . While the resulting models may be more robust, they do so by reducing the spatial fidelity. A more general issue is the selection of the regularization parameter used by support vector machine types (the C penalty parameter). This parameter trades off the accuracy of fitting against the robustness of the model, in other words how sensitive the model is to noise. As this setting becomes more robust, the resulting models can end up approximating traditional multiple regression, where multicollinearity between brain predictors leads to some regions being ignored. In these cases, the resulting load maps may fail to reveal regions that are genuinely (though not independently) predictive of behavior. While one can optimize this parameter for robust performance to avoid over-fitting (Yourganov et al., 2015) , for lesion data (where the fact that lesions are large and spatially contiguous) one should expect multicollinearity of features.
In evaluating the use of multivariate models in lesion-behavior mapping, some have even suggested that the mass-univariate approach to lesion analysis should be abandoned, due to the intractable and inherent limitations. For example, according to Nachev (2015) "multivariate inference in the context of lesion-mapping is not an extension to the conventional voxel-wise mass-univariate method (i.e. voxel-based lesion-symptom mapping) […] but a necessity for anyone who uses vascular lesions to do any kind of anatomical inference in the brain". Our own view is more nuanced, and we feel that both mass-univariate as well as multivariate methods serve in part different needs. The univariate approach addresses the theoretically important question regarding the brain anatomy (which is ultimately unknown, and the feature we are trying to discover) that is usually associated with a deficit across a population. This approach is meaningfully complemented by multivariate methods in particular if cognitive functions are organized in brain networks, but likely requires access to larger patient samples. A further use of multivariate approaches is to directly predict each individual's behavior (which is a known variable) and to provide a gold standard to derive reliable conclusions regarding important clinical questions. For example, multivariate approaches can inform patients and clinicians regarding probable outcomes: are they likely to recover spontaneously, will they recover with a specific treatment, or are they unlikely to recover (and therefore focus should be on compensation, not rehabilitation). This information can also aid between-subject variability in treatment studies, matching individuals not only on their initial performance but also on their predicted recovery. Therefore, we do not see mass-univariate and multivariate approaches as competing methods, rather as complementary tools that can be used synergistically.
Conclusions
Clinical research with stroke patients has profoundly impacted our understanding of the human brain. Over the last few years researchers have developed and implemented a wide range of new tools for understanding the intact human brain. Specifically, methods such as fMRI, rsfMRI and DTI have become widely adopted. Similarly, connectomecentered measures and multivariate methods have proven useful in understanding the relationship between complex datasets from healthy individuals and datasets from clinical populations, including stroke. We see a virtuous cycle, with recent developments of neuroimaging protocols, advanced image processing and new statistical frameworks as having clear and largely untapped neuroscientific and clinical potential, in particular by providing new insights into the network-structure of the brain. However, there remain a number of specific challenges with adapting these tools to the lesioned brain. For example, deterministic tractography requires a quality of normalization which is currently unrealistic for stroke injury. Likewise, fMRI and rsfMRI can be dramatically compromised following stroke by decoupling of the neurovascular response which is the foundation of the BOLD signal response. Therefore, there is a need to use these tools judiciously. Moreover, while the validity of mass-univariate lesion analyses was critically tested by either mapping non-controversial brain modules Rorden et al., 2009; Karnath and Rennig, 2017) or by simulations with real lesion data (Inoue et al., 2014 , Mah et al., 2014 Zhang et al., 2014; Sperber and Karnath, 2017) , an evaluation of the validity of the new methods reviewed above is only beginning; there is a clear need for additional cross-validation studies. While some have argued that mass-univariate methods should be replaced by multivariate approaches (cf. section "Multivariate lesion analysis with machine learning algorithms" above), we see these methods as being complementary, with each one offering unique and important insights into our understanding of the anatomobehavioral consequences of brain lesions.
