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Strongly confined active liquids are subject to unique hydrodynamic interactions due to momen-
tum screening and lubricated friction by the confining walls. Using numerical simulations, we demon-
strate that 2D dilute suspensions of fore-aft asymmetric polar swimmers in a Hele-Shaw geometry
can exhibit a rich variety of novel phase behaviors depending on particle shape, including: coher-
ent polarized density waves with global alignment, stationary asters, persistent counter-rotating
vortices, density shocks and rarefaction waves. We also explain these phenomena using a linear
stability analysis and a nonlinear traffic flow model, both derived from a mean-field kinetic theory.
PACS numbers: 87.18.Hf, 47.63.Gd, 47.57.E-, 05.65.+b
The spontaneous emergence of collective motion, large-
scale coherent patterns and complex unsteady flows is a
generic feature of a wide variety of soft active systems
[1–3], including: bacterial swarms and suspensions [4–
6], reactive colloidal suspensions [7, 8], cytoplasmic ex-
tracts [9], solutions of biological filaments and motor pro-
teins [10, 11], and shaken granular materials [12, 13]. In
these systems, an immersed microstructure (such as self-
propelled particles or biofilament/motor-protein assem-
blies) converts a source of energy (often chemical) into
microstructural changes that create active stresses and
can drive coherent flows on mesoscopic length scales. An-
alyzing how the interactions between individual agents
translate into collective dynamics in these dissipative
nonequilibrium systems has been the subject of intense
research in the past few years, and could pave the way for
a deeper understanding of intracellular processes [14] and
enable new paradigms for the design of smart materials
[15–17] and autonomous micromachines [18–20].
The prototypical case of a collection of motile particles
in a viscous liquid has received much scrutiny. Experi-
ments on microbial suspensions in the bulk show that
above a critical concentration spatiotemporally chaotic
flows reminiscent of high-Reynolds-number turbulence
spontaneously arise [5], and are accompanied by a tran-
sition to local orientational order [4]. As demonstrated
by particle simulations [21, 22] and kinetic theories [23–
25], this transition can be explained as a result of long-
ranged hydrodynamic interactions (HI) between swim-
mers, which are driven by the force dipoles exerted by the
particles on the medium owing to self-propulsion. These
interactions drive a generic long-wave instability for the
nematic order parameter in the form of bend modes in
suspensions of so-called pushers or rear-actuated swim-
mers [25]. Recent evidence suggests that direct steric
interactions also play a role in dense systems [4, 5, 26].
The nature of HI between self-propelled particles, how-
ever, changes drastically under confinement. As a swim-
mer moves in a rigidly confined space, say in the thin
gap h between two parallel flat plates, the disturbance
flow induced by its permanent force dipole is partially
screened by the walls and decays rapidly as ∼ 1/r3 in
the far field [27–29], where r is the distance from the
particle, as opposed to the usual 1/r2 decay in the ab-
sence of confinement. Under these conditions, the far-
field flow assumes the Hele-Shaw form and can be mod-
eled as a two-dimensional potential flow [28]: u(r) =
−(h2/12η)∇Π(r), where r = (x, y), η is the dynamic vis-
cosity, and {u,Π} denote the gap-averaged velocity and
pressure fields. As a particle with thickness . h located
at position R(t) moves in an external flow u(r, t) in such
a geometry, the disturbance velocity it induces is now
dominated by a mass dipole singularity with 1/r2 spatial
decay resulting from the displacement of the fluid by the
finite volume of the particle [29, 30]:
ud(r|R(t),σ) = 1
2pi|r|2 (2rˆrˆ− I) · σ, (1)
where r points from the particle center-of-mass R(t), and
rˆ = r/r. The dipole strength is proportional to the rel-
ative velocity between the particle and background flow:
σ = σ[R˙(t)−u(R(t))], where the prefactor σ scales as the
particle surface area in the (x, y) plane. Another defin-
ing feature of strongly confined systems is the way par-
ticles respond to a prescribed flow field. Brotto et al.
[29] recently explained that an anisotropic swimmer lack-
ing fore-aft symmetry and undergoing lubricated friction
with the walls will generally be subject to an anisotropic
mobility and to alignment in both the flow and flow-
gradient directions. Using a simple dumbbell model, they
showed that the motion of a swimmer with position R
and director p (|p| = 1) in a flow field u obeys
R˙ = vs p+ µ⊥ (I− pp) · u+ µ‖ pp · u, (2)
p˙ = ν (I− pp) · u+ ν′ (I− pp) · ∇u · p. (3)
Here, vs is the swimming speed, and µ⊥,‖ are the trans-
verse and longitudinal mobilities. While reorientation by
the flow gradient (with constant ν′) corresponds to the
well-known Jeffery’s equation, reorientation by the ve-
locity itself is a consequence of confinement and fore-aft
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2asymmetry, with ‘large-head’ swimmers (ν < 0) aligning
against the flow and ‘large-tail’ swimmers (ν > 0) with
the flow [29]. Based on these effects, Brotto et al. derived
a kinetic model for a 2D suspension of interacting con-
fined swimmers and predicted a novel long-wave linear
instability of the homogeneous isotropic phase, amplify-
ing perturbations in longitudinal polarization. However,
the phase behavior and pattern formation that these in-
stabilities lead to in the nonlinear regime in finite-sized
systems remain unknown.
This Letter presents the first detailed description of
these nonlinear dynamics via discrete particle simulations
of rigidly confined 2D suspensions. We show that the
distinctive features of HI and swimmer orientational dy-
namics under confinement lead to a rich variety of phase
behaviors, including: coherent polarized density waves,
metastable stationary asters, persistent counter-rotating
vortices, density shocks and rarefaction waves. These
phenomena, which are unobserved in unconfined bulk
systems, are also substantiated by a finite-wavelength lin-
ear stability analysis and a nonlinear traffic flow model,
both derived from a mean-field kinetic theory.
We simulate the 2D dynamics of a large number N of
confined particles by integrating (2)-(3) in time, where
the velocity u is the superposition of the dipolar fields
driven by the swimmers according to (1). We also im-
pose rotational diffusion with diffusivity d by adding to
p˙ a vector
√
2d/δt (I−pp) ·n, where δt is the time step
and the components of n follow a normal distribution
with zero mean and unit variance. Center-of-mass diffu-
sion is not imposed, though the coupling between rota-
tional diffusion and swimming naturally introduces spa-
tial diffusion, with long-time diffusivity D = v2s/2d in the
isotropic phase [31]. The computational domain is a 2D
square box of linear size L, and particle positions and
orientations are initialized randomly following a uniform
law. Dipolar interactions between particles and their pe-
riodic images are computed accurately using an efficient
algorithm [32]. We scale time by the orientational relax-
ation timescale d−1 and lengths by the distance ` = vs/2d
traveled by a swimmer before it loses memory of its ori-
entation. We set µ⊥,‖ = 1, ν′ = 0, and focus primar-
ily on the influence of the polar alignment parameter ν
and system size L/`, as well as area fraction φ = σc0/2
(with c0 = N/L
2 the number density). Following Brotto
et al. and anticipating our results, we introduce a signed
Pe´clet number Pe = 2νφ` comparing the rotation rate of
a swimmer by the dipolar flows induced in the suspen-
sion and by rotational diffusion, and recall that long-wave
polarization fluctuations are predicted to be unstable for
large-head swimmers when Pe < −1 [29].
A typical simulation in this regime is shown in Fig. 1
and online video [33] for N = 5000, φ = 1%, and
Pe = −2.2. Starting from uniform isotropy, Fig. 1(a)
shows heavily polarized sharp density waves, which travel
in arbitrary directions and exhibit a distinct curvature
indicative of splay. The formation and growth of these
waves is clearly seen on a spatiotemporal diagram of the
longitudinal concentration in Fig. 1(b), where swimmers
are found to concentrate on a sharp front propagating
at a characteristic speed ≈ 0.7vs. In some instances,
groups of particles also organize into stationary aster-
shaped clusters, as evidenced by the vertical stripe form-
ing at t ≈ 50. To quantify particle alignment, we define a
global polar order parameter P = |〈p〉| (where 〈·〉 is the
suspension average) and a global nematic order parame-
ter Q as the positive eigenvalue of 〈pp− I/2〉. Both are
shown in Fig. 1(c) to grow from zero as the instability
develops, and to plateau at long times when polarization
appears to dominate. The emergence of global alignment
is particularly surprising given the non-aligning nature
of dipolar interactions and, to our knowledge, has never
been observed before. The structure of the density waves
is further characterized in Fig. 1(d), showing the 2D pair
distribution function g(r), or probability of finding a sec-
ond swimmer at position r if a first swimmer is located at
the origin and points in the +y direction. The anisotropy
and curvature of the peak at the origin are consistent
with the presence of longitudinal curved density waves.
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Figure 1. (color online). Direct simulation with N = 5000,
L/` = 14, φ = 1%, and Pe = −2.2. (a) Snapshot of the
polarized density waves. (b) Spatiotemporal diagram of lon-
gitudinal concentration. (c) Global polar and nematic order
parameters. (d) Pair distribution function g(r). (e) Pair po-
larization P(r), with colors indicating |P|.
3The pair polarization P(r) is also shown in Fig. 1(e) and
has the symmetry of a potential dipole flow. The direc-
tion of P(r), however, is opposite that of the flow driven
by the particle at the origin, as one would expect for
large-head swimmers that align against the flow (ν < 0).
To substantiate the observed pattern formation, we re-
visit the linear stability analysis of Brotto et al. [29] at
finite wavenumber. The configuration of the suspension
is described by the probability distribution Ψ(r,p, t) of
finding a particle at position r with orientation p at time
t, which satisfies the Smoluchowski equation [23]
∂tΨ +∇r · (R˙Ψ) +∇p · (p˙Ψ) = D∇2rΨ + d∇2pΨ, (4)
with R˙ and p˙ defined in (2)-(3), where the fluid velocity is
now obtained as u(r, t) =
∫∫
Ψ(r′,p, t)ud(r|r′,σ) dr′dp.
We analyze the linear stability of the uniform isotropic
state to a weak plane-wave perturbation with arbitrary
wave vector k: Ψ(r,p, t) = c0/2pi + εΨ˜(p) exp(ik · r +
αt), where α is the complex growth rate and |ε|  1.
Linearization of (4) about this state yields an eigenvalue
problem for {α, Ψ˜} that can be solved numerically [32].
The dispersion relation α(k) is shown in Fig. 2(a), where
a positive growth rate is seen to occur when Pe < −1 for
sufficiently small wavenumbers. In the limit of k → 0, we
recover the long-wave result of Brotto et al. [29]: Re(α) =
−(1 + Pe). The unstable eigenmodes are illustrated in
Fig. 2(b), showing the zeroth, first and second Fourier
coefficients of Ψ˜(θ) where θ = cos−1(p · kˆ), corresponding
to fluctuations in concentration, polar and nematic splay
alignments, respectively. At very low k, the instability
only pertains to polarization in agreement with Brotto et
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Figure 2. (color online). (a) Real and imaginary parts of the
growth rate α vs k for various unstable values of Pe. (b) Har-
monic content of the unstable modes: zeroth, first and second
harmonics vs k for Pe = −2. (c) Marginal Pe´clet number for
instability vs wavenumber, from theory and simulations.
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Figure 3. (color online). Time sequence of particle positions
and velocity field during the formation of a circular aster.
al., but if −3 < Pe < −1 there also exists a finite range of
wavenumbers for which the unstable eigenmodes couple
all three harmonics, and propagate spatially as shown
by the non-zero value of Im(α). This is consistent with
the observations on Fig. 1 (Pe = −2.2, k ≥ 0.44), and
the ratio of Ψ˜1 and Ψ˜2 in Fig. 2(b) also mirrors that of
P and Q in the nonlinear regime. A more quantitative
comparison with the simulations is provided in Fig. 2(c),
showing the marginal Pe´clet number for instability vs
kmin =
√
2pi`/L, or smallest wavenumber in a system
of size L. Good agreement is found, with some level of
discrepancy which we attribute to the discrete nature of
the simulations, finite amplitude of the fluctuations in
the initial random condition, and nonlinearities.
The formation of stationary aster-shaped clusters men-
tioned above, which is not predicted by the linear analy-
sis, is illustrated more clearly in Fig. 3 and online video
[33]. As a finite-size polarized wave packet forms and
propagates, it drives a flow akin to a large-scale poten-
tial dipole; see Fig. 3(a). The propensity of large-head
swimmers to align and swim against the flow causes the
reorientation and capture of particles surrounding the
wave as in Fig. 3(b), and often leads to the formation
of circular asters composed of concentric layers of con-
verging swimmers; see Fig. 3(c). As the diverging radial
flow driven by the particles overcomes their swimming
speed and captures neighboring swimmers, these clusters
stabilize and continue to grow, sometimes resulting in
long-lived multilayered structures. An analytical solution
for M radially-aligned swimmers at the vertices of a reg-
ular polygon shows that the equilibrium radius of such
clusters depends linearly on particle size and number:
R =
√
σ(M2 − 1)/24pi ≈ 0.115√σM . Numerical experi-
ments show that the clusters are weakly unstable, though
they destabilize and break up on very long time scales.
The formation of such asters has also been predicted in
other active systems [34–36], and notably in suspensions
of swimmers with density-dependent motility [36], where
the decrease in motility with concentration plays a simi-
lar role as the velocity slowdown induced here by HI.
We now turn to suspensions of large-tail swimmers
(ν > 0), which, except at very high densities, are lin-
early stable [29]. However, our simulations still reveal un-
usual dynamics for sufficiently positive values of Pe. As
shown in Fig. 4(a) and online video [33], these suspen-
sions indeed tend to develop active ‘lanes’, which often
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Figure 4. (color online). Direct simulation with N = 3600,
L/` = 17, φ = 10%, and Pe = 3.7. (a) Snapshot of two
counter-rotating vortices. (b) Temporal diagram of the mean
orientation distribution, where θ = cos−1(p · xˆ). (c) Pair
distribution function g(r). (d) Pair polarization P(r).
organize around pairs of large-scale counter-rotating vor-
tices. As evidenced by the mean orientation distribution
in Fig. 4(b) exhibiting two peaks separated by pi, a strong
nematic alignment, predominantly in the form of bend
modes, exists at all scales including the system size. In
addition, the temporal evolution of the orientations sug-
gests the presence of persistent stationary structures that
quasi-periodically form and break up over long periods.
The pair distribution function in Fig. 4(c) shows a char-
acteristic stripe in the longitudinal direction consistent
with the presence of lanes, and the pair polarization still
has a dipolar symmetry, with P now expectedly pointing
in the opposite direction to that previously observed for
large-head swimmers.
Finally, we analyze the quasi-1D dynamics of a sus-
pension confined in a narrow channel when a uniform
external flow U0 = U0xˆ is applied in the longitudinal di-
rection; see Fig. 5. A sufficiently strong flow can be shown
to suppress the collective motions observed above by con-
trolling particle alignment [32], and orientations then ap-
proximately decouple from spatial concentration fluctu-
ations: Ψ(r,p, t) ≈ c(x, t)Ψ0(θ, t), with θ = cos−1(p · xˆ).
The steady anisotropic orientation distribution is eas-
ily obtained as Ψ0(θ) = C exp(ξ cos θ), where C is a
normalization constant and ξ = νU0/d a dimension-
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Figure 5. (color online). Density waves in a narrow channel
with a uniform flow. Comparison between particle simula-
tion (PS) (N = 4000, φ = 0.05, ξ = 4, L ×W = 30` × 3`)
and numerical solution of the continuum model (5) (CM). (a)
Mean polarization P rapidly reaching P0 (polar stable state).
(b) Steady orientation distribution. (c)-(d) Spatiotemporal
diagrams of longitudinal concentration from PS and CM, re-
spectively. (e) Particle distributions (particles are magnified).
less flow strength, with a net longitudinal polarization
P0 =
∫
Ψ0(θ) dθ > 0 as indeed observed in simulations
[Figs. 5(a)-(b)]. Assuming the form of interactions is un-
changed by the boundaries, the Smoluchowski equation
(4) then simplifies to a 1D transport equation for c(x, t):
∂tc+ ∂x[U0c+ vsP0(1− σc)c] = D∂2xxc. (5)
This quasilinear wave equation is commonly used as a
basic model for traffic flow behavior [37], where the co-
efficient vsP0(1 − σc) can be interpreted as an Eule-
rian concentration-dependent velocity. The mean single-
swimmer x-velocity vsP0 is renormalized by interactions:
it is largest where c(x) = 0 and decays linearly with c
to reach zero where c(x) = 1/σ, the maximum concen-
tration. Wave solutions of (5) are characterized by the
emergence of a shock at the rear and a rarefaction wave
at the front, much like in a typical traffic jam. A shock
and rarefaction wave are indeed observed in particle sim-
ulations in Figs. 5(c) and (e) and online video [33], show-
ing the evolution of an initially uniform and isotropic
finite-sized plug, and excellent agreement is found with
a numerical solution of the traffic flow equation (5) in
Fig. 5(d). Density shocks have previously been reported
in experiments on driven confined emulsions, where the
shocks occurred at the front of the waves and were a
consequence of interactions with the lateral boundaries
[30, 38]. While boundary interactions, which are taken
5into account in our simulations, still likely play a role in
the present system, the primary mechanism here is the
truly novel combined effect of active self-propulsion and
renormalization by interparticle dipolar interactions.
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