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GLOSARIO 
ALGORITMO: conjunto ordenado de operaciones sistemáticas que permite hacer 
un cálculo y hallar la solución de un tipo de problemas. 
 
ALGORITMO SEMI-SUPERVISADO: algoritmo que posee información a-priori 
sobre los estados normales y de falla de un sistema (de software, maquinaria, 
biológico, etc.). 
 
ARDUINO: plataforma de libre acceso para hacer prototipos  electrónicos que 
permite a los usuarios crear objetos electrónicos interactivos. 
 
BATERÍA: aparato electromagnético capaz de acumular energía eléctrica y 
suministrarla. Sirve para producir una corriente eléctrica continua a partir de una 
reacción química que se produce en su interior.  
 
BINARIZACIÓN: proceso a través del cual se convierte una imagen digital en una 
imagen a blanco y negro (o a dos intensidades diferentes), conservando sus 
propiedades iniciales.  
 
CÁMARA: es un dispositivo que permite capturar imágenes por medio de la 
proyección de luz en una película fotosensible o en un arreglo de transistores. La 
imagen es enfocada a partir de un conjunto de lentes y mejorada a partir de filtros. 
 
CENTRO DE GRAVEDAD: es el punto donde se aplica la resultante de todas las 
fuerzas de gravedad sobre las partículas que componen un cuerpo. Apoyado en el 
centro de gravedad (CG) un cuerpo mantenerse en equilibrio bajo un campo 
gravitacional invariante. 
 
CLASE: cada uno de los conjuntos o clústeres que se obtienen después de aplicar 
sobre un conjunto de datos un algoritmo de clasificación. 
 
CLASIFICADOR: algoritmo que permite dividir un conjunto de datos en varios 
grupos o clases por medio de la discriminación de sus propiedades. 
 
DESCRIPTOR: propiedad de un conjunto de información que sirve para 
caracterizarla y diferenciarla de otros conjuntos de datos. 
 
DESICIÓN: determinación que se toma acerca de un asunto o una acción. 
 
FILTRO: función matemática aplicada sobre los pixeles que componen una imagen, 
que permite transformarlos de tal manera que se destaque algún aspecto de la 
imagen o se mejore su visualización con miras a realizar un determinado análisis.  
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IMAGEN: arreglo de pixeles que representan visualmente algo; cada pixel contiene 
información sobre el color y/o la intensidad de la luz en una región específica. 
 
IMPRESIÓN 3D: Técnica que permite la creación de objetos en 3D por medio de la 
deposición de capas de material derretido como plástico, metal, entre otros. Para 
realizar este proceso es necesario contar con una impresora 3D, que básicamente 
se compone de un sistema de posicionamiento de 3 ejes al cual va atado un 
calentador y extrusor de material. 
 
INTENSIDAD DE PIXEL: cantidad de luz representada por cada pixel de la imagen. 
La intensidad se mide de 0 a 255 para un determinado espacio de color, por ejemplo: 
RGB (Red, Green, Blue). 
 
K-MEANS: también llamado c-means, es un método de clasificación que tiene por 
objeto el agrupamiento de N datos en K clases o conjuntos a partir de la medida de 
la distancia entre ellos; la distancia puede ser euclidiana o no euclidiana, eso 
depende del análisis que se quiera realizar. 
 
LOCOMOCIÓN: traslación de un lugar a otro. Existen diferentes tipos de 
locomoción: desplazamiento por patas, por aletas, por alas, por serpenteo, etc. 
 
LÓGICA DIFUSA: es un conjunto de enunciados y reglas que permiten describir 
situaciones imprecisas, con lenguaje relativo o subjetivo. Fue inventada por Lofti 
Zadeh en 1975.  
 
MATLAB: Conjunto de herramientas de software para su uso en Ciencias Naturales 
e Ingeniería; tiene su propio lenguaje de programación y es una plataforma privada. 
 
MATRIZ: bloque de variables del mismo tipo cuyo acceso se realiza por medio de 
índices. Se representa por medio de arreglos m x n de datos, que a su vez pueden 
estar anidados en otro arreglo. 
 
METODOLOGÍA: agregado de métodos que se siguen en una investigación 
científica, estudio o exposición doctrinal. 
 
MOTOR: máquina que sirve para transformar energía química, térmica o 
electromagnética en movimiento. 
 
OBSTÁCULO: objeto que impide pasar o avanzar sobre un terreno. 
 
OPERACIÓN MORFOLÓGICA: operación que se realiza sobre las intensidades de 
los pixeles de una imagen binarizada para cambiar la forma de los objetos que 
representan. 
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ORUGA: cada una de las bandas labradas, impulsadas por ruedas dentadas, que 
permiten a un vehículo desplazarse sobre un determinado terreno. 
 
PASO: ciclo de movimiento completo de las extremidades de animales o robots para 
desplazarse de un lugar a otro. 
 
PATA: extremidad de un animal o robot que sirve para apoyarse en el suelo y 
desplazarse sobre él, puede estar constituida de segmentos más pequeños unidos 
por medio de articulaciones. 
 
PIXEL: unidad básica que compone una imagen, puede representar uno o más 
colores, dependiendo del tipo de imagen. 
 
REGULADOR DE VOLTAJE: dispositivo que sirve para estabilizar, reducir o 
aumentar un voltaje para suplir las necesidades de un circuito electrónico. 
 
ROBOT HÍBRIDO: robot que presenta más de un tipo de locomoción para 
desplazarse de un lugar a otro. Por ejemplo, un robot que pueda moverse por medio 
de patas y/o ruedas en un robot híbrido. 
 
ROBOT: entidad virtual o real que puede adquirir información de su medio ambiente, 
procesarla y realizar una o varias tareas determinadas. 
 
ROVER: vehículo de exploración espacial diseñado para moverse sobre la 
superficie de un planeta o asteroide. 
 
SERVO: actuador mecánico que se compone de un brazo conectado a una 
transmisión que es accionada por un motor de corriente directa (DC). Su control se 
realiza por medio de la modulación de ancho de pulsos o PWM por sus siglas en 
inglés. Este dispositivo se usa para controlar elementos móviles de un robot como 
patas o superficies de control en un avión o helicóptero a control remoto, entre otros.  
 
SIMULACIÓN: modelo computacional que permite simular las acciones realizadas 
por un algoritmo u interacción entre objetos. 
 
SISTEMA EMBEBIDO: es un sistema de computación diseñado para realizar un 
conjunto de tareas especiales (tareas dedicadas). 
 
SUPERVISIÓN DE SISTEMAS: vigilancia sobre un sistema que permite evaluar su 
comportamiento, detectar estados normales y de falla, y tomar las medidas 
correspondientes para mantenerlo en su estado de funcionamiento normal. 
 
TERRENO: superficie sobre la cual se desplaza un objeto. Puede referirse al relieve 
de una zona geográfica, a la parte superficial de la corteza terrestre o a una 
recreación del suelo (terreno virtual).  
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TRANSMISIÓN MECÁNICA: mecanismo ideado para transmitir potencia entre dos 
o más elementos dentro de una máquina. Usualmente se conecta a un motor (fuente 
de potencia) y a un actuador para realizar un determinado trabajo a la vez que se 
controla el torque de salida. 
 
TRAVERSABILIDAD: índice difuso que mide la dificultad que tiene un vehículo para 
transitar sobre un terreno. Fue inventado por H. Seraji en 1995, y puede calcularse 
a partir de la medida de la pendiente, la rugosidad, la dureza y la discontinuidad del 
terreno. 
 
VISIÓN ROBÓTICA: es el proceso por el cual un robot puede obtener información 
del medio que lo rodea por medio de una cámara digital, procesarla, analizarla e 
interpretarla para realizar una determinada tarea.  
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RESUMEN 
Se verifica la funcionalidad de una metodología basada en lógica difusa para la toma 
de decisiones sobre el cambio de locomoción entre patas y orugas de un robot 
híbrido todo-terreno. Para esto, se implementa el algoritmo de agrupamiento semi-
supervisado fuzzy c-means estándar con 3 clases: usar orugas, usar patas o usar 
otro medio de locomoción, y se analizan los resultados para un conjunto de 
imágenes de terreno virtual, a las que se les extrae, por medio del uso de 
herramientas de procesamiento digital de imágenes, los descriptores geométricos: 
altura máxima de obstáculos en las regiones donde se apoya el robot (extremos), 
altura máxima de obstáculos en la región central (entre apoyos), y desnivel entre 
alturas máximas de obstáculos en las regiones de apoyo. Además, se prueba el 
algoritmo con un prototipo robótico controlado en tiempo real con el software Matlab 
y la plataforma Arduino, que cuenta con 2 orugas y 6 patas de 2 grados de libertad 
cada una; este envía al computador imágenes de una pista de obstáculos, de las 
que se extraen los mismos descriptores usados en la simulación para ejecutar el 
algoritmo. 
PALABRAS CLAVE: agrupamiento semi-supervisado; lógica difusa; fuzzy c-means; 
toma de decisiones; robot híbrido; procesamiento digital de imágenes; locomoción 
terrestre; simulación; prototipo robótico. 
ABSTRACT 
It´s verified the functionality of a methodology based on fuzzy logic for decision-
making on the change of locomotion between legs and tracks of a hybrid all terrain 
robot. For this, it´s implemented the semi-supervised fuzzy c-means standard 
clustering algorithm with 3 classes: using tracks, using legs or using other kind of 
locomotion, and results for a set of images of virtual terrain are analyzed, which are 
extracted through the use of digital image processing tools, the following geometric 
descriptors: maximum obstacles height in the regions where the robot supports (both 
sides), maximum obstacles height in the central region (between supports), and 
inclination between maximum obstacles height in regions support. In addition, the 
algorithm is tested on a robotic prototype controlled in real time with Matlab software 
and the Arduino platform, which has 2 tracks and 6 feet with 2 degrees of freedom 
each; it sends to the computer images from an obstacles track, of which the same 
descriptors used in the simulation are extracted to run the algorithm.  
KEY WORDS: semi-supervised clustering; fuzzy logic; fuzzy c-means; decision 
making; hybrid robot; digital image processing; terrestrial locomotion; simulation; 
robotic prototype.   
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INTRODUCCIÓN 
El uso de robots móviles autónomos para trabajos de exploración en toda clase de 
terreno enfrenta grandes desafíos en cuanto al empleo de nuevos materiales, el 
diseño de mecanismos y estructuras, y especialmente, el desarrollo de 
metodologías con algoritmos versátiles que les permitan tomar decisiones a la hora 
de sobrepasar diversos tipos de obstáculos, crear planes de navegación y optimizar 
el uso de la energía en su desplazamiento. 
Infortunadamente, un robot con un solo tipo de locomoción terrestre no puede 
cumplir con el objetivo anterior: las ruedas son el sistema más eficiente, pero las 
patas permiten acceder a lugares que las ruedas no pueden (Guccione & Muscato, 
2003). La solución a esta dificultad es el uso de un robot con varios tipos de 
locomoción; la versión más estudiada: robot con patas y ruedas (u orugas, debido 
a la mejor tracción que ofrecen en gran variedad de terreno en comparación con las 
ruedas).  
Se ha identificado un vacío en el estado del arte en lo que tiene que ver con robots 
híbridos, esto es, que presentan dos o más tipos de locomoción, ya que no se 
evidencia hasta la fecha trabajos en los que se muestre la forma cómo uno de estos 
robots decide qué tipo de locomoción utilizar, lo cual supone el siguiente problema 
de investigación: Crear una metodología genérica para la toma de decisiones en el 
cambio de locomoción patas – orugas y viceversa de un robot híbrido multi-terreno. 
Se espera mostrar la funcionalidad de la metodología propuesta con la ayuda de un 
prototipo robótico construido con partes comerciales que pueda desplazarse con 
orugas y con patas. Este robot se desplazará sobre un terreno artificial con variables 
controladas como la iluminación, la textura, el color, la pendiente, y la cantidad y 
distribución de los obstáculos. 
Los beneficios del desarrollo satisfactorio de este trabajo de investigación podrán 
ayudar a construir robots más versátiles para tareas de gran interés social como las 
operaciones de búsqueda y rescate, y su posible aplicación en ubicación de 
explosivos y minas antipersonales. Además, puede dar luces para aumentar el 
rango de acción sobre terreno desconocido en robots utilizados para estudios 
vulcanológicos, inspecciones de seguridad en minas y exploración de terreno.  
La organización de este trabajo es como sigue: primero se sentarán las bases 
teóricas en el Marco Teórico, para después mostrar en el Estado del Arte lo que 
tiene que ver con robots híbridos de locomoción terrestre.  
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Luego, en el capítulo Simulación, se presentarán los métodos y resultados de la 
simulación de un robot híbrido, y en los capítulos Descripción del Prototipo y Prueba 
del Prototipo se mostrará el proceso de diseño, configuración y resultados de un 
prototipo robótico controlado por medio de un algoritmo de agrupamiento de datos 
difuso.  
Finalmente, se consignan las tareas futuras para el mejoramiento del experimento 
realizado, las conclusiones respectivas, y en la sección de anexos se incluyen los 
planos del prototipo y el código de los programas utilizados para la puesta en 
marcha del robot. 
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1. MARCO TEÓRICO 
A continuación, se exponen las consideraciones teóricas pertinentes sobre los 
temas de robots híbridos, locomoción, visión en robótica, lógica difusa y algoritmos 
de agrupamiento como base estructural de este trabajo de investigación. 
1.1 ROBOT 
La Real Academia Española de la Lengua define Robot como “Máquina o ingenio 
electrónico programable, capaz de manipular objetos y realizar operaciones antes 
reservadas solo a personas”, definición que incluye robots con cuerpo físico o sin 
él, estos últimos denominados robots virtuales o software robótico [1]. 
Básicamente, un robot está compuesto por 4 partes: estructura, fuente de 
alimentación, hardware y software.  
Figura 1.1 Partes de un robot 
 
 
 
 
Fuente: http://www.superrobotica.com/S300355.htm 
La estructura de un robot le da su forma y limita sus capacidades de funcionalidad, 
movimiento (locomoción) y resistencia a los agentes externos (medio ambiente). 
Está compuesta por el chasis o armazón interno que sostiene todos los elementos 
Hardware Software 
Estructura 
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del robot; sistema locomotor, que puede estar compuesto por patas, ruedas, orugas, 
articulaciones múltiples, alas, aletas, entre otros; y paneles externos o de 
protección, que constituyen la “piel” de la máquina, sirven para aislarla del medio 
externo, darle un determinado aspecto y/o brindarle capacidades especiales como 
camuflaje o visibilidad. 
De otro lado, la fuente de alimentación es el elemento que le da energía eléctrica 
que requiere el robot para operar; según su naturaleza, puede ser de carácter  
fotovoltaico como un panel solar, electroquímico como una batería, termo-mecánico 
como un motor de combustión interna,  nuclear como un generador termoeléctrico 
de radioisótopos, entre otros. 
Por su parte, el hardware se refiere al conjunto de elementos materiales (tangibles) 
del sistema informático del robot, tales como los componentes electrónicos (CPU, 
tarjeta de memoria, etc), componentes eléctricos (Leds, resistencias, etc.), 
elementos electromecánicos (Disco duro, motores, servos, etc.), cableado de todo 
tipo y antenas, y sensores (elementos que pueden ser electrónicos o 
electromecánicos y que permiten al robot obtener información de su medio ambiente 
como cámaras, sensores de ultrasonido, sensores de presión, acelerómetros, 
giroscopios, galvanómetros, GPS, etc.) [2]. 
Finalmente, está el software, nombre que se le da al conjunto de elementos 
inmateriales (intangibles) del sistema informático del robot tales como los 
programas, sistemas lógicos y daros que le permiten realizar sus tareas. Es el 
responsable del control del movimiento del robot, el procesamiento de la información 
extraída del medio ambiente por medio de los sensores, el manejo de la memoria 
del robot y la asignación de tareas de mantenimiento interno, y la administración de 
la energía con la que el robot funciona [3]. 
1.1.1 Sensores 
Como se comentó arriba, los sensores son elementos que permiten extraer datos 
del medio ambiente que rodea al robot por medio de la medición de fenómenos u 
eventos. Pueden estar compuestos por dispositivos eléctricos, electro-mecánicos, 
electrónicos, electro-químicos u fotovoltaicos, y usualmente requieren de un voltaje 
de entrada para su operación. Varios sensores ampliamente usados en aplicaciones 
robóticas se listan en la tabla 1.1 
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Tabla 1.1 Sensores comunes en aplicaciones robóticas. 
 
Sensor Descripción Imagen 
Acelerómetro Es un sensor para medir 
aceleraciones, puede ser 
piezoeléctrico, mecánico u 
eléctrico. 
 
Barómetro Mide la presión 
atmosférica a partir de la 
desviación de una 
membrana que sella una 
pequeña cavidad. 
 
Brújula digital Permite establecer la 
dirección del campo 
magnético terrestre y el 
ángulo entre esta y la 
orientación del sensor. 
 
Cámara Dispositivo que captura 
imágenes en alguno de los 
rangos del espectro 
electromagnético. 
 
Codificador de eje Es un dispositivo 
electromecánico que mide 
la posición angular de un 
eje. 
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Sensor Descripción Imagen 
Escáner laser Realiza la recreación de 
objetos o escenarios por 
medio del cálculo de la 
desviación de un rayo 
láser. 
 
Giroscopio Es un aparato 
electromecánico que 
permite medir la 
orientación en el espacio. 
 
GPS Este sensor recibe señales 
de una red de satélites 
para estimar la posición, 
altura y velocidad sobre el 
globo terráqueo. 
 
Medidor IR de 
distancia 
Mide la distancia a un 
objeto mediante la 
reflexión de rayos 
infrarrojos sobre este. 
 
Sensor fotoeléctrico Sensor que mide la 
intensidad de la luz que 
recibe. 
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Sensor Descripción Imagen 
Sensor de 
ultrasonido 
Mide la distancia a un 
objeto mediante la 
reflexión de ondas de 
ultrasonido (>20000 Hz) 
 
Sonar Permite recrear escenarios 
bajo el agua, detectar 
obstáculos y establecer 
comunicación a partir de la 
propagación de sonidos.  
Termómetro Este sensor mide la 
temperatura de un objeto o 
medio que entre en 
contacto con él. 
 
Voltímetro Permite conocer la 
diferencia de potencial 
eléctrico entre dos punto 
de un circuito, una batería 
o un material. 
 
Cada sensor tiene su propio “lenguaje”, es decir, su forma de codificar la información 
y transmitírsela a la CPU del robot. En la tabla 1.2 se citan algunos tipos de salida 
de información de los sensores [4]. 
   Tabla 1.2 Tipos de señal de salida para sensores 
 
Salida del sensor Ejemplo 
Señal binaria (1 o 0) Sensor de tacto 
Señal análoga (ej. 0-5 V) Sensor de inclinación 
Señal de sincronización (ej. PWM) Giroscopio 
Enlace serial (RS232 o USB) GPS 
Enlace paralelo Cámara digital 
    
   Fuente: Embedded Robotics – Thomas Braunl 
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1.1.2 Aplicaciones 
Hoy en día los robots realizan mucho más que tareas repetitivas en una fábrica, son 
diseñados y fabricados para llegar a lugares inaccesibles para el ser humano. 
Dentro de las aplicaciones más importantes están: 
 Tratamiento de enfermedades desde dentro del ser humano. 
 Manejo de sustancias peligrosas como desechos tóxicos o nucleares. 
 Desminado. 
 Operaciones de búsqueda, rescate y localización de personas. 
 Exploración y limpieza de tuberías. 
 Mapeo y medición de terreno. 
 Fotografía aérea. 
 Estudios vulcanológicos. 
 Investigación oceánica. 
 Exploración espacial: sondas y rovers planetarios. 
En la figura 1.2 puede observarse al robot Curiosity, vehículo de investigación 
lanzado  el 26 de noviembre de 2011 y que está explorando el planeta Marte con lo 
último de tecnología en hardware y software robótico. Cabe destacar que con 899 
kg es el robot más masivo llevado al planeta rojo [5]. 
            Figura 1.2 Robot Curiosity. 
 
 
 
Fuente: https://www.nasa.gov/mission_pages/msl/images/index.html 
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1.2 LOCOMOCIÓN 
La locomoción se define como la manera que un cuerpo tiene para desplazarse de 
un lugar a otro. Luego, se habla de locomoción terrestre cuando existe un 
desplazamiento realizado sobre un terreno, locomoción aérea si el  desplazamiento 
es realizado en el aire, y locomoción acuática si el desplazamiento es realizado en 
el agua o un medio líquido [6]. 
Según la misión para la cual ha sido creado, un robot puede tener diferentes tipos 
de locomoción. Por ejemplo, un robot de exploración terrestre puede tener ruedas 
para moverse en un determinado terreno o puede tener patas para acomodarse a 
un terreno más escabroso, o incluso, puede serpentear como una serpiente para 
llegar a lugares difíciles. Así mismo, un robot acuático puede estar dotado de aletas 
para impulsarse o un sistema de hélices. Todo dependerá de la maniobrabilidad, 
agilidad y eficiencias que se requiera. Los robots que implementan varios tipos de 
locomoción son llamados robos híbridos. 
Dada la pertinencia del desplazamiento terrestre por medio de orugas y patas para 
este trabajo de investigación, solo se discutirán esos dos tipos de locomoción en lo 
que sigue. 
1.3 LOCOMOCIÓN POR ORUGAS 
Este sistema es una variación de la locomoción por ruedas, ya que estas no están 
en contacto directo con el suelo. En su lugar, hay una cinta continua que las recubre 
y es movida por estas. La cinta tiene un labrado especial, similar a los neumáticos, 
para tener mejor tracción en todo tipo de terreno. En la figura 1.3 puede observarse 
una oruga. Nótese como la oruga puede moverse a partir de la rotación de una o 
dos ruedas grandes y como se apoya en varias ruedas más pequeñas, las cuales 
pueden estar sujetas a un sistema de amortiguación. 
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Figura 1.3 Vista lateral de un sistema de oruga. 
 
 
1.3.1 Configuración de desplazamiento 
Un robot dotado de orugas necesitará mínimo 2 orugas para poder moverse en las 
dos dimensiones del plano de apoyo, cada una a lado y lado del robot, de manera 
simétrica para soportar igual carga. Si el robot va para adelante o para atrás, las 
dos cintas de muevan en la misma dirección hacia adelante o hacia atrás, pero si el 
robot para a rotar a la derecha o a la izquierda existen dos posibilidades: 
 Las dos cintas se mueven en la misma dirección, pero una de las orugas se 
mueve más lento que la otra, lo que generará un desplazamiento curvo, con la 
oruga más lenta hacia dentro del arco descrito. 
 
 Las cintas se mueven en direcciones opuestas con la misma rapidez, lo que 
permite que el robot rote sobre su eje sin trasladarse de su posición. 
1.3.2 Conjunto Motor-Transmisión 
Las cintas de las orugas se mueven gracias a una o más ruedas dentadas que están 
conectadas a un sistema de transmisión que a su vez está conectado a uno o más 
motores. Estos motores pueden ser de muchos tipos, pero, para efectos prácticos, 
se analizará el caso de motores eléctricos. 
Rueda transmisora 
Rueda de soporte 
Cinta de oruga 
Ruedas de apoyo 
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Un motor eléctrico es una máquina que transforma energía eléctrica en movimiento, 
puede ser de corriente alterna (AC) o de corriente directa (DC), siendo este último 
el más usado para aplicaciones robóticas sub-industriales, ya que el hardware del 
robot puede trabajar sin tener que hacer conversiones de corriente, sólo de voltaje. 
En la figura 1.4 puede observarse un motor eléctrico DC con algunas de sus partes. 
Figura 1.4 Vista exterior (izquierda) e interior (derecha) de un motor DC. 
 
 
 
 
Ahora bien, para una determinada aplicación, el par de torsión necesario se puede 
conseguir conectando una caja de transmisión al eje del motor, eso es, un conjunto 
de engranajes que transmiten la potencia del motor a una rueda, hélice, aleta, etc. 
Con la conexión adecuada entre dos ruedas dentadas (engranajes), una de entrada 
y otra de salida, se puede conseguir una ventaja mecánica, esto es, aumentar el 
momento de fuerza en la rueda de salida al disminuir su rapidez angular [7]. 
Supóngase que N1, M1 y ω1 son el número de dientes, el momento de fuerza y la 
rapidez angular de la rueda 1, y N2, M2 y ω2 el número de dientes, el momento de 
fuerza y la rapidez angular de la rueda 2, la relación mecánica entre las dos ruedas 
se puede expresar así: 
𝜔1
𝜔2
=
𝑁2
𝑁1
=
𝑀2
𝑀1
               (1.1) 
Luego, la rapidez angular transmitida por la rueda 1 es inversamente proporcional 
al número de dientes del engranaje de la rueda 2, y por ende, inversamente 
proporcional al momento de fuerza de este. En la figura 1.5 puede observarse la 
caja de engranajes típica de un sistema de orugas comercial. 
Embobinado 
Núcleo de Fe 
Terminal 
Carcasa 
Eje 
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Figura 1.5 Caja de engranajes comercial Tamiya. 
 
 
Fuente: https://www.pololu.com/product/74 
 
1.4 LOCOMOCIÓN POR PATAS 
Esta locomoción es significativamente más compleja que la efectuada por ruedas o 
por orugas, ya que involucra la coordinación de varios elementos a lado y lado del 
robot, cada uno compuestos de elementos más pequeños y con varios grados de 
libertad. Esto hace que su control sea más elaborado. 
Los grados de libertad (DOF, por sus siglas en inglés) de la pata hacen referencia 
al número de movimientos independientes que puede realizar y corresponden al 
número de coordenadas necesarias, en un espacio euclidiano, para describir su 
movimiento [8]. Por ejemplo, una pata con tres grados de libertad es aquella que 
tiene un conjunto de articulaciones tal, que sus miembros constituyentes pueden 
moverse de manera independiente. Ver figura 1.6 
 
 
 
 
Rueda de entrada 
Rueda de salida 
Tren de engranajes 
Motor 
Eje de salida 
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Figura 1.6 Ejemplo de pata con tres grados de libertad. 
 
 
Fuente: http://www.crustcrawler.com/motors/AX12/brackets.php?prod=68 
1.4.1 Pata con dos grados de libertad 
Por simplicidad y buscando sencillez en el control de la locomoción de un prototipo 
robótico (ver capítulo 4), se analizará solamente el caso de una pata con dos grados 
de libertad que presenta la estructura de un péndulo doble [9]. Supóngase un 
péndulo doble con longitudes L1 y L2 correspondientes a las medidas de las 
cuerdas superior e inferior respectivamente como se muestra en la figura 1.7 
Además, las posiciones de los extremos inferiores de cada cuerda se describen a 
partir de los ángulos mostrados y las longitudes mencionadas. 
Figura 1.7 Representación geométrica de un péndulo doble. 
 
 
Articulación 1 
Articulación 2 
Articulación 3 
Actuador 
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Las ecuaciones cinemáticas de posición para los extremos A y B mostrados en la 
figura anterior son: 
𝑥𝐴 = 𝐿1cos (𝜃1)     (1.2) 
𝑦𝐴 = 𝐿1sen (𝜃1)     (1.3) 
𝑥𝐵 = 𝐿1 cos(𝜃1) + 𝐿2cos (𝜃1 + 𝜃2)   (1.4) 
𝑦𝐵 = 𝐿1 sen(𝜃1) + 𝐿2sen (𝜃1 + 𝜃2)   (1.5) 
Donde (xA, yA) son las coordenadas para el punto A, (xB, yB) son las coordenadas 
para el punto B; L1 y L2 son las longitudes de los segmentos superior e inferior; y θ1 
y θ2 los ángulos entre el segmento superior son la horizontal y el segmento inferior 
con la prolongación del segmento superior respectivamente. 
Despejando los ángulos del sistema de ecuaciones anterior se obtienen las 
expresiones correspondientes a la cinemática inversa del problema, es decir, para 
una posición determinada (x,y) , se obtienen los ángulos requeridos para cada 
eslabón: 
𝜃2 = 𝑎𝑐𝑜𝑠 (
𝑥2+𝑦2−𝐿1
2−𝐿2
2
2𝐿1𝐿2
)    (1.6) 
𝜃1 = 𝑎𝑡𝑎𝑛 (−
𝑥
𝑦
) − 𝑎𝑡𝑎𝑛 (
𝐿2sin (𝜃2)
𝐿1+𝐿2cos (𝜃2)
)  (1.7) 
Nótese que se debe calcular θ2 antes que θ1 ya que este último es función del 
primero. Este conjunto solución no es único, y corresponde al movimiento del 
péndulo para 𝜃1y 𝜃2 entre 0 y 2π. 
Luego, el control de la pata debe ser tal que, conociendo el punto (x,y) en el cual se 
quiere apoyar, se envíen a sus actuadores señales que indiquen los ángulos 
respectivos para alcanzar esa posición.  
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1.4.2 Configuración de equilibrio estable e inestable 
Dependiendo del número de patas que posea un robot, este puede ser configurado 
para moverse de manera estable o inestable, esto es, con apoyos que mantengan 
el robot en equilibrio sin necesidad de corrección así esté sujeto a pequeñas fuerzas 
externas, o con apoyos que mantengan el robot en equilibrio realizando 
correcciones para soportar pequeñas fuerzas externas, respectivamente [10]. 
Desde el punto de vista de la estática, un cuerpo está en equilibrio si la fuerza neta 
y el momento de fuerza neto sobre el cuerpo son cero, por lo que el peso del robot 
debe contrarrestarse con las fuerzas que ejerce el piso sobre sus patas, y este debe 
quedar dentro de un triángulo de soporte para que no ejerza un momento de fuerza 
que pueda volcar al robot (Ver figura 1.8). Dependiendo del número de patas del 
robot y la forma cómo se alternan en cada paso, puede hablarse de rectángulo de 
soporte (u otras figuras) en vez de triángulo.  
Nótese que el triángulo de soporte depende también de la longitud de paso del 
robot, la cual no será uniforme si se usa una configuración de equilibrio inestable. 
La figura 1.8 muestra el caso de una configuración estable con longitud de paso 
uniforme. Así, por ejemplo, estando en la posición de paso 1, el robot se apoya con 
las patas resaltadas en negro, y para llegar a la posición de paso 2 debe levantar 
estas tres patas al mismo tiempo y bajar las otras tres al unísono para apoyarse de 
nuevo. El movimiento hacia adelante lo produce la fuerza que realiza el terreno 
sobre las patas de apoyo cuando estas describen el perfil de paso establecido (Ver 
capítulo 4). 
Figura 1.8 Configuración triangular de apoyos para un robot hexápodo. 
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1.5 LOCOMOCIÓN HÍBRIDA 
Según los requerimientos de movilidad que deba tener un robot para realizar una 
determinada misión, un solo medio de locomoción puede ser insuficiente, por lo que 
existen robots híbridos que presentan dos o más formas de desplazamiento. 
Un robot híbrido de be tener un software robusto que le permita tomar decisiones 
acerca de cuándo cambiar de un medio de locomoción a otro, esta es una de las 
partes más críticas de su desempeño, ya que cada tipo de locomoción consume 
una cantidad de energía diferente, un tiempo de desplazamiento diferente y 
representa un riesgo de movilidad diferente, por lo que la administración de energía 
y las prioridades de desplazamiento deben tener reglas claras y un control preciso 
[11]. 
La combinación de tipos de locomoción más utilizada actualmente es la de patas-
ruedas (ver figura 1.9), pero también existen combinaciones que permiten cambiar 
el medio en el cual se desplaza el robot, esto es, pasar de moverse a través de un 
terreno a volar o navegar. 
Figura 1.9 Robot híbrido Halluc II: 8 patas, cada una con una rueda en su extremo. 
 
 
 
Fuente: http://www.pinktentacle.com 
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1.6 VISIÓN EN ROBÓTICA 
Los sistemas de visión en robots permiten que estos obtengan información acerca 
del espectro electromagnético que los rodea, lo que se traduce en información sobre 
el medio ambiente en que están inmersos: terreno, obstáculos, temperatura, entre 
otros [12]. El espectro electromagnético es la distribución de energía de las ondas 
electromagnéticas, que según su longitud de onda, se pueden clasificar de mayor a 
menor así: rayos gamma, rayos x, ultravioleta, visible, infrarrojo, microondas, ondas 
de radio. En la figura 1.10 puede observarse una representación de este espectro. 
Figura 1.10 Espectro electromagnético. 
 
 
 
Fuente: http://www.xtal.iqfr.csic.es  
Así como el ojo humano posibilita captar imágenes del mundo real en la zona del 
espectro visible, una cámara digital puede codificar la cantidad de fotones que 
recibe y distribuirlos en un arreglo bidimensional para crear una imagen, en 
cualquier zona del espectro, que le sirva a un robot para realizar una determinada 
tarea. 
Sin embargo, una imagen es sólo una matriz de datos que necesita ser interpretada 
y procesada para que tenga un significado útil, por lo que el robot debe contar un 
software y hardware adecuados que le permitan extraer la información necesaria o 
extrapolarla de esos datos, lo que se conoce como procesamiento digital de 
imágenes. 
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1.6.1 Procesamiento digital de imágenes 
Una imagen se define como una función con dominio bidimensional f(x,y), donde (x, 
y) son las coordenadas de cada pixel de la imagen, equivalente a la intensidad (o 
escala de grises) en cada punto. Esta intensidad, a su vez puede ser un conjunto 
de 2 o más elementos, por ejemplo, para el caso de una imagen a color, la 
intensidad puede darse en el espacio RGB (Red, Green, Blue, por sus siglas en 
inglés) [13], por lo que la intensidad de un pixel está dada por la combinación lineal 
de la intensidad en la componente R, en la G y en la B. Ver figura 1.11 
Figura 1.11 Componentes de color RGB de una imagen. 
 
 
 
 
 
Así pues, cuando se realiza una operación (proceso) sobre una imagen digital 
(imagen captada con una cámara digital o creada por ordenador) por medio de un 
computador, se está hablando de procesamiento digital de imágenes. 
El procesamiento digital de imágenes consta de cuatro pasos esenciales: 
Adquisición de la imagen, Pre-procesamiento, Extracción de características y 
Reconocimiento de patrones [14]. 
Adquisición de la Imagen: se refiere a la forma como se obtiene la matriz de datos 
que constituye una imagen, usualmente se realiza con algún tipo de cámara digital, 
que según la necesidad, puede tener filtros adecuados para recolectar fotones de 
un ancho de banda específico del espectro electromagnético. También se pueden 
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adquirir imágenes por medio de placas de rayos X, escaneo por rayos gamma, 
termografía, ecografía, entre otros. En la figura 1.12 puede observarse una imagen 
por termografía. 
Figura 1.12 Imagen por termografía del rostro de una persona. 
 
 
 
                 Fuente: http://www.termograma.es/nosotros.html  
Pre-procesamiento: indica el conjunto de procesos de mejoramiento o adecuación 
de la imagen para su posterior interpretación, consta de filtrado y segmentación. El 
filtrado es un conjunto de técnicas que permiten aplicar a cada pixel de la imagen 
una transformación en el espacio de posiciones, intensidades o frecuencias, para 
suavizar la imagen, eliminar ruido, realzar bordes u conseguir una distribución de la 
imagen determinada; en la figura 1.13 puede observarse la aplicación de filtros a 
una imagen. La segmentación es el proceso de dividir la imagen en varias partes 
para localizar objetos de interés o concentrarse en el análisis de una sección 
relevante.  
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Figura 1.13 Varios filtros aplicados sobre una imagen 
  
   
          Imagen sin filtro               Filtro de desenfoque movido            Filtro de desenfoque 
 
Fuente: MATLAB 
 
Extracción de características: como su nombre lo indica, este proceso se refiere a 
la identificación de descriptores de color, textura y forma en la imagen que permitan 
tener información útil para hacer un reconocimiento más delante de objetos, 
patrones, interacciones, etc. En la figura 1.14 puede verse la extracción básica de 
características de una imagen. 
Figura 1.14 Extracción de características de una imagen. 
 
 
Fuente: recurepaciondeinformacionmultimodal.blogspot.com 
42 
 
Reconocimiento de patrones: es el último paso del procesamiento digital de 
imágenes, y en el que se obtienen los resultados del análisis de la imagen. En este 
proceso se identifican los objetos, patrones, interacciones, configuraciones de 
forma, color o textura que se requieran. Puede hacerse por medio de la 
comparación, es decir, basado en información a-priori del entorno; basado en reglas 
de clasificación pre-establecidas; o usando aprendizaje de máquina, como los 
métodos de redes neuronales que permitan al sistema aprender a identificar la 
información requerida. Por ejemplo, si se desean identificar postes de energía 
eléctrica en una imagen, se puede utilizar la información de un conjunto de 
imágenes de postes de energía eléctrica para entrenar una red neuronal y que esta 
haga la comparación necesaria. 
1.7 LÓGICA DIFUSA 
La lógica difusa o lógica heurística, es un conjunto de reglas multivaluadas que 
permite expresar matemáticamente la incertidumbre del mundo real. Esta lógica fue 
propuesta en 1965 por Lofti Zadeh [15] y sus enunciados se fundamentan en 
apreciaciones relativas de fenómenos y eventos, simulando la manera de pensar 
del ser humano. 
Por ejemplo, al observar un determinado terreno con una inclinación de 0°, se dice 
que este es plano. Pero si la pendiente del terreno aumenta un par de grados, 
surgirán expresiones como poco plano, casi plano, poco pendiente, etc. Si se 
aumenta aún más, podrían llegarse a tener opiniones como moderadamente 
pendiente o muy pendiente. 
Como se aprecia, las palabras poco, casi, moderadamente, muy, etc., reflejan un 
carácter subjetivo de la apreciación, ya que no se puede determinar con exactitud 
cuando un terreno deja de ser moderadamente pendiente y pasa a ser muy 
pendiente, por ejemplo. 
Así pues, a cada característica (opinión) se le asigna una función de membresía, 
esto es, un conjunto que cuantifica el grado de pertenencia de un determinado 
terreno a cada una de ellas. Ver figura 1.15 
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      Figura 1.15 Ejemplo de función de membresía para terreno 
 
 
Donde el espacio de discurso es aquel que incluye las expresiones: Plano, Poco 
pendiente y Muy pendiente, las cuales se traslapan y están relacionadas con la 
inclinación del terreno en radianes (rad) Véase que cada posible inclinación tiene 
un grado de pertenencia (membresía) a cada espacio del discurso. Así, un terreno 
con 0 rad de inclinación, tendrá un grado de pertenencia de 1 para el conjunto (o 
clase) Plano, y grados de pertenencia de cero para los otros grupos. 
Sin embargo, obsérvese como un terreno con pendiente de 0.025, tendrá grados de 
pertenencia mayores que cero para las clases Plano y Poco pendiente, y de cero 
para Muy pendiente. En general, se cumple: 
∑ 𝑔𝑟𝑎𝑑𝑜𝑠 𝑑𝑒 𝑝𝑒𝑟𝑡𝑒𝑛𝑒𝑛𝑐𝑖𝑎 = 1
 
𝑐𝑙𝑎𝑠𝑒𝑠
          (1.8) 
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1.8. ALGORITMOS DE AGRUPAMIENTO 
Son procedimientos que permiten agrupar un determinado número de elementos, 
su meta es descubrir grupos naturales, dividir N datos en K grupos o clases. Los 
datos se representan por medio de vectores coordenados con n dimensiones, y 
usualmente son organizados a partir de la distancia (que puede ser euclidiana o no) 
entre ellos. Este tipo de algoritmos tiene gran utilidad para sistemas robóticos en la 
toma de decisiones [16]. 
Los algoritmos de agrupamiento pueden ser jerárquicos, particionales o especiales 
(combinados). Los algoritmos jerárquicos buscan la construcción de una jerarquía 
dentro del grupo de datos para establecer aglomeraciones y divisiones de estos. El 
gráfico de relación entre los datos se conoce como dendograma y se puede 
observar en la figura 1.16  
       Figura 1.16 Dendograma típico. 
 
 
        Fuente: www.ecured.cu 
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Por su parte, los algoritmos particionales tratan de dividir el espacio de los datos en 
regiones comunes, las cuales tienen asociadas un centro de clase. Uno de los 
algoritmo particionales más usados es el k-meas (o c-means) [17], método que 
busca minimizar la distancia al cuadrado entre los centros de clases y los datos para 
crear las divisiones (Ver figura 1.17). Se han creado muchas variantes de este 
método, y frecuentemente se combinan con lógica difusa para estudiar variedad de 
sistemas con incertidumbre. 
        Figura 1.17 Espacio de datos particionado con k-means. 
 
        Fuente: www.cs.us.es 
Cuando un robot usa este tipo de algoritmos, es conveniente tener un ciclo de 
supervisión sobre él, esto es, poder detectar el estado del sistema, diferenciarlo 
entre modos normales y de falla, y tomar acciones de acuerdo al estado del proceso. 
En otras palabras, vigilar el sistema para tomar las acciones necesarias si el sistema 
se encuentra fuera del objetivo de control. Nótese que esto implica la inclusión del 
ser humano como el agente que realiza la supervisión. 
Clasificación de datos 
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Sin embargo, hay algoritmos que sólo requieren información a-priori sobre el 
problema que deben resolver para realizar la clasificación, allí se habla de semi-
supervisión, ya que no se valida el resultado del algoritmo.  
1.8.1 Algoritmo fcm semi-supervisado 
A continuación se presenta el algoritmo de Fuzzy c-means estándar semi-
supervisado desarrollado por Endo Y. et al. [18]. 
Se tiene un conjunto X de k datos: 
𝑋 = {𝑥𝑘 | 𝑥𝑘 ∈ 𝑅
𝑁, 𝑘 = 1, … 𝑛}          (1.9) 
Y se desea clasificar esos datos en i clases o clústeres C, i=1,….,c. Cada uno de 
los cuales tiene un centro vi, luego, el conjunto de centros se representa así: 
𝑉 = {𝑣𝑖 | 𝑣𝑖  ∈  𝑅
𝑁 , 𝑖 = 1, … . 𝑐}          (1.10) 
Cada dato posee un grado de pertenencia difuso para cada clúster; por ejemplo, el 
grado de pertenencia del dato k para el  clúster i es: 
𝑢𝑘𝑖  ∈ [0,1]                                                      (1.11) 
Asimismo, dada la naturaleza semi-supervisada del método aquí expuesto, existe 
información que permite hacer una clasificación a priori de los datos, lo que se ve 
reflejado en la inclusión de un grado de pertenencia supervisado: 
?̅?𝑘𝑖  ∈ [0,1]                                                      (1.12) 
Para encontrar la clasificación de los datos, es necesario obtener los grados de 
pertenencia de todos ellos, a partir de la distancia euclidiana entre esos y los centros 
de los clústeres y la información a priori que se tiene de la clasificación. 
Ahora bien, se requiere que el cálculo de las distancias esté optimizado, por lo que 
el objetivo es minimizar la siguiente función: 
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𝐽(𝑈, 𝑉) = ∑ ∑|𝑢𝑘𝑖 − ?̅?𝑘𝑖|
𝑚‖𝑥𝑘 − 𝑣𝑖‖
2            (1.13)
𝑐
𝑖=1
𝑛
𝑘=1
 
Donde m es el parámetro de solapamiento difuso del método, n es el número de 
datos y ‖𝑥𝑘 − 𝑣𝑖‖ la distancia euclidiana del dato xk al centro vi de la clase i.  Además 
debe cumplirse la condición: 
∑ 𝑢𝑘𝑖 = 1     (∀𝑘 = 1, … , 𝑛)                                  (1.14)
𝑐
𝑖=1
 
Derivando (6) respecto a vi e igualando la expresión resultante a cero, se encuentra 
una solución óptima vi que minimiza a J: 
𝑣𝑖 =
∑ |𝑢𝑘𝑖 − ?̅?𝑘𝑖|
𝑚𝑥𝑘
𝑛
𝑘=1
∑ |𝑢𝑘𝑖 − ?̅?𝑘𝑖|𝑚
𝑛
𝑘=1
                                       (1.15) 
Haciendo un procedimiento similar para optimizar (1.13) respecto a uki , y 
considerando m>1, se tiene:   
𝑢𝑘𝑖 = ?̿?𝑘𝑖 + (1 − ∑ ?̿?𝑘𝑗
𝑐
𝑗=1
)
(
1
‖𝑥𝑘 − 𝑣𝑖‖
)
2
𝑚−1
∑ (
1
‖𝑥𝑘 − 𝑣𝑗‖
)𝑐𝑗=1
2
𝑚−1
       (1.16) 
Los pasos a seguir para sistematizar el algoritmo pueden observarse en la tabla 1.3 
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     Tabla 1.3 Algoritmo para Fuzzy c-means estándar 
 
Pasos Descripción 
1 Ingresar matriz de datos N, número 
de clústeres C, matriz de grados de 
pertenencia U, tolerancia y número 
máximo de iteraciones 
2 t=1 (Se inicia conteo) 
3 Calcular 𝑣𝑗
(𝑡)
de manera aleatoria 
4 Calcular 𝑢𝑘𝑗para m>1 
5 Calcular 𝑣𝑗
(𝑡+1)
 
6 t=t+1 
7 Si se alcanza el límite máximo de 
iteraciones parar 
8 Repetir desde el paso 3 hasta que 
‖𝑣𝑗
(𝑡+1)
− 𝑣𝑗
(𝑡)
‖ ≤ 𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑖𝑎 
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2. ESTADO DEL ARTE 
En lo que sigue, se presenta la información recolectada en la literatura científica 
actual y bancos de patentes sobre algunos de los avances más notorios en la 
tecnología relacionada con robots autónomos de locomoción híbrida y algoritmos 
para la toma de decisiones sobre el cambio de locomoción de estos sistemas. 
2.1 ROBOTS HÍBRIDOS 
Un robot híbrido es un tipo de robot que puede usar dos o más sistemas de 
locomoción, los cuales tiene integrados en su cuerpo. Se caracterizan por la gran 
versatilidad y campo de operación aumentado al ser comparados con máquinas con 
un solo sistema de locomoción. Existe gran variedad de robots híbridos, 
desarrollados para suplir necesidades en medios acuáticos, aéreos y terrestres, 
aunque también se encuentran máquinas que pueden desenvolverse en varios 
medios.  
A continuación se presenta un resumen de sucesos importantes en el del desarrollo 
histórico de este tipo de robots. 
Ichikawa, Ozaki, & Sadakane, (1983) [19] presentan el que, tal vez, sea  el diseño 
más antiguo de un robot híbrido, concebido para trabajos en plantas nucleares. 
Hacen una descripción breve del sistema de locomoción, de sus ventajas y posibles 
usos. Este robot cuenta con 5 extensiones que pueden moverse verticalmente, cada 
una con una rueda en su extremo, lo que le permite adecuarse a las pendientes del 
terreno sin inclinar su chasis como se ve en la figura 2.1 
Figura 2.1 Robot inspector de plantas nucleares. 
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Adachi, Koyachi, Arai, Shimiza, & Nogami, (1999) [20] describen un mecanismo 
para el control de robots híbridos del tipo leg-wheel (patas y ruedas). Presentan un 
prototipo sencillo compuesto de patas de una sola sección a las cuales agregan una 
rueda en su terminación. También discuten un algoritmo básico para su posterior 
implementación.  
Más adelante, Guccione & Muscato, (2003) [21] retoman los robots híbridos 
presentando a Wheeleg, un vehículo para exploración geológica principalmente, 
que utiliza de manera simultánea locomoción por ruedas y locomoción por patas, a 
modo de coche, mostrando las ventajas de su diseño para ambientes con 
pendientes pronunciadas como las encontradas en los cráteres de los volcanes. 
Véase la figura 2.2 
  Figura 2.2 Robot Wheeleg  
 
 
 
  Fuente: (Guccione & Muscato, 2003) 
Smith et al., (2006) [22] redefinen el concepto de ruedas sobre patas y desarrollan 
el robot PAW, el cual puede moverse rodando sobre sus cuatro ruedas de un grado 
de libertad cada una o saltando utilizándolas como trampolín. Véase la figura 2.3 
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Figura 2.3 Robot PAW  
 
 
 
Fuente: (Smith, Sharf, & Trentini, 2006) 
Luego, Wilcox, (2007) [23] da a conocer a la comunidad científica a su robot 
ATHLETE, un vehículo utilitario para misiones en la luna. Por primera vez, se 
construye un robot híbrido más grande que el tamaño de un ser humano promedio. 
Este además cuenta con patas articuladas y un sistema que les permite 
posicionarse con precisión sobre una superficie. Ver la figura 2.4 
          Figura 2.4 Robot ATHLETE  
 
 
  
         Fuente: (Wilcox, 2007) 
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Figura 2.5 Robot Quattroped 
 
        Fuente: (Shen et al., 2009) 
Shen et al., (2009) [24] introducen el robot Quattroped, nuevo paradigma en cuanto 
a la integración de sistemas de locomoción, ya que sus patas pueden convertirse 
en ruedas y viceversa. Por medio de un mecanismo novedoso, utilizan materiales 
flexibles y resistentes para que sirvan como estructura de pata y amortiguador al 
mismo tiempo. Véase figura 2.5 
Después del desarrollo de robots similares, Lu et al., (2013) [25] presentan a HyTRo-
I, un robot tipo leg-wheel con patas más largas en comparación con robots 
anteriores y el uso de un par de ruedas para el desarrollo de un tipo de locomoción 
asistido, donde el robot se apoya sobre estas y se balancea y arrastra con sus patas. 
Ver la figura 2.6 
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       Figura 2.6  Robot HyTRo-I  
 
 
 
       Fuente: (Lu et al., 2013) 
Finalmente, uno de los robots destacados más recientes es el H.E.R.A.L.D. (Latscha 
et al., 2014) [26], este reúne 4 tipos diferentes de locomoción: ruedas, patas, 
serpenteo y puede volar. Se compone de un cuadrucóptero con sistema autónomo 
de vuelo al cual se unen por debajo dos conjuntos de patas-ruedas, que pueden 
desacoplarse de manera independiente y moverse serpenteando, esto le permite 
realizar misiones multitarea ya que las partes que componen el robot pueden 
funcionar de manera independiente. Ver la figura 2.7 
         Figura 2.7 Robot H.E.R.A.L.D  
                  
 
 
         Fuente: (Latscha et al., 2014)  
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2.2 EVALUACIÓN DEL TERRENO 
H. Seraji, (1999) [27], introduce por primera vez un índice llamado traversabilidad, 
que lo define como “la facilidad con la que un vehículo puede transitar sobre un 
determinado terreno”. Inicialmente lo planteó como un coeficiente que dependía de 
dos parámetros del terreno: la rugosidad y la pendiente. Para la rugosidad define 4 
clases: suave (smooth), áspero (rough), bumpy (con baches) y rocoso (rocky); y 
para la pendiente: baja (low), media (medium), alta (high) y muy alta (very high). En 
la figura 2.8 pueden verse las funciones de membresía de los parámetros anteriores 
y en la figura 2.9 la regla de clasificación para la rugosisdad a partir de la 
concentración y la densidad de las rocas. 
Figura 2.8 Funciones de membresía de la pendiente (izquierda) y la rugosidad 
(derecha). 
 
 
Fuente: (H. Seraji, 1999) 
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Figura 2.9 Regla de clasificación difusa para la rugosidad 
 
 
Fuente: (H. Seraji, 1999) 
Sin embargo, el mismo autor redefine el concepto más adelante (Homayoun Seraji 
& Howard, 2002) [28] y lo expresa en términos de 4 características: la pendiente, la 
rugosidad, y la discontinuidad del terreno, esquema que perdura hasta hoy. Cada 
característica tiene las siguientes clases: 
 Pendiente: plana (flat), pendiente (sloped), escarpado (steep). 
 Rugosidad: suave (smooth), áspera (rough), rocosa (rocky). 
 Discontinuidad: pequeña (small), grande (large). 
Y su relación da como resultado la traversabilidad, que pude ser: baja (low), media 
(medium) o alta (high). En la figura 2.10 puede versen las funciones de membresía 
para cada característica. 
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Figura 2.10 Funciones de membresía para la pendiente, la rugosidad y la 
discontinuidad. 
 
 
 
 
 
Fuente: (Homayoun Seraji & Howard, 2002) 
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2.3 EXTRACCIÓN DE CARACTERÍSTICAS DEL TERRENO 
Del terreno en el cual se va a mover el robot debe obtenerse información que le 
permita a este como mínimo ubicarse y extraer características vitales para mantener 
su seguridad, esto es, reconocer los obstáculos que puedan poner en peligro su 
integridad y el éxito de una determinada misión. 
Por lo tanto, es de vital importancia que el robot cuente con sensores capaces de 
darle esa información. Hay de muchos tipos, pero los más usados son: de 
ultrasonido, tipo láser como el LIDAR, de toque usando obturadores, y ópticos como 
los sistemas de cámaras digitales. Las ventajas y desventajas de cada uno pueden 
verse en la tabla 2.1 
De esta manera, en términos de funcionalidad/precio, la mejor opción son los 
sensores ópticos. Estos permiten medir atributos de los obstáculos como su altura, 
su ancho y su distancia al robot, el cual puede hacer un mapeo del terreno 
circundante y tomar las decisiones “apropiadas”. 
Para que los sensores ópticos sean útiles en el trabajo de investigación presentado, 
deben satisfacer los siguientes requisitos mínimos: 
 Tener formato RGB (Red-Green-Blue) 
 Resolución mínima de 640x480 pixeles (sin interpolación) 
 Longitud focal fija, esto es, sin zoom 
 Sin lentes intercambiables 
 Compresión de imágenes JPEG o PNG 
 Balance de blancos automático 
 Conexión USB 
 Software compatible con MATLAB 
 Bajo consumo energético 
 Bajo peso 
Estos requisitos los satisface fácilmente una cámara web moderna o una cámara 
de vigilancia. 
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Tabla 2.1 Tipos de sensores, sus ventajas y desventajas. 
 
Sensor Ventajas Desventajas 
Ultrasonido >> Barato 
>> Fácil de programar 
>> Sólo se puede usar en presencia 
de un medio como aire o agua (la 
mayoría no puede mojarse). 
>> Tiempo de respuesta alto para 
algunas aplicaciones. 
>> Se necesita gran número de 
sensores para mapear una región 
amplia de terreno. 
Láser 
(LIDAR) 
>> Alta precisión 
>> Puede trabajar en 
ausencia de aire. 
>> Se obtienen 
recreaciones 3D del 
terreno de manera rápida. 
>> Tiene partes móviles 
>> Alto costo 
>> No necesita luz externa para 
funcionar. 
>> No es tan fácil de programar 
como el sensor de ultrasonido. 
Toque 
(Obturador) 
>> El más sencillo de 
implementar. 
>> Barato 
>> No permite hacer mediciones a 
distancia, se necesita hacer 
contacto con el obstáculo. 
>> No se puede mapear un terreno 
con él. 
>> Baja precisión (depende de las 
propiedades mecánicas del 
obturador) 
Óptico 
(Cámaras) 
>> Costo reducido en 
comparación con el 
LIDAR. 
>> Puede no tener partes 
móviles. 
>> Funciona en aire, agua 
y vacío. 
>> Permite hacer mapeos 
3D del terreno. 
>> No muy alta precisión. 
>> Necesita 2 o más sensores 
trabajando en conjunto para hacer 
apreciación de profundidad. 
>> Sufre problemas de aberración. 
>> Necesita luz externa para 
funcionar. 
>> No es tan fácil de programar 
como el sensor de ultrasonido. 
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2.4 EVASIÓN DE OBSTÁCULOS 
El objetivo del proceso de evasión de obstáculos para un robot se reduce al 
problema de encontrar un camino desde una ubicación inicial hasta otra final y 
atravesarlo sin colisionar con otros objetos teniendo en cuenta restricciones 
geométricas, físicas y temporales. 
En primer lugar se encuentran los métodos determinísticos, los cuales modelan 
matemáticamente la evasión de obstáculos sin tener en cuenta la incertidumbre en 
el proceso. 
Los primeros métodos determinísticos se basan en mapa de caminos, esto es, en 
un diagrama del terreno con sus obstáculos, sobre el cual se dibujan líneas rectas 
interconectadas desde un punto inicial hasta un punto objetivo, de esta manera, la 
planeación de movimiento se reduce a un problema de búsqueda en un gráfico. El 
mapa de caminos debe representar todos los topológicamente posibles caminos en 
el espacio de configuración. Entre ellos está el gráfico de visibilidad [29], el diagrama 
de Voronoi [30], la silueta [31] y la descomposición de celdas [32]. Ver figura 2.11 
Figura 2.11 Mapas de camino, a) gráfico de visibilidad, b) diagrama de Voronoi, c) 
descomposición de celdas, y d) siluetas. 
 
           
 
           
 
Fuente: S. H. Tang et al. (2012) [33] 
 
a) 
c) 
b) 
d) 
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Oussama Khatib (1986) [34] introduce el método de los campos de potencial. En 
este método, el robot es considerado como una partícula bajo la influencia de un 
campo artificial U, cuyas variaciones locales reflejan la estructura del espacio. 
Debido  a su bajo costo computacional, los campos de potencial  es una de las 
metodologías más usadas para ejecutar planeación de movimiento y evasión de 
obstáculos. Ver figura 2.12 
Figura 2.12 Camino del robot en un campo de potencial. 
 
 
    
 Fuente: S. H. Tang et al. (2012)  
Lumelsky & Stepanov (1987) [35] proponen los algoritmos Bug, en los cuales se 
asume que el robot es un punto sobre un plano con un sensor de contacto (o 
distancia) para detectar obstáculos y que se puede mover siguiendo la superficie de 
un obstáculo o en línea recta hasta el punto objetivo. La secuencia de operación es: 
avanzar directo hasta el objetivo, seguir superficies de los obstáculos hasta que 
pueda quedar orientado directo hacia el objetivo de nuevo, continuar. 
Por otro lado, están los métodos heurísticos para la evasión de obstáculos, que 
utilizan reglas empíricas e incluyen el manejo de la incertidumbre es este proceso. 
Entre ellos se encuentran el uso de Lógica difusa para establecer las normas de la 
toma de decisiones como muestran Lee & Wu (2003) [36], el diseño e 
implementación de redes neuronales para reconocer patrones y tomar decisiones 
por Zhu & Yang (2006) [37], el uso de algoritmos genéticos (Quingfu et al. 2007) 
[38], y la optimización tipo colonia de hormigas presentada por Mohamed et al. 
(2006) [39] 
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2.5 TOMA DE DECISIONES 
La lógica difusa es una herramienta muy poderosa a la hora de enfrentar situaciones 
donde no se tiene un modelo exacto o muy aproximado que pueda usarse como 
referencia. Es el caso de la toma de decisiones para el cambio de locomoción de un 
robot explorador: no se tiene certeza en la mayoría de los casos del tipo de suelo y 
de las características de los obstáculos con que se va a interactuar. 
Esta teoría puede usarse a partir de la interacción entre estados de varias variables 
en un espacio lingüístico subjetivo o de manera conjunta con métodos de 
agrupamiento, conocidos como métodos de agrupamiento difuso (Pedrycz, 2005) 
[40]: 
 Algoritmo fuzzy c-means 
 Algoritmo c-meas probabilístico 
 Algoritmo Gustafson-Kessel 
Por otra parte, se han realizado esfuerzos utilizando algoritmos de clasificación 
jerárquicos y métodos de aprendizaje computacional como las máquinas de soporte 
vectorial (SVM, por sus siglas en inglés) para clasificar un determinado terreno con 
ayuda de imágenes tomadas por un sensor de profundidad y seleccionar una de 
varias estrategias de locomoción (Saudabayev et al, 2015) [41]. 
Sin embargo, no se han reportado pruebas con prototipos autónomos, lo más 
cercano que se ha llegado es a través de métodos de supervisión en simulaciones 
y prototipos controlados por humanos. 
 
 
 
 
 
 
 
 
 
 
 
62 
 
2.6 REVISIÓN SISTEMÁTICA DE LA LITERATURA 
Se hace una revisión sistemática de la literatura con la herramienta Scopus  acerca 
de los robots híbridos y su comportamiento en todo tipo de terreno con el siguiente 
algoritmo de búsqueda: 
TITLE ( ( "Robot"  OR  "Robots"  OR  "Mobile Robot"  OR  "Mobile 
Robots"  OR  "Intelligent robots"  OR  "Autonomous mobile 
robot"  OR  "Autonomous mobile robot"  OR  "Autonomous mobile 
robots"  OR  "Unmanned ground vehicles"  OR  "Unmanned 
vehicles"  OR  "UGV"  OR  "Autonomous 
vehicles" )  AND  ( "Navigation"  OR  "Robot navigation"  OR  "Motion 
planning"  OR  "Algorithms"  OR  "Mobile Robot Navigation"  OR  "Mobile robot 
navigation"  OR  "Motion control" )  AND  ( "Terrain"  OR  "Rough 
terrain"  OR  "Rough terrains" )  AND 
NOT  ( simulator  OR  cooperative  OR  collaborative  OR  "human 
assisted"  OR  online ) )  AND  ( LIMIT-TO ( SUBJAREA ,  "ENGI" )  OR  LIMIT-
TO ( SUBJAREA ,  "COMP" )  OR  LIMIT-
TO ( SUBJAREA ,  "DECI" ) )  AND  ( LIMIT-TO ( DOCTYPE ,  "cp" )  OR  LIMIT-
TO ( DOCTYPE ,  "ar" )  OR  LIMIT-TO ( DOCTYPE ,  "cr" )  OR  LIMIT-
TO ( DOCTYPE ,  "re" ) )   
Obsérvese como se excluye de la búsqueda las palabras clave que tienen que ver 
con trabajo cooperativo entre robots, y se limita a artículos científicos, reviews y 
artículos de conferencia. 
Se encuentra que el tema de robots autónomos todo-terreno sigue teniendo vigencia 
en la comunidad científica, lo que se puede evidenciar en la figura 2.11, donde se 
presenta el número de documentos publicados relacionados con el tema desde 
1982 hasta la fecha. 
Nótese como el número de artículos que mencionan en el título, en el resumen o en 
las palabras claves (TIT-ABS-KEY), los términos relacionados con el tema 
mencionado anteriormente tiene una tendencia creciente, agudizada a partir del año 
2000. 
Por otro lado, el número de artículos que lo tienen como tema principal y lo 
mencionan en el título, se mantiene aproximadamente constante desde el año 1990, 
con una media de cuatro artículos publicados por año. 
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Al revisar la información recolectada se corrobora que existe un vacío en el estado 
del arte en lo que respecta a la toma de decisiones sobre el cambio de locomoción 
de un robot híbrido en un determinado terreno, se encontraron algunos artículos que 
mencionaban robots de este tipo pero el cambio de locomoción se hacía con una 
orden humana y no de manera autónoma. Luego, se ve una gran oportunidad para 
desarrollar el tema propuesto y hacer un aporte a la comunidad científica al 
respecto. 
Figura 2.13 Vigencia del tema de investigación 
 
 
 
2.6.1 Revisión de patentes 
Por otra parte, haciendo una búsqueda en la página web de la Oficina de Patentes 
de los Estados Unidos de América no se encuentra ninguna patente nacional con la 
combinación “Robot AND leg AND wheel” o “Robot AND leg AND tracks”. 
Sin embargo, en la base de datos internacional de la misma página se obtienen los 
siguientes resultados: 
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“Robot AND leg AND tracks”, 43 resultados en el período 2010 – 2016 
No se evidencian robots de exploración con locomoción híbrida, lo más parecido a 
eso son juguetes transformables (sin movimiento propio). 
“Robot AND leg AND wheel”, 500 resultados en el período 2010 – 2016 
Se destacan las siguientes patentes: 
 “A Wheel legged robot” (CN202006842U, octubre 12 de 2011) 
Robot con cuatro patas, cada una de ellas con una llanta en su extremo sobre la 
cual se apoya (lado de la llanta hacia abajo). Las extremidades se ensamblan a 
partir de servos. 
 “A Wheel leg dual purpose robot” (CN203358736U, diciembre 25 de 2013) 
Robot para transportar carga con cuatro patas y cuatro llantas, cada una de ellas en 
el extremo de una pata. La orientación de las ruedas permite al robot deslizarse 
mientras se encuentra con las patas extendidas. 
 “Wheel leg type moving robot with a flexible body” (CN103241303A, mayo 13 de 
2013) 
Robot con cuatro patas semicirculares y cuatro ruedas omni-direccionares entre las 
patas delanteras y las traseras. Posee además un cuerpo flexible debido a una junta 
universal en la mitad del robot. 
Esta revisión de patentes reivindica la ausencia en el estado del arte de robots 
autónomos de algoritmos de toma de decisiones entre dos o más medios de 
locomoción de un robot todo-terreno. 
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3. SIMULACIÓN 
Para probar la efectividad del algoritmo Fuzzy c-means estándar semi-supervisado, 
se realiza una simulación de toma de decisiones implementada con el software 
Matlab r2013b [42]. 
La simulación abarca la generación de un terreno virtual para hacer la prueba y la 
creación de un robot virtual por medio de la delimitación de movimiento con los dos 
medios de locomoción que presenta: patas y orugas, esto es, a partir del 
establecimiento de restricciones para moverse con cada medio de locomoción. 
3.1 ROBOT VIRTUAL 
Como se precisó anteriormente, el robot aquí es básicamente un conjunto de 
condiciones referentes a sus dos posibles geometrías de locomoción. A 
continuación se listan las especificaciones del robot virtual: 
 Ancho: 120 pixeles 
 Largo: 200 pixeles 
 Altura con orugas: 30 pixeles 
 Altura con patas: 90 pixeles 
 Altura de obstáculo pasable con orugas: 30 pixeles 
 Ángulo máximo de desnivel con orugas: 30° 
 Altura de obstáculo pasable con patas: 90 pixeles 
 Ángulo máximo de desnivel con patas: 60° 
 Configuración de apoyos (orugas, patas): simétricos, lado a lado del robot 
 Número de orugas: indefinido 
 Número de patas: indefinido 
 Ancho de cada oruga: 30 pixeles 
 Ancho de cada pata: 30 pixeles 
 Grados de libertad de las orugas: indefinido 
 Grados de libertad de las patas: indefinido 
 Altura del robot: indefinido 
 Posición del CG: En una línea transversal que pasa por el centro geométrico del 
robot. 
 Coeficiente de fricción de las orugas con el piso: indefinido 
 Coeficiente de fricción de las patas con el piso: indefinido 
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NOTA: Las medidas del robot se den en pixeles para igualarlas a las medidas del 
terreno virtual y simplificar los cálculos. Nótese además que el número de patas y 
de orugas no se especificó, ya que se supone que las restricciones son las mismas 
para todas las patas y todas las orugas, y no se tiene en cuenta los efectos de la 
fricción con el terreno. 
En la figura 3.1 y figura 3.2 pueden observarse algunas de las características 
mencionadas anteriormente. Para efectos ilustrativos se asumen 2 orugas y 2 patas. 
       Figura 3.1 Vista trasera del robot virtual usando orugas y patas. 
 
 
 
 
       Figura 3.2 Desnivel entre obstáculos en los apoyos del robot. 
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3.2 TERRENO VIRTUAL 
Para crear el terreno se tiene un espacio de 120 x 400 pixeles, lo que equivale a un 
ancho del robot por 2 veces su longitud. Esta área constituye el terreno que está 
inmediatamente adelante del robot. Allí, se ubican aleatoriamente un número 
aleatorio de obstáculos con dimensiones también aleatorias. Cada obstáculo se 
grafica como un rectángulo con lados que van desde un pixel hasta 400 pixeles. La 
altura del rectángulo corresponde a la altura del obstáculo mientras que su centroide 
define el lugar donde se encuentra plantado.  
Dada esta configuración, el terreno no se grafica con la perspectiva que tendría si 
una cámara lo captara desde el robot sino como una proyección ortogonal con 
indicadores rectangulares de obstáculos en 2D. 
Además, se considera que la iluminación es homogénea y con la misma intensidad 
sobre todos los obstáculos. Se supone que la escena (terreno) es iluminada desde 
la posición del robot con dirección de su sentido de movimiento. 
Véase que no se tiene en cuenta la profundidad de los obstáculos ya que sólo 
importa que el robot pueda rebasar el obstáculo, no qué maniobras debe hacer para 
mantenerse sobre él o para desviarse y esquivarlo. Para este trabajo sólo interesa 
si el algoritmo del robot es capaz de tomar una decisión coherente con la situación 
planteada en cuanto al uso de locomoción por orugas o por patas. 
Así pues, dependiendo de la localización y el tamaño de los obstáculos, pueden 
formarse conjuntos inseparables de ellos, lo que simula el efecto de tener 
obstáculos muy cercanos o asimétricos en el mundo real (se parte de obstáculos 
cuadrados pero estas aglomeraciones permiten trabajar con obstáculos con 
geometrías más reales, casi de cualquier forma). Por lo tanto, la máxima altura que 
puede tener un obstáculo en esta simulación es de 400 pixeles, mientas que la 
mínima es de un pixel 
En la figura 3.3 pueden observarse diferentes tipos de terrenos creados con el 
ordenador (los obstáculos son los rectángulos blancos sobre el fondo negro). 
Nótese que pueden recrearse paisajes como  los del planeta Marte (arena con 
piedras), o como los de un desastre natural (obstáculos de toda forma en posiciones 
aleatorias). 
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Figura 3.3 Diferentes tipos de terreno virtual creados por el PC. 
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3.3 DESCRIPTORES 
El terreno generado se divide en 2 regiones: la central, que abarca la porción de 
terreno que queda entre los apoyos y bajo el robot, y la de los apoyos, que está 
constituida por el terreno en el cual se apoyan las orugas y las patas. Ver figura 3.4  
Figura 3.4 Regiones del terreno virtual. 
 
 
Luego, para que el algoritmo pueda hacer la clasificación, se proponen el uso de 3 
descriptores que tienen que ver con las limitaciones para sobrepasar obstáculos.  
 Altura máxima de los obstáculos en la región central: La región central está 
comprendida entre el pixel 31 y el pixel 90 haciendo cortes horizontales en las 
imágenes de terreno virtual, lo que corresponde al espacio entre las orugas o las 
patas. Se utiliza debido a que el robot podría chocar con algún obstáculo lo 
suficientemente alto que esté en esta región 
 
 Altura máxima de los obstáculos en  la región de los apoyos: Los sistemas de 
locomoción pueden sobrepasar hasta una determinada altura, obstáculos que se 
encuentren inmediatamente al frente, por lo tanto, conocer la altura máxima que 
se va a encontrar el robot es las regiones de apoyo de sus orugas y patas es 
fundamental. 
 
 
Región central 
Región de apoyos 
Obstáculos 
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 Desnivel máximo entre los apoyos: El desnivel entre los apoyos se mide por 
medio del ángulo de inclinación entre las alturas de los obstáculos en los que 
se apoyan las orugas y las patas. Debido a las características de cualquier 
móvil, habrá un ángulo máximo para el cual volcará, de allí su importancia.  
Los descriptores mencionados, para un robot con dos orugas y dos patas, pueden 
observarse en la figura 3.5 
       Figura 3.5 Descriptores usados en la simulación. 
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3.4 RESULTADOS 
La matriz de membresía que contiene información a-priori ingresada al programa se 
crea a partir de la siguiente discriminación: sean D1, D2 y D3 descriptores, y Omax 
la altura máxima del robot usando orugas, Pmax la altura máxima del robot usando 
patas, OAmax la máxima inclinación que soporta el robot usando orugas y PAmax 
la máxima inclinación que soporta el robot usando patas, usando pseudocódigo: 
si D1<Omax && D2<Omax && D3<OAmax 
        U(i,:)=[0.4 0.25 0.25]; 
si (D1>=Omax && D1<Pmax) && (D2<Pmax) && D3<PAmax 
        U(i,:)=[0.25 0.4 0.25]; 
si D1>=Pmax || D2>=Pmax || D3>=PAmax 
        U(i,:)=[0.25 0.25 0.4]; 
en otro caso 
        U(i,:)=[0.3 0.3 0.3]; 
Donde i se refiere al dato analizado. La primera columna de la matriz corresponde 
a la decisión de usar orugas, la segunda a usar patas y la tercera a usar otro medio 
de locomoción. 
Con esa matriz, se realizan cuatro ejecuciones del programa. En cada una se 
entrena y se prueba la clasificación para diferente número de datos. Los resultados 
se muestran en la tabla 3.1 
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Tabla 3.1 Resultados de la ejecución del algoritmo 
 
 DATOS ERRORES 
 Entrenamiento Prueba Entrenamiento Prueba 
Ejecución 1 500 (11%) 4000 (89%) 0 % 60.2% 
Ejecución 2 1000 (11%) 8000 (89%) 0.2% 16.5% 
Ejecución 3 1500 (17%) 7500 (83%) 0.1% 16.2% 
Ejecución 4 2000 (20%) 8000 (80%) 0.1% 15.6% 
 
Como puede observarse en la tabla 3.1, el menor error de prueba se tiene para la 
ejecución 4 que se corre con 2000 datos de entrenamiento, sin embargo, este error 
no dista mucho del que presenta la ejecución 2, que se hace con la mitad de datos 
de entrenamiento: 1000. 
Es importante resaltar lo anterior ya que, en una aplicación real, el poder de cómputo 
es limitado, y por ende, la cantidad de datos con los que se realice el 
reentrenamiento del sistema, en caso de ser necesario, deben estar acorde con la 
capacidad del hardware utilizado en el robot. Para el caso mencionado, con 1000 
datos de entrenamiento se emplea la mitad del tiempo de cómputo (en condiciones 
ideales) que para 2000 datos, con un aumento de error del 0.9%.  
En el caso de no hacer reentrenamiento, el número de datos para el entrenamiento 
inicial, no es un limitante para la potencia de cómputo del robot, ya que este sólo 
ejecuta el algoritmo que se muestra en la sección Marco Teórico con unos valores 
ya encontrados para los centros de las clases en el entrenamiento, o sea, con una 
sola iteración. 
A continuación, se muestra el espacio de clasificación para la ejecución de la 
simulación, donde se pueden apreciar claramente las 3 clases predefinidas: usar 
orugas, usar patas y usar otro medio de locomoción (figuras 3.6 y 3.7). Todos los 
datos han sido debidamente normalizados teniendo en cuenta: 
 Altura de obstáculos 
o Altura máxima: 400 pixeles 
o Altura mínima: 0 pixeles 
 Desnivel de obstáculos 
o Desnivel máximo: |±73.3|° 
o Desnivel mínimo: 0° 
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             Figura 3.6 Vista 3D del espacio de clasificación del algoritmo. 
 
 
 
 
Figura 3.7 Vista lateral del espacio de clasificación del algoritmo. 
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Como puede observarse en las figuras anteriores, el algoritmo tiene éxito al hacer 
la clasificación de los datos en 3 clases. Téngase en cuenta que no se está haciendo 
una supervisión optimizada del método, simplemente se busca que el algoritmo 
funcione. 
Se aprecia una superposición entre las clases, que se evidencia mayormente entre 
la clase orugas y la clase patas, lo que muestra la viabilidad del método para tomar 
decisiones en situaciones donde no se tienen un modelo matemático preciso y/o se 
carece de él. 
3.5 TAREAS FUTURAS 
Hay que advertir que solamente se han utilizado tres descriptores de la gran 
cantidad de combinaciones que se pueden incluir en el estudio, por lo que una 
exploración más exhaustiva en este sentido debe mejorar el rendimiento del 
algoritmo de clasificación, al utilizar descriptores más robustos. 
Otras posibles mejoras son: 
 Contrastar los resultados obtenidos con los de otros métodos de clasificación 
difusa. 
 Probar métodos de clasificación jerárquicos no difusos. 
 Usar más de tres descriptores. 
 Pasar de un sistema semi-supervisado a un sistema supervisado con la 
evaluación de los resultados usando optimización de variables como la energía 
requerida para mover el robot. 
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4. PROTOTIPO ROBÓTICO 
En este capítulo se muestra el diseño conceptual, el proceso de construcción y la 
puesta en funcionamiento de un prototipo robótico híbrido, con el fin de evaluar el 
desempeño del algoritmo de agrupamiento difuso, expuesto en el capítulo 3, en el 
mundo real. Se parte de la descripción de las secciones de hardware y software que 
lo componen, para luego exhibir las interacciones entre ellas y los modos de 
locomoción que generan. 
4.1 CUERPO 
4.1.1 Plataforma base 
El robot está basado en una plataforma de orugas con moto-reductor de la marca 
Tamiya (ref. 70100), el cual consta de dos motores eléctricos con sus respectivas 
cajas de engranajes, las cuales pueden impulsar el conjunto a una rapidez de 0.045 
m/s con la relación de engranajes más baja; dos cintas de caucho con labrado, cada 
una montada en cuatro discos guía de plástico, uno de los cuales es accionado por 
el motor; y una placa plástica rígida que sostiene todo el conjunto y sobre la cual se 
pueden asegurar otros componentes por medio de tornillos. Ver figura 4.1 
Figura 4.1 Plataforma robótica Tamiya 70100. 
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4.1.2 Chasis 
A la plataforma Tamiya descrita anteriormente se ancla, con cuatro tornillos, un 
chasis en plástico ABS que está diseñado para sujetar la electrónica que controla el 
prototipo, el sistema de iluminación, el cableado, la cámara, la batería y los servos 
responsables del movimiento de 6 patas. Los planos del chasis pueden consultarse 
en el anexo A1.  
El chasis, al igual que las otras estructuras de soporte que se describirán más 
adelante, se crea con el software Solidworks [43] y se fabrica con una impresora 3D 
Prusa Tairona de la marca Make-r [44] (Véase figura 4.2). Cabe destacar todas las 
piezas son diseños propios, específicamente pensados para este trabajo. 
Figura 4.2 Chasis superior del prototipo 
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4.1.3 Patas 
Cada pata del robot tiene 2 grados de libertad y está compuesta por dos secciones: 
una superior, que une todo el conjunto de la pata al robot mediante un servo; y una 
inferior, que se sujeta a la superior mediante un servo y en cuyo extremo tiene un 
recubrimiento de caucho para aumentar su agarre sobre el terreno, además de un 
tramo en forma de “S” ideado para actuar como un amortiguador (diseño conceptual 
propio). El movimiento de la pata se realiza en un solo plano (plano de la pata) que 
es paralelo al plano de traslación del robot. 
La configuración de las patas es simétrica con 3 patas a lado y lado del robot, 
igualmente espaciadas, lo que permite que este tenga una marcha estable, 
manteniendo en todo momento al menos 3 patas apoyadas en el suelo. El diseño 
de la pata puede verse en la  figura 4.3 y sus planos en el anexo A2. 
Figura 4.3 Modelo de pata izquierda del robot. 
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4.1.4 Soporte de la cámara 
El prototipo cuenta con una webcam que tiene una resolución de 640x480 pixeles. 
Esta cámara se sujeta al chasis mediante un soporte en U y una torre que se fija a 
presión a una de las aberturas de la placa superior del chasis. El soporte en U y la 
torre se conectan mediante dos tornillos como se muestra en la figura 4.4 Los planos 
del soporte para la cámara se encuentran en el anexo A3. 
Figura 4.4 Soporte para la cámara 
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4.2 ELECTRÓNICA 
4.2.1 Tarjeta Arduino UNO  
Es una plataforma electrónica para la programación de sistemas embebidos que 
pueden utilizarse en gran variedad de proyectos multidisciplinares [45]. Consta 
básicamente de un microprocesador programable bajo código abierto, un conjunto 
de pines entrada/salida análogos y digitales, un sistema de regulación de voltaje, y 
un chip de comunicación serial con conexión USB. 
Este elemento permite que el prototipo se comunique y sea controlado, a través de 
un cable de datos, por un programa de Matlab en el ordenador, y transmita las 
órdenes a otras placas del robot como la tarjeta controladora de motores y la tarjeta 
controladora de servos. En la figura 4.5 se muestra una placa Arduino UNO R3 con 
sus componentes y en la tabla 4.1 se consignan sus especificaciones técnicas. 
Figura 4.5 Tarjeta Arduino UNO 
 
 
 
Fuente: www.comohacer.eu 
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Tabla 4.1 Especificaciones técnicas del Arduino UNO 
 
Microcontrolador ATmega328P 
Voltaje de operación 5 V 
Pines digitales I/O 14 
Pines digitales PWM I/O 6 
Pines análogos de entrada 6 
Memoria Flash 32 KB 
Memoria EEPROM 1 KB 
Frecuencia de procesamiento 16 MHz 
Longitud  68.6 mm 
Ancho 53.4 mm 
Peso 25 g 
4.2.2 Tarjeta controladora de motores DC 
Esta tarjeta es una placa de la marca DFrobot que posee el mismo tamaño y la 
misma distribución de pines que el Arduino UNO, lo que permite acoplarse 
directamente sobre él (este tipo de dispositivos se denominan Shield) [46]. Cuenta 
con enchufes de entrada para la batería y de salida para motores de corriente 
directa (DC), y puede proveer una corriente de 1 A a cada motor. Ver figura 4.6 De 
esta manera, la tarjeta recibe desde el Arduino pulsos digitales cuyo ancho y centro 
parmiten para controlar el voltaje entregado a los motores DC de la plataforma 
Tamiya, este sistema de instrucciones se denomina PWM (pulse-width modulation, 
por sus siglas en inglés).  
Figura 4.6 Placa controladora de motores DFrobot 
 
 
 
Microcontrolador 
Enchufe batería/motores 
Pines Arduino 
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4.2.3 Servos Tower Pro SG92R 
Son microservos análogos con piñonería y brazos en nylon como se aprecia en la 
figura 4.7 Cada pata cuenta con dos de ellos, uno controlando la sección superior, 
que se conecta al chasis, y el otro la inferior, que se apoya en el suelo. En la tabla 
4.2 se registran sus especificaciones. 
Figura 4.7 Servo Tower Pro SG92R 
 
 
 
 
 
Tabla 4.2 Especificaciones técnicas del servo Tower Pro SG92R 
 
Peso 9 g 
Dimensiones 23x12.2x27 mm 
Voltaje de operación 4.8 v 
Torque 2.5 kg/cm 
Velocidad 600 grados/s 
Ancho de banda central 1 us 
4.2.4 Tarjeta Botboarduino  
Es básicamente un Arduino DUE con 13 conectores para servos integrados en la 
misma placa de circuitos (cada conector tiene 3 pines: señal, voltaje+ y tierra) [47].  
La tarjeta está programada para ejecutar las órdenes transmitidas por el Arduino 
UNO y tiene cargadas las secuencias de marcha para levantar las patas, bajar las 
patas, y desarrollar el patrón de marcha de pasos alternados: los servos de las patas 
exteriores de un lado se mueven al unísono con los servos de la pata central del 
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otro lado. La imagen de la tarjeta Botboarduino puede observarse en la figura 4.8 y 
sus especificaciones técnicas en la tabla 4.3 
Figura 4.8 Tarjeta Botboarduino 
 
                               
 
 
 
Tabla 4.3 Especificaciones técnicas del Botboarduino 
 
Microcontrolador ATmega328 
Voltaje de operación 5 V 
Pines digitales I/O 20 
Pines digitales PWM I/O 6 
Pines análogos de entrada 6 
Memoria Flash 32 KB 
Memoria EEPROM 1 KB 
Frecuencia de procesamiento 20 MHz 
Longitud  76.2 mm 
Ancho 58.4 mm 
Peso 58 g 
 
 
 
USB 
Comunicación serial 
Regulador de voltaje 
Enchufe batería 
Pines I/O 
Pines servos 
Microcontrolador 
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4.2.5 Tarjeta con protoboard Arduino 
Es una shield que se acopla a la tarjeta de control de motores, y en la cual se pueden 
hacer conexiones entre varios elementos del prototipo como la cámara y el sistema 
de iluminación con el polo a tierra, el voltaje de referencia, y permite acoplar el cable 
que comunica al Arduino UNO con el ordenador. Ver figura 4.9 
Figura 4.9 Protoboard para Arduino UNO 
 
 
 
 
4.2.6 Batería 
El prototipo es alimentado con una batería de polímero de litio marca Zippy de 3 
celdas en serie (11.1V), una capacidad de 1000 mAh y una rata de descarga de 25 
ciclos, lo que permite que libere una corriente continua máxima de 25A.  
Las baterías de polímeto de litio son consideradas baterías de gran densidad 
energética ya que pueden acumular una gran cantidad de carga en un espacio muy 
reducido comparado con las baterías tradicionales de plomo ácido. Particularmente, 
esta batería, que se puede ver en la figura 4.10, tiene una masa de 84 g y un tamaño 
de 73 x 34 x 20 mm. 
 
 
Placa de circuito 
Pulsador de RESET 
Protoboard 
Pines Arduino 
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Figura 4.10 Batería Zippy 3s 1000 mAh 25C 
 
 
 
4.2.7 Regulador de voltaje 
El regulador de voltaje (o UBEC) es un elemento indispensable para que la tarjeta 
Arduino UNO, Botboarduino y la controladora de motores DC puedan funcionar 
adecuadamente con la energía suministrada por la batería de polímero de litio; su 
función es la de reducir el voltaje de esta última a 5V y suministrarlo de manera 
estable con una corriente máxima de 7.5 A. En la figura 4.11 se puede apreciar el 
regulador de la marca Turnigy que se utiliza en esta aplicación, así como sus 
respectivos conectores. 
         Figura 4.11 Regulador de voltaje 5V – 5A 
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4.2.8 Sistema de iluminación 
Es un elemento de uso opcional para el prototipo, ya que se implementa en 
condiciones de poca luz para que la cámara capte mejor una imagen. Está 
constituido por 5 LED blancos de alta intensidad soldados a una resistencia de 
seguridad de 220Ω sobre una placa de circuito impreso como se ve en la figura 4.12 
El sistema se asegura a la parte frontal del chasis del robot y se conecta al voltaje 
de referencia en la tarjeta con la protoboard. 
Figura 4.12 Sistema de iluminación LED. 
 
 
 
4.2.9 Cámara VGA 
El prototipo cuenta con una sola cámara con resolución de 640x480 pixeles, una 
apertura focal de f/2.0 y una distancia de enfoque desde 4.8 mm a infinito. Está 
montada sobre el soporte de cámara y se comunica directamente con el PC vía 
cable de datos USB. Se puede apreciar en la figura 13 
Figura 4.13 Vista frontal (izquierda) y posterior (derecha) de la cámara VGA. 
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4.3 ENSAMBLAJE 
La plataforma Tamiya soporta todo el conjunto, sobre ella se atornilla el chasis al 
que se fija la electrónica, la torre de la cámara, la batería, el regulador y 6 servos, 
cada uno de los cuales está conectado a una pata. 
Así pues, el prototipo queda con una masa de 695 g, un ancho de 19.5 cm, una 
altura con orugas de 15.5 cm, una altura con patas de 18.5 cm y un largo de 18 cm 
(sin contar con la longitud de las patas que se pliegan hacia adelante). Las patas se 
pueden recoger para permitir al vehículo avanzar usando las orugas o se pueden 
extender completamente para que camine como un hexápodo. 
NOTA: En el modo orugas las dos patas delanteras se pliegan hacia el frente y hacia 
arriba para que no se enreden en los obstáculos del terreno. 
El prototipo totalmente ensamblado puede observarse en las siguientes figuras: 
vista lateral con orugas (figura 4.14), vista frontal (figura 4.15), vista posterior (figura 
4.16), vista superior (figura 4.17), vista lateral con patas (figura 4.18) y vista lateral 
con patas en movimiento (figura 4.19). 
Figura 4.14 Vista lateral del prototipo robótico. 
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Figura 4.15 Vista frontal del prototipo robótico. 
 
         
 
 
Figura 4.16 Vista posterior del prototipo robótico. 
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Figura 4.17 Vista superior del prototipo robótico. 
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Figura 4.18 Vista lateral de prototipo robótico apoyado en patas. 
 
        
 
 
Figura 4.19 Vista lateral de prototipo robótico caminando 
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4.4 CONEXIONES 
El control de las patas y de las orugas se hace desde dos dispositivos diferentes: 
para controlar las orugas se envían órdenes desde el programa en Matlab para que 
el Arduino UNO envíe señales PWM a la tarjeta controladora de motores, y la 
secuencia de los pasos está almacenada en la memoria del Botboarduino, así como 
las secuencias para bajar y subir las patas (cada una como una rutina aparte). 
Sin embargo, debe existir comunicación entre el Botboarduino y el Arduino UNO 
para que cada cual sepa qué está haciendo el otro microcontrolador y no se ejecuten 
los movimientos de patas y orugas al mismo tiempo. Para ello, las dos placas están 
conectadas a través de 3 cables: comunicación digital bidireccional a través de los 
pines D0 y D1 que corresponden a Tx y Rx, y comunicación digital-análoga 
(unidireccional) entre el pin D10 del Arduino UNO y el pin A5 del Botboarduino. 
Las dos placas están corriendo programas con ciclos while infinitos y acceden a las 
rutinas de operación por medio de la activación de banderas. Inicialmente el robot 
se encuentra en modo orugas, entonces las banderas para el ciclo del botboarduino 
están apagadas mientras que la bandera para mantener orugas en el Arduino UNO 
está encendida. Una vez el algoritmo de toma de decisiones obtenga un resultado, 
las banderas se organizarán acorde a este.  
Por ejemplo, si el algoritmo decide que el robot debe usar patas, entonces se manda 
una orden desde el Arduino UNO al Botboarduino para que este encienda la 
bandera que indica que debe comenzar la operación de patas, el tercer canal de 
operación es para indicarle si el robot está en modo orugas o por el contrario se 
encuentra ya en modo patas. Si el robot está en modo orugas, entonces el 
Botboarduino ejecutará la rutina de bajar patas y luego la de caminar; si está en 
modo patas, sólo ejecutará la rutina caminar. Para pasar de patas a orugas se hace 
de manera similar, pero ahora ejecutando la rutina subir patas.Téngase en cuenta 
que el tiempo que las orugas se mantienen en movimiento es controlado desde el 
programa en Matlab (que controla también al Arduino UNO), mientras que el tiempo 
durante el cual se mantienen las patas en movimiento es controlado exclusivamente 
por el Botboarduino.   
En la figura 4.20 puede observarse el esquema de las conexiones entre los 
componentes electrónicos. 
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  Figura 4.20 Esquema del circuito electrónico del prototipo robótico.
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4.5 LOCOMOCIÓN 
4.5.1 Orugas 
Las orugas del prototipo están hechas de varias secciones de caucho blando 
conectadas entre sí; se mueven de manera sincronizada hacia adelante, 
impulsando al prototipo con una rapidez de 0.045 m/s, lo que equivale a un voltaje 
aplicado sobre los motores de 3 V y una corriente de 0.1 A hasta 1 A dependiendo 
de la inclinación del terreno y el peso que soportan.  
Sin embargo, el voltaje máximo que se puede aplicar sobre los motores es de 5 V, 
pero se ha limitado a 3 V para evitar una sobrecarga y desgaste prematuro de sus 
escobillas y un calentamiento excesivo de la transmisión. Además, sobrepasar 
obstáculos con una rapidez mucho mayor aumenta el riesgo de volcamiento y hace 
que el robot sufra golpes violentos que pueden desconectar cables o alterar el 
ángulo de visión de la cámara. 
Por otro lado, la pendiente máxima que puede subir el prototipo con orugas es de 
45° (ángulo de seguridad para que el prototipo no se vuelque hacia atrás, ya que 
por tener un CG elevado es más propenso a este tipo de accidentes) y la altura 
máxima que puede sobrepasar con este medio de locomoción es de 2 cm. 
En la figura 4.21 se pueden apreciar distintos ángulos de inclinación para las orugas, 
mientras más alto, más corriente consumen los motores, más lento se mueve el 
robot y más atrás queda su CG respecto a los apoyos. 
4.5.2 Patas: secuencia de pasos 
Cada una de las patas del robot describe un paso rectangular, y se sincroniza con 
otras dos patas, tal que 3 patas mantienen el peso del robot en un paso y luego las 
otras 3 los hacen en el siguiente. La configuración de apoyos es estable y formando 
un triángulo con el centro de gravedad del robot en su interior, como se muestra en 
la figura 4.22 De esta manera, el robot puede alcanzar una rapidez de 0.015 m/s 
con patas, invirtiendo 5 ms entre cada punto de la secuencia de un paso. 
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Figura 4.21 Ángulos de inclinación de las orugas: a) inclinación de 0°, b) 
inclinación de 30° y c) inclinación de 45° 
 
     
 
     
 
     
 
 
 
 
a) 
b) 
c) 
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Figura 4.22 Configuración triangular de apoyos del robot. 
 
    
Nótese como el centro del gravedad del robot queda dentro del triángulo de soporte 
que le dan sus patas, lo que confirma que se mueve de manera estable, sin 
necesidad de hacer correcciones en el movimiento de las patas para mantener en 
equilibrio, a diferencia de robots de 2 y 4 patas que necesitan un ciclo de control 
continuo en ese sentido. 
Ahora bien, los dos servos de cada pata reciben la orden de movimiento desde un 
conjunto de ángulos guardados en la memoria del botboarduino, que se calculan a 
partir de la cinemática inversa de un péndulo doble (Ver sección Marco Teórico). De 
esta manera, lo único que se necesita es el conjunto de coordenadas del perfil de 
paso (rectangular, semicircular, elíptico, etc) y encontrar con las ecuaciones 
mencionadas los ángulos entre 0° y 180° para cada servo. Estas ecuaciones tienen 
un desfase de 180 grados entre las patas de los dos lados del robot. 
En la figura 4.23 puede apreciarse la distribución de puntos para una secuencia de 
paso rectangular y semicircular. El código del programa responsable de calcular los 
ángulos para cada servo puede encontrarse en el anexo B.1 
 
 
 
 
CG CG 
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Figura 4.23 Secuencia de paso rectangular (arriba) y semicircular (abajo). 
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4.5.3 Configuración de posiciones neutrales de los servos 
Para asegurar el la secuencia de pasos de las 6 patas del robot sea correcta y que 
las patas se apoyen en el suelo de manera simultánea, se deben configurar las 
posiciones neutrales de los servos para que todos describan correctamente los 
ángulos requeridos. Este proceso es necesario porque los servos usualmente no 
tienen la misma posición relativa entre sus engranajes, lo que hace que los brazos 
que se sujetan a ellos no indiquen la misma dirección en la posición neutral. 
De esta manera, la configuración se realiza por medio del programa reposo.ino que 
se puede ver en el anexo C.1 Lo que hace este programa es sumar o restar grados 
de rotación a cada servo para que en su posición neutral permita que la pata quede 
extendida totalmente vertical. A continuación se muestran los sentidos de referencia 
para la rotación de servos en las patas del lado izquierdo y derecho del robot. 
Figura 4.24 Sentido de rotación en pata derecha e izquierda del robot. 
 
Pata izquierda                    Pata derecha 
                     
0°             180° 0°             180° 
180°             0° 180°             0° 
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4.6 PISTA DE OBSTÁCULOS 
Para hacer las pruebas con el prototipo robótico se tienen una pista de obstáculos 
en madera contrachapada como se muestra en la figura 4.25 Sobre la pista se 
pueden acoplar deferentes tipos de obstáculos por medio de tornillos en sus 
extremos, estos pueden tener altura uniforme o variable según lo requiera la prueba; 
la mínima distancia entre dos obstáculos en 4.5 cm, que corresponde a ¼ de la 
longitud del robot. 
Figura 4.25 Vista superior (arriba), y lateral (abajo) de la pista de obstáculos. 
 
 
 
 
También, la pista cuenta con un riel tubular de aluminio en la parte superior a 30 cm 
de su superficie, fijo a dos soportes de madera en los extremos de la pista. Sobre el 
riel va montado, con dos rodamientos, el deslizador porta cable de la figura 4.26 
Este deslizador tiene una obertura cuadrada en su parte inferior para fijar un peso 
que evite que este se levante por acción del movimiento del cable que sujeta cuando 
el robot sube un obstáculo.  
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Además, el deslizador tiene una saliente en uno de sus lados donde se conecta una 
varilla de acero, la cual permite a una persona mover el deslizador para que no se 
atrase ni se adelante al movimiento del robot bajo este. 
 
 
    Figura 4.26 Deslizador porta-cable 
 
 
En la figura 4.27 puede observarse la pista de obstáculos con el prototipo 
desplazándose sobre ella. Nótese que tiene un fondo de color claro para hacer una 
toma en video más limpia. 
Figura 4.27 Prototipo desplazándose sobre pista de obstáculos. 
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5. PRUEBA DEL PROTOTIPO ROBÓTICO 
A continuación, se describe el protocolo de prueba para el prototipo robótico, las 
pruebas a las que se debe someter y los resultados obtenidos. También se analiza 
el comportamiento del algoritmo de toma de decisiones en cada prueba y se evalúa 
la funcionalidad de la metodología propuesta. 
Se recomienda leer los capítulos 3 y 4 antes de abordar este capítulo. 
5.1 METODOLOGÍA DE LA PRUEBA 
El objetivo de la prueba es mostrar la funcionalidad de una metodología para toma 
de decisiones sobre el cambio de locomoción en un prototipo robótico real. Con este 
procedimiento se quiere: 
 Mostrar la funcionalidad de un algoritmo basado en lógica difusa para tomar 
decisiones sobre el cambio de locomoción a partir del análisis de la geometría 
del terreno. 
 
 Dotar de autonomía a un robot real para tomar decisiones acerca del uso de su 
locomoción. 
 
 Dar un ejemplo de la utilidad de los métodos de agrupamiento semi-supervisado 
para resolver problemas en la robótica. 
Ahora bien, con este procedimiento no se quiere: 
 Demostrar la capacidad del prototipo para sobrepasar obstáculos. 
 
 Mostrar la efectividad de un sistema de visión robótica (artificial). 
 
 Hacer optimizaciones del algoritmo de toma de decisiones. 
 
 Hacer optimizaciones de la parte mecánica del prototipo. 
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5.1.1 Montaje 
Para llevar a cabo la prueba se necesitan 4 elementos: prototipo robótico, pista de 
obstáculos, cables de comunicación y PC con software Matlab. Este último tiene las 
siguientes características: 
 Procesador: Intel Core i7-4720HQ - 2.60 GHz 
 Memoria RAM: 12 GB 
 Tarjeta de Video: Nvidea GTX 960M – 4 GB 
 Sistema Operativo: Windows 10 – 64 bits 
 Versión de Matlab: R2015b 
 Puertos USB 2.0 
Para comenzar, la pista de obstáculos debe tener un perfil de terreno ya instalado 
(obstáculos de distinto tamaño fijados a ella), luego, debe ponerse el prototipo 
robótico sobre la pista y al lado del perfil de relieve (debe tenerse en cuanta la 
dirección en la cual se desea “atacar” el terreno para orientar la parte frontal del 
robot).   
El prototipo se comunica con el PC por medio de un cable ribbon de 8 pines y 2 m 
de longitud (este cable se sujeta por al deslizador de la grúa para moverse 
libremente con el robot), 4 pines pertenecientes al Arduino UNO y 4 pines de la 
cámara VGA, cada conjunto de pines se conecta a un puerto USB 3.0. Estas 
conexiones se pueden apreciar en la figura 5.1 
Para monitorear el avance del robot se utiliza una cámara externa que graba el 
proceso de toma de decisiones y movimiento. La información que capta esta cámara 
no se utiliza en ningún momento para captar el perfil del terreno y no se comunica 
con el PC. 
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Figura 5.1 Conexiones para la prueba de viabilidad del algoritmo, a) en la 
protoboard, b) a través del deslizador de la grúa, c) a los puertos USB del 
computador. 
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5.1.2 Protocolo de inicio 
Para que el prototipo funcione sin riesgo de daño para los servos o cortocircuito, 
deben seguirse los siguientes pasos para realizar todas las conexiones: 
 Conectar cable ribbon de 8 pines a la protoboard del prototipo respetando el 
sentido que muestra la flecha pintada sobre él. 
 Conectar los cables USB a los puertos COM 4 (para el Arduino) y COM 5 (para 
la cámara) del PC. 
 Conectar cable de alimentación de la batería LIPO a los pines de la protoboard 
mostrados en la figura 5.2 
 Ejecutar el programa en Matlab, pero no iniciar la prueba. 
 Conectar el jumper que activa el Botboarduino. Ver figura 5.3 
 Comenzar la prueba. 
Figura 5.2 Conexión de batería LIPO (derecha) y cable de datos ribbon (izquierda). 
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Figura 5.3 Conector que activa el Botboarduino 
 
 
Obsérvese las dos posiciones que puede tomar el jumper del Botboarduino, la 
posición 1 sirve para energizar el microprocesador de la tarjeta con el fin de cargar 
borrar los programas, mientras que la posición 2 se usa para energizar al mismo 
tiempo el procesador y el conjunto de 12 servos, lo que permite ejecutar la 
locomoción por patas y habilitar la comunicación entre el Botboarduino y el Arduino 
para la prueba del prototipo. 
  
Posición 1 Posición 2 
Jumper 
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5.2 SOFTWARE 
Para controlar el prototipo se necesitan 2 programas: ardumat.m (que a su vez 
necesita de 3 rutinas: visionTerreno.m, clasificador.m y rodar.m) e integracion.ino 
(Ver anexo B y C respectivamente). El primero tiene extensión de Matlab y es el 
responsable de controlar de manera remota (desde el PC) todas las funciones del 
Arduino UNO, por lo que la programación se hace directamente desde Matlab; tiene 
la función de obtener la imagen desde la cámara digital montada en el prototipo, 
extraer los descriptores de la imagen, ejecutar el algoritmo de agrupamietno fuzzy 
c-means estándar semi-supervisado para tomar una decisión, comunicarle la 
decisión tomada al Borboarduino, activar la tarjeta controladora de los motores de 
las orugas si la decisión es el uso de este tipo de locomoción y mostrar al usuario 
en pantalla lo que está sucediendo. 
Por su parte, el programa integracion.ino tiene extensión Arduino y está cargado en 
el Botboarduino, por lo que no tiene comunicación directa con el usuario. Este 
programa tiene almacenadas en memoria las secuencias para bajar y subir las patas 
del prototipo, y coordinar las patas para caminar. Además, constantemente está 
recibiendo y enviando información al Arduino sobre su estado de funcionamiento, 
para que, entre otras cosas, sepa si el prototipo se encuentra en modo orugas o en 
modo patas, lo que le permite obviar la secuencia de bajar patas si se encuentra en 
este último. 
Así pues, los dos programas deben estar en constante comunicación para saber 
qué órdenes está ejecutando cada uno (Ver sección Descripción del Prototipo), lo 
que se realiza por medio de banderas. Se tienen 3 banderas de ejecución que 
pueden tomar solo los valores de 0 o 1: una para locomoción con orugas, otra para 
locomoción con patas y otra para ceder el turno de ejecución al Botboarduino desde 
el Arduino. 
La clave del funcionamiento del software es mantener a los dos programas 
ejecutando ciclos infinitos con condicionales referentes a las banderas, por lo que 
en el momento en que la bandera de locomoción por orugas se active (y por lo tanto 
la de patas se desactive), en el ciclo del Botboarduino no se activa ningún 
condicional (no pasa nada) mientras que en el ciclo del Arduino se activa la rutina 
rodar.m que es la responsable del movimiento de las orugas. Si sucede lo contrario, 
la bandera de orugas es cargada con el valor 0 y la de patas con 1, lo que desactiva 
la rutina rodar.m y activa las secuencias de patas almacenadas en integracion.ino. 
Como se dijo anteriormente, el tercer canal de comunicación es para ceder el turno 
de ejecución al Botboarduino. Como los dos microprocesadores están trabajando 
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de manera no sincronizada y el Botboarduino comienza a ejecutarse antes que el 
Arduino (ya que este último necesita de aprobación del usuario), entonces debe 
esperar a que se active una bandera en el Arduino para entrar a un subciclo donde 
se encuentran los condicionales, esto evita que el microprocesador ejecute órdenes 
erróneas o ficticias creadas por voltajes parásitos en sus pines. En la figura 5.4 
puede observarse un esquema de comunicación entre los programas. 
Figura 5.4 Esquema de comunicación entre los programas del prototipo. 
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El diagrama de bloques del algoritmo de ejecución del robot puede observarse en 
la figura 5.5 
Figura 5.5 Diagrama de bloques del algoritmo de ejecución. 
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5.2.1 Procesamiento digital de imágenes 
La rutina visionTerreno.m se encarga de hacer un pre-procesamiento de la imagen 
tomada por la cámara digital del prototipo; este se compone de 3 operaciones: 
transformación de espacio de color, binarización y operación morfológica. 
La transformación de espacio de color consiste en pasar de una imagen con canales 
RGB a una imagen en escala de grises, haciendo un promedio de las intensidades 
de los tres colores en cada pixel y asignándole un valor correspondiente entre 0 y 
255 (o sea 256 niveles de gris), o lo que es lo mismo, de 0 a 1; se pasa de 3 a 1 
canal con el fin de simplificar las operaciones siguientes. 
Luego, se realiza una binarización de la imagen en escala de grises, proceso que 
permite pasar de 256 posibilidades de color para cada pixel a sólo 2. Se escoge un 
umbral de 0.6, lo que significa que todo pixel que tenga una intensidad menor o igual 
al 60% de la intensidad máxima (255), se convierte en un pixel con intensidad 0, y 
todo pixel que supere esta barrera, se convierte en un pixel con intensidad 1.  
De esta forma, ya que las caras anteriores de los obstáculos, las que ve el robot de 
frente, están pintadas de negro para facilitar su visualización, son convertidas en la 
imagen como regiones con pixeles de intensidad 0, y las demás regiones con 
intensidad 1, destacando la altura de los obstáculos como lo requiere el algoritmo 
de clasificación. 
Ahora bien, dado que la iluminación de la escena puede crear sombras sobre los 
obstáculos, y estos mismos pueden presentar imperfecciones que resaltan en la 
imagen, es necesario homogenizar esta última, ya que lo que se obtiene después 
de hacer la binarización es una imagen con ruido tipo pimienta (pixeles con 
intensidad 0 distribuidos aleatoriamente dentro de la imagen). Es necesario pues, 
realizar una operación morfológica que consiste en hacer un ciclo de erosión-
dilatación seguido de un ciclo de dilatación-erosión sobre cada pixel de la imagen, 
con un patrón de llenado de forma cuadrada y con 5 pixeles de lado, lo que también 
se conoce como elemento estructurante [48]. En la figura 5.6 puede observarse la 
aplicación del ciclo erosión-dilatación y dilatación-erosión sobre una imagen de la 
pista de obstáculos. Nótese como el primero es útil para rellenar huecos, mientras 
que el segundo sirve para remover protuberancias o salientes en objetos. 
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Figura 5.6 Operaciones morfológicas sobre imagen de obstáculos (a): ciclo erosión-
dilatación (b) y ciclo dilatación-erosión (c). 
 
 
 
 
 
 
 
a) 
b) 
c) 
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Una vez aplicadas estas operaciones, es necesario identificar los obstáculos 
(regiones con pixeles de intensidad 0) y extraer sus características: centroide, ancho 
y altura. Para esto se utilizan las herramientas de procesamiento digital de imágenes 
de Matlab: centroid y boundingBox [49].  
La herramienta centroid permite calcular las coordenadas de los centroides de las 
regiones de pixeles 0 que no se conectan en la imagen, mientras que boundingBox 
calcula las coordenadas de los vértices de un rectángulo que abarca cada región. 
En la figura 5.7 puede observarse el resultado de la aplicación de estas 
herramientas sobre una imagen del terreno ya pre-procesada. 
Figura 5.7 Aplicación de controid y boundingBox sobre una imagen. 
 
    
 
 
Con el centroide, ancho y altura de cada obstáculo se crea una base de datos para 
el terreno, lo que permite extraer los tres descriptores que usa el algoritmo de 
clasificación difuso para tomar la decisión: altura máxima de los obstáculos del 
terreno en la región central, en la región de los apoyos y desnivel máximo entre los 
obstáculos de la región de los apoyos. 
 
 
Obstáculos Centroide 
BoundingBox 
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5.3 RESULTADOS 
Para probar la viabilidad del algoritmo en el prototipo robótico, se realizan 30 
pruebas; cada una se realiza 3 veces y consiste en 32 conjuntos de obstáculos 
espaciados una distancia de 30 cm para que el robot ejecute 2 tomas de decisiones. 
Ver figura 5.8 Recuérdese que el robot puede sobrepasar obstáculos de altura 
menor o igual a 2cm con orugas y menor o igual a 3cm con patas, y una inclinación 
lateral de 15° con patas y 10° con orugas. 
Además, los obstáculos tienen la cara que da hacia el robot pintada de negro para 
facilitar el trabajo de procesamiento digital de imágenes, y la iluminación de la 
escena (conjunto de obstáculos desde la perspectiva del robot) se hace desde dos 
fuentes, una es una lámpara en la parte superior de la pista, y la otra se compone 
de los leds que posee el robot. El deslizador porta-cable es manipulador por el 
investigador y llevado a la par con el vehículo, así como la orden de toma de imagen 
del terreno, que se da por medio de la tecla Enter del PC. 
Téngase en cuenta que se está utilizando el mismo algoritmo que se mostró en el 
capítulo 3, así como las coordenadas de los centros de las clases que se obtuvieron 
allí, por lo que estas prueban sirven para validar la simulación presentada. 
Figura 5.8 Perspectiva de los obstáculos desde un observador sobre el robot. 
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5.3.1 Dinámica de la prueba 
Los pasos a seguir para desarrollar una prueba con el prototipo son los siguientes: 
 Atornillar los obstáculos a la pista.  
 Poner el robot centrado sobre la pista en uno de sus extremos. 
 Ejecutar el protocolo de inicio. 
 Dar las instrucciones de inicio del programa y toma de imágenes. 
 Sujetar la vara que permite mover el deslizador porta-cable. 
 Seguir la trayectoria del robot con la vara y registrar el movimiento. 
5.3.2 Prueba 1: Obstáculos horizontales con altura de 1cm y 2cm 
Como se puede apreciar en la figura 5.9, la distribución de obstáculos se compone 
de dos conjuntos uniformes, el primero de 4 obstáculos con espacios de 4.5cm entre 
ellos y el segundo con 2 obstáculos espaciados 9cm. A lado y lado y entre los 
obstáculos hay un espacio de aproximadamente 30 cm para que el robot pueda 
detenerse y/o evaluar el terreno que tiene adelante. El robot sobrepasó los 
obstáculos sin problemas en las 3 pruebas y tomó las decisiones correctas: usar 
orugas para los dos perfiles de obstáculos. 
Figura 5.9 Distribución de obstáculos de la prueba 1. 
 
 
5.3.3 Prueba 2: Obstáculos horizontales con altura de 1cm y 3cm 
Esta vez, la distribución de obstáculos está constituida por un grupo con 4 
obstáculos de 1cm de alto espaciados 4.5 cm y otro con 2 obstáculos de 3cm de 
alto espaciados 9 cm como se ve en la figura 5.10 De nuevo, el robot tomó 
decisiones acertadas en las 3 ocasiones: para el primer grupo usar orugas, y para 
el segundo patas. Aunque el segundo grupo de obstáculos los sobrepasó sin 
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mayores inconvenientes, se evidencian tropiezos de las patas con ellos, y 
sobresaltos del robot generados por el apoyo de una o más patas sobre obstáculos 
de diferente altura. 
Figura 5.10 Distribución de obstáculos de la prueba 2. 
 
 
5.3.4 Prueba 3: Obstáculos horizontales con altura de 1cm, 2cm y 3cm 
El primer grupo de esta prueba está conformado por 3 obstáculos de 1cm de alto y 
uno de 3 cm, mientras que el segundo lo componen 2 obstáculos de 1cm de alto y 
2 obstáculos de 2cm. Ver figura 5.11 En las 3 repeticiones el robot tomó las 
decisiones correctamente, ya que usó patas para pasar el primer grupo de 
obstáculos y orugas para el segundo. Se aprecia una ligera desviación del robot 
cuando baja las patas, lo que puede generar que se salga de la pista de obstáculos 
o tome una fotografía desviada del terreno, y por ende una mala decisión. 
Figura 5.11 Distribución de obstáculos de la prueba 3. 
 
 
5.3.5 Prueba 4: Obstáculos horizontales con altura de 1cm, 2cm y 3cm 
En la prueba 4 los dos grupos de obstáculos quedan así: el primero compuesto por 
3 obstáculos con 1cm de alto y 1 con 3cm; y el segundo con 1 obstáculo de 1cm de 
alto, 2 de 2cm y 1 de 3cm como se muestra en la figura 5.12 El robot tomó decisiones 
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acertadas en 2 de las 3 ocasiones, ya que escogió desplazarse con patas durante 
todo el recorrido. El fallo ocurrió porque el sistema de visión subestimó la altura 
máxima del primer grupo de obstáculos y el algoritmo decidió usar orugas en vez 
de patas. Este efecto tiene dos causas: posible variación del ángulo de inclinación 
de la cámara respecto a la superficie de la pista, y distancia variable desde el primer 
obstáculo hasta el robot (los obstáculos se ven más pequeños si el robot está mas 
lejos de ellos). 
Figura 5.12 Distribución de obstáculos de la prueba 4. 
 
 
 
5.3.6 Prueba 5: Obstáculos horizontales con altura de 1cm, 2cm y 6cm 
En esta prueba se utilizó un grupo de 4 obstáculos con altura de 1cm y un grupo 
constituido por 1 obstáculo de 1cm de alto, 2 de 2cm y 1 de 6cm. En sus 3 intentos, 
para el primer grupo el robot decidió usar orugas, mientras que para el segundo 
decidió usar otro medio de locomoción (no pasó los obstáculos), lo que es acertado. 
En la figura 5.13 pueden observarse los obstáculos usados. 
Figura 5.13 Distribución de obstáculos de la prueba 5. 
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5.3.7 Prueba 6: Obstáculos en el centro con altura de 1cm 
El prototipo evaluó dos conjuntos de obstáculos comprendidos por 4 tacos de 
madera de 1cm de alto cada uno, espaciados 4.5cm y puestos en el centro de la 
pista de obstáculos como lo muestra la figura 5.14 El robot tomó decisiones 
acertadas en las 3 ocasiones, ya que sobrepasó los obstáculos usando orugas, 
pues estos, dada su altura, no tocan la parte inferior del robot. 
    Figura 5.14 Distribución de obstáculos de la prueba 6. 
 
 
5.3.8 Prueba 7: Obstáculos en el centro con altura de1cm, 2cm y 4cm 
Para esta prueba se utilizan dos conjuntos de obstáculos, cada uno con cuatro tacos 
de madera espaciados uniformemente una distancia de 4.5cm. El primer conjunto 
tiene obstáculos de 1cm de alto, y el segundo de 1cm, 2cm y 4cm como se ve en la 
figura 5.15 Los resultados no son del todo satisfactorios: en 2 ocasiones el robot 
tomó la decisión de usar patas para sobrepasar el primer conjunto de obstáculos, y 
usar otro medio de locomoción con el segundo grupo pues un obstáculo de 4cm no 
cabe dentro del espacio que tiene el robot entre sus apoyos; mientras que en una 
ocasión se equivocó, el algoritmo decidió usar patas para sobrepasar un obstáculo 
que no podía debido a sus limitaciones técnicas. De nuevo, este fallo se debe a una 
posible inclinación involuntaria de la cámara o a la distancia, respecto al obstáculo, 
desde la cual tomó la imagen. 
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    Figura 5.15 Distribución de obstáculos en la prueba 7. 
 
 
5.3.9 Prueba 8: Obstáculos laterales con altura de 1cm, 2cm y 3cm 
En esta prueba se agrupan obstáculos laterales a la derecha y a la izquierda de la 
pista de obstáculos, tal que el robot debe analizar especialmente el descriptor de 
inclinación lateral entre los obstáculos para tomar una decisión (ver figura 5.16). Los 
resultados fueron satisfactorios ya que, en primer lugar, el robot tomó 
acertadamente las dos decisiones (usar orugas y usar patas) en cada uno de los 3 
intentos, y pudo sobrepasar los obstáculos como se esperaba gracias a su 
construcción con patas replegadas en el modo orugas, y nivel de marcha estable en 
modo patas. El robot no perdió el equilibrio durante la prueba. 
Figura 5.16 Distribución de obstáculos en la prueba 8. 
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5.3.10 Prueba 9: Obstáculos laterales con altura de1cm, 2cm, 3cm y 6cm 
Para esta prueba se utilizan dos conjuntos de obstáculos laterales con una altura 
máxima de 6cm en el segundo grupo como se ve en la figura 5.17. El prototipo sólo 
tomó decisiones acertadas en una de las 3 ocasiones, ya que para el primer grupo 
decidió usar orugas y para el segundo usar otro medio de locomoción. Los fallos 
ocurrieron porque el robot decidió usar otro medio de locomoción, y por ende 
quedarse quieto, en vez de usar patas para el primer grupo de obstáculos, lo que 
se debe a una sobreestimación del primer obstáculo posiblemente ocasionada por 
estar muy cerca a este al tomar la imagen. 
Cabe destacar, que en el primer intento pudo sobrepasar los primeros 3 obstáculos 
inclinándose de manera lateral sin perder el equilibrio, aunque se desvió algunos 
grados de su trayectoria. Téngase en cuenta que el robot no tiene un control de 
paso preciso (no es el objetivo de este trabajo de investigación), sólo ejecuta una 
secuencia de pasos predefinida. 
Figura 5.17 Distribución de obstáculos en la prueba 9. 
 
 
 
5.3.11 Prueba 10: Obstáculos laterales con altura de1cm y 2cm 
En la prueba 10 no se obtuvieron resultados satisfactorios. El prototipo inició su 
reconocimiento del terreno en modo patas, y decidió usar orugas para sobrepasar 
el primer conjunto de obstáculos, decisión que ejecutó bajando las patas y 
desplazándose sin percances. Luego, para el segundo grupo de obstáculos, decidió 
continuar con orugas ya que sus alturas eran menores o iguales a 2cm, pero el 
primer obstáculo (2 cm) atravesaba la pista hasta 2/3 de su ancho, por lo que la 
parte central del robot tenía que sobrepasarlo, lo que no se logra como se aprecia 
en el video prueba10-3.mp4 mencionado en el anexo D; una causa de este fallo se 
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encuentra en los descriptores escogidos para este trabajo. En la figura 5.18 puede 
apreciarse la distribución de obstáculos para la prueba 10. Para los otros dos 
intentos, el robot decidió usar 
Figura 5.18 Distribución de obstáculos en la prueba 10. 
 
 
Las pruebas realizadas demuestran la funcionalidad de la metodología basada en 
un algoritmo de agrupación difuso para tomar decisiones sobre el cambio de 
locomoción de un robot híbrido, ya que este obtuvo un 73.33% de efectividad sobre 
la pista de obstáculos. La ejecución de las pruebas puede observarse en los videos 
citados en el anexo D.  
Ahora bien, la repetición de las pruebas permite observar fallos en el prototipo a la 
hora de tomar las decisiones, los cuales se resumen en sobreestimar y subestimar 
altura de los obstáculos por culpa de no mantener la misma distancia entre el robot 
y los obstáculos a la hora de tomar las fotografías, y resolver situaciones donde los 
obstáculos ocupan de 2/3 a una vez el ancho del campo visual de la cámara, lo que 
pone en manifiesto la poca robustez de los descriptores escogidos, situación que 
se predijo en el capítulo 3.  
Por otro lado, se evidenció la funcionalidad del prototipo para sobrepasar obstáculos 
y hacer el cambio entre dos medios de locomoción, se probó su capacidad para 
moverse con una inclinación longitudinal en la pruebas 1 a 7 y una inclinación lateral 
en las pruebas 8-10, y su equilibrio de marcha en el modo patas. Pueden destacarse 
las siguientes fortalezas y debilidades en su desempeño: 
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 Fortalezas: 
 
o Puede rebasar obstáculos usando orugas con facilidad. 
o Cumple el objetivo de rebasar obstáculos usando patas. 
o Construcción resistente a los golpes normales de su movimiento. 
o Comunicación estable con el PC. 
o Ejecuta las secuencias de movimiento de manera precisa. 
 
 
 Debilidades: 
 
o Puede desviarse de su trayectoria ligeramente por acción de desnivel 
en apoyos, mala posición de las orugas y flexión de las articulaciones 
de las patas. 
o No posee un control de posicionamiento de cada pata sobre el terreno 
independiente de las demás, lo que hace que la longitud y el perfil de 
paso sean los mismos para todas las patas. 
En las figuras 5.19, 5.20, 5.21 y 5.22 pueden observarse la secuencia del prototipo 
para bajar patas, desplazarse con patas, secuencia para subir patas y desplazarse 
con orugas respectivamente. 
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Figura 5.19 Secuencia para bajar patas. 
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Figura 5.20 Desplazamiento con patas. 
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Figura 5.21 Secuencia para subir patas. 
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Figura 5.22 Desplazamiento con orugas. 
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5.4 TAREAS FUTURAS 
A partir de los resultados obtenidos, y teniendo en cuenta la delimitación temática 
de este estudio, las tareas para mejorar este trabajo en un futuro son: 
 Evaluar el algoritmo de clasificación con descriptores más robustos que se 
acoplen mejor a las condiciones de un terreno irregular. 
 
 Cerrar el ciclo de supervisión del algoritmo: Evaluar el desempeño del 
prototipo por medio de parámetros como la administración de energía 
durante su desplazamiento; esto permitiría optimizar el algoritmo de toma de 
decisiones y la rapidez con que se mueven las orugas, la sincronización de 
las patas y la secuencia de paso de cada pata. 
 
 Utilizar un sistema embebido para realizar el procesamiento de datos a bordo 
del prototipo y no mediante un computador externo. 
 
 Mejorar la parte mecánica del prototipo para aumentar su capacidad de 
sobrepasar obstáculos: Incluir un sistema de posicionamiento de las patas 
para tener un control preciso del movimiento con este sistema de locomoción, 
lo que le permitiría al robot desplazarse por terreno altamente irregular sin 
perder el equilibrio ni su orientación. 
 
 Incluir un sistema de visión robótica robusto: Hacer uso de aprendizaje de 
máquinas combinado con algoritmos de procesamiento de imágenes que 
permitan al robot identificar texturas y patrones en el terreno para poder medir 
su dureza, discontinuidad, pendiente e interactuar con medios líquidos. 
 
 Hacer pruebas en terreno real: Probar el sistema en condiciones de contraste 
de la imagen variable, iluminación aleatoria y objetos de color no uniforme 
(Para esto se necesita implementar un sistema de visión robótica robusto). 
 
 Recrear misiones: Comprobar la versatilidad del algoritmo al usar el prototipo 
en una de las siguientes misiones: 
 
o Exploración de cráteres de volcanes o de meteoritos. 
o Búsqueda de objetos perdidos en un terreno determinado. 
o Revisión de tuberías. 
o Desplazamiento dentro de minas o túneles. 
o Desplazamiento en terrenos simulados de la Luna y Marte. 
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6. CONCLUSIONES 
Se mostró la funcionalidad de una metodología basada en lógica difusa para la toma 
de decisiones sobre el cambio de locomoción entre orugas o patas de un robot 
híbrido multi-terreno, por medio de una simulación con robot y terreno virtuales; y el 
diseño conceptual, la construcción y la puesta a prueba de un prototipo robótico, 
con partes propias y comerciales, en una pista de obstáculos artificiales.  
En los dos casos, se usó el algoritmo Fuzzy c-means semi-supervisado estándar 
para hacer un clasificador difuso que permitiera tomar decisiones acerca de qué tipo 
de locomoción usar para varios terrenos, partiendo de 3 descriptores extraídos de 
las imágenes de estos últimos: altura máxima en la región central del terreno, altura 
máxima en la región donde se apoya el robot e inclinación máxima entre los apoyos; 
y con tres clases: usar orugas, usar patas y usar otro medio de locomoción. 
La simulación se ejecutó en el entorno de Matlab para un conjunto de imágenes de 
terreno aleatorio generado por el PC y el robot se simuló como un conjunto de 
restricciones en cuanto a su movimiento, como se puede apreciar en el capítulo 3. 
Los resultados fueron presentados en la tabla 3.1; estos muestran un error de 
entrenamiento cercano al 0% y un error de prueba creciente conforme se aumenta 
el número de datos usados para entrenar el sistema, lo que evidencia un posible 
sobre-entrenamiento del algoritmo, algo que se esperaba debido a la información a 
priori que se incluyó en la matriz de membresía. 
Además, se encontró que la mejor relación de errores entre el número de datos de 
entrenamiento y de prueba, y el tiempo de cómputo fue para 1000 datos de 
entrenamiento y 8000 de prueba, con errores de 11% y 16.5% respectivamente. El 
número adecuado de datos de entrenamiento a ser usados en una aplicación real 
sólo depende de la potencia de cómputo del robot y el tiempo de respuesta que se 
desee si se realiza re-entrenamiento. Si no se realiza re-entrenamiento, puede 
usarse un número de datos de entrenamiento mayor que 2000 ya que este cómputo 
no es realizado por el prototipo, el robot se limita únicamente a ejecutar una sola 
iteración del algoritmo Fuzzy c-means estándar semi-supervisado. 
Por otro lado, se hizo un diseño conceptual y se construyó un prototipo robótico 
funcional con dos medios de locomoción (orugas y patas), basado en la plataforma 
robótica comercial Tamiya y la plataforma electrónica Arduino, y con piezas propias 
fabricadas por impresión 3D. 
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Se registró el comportamiento del prototipo en una pista de obstáculos por medio 
de videos y se demostró la capacidad de la metodología propuesta para tomar 
decisiones respecto a su cambio de locomoción encontrando una efectividad del 
73.33% en 30 pruebas que involucraban obstáculos horizontales y “puntuales” de 
1cm, 2cm, 3cm, 4cm y 6cm de altura. Además, se evidenció la capacidad del 
algoritmo de clasificación difuso para dotar de autonomía al prototipo y permitirle 
desplazarse sobre los obstáculos usando orugas y usando patas. 
Finalmente, pueden listarse las mejoras futuras más importantes a este trabajo: 
 Incluir descriptores más robustos que permitan describir de manera más fiel 
el terreno. 
 Comparar los resultados del algoritmo Fuzzy c-means estándar semi-
supervisado con otros algoritmos afines. 
 Mejorar la parte mecánica del prototipo.m 
 Probar el prototipo en terreno real. 
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ANEXOS 
A. PLANOS 
A.1 Plano del chasis 
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A.2 Plano de la pata 
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A.3 Plano del soporte para cámara 
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A.4 Plano soporte cable  
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B. PROGRAMAS MATLAB 
B.1 Programa pata2dof_rect.m 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% PROGRAMA PARA CALCULAR COORDENADAS MOVIMIENTO PATA                %%%% 
%%%% Programador: Andrés Felipe Jaramillo Osorio                       %%%% 
%%%%              afelipe.jaramillo@udea.edu.co                        %%%% 
%%%%              Maestría en Ingeniería Mecánica                      %%%% 
%%%%              Universidad de Antioquia - 2016                      %%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%-- Preliminares ---------------------------------------------------------- 
clear all; 
clc; 
  
%-- Equivalencia de las longitudes de la pata ----------------------------- 
L1=0.75;L2=1.0; % Sea L1->4.5cm 
trim2=0; 
  
for i=1:2:46   % Número de pasos 
    %-- Coordenadas de paso ----------------------------------------------- 
    x=[-0.2,-0.2,-0.2,-0.2,-0.2,-0.2,-0.2,-0.2,-0.15,-0.1,-
0.05,0.0,0.05,0.1,0.15,0.2,0.2,0.2,0.2,0.2,0.2,0.2,0.2,0.2,0.1818,0.1636,0.1454,0
.1272,0.109,0.0908,0.0726,0.0544,0.0362,0.018,0.0,-0.0184,-0.0366,-0.0548,-
0.073,-0.0912,-0.1094,-0.1276,-0.1458,-0.164,-0.1822,-0.2]; 
    
y=[1.7,1.6,1.5,1.4,1.3,1.2,1.1,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.1,1.2,1.3,1.
4,1.5,1.6,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7,1.7
,1.7,1.7,1.7,1.7,1.7,1.7]; 
    X=x(i);Y=y(i); % 1.7->7.5 cm de alto 
    %-- Cinemática inversa ------------------------------------------------ 
    O2(i)=acos((X^2+Y^2-L1^2-L2^2)/(2*L1*L2)); 
    O1(i)=atan(X/(-Y))-atan((L2*sin(O2(i)))/(L1+L2*cos(O2(i)))); 
    
    %-- Coordenadas para graficación --------------------------------------  
    legx=[0 L1*cos(O1(i)) L1*cos(O1(i))+L2*cos(O1(i)+O2(i))]; 
    legy=[0 L1*sin(O1(i)) L1*sin(O1(i))+L2*sin(O1(i)+O2(i))]; 
    px=L1*cos(O1(i))+L2*cos(O1(i)+O2(i)); 
    py=L1*sin(O1(i))+L2*sin(O1(i)+O2(i)); 
     
    %-- Ángulos de cada eslabón ------------------------------------------- 
    O1(i)=round(O1(i)*57.3+90); 
    O2(i)=round(O2(i)*57.3+90); 
     
    %-- Graficación ------------------------------------------------------- 
    plot(legx,legy,'g-',0,0,'bs',px,py,'ro'); 
    xlim([-1 2]);ylim([-1 1]); 
    grid on;hold on; 
    pause(0.5); 
end 
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B.2 Programa ardumat.m 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% PROGRAMA PARA CONTROLAR AL PROTOTIPO ROBÓTICO                     %%%% 
%%%% Funciones:                                                        %%%% 
%%%%    *Comunicar al prototipo con el PC                              %%%% 
%%%%    *Llamar a rutina para mover las orugas con shield DFRobot      %%%% 
%%%%    *Llamar a rutina para procesar imagen de la cámara del robot   %%%% 
%%%%    *Llamar a rutina para tomar decisión sobre cambio de locomoción%%%% 
%%%%    *Comunicarse con el Botboarduino                               %%%% 
%%%% Programador: Andrés Felipe Jaramillo Osorio                       %%%% 
%%%%              afelipe.jaramillo@udea.edu.co                        %%%% 
%%%%              Maestría en Ingeniería Mecánica                      %%%% 
%%%%              Universidad de Antioquia - 2016                      %%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%-- Preliminares ---------------------------------------------------------- 
clear all 
clc 
  
%-- Detección de arduino -------------------------------------------------- 
a=arduino('COM4','Uno')                     % Utiliza el puerto COM 4 
  
%-- Configuración de pines ------------------------------------------------ 
configurePin(a,'D2','DigitalOutput');       % Salida digital 
configurePin(a,'D3','DigitalInput');        % Salida digital 
configurePin(a,'D4','DigitalOutput');       % Salida digital 
configurePin(a,'D7','DigitalOutput');       % Salida digital 
configurePin(a,'D10','PWM');                % Salida PWM 
configurePin(a,'D5','PWM');                 % Salida PWM 
configurePin(a,'D6','PWM');                 % Salida PWM 
  
%-- Desactivación de Botboarduino ----------------------------------------- 
writePWMVoltage(a,'D10',5);                 % Evita que las patas se muevan 
inicio=input('COMENZAR PRUEBA (1 o 0): ');  % Trigger para iniciar prueba 
patas=0;                                    % Conteo decisión patas 
orugas=0;                                   % Conteo decisión orugas 
J=0;                                        % Variable auxiliar 
  
%-- Ciclo infinito -------------------------------------------------------- 
while(inicio) 
    input('Tomar imagen (Enter)?');     % Trigger para iniciar ciclo 
    resultado=clasificador();           % Salida de la función  fuzzy (0-orugas, 
1-patas) 
    if resultado==0 
        flag1=1;                        % Activa la bandera para orugas 
        flag2=0;                        % Desactiva la bandera para patas              
        writeDigitalPin(a,'D2',flag2);  % Si flag2=1 activa secuencia de patas 
        writePWMVoltage(a,'D10',0);     % Ejecuta botboarduino 
        patas=0; 
        orugas=orugas+1;                % Conteo decisión orugas 
        if J>0 
            if orugas<2 
                pause(10);              % Pausa para dejar bajar las ruedas 
            end 
        end 
        orugas=rodar(flag1,a);          % Si flag1=1 activa orugas por 15 
segundos 
        J=J+1; 
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    elseif resultado==1 
        flag1=0;                        % Desactiva la bandera para orugas 
        flag2=1;                        % Activa la bandera para patas 
        writeDigitalPin(a,'D2',flag2);  % Si flag2=1 activa secuencia de patas 
        writePWMVoltage(a,'D10',0);     % Ejecuta bot 
        writePWMVoltage(a,'D10',5);     % Desactiva bot 
        orugas=0; 
    else 
    end 
    salida=1; 
    while(salida)                       % Ciclo para obtener info del Bot 
        salida=readDigitalPin(a,'D3'); 
    end 
    writePWMVoltage(a,'D10',5);         % Evita que las patas repitan su mto sin 
control 
end 
B.3 Rutina visionTerreno.m 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% RUTINA PARA PROCESAMIENTO DE IMÁGENES                             %%%% 
%%%% Funciones:                                                        %%%% 
%%%%    *Adquirir imagen de la cámara del prototipo                    %%%% 
%%%%    *Pre-procesar la imagen                                        %%%% 
%%%% Programador: Andrés Felipe Jaramillo Osorio                       %%%% 
%%%%              afelipe.jaramillo@udea.edu.co                        %%%% 
%%%%              Maestría en Ingeniería Mecánica                      %%%% 
%%%%              Universidad de Antioquia - 2016                      %%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
function[a]=visionTerrain() 
%-- Comando para realizar pruebas ----------------------------------------- 
%Con imagen en archivo 
%dir=sprintf('.\\prueba2.jpg'); 
%a=imread(dir); 
  
%-- Adquisición de imagen ------------------------------------------------- 
imaqreset;              % Desconectar y borrar todos los objetos de imaq 
cam1=webcam;            % Asignación de la cámara al objeto cam 
preview(cam1);          % Vista previa de la imagen tomada por la cámara 
pause(5); 
closePreview(cam1);     % Cierra la vista previa  
a=snapshot(cam1);       % Captura de imagen 
  
%-- Binarización ---------------------------------------------------------- 
G=rgb2gray(a); 
I=im2bw(G,0.4); % 0.4 es umbral para destacar el frente de los obstáculos 
  
%-- Operaciones morfológicas ---------------------------------------------- 
se=strel('square',5);   % Se crea elemento estructurante 
O=imopen(I,se);         % Se realiza open sobre imagen 
C=imclose(O,se);        % Se realiza close sobre imagen 
  
%-- Exportación de imagen ------------------------------------------------- 
C=~C;                       % Se invierte la imagen 
imwrite(C,'terreno1.bmp');  % Se exporta como mapa de bits 
end 
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B.4 Rutina clasificador.m 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% PROGRAMA PARA CLASIFICAR EL TERRENO Y TOMAR DECISIÓN              %%%% 
%%%% Funciones:                                                        %%%% 
%%%%    *Identificar obstáculos del terreno                            %%%% 
%%%%    *Medir altura, centroide y ancho de los obstáculos             %%%% 
%%%%    *Ejecutar algoritmo fcm estándar semi-supervisado              %%%% 
%%%%    *Tomar decisión sobre cambio de locomoción                     %%%% 
%%%% Programador: Andrés Felipe Jaramillo Osorio                       %%%% 
%%%%              afelipe.jaramillo@udea.edu.co                        %%%% 
%%%%              Maestría en Ingeniería Mecánica                      %%%% 
%%%%              Universidad de Antioquia - 2016                      %%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
function y=clasificador() 
%--- Adquisición de imagen pre-procesada ---------------------------------- 
Image2=visionTerreno(); 
  
%--- Extracción de descriptores de la imagen ------------------------------ 
Omax=round(0.25*480);   % Máxima altura con orugas 
OAmax=0.17;             % Inclinación máxima con orugas: 10 grados 
Pmax=round(0.4*480);    % Máxima altura con patas  
PAmax=0.26;             % Inclinación máxima con patas: 15 grados 
  
for i=1:1               % Para hacer pruebas se puede aumentar el contador 
    i; 
    file=sprintf('.\\terreno%d.bmp',i); % Crea directorio de entrada 
    Image=imread(file);                 % Carga imagen 
    [Im,In]=size(Image);                % Calcula tamaño de la imagen 
    data=regionprops(Image,'Centroid','BoundingBox'); % Calcula atributos    
    centroides=cat(1,data.Centroid);    % Extrae coord. de centroides 
    [m,n]=size(centroides);             % Calcula número de obstaculos 
    Box=cat(1,data.BoundingBox);        % Calcula coord. de regiones    
    A1=0;A2=0;A3=0;A4=0;B1=0;B2=0;B3=0;B4=0;C1=0;C2=0;C3=0;C4=0; 
    a1=1;a2=1;a3=1;a4=1;b1=1;b2=1;b3=1;b4=1;c1=1;c2=1;c3=1;c4=1; 
    % Ciclo para ubicar obstáculos en regiones del terreno 
    for j=1:m 
        if centroides(j,1)<=round(0.25*In) 
            if centroides(j,2)<=round(0.25*Im) 
                A1(a1)=Box(j,4); 
                a1=a1+1; 
            elseif centroides(j,2)>round(0.25*Im) && 
centroides(j,2)<=round(0.5*Im) 
                A2(a2)=Box(j,4); 
                a2=a2+1; 
            elseif centroides(j,2)>round(0.5*Im) && 
centroides(j,2)<=round(0.75*Im) 
                A3(a3)=Box(j,4); 
                a3=a3+1; 
            else 
                A4(a4)=Box(j,4); 
                a4=a4+1; 
            end 
        end 
        if Box(j,1)<=round(0.25*In) 
            if centroides(j,2)<=round(0.25*Im) 
                A1(a1)=Box(j,4); 
                a1=a1+1; 
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            elseif centroides(j,2)>round(0.25*Im) && 
centroides(j,2)<=round(0.5*Im) 
                A2(a2)=Box(j,4); 
                a2=a2+1; 
            elseif centroides(j,2)>round(0.5*Im) && 
centroides(j,2)<=round(0.75*Im) 
                A3(a3)=Box(j,4); 
                a3=a3+1; 
            else 
                A4(a4)=Box(j,4); 
                a4=a4+1; 
            end 
        end 
        if centroides(j,1)>round(0.25*In) && centroides(j,1)<=round(0.75*In) 
            if centroides(j,2)<=round(0.25*Im) 
                B1(b1)=Box(j,4); 
                b1=b1+1; 
            elseif centroides(j,2)>round(0.25*Im) && 
centroides(j,2)<=round(0.5*Im) 
                B2(b2)=Box(j,4); 
                b2=b2+1; 
            elseif centroides(j,2)>round(0.5*Im) && 
centroides(j,2)<=round(0.75*Im) 
                B3(b3)=Box(j,4); 
                b3=b3+1; 
            else 
                B4(b4)=Box(j,4); 
                b4=b4+1; 
            end 
        end 
        if (Box(j,1)+Box(j,3))>round(0.25*In) && 
(Box(j,1)+Box(j,3))<=round(0.75*In) 
            if centroides(j,2)<=round(0.25*Im) 
                B1(b1)=Box(j,4); 
                b1=b1+1; 
            elseif centroides(j,2)>round(0.25*Im) && 
centroides(j,2)<=round(0.5*Im) 
                B2(b2)=Box(j,4); 
                b2=b2+1; 
            elseif centroides(j,2)>round(0.5*Im) && 
centroides(j,2)<=round(0.75*Im) 
                B3(b3)=Box(j,4); 
                b3=b3+1; 
            else 
                B4(b4)=Box(j,4); 
                b4=b4+1; 
            end 
        end 
        if Box(j,1)>round(0.25*In) && Box(j,1)<=round(0.75*In) 
            if centroides(j,2)<=round(0.25*Im) 
                B1(b1)=Box(j,4); 
                b1=b1+1; 
            elseif centroides(j,2)>round(0.25*Im) && 
centroides(j,2)<=round(0.5*Im) 
                B2(b2)=Box(j,4); 
                b2=b2+1; 
            elseif centroides(j,2)>round(0.5*Im) && 
centroides(j,2)<=round(0.75*Im) 
                B3(b3)=Box(j,4); 
                b3=b3+1; 
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            else 
                B4(b4)=Box(j,4); 
                b4=b4+1; 
            end 
        end 
        if centroides(j,1)>round(0.75*In) 
            if centroides(j,2)<=round(0.25*Im) 
                C1(c1)=Box(j,4); 
                c1=c1+1; 
            elseif centroides(j,2)>round(0.25*Im) && 
centroides(j,2)<=round(0.5*Im) 
                C2(c2)=Box(j,4); 
                c2=c2+1; 
            elseif centroides(j,2)>round(0.5*Im) && 
centroides(j,2)<=round(0.75*Im) 
                C3(c3)=Box(j,4); 
                c3=c3+1; 
            else 
                C4(c4)=Box(j,4); 
                c4=c4+1; 
            end 
        end 
        if (Box(j,1)+Box(j,3))>round(0.75*In) 
            if centroides(j,2)<=round(0.25*Im) 
                C1(c1)=Box(j,4); 
                c1=c1+1; 
            elseif centroides(j,2)>round(0.25*Im) && 
centroides(j,2)<=round(0.5*Im) 
                C2(c2)=Box(j,4); 
                c2=c2+1; 
            elseif centroides(j,2)>round(0.5*Im) && 
centroides(j,2)<=round(0.75*Im) 
                C3(c3)=Box(j,4); 
                c3=c3+1; 
            else 
                C4(c4)=Box(j,4); 
                c4=c4+1; 
            end 
        end 
    end 
     
    %---- Gráfica de imagen y boundigBox ---------------------------------- 
    figure(1);subplot(2,1,1);imshow(Image2);    % Imagen inicial 
    figure(1);subplot(2,1,2);imshow(Image);     % Imagen con obstáculos 
encontrados 
    Box=round(Box); 
    for J=1:length(Box(:,1)) 
figure(1);subplot(2,1,2);rectangle('Position',Box(J,:),'EdgeColor','g','LineWidth
',3); 
        hold on; 
    end 
    fig=figure(1); 
    fig.Position=[0 150 480 640];               % Ubicación de imagen en pantalla        
    %---- Rejilla de obstáculos de la imagen ------------------------------ 
    M(1,1)=max(A1);M(1,2)=max(B1);M(1,3)=max(C1); 
    M(2,1)=max(A2);M(2,2)=max(B2);M(2,3)=max(C2); 
    M(3,1)=max(A3);M(3,2)=max(B3);M(3,3)=max(C3); 
    M(4,1)=max(A4);M(4,2)=max(B4);M(4,3)=max(C4);    
     
    %-- Descriptor 1: Altura máxima en la periferia 
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    D(1,1)=max(M(:,1));D(2,1)=max(M(:,3));  
    D1=max(D);   
     
    %-- Descriptor 2: Altura máxima en el centro 
    D2=max(M(:,2)); 
     
    %-- Descriptor 3: Angulo de inclinación lateral 
    D3=(atan(0.0016*(max(abs(M(:,1)-M(:,3))))));  
         
    %---- Valor de pertenencia a-priori ----------------------------------- 
    if D1<Omax && D2<Omax && D3<OAmax 
        Uc(i,:)=[D1 D2 D3 1];                    
    elseif (D1>=Omax && D1<Pmax) && (D2<Pmax) && D3<PAmax 
        Uc(i,:)=[D1 D2 D3 2]; 
    elseif D1>=Pmax || D2>=Pmax || D3>=PAmax 
        Uc(i,:)=[D1 D2 D3 3]; 
    else 
        Uc(i,:)=[D1 D2 D3 4]; 
    end    
    clear data centroides box;      % Limpia memoria 
end 
  
%--- Información a-priori del sistema ------------------------------------- 
if D1<=Omax 
    U=[0.3 0.2 0.2];                % Usar orugas 
elseif D1>Omax && D2<=Pmax 
    U=[0.2 0.3 0.2];                % Usar patas 
elseif D1>Pmax || D2>Pmax 
    U=[0.2 0.2 0.3];                % Usar otro medio de locomoción 
else 
    U=[0.3 0.3 0.3];                % Por defecto 
end 
%--- CLASIFICADOR --------------------------------------------------------- 
X=Uc(:,1:3); 
%U=[0.1 0.1 0.1];                   % Matriz a-priori 
m=2;                                % Coeficiente del método 
C=3;                                % Número de clases 
N=1;                                % Número de datos 
t=1; 
v(1,:,t)=[0.2323 0.1213 0.4304];    % Coordenadas de centros de clases 
v(2,:,t)=[0.0150 0.0151 0.0256]; 
v(3,:,t)=[0.8515 0.8419 0.1397]; 
for j=1:C 
    for k=1:N 
        SUMu=0;DENu=0; 
        for i=1:C 
            SUMu=SUMu+U(k,i); 
            DENu=DENu+1/(norm(X(k,:)-v(i,:,t))^(2/(m-1)));  
        end 
        NUMu=1/(norm(X(k,:)-v(j,:,t))^(2/(m-1))); 
        u(k,j)=U(k,j)+(1-SUMu)*(NUMu/DENu); 
    end 
end 
 
%--- Presentación de Resultados ------------------------------------------- 
u; 
clc;                                % Limpia pantalla 
if u(1)>u(2) && u(1)>u(3) 
    y=0; 
    disp('-------------------'); 
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    disp('--- Usar ORUGAS ---'); 
    disp('-------------------'); 
elseif u(2)>u(3) 
    y=1; 
    disp('------------------'); 
    disp('--- Usar PATAS ---'); 
    disp('------------------'); 
else 
    y=2; 
    disp('-------------------------------------'); 
    disp('--- Usar OTRO MEDIO DE LOCOMOCIÓN ---'); 
    disp('-------------------------------------'); 
end 
end 
B.5 Rutina rodar.m 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% PROGRAMA PARA CONTROLAR AL PROTOTIPO ROBÓTICO                     %%%% 
%%%% Funciones:                                                        %%%% 
%%%%    *Mover las orugas con shield DFRobot                           %%%% 
%%%% Programador: Andrés Felipe Jaramillo Osorio                       %%%% 
%%%%              afelipe.jaramillo@udea.edu.co                        %%%% 
%%%%              Maestría en Ingeniería Mecánica                      %%%% 
%%%%              Universidad de Antioquia - 2016                      %%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function y=rodar(x,a) 
    %-- Asignación de valores de salida de pines -------------------------- 
    writeDigitalPin(a,'D4',1);          % Salida 5v pin 4 
    writeDigitalPin(a,'D7',0);          % Salida 0v pin 7 
    % 1.5 Bajo (Recomendado) - 3.0 Medio - 5 Alto (No recomendado) 
    if x==1 
        writePWMVoltage(a,'D5',1.5);    % Salida 1.5v pin 5 (Encender) 
        writePWMVoltage(a,'D6',1.5);    % Salida 1.5v pin 6 
        y=1;                            % Retorno 
        pause(15);                      % Pausa la ejecución 15 segundos 
        writePWMVoltage(a,'D5',0);      % Salida 0v pin 5 (Apagar) 
        writePWMVoltage(a,'D6',0);      % Salida 0V pin 6 
    else 
        writePWMVoltage(a,'D5',0);      % Salida 0v pin 5 (Apagar) 
        writePWMVoltage(a,'D6',0);      % Salida 0v pin 6 
        y=0;                            % Retorno 
    end 
end 
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C. PROGRAMAS ARDUINO 
C.1 Programa reposo.ino 
////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
////////// PROGRAMA PARA EL CONTROL DE PATAS DEL PROTOTIPO 
/////////////////////////////////////////////////////////////////////////////////// 
//// Descripción: Contine las secuencias de paso, bajar patas y subir patas. Espera órdenes del Arduino UNO para 
ejecutarse 
//// Programador: Andrés Felipe Jaramillo Osorio                 
////              afelipe.jaramillo@udea.edu.co                  
////              Universidad de Antioquia - Medellín            
//// Fecha: Agosto de 2016                                       
////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
 
//LIBRERÍAS////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
#include <Servo.h> 
 
//DECLARACIÓN DE 
VARIABLES//////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
//PATA 1 
Servo servo1_T; 
Servo servo1_L; 
int trim1T,trim1L; 
//PATA 2 
Servo servo2_T; 
Servo servo2_L; 
int trim2T,trim2L; 
//PATA 3 
Servo servo3_T; 
Servo servo3_L; 
int trim3T,trim3L; 
//PATA 4 
Servo servo4_T; 
Servo servo4_L; 
int trim4T,trim4L; 
//PATA 5 
Servo servo5_T; 
Servo servo5_L; 
int trim5T,trim5L; 
//PATA 6 
Servo servo6_T; 
Servo servo6_L; 
int trim6T,trim6L; 
 
int pos = 0;    // variable to store the servo position 
int t=200;int J=0; 
//LADO DERECHO (Se deja tal cual sale de matlab) 
int m1R[]={83,71,62,56,50,44,39,35,31,28,25,22,19,17,14,12,19,25,32,39,47,56,69};                       //Curva rectangular 
superior del paso para el muslo izquierdo 
int m2R[]={69,70,70,70,71,71,71,72,72,73,74,74,75,75,76,77,78,78,79,80,81,82,83};                         //Recta inferior del paso 
para el muslo izquierdo 
int l1R[]={114,136,151,163,174,183,192,200,201,202,202,202,202,202,201,200,192,183,174,163,151,136,114};  //Curva 
rectangular superior del paso para la pierna derecha 
int l2R[]={114,115,115,116,116,117,117,117,118,118,118,118,118,118,118,117,117,117,116,116,115,115,114};  //Recta 
inferior del paso para la pierna derecha 
//LADO IZQUIERDO (Para la pierna se hace 180-valorDeMatlab) 
int m1[]={83,71,62,56,50,44,39,35,31,28,25,22,19,17,14,12,19,25,32,39,47,56,69};                          //Curva rectangular 
superior del paso para el muslo izquierdo 
int m2[]={69,70,70,70,71,71,71,72,72,73,74,74,75,75,76,77,78,78,79,80,81,82,83};                          //Recta inferior del paso 
para el muslo izquierdo 
int l1[]={66,44,29,17,6,-3,-12,-20,-21,-22,-22,-22,-22,-22,-21,-20,-12,-3,6,17,29,44,66};                 //Curva rectangular superior 
del paso para la pierna izquierda 
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int l2[]={66,65,65,64,64,63,63,63,62,62,62,62,62,62,62,63,63,63,64,64,65,65,66};                          //Recta inferior del paso 
para la pierna derecha izquierda 
//BANDERAS 
int down; 
int up; 
int legs; 
 
void setup() { 
  //LADO DERECHO 
  //PATA 1 
  delay(100); 
  servo1_T.attach(3);delay(100); 
  servo1_L.attach(2);delay(100); 
  servo1_T.write(175); 
  delay(15);   
  servo1_L.write(5);                    //Envía orden a servo 
  trim1T=-3;                                //Trim parte superior pata 
  trim1L=30;                               //Trim parte inferior pata 
  //PATA 2 
  delay(100); 
  servo2_T.attach(5);delay(100); 
  servo2_L.attach(4);delay(100); 
  servo2_T.write(175);  
  delay(15);   
  servo2_L.write(180);                //Envía orden a servo 
  trim2T=5;                                 //Trim parte superior pata 
  trim2L=28;                               //Trim parte inferior pata 
  //PATA 3 
  delay(100); 
  servo3_T.attach(12);delay(100); 
  servo3_L.attach(13);delay(100); 
  servo3_T.write(180); //87 
  delay(15);   
  servo3_L.write(170);               //Envía orden a servo 
  trim3T=8;                                 //Trim parte superior pata 
  trim3L=32;                               //Trim parte inferior pata 
  //LADO IZQUIERDO 
  //PATA 4 
  delay(100); 
  servo4_T.attach(7);delay(100); 
  servo4_L.attach(6);delay(100); 
  servo4_T.write(5); //87 
  delay(15);   
  servo4_L.write(175);               //Envía orden a servo  
  trim4T=1;                                 //Trim parte superior pata 
  trim4L=24;                               //Trim parte inferior pata 
  //PATA 5 
  delay(100); 
  servo5_T.attach(9);delay(100); 
  servo5_L.attach(8);delay(100); 
  servo5_T.write(5); //87 
  delay(15);   
  servo5_L.write(1);                    //Envía orden a servo 
  trim5T=-1;                                //Trim parte superior pata 
  trim5L=27;                               //Trim parte inferior pata 
  //PATA 6 
  delay(100); 
  servo6_T.attach(11);delay(100); 
  servo6_L.attach(10);delay(100); 
  servo6_T.write(1);  
  delay(15);   
  servo6_L.write(1);                    //Envía orden a servo 
  trim6T=-9;                                //Trim parte superior pata 
  trim6L=38;                               //Trim parte inferior pata 
 
  delay(5000); 
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} 
 
void loop() {} 
C.2 Programa integracion.ino 
////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
////////// PROGRAMA PARA EL CONTROL DE PATAS DEL PROTOTIPO ///////////////////////////////////////////////////////////////////////////////// 
////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
//// Descripción: Contine las secuencias de paso, bajar patas y subir patas. Espera órdenes del Arduino UNO para 
ejecutarse.                            
//// Programador: Andrés Felipe Jaramillo Osorio                                                                                                                            
////              afelipe.jaramillo@udea.edu.co                                                                                                                                       
////              Universidad de Antioquia - Medellín                                                                                                                              
//// Fecha: Agosto de 2016                                       
////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
 
//LIBRERÍAS////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
#include <Servo.h> 
 
//DECLARACIÓN DE 
VARIABLES//////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
 
//PATA 1 
Servo servo1_T; 
Servo servo1_L; 
int trim1T,trim1L; 
//PATA 2 
Servo servo2_T; 
Servo servo2_L; 
int trim2T,trim2L; 
//PATA 3 
Servo servo3_T; 
Servo servo3_L; 
int trim3T,trim3L; 
//PATA 4 
Servo servo4_T; 
Servo servo4_L; 
int trim4T,trim4L; 
//PATA 5 
Servo servo5_T; 
Servo servo5_L; 
int trim5T,trim5L; 
//PATA 6 
Servo servo6_T; 
Servo servo6_L; 
int trim6T,trim6L; 
 
//COORDENADAS DE PASO 
int pos = 0;                                                                                                //Variable para guardar la posición 
del servo 
int t=100;int J=0;                                                                                        //t: retardo entre movimiento de 
patas 
 
//LADO DERECHO (Se deja tal cual sale de matlab) 
int m1R[]={83,71,62,56,50,44,39,35,31,28,25,22,19,17,14,12,19,25,32,39,47,56,69}; //Curva rectangular superior del 
paso para el muslo izquierdo 
int m2R[]={69,70,70,70,71,71,71,72,72,73,74,74,75,75,76,77,78,78,79,80,81,82,83};  //Recta inferior del paso para el 
muslo izquierdo 
int l1R[]={114,136,151,163,174,183,192,200,201,202,202,202,202,202,201,200,192,183,174,163,151,136,114};//Curva 
rectangular superior del paso para la pierna derecha 
int l2R[]={114,115,115,116,116,117,117,117,118,118,118,118,118,118,118,117,117,117,116,116,115,115,114};//Recta 
inferior del paso para la pierna derecha 
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//LADO IZQUIERDO (Para la pierna se hace 180-valorDeMatlab) 
int m1[]={83,71,62,56,50,44,39,35,31,28,25,22,19,17,14,12,19,25,32,39,47,56,69};        //Curva rectangular superior del 
paso para el muslo izquierdo 
int m2[]={69,70,70,70,71,71,71,72,72,73,74,74,75,75,76,77,78,78,79,80,81,82,83}; //Recta inferior del paso para el 
muslo izquierdo 
int l1[]={66,44,29,17,6,-3,-12,-20,-21,-22,-22,-22,-22,-22,-21,-20,-12,-3,6,17,29,44,66};    //Curva rectangular superior del 
paso para la pierna izquierda 
int l2[]={66,65,65,64,64,63,63,63,62,62,62,62,62,62,62,63,63,63,64,64,65,65,66};            //Recta inferior del paso para la 
pierna derecha izquierda 
 
//BANDERAS 
int k=0; 
int down; 
int up; 
int legs; 
int orden; 
int patas=0; 
int orugas=0; 
float start; 
 
//CONFIGURACIÓN DE PUERTOS Y TRIMS SERVOS 
////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
void setup() { 
  //I/O DIGITAL 
  pinMode(0,INPUT); 
  pinMode(1,OUTPUT); 
   
  //LADO DERECHO 
  //PATA 1 
  delay(100); 
  servo1_T.attach(3);delay(100); 
  servo1_L.attach(2);delay(100); 
  servo1_T.write(175); 
  delay(15);   
  servo1_L.write(5); 
  trim1T=-1; 
  trim1L=25; 
  //PATA 2 
  delay(100); 
  servo2_T.attach(5);delay(100); 
  servo2_L.attach(4);delay(100); 
  servo2_T.write(175);  
  delay(15);   
  servo2_L.write(180);  
  trim2T=5; 
  trim2L=29; 
  //PATA 3 
  delay(100); 
  servo3_T.attach(12);delay(100); 
  servo3_L.attach(13);delay(100); 
  servo3_T.write(180); //87 
  delay(15);   
  servo3_L.write(170);  
  trim3T=-3; 
  trim3L=32; 
  //LADO IZQUIERDO 
  //PATA 4 
  delay(100); 
  servo4_T.attach(7);delay(100); 
  servo4_L.attach(6);delay(100); 
  servo4_T.write(5); //87 
  delay(15);   
  servo4_L.write(175);  
  trim4T=1; 
  trim4L=24; 
  //PATA 5 
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  delay(100); 
  servo5_T.attach(9);delay(100); 
  servo5_L.attach(8);delay(100); 
  servo5_T.write(5); //87 
  delay(15);   
  servo5_L.write(1);  
  trim5T=-1; 
  trim5L=27; 
  //PATA 6 
  delay(100); 
  servo6_T.attach(11);delay(100); 
  servo6_L.attach(10);delay(100); 
  servo6_T.write(1);  
  delay(15);   
  servo6_L.write(1); 
  trim6T=-9; 
  trim6L=38; 
} 
 
//CICLO DEL 
PROGRAMA//////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////// 
void loop() { 
   
  //CICLO INFINITO QUE PERMITE ESPERAR ÓRDENES DEL ARDUINO UNO 
  while(true){  
  digitalWrite(1,LOW);     //Indica al Arduino UNO que no se está ejecutando            
  start=analogRead(5);    //Lee órden de ejecución desde el Arduino UNO 
  while(start<3){          //Si la orden es 0 se ejecuta el ciclo 
  digitalWrite(1,HIGH);    //Avisa al Arduino UNO que se está ejecutando 
  orden=digitalRead(0);    //Recibe info del estado actual del robot (orugas o patas) 
   
  //ROBOT EN ORUGAS->BAJA PATAS 
  if (orden==1){ 
    orugas=0; 
    patas=patas+1; 
    if (patas<2){ 
      down=bajarPatas();   //Activa rutina para bajar patas 
    } 
    legs=caminar(10);      //Activa rutina para caminar 2*10 pasos 
    digitalWrite(1,LOW);   //Avisa al Arduino UNO que después de la rutina va a parar 
    start=5;                //Desactiva el while para que no ejecute patas varias veces 
    delay(10);             //Retardo para esperar que el Arduino UNO no siga mandando comando de ejecución     
  } 
   
  //ROBOT EN PATAS->NO BAJA PATAS 
  else{ 
    patas=0; 
    orugas=orugas+1; 
    if (J>0){               //Evita que baje patas al inicio, ya que el robot empieza en posición de orugas 
      if (orugas<2){ 
        up=subirPatas(); 
      } 
    } 
    delay(4000);  //El tiempo en ms que se demora el robot en recorrer una distancia igual a su longitud (4 
segundos aprox. en terreno plano) 
    digitalWrite(1,LOW); 
    start=5;                //Desactiva el while para que no ejecute patas varias veces  
    J=1;                   
  } 
  } 
  } 
} 
 
//RUTINAS DE POSICIONES DE SERVOS: BAJAR PATAS, SUBIR PATAS Y 
CAMINAR////////////////////////////////////////////////////////// 
int bajarPatas(){ 
  servo1_L.write(180); 
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  delay(1);  
  servo4_L.write(1);  
  delay(2000); 
 
  for (pos = 7; pos >= 0; pos -= 1) {             //Va de 0 a 180 grados en pasos de 1 grado 
     
 
    //LADO DERECHO 
    servo3_T.write(180-m1R[pos]-trim3T);           //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo3_L.write(l1R[pos]-trim3L);               //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1);                                       //Espera 1ms para que el servo alcance la posición 
    servo2_T.write(180-m1R[22-pos]-trim2T);        //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo2_L.write(l1R[22-pos]-trim2L);            //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo1_T.write(180-m1R[pos]-trim1T);           //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo1_L.write(l1R[pos]-trim1L);               //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
     
    //LADO IZQUIERDO 
    servo4_T.write(m1[22-pos]-trim4T);             //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo4_L.write(l1[22-pos]+trim4L);             //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1);                                       //Espera 1ms para que el servo alcance la posición 
    servo5_T.write(m1[pos]-trim5T);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo5_L.write(l1[pos]+trim5L);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo6_T.write(m1[22-pos]-trim6T);             //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo6_L.write(l1[22-pos]+trim6L);             //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1000);                                  
  } 
  return 1; 
} 
 
int subirPatas(){ 
 
for (pos = 0; pos <= 7; pos += 1) {                //Va de 0 a 180 grados en pasos de 1 grado 
     
//LADO DERECHO 
    servo3_T.write(180-m1R[pos]-trim3T);           //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo3_L.write(l1R[pos]-trim3L);               //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1);                                       //Espera 1ms para que el servo alcance la posición 
    servo2_T.write(180-m1R[22-pos]-trim2T);        //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo2_L.write(l1R[22-pos]-trim2L);            //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo1_T.write(180-m1R[pos]-trim1T);           //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo1_L.write(l1R[pos]-trim1L);               //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1);                                       //Espera 1ms para que el servo alcance la posición 
     
    //LADO IZQUIERDO 
    servo4_T.write(m1[22-pos]-trim4T);             //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo4_L.write(l1[22-pos]+trim4L);             //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1);                                       //Espera 1ms para que el servo alcance la posición 
    servo5_T.write(m1[pos]-trim5T);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo5_L.write(l1[pos]+trim5L);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo6_T.write(m1[22-pos]-trim6T);             //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
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    servo6_L.write(l1[22-pos]+trim6L);             //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1000);                                  
  } 
   
  //POSICIÓN DE PATAS DELANTERAS EN MODO ORUGAS 
  servo1_T.write(175); 
  servo1_L.write(5); 
  delay(1);  
  servo4_T.write(5); 
  servo4_L.write(175);  
  delay(2000); 
   
  return 1; 
} 
 
int caminar(int T){ 
  int x; 
  for (x=0;x<T;x+=1){ 
    for (pos = 0; pos <= 22; pos += 1) {           //Va de 0 a 180 grados en pasos de 1 grado 
     
    //LADO DERECHO 
    servo3_T.write(180-m1R[pos]-trim3T);           //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo3_L.write(l1R[pos]-trim3L);               //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1);                                       //Espera 1ms para que el servo alcance la posición 
    servo2_T.write(180-m2R[pos]-trim2T);           //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo2_L.write(l2R[pos]-trim2L);               //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo1_T.write(180-m1R[pos]-trim1T);           //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo1_L.write(l1R[pos]-trim1L);               //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    //LADO IZQUIERDO 
    servo4_T.write(m2[pos]-trim4T);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo4_L.write(l2[pos]+trim4L);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1);                                       //Espera 1ms para que el servo alcance la posición 
    servo5_T.write(m1[pos]-trim5T);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo5_L.write(l1[pos]+trim5L);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo6_T.write(m2[pos]-trim6T);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo6_L.write(l2[pos]+trim6L);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(t);                                       //Espera 1ms para que el servo alcance la posición 
  } 
  for (pos = 0; pos <= 22; pos += 1) {             //Va de 0 a 180 grados en pasos de 1 grado 
     
    //LADO DERECHO 
    servo3_T.write(180-m2R[pos]-trim3T);           //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo3_L.write(l2R[pos]-trim3L);               //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1);                                       //Espera 1ms para que el servo alcance la posición 
    servo2_T.write(180-m1R[pos]-trim2T);           //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo2_L.write(l1R[pos]-trim2L);               //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo1_T.write(180-m2R[pos]-trim1T);           //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo1_L.write(l2R[pos]-trim1L);               //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1);                                       //Espera 1ms para que el servo alcance la posición 
     
    //LADO IZQUIERDO 
    servo4_T.write(m1[pos]-trim4T);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo4_L.write(l1[pos]+trim4L);                //Indica al servo que vaya a las posición de la variable 'pos' 
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    delay(1);                                       //Espera 1ms para que el servo alcance la posición 
    servo5_T.write(m2[pos]-trim5T);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo5_L.write(l2[pos]+trim5L);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo6_T.write(m1[pos]-trim6T);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(1); 
    servo6_L.write(l1[pos]+trim6L);                //Indica al servo que vaya a las posición de la variable 'pos' 
    delay(t);                                       //Espera 1ms para que el servo alcance la posición 
  } 
  } 
  delay(2000); 
  return 1; 
} 
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D. Videos de la pruebas del prototipo 
Pueden encontrarse en la carpeta videosPruebas, adjunta a este trabajo: 
./anexos/videosPruebas/prueba1.mp4 
./anexos/videosPruebas/prueba1-2.mp4 
./anexos/videosPruebas/prueba1-3.mp4 
./anexos/videosPruebas/prueba2.mp4 
./anexos/videosPruebas/prueba2-2.mp4 
./anexos/videosPruebas/prueba2-3.mp4 
./anexos/videosPruebas/prueba3.mp4 
./anexos/videosPruebas/prueba3-2.mp4 
./anexos/videosPruebas/prueba3-3.mp4 
./anexos/videosPruebas/prueba4.mp4 
./anexos/videosPruebas/prueba4-2.mp4 
./anexos/videosPruebas/prueba4-3.mp4 
./anexos/videosPruebas/prueba5.mp4 
./anexos/videosPruebas/prueba5-2.mp4 
./anexos/videosPruebas/prueba5-3.mp4 
./anexos/videosPruebas/prueba6.mp4 
./anexos/videosPruebas/prueba6-2.mp4 
./anexos/videosPruebas/prueba6-3.mp4 
./anexos/videosPruebas/prueba7.mp4 
./anexos/videosPruebas/prueba7-2.mp4 
./anexos/videosPruebas/prueba7-3.mp4 
./anexos/videosPruebas/prueba8.mp4 
./anexos/videosPruebas/prueba8-2.mp4 
./anexos/videosPruebas/prueba8-3.mp4 
./anexos/videosPruebas/prueba9.mp4 
./anexos/videosPruebas/prueba9-2.mp4 
./anexos/videosPruebas/prueba9-3.mp4 
./anexos/videosPruebas/prueba10.mp4 
./anexos/videosPruebas/prueba10-2.mp4 
./anexos/videosPruebas/prueba10-3.mp4 
 
 
