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Abstract
For dimensions 3 n 6, we derive lower bound for positive solution of
u − μu + K(x)u n+2n−2 = 0 in B2 \ {0}, u ∈ C2
(
B2 \ {0}
)
in the neighbourhood of singularity. Here μ > 0. We prove that there exists a constant c1 > 0 depending on
n, μ, |K|, |∇K| such that
u(x) > c1|x|−
n−2
2 in B1 \ {0}.
For dimension 3, we assume that K is Hölder continuous with exponent θ with 12 < θ  1 while for dimen-
sions n = 4,5,6, assume that K ∈ C1 is bounded between two positive constants
c|x|θ−1  ∣∣∇K(x)∣∣ C|x|θ−1
for c, C > 0 and n−22  θ  n − 2.
As an application, we derive the asymptotic symmetry and a priori estimates for the solutions.
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We prove here a lower bound for positive solutions u of
u − μu + K(x)u(x) n+2n−2 = 0
in a neighbourhood of singularity of u, where μ is a positive constant. Precisely,
Theorem 1.1. Let B2 = {x ∈ Rn: |x|  1} denote the ball of radius 2 in Rn with centre origin
and u ∈ C2(B2 \ {0}) be a positive solution of
u − μu + u(x) n+2n−2 = 0 in B2 \ {0} (1.1)
where μ > 0. Assume that 0 is a nonremovable singularity of u and that K is bounded between
two positive constants
k0 K(x)K0. (1.2)
Moreover, for dimension 3, we assume that K is Hölder continuous with exponent θ , 12 < θ  1,
while for dimensions n = 4,5,6, K ∈ C1 and satisfies
k1|x|θ−1 
∣∣∇K(x)∣∣ k2|x|θ−1 (1.3)
for c, C > 0 and n−22  θ  n − 2. Then, there exists positive constant c1 > 0 depending on n,
μ, θ , k0, K0, k1 and k2, such that
u(x) > c1|x|− n−22 for x ∈ B1 \ {0}. (1.4)
When μ = 0, (1.1) is the famous equation related to the Yamabe problem—the problem of
finding a conformal metric with prescribed scalar curvature. Extensive results related to this
problem are available in the literature, see [1,3,5,11,14], etc. for references.
Singular solutions of the equations of the type
u + g(u) = 0 in B1 \ {0},
u > 0, u ∈ C2(B1 \ {0})
}
(1.5)
have been studied beginning with Caffarelli, Gidas and Spruck [1], Congming Li [10], Chen and
Lin [2,4–7], Yan Yan Li and L. Zhang [12], Taliaferro and Zhang [15], etc. and the references
therein. In [1], assuming g(t) is a nonnegative, locally Lipschitz function satisfying:
(i) g(t) is nondecreasing in t for t > 0,
(ii) t− n+2n−2 g(t) is nonincreasing for t > 0,
(iii) g(t) ctp for some p > n and t large,
n−2
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u(x) = u0
(|x|)(1 + o(1)) as |x| → 0 (1.6)
where u0 is a C2 positive radial solution of
u0 + K(0)u
n+2
n−2
0 = 0 in Rn \ {0},
u0
(|x|)→ ∞ as |x| → 0
}
(1.7)
which were classified in [1]. This result was further improved by Li in [10] where he assumed
only the condition (ii) above and then by Chen and Lin in [7] where they assumed
t−
n+2
n−2 g(t) is nonincreasing in t > 0 for t large. (1.8)
It is important to note that, from our equation (1.1) for K(x) ≡ 1, g(t) = −μt + t n+2n−2 with
μ > 0 and hence does not satisfy the conditions given above. Thus, we had used the techniques
of [3] to derive the Harnack inequality (1.9) in [13] rather than the methods described in [7]
and [2]. Also, for the same reasons, Theorem 1.1 needs to be proved. We remark that the case
when the linear term is positive is indeed covered by the above results.
Our proof in [13] implies the Harnack inequality
u(x) C|x|− n−22 (1.9)
holds near origin, for a solution u of (1.1) where C = C(n,μ, k0,K0, k1, k2, θ). This Harnack
inequality is required in the proof of Theorem 1.1. Moreover, together with (1.4) it follows that
for any positive solution of (1.1), there exist c1,C1 > 0 depending on n, μ, θ , k0, K0, k1 and k2
such that
c1|x|− n−22  u(x) C1|x|− n−22 . (1.10)
In [4], Chen and Lin had pointed that the asymptotic symmetry result (1.6) of Caffarelli, Gidas
and Spruck implied that |x| n−22 u(x) is bounded between two positive constants, i.e., (1.10) holds,
where u is a positive solution of
u(x) + K(x)un+2n−2 = 0. (1.11)
While in [1] it was assumed that the curvature function K(x) is identically constant for |x| large,
asymptotic symmetry result (1.6) was obtained for a larger class of curvature functions K(x)
in [6].
In fact, it was also shown in [6] that there exist constants C1,C2 > 0 such that the inequal-
ity (1.10) holds for C2 positive solution of (1.11) with a nonremovable singularity at origin if
and only if the solution is asymptotically symmetric as described by (1.6). Later, in [15], us-
ing a method different from that of Chen and Lin, Taliaferro and Zhang proved under weaker
conditions that (1.10) implies the asymptotic symmetry (1.6). More precisely, they proved
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in Rn and let u :B(0,1) \ {0} →Rn be a C2 positive function satisfying
− u(x)
u(x)
n+2
n−2
= 1 + O(|x|β) as |x| → 0+ (1.12)
for some constant β ∈ (0,1). If u satisfies (1.10) then
u(x) = u0
(|x|)(1 + O(|x|β)) as |x| → 0+ (1.13)
where u0 is a positive radial solution of (1.7).
As discussed in [15], the rate of convergence in (1.13) as well as the upper bound on β is
optimal. Our result for asymptotic symmetry will follow from above theorem.
Rather than begin with the proof of Theorem 1.1, we will first discuss its applications. Please
refer to Section 3 for the proof of Theorem 1.1. In Section 4, we derive a priori bounds.
2. Applications and remarks
2.1. K ≡ 1
Let us consider the case when the function K(x) ≡ C, a constant function. Without loss of
generality, let K ≡ n(n − 2) and u is a positive C2 solution of
u − μu + n(n − 2)u n+2n−2 = 0 in B2 \ {0}. (2.1)
Note that our proof of Harnack inequality in [13] works for the case K ≡ C, in fact it is simpler.
Similarly, the presence of linear term −μu, helps us to control the estimates as will be clear from
the proof in Section 3. Thus we have
Theorem 2.1. Let B2 = {x ∈ Rn: |x|  2} denote the ball of radius 2 in Rn with centre origin
and u be a positive solution of (2.1). Assume that 0 is a nonremovable singularity of u. Then,
there exist positive constants c1, C1 depending on n and μ such that the inequality
c1|x|− n−22  u(x)C1|x|− n−22 (2.2)
holds in the unit ball B1.
2.2. Asymptotic symmetry
An immediate consequence of the inequality (1.10) should be the asymptotic symmetry result
(1.6) for the singular solutions of (1.1). Firstly, note that (1.10) implies that if 0 is a nonremovable
singularity of a solution u of (1.1), then necessarily
lim
x→0u(x) = +∞. (2.3)
Using Theorem 1 in [15] (stated above), we have
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u(x) = u0
(|x|)(1 + o(1)) as |x| → 0 (2.4)
where u0 is a C2 positive solution of
u0 + K(0)u
n+2
n−2
0 = 0 in Rn \ {0},
u0
(|x|)→ ∞ as |x| → 0
}
. (2.5)
In view of Theorem 2.1, it follows that the above result is valid even in the case when K ≡ C,
C a positive constant.
2.3. A priori bounds
We have the following a priori estimates:
Theorem 2.3. Let Ω ⊂Rn be a bounded domain and u be a positive C2 solution of
u − μu + K(x)u(x) n+2n−2 = 0 in Ω,
u(x) = 0 on ∂Ω
}
(2.6)
where μ > 0. Assume that
(i) K satisfies the conditions (1.2) and (1.3) with θ = n − 2 of Theorem 1.1;
(ii) ∂K
∂ν
(x) < 0 for x ∈ ∂Ω , where ν denotes the outer unit normal to the boundary ∂Ω .
Then, there exists a constant C = C(n,μ, |K|, |∇K|) > 0 such that for any solution u of (2.6),
we have u(x) C for all x ∈ Ω .
It was proved in [13], that the blow-up points of solutions of (1.1) always converge to a critical
point of the function K . The condition (ii) above ensures that K does not have critical points near
or on the boundary. Any other condition which ensures that the critical points of K stay away
from the boundary of the domain will work. See Section 4 for the proof.
3. Proof of Theorem 1.1
We first recall the following Pohozaev identity satisfied by the solutions of (1.1):
Lemma 3.1 (Pohozaev identity). Let v be a positive C2 solution of
v + λu + h(x)v(x) n+2n−2 = 0
in a domain Ω , where we allow λ to be any fixed real number. Then for any ball Bσ ⊂ Ω ,
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∫
∂Bσ
B(σ, x, v,∇v) =
{
λ
∫
Bσ
v2 − λ
2
∫
∂Bσ
σv2
}
+ n − 2
2n
∫
Bσ
(x · ∇h)v 2nn−2
− σ(n − 2)
2n
∫
∂Bσ
h(x)v
2n
n−2 (3.1)
where
B(σ,x, v,∇v) := − (n − 2)
2
v
∂v
∂ν
− σ
2
|∇v|2 + σ
∣∣∣∣∂v∂ν
∣∣∣∣
2
and ν denotes the unit outer normal vector field on ∂Bσ .
See Theorem 1.1 in [11] or Lemma 5.1 in [8] for a proof of Lemma 3.1.
Being consistent with the notations of [6], define
P(r;u) =
∫
∂Br
(
n − 2
2
u
∂u
∂ν
− 1
2
r|∇u|2 + r
∣∣∣∣∂u∂ν
∣∣∣∣
2
+ n − 2
2n
rK(x)u
2n
n−2
)
dσ. (3.2)
Note that in notations of Lemma 3.1 stated above,
P(r,u) = B(σ,x,u,∇u) + n − 2
2n
∫
∂Br
rK(x)u
2n
n−2 .
By the Pohozaev’s identity (3.1), we have for 0 < s < r ,
P(r;u) − P(s;u) =
∫
Br\Bs
(
n − 2
2n
(
x · h(x))u 2nn−2 (x) − μu2(x))dx
+ μ
2
( ∫
∂Br
ru(x)2 dSx −
∫
∂Bs
su(x)2 dSx
)
. (3.3)
It follows from (1.9) that ( n−22n (x · h(x))u
2n
n−2 (x) − μu2(x)) ∈ L1(B1) and hence from (3.3) the
limit
P(u) = lim
r→0P(r;u) (3.4)
always exists. As in [4], we will refer to P(u) as the Pohozaev number. Under suitable condi-
tions, this number has been crucial in determining whether the given solution is singular or not,
for example, refer to [5] and [7]. We thus begin by proving the following basic theorem about
removable singularity.
Theorem 3.1. Assume that K(x) satisfies the conditions of Theorem 1.1. If u is a solution
of (1.1), then P(u)  0. Furthermore, P(u) = 0 if and only if 0 is a removable singularity
of u.
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therein, taking into account the presence of linear term μu in our equation (1.1). First, we derive
the spherical Harnack inequality.
Lemma 3.2. Let u be a positive, singular solution of (1.4). Then there exist positive constants
R0 = R0(μ,C1, k0) < 1 and c(n, |μ|,C1) such that for |x| 12 we have
max|x|=r u(x) c min|x|=r u(x),∣∣∇u(x)∣∣ c|x|−1u(x)
⎫⎬
⎭ . (3.5)
Proof. From [13], we know that there exists a constant C1 = C1(n,μ, |K|, |∇K|) such that
u(x) C1|x|− n−22 for 0 < |x| 3/4. (3.6)
Recall, u satisfies the equation
u − μu + K(x)un+2n−2 = 0 in B(0,1) \ {0}.
It follows from (3.6) that
u(x) μC1
|x| n−22
− k0
|x| n+22
 0 (3.7)
for all |x| < R0, where R0 depends on C1, μ and k0 (of (1.2)). Thus there exists R0 =
R0(C1,μ, |K|), such that minimum principle holds for u in B(0,R0), i.e.,
u(x) min|y|=R0
u(y). (3.8)
For each r ∈ (0,R0], define vr(x) = u(rx) for x such that 1/2 |x| 1. Then, vr satisfies
vr(x) − μr2vr(x) + r2K(rx)vr (x) n+2n−2 = 0 in 1/2 |x| 1.
For r ∈ (0,R0], u(rx) is defined in the set r/2 |x| r , away from the singular point. Hence,
applying the standard Harnack inequality and the gradient estimate of [9, Theorem 3.10 or Corol-
lary 3.11] to vr , we get (3.5). 
Remark. It follows immediately from the spherical Harnack inequality (3.5) and (3.8) that if 0
is nonremovable singularity of u then
lim
x→0u(x) = +∞. (3.9)
We refer to [4,7] for more discussion.
Lemma 3.3. If P(u) 0 then
lim
x→0 |x|
n−2
2 u(x) = 0.
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1/2. Thus, from (3.6) we have
c1  |x| n−22 u(x) C1 for 0 < |x| 1/2. (3.10)
Let ri be sequence of positive numbers such that ri → 0 as i → ∞. Define vi(x) := r
n−2
2
i u(rix)
for |x| 1/ri . It can be verified that vi satisfies
vi(x) − μr2i vi + K(rix)v
n+2
n−2
i = 0 in B
(
0, r−1i
) (3.11)
and from (3.10), we have
c1  |x| n−22 vi(x) C1.
Since vi is uniformly bounded in any compact subset of Rn \{0}, by elliptic estimates there exists
a subsequence of {vi} (still denoted as {vi}) which converges in C2loc(Rn \ {0}) to a solution v of
v + K(0)v n+2n−2 = 0, in Rn \ {0}, (3.12)
v(x) c1|x|− n−22 . (3.13)
The solutions of (3.12) are classified in [1] and it can be verified directly that
P(v) = P(1;v) < 0. (3.14)
By scaling we have P(ri;u) = P(1;vi) and hence
0 P(u) = lim
ri→0
P(ri;u) = lim
i→∞P(1;vi) = P(1;v) < 0, (3.15)
a contradiction. 
Note. It is easy to see that Lemmas 3.2 and 3.3 hold when K ≡ 1.
Proof of Theorem 3.1. Theorem 3.1 will follow once we prove that if P(u)  0 then 0 is a
removable singularity of u. Let u¯(r) = 1|∂Br |
∫
∂Br
u be the spherical average of u over ∂Br . We
will study how u¯ behaves in the neighbourhood of singularity. This was also done in [14]. In [4]
and [10], the authors use the change or variable r = log t to study this behavior more precisely.
Thus, define w(t) = r n−22 u¯ with t = log r . From (3.5) and (1.9), we conclude that both w(t) and
|wt(t)| are bounded uniformly for t  0. Moreover, for t  0, w satisfies
(
n − 2
2
)2
w + μe2tw − K0wn+2n−2 wtt 
(
n − 2
2
)2
w + μe2tw − k0wn+2n−2 . (3.16)
Note that this inequality is the same as the inequality (2.4) in [6] except for the additional term
μe2tw. Observe that e2t →0 as t →−∞ and due to Lemma 3.3, we have lim inft→−∞ w(t)=0.
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the first inequality in (3.16)
(
n − 2
2
)2
w + μe2tw − c1wn+2n−2 wtt ,
observing that μ is positive and that lim inft→−∞ w(t) = 0.
Step 2. Claim: limt→−∞ w(t) = 0. Suppose the claim is not true. From Lemma 3.3, there exists
a sequence of local minimum points ti of w with limi→∞ ti = −∞ and limti→−∞ w(ti) = 0.
Moreover, by Step 1 (because of our assumption), there exists t∗i < ti < t¯i such that
w
(
t∗i
)= w(t¯i) = ε0,
w′(t) < 0 for t ∈ [t∗i , ti) and
w′(t) > 0 for t ∈ (ti , t¯i].
Note that t¯i < ti−1 and hence
lim
t→−∞ t¯i = −∞. (3.17)
Integrating (3.16), we shall show that following two inequalities hold:
1
[( n−22 )2 + μe2ti ]1/2
log
w(t)
w(ti)
 ti − t  2
n − 2 log
w(t)
w(ti)
+ cε
4
n−2
0 for t
∗
i  t  ti (3.18)
and
1
[( n−22 )2 + μe2ti ]1/2
log
w(t)
w(ti)
 t − ti  2
n − 2 log
w(t)
w(ti)
+ cε
4
n−2
0 for ti  t  t¯i (3.19)
where c is independent of ε0 and μ. The inequalities (3.18) and (3.19) are similar to the ones
in Lemma 3.6 of [15]. Please refer to [15, p. 18] where the importance of these inequalities is
described in detail.
Consider the case t∗i  t  ti , where w(t) is decreasing. The first inequality (3.16) is
wtt 
(
n − 2
2
)2
w + μe2tw − c1wn+2n−2

(
n − 2
2
)2
w − c1wn+2n−2 (3.20)
since w is positive and μ > 0. The inequality (3.20) is thus the same as the first inequality in
Eq. (2.4) of [6] and the arguments therein will prove the upper bound in (3.18), i.e.,
ti − t  2
n − 2 log
w(t)
w(ti)
+ cε
4
n−2
0 . (3.21)
Note that the constant c2 in the above inequality does not depend on the parameter μ.
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wtt 
[(
n − 2
2
)2
+ μe2t
]
w

[(
n − 2
2
)2
+ μe2ti
]
w. (3.22)
Multiplying by wt and integrating we conclude that w2t − [( n−22 )2 + μe2ti ]w2 is nondecreasing
in (t∗i , ti ). Hence
w2t −
[(
n − 2
2
)2
+ μe2ti
]
w2 −
[(
n − 2
2
)2
+ μe2ti
]
w(ti)
2 for t ∈ (t∗i , ti),
i.e.,
wt√
[( n−22 )2 + μe2ti ]
√
w2 − w(ti)2
 1 for t ∈ (t∗i , ti).
Integrating again, we get
ti − t  1[( n−22 )2 + μe2ti ]1/2
w(t)
w(ti )∫
1
dw√
w2 − w(ti)2
 1[( n−22 )2 + μe2ti ]1/2
log
w(t)
w(ti)
. (3.23)
We can prove (3.19) similarly. Evaluating (3.18) at t∗i and (3.19) at t¯i and adding the two we get
t¯i − t∗i 
1
[( n−22 )2 + μe2ti ]1/2
log
ε0
w(ti)
. (3.24)
Let ri = eti and vi(y) = r
n−2
2
i u(riy). It can be seen that vi satisfies the equation
vi + λr2i vi + K(riy)v
n+2
n−2
i = 0 (3.25)
in B(0, r−1i ). Since w(ti) → 0 as i → +∞, by the Harnack inequality, vi converges uniformly to
0 in any compact subset of Rn \ {0}. Therefore, vi(e)−1vi(y) converges to a harmonic function
h(y) with a possible singularity at the origin. By Liouville’s theorem h(y) = a|y|2−n + b where
a and b are nonnegative constants. Since h(e) = 1 and d
dr
(r
n−2
2 h(r))|r=1 = 0, we must have
a = b = 1/2. Thus, for large i we get u(x) = u¯(r)(1 + o(1)) and |∇u(x)| = −u¯′(r)(1 + o(1)) at
|x| = r = ri .
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arguments of Taliaferro and Zhang in [15, p. 18] can be applied to conclude
lim sup
t→−∞
w(t) = 0. (3.26)
We note that in our case, the spherical Harnack inequality (3.5) will imply that the function u is
super-harmonic in the annulus r∗i  |x| r¯i = et¯i .
While, if K is C1 for n = 3 or satisfies (1.3) for dimensions 4,5,6, then we will use the
Pohozaev identity to arrive at a contradiction. From direct computation, as i → ∞, we have
P(ri;u) = σn−2
{
1
2
w′(ti)2 − 12
(
n − 2
2
)2
w(ti)
2 + n − 2
2n
K¯i(ti)w
2n
n−2 (ti)
}(
1 + o(1)) (3.27)
where K¯(t) := 1|∂Br |
∫
∂Br
K and r = et . Since w′(ti) = 0 and w(ti) → 0, we conclude that
P(u) = lim
i→∞P(ri;u) = 0. (3.28)
Further, by Pohozaev’s identity,
P(ri;u) =
∫
Bri
(
n − 2
2n
x · ∇K(x)u 2nn−2 − μu2
)
dx +
∫
∂Bri
μu(x)2 dx. (3.29)
Thus, from (3.27) and (3.29) we have
σn−2
1
2
[(
n − 2
2
)2
+ μ
]
w(ti)
2

∣∣P(ri, u)∣∣

∫
Bri
(
n − 2
2n
∣∣x · ∇K(x)∣∣u 2nn−2 + |μ|u2)dx + ∫
∂Bri
μu(x)2 dx. (3.30)
For n = 4,5,6, since by assumption (1.3),
∣∣x · ∇K(x)∣∣ c|x| n−22 , (3.31)
we can estimate as in [6] to get
∫
B
∣∣x · ∇K(x)∣∣u 2nn−2 dx  c1ε 2nn−20 exp
(
n − 2
2
t∗i
)
. (3.32)ri
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∫
Bri
|μ|u(x)2 dx = ∫
Br∗
i
|μ|u(x)2 dx + ∫
Bri \Br∗i
|μ|u(x)2 dx. From Harnack inequality
(1.9),
∫
Br∗
i
|μ|u(x)2 dx  C|μ|
r∗i∫
0
r dr  C|μ| exp(2t∗i ). (3.33)
For n 4, using the upper bound in (3.18) we have
∫
Bri \Br∗i
|μ|u(x)2 dx  |μ|
ti∫
t∗i
w(t)2 exp(2t) dt
 |μ|w(ti)2 exp
[
(n − 2)ti
] ti∫
t∗i
exp
[
(4 − n)t]dt
 |μ|w(t∗i )2 exp[(n − 2)(t∗i − ti)] exp[(n − 2)ti] exp[(4 − n)t∗i ]
 c|μ|w(t∗i )2 exp(2t∗i ) (3.34)
whereas, for n = 3,
∫
Bri \Br∗i
|μ|u(x)2 dx  |μ|
ti∫
t∗i
w(t)2 exp(2t) dt
 |μ|w(ti)2 exp[ti]
ti∫
t∗i
exp t dt
 |μ|w(ti)2 exp 2ti

(|μ| exp ti)w(t∗i )2 exp t∗i . (3.35)
Now, exp(2t∗i ) = exp[( 6−n2 )t∗i ] exp[( n−22 )t∗i ] and recall that w(t∗i ) = ε0. Therefore, for n 4,
∫
Bri
|μ|u(x)2 dx  C|μ|ε20 exp
[(
6 − n
2
)
t∗i
]
exp
[
n − 2
2
t∗i
]
 exp
[
n − 2
2
t∗i
]
(3.36)
as i → ∞ since for n 6, 6 − n 0. For n = 3, write exp t∗i = (exp t
∗
i
2 )
2 to conclude (3.36). In
either case, from (3.32) and (3.36) it follows that
w(ti)
2  exp
[
n − 2
t∗i
]
(3.37)
2
2546 C.-S. Lin, J.V. Prajapat / J. Differential Equations 245 (2008) 2534–2550and using (3.24) we have
t¯i − t∗i −t∗i − c log
(
1
ε0
)
.
Thus
t¯i −c log
(
1
ε0
)
, (3.38)
a contradiction since t¯i → −∞.
Step 3. From Step 2, we have limt→−∞ w(t) = 0 and that there exists T1 < 0 such that w′(t) > 0
for all t  T1. Referring to the inequality (3.20), for any given ε > 0 small, we can choose T1
independent of ε such that
wtt −
(
n − 2
2
− ε
)2
w(t) 0 for all t  T1. (3.39)
For example, a T1 corresponding to 1/3 will work for any 0 < ε < 1/3. Integrating (3.39), we
have for t  T1,
w(t)w(T1) exp
[(
n − 2
2
− ε
)
(t − T1)
]
, (3.40)
i.e.,
u¯(r) r−ε
[
rε1 u¯(r1)
]
. (3.41)
Using Lemma 3.2 to go back to u, from (3.40) it follows that for any ε > 0, there exists r0 < 1
such that
u(x) c(ε)|x|−ε for |x| < r0. (3.42)
Note that r0 is independent of ε. Hence u ∈ Lp(Br0) for all large p. Using elliptic estimates, it
follows that u is smooth at origin. Hence 0 is a removable singularity. This completes the proof
of theorem. 
Lower bound. There exists constant c0 > 0 such that
u(x) c0|x|− n−22 for 0 < |x| < 1/2. (3.43)
Suppose such a constant does not exist. Then lim inft→−∞ w(t) = 0 where w(t) := r n−22 u¯(r)
and t = log r . It follows that lim supt→−∞ w(t) > 0, otherwise we get from Step 3 above that 0 is
a removable singularity for u, a contradiction. Thus, there exists a sequence ti → −∞ such that
w′(ti) = 0. Defining vi(y) := r
n−2
2
i u(riy) where ri = eti as in Step 2 and repeating the arguments
therein, we conclude (3.27), i.e.,
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{
1
2
w′(ti)2 − 12
[(
n − 2
2
)2
+ μ
]
w(ti)
2
+ n − 2
2n
K¯i(ti)w
2n
n−2 (ti)
}(
1 + o(1)). (3.44)
In present situation, we have P(ri, u) → 0 as i → ∞, again implying that 0 must be a removable
singularity, a contradiction. Thus (3.43) must be true.
4. A priori estimates
We first recall following proposition from [8].
Proposition 4.1. Suppose that h ∈ C1(Ω) and there exist A1 and A2 such that in Ω ,
h(x) 1
A1
,
∥∥∇h(x)∥∥A2.
Then for every 0 < ε < 1, R > 1, there exist positive constants C0 and C1 depending on A1, A2,
ε, R, λ and n such that if v is a positive solution of
−v(x) = λv(x) + h(x)v n+2n−2 , v > 0, (4.1)
with
max
B
v > C0,
then there exist a finite number k = k(v) and a set S(v,C0) = {x1, . . . , xk} ⊂ Ω such that
(i) xj are the local maxima of v and for μj = v(xj )− 2n−2 , {BRμj (xj )}1jk are disjoint balls
and
∥∥v(xj )−1v(xj + μjx) − δj (x)∥∥C2(B2R(0)) < ε
where
δj (x) =
(
1 + hj |x|2
) 2−n
2 with hj =
(
n(n − 2))−1h(xj )
is the unique solution of
δj + hj δ
n+2
n−2
j = 0 in Rn,
δj > 0 in Rn, δj (0) = 1;
(ii) v(x)C1(dist(x, S))−( n−22 ), x ∈ Ω.
As a corollary of Proposition 4.1 we have
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and then εi → 0+ depending on Ri and a subsequence {vi} so that
(i) ri = Ri
(vi (xi ))
2
n−2
→ 0 and xi is the only critical point of vi(x) in |x − xi | < ri;
(ii) vi(x) cv(xi )|x−xi |n−2 , |x − xi | ri .
Note that λ in (4.1) is any fixed real number. For λ = 0, Proposition 4.1 was first proved by
Schoen (see [14], also refer to [11]). The proof of Proposition 4.1 can be found in [8].
Proof of Theorem 2.3. Suppose there exists a sequence {ui} of solutions of (2.6) such that
maxΩ ui(x) → +∞ as i → ∞. Let
S :=
{
x ∈ Ω¯: there exists xi ∈ Ω such that ui(xi) → ∞ and lim
i→∞xi = x
}
(4.2)
denote the set of blow up points of {ui}. From Proposition 3.1 in [13], these are precisely the
critical points of the function K , and hence S is a finite set. Let S = {x1, . . . , xm}. Since K is
strictly decreasing near the boundary, S consists of interior points of Ω . Let σ > 0 be small such
that 4σ < |xi − xj | for i 
= j , i, j = 1, . . . ,m, and denote Ωσ := Ω \⋃mi=1 B(xi, σ ). Using the
standard Harnack inequality and the estimate (1.9) of [13], we have for x ∈ Ωσ
αiui(x) αi max
Ωσ
ui(x)
 αiC min
Ωσ
ui(x)
 αiC min
B(xj ,2σ)
ui(x)
 Cσ− n−22 := C(σ) (4.3)
where xj is some element of S . It follows from (4.3) that the sequence {αiui} is uniformly
bounded on any compact subset Ωσ of Ω \S . Therefore, αiui(x) converges to ∑nk=1 ckG(x, xk)
uniformly in any compact subset of Ω \ S , where ck is a nonnegative constant and G(x,xk) is
the Green function of  − μ with singularity at xk and zero boundary condition.
As in [8], we will use the Pohozaev identity in a neighbourhood B(xk, σ ) to arrive at a con-
tradiction. Without loss of generality, let xk = 0. Applying the Pohozaev identity (3.1) in the ball
Bσ := B(0, σ ), we rewrite it as
μ
∫
Bσ
u2i dx + Pk(σ,ui) =
n − 2
2n
∫
Bσ
(
x · ∇K(x))u2n/n−2i dx + μ
∫
∂Bσ
u2i dSx (4.4)
where
P(σ,ui) =
∫ (
n − 2
2
u
∂u
∂ν
− 1
2
r|∇u|2 + r
∣∣∣∣∂u∂ν
∣∣∣∣
2
+ n − 2
2n
rK(x)u
2n
n−2
)
dSx. (4.5)∂Bσ
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α2i (4.4) goes to infinity while the r.h.s. of α2i (4.4) is finite as the limit i → ∞. Using (4.3), there
exists a constant M > 0, depending only on σ such that
∣∣P(σ,αiui)∣∣M as i → +∞. (4.6)
Similarly, we have
μ
∫
∂Bσ
(αiui)
2 dSx < M. (4.7)
To estimate the integrals on the r.h.s. of (4.4), we apply Proposition 4.1 above in Bσ . We split
the integrals over Bσ as the sum of integral over Bri and Bσ \ Bri where ri = Riα−2/n−2i → 0,
Ri → ∞ is as defined in Corollary 4.1. Using the condition that K satisfies (1.3) we have
α2i
∫
Bri
(
x · ∇K(x))u2n/n−2i dx  α2i
∫
Bri
|x|θ−1u2n/n−2i dx

Ri∫
0
rθ rn−1
(1 + kir2)n dr + o(1)
= O(1) + 1
R2i
+ o(1). (4.8)
Using (1.3) and the Harnack inequality (1.9) we have
α2i
∫
Bσ \Bri
(
x · ∇K(x))u2n/n−2i dx  C
σ∫
ri
rθ−2 dr → 0. (4.9)
For the linear term however, the lower bound (1.4) gives
α2i
∫
Bσ
u2i dx  c1α2i
σ∫
0
r dr → ∞ as i → ∞. (4.10)
We get contradiction from (4.4), (4.6) (4.8), (4.9) and (4.10). This completes the proof of Theo-
rem 2.3. 
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