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In this paper the problem of linding a minimal connection among a set of objects that 
represent conceptual entities in a semantic data model is investigated. If we represent the con- 
ceptual structure of reality by means of a graph this problem corresponds to finding a Steiner 
tree over a given set of nodes. In this paper the case of bipartite graphs is considered and it is 
shown that, if the bipartite graphs satisfy suitable chordality properties, the Steiner problem 
may be solved in polynomial time. Furthermore, it is shown that such chordality properties 
correspond to the concepts of acyclicity that are usually considered in the relational model of 
data. 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
In the design of user friendly interfaces to relational databases, the concept of 
logical independence has been introduced in order to characterize an approach to 
the problem of query answering in which the user specifies a query in terms of 
attributes, without being aware of the actual aggregation of attributes in relation 
schemes [ 10, 13, 141. Such an approach motivated several studies in relational 
database theory meant to formalize the concept of unambiguous queries [S] and 
the concept of minimal connection [l, 11, 151, and to provide algorithms for an 
interface to translate a query in terms of relational operations. In particular, by 
*This work has been partially supported by MPI National Projects on “Formal Aspects of 
Databases” and “Theory of Algorithms.” 
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representing database schemes in terms of hypergraphs, it has been shown that 
these algorithms are more efficient if suitable acyclicity conditions are satisfied. 
More recently the use of semantically richer data models has become the basis for 
the development of interfaces to knowledge and data bases. In such a framework, 
the conceptual description of reality is based on abstraction primitives such as 
aggregation, generalization, and classification, giving rise to a hierarchy of concepts 
each of which is defined in terms of lower level objects. For instance, in entity- 
relationship models, entities are obtained by aggregating attributes and 
relationships are obtained by aggregating entities and attributes. In this environ- 
ment logical independence may be obtained by allowing the user to formulate a 
query in terms of object names without knowing at what conceptual level the 
objects belong and how they are connected with each other. 
In this paper we consider the problem of finding a connection among the objects 
stated in a query, that involves the minimum number of auxiliary objects. These 
minimal connections may correspond to the most immediate interpretation of the 
query or, possibly, to a good starting point of an interactive procedure aimed to 
disambiguating the query by progressively disclosing as few concepts as possible to 
the user. 
For example, let us consider the entity-relationship scheme in Fig. 1, and let us 
suppose that the user query concerns the pair of objects EMPLOYEE and DATE. 
Two possible interpretations of the query are: “list employees with their birthdate,” 
“list employees with the date from which they work in a department,” correponding 
to two distinct connections on the scheme. According to our hypothesis, the first 
interpretation that is proposed to the user is the minimal one (which does not 
require any auxiliary object). This interpretation corresponds to finding the 
minimal connection (Steiner tree) on the graph associated to the entity-relationship 
scheme. 
In order to formulate the problem above and to develop efficient algorithms for 
FIG. 1. An entity-relationship scheme and the associated 3-partite graph. 
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specific classes of schemes, we will restrict ourselves to considering bipartite graphs, 
which provide a natural graphic representation of relational schemes. 
In the next section we introduce chordality concepts on bipartite graphs and 
relate them with acyclicity concepts on relational database schemes [2, 61. 
Subsequently, in the third section, the minimal connection problem is considered. 
This problem corresponds to the Steiner problem, and it is already known to be 
N&hard for bipartite graphs [S]. We show that when the introduced chordality 
conditions are satisfied this problem is solvable in polynomial time. 
It is worthwhile to observe that the results obtained can be applied not only on 
graphs representing relational schemes, but in a more general context, provided 
that concepts belonging to each level of the conceptual hierarchy are defined only in 
terms of objects of the underlying level, or in any other situation in which the graph 
can be recognized to be bipartite despite the number of conceptual levels of the 
scheme. 
2. CHORDALITY AND ACYCLICITY 
In this section, after having introduced the main definitions and concepts used in 
the paper, we show how chordality properties on bipartite graphs are related with 
acyclicity concepts on hypergraphs. A more detailed discussion of standard 
definitions and properties of graphs and hypergraphs is given by Berge [3]. 
DEFINITION 1. A hypergraph H is a pair (N, E), where N is a finite set of nodes 
and E is a family of edges (or hyperedges), which are nonempty subsets of N. A 
graph G = ( l’, A) is a hypergraph whose edges (that we call arcs) contain exactly 
two nodes. Given a graph G = (V, A), pairs of nodes in A are called adjacent 
nodes; given a set of nodes W, Adj( W) denotes the set of nodes adjacent to at least 
one node in W, given a node u, Adj(u) denotes the set Adj( (u}). A bipartite graph is 
a graph G = ( V, A) such that V may be partitioned in two sets V, and V, such 
that neither of them contains pairs of adjacent nodes. A bipartite graph may also be 
represented by the triple ( Vi, VZ, A). 
By the definition above a hypergraph can have duplicate edges. This allows to 
establish the following correspondence between bipartite graphs and hypergraphs 
on which the results in this section are based. 
DEFINITION 2. Let G = ( V, , VZ, A) be a bipartite graph. We say that 
Hh = (N, E) is the hypergraph corresponding to G with respect to ( V,, V,) if nodes 
and edges in HL correspond to V, and V1, respectively, and an edge is in E if and 
only if it is the set of nodes in V, adjacent to one node in V,. In a similar way is 
defined the hypergraph Hi corresponding to G with respect to ( V,, V, ). 
Examples of hypergraphs associated to a bipartite graph are shown in Fig. 2. 
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FIG. 2. (a) A bipartite graph G= (V,, V2, A) and its corresponding hypergraphs, (b) H& and 
(~1 Hi. 
DEFINITION 3 [3]. Let H = (N, E) be a hypergraph. The dual hypergruph of H 
is the hypergraph H’ = (N’, E’ ) where the nodes and the edges in H’ correspond to 
the edges and the nodes in H, respectively, and a node n in N’ belongs to an edge e 
in E’ if and only if the edge corresponding to n in E contains the node 
corresponding to e in N. 
Clearly, given a bipartite graph G = ( V,, V,, A ), Hi is the dual hypergraph of 
Hk, and vice versa. 
A class of graphs widely studied in the literature is the class of chordal (or 
triangulated) graphs, which enjoy several interesting properties from both structural 
and computational point of view [3, 91. 
DEFINITION 4. Given a graph G = ( V, A ) a path in G is a sequence of distinct 
nodes v, , v2 ,..., v, in V such that for every i, 1 d i < n, v, is adjacent to vi+, (n - 1 is 
the length of the path). A graph is connected if there is a path between every pair of 
its nodes. A cycle is a path of length 3 or more such that v, is adjacent to v1 (n is 
the length of the cycle). A (m, n)-chordal graph is a graph G = ( V, A ) such that for 
each cycle of length at least m there exist at least n chords (i.e., arcs connecting non- 
consecutive nodes in the cycle). 
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Note that in the case of bipartite graphs it is sufficient to consider (m, n)-chordal 
graphs where m is even. In addition, we may observe that chordal graphs are 
exactly (4, 1)-chordal graphs and that (6, 1)-chordal bipartite graphs are exactly 
chordal bipartite graphs [9]. 
In Figs. 3a, b, and c examples of (4.1), (6.2) and (6, 1)-chordal bipartite graphs 
are given. 
We now introduce a weaker and asymmetric concept of chordality on bipartite 
graphs that also implies the existence of a shorter connection between nodes in a 
cycle. 
DEFINITION 5. Let G = ( V,, V2, A ) be a bipartite graph. G is V,-chordal if for 
every cycle in G of length greater or equal to 8 there exists a node in V, which is 
adjacent to at least two nodes in the cycle whose distance in the cycle is greater or 
equal to 4. G is Vi-conformal if given any set S of nodes in V, whose mutual dis- 
tance is 2, there exists a node in V, adjacent to all the nodes in S. Analogously we 
may define V,-chordality and V,-conformity. 
In Fig. 2a an example of V/,-chordal V,-conformal bipartite graph is given. If we 
now take into consideration graphs as conceptual models for information schemes, 
we may observe that chordality properties represent the need for a tighter 
relationship among concepts that are involved in a cyclic connection. Hence, it is 
clear that when applied to bipartite graphs, the concepts are related with the con- 
cepts of acyclicity studied for hypergraphs [2,4, 61 for which in the following we 
provide a slightly modified definition. 
It is worth reminding that a relational data base whose scheme is associated with 
a hypergraph with suitable acyclicity conditions (a, /I, y, Berge acyclicity) satisfies 
desirable properties concerning consistency checking, dependency equivalence, 
query optimization by semijoin programs, etc. [2, 6, 71. 
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FIG. 3. Chordal bipartite graphs (chords are indicated by means of dashed lines). 
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DEFINITION 6. Let H= (N, E) be a hypergraph and let (e,, e,,..., e,), be a 
sequence of q 2 2 distinct edges in E: 
- The sequence is an (edge-) cycle (or Berge-cycle) if there exist q distinct 
nodes n,, KZ~,..., ny such that: 
(4 n, is in einei+l, for every i, 1 < i < q, and 
(b) n4 is in e, n e4. 
- A p-cycle is a cycle such that 
(a) 933, 
(b) for every i, 1 < i < q, nj is not in ej for every j different from i and i + 1, 
and 
(c) ny is not in ej for every j different from 1 and q. 
- A y-cycle is a P-cycle or a cycle (e,, e,, e3) such that n, is not in e3 and n, 
is not in e,. 
- H is $-cyclic if it has a S-cycle; it is 9-acyclic otherwise (where 9 = Berge, 
YY PI. 
DEFINITION 7 [a]. Let H= (N, E) be a hypergraph and let G(H) be the graph 
with the same nodes as H and an arc between every pair of nodes that are in the 
same edge in H. H is a-acyclic if G(H) is (4, 1 )-chordal and H is conformal (where a 
hypergraph is conformal if for every clique C in G(H) there is an edge in H that 
contains C). 
In Fig. 2b an a-acyclic hypergraph is shown. Let us consider the hypergraphs in 
Figs. 4(a), (b), and (c). It is easy to see that such hypergraphs are associated to the 
1 3 
(a) (b) 
2 
FIG. 4. Acyclic hypergraphs: (a) Berge-acyclic hypergraph, (b) y-acyclic hypergraph, (c) /l-acyclic 
hypergraph. 
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graphs in Figs. 3(a), (b), (c). Furthermore, we may observe that the (4, 1)-chordal 
bipartite graph corresponds to Berge-acyclic hypergraph (and vice versa) and, 
similarly, the (6,2)-chordal one corresponds to a y-acyclic hypergraph and the 
(6, 1 )-chordal one corresponds to a /I-acyclic hypergraph. Also it may be observed 
that the V,-chordal bipartite graph in Fig. 2(a) corresponds to the a-acyclic 
hypergraph in Fig. 2(b). 
The following theorem shows that these relationships between chordal bipartite 
graphs and acyclic hypergraphs hold in general. 
THEOREM 1. Let G = ( I/,, Vz, A) be a bipartite graph: 
(i) G is (4, I)-chordal if and only if Hk is Berge-acyclic (note that since G is 
bipartite this is equivalent to saying that G is acyclic); 
(ii) G is (6, 2)-chordal if and only if Hk is y-acyclic; 
(iii) G is (6, 1 )-chordal if and only if Hk is P-acyclic; 
(iv) the above properties also hold for Hi ; 
(v) G is V,-chordal and V,-conformal if and only if Hk is a-acyclic; 
(vi) G is V/,-chordal and I/,-conformal if and only if H& is a-acyclic. 
Proof. Here and in the following, given a bipartite graph G = ( V,, Vz, A), by 
vi’ and vi’ we denote the nodes in V, and V, which correspond to node ni and edge 
ej in H& respectively. 
The statements (i), (ii), and (iii) may be easily proved by contradiction. In fact, 
we have that: 
- (VT, vi, v; )...) vi, vf, ), q 2 2, is a cycle in G connecting four or more distinct 
nodes if and only if the sequence (e, , e2,..., e, ) of distinct edges in Hk is a Berge- 
cycle. 
- <v:,v:,v: )...) vi, vi) is a cycle in G composed by at least 6 distinct nodes 
and without chords if and only if (el , e2,..., e4) is a /3-cycle in HL. In fact we 
trivially have that the length of cycles in Hh is the half of the length of cycles in G. 
Furthermore, the existence of a chord in G between a pair VT and v,! of noncon- 
secutive nodes in the cycle corresponds to the membership of node nj to edge ei 
which implies that condition (b) or (c) in the definition of P-cycle cannot be 
satisfied. Vice versa we have that the same conditions (b) and (c) imply that a 
chord cannot exist in the corresponding cycle in G. 
-Finally, we have that (VT, vi, v:, vi, v$, vi) is a cycle in G with at most one 
chord (connecting vi and v:) if and only if (e, , e,, es) is a y-cycle in Hk. 
In order to prove statement (v) it will be sufficient to prove the following two 
facts. 
Fact (a). G is V,-chordal if and only if G( Hk) is chordal. 
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Zf part. If for no cycle (n,, n2 ,..., nq), q 2 4, in G(Hk) do there exist q distinct 
edges e,, e2,..., e4 in HL such that ni and n,, , are in ei, for every 1 d i < q, and n1 
and n4 are in e4, then G does not contain cycles of length greater or equal to 8. If 
such a cycle exists in G(Hk), let (n,, nk), 1 < Ih - kl < q - 1, be one of its chords in 
the cycle. Consider the cycle (a:, UT, vi, zig,..., u$ ai), qB4, in G and the pair of 
nodes uk and uk; we have that 1 < Ih - kl < q - 1 and, due, to the fact that nh and nk 
are adjacent in G(Hh), a node in G is adjacent to both 01 and uk. 
OnZy ifpart. Let us suppose, by contradiction, that G(Hk) is not chordal; in this 
case there exists at least one cycle (n,, n2,..., n,), 424, in G(H,&) without chords. 
This implies that there exist q distinct edges e,, e2,..., e,, in Hb such that ni and ni+ , 
are in ei, for every 16 i < q, and n, and n4 are in e4, * furthermore for no pair i and j 
of indices such that 1 < (i - jl < q - 1 does there exist an edge in Hk containing 
both ni and nj. Consider the cycle (uf , u:, vi, u: ,..., vi, uz), q < 4, in G; we have that 
for no pair i and j of indices such that 1 < Ii - jl < q - 1 does there exist a node 
which is adjacent to both u: and u,!. 
Fact (b). G is V,-conformal if and only if HA is conformal. 
In fact it is easy to see that S is a set of nodes in V, whose mutual distance is 2 if 
and only if there is a clique in G(Hk) on the corresponding set S’ of nodes. Further- 
more, there is a node in V, adjacent to each node in S if and only if there is an edge 
in Hh containing s’. 
Statements (iv) and (vi) are consequence of the symmetries in Definition 2. 
Q.E.D. 
An interesting observation which arises from the above definitions and 
Theorem 1 is that the properties of Berge-, y-, P-acyclic hypergraphs are also 
satisfied by their dual hypergraphs. 
COROLLARY 1. A hypergraph is 9-acyclic if and only if its dual hypergraph is 
9-acyclic (9 = Berge, y, or /I). 
From this result it follows that for these classes of acyclic hypergraphs it is 
possible to reformulate in terms of nodes (edges) any structural property expressed 
in terms of edges (nodes). For example, for B-acyclic hypergraphs not only the run- 
ning intersection property [2] holds (which characterizes cr-acyclicity) but also its 
dual property: 
Let H be a /?-acyclic hypergraph; there exists an ordering n,, n2,..., nr of its nodes such that for 
each n;, 1 < i< q, there exists r~,, 1 <ji < i, which belongs to every edge containing both ni and 
a node nkr l<k<i. 
The duality property does not hold for a-acyclic hypergraphs as may be seen in the 
example given in Fig. 2. 
A second consequence of Theorem 1 is that the class of (6, l)-chordal bipartite 
graphs is properly contained both in the class of Vi-chordal, Vi-conformal graphs 
and in the class of I/,-chordal, I’*-conformal graphs. 
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FIG. 5. A V,-chordal, V,-conformal and I’,-chordal, V,-conformal bipartite graph which is not 
(6, I)-chordal. 
COROLLARY 2. Let G = ( VI, V,, A) be a bipartite graph. If G is (6, 1 )-chordal 
then it is Vi-chordal and Vi-conformal (i = 1,2). 
Proof. In [6] it has been proved that the class of /?-acyclic hypergraphs is 
properly contained in the class of a-acyclic hypergraphs; due to Corollary 1, the 
same result holds with respect to the class of dual hypergraphs of a-acyclic 
hypergraphs. Hence, from Theorem 1 it follows that the proper containement also 
holds for the corresponding classes of graphs. Q.E.D. 
Moreover it may be shown that the class of (6, 1)-chordal bipartite graphs is 
indeed properly included in the intersection of the classes of Vi-chordal V,- 
conformal and T/,-chordal V,-conformal bipartite graphs. In Fig. 5 a bipartite 
graph which is both Vi-chordal, Vi-conformal and V,-chordal, VZ-conformal is 
shown which is not (6, 1 )-chordal. 
3. COMPLEXITY OF STEINER PROBLEMS 
IN BIPARTITE GRAPHS WITH CHORDALITY PROPERTIES 
Bipartite graphs provide a simple representation for hypergraphs and, hence, for 
relational schemes. More general graphs (k-partite graphs) may be used to 
represent objects at various levels of aggregation (or generalization) in a conceptual 
model as it is shown in the example in Fig. 1. 
Under such a representation of conceptual schemes the problem of providing a 
logically independent query system may be stated in the following way: 
given a set of nodes (query formulated in terms of object names) find a connection in the 
graph (that is, a conceptual navigation among related objects). 
In order to meet the intuition of the user, a first assumption which can be made is 
that: 
the first connection that should be considered by the system is the one which requires the user 
to know a minimum number of auxiliary concepts. 
Stated in terms of relational data bases this problem corresponds to minimizing the 
number of relations and attributes required to answer a query (also given in terms 
511/33/2-5 
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of attributes and/or relation names). The results given in this section show that this 
problem is NP-complete in the case of a-acyclic schemes, but becomes polynomially 
solvable for y-acyclic schemes. If we restrict ourselves to minimizing the number of 
involved relations, we prove that the problem may be solved in polynomial time 
also in the case of a-acyclic schemes. These results again stress the desirability of c1- 
and y-acyclic data bases in the development of efficient universal relation interfaces. 
In graph terms the problem above corresponds to the classical (unweighted) 
Steiner problem. 
DEFINITION 8. Let a graph G = ( V, A ) and a subset P of its nodes be given; the 
Steiner problem is the problem of determining a subgraph T= ( V’, A’) of G that is 
a tree over P (P is included in v’) with the minimum number of nodes (Steiner 
tree). 
This problem is known to be NP-hard for several classes of graphs, in particular 
for bipartite graphs [8]. In this section we will investigate the complexity of the 
Steiner problem for the classes of bipartite graphs enjoying chordality properties 
defined in the previous section. 
Recently the Steiner problem has been studied in connection with chordality 
properties in graphs and it has been shown that the problem remains NP-hard for 
chordal graphs and that in order to solve it in polynomial time a stronger chor- 
dality concept is needed [ 161. 
The results in this section show that a similar situation arises for bipartite graphs. 
In fact neither I’,-chordality (which requires the chordality of the corresponding 
hypergraph) nor Vi-conformity (i = 1,2), nor both conditions together are sufficient 
to guarantee the solvability in polynomial time of the Steiner problem, as stated in 
the following theorem. 
Note that the following result and all the subsequent ones also hold if we replace 
V, with V, and V, with V, in the statements. 
THEOREM 2. Let a V,-chordal V,-conformal bipartite graph G = ( V, , V2, A), a 
subset P of its nodes and a positive integer k be given. The problem of deciding 
whether there exists a subgraph T = ( v’, A’) of G such that T is a tree, P is included 
in V’ and 1 V’I < k is NP-complete. 
ProoJ It is easy to see that the problem is in NP. The proof that it is also NP- 
hard may be obtained by reduction from the exact cover by 3-sets (X3C) problem 
PI: 
given a set X such that 1x1 = 3q and a collection C = {c,, c~,..., ck} of 3-element subsets of X, 
decide whether there exists an exact 3-cover of X, that is a subcollection c’ of C such that 
every element of X occurs in exactly one member of c’. 
Let X= {xi, x2,..., x~~} and C = {ci, cZ,..., ck} be a generic instance of the X3C 
problem. Let G = ( V, , Vz, A) be a bipartite graph such that: 
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- I/, = {uk, u;,..., u:} contains a node u! for every ci in C; 
- V, = {u’} u V,, where VX= (UT, us ,..., u$} contains a node uy for every xi 
in X; 
- A contains an arc ( u2, ui ) for every node ui, 1 d i < k, and an arc (u:, uj ) 
for every pair xi and cj, 1~ i< 3q and 1 QJ’Q k, such that xi belongs to cj; no other 
arc is in A (see Fig. 6) 
and let q= V2. 
The graph G is V,-chordal and V,-conformal. In fact, to the node u2 in V, there 
corresponds in Hk an edge that contains all nodes in the hypergraph; this guaran- 
tees its conformity and chordality. We will now show that if it was possible to 
decide whether there exists a subgraph T = (I/‘, A’) of G which is a tree such that 
9 is included in v’ and 1 V’l < 4q + 1 then it would be possible to solve the X3C 
problem for the instance above. Since every subgraph T = ( V’, , V2, A’) of G which 
is a tree such that p is included in I” contains V,, whose cardinality is equal to 
3q + 1, it is sufficient to prove that if there exist two nodes u,! and u,! such that 
Adj(u:) n Adj(u,!) # {u’} then 1 V,l > q. 
In this case if u: and u,! connect q’ nodes in V,, where q’ < 3*2, then in order to 
connect the remaining 3q - q’ nodes in I’, we need more than q - 2 nodes in Vi. 
Therefore if T= ( V;, V2, A’) were a tree in G such that p is included in V’ and 
I V’l 6 4q + 1, then the set of elements of C corresponding to nodes in V, would be 
an exact 3-cover of X. Q.E.D. 
In a bipartite graph it may also be meaningful to find a connection that 
minimizes the number of nodes in only one partition. This partial optimization 
problem may be stated in the following way: 
DEFINITION 9. Let a graph G = ( V, A ) and a subset P of its nodes be given; the 
pseudo-Steiner problem with respect to Vi (i = 1,2) is the problem of determining a 
subgraph T= ( I/‘, A’) of G which is a tree over v (p is included in I”) with the 
minimum number of nodes in Vi (pseudo-Steiner tree). 
FIG. 6. An instance of X3C and the corresponding bipartite graph: A’= {x,, x2,.,., x6); 
c= {Cl, c2, c,); Cl = {x1, x2, -9); c2= (x3, x.4, x5}; c3= {X.4, x5, X6). 
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From the proof of Theorem 2, it trivially follows that for V,-chordal, V,- 
conformal bipartite graphs the pseudo Steiner tree problem with respect to V, is 
also intractable. 
COROLLARY 3. Given a V,-chordal, V,-conformal bipartite graph 
G = ( V, , V2, A ), a subset V of its nodes and a positive integer k, the problem of 
deciding whether there exists a subgraph T = ( V’, , V;, A’) of G which is a tree such 
that V is included in V’ and 1 VII Q k is NP-complete. 
On the other side we may show that for the same class of bipartite graphs the 
pseudo-Steiner problem with respect to V, is solvable in polynomial time. In order 
to derive such result we provide the following three lemmas. 
LEMMA 1. Let G = ( VI, V2, A) be a V,-chordal, V,-conformal bipartite graph. 
If G is connected, it is possible to find an ordering W= (I$, II;,..., vi > of the nodes in 
V, such that: 
(1) for every i, 1 6 i 6 q, the subgraph of G induced by V,Y u Adj( VW) (where 
here and in the following VW= (vf, IJ~+ 1 ,..., vi}) is connected 
(2) for every i, l<i<q, there exists ji, i<ji<q, Adj(v:)nAdj(ViW,,)& 
Adj(v$. 
Proof It has been proved [2] that a hypergraph H= (N, E) is cr-cyclic if and 
only if it is possible to find an ordering e,, e2,..., ey of its edges such that: 
(a) for every i, 1 < i < q, there existsji, i < ji d q, such that ei n iJ%= ;+ i ek c ej, 
(running intersection property). 
Due to part (v) of Theorem 1 the lemma is proved. Q.E.D. 
LEMMA 2. Let G = ( V, , VI, A) be a V,-chordal, V,-conformal bipartite graph. 
For every cycle c in G of length 12 6, and for every pair of nodes v1 and v2 in c 
belonging to V, such that their distance in c is 2, there exists a node in V, which is 
adjacent to v , , v2 and at least one node in c distinct from v1 and v2. 
Proof Trivial if I= 6, because of the definition of V,-conformity. 
If I> 6, then if v’ and v” are a pair of nodes whose distance on the cycle is 2, then 
they must also belong to a cycle of length 6 (due to the V,-chordality of G and to 
the property of chordal graphs that two adjacent nodes belonging to a cycle must 
also belong to a 3-clique). Hence in this cycle of length 6 we may again apply the 
previous argument. Q.E.D. 
LEMMA 3. Let G = ( VI, V2, A) be a connected V,-chordal, V,-conformal bipar- 
tite graph and let W be an ordering as in Lemma 1. Let (vi, v:, vi, us ,..., vi, vi>, 
q 2 3, be a cycle in G. If v: < vi (v: precedes vf in the ordering W) and v: is a node in 
G such that: 
CHORDALITY PROPERTIES ON GRAPHS 191 
(a) VT is adjacent to v;, vi and to a node in the cycle distinct from v; and vi, 
and 
(b) for every node v distinct from VT satisfying (a) v < VT, 
we have that VT c VT (i.e., v: does not follow v: in W). 
Proof. Let us suppose, by contradiction, that 
(cl vf <vi. Let vk,, 2<k,<q,beanodeinthecycleadjacenttov:.Ifk,=q 
then, since W satisfies property (2) in Lemma 1, from (a), (b), and (c) it follows 
that every node distinct from VT and adjacent to vi must precede v: in W. In par- 
ticular, vi < VT; because of (c) this implies vi < v: (contradiction). If k, < q, because 
of Lemma 2, it is possible to find a sequence of distinct nodes 
such that: 
v:, v;,..., v: 2<t<q-2 
(1) for every i, 2 < id t, VT is a node in G such that: 
(i) is adjacent to vi, vi,_, and to a node v:,, k,_, < k,<q, and 
(ii) for every v distinct from v,? and satisfying (i) v < VT 
(2) k,=q (see Fig. 7). 
Since the ordering W satisfies property (2) in Lemma 1, from (a), (b), and (c) it 
follows that every node distinct from VT and adjacent to v:, must precede VT in W. 
In particular v: < VT. By applying the same argument repeatedly, because of (1) 
and (2) we obtain 
v~<vI*<v~_,< ... <v:<v: 
which implies a contradiction. Q.E.D. 
FIGURE I 
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In order to provide the proof of the main theorem we now have to introduce 
some concepts of minimality of connections in bipartite graphs. 
DEFINITION 10. Let G = ( V, , V,, A ) be a bipartite graph, G’ = ( V, , V;, A’) 
be the subgraph of G induced by V’ = Vi u Vz and let P be a subset of V = V, u V2 : 
- G’ is a cover of P if it is connected and t is a subset of V’. 
- G’ is a nonredundant cover of P if no subgraph of G’ obtained by 
eliminating a node in V’ is a cover of I? 
- G’ is a minimum cover of t if no cover of P has fewer than ) V’J nodes in V. 
- The concepts of V,-nonredundant and VI-minimum cover over P are defined 
by replacing in the above definitions v’ with V’, and V with V,. V2-nonredundant 
and V,-minimum covers are analogously defined. 
- A path between v1 and v2 is nonredundant (minimum) if the subgraph 
induced by the nodes in the path is a nonredundant (minimum) cover of {vl, vz}. 
In Fig. 8 examples of nonredundant and minimum covers are shown. 
Let G = ( V, A ) be a graph, v’ a subset of V and v a node in V; in the following 
G- I” will denote the subgraph of G induced by V- V’ and Adj*(v) will denote 
the set of nodes in V adjacent only to v. 
THEOREM 3. Let G be a V,-choral, V,-conformal bipartite graph, V be a connec- 
ted subset of its nodes and C = ( V,, V,, A) be the connected component of G con- 
taining V. The following algorithm provides a pseudo-Steiner tree with respect to V2 
over I? 
ALGORITHM 1. 
Step 1. Determine an ordering W= (VT, vz,..., vi) of the nodes in V, as in 
Lemma 1; 
Step 2. Go := C; 
fori:=l toqdo 
if Gi-i -({v:} u Adj*(v?)) is a cover of P 
then G, := Gi-, - ({v’} u Adj*(vy)) 
else Gi := G, ~ 1 ; 
Step 3. Determine a spanning tree of G,. 
FIG. 8. Let P= {A, C, D} be the set of nodes to be connected in the above graph: {A, B, C, D, 1,3} 
induces a nonredundant cover of p; {A, C, D, 2,3} induces a minimum cover of p; {A, C, D, E, 2,4,5} 
induces a VI-nonredundant cover of v; {A, E, C, D, 1, 3) induces a VI-minimum cover of P. 
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Proof: In order to prove the theorem it is sutkient to prove that Step 2 
provides a V,-minimum cover of G over I? Since P is connected in C there exists a 
I’,-minimum cover of G,, over P; furthermore, G, is a V,-nonredundant cover of G 
over I? Hence in order to prove that G, is also F’z-minimum it is sufficient to prove 
that for every i, 0 c i < q: 
(a) if there exists a subgraph of Gi- 1 that is a I’,-minimum cover of G over 
f, then there exists a subgraph of Gi with the same property. 
Let p,?’ be the set of nodes in V2 - I’,?” that are also in Gi- i. Let G,Y i be the 
subgraph of G,- , induced by I’,? i u Adj( I’iw 1) and let C,, C2 ,..., C,, r > 0, be the 
connected components of the subgraph of Gi_ , induced by p,?’ u (Adj( p,!‘“) - 
WW,” ,)I. 
If there exists a subgraph of G,_ 1 that is a V,-minimum cover of G over p, such 
a subgraph contains a,?. (In fact, the elimination of a node in PI?” would disconnect 
p.) Let us suppose that there exists a I’,-minimum cover G’ = ( Vi, V;, A’) of G 
over P such that G’ is a subgraph of G,_ 1 containing I’!+ and VT (otherwise (a) 
trivially holds) and let us suppose that Gi- i - ({vi} u Adj*(vf)) is a cover of P 
(this implies that no node in {uf} u Adj*($) is in V). 
We will show that the subgraph G” = (Vy, V;l, A”) of G, such that 
V;I=V;-Adj*(v:)and Vi=F’-(v~}u{v~} ( w h ere vi is the node corresponding 
to of in Lemma l), is &-minimum, cover of G over I? Since G’ is I/,-minimum 
1 I’;1 = 1 V;I ; hence we have only to prove that G” is connected. 
Let v* and u# be two nodes connected in G’ via a path p that contains uf and let 
u and v be the nodes adjacent to VT in p. The following four cases are possible. 
Case 1. Both ZJ and u are in G,; 1. Since both u and v are in 
Adj(vf) n Adj( I’,? 1), due to Lemma 1 they are also in Adj($). Therefore v* and v# 
are connected in G” via the path p’ obtained from p by replacing u’ with u;. 
Case 2. There is a k such that both u and u are in Ck. In this case, trivially, 
there exists a path p’ in G” containing only nodes in Ck. 
Case 3. Node u is in G,Y, and there is a k such that v is in Ck. Since u* and u# 
are connected in Gi- 1-( (v’} u Adj*(vf)), they are connected in Gi- , via a path that 
does not contain v:. Therefore, there exists a cycle in Gi- 1 that contains U, v:, and 
v. Such a cycle cannot contain a node in Giw_, distinct from U. In fact in this case, 
due to Lemma 3, there would exist a node in GETI adjacent to U, u, and a node in 
the cycle distinct from u and u; since no node in V,W, I is adjacent to a node in Ci, 
1 < i < r, by construction, this would imply that u is in GzY,. Hence, for the same 
reason, u has to be adjacent to a node in C,. This means that v* and u# are con- 
nected in G” via a path p’ obtained from p by replacing the longest subpath of p 
between u and a node u’ in Ck containing only v: and nodes in Ck with a new path 
between u and v’ composed only by nodes in Ck. 
Case 4. There exists distinct h and k such that ZJ is in C,, and v is in C,. Since 
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Gi-, - ({uf} u Adj*(u:)) is a cover of V, i is distinct from q. Thus, there exists a 
node w in G,y , adjacent to 0: (by property (1) in Lemma 1). Analogously to Case 3 
it is possible to see that w is adjacent to a node in Ch and to a node in C,. Hence 
v* and Y# are connected in G” via a path p’ obtained from p by replacing the 
longest subpath of p composed only by v? and nodes in C,, and C, with a new path 
composed only by w and nodes in C, and Ck. 
From the considerations in Cases 14 we have that G” is connected. Q.E.D. 
THEOREM 4. Let G = ( V, , V,, A) be a V2-chordal, V,-conformal bipartite graph 
and P be a subset of its nodes. The problem of finding a pseudo-Steiner tree 
T = ( V’, A’) w.r.t. V, over P is solvable in time 0( 1 VI * 1 Al ). 
Proof Since determining a connected component of a graph containing a given 
set of nodes requires linear time, in order to prove the theorem we may assume that 
G is connected and prove that Algorithm 1 will run in 0( 1 VI * 1 Al ). 
First of all we prove that Step 1 in the Algorithm 1 can be done in linear time. In 
fact, Tarjan and Yannakakis [12] give an algorithm (the restricted maximum car- 
dinality search on hypergraphs) that orders the edges of a hypergraph H= (N, E) 
in time 0( 1 NJ + m), where m is the total size of the edges in H. In the same paper it 
is proved that (see Theorem 5 in [ 121) if H is connected and a-acyclic the ordering 
W= (e,, e2 ,..., e,) provided by such an algorithm satisfies a property that may be 
stated in the following way: 
(a) for every 1 < i<q {e,, e2 ,..., e,} is connected and if j is the maximum k, 
k<i, such that ejne, contains Ui:te,ne,+, (hence einUf:lle,=e,n(J~s, ek) 
we have that: 
i 
ein u e,Eej. 
k=l 
Therefore, due to Theorem 1, if G is a connected, V,-chordal, VZ-conformal bipar- 
tite graph, the restricted maximum cardinality search provides an ordering of the 
edges in H& that satisfies (a). It is easy to see that the reverse of the ordering W 
satisfies the running intersection property. Hence, the corresponding ordering of V, 
satisfies properties (1) and (2) in Lemma 1. Therefore Step 1 in Algorithm 1 may be 
done in time O(1 VI + (Al). 
Since Step 2 may be done in time 0( 1 VI * [A( ) (in fact it requires a connectivity 
test for every node in V2) and Step 3 may be done in linear time the theorem is 
proved. Q.E.D. 
Note that both V2-chordality and V,-conformity play an important role in 
Theorem 4. In fact, if we drop one of these conditions the pseudo-Steiner problem 
with respect to V2 becomes NP-hard. The proof that it is also NP-hard even if the 
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graph is a V,-chordal bipartite graph may be easily obtained by reduction from the 
cardinality Steiner problem in chordal graphs (CSPC) [16]: 
given a chordal graph G = ( V, A), a subset P of its nodes and a positive integer q, decide 
whether there exists a connected subgraph of G over P with at most q arcs”. 
In fact, we can derive from the generic instance of the CSPC problem above a 
bipartite graph G” = (I’, , V,, A”) in the following way: 
- I/, = I/ and V, contains a node uf for every arc a, in G; 
- A” contains an arc (uf , u) if the arc ai in G includes the node u; no other 
arc is in A (see Fig. 9). 
G” is V,-chordal and it is easy to see that if it was possible to decide in 
polynomial time the pseudo-Steiner problem with respect to V, in G”, it would be 
possible to solve CSPC in polynomial time. 
The fact that the pseudo-Steiner problem with respect to V2 is N&hard also for 
I”,-conformal bipartite graphs may be proved by applying the same reduction 
starting from a generic bipartite graph (instead of a chordal graph). 
Finally, we note that the pseudo-Steiner problem with respect to V, becomes 
polynomially solvable in the class of (6, 1 )-chordal bipartite graphs. 
COROLLARY 4. Let G = ( V, , V2, A) be a (6, 1 )-chordal bipartite graph. The 
pseudo-Steiner problem with respect to V, is solvable in time 0( 1 VI * 1 Al ). 
Proof The result directly follows from the containment property between 
classes of bipartite graph with chordality conditions (Corollary 2), the duality 
property of (6, 1 )-chordal bipartite graphs and Theorem 4. Q.E.D. 
FIGURE 9 
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Unfortunately the algorithm in Theorem 3 cannot be used for determining a 
Steiner tree on a (6, 1 )-chordal bipartite graph. In fact, consider the (6, 1 )-chordal 
bipartite graph in Fig. 3(c) and let V, = {A, B, C D, E} and V2 = { 1,2,3}; it is 
easy to see that the set of nodes {A, B, C, E, 1,3} provides a tree over {A, B, E} 
with a minimum number of nodes in V2 that is not a Steiner tree over the same set 
of nodes. 
However a similar method allows us to solve the Steiner problem on (6, 2)-chor- 
da1 bipartite graphs. In order to provide such result we will use the following lem- 
mas. 
LEMMA 4. G is bipartite (6,2)-chordal if and only iffor every pair of nodes v1 and 
v2, every nonredundant path from v1 to vq is minimum. 
Proof: Zf part. Let us suppose, by contradiction, that G is not (6,2)-chordal. 
In this case G contains either a cycle of length at least 6 without chords or a cycle 
of length 6 with only one chord. In the first case it is easy to see that for every pair 
of nodes in the cycle whose distance is equal to 2 (i.e., connected via an inter- 
mediate node v in the cycle) there exists a nonredundant path of length greater than 
2 (obtained by connecting the pair of nodes via the nodes in the cycle distinct from 
v). In the second case there is a pair of nodes with the same property (see nodes v1 
and v2 in Fig. 10). 
Only ifpart. Let us suppose, by contradiction, that G is (6,2)-chordal and there 
exists a pair of v’ and v” in V and two nonredundant paths p, = (v’, v; ,,.., vb _, , v”) 
and pz = (v’, v;‘,..., v:‘-, , v” ) where 2 d q 6 r - 2. (This is the only possible situation, 
since it trivially follows from the definition that if vi and v2 are adjacent in a graph 
G they are connected by a unique nonredundant path in G.) We will prove that 
there exists a cycle containing a subset of six or more of the nodes above with at 
most one chord. 
Let us first consider the case in which q = 2. Since both p1 and p2 are nonredun- 
dant, we have that (v’, vl,..., v,? 1, v”, vi ) is a cycle and its admissible chords may 
only connect vi and intermediate nodes in the path p2. Furthermore, if less than 
two chords exist, the contradiction arises with respect to this cycle (since its lenght 
is six or more). Otherwise let us consider the new cycle (v’, v;,..., v[- 1, vi, vi), 
where v; is the node in p2 from where the second chord of the previous cycle leaves. 
Such a cycle contains six or more nodes and exactly one chord (contradiction). 
Let us now suppose that q > 2. We may assyme, without loss of generality that 
no internal node of p, (that is, no node of p1 distinct from v’ and v”) can be in pz 
and vice versa; in fact if B is a common node the property holds for partial paths 
"1 “2 
FIGURE 10 
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between u’ and I? or between i? and u”. Then pi and p2 provide a cycle in G of length 
greater or equal to 6 such that every chord (if any) connects an internal node of p1 
to an internal node in p2. 
Furthermore we have that: 
(a) a chord exists leaving from vi, or 
(b) a chord exists leaving from u;. 
In fact, it is easy to see that if neither conditions (a) nor (b) hold, then there exists 
a cycle containing six or more nodes and without chords. 
We now prove that: 
(i) at most one chord can leave from u; and 
(ii) this chord goes to the node u;; 
(iii) at most one chord can leave from u; and 
(iv) this chord goes to the node u;. 
In fact, if more than one chord leaves u;, the second of these connects a node vi, 
where h B 4 and the cycle (u’, u; ,..., u:- , , ul, u; ) has six or more nodes and exactly 
one chord. Furthermore, if the unique chord goes to a node ul with h > 4, the cycle 
(VI, u; ).,.) u;- ,, ui, u;) has six or more nodes and no chord. Analogously it is 
possible to prove (iii) and (iv). 
If condition (a) above is satisfied let us consider the pairs of nodes u’, and u”. This 
pair of nodes is connected via the path p = (u;, u;,..., u”), with at least two nodes, 
and the longer path j? = (vi, u;,..., u”). By properties (i) and (ii) both these paths 
are nonredundant. A similar property holds if condition (b) is satisfied with respect 
to the pair of nodes u; and u” (and the nonredundant paths p = (u;, vi,..., u”) and 
j? = (u;, u; )...) u”)). 
If the length of the shorter new path is equal to two, a contradition arises (see the 
arguments above); otherwise we may repeat the described procedure until the shor- 
ter generated path has length two. Q.E.D. 
LEMMA 5. G is (6,2)-chordal bipartite if and only if for every subset ti of its 
nodes every nonredundant couer of P is minimum. 
ProoJ Zf part. It trivially follows from Lemma 4. 
Only if part. Trivial if 1 VI < 6 or 1 PI < 3. Let (VI > 6, 1 PI B 3 and let 
G’ = ( V’, A’) and G” = ( I”‘, A”) be two distinct nonredundant covers of f; we 
will show that if G is (6,2)-chordal we may establish a l-l correspondence between 
v’ and V”. In fact we can associate with every node u’ that is in V’ and not in I”’ a 
node u” that is in I/” and not in V’ and we can show that such an association is a 
l-l mapping. 
Let u1 and ok be two nodes in t such that there is a nonredundant path 
p’ = (Ill)..., uj- ,, uj, ui, I)...) ok), k 2 3, from u, to ok in which ui = u’ (such a pair of 
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nodes always exists because of the definition of nonredundant cover). Due to 
Lemma 4 there exists in G” a nonredundant path p” from u1 to uk. 
Fact (a). There exists in p” a node u” that is adjacent to ci- 1 and ui+ i: 
If k = 3 the existence of u” trivially follows from Lemma 4. 
If k B 4 let us suppose, by contradiction, that no node in p” is adjacent to both 
vie1 and u~+~. 
Let j be such that j < i, uj is adjacent to node in p” and no node in p’ between uj 
and vi is adjacent to any node in p” and let h be such that h > i, uh is adjacent to a 
node in p” and no node in p’ between ui and uh is adjacent to any node in p”. 
Furthermore, let u* and ux be two nodes in p” such that u* is adjacent to uj, u# is 
adjacent to u,, and no node in p” between u* and u # is adjacent to either uj or uh. 
Since p’ and p” are nonredundant and u* and u# have to be distinct if h - j= 2, it is 
easy to see that there is a nonredundant path in G of length greater or equal to 4 
from ui-i and u,+~; due to Lemma 4 a contradiction arises. 
Fact (b). Y” is adjacent to each node in v’ adjacent to u’. Let Adj V(u’) be the 
set of nodes in I” that are adjacent to u’. If lAdjV(u’)l = 2, then the existence of u” 
trivially follows from Fact (a). 
If IAdj ,,(u’)l > 3, let us suppose by contradiction that: 
(A) no node in V” is adjacent to all nodes in Adj,(u’). 
Let u1 and u2 be two nodes in Adj V(u’); because of Fact (a) there exists a node u; 
in V” adjacent to both u, and u2. From the hypothesis (A) it follows that there 
exists at least one node u3 in Adj V(u’) that is not adjacent to u;. Because of Fact (a) 
there exists a node u; in V” (distinct from u;‘) adjacent to both u2 and u3. If u;’ is 
not adjacent to u1 then the cycle (ui, u’, u3, u;, u2, u;) has only one chord (con- 
tradiction). Otherwise from hypothesis (A) it follows that there exists a node uq in 
Adj V(u’) distinct from ul, u2, and u3 that is not adjacent to UT; therefore, because of 
Fact (a), there exists a node I&’ in V” distinct from vi and adjacent to v3 and uq. By 
repeatedly applying this argument it is possible to show that because of the 
finiteness of V’ there exists a node u! in P”’ such that: 
(i) vi’ is distinct from u:‘- 1 
(ii) vi”- 1 is adjacent to v,, 1 <j Q i, and is not adjacent to vi+ 1 
(iii) there exists h, h < i, such that vi’ is not adjacent to oh. 
Therefore the cycle (u,,, u’, vi+ 1, vi’, vi, vi”- 1 ) has only one chord (contradiction). 
Fact (c). Node v” is not in v’. Let us suppose by contradiction that v” is in v’. 
Since v’ is not in ti (v’ is not in V”) and u” is adjacent to each node in Adj V(v’) the 
subgraph of G’ induced by v’ - {v’} is a cover of P and G’ is not a nonredundant 
cover of p (contradiction). 
Fact (d). Node u” does not correspond to any node in v’ distinct from u’. Let 
us suppose, by contradiction, that there exists a node u* in I/’ distinct from u’ such 
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that u” is adjacent to each node in Adj r,,(u*). If Adj r,,(v’) is included in Adj &u*) or 
contains Adj,(u*), it is easy to see that G’ is not a nonredundant cover of 9 (con- 
tradiction). Otherwise there exist a node V, which is in Adj ,,(u’) and is not in 
Adj ,,(u*) and a node u2 which is in Adj ,,(u*) and is not in Adj ,,(u’). Since there 
exists a nonredundant path in G’ from u’ to u* whose length must be greater than 1 
(otherwise G should contain an odd cycle), there exists a nonredundant path from 
ui to u2 of length greater or equal to 4; then G is not (6, 2)-chordal (contradiction). 
Q.E.D. 
THEOREM 5. The Steiner tree problem on (6,2)-chordal bipartite graphs may be 
solved in time O( 1 VI * (A I). 
Proof Let G = ( V, A) be a (6,2)-chordal graph and P be a subset of I’. Let 
G - u denote the subgraph of G induced by V- (u}. From Lemma 5 follows that a 
Steiner tree over P can be determined by means of the following algorithm. 
ALGORITHM 2. 
Step 1. foreveryuin V-PifG-uisacoverof PthenG:=G-v 
Step 2. Determine a spanning tree of G. 
In fact Step 1 determines a nonredundant cover of p that is also minimum 
because of Lemma 5. Since Step 1 may be done in time 0( 1 I’( * [A( ) (in fact it 
requires a connectivity test for every node in V- P) and Step 2 may be done in 
linear time, the theorem is proved. Q.E.D. 
4. OPEN PROBLEMS 
The results shown in the preceding paragraph are indeed based on a particular 
property that is used for determining both the solution to the Steiner problem on 
(6,2)-chordal bipartite graphs and the solution to the pseudo-Steiner problem on 
Vi-chordal, Vi-conformal bipartite graphs. Such property consists in the existence 
of a suitable ordering of the nodes that allows the derivation of a minimum cover 
on a given set of nodes. 
DEFINITION 11. Let G = ( V, , V,, A ) be a bipartite graph and let (vi, Us,..., u, ) 
be an ordering of its nodes. We say that ( uI , II*,..., u, ) is a good ordering if for 
every subset P of I’, u V, it is possible to obtain a minimum cover over P by 
eliminating in such ordering the nodes that are redundant with respect to the con- 
nection of I? 
From Theorem 5 we may derive 
COROLLARY 5. Let G = ( V, , V,, A) be a bipartite graph. If G is (6, 2)-chordal 
then all orderings of its nodes are good. 
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We note that in the case of V,-chordal, V,-conformal bipartite graphs the 
existence of a polynomial algorithm for solving the pseudo-Steiner problem with 
respect to Vz is also due to the existence of a suitable elimination ordering of nodes 
in V2. 
By the known inclusion of the class of (6, 1 )-chordal bipartite graphs in the class 
of V+hordal, V+onformal bipartite graphs (i = 1, 2, see Corollary 2) the same 
holds for pseudo-Steiner problems with respect to both VI and V, on such graphs. 
The question arises on the existence of a good ordering for (6, 1)-chordal bipar- 
tite graphs. Unfortunately this question must be answered negatively. 
THEOREM 6. There exists a (6, 1 )-chordal bipartite graph such that no ordering of 
its nodes is good. 
Proof: Let G be the graph given in Fig. 11. All orderings fall in one of possible 
four cases: 
(i) node A precedes { 1, B, 2) in the ordering 
(ii) node B precedes (1, A, 2} in the ordering 
(iii) node 1 precedes {A, 2, B} in the ordering 
(iv) node 2 precedes {A, 1, B} in the ordering. 
In any case there exists a set V such that the given ordering is not good with 
respect to l? 
(i) P= (3, C, 4, O} 
(ii) V= (5, E, 6, F} 
(iii) P= (3, C, 5, E) 
(iv) V= (4, D, 6, F}. Q.E.D. 
The problem of finding a polynomial algorithm to solve the Steiner problem on 
(6, l)-chordal bipartite graphs remains open. The result in Theorem 6 shows that if 
such algorithm exists it cannot be based on the existence of a good ordering. 
5. CONCLUSIONS 
In the preceding paragraphs we have considered the problem of determining a 
minimal connection over a set of nodes in a bipartite graph. The solution of this 
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problem, known as the Steiner problem, is required in a user friendly interface to 
systems based on the notion of logical independence. In particular, bipartite graphs 
may be used for representing relational data base schemes and, in such case, the 
considered problem corresponds to providing a minimal set of attributes and/or 
relations whose connection allows to answer in a natural way to a query stated in 
terms of attributes and/or relation names by a casual user. 
Various classes of bipartite graphs with chordality properties have been con- 
sidered and their equivalence with classes of acyclic hypergraphs has been proved. 
For these classes it has been shown that chordality properties are related with the 
complexity of the above problem. 
In particular we have shown that the problem is NP-complete not only in the 
general case of bipartite graphs but also in the case of bipartite graphs 
corresponding to a-acyclic database schemes, while the problem of finding connec- 
tions involving the minimum number of relations (pseudo-Steiner problem) may be 
solved in polynomial time. On the other side, the Steiner problem may be efficiently 
solved if a stronger chordality condition is imposed on the bipartite graph, that is 
the condition that every cycle of length greater or equal to six has at least two 
chords. Both polynomiality results are based on the existence of suitable 
elimination orderings of redundant nodes which lead to minimal connections. In 
particular, for the solution of the pseudo-Steiner problem over V,-chordal, V,- 
conformal graphs there exists an elimination ordering of nodes corresponding to 
relations and in the case of (6,2)-chordal graphs we have shown that all orderings 
may be used as elimination orderings. 
The problem of finding a polynomial algorithm for the Steiner problem on (6, l)- 
chordal bipartite graphs remains open. 
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