Abstract-Static timing analysis (STA) techniques allow a designer to check the timing of a circuit at different process corners, which typically include corner values of the supply voltages as well. Traditionally, however, this analysis only considers cases where the supplies are either all low or all high. As will be demonstrated, this may not yield the true maximum delay of a circuit because it neglects the possible mismatch between the supplies of successive gates on a path. A new methodology for timing analysis is proposed, where, in a first step, the critical paths of a circuit are identified under an assumption that all the supply nodes are independent of one another, thus allowing for mismatch between the supplies. Then, given these critical paths, the authors incorporate into the analysis the relationships between the supply node voltages by considering the power grid that they are tied to, and refine the worst case time delay values on a per-critical-path basis. This refinement is posed as a sequence of optimization problems where the operation of the circuit is abstracted in terms of current constraints. The authors present their technique and report on the implementation results using benchmark circuits tied to a number of test-case power grids.
I. INTRODUCTION

D
UE to the reduction in supply voltages, resulting from technology scaling, the timing of modern integrated circuits has become highly sensitive to supply voltage fluctuations. Thus, in the analysis and verification of high-performance chips, it is essential that static timing analysis (STA) takes into account power supply variations. Traditionally, this has been done by performing STA with a setting of the supply voltages that results in worst case delay for each gate on the path under study. However, we have found that using worst case gate delays in the context of traditional STA does not necessarily yield the worst case path delay. This is due to the fact that mismatch between the supply settings of successive gates on a path turns out to have a bigger effect on the worst case path delay, as we will show. Therefore, it emerges that one really has to consider the voltages on the power supply grid and consider what their worst case arrangements are and what the corresponding worst case delay is. In other words, it is not enough to work with local worst case gate delays, one must look more globally at the whole path delay and consider how it depends on the voltages on the grid.
To address this problem, we are developing a framework for timing analysis that looks for worst case delay, taking into account supply voltage variations. A key part of the solution requires one to capture exactly how the "power tap" voltages (nodes where individual gates or cells draw their current from the power supply network) are related, if any. These node voltages are not independent of one another due to the fact that the power taps are all part of the on-chip power/ground network (simply, the power grid). Thus, the structure and the currents in the power grid become part of the overall problem of chip timing verification.
Our framework is in two phases. In a first phase, we apply an STA approach that assumes that all the power taps have voltages that are completely independent of one another. This technique will be described in Section III, a preliminary version of which has appeared in [1] . This technique allows for two successive gates on a path to have a big mismatch between their supplies, and is clearly not realistic for all gates (although it may be realistic for some cases). Nevertheless, as a result of this first-phase STA, we know the absolute worst case delay for the circuit and we have a list of the critical paths.
In the second phase of our approach, we take into account the presence of the power grid and operate on the list of critical paths resulting from the first-phase STA. For each path, we reduce its delay estimate, making it more realistic. This corrective action is applied to every critical path, starting with the one with the largest delay, until a path is reached whose corrected delay is larger than the uncorrected delay of the next path on the original list. When this happens, the path in hand has the worst case delay for this circuit and the analysis is complete.
The corrective action applied to each path must somehow take into account the currents and voltages on the power grid in order to discover the relationships among the power tap node voltages on that path. This is a very difficult problem because of the wide range of behaviors that the power grid can exhibit. The grid captures the exact relationship between the power tap nodes via the dynamical system equations that represent the grid. Most techniques for power grid analysis use some form of circuit simulation to compute the voltage fluctuations. However, given the very large number of possible circuit behaviors, one needs to simulate the circuit (for the currents) and the grid (for the voltage drops) for a large number of clock cycles or vector sequences, which is impractical. Add to this the fact that modern grids are huge, and it becomes clear that this straightforward simulation-based approach is prohibitively expensive. As an alternative, we will describe a "vectorless" power grid analysis technique in which the worst case voltages on the grid are found without having complete information on the circuit currents and behaviors. This contribution is described in Section IV, a preliminary version of which has appeared in [2] . This technique is used to verify that the worst case voltage drop, on the power tap nodes for a given logic path, does not exceed some voltage threshold specification for that grid or path. Our technique requires only incomplete information about the circuit currents in the form of current constraints. These constraints take the form of local and global upper bounds on the circuit currents, but they can also be more general than that.
In Section V, we will then describe how the first-phase STA and the vectorless grid analysis are combined to apply corrective action to each critical path, in an iterative fashion, yielding an overall STA approach that does not require complete knowledge of the circuit currents. It will turn out that the problem can be formulated as a nonlinear programming problem (NLP), which we solve for the maximum delay subject to the current constraints. Lastly, we will present some results in Section VI that show the utility of this approach, and give some conclusions in Section VII.
II. OVERVIEW
Voltage fluctuations on the power grid are a result of many sources, such as IR drop, Ldi/dt drop, and resonance between the grid and the package. When inductive effects are negligible, which is the case for many technologies, simulation of the power grid is focused on only IR drop effects, given the RC structure of the grid. Thus, we will start with an RC model of the power and ground grids, and will then reduce the analysis further into a dc verification problem. Thus, in the present version of this work, we are able to include the effect of dc voltage drop on the grid on the circuit timing (loosely speaking; see Section IV for full details). The full (RC or RLC) transient version of the grid verification problem is more difficult and is part of our continuing work under this project.
Consider the diagram in Fig. 1 , where an inverter is shown with its input and output waveforms. The power supply nodes of the inverter are considered, the reference V dd and V ss , and the input is assumed to rise from V il to V ih . The output of the inverter, as does the output of its fanout interconnect network, falls from V dd to V ss . It is instructive to consider what is a practical range of variations of the power supply values. In order for the circuit to function properly, the transistors must be able to turn OFF, which sets a limit on how large the supply variations may be. For one thing, we should have
In the worst case, if we consider opposite variations for (V ss , V il ) and (V ih , V dd ), then
Throughout this paper, we have used 0.13-µm CMOS technology with a nominal supply voltage of 1.2 V, and assumed a 12.5% drop around V dd and V ss . This is equivalent to a 0.15-V drop around the nominal power supply and a 0.15-V ground bounce. Therefore, V ih and V dd can vary from 1.05 to 1.2 V, and V il and V ss can vary from 0 to +0.15 V. If there is a feasible arrangement of circuit currents that causes the voltage drop to exceed these bounds, we consider the grid to be unsafe and to require some improvement before one can proceed to study its impact on timing. Thus, in this paper, we are concerned with grids whose worst case voltages all fall within these bounds.
As an overview, our proposed timing verification flow is as follows.
1) Extract and enumerate the critical paths of the circuit under an assumption of independent power grid voltages. 2) Set up the current constraints for the power grid; the grid equations implicitly define the true relationships among node voltages on the grid. 3) Verify that the node voltages of each critical path do not exceed a 12.5% drop on the power grid. 4) For each critical path, solve for its worst case delay, taking the grid equations into account, leading to a new (reduced, corrected) delay value for that path. The process does not have to exhaustively go through all critical paths identified in step 1. Instead, we start with a list of these paths that is sorted by decreasing delay and repeatedly apply step 4 until we encounter a path whose corrected delay is higher than the uncorrected delay of the next path on the list. When this happens, we have found the worst case circuit delay and we may stop.
III. FIRST-PHASE VOLTAGE-AWARE STA
In order to develop a timing analysis approach in the presence of power supply and ground voltage fluctuations, one needs to first develop a delay model for cells and interconnect that is dependent on these voltages. We will first define delay in a variable voltage environment, then introduce our delay models for gates and paths, and finally describe the STA.
A. Delay Definition
The notion of signal delay needs careful definition when the supplies are potentially different between the driver and the load. Consider the typical timing waveforms in Fig. 2 . The series gate delay is defined as t d1 = t 2 − t 1 , where t 1 is the time at which the input signal reaches (V ih + V il )/2 and t 2 is the time at which the output reaches (V dd + V ss )/2. The series interconnect delay is defined as t d2 = t 3 − t 2 , where t 2 and t 3 are the times at which the input and output signals of the interconnect network reach (V dd + V ss )/2. 
B. Gate Delay Model
Gate delay depends on the traditional parameters of input signal slope and output load. In addition, in this paper, we model the dependence of gate delay on the four supply voltages defined in Fig. 1 . Thus, six parameters are considered as part of the gate delay model: the input high signal level (V ih ), the input low signal level (V il ), the gate's power supply (V dd ), the gate's ground (V ss ), the input slope (S in ), and the gate's output load (C l ). The series input slope is defined as the slope (dV /dt) of the input waveform at the time when it crosses (V il + V ih )/2.
It is instructive to consider how variable the cell delays are and how strong is their sensitivity to the supply voltages. To this end, we have built a library of cells containing twoinput and three-input NAND, NOR, AND, OR, and NOT gates. In our experiments, the load, transistor widths, and four voltage levels of the gates were varied across their valid ranges (see Section II). Transistor width was allowed to vary from 160 (the minimum size for 0.13-µm technology) to 2400 nm, and the loads from 1 to 32.5 fF (as a comparison, the input capacitance of a minimum size gate for this technology is near 1 fF). Furthermore, different combinations of consecutive gates were tested. Fig. 3 shows all possible gate type combinations along with valid parameter ranges.
Modern cell libraries represent the delay of cells using four two-dimensional (2-D) tables for each timing arc (a timing arc is an input-output node pair). In case of a falling output, one table gives the propagation delay and another gives the output slope. Another two tables correspond to the rising output case. Each table covers the range of valid input slope and output load values. Simple extension of this model to our case would require six-dimensional (6-D) tables, which would be impractical in terms of model size and cost of building the model. In order to simplify the model, we found that the delay dependence on each voltage is near linear in the (narrow) range of valid voltages. However, to be more accurate, we have used a quadratic polynomial to represent the dependence of delay on each voltage and made allowance for cross-product terms by using a template expression for delay as
where α k ∈ R and a k , b k , c k , d k ∈ {0, 1, 2}. The regression coefficients α k are found by using a standard least mean square (LMS) regression method [3] . Regression is performed for each grid point in the [slope, load] Fig. 4 for the propagation delay. It is seen that the model has very good accuracy. The output slope component of the model was also tested, and it shows an error of under 3%, which is also good. 
C. Interconnect Delay
Interconnect delay can be modeled by any of the modern ways using either Elmore delay [4] , moment matching [5] , or other higher order modeling approaches. Interconnection delay is independent of both the driver and the load gate's voltages, and it just depends on interconnect model values and the transition time of the driver gate. Therefore, interconnect delay requires no special treatment.
D. Worst Case Gate Delay
Given a logic gate with variable supplies, it is important to look for the supply configuration that gives the worst case gate delay. The situation is complicated due to the number of variables involved, especially for complex CMOS gates. We will first consider this in the easy special case of an inverter, where analytical expressions are possible, and then generalize to the case of arbitrary CMOS gates.
1) Special Case-Inverter: In this section, we will consider inverters with rising and falling input signals. Simple quadratic equations are used for the NFET and PFET transistor currents and a delay expression is derived that shows, among other things, the dependence of delay on the supply and ground voltages. We then consider the sensitivity of delay to supply/ground variations and highlight the sign of the sensitivity terms, as this will turn out to be important in the rest of the paper. For more complex logic gates, for which analytical results are not possible, we will give empirical data to show the sign of the sensitivity terms. a)
Step input: Fig. 5 shows an inverter with an output load C l . With V tp and V tn as the PFET and NFET threshold voltages, respectively, we let V gsp and V gsn be the gate-source voltage of the PFET and NFET transistors.
Falling delay: Consider a rising step signal as the input signal of the inverter, as shown in Fig. 5 . Initially, the input of the inverter is low, NFET is in cutoff, and PFET is in saturation. When the input becomes high, the output load is discharged through the NFET and the output voltage may be found as the solution of the differential equation
where V o (0) = V dd and where 
We define the sensitivity of this delay to V dd to be given by ∂t df,step /∂V dd , and likewise for the other voltage variables. These sensitivities can be found analytically by differentiation; it is found that, for the whole range of allowable voltage variations, the sensitivity of this delay to V dd and V ss is positive and its sensitivity to V ih is negative, so that
Therefore, the worst case inverter falling delay may be found by setting V dd = H, V ss = H and V ih = L (H stands for the highest allowable value and L stands for the lowest allowable value), which may be represented by the mnemonic
Rising delay: In the case when the input is a falling step, similar results can be found as follows. While the input signal is initially high, the PFET is in the cutoff mode and NFET is in saturation. When the input falls, the output load will be charged through PFET, as shown in Fig. 5 . The output voltage may be found as the solution of the following differential equation:
where V o (0) = V ss and where
where
Solving for the rising delay (the time when V o reaches (V dd + V ss )/2) leads to
. (11) The sensitivities of this delay to various voltages can be found analytically. It is seen that t dr,step is independent of V ih and that the sensitivities to V dd and V ss are both negative while the sensitivity to V il is positive, i.e.,
Therefore, the worst case inverter rising delay may be found by setting
b) Ramp input: The previous section was based on an assumption of a step input. In order to obtain more realistic results, we consider a saturated ramp input. In this case, analytical results are possible, based on a case analysis [6] in which the input slope value is used to select one of two cases: 1) the input is fast, fast enough that it reaches its final value before the transistor (NFET for rising input, PFET for falling input) exits the saturation region and 2) the input is slow, slow enough that the transistor (NFET for rising input, PFET for falling input) exits the saturation region before the input reaches its final value.
Fast input case: For the fast input case, new differential equations can be formulated, and the falling and rising delays are given by
where S is the slope of the input signal. It is helpful to rewrite these equations in the form
where g f , g r , h f , and h r are functions of the four voltages (V is a vector of the four voltages V dd , V ss , V ih , and V il ) whose analytical expressions are clear from (6), (11), (14), and (15) . Sensitivities can again be obtained by differentiation, leading to
where V * is any of the four voltages
Notice that ∂g f /∂V * has the same sign as ∂t df,step /∂V * and ∂g r /∂V * has the same sign as ∂t dr,step /∂V * . Therefore, for a falling output, notice that whenever ∂g f /∂V * has the same sign as ∂h f /∂V * , then ∂t df /∂V * has the same sign as ∂t df,step /∂V * . Thus, the only case when ∂t df /∂V * and ∂t df,step /∂V * may have different signs is when ∂g f /∂V * has a different sign from ∂h f /∂V * , which one can easily show occurs only when V * corresponds to V ih (in which case ∂g f /∂V ih is negative and ∂h f /∂V ih is positive) and for small values of S and C l . Since both S and C l are bounded, we have set them at their minimum values and computed sensitivities for different voltage combinations. Across the whole range of allowed voltages, it was found that ∂t df /∂V * has the same sign as ∂t df,step /∂V * , as can be seen in Fig. 6 , which was generated for the case when S and C l are at their respective minimum values. Therefore, an important conclusion is that, in the fast input case, with the output falling, the sensitivities have the same signs as was found in the step input case for all possible values of input slope and output load, i.e.,
A similar analysis applies to t dr . The only case where ∂g r /∂V * has a different sign from ∂h r /∂V * is when V * corresponds to V il , in which case ∂g r /∂V il is positive and ∂h r /∂V il is negative. Again, setting both S and C l to their minima, it was found that, for all voltages in the allowed range, ∂t dr /∂V * has the same sign as ∂t dr,step /∂V * , as can be seen in Fig. 7 , which was generated for the case when S and C l are at their respective minimum values. Therefore, an important conclusion is that, in the fast input case, with the output rising, the sensitivities have the same signs as was found in the step input case for all possible values of input slope and output load
Slow input case: For the slow input case, the analysis becomes much more complicated. It is possible to obtain expressions for the rising and falling delays, but the sensitivities were then obtained by numerical differentiation (finite-difference approximation). The same results are found, as (20) 
2) General Case-Arbitrary Gates: In order to generalize the analysis, we consider a cascade of two gates, as in Fig. 3 , where the supplies of the "driver gate" are V ih and V il and the supplies of the "load gate" are V dd and V ss for the following reason. In practice, every CMOS gate is driven by another CMOS gate so that a variation of the supply and ground of the driver gate would affect its output slope, and hence the input slope of the load gate. Thus, it is important that the sensitivities and the worst case settings of V ih , V il , V dd , and V ss be made in a realistic situation where changes of V ih and V il have an effect on the input slope of the load gate. An analytical study of this situation is not possible. Instead, all combinations of gates, of varying sizes, were simulated in the configuration in Fig. 3 . All inverting gates in our library show the same sign pattern that was found analytically for the inverter, summarized in Table I , and which leads to the worst case voltage settings in (22) and (23).
3) Gates With Connected Supplies (Blocks):
We now extend the analysis to handle combinations of gates whose supplies are not independent. Especially interesting is the special case when several consecutive inverting gates on a path share a common power supply and ground; we call this structure a block. Thus, a block may be a simple AND cell from a cell library or a general path of consecutive inverting gates with connected supplies. The case of a block consisting of a single gate will be considered a degenerate or trivial case and will be referred to as a triv- ial block. In general, the term "block" will refer to a nontrivial block. For block analysis, analytical methods are not available, and we will use empirical data to study delay sensitivities.
Recall that, for a case such as in Fig. 8(a) , where the output of gate 1 is rising, the worst case delay of gate 2 corresponds to L L H H . If the two supplies of the driver and load gates are connected, such as in Fig. 8(b) , then the worst case setting for the delay of gate 2 is simply L H , irrespective of signal polarity in fact. This is a commonly known fact and can easily be shown analytically by replacing V ih by V dd and V il by V ss in (14) and (15) and differentiating both equations. Indeed, it is not hard to see that irrespective of the type of gates and the length of the path, for an arrangement such as in Fig. 8(c) , the worst case delay of the block identified in the figure corresponds to L H . Consider now the case in Fig. 8(d) , where, for a rising input to gate 2, we are interested in the delay of the block composed of gates 2 and 3. In this case and according to the preceding discussion, the worst case delay of gate 2 is achieved for V dd = H while the worst case delay of gate 3 requires V dd = L. How is this conflict to be resolved? We have found, empirically, that under all conditions of slopes and loads, the sensitivity of gate 3 is dominant, so that the worst case combination turns out to be L L L H . This happens because the delay of a logic gate whose output is being pulled high (such as gate 3) is more dependent on the value of V dd than the delay of a gate whose output is being pulled low (such as gate 2). This conclusion was also found to apply for all cases where gates 1, 2, and 3 are any other inverting gate from our library.
Finally, consider Fig. 8 (e). Since it has the same supplies as its driver, the worst case delay for the block composed of gates 4, 5, · · ·, n corresponds to V dd = L, V ss = H. Since the worst case delay for the block composed of gates 2 and 3 is also L H , then the general conclusion (we have similarly analyzed the falling input case) is that for any (nontrivial) block the worst case block delay corresponds to
A summary for the worst case block delay configurations, for both inverting gates (trivial blocks) and for general (nontrivial) blocks, which includes noninverting cells, is given in Table II . Fig. 9 . Connected inverting gates with independent supplies and grounds.
E. Worst Case Path Delay
The total delay of a signal along a path of gates (specifically, along a path of timing arcs) is the sum of the individual delays of all the timing arcs on the path. Consider all the supply voltages of the gates on a path. If these voltages are viewed as independent variables, then what is the combination of supply values that gives the worst case path delay? The path delay corresponding to this setting is the absolute worst case in practice and is therefore worth studying. We first consider this question, and then consider the case when the path includes both gates with independent supplies and blocks.
1) Gates With Independent Supplies:
Consider the simple two-gate path shown in Fig. 9 with a falling input. In the following, we will use the following simplified notation so as to simplify the presentation. For a gate "i," we will denote its delay sensitivity to "its" supply voltage as ∂t dri /∂V dd (for the rising output case), even though that supply node may be labeled differently on the diagram. For instance, in Fig. 9 , the sensitivity of gate 1 to its supply voltage will be denoted ∂t dr1 /∂V dd and the sensitivity of the delay of gate 2 to its supply voltage will be denoted ∂t df 2 /∂V dd , even though the two supply nodes are labeled V d1 and V d2 in the figure, likewise for the other voltages.
If t p = t dr1 + t df 2 is the total path delay, then ∆t p = ∆t dr1 + ∆t df 2 leads to
and, collecting terms, this leads to
Considering Table I , it is clear that the coefficient of ∆V d1 in (27) is negative. Therefore, in order to have the maximum delay, one should set V d1 = L. Likewise, for the other voltages, Table I is valid for all inverting gates, not only inverters, then this result is general and applies to arbitrary inverting gates. It is interesting that the worst case delay is so easily identifiable and corresponds to a setting of
for the falling input case, and the opposite setting for the rising input case. The reason this works so well is that the individual worst case assignments of the gates match exactly due to the reversed polarity of the transitions at the outputs of consecutive gates. Indeed, it is clear that this result extends naturally to paths of arbitrary length by induction. Therefore, for a multigate path composed of all inverting gates with independent supplies, the worst case voltage setting for a falling input is given the staggered arrangement
and for a rising input it is given by the alternate staggered arrangement
2) Mix of Independent Gates and Blocks: When considering a path that mixes noninverting gates and general blocks, then it is possible to observe a conflict between the sensitivities to the supplies so that the solution is not necessarily the nice staggered arrangements seen above. In theory, a conflict in the supply voltage assignment can always be resolved during timing analysis (as will be described below) by generating and following various alternatives. The mechanism for doing this will be seen to require the generation of additional "signals" to be propagated during the timing analysis. However, in order to reduce the overhead due to these signals, we will describe ways in which certain conflicts can be resolved easily without the need for additional signals during timing analysis.
Conflicts can be resolved easily in case of a series connection of two blocks. If the first block is a trivial block (a single inverting gate), then there is actually no conflict. To see this, consider the case when the signal at the intermediate node (input of the second block) is rising. Then, based on the preceding analysis, the worst case delays of both the gate and the block are achieved when the gate's supplies are set to L L . If that signal is falling, then the gate's supplies should be H H in order to maximize both the gate delay and block delay, and there is no conflict. Conflict arises when the first block is nontrivial, as follows. Consider two consecutive blocks with independent supplies, as shown in Fig. 10 , and consider the case when the output of the first block is rising. The first (nontrivial) block requires a setting of L H for its supplies. The second block requires a setting of L L L H . Thus, there is a conflict in the setting of the ground value of the first block. We have found, empirically, that the sensitivity of t d2 (delay of block 2) to V ss1 is always smaller (in magnitude; recall, this sensitivity is negative) than the (positive) sensitivity of t d1 (delay of block 1) to V ss1 , leading to the conclusion that V ss1 must be set to H in order to maximize the path delay. Basically, the sensitivity of the delay of a logic gate to its supply voltage turns out to be larger than its sensitivity to the input signal level. When the intermediate signal is falling, the conflict has to do with the value of V dd1 , and we have found that the worst case corresponds to setting V dd1 to L. We now show some empirical justification for these conclusions. Fig. 11 (a) shows ∂t df 2 /∂V il and ∂t dr1 /∂V ss in the same histogram when the first block (Fig. 10) is a cascade of two inverting gates and the second block is a single inverting gate. It is seen that the former sensitivity is negative and the latter is positive, but the minimum value of the latter is greater than the absolute value of the minimum value of the former. Therefore, the sensitivity of the path delay to V ss1 is positive and V ss1 must be set to H. Fig. 11(b) shows ∂t dr2 /∂V ih and ∂t df 1 /∂V dd for the same circuit when the intermediate node is falling. Here, the former sensitivity is positive and the latter is negative and the maximum value of the former is less than the absolute value of the maximum value of the latter, therefore the overall delay sensitivity of the path to V dd1 is negative and V dd1 must be set to L. The above data were obtained for all combinations of gates in our library. If the first block is longer than simply two gates, its sensitivity to its supply or ground will only increase (in magnitude) so that the same conclusions hold. If the second block is nontrivial, then it has more delay and its sensitivity to V ss1 or V dd1 increases in a way which could, in theory, negate our conclusion. However, since the input signal mainly affects the delay of the first one or two gates in the path (again, we have established this empirically but it is not hard to see why it is true), this does not happen, and the conclusion is intact.
F. STA
STA gives the maximum delay of a combinational circuit. The available techniques range from the early work of Kirkpatrick and Clark [7] and Hitchcock et al. [8] to recent work by Blaauw et al. [9] , which is significant in that it carefully takes into account the effect of the input slope on path delay during signal propagation. Our implementation of STA is based on [9] . We consider that supply nodes of the logic gates in a circuit are either tied together, in arbitrary combinations, or are independent. By "tied together," we mean connected by a short circuit, so that they are the same electrical node on the grid. We also assume that if the power supply nodes of two gates are tied in this way, then their grounds are tied as well, and vice versa.
For each primary input, two signals are created, one rising and one falling, each with an arrival time of 0. For each logic gate, we propagate the signals at its inputs to its output, and then we prune the signal set at that output node. If the supply nodes of that gate are tied nowhere else, then each signal at a gate's input node yields one signal at the gate's output node, which has arrival time and slope as determined by our timing model, using the worst case supply settings for that gate and for that polarity of transition. This supply setting becomes part of the signal description and is carried along. Once all the signals at the gate's inputs have been propagated thus to its output, the signal set at the output is pruned as in [9] . At the circuit primary outputs, the signal with the latest arrival time determines the circuit delay and the voltage assignment tagged to that signal is the worst case voltage assignment for that circuit.
If, however, the supply nodes of the logic gate are tied elsewhere, meaning that this gate is either part of a block or that this gate's supplies are tied to some other gate's supply elsewhere in the circuit, then a conflict may arise in that the voltage assignment that one would like to make for this gate's supplies may conflict with other assignments that are already part of this signal's description, or may conflict with future assignments that one may want to make for these supplies in connection with another gate downstream. Conflict resolution is done by generating extra signals. Each signal at an input of this gate is propagated as two new signals at the gate output, each with a different setting of the supplies. Since there are two supplies (V dd and V ss ), one would think that four signals would be required. However, we actually use only two signals, which are chosen in a conservative way, meaning that we may err slightly but pessimistically on the delay. At the gate output, signals whose voltage assignments do not conflict are pruned separately, as a subgroup. The latest arrival time at the primary outputs is identified as the worst case circuit delay. In order to find the path in which the latest arriving signal has passed through, a backtracking process must be applied, from the circuit primary output that has the latest arrival time toward the primary input. Starting from that output pin, maximum gate delay is subtracted from the signal arrival time at the gate output and the previous gate arrival time in the critical path is computed. STA looks through all the input pins of the current gate and finds the gate with the same signal arrival time as the computed arrival time. It then flags the gate in the previous stage as the gate with the latest signal arrival time and continues the backtracking process up to the primary input.
IV. VECTORLESS GRID ANALYSIS
We need to verify that the circuit delay never exceeds certain bounds for all possible voltages on the grid. Thus, we are in essence checking for the largest value of a function of node voltages. In this section, we will focus on the node voltages themselves and consider how we can verify what the largest voltage drop is on the grid at a given node. In the following section, we will then extend this to the function of node voltages, i.e., circuit delay.
Focusing then on checking the voltage at a given node on the grid, we reiterate the point made earlier, that grid analysis by simulation is prohibitively expensive and does not offer a complete guarantee. Instead, we will develop an approach that does not rely on knowing the circuit currents. We will require only incomplete information on the circuit currents via current constraints. The resulting approach does not depend on knowing the circuit activity patterns, hence it may be referred to as vectorless. Finally, since the analysis of the power supply network is similar to that of the ground network, we will focus on one of them only. In the following, we will only focus on the power supply network, which will be referred to as the power grid, or simply the grid.
A. Preliminaries
We consider an RC model of the power grid, where each branch of the grid is represented by a resistor and where there exists a capacitor from every grid node to ground. In addition, some grid nodes have ideal current sources (to ground) representing the current drawn by the circuit tied to the grid at that point and some grid nodes have ideal voltage sources (to ground) representing the connections to the external voltage supply.
Let the power grid consist of n + p nodes, where nodes 1, 2, . . . , n have no voltage sources attached and nodes (n + 1), (n + 2), . . . , (n + p) are the nodes where the p voltage sources are connected. Let c k be the capacitance from every node k to ground. Let i k (t) be the current source connected to node k, where the direction of positive current is from node to ground. We assume that i k (t) ≥ 0 and that i k (t) is defined for every node k = 1, . . . , n so that nodes with no current source attached have i k (t) = 0 ∀t. Let i(t) be the vector of all i k (t) sources, k = 1, . . . , n. Let u k (t) be the voltage at every node k, k = 1, . . . , n, and let u(t) be the vector of all u k (t) signals, k = 1, . . . , n. Applying Kirchoff's current law (KCL) at every node, k = 1, . . . , n, leads to
where G is an n × n conductance matrix resulting from the application of the traditional modified nodal analysis formulation [10] (simplified by the fact that all the voltage sources in this case are from node to ground), C is an n × n diagonal matrix of node capacitances, and V DD is a constant vector, each entry of which is equal to V DD . The matrix G has several useful properties. It is symmetric positive definite [11] and can be shown to be an M-matrix [12] , which means, among other things, that its inverse consists of only nonnegative values. We may rewrite (31) as G[V DD − u(t)] − Cu(t) = i(t) and if we now define v k (t) = V DD − u k (t) to be the voltage drop at node k and let v(t) be the vector of voltage drops, then the system equation can be written as
Gv(t) +v(t) = i(t). (32)
This is a revised system equation that one can solve directly for the voltage drop values. Notice that the circuit described by this equation consists of the original power grid, but with all the voltage sources set to zero (short circuit) and all the current source directions reversed. In the following, we will mainly be concerned with this modified power grid and the revised system of (32). We now point out a key monotonicity property of the power grid, which will be useful. If we increase any of the currents driving the grid, at any point in time, then the overall voltage waveform at any point on the grid will either decrease or stay the same, but will not rise. We can formally express this (see [13] for a proof) as follows.
Proposition 1 (Monotonicity): If v(t) is the voltage drop due to i(t) and v
* (t) is the voltage drop due to i * (t), then the power grid has the property
which we will express by saying that the grid is monotone.
A similar result was earlier proven [14] for the special case of an RC tree driven by a single voltage source. Based on the monotonicity property, we can now make a couple of statements that will be useful below. Let I k be an upper bound on i k (t) over the time period of interest, say 0 ≤ t ≤ ∞. Let I 1 , I 2 , . . . , I n form a n × 1 vector I and let V be the solution of the system when the dc currents I are applied as inputs, which may be found by solving the dc system
Then, from the monotonicity property, it is clear that i(t) ≤ I ∀t ≥ 0 leads to v(t) ≤ V ∀t ≥ 0. Finally, another related result is that, considering the dc system (34), if I * ≥ I, then V * ≥ V.
B. Current Constraints
In order to achieve a vectorless approach, we will use two types of incomplete current specification, referred to as current constraints: local constraints and global constraints.
1) Local Constraints:
A local constraint relates to a single current source. For instance, one may specify that current i k (t) never exceeds a certain fixed level
This upper bound may be simply known from prior simulation if the cell or block is already available, or it may be a best-guess based on the area of the cell or block and on perhaps the power density of the design (total power divided by total area). If further information is available on the circuit behavior over time, then the user may be able to specify an upper bound waveform, as a time function, so that i k (t) ≤ i L,k (t) ∀t ≥ 0. We will assume that every current source tied to the power grid has an upper bound associated with it, be it a fixed bound or a waveform bound. If a grid node does not have a current source attached to it, i.e., i k (t) = 0 ∀t ≥ 0, then we specify a fixed zero-current upper bound for that node, I L,k = 0. This convention will be useful later on. In this way, we have a local constraint associated with every node of the power grid. We express these constraints in vector form as
Notice that, if only local constraints are provided, then checking for a worst case voltage drop on a node is trivial due to the monotonicity of the power grid: Simply set each current source to its maximum allowable value and simulate the grid. The resulting voltage drops are the maximum that can exist under these constraints. Of course, with only local constraints, the results can be very pessimistic because it is never the case that all chip components simultaneously draw their maximum current, hence the need for global constraints. Handling global constraints, however, is not as straightforward.
2) Global Constraints:
A global constraint relates to all current sources or to subgroups of current sources. For instance, if the total power dissipation of the chip is known, even approximately, then one may say that the sum of all the current sources is no more than a certain upper bound. In general, a global constraint corresponds to the case when the sum of the currents for a group of current sources is specified to have an upper bound. These constraints are useful to express the fact that certain groups of current sources (corresponding to certain functional blocks, or perhaps to the whole chip) draw no more than a certain total level of current, corresponding perhaps to the known total power dissipation for that block. The upper bound, corresponding to the jth global constraint, may be a fixed bound I G,j or a waveform bound i G,j (t) . If m is the number of available global constraints, then we express all the global constraints in matrix form as
where U is a m × n matrix that contains only 0s and 1s.
3) Combining Constraints: The local and global constraints can be combined into a single matrix inequality as
where L is an (n + m) × n matrix of 0s and 1s, whose first n rows form an identity matrix (1s on the diagonal and 0s everywhere else) and whose remaining m rows correspond to the matrix U, and where I m is a (n + m) × 1 vector.
C. Node Robustness
Consider the case where one is verifying node voltage under fixed (dc) currents: One is dealing with dc inputs I, dc voltages V, and the dc system GV = I. The local constraints become 0 ≤ I ≤ I L , the global constraints are UI ≤ I G and their combination is
Fixed current upper bounds will be referred to as dc constraints, otherwise one is working with transient constraints.
Suppose that we are given, for each node k, the maximum allowable voltage drop at that node V m,k (a voltage threshold). We define a node to be robust for a given set of constraints if and only if V ≤ V m,k for any current vector i(t) that satisfies these constraints. In general, the voltage thresholds and the voltages themselves may be functions of time. If one is given a set of dc constraints I m , then the following result is useful.
Proposition 2: A node is robust for all transient currents whose peak values satisfy a given set of dc constraints if and only if it is robust for all dc currents that satisfy these constraints.
Proof: The forward direction is trivial. Since a dc current is a special limiting case of a transient current, then robustness under a class of transient currents implies robustness under any dc current that also belong to that class. The reverse direction is true because of the monotonicity property: Assuming that a node is robust under dc currents, then given a transient current assignment whose peaks satisfy the constraints, we can construct a dc current assignment by setting a dc current value equal to the peak value of each current source. This dc current assignment satisfies the constraints, therefore the node must be robust under this assignment. Now, since for each current source the transient current is always below the corresponding dc current, then by (33), the node is also robust for that transient current assignment.
This result is useful because it provides that, when the constraints are given as dc constraints, checking node robustness under all dc currents that satisfy these constraints provides more than just robustness under dc currents-it provides that under a large class of transient currents (as given in Proposition 2), the node is also robust. Fixed upper-bound dc constraints are much easier to specify than transient upper-bound constraints. This is because in order to provide transient constraints one requires much more design knowledge, including some notion of system or circuit timing.
D. DC Robustness
Obviously, solving the node robustness problem under dc conditions, what we will call the dc robustness problem, is much easier than solving under transient current conditions. The rest of this paper is focused on this dc robustness approach. It is understood that this is not a complete solution to the problem, but three comments may be made in this regard: 1) based on Proposition 2, dc robustness implies robustness under transient currents for certain classes of current; 2) the dc approach can be used to identify gross or major problems with the grid and can then be followed up with more detailed analysis of the problematic portion of the grid; and 3) we continue to work on the transient verification problem and we are finding that it is based in a large part on this dc approach as an underlying technique.
E. Voltage Formulation
By making use of the relationship I = GV, we can express the dc constraints in terms of voltages
Thus, the node robustness checking problem can be expressed as follows.
Notice that the system equation I = GV is implicitly satisfied by the first n rows of the matrix inequality LGV ≤ I m . This is because, as was expressed in relation to (35) , that set of inequalities covers all the nodes, and any node with no current source attached is assigned a fixed zero-current upper bound constraint.
F. Linear Programming
It is significant that the constraints (39) are linear, and we propose to construct a linear program (LP) around them as a way to check robustness. We will refer to the space of voltages represented by these constraints as the feasible space. Note that this space, being bounded by joint linear constraints, is convex, as in a standard LP. Thus, one way of checking robustness is to take the nodes one at a time and solve an LP every time in which the objective is to maximize the voltage at that node, i.e.,
As one solves the LP, one can of course stop when V k exceeds a V m value, and declare a violation. If, instead, the maximum voltage at that node is less than V m , then that node is "safe" and one can then switch to another node and start solving a new LP with the new objective function. One can keep doing this until a violation is found or all nodes have been proven safe.
V. COMBINED APPROACH
Recall that the STA that was presented in Section III assumes that all supply nodes have independent voltages. In Section IV, we saw how the relationships among these voltages imposed by the power grid can be captured by an optimization approach in a way that does not depend on complete knowledge of the currents that load the grid. We will now combine the two techniques, leading to a voltage-aware STA that respects the relationships among the supply nodes imposed by the grid. The resulting approach will also be an optimization, in which we look for the worst case arrangement of the supply nodes allowed by the grid and by the current constraints.
This will be done on a per-critical-path basis. Given a critical path, resulting from the first-phase STA, and considering the supply taps of all the gates on that path, we will look for the true maximum delay of that path under all possible loading currents that satisfy the current constraints. The path delay t d is a polynomial function of the voltages, as in (3), so that the problem becomes a nonlinear programming (NLP) problem in the form of
where f (V) is a nonlinear quadratic function of the voltage vector and G is the conductance matrix of both power and ground grids. In order to have correct dc formulation, we have introduced the constraint I vdd = I gnd , which ensures that whatever current is consumed from power is sunk by the ground grid. This constraint set is mapped into the voltage domain as
Consider the delay of two consecutive gates on a path whose supply and ground nodes are unique nodes on the grid. Fig. 12 shows that the delay of two such gates is always monotone in variations of power supply and ground voltages and the sensitivity is either positive or negative depending to the signal polarity. Delay sensitivities of all gates and gate combinations in our library (for example as in Fig. 10 ) have been checked, and it is confirmed that the sensitivity of the delay to a given voltage variable does not change sign as that voltage is varied across the whole range. Further, it was observed that for the valid feasible space of optimization, the quadratic function modeling delay has near-linear characteristics. A similar finding of delay in terms of voltage supply being near linear was shown in [15] .
In order to find the worst case delay of a path, we solve for the maximum of the path delay as a function of voltages using the SNOPT solver [16] , which can only find local maxima. Strictly speaking, there are no efficient techniques that guarantee finding the global maximum of a constrained quadratic problem such as ours. However, given the near-linear behavior of the function in our case, empirical evidence has shown that SNOPT actually finds the true worst case delay. In any case, and if this proves to be an issue in practice, there is a fall-back position: One can easily replace the quadratic function of every gate on the path by a linear surface that dominates it everywhere (i.e., is larger than the quadratic at all points), then add these to replace the quadratic path delay function by a linear function, which can then be easily maximized to give a tight conservative estimate of the true maximum. This alternative approach would work well because the quadratics are near linear to begin with, but, as mentioned, we did not see the need to go to this approach in our (quadratic function based) implementation. To improve efficiency, we pregenerate the functions of all the gradients of our objective function. Since only the objective function is nonlinear, the problem is linearly constrained, which tends to solve more easily than general nonlinear programs with nonlinear constraints. The solver uses a sparse sequential quadratic programming method using limited memory quasiNewton approximations to the Hessian of the Lagrangian.
Starting with the most critical paths first, we go down the list and apply the optimization. Notice that optimization can only reduce the delay of that path, which was estimated in the first-phase STA. 
VI. EXPERIMENTAL RESULTS
Our technique was implemented and tested on ISCAS85 and the combinational parts of ISCAS89 benchmarks. Experiments were run on a 1-GHz Sun machine with 4-GB memory. The execution time of first-phase STA was very fast, under 12 s for every circuit that we tested, and less than 1 s for most of them. The results of the analysis of circuit C880 with independent power supplies and grounds, shown in Fig. 13 , illustrate a key point. The figure shows a histogram of the circuit delay (using HSPICE) for 6000 different input vector pairs, with a worst case setting of the supply voltages (within their allowable ranges), as identified by our STA for that circuit. This does not exhaustively cover all vector pairs for this circuit, but will help illustrate the point. The figure also shows the circuit delay as measured by our STA using three different settings for the supplies. The first setting (Nominal) gives the circuit delay when all supplies are set at their nominal (ideal, no voltage drop) values. It is clear from the figure that this significantly underestimates the circuit delay. The second (Min Supply) setting corresponds to the case when all V dd supplies are set to low and all grounds to high, within their allowable ranges. This case corresponds to what one is able to do today with existing STA tools. Here too, it is clear that this analysis is not adequate because there are paths with longer delay than that given by the Min Supply setting. Finally, the third setting corresponds to the case where our STA considers all possible mismatches between the supply nodes and finds the maximum delay, in this case assuming that all supplies are independent. Note that there are no vector pairs that violate our estimate of worst case delay.
Further results on all the benchmarks are presented in Table III . This table gives the delay values measured by our STA and by HSPICE in the three cases of Nominal, Min Supply, and Worst-Case, explained above. The percentage values given in parentheses represent the relative increase of delay over the Nominal case. Getting the exact delay using HSPICE is not possible because of the large number of possible vector pairs. Therefore, for each circuit, once the critical path is identified by our STA, we extract that path and simulate it with HSPICE. Notice that the critical path may be different in the Nominal, Min Supply, and Worst-Case scenarios.
Notice that the delays under the SPICE Min Supply column are higher than the delays of the Nominal case. The advantage of our technique and the need for it are evident from the last column (SPICE, Worst-Case). The significant increase of delay over Nominal and over Min Supply underscores the fact that allowing mismatch between supplies leads to a higher worst Not having access to power grids from industrial designs and in order to test our approach under different conditions, we have opted to generate a number of grids ourselves. The grid generation process is automatic and employs a random number generator as well as user-specified technology and topology parameters. Starting with a square uniform grid of a given size, we proceed to randomly delete a user-specified percentage of nodes, thus rendering the grid structurally nonuniform. Typical geometric and physical grid characteristics (e.g., grid dimensions) as well as characteristics of the fabrication process (e.g., sheet resistance of a particular level of metallization) are given by the user, leading to an initial value of the conductance of every branch. When a node is deleted, the conductances of the remaining surrounding edges (branches) are increased by a random amount around a user-specified percentage of their initial values. The rationale behind this is to allow the nonuniform grid to be loaded with currents comparable to its uniform predecessor while exhibiting comparable IR drops. The numbers of V dd sites and current sources are supplied by the user and are then distributed at random over the grid nodes. The supplies of the critical paths extracted from ISCAS benchmarks were then randomly connected to our power grids. This random process of circuit to power grid connection was done in order to best emulate all the possible designs that could be encountered from critical paths within specific blocks to paths that may span the geometry of the entire chip.
For verifying individual node voltages, we have improved on what was reported in [2] by implementing an Interior Point Method with sparse matrix techniques. As a result, the time required for one check of a node voltage is in the order of half a minute or so for the larger sized grids as shown in Table IV . This check may be easily extended to larger grids. Table V shows some of our STA results. A number of benchmark critical paths randomly connected to varying sized power grids, from 1000 to 40 000 nodes, were simulated using our NLP approach. The worst case delay found under the influence of power grid is smaller than that found using STA analysis with independent supplies and typically falls around the neighborhood of the SPICE min. analysis. The difference is seen to vary between −30% and 8%. The computation time for solving each worst case circuit delay time is seen to be a minimal 1-130 s. This reported time is only the time required to solve for the optimal solution of each critical path. It does not include the time required to perform preconditioning on the linear component of the problem, which may run in the order of 10-15 min for larger sized grids. This computational time overhead, however, is only required once for any power grid. Further, it was observed that our technique used about 100 MB of memory for the large grids, thus may be easily applied to even larger grids. It is interesting to note the difference between our NLP calculation and the delay calculated by SPICE using min. supply. In general, for power grids that are symmetric between their V dd and V ss planes, if we are working with robust grids, it is a safe assumption to expect a delay that will be less than the min. supply as the results of Table V indicate. However, one should also notice that for the case of circuits C499 and C5315, as the same nonuniform and asymmetric grids were used for both circuits, we were able to find a delay that was more than that of the min. SPICE supply analysis. This shows that our technique, given real placement, will provide a more accurate measure of the worst case delay associated with a critical path, and if no placement is available then NLP analysis using voltage drops and random placement will give a good indication of the worst possible conditions.
VII. CONCLUSION
In today's integrated circuit designs, timing and its sensitivity to supply voltage fluctuations are key concerns. Analysis of voltage variations by simulation is a complicated task due to the requirement of stimulus (vectors, patterns, waveforms) in order to complete the simulation. It is hard in practice to obtain such stimulus. Further, even if it were made available, the simulation would be required to run for prolonged periods of time with high computational cost overhead. We have proposed a method whereby we abstract circuit behavior in the form of user-supplied current constraints. By using a delay model that is expressed in the form of supply voltage variations of the path and running a nonlinear program, we may solve for the worst case time delay.
