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Abstract
Weexaminedecompositions of complete graphsK4k+2 into 2k+1 isomorphic spanning trees.Wedevelop amethodof factorization
based on a new type of vertex labelling, namely blended -labelling. We also show that for every k1 and every d, 3d4k + 1
there is a tree with diameter d that decomposes K4k+2 into 2k + 1 factors isomorphic to T .
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1. Introduction
Let G be a graph with at most n vertices. We say that the complete graph Kn has a G-decomposition if there are
subgraphs G0,G1,G2, . . . ,Gs of Kn, all isomorphic to G, such that each edge of Kn belongs to exactly one Gi . The
decomposition is cyclic if there exists an ordering (x1, x2, . . . , xn) of vertices of Kn and isomorphisms i : G0 →
Gi, i =1, 2, . . . , s such that i (xj )=xi+j for every j =1, 2, . . . , n, where the subscripts are taken modulo n. If G has
exactly n vertices and none of them is isolated, then G is called factor and the decomposition is called G-factorization
of Kn.
Graph decompositions, most often isomorphic decompositions of complete graphs, have been extensively studied.
In particular, decompositions of complete graphs and complete bipartite graphs into isomorphic trees of smaller order
were studied by many authors. Surprisingly enough, almost nothing was published on factorizations of complete graphs
into isomorphic spanning trees. A simple arithmetic condition shows that only complete graphs with an even number
of vertices can be factorized into spanning trees. It is a well-known fact that each such graph K2n can be factorized
into hamiltonian paths P2n. On the other hand, it is easy to observe that each K2n can be also factorized into double
stars; that is, two stars K1,n−1 joined by an edge. But what about trees between these two extremal cases? In [2],
Eldergill developed a method of T -factorization of K2n into symmetric trees using two types of graph labellings based
on labellings introduced earlier by Rosa [9,10]. Here by a symmetric tree we mean a tree with an automorphism  and
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an edge xy such that (x)= y and (y)= x. In [3] the author deﬁned a ﬂexible q-labelling that allows T -factorization
of K4k+2 into certain classes of trees; in [4] the author with Kubesa generalized this labelling for trees with 4k vertices.
We present here another type of labelling, which generalizes properties of a -labelling and a graceful labelling (also
called -labelling) introduced by Rosa [10] and some other labellings (see, e.g., [6,8]). Using this labelling, we then
present a recursive procedure that produces inﬁnite families of trees that factorize complete graphs.
2. Blended -labelling and blended graceful labelling
As we mentioned above, Rosa introduced some important types of vertex labellings that we list now. Graceful
labelling (also called -labelling) and -labelling are being used for decompositions of complete graphs K2n+1 into
graphs with n edges. We deﬁne -labelling in a slightly different manner which suits better our further needs. We
deﬁne a labelling of a graph G with n edges as an injection  from the vertex set of G, V (G), into a subset S
of the set {0, 1, 2, . . . , 2n}. Later we will use more general deﬁnition. The length of an edge (x, y) is deﬁned as
(x, y)= min{|(x)− (y)|, 2n+ 1 − |((x)− (y))|}. If the set of all lengths of the n edges is equal to {1, 2, . . . , n}
and S ⊆ {0, 1, . . . , 2n}, then  is -labelling; if S ⊆ {0, 1, . . . , n} instead, then  is graceful or -labelling. A graceful
labelling  is said to be -labelling if there exists a number 0 with the property that for every edge (x, y) ∈ G with
(x)< (y) it holds that (x)0 < (y). For an exhaustive survey of graph labellings, see Gallian [5].
Each graceful labelling is indeed also a -labelling. One can observe that if a graph G with n edges has a graceful
labelling or -labelling, then K2n+1 can be cyclically decomposed into 2n+ 1 copies of G. It is so because K2n+1 has
exactly 2n+ 1 edges of length i for every i = 1, 2, . . . , n and each copy of G contains exactly one edge of each length.
Graceful labelling and -labelling can be used to produce a new labelling allowing factorizations of K4k+2 into
2k + 1 copies of a tree T with 4k + 1 edges. To simplify our notation, we often unify vertices with their respective
labels. We will say “a vertex i” rather than “a vertex x with (x) = i”. We will also say that a graph is graceful rather
than that it has a graceful labelling. Although the labellings below could be deﬁned for general graphs as well, we will
restrict our deﬁnition to trees as we are only interested in factorizations into spanning trees.
First, we deﬁne a bipartite version of the cyclic factorization. Let Kn,n be a complete bipartite graph with partite sets
X and Y . A G-decomposition of Kn,n into G0,G1, . . . ,Gn−1 is bi-cyclic if there exists an ordering (x1, x2, . . . , xn, y1,
y2, . . . , yn) of vertices of Kn,n and isomorphisms i : G0 → Gi, i = 1, 2, . . . , n − 1 such that i (xj ) = xi+j and
i (yj ) = yi+j for every j = 1, 2, . . . , n, where the subscripts are taken modulo n.
In this section we develop another method of labelling which is inspired by methods often used in design theory.
The main idea is the following. We take a graph K4k+2 and split it into three graphs—two copies of K2k+1 and one
copy of the complete multipartite graph K2k+1,2k+1. Then we cyclically decompose each copy of K2k+1 into 2k + 1
isomorphic graphs with k edges and bi-cyclically K2k+1,2k+1 into 2k + 1 isomorphic graphs with 2k + 1 edges. We
have to be careful about our choice of the respective graphs in order to be able to “glue” them together to form a tree.
The methods of decomposition of both K2k+1 and K2k+1,2k+1 are again based on known vertex labellings. We now
relax the deﬁnition of labelling by allowing labels from the set {00, 10, . . . , (2k)0, 01, 11, . . . , (2k)1} rather than from
{0, 1, . . . , 4k + 1}.
Deﬁnition 1. Let G be a graph with 4k + 1 edges, V (G) = V0 ∪ V1, V0 ∩ V1 = ∅, and |V0| = |V1| = 2k + 1. Let
 be an injection,  : Vi → {0i , 1i , 2i , . . . , (2k)i}, i = 0, 1. We deﬁne the pure length of an edge (xi, yi) with
xi, yi ∈ Vi, i ∈ {0, 1} as ii(xi, yi)=min{|(xi)− (yi)|, 2k + 1− |((xi)− (yi))|} for i = 0, 1 and the mixed length
of an edge (x0, y1) as 01(x0, y1) = ((y1) − (x0))mod 2k + 1 for x0 ∈ V0, y1 ∈ V1. We say that G has a blended
-labelling if
(i) {ii(xi, yi)|(xi, yi) ∈ E(G)} = {1, 2, . . . , k} for i = 0, 1,
(ii) {01(x0, y1)|(x0, y1) ∈ E(G)} = {0, 1, 2, . . . , 2k}.
If all mixed edges (x0, y1) have x, y ∈ {0, 1, . . . , k} and all pure edges (x0, y0) and (x1, y1) have x, y ∈ {k, k +
1, . . . , 2k} then the labelling is a blended graceful labelling. It is a simple observation that a tree with blended graceful
labelling consists of three trees. Both graphs induced by the pure edges (x0, y0) and (x1, y1) are graceful trees them-
selves. The tree induced by the mixed edges (x0, y1) has actually labelling that is equivalent to -labelling. One can
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notice that if we omit the subscripts 0 and 1 and deﬁne a labelling ′ as ′(x0) = (x0), ′(y1) = k + (y1), then ′ is
an -labelling.
If we restrict the labelling  deﬁned in Deﬁnition 1 just to the graph H induced by the mixed edges (x0, y1), we say
that H has a bipartite -labelling. This labelling is yet another labelling added to the collection of various labellings
whose properties are somewhere between those of -labelling and graceful labelling. Grannel et al. [6] deﬁne gracious
labelling  of a tree T with m + 1 vertices split into partite sets X = {x1, x2, . . . , xs}, Y = {y1, y2, . . . , ym+1−s} as
follows:
(1)  : X ∪ Y → {0, 1, . . . , m} is a bijection,
(2) {(yj ) − (xi)|(xi, yj ) ∈ E(T ), xi ∈ X, yj ∈ Y } = {1, 2, . . . , m}.
This labelling relaxes -labelling in the following sense. If we split the vertices of a tree with an -labelling into two
partite sets X, Y , then every vertex x ∈ X has its label equal at most to ′0 and therefore smaller than the label of each
vertex y ∈ Y . On the other hand, in gracious labelling every vertex x ∈ X has its label smaller than the label of each
of its neighbors in Y .
Ringel et al. [8] introduced even more general concept. Their bigraceful labelling is deﬁned similarly as gracious
labelling with the exception that  does not need to be bijection, but it is just injection when restricted to X and Y ,
respectively. Therefore, the vertices from the two partite sets are allowed to have the same label and consequently the
set of the edge labels is {0, 1, . . . , m − 1}. Similarly as above, every vertex x ∈ X has a label that is smaller than
or equal to the labels of all its neighbors in Y . Our bipartite -labelling is then again a relaxation of the bigraceful
labelling, as the edge labels are taken modulo m and therefore there is no restriction on which vertex has greater label.
We can now use our deﬁnition to form a bi-cyclic decomposition of K4k+2 into 2k + 1 copies of a graph G with
blended -labelling. We will rotate vertices of the sets V0 and V1 separately, using a permutation with two cycles of
length 2k + 1. We again occasionally identify vertices with their labels.
Deﬁnition 2. Let G be a graph with at most 4k + 2 vertices. We say that the complete graph K4k+2 has a bi-cyclic
G-decomposition if there are subgraphs G0,G1,G2, . . . ,G2k , all isomorphic to G, such that each edge of K4k+2
belongs to exactly one Gi and there exists an ordering (x1, x2, . . . , x2k+1, y1, y2, . . . , y2k+1) of vertices of K4k+2 and
isomorphismsi , i=1, 2, . . . , 2k fromG0 toGi such thati (xj )=xj+i andi (yj )=yj+i for every j=1, 2, . . . , 2k+1,
where the subscripts are taken modulo 2k + 1.
We now observe that a graph G with blended -labelling can be split into three “layers”. First two layers are the
graphs H00 and H11 induced by the sets V0 and V1, respectively. We can see that actually the blended -labelling
restricted to V0 or V1, respectively, is just the usual -labelling. The third layer is the graph induced by 2k + 1 edges
with mixed lengths 01(x0, y1) = 0, 1, 2, . . . , 2k.
We identify vertices with their labels i0 and j1 for each i, j = 0, 1, . . . , 2k. What we get is a subgraph H01 of
K2k+1,2k+1 with 2k + 1 edges of 2k + 1 different lengths ranging from 0 to 2k. If we now rotate the graph H01 2k + 1
times, we can see that no edge appears in two copies of the respective graph. Indeed no edge of Hii can appear in a
copy of Hjj or Hij and vice versa.
So we have in fact proved the following theorem.
Theorem 3. Let G with 4k+1 edges have a blended -labelling. Then there exists a bi-cyclic decomposition of K4k+2
into 2k + 1 copies of G.
In the following example we present a method of construction of a tree with blended graceful labelling with 4k + 1
edges from graceful trees R, S, T , T ′T that have k edges each.
Example 4. We take a graceful tree T with vertices 0, 1, . . . , k and split the vertices into two partite sets. Then we
assign subscripts 0 and 1 to the labels of the respective sets. Now we take the mirror image T ′ of T ; that is, if i received
subscript 0 in T , then it becomes i1 in T ′ and conversely, j1 in T has its counterpart j0 in T ′. Then we pick a pair of
vertices i0, i1 with 0 ik and join them by the edge (i0, i1). This way we get a symmetric tree with 2k+1 edges. For
each edge (i0, j1) of length j − i its image (i1, j0) has length i − j = 2k + 1 − (j − i); therefore, we have all mixed
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lengths from 0 to 2k. Finally, we attach a graceful tree R with vertices k0, (k + 1)0, . . . , (2k)0 and a graceful tree S
with vertices k1, (k + 1)1, . . . , (2k)1 to obtain the factor G0 of K4k+2. This factor obviously bi-cyclically factorizes
the complete graph.
We can indeed replace the tree arising from T and T ′ by any tree with equal partite sets that has an -labelling.
Although we claim in the Introduction that the blended -labelling is another type of labelling, we have to admit
here that it is, in fact, just a new description of another labelling introduced recently by the author [3]. Moreover,
after presenting these results at the Kraków Conference, the author has learned that the labelling was also used in an
unpublished paper by Brandt and Woz´niak [1] for packings of trees into complete graphs.
Let n be an odd number. A labelling  : V (G) → {0, 1, . . . , 2n − 1} of a graph G with 2n − 1 edges is called a
ﬂexible q-labelling if
(i) there is exactly one edge of length n, where the length of an edge (x, y) is deﬁned as (x, y)=min{|x − y|, 2n−
|x − y|} (here we again identify vertices with their labels),
(ii) for each m, 1mn − 1 there are exactly two edges of length m, and
(iii) if (r, r +m) with 1mn−1 is an edge of G, then the other edge of length m in G is (r +2s+1, r +m+2s+1)
for some s, 0sn − 1, where the labels are taken modulo 2n.
In other words, an edge of length m has the “origin”, r , and the “terminus”, r + m, where the sum r + m is taken
modulo 2n. The origins of the two edges of a given length m then have different parity.
One can see now that there is a one-to-one correspondence between a ﬂexible q-labelling and a blended -labelling
 in the following sense. Let G be a graph with 2n = 4k + 2 vertices and 2n − 1 = 4k + 1 edges. A vertex x with
(x)= i0 will have(x)=2i and a vertex y with (y)=j1 will have(y)=2j +1. For clarity, we further again identify
vertices with their labels. All pure lengths 1, 2, . . . , k translate into even lengths 2, 4, . . . , 2k = n − 1. A particular
length, l, appears in labelling  once in an edge (i0, (i + l)0) and is translated to the edge (2i, 2i + 2l) of length 2l.
Notice that the origin is even. This length, l, also appears once in an edge labelled (j1, (j + l)1) and is translated to
the edge labelled (2j + 1, 2j + 1 + 2l) of length 2l. Here the origin is odd. So the translates of the pure edges have all
even lengths and satisfy properties (ii) and (iii) of a ﬂexible q-labelling.
The lengths of the mixed edges that range from 0 to 2k translate into odd lengths 1, 3, . . . , 2k + 1 where the length
n = 2k + 1 appears once and all other lengths twice. In particular, an edge (i0, (i + m)1) of length m, 0mk,
translates into (2i, 2i + 2m + 1). This way we obtain each length 2m + 1 = 1, 3, . . . , 2k + 1 = n precisely once.
Because 2m+ 1n, the origins are all even. The repeating odd lengths, 1, 3, . . . , n− 1 appear once more as translates
of the mixed lengths k + 1, k + 2, . . . , 2k. Here an edge (i0, (i + m)1) of mixed length m, k + 1m2k, translates
into (2i, 2i + 2m + 1). Because (2i + 2m + 1) − 2i = 2m + 1>n, then (2i, 2i + 2m + 1) = min{|(2i + 2m + 1) −
2i|, 2n − |(2i + 2m + 1) − 2i|} = min{2m + 1, 2n − 2m − 1} = 2n − 2m − 1. Therefore 2i + 2m + 1 is the origin.
Because 2i + 2m + 1 is odd, the properties (ii) and (iii) of a ﬂexible q-labelling are again satisﬁed. Notice that also (i)
is satisﬁed, since the edge of length n appeared only once, as the translate of the edge of mixed length k. So it follows
that every blended -labelling is also a ﬂexible q-labelling. For an exact proof of their equivalence, see [7].
It turns out that although these labellings are equivalent, the properties of the blended -labelling aremore transparent
and consequently the constructions are much simpler.
3. Diameters of spanning trees factorizing K4k+2
As we mentioned earlier, it is easy to see that each complete graph K2n can be factorized into hamiltonian paths P2n.
On the other hand, it can be also factorized into double stars; that is, two stars K1,n−1 joined by an edge. These two
graphs have diameters 2n− 1 and 3, respectively. There is no tree with diameter 2 factorizing K2n as the only tree with
this diameter is the star K1,2n−1, which does not factorize K2n. So one can ask a natural question: Do there exist trees
between these two extremal cases with diameters 4, 5, . . . , 2n − 2 that factorize given K2n? Restricting ourselves to
the case of 2n = 4k + 2, we answer the question in the positive.
Theorem 5. For every k1 and every d, 3d4k + 1, the complete graph K4k+2 can be factorized into 2k + 1
isomorphic trees with diameter d .
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Proof. We use three different constructions. We always consider the graph K4k+2 with vertices labelled
00, 10, . . . , (2k)0, 01, 11, . . . , (2k)1.
We start with diameters ranging from 2k + 3 to 4k + 1. First, we construct the bipartite path P2k+2 with mixed
edges (x0, y1). For k even we have P2k+2 = k0, 01, (k − 1)0, 11, . . . , (k/2 − 1)1, (k/2)0, (k/2)1, (k/2 − 1)0, . . . , 10,
(k − 1)1, 00, k1 and for k odd we have P2k+2 = k0, 01, (k − 1)0, 11, . . . , (	k/2




1)1, . . . , 10, (k − 1)1, 00, k1. The edges have mixed lengths k + 1, k + 2, . . . , 2k, 0, 1, 2, . . . , k − 1, k, respectively.
Then we add the star K1,k into each partite set X and Y with the center in k0 and k1, respectively. The resulting graph
has diameter 2k + 3. We now want to stretch the diameter for each value up to 4k + 1. In order to do that, we start with
one of the stars, say in X, and convert it to a broom. The broom Bsr+1 is the path of length r whose terminal vertex
is identiﬁed with the central vertex of the star K1,s . All brooms will have the terminal vertex of the “handle” in k0.
The ﬁrst broom Bk−12 is actually a star K1,k with the central vertex in (2k)0 and other endvertices in k0, (k + 1)0, (k +
2)0, . . . , (2k− 1)0. The edges have pure lengths k, k− 1, . . . , 1, respectively. Next, we construct the broom Bk−23 with
handle (k)0, (2k)0, (k+1)0, central vertex (k+1)0, and endvertices in (2k−1)0, (2k−2)0, . . . , (k+2)0. The edges have
again pure lengths k, k−1, . . . , 1, respectively. In general, a broomBk−2r2r+1 with handle (k)0, (2k)0, (k+1)0, . . . , (k+r)0,
central vertex (k + r)0, and endvertices (k + r + 1)0, (k + r + 2)0, . . . , (2k − r)0, or a broom Bk−2r−12r+2 with handle
(k)0, (2k)0, (k+1)0 . . . , (2k−r)0, central vertex (2k−r)0, and endvertices in (2k−r−1)0, (2k−r−2)0, . . . , (k+r+1)0.
The edges have in all cases pure lengths k, k − 1, . . . , 1, respectively. The last broom B1k is actually the path Pk+1.
This way we get trees with diameters 2k + 4, 2k + 5, . . . , 3k + 2. We can then repeat the procedure with brooms in
the other partite set, Y , to obtain trees with diameters ranging from 3k + 3 to 4k + 1.
Next, we construct trees with diameters from 3 to 2k + 3. We start with the bipartite double star with central vertices
00 and 01, joined by the edge (00, 01), and all edges (00, i1) and (i0, 01) for i = 1, 2, . . . , k. For diameter 3 we add
the stars with central vertices 00 and 01, respectively, to both partite sets. For diameter 4 we add the stars with central
vertices 00 and k1. Then we again construct the stars in X and Y with centers in k0 and k1, respectively, and convert
them to brooms, ﬁrst in X (to get trees with diameters from 5 to k + 4) and then in Y (to get trees with diameters from
k + 5 to 2k + 3). 
4. Recursive construction
Blended -labelling can be used for recursive constructions of trees that factorize complete graphs. The main idea
is the following: we take a T -factorization of K4t+2 and choose an edge (x, y). Then we “blow up” T such that the
vertices x and y become complete graphs 〈X〉, 〈Y 〉K2t+1 each while other vertices become (2t +1)K1. Now we take
a tree R with blended -labelling that factorizes K4t+2 and factorize the complete graph induced by 〈X ∪ Y 〉. Then
we carefully use a bi-cyclic factorization of other original edges of G, now graphs K2t+1,2t+1, into trees such that the
resulting factor is still a tree.
We will be more precise in the following:
Construction 6. Let T have a blended -labelling and T0, T1, . . . , T2t be a T -factorization of K4t+2. Let R have a
blended -labelling and R0, R1, . . . , R2r be an R-factorization of K4r+2. Let T =T0 contain an edge (x0, y1). Deﬁne a
graph T [2r + 1] as follows. Replace each vertex i0 and j1 for i, j = 0, 1, . . . , 2t by 2r + 1 vertices. Fill the sets arising
from vertices x0 and y1 by complete graphs 〈X0〉K2r+1 and 〈Y1〉K2r+1, respectively. The sets arising from all other
vertices of T induce graphs (2r + 1)K1 with no edges. Then we replace all original edges of T by complete bipartite
graphs K2r+1,2r+1. If we now put all graphs T0[2r + 1], T1[2r + 1], . . . , T2t [2r + 1] together, we get K4t+2[K2r+1],
which is indeed a complete graph with (4t + 2)(2r + 1) vertices. Now we decompose each copy of T [2r + 1] into
2r + 1 isomorphic trees. First, we use the -labelling of R to decompose bi-cyclically the complete graph 〈X0 ∪ Y1〉
with 4r + 2 vertices. Deﬁne distT ((x0, y1), w)=min{distT (x0, w), distT (y1, w)}for any vertex w ∈ T . Now let (u, v)
be any edge of T , different from (x0, y1), such that distT ((x0, y1), u)< distT ((x0, y1), v). We decompose the complete
bipartite graph 〈U ∪ V 〉K2r+1,2r+1 corresponding to the edge (u, v) bi-cyclically into 2r + 1 copies of a graph
G(u, v) with 2r +1 edges. For any given edge (u, v), the graph G(u, v) is a union of stars such that there is no isolated
vertex in V . This way each copy of T is factorized into isomorphic trees and consequently the complete graph with
(4t + 2)(2r + 1) vertices is factorized into these trees.
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One can notice that this method allows other factorizations as well, with more general graphs G(u, v). We just have
to be careful enough to factorize the bipartite graphs 〈U ∪ V 〉 in such a way that the resulting factor is really a tree.
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