Let C be a soluble smooth genus one curve over a Henselian discrete valuation field. There is a unique minimal Weierstrass equation defining C up to isomorphism. In this paper we consider genus one equations of degree n defining C, namely a (generalised) binary quartic when n = 2, a ternary cubic when n = 3, and a pair of quaternary quadrics when n = 4. In general, minimal genus one equations of degree n are not unique up to isomorphism. We explain how the number of these equations varies according to the Kodaira symbol of the Jacobian of C. Then we count these equations up to isomorphism over a number field of class number 1.
Introduction
Let E be an elliptic curve defined over a number field K. It is known that E(K) is a finitely generated abelian group. If we manage to find E(K)/nE(K) for any integer n ≥ 2, then a finite amount of computation will determine E(K). The method of ndescent is one of the methods which enable us to get a bound on E(K)/nE(K), n ≥ 2. Indeed, the n-descent computes the n-Selmer group of E which contains E(K)/nE(K) as a subgroup. The difference between the two groups is the n-torsion of the TateShafarevich group.
An element of the n-Selmer group can be represented as a geometric object, namely as an everywhere locally soluble curve defined by a genus one equation of degree n given as follows:
If n = 1, a Weierstrass equation y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 .
Two genus one equations of degree 1 with coefficients in a Dedekind domain R are Requivalent if they are related by the substitutions: x ′ = u 2 x + r and y ′ = u 3 y + su 2 x + t, where r, s, t ∈ R, u ∈ R * . The group of transformations [u; r, s, t] is called G 1 (R). We set det([u; r, s, t]) = u −1 . If n = 2, a (generalised) binary quartic y 2 + (α 0 x 2 + α 1 xz + α 2 z 2 )y = ax 4 + bx 3 z + cx 2 z 2 + dxz 3 + ez 4 .
Two genus one equations of degree 2 with coefficients in R are R-equivalent if they are related by the substitutions: x ′ = m 11 x + m 21 z, z ′ = m 12 x + m 22 z and y ′ = µ −1 y + r 0 x 2 + r 1 xz + r 2 z 2 , where µ ∈ R * , r i ∈ R and M = (m ij ) ∈ GL 2 (R). The group of transformations [µ, (r i ), M] is called G 2 (R). We set det([µ, (r i ), M]) = µ det M.
If n = 3, a ternary cubic F (x, y, z) = ax 3 +by 3 +cz 3 +a 2 x 2 y+a 3 x 2 z+b 1 y 2 x+b 3 y 2 z+c 1 z 2 x+c 2 z 2 y+mxyz = 0. (3) Two genus one equations of degree 3 with coefficients in R are R-equivalent if they are related by multiplying by µ ∈ R * , then substituting For n ≤ 4, we associate invariants c 4,φ , c 6,φ and discriminant ∆ φ to a genus one equation φ of degree n where ∆ φ = (c 3 4,φ − c 2 6,φ )/1728. Moreover, φ defines a smooth curve of genus one if and only if ∆ φ = 0. The invariants c 4,φ , c 6,φ and ∆ φ are of weights r = 4, 6 and 12 respectively, in other words if F ∈ {c 4,φ , c 6,φ , ∆ φ }, then F • g = (det g) r F for all g ∈ G n . For more details on these genus one equations and their classical invariants see [1] . We scale the above invariants according to [7] and [5] .
For using n-descent to search for points on an elliptic curve E, we need the coefficients of the genus one equations described above to be small. That can be achieved by Reduction and Minimisation. By reducing genus one equations, we mean reducing the size of the coefficients by a unimodular linear change of coordinates, which does not change the invariants. To minimise genus one equations, we need to make the associated invariants smaller. For references see [2] and [15] for n = 2, [6] for n = 3, and [16] for n = 4. An algorithmic approach to the minimisation problem can be found in [5] . In this paper we will be concerned with the minimisation question.
We work throughout over a perfect Henselian discrete valuation field K with algebraic closure K and ring of integers O K . We fix a uniformiser t, a normalisation ν and write k = O K /tO K . Set S = Spec O K . It has been shown in [5] and [12] that if C is a soluble smooth curve defined by a genus one equation φ of degree n, then the minimal discriminant associated to φ has the same valuation as the minimal discriminant associated to the Jacobian elliptic curve.
The S-scheme C defined by an integral genus one equation φ : y 2 + g(x, z)y = f (x, z) of degree 2 is the scheme obtained by glueing {y
S via x = 1/u and y = x 2 v. It comes with a natural morphism C → P 1 S given on these affine pieces by (x, y) → (x : 1) and (u, v) → (1 : u). The S-scheme defined by an integral genus one equation φ of degree n, n = 1 or n ≥ 3, is the subscheme C ⊂ P m S defined by φ, where m = 2 when n = 1, and m = n − 1 when n ≥ 3. In [12] , we gave the following criterion for minimality. Theorem 1.2. Let φ be an integral genus one equation of degree n, n ≤ 4. Assume moreover that φ defines a normal S-scheme C, and that C K is smooth with C K (K) = ∅. Then φ is minimal if and only if the minimal desingularisation of C is isomorphic to the minimal proper regular model of the Jacobian of C K .
Unlike elliptic curves, the minimisations of integral genus one equations of degree n are not unique under the action of the group G n (O K ). In this paper we study the non-uniqueness of minimisation. In order to achieve this goal we generalise the scheme-theoretic terminology of minimal Weierstrass models for elliptic curves to minimal degree-n-models for genus one curves. Definition 1.3. Let φ be a genus one equation of degree n. Let C → P m K be the genus one curve over K defined by φ, where m = 2 when n = 1 and m = n − 1 otherwise. A (minimal) degree-n-model for C → P m K is a pair (C, α) where C ⊂ P m S is an S-scheme defined by a (minimal) integral genus one equation of degree n, and α : C K ∼ = C is an isomorphism defined by a K-equivalence of genus one equations of degree n, i.e., α is defined by an element of G n (K). If there is no confusion, then we will omit mentioning α in (C, α) and write C instead.
An isomorphism β : (C 1 , α 1 ) ∼ = (C 2 , α 2 ) of degree-n-models is an isomorphism β : C 1 ∼ = C 2 of S-schemes defined by an O K -equivalence of genus one equations of degree n, i.e., β is defined by an element of G n (O K ), with
Now we show why we insist on remembering the isomorphism α in our definition of a degree-n-model. In the case C(K) = ∅, we pick P ∈ C(K). Then we identify (C, P ) with the Jacobian elliptic curve E. The automorphism group Aut(C) of C fits in an exact sequence
The first map is Q → τ Q , where τ Q is the translation by Q. Let H be a hyperplane section on C. We are interested in automorphisms λ of C such that λ * H ∼ H. But τ * Q H ∼ H if and only if nQ = 0. Hence the elements of PGL n (K) that act fixedpoint-free on C correspond precisely to E[n](K). Therefore, we can have more than one K-isomorphism between C K and C defined by elements in G n (K).
Liu proved that there is a bijection between minimal degree-2-models for C → P 1 K , up to isomorphism, and the multiplicity-1 irreducible components in the special fiber of the quotient of the minimal proper regular model by a hyperelliptic involution, see ([8] , Corollaire 5) .
In §3, we perform explicit computations on the minimal proper regular model of an elliptic curve. In §4, these computations are used to count minimal degree-n-models for a soluble smooth genus one curve C → P n−1 K , n ∈ {2, 3, 4}, up to isomorphism. We relate the number of minimal degree-n-models for C → P n−1 K , up to isomorphism, to the cardinality of a finite set which depends only on the Kodaira Symbol of the Jacobian of C and on the divisor defining the morphism C → P n−1 K , see Theorem 4.2. Then, using strong approximation, we prove that the number of minimal global degree-n-models for C → P n−1 K over a number field K of class number 1 is the product of minimal degree-nmodels for C → P n−1 Kν , where K ν is the completion of K at a finite place ν and ν runs over a finite set of bad primes of the Jacobian of C.
We have to mention that over a Henselian discrete valuation field, our counting results work for any residue characteristic if the Jacobian has multiplicative reduction, while for additive reduction we assume char k = 2 when n = 2, and char k = 2, 3 when n = 3, 4. It seems to us that these conditions on the residue characteristic for the additive reduction case are not necessary, but we have not been able to eliminate them.
Isomorphisms of degree-n-models
Let C be a smooth genus one curve over K. Assume that C(K) = ∅. Let E be the Jacobian of C with minimal proper regular model E min . We define an S-model for C to be an integral, projective, flat, normal S-scheme f : X → S of dimension 2 such that its generic fiber C K is isomorphic to C. The special fiber of C will be called C k .
Let P ∈ C(K). Fix an isomorphism β : C → E such that β(P ) = 0 E . The isomorphism β identifies (C, P ) with (E, 0 E ). We observe that β extends to an isomorphism between the minimal proper regular model of C and E min . In [12] we proved that a minimal degree-n-model C for a smooth genus one curve C → P n−1 K is normal, and hence is an S-model for C. Moreover, we proved that the minimal desingularisation of C is isomorphic to E min , see Theorem 1.2. Furthermore, we have
where D is a divisor on E min which intersects the irreducible components of the strict transform of C k in E min k and intersects no other components in E min k . The divisor D| E is linearly equivalent to the hyperplane section divisor defining C.
Let Γ be an irreducible component of C k . By the type of Γ we mean the ordered pair (mult k (Γ), deg k (Γ)), where mult k (Γ) and deg k (Γ) are the multiplicity and degree of Γ respectively. Theorem 2.1. Let C be a smooth genus one curve with C(K) = ∅. Let (C 1 , α 1 ) and (C 2 , α 2 ) be two minimal degree-n-models for C → P (i) (C 1 , α 1 ) and (C 2 , α 2 ) are isomorphic as degree-n-models for
* Γ is an irreducible component of (C 1 ) k with the same type as Γ.
By the definition of isomorphic degree-n-models, the map α extends to an S-isomorphismα : C 1 → C 2 which is defined by an element in G n (O K ). Therefore, if Γ is an irreducible component of (C 2 ) k , thenα * Γ is an irreducible component of (C 1 ) k with the same type as Γ. (ii) ⇒ (i): We want to show thatα is defined by an element in G n (O K ). Since the minimal proper regular models of (C 1 ) K and (C 2 ) K are identified with E min , statement (ii) implies that both (C 1 ) k and (C 2 ) k have the same strict transform in E min k . Let D i be a defining divisor of C i as a contraction in E min , i.e., 
andα is a change of basis of a free O K -module of rank n. Henceα is defined by an element in
Corollary 2.2. Let C be a smooth genus one curve. Assume that C(K) = ∅. Assume moreover that the Jacobian E of C has either reduction types I 0 or I 1 . Then there is a unique minimal degree-n-model for C → P n−1 K .
Computing in E min
The following lemma will play an essential rule in the way we construct divisors on minimal proper regular models. 
.11 (c)). 2
It is easy to check that if L is a totally ramified extension of K with [L :
. Let E be an elliptic curve over K, with minimal proper regular model E min . Let E 0 (K) be the group of rational points of E with non-singular reduction. In this section we define a map
In the remainder of this section we assume that the residue field k is algebraically closed and hence every finite extension of K is a totally ramified Galois extension, and the reduction type of E is split.
The component group
The component group Φ K (E) = E(K)/E 0 (K) is finite. More precisely, if E has multiplicative reduction, then E(K)/E 0 (K) is a cyclic group of order ν(∆); otherwise, E(K)/E 0 (K) has order 1, 2, 3, or 4, see ([14] , Chapter IV, Corollary 9.2). If E has reduction I n , n ≥ 0, then E min k consists of an n-gon. There exists an isomorphism δ 1 : Φ K (E) ∼ = Z/nZ such that if we number the irreducible components in Φ K (E) consecutively from 0 to n − 1, then the image of the ith component in Φ K (E) is i ∈ Z/nZ. If E has additive reduction, then we fix an isomorphism δ 1 : Φ K (E) ∼ = Z/2Z × Z/2Z when E has reduction of type I * 2m , m ≥ 0, and δ 1 : Φ K (E) ∼ = Z/nZ for some n ∈ {1, 2, 3, 4} for the other additive reduction types. From now on we will not distinguish between Φ K (E) and its isomorphic image under δ 1 .
We note that if E has one of the reduction types I n , n ≥ 0, II, III, or IV, then E min k
consists only of multiplicity-1 components, hence Φ
which lies on no other component. Let P ∈ E(K) be a point which reduces to x such that [K(P ) : K] = m, see Proposition 3.1. Let σ be a generator of Gal(K(P )/K). The sum of the Galois orbit P + . . . + P σ m−1 of P is a point in E(K). We set δ m (Θ) to be the image of this sum in Φ K (E) = E(K)/E 0 (K). It will be clear from the description of the map δ m given below that δ m (Θ) does not depend on the choice of x nor on the choice of P.
Since K(P )/K is a totally ramified extension, the Galois group Gal(K(P )/K) is the inertia group of K(P )/K. In other words, Gal(K(P )/K) fixes every irreducible component in E min k . Hence if P ∈ E(K) lies above an irreducible component Γ of E min k , then every point in the Galois orbit of P lies above Γ as well.
Reduction type
Assume that E/K has reduction of type I * n , n ≥ 0. The special fiber E min k contains a sequence of (n+1) multiplicity-2 components and no components of higher multiplicities. Tate's algorithm, see ([14] , Chapter IV, §9), can be used to write down explicit equations for the components in Φ 2 K (E), hence we can determine conditions for a point in E defined over K( √ t) to lie above one of these multiplicity-2 components, and compute the sum of the Galois orbit of this point. We will write a i,r for t −r a i , and x r , y r for t −r x, t −r y respectively.
The proof of Tate's algorithm shows that if E has additive reduction of one of the types I * n , n ≥ 0, IV * , III * or II * , then we can assume that there exists a minimal Weierstrass equation of the form
, a 4 and t 3 | a 6 . Moreover, the identity component is given by Γ 0 : z = 0 and is attached to a multiplicity-2 component V −1 : y 2 1 = 0. If E has reduction of type I * n , n ≥ 0, then the non-identity multiplicity-1 component attached to V −1 is Γ : x 1 +ã 2,1 = 0. The other multiplicity-2 components of E min are given by
In addition, V l consists of two distinct lines precisely when l = n = ν(∆)−6. The special fiber E min k is as in the following figure.
be the unique quadratic tame Galois extension of K. A point lying above a k-point on V l , where l = 2u − 2, and on no other component is a point in E(K 2 ) of the form (αt u+1 + βt u+1/2 , y), where y ∈ K 2 , t u+1 | y, α ∈ O K and β ∈ O * K . We have β ∈ O * K , since otherwise this point would reduce to a point on V l+1 . Similarly, a point lying above a k-point on V l , where l = 2u − 3, and on no other component is a point in E(K 2 ) of the form (x, αt u+1 + βt u+1/2 ), where x ∈ K 2 , t u | x, α ∈ O K and β ∈ O * K . We recall the addition formula on elliptic curves. Let
, and, y(
Lemma 3.2. Assume E has one of the reduction types I * n , n ≥ 0, IV * , III * , or II * . Let
Proof: If P σ = −P, then P + P σ = 0 ∈ E 0 (K) and we are done. So, assume x(P ) ∈ K.
Hence the reduction of P + P σ is not a singular point, i.e., P + P σ ∈ E 0 (K). 2
(ii) Let P ∈ E(K 2 ) be a point lying above V l where l = 2u − 3. Then P + P σ ∈ E 0 (K).
(iii) Let P ∈ E(K 2 ) be a point lying above V l where l = 2u − 2. Then P + P σ reduces to a point on Γ.
Proof: (i) If P lies above Γ : x 1 +ã 2,1 = 0, then −P lies above Γ as well. It follows that the inverse of Γ when considered as an element of Φ K (E) is itself.
(ii) If P σ = −P, then P + P σ = 0 ∈ E 0 (K) and we are done. So, assume that x(P ) ∈ K. We can assume that P = (α ′ t u +β ′ t u+1/2 , αt u+1 +βt u+1/2 ), where α, β ∈ O K with ν(β) = 0 and
(iii) We can assume that P = (αt u+1 + βt u+1/2 , y), where y ∈ K 2 , t u+1 | y and α, β ∈ O K with ν(β) = 0. Therefore, we have ν(λ) > 0 where λ := (y(P ) − y(P σ ))/(x(P ) − x(P σ )). Following the addition formula we have x(P + P σ ) = λ 2 + a 1 λ − a 2 − x(P ) − x(P σ ). Dividing by t and using that t | a 1 , a 2 , we get that
In Proposition 3.3, since Γ : x 1 +ã 2,1 = 0 has order 2, we have δ 1 (Γ) = 2 ∈ Φ K (E) ∼ = Z/4Z, when n is odd. When n is even, we know that δ 1 : Φ K (E) ∼ = Z/2Z×Z/2Z, therefore every nonidentity irreducible component has order 2. From now on, we will fix δ 1 such that δ 1 (Γ) = (1, 1).
is determined according to the following table.
(n, l) (2m + 1, 2u
3.3 Reduction types IV * , III * and II * For reduction types IV * , III * and II * , we will not use Tate's algorithm to write down explicit equations for the components in Φ 2 K (E) because the defining equations of the components in Φ m K (E), m ≥ 2, are complicated. Instead, we make use of our knowledge of the reduction types of E over totally ramified field extensions of K, and use the projection formula to exploit the symmetry of the graphs associated to E min k . Lemma 3.5. Let E/K be an elliptic curve. Let K m = K(t 1/m ). If E/K has reduction type IV * , then E/K 3 has good reduction if char k = 3. If E/K has reduction III * , then E/K 2 has reduction I 0 * and E/K 3 has reduction III.
Proof: Let t m = t 1/m . We recall from ( [14] , Chapter IV, §9) that E/K has a minimal Weierstrass equation
with reduction type as specified in the statement of the lemma.
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If E has one of the reduction types IV * , III * or II * , then E min k is as in the figures below. Recall that the multiplicity-1 component Γ i corresponds to i ∈ Z/nZ under the isomorphism δ 1 . The numbers on the irreducible components refer to the multiplicities. 
(ii) If E/K has reduction III * and char k = 2, 3, then
We want to find l ∈ Φ K (E) such that if P ∈ E(K m ) reduces to a point on Ξ m , then m−1 i=0 P σ i m reduces to a point on Γ l and therefore δ m (Ξ m ) = l. If Q ∈ E(K), then we will denote the translation-by-Q automorphism by τ Q : E → E. This K-automorphism extends to give an O K -automorphism τ ′ Q : E min → E min , see e.g. ( [14] , Chapter IV, Proposition 4.6). In (i) and (ii), we know that Θ 0 : y 2 1 = 0 and δ 2 (Θ 0 ) = 0, see Lemma 3.2. (i) Let P ∈ E(K 2 ) be a point lying above Θ i , i = 1, 2, and above no other component. Now let Q ∈ E(K) be a point lying above Γ 2i . We have τ ′ * Q (Γ i ) = Γ 0 , and the projection formula implies that
In other words, P + P σ 2 ∈ Q + E 0 (K), i.e., P + P σ 2 lies above Γ 2i .
Since E/K 3 has reduction type I 0 , see Lemma 3.5, k = k and char k = 3, then E(K 3 ) is divisible by 3. For P ∈ E(K 3 ) lying above Λ 0 , there is Q ∈ E(K 3 ) with P = 3Q. Now
Following the same argument as in (i) with τ Q and Q ∈ E(K) \ E 0 (K), and remembering that δ 2 (Θ 0 ) = 0, we have δ 2 (Θ 1 ) = 0. Let E m be the minimal proper regular model of E/K m , m = 2, 3. Indeed, there is a morphism
where 
where
: y 2 1 = 0 and the three distinct lines of x 3 1 +ã 2,1 x 2 1 +ã 4,2 x 1 +ã 6,3 = 0. Let
is surjective as each of these points lies on a different multiplicity-1 component. Now σ 2 fixes one of the α i 's and swaps the other two. It follows that σ 2 fixes two multiplicity-1 components Γ (0,0) and Γ ′ of (E 2 ) k and swaps the other two multiplicity-1 components Γ * , Γ σ 2 * . Note that Γ (0,0) and Γ ′ lie above Γ 0 and Γ 1 in E min k respectively. Since char k = 2 and [K 2 : K] divides the multiplicities of Θ 2 and Ψ, it is known that Γ * and Γ σ 2 * lie above Θ 2 under the morphism ψ m , see for example ( [9] , Remark 10.4.8). Therefore, if P lies above Θ 2 in E min , then it lies above either Γ * or Γ σ 2 * in E 2 . Since Φ K 2 (E) ∼ = Z/2Z × Z/2Z, we have P + P σ 2 lies above Γ ′ in (E 2 ) k , and hence it lies above Γ 1 in E min k . Furthermore, the multiplicity-2 irreducible component V −1 of (E 2 ) k lies above Ψ. We notice that K 2 = K G 4 where G = {1, σ 2 4 }. Therefore, if P ∈ E(K 4 ) lies above Ψ, then 3 i=0 P σ i 4 = (P + P σ 4 ) + (P + P σ 4 ) σ 2 4 ∈ E 0 (K 2 ), because δ 2 (V −1 ) = (0, 0), i.e., this sum lies above Γ (0,0) of (E 2 ) k which lies above the identity component Γ 0 of E min k . We know that E/K 3 has reduction type III, see Lemma 3.5. If P ∈ E(K 3 ), then P lies on a multiplicity-1 component of (E 3 ) k . Moreover, since char k = 3, according to the description of the morphism ψ 3 given in ( [10] , pp. 10-11) if P lies on Λ 0 , then P lies on the identity component of (E 3 ) k , and if P lies on Λ 1 , then P lies on the other multiplicity-1 component of (E 3 ) k . Thus we are done by observing that Φ K 3 (E) ∼ = Z/2Z.
(iii) This is straightforward because m−1 i=0 P σ i m ∈ E(K), and E(K) = E 0 (K) for reduction type II * . 2
Counting minimal models
Let K be a Henselian discrete valuation field with ring of integers O K . We fix a uniformiser t.
We denote the normalised valuation on K by ν. We assume that the residue field k is perfect with algebraic closure k. Let C be a smooth genus one curve over K such that C(K) = ∅. Let E be the Jacobian elliptic curve of C with minimal proper regular model E min . When E has additive reduction, we will assume moreover that char k = 2 for n = 2, and char k = 2, 3 for n = 3, 4.
Let Q ∈ C(K). Again we fix an isomorphism β : C → E such that β(Q) = 0 E . So we can dispense with C and write E instead. If D is an effective K-rational divisor of degree n on E, then the Riemann-Roch theorem implies that there exists a point P ∈ E(K) such that D ∼ (n − 1).0 E + P. Therefore, the equation defining C → P n−1 K is an equation for the double cover of the projective line E → P 1 K given by the divisor class [0 E + P ] when n = 2, or the image of E when it is embedded in P n−1 K by the divisor class [(n − 1).0 E + P ] when n = 3, 4. Let ψ E be the surjective homomorphism in the following short exact sequence
Let S n (P ), n ≤ 4, be the set consisting of unordered tuples (Γ 1 , . . . , Γ l ), where Γ i is an irreducible component of E min k , satisfying the following conditions:
We define the map λ n : {minimal degree-n-models for E → P
such that (i) (Γ 1 , . . . , Γ l ) consists of the irreducible components of the strict transform of C k in E min k . (ii) If Γ is the strict transform of a component Γ ′ in C k , then Γ appears in (Γ 1 , . . . , Γ l ) as many times as deg k Γ ′ . In particular, we have
See [11] and [4] for the complete classification of the multiplicities and degrees of the irreducible components of C k when n = 3, 4. The case n = 2 is clear. Proof: To show that λ n is well-defined we need to prove (i) if C and C ′ are minimal isomorphic degree-n-models for E → P n−1 K , then λ n (C) = λ n (C ′ ), and (ii) λ n (C) ∈ S n (P ). To prove (i) we know that the special fibers of any two isomorphic degree-n-models for E → P n−1 K have the same irreducible components with the same types, therefore the corresponding tuples of both models are the same, see Theorem 2.1.
For (ii) we will show first that if (Γ 1 , . . . , Γ l ) is the tuple associated to C, then Note that x i may be repeated in (x 1 , . . . , x l ) if Γ i is the strict transform of a component whose degree is greater than 1. We have D| E ∼ (n − 1).0 + P.
Let m r = max{m j : 1 ≤ j ≤ l}. It is clear that for Γ j , j = 1, . . . , l, the multiplicity m j ∈ {1, m r }, since otherwise we will have 1 < m j < m r which implies that m r ≥ 3, hence m r +m j ≥ 5 which contradicts that l i=1 m i = n ≤ 4. By virtue of Proposition 3.1, there exists a closed point
Let E be the minimal proper regular model of E/K un r . Since x j lies on one and only one component of E min k , there are exactly m j points {y 1 , . . . , y m j } of E lying above x j , and each of these points lies on a multiplicity-1 component of E k , see ( [9] , Remark 10.4.8). Now we view D as a divisor on E. For Q ∈ E,Q will denote its reduction. We havẽ
The second equality holds because D intersects E k only in multiplicity-1 components. Therefore, we have P − l j=1
To show that λ n (C) is G k -invariant, we know that D intersects the irreducible components of the strict transform of C k in E min k and no other components. If Γ is the strict transform of an irreducible component in C k , then there is an x ∈ (D| E min k ) ∩ Γ. Moreover,
We will show that λ n is bijective, and so the set of isomorphism classes of minimal degreen-models for E → P n−1 K is identified with S n (P ). Consequently, we have the following theorem. Theorem 4.2. Let E/K be an elliptic curve and P ∈ E(K). Let E → P n−1 K be the morphism determined by the divisor class [(n−1).0 E +P ], n ∈ {2, 3, 4}. Let δ m : Φ m K (E) → Φ K (E) be the function defined in §3. Then there is a bijection between the set of minimal degree-n-models for E → P n−1 K up to isomorphism and the disjoint union of the following G k -invariant sets.
(i) The set of unordered n-tuples
, where the order of b and c is immaterial, (v) the set of unordered pairs
We will denote the number of multiplicity-1 irreducible components of E min k which are defined over k by c k , this is the Tamagawa number of E/K. Now we get the following corollary as a direct consequence of Theorem 4.2. Corollary 4.3. Let E/K be an elliptic curve and let P ∈ E(K). Let E → P n−1 K be the morphism determined by the divisor class [(n − 1).0 E + P ]. The number of minimal degree-nmodels for E → P n−1 K is determined according to Table 1 .
Proof: For full details of the proof see § §7,8 of [13] . 2 
Proof of Theorem 4.2
We need a few lemmas before we proceed with the proof of Theorem 4.2. 
2 otherwise 4m + 10 otherwise Proof:
But by the theory of formal groups, the group E 1 (K) is uniquely divisible by
If E/K has non-split reduction type, then there exists a smallest finite unramified extension L/K of degree d over which E has split reduction. In fact, d = 2 except possibly when E has non-split reduction of type I * 0 then d ∈ {2, 3}. We define the norm map Norm L/K to be
Lemma 5.2. Let L be the smallest unramified field over which E has split reduction. Then
Proof: Assume first that E has reduction of type I m , m ≥ 0. Then E min k contains only multiplicity-1 irreducible components and we have l = n. Let ℓ = k(Γ 1 , . . . , Γ n ). Let L/K be the unramified extension with residue field ℓ/k and Gal(L/K) = σ . We have
. . , n}. We pick Q j := Q σ i to be the point above Γ j . Since
Now replace Q i with Q i − Q ′ , and Q j with Q j − Q ′σ . We set our divisor to be D = n i=1 {Q i }. Now assume that E has additive reduction. If Γ i is a multiplicity-1 component, then we pick Q i above Γ i as in the multiplicative case. We note that for non-split I * 0 , Γ i might be defined over a cubic extension of k. In case Γ i is defined over k and of multiplicity m i ≥ 2, then we choose
In case of non-split reduction of type IV * and n = 4, we can have l = 2 where Γ 1 is of multiplicity-2 and defined over a quadratic extension ℓ/k. Then we pick
and we choose
, it follows from the definition of δ m i that P ′ := i G(Q i )−P ∈ E 0 (K). By virtue of Lemma 5.1, there is Q ′ ∈ E 0 (K) with nQ ′ = P ′ . We set Q ′ i = Q i − Q ′ for every i, and
Proof of Theorem 4.2: We need to prove that the well-defined map
is bijective. To prove that λ n is injective, let (C 1 , α 1 ) and (C 2 , α 2 ) be two minimal degreen-models for E → P n−1 K . Assume that λ n (C 1 ) = λ n (C 2 ). We want to show that (C 1 , α 1 ) and (C 2 , α 2 ) are isomorphic. The fact that they have the same corresponding tuples implies that they have the same strict transform in E min k , therefore (C 1 , α 1 ) and (C 2 , α 2 ) are isomorphic, see Theorem 2.1. Now we will prove that λ n is surjective. So assume that (Γ 1 , . . . , Γ l ) ∈ S n (P ) and we want to construct a minimal degree-n-model (C, α) whose image under λ n is (Γ 1 , . . . , Γ l ). By virtue of Lemma 5.3, there exists a divisor D on E min such that D| E is K-rational, D intersects Γ i as many times as its occurrence in the tuple, and D| E ∼ (n − 1).0 + P. Consider the following S-model for E
The model C is a minimal degree-n-model for E → P n−1 K , see [12] . The special fiber C k consists of the components in (Γ 1 , . . . , Γ l ) because D intersects these components in E min k and intersects no other components. Moreover, each component of C k has degree equal to the number of iterations of its strict transform in (Γ 1 , . . . , Γ l ). We obtain α from the linear equivalence of D| E and (n − 1).0 E + P. 2
Counting minimal global models
In this section we will be interested in attacking the global question. Let K be a number field of class number 1 with ring of integers O K . If p is a prime in K, then we will denote the completion of K at p by K p , and its ring of integers by O Kp . Let C be a smooth genus one curve defined by an integral genus one equation of degree n over K. We assume moreover that
consists of an Spec O K -scheme defined by an O K -integral genus one equation of degree n which is O Kp -minimal at every prime p, and an isomorphism α :
It is known that a minimal global degree-1-model for C/K, i.e., a Weierstrass model, exists and is unique up to isomorphism. A proof of the existence of a minimal global degree-n-model for C/K, where C(K p ) = ∅ for every p, when n ∈ {2, 3, 4} can be found in [5] . The author gave a new proof in [12] .
The problem of counting minimal global degree-n-models up to O K -isomorphism can be tackled locally. We consider C as a curve over K p and use the previous section to determine the number N p of minimal degree-n-models for C → P n−1 Kp up to O Kp -isomorphism. It turns out that we need only to investigate a finite set of primes. Then we collect the local data at the finite places using strong approximation.
If m ∈ O K , then we set P (m) = {p : p is prime, p 2 | m}. The main result of this section is the following Theorem.
Theorem 6.1. Let K be a number field of class number 1. Let C → P n−1 K be a smooth curve defined by a genus one equation of degree n, n = 2, 3, 4. Assume that C(K p ) = ∅ for every prime p. Let E/K be the Jacobian elliptic curve of C with minimal discriminant ∆. Let N and N p denote the numbers of minimal global degree-n-models for C → P n−1 K , up to O K -isomorphism, and minimal degree-n-models for C → P {minimal degree-n-models for C/K p } (C, α) → ((C, α) , . . . , (C, α) ).
Notice that the above two sets of degree-n-models are defined up to isomorphism. Furthermore, our work always enables us to compute N p when p lies above a prime p ≥ 5. Before proceeding with the proof of Theorem 6.1 we need the following Lemmas.
. . , π r n−1 , 1) and r 1 ≥ . . . ≥ r n−1 .
Proof: We claim that there exists a matrix
Granted this claim we write the Smith Normal Form for the matrix B, so we have B = U ′ D ′ DU where U, U ′ ∈ GL n (O K ), D ′ is a diagonal matrix whose entries are not divisible by π, and D = diag(π r 1 , . . . , π r n−1 , 1), r 1 ≥ . . . ≥ r n−1 . Then we set V :
To prove the claim, assume that A = (a ij ) i,j . Recall that every element in O Kp can be written uniquely as i≥0 a i π i , where a i ∈ O K lies in a set of representatives of O K /p. By a continuity argument, there exists an integer m > 0 such that the matrix B = (a ij mod π m ) i,j ∈ GL n (K) ∩ Mat n (O K ). Now we have BA −1 ≡ id n mod π m and hence BA −1 ∈ GL n (O Kp ). 2 Lemma 6.3. Let φ and φ ′ be two minimal G n (K p )-equivalent genus one equations of degree n with coefficients in O K and O Kp respectively. Then φ ′ is G n (O Kp )-equivalent to a minimal genus one equation of degree n whose coefficients lie in O K .
Proof: Assume that φ ′ is obtained from φ via [µ n , A n ] in G n (K p ). For r ∈ K * p , the following transformations are identical:
Therefore, we can assume that A n has coprime entries in O Kp . Lemma 6.2 allows us to write
, and D n = diag(π r 1 , . . . , π r n−1 , 1) where
Let 
We claim that φ ′′ has coefficients in O K . If it is not the case, then some of the coefficients of the polynomials defining φ ′′ would lie in
n ], where ω n ∈ O * Kp when n = 2, 3, and ω 4 ∈ GL 2 (O Kp ). Since φ ′ is O Kp -integral, it follows that φ ′′ should be O Kp -integral, which is a contradiction.
The following lemma, ( [14] , Chapter IV, Lemma 9.5), will be used to justify our choice of the set of prime numbers P (∆).
Lemma 6.4. Let E/K p be an elliptic curve with discriminant ∆. If ν p (∆) = 1, then E has reduction of type I 1 .
Proof of Theorem 6.1: First we will show that the map λ is well defined. Let (C 1 , α 1 ) and (C 2 , α 2 ) be two isomorphic minimal global degree-n-models for C → P n−1
i.e., (C 1 , α 1 ) and (C 2 , α 2 ) have the same image under λ.
To show that λ is injective, let (C 1 , α 1 ) and (C 2 , α 2 ) be two minimal global degree-n-models for C → P n−1 K with the same image under λ. We need to show that (C 1 , α 1 ) and (C 2 , α 2 ) are isomorphic. Let α := α −1 2 α 1 . The map α is defined by an element [µ, A] ∈ G n (K). We can assume that A ∈ Mat n (O K ) has coprime entries. Since (C 1 , α 1 ) and (C 2 , α 2 ) have the same image under λ, in particular they are O Kp -isomorphic for every p ∈ P (∆), it follows that A ∈ GL n (O Kp ), and so p ∤ det A. If p ∈ P (∆), then E/K p has either reduction types I 0 or I 1 , see Lemma 6.4. But according to Corollary 2.2, when E has either reduction types I 0 or I 1 , there is a unique degree-n-model for C → P n−1 Kp . That means that for p ∈ P (∆), (C 1 , α 1 ) and (C 2 , α 2 ) are isomorphic as degree-n-models for C → P n−1 Kp . Hence A ∈ GL n (O Kp ) for every prime p, in particular p ∤ det A. Thus det A ∈ O * K and A ∈ GL n (O K ). Now we will prove the surjectivity of λ. We will assume without loss of generality that the defining genus one equation φ of C has coefficients in O K and that the associated discriminant is everywhere minimal.
If P (∆) = ∅, then the scheme defined by φ is the unique minimal global degree-n-model for C → P n−1 K . So, assume P (∆) = {p 1 , . . . , p m }, m ≥ 1. Let (C i , α i ), where 1 ≤ i ≤ m, be a minimal degree-n-model for C → P n−1 Kp i . We want to construct a minimal global degreen-model (C, α) for C → P , 1), where p i = π i O K , U i ∈ GL n (O K ) and µ i is a scaling element. In fact, we can assume that U i ∈ SL n (O K ) by acting by a diagonal matrix whose entries lie in O * K . Given integers m i > 0, there exists a matrix U ∈ SL n (O K ) such that U ≡ U i mod π Now we want to show that ψ is O K -integral. This will imply that ψ defines a minimal global degree-n-model for C → P 2 . . . π lm m , where l i ≥ 0 and l j > 0 for some j ∈ {1, . . . , m}. We have shown that ψ is G n (O Kp j )-equivalent to the O K -integral genus one equation φ j . It follows that ψ is O Kp j -integral, which is a contradiction.
2
The calculations included in the following examples are performed using MAGMA, see [3] . N n (T ) will denote the number of minimal degree-n-models when the reduction of the Jacobian is of type T . The number of minimal global degree-3-models for C → P 2 K is N 3 (III * ) × N 3 (I 2 ) = 6 × 2 = 12, see Theorem 6.1. These models have defining genus one equations obtained from φ 3 via the following transformations in G 3 (Q).
[ We notice that the genus one equations φ 3 is not reduced in the sense of [5] , but we preferred to write it in that way to make the transformations as simple as possible. Example 6.6. Let E : y 2 +xy+y = x 3 −4x−3/Q. The curve C : y 2 = −3x 4 +2x 3 +7x 2 −2x−3 represents an element in the 2-Selmer group of E. A second 2-descent on C gives the following minimal global genus one equation φ 4 of degree 4. 
