Counting processes are used in modelling of repairable systems. In Bayesian parameter inference the choice of fitted prior distributions and loss functions has great importance. This paper deals with studies of prior and posterior densities. Simulation enables comparisons of estimators obtained with different loss functions. Especially, in the case of a Weibull process, properties relative to prior and posterior distributions are investigated.
Introduction
Statisticians are often in the position to have some collected data from which they desire to make inferences about the process that produced the data. An often applied method for making inference about the unknown parameters θ is the Bayesian setup, where a certain prior knowledge of θ and, of course, the collected data is used. The prior knowledge is assumed to be the probability distribution of θ given by its probability density q(θ). The total information contained in the process observation until the (fixed) time t is represented by the likelihood function, L(θ, t). The normalized product of these two functions yields a probability density of θ conditional on the process observation, the posterior density of θ, namelyq(θ|t). In the case of so-called conjugate prior parameter probability distributions, the posterior density function is easily computed. Prior as well as posterior densities have the same structure. In many other cases, there are difficulties in computing the normalizing constant. The product of the prior density and likelihood function must be integrated over the domain of the parameter(s) being estimated. Analytic (or numerical) solutions for the integral are sought, although it is not guaranteed that the integral exists.
An other way in computing the posterior density is studied in this paper. For a special nonhomogeneous Poisson process, an approximation for the marginal posterior parameter density is obtained.
In Bayesian statistics, the posterior parameter distribution is used for calculating parameter point estimates, to construct interval estimates or to predict future process values.
Besides the prior (and posterior) parameter distribution, Bayesian decisions are based on subjectively selected loss functions. Frequently the symmetric square loss function is applied which punishes positive and negative estimation errors equally. For a different valuation of estimation errors, the linex loss function is preferred. Bayesian estimators are obtained by minimizing the Bayes risk, that is the weighted averaged loss relative to the prior distribution and to the likelihood function. This paper deals with counting processes and especially with the Weibull process (with parameter θ = (α, β)). Such processes are often used to describe the behaviour of repairable systems. If the repair actions are performed as minimal repairs, then nonhomogeneous Poisson processes are selected, for instance Weibull processes.
For the Weibull process, a semi-conjugate prior density function is proposed and the posterior density is computed. As an application, the Bayesian point estimators for the parameters are given and numerically compared with maximum likelihood estimators. Essential results are obtained by simulation of the posterior density. The extensive simulation results are given by Kneupel [8] . Asymptotic investigations led to an approximation for the non-conjugate posterior density for β. Some remarks on applications and similar investigation are expressed in the last section Final Remarks.
Counting Processes and Bayes Parameter Estimation
This paper deals with the reliability of a repairable technical system. The failure-repair process is described by a (marked) point process and with corresponding counting processes. The type of such processes depends on the given problem and is supposed to be known. However, the process parameters are unknown and should be determined from process observations by using Bayesian methods.
The data refer to a given technical system and consists of the failure time points t 1 , t 2 , t 3 , ... and some additional information x 1 , x 2 , x 3 , ... generated at failure times.
Let (τ n , ξ n ) n≥1 be a sequence of (marked) time points defined on a certain probability space (Ω, F, P) with values in (E, B), τ n ≥ 0 (τ 0 ≡ 0) and ξ n ∈ X ⊂ R d . The variables τ n are the occurrence time points of events, and the ξ n are the corresponding additional information (marks). Counting processes {N A (t), t ≥ 0} (A ⊂ X ) associated with the point process are defined by
It is assumed that the intensities λ A (t) (t ≥ 0) belonging to {N A (t), t ≥ 0} exist such that for t ≥ 0 and for each A ⊂ X
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For the counting process {N (t) | t > 0} let {F t , t ≥ 0} be a filtration with F t = σ{N (u), u ≤ t}, P ∈ {P θ , θ ∈ Θ} and P θ,t := P θ |F t the P θ -restriction, where, generally, the values θ of the process parameters are unknown.
Under weak conditions concerning the existence of the intensity and the finiteness of the compensator, we get the likelihood function (see Bremaud [1] , Pruscha [10] and Last/Brandt [8] ):
where Π is the standard Poisson measure, h(t, x) an integrable intensity density with, in the case of conditionally independent and identically distributed marks ξ n , h(t, x) = g(x|t)λ(t), and g(x|t) is the conditional density of ξ n under τ n = t (cf. Luhm/Pruscha [9] ).
Examples
Let {N (t), t ≥ 0} be a nonhomogeneous Poisson process and assume that no marks are available. In the case of a
• Weibull process the intensity function is
and the likelihood function has the form
where θ = (α, β) and
• Pareto process the intensity function is
and the likelihood function has the form (θ = (α, β))
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• Poisson process with stress-dependent intensity (two stress steps {S 1 , S 2 }, Arrhenius stress model)
The likelihood function of a counting process {N (t), t ≥ 0} enables to study parameter estimation for θ. Based on the observation of the process, one may get the partial derivatives of L(θ, t) with respect to θ and obtain maximum likelihood estimators. For the Weibull process the following estimators are obtained:
Applying the Bayesian approach assumes prior densities q(θ), respectively posterior parameter densitiesq(θ|t) and loss functions V (θ, θ). Both requirements, the prior densities and the loss functions, are subjectively selected depending given problem.
When the values of the considered parameters are completely unknown, a so-called noninformative prior, for instance the Jeffreys's prior is chosen. In case that some prior knowledge about the parameter is available, certain fitted prior densities q(θ) are selected. The conjugate prior densities based on sufficient statistics utilize the structure of the corresponding likelihood function and should be preferred. This type of priors was introduced by Raiffa/Schlaifer [12] and first studied for estimation problems by De Groot [2] .
Using the prior density q(θ) and the likelihood function L(θ, t) the posterior density is given as:
The loss functions V (θ, θ) ≥ 0 enable to measure the estimation error occurred by using an estimatorθ =θ(t) for the unknown parameter θ.
Examples for symmetric losses are
• square loss function:
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• weighted squared loss function:
• linear loss function: V (θ, θ) = |θ − θ |, and for asymmetric losses
The square loss and the linex loss function are most frequently used. The square loss is the quadratic deviation from the true parameter value, i.e., analogous to the variance.
The linex loss was introduced by Varian [12] and first applied to Bayes estimation and prediction problems by Zellner [13] . If a > 0, the loss is approximately linear for a negative estimation error and approximatively exponential for a positive estimation error. For a < 0, the opposite is true. The choice of a depends on the given problem.
Bayesian estimators for the parameters θ are calculated by minimizing the Bayes risk
where it is sufficient to minimize the integral
yielding the Bayes estimator:
Examples
• square loss:
• linex loss function:
The Loss Function and the Posterior Density
The following considerations are restricted to the Weibull process.
The Loss Function
The choice of the loss function depends, of course, on the considered problem (symmetric or asymmetric loss), however, there are no rules how to select an appropriate or even an optimal loss function. For linex loss, the parameter a controls the valuation of estimation errors. For an illustration, we give typical simulation results (calculations are made with observations of the process until the time of the 25th failure and with parameter values α 0 = 2.0 and β 0 = 3.0. Moreover, a gamma prior density is used for α with parameters (4.0;2.0) and a uniform prior density for β on [0;6.0]). Table 1 : Simulated estimates for α and β. Note that the Bayes estimates are closer to the true values than the maximum likelihood estimates.
Semi-conjugate Prior for θ = (α, β)
The following prior density is selected:
In a first step, the denominator of the posterior density function is computed.
yielding the posterior density:
where
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The first part of (14) belongs to a conjugate family and is a gamma-density with parameters (a + t β , N + b), while the expressions p(β) andp(β|t) :=
do not belong, in general, to a conjugate family of densities.
The posterior distributions play a central role in the Bayesian decision theory. They are used for the calculation of Bayes parameter estimators, for the construction of interval estimations, and for making predictions (for instance, the calculation of prediction intervals for future process values).
For the Weibull process the following Bayesian parameter estimators are obtained:
Fitted Priors
The method of fitted priors shall yield parameter distributions adapted to the given situation in the sense that the value of the first moment is close to the unknown true parameter value. In case of the Weibull process and Bayesian parameter estimation, it can be shown by simulation studies that the gamma and uniform prior densities yield the best estimated values for α and β.
The calculations are made with the square loss function, the process is observed until the time of the 25th failure and the parameter values are set as α 0 = 2.0 and β 0 = 3.0. Table 2 and 3 contain the estimated values for α and β obtained by four samples. Various combinations of fitted prior densities are used, where, for instance,"U Γ" means that the prior density for α is a uniform one and for β a gamma one. Moreover, E stands for the exponential distribution and R for the rectangular one. Finally, for comparison the corresponding maximum likelihood estimates are displayed. The following graphs show the prior and posterior densities. Even if the gamma prior densities are not fitted, the posterior densities approach the true value with increasing observation time. 
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Approximation forq(θ|t)
The simulation studies used above lead to the conjecture that the posterior marginal densityq(θ|t) approaches a gamma density for increasing observation time t. An analysis of the densities
leads to the following theorem.
Theorem
The posterior marginal densityp(β|t) is asymptotically equal to the gamma density with parameters (N (t), N(t) ln t − M (t)).
•
−→ α it follows P-a.s.:
implying that P-a.s. (19) and, therefore,p(β|t) is in probability asymptotically equal to
Selecting the prior density of β as
and P-a.s.p (β|t)
Thus, the conditional densityp(β|t) is in probability asymptotically equal to the conditional gamma density with parameters (N (t) + ξ + 1, η + (N (t) + b) ln t − M (t)).
Moreover, the following limits P-a.s. hold:
andp(β|t) is in probability asymptotically equal to the gamma density with parameters (N (t), N(t) ln t − M (t)), which holds independently of the type of the prior density.
Final Remarks
Using this gamma approximation of the posterior marginal densityp(β|t) given in the Theorem, the following Bayes estimatoes for β are obtained:
ln τn Note that the maximum likelihood estimatorβ ML (t) is equal to the square loss estimator β B (t) and that the linex-loss estimatorβ L B (t) is asymptotically (in probability) equal tô β ML (t).
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By simple calculations it can be shown that using the approximation of the densityp(β|t) the Bayes estimator for α is also asymptotically (in probability) equal to the maximum likelihood estimate in both the square loss and the linex loss cases.
In the paper of Fink [3] another prior density is used in case of the Weibull process, namely: 
The posterior distribution has the same structure for ν > 0, although the distribution is not of conjugate type. It has the same general functional form as the prior.
The investigations with respect to the approximation of the densityp(β|t) conjecture that a similar approximation holds for the parameter distributions of the Pareto process.
There are problems, where the approximation ofp(β|t) proves to be useful for constructing HPD regions for parameters or for determining prediction intervals for future process values.
