W e examine key convergence properties of the steady-state simulation analysis method of nonoverlapping batch means (NOBM) when it is applied to a stationary, phimixing process. For an increasing batch size and a fixed batch count, we show that the standardized vector of batch means converges in distribution to a vector of independent standard normal variates-a well-known result underlying the NOBM method for which there appears to be no direct, readily accessible justification. To characterize the asymptotic behavior of the classical NOBM confidence interval for the mean response, we formulate certain moment conditions on the components (numerator and denominator) of the associated Student's t-ratio that are necessary to ensure the validity of the confidence interval. For six selected stochastic systems, we summarize an extensive numerical analysis of the convergence to steady-state limits of these moment conditions; and for two systems we present a simulation-based analysis exemplifying the corresponding convergence in distribution of the components of the NOBM t-ratio. These results suggest that in many simulation output processes, approximate joint normality of the batch means is achieved at a substantially smaller batch size than is required to achieve approximate independence; and an improved batch means method should exploit this property whenever possible. (Simulation; Statistical Analysis; Method of Batch Means) 
Introduction
In discrete-event simulation, we are often interested in estimating the steady-state mean X of a stochastic output process X i i ≥ 1 generated by a single, though long, simulation run. Assuming the target process is stationary and given a time series of length n from this process, we see that a natural estimator of X is the sample mean
We also require some indication of this estimator's precision; and typically a confidence interval (CI) for X is constructed with a prespecified coverage probability 1 − , where 0 < < 1. We seek to construct a CI for X that satisfies two criteria: (a) it is narrow enough to be informative, and (b) its actual probability of covering the point X is close to the nominal level 1 − .
The usual method of CI construction from classical statistics, which assumes independent and identically distributed (i.i.d.) normal random variables, is not directly applicable to analysis of a steady-state simulation model since successive observations of a simulation-generated output process typically fail to be independent, identically distributed, and normal. Among the various steady-state simulation analysis techniques that have been developed for constructing CIs based on dependent output processes, the method of nonoverlapping batch means (NOBM) is
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one of the most widely used in practice (Law and Kelton 2000) .
In the NOBM method, the sequence of simulationgenerated outputs X i i = 1 n is divided into k adjacent nonoverlapping batches, each of size m. For simplicity, we assume that n is a multiple of m so that n = km; thus when k is fixed and m → , we have n → . The sample mean, Y j m , for the jth batch is X i for j = 1 k
The grand mean of the individual batch means,
is the usual point estimator for X (note that Y m k = X n ); moreover the desired NOBM confidence-interval estimator of X is generally centered on (1). The NOBM method seeks to make each batch a "repetition" of the experiment on the target output process. To achieve this, classical NOBM procedures attempt to determine a sufficiently large batch size, m, and the corresponding number of batches, k, to ensure that the resulting batch means are approximately i.i.d. normal random variables. With such a setup, it is hoped that the classical confidence-interval estimation procedure based on the associated Student's t-ratio will yield a confidence interval for X with approximately the desired coverage probability. In this paper, we examine the asymptotic behavior (as m → with k fixed) not only of the vector of batch means but also of the numerator and denominator of the NOBM t-ratio upon which the classical CI is based.
The rest of this paper is organized as follows. In Section 2 we review the basic assumptions and distribution theory constituting the background for the NOBM method; and we establish a central limit theorem for the standardized vector of batch means that is essential to the validity of classical NOBM confidence intervals but is not well documented in the simulation literature. In Section 3, we formulate certain moment conditions on the numerator and denominator of the NOBM t-ratio that are necessary conditions for the distributional requirements detailed in Section 2. Section 4 displays the effects of increasing batch size with respect to these limiting conditions in six selected stochastic processes; and for two of these processes, Section 5 summarizes extensive simulation results showing the corresponding convergence in distribution for the numerator and denominator of the NOBM t-ratio with increasing batch size. In Section 6 we summarize the main findings of this work, and we reference follow-up research in which we formulate and evaluate an improved batch means procedure based on the present findings.
Background
We assume the target output process X i is stationary (in the strict sense) so that the joint distribution of the X i 's is insensitive to time shifts. We also assume the process is weakly dependent-that is, X i 's widely separated from each other in the sequence are almost independent (in the sense of -mixing; see Billingsley 1968) so that the lag-q covariance
satisfies q → 0 as q → . These weakly dependent processes typically obey a Central Limit Theorem (CLT) of the form
where
is the steady-state variance constant (SSVC) (as distinguished from the process variance 2 X ≡ Var X i = 0 ). A sufficient condition for the SSVC to exist is that i=− i < (Anderson 1971) . General conditions under which (2) holds are given, for example, in Theorem 20.1 of Billingsley (1968) .
Although some output analysis methods attempt to estimate the steady-state variance constant 2 in constructing a CI for X , the classical NOBM method (with a fixed number of batches) does not. A key assumption of the NOBM method is that the batch
where 2 k−1 denotes the chi-squared distribution with k − 1 degrees of freedom and t k−1 denotes Student's t-distribution with k − 1 degrees of freedom. We can then construct an exact 100 1 − % CI for Z of the form Z k ± t 1− /2 k−1
, where t denotes the quantile of order for Student's t-distribution with degrees of freedom. Replacing Z k by Y m k and S 2 k by the sample variance of the batch means (4), we have that (3)-(4) are approximately satisfied as the batch size m becomes sufficiently large while the batch count k is fixed. The NOBM t-ratio corresponding to the ratio in (4) is
Then as m → with k fixed so that n → , an asymptotically valid 100 1 − % confidence interval for X is
This CI is approximately valid when the batch count k is fixed and the batch size m becomes sufficiently large because the batch means Y 1 m Y k m become approximately independent (since the process is weakly dependent) and approximately normally distributed (from an appropriate CLT for dependent processes). The following theorem provides the basis for this approach to NOBM with a fixed number of batches; and although similar results seem to be a well-known part of the simulation "folklore," we have been unable to identify a reference in which such a basic result is directly established. 
where 0 k denotes the k × 1 null vector and I k denotes the k × k identity matrix.
A proof of this result is given in Appendix 1; see also Steiger (1999) . Based on the assumption that the process X i satisfies a functional central limit theorem, Proposition 1 of Muñoz and Glynn (1997) provides a multivariate central limit theorem for batch means computed from certain nonlinear functions of the original process X i ; and the conclusion of Theorem 1 can be derived from the result of Muñoz and Glynn. (For related results, see also Glynn and Whitt 1991.) We believe that the argument given in Appendix 1 provides a more direct, readily accessible justification of this key result.
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Moment Conditions on Components of Batch Means t-Ratio
It follows from Theorem 1 that in a large class of steady-state simulation output processes, the numerator and denominator of the t-ratio used in the NOBM method achieve the required properties asymptotically. In this section we examine the small-sample behavior of the components of the NOBM t-ratio (5)-that is, for an increasing sequence of (finite) batch sizes. The NOBM method requires that the batch size m is large enough so that the numerator of (5) is approximately distributed as a N 0 1 random variable, i.e.,
where∼ denotes the phrase "is approximately distributed as"; and the denominator of (5) should be approximately distributed as a scaled chi random variable (that is, the square root of chi-squared random variable divided by its degrees of freedom),
As surrogates for these distributional requirements, we will impose conditions on the first two moments of the numerator and squared denominator of the NOBM t-ratio. We require m large enough so that
The moment conditions for the squared denominator are that m must be large enough to yield
and
From (9) and (10), it follows that m should be large enough to ensure that the coefficient of variation of S 2 m k should satisfy
In this paper we examine test processes for which the lag-q covariance q for q = 0 ±1 ±2 , may be computed analytically. For these processes, using the expression
we may therefore calculate Var Y m , Var Y m k , and the ratio on the left-hand side of condition (8).
To evaluate (10) and (11), we require an expression for Var S 2 m k in terms of the covariances at various lags for the original (unbatched) process. For this purpose we use the relation
Next we derive an expression for the first term on the right-hand side of (12); and to simplify the notation throughout the rest of this section, we will suppress the batch size m and simply let Y i i = 1 k denote the batch means where no confusion can result
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from this usage. We have
To evaluate the mixed moments in (14), we must make some assumptions about the joint distribution of the batch means Y i i = 1 k . From Theorem 1, we know that the batch means are asymptotically distributed as i.i.d. normal random variables, provided that the underlying process X i satisfies certain basic assumptions about its dependency structure. For purposes of evaluating (14), we will assume that the batch size m is large enough that the batch means are multivariate normal but not necessarily independent. Without loss of generality, throughout the rest of this section we may also assume that
where is the k × 1 argument vector. By taking the appropriate partial derivatives of (15) (14) in terms of the covariances of the batch means. (See Appendix 2 for details.) Substituting into (14) the values for the mixed moments given in Appendix 2 yields
We can write an expression for ij in terms of the covariances in the original process (Fishman 1978) at various lags, i.e., at lag i − j the covariance between batch means for batches of size m is
In the next section, using (12), (13), (16), and (17), we compute E S 2 m k and Var S 2 m k for varying batch sizes in processes for which analytic expressions are available for the covariance function of the original process. This allows us to investigate numerically how increasing batch size m affects the first two moments of the squared denominator of the NOBM t-ratio.
If the batch size m is large enough that the batch means Y i m i = 1 k are approximately i.i.d. normal, then the grand mean, Y = X n , and the sample variance of the batch means, S 2 m k , are independent. However if we merely assume that m is large enough so that the batch means are multivariate normal but not necessarily uncorrelated, then we can evaluate the covariance of Y and S 2 m k using the relation
Obviously, under our assumptions, the second term on the right-hand side of (18) is zero; therefore we have
The mixed moments in (19) are all zero (see Appendix 2); therefore, if the batch means are distributed as multivariate normal random variables, then Y and S 2 m k have zero correlation. While this result does not necessarily imply that Y and S 2 m k are independent, it provides some basis for the standard simulation analysis method of nonoverlapping batch means. Kang and Goldsman (1990) establish (19) when the underlying process X i is a stationary autoregressive-moving process of finite order (that is, ARMA(p,q) with p q < ) whose white noise process has a symmetric marginal with finite mean, variance, and skewness. Moreover, Sargent, Kang, and Goldsman (1992) establish (19) when X i is stationary multivariate normal and we use k = 2 batches.
Numerical Analysis of Moment Conditions
We examined several test processes for which an analytic expression is available for the associated covariance function and the SSVC. Song and Schmeiser (1995) studied three of these processes in their investigation of the optimal batch size for which S 2 m k /k is a minimum-mean-squared-error estimator of Var Y m k . For some of our test processes, Sargent, Kang, and Goldsman (1992) provided analytic and Monte Carlo results characterizing the expected halflength and coverage probability of confidence intervals delivered by the NOBM method and by the methods of overlapping batch means and standardized time series; moreover they plotted empirical distributions of the NOBM t-statistic for k = 8 batches and for various batch sizes. In Subsections 4.1-4.4 below, we give analytic expressions for the covariance function and SSVC of each of the selected test processes. Using the appropriate equations from those subsections (namely, equations (21) and (22) times with server utilization = 0 9 and in the case of the highly correlated DTMC-based cost process described by equations (24) and (25) below, we suspected that these cases would be the most "difficult" in the sense of requiring the largest batch sizes to satisfy the appropriate moment condi- should be near zero. Figure 2 shows that highly correlated processes can require very large batch sizes to achieve a sufficiently small correlation between adjacent batch means. Figures 3-6 reveal that highly correlated processes can also require large batch sizes to satisfy the NOBM moment conditions (8)-(11). 
Discrete Time Markov Chains
The first test case consists of a "cost" process defined on a finite-state, irreducible, aperiodic DTMC. If the underlying d +1 -state DTMC U i i = 0 1 with state space 0 1 d has one-step transition probability matrix P, steady-state probability vector =
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Figure 5
Condition (10) 
where h ≡ h 0 h 1 h d T and ≡ diag 0 1 d . Now if the one-step transition probability matrix P has distinct real eigenvalues, then the qth power of P may be calculated as
is the diagonal matrix of associated eigenvalues (Hadley 1961) .
We also derived a matrix-analytic expression for the SSVC of a cost process X i defined on a finite-state DTMC. The following theorem provides a computational formula for 2 . See Appendix 3 or Steiger (1999) for a proof of this result.
Theorem 2. If the
has one-step transition probability matrix P and associated d + 1 × d + 1 matrix defined by (20) , then the SSVC of the associated cost process X i = h U i i = 0 1 is given by
For our analysis, we chose three DTMCs, each having a substantially different correlation function for the associated cost process. The first cost process is defined on a simple two-state DTMC U i i = 0 1 with transition probability matrix The second test case is also based on a two-state DTMC, but the associated cost process has a large positive correlation function that decays very slowly to zero. This case uses the same cost vector (24) as the first case, but the underlying DTMC U i has transition probability matrix P = 0 1 0 0 99 0 01 1 0 01 0 99 (25) The third test case is based on an eight-state DTMC U i so that the associated cost process X i has a correlation function that resembles a damped sine wave. The third DTMC U i was designed to loosely represent some sort of cyclical behavior, where the chain repeatedly tends to visit all its states in order. The probability transition matrix for this chain is The transition probability matrices for these three DTMCs have distinct real eigenvalues, so we used MATLAB (Hanselman and Littlefield 1997) to compute the eigenvalues and their corresponding eigenvectors. We then computed the covariances of the original processes as well as the covariances for the batch means processes using the matrix-analytic equations (21) and (22).
M/M/1 Queue Waiting Times
Next we examined a test process consisting of the sequence of customer waiting times X i i = 1 2 in the M/M/1 queue. Letting = / denote the server utilization (or traffic intensity), where is the
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arrival rate and is the service rate, we see that the mean queue waiting time is X = − and the variance of the waiting time is
The marginal distribution of each waiting time in steady-state operation is mixed with c.d.f.
Thus each waiting time is zero with probability 1 − ; and with probability , it is exponential with mean − −1 . The lag-q covariance, q , for the waiting time process in the M/M/1 queue is given by (Song and Schmeiser 1995) , where < 1. The SSVC is given by 2 = 3 3 − 4 2 + 5 + 2 2 1 − 4 (Daley 1968) . We used MATLAB (Hanselman and Littlefield 1997) to evaluate numerically the integral in (26) for utilization = 0 9. As can be seen from Figures 3-6 , the rate of convergence to the moment conditions is extremely slow.
Autoregressive Process
We also investigated the autoregressive process of order one (that is, AR(1)), which is defined by the iterative relation
where < 1 and the i 's are i.i.d. normal with mean zero and variance 2 so that the X i 's have mean X and variance 2 X = 2 / 1 − 2 . To ensure that (27) defines a stationary process, we took X 0 ∼ N X 2 X . The lag-q covariance for the AR(1) process is
and the SSVC is given by (Box, Jenkins, and Reinsel 1994) .
Exponential Autoregressive Process
Finally we examined the exponential autoregressive process of order one (that is, EAR(1)), which is defined by the iterative relation
where 0 < < 1 and the i 's are i.i.d. exponential with rate = 1/ X so that the X i 's have mean X and variance 2 X = 1/ 2 As in the AR(1) process, the covariance function for the EAR(1) process has the form (28); and the corresponding SSVC is obviously given by (29). By sampling X 0 from an exponential distribution with mean 1/ , we ensured that the EAR(1) process is stationary with the same exponential marginal distribution. This means larger batch sizes should be required to satisfy the assumption that the batch means are normally distributed as compared to, for instance, the AR(1) process, where the marginal distribution of each X i is normal. In the case selected, we chose = 0 9 and = 0 5.
Monte Carlo Analysis of Components of Batch Means t-Ratio for Selected Cases
After we evaluated numerically the moment conditions for various batch sizes as described in the previous section, we simulated the six selected test processes to study the empirical convergence to the state distribution; and thus all simulation-generated data sets were realizations of stationary stochastic processes.
The "worst" test case-that is, the one requiring the largest batch size (m = 4096) for the observed distributions to achieve adequate convergence to their theoretical counterparts-was the case of M/M/1 waiting times with server utilization = 0 9. It should be noted that this case has the most slowly decaying correlation function as well as a mixed marginal distribution with an exponential tail. Both of these factors cause serious deviations from the assumptions of independence and normality of the batch means when the batch size is small.
In the other five test cases, the largest batch size required for reasonable convergence to the desired limiting distributions was m = 512. This was the case of the highly correlated DTMC-based cost process defined by (24) and (25). Again the slowly decaying correlation (see Figure 1 ) and the discreteness of the underlying distribution tend to result in slow convergence to the desired limiting properties.
An interesting insight to be gained from these investigations was that often at relatively small batch sizes, even though the numerator of the NOBM t-ratio (5) displayed a variance that differed substantially from the limiting value of one, the empirical distribution of the numerator was still nearly bell-shaped. In view of the asymptotic moment requirement (8), this observation suggests that the dependency among the batch means remained a serious problem long after the batch size was large enough to ensure approximate normality of the numerator of the NOBM t-ratio.
Conclusions and Recommendations
Both the theoretical and empirical convergence properties of the batch means process gleaned from our experimentation with the DTMC-based cost processes, the AR(1) process, and the EAR(1) process lead us to suspect that often the joint distribution of the batch means converges to an approximately multivariate normal distribution at smaller batch sizes than are required to achieve approximate independence of the batch means. The distributions of the numerator of the NOBM t-statistic (5) for these three types of processes are symmetric even at small batch sizes. The plots of the observed distributions of the numerator overlaid with the theoretical standard normal density show that at small batch sizes the observed distributions display an incorrect variance (scaling) but are nearly bell-shaped. The distributions of the squared denominator in these cases closely resemble the appropriate 2 k−1 / k − 1 distribution. Of the cases we studied, only in the M/M/1 queue waiting time process did we find marked asymmetry in the distribution of the numerator of the NOBM t-statistic (5) together with marked deviation from the limiting distribution of the denominator at moderate batch sizes.
In processes having strong positive dependence, a batch size that is too small (resulting in batch means with large positive correlations) causes the classical batch means method to underestimate the variance of the grand mean Y m k , resulting in CIs that possess inadequate coverage probability. Conversely, in processes with alternating correlation structure, the classical batch means estimator S 2 m k /k may overestimate Var Y m k . In either case, the resulting CI may not possess the desired coverage probability.
The results of our numerical and Monte Carlo investigations of the convergence properties of batch means led us to the development of the Automated Simulation Analysis Procedure (ASAP), an improved NOBM algorithm for constructing a CI on the expected response of a steady-state simulation that satisfies a user-specified absolute or relative precision requirement. ASAP operates as follows: the batch size is progressively increased until either (a) the batch means pass the von Neumann test for independence, and then ASAP delivers the classical NOBM confidence interval (6); or (b) the batch means pass the Shapiro-Wilk test for multivariate normality, and then ASAP delivers an adjusted confidence interval. The latter adjustment is based on an inverted Cornish-Fisher expansion for the classical NOBM t-ratio (5), where the terms of the expansion are estimated via an autoregressive-moving average time series model of the batch means. An extensive experimental performance evaluation demonstrates the effectiveness of ASAP (Steiger 1999; Steiger and Wilson 1999; Steiger and Wilson 2000a, b) .
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From (A9), (A10), and (A11) it follows that d j ≤ 2 for j = 0 1 k; and from (A7) and (A8), it follows immediately that Q − Q 2 2 ≤ 16 2 k. Since we selected Q ∈ k arbitrarily and we took Q ∈ such that d Q Q ≤ , we have established continuity of the function · at every Q ∈ k .
Proof of 2. By Theorem 20.1 of Billingsley (1968) ,
Since · is continuous at every point in k and the Brownian motion process B t 0 ≤ t ≤ 1 has a continuous sample path for each sample point in the underlying probability space (see, for example, p. 64 of Billingsley 1968) , it follows that
Displays ( 
It follows from standard properties of the increments of Brownian motion (see, for example, p. 343 of Karlin and Taylor (1975) ) that
and (A3) follows directly from (A14) and (A15). Finally, we establish the main result (7) of Theorem 1 when in the NOBM method we fix the batch count k, we take the overall sample size n = km, and we let the batch size m → . Expressing U n · in terms of centered partial sums of the form
and taking = nj/k , we have
Relations (A3) and (A16) finally yield (7).
Appendix 2: Calculation of Equation (16) We may obtain mixed moments of the form E Y The third order mixed partial derivatives of M are given by
The fourth order mixed partial derivatives of M are given by
for 1 ≤ i j u ≤ k. At = 0, M = 1 and L = 0 for = 1 k. Therefore evaluating the partial derivatives at t = 0 yields the following values for the mixed moments: Appendix 3: Proof of Theorem 2
Since the SSVC, 2 , is the sum of the covariances at all lags, from (21) we have
It is easy to prove by induction that
It follows that lim → P − = lim → P − = − = 0 and thus Theorem 1.11.1 of Kemeny and Snell (1960) ensures that
If we take G ≡ =1 P − , then it follows immediately that
Using (A18) and (A19) to solve (A20) for G, we have
Combining (A17) and (A21), we finally obtain the desired result (23).
