We investigate the local and global character of the unique equilibrium point of certain homogeneous fractional difference equation with quadratic terms. The existence of the period-two solution in one special case is given. Also, in this case the local and global stability of the minimal period-two solution for some special values of the parameters are given.
Introduction
The following general second-order fractional difference equation with quadratic terms of the form x n+1 = Ax 2 n + Bx n x n−1 + Cx 2 n−1 + Dx n + Ex n−1 + F ax 2 n + bx n x n−1 + cx 2 n−1 + dx n + ex n−1 + f , n = 0, 1, . . . with nonnegative parameters and initial conditions such that A+B+C > 0, a+b+c+d+ e + f > 0 and ax 2 n + bx n x n−1 + cx 2 n−1 + dx n + ex n−1 + f > 0, n = 0, 1, . . . is an area of interest of mathematical researchers over last ten years. Several global asymptotic results for some special cases of Equation (1.1) were obtained in [4, 5, 8, 9, 16, [21] [22] [23] 25 ].
x n+1 = Dx n + Ex n−1 dx n + ex n−1 , n = 0, 1, . . . (1.2) which represents discretization of the differential equation model in biochemical networks, see [12] . Notice that equation (1. 2) is also the special case of the linear fractional difference equation
x n+1 = Dx n + Ex n−1 + F dx n + ex n−1 + f , n = 0, 1, . . . (which was investigated in great detail in [11] ) with well known but very complicated dynamics, such as Lyness' equation (see [13] ). Stability, periodicity and Neimark-Sacker bifurcation of the special case of (1.1), when D = E = F = d = e = f = 0, i.e.,
x n+1 = Ax 2 n + Bx n x n−1 + Cx 2 n−1 ax 2 n + bx n x n−1 + cx 2 n−1 , n = 0, 1, . . . (1.4) was investigated in [8] . The following special cases of (1.4):
x n+1 = x 2 n−1 ax 2 n + bx n x n−1 + cx 2 n−1 , n = 0, 1, . . . , (1.5 ) and
x n+1 = Ax 2 n + Cx 2 n−1 ax 2 n + bx n x n−1 , n = 0, 1, . . . , (1.6) were investigated in [4] and [5] .
The first systematic study of global dynamics of a special case of Equation (1.1) where A = C = D = a = c = d = 0 was performed in [1, 2] .
An interesting special case of Equation (1.1) where A = C = F = a = c = d = f = 0 was studied in [20] . This equation is an example of a rational difference equation, such that associated map is always strictly decreasing with respect to the second variable, and changes its monotonicity with respect to the first variable, i.e., can be increasing or decreasing depending on corresponding parametric space.
In this paper, we investigate the local and global character of the equilibrium point and the existence of period-two solutions of the following difference equation (which is the special case of (1.4) when B = b = 0). u n+1 = Au 2 n + Cu 2 n−1 au 2 n + cu 2
where the parameters A, C, a, c are positive numbers and where the initial conditions u −1 and u 0 are arbitrary nonnegative real numbers such that u −1 + u 0 > 0.
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Notice that the linear version of Equation (1.7) is Equation (1.2) which was considered in [12] . The authors proved that the unique equilibrium point of Equation (1.2) is globally asymptotically stable and that in some cases Equation (1. 2) has only one locally stable period-two solution. If we replace linear with quadratic terms in Equation (1.2) we obtain a qualitative different dynamics. In particular, quadratic terms imply the existence of the locally stable period-two solution or two period-two solutions, one of them is locally stable and the other one is a saddle point, (i.e., Equation (1.7) has two period doubling bifurcations) as well as the existence of the minimal period-six solution. In the special case a = 0, Equation (1.7) has very complicated behavior including chaos since quadratic terms imply also the phenomena of Neimark-Sacker bifurcation (see [10] ).
Preliminary Results
By simple transformation u n = C c x n , Equation (1.7) reduces to the equation
where the parameters A, a are positive numbers and where the initial conditions x −1 and x 0 are arbitrary nonnegative real numbers such that x −1 + x 0 > 0. Equation (2.1) has a unique equilibrium point x = A+1 a+1 and if we denote
This means that right-hand side of Equation (2.1) is decreasing in x n and increasing in x n−1 when A < a, and it is increasing in x n and decreasing in x n−1 when a < A. In the case when a < A for studying global stability of (2.1) we will use the following well-known result [ Then
x n+1 = f (x n , x n−1 ), n = 0, 1, . . . The similar results are used in [18] [19] [20] . It can be shown that the Neimark-Sacker bifurcation does not exist in Equation (2.1) for A > a > 0, but it was shown that Neimark-Sacker bifurcation occurs only in the special case when a = 0, see [10] . However, in the case when A < a, there exists period-doubling bifurcation and that is the reason why we use the monotone maps techniques and the geometric techniques for studying global behavior of solutions of (2.1).
Let I be some interval of real numbers and let f ∈ C 1 [I × I, I], such thatx ∈ I, be an equilibrium point of a difference equation
where f is a continuous and decreasing in the first and increasing in the second variable. There are several global attractivity results for Equation (2.5) which give the sufficient conditions for all solutions to approach a unique equilibrium. These results were used efficiently in monograph [11] to study the global behavior of solutions of the secondorder linear fractional difference equation. One such result is:
] be an interval of real numbers and assume that f :
] is a continuous function satisfying the following properties:
(a) f (x, y) is non-increasing in first and non-decreasing in second variable. Then every solution of Equation (2.5) converges to x.
Throughout this paper we shall use the North-East ordering for which the positive cone is the first quadrant, i.e., this partial ordering is defined by (x 1 , y 1 ) ne (x 2 , y 2 ) if x 1 ≤ x 2 and y 1 ≤ y 2 and the South-East ordering defined as (
The following result gives conditions for the existence of a global invariant curve through a hyperbolic or nonhyperbolic fixed point of a competitive map that separates regions with different dynamics [14, Theorem 1] .
Let T be a competitive map defined on R that is strongly competitive on int (R). If there exist r ∈ {p, q}, and x, y ∈ int (R) such that T n (x) → r and T n (y) r, then there exists a curve C in R which is strongly north-east linearly ordered and whose endpoints are in ∂R, such that the connected components A and B of int (R) C chosen so that x ∈ A, satisfy T n (z) → r for z ∈ A, and T n (w) r for w ∈ B ∪ C. If the point r is in R, then r is a fixed point of T .
The next result gives sufficient conditions for the existence of at least one separatrix curve through a fixed point of a competitive map. For x ∈ R 2 , let Q l (x), l = 1, . . . 4 be the standard (closed) quadrants in R 2 with respect to x [14, Theorem 2]. Theorem 2.4. Let R = (a 1 , a 2 ) × (b 1 , b 2 ) and let T : R → R be a strongly competitive map with a unique fixed point x ∈ R, and such that T is twice continuously differentiable in a neighbourhood of x. Assume further that at the point x the map T has associated characteristic values µ and ν satisfying 1 < µ and −µ < ν < µ, with ν = 0, and that no standard basis vector is an eigenvector associated to one of the characteristic values.
Then there exist curves C 1 , C 2 in R and there exist p 1 , p 2 ∈ ∂R with p 1 se x se p 2 such that:
(i) For l = 1, 2, C l is invariant, north-east strongly linearly ordered, such that x ∈ C l and C l ⊂ Q 3 (x) ∪ Q 1 (x) ; the endpoints q l , r l of C l , where q l ne r l , belong to the boundary of R. For l, j ∈ {1, 2} with l = j, C l is a subset of the closure of one of the components of R C j . Both C 1 and C 2 are tangential at x to the eigenspace associated with ν.
(ii) For l = 1, 2 let B l be the component of R C l whose closure contains p l . Then B l is invariant. Also, for x ∈ B 1 , T n (x) accumulates on Q 2 (p 1 ) ∩ ∂R, and for x ∈ B 2 , T n (x) accumulates on Q 4 (p 2 ) ∩ ∂R.
In [4] and [5] the authors gave more precisely the dynamics in two special cases of (1.4) where the right-hand side of (1.4) is decreasing in x n and increasing in x n−1 and where they could have applied the theory of monotone maps to give global dynamics. Also, see [6, 7, [15] [16] [17] [18] 24] for an application of the monotone maps techniques to some competitive systems of fractional difference equations. In [15] very interesting geometric method for linearized stability analysis of some competitive maps was given. One such result is [15, Lemma 5]: Lemma 2.5. Let U be a nonempty subset of R 2 , and (F 1 , F 2 ) : U →R 2 be a continuously differentiable strongly competitive map. Let (x, y) ∈ U • be an isolated fixed point of (F 1 , F 2 ). Set α := (∂F 1 /∂x) (x, y) and δ := (∂F 2 /∂y) (x, y), and let (ii) Suppose that α < 1 and δ < 1. If the Jacobian matrix of F = (F 1 , F 2 ) at (x, y) does not have a negative unstable eigenvalue, then the following statements are true: Now, we give the following result about local dynamics of Equation (2.1) (see Figure  2 .1).
Theorem 2.6. Equation (2.1) has the unique positive equilibrium point
then the equilibrium point x is locally asymptotically stable.
2) If a < A−1 A+3 , then the equilibrium point x is a repeller. 
then the corresponding characteristic equation at the equilibrium point is
.
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If s = 1, i.e., a (A + 3) = A − 1, then the characteristic equation (2.6) becomes Notice that Since
is an invariant interval for the function f and attracting interval for solutions of Equation (2.1), we can apply Theorem 2.1. It means that we need to find conditions under which the system (2.3), i.e.,
has the unique solution (m, M ) = (x, x). By subtracting the equations of System (3.1) we get the following equation
we obtain that M and m are solutions of the quadratic equation
If ∆ = y 2 − 4x < 0, then System (3.1) has only one solution, (m, M ) = (x, x). From (3.2) we obtain
Also, by adding the equations of System (3.1) we get the following equation
By substituting (3.5) into (3.6), we obtain the quadratic equation
whose solutions are given as 
First, consider the situation when a = 1 < A. Then D (A, 1) = (A − 1) 2 ≥ 0 for all A > 0 and x = y = A+1 > 0 for A = 1. The condition
On the other hand, if A = 1, then y − = 0 and y + = 1 a , x + = 1 a(a+1) > 0, such that
3 . Now, we investigate the existence of a unique solution of System (3.1) depending on the sign of term D (A, a) when a = 1. A) D (A, a) < 0.
In this case, y ± / ∈ R and System (3.1) has the unique solution (m, M ) = (x, x). That is why we analyze for which values of the parameters A and a is D (A, a) < 0.
i) If A = 5 4 , then
, then a = 25 24 . This and (3.9) mean that System (3.1) has the unique 5 4 , then a − < 0, a + > 1 and D (A, a) = 0 for a = a + , so Equation (3.7) has one positive solution y + . Since y + > A−1 a , then x + > 0. Now,
, and which means that y 2 − 4x < 0 ⇐⇒ 31+8 
c) If A < 5 4 , then a − > 0, a + > 0 and D (A, a) = 0 for a = a + . It is easy to see that a + < A < a − for A ∈ 1, 5 4 and that y = y + < 0. This means that System (3.1) has the unique solution (m, M ) = (x, x) when (A, a) ∈ S 8 = (A, a) | 1 < A < 5 4 ∧ a = a + . If A < 1, then a − < A < a + and y − > 0, x − > 0. The condition (3.10) is satisfied for 1 > A ≥ 7 9 , but for A < 7 9 we have that In this case, a − < 0, a + > 1 and D(A, a) > 0 if a ∈ (0, a + ). Suppose that a < 1. For these conditions, Equation (3.7) has one positive solution y − , and since
we conclude that x − > 0. Now, we check the following condition
If a < 1 3 , then (3.10) is not satisfied and System (3.1) has three positive solutions. If a > 1 3 , then (3.10) is satisfied for
and System (3.1) has the unique solution (m, M ) = (x, x).
If a > 1, then Equation (3.7) has two positive solutions y − and y + , y − < y + , and since y ± > A−1 a , we conclude that x ± > 0. The condition (3.10) is of the form
In this case, a − > 0, a + > 0 and D(A, a) > 0 for a ∈ (0, a − ) ∪ (a − , a + ). Assume that a < 1 and A ∈ 1, 5 4 . Under these conditions Equation (3.7) has one positive solution y − , and since y − > A−1 a we obtain that x − > 0. This implies that System (3.1) has the unique solution (m, M ) = (x, x) when
If a > 1 and A ∈ 1, 5 4 , then Equation (3.7) has two positive solutions y − and y + , y − < y + , and since y ± > A−1 a , it implies that x ± > 0. System (3.1) has the unique solution
If a < 1 and A < 1, then Equation (3.7) has two positive solutions y − and y + , y + < y − , and since y ± > 0, it implies that x ± > 0. For a ≤ 1 3 condition (3.10) is satisfied if
For a ∈ 1 3 , 1 condition (3.10) is satisfied if
See Figure 3 .1.
where Ω i (i = 1, . . . , 5) are given in Remark 3.2, then equilibrium point x is globally asymptotically stable.
Proof. We have already proved that the next claim is valid:
where Ω i (i = 1, . . . , 5) are given in Remark 3.2, then the system of the algebraic equations (2.3) has the unique solution (m, M ) = (x, x). Since A−1 A+3 < min 3A−1 A+5 , a + , then by using Theorem 2.1 we conclude that x is globally asymptotically stable. Based on many numerical simulations we made, we believe that the following conjecture is true. There is a particularly interesting situation in case A > a, when x is a repeller, and when each solution converges to a minimal period-six solution. Namely, many of our simulations clarify the following conjecture. Remark 3.6. Straightforward calculation shows that there does not exist the Neimark-Sacker bifurcation in the Equation (2.1) for a > 0, but it was shown that there exist the Neimark-Sacker bifurcation only in the special case when a = 0, see [10] .
Case a > A
In this case, f is decreasing in the first and increasing in the second variable. 
Existence of Period-two Solutions
Assume that (φ, ψ) is a minimal period-two solution of Equation (2.1) with φ, ψ ∈ [0, +∞) and φ = ψ. Then
i.e., φ aψ 2 + φ 2 = Aψ 2 + φ 2 , ψ aφ 2 + ψ 2 = Aφ 2 + ψ 2 .
If we set φψ = x and φ + ψ = y, where x > 0 and y > 0, then φ and ψ are positive and different solutions of the quadratic equation
In addition to the conditions x, y > 0, it is necessary that y 2 − 4x > 0. We obtain the following system − (a + 1)
from which we get 3A) .
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II) Now suppose that a = 1. The roots of (4.3) are of the form
Notice that from (4.2) we have t ± = y 2 1 ± (a−1)y−3A+1 (a−1)y+A+1
, i.e., (2.1) has one or two minimal period-two solutions of the form
The condition y > 0 is satisfied in the following cases:
Notice that the conditions a < 1 and A < 1 imply F = 2−a−A > 2−1−A = 1−A > 0 and the conditions A > 1 and a > 1 imply F = 2 − a − A < 2 − 1 − A = 1 − A < 0. If A = 1 than F = − (a − 1), so sgnF = −sgn (a − 1) is satisfied. Conditions x > 0 and y 2 − 4x > 0 reduce to (a − 1) y > 3A − 1.
(4.7)
If A > 1 and a − 1 < 0, then the condition (a − 1) y − > 3A − 1 = 3 (A − 1) + 2 is not satisfied, so the case 4. is impossible. In the next analysis we assume that A = 1.
The case A = 1 we will consider separately. After previous conclusions we have the following cases
Now, we will check when the inequality (a − 1) y + > 3A − 1 is satisfied. Notice that
which is true for a ≥ 5A or a < 5A and D > (5A − a) 2 i.e.,
Also,
which is satisfied only for a < 5A and D < (5A − a) 2 , i.e.,
We can write: , for A = 4 5 . Notice: if A > 4 5 , then t − < t + , and if A < 4 5 , then t + < t − , which implies if A > 4 5 , then D > 0 for t < t − ∨ t > t + , if A < 4 5 , then D > 0 for t + < t < t − .
(4.11)
By straightforward calculation the previous cases reduce to the following two cases (I and II).
I) The equilibrium point x is a saddle and there exists one minimal period-two solution for y + in the next cases:
II) (a) Also, the equilibrium point x is saddle and there exists one minimal period-two solution for y + in the next cases:
(b) The equilibrium point x is locally asymptotically stable and then there exist two minimal period-two solutions in the following cases:
and by using (4.9) and (4.10), we conclude that Equation (2.1) has the unique minimal period-two solution (φ, ψ) = (φ + , ψ + ).
Merging previous cases we get the following Table 4 .1. Also, see Figure 4 .1.
Conditions
Minimal period-two solution(s) A ≤ 1 3 and 1 < a or where 
Global Results
In this section, we present the global dynamics of Equation (2.1) in some special cases. 
which is locally asymptotically stable. There exists a set C = W ((x, x) ) which is the basin of attraction of (x, x). The set C is a graph of a strictly increasing continuous function of the first variable on an interval and separates R = ([0, ∞) × [0, ∞)) \ {(0, 0)} into two connected and invariant parts, W − ((x, x) ) and W + ((x, x) ), where Proof. Since y + = 1 for a = 5A+1 3−A and by using (4.4), we can see that Equation (2.1) has the unique minimal period-two solution (φ, ψ) of the form (4.12).
By substitution x n−1 = u n , x n = v n , Equation (2.1) becomes the system
(4.13)
The map T corresponding to (4.13) is of the form
where g (u, v) = Av 2 +u 2 av 2 +u 2 . The second iteration of the map T is
and the map T 2 is strictly competitive, see [4, 5, 9] . The Jacobian matrix of the map T 2 is
Notice that
and
Then the Jacobian matrix of the map T 2 at the point (φ, ψ) is of the form
We need to show that |p| < 1 + q and q < 1. Namely,
which is satisfied for A ∈ 0, 1 − 2
On the other hand,
. The Jacobian matrix of T 2 at the point (x, x) has the real eigenvalues λ = 1 4 and µ = 1, and the eigenspace E λ = 1 2 associated with λ is not a coordinate axis. Now, Theorem 2 from [4] completes the proof (for details see [4, Theorem 14] ).
In the special case, when 1 = A < a, we have that F = 1 − a < 0 implies sgnF = −sgn (a − 1) and inequality (4.7) is satisfied for a > 3. Then we have similar results as in previous theorem. ii) If A = 1 and a > 3, then Equation (2.1) has the unique equilibrium point x, which is a saddle point, and has the following unique minimal period-two solution {. . . φ, ψ, φ, ψ, . . .}, where
which is locally asymptotically stable. There exists a set C = W ((x, x)) which is the basin of attraction of (x, x). The set C is a graph of a strictly increasing continuous function of the first variable on an interval and separates ([0, ∞) × [0, ∞)) \ {(0, 0)} into two connected and invariant parts, W − ((x, x)) and W + ((x, x) ), such that
Proof. i) It follows by using Theorem 2.2. ii) By substitution x n−1 = u n , x n = v n , Equation (2.1) becomes the system
(4.16)
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The second iteration of the map T corresponding to (4.16) is of the form
and the map T 2 is competitive. The Jacobian matrix of the map T 2 at the point (φ, ψ) is of the form
The corresponding characteristic equation is
which is true. Furthermore,
which is true for a > 3. Now, Theorems 2.3 and 2.4 complete the proof (see the proof of Theorem 13 in [4] ).
Visualization of Theorem 4.2 ii) is given in the 
then Equation (2.1) has the unique equilibrium point x, which is a saddle point, and has the unique minimal period-two solution of the form (4.4), which is locally asymptotically stable. There exists a set C = W s ((x, x) ) which is the basin of attraction of (x, x). The set C is a graph of a strictly increasing continuous function of the first variable on an interval and separates ([0, ∞) × [0, ∞)) \ {(0, 0)} into two connected and invariant parts, W − ((x, x) ) and W + ((x, x) ), such that ((x, x) ), then lim n→∞ x 2n = φ and lim n→∞ x 2n+1 = ψ; ((x, x) ), then lim n→∞ x 2n = ψ and lim n→∞ x 2n+1 = φ.
Proof. Notice that we can use Lemma 2.5 for the local stability analysis of the minimal period-two solution (4.15) (because we can not use the classical method as in proofs of two previous theorems). It is well known that (ψ, φ) and (φ, ψ) are the fixed points of the competitive map T 2 together with (x, x). The fixed points of the map T 2 are solutions of the following system
Let
from which implies that C 1 is the graph of the function y 1 (x) = x 1−x ax−A for 1 ≥ x > A a and C 2 is the graph of the function x (y) = y 1−y ay−A for 1 ≥ y > A a . If y 1 is injective, then C 2 is the graph of the function y 2 (x), x ∈ [0, ∞), which is an inverse function of y 1 (x). It is easy to see that
If A < a < 9A (because then is (a + 3A) 2 − 16A = (a − A) (a − 9A) < 0), the function y 1 (x) is a differentiable and strictly decreasing function on A a , 1 , which implies that y 2 (x) is differentiable and strictly decreasing function on [0, ∞).
Let m 1 is the slope of the tangent to C 1 at (ψ, φ) and m 2 is the slope of the tangent to C 2 at (ψ, φ). It is clear from geometry that m 1 < m 2 (see Figure 4. 3), which implies that
Since it is clear that the Jacobian matrix of T 2 at (ψ, φ) does not have a negative unstable eigenvalue, then Lemma 2.5 implies that (ψ, φ) is hyperbolic attractor. Also, by using the same conclusion we see that (φ, ψ) hyperbolic attractor. Now, Theorems 2.3 and 2.4 complete the proof.
Based on our many computer simulations, we believe that the previous theorem is valid if (A, a) ∈ Θ 1 ∪ Θ 2 ∪ Θ 3 . Also, we believe that the following two conjectures are true. then Equation (2.1) has the unique equilibrium point x, which is locally asymptotically stable, and has two minimal period-two solutions: (4.4) which is saddle point and (4.5) which is the locally asymptotically stable. The basin of attraction B ((x, x)) of (x, x) is the region between the global stable sets W s ((φ + , ψ + )) and W s ((ψ + , φ + )). The basins of attraction B ((φ + , ψ + )) = W s ((φ + , ψ + )) and B ((ψ + , φ + )) = W s ((ψ + , φ + )) are exactly the global stable sets of (φ, ψ) and (ψ, φ) . Furthermore, the basin of attraction of the minimal period-two solution (φ − , ψ − ) ( or (ψ − , φ − ) ) is the region between the global stable sets W s ((φ − , ψ − )) ( W s ((ψ − , φ − )) ) and the coordinate axis. then Equation (2.1) has the unique equilibrium point x, which is locally asymptotically stable, and has the unique minimal period-two solution (φ, ψ), which is nonhyperbolic. The Jacobian matrix of T 2 at the (φ, ψ) has real eigenvalues λ, µ such that 0 < |λ| < µ, where |λ| < 1, and the eigenspace E λ associated with λ is not a coordinate axis. Then there exists a curve C 1 (C 2 )⊂ ([0, ∞) × [0, ∞)) \ {(0, 0)} through (φ, ψ) ((ψ, φ)) that is invariant and a subset of the basin of attraction of (φ, ψ) ((ψ, φ)), such that C 1 (C 2 ) is tangential to the eigenspace E λ at (φ, ψ) ((ψ, φ)), and C 1 (C 2 ) is the graph of a strictly increasing continuous function of the first coordinate on an interval where one endpoint is origin and another is infinity. Furthermore, the basin of attraction B ((x, x)) of (x, x) is the region between the global stable sets C 1 and C 2 . The basins of attraction of the minimal period-two solutions (φ, ψ) ((ψ, φ)) is the region between the sets C 1 (C 2 ) and the coordinate axis.
For example, the behavior described in the Conjecture 4.5 we have in the Equation 
