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Abstract. Material model parameter identification for discrete element models (DEM) is typi-
cally done using a trial-and-error approach and its outcome depends largely on the experience
of the DEM user. This paper describes a work flow which facilitates the efficient and system-
atic calibration of discrete element material models against experimental data. The described
workflow comprises three steps. In the first step, an approach based on the design and analysis
of computer experiments (DACE) is adopted in which data is generated for the parametrisation
of Kriging models based on Latin hypercube sampling. In the second step, multi-objective op-
timisation is applied to the Kriging models. This study introduces an additional cost criterion,
which includes the Rayleigh time step, in order to reduce the solution set size to one element.
In the third step, the optimisation procedure is repeated with the actual DEM models, using the
optimal parameter set from the Kriging models as the start value. This final step with the full
DEM models refines the parameter set against experimental data. Since DEM material model
calibration is time-consuming, the workflow is implemented into an automated process chain.
In this paper, the methodology is described in detail and results are shown which illustrate
the usefulness and effectiveness of this approach. Initial verification simulations run using the
calibrated parameters give good agreement with experimental results.
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1 Introduction
Many advanced modelling methods and tools are available, and the continual increases in
affordable computational power allow more ambitious and realistic simulations to be run year-
on-year. One remaining problem affecting certain simulation methods, which particularly in-
hibits their adoption in industry, is the difficulty in choosing suitable input parameters. This is
especially true when the simulation input parameter does not have a physical analogue.
This paper focuses on one simulation tool, the discrete element method (DEM). A work flow
is described and demonstrated for calibration of key simulation input parameters against exper-
imental data. The objective is to allow DEM users to identify their required input parameters in
an efficient, user-friendly and systematic manner.
1.1 Overview of discrete element method
Since its formulation in the 1970s [1], the discrete element method (DEM) has become
increasingly popular for simulating complex systems of particulates at the particle scale by
specifying a relatively small number of microstructural parameters. The growing interest in
DEM among the scientific community is demonstrated by the publication of a number of special
issues of journals devoted to DEM within the past five years (e.g., Engineering Computations
26(6); Granular Matter 11(5); Powder Technology 193(3); Powder Technology 248). Literature
surveys have also shown a rapid increase in the popularity of DEM since its introduction [2, 3].
In ‘soft-sphere’ DEM simulations, particles are modelled as bodies of finite size, inertia
and stiffness. The geometries of the simulated particles are usually idealised to reduce the
computational requirements. The particles are rigid but are allowed to overlap; this interparticle
overlap is analogous to the deformation that occurs at real particle contacts. The most common
implementation of DEM is based on an explicit, conditionally-stable time-stepping algorithm.
In each time step [3], interparticle forces are evaluated at contact points and resultant forces are
calculated for each particle. Newton’s Second Law is then applied to determine the translational
and angular particle accelerations. These acceleration terms are integrated numerically to find
particle velocities and displacements. Finally, the displacements are used to update the particle
positions during each time step.
1.2 DEM material parameter identification
Even though a typical DEM simulation requires relatively few input parameters, finding
these can be challenging. Consider the simplest case in which each idealised, simulated particle
represents one physical particle. The rheological parameters for input to the contact models
(i.e., force–displacement laws) can be difficult to determine accurately by experiment [4]. The
interparticle friction coefficient strongly influences the system response in simulations using
spheres [5], but its value is often increased beyond physical measurements of friction in an ef-
fort to model the particle irregularity in the real system. Numerical damping [6, 7] is difficult to
relate to physical measurements. These problems are exacerbated when irregular particles are
simulated: even simple rolling resistance models require at least one non-physical parameter
[8]. Other complications of the basic DEM, e.g., crushable fundamental particles, also require
parameters which lack a physical basis [9]. ‘Coarse graining’ may be used to reduce the com-
putational requirements of a simulation. The real particles are replaced by fewer, larger coarse
particles, each of which represents many real particles [10, 11, 12]. Thus, none of the input
parameters for a coarse-grained simulation may necessarily be obtainable by laboratory testing.
In general, it is not possible to infer a complete set of appropriate parameters for a DEM
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simulation directly from measured properties of the physical material. Therefore, some (or all)
of the parameters may need to be determined by calibration, i.e., by varying the unknown DEM
parameters until a good match is obtained between physical measurements of the response(s) of
interest and the simulation results. Although DEM calibration is often used, e.g., [13, 14, 15],
the main limitation of existing, commonly-used calibration methods is inefficiency. The param-
eters are often varied individually by trial-and-error while the user-defined response of interest
is monitored. This approach has many disadvantages [4]: the effectiveness of the approach
is dependant on the experience of the user, the final parameters obtained may not be optimal,
the number of DEM simulations required for calibration is not known in advance, and limited
mechanistic insight is gained. As DEM simulations can be very computationally expensive,
it is desirable to maximise the efficiency of the calibration process. Several researchers have
proposed more efficient DEM calibration approaches using design of experiments (DoE) meth-
ods [4, 16, 17, 18] but these have found limited application to date. In subsection 2.4 of this
paper, an alternative work flow for DEM calibration is described which is both efficient and
user-friendly.
2 MATERIALS AND METHODS
The work flow proposed in this paper is based on Kriging meta modelling, multi-variate op-
timisation and general concepts of Design and Analysis of Computer Experiments. A detailed
description of the process implemented using GNU Octave (Octave, [19]) is given in subsec-
tion 2.4.
2.1 Design and Analysis of Computer Experiments
Design and Analysis of Computer Experiments (DACE) is closely related to the Design
of Experiments (DoE) for physical experiments. It includes methods and work flows for the
characterisation of computationally inexpensive and expensive black box models. In the case of
DEM material parameter calibration, the black box models are the material test setups, which
were modelled using DEM. The reader is referred to widely-available literature on DoE and
DACE for nomenclature, general ideas as well as background of the methods (e. g. [20, 21]).
As with DoE, any DACE workflow can be divided into four steps:
1. Define the factors, factor levels (or factor intervals) and the response to be recorded.
2. Create an experimental plan based on the data of step 1 and the requirements for step 4.
3. Conduct the experiments by running simulations according to the experimental plan and
gather the response data.
4. Transform (where required) the data, use them to parametrise meta models and harness
the latter for e. g. optimisation of the response.
2.2 Kriging and Latin Hypercube sampling
Kriging, which is also known as Gaussian process regression, is a statistical regression
method for meta modelling which is based on covariances. It requires response data from
several samples taken from within a previously-defined N-dimensional factor space and esti-
mates the (meta) model parameters via a maximum likelihood approach [22]. Basic ideas for
Kriging were developed and applied in [23] and later generalised [24]. In this study, the Kriging
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implementation of the Small Toolbox for Kriging (STK, [25]) was used under Octave. The base-
line options for the Kriging models were set to using an anisotropic Mate´rn covariance matrix
together with a linear trend.
The experimental plan, which prescribes the factor value combinations at which the response
data are to be computed, is generated via Latin hypercube sampling (LHS, [26]). LHS generates
factor value combinations by randomly, but evenly, distributing points within the specified factor
interval limits. To further reduce the variance of the Kriging models, this study uses LHS in
conjunction with a MAXIMIN criterion [21, p. 138 ff.].
2.3 Issues addressed by the proposed work flow
Since the calibration of DEM material parameters is greatly dependent on the DEM user, the
aim of the proposed work flow was to reduce the user interaction to a minimum. Three major
issues with DEM material calibration were selected to be addressed by the work flow.
First of all, the calibration process should become automatic, which means that computations
required to calibrate the material parameters are to be set up and run automatically. This also
includes the evaluation of DEM results. While the manual evaluation of e. g. the bulk density
is fairly easy, the measurement of, for example, the angle of repose is somewhat subjective
and its result may vary with the measurement method used. It is therefore important to ensure
comparability of different values of the same response, which is solved using an automatised
results evaluation.
Secondly, keeping track of how changes of the material parameters affect the DEM results
is a challenging task, even for an experienced user. Due to the sheer number of up to 14 param-
eters1 and possible interactions, it becomes very difficult to relate parameters to effects when
altering several parameters at once. This problem could be resolved by only changing one fac-
tor at a time; however this approach does not account for parameter interactions and is highly
inefficient [20]. The solution suggested in this study is to combine LHS and Kriging methods
to create meta models that account for interactions and corresponding effects.
Thirdly, the computational efficiency of the calibrated material model may not always be the
focus of the calibration process. This is especially true since the Rayleigh time step in DEM
depends on material parameter values (i. e. altering the Young’s modulus affects the maximum
time step size). Hence, a further target of the described work flow is to take the Rayleigh time
step into account and not only seek precise prediction of measurement results but also larger
minimum time step sizes. Within subsection 2.4, a cost function that accounts for the Rayleigh
time step is proposed and implemented.
2.4 Work flow of the proposed calibration process
The described workflow was developed and implemented using the open-source DEM soft-
ware LIGGGHTS [29]. Since DEM material model calibration is time-consuming, the work-
flow is implemented into an automated process chain using GNU Octave. The user has to
integrate custom DEM models of material tests into the folder structure of the Octave scripts. A
custom DEM model usually consists of a LIGGGHTS model of a bulk material test along with
auxiliary functions which allow for automatic evaluation of the result files. For example, this
could be the model of a simple bulk density experiment, including Octave functions to compute
the bulk density from the total particle mass and the known volume of the container2.
1DE model with one particulate medium and wall interaction.
2Setting up custom models is a non-recurring task.
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The only actual user input are the measurement results from physical experiments (e. g. bulk
density) and intervals for the material and contact parameters of materials in Octave. These
intervals will have to include the final solution set. Of course, the final solution set is unknown
at this point, so the intervals can be of any finite width. Subsequently, the algorithm can be
started and it will finish autonomously.
The main workflow comprises three steps. In the first step, an approach based on the design
and analysis of computer experiments is adopted in which data is generated for the parametrisa-
tion of Kriging models based on Latin hypercube sampling. The material and contact parameter
values, as defined by the user, are used as free variables for the calibration. The programme will
carry out a user-specified number of DEM simulations, which provide the input for the Kriging
meta model parametrisation (cf. Figure 1). Depending on the performance of the computer,
several simulations may be run in parallel to save time. All obtained results are handed over
and saved in Octave.
intervals of
material
parameters
Latin hypercube
sampling
discrete element
models of simple
material test setups
DEM model
response
input for
Kriging
Figure 1: Generation of response data as input for the Kriging models.
In the second step, multi-objective optimisation is applied to the Kriging models (cf. Fig-
ure 2). For the optimisation the frontend ‘nonlin-residmin’ Octave function for non-linear resid-
ual minimization is used which is based on the Levenberg-Marquardt algorithm [27, 28]. All
results of the previous DEM simulations and the Latin hypercube sampling plan are used as
responses to parametrise Kriging models. The Kriging models are then used to optimise the set
of variable material and contact parameters such that the user-specified measurement values are
attained.
DEM model
response
input for
Kriging
Kriging
meta model for
each material test
setup
optimisation
using
measurement
results as target
values
starting
values for
calibration of
the DEM
material
model
Figure 2: Response data from the LHS are used as input to the Kriging models.
For this purpose, the multi-objective cost function
ci =
si −mi
mi
(1)
has been implemented where si is the result of the simulation and mi is the corresponding
physical measurement. The smaller the difference between the two, the smaller ci is. The
function calculates i proportions of i measurement results and all have the same weighting. To
avoid generating computationally-expensive sets of DEM parameters, the Rayleigh time step
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will also be optimised. The cost function of the Rayleigh time step is
ti =
rmax − dtr
rmax − rmin , (2)
where dtr is the Rayleigh time step, rmax is the best-case of the Rayleigh time step and rmin
is the worst-case. Best and worst-case refer the minimum and maximum achievable Rayleigh
time with respect to the intervals specified. The Rayleigh time step is calculated according to
dtr = pi · r ·
√
ρ
G
0.1631 · ν + 0.8766 , (3)
where ρ is particle density, G is the shear modulus, ν is Poisson’s ratio and r is the radius of
the smallest particle. The Rayleigh time step depends on the parameter values that have to be
optimised. The cost function of the Rayleigh time step is linear and it can take values between
0 and 1.
In the third step, the optimisation procedure is repeated with the actual DEM models, using
the optimal parameter set from the Kriging models as start values (cf. Figure 3). This final
step only requires a few more runs with the full DEM models and simultaneously refines the
parameter set against the experimental measurement data.
starting
values for
calibration of
the DEM
material
model
discrete element models
of simple test setups
DEM results
optimisation
using measurement
results as target values
calibrated
DEM
material
parameters
compare with
measurements
within
tolerance?
yes
no
Figure 3: Optimisation procedure for DEM models
2.5 A small study using glass beads
A small initial study was set up in order to test the proposed work flow within a realistic
framework and glass beads were chosen as the bulk solid of interest. The overall aim was to
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calibrate the density and rolling friction (particle-particle) in such way that the angle of repose
and bulk density results match measured values. A bulk density of 1500 kg m−3 and an angle of
repose of 22◦ were found in literature for glass beads ([30, p. 16], [31]). The particle diameter
was set to 10 mm.
A combined discrete element model was used for simulation of the bulk density and angle of
repose. Since measuring the angle of repose can be difficult, an automatic evaluation algorithm,
based on image recognition, was developed for this study. The DEM software LIGGGHTS
was applied with a Hertz-Mindlin contact model and the elastic-plastic spring-dashpot (EPSD)
rolling friction model. Table 1 shows the DEM input parameters used.
material parameter particle wall p-p p-w constant?
Young’s modulus (N m−2) 3.6 × 105 2.11 × 1011 yes
Poisson’s ratio (-) 0.22 0.30 yes
density (kg m−3) 2100 7700 used for calibration
contact parameter
friction coefficient (-) 0.18 0.27 yes
rolling friction (-) 0.67 0.005 used for calibration
coefficient of restitution (-) 0.79 0.82 yes
viscous RF damping (-) 0.25 0.25 yes
Table 1: Constant DEM input parameters and those used for calibration of the bulk density and angle of repose
(p-p: particle-particle; p-w: particle-wall; RF: rolling friction).
In addition to running the described test case, the influence of the factor interval width (FIW)
and the random factory seed (RFS) of the DEM models was investigated for the purpose of test-
ing the robustness of the work flow. The FIW prescribes how wide the factor interval of the
calibration parameters is, whereas the RFS controls the random generation of particles when
starting a DEM simulation in LIGGGHTS. The influence of RFS on the results should only
be of a stochastic nature, in theory. Table 2 shows details about the RFS and FIW levels and
the experimental plan for this study. For the two non-constant parameters–density and rolling
friction– maximum and minimum values (intervals) were specified before each calibration run
(±FIW). During each calibration run 26 probes were computed to parametrise the Kriging mod-
els.
FIW (%) RFS (-)
levels 10, 33, 66 3000, 4000
run no.
1 10 3000
2 10 4000
3 33 3000
4 33 4000
5 66 3000
6 66 4000
Table 2: Factor levels and experimental plan for the study to investigate factor interval width (FIW) and random
factory seed (RFS).
3 RESULTS AND DISCUSSION
Two factors, the FIW and the RFS, were altered to initially assess the reliability of the work
flow for DEM material parameter calibration. Each of the runs from the experimental plan
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converged to a meaningful solution set. It took the multi-variate optimisation algorithm a mean
of 10 optimisation runs (min. 9, max. 15) with the actual DEM models.
The desired values for bulk density and angle of repose were closely met, as deviations were
within a few percent. Mean differences were 1.3 % (min. 0.45 %, max. 2.7 %) for the angle
of repose and 0.92 % (min. 0.13 %, max. 3.1 %) for bulk density. One should also note that
the variance measured in physical experiments, especially for the angle of repose, is typically
significantly higher than the deviations recorded in this study.
Due to the small number of simulation experiments, it is not fully clear how much the RFS
value influences the results. Ideally, it should only induce stochastic noise. According to the
results depicted in Figure 4 and Figure 5, it does not generate a systematic trend or offset.
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Figure 4: Influence of the FIW and RFS on the absolute relative difference between desired and optimised bulk
density.
There is a clear correlation between the number of optimisation runs and the FIW. It can be
seen from Figure 6 that a wider FIW results in more optimisation runs being required, inde-
pendently of the RFS. This behaviour was expected, since the sampling density reduces with
an increased FIW and the Kriging models have to interpolate in areas with a greater distance
between interpolation points. The Kriging model predictions therefore show a greater variance
on those areas and the precision of the estimates for starting values for the DEM optimisation
reduces.
4 CONCLUSION
A framework for efficient calibration of discrete element material model parameters was
implemented in this study. A total of approximately 38 DEM runs were required to calibrate
particle density and rolling friction against measurements of the angle of repose and bulk den-
sity. The results from a small study with glass beads show that the general approach works and
desired results were well within practical tolerances of the desired values. Nonetheless, more
studies will be necessary to further validate the usefulness of the described work flow as well as
its robustness, e. g. when unfavourable parameter intervals are set by the user.
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Figure 6: Influence of the FIW and RFS on the number of optimisation runs required.
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