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Abstract
The diamond cone Sred for a semi simple Lie algebra g is a quotient of the shape algebra S of g. If n is
the nilpotent factor of the Iwasawa decomposition of g, we get an indecomposable n-module. If g = sl(m)
or sp(2m), particular basis in Sred , were defined, using the notion of quasi standard Young tableaux.
In the present paper, we define the diamond cone for the Lie superalgebra sl(m/1), starting with the co-
variant tensor representations of sl(m/1). The diamond cone is no more indecomposable, but we give basis
for each its indecomposable component, using quasi standard Young tableaux for sl(m/1).
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1. Introduction
As a sl(m) module, the shape algebra S• for sl(m) is the direct sum of all simple finite di-
mensional sl(m) module V λ (λ is the highest weight in V λ). As an algebra, it is a quotient of the
symmetric algebra on the sum of fundamental modules
∧j
C
m
.
In [1], a quotient S•red of S• called the reduced shape algebra or the diamond cone for sl(m) is
defined. It is no more a sl(m) module, but it is an indecomposable module for the Lie algebra n of
the strictly upper triangular matrices. To be more precise, it is the union of all the V λ, considered
as n modules, with the stratification V μ ⊂ V λ if μ  λ as a weight. A basis in S•red is defined
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recall this construction in Section 2.
In this paper, we consider the Lie super algebra sl(m/1) and its nilpotent factor n. Any simple
finite dimensional module is characterized by its highest weight λ, but there is a non-countable
set Λ of such highest weights. Thus we cannot use combinatorial objects like Young tableaux to
describe the direct sum of all the simple modules V (λ). Moreover, a finite dimensional module
is not necessarily semi simple. Thus define a structure of algebra on this vector space is not
easy.
We propose here to restrict ourselves to the so-called covariant tensor representations for
sl(m/1). These simple modules happen in the algebra T [Cm/1], their highest weights are ele-
ments of a well-defined set Λconv =⋃∞k=0 Λ(k)conv and their direct sum is isomorphic to the quotient
of the symmetric algebra S(
∑∧j
Cm/1) on the sum of
∧j
Cm/1. Therefore, we call this quotient
the shape algebra S for sl(m/1).
A vector basis for S is labelled by the semi standard Young tableaux for sl(m/1) (see [5]).
Indeed the set of Young tableaux forms a natural labelling for a basis in S(
∑∧j
C
m/1), we
quotient this algebra by the ideal generated by the so-called Garnir relations (see [5]). We keep
only semi standard Young tableaux to get a basis in the quotient S.
Denote vλ the highest weight vector in S, for the highest weight λ. Here we consider the
quotient of the shape algebra S by the ideal generated by all the vectors vλ − 1, for λ ∈ Λ(0)conv.
We denote this quotient Sred and call it the reduced shape algebra for sl(m/1). It is a direct sum∑∞
k=0 M(k) of indecomposable n modules. For each k, M(k) is the union of the n modules V λ,
for λ ∈ Λ(k)conv. In M(k), we have the stratification V μ ⊂ V λ if and only if μ λ.
We define then the notion of quasi standard Young tableaux, exactly as for sl(m): they are
semi standard Young tableaux T such that, we cannot extract a ‘trivial’ column and get a semi
standard tableau Ps(T ), by pushing one step to the left the s first rows of T (see Section 6). Then
we prove the quasi standard tableaux give a natural labelling for a basis of Sred , well adapted to
the stratification of the n module Sred .
2. Semi and quasi standard Young tableaux for sl(m)
We consider the Lie algebra sl(m) = sl(m,C) of m×m traceless matrices, it is the Lie algebra
of the Lie group SL(m) of m×m matrices, with determinant 1.
Recall that the fundamental representations of sl(m) are the natural ones on Cm, . . . ,
∧m−1
Cm
with highest weights ω1, . . . ,ωm−1.
It is well known that each simple sl(m)-module has a highest weight λ and the module is
characterized by its highest weight. The highest weights are exactly the elements
λ = a1ω1 + · · · + am−1ωm−1
where a1, . . . , am−1 are non-negative integral numbers. Note Sλ this module, it is a submodule
of the tensor product
Syma1
(
C
m
)⊗ Syma2( ∧2Cm)⊗ · · · ⊗ Symam−1( ∧m−1Cm).
Let (e1, . . . , em) the canonical basis of Cm. The determinant of the submatrix g ∈ SL(m) ob-
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j1, . . . , jk). A basis of Sωk is given by the set of subdeterminant functions:
δ
(k)
i1,...,ik
(g) = det(g; i1, . . . , ik;1, . . . , k),
where g ∈ SL(m) and i1 < i2 < · · · < ik . We can naturally associated to each δ variable a column
with k labelled boxes:
δ
(k)
i1,...,ik
=
i1
i2
...
ik
.
If k is fixed, SL(m) acts on the vector space spanned by all columns δ(k)i1,...,ik as on
∧k
Cm by(
g.δ
(k)
i1,...,ik
)(
g′
)= δ(k)i1,...,ik (t gg′).
We denote the product of δ-functions as a tableau called Young tableau consisting of a juxtapo-
sition of columns with a natural ordering. Thus a basis for the symmetric algebra
Sym•
( ∧
C
m
)
= Sym•
(
C
m ⊕
∧2
C
m ⊕ · · · ⊕
∧m−1
C
m
)
=
∑
a1,...,am−1
Syma1
(
C
m
)⊗ · · · ⊗ Symam−1( ∧m−1Cm)
is given by the set of Young tableaux. We say that a tableau with a1 columns of size 1, . . . , am−1
columns of size m − 1, has a shape λ. The collection of tableau with shape λ = (a1, . . . , am−1)
is a basis for Syma1(Cm)⊗ · · · ⊗ Symam−1(∧m−1Cm).
Denote N+ the subgroup of all the unipotent upper triangular matrices. All the polynomial
N+ right invariant functions on SL(m) are polynomial functions in the δ-variables, then the
algebra of theses functions is a quotient of Sym•(
∧
C
m). As a sl(m) module, this algebra is the
direct sum of all the Sλ.
Definition 1. The shape algebra for SL(m) is the sl(m)-modules
S
• =
⊕
λ
S
λ.
The quotient defined above gives the algebra structure.
Definition 2. A Young tableaux of shape λ is semi standard if its entries are increasing along
each row (and strictly increasing along each column).
Theorem 1.
1) The algebra S• =⊕λ Sλ, is isomorphic to the quotient of Sym•(∧Cm) by the ideal PL
generated by the Plücker relations:
for p  q  r ,
0 = δ(p)i1,i2,...,ip δ
(q)
j1,j2,...,jq
+
∑
A⊂{i1,...,ip}
#A=r
±δ(p)({i1,...,ip}\A)∪{j1,...,jr }δ
(q)
A∪{jr+1,...,jq }.
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Example 1. For sl(3), we have only one Plücker relation:
1 3
2 +
2 1
3 −
1 2
3 = 0.
A basis for S• is obtained removing the non-semi standards tableaux. They are exactly those
containing the subtableau 2 13 .
2.1. Quasi standard Young tableaux for sl(m)
Let us now restrict all our polynomial functions to the subgroup N− =t N+ of SL(m). First
the restriction C[SL(m)]N+|N− is canonically isomorphic to C[N−].
Definition 3. We call reduced shape algebra the quotient:
C
[
N−
]= S•red = S•/〈δ(p)1,...,p − 1〉.
Proposition 1.
S
•
red 	C[SL(m,C)]
N+
/
〈
δ
(p)
1,...,p − 1
〉= C[δ(p)i1,...,ip]/PL+〈δ(p)1,...,p−1〉
= C[δ(p)i1,...,ip ; ip < p]/PLred
where PLred is the ideal generated by the reduced Plücker relations i.e. the Plücker relations
where we suppress the trivial columns δ(p)1,...,p .
Definition 4. Let T be a semi standard Young tableau such that there is k such that its first column
begins by
1
2
...
k
...
.
We say that we “push” T if we shift the k firsts rows of T to the left and we delete the
column
1
2
...
k
which spill out. We denote by Pk(T ) the new tableau obtained. A tableau T is said
quasi standard if T is a semi standard Young tableau and there is no k such that Pk(T ) is a semi
standard tableau.
Example 2. The reduced Plücker relation for sl(3) is
3 + 23 −
1 2
3 = 0.
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On the other hand, the algebra C[N−] is an N+ indecomposable module, union of all the N+
modules Sλ|N+ with a stratification S
μ
|N+ ⊂ Sλ|N+ if and only if μ =
∑
bjωj , λ =∑ajωj and
bj  aj for all j . To find a basis of C[N−] adapted to the representations of N+, we restrict
ourselves to quasi standard Young tableaux.
Theorem 2.
1) The set of quasi standard Young tableaux form a basis for the algebra S•red.
2) Let μ,λ be two shapes, we say μ λ if μ = (b1, . . . , bm−1), λ = (a1, . . . , am−1) and bj  aj
for all j .
A parametrization of a basis for the quotient Sλ|N+ is given by the set of quasi standard Young
tableaux of shape μ λ.
Example 3. For the Lie algebra sl(3), we get the picture:
3. The special linear Lie superalgebra sl(m/1)
A complex Lie superalgebra g is a Z2 graded linear vector space, g = g0 ⊕ g1 over C with a
bilinear operation [. , .] from g × g into g, called Lie superbracket, such that ∀a ∈ gα , ∀b ∈ gβ ,
∀c ∈ g, ∀α,β ∈ Z2:
i) [a, b] ∈ gα+β ,
ii) [a, b] = −(−1)αβ [b, a],
iii) [a, [b, c]] = [[a, b], c] + (−1)αβ [b, [a, c]].
The simplest example of the Lie superalgebra is given by gl(m/n), with m,n ∈ N. Its natural
matrix realization takes the form:
gl(m/n) =
{
X =
(
A B
C D
)
, A ∈ Mm×m, B ∈ Mm×n, C ∈ Mn×m, D ∈ Mn×n
}
,
where Mp,q is the set of all p × q complex matrices. The even subspace gl(m/n)0 and the odd
subspace gl(m/n) are defined by1
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{(
A 0
0 D
)
, A ∈ Mm×m, D ∈ Mn×n
}
,
gl(m/n)1 =
{(
0 B
C 0
)
, B ∈ Mm×n, C ∈ Mn×m
}
.
The bracket is determined in the natural matrix representation by
[X,Y ] = XY − (−1)αβYX, ∀X ∈ gα and ∀Y ∈ gβ,
where the juxtaposition in the right-hand side denotes matrix multiplication.
For a matrix in gl(m/n) the supertrace is defined as str(X) = tr(A)− tr(D). So one can define
the subalgebra sl(m/n):
sl(m/n) = {X ∈ gl(m/n): str(X) = 0}.
A Cartan subalgebra h of sl(m/n) has dimension m+ n− 1 and is spanned by
hi = Eii −Ei+1,i+1, 1 i < m,
hm = Emm +Em+1,m+1,
and
hm+j = Em+j,m+j −Em+j+1,m+j+1, 1 j < n,
where Ei,j is the matrix with entry 1 at position (i, j) and 0 elsewhere (see for instance [3]).
The dual space h of the Cartan subalgebra is described in the generating system of forms 	i
(i = 1, . . . ,m) and δj (j = 1, . . . , n) where 	i : X → aii and δj : X → djj .
For the rest of the paper, we consider only the case n = 1. Then recall that sl(m/1) consists
of those element of gl(m/1) with zero supertrace. Thus
m∑
i=1
	i − δ1 = 0.
The roots α and corresponding root vectors e(α) of sl(m/1) are given by
	i − 	j ↔ e(	i − 	j ) = Eij (1 i, j m),
	i − δ1 ↔ e(	i − δ1) = Ei,m+1 (1 i m),
−	i + δ1 ↔ e(−	i + δ1) = Em+1,i (1 i m).
Denote by 
 the set of all roots, by 
0 (resp. 
1) the set of even (resp. odd) roots and by e(α)
the corresponding root vector. Then

0 =
{±(	i − 	j ), 1 i, j m},
and

1 =
{±(	i − δ1), 1 i m}.
A set of simple roots in 
 may be chosen as follows
Π = {α1 = 	1 − 	2, α2 = 	2 − 	3, . . . , αm = 	m − δ1}.
This choice is often referred to as the “distinguished basis”, for which there is only one odd
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λ,μ ∈ h : λ μ ⇔ λ−μ =
m∑
i=1
kiαi with ki  0.
This partial ordering  can be extended to a total ordering  compatible with  i.e. λ  μ
implies λ μ. The most natural example of such total ordering is the lexicographical ordering
with respect to the simple roots.
The even and odd positives roots are given respectively by

+0 = {	i − 	j , 1 i < j m},
and

+1 = {	i − δ1, 1 i m}.
Let us put n± = span{e(α), α ∈ 
±}, with 
+ = 
+0 ∪

+
1 and 

− = −
+. Then sl(m/1) has
the root space decomposition
sl(m/1) = n− ⊕ h ⊕ n+,
where n− and n+ are nilpotent subalgebras. I.e. they are Lie superalgebras for the restriction of
the bracket, [n+1 ,n
+
1 ] = 0, n
+
0 is a nilpotent Lie algebra and the adjoint action of n
+
0 or n
+
1 is
through nilpotent mappings.
On sl(m/1), the form given by: B(X,Y ) = str(XY) is invariant non-degenerate. Its restriction
to h is also non-degenerate then B defines a non-degenerate inner product (,) on h, explicitly
determined by
(	i, 	j ) = δij , (	i, δ1) = 0, (δ1, δ1) = −1,
where δij is the usual Kronecker symbol.
A weight λ ∈ h can be written as
λ =
m∑
i=1
λi	i +μ1δ1 with
m∑
i=1
λi −μ1 = 0.
Put ai = λi − λi+1 for i < m and am = λm +μ1.
A weight λ is called integral dominant if ai ∈ N for i = m. The set of integral dominant
weights is denoted by Λ.
3.1. Highest weight representation
From the theory of reductive Lie algebras, it follows that for every integral dominant weight
λ there exists a unique (up to isomorphism) finite dimensional simple sl(m/1)0 module V0(λ)
with highest weight λ. Let vλ be a highest weight for V0(λ).
Definition 5. For any λ ∈ Λ, the Kac module V (λ) is the induced module
V (λ) = Indsl(m/1)
sl(m/1)0⊕n+1
V0(λ) = U
(
sl(m/1)
)⊗sl(m/1)0⊕n+1 V0(λ),
where U(sl(m/1)) is the universal enveloping superalgebra of sl(m/1). The sl(m/1) module
V (λ) is finite dimensional but it is not always an irreducible module. Since V (λ) is a highest
weight module, it contains a unique maximal submodule M(λ) such that the quotient module:
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is a finite dimensional simple sl(m/1) module with highest weight λ. We denote this quotient
module by V (λ) or S(λ).
Kac [4] proved the following result:
Theorem 3. Every finite dimensional simple sl(m/1) module is isomorphic to a module of the
type V (λ) = V (λ)/M(λ) where λ is an integral dominant weight.
Moreover, any finite dimensional simple sl(m/1) module is characterized by its integral dom-
inant weight λ.
Put ρ = 12
∑
α∈
+0
α − 12
∑
β∈
+1
β . Explicitly in the 	δ-basis,
ρ = 1
2
m∑
i=1
(m− 2i)	i + m2 δ1.
If λ is a dominant weight of sl(m/1) then λ is said:
i) typical if (λ+ ρ,β) = 0, for all β ∈ 
+1 ;
ii) atypical if there exists β ∈ 
+1 such that (λ+ ρ,β) = 0.
Theorem 4. Let λ be a dominant weight. The Kac module V (λ) is an irreducible sl(m/1) module
if and only if its highest weight λ is typical.
In this case, we call V (λ) = V (λ) a typical module, otherwise V (λ) = V (λ) is called atypical
module.
3.2. Covariant tensor representations
We consider here the natural action of sl(m/1) on the tensor algebra T (Cm|1). This sl(m/1)
module is completely known [2,6], . . . . Let us recall the main results.
First this module is completely reducible. Put V = Cm|1. Let us call fundamental represen-
tation for sl(m/1) the modules
∧r
V (r = 1,2, . . .), the exterior product being antisymmetric
graded:
If (e1, . . . , em+1) is the canonical basis for Rm|1,
ej ∧ ek = −ek ∧ ej (j  k m), em+1 ∧ em+1 = em+1 ∧ em+1.
In fact,
∧r
V is a simple sl(m/1) module with highest weight vector:
e1, e1 ∧ e2, . . . , e1 ∧ · · · ∧ em−1 (r < m),
e1 ∧ · · · ∧ em, . . . , e1 ∧ · · · ∧ em ∧ em+1 ∧ · · · ∧ em+1︸ ︷︷ ︸
k times
(r = m+ k m)
and highest weight:
ωj = m− j + 1
m+ 1 (	1 + · · · + 	j )−
j
m+ 1 (	j+1 + · · · + 	m)+
j
m+ 1δ1 (j < m),
ωm+k = k + 1 (	1 + · · · + 	m)+ m(k + 1)δ1 = (k + 1)ωm (k  0).
m+ 1 m+ 1
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Since (ωj + ρ, 	m−1 − δ1) = 0, the simple modules S(ωj ) (j < m) are atypical. The modules
S
(ωm+k) (k  0) are typical: (ωm+k + ρ, 	j − δ1) = m− j + k + 1 > 0 for all j .
Looking for simple sl(m/1) submodules in T (Cm|1), we decompose it in
∞⊕
k=0
T
(
C
m
)⊗ C(em+1 ∧ · · · ∧ em+1︸ ︷︷ ︸
k times
)
and T (Cm) in simple gl(m) modules, proving that the simple modules S(λ) sitting in T (Cm|1)
have highest weight:
λ =
m∑
j=1
bjωj (bj ∈ N): atypical if and only if bm = 0,
λ =
m∑
j=1
bjωj +ωm+k =
m−1∑
j=1
bjωj + (bm + k + 1)ωm (bj ∈ N, k > 0): (typical).
As sl(m/1) modules S((k+1)ωm) and S(ωm+k) are isomorphic. We keep however the notation∧m+k
V = S(ωm+k) for convenience.
We consider only the corresponding highest weight vector:
vλ =
m∏
j=1
(e1 ∧ · · · ∧ ej )bj
in S(
∑m
j=1
∧j
C
m/1) and
vλ =
m∏
j=1
(e1 ∧ · · · ∧ ej )bj (e1 ∧ · · · ∧ em ∧ em+1 ∧ · · · ∧ em+1)
in S(
∑m
j=1
∧j
C
m/1 +∧m+kCm/1).
Put
Λconv =
{
λ =
m∑
j=1
bjωj ; bj ∈ N
}
∪
∞⋃
k=1
{
λ =
m∑
j=1
bjωj +ωm+k; bj ∈ N
}
= Λ(0)conv ∪
∞⋃
k=1
Λ(k)conv.
We define the simple module S(λ) as the submodule in S(
∑∧r
C
m/1) generated by vλ and
the shape module S for sl(m/1) as the sum of the Sλ. We shall define its multiplication later one.
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S =
⊕
λ∈Λconv
S
(λ)
=
⊕
λ∈Λ(0)conv
S
(λ) ⊕
∞⊕
k=1
⊕
λ∈Λ(k)conv
S
(λ)
=
∞⊕
k=0
M(k).
4. Young tableaux for sl(m/1)
4.1. Young tableaux
The natural basis for
∧r
V = S(ωr ) is given by the tensor ei1 ∧ · · · ∧ eir with ia  ib if a < b
and ia < ib if ia m. Denote these vectors by a column with height r and entries i1, . . . , ir : we
write
C =
i1
...
ir
and eC = ei1 ∧ · · · ∧ eir .
We say this column is semi standard (for sl(m/1)).
In [5], King and Welsh introduce Young tableaux i.e. tableaux made as a succession of such
columns.
Definition 6 (Young tableaux). A Young tableaux T is a finite juxtaposition of semi standard
columns with decreasing heights. We suppose the columns C and C′ with same height r in T to
be ordered from left to right following the inverse lexicographic ordering:
C =
i1
...
ir
is before C′ =
i′1
...
i′r
if ir = i′r , . . . , ir−j = i′r−j and ir−j−1 < i′r−j−1.
Denote Y the vector space with basis all the Young tableaux. It can be viewed as the algebra
S(
⊕∞
r=1 S(ωr )), without grading. We call shape of the tableau T the numbers b1, b2, . . . , br , . . .
of its columns with height 1,2, . . . , r, . . . . We say that the shape μ = (a1, . . . , ar , . . .) is smaller
than λ and write μ λ if ar  br for all r .
To each Young tableau T with columns C1C2 . . .Cp , we associate the tensor eT = eC1 ⊗· · · ⊗ eCp .
4.2. Semi standard Young tableaux
Definition 7 (Semi standard Young tableaux). Let I = I0 ∪ I1, where I0 = {1,2, . . . ,m} and
I1 = {m+ 1}. A tableau T λ is semi standard for sl(m/1) if and only if:
i) each entry is taken from the set I ,
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iii) the entries from the set I0 are strictly increasing from the top to bottom down each column
of T μ,
iv) the entries from the set I0 are non-decreasing from the left to right across each row of T μ,
v) the entries from the set I1 are non-decreasing from top to bottom down each column of T λ\μ,
vi) the entries from the set I1 are strictly increasing from left to right across each row of T λ\μ.
The main result of Berele–Regev and King–Welsh is:
Theorem 5 (Basis for S). A basis for S is given by the collection of the tensor eT for all semi
standard Young tableaux T .
To be more precise, King and Welsh use the so-called Garnir relations between two columns
C and C′. Consider C,C′ as the filling of empty columns Cempty, C′empty:
Cempty =
C1
...
Cp
, C =
x1
...
xp
, C′empty =
C′1
...
C′q
, C′ =
y1
...
yq
.
The Cs and C′t are empty boxes. Let X ⊂ {C1, . . . ,Cp} and Y ⊂ {C′1, . . . ,C′q} such that
#(X ∪ Y) > p.
Consider the permutation groups SX∪Y , SX,SY for X ∪ Y,X and Y respectively. SX × SY is
a canonical subgroup of SX∪Y . Define
G(X,Y ) = SX∪Y /SX × SY .
Any σ in SX∪Y acts on the tableau CC′ by permuting the entries in the boxes element of X ∪ Y :
for instance if X = {C1, . . . ,Cp}, Y = {C′1} and σ is Ci ↔ C′1 then we write
σ
x1 y1
...
... yq
xp
=
x1 xi
x2 y2
...
y1
...
... yq
xp
.
We use in fact a graded version of this action by multiplying σ(CC′) by the sign of the graded
permutation of X ∪ Y . In our example if degree of xk (resp. yj ) is |xk| (resp. |yj |), we put
σ˜
x1 y1
...
... yq
xp
= (−1)(|y1|+|xi |)(|xp |+|xp−1|+···+|xi+1|)+|y1||xi |σ
x1 y1
...
... yq
xp
.
Then the map (σ,CC′) → σ˜ (CC′) is an action of the group S(X ∪ Y), trivial on SX × SY .
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GX,Y
(
CC′
)= ∑
σ∈G(X,Y )
ε(σ )σ˜
(
CC′
)
where ε(σ ) is the usual sign of the permutation σ .
Then
Theorem 6. (See [5].)
1) For any pair of columns C,C′, for any X ⊂ Cempty, Y ⊂ C′empty such that #X ∪ Y > #Cempty,
eGX,Y (CC′) = 0.
2) The shape module S is the quotient of the Young algebra Y = S(⊕S(ωr )) by the ideal gen-
erated by all the Garnir relations.
5. Garnir and Plücker relations
Let us first describe the Garnir relations.
Let V = V0 ⊕ V1 be a graded vector space. Let C = (v1, . . . , vP ) and D = (w1, . . . ,wQ)
be two finite sequence of vectors in V . We suppose P Q and put C ∨ D = (v1, . . . , vP ,w1,
. . . ,wQ) = (u1, . . . , uP+Q).
Taking account of the grading, we consider the following action of SP+Q on C ∨D:
(C ∨D)σ = (uσ−1(1), . . . , uσ−1(P+Q)),
(C ∨D)σ˜ = ε˜σC∨D(C ∨D)σ =
∏
1a<bP+Q
σ(a)>σ(b)
(−1)|ua ||ub|(C ∨D)σ .
(We can verify [5] that (C ∨D)σ˜ τ˜ = ((C ∨D)σ˜ )τ˜ .)
The Garnir relations take place in S(
∧
V ). We consider vectors with the form:
uC∨D = uC.uD = (u1 ∧ · · · ∧ uP ).(uP+1 ∧ · · · ∧ uP+Q).
For any σ in SP+Q, we define
u(C∨D)σ˜ = ε˜σC∨D(uσ−1(1) ∧ · · · ∧ uσ−1(P )).(uσ−1(P+1) ∧ · · · ∧ uσ−1(P+Q)).
In the Garnir relations, we use particular permutations σ .
Let p  P , q Q, put X = v1 ∧ · · · ∧ vp , A = vp+1 ∧ · · · ∧ vP , Y = w1 ∧ · · · ∧ wq , B =
wq+1 ∧ · · · ∧wQ so that uC = uX ∧ uA, uD = uY ∧ uB .
A subsequence with r elements X′ ⊂ X is a sequence (vi1, vi2, . . . , vir ) such that i1 < i2 <· · · < ir . Denote sr (X) the set of such subsequences.
If r  inf (p, q) and X′ = (vi1, vi2, . . . , vir ) = (ui1, ui2 , . . . , uir ) is in sr (X), Y ′ = (wj1,wj2 ,
. . . ,wjr ) = (uP+j1 , uP+j2 , . . . , uP+jr ) in sr (Y ), we define the permutation X′ ↔ Y ′ in SP+q by
X′ ↔ Y ′ = (i1,P + j1)(i2,P + j2) . . . (ir ,P + jr )
= (1 . . . i1 . . . ir . . . P P + 1 . . . P + j1 . . . P + jr . . . P +Q1 . . . P + j1 . . . P + jr . . . P P + 1 . . . i1 . . . ir . . . P +Q
)
.
By definition, the Garnir relations on the vector uC.uD associated to X and Y is
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inf (p,q)∑
r=0
(−1)rGrX,Y (uC.uD)
=
inf (p,q)∑
r=0
(−1)r
∑
X′∈sr (X)
Y ′∈sr (Y )
ε˜X
′↔Y ′
C∨D u(C∨D)X′↔Y ′ .
Proposition 2. (See [5].) Let us keep all our notations.
For any X, any Y such that p + q > P , we have, in S,
GX,Y (uC.uD) = 0.
Proof. In [5], the Garnir relations have the following form:
G′X,Y (uC.uD) =
∑
σ∈SX∪Y /SX×SY
ε(σ )ε˜σC∨Du(C∨D)σ
where SX , SY , SX∪Y are the canonical imbedding of the group of permutations of X, Y , X ∪ Y
into SP+Q.
We simply prove that
G′X,Y (uC.uD) = GX,Y (uC.uD).
Put p = #X and q = #Y . By the graded symmetry properties of uC and uD , we can suppose:
X = (u1, . . . , up) and Y = (uP+1, . . . , uP+q).
For any σ in SX∪Y , we associate the subsequence X′ ⊂ X, Y ′ ⊂ Y as follows:
the elements in X′ are the ui such that 1 i  p and σ−1(i) > P ,
the elements in Y ′ are the uj such that P + 1 j  P + q and σ−1(j) < P .
Then we have #X′ = #Y ′ and σ ∈ (X′ ↔ Y ′).SX.SY and this defines a map from
SX∪Y /SX × SY onto⊔inf (p,q)r=0 sr (X)× sr (Y ).
Moreover looking for the coefficient for tp in (1 + t)p+q = (1 + t)p(1 + t)q , we get
#SX∪Y /SX × SY =
(
P + q
p
)
=
inf (p,q)∑
r=0
(
p
r
)(
q
r
)
= #
inf (p,q)⊔
r=0
sr (X)× sr (Y ).
Thus the mapping is a bijection, since we use actions of SX∪Y ,
G′X,Y (uC.uD) = GX,Y (uC.uD). 
For sl(m), the shape algebra was defined as the quotient of S(
∧
C
m) by the ideal generated
by the Plücker relations. Let us now define the graded Plücker relations for sl(m/1). With our
notations, for all q  1, if Y = (uP+1, . . . , uP+q), the relation is
uC.uD = PY (uC.uD) =
∑
X′∈s (C)
ε˜X
′↔Y
C∨D u(C∨D)X′↔Y .q
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tions.
Theorem 7. We keep our notations.
1) GC,Y (uC.uD) = 0 for any Y = ∅ is equivalent to uC.uD = PY (uC.uD) for any Y .
2) If GC,Y (uC.uD) = 0 for any Y = ∅ then GX,Y (uC.uD) = 0 for any X, any Y such that
#(X ∪ Y) > P .
Proof. 1) We have
GX,Y (uC.uD) =
q∑
r=0
(−1)r
∑
X′∈sr (C)
Y ′∈sr (Y )
ε˜X
′↔Y ′
C∨D u(C∨D)X′↔Y ′ .
Thus for q = 1, we get Y = (up+1) and
GC,Y (uC.uD) = uC.uD −
∑
X′∈s1(C)
ε˜X
′↔Y
C∨D u(C∨D)X′↔Y
= uC.uD − PY (uC.uD).
This proves the equivalence between the graded Plücker and the Garnir relations for q = 1.
Suppose the equivalence proved for #Y = 1, . . . , q − 1 and consider the case Y = (uP+1, . . . ,
uP+q).
For any r < q , for any Y ′ = (uP+j1 , . . . , uP+jr ) ⊂ Y , we define the permutation τr as follows:
We put
B ′ = D\Y ′ = (uP+k1 , . . . , uP+kQ−r ),
D′ = Y ′ ∨B ′ = (uP+j1 , . . . , uP+jr , uP+k1 , . . .)
and
τ−1r =
(
D
D′
)
.
We get, uC∨D′ = ε˜τrC∨DuC∨D and
ε˜
τr
C∨D
∑
X′∈sr (C)
ε˜X
′↔Y ′
C∨D u(C∨D)X′↔Y ′ = PY ′(uC.uD′)
= uC.uD′ = ε˜τrC∨DuC.uD
or
GC,Y (uC.uD) = uC.uD +
q−1∑
r=1
(−1)r
∑
Y ′∈sr (Y )
uC.uD + (−1)qPY (uC.uD)
= uC.uD
(
1 −
(
q
1
)
+
(
q
2
)
+ · · · + (−1)q−1
(
q
q − 1
))
+ (−1)qPY (uC.uD)
= (−1)q(PY (uC.uD)− uC.uD).
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PY (uC.uD) = uC.uD .
2) Let us now suppose that GC,Y (uC.uD) = 0 holds for any Y = ∅. This proves the Garnir
relations for X = (u1, u2, . . . , uP ) and Y = (uP+1, . . . , uP+q) for any q .
Suppose by induction this implies the vanishing of the Garnir relations for X, Y , with
#X = p′, #Y = q ′, for any (p′, q ′) such that p′ + q ′ > p + q and any (p′, q ′) such that
p′ + q ′ = p + q and p′ >p.
Suppose now p + q > P and consider GX,Y (uC.uD) for
X = Xp = (u1, . . . , up), X = Xp+1 = (u1, . . . , up+1)
and Y = (uP+1, . . . , uP+q). We have
0 = GXp+1,Y (uC.uD)
=
∑
r0
(−1)r
∑
X′∈sr (Xp+1)
Y ′∈sr (Y )
ε˜X
′↔Y ′
C∨D u(C∨D)X′↔Y ′
=
∑
r0
(−1)r
∑
X′∈sr (Xp+1), up+1 /∈X′
Y ′∈sr (Y )
ε˜X
′↔Y ′
C∨D u(C∨D)X′↔Y ′
+
∑
r>0
(−1)r
∑
X′∈sr (Xp+1), up+1∈X′
Y ′∈sr (Y ), uP+q∈Y ′
ε˜X
′↔Y ′
C∨D u(C∨D)X′↔Y ′
+
∑
r>0
(−1)r
∑
X′∈sr (Xp+1), up+1∈X′
Y ′∈sr (Y ), uP+q /∈Y ′
ε˜X
′↔Y ′
C∨D u(C∨D)X′↔Y ′ .
The first sum in this expression is exactly GXp,Y (uC.uD).
Let us put uC1∨D1 = u(C∨D)(up+1)↔(uP+q ) i.e.
C1 = (u1, . . . , up,uP+q, up+2, . . . , uP ),
D1 = (uP+1, . . . , uP+q−1, up+1, . . . , uP+Q).
Put X1 = (u1, . . . , up,uP+q) and Y1 = (uP+1, . . . , uP+q−1). Then in the second sum, we put
X′1 = X′\(up+1) and Y ′1 = Y ′\(uP+q). The second sum is
ε˜
(up+1)↔(uP+q )
C∨D
q∑
r=1
(−1)r
∑
X′1∈sr−1(X1), uP+q /∈X1
Y ′1∈sr−1(Y1)
ε˜
X′1↔Y ′1
C1∨D1 u(C1∨D1)X′1↔Y ′1 .
Finally, in the third sum, we put Y ′1 = Y ′ in sr (Y1) and X′1 = X′\(up+1) ∪ (uP+q) (uP+q is
the last term of the sequence X′1). Thus X′1 ∈ sr (X1) and uP+q ∈ X1.
The term u(C∨D)X′↔Y ′ becomes u((C1∨D1)X′1↔Y ′1 )(up+1)↔(uP+q )
. But if u(C1∨D1)X′1↔Y ′1 is
u(C′1∨D′1), up+1 and uP+q are in D
′
1 and
u((C1∨D1)X′ ↔Y ′ ) = (−1)ε˜
(up+1)↔(uP+q )
C′ ∨D′ u(C1∨D1)X′1↔Y ′1 ,1 1 (up+1)↔(uP+q ) 1 1
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ε˜X
′↔Y ′
C∨D (uC.uD)X′↔Y ′
= ε˜(up+1)↔(uP+q )C∨D ε˜
X′1↔Y ′1
C1∨D1 ε˜
(up+1)↔(uP+q )
C′1∨D′1 u((C1∨D1)X′1↔Y ′1 )(up+1)↔(uP+q )
= −ε˜(up+1)↔(uP+q )C∨D ε˜
X′1↔Y ′1
C1∨D1 u(C1.D1)X′1↔Y ′1 .
Then the third sum is
ε˜
(up+1)↔(uP+q )
C∨D
q∑
r=1
(−1)r
∑
X′1∈sr (X1), uP+q∈X1
Y ′1∈sr (Y1)
ε˜
X′1↔Y ′1
C1∨D1 u(C1∨D1)X′1↔Y ′1 .
Now, we get
0 = GXp+1,Y (uC.uD)
= GXp,Y (uC.uD)− ε˜(up+1)↔(uP+q )C∨D GX1,Y1(uC1 .uD1).
By induction, GX,Y (uC.uD) = 0. 
6. Quasi standard Young tableaux
Quasi standard Young tableaux are defined for sl(m/1) exactly as for sl(m).
We call trivial column for sl(m/1) a column of the form:
C =
1
2
...
j
(j m).
Definition 8. Let T be a semi standard Young tableau such that there is s such that its first column
is C =
t1,1
...
ts,1
...
tC,1
with cs =
t1,1
...
ts,1
is trivial.
We push T by shifting the s firsts rows of T to the left and deleting the trivial subcolumn
t1,1
...
ts,1
.
Let Ps(T ) be the new obtained tableau. We say that T is quasi standard if there is no s such
that cs is trivial and Ps(T ) is a semi standard tableau.
Lemma 1. There is a bijection mapping f from the set SSλ of all semi standard Young tableaux
with shape λ and the disjoint union⊔μλ QSμ of all quasi standard Young tableaux with shape
μ λ.
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(∅, T ). If it is not the case, we choose the largest s1 such that cs1 is trivial and Ps1(T ) is semi
standard, we put
g1(T ) =
(
cs1,Ps1(T )
)
.
If Ps1(T ) is quasi standard, we put g(T ) = g1(T ), if it is not the case, we choose the largest s2
such that cs2 is trivial and Ps2(Ps1(T )) is semi standard, we put
g2(T ) =
(
cs1cs2,Ps2
(
Ps1(T )
))
.
If s2 > s1, this implies that T has the form:
1 1 . . . t1,k t1,k+1 . . .
2 2 . . . t2,k t2,k+1 . . .
...
...
...
...
ts1,1 ts1,2 . . . ts1,k ts1,k+1 . . .
...
...
...
...
ts2,1 ts2,2 . . . ts2,k ts2,k+1 . . .
ts2+1,1 ts2+1,2 . . . ts2+1,k ts2+1,k+1 . . .
...
...
...
...
...
...
therefore
1
2
...
ts2,1
is trivial and ts2+1,k < ts2,k+1 or ts2+1,k = ts2,k+1 = m+ 1. This implies Ps2(T ) is
semi standard and s1 is not maximal.
Thus s1  s2 and the tableau cs1cs2 is semi standard with all its columns trivial, we say it is a
trivial semi standard tableau.
If Ps2(Ps1(T )) is quasi standard, we put g(T ) = g2(T ). If it is not the case, we repeat the
procedure until to get a quasi standard (possibly empty) tableau (Psr ◦ Psr−1 ◦ · · · ◦ Ps1)(T ) and
put g(T ) = gr(T ) = (cs1 . . . csr , (Psr ◦ Psr−1 ◦ · · · ◦ Ps1)(T )) = (U,V ).
g(T ) is a pair consisting of a semi standard trivial tableau U with shape λ \ μ and a quasi
standard tableau V with shape μ λ.
Remark 1. If there is k > 0 such that a column of height m + k happens in T , there is only one
such column, the first one, it is in μ.
Finally we put f (T ) = V .
Conversely, for any quasi standard tableau V with shape μ λ, we consider the trivial tableau
U with shape λ \ μ and define T = h(V ) as the tableau with shape λ obtained by bording U
with V .
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m = 3, λ = ω1 + 2ω2 +ω5, μ = ω1 +ω5 and V =
2 3
3
4
4
4
.
Then
λ \μ = 2ω2, U = 1 12 2 and T = h(V ) =
1 1 2 3
2 2 3
4
4
4
.
Repeating the argument of Lemma 8.4 in [1], we prove that T is semi standard and f (T ) = V .
Thus f is a bijection mapping from SSλ onto⊔μλ QSμ. 
If T is a semi standard Young tableau, we define |T | as the height of its first column.
7. Reduced shape algebra
Let us define the reduced shape algebra for sl(m/1) similarly as the reduced shape algebra for
sl(m).
Definition 9. The reduced shape algebra Sred for sl(m/1) is the quotient of the shape algebra S
by the ideal generated by the elements:
δ
(j)
1,...,j − 1 =
1
2
...
j
− 1 (j m).
Since by definition the action of n+ vanishes on the δ(j)1,...,j , Sred is an n+ modules.
Denote π the canonical projection from S to Sred . Put
t (0) = π(1), t (k) = π(δ(m+k)1,2,...,m,m+1,...,m+1) for k > 0.
Proposition 3.
1) The space (Sred)0 of all vectors u in Sred such that n+u = 0 is exactly⊕∞k=0 Ct (k).
2) As n+ module, Sred is the direct sum
⊕∞
k=0 M(k) of indecomposable modules, where
M(k) = π(Span(T , |T | = m+ k)) if k > 0,
and
M(0) = π(Span(T , |T |m)).
3) For any λ, the n+ module S(λ) and π(S(λ)) are isomorphic.
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submodule of π(S(λ+ωm+k)).
Proof. 1) As an n+ module, S is locally nilpotent:
∀v ∈ S, ∀α ∈ 
+, ∃n such that enαv = 0.
Thus, the Engel theorem [7] says that any non-vanishing submodule or quotient of a submodule
in S contains non-trivial vectors u such that n+u = 0.
If M is a locally nilpotent n+ module, we put
M0 =
{
x ∈ M, n+x = 0} and M1 = {x ∈ M, n+x ∈ M0}.
By using the usual weight decomposition, it is clear that S0 is the vector space spanned by the
highest weight vectors vλ ∈ S(λ):
S0 =
∑
λ∈Λconv
Cvλ.
Similarly
∑
Ct (k) =∑C(δ(m+k)1,2,...,m,m+1,...,m+1) ⊂ π(S0) ⊂ (Sred)0. If the family (t(k)) is not
free, there are complex numbers ak such that
∑
akδ
(m+k)
1,2,...,m,m+1,...,m+1 belongs to kerπ ∩ S0.
Since the semi standard tableaux form a basis for S, we can write the finite sum:
∑
k
akδ
(m+k)
1,2,...,m,m+1,...,m+1 =
∑
k
δ
(m+k)
1,2,...,m,m+1,...,m+1
m∑
j=1
(
δ
(j)
1,2,...,j − 1
)∑
i
bλijk vλijk
where vλijk are trivial tableaux such that |vλijk |m.
Or, for any k,
ak =
m∑
j=1
(
δ
(j)
1,2,...,j − 1
)∑
i
bλijk vλijk
=
∑
i,j
bλijk (vλijk+ωj − vλijk )
=
∑
i,j
(bλijk−ωj − bλijk )vλijk
(with the convention bλijk−ωj = 0 if λijk −ωj is not in Λconv).
Thus
ak = −
∑
i,j/λijk=0
bλijk and 0 =
∑
i,j/λijk=λ
(bλijk−ωj − bλijk )
for any λ = 0. Therefore∑i,j/λijk=Nωj = −ak for any N , this is impossible except if ak = 0.
Put
W(k) = {v ∈ S such that π(v) ∈ (Sred)0 and |v| = m+ k} (k  1)
and
W(0) = {v ∈ S such that π(v) ∈ (Sred)0 and |v|m}.
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in W(k)1 . Let us prove there is v
′ in kerπ such that v − v′ is in W(k)0 . Since π(vλ) = π(1), this
will prove that π(W(k)) = π(W(k)0 ) = Ct (k). This will achieve the proof of 1).
Let vλ be a trivial tableau with |vλ|m. We define ∂j vλ as follows:
if vλ does not contain any column with height j (λ(hj ) = 0), ∂j vλ = 0,
if vλ contains columns with height j (λ(hj ) = 0), we modify only the last box of the j th-row
by replacing this box j by j + 1 .
We get a semi standard tableau such that
eαi (∂j vλ) =
{0 if i = j,
vλ if i = j.
Now, for any j , we can write
eαj v =
∑
λ∈Λconv
rm
aλ,rvλ
(
δ
(r)
1,2,...,r − 1
)
=
∑
λ/λ(hj )=0
∑
rm
aλ,reαj ∂j vλ
(
δ
(r)
1,2,...,r − 1
)+ ∑
λ/λ(hj )=0
aλ,j vλeαj ∂j δ
(j)
1,2,...,j
+
∑
λ/λ(hj )=0
∑
r =j
aλ,rvλ
(
δ
(r)
1,2,...,r − 1
)− ∑
λ/λ(hj )=0
aλ,j vλ.
The first line is in eαj (S) but the second one is in supplementary space in S0 for eαj (S) thus it
vanishes and
∑
λ/λ(hj )=0 aλ,j vλ = 0 and there is wj in kerπ :
wj =
∑
λ/λ(hj )=0
∑
rm
aλ,r∂j vλ
(
δ
(r)
1,2,...,r − 1
)
such that eαi (wj ) = 0 if i = j and eαj (wj ) = eαj v.
Finally,
∑
j wj = v′ is the vector we are looking for.
2) If the n+ submodules M(k) ∩∑l =k M(l) contain a non-trivial vector killed by n+, this
vector is a multiple of t (k) and we get
t (k) =
∑
l =k
alt
(l).
But this is impossible, the sum
∑
M(k) is direct and Sred =⊕∞k=0 M(k).
If N is a non-trivial submodule of M(k), it contains the unique vector killed by n+: t (k), thus
M(k) is indecomposable.
3) Let λ be an element of Λconv. If the restriction of π to S(λ) is not-injective, there is a non-
vanishing vector in ker(π |S(λ) ) killed by n+. Thus vλ ∈ kerπ but π(vλ) is t (0) if |λ|m and t (k)
if |λ| >m. In any way, π(vλ) = 0.
4) The relation μ, λ ∈ Λ(k)conv and μ λ is equivalent to say there is dominant integral weight
ν in Λ(0)conv such that λ = μ+ ν. In S, the multiplication by vν send S(μ) into S(λ). In the quotient,
this operation becomes the identity mapping. 
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To be more precise, we have for all k, for all λ in Λ(k)conv,
{
π(T ), T ∈ QS(k)μ , μ λ
}
is a basis for π(S(λ))
where QS(k)μ is the set of quasi standard tableaux with shape μ and if k > 0 such that μ ∈ Λ(k)conv.
Proof. Let us prove that {π(T ), T ∈ QS(k)μ , μ λ} generates π(S(λ)).
Let T be a semi standard tableau of shape λ. If T is quasi standard, we keep it. If it is not the
case, there is s such that
T =
1 t1,2
2 t2,2
...
...
s ts,2 . . .
ts+1,1
...
... tC2,2
tC1,1
.
And s is the largest index for which Ps(T ) is still semi standard. Let r be strictly smaller than
the length of the sth-row of T . Put
∂rT =
t1,2 . . . t1,r 1 t1,r+1 . . .
...
...
...
ts,2 . . . ts,r s ts,r+1 . . .
ts+1,1 . . . ts+1,r−1 ts+1,r
... . . .
...
...
...
...
... tC2,2
tC1,1
.
Suppose that we have, modulo the Plücker relations,
T = br∂rT +
∑
ajTj with Tj < T .
Then since Ps(T ) is semi standard, ts,r+1 < ts+1,r or ts,r+1 = ts+1,r = m + 1 and ts+1,r+1 does
not exist. Writing the Plücker relations for s and the columns r and r + 1 in ∂rT , we get
∂rT = br+1∂r+1T +
∑
alTl
with Tl < T if ts,r+1 < ts+1,r and if ts,r+1 = ts+1,r = m+1. Then we have in ∂r+1T the columns:
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...
...
xj−1 j − 1
m+ 1 j
...
...
m+ 1 s
m+ 1
...
m+ 1
with xi = ti,r+1.
Writing the Plücker relations for s and these two columns, we get
∂r+1T = br+1∂rT +
∑
alTl,
the first term is the sum of all the tableaux where the (r + 1)th-column contains exactly (s − j)
‘m + 1’. In the other tableaux Tl , the (r + 1)th-column contains more than (s − j) ‘m + 1’ thus
Tl < T .
Now if r is the length of the sth-row of T , ∂rT contains a trivial column with height s, this
column becomes 1 in Sred and thus disappears. In Sred , we can write
T = bsPs(T )+
∑
Tl<T
alTl.
By reducing Tl to semi standard tableaux smaller than T , we can repeat this computation and
write T as a linear combination of quasi standard tableaux with shape μ λ in Λ(k)conv. 
8. An example: the sl(2/1) case
For the Lie algebra sl(3), the picture of a part of the diamond cone was given in Section 2.
For the Lie superalgebra sl(2/1), we give here a part of the indecomposable module M(k) for
k = 0 and k = 2.
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The module π(S(ω1+ω4)) is typical.
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