Recently, a new surface modelling method, High Accuracy Surface Modelling (HASM), is developed to give a relatively more accurate result than other classical methods. However, in the absence of a common convergence criterion, further applications of HASM have been limited. In this paper, we propose a convergence criterion for HASM which is based on the theoretical basis of it, allowing one to reliably determine a good termination point for the iterations. We then use numerical experiments and real-world applications to test the performance of this stopping criterion. Results show that the simulation accuracy is much improved and a convergence solution for HASM is obtained. In addition, for end-users, this criterion gives a quantitative indicator for the stopping rule of HASM and further makes HASM widely accepted by the general public.
Introduction
Surface modelling methods for predicting the spatial distributions of variables of interest have grown in number, variety and sophistication over the last few decades [1] [2] [3] . However, most of them have sacrificed either accuracy or computational efficiency [4] . Accurate approaches to spatial data acquisition and interpolation are of essential needs for earth science researchers, environmental planners and managers, and relatively small differences between the sets of model estimates could produce vastly different final results [5] [6] [7] [8] .
In order to solve the error problem in surface modelling, High Accuracy Surface Modelling (HASM) method has been proposed [9] , which is based on the fundamental theorem of surfaces. As the technology has been developed over the last several years, the model has progressively been applied in species diversity, population density, food provisions, DEM generation, soil property interpolation and ecosystem simulation [8, [10] [11] [12] [13] [14] . Experiments show that the accuracy of HASM is better than the classical interpolators such as Spline, Kriging, and Inverse Distance Weighting (IDW) [3, 9, 12, [15] [16] [17] [18] .
With the continuous applications of HASM, some researchers and even model developers begin to suspect the robustness of HASM. Although Zhao et al . [19] proposed a new version of HASM, Mod.HASM, the accuracy of Mod.HASM was improved only when the initial value of the model was zero [20] . Besides, the memory requirements and the computing time of it grow seriously. More importantly, it is recognized that HASM and Mod.HASM are similar or slightly better than the interpolators used to be compared when the initial value is given by other methods, which may limits the further applications of it. This behaviour is found to be a result of the poor stopping criteria. No stopping rule for reducing the error of simulations has been adopted so far in HASM. Currently, for the middle and small scale problems, namely the calculation grid number is less than 10 0 0, the number of iterations in HASM is 5, and 10 for larger scale problems. In a real-world application, another way to terminate the process of HASM is selecting the iterative number by repeatedly tests until the precision of it is better than other methods being compared. These stopping rules are lack of theoretical foundation and cannot guarantee obtaining the optimal solution. It is therefore very important to define and apply a stopping criterion to obtain the most accurate result for HASM.
In this work, we propose a nonlinear convergence criterion for HASM based on the theoretical basis of it. The proposed stopping criterion, we believe, is robust, making HASM applicable to more users. Two examples including a numerical experiment and a practical case are employed to show the robustness and accuracy of HASM when applied this stopping rule. We use Gauss synthetic surface to validate the utility of the proposed convergence criterion, and assess the feasibility of this criterion when apply it in spatial interpolation of mean annual precipitation in China for the period 1951-2010.
HASM
In this section of the paper, the fundamental intuition of HASM and how it processes are given briefly. On the basis of the fundamental theorem of surface theory [21] , a surface is uniquely determined by the first and the second fundamental forms of it. HASM is then proposed in terms of this theory [9] .
Theorem. [19, 22] 
where
2 G , and the Gauss-Codazii equations are:
Remark.
1. Since we research this problem under Cartesian coordinate system, the coefficient F = f x f y = 0 . 2. The first three equations in Eq. (1) are called Gauss equations, which are regards as the partial differential equations of surface theory. The last two are called Weingarten equations and are complementary to Gauss equations [23] . 3. If f x ( x, y ), f y ( x, y ), n x ( x, y ) and n y ( x, y ) ( n is the unit normal vector to the surface) satisfy the fact that the mixed partial derivatives are unrelated to its order, then we can deduce Gauss-Codazii equations from ( 1 ) [22] .
Based on the fundamental theorem of surface theory, a surface z = f (x, y ) is determined by Gauss equations when the first and the second fundamental quantities satisfy Gauss-Codazii equations. However, there will be numerical problems when the mixed partial derivative in Gauss equations is considered in HASM [9] . Even though Zhao et al . [19] presents Mod.HASM by introducing a specific finite difference scheme in the third equation of Gauss equations, the modified version is less widely applied due to the low efficiency [14] . Therefore, HASM is based on the following equations: 
Then, Eq. (3) can be approximated as:
where, n is the iteration time,
The matrix expressions of Eq. (4) are given by:
where 
. We get the following equality-constrained least squares problem, which guarantees that the simulated results equal to or approximate to the observations at the sampled sites,
, which means the value is f i, j at the k th sampling site ( x i , y j ). By introducing a Lagrange parameter λ [24] , we get:
Thus the problem ( 7 ) is formulated as:
represents the weight of the sample points. However, numerical problems will arise for large λ, and it is necessary to take precautions [25] . Therefore, in the practical applications, λ should be adjusted so that the estimates are in agreement with the actual observations.
Termination criteria for HASM
As discussed above, the basic formulation of HASM is:
where A is sparse and symmetric positive definite, n is the outer iteration number. For a fixed n , the process of solving the linear system ( 8 ) is named inner iteration, while updating x and the right vector b is termed outer iteration. The value of x at the initial step is often guessed or obtained using other surface modelling method, and subsequently improved by the inner and outer iterations. The inner iterative process continues until some measure of the residual is less than user-specified convergence criterion. Frequently, the convergence criterion of the matrix equations is r 2 ≤ e , where r = b n − A x n +1 , · 2 is the 2-norm. This rule is relatively standard in numerical tests, with the value of e varying widely. One question that needs to be answered is whether or not errors generated in each inner step might accurate to something more significant over a few iterative steps. The answer is no if the proper numerical method is employed, and in HASM we apply preconditioned conjugate gradient method to solve Eq. (8) according to the property of the matrix A .
The specification of the outer stopping rule, however, is subjective. Currently, for the middle and small scale problems, the number of outer iteration is 5, and 10 for larger scale problems, which lack of theoretical foundation and cannot guarantee obtaining the optimal solution. More importantly, the errors in the calculated process may become unacceptable for some applications because of the less strict stopping criterion. The aim of the outer iteration is to modify the solution x and the right vector b which will thus influence the values of the first and the second fundamental coefficients E, F, G, L, M, N . According to the surface theory, when E, F, G, L, M, N satisfy Gauss-Codazii equation set, the surface z = f (x, y ) can be decided by Eq. (8) . On the other hand, HASM can be regarded as a process that updates the first and the second fundamental quantities to make them meet Gauss-Codazii equation set. Therefore, we can stop the outer iteration when the coefficients of the first and second fundamental forms meet Gauss-Codazii Eq. (2) . This criterion guarantees that HASM will be terminated only when we find the surface we desire.
Note that Gauss-Codazii equations are a set of nonlinear partial differential equations, there will be two sources of error if we solve them numerically. One is the difference between the numerical and exact solution of the finite difference form of Eq. (2) ; the other is the discretization error introduced by the finite difference schemes. It is usually impossible for us to obtain exact solutions to the Gauss-Codazii equations. Therefore, we change this system into an equivalent form that avoids the round-off error in the calculation process.
= φ 2 , Gauss-Codazii equations will be converted to:
And this can be equivalent to:
For practical purposes, we may replace derivatives by finite differences in Eq. (10) . And we use the central difference formula for the first derivative on a uniform grid which is of second order accuracy. These approximations inevitably involve errors. As a result, the outer stopping condition is:
Then the process is repeated until the left hand side value falls below the tolerance value ɛ . Although we can get more accurate solution by using smaller values of ɛ , the computational time required to obtain the convergent solution will become excessive. Hence, we set the ɛ values range from 0.0 0 01 to 0.01. The proposed criterion seems more appropriate than the empirical convergence criteria from a mathematical point of view and the fundamental basis of HASM.
Numerical and real-world tests

A numerical test
Gaussian surface is applied to demonstrate the behaviours of the nonlinear convergence criterion. The formulation of this surface is: 
We record outer iterative numbers for different computing scales. Here, ɛ in Inequation ( 11 ) equals to 0.0 0 01. And the inner convergence criterion here and hereafter is r 2 ≤ 10 −12 . We can see that, for the given criterion, the outer iterative numbers are obviously different in contrast to the currently used empirical stopping criteria, which state that the outer iterative number is 5 for small scale problems and 10 for larger scale problems ( Table 1 ) .
In order to improve the convergence rate of HASM, we start this process with a more 'correct' initial value produced by Kriging method. For comparing different interpolators, we examine the difference between the observations and estimations by using the root mean squared error (RMSE, Eq. (12) ):
where f k stands for the real value and f k is the simulation; N is the number of check points. For an accurate method, RMSE should be or near zero. Table 2 reports the computational accuracy under different outer stopping rules. From Table 2 , when Inequation ( 11 ) is satisfied, the accuracy of HASM is higher than other situations. After 10 iterations, RMSE values are lower than initial errors when the grid numbers are 625, 1296, and 3721. However, when the grid number is 289 or 2209, the RMSE value is higher than the initial error. The accuracy of HASM over the fixed run times is lower than that of HASM with the new proposed stopping criterion. It means that setting the number of iteration for HASM is far from satisfactory for convergence state. In addition, a combination of Tables 1 and 2 can show that, to get a higher accuracy result, we should not fix the iterative numbers for any problem. The error change process is demonstrated in Fig. 1 , which shows that the error of the simulation is increased gradually during the first 100 iterations ( Fig. 1 a) and then begins to decrease and reaches its steady state value. The trend of the error is definitely increasing when the outer iterative number is 10. And when Inequation ( 11 ) is satisfied, the outer iterative number is about 1955 and the RMSE value appears to level off. We can see that the ten-steps stopping criterion is not appropriate for practical use. Fig. 2 shows the change trend of the proposed stopping criterion value. GC represents the left side value of Inequation ( 11 ). We can see how much change in the values of left hand of Gauss-Codazii equations. For the case of grid number 2209, Fig. 2 a shows the change trend of this value during the first 100 iterations, and Fig. 2 b exhibits that the value of GC tends to zero with the iterations. It is clear that the left side of Gauss-Codazii equations is not zero when the iterative number is 10, which means we cannot ensure the fundamental theorem of surface theory being satisfied under the preset iteration numbers.
The proposed stopping criterion is found to be computational more efficient than the existing ones. It is much more robust and guarantees the convergence of the solution of HASM. Since this criterion is proposed based on the theoretical basis of HASM, then we can refer it as the convergence criterion of HASM.
A real world example
Precipitation is the most important climate parameter strongly influencing agricultural activities, natural and water resources in hydrological studies [25] [26] [27] [28] [29] . Having high quality precipitation maps is of essential needs for earth science researchers, environmental planners and managers [25, 26, [30] [31] [32] . The available precipitation data comprise data with 752 stations from the year 1951-2010 in China ( Fig. 3 ) . 90% of the total data are selected randomly for interpolating precipitation and the rest are used for validation. The proposed convergence criterion is applied in HASM for interpolating the mean annual precipitation in China during the period 1951-2010 to give a result with higher accuracy. We employ three interpolators including IDW, Kriging, and Spline to compare their performances with that of HASM. These methods are implemented in ArcGIS 10.1 by selecting the best parameters with the smallest RMSEs. Exponential semivariogram mode is selected for Kriging, using 12 search points. For IDW, a neighbourhood of 20 points is used and the corresponding power is two. For Spline, the best result is obtained by tension method using fourteen neighbourhood points.
Besides RMSE, MAE ( Eq. (13) ) is also computed, both being regards as the best overall measures of model performance. The difference between them is that MAE is less sensitive to extreme values compared to RMSE [33] :
At first step, HASM with different convergence criteria are compared to show the stopping criterion on interpolation of annual mean precipitation. Then we compare HASM with other interpolators including Kriging, IDW and Spline with the optimal parameters. Results of the accuracy tests ( Table 3 ) are used to find the optimum interpolation approach. HASM-IM represents HASM ended by the proposed convergence criterion, and HASM-Num denotes HASM stopped with certain iteration numbers derived by repeated experiments in which the accuracy of HASM is better than other interpolators. It is observed that HASM-IM performs best, which has a considerable improvement in comparison with HASM-Num. Like in the previous application studies, we have to resort to the repeated tests to find the optimal iterative numbers for HASM-Num. For this application, the first time HASM performs better than other methods is in the fourth iteration, and we should stop HASM when the iterative number is four. This is not only time consuming since we should repeat the process based on different methods being compared, but also just obtains a slightly smaller RMSE and MAE values as shown in Table 3 . In addition, an important phenomenon is that the error of HASM firstly descends then ascends, and descends until reaches a final steady state since we start HASM with initial values produced by Kriging method. Therefore, we could obtain same errors of HASM under two different iterative numbers. Based on the surface theory, we can apply the proposed convergence criterion to get a more accurate result without repeated tests. Besides, we also find that HASM performs well in comparison to most other commonly used spatial interpolation methods. Fig. 4 shows the estimations against the observations. It can be found that HASM with the proposed stopping criterion estimates the annual mean precipitation quite reliably as is shown in Fig. 4 a. The correlation coefficients for simulations and observations are 0.9826 for HASM-IM, and 0.9660 for HASM-Num. The correlation coefficient values are 0.9659, 0.9634 and 0.9535 for IDW, Kriging and Spline, respectively. It is clear that the correlation coefficient of HASM-Num is slightly better than the correlation coefficients found from other methods. However, the correlation coefficient of HASM-IM has a great improvement. 
Conclusions and discussion
A new stopping rule is developed and described to monitor the convergence for HASM. It is robust and can guarantee a higher accuracy result produced by HASM. More importantly, the new criterion is considered to be more useful in real applications since it avoids the repeated tests of HASM in different applications. Numerical tests and the practical cases indicate that HASM with the proposed convergence criterion has a higher accuracy than HASM with the existing shutdown rules. In the numerical tests, we find that the change trend of error produced by HASM does not always descend. Therefore, the shutdown way of presetting iteration number is subjective. Although in the real-world applications, the stopping criterion of HASM is got by comparing other techniques, this will obtain just a partial solution since we only get the slightly better result than other methods. This means that, if we compare HASM with other surface modelling methods, we have to run HASM several times until the result is better than the methods being compared. The iteration number of HASM has to depend on the different methods. This is time consuming and can't guarantee obtaining the best result since we do not reach the convergence state of HASM. However, the new proposed stopping criterion ensures a convergence solution of HASM and avoids the subjectivity of the stopping criterion of HASM. It appears to be a nontrivial improvement over existed ways of the stopping criterion.
A disadvantage is that HASM-IM is becoming more complex as we are faced with solving more complicated nonlinear system. It should be paralleled in the future. The advantage of the new convergence criterion is that it offers a possibility to achieve a better result and optimizes model process at the same time. Therefore, a combination of this criterion with a parallel implementation of HASM makes HASM to the trend toward more perfect.
