Recommendation system in selecting course of public university in Malaysia using K-nearest neighbour by Thoi, Wen Bin
  
 
 
RECOMMENDATION SYSTEM IN 
SELECTING COURSE OF PUBLIC 
UNIVERSITY IN MALAYSIA USING  
K-NEAREST NEIGHBOUR  
 
 
 
 
 
THOI WEN BIN 
 
 
 
 
 
 
BACHELOR OF COMPUTER SCIENCE  
 
UNIVERSITI MALAYSIA PAHANG 
 
 
   
   
 RECOMMENDATION SYSTEM IN SELECTING COURSE OF PUBLIC 
UNIVERSITY IN MALAYSIA USING K-NEAREST NEIGHBOUR 
 
 
 
 
THOI WEN BIN 
 
 
Thesis submitted in fulfillment of the requirements 
for the award of the degree of  
Bachelor of Computer Science (Computer Systems & Networking) with Honours 
 
 
 
 
Faculty of Computer Systems & Software Engineering 
UNIVERSITI MALAYSIA PAHANG 
 
DECEMBER 2018 
 
 
ii 
ACKNOWLEDGEMENT 
 Firstly, I would like to express my greatest gratitude to Dr. Junaida Binti 
Sulaiman, my supervisor who give me support and guidance throughout the research. It 
is a great honour to do this research under her supervision. During this period, she 
provided a lot of useful advices to improve my research. 
I must express my appreciation to my family and friends as they support me 
mentally and physically. Their motivation kept me in completing the thesis in time. They 
also give me a lot of suggestions and ideas to continue my research. 
iii 
ABSTRAK 
Internet mula berkembang dengan kelajuan yang besar pada tahun-tahun 
kebelakangan ini. Perniagaan telah menemui banyak pelanggan dan pendapatan di 
internet. Terdapat maklumat dan item yang besar, dan ia menjadi berlebihan. Sistem 
cadangan dibangunkan untuk mengatasi masalah ini. Kini, pelajar lepasan sekolah 
khususnya untuk pelajar STPM dan Matrikulasi di Malaysia menghadapi masalah dengan 
memilih kursus universiti awam yang sesuai. Terdapat 20 universiti awam yang 
menawarkan 893 kursus sarjana muda di Malaysia. Mereka perlu memohon kursus-
kursus yang berminat melalui UPU dalam talian dalam tarikh akhir yang ditetapkan. Di 
Malaysia, hanya iMASCU yang merupakan sistem cadangan mudah yang menunjukkan 
dan menyemak kelayakan kursus berdasarkan kelayakan pengguna. Sistem cadangan 
berasaskan K-Nearest Neighbour akan dilaksanakan untuk menyelesaikan masalah ini. 
Objektif projek ini adalah mengkaji algoritma dan teknik semasa dalam sistem cadangan 
untuk memilih kursus; untuk melaksanakan K-Nearest Neighbour dalam sistem 
cadangan; dan untuk menilai prestasisi sistem cadangan. Dataset projek ini adalah 
program ijazah yang ditawarkan oleh universiti awam Malaysia. Java akan digunakan 
untuk melaksanakan projek ini. Data dikumpulkan dari soal selidik yang dibuat kepada 
pelajar universiti awam. Terdapat enam input dan satu output sasaran dalam latihan dan 
ujian. Hasilnya menunjukkan bahawa nilai k yang dikehendaki adalah satu dan k-Nearest 
Neighbor boleh dilaksanakan di pemilihan kursus universiti awam Malaysia. 
iv 
ABSTRACT 
Internet began growing up with immense speed in these recent years. Business field had 
discovered many customers and income in the internet. There are huge information and 
items, and it became overload. Recommendation systems is developed to overcome this 
problem. Nowadays, freshly school leavers especially for STPM and Matriculation 
college students in Malaysia have trouble with selecting a suitable course of public 
university. There are 20 public universities offering 893 bachelor courses in Malaysia. 
They need to apply their interested courses through UPU online within stated deadline. 
In Malaysia, there is only iMASCU which is the recommendation system that show and 
check the qualification of courses based on the qualification of user. K-Nearest 
Neighbour based recommendation system is implemented to solve this problem. The 
objectives of this project are to study the current algorithm and technique in 
recommendation systems for selecting courses; to implement k-Nearest Neighbour in the 
recommendation system; and to evaluate the application of the recommendation system. 
The data is collected from survey made to current public university students. There are 
six inputs and one target output in the training and testing sets. The result showed that 
the desired k value for the data is one and k-Nearest Neighbour can be implemented in 
the Malaysia public university course selection.  
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CHAPTER 1 
 
 
INTRODUCTION 
1.1 Introduction 
Internet began growing up with immense speed in these recent years. Business 
field have discovered many customers and income in the internet. So that, there are many 
online shop exists in the internet like Amazon, Lazada and many more. Today, there are 
huge information and items, and become overload. The seller is very difficult to find out 
what the user is looking for. This problem can be solved by search engines but only 
partially solved. However, some search engines not able provide personalization of 
information. So that, developers found a solution to solve the problem which is 
recommendation systems (Zhang et al., 2015). 
Recommendation system is a software tool or technique that gives 
recommendations of items for user. Recent year, recommendation systems is being used 
in many field like movies, music, tourism and others. The purpose of recommendation 
system is to provide some suggestion to the user who have less experience or ability to 
assess over many choices. For example, Amazon.com implement recommendation 
systems to personalize the online store for their customer, so that their customer can 
receive different suggestion via this recommendation systems. Based on the user’s 
preferences, recommendation system will guess the items that most suitable for user. In 
education field, there are many recommendation systems appeared in recent years such 
as Course Selecting Recommendation System (Al-Badarenah & Alsakran, 2016), E-
Learning Recommendation System (Tan & Guo, 2008), and Reading Material 
Recommendation System (Hsu, Hwang, & Chang, 2010).  
Nowadays, freshly school leavers especially for STPM and Matriculation college 
students in Malaysia have trouble with selecting a suitable course of public university. 
According UPU Online, there are 20 local universities offering 893 bachelor courses in 
2 
Malaysia. These fresh school leavers need to review all the courses before apply suitable 
courses. They will apply through UPU online within stated deadline. 
 
1.2 Problem Statement 
Recommendation system had several weaknesses such as the lack of data, 
changing of user preference, scalability, and privacy (Jain, Grover, Thakur, & 
Choudhary, 2015). Recommendation system need data to analyse, so that users can only 
get a good recommendation when the recommendation systems have a huge data set to 
analyse. On the other hand, user will change their preferences easily because of their 
purposes or any other factor. So that, recommendation systems will not recommend a 
suitable item for the user when user changing their preferences. 
Course selecting recommendation system had been implemented in other country 
like Jordan, Korea and others. In Malaysia, there is a recommendation system called 
iMASCU to show the qualification of courses. iMASCU is a simple recommendation 
system that show and check the qualification of every courses and apply university course 
in UPU Online (Shahar, 2018). In other word, iMASCU only show the course that can 
applied or based on their STPM or Matriculation College result only and not consider 
their interest and preference. Therefore, the recommendation of iMASCU given will be 
not suitable for the student that have excellent exam result because he will get many 
recommendations from the recommendation system and the trouble of reviewing course 
is not reduce. 
This project implement a recommendation system for selecting university course 
to reduce these problem of STPM students by giving them a suitable suggestion. This 
project implement k-Nearest Neighbour based recommendation system based on student 
survey response.  
1.3 Objectives 
The aim for this project is to develop a recommendation system in selecting 
course of local university in Malaysia. To achieve the aim of this project, there are some 
objectives that need to be consider. These objectives are as below, 
3 
i) To study the current algorithm and technique in recommendation systems 
for selecting university courses. 
ii) To implement k-Nearest Neighbour in the recommendation system. 
iii) To evaluate the application of recommendation system for selecting 
university course. 
1.4 Scope 
The scope of this project is divided in two categories, which are: 
i)  Dataset 
The selection of courses is for degree level. The data of degree program is 
program of Malaysia public university that get from UPU Online. The data of 
public university also get from UPU Online. 
The option used for secondary school and matriculation college subject include 
Malay Language, English Language, Chinese Language, Science, Mathematics, 
History, Geography, Biology, Physics, Chemistry, Additional Mathematics, 
Information Technology, Economics, Business Studies, Accounting and other 
subjects are categorised as others. 
Other than that, choices of hobby include chatting, computer game, cooking, 
dance, eat, internet, listen to music, play music instrument, reading, singing, sleep, 
sport, watch drama, movie, and other hobbies are categorised as others. 
For the academic discipline of the first choice of university course, the university 
courses are categorised into two groups, which are Science, Technology, 
Engineering and Mathematics (STEM), and non-STEM. 
There are 73 set of data collected from university students in Malaysia and the 73 
set of data is divided into 2 for training testing. 30 set of data used for training 
process and 43 set of data used for testing process. 
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