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PRINCIPAL EIGENVALUE AND POSITIVE SOLUTIONS FOR FRACTIONAL P −Q
LAPLACE OPERATOR IN QUANTUM FIELD THEORY
THANH-HIEU NGUYEN AND HOANG-HUNG VO∗
Abstract. This article deals with the existence and non-existence of positive solutions for the eigenvalue
problem driven by nonhomogeneous fractional p&q Laplacian operator with indefinite weights
(−∆p)
α
u+ (−∆q)
β
u = λ
[
a(x) |u|p−2 u+ b(x) |u|q−2 u
]
in Ω,
where Ω is a smooth bounded domain in RN extended by zero outside. When Ω = RN and b ≡ 0, we
further show that there exists a continuous family of the eigenvalue if 1 < q < p < q∗β =
Nq
N−qβ
and
0 ≤ a ∈ L
(
q∗
β
s
)
′ (
R
N
)⋂
L∞
(
R
N
)
with s satisfies
p− t
p∗α
+
p (1− t)
s
= 1, for some t ∈
Å
0,
…
p− q
p
ã
. Our
approach replies strongly on variational analysis, in which the Mountain pass theorem plays the key role.
The main difficulty in this study is that how to establish the Palais-Smale conditions. In particular, in RN ,
due to the lack of spatial compactness and the embedding Wα,p
(
R
N
)
→֒ W β,q
(
R
N
)
, we must employ the
concentration-compactness principle of P.L. Lions [25] to overcome the difficulty.
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1. Introduction and main results
In this paper, we investigate the existence and non-existence of positive solution of the following fractional
(p, q)-Laplacians :{
(−∆p)
α u+ (−∆q)
β u = λ
î
a(x) |u|p−2 u+ b(x) |u|q−2 u
ó
in Ω,
u = 0 in RN \ Ω,
(1.1)
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where λ ∈ R, 0 < α < β < 1 < q ≤ p <∞; (−∆)sr is the regional fractional p-Laplacian, that is
(−∆r)
su(x) = CN,s,p lim
ε→0
∫
RN\Bε(x)
|u(x)− u(y)|r−2(u(x)− u(y))
|x− y|N+sr
dy
= CN,s,p P.V
∫
RN
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|N+sr
dy, (r = p, q; s = α, β) ,
and P.V denotes the commonly used abbreviations for “in the main value sense”; Ω ⊂ RN (N ≥ 1) is a
bounded domain in RN ; the weights a(x), b(x) satisfy the following conditions:®
(i) a, b ∈ L∞ (Ω) ,
(ii) A Lebesgue measure sets of {x ∈ Ω; a(x) > 0} , {x ∈ Ω; b(x) > 0} are positive.
(1.2)
Throughout the paper, we will assume, without loss of generality, that 0 < α < β < 1 < q ≤ p < ∞;
Before describing the main results, we first give some motivations.
Equation (1.1) is a natural extension of a following p&q elliptic problem
∆pu+∆qu = f(x, u); in Ω, u = 0 on ∂Ω(1.3)
and quasilinear evolution reaction-diffusion equation
ut = div [D(u)∇u] + c (x, u) x ∈ R
N , t > 0,(1.4)
where D(u) =
Ä
|∇u|p−2 + |∇u|q−2
ä
. For a general term D(u), problem (1.4) has a wide range of appli-
cations in physics and related sciences such as biophysics [20], plasma physics [41], and chemical reaction
design [1, 15], the operator −∆p − ∆ has also appeared in quantum field theory, non linear optics, fluid
mechanics, plasma physics [6]. In this framework, the function u describes a concentration, and the first
term on the right-hand side of (1.4) corresponds to a diffusion with a diffusion coefficient D(u); the term
c(x, u) stands for the reaction, related to sources and energy-loss processes. In particular, in chemical and
biological applications, the reaction term c(x, u) has a polynomial form with respect to the concentration
u with variable coefficients (see [21,26,43]).
In the past few years, a lot of attention has been given to the study of (p, q)−Laplace equations [22,30,
37,43]. In particular, the regularity of solutions of the p&q−Laplacian problem has been studied by He and
Li [17]. Using the theory of regularity developed, the authors showed that the weak solutions are locally
C1,α. Furthermore, P. Baroni, G. Mingione and M. Colombo, (see [12] and [13]), proved C1,α regularity
when the solutions are local minimizers for a class of integral functionals assuming that 1 < p ≤ q.
An eigenvalue problem for the system of −∆p − ∆ equations was studied by Bence, Micheletti, Visetti
[9], also Colasuonno and Squassina [18] has studied the eigenvalue problem of double phase variational
integrals and proved the existence of the eigenfunctions in MusielakOrlicz space. The equation (1.3)
with c (x, u) = −p(x) |u|p−2 u − q(x) |u|q−2 u + λg(x) |u|γ−2 u for 1 < p < γ < q and γ < p∗ , where
p∗ =
Np
N − p
if p < n, and p∗ = +∞, if p ≥ n, was studied by Cherfils and Ilyasov in [15] in bounded
domain Ω ⊂ RN . In [8,10], Benouhiba and Belyacine considered the equation (1.3) on the whole space RN
with f(x, u) = λg(x) |u|p−2 u for 1 < q < p < q∗ , and established existence of principal eigenvalue and a
continuous family of generalized eigenvalues λ under the key assumption
0 ≤ g ∈ L
Ä
q∗
s
ä
′ Ä
R
N
ä⋂
L∞
Ä
R
N
ä
,
where s is such that
p− t
p∗
+
p (1− t)
s
= 1, for some t ∈
Ç
0,
 
p− q
p
å
.
3In [27], D. Motreanu, M. Tanaka studied the existence and non-existence of positive solutions for eigen-
value problem (1.3) with f(x, u) = λ
Ä
mp(x) |u|
p−2 u+mq(x) |u|
q−2 u
ä
for 1 < q < p by using the varia-
tional methods. Later, M. Tanaka [40] completely described the generalized eigenvalues λ for which the
problem (1.3) with f(x, u) = λmp(x) |u|
p−2 u, has at least one positive solution. Moreover, he also proved
the existence of a sign-changing solution and the uniqueness of a positive solution for (1.3) in [39]. In the
interesting paper [14], when mp ≡ a, mq ≡ b are constants, Bobkov and Tanaka provided a complete de-
scription of 2-dimensional sets in the (a, b) plane, which becomes a threshold curve C between the existence
and non-existence of positive solutions for (1.3).
Recently, the research of fractional (p, q)− Laplacian problems has drawn a significant attention in the
community of partial differential equations [2–4,11,23] since it is not only a natural extension of the (p, q)-
Laplacian equations but also presents many new phenomena described by nonlinear integral structures.
In particular, Ambrosio and Isernia [2] considered fractional p&q laplacian problem with critical Sobolev-
Hardy exponents  (−∆p)
s u+ (−∆q)
s u =
|u|p
∗
s(α)−2u
|x|α
+ λf(x, u) in Ω
u = 0 in RN \ Ω ,
(1.5)
where p∗s (α) =
p (N − α)
N − sp
is the fractional critical Sobolev-Hardy exponents. They studied the existence of
innitely many solutions for the problem (1.5) by using suitable concentration-compactness lemma and the
Mountain Pass theorem. Bhakta and Mukherjee [11] studied the following problem in a bounded domain{
(−∆p)
s1 u+ (−∆q)
s2 u = |u|p
∗
s1
−2 + θV (x) |u|p−2 u+ λf(x, u) in Ω,
u = 0 in RN \ Ω ,
(1.6)
where 0 < s2 < s1 < 1 < r < q < p <
n
s1
, and V and f are some appropriate functions. They proved
that there exist weak solutions of the problem (1.6) for some range of λ, θ. Also, for V (x) ≡ 1, λ = 0 and
assuming certain other conditions on n, q, r, they proved the existence of catΩ (Ω) nonnegative solutions
by using Lusternik-Schnirelmann category theory.
Goel et al. [23] studied the following fractional (p, q)−Laplacian problem{
(−∆p)
s1 u+ β (−∆q)
s2 u = λa(x) |u|δ−2 + b(x) |u|r−2 u in Ω,
u = 0 in RN \ Ω ,
(1.7)
where Ω ⊂ RN is a bounded domain, 1 < δ ≤ q ≤ p < r ≤ p∗s1 =
np
n− ps1
, 0 < s2 < s1 < 1, n > ps1, λ, β >
0, and a and b are sign changing functions. Using Nehari manifold method authors proved existence of at
least two non-negative and non-trivial solutions in the subcritical case for all β > 0 and for some range
of λ. For the critical case under some restriction on δ, they obtained multiplicity results in some range of
β and λ. Furthermore, they proved weak solutions of (1.7) are in the space L∞ (Ω)
⋂
C0,αloc (Ω), for some
α ∈ (0, 1), when 2 ≤ q ≤ p < r < p∗s1 . Very recently, Alves, Ambrosio and Isernia [3] studied the following
class of problems
(−∆p)
s u+ (−∆q)
s u+ V (εx)
Ä
|u|p−2 u+ |u|q−2 u
ä
= f(u) in RN ,(1.8)
with s ∈ (0, 1) and 1 < p < q < N/s. Under suitable assumptions on the potential and the nonlinearity, but
without requiring the AmbrosettiRabinowitz condition, the authors [3] proved the existence of a ground
state solution to (1.8) that concentrates around a minimum point of the potential V . Moreover, a multi-
plicity result is established by using the LyustenickSchnirelmann category theory and the boundedness of
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solutions to (1.8). On the other hand, Caponi and Pucci [16] used variational methods and Mountain pass
theorem to deal with existence of stationary Kirchhoff fractional p-Laplacian equations
M([u]ps,p)(−∆)
s
pu− γ
|u|p−2u
|x|ps
= λw(x)|u|q−2u+K(x)|u|p
∗
s−2u in RN ,(1.9)
where γ and λ are real parameters, the exponent q is such that θp < q < p∗s with p
∗
s = Np/(N − ps), and
under suitable assumptions on the positive weights w and K, they proved that there exists λ∗ > 0 such
that for any λ ≥ λ∗ then (1.9) admits a non-trivial mountain pass solution while ‖K‖∞ > 0, Theorem 1.1
in [16]. Furthermore, while M(0) = 0, ps < N < 2ps and M satisfies some conditions, the authors [16] also
proved the existence of solutions to the equation
M([u]ps,p)(−∆)
s
pu = λw(x)|u|
q−2u+K(x)|u|p
∗
s−2u in RN ,
for any λ ≥ λ∗ with λ∗ > 0, Theorem 1.2 [16].
Motivated by the above papers, in this work we aim to study the existence of nontrivial solutions for
a fractional p&q Laplacian problem involving two indefinite weigh (1.1). As far as we know, the works
on fractional p&q Laplacian problems are limited besides [2–4, 11, 23]. In particular, the existence and
non-existence of positive solution depending on the parameter λ for the eigenvalue problem (1.1) still
remained open. Our main contribution in this article is that we are able to characterize the existence
and non-existence of problem (1.1), which depends crucially on eigenspaces λa,Ω1,p and λ
b,Ω
1,q . Recall that, by
Pezzo and Quaas [32], λa,Ω1,p is the positive, simple, isolated eigenvalue of problem
 (−∆p)α ϕa,Ωp = λ1,pa(x)
∣∣∣ϕa,Ωp ∣∣∣p−2 ϕa,Ωp in Ω,
ϕa,Ωp = 0 on R
N \Ω,
(1.10)
which is variationally characterized by
λa,Ω1,p := inf

∫
Ω
|u(x)− u(y)|p
|x− y|N+αp
dxdy∫
Ω
a(x) |u|p dx
: u ∈Wα,p0 (Ω) ,
∫
Ω
a(x) |u|p dx > 0
 .
This result was first considered by D. Motreanu, M. Tanaka [27] for the local case with α = β = 1. One
of the key tools in our analyze is the Rayleigh quotient, Lemma 3.1 and mountain pass theorem, Lemma
2.4. We prove that λ∗1, which is defined by Rayleigh quotient, will not be attained. Otherwise, by using
the Lagrange multiplier rule, we see that problem (1.1) admits a positive solution with λ = λ∗1 (Ω), but
this contradicts Lemma 3.4. On the other hand, using the mountain pass theorem to (−∆p)
α + (−∆q)
β
operators, we show that existence of a positive solution to problem (1.1) with λ > λ∗1 (Ω), Theorem 1.1.
Our next result concerns the existence of principal eigenvalue and continuous family of positive eigenvalues
of the following problem
(−∆)αpu+ (−∆)
β
q u = λa(x) |u|
p−2 u in RN ,(1.11)
where 0 < α < β < 1 < q < p < q∗β. To this aim, we first define the reflexive Banach space
W =Wα,p
Ä
R
N
ä⋂
W β,q
Ä
R
N
ä
,
5endowed with the norm ‖u‖
W
= ‖u‖Wα,p(RN )+ ‖u‖W β,q(RN ), where ‖ · ‖W s,r(RN ) is defined in (2.3). On the
other hand, the key assumptions imposed on the weight function is
0 ≤ a ∈ L
Å
q∗
β
s
ã
′ Ä
R
N
ä⋂
L∞
Ä
R
N
ä
,(1.12)
where q∗β =
Nq
N − qβ
and p∗α =
Np
N − pα
are the fractional critical Sobolev exponents; s satisfies
p− t
p∗α
+
p (1− t)
s
= 1, for some t ∈
Ç
0,
 
p− q
p
å
. This condition plays a central role to prove the existence of a
principal eigenvalue as well as a continuous family of positive eigenvalues. These results are a considerable
extension of [8, 10], which considered the case of α = β = 1. We pointed out that the problem (1.11) is
more interesting to consider in the whole space due to the lack of spatial compactness and the embedding
Wα,p
Ä
R
N
ä
→֒ W β,q
Ä
R
N
ä
although our analysis can be applied to handle the problem in the bounded
domain.
Our approach to obtain the main results is replied on Mountain pass theorem, Lemma 2.4. Another
interesting way to prove the existence of solutions is Leray-Schauder alternative principle together with
suitable truncation and comparison techniques (see Papageorgiou, Ro˘dulescu and Repovsˇ [35]). It is noted
that the presence of two fractional p, q- Laplacian operators and the lack of compactness due to the critical
exponent are one of the main difficulties in study the existence of positive solution and establishing the
continuous spectrum. More precisely, it is not a direct application of Mountain-Pass Theorem to achieve
the weak solutions of (1.1) (resp. (1.11)) due to lack of compactness for the Sobolev embedding. Thus,
the boundedness of the Palais-Smale sequence is not easy to obtain. Furthermore, the convergence of
|uj(x)− uj(y)|
p−2 (uj(x)− uj(y))
|x− y|
N+αp
p′
in Lp
′
Ä
R
2N
ä
within p′ =
p
p− 1
does not ensure for existence of a Palais-
Smale sequence. Thus, to overcome these difficulties, we use the concentration-compactness principle due
to P.L Lions [25] for tight sequences in Wα,p0 (Ω), which was considered by C. O. Alves et.al. [3] and we
show that the weak limits of Palais-Smale sequences of J (resp. I) are also the weak solutions to (1.1)
(resp. (1.11)).
Our main results read as follows :
Theorem 1.1. Assume (1.2) and a, b 6≡ 0. Then the following conclusions hold.
i) If there exists λ∗1 (Ω) > 0 such that 0 < λ < λ
∗
1 (Ω), then the problem (1.1) has no non-trivial solutions.
ii) If one of the following conditions hold:
(1) λa,Ω1,p 6= λ
b,Ω
1,q ,
(2) There does not exist k > 0 such that ϕa,Ωp = kϕ
b,Ω
q almost everywhere, then the problem (1.1), with
λ = λ∗1 (Ω) has no non-trivial solutions.
iii) If λ > λ∗1 (Ω), and λ
a,Ω
1,p 6= λ
b,Ω
1,q then the problem (1.1) has at least one positive solution.
Under the key assumption (1.12), we further prove the existence of the eigenvalue for the problem (1.11)
and there exists a continuous family of eigenvalues. More precisely, we obtain
Theorem 1.2. Assume 1 < q < p < q∗β and (1.12). Then problem (1.11) admits a principal eigenvalue
λ1 (α, β, p, q) ∈ R which is simple and the associated with a positive eigenfunction. Moreover, for any
λ > λ1 (α, β, p, q) is an eigenvalue of problem (1.11), i.e there exists a continuous set of positive eigenvalues.
We remark that Theorem 1.2 confirms that the spectrum eigenvalue problem (1.11) is continuous. This
is in contrast with the result of Pezzo and Quass [32], who showed that the spectrum of the fractional
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p−Laplacian in RN ,
(−∆p)
s u(x) = λg(x) |u(x)|p−2 u(x) in RN ,(1.13)
is discrete, i.e. there exists unbounded sequence of eigenvalues. Indeed, from Theorem 1.1 [32], under
hypothesis g ∈ L∞
Ä
R
N
ä⋂
LN/sp
Ä
R
N
ä
, N/sp > 1, the authors proved that there exists a sequence of
eigenpairs {(un, λn (g))}n∈N satisfying
∫
RN
g(x) |un(x)|
p dx = 1 and 0 < λ1(g) < λ2(g) ≤ · · · ≤ λn(g)→ +∞
if g+ = max {0, g(x)} 6= 0. On the other hand, if g± 6= 0 with g− = −max {0,−g(x)} then there
exist two sequences of eigenpairs {(un, λ
+
n (g))}n∈N, {(vn, λ
−
n (g))}n∈N such that
∫
RN
g(x) |un(x)|
p dx = 1,∫
RN
g(x) |vn(x)|
p dx = −1 and
0 < λ+1 (g) < λ
+
2 (g) ≤ · · · ≤ λ
+
n (g)→ +∞,
0 > λ−1 (g) > λ
−
2 (g) ≥ · · · ≥ λ
−
n (g)→ −∞.
Furthermore, Theorem 1.3 [32], further stated that there is no positive principal eigenvalue for (1.13) if
N/ps < 1, g ∈ L∞
Ä
R
N
ä
and
∫
RN
g(x)dx > 0.
The rest of this paper is organized as follows : In Section 2, we recall some facts about the fractional
Sobolev space that are used in the paper. Section 3 is devoted to the study existence and non-existence
solution of the problem (1.1). In Section 4, we establish the existence of principal eigenvalue for the
problem (1.11) and continuous family of eigenvalue result.
2. Functional Setting and background
Let Ω be a smooth (at least Lipschitz) domain of RN , and consider the Sobolev space of fractional order
s ∈ (0, 1) and exponent r > 1,
W s,r(Ω) :=
®
u ∈ Lr(Ω) :
∫
Ω
∫
Ω
|u(x)− u(y)|r
|x− y|N+sr
dxdy ∈ Lr (Ω× Ω)
´
,
which is endowed by the norm
‖u‖rW s,r(Ω) := ‖u‖
r
Lr(Ω) +
∫
Ω
∫
Ω
|u(x)− u(y)|r
|x− y|N+sr
dxdy,
is a separable Banach space. Moreover, if r ∈ (1,∞) then W s,r (Ω) is reflexive.
Let us consider W s,r0 (Ω) that is defined as follows:
W s,r0 (Ω) :=
¶
u ∈ Lr
Ä
R
N
ä
: u = 0 in RN \ Ω and [u]s,r <∞
©
, 0 < s < 1 < r,
where
[u]s,r :=
Ö∫∫
R2N
|u(x)− u(y)|r
|x− y|N+sr
dxdy
è1/r
.(2.1)
In fact, the Gagliardo semi-norm [·]s,r is a norm in W
s,r
0 (Ω) and that this Banach space is uniformly
convex. Actually,
W s,r0 (Ω) = C
∞
c (Ω)
[·]s,r .
7When Ω = RN , we simply write |u|r. We dene D
s,r
Ä
R
N
ä
as the closure of C∞c
Ä
R
N
ä
with respect to
[u]rs,r :=
∫∫
R2N
|u(x)− u(y)|r
|x− y|N+sr
dxdy.(2.2)
Let us dene W s,r
Ä
R
N
ä
as the set of functions u ∈ Lp
Ä
R
N
ä
such that [u]s,r <∞, endowed with the norm
‖u‖rW s,r(RN ) = [u]
r
s,r + |u|
r
r .(2.3)
Remark 1. Let s ∈ (0, 1) andN > sp. Then there exists a constant S∗ > 0 such that for any u ∈ D
s,p
Ä
R
N
ä
|u|pp∗s ≤ S
−1
∗ [u]
p
s,p .(2.4)
Moreover, W s,p
Ä
R
N
ä
is continuously embedded in Lt
Ä
R
N
ä
for any t ∈ [p, p∗s] and compactly in L
t (BR(0)),
for all R > 0 and for any t ∈ [1, p∗s).
On the other hand, it is well-known that W s,r0 (Ω) →֒→֒ L
γ for any γ ∈ (1, r∗s). On the other hand
W s,r0 (Ω) →֒ L
r∗s , if rs 6= N andW s,r0 (Ω) →֒ L
γ for all γ ∈ (1,∞) if rs = N (see for example [31]). Moreover
W s,r0 (Ω) →֒→֒ C0
Ä
Ω
ä
if r > N/s.(2.5)
(The notation A →֒→֒ B means that the continuous embedding A →֒ B is compact.) The compactness
in (2.5) is consequence of the following Morreys type inequality (see [31])
sup
(x,y)6=(0,0)
|u(x)− u(y)|
|x− y|s−
N
r
≤ C [u]s,r , ∀u ∈W
s,r
0 (Ω) ,(2.6)
which holds whenever r > N/s. If r is sufficiently large, the positive constant C in (2.6) can be chosen
uniform with respect to r. We shall also include the p-Laplacian case and the solution space in this case is
the usual Sobolev space W s,p0 (Ω) endowed with the norm ‖u‖ =
(∫
Ω |∇u|
p) 1q . The notation W s,p0 (Ω), (s ∈
(0, 1]) will be used to denote both the fractional Sobolev space defined above (when 0 < s < 1) and the
usual Sobolev space W s,p0 (Ω)) (when s = 1). Note that p
∗ coincides with p∗1.
Let (−∆r)
s be the s−fractional r−Laplacian, the operator acting fromW s,r0 (Ω) into its topological dual,
defined by
〈(−∆r)
s u, ϕ〉s,r =
∫
RN
∫
RN
|u(x)− u(y)|r−2
(u(x)− u(y)) (ϕ(x) − ϕ(y))
|x− y|N+sr
dxdy, ∀u, v ∈W s,r0 (Ω).
We recall that (−∆r)
s u is the Gteaux derivative at a function u ∈ W s,r0 (Ω) of the Frchet differentiable
functional v 7→ r−1 [v]rs,r.
Remark 2. We take into account (2.5) and the following known facts:
(j1) W
s,p
0 (Ω) 6 →֒W
s,q
0 (Ω) for any 0 < s < 1 ≤ q < p ≤ ∞ (see [34], Theorem 1.1),
(j2) W
α,p
0 (Ω) →֒ W
β,q
0 (Ω), whenever 0 < α < β < 1 ≤ p < q <∞ (see [7], Lemma 2.6).
Thus, we assume that α, β, p and q satisfy one of the following conditions:
0 < α < β < 1 and
N
α
< p < q,(2.7)
or
0 < β < α < 1 and
N
β
< q < p.(2.8)
The assumption (2.7) provides the chain of embeddings W β,q0 (Ω) →֒ W
α,p
0 (Ω) →֒→֒ C0
Ä
Ω
ä
whereas (2.8)
yields Wα,p0 (Ω) →֒ W
β,q
0 (Ω) →֒→֒ C0
Ä
Ω
ä
.
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For p > 1 and α ∈ (0, 1), we denote O = R2N \ (CΩ)2, where CΩ = RN \ Ω and
W
α,p =
{
u : RN → R is measurable u ∈ Lp (Ω) ,
Ç∫
O
|u(x)− u(y)|p
|x− y|N+αp
dxdy
å1/p}
,
endowed with the norm as
‖u‖
Wα,p
= ‖u‖Lp(Ω) +
Ç∫
O
|u(x)− u(y)|p
|x− y|N+αp
dxdy
å1/p
.
Let Wα,p0 (Ω) denote the closure of C
∞
c (Ω) in W
α,p, namely
W
α,p
0 (Ω) :=
¶
u ∈Wα,p : u = 0. a.e. in RN \ Ω
©
,
which is a uniformly convex Banach space endowed with the norm (equivalent to ‖·‖
W
α,p
0 (Ω)
), namely
‖u‖
W
α,p
0 (Ω)
= [u]s,p,O =
Ç∫
O
|u(x)− u(y)|p
|x− y|N+αp
dxdy
å1/p
.
Since u = 0 in RN \ Ω, the above integral can be extended to all of RN . The embedding Wα,p0 →֒ L
r is
continuous for any r ∈ [1, p∗α] and compact for r ∈ [1, p
∗
α). Further, for 0 < β < α < 1 < q ≤ p, then
W
α,p
0 (Ω) ⊂ W
β,q
0 (Ω) (see [11], Lemma 2.2). More details on W
α,p
0 (Ω) and its properties can be found in
[31].
Definition 2.1. We say that u ∈Wα,p0 (Ω) is a (weak) solution of (1.1) if it holds∫
RN
∫
RN
|u(x)− u(y)|p−2
(u(x)− u(y)) (v(x)− v(y))
|x− y|N+αp
dxdy
+
∫
RN
∫
RN
|u(x)− u(y)|q−2
(u(x)− u(y)) (v(x) − v(y))
|x− y|N+βq
dxdy = λ
∫
Ω
Ä
a(x) |u|p−2 u+ b(x) |u|q−2 u
ä
vdx
for all v ∈Wα,p0 (Ω).
Lemma 2.2 (Brezis-Lieb lemma). If {un}n∈N is a sequence weakly convergent to some u in W
α,p
0 (Ω), then
[un − u]
p
s,p,O = [un]
p
s,p,O − [u]
p
s,p,O + on(1).
The proof of Lemma 2.2 can be found in [2], Lemma 2.1.
Lemma 2.3 ([11], Lemma 2.2). Let 0 < α < β < 1 < q ≤ p and Ω be a smooth bounded domain in RN ,
where αp < N . Then Wα,p0 (Ω) ⊂W
β,q
0 (Ω) and there exists C = C (|Ω|, N, p, q, α, β) > 0 such that
‖u‖
W
β,q
0 (Ω)
≤ C ‖u‖
W
α,p
0 (Ω)
.
In the following sections we will use the mountain pass theorem to show the existence of a solution to
(1.1). For the convenience of the reader, we recall the mountain pass theorem.
Lemma 2.4 (Mountain Pass Theorem, see [5, 38,42] ). Let X be a real Banach space and Φ ∈ C1 (X,R).
Suppose that Φ(0) = 0 and that there exist β, ρ > 0 and x1 ∈ X \Bρ(0) such that
(1) Φ(u) ≥ β for all u ∈ X with ‖u‖X = ρ;
(2) Φ (x1) < β.
There exists a sequence (un) ⊂ X satisfying
Φ (un)→ c and Φ
′ (un)→ 0,
9where c is the minimax level, defined by
c := inf
ß
max
t≥0
Φ (γ(t)) : γ ∈ C ([0, 1],R) , γ(0) = 0 and γ(1) = x1
™
.
3. Existence and non-existence of a positive solution
In this section, we present existence and non-existence results on a positive solution depend on λ for the
eigenvalue problem (1.1). First, we define a functions Φ and Ψ on Wα,p0 (Ω) by
Φ(u) : =
1
p
∫
O
|u(x)− u(y)|p
|x− y|N+αp
dxdy +
1
q
∫
O
|u(x)− u(y)|q
|x− y|N+βq
dxdy
=
1
p
‖u‖
W
α,p
0 (Ω)
+
1
q
‖u‖
W
β,q
0 (Ω)
,(3.1)
Ψ(u) :=
1
p
∫
Ω
a(x) |u|p dx+
1
q
∫
Ω
b(x) |u|q dx,(3.2)
for all u ∈Ws,p0 (Ω).
Second, we define the Rayleigh quotient
λ∗1 (Ω) = inf
®
Φ(u)
Ψ(u)
;u ∈Wα,p0 , Ψ(u) > 0
´
.(3.3)
To prove the theorem 1.1 , we first prove some lemmas.
Lemma 3.1. Let
λ∗1 (Ω) := inf
®
Φ(u)
Ψ(u)
;u ∈Wα,p0 (Ω) ,Ψ(u) > 0
´
.(3.4)
Then it holds λ∗1 (Ω) = min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
.
Proof. Let ϕa,Ωp and ϕ
b,Ω
q be a positive eigenfunctions corresponding to λ
a,Ω
1,p and λ
b,Ω
1,q , respectively, such
that
∫
Ω
a(x)ϕa,Ωp
p
dx = 1 and
∫
Ω
b(x)ϕb,Ωq
q
dx = 1. We take t > 0 large enough such that
Ψ
Ä
tϕa,Ωp
ä
= tq
Å
tp−q +
∫
Ω
b(x)ϕa,Ωp
q
dx
ã
.
Since q < p, we deduce
λ∗1 (Ω) ≤
Φ
Ä
tϕa,Ωp
ä
Ψ
Ä
tϕa,Ωp
ä = tpp ∥∥∥ϕa,Ωp ∥∥∥pWα,p0 (Ω) + tqq ∥∥∥ϕa,Ωp ∥∥∥qWβ,q0 (Ω)
tq
Å
tp−q +
∫
Ω
b(x)ϕa,Ωp
q
dx
ã = λa,Ω1,p + pq tq−p ∥∥∥ϕa,Ωp ∥∥∥qWβ,q0 (Ω)
1 +
p
q
tp−q
∫
Ω
ϕa,Ωp
q
dx
→ λa,Ω1,p ,
as t→ +∞.
Similarly, we have
λ∗1 (Ω) ≤
Φ
Ä
tϕb,Ωq
ä
Ψ
Ä
tϕb,Ωq
ä = tpp ∥∥∥ϕb,Ωq ∥∥∥pWα,p0 (Ω) + tqq ∥∥∥ϕb,Ωq ∥∥∥qWβ,q0 (Ω)
tq
Å
tp−q +
∫
Ω
b(x)ϕb,Ωq
q
dx
ã = λb,Ω1,q + qptp−q ∥∥∥ϕb,Ωq ∥∥∥qWβ,q0 (Ω)
1 +
q
p
tp−q
∫
Ω
ϕb,Ωq
q
dx
→ λb,Ω1,q ,
as t→ 0+. We observe that λ∗1 (Ω) ≤ min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
. Subsequently, we claim that λ∗1 (Ω) ≥ min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
.
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Assume by the contradiction that λ∗1 (Ω) < min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
. It follows by (3.4), we have that there
exists u ∈Wα,p0 (Ω) satisfies
Φ(u)
Ψ(u)
< min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
, Ψ(u) > 0.
Case (i) If
∫
Ω
a(x) |u|p dx > 0 and
∫
Ω
b(x) |u|q dx ≤ 0, there hold pΨ(u) ≤
∫
Ω
a(x) |u|p dx and
pΦ(u) = ‖u‖p
W
α,p
0 (Ω)
+
p
q
‖u‖q
W
β,q
0 (Ω)
> ‖u‖p
W
α,p
0 (Ω)
since p > q. From the definition of λa,Ω1,p , we get a contradiction,
min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
>
Φ(u)
Ψ(u)
≥ λa,Ω1,p .(3.5)
Case (ii) If
∫
Ω
a(x) |u|p dx ≤ 0 and
∫
Ω
b(x) |u|q dx ≥ 0. As in the proof of the Case(i), we derive a
contradiction from
min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
>
Φ(u)
Ψ(u)
≥ λb,Ω1,q .
Case (iii) If
∫
Ω
a(x) |u|p dx > 0 and
∫
Ω
b(x) |u|q dx > 0. Similarly, we also have
Φ(u) ≥
λa,Ω1,p
p
∫
Ω
a(x) |u|p dx+
λb,Ω1,q
q
∫
Ω
b(x) |u|q dx ≥ min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
Ψ(u),(3.6)
which leads to a contradiction.
It is evident that
min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
>
Φ(u)
Ψ(u)
≥ min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
.
According to all former cases, we deduce λ∗1 (Ω) = min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
. 
Lemma 3.2. Assume λa,Ω1,p 6= λ
b,Ω
1,q or in other words the corresponding eigenfunctions ϕ
a,Ω
p and ϕ
b,Ω
q are
linearly independent. Then the infimum in (3.3) is not achieved.
Proofs. We need to show that the infimum in (3.3) is not achieved. Arguing indirectly we assume that
this does not hold, and hence there exists u ∈ Wα,p0 (Ω) such that Ψ(u) > 0 and
Φ(u)
Ψ(u)
= λ∗1. It follows
from Lemma 3.1, we obtain
Φ(u)
Ψ(u)
= λ∗1 (Ω) = min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
.(3.7)
We argue by considering the three cases in the proof of Lemma 3.1.
Case (i) Combining the equations (3.5), (3.7) , and incorporating hypotheses
∫
Ω
b(x) |u|q dx ≤ 0, we
have
λ∗1 (Ω) =
Φ(u)
Ψ(u)
≥
‖u‖p
W
α,p
0 (Ω)
+
p
q
‖u‖q
W
β,q
o (Ω)∫
Ω
b(x) |u|q dx
≥
‖u‖p
W
α,p
0 (Ω)∫
Ω
b(x) |u|q dx
≥ λb,Ω1,q ≥ λ
∗
1 (Ω) .
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We deduce
‖u‖p
W
α,p
0 (Ω)
= λb,Ω1,q
∫
Ω
b(x) |u|q dx and ‖u‖p
W
α,p
0 (Ω)
= 0.
Therefore, u = 0. This contradicts with assumption that u 6= 0.
Case (ii) As in the proof of Case (i), we also get a contradiction.
Case (iii) From the equations (3.6) and (3.7), we deduce
‖u‖p
W
α,p
0 (Ω)∫
Ω
a(x) |u|p dx
= λa,Ω1,p = λ
b,Ω
1,q =
‖u‖q
W
β,q
0 (Ω)∫
Ω
b(x) |u|q dx
.(3.8)
It follows that u = tϕa,Ωp = sϕ
b,Ω
q for some t 6= 0 and s 6= 0. This is a contradiction to our hypothesis. 
Next we consider the following energy functional
J(u) = Φ(u)− λΨ(u)(3.9)
to study weak solutions to (1.1). Clearly, J belongs to C1 (Wα,p0 (Ω) ,R), and its differential is given by(
J ′(u), ϕ
)
=
∫
O
ñ
|u(x)− u(y)|p−2
|x− y|N+αp
+
|u(x)− u(y)|q−2
|x− y|N+βq
ô
(u(x)− u(y)) (ϕ(x)− ϕ(y)) dxdy
− λ
ï∫
Ω
a(x) |u|p−2 + b(x) |u|q−2
ò
uϕdx.(3.10)
We organize the proof of this existence result in several lemmas. First, we prove that the functional J
satisfies the following local Palais-Smale condition. In the following lemma, Lemma 3.3, we use the symbol
On(1), which is the quantity tending 0 when n→∞.
Lemma 3.3. Let αp < N and 0 ≤ λ 6= λa,Ω1,p . If {un} is a bounded (PS)c sequence of the functional J
defined by (3.9) , then the functional J satisfies (PS)c condition.
Proof. Let {un} be a (PS)c sequence, that is
J (un)→ c and
∥∥J ′ (un)∥∥(Wα,p0 (Ω))′ → 0 as n→∞.(3.11)
By standard arguments we can show that {un} is bounded in W
α,p
0 (Ω), there exists a subsequence, still
denoted by {un}, such that
un ⇀ u weakly in W
α,p
0 (Ω) , un → u a.e in R
N ,(3.12)
un → u strongly in L
γ (Ω) for 1 ≤ γ < p∗α.
To begin with, we prove un → u in W
α,p
0 (Ω). Let us fix ϕ ∈W
α,p
0 (Ω) and denote by
Ap (u, ϕ) =
∫
O
|u(x)− u(y)|p−2 (u(x)− u(y))
|x− y|N+αp
ϕ(x) − ϕ(y)dxdy,(3.13)
Bq (u, ϕ) =
∫
O
|u(x)− u(y)|q−2 (u(x)− u(y))
|x− y|N+βq
ϕ(x)− ϕ(y)dxdy,
where Ap (u, ϕ) and Bq (u, ϕ) are the linear functions. Clearly, by Ho¨lder inequality then Ap (u, ϕ) +
Bq (u, ϕ) is also continuous and
|Ap (u, ϕ) +Bq (u, ϕ)| ≤ |Ap (u, ϕ)|+ |Bq (u, ϕ)| ≤ [v]
p−1
α,p,O [ϕ]α,p,O + [v]
q−1
β,q,O [ϕ]β,q,O(3.14)
≤
Å
‖v‖p−1
W
α,p
0 (Ω)
+ ‖v‖q−1
W
β,q
0 (Ω)
ã
‖ϕ‖
W
α,p
0 (Ω)
.
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Since un ⇀ u weakly in W
α,p
0 (Ω), we deduce that limn→∞Ap (u, ϕ) = limn→∞Bq (u, ϕ) = 0, and
lim
n→∞
[Ap (un − u, u) +Bq (un − u, u)] = 0.(3.15)
It is noticed that
On(1) =
(
J ′ (un)− J(u), un − u
)
(3.16)
= [Ap (un − u, un) +Bq (un − u, un)]− [Ap (un − u, u) +Bq (un − u, u)]− λΛn,
where
Λn =
∫
Ω
î
a(x)
Ä
|un|
p−2 un − |u|
p−2 u
ä
+ b(x)
Ä
|un|
q−2 un − |u|
q−2 u
äó
(un − u) dx.
as n→∞. It follows by (3.12), we have Λn → 0 as n→∞.
Let us now recall the well-known vector inequalities. For 1 < p ≤ 2, thanks to the inequality
|ξ − η|p(
|ξ|2 + |η|
2−p
2
) ≤ C1(p) Ä|ξ|p−2 ξ − |η|p−2 ηä p2 (ξ − η) p2 , ∀ξ, η ∈ RN .(3.17)
On the other hand, for 2 < p < +∞, we have
|ξ − η|p ≤ C2(p)
Ä
|ξ|p−2 ξ − |η|p−2 η
ä
(ξ − η) , ∀ξ, η ∈ RN .(3.18)
It is noticed that C1(p) and C2(p) are positive constants depending only on p.
We assume that p > q > 2. We obtain
[un − u]
p
α,p,O =
∫
O
|un(x)− un(y)− (u(x)− u(y))|
p
|x− y|N+αp
dxdy
≤ C2(p)
∫
O
î
|un(x)− un(y)|
p−2 (un(x)− un(y))− |u(x)− u(y)|
p−2 (u(x)− u(y))
ó
× (un(x)− un(y)− (u(x)− u(y))) |x− y|
−N−αp dxdy(3.19)
≤ C2(p) [Ap (un − u, un)−Ap (un − u, u)] .
Similarly,
[un − u]
q
β,q,O =
∫
O
|un(x)− un(y)− (u(x)− u(y))|
q
|x− y|N+βq
dxdy
≤ C2(q)
∫
Ω
î
|un(x)− un(y)|
q−2 (un(x)− un(y))− |u(x)− u(y)|
q−2 (u(x)− u(y))
ó
× (un(x)− un(y)− (u(x) − u(y))) |x− y|
−N−βq dxdy(3.20)
≤ C2(q) [Bq (un − u, un)−Bq (un − u, u)] .
Let C0 = min
¶
C−12 (p), C
−1
2 (q)
©
. From the equations (3.19) and (3.20), we have
Ap (un − u, un)−Ap (un − u, u) +Bq (un − u, un)−Bq (un − u, u) ≥ C0
Ä
[un − u]
q
β,q,O + [un − u]
p
α,p,O
ä
.
(3.21)
It follows from (3.16) that
C0
Ä
[un − u]
p
α,p,O + [un − u]
q
β,q,O
ä
≤ On(1) + λΛn.(3.22)
Hence, we have un → u in W
α,p
0 (Ω) as n→∞.
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In the case 1 < p ≤ 2. By (3.12), we deduce that there exists M > 0 such that [un]α,p,O ≤ M . Then
from the equation (3.17) and the Hlder inequality, it follows that
[un − u]
p
α,p,O ≤ C3(p) [Ap (un − u, un)−Ap (un − u, u)]
p
2
Ç
[un]
p(2−p)
2
α,p,O + [u]
p(2−p)
2
α,p,O
å
≤ C4(p) [Ap (un − u, un)−Ap (un − u, u)]
p
2 .(3.23)
Similarly, for 1 < q < 2, we have
[un − u]
q
β,q,O ≤ C5(q) [Bq (un − u, un)−Bq (un − u, u)]
q
2
Ç
[un]
q(2−q)
2
β,q,O + [u]
q(2−q)
2
β,q,O
å
≤ C6(q) [Bq (un − u, un)−Bq (un − u, u)]
q
2 .(3.24)
Combining Eqs. (3.23), (3.24), we obtain
Ap (un − u, un)−Ap (un − u, u) +Bq (un − u, un)−Bq (un − u, u) ≥ C1
Ä
[un − u]
2
α,p,O + [un − u]
2
β,q,O
ä
,
(3.25)
with some C1 > 0. This proves un → u strongly in W
α,p
0 (Ω) as n→∞.
Therefore, J satisfies the (PS)c condition in W
α,p
0 (Ω). 
Lemma 3.4. Assume that λb,Ω1,q < λ < λ
a,Ω
1,p , then the function J is coercive.
Proof. Let u ∈ Wα,p0 (Ω) with
∫
Ω
a(x)up+dx ≤ 0, by using Ho¨lder’s inequality and fractional Sobolev
embedding, we obtain
J(u) =
1
p
∫
O
|u(x)− u(y)|p
|x− y|N+αp
dxdy +
1
q
∫
O
|u(x)− u(y)|q
|x− y|N+βq
dxdy −
λ
p
∫
Ω
a(x) |u|p dx−
λ
q
∫
Ω
b(x) |u|q dx
≥
1
p
∫
O
|u(x)− u(y)|p
|x− y|N+αp
dxdy +
1
q
∫
O
|u(x)− u(y)|q
|x− y|N+βq
dxdy −
λ
q
∫
Ω
b(x) |u|q dx
≥
1
p
‖u‖p
W
α,p
0 (Ω)
−
λ ‖b‖∞ |Ω|
1−q/p
qλa,Ω1,p
q/p
‖u‖q
W
α,p
0 (Ω)
≥ C1 ‖u‖
p
W
α,p
0 (Ω)
,(3.26)
where C1 = min
1p, λ ‖b‖∞ |Ω|
1−q/p
qλa,Ω1,p
q/p
.
Now, let u ∈ Wα,p0 (Ω) with
∫
Ω
a(x)up+dx > 0. By our assumption of λ < λ
a,Ω
1,p , we may fix ε > 0 such
that
(1− ε)λa,Ω1,p > λ.
Hence, in turn, we get
J(u) ≥
ε
p
∫
O
|u(x)− u(y)|p
|x− y|N+αp
dxdy +
(1− ε)λa,Ω1,p − λ
q
∫
Ω
a(x)up+dx−
λ
q
∫
Ω
b(x) |u|q dx
≥
ε
p
‖u‖p
W
α,p
0 (Ω)
−
λ ‖b‖∞ |Ω|
1−q/p
qλa,Ω1,p
q/p
‖u‖q
W
α,p
0 (Ω)
≥ C2 ‖u‖
p
W
α,p
0 (Ω)
,(3.27)
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where C2 = min
εp, λ ‖b‖∞ |Ω|
1−q/p
qλa,Ω1,p
q/p
.
Hence, J is coercive and bounded from below. 
In the sequel, we show that if 0 < α < β < 1 < q ≤ p and a, b satisfy (1.2), then J possesses a mountain
pass geometry.
Lemma 3.5. Assume 0 < β < α ≤ 1 < q < p, then there exists λ∗ > 0 such that
(1) There exists δ > 0 and ρ > 0 such that for all λ ∈ (0, λ∗), J(u) ≥ δ on ‖u‖Wα,p0 (Ω)
= ρ,
(2) There exists u0 ∈W
α,p
0 (Ω) with ‖u0‖Wα,p0 (Ω)
> ρ and J(u0) < 0.
Proof. Since a, b ∈ L∞ (Ω). By the Hlder inequality and Sobolev embeddings, we have
J(u) ≥
1
p
‖u‖p
W
α,p
0 (Ω)
+
1
q
‖u‖q
W
β,q
0 (Ω)
− λ
C1
p
‖u‖p
W
α,p
0 (Ω)
− λ
C2
q
‖u‖q
W
β,q
0 (Ω)
≥
1
p
‖u‖p
W
α,p
0 (Ω)
− λ
C1
p
‖u‖p
W
α,p
0 (Ω)
− λ
C2
q
‖u‖q
W
α,p
0 (Ω)
= ‖u‖q
W
α,p
0 (Ω)
Å
1
p
‖u‖p−q
W
α,p
0 (Ω)
− λ
C2
q
− λ
C1
p
‖u‖p−q
W
α,p
0 (Ω)
ã
.(3.28)
We claim that
1
p
‖u‖p−q
W
α,p
0 (Ω)
− λ
C2
q
− λ
C1
p
‖u‖p−q
W
α,p
0 (Ω)
> 0.
Indeed, if we choose λ∗ =
1
p
tp−q0
C2
q
+
C1
p
tp−q0
with t0 > 0, we denote
δ =
Å
1
p
− λ∗
C1
p
ã
tp−q0 − λ∗
C2
q
> 0,(3.29)
then for every λ ∈ (0, λ∗), we have
Å
1
p
− λ
C1
p
ã
tp−q0 − λ
C2
q
> δ.
We deduce J(u) ≥ δ for all u ∈Wα,p0 (Ω) when we choose ρ = t0. Hence, (1) is verified.
Since J (tu) → −∞ as t→ ∞, we therefore can find τ > 0 sufficiently large such that ‖τu‖
W
α,p
0 (Ω)
> ρ
and J (τu) < 0. This fact shows that (2) holds true. 
Now, we can prove Theorem 1.1.
Proof Theorem 1.1. i) Assume by contradiction that there exists a non-trivial solution u of problem
(1.1). Then, for every s > 0, we have that v = su is also a non-trivial solution of problem (1.1) within
coefficient slight changing. We can choose sp−q =
p
q
and then act with su as test function on the problem
(1.1). We have
0 < pΦ(su) = qλΨ(su).
This is together with Lemma 3.1, we obtain
λ =
Φ(su)
Ψ(su)
≥ λ∗1 = min
¶
λa,Ω1,p , λ
b,Ω
1,q
©
.
We get a contradiction and this confirms the first assertion of the theorem.
ii) The second conclusion (ii) follows directly from Lemma 3.2.
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iii) First, we assume that λb,Ω1,q < λ. The function J(u) is sequentially weakly lower semi-continuous.
Indeed, if un ⇀ u in W
α,p
0 (Ω) as n→∞, so
J(u) ≤
1
p
lim inf
n→∞
[un]α,p,O +
1
q
lim inf
n→∞
[un]β,q,O − lim infn→∞
ï
λ
p
∫
Ω
a(x) |un|
p dx+
λ
q
∫
Ω
b(x) |un|
q dx
ò
≤ lim inf
n→∞
Å
1
p
[un]α,p,O +
1
q
[un]β,q,O −
λ
p
∫
Ω
a(x) |un|
p dx−
λ
q
∫
Ω
b(x) |un|
q dx
ã
= lim inf
n→∞
J (un) .
Followed by Lemma 3.4 that J (u) is coercive and bounded from below. Therefore, by a standard result
(see, eg [29], Theorem 1.1), there exists a local minimizer u0 of J(u).
Second, in order to proof u0 6= 0, we show that J (u0) = minWα,p0 (Ω) J < 0.
Indeed, let ϕa,Ωp be the eigenfunction corresponding to λ
b,Ω
1,q that satistifies
∫
Ω
b(x)ϕa,Ωp
q
dx = 1. Because
λ > λb,Ω1,q , for sufficiently small τ > 0 it holds
J
Ä
tϕa,Ωp
ä
= τ q
Ñ
τp−q
p
î
ϕa,Ωp
ó
α,p,O
−
λτp−q
p
∫
Ω
a(x)ϕa,Ωp
p
dx+
λb,Ω1,q − λ
q
é
< 0.
Later, suppose λa,Ω1,p < λ. Recalling that J satisfies the Palais-Smale condition by virtue of Lemma 3.3,
and followed by Lemma 3.5 allow us to apply the mountain pass theorem, which guarantees the existence
of a critical value c ≥ δ of J , with δ > 0, namely
c := inf
γ∈Σ
max
τ∈[0,1]
J (γ(τ)) ,
Σ :=
¶
γ ∈ C ([0, 1], Wα,p0 (Ω)) : γ(0) = 0, γ(1) = τϕ
a,Ω
p
©
.
This completes the proof of Theorem 1.1. 
4. Principal eigenvalue
In this section, we show that existence the principal eigenvalue and continuous family of eigenvalue of
problem (1.11).
4.1. Existence principal eigenvalue. We say that λ is a principal eigenvalue of problem (1.11) if there
exists a eigenfunction u ∈W, u 6= 0 and u ≥ 0 that satisfies∫
RN
∫
RN
|u(x)− u(y)|p−2
(u(x)− u(y)) (v(x)− v(y))
|x− y|N+αp
dxdy
+
∫
RN
∫
RN
|u(x)− u(y)|q−2
(u(x)− u(y)) (v(x)− v(y))
|x− y|N+βq
dxdy = λ
∫
RN
a(x) |u|p−2 uvdx
for all v ∈W. The following proposition is a result on existence eigenvalue of (1.11).
Proposition 4.1. Suppose that (1.12) holds. Then the quantity
λ1
Ä
α, β, p, q, RN
ä
= inf
u∈W\{0}
∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+αp
dxdy +
p
q
∫
RN
∫
RN
|u(x)− u(y)|q
|x− y|N+βq
dxdy∫
RN
a |u|p dx
(4.1)
is positive principal eigenvalue λ1
Ä
α, β, p, q, RN
ä
∈ R, which is simple and the associated positive eigen-
function.
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Proof. We integrate the ideas of [[10], Proposition 1] to deal with existence eigenvalue in problem (1.11).
First, we define Φ : W \ {0} → R+ by
Φ(u) =
∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+αp
dxdy +
p
q
∫
RN
∫
RN
|u(x)− u(y)|q
|x− y|N+βq
dxdy∫
RN
a(x) |u|p dx
.
It is easy check that Φ is well-defined since
∫
RN
a(x) |u|p dx ≤ ‖a‖L∞(RN ) ‖u‖
p
Lp(RN )
< +∞. We recall that
the first eigenvalue λ1 of the fractional p−Laplacian without weight function is characterized by
λ1 = inf
u∈Wα,p(R)\{0}
∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+αp
dxdy∫
RN
|u|p dx
.
It is noticed that∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+αp
dxdy∫
RN
|a(x)| |u|p dx
≥
1
‖a‖L∞(RN )
∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+αp
dxdy∫
RN
|u|p dx
≥ λ1.
This implies λ1
Ä
α, β, p, q, RN
ä
≥ λ1 > · · · > −∞. Thus, λ1
Ä
α, β, p, q, RN
ä
exists.
We claim that λ1
Ä
α, β, p, q, RN
ä
= inf
u∈W\{0}
Φ(u). Let {uj} ⊆ W \ {0} such that lim
j→+∞
Φ (uj) =
λ1
Ä
α, β, p, q, RN
ä
in R, we deduce that there exists a κ(ε) ∈ N such that 0 < Φ (uj)−λ1
Ä
α, β, p, q, RN
ä
< ε
for every j ≥ κ(ε), within ε > 0. Since ||uj(x)| − |uj(y)|| ≤ |uj(x)− uj(y)| , ∀ (x, y) ∈ R
2N , we have
0 < Φ (|uj |)− λ1
Ä
α, β, p, q, RN
ä
< ε, ∀j ≥ κ (ε) .
Observe that |uj | ∈ W because uj ∈ W. We may assume, without loss of generality, that uj ≥ 0 (we only
consider |uj |). We obtain that {Φ (uj)} is a convergent sequence in R and then it is also bounded, namely
|Φ (uj)| ≤ C, ∀j ≥ 1. Since a(x) is bounded, we deduce from (1.12) that∫
RN
|a(x)| |uj |
p dx ≤
∫
RN
|a(x)|
pt
p∗α |uj |
tp |a(x)|
p(1−t)
s |uj |
(1−t)p dx
≤
Å∫
RN
|a(x)| |uj |
p∗α dx
ã pt
p∗α
Å∫
RN
a(x) |uj|
s dx
ã p(1−t)
s
.(4.2)
It follows from (4.2) that∫
RN
|a(x)| |uj|
p∗α dx ≤ ‖a‖L∞(Ω)
∫
RN
|uj(x)|
p∗α dx ≤ C ‖uj‖
pt
Wα,p(RN )
‖uj‖
p(1−t)
W β,q(RN )
with C > 0.
Therefore, we have
Φ (uj) ≥
∫
RN
∫
RN
|uj(x)− uj(y)|
p
|x− y|N+αp
dxdy +
p
q
∫
RN
∫
RN
|uj(x)− uj(y)|
q
|x− y|N+βq
dxdy
C ‖uj‖
pt
Wα,p(RN )
‖uj‖
p(1−t)
W β,q(RN )
≥ C1
‖uj‖
p
Wα,p(RN )
+ ‖uj‖
q
W β,q(RN )
‖uj‖
pt
Wα,p(RN )
‖uj‖
p(1−t)
W β,q(RN )
.(4.3)
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Note that ‖u‖
W
= ‖u‖
Wα,p(RN ) + ‖u‖Wβ,q(RN ). Assume that {uj} is not bounded, so for every M > 0,
there exists a jM ≥ M such that ‖ujM ‖W ≥ M . Consequently, there exists a subsequence {ujk} satisfies
lim
k→+∞
‖ujk‖W = +∞ in R, which together with (4.3) yields
Φ (ujk) ≥ C2
Ñ
‖ujk‖
p(1−t)
Wα,p(RN )
‖ujk‖
p(1−t)
W β,q(RN )
+
‖ujk‖
q−p(1−t)
W β,q(RN )
‖ujk‖
pt
Wα,p(RN )
é
, ∀jk ≥ k ≥ 1.(4.4)
Since ‖ujk‖Wα,p(RN ) > ε, ∀jk ≥ k ≥ κ (ε), we deduce
Φ (ujk) ≥

C3
Ü
εp(1−t)∥∥∥ujκ(ε)∥∥∥p(1−t)W β,q(RN )
+
εq−p(1−t)∥∥∥ujκ(ε)∥∥∥ptWα,p(RN )
ê
, if q − p (1− t) ≥ 0.
C4
Ü
εp(1−t)∥∥∥ujκ(ε)∥∥∥p(1−t)W β,q(RN )
+
1∥∥∥ujκ(ε)∥∥∥ptWα,p(RN )
1∥∥∥ujκ(ε)∥∥∥p(1−t)−qWα,p(RN )
ê
, if q − p (1− t) < 0.
(4.5)
Combining (4.4), (4.5) and passing to the limit as k → +∞, we derive a contradiction. This confirms
that {uj} is bounded in R
N . Obviously, the space W = Wα,p
Ä
R
N
ä⋂
W β,q
Ä
R
N
ä
is reflexive, then there
exist a u ∈ W, u ≥ 0 such that uj weakly converge to u in W
∗⋂Lp ÄRNä (W∗ is a dual of W). Next, we
consider a linear functional T : Wα,p
Ä
R
N
ä
→ R with T (v)(x) = (−∆p)
α v(x)ϕ(x), for all ϕ ∈ C∞c
Ä
R
N
ä
.
Similarly, we also consider a linear function ‹T : W β,q ÄRNä→ R with ‹T (u)(x) = (−∆q)β u(x)ϕ(x), for all
ϕ ∈ C∞c
Ä
R
N
ä
. Thus, there exists a linear functional Γ : W→ R such that
Γ = T|W = ‹T|W.
Since uj weakly converge to u, we get lim
j→+∞
Γ (uj) = Γ (u) in W. Applying standard Fatou’s Lemma, we
can see that ∣∣∣∣∣ limm→+∞ infj≥m
∫
RN
∫
RN
|uj(x)− uj(y)|
p−2 (uj(x)− uj(y))
|x− y|N+αp
(ϕ(x)− ϕ(y)) dxdy
∣∣∣∣∣
≥
∣∣∣∣∣
∫
RN
∫
RN
lim
m→+∞
inf
j≥m
|uj(x)− uj(y)|
p−2 (uj(x)− uj(y))
|x− y|N+αp
(ϕ(x)− ϕ(y)) dxdy
∣∣∣∣∣
≥
∣∣∣∣∣
∫
RN
∫
RN
|u(x)− u(y)|p−2 (u(x)− u(y))
|x− y|N+αp
(ϕ(x)− ϕ(y)) dxdy
∣∣∣∣∣ .
Hence
‖T (u)‖Wα,p(RN ) ≤ C4 limm→+∞
inf
j≥m
‖ϕ‖Wα,p(RN ) ‖u‖
p−1
Wα,p(RN )
.
By the properties of dual space, then for all ϕ ∈ C∞c
Ä
R
N
ä
, we have
[u]α,p ≤ C4 limm→+∞
inf
j≥m
‖ϕ‖Wα,p(RN ) ‖u‖
p−1
Wα,p(RN )
.
We can chose ϕ satisfying C4 ‖ϕ‖Wα,p(RN ) < 1, and
[u]α,p ≤ limm→+∞
inf
j≥m
[uj]α,p .
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Similarly, [u]β,q ≤ limm→+∞
inf
j≥m
[uj ]β,q. We have limj→∞
uj = u in L
p
Ä
R
N
ä
, and lim
j→∞
uj = u a.e in R
N . Hence,
lim
j→∞
∫
RN
a(x) |uj |
p dx =
∫
RN
a(x) |u|p dx,
which implies
lim
m→+∞
inf
j≥m
Φ (uj) =
∫
RN
∫
RN
|uj(x)− uj(y)|
p
|x− y|N+αp
dxdy +
p
q
∫
RN
∫
RN
|uj(x)− uj(y)|
q
|x− y|N+βq
dxdy∫
RN
a(x) |uj |
p dx
≥
lim
m→+∞
inf
j≥m
∫
RN
∫
RN
|uj(x)− uj(y)|
p
|x− y|N+αp
dxdy +
p
q
lim
m→+∞
inf
j≥m
∫
RN
∫
RN
|uj(x)− uj(y)|
q
|x− y|N+βq
dxdy
lim
m→+∞
sup
j≥m
∫
RN
a(x) |uj|
p dx
≥
∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+αp
dxdy +
p
q
∫
RN
∫
RN
|u(x)− u(y)|q
|x− y|N+βq
dxdy∫
RN
a(x) |u|p dx
.(4.6)
Therefore, we deduce that λ1
Ä
α, β, p, q, RN
ä
≥ lim
m→+∞
inf
j≥m
Φ (uj) ≥ Φ (u) ≥ λ1
Ä
α, β, p, q, RN
ä
since u ∈
W. Hence we infer that λ1
Ä
α, β, p, q, RN
ä
= Φ(u) and consequently we conclude that u is a critical point
of Φ, i.e.
Φ′ (u) (v) = 0, ∀v ∈W \ {0} .(4.7)
Setting Υ (u) =
∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+αp
dxdy. It is easy to check that
Υ′ (u) (v) = p
∫
RN
∫
RN
|u(x)− u(y)|p−2 (u(x)− u(y)) (v(x) − v(y))
|x− y|N+αp
dxdy.
Similar, ‹Υ′ (u) (v) = q ∫
RN
∫
RN
|u(x)− u(y)|q−2 (u(x)− u(y)) (v(x)− v(y))
|x− y|N+βq
dxdy.
Furthermore, we also have Θ′(u)(v) = p
∫
RN
a(x) |u|p−2 u(x)v(x)dx, within Θ(u) = p
∫
RN
a(x) |u|p dx.
Therefore, the equation (4.7) is equivalent to
Φ′ (u) (v) =
î
1/pΥ′ (u) (v) + 1/q‹Υ′ (u) (v)ó 1/pΘ(u)−Θ′(u)(v) Ä1/pΥ(u) + 1/q‹Υ (u)ä
(1/pΘ(u))2
.(4.8)
This together with (4.7), yields
1
p
Υ′ (u) (v) +
1
q
‹Υ(u) (v) = λ1 Äα, β, p, q, RNä Θ′(u)(v)
p
.
This means that λ1
Ä
α, β, p, q, RN
ä
is an eigenvalue of (1.11) associated to eigenfunction u ≥ 0. We claim
that u 6= 0. Arguing indirectly we assume that this does not hold, and hence, u = 0. Thus, we have that
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lim
j→+∞
∫
RN
a(x) |uj|
p dx =
∫
RN
a(x) |u|p dx = 0. Consequently, we have
lim
j→+∞
Å
1
p
Υ(uj) +
1
q
‹Υ(uj)ã = lim
j→+∞
Φ (uj)
Θ (uj)
p
= 0,
which implies
lim
j→+∞
[uj]Wα,p(RN ) = limj→+∞
[uj]W β,q(RN ) = 0,(4.9)
and
‖uj‖Wα,p(RN ) ≤ Cp [uj ]Wα,p(RN ) ,
‖uj‖W β,q(RN ) ≤ Cq [uj ]W β,q(RN ) .(4.10)
Combining Eqs. (4.9) and (4.10), we deduce lim
j→+∞
‖uj‖Wα,p(RN ) = limj→+∞
‖uj‖W β,q(RN ) = 0. Consequently,
‖uj‖
p
W β,q(RN )
≤ ‖uj‖
p
Wα,p(RN )
‖uj‖
p−q
t
W β,q(RN )
, ∀k ≥ κ(j),
where ε = ‖uj‖
p
Wα,p(RN )
‖uj‖
p−q
t
Wβ,q(RN )
. Passing subsequence and combining (4.3), we get
Φ (uj) ≥ C1
‖uj‖
p− p−q
t
Wα,p(RN )
+ ‖uj‖
q
W β,q(RN )
‖uj‖
pt
Wα,p(RN )
‖uj‖
p(1−t)
W β,q(RN )
(4.11)
≥ C1
1
‖uj‖
pt
Wα,p(RN )
1
‖uj‖
p−q−pt2
W β,q(RN )
Ç
1 + ‖uj‖
−(1−t)(q−p)
t
W β,q(RN )
å
.(4.12)
Since t <
 
p− q
p
, we deduce p − q − t2p > 0. This yields that lim
j→+∞
Φ (uj) = +∞ in R. We get a
contradiction. This shows that u 6= 0 and λ1
Ä
α, β, p, q, RN
ä
is a principal eigenvalue of problem (1.11).
Now, we prove that λ1
Ä
α, β, p, q, RN
ä
is simple. By the proof above, we may assume that u > 0 and
v > 0. Our claim is that u(x) = Cv(x) with C > 0. Normalize the functions so that∫
Ω
a(x)updx =
∫
Ω
a(x)vpdx = 1(4.13)
and consider the admissible function
w1 =
Å
up + vp
2
ã1/p
, w2 =
Å
uq + vq
2
ã1/q
.
Thanks to the inequalities
|wi(x)− wi(y)|
p ≤
1
2
|u(x)− u(y)|p +
1
2
|v(x)− v(y)|p , i = 1, 2(4.14)
and incorporating the eigenvalue of problem(1.11), we obtain
λ1
Ä
α, β, p, q, RN
ä
≤
1
2
Γ (Jp (wi(x), wi(y)))∫
RN
a(x) |w1|
p dx
+
1
2
Γ (Jq (w2(x), w2(y)))∫
RN
a(x) |w2|
q dx
,(4.15)
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where Jr (wi(x), wi(y)) =
∣∣∣wi(x) 1r − wi(y) 1r ∣∣∣r, r = p, q, s = α, β, i = 1, 2, and
Γ (Jr (wi(x), wi(y))) =
∫
RN
∫
RN
Jr (wi(x), wi(y)) dxdy
|x− y|N+sr
.
Using the fact that
∫
Ω
wpi dx = 1, within i = 1, 2. This together with (4.13), (4.15) yields that
λ1
Ä
α, β, p, q, RN
ä
≤
1
2
λ1
Ä
α, β, p, q, RN
ä
+
1
2
λ1
Ä
α, β, p, q, RN
ä
= λ1
Ä
α, β, p, q, RN
ä
.
Thus, we proved that u(x) = Cv(x) with C ∈ R, as claimed. 
4.2. A continuous family of eigenvalues. Let I (u) : W → R be the energy functional associated to
Eq. (1.11) dened by
I (u) =
1
p
∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+αp
dxdy +
1
q
∫
RN
∫
RN
|u(x)− u(y)|q
|x− y|N+βq
dxdy −
λ
p
∫
RN
a(x) |u(x)|p dx.(4.16)
From the embedding inequalities and assumptions (1.12), we see that the functional I is well dened and
I ∈ C1 (W,R) with
(
I ′(u), ϕ
)
=
∫
RN
∫
RN
ñ
|u(x)− u(y)|p−2
|x− y|N+αp
+
|u(x)− u(y)|q−2
|x− y|N+βq
ô
(u(x)− u(y)) (ϕ(x)− ϕ(y)) dxdy
− λ
∫
RN
a(x) |u|p−2 uϕdx.(4.17)
The results of this subsection are stated in the following propositions.
Proposition 4.2. Assume that (1.12) holds. For any λ > λ1 (α, β, p, q) is an eigenvalue of problem (1.11)
then there exist a continuous set of positive eigenvalues.
The idea of the proof is inspired by [[8], Theorem 1]. The proof of proposition 4.2 will be divided into
several lemmas. We first state the following Palais-Smale condition.
Lemma 4.3. Suppose that (1.12) holds. The functional I satisfies the Palais-Smale condition (PS)c for
any c ∈ R.
Proof. Let {uj} ⊂W be a (PS)c sequence of I. Therefore,
I (uj) = c+ o(1), I
′ (uj) = o(1).(4.18)
Then, we have
I (uj) =
1
p
∫
RN
∫
RN
|uj(x)− uj(y)|
p
|x− y|N+αp
dxdy +
1
q
∫
RN
∫
RN
|uj(x)− uj(y)|
q
|x− y|N+βq
dxdy −
λ
p
∫
RN
a(x) |uj(x)|
p dx = c+ o(1)
(4.19)
and
(
I ′ (uj) , uj
)
=
∫
RN
∫
RN
ñ
|uj(x)− uj(y)|
p−2
|x− y|N+αp
+
|uj(x)− uj(y)|
q−2
|x− y|N+βq
ô
(uj(x)− uj(y)) (uj(x)− uj(y)) dxdy
(4.20)
− λ
∫
RN
a(x) |uj |
p−2 uvdx.(4.21)
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So
o(1) ‖uj‖W + o(1) ≥ I (uj)−
1
p
(
I ′ (uj) , uj
)
=
1
p
[uj]α,p +
1
q
[uj]β,q −
λ
p
∫
RN
a(x) |uj(x)|
p dx
−
ï
1
p
[uj ]α,p −
Å
1
q
−
1
p
ã
[uj]β,q −
λ
p
∫
RN
a(x) |uj(x)|
p dx
ò
=
Å
1
q
−
1
p
ã
[uj]β,q .(4.22)
Combining (4.19), (4.22) , we infer that {uj} is bounded in W
β,q
Ä
R
N
ä
. Next, we set
I˜ (uj) =
∫
RN
∫
RN
|uj(x)− uj(y)|
p
|x− y|N+αp
dxdy − λ
∫
RN
a(x) |uj|
p dx.
It is easy to check that I˜ (uj) is a real convergent sequence. So, there exists M ≥ 0 such that∫
RN
∫
RN
|uj(x)− uj(y)|
p
|x− y|N+αp
dxdy − λ
∫
RN
a(x) |uj |
p dx ≤M.(4.23)
It follows by (4.2) and {uj} is bounded in W
β,q
Ä
R
N
ä
, we can find a positive constant L such that
‖uj‖
p
Wα,p(RN )
≤ L
(
1 +M ‖uj‖
pt
Wα,p(RN )
)
.(4.24)
Since
¶
I˜ (uj)
©
is bounded and (4.24) holds, this implies that {uj} is bounded in W
α,p
Ä
R
N
ä
. Hence we
infer that {uj} is bounded in W. Consequently, up to a subsequence, there exists u ∈W such that uj ⇀ u
in W and un → u in L
r
loc
Ä
R
N
ä
for any r ∈ [1, p∗α). Now, we aim to prove the strong convergence of uj to
u in W. Setting p′ = p/(p − 1) and using the Hlder conjugate of p, we observe that the sequence
|uj(x)− uj(y)|
p−2 (uj(x)− uj(y))
|x− y|
N+αp
p′
is bounded in Lp
′
Ä
R
2N
ä
, and
ϕ(x)− ϕ(y)
|x− y|
N+αp
p
∈ Lp
Ä
R
2N
ä
. Thus,
|uj(x)− uj(y)|
p−2 (uj(x)− uj(y)) (ϕ(x)− ϕ(y))
|x− y|
N+αp
p′
→
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y))
|x− y|N+αp
a.e in R2N .
Similarly, the second integral in (4.17) converges to
|u(x)− u(y)|q−2 (u(x)− u(y)) (ϕ(x)− ϕ(y))
|x− y|N+βq
.
Furthermore ∫
RN
a(x) |uj |
p−2 ujϕdx→
∫
RN
a(x) |u|p−2 uϕdx.
Then passing to the limit in (4.17) shows that u ∈W is a weak solution of (1.11). Setting vj = uj − u, we
will show that vj → 0 in W. Applying Brezis-Lieb lemma, Lemma 2.2, we can obtain
‖uj‖
p
Wα,p(RN )
= ‖vj‖
p
Wα,p(RN )
+ ‖u‖p
Wα,p(RN )
+ o(1).
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Similarly, we have
‖uj‖
q
W β,q(RN )
= ‖vj‖
q
W β,q(RN )
+ ‖u‖q
W β,q(RN )
+ o(1).
Taking ϕ = uj. Consequently, uj → u in W as j →∞. This ends the proof of lemma. 
Next, we will show that the functional I given by (4.16) satisfies the Mountain pass geometry.
Lemma 4.4. The functional I satises the following conditions:
(1) there exist τ, µ > 0 such that I(u) ≥ τ with ‖u‖
W
= µ,
(2) there exists u0 ∈W with ‖u0‖W > µ such that I (u0) < 0.
Proof. It is notice that ‖·‖Wα,p(RN ) and [·]α,p are equivalent. It follows from (4.2), we have∫
RN
|a(x)| |uj |
p dx ≤ C ‖a‖
pt
p∗α
L+∞(RN )
‖a‖
p(1−t)
s
L
Å
q∗
β
s
ã
′
(RN )
[u]ptα,p [u]
q(1−t)
β,q .(4.25)
Let u ∈W and taking into account that 1 < q < p, we can infer that
I (u) ≥
1
p
[u]pα,p +
1
q
[u]qβ,q −
λ
p
C ‖a‖
pt
p∗α
L+∞(RN )
‖a‖
p(1−t)
L
Å
q∗
β
s
ã
′
(RN )
[u]ptα,p [u]
q(1−t)
β,q
≥
1
p
[u]pα,p −
λ
p
C ‖a‖
pt
p∗α
L+∞(RN )
‖a‖
p(1−t)
L
Å
q∗
β
s
ã
′
(RN )
[u]ptα,p [u]
q(1−t)
β,q
1
p
[u]ptα,p
á
[u]p(1−t)α,p − λC ‖a‖
pt
p∗α
L∞(RN )
‖a‖
p(1−t)
L
Å
q∗
β
s
ã
′
(RN )
[u]
q(1−t)
β,q
ë
Choosing ‖u‖
W
= µ, by the definition W =Wα,p
Ä
R
N
ä⋂
W β,q
Ä
R
N
ä
, we have
‖u‖
W
= µ1 + µ2.
where [u]α,p = µ1; [u]β,q = µ2. Since q < p, this implies that [u]
q(1−t)
β,q ≤ [u]
p(1−t)
β,q . Hence we have
I(u) ≥
1
p
µpt1
á
µ
p(1−t)
1 − λC ‖a‖
pt
p∗α
L+∞(RN )
‖a‖
p(1−t)
L
Å
q∗
β
s
ã
′
(RN )
µ
p(1−t)
2
ë
.(4.26)
For all ε > 0, we set µ2 = ε and µ1 =
á
1 + λC ‖a‖
pt
p∗α
L+∞(RN )
‖a‖
p(1−t)
L
Å
q∗
β
s
ã
′
(RN )
εp(1−t)
ë 1
p(1−t)
.
This together with (4.26) yields that
I(u) ≥
1
p
1 + λC ‖a‖
pt
p∗α
L+∞(RN )
‖a‖
p(1−t)
L
Å
q∗
β
s
ã
′
(RN )
εp(1−t)

t
1−t
≥
1
p
t
1−t
> 0.
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By setting τ =
1
p
t
1−t
and ‖u‖
W
=
1
p
1 + λC ‖a‖
pt
p∗α
L∞(RN )
‖a‖
p(1−t)
L
Å
q∗
β
s
ã
′
(RN )
εq(1−t)

t
1−t
+ ε, we conclude that
I(u) ≥ τ > 0 for all ‖u‖
W
= µ.
(2) Fix φ ∈ C∞c
Ä
R
N
ä
such that φ ≥ 0 in RN and φ 6= 0. Since 1 < q < p, we may assume without loss
of generality that φ is the normalized eigenfunction associated to the first eigenvalue λ1 of the fractional
p−Laplacian with weight a satisfying
∫
RN
a(x)
2
|ϕ|p dx =
1
p1
. We have that for all t > 0,
I (tφ) =
tp
p
[u]q
Wα,p(RN )
+
tq
q
[u]q
W β,q(RN )
−
λtp
p
∫
RN
a(x) |φ|p dx
=
2tp
p2
(λ1 − λ) +
tq
q
[ϕ]qβ,q .
Since q < p and λ1 < λ, we deduce
lim
t→+∞
I (tφ) = lim
t→+∞
tp
ñ
2
p2
(λ1 − λ) +
tq−p
q
[ϕ]qβ,q
ô
= −∞ in RN .
Thus we can choose t0 > 0 and u0 = t0φ such that I (u0) < 0. This fact shows that (2) holds true. 
Proof of Proposition 4.2. By Lemma 4.4, let
Γ = {γ ∈ C ([0, 1] ,W) γ(0) = 0, γ(1) = t0φ}
be the class of paths joining 0 and t0φ. Setting
c := inf
γ∈Γ
max
φ∈γ[0,1]
I (φ(γ)) .
Since I satisfies the Palais-Smale condition and Mountain pass geometry, by Lemma 4.3 and Lemma 4.4,
we can apply mountain pass theorem, Lemma 2.4. Therefore, for any λ > λ1 (α, β, p, q), then c is a critical
value of I associated to a critical point u0 ∈W . Namely, I
′ (u0) = 0 and I (u0) = c. Since c ≥ τ , it follows
from Lemma 4.4 that u0 6= 0. The proof is now complete. 
Clearly, the proof of theorem 1.2 is the direct consequence of the following propositions 4.1, 4.2.
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