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Abstract
We study the problem of multivariate integration on the unit cube for unbounded integrands. Our
study is motivated by problems in statistics and mathematical ﬁnance, where unbounded integrands
can arise as a result of using the cumulative inverse normal transformation to map the integral from the
unbounded domainRd to the unit cube [0, 1]d .We deﬁne a new space of functionswhich possesses the
boundary behavior of those unbounded integrands arising from statistical and ﬁnancial applications,
however, we assume that the functions are analytic, which is not usually the case for functions from
ﬁnance problems. Our new function space is a weighted tensor-product reproducing-kernel Hilbert
space. We carry out a worst-case analysis in this space and show that good randomly shifted lattice
rules can be constructed component-by-component to achieve a worst-case error of order O(n−1/2),
where the implied constant in the big O notation is independent of d if the sum of the weights is
ﬁnite. Numerical experiments indicate that our lattice rules are reasonably robust and perform well
in pricing Asian options.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Unbounded integrands; Randomly shifted lattice rules; Quasi-Monte Carlo methods; Worst-case error
1. Introduction
In recent years there have been many studies of approximate integration over the d-
dimensional unit cube by the Monte Carlo (MC) or quasi-Monte Carlo (QMC) methods. In
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these approaches the integral
Id(f ) =
∫
[0,1]d
f (x) dx
is approximated by an equal-weight rule of the form
Qn,d(f ) = 1
n
n∑
k=1
f (tk).
For the simple MC method the points t1, . . . , tn are chosen randomly from a uniform
distribution on [0, 1]d , while for the QMC method the points are chosen deterministically.
In this paper we shall be concerned particularly with large values of d and we shall focus
on a family of QMC methods known as shifted rank-1 lattice rules, which take the form
Qsh-latn,d (f ) =
1
n
n∑
k=1
f
({
kz
n
+ 
})
. (1)
Here z ∈ Zdn is the generating vector with Zn = {1, 2, . . . , n − 1}. While it is sometimes
convenient to assume that n is prime, many of the theorems and lemmas hold for n being any
positive integer; the restrictions on n are stated clearly in each case. The vector  ∈ [0, 1)d
is the shift and the braces indicate that each component of the vector is to be replaced by
its fractional part.
Traditionally, lattice rules (usually with  = 0) were applied only to periodic integrands
(for a survey of early work, see [19]). More recently, inspired by existence results in [24],
the shifted variant has been studied (see [5,20,21,25]) for integrands that are not periodic,
but that are nevertheless at least continuous on [0, 1]d . In this paper, in contrast, we study
the performance of shifted lattice rules applied to a class of integrands f that do not have the
smoothness properties assumed in works such as [24], in that they are generally unbounded
on [0, 1]d .
1.1. The motivation
The function class studied here is motivated by problems in statistics and mathematical
ﬁnance. It is by now well known, following the work of Paskov and Traub [16], that for
many problems of mathematical ﬁnance QMC methods can sometimes dramatically out-
perform MC methods, even for problems with d in the hundreds. Inspired by the numerical
experiments, many remarkable results have recently been established for QMC methods,
and in particular, for shifted lattice rules. Some of these results are summarized below. The
fact remains, however, that the conditions placed on the integrands f in these studies are
very restrictive, and not generally valid for problems that arise in practice.
Problems in statistics and mathematical ﬁnance (for example option pricing) typically
take the form of multidimensional expected values
E(g) :=
∫
Rd
g(w)p(w) dw, (2)
B.J. Waterhouse et al. / Journal of Complexity 22 (2006) 71–101 73
where p(w) is a given probability distribution, often Gaussian, i.e.
p(w) =
exp
(
− 12wT−1w
)
(√
2
)d √
det 
.
In this paper, we will always assume that p(w) is indeed Gaussian. The covariance matrix
 is a symmetric and positive-deﬁnite d × d matrix which can be factorized in the form
 = AAT in different ways, leading to the simpliﬁed expression
E(g) =
∫
Rd
g(Az)
exp
(
− 12 zT z
)
(√
2
)d dz.
The standard way of mapping the resulting integral over Rd to the unit cube is to introduce
new integration variables
xj = (zj ), j = 1, . . . , d,
where
(z) := 1√
2
∫ z
−∞
e
− 12w2 dw
is the cumulative normal distribution. In this case the integral becomes
E(g) =
∫
[0,1]d
g
(
A−1(x)
)
dx (3)
with
−1(x) :=
(
−1(x1), . . . ,−1(xd)
)T
.
The transformation described above almost inevitably leads to an integration problem
over the unit cube for which the integrand blows up near the boundary. Typical functions g
arising in mathematical ﬁnance are exponential in character (see, for example, [11]), thus in
the next section we introduce a function class that allows functions g that are exponential.
In this introduction, however, as an illustration we will take g to be linear and d to be 1,
that is
g(w) = a + bw, w ∈ R
for some a, b ∈ R, so that (taking A = 1) the ﬁnal integral (3) becomes
E(g) =
∫ 1
0
(
a + b −1(x)
)
dx. (4)
The graph of −1, shown in Fig. 1, shows the essential problem: that unless g itself is
bounded, the transformation process induces unbounded (but weakly singular) behavior on
the boundary of [0, 1]d .
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Fig. 1. Graph of −1(x).
MC methods have no problem with an integral such as (4), or in higher dimensions the
more general (3), because MC methods work for any f ∈ L2([0, 1]d) with moderate vari-
ance. QMCmethods, on the other hand, have a serious difﬁcultywith unbounded integrands,
in that the error may be inﬁnite if any point tk is on the boundary.
Owen [15] addresses the problem of unbounded integrands in the context of low-
discrepancy QMC methods by studying, and if necessary modifying, the location of in-
tegration points that lie close to the boundary.
Our approach in this paper is different. In this paper, we tackle the problem of unbounded
or irregular integrands f by using randomly shifted rank-1 lattice rules—that is to say, the
shift  in (1), instead of being a ﬁxed vector in [0, 1)d , is now chosen randomly from a
uniform distribution on [0, 1]d . The ﬁrst advantage is that the unbounded integrands arising
from the transformation process no longer cause concern. There is also a second advantage
(ﬁrst pointed out by Cranley and Patterson [2], see also [12,21]) that the random nature
of the shift allows (just as for MC methods) the easy computation of a probabilistic error
estimate.
1.2. Worst-case analysis in weighted reproducing-kernel Hilbert spaces
In this paper, we assume that the integrands f belong to some Hilbert space Hd of
integrable functions. The worst-case error for a QMC rule Qn,d in Hd is deﬁned by
en,d := sup
f∈Hd,‖f ‖d 1
|Id(f ) − Qn,d(f )|,
where ‖·‖d denotes the norm inHd .We use the notation esh-latn,d (z,) to denote theworst-case
error for a shifted rank-1 lattice rule (1) and we deﬁne the worst-case error for a randomly
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shifted rank-1 lattice rule by
eran-sh-latn,d (z) :=
(∫
[0,1]d
[esh-latn,d (z,)]2 d
)1/2
, (5)
that is, it is the root-mean-square of the worst-case error esh-latn,d (z,) over all possible shifts
 ∈ [0, 1]d .
We now summarize brieﬂy what is known for the worst-case errors of QMC rules in the
weighted spaces introduced in [24], and generalizations introduced in [8,26]. All of these
variants are weighted tensor-product Hilbert spacesHd = Hd, characterized by a sequence
 = (1, 2, . . .) of positive numbers (the weights) which describe the importance of the
different components xj of the integration variable x. These spaces consist of functions in
L2([0, 1]d) which have square-integrable mixed ﬁrst derivatives. For d = 1, the anchored
space with anchor at a has the inner product
〈f, g〉1 := f (a)g(a) + 1
1
∫ 1
0
f ′(x)g′(x) dx.
The traditional choice of anchor, a = 1,wasmade in the originalweighted spaces introduced
in [24], but that choice is clearly unsuitable in the present context, where f is expected to
be unbounded at 0 and 1. Hickernell [8] has pointed out the merits of using as anchor the
midpoint a = 12 . Another popular variant is the unanchored space, with inner product (see
[26])
〈f, g〉1 :=
(∫ 1
0
f (x) dx
)(∫ 1
0
g(x) dx
)
+ 1
1
∫ 1
0
f ′(x)g′(x) dx
or for the general d-dimensional case
〈f, g〉d :=
∑
u⊆{1,2,...,d}
⎡⎣⎛⎝∏
j∈u
1
j
⎞⎠∫
[0,1]|u|
(∫
[0,1]d−|u|
|u|f (x)
xu
dx−u
)
×
(∫
[0,1]d−|u|
|u|g(x)
xu
dx−u
)
dxu
⎤⎦ .
Here xu denotes the vector of length |u| with components xj if j ∈ u, and x−u denotes
the vector x{1,2,...,d}\u. The term where u = ∅ in the sum is
∫
[0,1]d f (x) dx
∫
[0,1]d g(x) dx,
and correspondingly the u = {1, 2, . . . , d} term is (∏dj=1 −1j ) ∫[0,1]d df (x)x dg(x)x dx. All
of the weighted spaces in this paragraph are reproducing-kernel Hilbert spaces, with very
simple kernels; we refer to [5,26] for details. For all these it is known that there exists a
QMC rule Qn,d such that
en,d
c√
n
(6)
76 B.J. Waterhouse et al. / Journal of Complexity 22 (2006) 71–101
with c independent of n and d, if and only if the weights satisfy
∞∑
j=1
j < ∞.
Thus, the MC rate of convergence is achieved independently of d for good sequences of
QMC rules and suitable weights .
It is a perhaps remarkable fact that the same bound (6) can be achieved (at least if n is
prime) in the weighted spaces of Sloan and Woz´niakowski [24] even if the QMC rule Qn,d
is restricted to the shifted rank-1 lattice form (1). Indeed, if the weights  satisfy the still
stronger condition
∞∑
j=1
1/2j < ∞,
then (see [25]) for n prime there exists a shifted rank-1 lattice rule such that
esh-latn,d (z,)
c
n1−
for arbitrary  ∈ (0, 1), with c depending on  but independent of d.
The proofs in [24,25] were non-constructive, but algorithms now exist for the explicit
construction of shifted rank-1 lattice rules—see [20] for a (slow) algorithm that determines
both z and , and [21] for a faster algorithm that assumes  to be chosen randomly from a
uniform distribution on [0, 1]d and therefore determines only z. For a fast implementation
of the latter, see [14].
1.3. Our approach
Returning now to the present problem, in which randomly shifted rank-1 lattice rules
are used and the integrands can be unbounded, we here study a completely different
reproducing-kernel Hilbert space Hd , but one which is again a tensor-product space with
weights  = (1, 2, . . .). A key feature which distinguishes our spaceHd from other spaces
studied earlier is that typical functions in our space are unbounded near the boundary. The
functions in our space Hd are of the form
f (x) = g(−1(x)),
where g(w) is some function on Rd which can be represented pointwise by its power series.
These functions f can be considered to arise from a multivariate expected value (2) with
A = I . The precise detail about the function space Hd is given in Section 2.
An underlying motivation of this work is the common observation that QMC methods
often perform well even for integrands that do not have the square-integrable mixed ﬁrst
derivatives as assumed in [24] (as is indeed the case for the ﬁnance problem in [16]); and
anothermotivation is the observation that QMCmethods usually perform noworse thanMC
methods even for very difﬁcult integrands f. The latter property, though not oftenmentioned,
attests to an unremarked robustness of QMC methods.
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In Section 3, we study the worst-case error for randomly shifted rank-1 lattice rules in
our new space Hd , and establish the desired robustness property of QMC, by showing
that for n prime there exists a generating vector for which the worst-case error is of order
O(n−1/2), where the implied constant is independent of d if
∑∞
j=1 j < ∞. We then
obtain an algorithm for constructing a generating vector which achieves this worst-case
error bound. We do not yet have a proof that convergence of the higher order O(n−1+),
for arbitrary  > 0, is achievable in our space Hd .
Section 4 includes two sets of numerical experiments. First, we study the robustness of our
lattice rules against changes in the weights, by comparing the worst-case errors with respect
to various choices of weights. We also include comparisons with lattice rules constructed
for the unanchored weighted Sobolev spaces (described above, or see [5]). The second set of
experiments focuses on the performance of our lattice rules when pricing Asian options.We
compare the estimated standard errors for lattice rules constructed for both our new space
and the unanchored Sobolev space, together with the classical MC methods. It is found that
our lattice rules outperform the classical MC methods. However, there is no clear winner
between the rules constructed from our new space and the unanchored Sobolev space. We
should note that the integrand from the Asian option problem lies in neither the unanchored
Sobolev space, nor our new space.
In Section 5, we discuss the limitations of our new spaces Hd and the relation between
Hd and the usual weighted Sobolev spaces discussed earlier in this section. At this point
we do not have any theoretical lower bounds to indicate the convergence order in terms of
n. Because the functions in our new spaces are smooth in the interior (0, 1)d , it might be
expected that the convergence of a well-chosen QMC rule can be very fast. As against that,
we note that the typical functions in our new spaces do not lie in any of the conventional
Sobolev spaces, because (as ﬁrst pointed out in [18]) their mixed ﬁrst derivatives are not
square-integrable.
2. The function space
In this section, we deﬁne a reproducing-kernel Hilbert space of functions in (0, 1)d which
contains functions that blow up near the boundary. These functions correspond to a large
class of power series in Rd , including some exponential functions, and are analogous to the
Taylor space setting recently introduced by Dick [4]. The singularities are the result of using
the cumulative inverse normal transformation to map the original integrand g(w)p(w) inRd
to the unit cube [0, 1]d , where the integrand becomes g(−1(x))which may be unbounded.
We start by considering the one-dimensional case.
2.1. The one-dimensional case
Consider the expected value
E(g) =
∫
R
g(w)
1√
2
e−
w2
2 dw. (7)
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We wish to deﬁne a space of functions g on R which includes at least all polynomials,
g(w) = a0 + a1w + · · · + amwm,
together with a large class of power series
g(w) =
∞∑
k=0
akw
k (8)
with inﬁnite radius of convergence. In particular, the space should include the exponential
functions
ew =
∞∑
k=0
k
k! w
k
for all values of .
Let (1, 2, . . .) be a sequence of positive numbers, such that k → 0 and k+1/k → 0
as k → ∞. Formally, we deﬁne H(R) to be the space of all real-valued functions on R
which are represented pointwise by their power series (8) and have ﬁnite norms
‖g‖2H(R) :=
∞∑
k=0
a2k
k
< ∞.
The space H(R) is a Hilbert space with the inner product
〈g, g˜〉H(R) :=
∞∑
k=0
aka˜k
k
.
Note that the norm and the inner product for functions in H(R) are deﬁned in terms of the
coefﬁcients ak in their power-series representations (8).
Now, we use the substitution x = (w) to map the integral (7) over R into the unit
interval (0, 1). The resulting integral is∫ 1
0
f (x) dx,
where the transformed integrand f (x) is of the form
f (x) := g
(
−1(x)
)
=
∞∑
k=0
ak[−1(x)]k, x ∈ (0, 1). (9)
Note that f is deﬁned over the open unit interval (0, 1) because it is unbounded at 0 and 1.
Thus, we obtain a Hilbert space H(0, 1) which is isomorphic to H(R), and which consists
of C∞(0, 1) functions f with norm given by
‖f ‖2H(0,1) :=
∞∑
k=0
a2k
k
< ∞
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and inner product given by
〈f, f˜ 〉H(0,1) :=
∞∑
k=0
aka˜k
k
.
We stress at this point that the ak’s are the coefﬁcients in the power-series representation
of the function g ∈ H(R) which is related to the function f ∈ H(0, 1) by (9). The space
H(0, 1) is in fact isometric to H(R).
The function
K1(x, y) =
∞∑
k=0
k[−1(x)]k[−1(y)]k, x, y ∈ (0, 1),
is the reproducing kernel in H(0, 1). Indeed we have
‖K1(x, ·)‖2H(0,1) =
∞∑
k=0
(
k[−1(x)]k
)2
k
=
∞∑
k=0
k[−1(x)]2k, x ∈ (0, 1),
which is ﬁnite by the ratio test since k+1/k → 0 as k → ∞, proving that K1(x, ·) ∈
H(0, 1) for all x ∈ (0, 1). Clearly, K1(x, y) = K1(y, x) for all x, y ∈ (0, 1). Moreover,
we have, for all x ∈ (0, 1) and f of the form (9),
〈f,K1(x, ·)〉H(0,1) =
∞∑
k=0
akk[−1(x)]k
k
=
∞∑
k=0
ak[−1(x)]k = f (x),
which proves the reproducing property.
To ensure that the functions f (x) = g(−1(x)) corresponding to the exponential func-
tions g(w) = ew are included in the space for all values of , we can choose
k :=
k
k! , (10)
where  > 0 and 0! = 1. Since the power-series representation of g(w) = ew is
ew =
∞∑
k=0
k
k! w
k,
we can easily verify that our choice (10) of the k’s leads to
‖f ‖2H(0,1) = ‖g‖2H(R) =
∞∑
k=0
(
k
k!
)2
k
k!
=
∞∑
k=0
2k
k
k! = e
2
 < ∞
for g(w) = ew. One major beneﬁt from our choice (10) of the k’s is that the reproducing
kernel can be written in a simple closed form,
K1(x, y) = e−1(x)−1(y).
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2.2. The d-dimensional case
Now we turn to general d1 and deﬁne a d-dimensional space on (0, 1)d to be a tensor
product of d 1-dimensional spaces H(0, 1). At the same time we introduce weights in the
manner of Sloan and Woz´niakowski [24] to allow more ﬂexibility. Note once again that the
functions are deﬁned over the open unit cube (0, 1)d because they are unbounded near the
boundaries.
Let Hd = Hd,, be the reproducing-kernel Hilbert space with the reproducing kernel
Kd(x, y) :=
d∏
j=1
( ∞∑
k=0
k,j [−1(xj )]k[−1(yj )]k
)
,
where for each j = 1, . . . , d, we choose
0,j = 1 and k,j = j
k
k! for k1
with  > 0 and  = (1, 2, . . .) a non-increasing sequence of positive numbers. This choice
of the k,j ’s ensures that the series in the deﬁnition of Kd(x, y) is always convergent. The
space Hd consists of functions of the form
f (x) =
∑
k∈Nd
ak[−1(x1)]k1 · · · [−1(xd)]kd
with norm given by
‖f ‖2d =
∑
k∈Nd
a2k
k1,1 · · · kd ,d
< ∞
and inner product
〈f, f˜ 〉d =
∑
k∈Nd
aka˜k
k1,1 · · · kd ,d
. (11)
In particular, Hd includes those functions on (0, 1)d which correspond to exponential func-
tions in Rd of the form
g(w) = e·w =
d∏
j=1
ejwj
for all real values of the j ’s. Moreover, it is easy to see that functions corresponding to
g˜(w) := g(Aw+ b) also belongs to Hd , where A is a d × d matrix and b is a d-dimensional
vector.
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Our choice of the k,j ’s leads to a simple form for the reproducing kernel
Kd(x, y) =
d∏
j=1
(
1 + j
∞∑
k=1
k
k! [
−1(xj )]k[−1(yj )]k
)
=
d∏
j=1
(
1 + j [e
−1(xj )−1(yj ) − 1]
)
,
from which it can be easily shown that for  ∈ (0, 12 )∫
[0,1]d
Kd(x, x) dx =
d∏
j=1
(
1 + j
(
1√
1 − 2 − 1
))
and ∫
[0,1]2d
Kd(x, y) dx dy =
d∏
j=1
(
1 + j
(
1√
1 − 2 − 1
))
.
These two integrals appear in our analysis later. To ensure that they are ﬁnite, we shall
assume throughout this paper that
0 <  < 12 .
We shall make use of the shift-invariant kernel associated with Kd(x, y),
Kshd (x, y) :=
∫
[0,1]d
Kd({x + }, {y + }) d =
d∏
j=1
(
1 + j
[
({xj − yj }) − 1
])
,
where
(t) :=
∫ 1
0
e
−1(u)−1({u+t}) du
=
∫ 1−t
0
e
−1(u)−1(u+t) du +
∫ 1
1−t
e
−1(u)−1(u+t−1) du. (12)
We list here a few useful properties of the function (t). These properties are mostly
straightforward, although some require tedious calculations.
Lemma 1. For 0 <  < 12 , the function (t) deﬁned by (12), for t ∈ [0, 1], has thefollowing properties:
1. (t) is continuous for all t ∈ [0, 1],
2. (t) > 0 for all t ∈ [0, 1],
3. (1 − t) = (t), i.e.,  is symmetric about t = 12 ,
4. (0) = (1) = 1√1−2 ,
5.
∫ 1
0 (t) dt = 1√1−2 ,
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6. (t) and its derivatives can be written as
(t) = 2J (t) + 2J (1 − t),
′(t)=2J ′(t) − 2J ′(1 − t),
′′(t) = 2J ′′(t) + 2J ′′(1 − t),
where
J (t) =
∫ −1( 1−t2 )
−∞
ew
−1((w)+t) 1√
2
e−
w2
2 dw,
J ′(t) =
∫ −1( 1−t2 )
−∞
we
1
2 [−1((w)+t)]2+w−1((w)+t)−w
2
2 dw
−1
2
e
−
[
−1
(
1−t
2
)]2
,
J ′′(t)√
2
=
∫ −1( 1−t2 )
−∞
w[−1((w)+t)+w]e[−1((w)+t)]2+w−1((w)+t)−w
2
2 dw
−−1
(
1−t
2
)
e
(
1
2−
)[
−1
(
1−t
2
)]2
.
7. ′′(t)0 for all t ∈ [0, 1].
Proof. Parts 1–5 are elementary. To prove part 6, we write (t) as a sum of four integrals
(t) =
∫ 1−t
2
0
e
−1(u)−1(u+t) du +
∫ 1−t
1−t
2
e
−1(u)−1(u+t) du
+
∫ 1− t2
1−t
e
−1(u)−1(u+t−1) du +
∫ 1
1− t2
e
−1(u)−1(u+t−1) du.
To remove the singularities at the boundaries, we use a different substitution for each integral
ﬁrst integral w = −1(u), second integral w = −−1(u + t),
third integral w = −1(u + t − 1), fourth integral w = −−1(u).
These substitutions, together with the property −−1(u) = −1(1 − u), lead to the new
expression for (t) in terms of the integral J (t). The expressions for J ′(t) and J ′′(t) can
be obtained using Leibniz’s formula.
To prove Part 7, it sufﬁces to show that
J ′′(t)√
2
=
∫ −1( 1−t2 )
−∞
q(w)we−
w2
2 dw − −1
(
1−t
2
)
e
(
1
2−
)[
−1
(
1−t
2
)]2
is non-negative, where
q(w) :=
(
−1((w) + t) + w
)
e
−1((w)+t)[−1((w)+t)+w]
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for −∞ < w−1( 1−t2 )0. First, we observe that−1((w)+ t)+w is monotonically
increasing in w, with a limit of −∞ as w → −∞ and a value of (1 − )−1( 1+t2 )0 at
the upper limit w = −1( 1−t2 ). Thus, there exists some −∞ < w−1( 1−t2 )0 such
that −1((w) + t) + w = 0. Clearly, we−w2/20 for all w0, q(w)0 for ww,
and q(w)0 for ww. By splitting the integral into two and dropping the one with the
positive integrand, we can write
J ′′(t)√
2
=
∫ w
−∞
q(w)we−
w2
2 dw +
∫ −1( 1−t2 )
w
q(w)we−
w2
2 dw
−−1
(
1−t
2
)
e
(
1
2−
)[
−1
(
1−t
2
)]2

∫ −1( 1−t2 )
w
q(w)we−
w2
2 dw − −1
(
1−t
2
)
e
(
1
2−
)[
−1
(
1−t
2
)]2
.
For ww−1( 1−t2 ), q(w)0 attains its maximum at w = −1( 1−t2 ). Thus
J ′′(t)√
2
 q
(
−1
(
1−t
2
)) ∫ −1( 1−t2 )
w
we−
w2
2 dw − −1
(
1−t
2
)
e
( 12−)
[
−1
(
1−t
2
)]2
= (1 − )−1
(
1+t
2
)
e
(1−)
[
−1
(
1+t
2
)]2 (
e−
w2
2 − e− 12
[
−1
(
1+t
2
)]2)
+−1
(
1+t
2
)
e
( 12−)
[
−1
(
1+t
2
)]2
= (1−)−1
(
1+t
2
)
e
(1−)
[
−1
(
1+t
2
)]2−w22 + −1 ( 1+t2 ) e( 12−)[−1( 1+t2 )]2
 0.
This concludes the proof. 
See Fig. 2 for the graphs of (t), ′(t) and ′′(t) when  = 0.375.
3. Worst-case analysis
Recall that the worst-case error for a QMC rule Qn,d in a Hilbert space Hd is deﬁned by
en,d = en,d(t1, . . . , tn) := sup
f∈Hd,‖f ‖d 1
|Id(f ) − Qn,d(f )|.
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Fig. 2. Graph of (t), ′(t) and ′′(t) for  = 0.375.
Let Kd be the reproducing kernel for Hd . We assume that the function
hd(x) :=
∫
[0,1]d
Kd(x, y) dy
belongs to the space Hd . Then multivariate integration Id is a well-deﬁned continuous
linear functional, with hd as its representer in Hd , that is, Id(f ) = 〈f, hd〉d for all f ∈ Hd .
Moreover, the initial error is
‖Id‖ = ‖hd‖d = 〈hd, hd〉1/2d =
(∫
[0,1]2d
Kd(x, y) dx dy
)1/2
.
Using the reproducing property of Kd we can write
Id(f ) − Qn,d(f ) =
〈∫
[0,1]d
Kd(x, ·) dx − 1
n
n∑
k=1
Kd(tk, ·), f
〉
d
,
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from which it is easy to derive an expression for the squared worst-case error (see [24])
e2n,d(t1, . . . , tn) = sup
f∈Hd,‖f ‖d 1
|Id(f ) − Qn,d(f )|2
=
∥∥∥∥∥
∫
[0,1]d
Kd(x, ·) dx − 1
n
n∑
k=1
Kd(tk, ·)
∥∥∥∥∥
2
d
=
∫
[0,1]2d
Kd(x, y) dx dy − 2
n
n∑
k=1
∫
[0,1]d
Kd(tk, x) dx
+ 1
n2
n∑
k=1
n∑
=1
Kd(tk, t). (13)
Worst-case analysis is often carried out in a reproducing-kernelHilbert space simply because
the squared worst-case error can be expressed explicitly in terms of the reproducing kernel.
We deﬁne theQMCmeanMn,d (see [24]) as the root-mean-square QMCworst-case error
over all possible points t1, . . . , tn ∈ [0, 1]d . Thus
M2n,d :=
∫
[0,1]nd
e2n,d(t1, . . . , tn) dt1 · · · dtn
= 1
n
(∫
[0,1]d
Kd(x, x) dx −
∫
[0,1]2d
Kd(x, y) dx dy
)
,
where the explicit expression is obtained by ﬁrst separating out the diagonal terms in the
double sum of (13). Clearly, there must exist a QMC rule with smaller worst-case error than
the QMC mean. The QMC mean is often used as a benchmark to see how well a family of
QMC rules can perform. We shall use the same strategy below.
Note that
‖f ‖L2([0,1]d ) =
(∫
[0,1]d
f 2(x) dx
)1/2

(∫
[0,1]d
Kd(x, x) dx
)1/2
‖f ‖d .
Thus we shall assume∫
[0,1]d
Kd(x, x) dx < ∞
to ensure that Hd is embedded in L2([0, 1]d). This assumption also ensures that the initial
error ‖Id‖ in Hd is ﬁnite and Mn,d < ∞.
The squared worst-case error [esh-latn,d (z,)]2 for a shifted rank-1 lattice rule with gener-
ating vector z and deterministic shift  can be obtained by taking tk = {kz/n + } in (13).
Because we are interested in shifted rank-1 lattice rules with random shifts, we study (see
(5) in the Introduction)
[eran-sh-latn,d (z)]2 :=
∫
[0,1]d
[esh-latn,d (z,)]2 d
= −
∫
[0,1]2d
Kd(x, y) dx dy + 1
n
n∑
k=1
Kshd
({
kz
n
}
, 0
)
,
86 B.J. Waterhouse et al. / Journal of Complexity 22 (2006) 71–101
where the explicit expression in the last line is not difﬁcult to derive; a derivation can be
found in [25]. We remark that this expression includes only a single sum over n terms rather
than a double sum as in (13). This is due to the special structure of lattice rules, and reduces
dramatically the cost associated with evaluating [eran-sh-latn,d (z)]2.
For our function space Hd deﬁned in Section 2, Id is well deﬁned, with the representer
hd(x) =
d∏
j=1
(
1 + j
(
e
1
2 
2[−1(xj )]2 − 1
))
.
We assume that  ∈ (0, 12 ), which ensures thatHd ⊆ L2([0, 1]d). To simplify our notations,
we deﬁne
s :=
1√
1 − s − 1.
Thus we have (0) = (1) = 1 + 2 and
∫ 1
0 (t) dt = 1 + 2 . The initial error in Hd is
‖Id‖d =
d∏
j=1
(
1 + j2
)1/2
and the squared QMC mean is
M2n,d =
1
n
⎛⎝ d∏
j=1
(
1 + j2
)− d∏
j=1
(
1 + j2
)⎞⎠ . (14)
The squared worst-case error for randomly shifted rank-1 lattice rules in Hd is given by
[eran-sh-latn,d (z)]2 = −
d∏
j=1
(
1 + j2
)+1
n
n∑
k=1
d∏
j=1
(
1+j
[

({
kzj
n
})
−1
])
. (15)
3.1. The existence of good generating vectors
We are now in a position to assess the potential of randomly shifted rank-1 lattice rules.
Theorem 3 below proves the existence of a generating vector for which the worst-case error
is smaller than the QMC mean. The proof of this theorem relies on the following lemma.
Lemma 2. Let (t) be deﬁned as in (12) and n2 be some positive integer. Then
1
n − 1
n−1∑
i=1

(
i
n
)
<
∫ 1
0
(t) dt = 1 + 2 .
Proof. Since ′′(t)0 for all t ∈ [0, 1], it follows from the symmetry of (t) that (t)
is monotonically decreasing for t ∈ [0, 12 ) and monotonically increasing for t ∈ ( 12 , 1].
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Deﬁne an afﬁne mapping 	n(t) : [ 12n , 2n−12n ] → [0, 1] by
	n(t) = nn−1 (t − 12 ) + 12 .
Clearly	n( 12n ) = 0,	n( 12 ) = 12 ,	n(t) < t for t ∈ [ 12n , 12 ) and	n(t) > t for t ∈ ( 12 , 2n−12n ].
It then follows from the piecewise monotonicity of (t) that
1
n − 1
n−1∑
i=1

(
i
n
)
<
1
n − 1
n−1∑
i=1

(
	n
(
i
n
))
= 1
n − 1
n−1∑
i=1

(
2i − 1
2(n − 1)
)
,
which is the composite midpoint-rule approximation for the integral
∫ 1
0 (t) dt . By the
convexity of (t), this underestimates the true integral, leading to the desired result. 
Theorem 3. For n prime, there exists a generating vector z ∈ Zdn such that
[eran-sh-latn,d (z)]2 < M2n,d .
Proof. Averaging [eran-sh-latn,d (z)]2 (see (15)) over all possible z ∈ Zdn and separating out the
k = n term, we obtain
1
(n − 1)d
∑
z∈Zdn
[eran-sh-latn,d (z)]2
= −
d∏
j=1
(
1 + j2
)+ 1
n
d∏
j=1
(
1 + j2
)
+1
n
n−1∑
k=1
d∏
j=1
⎛⎝1 + j
⎡⎣ 1
n − 1
∑
zj∈Zn

({
kzj
n
})
− 1
⎤⎦⎞⎠ .
We can see that for ﬁxed 1kn − 1, the fractions {kzj /n} as zj ranges from 1 to n − 1
are simply 1/n, 2/n, . . . , (n − 1)/n in some order. Thus, we have from Lemma 2 that
1
n − 1
∑
zj∈Zn

({
kzj
n
})
− 1 = 1
n − 1
n−1∑
i=1

(
i
n
)
− 1 < 2 ,
which leads to
1
(n − 1)d
∑
z∈Zdn
[eran-sh-latn,d (z)]2
< −
d∏
j=1
(
1 + j2
)+ 1
n
d∏
j=1
(
1 + j2
)+ n − 1
n
d∏
j=1
(
1 + j2
) = M2n,d
with M2n,d given by (14). Thus there exists a z for which the squared worst-case error is
smaller than the average, and in turn smaller than the squared QMC mean. 
We can obtain a lower bound on eran-sh-latn,d (z) following the technique used in [25].
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Theorem 4. For any positive integer n and any generating vector z ∈ Zdn, we have
[eran-sh-latn,d (z)]2 −
d∏
j=1
(
1 + 
j2
)+ 1
n
d∏
j=1
(
1 + 
j2
)
,
where

 := min
(
1,
1
1| ( 12 ) − 1 |
)
.
Proof. Let  = (1, 2, . . .) be a non-increasing sequence given by j := 
j , where 
 is
as deﬁned in the theorem. Then it is not hard to verify that for each j = 1, . . . , d we have
j j and 1 + j
[
(t) − 1 ] 0 ∀t ∈ [0, 1],
where the second condition follows from the property that (t) has minimum at t = 12 .
Since the new weights  are no larger than , the unit ball of the space weighted by  is
contained in the unit ball of the space weighted by  and thus it follows from the deﬁnition
of worst-case error and the expression (15), with j replaced by j , that
[eran-sh-latn,d, (z)]2  [eran-sh-latn,d, (z)]2
= −
d∏
j=1
(
1 + j2
)+ 1
n
n∑
k=1
d∏
j=1
(
1 + j
[

({
kzj
n
})
− 1
])
.
This last expression includes a sum over non-negative terms and thus a lower bound can be
obtained by keeping only the k = n term in the sum. This leads to the lower bound stated
in the theorem. 
From the upper and lower bounds established in Theorems 3 and 4, wemay conclude that
the condition
∑∞
j=1 j < ∞ is both necessary and sufﬁcient for eran-sh-latn,d (z) to be bounded
independently of d.
Theorem 5. If ∑∞j=1 j < ∞, then for n prime there exists a generating vector z ∈ Zdn
such that
eran-sh-latn,d (z) <
c√
n
∀ d = 1, 2, . . . ,
where c is independent of n and d. On the other hand if ∑∞j=1 j = ∞, then eran-sh-latn,d (z)
grows to inﬁnity as d → ∞ for all n and all z ∈ Zdn.
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Proof. It follows from Theorem 3 that there exists a z ∈ Zdn with
eran-sh-latn,d (z)<Mn,d<
1√
n
d∏
j=1
(
1 + j2
)1/2 = 1√
n
exp
⎛⎝1
2
d∑
j=1
log
(
1 + j2
)⎞⎠
 1√
n
exp
⎛⎝2
2
∞∑
j=1
j
⎞⎠ .
Thus we have eran-sh-latn,d (z)<cn
−1/2
, where c is bounded independently of d if
∑∞
j=1 j<∞.
Now we prove the necessity of
∑∞
j=1 j < ∞. It follows from Theorem 4 that
eran-sh-latn,d (z)
d∏
j=1
(
1 + 
j2
)1/2 ⎡⎣1
n
d∏
j=1
(
1 + 
j2
1 + 
j2
)
− 1
⎤⎦1/2 . (16)
We begin by ﬁnding a lower bound on the term
d∏
j=1
(
1 + 
j2
) = exp
⎛⎝ d∑
j=1
log(1 + 
j2)
⎞⎠ .
Consider the function
(x) = log(1 + x) − bx, where b = log(1 + 
12)

12
.
Clearly
(0) = 0, (
12) = 0 and ′′(x) = −
1
(1 + x)2 < 0.
Therefore, for x ∈ [0, 
12 ], log(1 + x)bx. Since 1j for all j = 1, . . . , d, we
may write
d∏
j=1
(
1 + 
j2
)
 exp
⎛⎝ log(1 + 
12)
1
d∑
j=1
j
⎞⎠ .
Similarly, we can show that a lower bound of the second product in (16) is
d∏
j=1
(
1 + 
j2
1 + 
j2
)
 exp
⎛⎝ 1
1
log
(
1 + 
1(2 − 2)
1 + 
12
) d∑
j=1
j
⎞⎠ .
Hence if
∑∞
j=1 j = ∞, eran-sh-latn,d (z) must go to inﬁnity as d → ∞. This completes the
proof. 
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3.2. Component-by-component construction
Here, we present a component-by-component (CBC) algorithmmodeled on that in [21] to
construct the generating vector z based onminimizing the worst-case error in each step. (See
also [20].) Theorem 6 below states that the lattice rule constructed this way has worst-case
error smaller than the QMC mean.
Algorithm 1. Let n be a prime number.
1. Set z1 = 1.
2. For each s = 2, 3, . . . , d, with z1, . . . , zs−1 ﬁxed, choose the next component zs from
the set Zn = {1, 2, . . . , n − 1} so that
[eran-sh-latn,s (z1, . . . , zs)]2
is minimized.
Theorem 6. For n prime, the generating vector z∗ = (z∗1, . . . , z∗d) ∈ Zdn constructed by
Algorithm 1 satisﬁes
[eran-sh-latn,s (z∗1, . . . , z∗s )]2 < M2n,s
for all s = 1, 2, . . . , d.
Proof. We prove this theorem by induction. For s = 1 we take z∗1 = 1, and by (14), (15)
and Lemma 2
[eran-sh-latn,1 (z∗1)]2 = −
(
1 + 12
)+1
n
(
1+12
)+ 1
n
n−1∑
i=1
(
1 + 1
[

(
i
n
)
− 1
])
< − (1 + 12)+ 1
n
(
1 + 12
)+ n − 1
n
(
1 + 12
) = M2n,1.
Now assume that [eran-sh-latn,s (z∗1, . . . , z∗s )]2<M2n,s holds for all s = 1, 2, . . . , p. For any
zp+1 ∈ Zn we have from (15) that
[eran-sh-latn,p+1 (z∗1, . . . , z∗p, zp+1)]2
= [eran-sh-latn,p (z∗1, . . . , z∗p)]2−p+12
p∏
j=1
(
1+j2
)+p+12
n
p∏
j=1
(
1+j2
)
+p+1
n
n−1∑
k=1
⎡⎣(({kzp+1
n
})
−1
) p∏
j=1
(
1+j
[

({
kz∗j
n
})
−1
])⎤⎦ .
(17)
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Note that only the last term in (17) depends on zp+1. Let T denote the average of this last
term over all zp+1 ∈ Zn. Using Lemma 2 and (15), we obtain
T =
(
1
n − 1
n−1∑
i=1

(
i
n
)
− 1
)
× p+1
n
n−1∑
k=1
p∏
j=1
(
1 + j
[

({
kz∗j
n
})
− 1
])
< p+12
⎛⎝[eran-sh-latn,p (z∗1, . . . , z∗p)]2 + p∏
j=1
(
1 + j2
)− 1
n
p∏
j=1
(
1 + j2
)⎞⎠ .
Combining this upper bound of T and (17) and then substituting the induction hypothesis
[eran-sh-latn,p (z∗1, . . . , z∗p)]2 < M2n,p, we obtain
1
n − 1
∑
zp+1∈Zn
[eran-sh-latn,p+1 (z∗1, . . . , z∗p, zp+1)]2
<
(
1 + p+12
) [eran-sh-latn,p (z∗1, . . . , z∗p)]2
+ p+12
n
p∏
j=1
(
1 + j2
)− p+12
n
p∏
j=1
(
1 + j2
)
<
(
1 + p+12
)× 1
n
⎡⎣ p∏
j=1
(
1 + j2
)− p∏
j=1
(
1 + j2
)⎤⎦
+ p+12
n
p∏
j=1
(
1 + j2
)− p+12
n
p∏
j=1
(
1 + j2
) = M2n,p+1.
Now since z∗p+1 ∈ Zn is chosen to minimize [eran-sh-latn,p+1 (z∗1, . . . , z∗p, zp+1)]2, it must satisfy
[eran-sh-latn,p+1 (z∗1, . . . , z∗p+1)]2 
1
n − 1
∑
zp+1∈Zn
[eran-sh-latn,p+1 (z∗1, . . . , z∗p, zp+1)]2
< M2n,p+1.
This completes the proof. 
The implementation of the CBC algorithm requires the evaluation of the function
(t) = (t) + (1 − t), where (t) =
∫ 1−t
0
e
−1(u)−1(u+t) du,
at t = i
n
for each i = 1, . . . , n. We use the double exponential substitution ﬁrst proposed
in [27], that is, we use
u = 1
2
(1 − t)
[
1 + tanh
(
2
sinhw
)]
.
This leads to an integral which can be evaluated using Simpson’s rule with low truncation
error.
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The cost of constructing the n-point lattice rule for d dimensions is O(n2d2) operations
which can be reduced to O(n2d) operations by storing the product terms during the search.
This requires O(n) storage. Using the fast CBC implementation of Nuyens and Cools [14],
the cost can be reduced to O(n log(n)d) operations.
4. Numerical experiments
In this section,we compare the robustness and the performanceof the lattice rules obtained
from our new function spaces with those obtained from the unanchored weighted Sobolev
spaces in [5]. Theworst-case error for randomly shifted rank-1 lattice rules in the unanchored
weighted Sobolev spaces satisﬁes (see [5])
[eran-sh-latn,d,sob (z)]2 = −1 +
1
n
n∑
k=1
d∏
j=1
(
1 + jB2
({
kz
n
}))
,
where B2(x) = x2 − x + 16 is the Bernoulli polynomial of degree 2.
For these spaces, we consider ﬁve different sequences of , including both decaying
weights and equal weights
j =
1
j2
, j = 0.9j , j = 0.05, j = 0.5, j = 0.9. (18)
Note also that the choice of equal weights in our current tensor-product setting has an
alternative interpretation—it is equivalent to having order-dependent weights under the
more generalized setting of [23], where a weight describes the relative importance of the
interactions between variables taken  at a time. More precisely, having j = r in a tensor-
product setting is equivalent to having  = r in the order-dependent setting. By choosing
r < 1, we are saying that the higher-order interactions are less and less important compared
to the lower-order ones. Results from some experiments have indicated that lattice rules
constructed according to the classical criterion P (see for example [19,22]) perform poorly
in some practical applications. This is not at all surprising as P is equivalent to taking
r = 22 in the tensor-product setting. Thus much more emphasis is put on the higher-order
interactions, which is often a very unrealistic assumption in practice.
For each sequence of weights  given above and for each n = 1009, 2003, 4001, 8009,
16 001, 32 003, and 64 007 (all of which are prime numbers), we construct a generating
vector up to 100 dimensions using the fast CBC implementation of Algorithm 1. The
worst-case errors (as deﬁned in (15)) for these generating vectors and the observed order
of convergence O(n−a) are given in Tables 1 and 2, respectively. Note that the observed
orders of convergence in Table 2 are better than the theoretically predicted value of 0.5 (see
Theorems 3 and 5).
4.1. Robustness: Comparison of worst-case errors
It is interesting to assess the robustness of the generating vectors with respect to different
weights . More precisely, we would like to know how a generating vector for a particular
B.J. Waterhouse et al. / Journal of Complexity 22 (2006) 71–101 93
Table 1
Worst-case errors in the new spaces
n j = 1/j2 j = 0.9j j = 0.05 j = 0.5 j = 0.9
1009 2.32e − 02 2.73e − 01 1.07e − 02 2.07e − 01 7.48e − 01
2003 1.53e − 02 1.91e − 01 7.08e − 03 1.44e − 01 5.27e − 01
4001 1.01e − 02 1.32e − 01 4.62e − 03 9.96e − 02 3.69e − 01
8009 6.64e − 03 9.18e − 02 3.03e − 03 6.90e − 02 2.58e − 01
16 001 4.38e − 03 6.37e − 02 1.99e − 03 4.76e − 02 1.81e − 01
32 003 2.88e − 03 4.41e − 02 1.30e − 03 3.29e − 02 1.26e − 01
64 007 1.89e − 03 3.05e − 02 8.54e − 04 2.27e − 02 8.84e − 02
Table 2
The observed order of convergence O(n−a) in the new spaces
n j = 1/j2 j = 0.9j j = 0.05 j = 0.5 j = 0.9
1009
2003 0.598 0.517 0.601 0.521 0.505
4001 0.604 0.526 0.615 0.530 0.513
8009 0.602 0.529 0.609 0.530 0.515
16 001 0.602 0.528 0.610 0.535 0.514
32 003 0.603 0.531 0.612 0.532 0.518
64 007 0.605 0.529 0.606 0.535 0.515
sequence  performs when applied to the space with a different set of weights. This is
important for practical problems, because it is not yet well understoodwhichweights should
be chosen for a particular application.
To test this robustness, we take n = 64 007 and take d up to 100 dimensions. For
each sequence of weights  from (18) we construct a generating vector using the fast
CBC implementation of Algorithm 1. We then calculate the worst-case errors (15) for this
generating vector for each of the ﬁve choices of weights. The results are summarized in
Table 3.
To describe what the entries mean, let eran-sh-latn,d, (z) denote the worst-case error based on
the weights  and let z denote the generating vector constructed with the weights . Then
each entry in the table represents
max
1d100
eran-sh-lat64 007,d,=column(z=row)
eran-sh-lat64 007,d,=column(z=column)
,
where the weights  are speciﬁed by the headings of the rows and the columns. For example,
the second entry 1.020 in the ﬁrst column means
max
1d100
eran-sh-lat64 007,d,j=1/j2(zj=0.9j )
eran-sh-lat64 007,d,j=1/j2(zj=1/j2)
= 1.020.
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Table 3
Robustness of the generating vectors for varying weights in our new spaces
New space rules New space worst-case error ratios
j = 1/j2 j = 0.9j j = 0.05 j = 0.5 j = 0.9
Found with j = 1/j2 1 1.027 1.059 1.048 1.028
Found with j = 0.9j 1.020 1 1.047 1.006 1.002
Found with j = 0.05 1.032 1.028 1 1.023 1.040
Found with j = 0.5 1.039 1.007 1.044 1 1.009
Found with j = 0.9 1.048 1.002 1.081 1.005 1
Table 4
Robustness of the generating vectors for varying weights in the Sobolev spaces
Sobolev space rules Sobolev space worst-case error ratios
j = 1/j2 j = 0.9j j = 0.05 j = 0.5 j = 0.9
Found with j = 1/j2 1 1.208 1.545 1.253 1.267
Found with j = 0.9j 1.236 1 1.351 1.055 1.041
Found with j = 0.05 1.306 1.379 1 1.334 1.462
Found with j = 0.5 1.655 1.052 1.263 1 1.027
Found with j = 0.9 1.785 1.058 1.389 1.066 1
Clearly the diagonal entries should all be 1. Since the largest entry in the table is 1.081,
we conclude that the worst-case error for rules found with “incorrect” weights is never
more than 8.1% larger than the worst-case error for rules found with the “correct” weights.
Therefore the generating vectors obtained from our new space can be said to be reasonably
robust with respect to the selection of weights.
In Table 4, we see a similar analysis for the unanchored Sobolev spaces. Here the worst-
case errors seem to be much more sensitive to the weights , in the sense that rules found
with “incorrect” weights can have worst-case errors up to 78.5% larger.
In Tables 5 and 6 we perform the same analysis as Tables 3 and 4, except that we measure
the robustness to different weights and different spaces. That is, in Table 5 we take the
generating vector constructed with a particular weight sequence in our new spaces and
evaluate its worst-case error in the Sobolev spaces for different sequences . Table 6 is the
reverse of Table 5 in that we take the generating vectors constructed in Sobolev spaces
and evaluate their worst-case errors in our new spaces for various weights. Note that the
diagonal entries in these two tables no longer remain 1.
A reasonable conclusion from Table 6 might be that the rules found in Sobolev spaces are
fairly robust for use in our new spaces. Since the CBC algorithm in our new spaces requires
a signiﬁcant setup cost (especially to approximate (t) at multiples of 1/n), it would seem
reasonable to recommend the use of rules found in Sobolev spaces.We are yet to understand
the correct relationship between the weights in our new spaces and the weights in Sobolev
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Table 5
Robustness of the generating vectors from our new spaces to Sobolev spaces
New space rules Sobolev space worst-case error ratios
j = 1/j2 j = 0.9j j = 0.05 j = 0.5 j = 0.9
Found with j = 1/j2 1.060 1.791 2.043 1.990 1.891
Found with j = 0.9j 1.147 1.056 1.804 1.094 1.073
Found with j = 0.05 1.512 1.477 1.099 1.397 1.462
Found with j = 0.5 1.495 1.063 1.256 1.052 1.081
Found with j = 0.9 1.696 1.099 1.558 1.071 1.027
Table 6
Robustness of the generating vectors from Sobolev spaces to our new spaces
Sobolev space rules New space worst-case error ratios
j = 1/j2 j = 0.9j j = 0.05 j = 0.5 j = 0.9
Found with j = 1/j2 1.002 1.014 1.051 1.024 1.022
Found with j = 0.9j 1.032 1.007 1.052 1.007 1.008
Found with j = 0.05 1.027 1.031 1.007 1.018 1.040
Found with j = 0.5 1.043 1.001 1.058 1.002 1.004
Found with j = 0.9 1.065 1.007 1.081 1.009 1.008
spaces. However, since the diagonal entries in Tables 5 and 6 are in general smaller than
the off-diagonal entries, a direct correspondence seems reasonably applicable in practice.
4.2. Performance: Pricing Asian options
We now examine the performance of lattice rules constructed using the fast CBC algo-
rithm for our new spaces. To do this, we have chosen to examine the pricing of an Asian
call option. This is a practical problem used extensively in ﬁnance, for which there is no
known closed-form solution. We give a brief summary of the problem here, but for a more
comprehensive discussion, see [7,11,13].
The payoff of an Asian option is the greater of the arithmetic average of a stock price
over d equally spaced points in time less the agreed strike price, and zero. The payoff can
thus be formulated as
q(St1 , . . . , Std ) = max
⎛⎝ 1
d
d∑
j=1
Stj − K, 0
⎞⎠ ,
where Stj represents the stock price at time tj , and K is the strike price at the expiry
time T = td . We assume also that the stock price follows the risk-neutral measure of
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the Black–Scholes model
Stj = S0 exp
((
r − 22
)
tj + Btj
)
for j = 1, . . . , d,
where r is the risk-free interest rate,  is the volatility of the stock price, and Btj is a
Brownian motion. The value of the option is therefore the expected value of the present
value of the payoff
CA = E
[
e−rT q(St1 , . . . , Std )
]
.
Let w := (Bt1 , . . . , Btd ) be the vector containing the value of the Brownian motion at
times t1, . . . , td . It is simple to show that w has mean zero and covariance matrix  =(
min(ti , tj )
)d
i,j=1. If we deﬁne the function
g(w) := q(St1 , . . . , Std ) = max
⎛⎝ 1
d
d∑
j=1
S0 exp
((
r − 
2
2
)
tj + wj
)
− K, 0
⎞⎠ ,
then we can write the value of the option as the integral
CA = e−rT
∫
Rd
g(w)
exp(− 12wT−1w)(√
2
)d √
det
dw.
Using the factorization  = AAT , this integral can be written as
CA = e−rT
∫
[0,1]d
g(A−1(x)) dx (19)
and MC or QMC approximations of the integral can be obtained by
C˜A = e
−rT
n
n∑
k=1
g(A−1(tk)),
where t1, . . . , tn are the quadrature points in (0, 1)d .
The standard construction of the Brownian motion leads to the Cholesky factorization
 = AAT , where
A =
√
T
d
⎛⎜⎜⎜⎝
1 0 . . . 0
1 1 . . . 0
...
...
. . .
...
1 1 . . . 1
⎞⎟⎟⎟⎠ .
The principal component analysis (PCA) construction (see [1]) uses a different matrix
A =
(√
1v1, . . . ,
√
dvd
)
,
where 1 · · · d are the eigenvalues of , and v1, . . . , vd are corresponding unit-length
column eigenvectors.
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Table 7
Comparison of standard errors for j = 1/j2
n Standard construction PCA construction
New space Sobolev space New space Sobolev space
1009 3.23e − 02 2.47e − 02 6.26e − 03 6.26e − 03
2003 1.77e − 02 1.47e − 02 2.65e − 03 2.54e − 03
4001 5.26e − 03 1.04e − 02 1.30e − 03 1.34e − 03
8009 4.85e − 03 7.56e − 03 7.52e − 04 8.05e − 04
16 001 1.57e − 03 3.93e − 03 4.41e − 04 4.52e − 04
32 003 1.39e − 03 1.77e − 03 2.76e − 04 2.67e − 04
64 007 1.33e − 03 1.40e − 03 1.00e − 04 9.07e − 05
Table 8
Comparison of standard errors for j = 0.9j
n Standard construction PCA construction
New space Sobolev space New space Sobolev space
1009 2.04e − 02 2.89e − 02 6.34e − 03 6.39e − 03
2003 1.07e − 02 1.87e − 02 2.74e − 03 2.66e − 03
4001 7.71e − 03 5.08e − 03 1.20e − 03 1.22e − 03
8009 6.03e − 03 7.18e − 03 8.11e − 04 8.00e − 04
16 001 3.45e − 03 3.68e − 03 4.58e − 04 4.62e − 04
32 003 1.58e − 03 2.19e − 03 2.75e − 04 2.78e − 04
64 007 1.56e − 03 1.83e − 03 8.48e − 05 1.02e − 04
We compute the price of the Asian call option with parameters
S0 = 100, r = 0.1,  = 0.2, T = 1, K = 100, d = 100
using lattice rules from our new spaces and the Sobolev spaces, and MC methods. We
use both the standard construction and the PCA construction. Since all of these methods
involve a degree of randomization, we performmultiple evaluations of the integral to obtain
an estimated standard error. IfQ1, . . . ,Q10 are 10 approximations of the integral, thenQ =
(Q1 + · · · + Q10)/10 is the mean which we use as the ﬁnal approximation to the integral.
An unbiased estimate of the standard error for this approximation is√√√√ 1
10
× 1
9
10∑
i=1
(Qi − Q)2.
The standard errors for lattice rules with different values of n and different sequences  are
given in Tables 7–11. The standard errors for the MC methods are given in Table 12.
We should note immediately that the PCA construction considerably reduces the standard
errors for lattice rules, but has no obvious impact on theMC approach. This is not surprising,
since the PCA construction reallocates the variances to reduce the effective dimension of the
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Table 9
Comparison of standard errors for j = 0.05
n Standard construction PCA construction
New space Sobolev space New space Sobolev space
1009 1.85e − 02 2.18e − 02 7.12e − 03 6.76e − 03
2003 1.16e − 02 1.72e − 02 2.84e − 03 3.05e − 03
4001 1.02e − 02 5.74e − 03 1.29e − 03 1.41e − 03
8009 6.76e − 03 3.49e − 03 7.38e − 04 7.97e − 04
16 001 3.34e − 03 3.18e − 03 4.61e − 04 4.53e − 04
32 003 2.91e − 03 2.03e − 03 2.94e − 04 2.76e − 04
64 007 1.44e − 03 1.10e − 03 1.07e − 04 9.82e − 05
Table 10
Comparison of standard errors for j = 0.5
n Standard construction PCA construction
New space Sobolev space New space Sobolev space
1009 3.48e − 02 2.23e − 02 6.05e − 03 6.49e − 03
2003 1.64e − 02 1.75e − 02 2.68e − 03 2.62e − 03
4001 1.03e − 02 1.12e − 02 1.33e − 03 1.23e − 03
8009 8.78e − 03 6.67e − 03 8.11e − 04 8.15e − 04
16 001 4.91e − 03 4.84e − 03 4.92e − 04 4.52e − 04
32 003 2.53e − 03 2.13e − 03 2.82e − 04 2.73e − 04
64 007 1.84e − 03 1.85e − 03 9.52e − 05 9.38e − 05
Table 11
Comparison of standard errors for j = 0.9
n Standard construction PCA construction
New space Sobolev space New space Sobolev space
1009 2.58e − 02 2.09e − 02 6.43e − 03 6.36e − 03
2003 1.07e − 02 2.04e − 02 2.61e − 03 2.65e − 03
4001 1.05e − 02 1.00e − 02 1.43e − 03 1.23e − 03
8009 6.52e − 03 4.22e − 03 8.06e − 04 8.17e − 04
16 001 6.40e − 03 6.10e − 03 4.81e − 04 4.84e − 04
32 003 3.94e − 03 2.42e − 03 2.70e − 04 2.74e − 04
64 007 1.42e − 03 2.14e − 03 9.01e − 05 1.06e − 04
problem and at the same time leaves the total variance unchanged. See [28] for a discussion
of effective dimensions on ﬁnance problems.
In most cases the MC methods give the highest standard error. In fact, for the largest
value of n, we see that lattice rules outperform MC methods by approximately a factor of
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Table 12
Comparison of standard errors for MC methods
n Standard construction PCA construction
1009 7.76e − 02 8.64e − 02
2003 6.60e − 02 4.91e − 02
4001 7.14e − 02 4.12e − 02
8009 2.06e − 02 3.39e − 02
16 001 1.83e − 02 2.65e − 02
32 003 1.19e − 02 1.10e − 02
64 007 1.14e − 02 9.75e − 03
10 for the standard construction and a factor of 100 for the PCA construction. The choice
of the sequence  does not seem to have a lot of bearing on the standard error.
There does not appear to be a clear “winner” between the new spaces and the unanchored
Sobolev spaces. It should however be noted that the integrand in (19) does not lie in either
of the spaces due to its non-smoothness: since (like most ﬁnance problems) it does not
have square-integrable mixed ﬁrst derivatives, it does not fall into the usual spaces where
worst-case error analysis has been undertaken.
5. Discussion
Evidently our function spaces do not include those functions arising from option pricing
because of the lack of smoothness in the integrands. Unlike those common problems in
ﬁnance,many statistical problems of the form (3) have a functiong(w)which is very smooth.
For example, the likelihood integral for some parameter-driven Poisson state–space models
(see [3]) can be simpliﬁed in the one-dimensional case to∫ ∞
−∞
exp(yw − ew) 1√
2
e−
w2
2 dw, y = 0, 1, . . . .
The function g(w) = e−ew (for the case y = 0) has inﬁnite smoothness. However, based
on our current deﬁnition of the norm, it is impossible to deﬁne a sequence of k’s such that
both
‖g‖H(R) = ‖f ‖H(0,1) < ∞ and
∫ 1
0
K1(x, x) dx < ∞
hold; these conditions are needed to ensure that f = g(−1(·)) ∈ H(0, 1) ⊆ L2([0, 1]).
Note that our deﬁnition for the norm does not distinguish between positive and negative
coefﬁcients in the power-series representation of the functions. Thus if functions of the form
g(w) = e−w2 are to be included in the space, so must the functions ew2 which are clearly
not integrable.
Note that smoothness can be very misleading, because it is possible for smooth functions
to have huge norms. Consider the functions f (x) = g(−1(x)) in our space H(0, 1).
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The norm of f in any Sobolev space with smoothness parameter 1 depends on∫ 1
0
[f ′(x)]2 dx = 2
∫ 1
0
[
g′(−1(x))
]2
e[
−1(x)]2 dx = √2
∫ ∞
−∞
[g′(w)]2e w
2
2 dw,
which is clearly inﬁnite for most g ∈ H(R) or equivalently f ∈ H(0, 1). Thus the apparent
smoothness in g does not translate to smoothness in f.
On the other hand, we can check and see if the functions g ∈ H(R) actually belong to
any of the Sobolev spaces in R. In fact it can be shown that for all convergent power series
g ∈ H(R) we have∫ ∞
−∞
[
g(r)(w)
]2
e−w2 dw < ∞,
where  ∈ (0, 12 ) is the parameter in (10). Results in [30] then indicate that it is possible
to achieve O(n−r ) convergence with a suitable quadrature rule in one dimension. Further-
more, a Smolyak-type algorithm (linear but not equal weight) can be constructed for higher
dimensions which will preserve this rate of convergence, see [29]. It is unknown whether
such rate of convergence can be achieved with QMC algorithms, or in particular, with lattice
rules.
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