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E∞-CELLS AND GENERAL LINEAR GROUPS
OF INFINITE FIELDS
SØREN GALATIUS, ALEXANDER KUPERS, AND OSCAR RANDAL-WILLIAMS
Abstract. We study the general linear groups of infinite fields (or more gener-
ally connected semi-local rings with infinite residue fields) from the perspective
of E∞-algebras. We prove that there is a vanishing line of slope 2 for their
E∞-homology, and analyse the groups on this line by determining all invariant
bilinear forms on Steinberg modules. We deduce from this a number of conse-
quences regarding the unstable homology of general linear groups, in particular
answering questions of Rognes, Suslin, Mirzaii, and others.
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1. Introduction
The category PA whose objects are finitely-generated projective modules over a
ring A and whose morphisms are A-linear isomorphisms, has a symmetric monoidal
structure given by direct sum. Hence its classifying space BPA has the structure of
anE∞-space. This paper arose from our attempts at understanding these structures
from the point of view of cellular E∞-algebras in the case that A is an infinite field,
or more generally a connected semi-local ring with infinite residue fields. Many
of the results we obtained can be stated without reference to E∞-algebras, and in
Sections 1.1–1.3 we shall do so. In Section 1.4 we will then explain the method
which underlies these (otherwise seemingly unrelated) results.
1.1. An invariant pairing on the Steinberg module. When A = F is a field
and V is a non-zero finite dimensional F-vector space, the Solomon–Tits theorem
asserts that the nerve of the partially ordered set of proper non-zero linear subspaces
of V has the homotopy type of a wedge of spheres of dimension dim(V )− 2. This
nerve is the Tits building T (V ), and the Steinberg module is the reduced homology
group
St(V ) := H˜dim(V )−2(T (V );Z).
As the top-dimensional homology of a simplicial complex, it is a subgroup of the
augmented simplicial chains C˜dim(V )−2(T (V )), which is free abelian on the set of
complete flags in V . We therefore obtain a pairing on St(V ) by restricting the
pairing on simplicial chains in which the set of complete flags form an orthonormal
basis. The resulting pairing
〈−,−〉 : St(V )⊗ St(V ) −→ Z
is symmetric, bilinear, GL(V )-invariant, and positive definite. Our first main result
is that it is universal among bilinear GL(V )-invariant pairings.
Theorem A. The induced map on coinvariants (St(V ) ⊗ St(V ))GL(V ) → Z is an
isomorphism.
There are natural homomorphisms St(V ) ⊗ St(W ) → St(V ⊕W ), giving n 7→
(St(Fn) ⊗ St(Fn))GLn(F) ∼= Z the structure of a graded-commutative ring; in Sec-
tion 6.3 we show that the Z’s in each degree assemble to a divided power algebra.
We prove Theorem A in Section 2.1, and in Section 2.2 we discuss several conse-
quences, including the following.
Theorem B. The k[GL(V )]-module k ⊗Z St(V ) is indecomposable, for any con-
nected commutative ring k.
Recall a module over a ring is irreducible if it contains no non-zero proper sub-
modules, and indecomposable if it contains no non-zero proper summands. We
do not know whether the Steinberg module is irreducible, but when k is a field of
characteristic zero we show k⊗St(V ) has no finite-dimensional sub-representations.
1.2. Rognes’ connectivity conjecture. Let us next describe some results relat-
ing to conjectures of Rognes about his spectrum-level rank filtration of the algebraic
K-theory of a ring A [Rog92]. Let us for notational reasons assume A is connected
and has the property that all projective modules are free. Rognes’ rank filtration
is an ascending exhaustive filtration
∗ ⊂ F0K(A) ⊂ F1K(A) ⊂ F2K(A) ⊂ · · · ⊂ K(A)
by subspectra, and he identified the filtration quotients as
FnK(A)
Fn−1K(A)
≃ D(An)//GLn(A),
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the homotopy orbits of GLn(A) acting on a certain spectrum D(A
n) called the
stable building. Based on calculations for n ≤ 3, Rognes has conjectured that, for
A a Euclidean domain or local ring, D(An) is (2n − 3)-connected (the “Connec-
tivity Conjecture”, [Rog92, Conjecture 12.3], [Rog10, Conjecture 4.6.1]). He also
conjectured that the GLn(A)-coinvariants of H2n−2(D(A
n)) are torsion for n ≥ 2
[Rog10, Conjecture 4.6.3]. It seems that for many of the intended applications it
suffices to know high connectivity after taking homotopy orbits by GLn(A), which
we establish in (i) of the following result, at least in the local ring case. In Section
8 we prove:
Theorem C.
(i) If A is a connected semi-local ring with all residue fields infinite then the
homotopy orbit spectrum D(An)//GLn(A) is (2n− 3)-connected.
(ii) If in addition A = F is an infinite field, then H2n−2(D(Fn)//GLn(F)) is given
by
Tor
ΓZ[x]
1 (Z,Z)n ∼=

Z {x} if n = 1,
Z/p {γpk(x)} if n = pk with p prime,
0 otherwise,
and in particular is finite for n ≥ 2.
Part (ii) would follow more generally for any connected semi-local ring A with
infinite residue fields, provided a suitable analogue of Theorem A held for such rings,
formulated as Conjecture 7.7. In Section 7.5 we prove that conjecture for projective
modules of rank ≤ 3, which is sufficient for some of our intended applications.
1.3. Homology of general linear groups. Let us next state some results about
the unstable homology of general linear groups, which we will describe in more
detail and prove in Sections 9 and 10. Firstly, in Section 9.2 we will show how to
use our methods to recover a result of Suslin [Sus84a, Theorem 3.4], Nesterenko
and Suslin [NS89, Theorems 2.7, 3.25] and Guin [Gui89, The´ore`me 2], asserting
that for a connected semi-local ring A with infinite residue fields we have
H∗(GLn(A),GLn−1(A);Z) = 0 for ∗ < n,
as well as an isomorphism
Hn(GLn(A),GLn−1(A);Z) ∼= KMn (A)
between relative group homology and MilnorK-theory, which we recall is the graded
ring generated by KM1 (A) = A
× subject to the relations a · b = 0 ∈ KM2 (A) when
a, b ∈ A× satisfy a+ b = 1.
We will then extend Nesterenko and Suslin’s theorem in the following way. In
Section 9.3 we explain how⊕
n≥1
Hn+1(GLn(A),GLn−1(A);Q)
may be made into a module over KM∗ (A)Q := Q⊗ZK
M
∗ (A), and we then show how
to generate this module efficiently. Our answer is expressed in terms of the third
Harrison homology (see [Har62]) of the graded-commutative ring KM∗ (A)Q.
Theorem D. For any connected semi-local ring A with all residue fields infinite,
there is a natural homomorphism of graded Q-vector spaces⊕
n≥0
Harr3(K
M
∗ (A)Q)n −→ Q⊗KM∗ (A)Q
⊕
n≥0
Hn,n+1(RQ/σ),
which is an isomorphism for n ≥ 5. If A is an infinite field then this map is an
isomorphism for n ≥ 4.
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For readers unfamiliar with Harrison homology let us mention that it is a
summand of Hochschild homology [Bar68, Theorem 1.1]. Expressing the lat-
ter as Tor-groups, our result implies the degree n part of the graded vector
space Tor
KM∗ (A)Q
3 (Q,Q) surjects onto the K
M
∗ (A)Q-module indecomposables of⊕
n≥1Hn+1(GLn(A),GLn−1(A);Q).
Under various concrete assumptions on the ring A our methods can give stronger
results about the relative homology H∗(GLn(A),GLn−1(A)), going further beyond
the Nesterenko–Suslin line ∗ = n. The following are three examples of such results:
Theorem E.
(i) If A is a connected semi-local ring with all residue fields infinite and such that
K2(A)Q = 0 then
Hd(GLn(A),GLn−1(A);Q) = 0
in degrees d < 4n−13 .
(ii) If p is a prime number and A is a connected semi-local ring with all residue
fields infinite and such that A× ⊗ Z/p = 0 then
Hd(GLn(A),GLn−1(A);Z/p) = 0
in degrees d < 32n.
(iii) If F is an algebraically closed field then
Hd(GLn(F),GLn−1(F);Z/p) = 0
in degrees d < 53n, for all primes p.
In particular, part (iii) of this theorem implies that for algebraically closed fields
Hn+1(GLn(F),GLn−1(F);Z/p) = 0 for all n ≥ 2 and all primes p. This relates to
the “higher pre-Bloch groups” suggested by Loday [Lod87, Section 4.4] and denoted
pn(F) by Mirzaii [Mir07]. These groups are expected to be related to Hn+1(GLn(F))
in a way that specialises to the relationship between H3(GL2(F)) and the pre-Bloch
group p(F) = p2(F). As we explain in Section 9.5, our results imply
pn(F)⊗ Z/p =
{
Z/p n odd,
0 n even,
which resolves [Mir07, Conjecture 3.5]. We also resolve a closely related conjecture
made earlier by [Yag00, Conjecture 0.2].
Finally, in Section 9.6 we prove the following result, which implies a new case of
Suslin’s “injectivity conjecture.”
Theorem F. If F is an infinite field and k is a field in which (n− 1)! is invertible
then the stabilisation map
Hn(GLn−1(F);k) −→ Hn(GLn(F);k)
is injective.
Suslin asked more generally whether the stabilisation map Hi(GLn−1(F);Q) →
Hi(GLn(F);Q) might be injective for all infinite fields and all i [Sah89, Problem
4.13], [BY94, Remark 7.7], [DJ02, Conjecture 2], [Mir08, Conjecture 1]. Our argu-
ment completes an approach of Mirzaii [Mir08].
In a different direction, in Section 10.2 apply our methods to analyse the homol-
ogy of the Steinberg module, in particular showing it vanishes in low degrees:
Theorem G. If A is a connected semi-local ring with infinite residue fields, then
Hd(GLn(A); St(A
n)) = 0 for d < 12 (n− 1).
Analogous results for fields have been obtained by Ash–Putman–Sam [APS18,
Theorem 1.1] and Miller–Nagpal–Patzt [MNP20, Theorem 7.1].
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1.4. E∞-cells. Let PA denote the groupoid of finitely generated projective A-
modules and A-linear isomorphisms between them. Assuming A is connected, there
is a well-defined functor r : PA → N sending a projective module to its rank. As a
consequence the nerve NPA comes with a map to N, and we let R(n) denote the
inverse image of {n}. Its homotopy type is given by
R(n) ≃
∐
[M ]
r(M)=n
BGL(M).
Direct sum of R-modules induce products R(n) ×R(m) → R(n + m) which are
associative and commutative “up to homotopy and higher homotopies,” making the
disjoint union
R =
∞∐
n=1
R(n)
into a (non-unital) E∞-space. For our purposes it is slightly better to work in
the category sModNZ of functors from N, regarded as a category with only identity
morphisms, to simplicial Z-modules. The relevant object for us is
n 7−→ RZ(n) = Z[NPA(n)],
the free simplicial Z-module on the nerve of PA(n), an E∞-algebra in sMod
N
Z .
There is a homology theory for E∞-algebras, an E∞-version of Andre´–Quillen
homology for simplicial commutative rings. We shall refer to [GKRW18a] for
more details. It associates bigraded abelian groups HE∞n,d (RZ) to the object
RZ ∈ AlgE∞(sMod
N
Z) above, where the n-grading comes from the rank function
r : PA → N and the d-grading is the homological grading. We have used a similar
device to study an E2-algebra constructed from mapping class groups of surfaces in
[GKRW19] and to study general linear groups of finite fields in [GKRW18c]. The
present paper started from our attempts to understand general linear groups from
a similar point of view.
The relationship to Rognes’ conjecture comes from an isomorphism
HE∞n,d (RZ)
∼= Hd(D(A
n)//GLn(A)),
valid assuming all finitely-generated projective A-modules are free. We discovered
Theorem C from attempts to estimate HE∞n,d (RZ).
The relationship to the Steinberg module and its tensor square comes from iso-
morphisms
HE1n,d(RZ)
∼= Hd−(n−1)(GLn(A); St(A
n))
HE2n,d(RZ)
∼= Hd−2(n−1)(GLn(A); St(A
n)⊗ St(An)),
valid when A is an infinite field.
Finally, the homology groups H∗(GLn(A)) are the homotopy groups of the sim-
plicial abelian group RZ(n), and the results listed in Section 1.3 are derived as
consequences of what we learned about HE∞∗,∗ (RZ).
Acknowledgements. AK and SG were supported by the European Research
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programme (grant agreement No. 682922). SG was also supported by the Elite-
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2. The Steinberg module and its tensor square
Before proving Theorem A, let us recall the definition of the Steinberg module
of GL(V ) for a finite-dimensional non-zero vector space V over a field F.
Definition 2.1. The Tits building T (V ) is the set of proper nontrivial subspaces
W ⊂ V , partially ordered by inclusion. We let T•(V ) = N•(T (V ),⊂) and write
T (V ) = |T•(V )| for its thin geometric realisation.
The following is proven in [Sol69] for finite fields, and in [Gar73, Theorem 2.2]
for all fields. See [KS14, Corollary 1] for a proof using techniques similar to those
in Section 7.
Theorem 2.2 (Solomon–Tits). The space T (V ) has the homotopy type of a wedge
of (dim(V )− 2)-spheres. The Steinberg module is the Z[GL(V )]-module
St(V ) := H˜dim(V )−2(T (V );Z),
which restricts to a free module of rank 1 over the subring Z[U ], where U ⊂ GL(V )
denotes the subgroup of upper unitriangular matrices with respect to a basis of V . 
Example 2.3. As a special case, T (F1) = ∅ and St(F1) = Z with trivial action of
GL(F1). Similarly, T (F2) is the set of lines in F2 and St(F2) is the kernel of the
augmentation Z{T (F2)} ։ Z with GL(F2) acting by permutation on the set of
lines.
Let us describe some particular classes in the Steinberg module. For an ordered
set L = (L1, L2, . . . , Ln) of 1-dimensional subspaces giving a direct sum decom-
position of V , there is a map fL : sd(∂∆
n−1) → T (V ) given by sending a flag of
nonempty proper subsets of {1, 2, . . . , n} to the corresponding flag of nonzero proper
subspaces of V . The image aL of the fundamental class of sd(∂∆
n−1) under (fL)∗
is called the apartment associated to L, and is an element of St(V ). It is well-known
(e.g. [BS73, Theorem 8.5.2]) that the apartments span St(V ).
2.1. Pairings on Steinberg modules. Let us choose bases and identify V ∼= Fn.
In the introduction we have described a positive definite symmetric bilinear form
〈−,−〉 : St(Fn)⊗ St(Fn) −→ Z
which is GLn(F)-invariant, and therefore induces a map
(St(Fn)⊗ St(Fn))GLn(F) −→ Z
on coinvariants. We must show that this is an isomorphism as long as n ≥ 1. Let us
assume for the moment that the coinvariants are cyclic, and explain how to deduce
the rest of the theorem.
Proof of Theorem A assuming cyclicity. It remains to show that 〈−,−〉 : St(Fn) ⊗
St(Fn) → Z is surjective for n ≥ 1, which we do using the theory of apartments
as described above. Consider the decomposition L = (L1, L2, . . . , Ln) with Li =
span(ei), and the decomposition L
′ = (L′1, L
′
2, . . . , L
′
n) with L
′
1 = L1 and L
′
i =
span(ei + ei−1) for i = 2, 3, . . . , n. The corresponding maps fL, fL′ : sd(∂∆
n−1)→
T (Fn) defining the apartments aL and aL′ share precisely one (n− 2)-simplex and
hence we have 〈aL, aL′〉 = 1. 
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To prove that the coinvariants are indeed cyclic we shall the Lee–Szczarba pre-
sentation ([LS76, Section 3], see also Section 7 below):
ZX1
∂
−→ ZX0 −→ St(Fn) −→ 0.
Here X0 is the set of bases for Fn, where we shall identify φ = (φ1, . . . , φn) with
the matrix φ ∈ GLn(F) whose ith column is φi. Similarly, X1 is the set of spanning
(n+1)-tuples of non-zero vectors in Fn. Thus this presentation says that St(Fn) is
generated over Z by symbols [φ] with φ ∈ X0 subject to certain relations arising
from X1. The generator [φ] corresponds to the apartment class from the direct sum
decomposition of Fn into the spans of the columns of the matrix φ.
In particular, for any φ = (φ1, . . . , φn) ∈ X0 we have elements of X1 given by
(φ1, . . . , φi, φi+1, φi, φi+2, . . . , φn)
(φ1, . . . , φi, αφi, φi+1, . . . , φn)
(φ1, . . . , φi, φi + φi+1, φi+1, . . . , φn).
These give the following three relations:
(I) Column permutations: the first of these three elements of X1 gives rise to
the relation that we may swap adjacent columns of φ if we simultaneously
change the sign of the generator [φ]. By induction we get the relation
[φσ(1), . . . , φσ(n)] = sign(σ)[φ1, . . . , φn]
for any permutation σ.
(II) Column scalings: the second element of X1, in which α ∈ F×, allows us to
multiply any column of the matrix φ by a non-zero element.
(III) Column addition: the third element of X1 gives the relation
[φ1, . . . , φn] = [φ1, . . . , φi−1, φi + φi+1, φi+1, φi+2, . . . , φn]
+ [φ1, . . . , φi−1, φi, φi + φi+1, φi+2, . . . , φn].
Combining these, we see that the symbol [φ] ∈ St(Fn) is subject to the usual
column operations from linear algebra applied to the matrix φ ∈ GLn(F), except
that “column addition” between the ith and jth column is symmetric in i and j:
we must add the ith column to the jth and simultaneously the jth to the ith, and
then take the formal sum of the two resulting matrices.
Proof of cyclicity. By tensoring together two copies of the Lee–Szczarba resolution,
we obtain an exact sequence
Z[(X1 ×X0) ∐ (X0 ×X1)]
∂⊗1+1⊗∂
−−−−−−→ Z[X0 ×X0]→ St(Fn)⊗ St(Fn)→ 0
of left Z[GLn(F)]-modules. Hence St(Fn)⊗ St(Fn) is generated over Z by symbols
[φ] ⊗ [ψ] with φ, ψ ∈ GLn(F), each subject to the “column operation” relations
above. In the coinvariants we additionally have the relation
[φ]⊗ [ψ] = [1]⊗ [φ−1ψ],
using [1] as shorthand for [idn], with idn the identity (n× n)-matrix.
We deduce from this that (St(Fn)⊗St(Fn))GLn(F) is generated by symbols [1]⊗[φ]
for matrices φ ∈ GLn(F), subject to the following two types of relations. The first is
the column operations described above. The second is that we allow row operations
in a similar fashion (where “row addition” is symmetrised in the same way as before,
resulting in the formal sum of the results of adding the ith row to the jth and the
jth to the ith). Actually, column addition in φ becomes row subtraction in φ−1ψ,
but row addition may be achieved by combining row subtraction with scaling of
rows by −1. The proof of cyclicity of the coinvariants is finished in the following
two steps.
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Claim 1. (St(Fn) ⊗ St(Fn))GLn(F) is generated as an abelian group by symbols
[1] ⊗ [φ] where φ ∈ GLn(F) is a matrix with entries φi,i = 1 for all i = 1, . . . , n,
φi,i+1 ∈ {0, 1} for all i = 1, . . . , n − 1, and all other entries zero. That is, it is a
matrix in Jordan form with 1’s on the diagonal, such as
1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1
 .
Claim 2. If φ ∈ GLn(F) is a matrix in Jordan form with 1’s on the diagonal, then
the class [1] ⊗ [φ] ∈ (St(Fn) ⊗ St(Fn))GLn(F) is an integer multiple of [1] ⊗ [Jn],
where Jn is the matrix with entries φi,i = 1 for all i = 1, . . . , n, φi,i+1 = 1 for all
i = 1, . . . , n− 1, and all other entries zero. That is, Jn is a single Jordan block of
size n× n, such as
J4 =

1 1 0 0
0 1 1 0
0 0 1 1
0 0 0 1
 .
These claims together imply cyclicity. They are proved separately below. 
Proof of Claim 1. We first explain how rewrite an arbitrary generator [1] ⊗ [φ] as
an integral linear combination of generators in which the last row of φ is of the
form (0, . . . , 0, 1) and the last column is of the form (0, . . . , 0, ε, 1) with ε ∈ {0, 1},
such as 
∗ ∗ ∗ 0
∗ ∗ ∗ 0
∗ ∗ ∗ ε
0 0 0 1
 ,
using all available column operations but only row operations which do not involve
the last row.
If the last row has a single non-zero entry, we may scale its column and then
permute columns so that the last row is of the desired form. Otherwise we may use
column scalings to arrange that the last row has one entry 1 and one entry −1, so
that the sum of the corresponding columns has last entry 0. Using column addition
between these two columns we obtain a relation [1] ⊗ [φ] = [1] ⊗ [φ′] + [1] ⊗ [φ′′]
where φ′ and φ′′ have strictly more zeros in the last row than φ did. By induction
we obtain a relation [1] ⊗ [φ] =
∑
i[1] ⊗ [φi] where the last row of each φi has
precisely one non-zero entry. Proceeding as in the first sentence of this paragraph
we see that the coinvariants are generated by those [1] ⊗ [φ] where the last row of
φ is (0, . . . , 0, 1).
If φ is of this form we may apply the same argument with the roles of columns
and rows swapped: by induction on the number of zeros in the last column we
may use row operations among the first (n − 1) rows to decrease the number of
non-zero entries in the last column. Without using the last row we achieve that no
more than two entries are non-zero, i.e. we have a relation [1]⊗ [φ] =
∑
i[1]⊗ [φi]
where the last column of each φi has at most two non-zero entries. One of these
must be the last entry, so (after scaling and swapping among the first (n− 1) rows)
the last column of each φi is either (0, . . . , 0, 1) or (after scaling rows) of the form
(0, . . . 0, 1, 1).
This argument takes care of the last row and last column, using all column
operations but only row operations not involving the last row. Hence it may be
applied to the upper left (n − 1) × (n − 1) block of φ ∈ GLn(F) without making
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modifications to the last row and column. By induction we rewrite an arbitrary
generator [1] ⊗ [φ] as a linear combination of generators where φ is in the desired
Jordan block form. 
Proof of Claim 2. If we write Ja,b = diag(Ja, Jb) with a + b = n, it suffices to
explain how to use the relations to rewrite [1]⊗ [Ja,b] as a multiple of [1]⊗ [Ja+b].
In the case where φ has more than two Jordan blocks we just repeatedly combine
two of them into one.
To this end, let us write Ja,b(i) for the matrix obtained from Ja,b by adding a 1
in the (a+ 1)st column and ith row, for i = 1, . . . , a, such as
J2,2 =

1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1
 ,
and
J2,2(1) =

1 1 1 0
0 1 0 0
0 0 1 1
0 0 0 1
 , J2,2(2) =

1 1 0 0
0 1 1 0
0 0 1 1
0 0 0 1
 = J4.
Then clearly Ja,b(a) = Ja+b and we shall also write Ja,b(0) = Ja,b.
We claim the relation
[1]⊗ [Ja,b(i)] = [1]⊗ [Ja,b(i+ 1)] + [1]⊗ [Jb+i,a−i(i+ 1)] (2.1)
holds for all i = 0, . . . , a− 1. To see this, first scale rows i+ 1, . . . , a and columns
i+1, . . . , a of Ja,b(i) by −1, with the effect of changing the sign of the entry in the
ith row and (i+ 1)st column. Then perform a column addition operation between
the ith and the (a+1)st columns. The result is two terms, the first of which becomes
Ja,b(i+1) after scaling rows 1, . . . , i and columns 1, . . . , i by −1, the second of which
becomes Jb+i,a−i(i+ 1) after conjugating by the matrixidi 0 00 0 ida−i
0 idb 0
 ,
where idk denotes the identity (k × k)-matrix. Since this is a permutation matrix
the conjugation may be achieved by permuting rows and columns.
We leave it to the reader to verify that these arguments apply also in the case
i = 0 (for example by taking the above proof for Ja+1,b(1) and deleting the first row
and column, which are not moved during the proof). We have finished the proof
of the relation (2.1), which by induction implies that [1] ⊗ [Ja,b] is a multiple of
[1] ⊗ [Ja+b]. (In fact the multiple can easily be seen to be the binomial coefficient(
a+b
a
)
.) 
2.2. Anisotropy and indecomposability. For any commutative ring k we have
an induced k[GL(V )]-module St
k
(V ) = k ⊗Z St(V ), and we extend the pairing
above to a k-bilinear pairing
〈−,−〉
k
: St
k
(V )× St
k
(V ) −→ k.
Let us record some properties of this pairing.
Theorem 2.4.
(i) The pairing induces an isomorphism (St
k
(V )⊗
k
St
k
(V ))GL(V )
∼
→ k.
(ii) The set of GL(V )-invariant k-bilinear pairings b : St
k
(V )×St
k
(V )→ k forms
a free k-module of rank 1, with the pairing 〈−,−〉
k
as basis. In particular all
invariant forms are symmetric.
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(iii) If k is an ordered field the pairing is positive definite. More generally, if k
is a ring in which 0 is not a non-trivial sum of squares, then the pairing is
anisotropic. In either case, the restriction to any k-linear submodule A ⊂
St
k
(V ) also induces an injection A→ A∨.
(iv) If F is infinite then the adjoint St
k
(V ) → St
k
(V )∨ = Hom
k
(St
k
(V ),k) is
injective.
Remark 2.5. In (iv) the assumption that F is infinite cannot be removed: one may
verify by hand that the conclusion is false for F = F2, V = F22, and k = Z/3.
Recall that a symmetric k-bilinear pairing b : M ×M → k on a k-module M
is called non-degenerate if the adjoint M → M∨ = Hom
k
(M,k) is injective. It
is called anisotropic if b(x, x) 6= 0 for any x ∈ M \ {0}. Anisotropy implies non-
degeneracy, but the stronger notion has the advantage of passing to submodules: in
fact, anisotropy is equivalent to the restrictionsM ′×M ′ → k being non-degenerate
for all submodulesM ′ ⊂M . If k is an ordered field, then any positive definite form
is anisotropic (but anisotropy is more general, e.g., the quadratic form x2 − 2y2
over the ordered field Q is anisotropic but not positive definite).
Proof of Theorem 2.4. It is clear that
(St
k
(V )⊗
k
St
k
(V ))GL(V ) = k⊗Z (St(V )⊗ St(V ))GL(V ),
so (i) and (ii) follow from Theorem A.
For (iii), recall that St(V ) = ker[∂ : C˜dim(V )−2(T (V )) → C˜dim(V )−3(T (V ))] and
that the pairing on St
k
(V ) is the restriction of the chain level pairing in which the
set of full flags forms an orthonormal basis. If x =
∑
F aF · F is a finite sum of
full flags F with coefficients aF ∈ k, then 〈x, x〉k =
∑
F a
2
F . If x 6= 0 then this
self-pairing is positive if k is an ordered field, and non-zero if no non-trivial sum of
squares is zero in k.
For (iv) we first establish the following claim. Recall that top-dimensional
simplices of T (V ) correspond to full flags in V ; we write F for a full flag
0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fn = V where dim(Fi) = i. The apartment correspond-
ing to a splitting of V into 1-dimensional subspaces L1, L2, . . . , Ln consists of those
full flags which maybe obtained as partial sums of the Li in some order.
Claim. Assume F is infinite. For a full flag F and a finite set of full flags {Fα}α∈I
distinct from F , there is an apartment of T (V ) having F as a face and having no
Fα as a face.
Proof of claim. For each r consider the set
Vr := Fr \
(
Fr−1 ∪
⋃
α∈I
Fαr−1
)
.
This is the complement in Fr of finitely-many proper subspaces, so is non-empty
under our assumption that F is infinite.
Choose elements vr ∈ Vr, and let Lr := span(vr). As vr 6∈ Fr−1 we have
Fr = L1 ⊕ · · · ⊕ Lr, so the apartment given by this splitting has the flag F as a
face. If this apartment contained Fα as a face then, for some permutation σ, we
would have Fαr = Lσ(1) ⊕ Lσ(2) ⊕ · · · ⊕ Lσ(r) for each r. Thus vσ(r) ∈ F
α
r for each
r, so by definition of the sets Vr we have r ≥ σ(r) for each r, but then σ must be
the identity permutation and so Fα = F , a contradiction. 
To finish the proof of (iv) let x ∈ St
k
(V ) be nonzero: it is then a finite non-trivial
k-linear sum of full flags, and we let F be a full flag having non-zero coefficient k ∈ k
and {Fα}α∈I be the remaining full flags arising in this sum. The claim provides
an apartment a containing F but not containing any Fα, but then the definition
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of the pairing shows that 〈x, a〉 = k 6= 0 so x is not in the kernel of the adjoint
map. 
Let us explain how to use the bilinear pairing to prove that the k[GL(V )]-module
St
k
(V ) is indecomposable for any connected commutative ring k and any finite-
dimensional vector space V over a field F. The irreducibility/indecomposability
question for Steinberg modules of infinite fields was also asked by A. Putman [Put].
The connection between Theorem A and irreducibility was pointed out to us by
A. Venkatesh.
Proof of Theorem B. The k-linear map St
k
(V ) → St
k
(V )∨ = Hom
k
(St
k
(V ),k)
adjoint to the bilinear form is injective by Theorem 2.4 (ii). Applying the left exact
functor Hom
k
(St
k
(V ),−) gives an injective homomorphism
Hom
k
(St
k
(V ), St
k
(V )) →֒ Hom
k
(St
k
(V ), St
k
(V )∨)
∼= Hom
k
(St
k
(V )⊗
k
St
k
(V ),k),
sending an endomorphism A to the bilinear form x ⊗ y 7→ 〈Ax, y〉. This injective
homomorphism is GL(V )-equivariant when that group acts by conjugation in the
domain and by dualising the diagonal action on St
k
(V )⊗
k
St
k
(V ) in the codomain.
Passing to fixed points we get an injective k-linear homomorphism
End
k
(St
k
(V ))GL(V ) → Hom
k
(St
k
(V )⊗
k
St
k
(V ),k)GL(V ).
We have seen that the codomain is a free k-module of rank one, and since
1 ∈ End
k[GL(V )](Stk(V )) is sent to 〈−,−〉k, it follows that the identity gives an
isomorphism
k→ End
k
(St
k
(V ))GL(V ).
In particular if the ring k is connected (i.e. has no non-trivial idempotents) then
there are no non-trivial GL(V )-equivariant idempotent endomorphisms of St
k
(V ).

We do not know whether St
k
(V ) is irreducible, but when k is a field in which
no non-trivial sum of squares is zero, then it cannot contain any submodules which
are finite-dimensional over k. Indeed, suppose for contradiction that A ⊂ St
k
(V )
were such a submodule and consider the composition
A →֒ St
k
(V )→ St
k
(V )∨ → A∨.
It is injective because the pairing is anisotropic, but A and A∨ are vector spaces
of the same finite dimension so it is an isomorphism, so A is a k[GL(V )]-linear
summand of St
k
(V ).
Remark 2.6. A similar conclusion holds when k admits an involution whose fixed
field k+ ⊂ k satisfies that no non-trivial sum of squares is zero, e.g., for k = C.
The proof is similar, except the pairing should be extended to a sesquilinear pairing
on St
k
(V ).
3. Overview of Ek-cells and Ek-homology
Let us briefly outline the theory developed [GKRW18a], which will play a role in
the rest of the paper. We refer there for further details and for proofs and references,
and we shall refer to things labelled X in [GKRW18a] as Ek.X here.
This theory is designed to analyse the homology of (non-unital) Ek-algebras like∐
n≥1
BGLn(F). (3.1)
In fact, as we are only interested in the k-homology we may as well take the k-
linear singular simplices on this space. Furthermore, as we wish to distinguish the
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contributions to homology of the different path components, we shall work with
an additional N-grading, called rank: we therefore work in the category sModN
k
of
N-graded simplicial k-modules, i.e. the category of functors M : N→ sMod
k
. This
is given a symmetric monoidal structure by Day convolution, with p simplices in
rank n given by
(M ⊗N)p(n) =
⊕
a+b=n
Mp(a)⊗k Np(b).
The homology of a simplicial k-module means the homology of the associated chain
complex, or equivalently the homotopy groups of the underlying simplicial set. An
object X ∈ sModN
k
hence has bigraded homology groups via Hn,d(X) := Hd(X(n)).
The little k-cubes operad has a space of r-ary operations given by r-tuples of
rectilinear embeddings of a k-cube into k-cube with disjoint interior, except when
r = 0 in which case it is empty. We may import this into sModN
k
by first taking its
k-linear singular simplicial set, and then placing the result in rank 0: we denote
the result by Ck.
A (non-unital) Ek-algebra in sMod
N
k
is then an algebra over the operad Ck; we
denote these by bold letters such as R and write AlgEk(sMod
N
k
) for the category of
Ek-algebras in sMod
N
k
. We denote by Ek(−) the monad on sMod
N
k
associated to Ck,
and by Ek(X) the free (non-unital) Ek-algebra on X . We will mainly be concerned
with considering the k-linearisation of (3.1) as an E1-, E2-, or E∞-algebra in the
category sModN
k
, and in particular describing cell structures on it.
To explain what we mean by this, let us denote by ∂Dn,d ∈ sModN
k
the object
given at n ∈ N by k[∂∆d], the k-linearisation of the simplicial set given by the
boundary of the d-simplex, and by 0 otherwise; we write Dn,d for the analogous
construction with k[∆d]. By adjunction, a morphism ∂Dn,d → R in sModN
k
extends
to a morphism Ek(∂D
n,d) → R of Ek-algebras, using which we may form the
pushout
Ek(∂D
n,d) R
Ek(D
n,d) R ∪Ek Dn,d.
in the category AlgEk(sMod
N
k
). This is what it means to attach a cell to R. A
cellular Ek-algebra is one obtained by iterated cell attachments starting with the
zero object, and a cellular approximation to R is a weak equivalence C
∼
→ R from
a cellular object.
In order to control cell structures we will use a homology theory for Ek-algebras.
The indecomposables of R ∈ AlgEk(sMod
N
k
) are defined by the exact sequence⊕
n≥2
Ck(n)⊗R
⊗n −→ R −→ QEk(R) −→ 0
in sModN
k
, with the leftmost map given by the Ek-algebra structure of R. That
is, we collapse all elements of R which can be obtained by applying at least 2-
ary operations. The construction QEk : AlgEk(sMod
N
k
) → sModN
k
is not homotopy
invariant, but has a left derived functor QEkL called the derived indecomposables. (In
the notation of [GKRW18a] we have actually defined the relative indecomposables,
but because C∞(1) ≃ ∗ at the level of derived functors there is no difference between
this and the absolute indecomposables, cf. equation (11.2) in Section Ek.11.3.) We
then define the Ek-homology groups of R by the formula
HEkn,d(R) := Hn,d(Q
Ek
L (R)) = Hd(Q
Ek
L (R)(n)).
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One does not typically try to compute Ek-homology directly from the defini-
tion. Instead, one uses a description in terms of a k-fold bar construction (in-
stances have been given by Getzler–Jones, Basterra–Mandell, Francis, and Fresse).
More precisely, if R+ denotes the unitalisation of the non-unital Ek-algebra R,
and ε : R+ → k its corresponding augmentation, then in Section Ek.13.1 we have
described an equivalence
k⊕ ΣkQEkL (R) ≃ B
Ek(R+, ε),
where the right-hand side denotes a certain model for the k-fold bar construction
of the augmented Ek-algebra ε : R
+ → k. An advantage of this point of view is
that the k-fold bar construction can be calculated iteratively, which makes it easy
to relate information about Ek−1-homology to information about Ek-homology.
Derived indecomposables are related to cellular approximation as follows. Being
a left adjoint, QEk preserves pushouts, and by direct calculation QEk(Ek(X)) ∼= X .
A cellular Ek-algebra C is cofibrant, so we may consider its underived indecom-
posables QEk(C): this is then a cellular object in sModN
k
, with one cell for each
Ek-cell of C. The groups H
Ek
∗,∗(R) therefore give a lower bound on the cells needed
for any cellular approximation of R. In fact there is a Hurewicz theorem for Ek-
homology (Corollary Ek.11.12), which means it can be used to construct minimal
Ek-cell structures. In particular if R(0) ≃ 0 and H
Ek
n,d(R) = 0 for d < f(n), then
R admits a cellular approximation
C
∼
−→ R
built only using cells of bidegrees (n, d) such that d ≥ f(n). This C may be chosen
to be CW rather than just cellular, meaning it comes with a lift to an Ek-algebra in
filtered objects of sModN
k
with good properties (not a filtered object in Ek-algebras),
see Section Ek.6.3.
An overview of how we shall use these ideas in the rest of the paper is as follows.
In Section 4 we will explain how to construct an E∞-algebra R in sSet
N with
R(n) ≃ BGLn(A),
which for any commutative ring k we may k-linearise to give R
k
∈ AlgE∞(sMod
N
k
)
having Hn,d(Rk) = Hd(GLn(A);k). Our first goal is to establish vanishing lines
for HEkn,d(Rk) for k ∈ {1, 2,∞}. To do so, in Section 5 we will describe the k-fold
simplicial sets which arise in the k-fold bar construction model for derived Ek-
indecomposables of this R, as well as Rognes’ k-fold analogue of the Tits building,
and conditions under which these are related. The main goal is to show that if the
data (A,k) satisfies the “Nesterenko–Suslin property” then Rognes’ k-fold analogue
of the Tits building may be used to calculate HEkn,d(Rk).
After this general theory, in Section 6 we will specialise to the case that A is
an infinite field (in which case (A,k) does indeed satisfy the Nesterenko–Suslin
property for any coefficients k). In this case we will simply observe that Rognes’ 2-
fold analogue of the Tits building is simply the smash-square of the 1-fold analogue,
so that it is twice as highly-connected as the Tits building. This means that there is
a much steeper vanishing line for the E2-homology (and hence E∞-homology) ofRk
than one can formally deduce from the vanishing line for its E1-homology. Finally,
we analyse completely the E2- and E∞-homology along this vanishing line, which
in particular will prove Theorem 6.9. In Section 7 we will explain the analogues
of most of these results in the case that A is a connected semi-local ring with all
residue fields infinite.
We then come to applications. Here we shall use most of the technical tools
developed in [GKRW18a], and will not try to summarise them all here.
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3.1. Glossary and some notation from [GKRW18a]. For the reader’s conve-
nience we collect some notation from op.cit., but we refer there for more details.
• Many arguments take place in the categories sSetN, sSetN∗ , and sMod
N
k
, of functors
from N (regarded as a category with only identity morphisms) to the category of
simplicial sets, pointed simplicial sets, and simplicial k-modules, respectively.
• Given an algebra R ∈ AlgE∞(sSet
N) and a commutative ring k, we denote by
R
k
∈ AlgE∞(sMod
N
k
) the k-linearisation of R.
• ObjectsX ∈ sModN
k
have homology groups which are bigraded k-modules, defined
by Hn,d(X) = πd(X(n)).
• The object Dn,d ∈ sSetN is given at n ∈ N by ∆d and ∅ otherwise. Similarly,
∂Dn,d ∈ sSetN is given at n ∈ N by ∂∆d and ∅ otherwise. Finally, Sn,d =
Dn,d/∂Dn,d ∈ sSetN∗ .
• On homology, smashing with Sn,d has the effect of shifting bidegrees: for X ∈
sModN
k
, Hn+n′,d+d′(S
n′,d′ ∧ X) = Hn,d(X) if n ≥ 0 and d ≥ 0 and otherwise
vanishes.
• The unitalisation of an Ek-algebra R is denoted R+, see Section Ek.4.4. By
“Ek-algebra” we always mean the non-unital type, unless otherwise specified.
• If R is an E1-algebra, then R denotes a unital and associative algebra naturally
weakly equivalent to R+ as a unital E1-algebra, see Proposition Ek.12.9 and the
construction preceding it. If R is an Ek-algebra, we regard it is an E1-algebra
before applying these constructions.
• Filtered objects in a category C are functors Z≤ → C, where Z≤ denotes the
category with object set Z and morphism set m→ n either a singleton or empty,
depending on whether m ≤ n or m > n. We often consider filtered objects in
functor categories such as C = sModN
k
, in which case filtered objects are functors
N× Z≤ → sModk.
• To an unfiltered object X is associated a filtered object a∗X for each a ∈ Z,
making the functor X 7→ a∗X left adjoint to evaluation at the object a ∈ Z≤.
Explicitly, (a∗X)(n) is X for n ≥ a and is the initial object for n < a. See Section
Ek.5.3.2.
• There is a spectral sequence associated to a filtered object X ∈ sMod
N×Z≤
k
. In
our grading conventions, see Theorem Ek.10.10, it has
E1n,p,q = Hn,p+q(X(q), X(q − 1)), d
r : Ern,p,q → E
r
n,p+r−1,q−r,
and if it conditionally converges, it does so to Hn,p+q(colimX). This does not
relate the different n at all (disregarding any multiplicative structures) so may be
regarded as one spectral sequence for each n ∈ N. Then (Ern,∗,∗, d
r)r≥2 is graded
as the usual homological Serre spectral sequence, but with p and q swapped.
4. General linear groups as an E∞-algebra
Convention 4.1. All our rings A are commutative.
For any ring A there is a groupoid PA with objects the finitely-generated projec-
tive A-modules, and morphisms given by the A-module isomorphisms. We write
GL(M) for the group of automorphisms of an A-module M . Direct sum ⊕ endows
PA with a symmetric monoidal structure.
Lemma 4.2. The symmetric monoidal groupoid (PA,⊕, 0) has the following prop-
erties:
(i) for the monoidal unit 0 we have GL(0) = {e},
(ii) the homomorphism − ⊕ − : GL(M) ×GL(N) → GL(M ⊕N) induced by the
monoidal structure is injective.e.
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A finitely-generated projective A-module M has a rank rkp(M) for each prime
ideal p ⊂ A, and these form a locally constant function on Spec(A) [Sta18,
Tag 00NV]). We will therefore suppose that Spec(A) is connected (and will usu-
ally say that “A is connected”), so that there is a unique rank associated to each
finitely-generated projective A-module. This gives a functor
r : PA −→ N.
We will use this category to construct a non-unitalE∞-algebraR ∈ AlgE∞(sSet
N)
with R(0) = ∅ and
R(n) ≃
∐
[M ]
r(M)=n
BGL(M), (4.1)
where the disjoint union is over isomorphism classes of rank n projective A-modules,
following Section Ek.17.1.
We now proceed as in Section Ek.17.1, using that by Lemma 4.2 (i) above the
groupoid PA satisfies Assumption Ek.17.1. There is a functor ∗>0 in sSet
PA given
by 0 7→ ∅ and M 7→ ∗ for M 6= 0, which has a unique non-unital commutative
algebra structure and hence is in particular a non-unital E∞-algebra. As described
in Section Ek.9.2 the category AlgEk(sSet
PA) of Ek-algebras in sSet
PA admits the
projective model structure. By cofibrantly replacing ∗>0 we obtain a cofibrant
non-unital E∞-algebra T with
T(P ) ≃
{
∅ if M = 0,
∗ if M 6= 0.
Precomposition by r gives a functor r∗ : sSetN → sSetPA which admits a left
adjoint r∗ by left Kan extension, and this is (strong) symmetric monoidal. As in
Section Ek.4.3 it induces a functor between categories of E∞-algebras, i.e. it may
be considered as a functor r∗ : AlgE∞(sSet
PA) → AlgE∞(sSet
N), which is the left
adjoint in a Quillen adjunction. We may thus take its left derived functor Lr∗, and
define
R := r∗(T) ≃ Lr∗(∗>0) ∈ AlgE∞(sSet
N),
which satisfies R(0) = ∅ and (4.1) above.
As we have mentioned we will often only be interested in homology groups, in
which case there is no loss in passing from simplicial sets to simplicial k-modules
and considering instead R
k
:= k[R] ∈ AlgE∞(sMod
N
k
). This satisfies
Hn,d(Rk) =
⊕
[M ]
r(M)=n
Hd(GL(M);k).
In practice we will usually work under ring-theoretic assumptions on A which
imply that every finitely-generated projective A-module is free (namely that A is
semi-local and connected [Sta18, Tag 02M9]). In this case we simply have
Hn,d(Rk) = Hd(GLn(A);k).
We can mimic this for any ringA by considering the subcategory FA of PA consisting
of free modules, which inherits a symmetric monoidality, and which again has a
rank functor. Repeating the above construction gives a R ∈ AlgE∞(sSet
N) with
R(0) = ∅ and R(n) ≃ BGLn(A). However the general constructions in Sections
5 and 7 are most natural from the point of view of projective modules, and this is
the perspective we shall take.
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5. Higher-dimensional buildings and their split analogues
In this section we study various buildings of summands or flags of A-modules.
In Section 5.3 we relate buildings of summands to buildings of flags using the
Nesterenko–Suslin property. Both are in Section 5.4 related to Ek-homology of R.
5.1. The k-dimensional building. As usual we write [p] for the finite linear
order 0 < 1 < 2 < · · · < p, considered as a category. Products [p1] × . . . × [pk]
denote the product category (or equivalently, product poset), and use the shorter
notation [p1, . . . , pk]. Given a, b ∈ [p] with a ≤ b we shall write [a ≤ b] for the full
subcategory on the set {a, b}, isomorphic as a poset to either [0] or [1]. Similarly,
given a, b ∈ [p1, . . . , pk] with a ≤ b we have a subposet
[a1 ≤ b1]× . . .× [ak ≤ bk] →֒ [p1, . . . , pk]
which is a cube, i.e. isomorphic as a poset to [1]k
′
for some k′ ≤ k. We shall need
to refer to the subposet
[a1 ≤ b1]× . . .× [ak ≤ bk] \ {b} →֒ [p1, . . . , pk],
the cube with its terminal element removed, the punctured cube.
For a ring A and an A-module M , let Sub(M) denote the set of submodules
P ⊂ M which are summands. By definition, P is a summand if it admits a
complement, i.e. there exists a submodule Q ⊂ M such that the natural map
P ⊕ Q → M is an isomorphism. If P ⊂ M is a summand in M , it is also a
summand in any submodule M ′ ⊂ M containing P ; its complement is the kernel
of the restriction to M ′ of the projection M → P .
We shall regard Sub(M) as a partially ordered set with respect to inclusion.
Definition 5.1. A functor φ : [p1, . . . , pk]→ Sub(M) is called a lattice if the natural
map
colim
[a1≤b1]×...×[ak≤bk]\{b}
φ −→ φ(b) (5.1)
is a monomorphism onto a summand (in M , or equivalently in φ(b)). (Here the
colimit denotes colimit in the category of A-modules, not in the poset Sub(M).)
A lattice φ : [p1, . . . , pk]→ Sub(M) is full if it satisfies
(i) φ(a1, . . . , ak) = 0 if ai = 0 for some i ∈ {1, . . . , k},
(ii) φ(p1, . . . , pk) =M .
Remark 5.2. Our definition differs from Rognes’ [Rog92, Definition 2.3], in that
he includes condition (i) in his notion of “lattice”. Nonetheless, our notions of
k-dimensional building and stable building are isomorphic to Rognes’ (compare
our Definition 5.4 with [Rog92, Definition 3.9] and our Definition 5.5 with [Rog92,
Definition 10.8]): they differ only in that Rognes discards those functors not satis-
fying (i) by passing to a pointed subset, while passing to a quotient set seems more
natural to us.
The following two properties are easily verified.
Lemma 5.3.
(i) For any lattice φ : [p1, . . . , pk]→ Sub(M) and any morphism θ : [q1, . . . , qk]→
[p1, . . . , pk] in ∆
×k, the functor
θ∗φ : [q1, . . . , qk] −→ Sub(M)
is again a lattice.
(ii) If φ is not full, then θ∗φ is also not full. 
E∞-CELLS AND GENERAL LINEAR GROUPS OF INFINITE FIELDS 17
Definition 5.4. The k-dimensional building Dk(M)•,...,• is the k-fold simplicial
pointed set with (p1, p2, . . . , pk)-simplices defined by the pushout
{non-full lattices} {lattices [p1, . . . , pk]→ Sub(M)}
{∗} Dk(M)p1,...,pk
The simplicial structure is given by the evident functoriality on ∆k, via Lemma 5.3.
We write Dk(M) for the k-fold thin geometric realisation of this k-fold simplicial
pointed set.
There is a map of (k + 1)-fold simplicial pointed spaces
S1• ∧D
k(M)•,...,• −→ D
k+1(M)•,...,•
given on the non-degenerate simplex of S1• by the map
Dk(M)p1,p2,...,pk −→ D
k+1(M)1,p1,p2,...,pk
induced by sending a lattice φ : [p1, . . . , pk] → Sub(M) to the lattice
φ′ : [1, p1, . . . , pk]→ Sub(M) given by
φ′(0, a1, . . . , ak) = 0
φ′(1, a1, . . . , ak) = φ(a1, . . . , ak)
Upon geometric realisation these provide the structure maps for a symmetric spec-
trum [Rog92, Proposition 3.8].
Definition 5.5. The stable building D(M) is the spectrum {Dk(M)}k∈N with
structure maps as above. It comes equipped with an action of GL(M) by naturality.
We will use the following criterion to recognise full lattices, using the notation
p := {1, . . . , p}:
Lemma 5.6. Let φ : [p1, . . . , pk] → Sub(M) be a functor. Then the following are
equivalent:
(i) φ is a full lattice,
(ii) the map (5.1) is a monomorphism onto a summand whenever ai = bi − 1,
φ(a1, . . . , ak) = 0 if ai = 0 for some i ∈ {1, . . . , k} and φ(p1, . . . , pk) =M ,
(iii) there exist Mi ∈ Sub(M) for each i = (i1, . . . , ik) ∈ p1× . . .× pk such that the
Mi’s span M and such that for all a ∈ [p1, . . . , pk], the natural map
a1⊕
i1=1
. . .
ak⊕
ik=1
Mi −→M
is a monomorphism with image φ(a).
Proof. That (i)⇒ (ii) is obvious, as we are requiring condition (5.1) for fewer cubes.
For (iii) ⇒ (i), suppose the functor φ satisfies the condition about the existence
of Mi’s as stated. In particular the direct sum of all the Mi maps to M by an
isomorphism. Then it is easily verified that the natural maps
colim
[b1−1≤b1]×...×[bk−1≤bk]\{b}
φ −→
∑
i<b
Mi ←−
⊕
i<b
Mi (5.2)
are both isomorphisms, where
∑
denotes sum of subspaces and
⊕
the abstract
direct sum. In both cases the index “i < b” denotes the set of i ∈ p1 × . . . × pk
with i ≤ b in the product order but i 6= b. Firstly, the right-hand map is an
isomorphism because it is certainly surjective and is injective as we have assumed
that
⊕
iMi → M is an isomorphism. Secondly, an inverse map from the abstract
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direct sum to the colimit may be defined by choosing for i < b a j ∈ [b1 − 1 ≤
b1] × . . . × [bk − 1 ≤ bk] \ {b} with i ≤ j. The inclusions Mi ⊂ φ(i) ⊂ φ(j) give a
map from Mi to the colimit, which is independent of choice of j. Then the lattice
conditions translate to the natural map⊕
i<b
Mi −→
⊕
i≤b
Mi
being a monomorphism admitting a complement, which is of course true.
For (ii) ⇒ (iii), suppose φ : [p1, . . . , pk]→ Sub(M) satisfies the stated condition,
and choose for each i a submodule Mi ⊂ φ(i) which is a complement to the image
of the monomorphism
colim
[i1−1≤i1]×...×[ik−1≤ik]\{b}
φ −→ φ(b).
Then for all i ≤ j we have Mi ⊂ φ(i) ⊂ φ(j), so the inclusions induce a map⊕
i≤a
Mi −→ φ(a), (5.3)
which we claim is an isomorphism. Writing |a| = a1 + . . .+ ak, this is obvious for
|a| = 0. Assuming by induction that this has been proven for all |a| < |b| and in
particular for all a < b, we deduce as above that the natural maps (5.2) are both
isomorphisms. Adding the complement Mb then proves (5.3) for a = b, providing
the induction step. 
The previous lemma implies that a full lattice φ : [p1, . . . , pk] → Sub(M) is de-
termined by the objects
Lji = φ(p1, . . . , pj−1, i, pj+1, . . . , pk) ∈ Sub(M), j = 1, . . . , k; i = 1, . . . , pj.
Indeed, if φ(a) =
∑
i≤aMi, then L
j
a =
⊕
i with ij≤a
Mi. Since the Mi intersect
trivially, we have
φ(a) = L1a1 ∩ . . . ∩ L
k
ak
.
For each j = 1, . . . , k, the flag 0 ⊂ Lj1 ⊂ . . . ⊂ L
j
pj forms an element of D
1(M)p.
We conclude that:
Lemma 5.7. There is an injection of pointed sets
Dk(M)p1,...,pk −→ D
1(M)p1 ∧ . . . ∧D
1(M)pk , (5.4)
assembling to a levelwise injective map of multisimplicial pointed sets.
5.2. Split buildings. The k-dimensional split building is a k-fold simplicial pointed
set D˜k(M) where a non-basepoint simplex is a non-basepoint simplex σ of Dk(M)
together with choices of submodules Mi as in Lemma 5.6. For k = 1, a twice
desuspended version was first defined by Charney [Cha80, p. 3]. It also appeared
in [GKRW18c, Section 3.3]. Let us spell out the definition.
Definition 5.8. Let X be a finite pointed set and f : X → Sub(M) a function. We
say that f is a splitting if the natural map⊕
x∈X
f(x) −→M
is an isomorphism.
If f is a splitting and θ : X → Y is a map of finite pointed sets, then the map
θ∗f : Y −→ Sub(M)
y 7−→
∑
x∈θ−1(x)
f(x)
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is also a splitting. If f(∗) 6= 0, then also (θ∗f)(∗) 6= 0. Hence the association
S : X 7−→
splittings f : X → Sub(M)
splittings with f(∗) 6= 0
(5.5)
defines a functor from finite pointed sets to pointed sets, i.e. a Γ-set in the sense of
Segal.
Definition 5.9. The k-dimensional split building D˜k(M)•,...,• is the k-fold simpli-
cial set given as the composition of (5.5) with the functor
(∆op)×k −→ finite pointed sets
([p1], . . . , [pk]) 7−→ S
1
p1 ∧ . . . ∧ S
1
pk ,
where S1• = ∆[1]/∂∆[1] denotes the usual model of the simplicial circle: S
1
p is the
quotient of the set of maps [p] → [1] in ∆ by the subset of constant maps. Write
D˜k(M) for the k-fold geometric realisation of this k-fold simplicial pointed set.
A non-basepoint element θ : [p] → [1] of S1[p] may be identified with the unique
number i ∈ {1, . . . , p} for which θ−1(0) = {0, . . . , i − 1}. Hence non-basepoint
elements of D˜k(M)p1,...,pk may be identified with functions (recalling p = {1, . . . , p})
M : p1 × . . .× pk −→ Sub(M)
for which the natural map
⊕
iM(i)→M is an isomorphism.
There is a forgetful map of multisimplicial pointed sets
D˜k(M)•,...,• −→ D
k(M)•,...,•
M 7−→ φM
(5.6)
whose value on a non-basepointM is defined by
φM(a) =
∑
i≤a
M(i).
This is a full flag and, comparing with Lemma 5.6, we see that the modules denoted
Mi there may be chosen as M(i). In this way we have set up a bijection between
non-basepoints of D˜k(M)p1,...,pk and non-basepoints ofD
k(M)p1,...,pk together with
a choice of splitting submodules as in Lemma 5.6. Under this bijection the map (5.6)
amounts to forgetting the splittings.
Just like in Lemma 5.7 we may compare D˜k to a k-fold smash product of D˜1:
Lemma 5.10. The analogous formula to that of Lemma 5.7 gives (no longer in-
jective) maps of pointed sets
D˜k(M)p1,...,pk −→ D˜
1(M)p1 ∧ . . . ∧ D˜
1(M)pk , (5.7)
which assemble to a map of multisimplicial pointed sets. These are related to those
of Lemma 5.7 by the maps (5.6).
The group GL(M) = AutA(M) acts on the set Sub(M) by sending a submodule
to its image under an automorphism of M , and hence acts on the multisimplicial
pointed sets Dk(M)•,...,• and D˜
k(M)•,...,• and their thin geometric realisations.
Proposition 5.11. Let A be a commutative ring and M a finitely generated pro-
jective module. Then the map of GL(M)-orbit sets
D˜k(M)p1,...,pk/GL(M) −→ D
k(M)p1,...,pk/GL(M)
induced by the GL(M)-equivariant map (5.6) is a bijection.
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Proof. Lemma 5.6 implies that the map (5.6) is surjective and hence the induced
map of orbit sets is also surjective.
To prove injectivity, let us first observe that two non-basepoint (p1, . . . , pk)-
simplices M and M′ of D˜k(M) are in the same GL(M)-orbit if and only if M(a)
and M′(a) are isomorphic as abstract A-modules for each a ∈ p1 × . . . × pk. In-
deed, a choice of abstract isomorphisms fa : M(a)→M′(a) may be summed to an
automorphism
M
∼=
←−
⊕
a
M(a)
⊕afa
−−−→
⊕
a
M′(a)
∼=
−→M
which will take M to M′. But if an automorphism f ∈ GL(M) takes φM to φM′ ,
then it indeed induces isomorphisms
M(a) ∼=
φM(i)∑
i<a φM(i)
∼
−→
φM′(i)∑
i<a φM′(i)
∼=M′(a). 
5.3. The Nesterenko–Suslin property. In this section we explain how to com-
pare A-linear isomorphisms preserving a splitting
⊕
x∈XMx
∼= M to the A-linear
isomorphisms preserving any filtration induced a partial order on the set X . We
shall use this later to compare the two kinds of buldings we have just introduced.
Suppose we have a ring A and a filtration
0 ⊂ P ⊂ P ⊕Q
of A-modules, then we define a subgroup GL(P ⊕Q, fix P ) ≤ GL(P ⊕Q) of auto-
morphisms which fix P pointwise. There are homorphisms
GL(Q) −→ GL(P ⊕Q, fix P ) −→ GL(Q)
given respectively by extending an automorphism ofQ by the identity on P , and tak-
ing the induced automorphism of (P ⊕Q)/P ∼= Q. These homomorphisms identify
GL(P ⊕Q, fix P ) with the semi-direct product GL(Q)⋉HomA(Q,P ). Nesterenko
and Suslin gave an condition on A under which these maps are isomorphisms on
homology with coefficients in k, a condition which we axiomatise:
Definition 5.12. We say that the pair (A,k) satisfies the Nesterenko–Suslin prop-
erty if the maps
GL(Q)
i
−→ GL(P ⊕Q, fix P )
ρ
−→ GL(Q)
induce isomorphisms on k-homology for all finitely-generated projective A-modules
P and Q.
We shall discuss below some examples where this property holds. If GL(P ⊕
Q, pres P ) denotes the subgroup of GL(P ⊕ Q) of those automorphisms which
preserve (setwise) the submodule P , then applying the Serre spectral sequence to
the map of extensions of groups
GL(P ⊕Q, fix P ) GL(P ⊕Q, pres P ) GL(P )
GL(Q) GL(P )×GL(Q) GL(P )
shows that the natural inclusion
GL(P )×GL(Q) −→ GL(P ⊕Q, pres P )
is also a homology isomorphism. In this section we will provide a technical general-
isation of this result, where we consider a module with a collection of submodules
indexed by an arbitrary finite poset.
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Let M be an A-module, X a finite set, and s ∈ S (X+) a non-basepoint as
in (5.5). That is, s is the data of a direct sum decomposition M ∼=
⊕
x∈XMx
indexed by the set X . Then any endomorphism f ∈ EndA(M) is given by a matrix
with entries fx,y ∈ HomA(Mx,My). We say that f is upper triangular with respect
to a partial order  on X when fx,y = 0 unless y  x. Equivalently, f should
preserve for all x ∈ X the submodules
Mx :=
⊕
yx
My.
We let
GL(M,) := GL(M)
denote the subgroup of those automorphisms which are upper triangular with re-
spect to the partial order .
If  and ≤ are partial orders on X such that ≤ is a refinement of , then we
have an inclusion of subgroups
GL(M,) →֒ GL(M,≤). (5.8)
Proposition 5.13. If (A,k) satisfies the Nesterenko–Suslin property then the in-
clusion (5.8) induces an isomorphism in group homology with constant coefficients
in k. In particular this holds for
i :
∏
x∈X
GL(Mx) −→ GL(M,≤).
Proof. The map i is the special case of (5.8) where  is the identity relation on
X . Conversely that special case implies the general case, by comparing the identity
relation to both ≤ and .
If≤ is an arbitrary partial order onX , we may obtain a sequence of finer and finer
partial orders by successively declaring a maximal element t ∈ X to be unrelated to
elements of X \ {t} until we reach the identity relation. We prove the proposition
by induction over these partial orders; the initial case of the identity relation was
given above.
For the induction step, we must prove the case where  and ≤ agree on X ′ =
X \ {t} for some t ∈ X , such for any x ∈ X ′, neither t  x, x  t, nor x ≥ t holds
(but x ≤ t is allowed). Writing M ′ =
∑
x∈X′ Mx ⊂ M , we get an isomorphism
Mt ⊕M ′ → M , and any morphism f ∈ GL(M,≤) will satisfy f(Mt) ⊂ Mt. Using
the isomorphism M ′ →M/Mt gives an epimorphism
GL(M,≤) −→ GL(M ′,≤|M ′),
whose kernel is the subgroup GL(M, fix M ′) < GL(M). Replacing ≤ by  instead
gives an epimorphism GL(M ′,≤|M ′)×GL(Mt) ∼= GL(M,)→ GL(M
′,≤|M ′) with
kernel GL(Mt). We have a comparison of group extensions
GL(M, fix M ′) GL(M,≤) GL(M ′,≤|M′ )
GL(Mt) GL(M,) GL(M ′,≤|M′ ),
ρ
where the map
ρ : GL(M,≤) −→ GL(M,) ∼= GL(M ′,≤|M ′)×GL(Mt)
sends f ∈ GL(M,≤) to the associated graded with respect to the filtration 0 ⊂
Mt ⊂M . The induced map of kernels is
GL(M, fix M ′) −→ GL(Mt),
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an instance of the homomorphisms assumed to induce isomorphisms in group ho-
mology with constant coefficients k in the Nesterenko–Suslin property, Definition
5.12. Hence a spectral sequence argument implies that ρ also induces an isomor-
phism in group homology with constant coefficients k. Since ρ is a one-sided inverse
to the inclusion, the latter has the same property. This concludes the proof of the
induction step. 
It remains to give conditions under which the Nesterenko–Suslin property holds.
The main condition we will be interested in is that studied in [NS89, Section 1]:
Definition 5.14. A ring A has many units if for each n ∈ N there exist elements
a1, a2, . . . , an ∈ A such that ∑
i∈J
ai ∈ A
×
for any non-empty J ⊂ {1, . . . , n}.
Proposition 5.15 (Nesterenko–Suslin). If A has many units then (A,Z) satisfies
the Nesterenko–Suslin property.
Strictly speaking Nesterenko and Suslin only prove the case that A and B are
finitely-generated free modules, but the proof of the key result [NS89, Proposition
1.10] goes through with As replaced by a general A-module.
Example 5.16. Every infinite field F has many units, and in fact has the stronger
property that there exists an infinite list a1, a2, . . . of elements of F such that each
finite partial sum is a unit: suppose we have found a list a1, . . . , an−1 of elements of
F all of whose partial sums are units, then because F is infinite we can find non-zero
element an of F which is not a negative of any of these partial sums and a1, . . . , an
is a longer list all of whose partial sums are units.
More generally, if A is a local ring with infinite residue field F, then any infinite
list of elements of F as above may be lifted to elements a1, a2, . . . ∈ A in which any
non-trivial partial sum is a unit (since being a unit may be checked in F).
Recall that the Jacobson radical J(A) is the intersection of all maximal ideals.
Then, more generally, if A is a semi-local ring then the codomain of the surjective
homomorphism
A −→ A/J(A)
can be identified with
∏
mA/m using the Chinese remainder theorem, where the
product is indexed by the finite set of maximal ideals. If each residue field A/m is
infinite then we may choose an infinite list of elements where all non-trivial partial
sums are invertible, independently in each residue field, and lift this to an infinite
list of elements of A where each non-trivial partial sum is a unit.
Remark 5.17. There are other conditions under which the Nesterenko–Suslin prop-
erty holds. In particular, Quillen proved that if A contains 1p for some p ∈ Z then
(A,Q) satisfies the Nesterenko–Suslin property, [Qui76, p. 203]. (He also asked
whether the assumption was really necessary, and in particular whether (Z,Q) sat-
isfies the Nesterenko–Suslin property. In Section 10.3 we will answer this question
by proving that it does not.)
The Nesterenko–Suslin property can be used to compare the homology of the
k-dimensional split to that of k-dimensional building, after taking homotopy orbits
by GL(M):
Theorem 5.18. Assume that (A,k) satisfies the Nesterenko–Suslin property. Then
the map
D˜k(M)//GL(M) −→ Dk(M)//GL(M)
of pointed homotopy orbit spaces of (5.6) induces an isomorphism on k-homology.
E∞-CELLS AND GENERAL LINEAR GROUPS OF INFINITE FIELDS 23
Proof. By Proposition 5.11 the map (5.6) induces a bijection on GL(M)-orbits of
simplices, so it suffices to prove that the map
StabGL(M)(M) −→ StabGL(M)(φM) (5.9)
induces an isomorphism on group homology with constant coefficients k for all
non-basepointM ∈ D˜k(M)p1,...,pk .
This holds by an application of Proposition 5.13. Namely, for the givenM : X →
Sub(M) with X = p1 × . . . × pk, we take the order ≤ obtained by restricting the
product order on [p1]× · · ·× [pk] to X . Writing Mx =M(x), the map (5.9) is then
identified with an instance
i :
∏
x∈X
GL(Mx) −→ GL(M,≤)
of the homomorphism in Proposition 5.13, so by this proposition it induces an
isomorphism in group homology with coefficients in k as long as (A,k) satisfies the
Nesterenko–Suslin property. 
5.4. Relationship with Ek-homology. In this section we explain the relation-
ship between the k-dimensional split buildings D˜k(M) and the Ek-homology groups
HEk∗,∗(R) with R the E∞-algebra constructed in Section 4.
5.4.1. Ek-splitting complexes. This is a generalisation of Section Ek.17.2. We recall
the setup of that section. We fix a symmetric monoidal groupoid G and denote the
automorphism group of an object x ∈ G byGx. We assume G comes with a monoidal
functor r : G → N so that r−1(0) is the full subcategory of objects isomorphic to
the monoidal unit.
As in Section 4 we consider the functor ∗>0 in sSet
G defined by
∗>0(x) =
{
∗ if r(x) > 0,
∅ if r(x) = 0.
It admits a unique structure of commutative monoid under Day convolution, and
hence is in particular an Ek-algebra for any k ∈ {1, 2, . . . ,∞}.
As such it makes sense to ask for a computation of the derived indecomposables
QEkL (∗>0) ∈ sSet
G
∗ . By Theorem Ek.13.7 this may be computed by taking the re-
duced k-fold iterated bar construction of a cofibrant replacement T ∈ AlgEk(sSet
G)
of ∗>0:
Sk ∧QEkL (∗>0) ≃ B˜
Ek(T).
If we assume that for all objects x, y ∈ G the homomorphism −⊕− : Gx×Gy →
Gx⊕y is injective, a straightforward generalisation of Proposition Ek.17.4 says that
this k-fold iterated bar construction can be computed rather explicitly in terms of
G: for x ∈ G>0,
B˜Ek(T)(x) ≃ ZEk(x)
with ZEk(x) as follows.
Considering the finite set p = {1, . . . , p} as a discrete category, we define Gp1···pk
to be the category of functors Fun(p1 × · · · × pk,G). We denote an object of this
category as ~x, which consists of a collection of objects xi1,...,ik for 1 ≤ ij ≤ pj .
Definition 5.19. For x ∈ G define a k-fold simplicial pointed set ZEk•,...,•(x) with
the pointed set of (p1, . . . , pk)-simplices given by
ZEkp1,...,pk(x) :=
(
colim
~x∈Gp1···pk
G(x1,...,1 ⊕ · · · ⊕ xp1,...,pk , x)
)
+
.
For 1 ≤ i ≤ k, the face maps di0, d
i
pi are the constant maps to the basepoint.
The face maps dij for 0 < j < pi are induced by replacing each pair of objects
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(xa1,...,ai−1,j,aj ,...,ap , xa1,...,ai−1,j+1,aj ,...,ap) by its sum. The degeneracy maps insert
1’s. It has a remaining Gx-action, and we write Z
Ek(x) := |Z•,...,•(x)| ∈ sSet
Gx
∗ for
its k-fold thin geometric realisation.
The upshot is that there are Gx-equivariant weak equivalences of pointed sim-
plicial sets for x ∈ G>0
Sk ∧QEkL (∗>0)(x) ≃ S
k ∧QEk(T)(x) ≃ B˜Ek(T)(x) ≃ ZEk(x).
Taking the derived pushforward along r : G → N, a straightforward adaptation
of Corollary Ek.17.5 gives us:
Corollary 5.20. For n ≥ 1, there is a weak equivalence
Sk ∧QEkL (Lr∗∗>0)(n) ≃
∨
[x]∈π0(G)
r(x)=n
ZEk(x)//Gx.
Remark 5.21. If G has a single object in each isomorphism class and its monoidal
structure is strictly associative, then as in Remark Ek.17.11 we can identify the
simplices of ZEk•,...,•(x) with a disjoint union of cosets of Young-type subgroups.
There is such a Young-type subgroup for each isomorphism x1 ⊕ · · · ⊕ xn
∼
−→ x
of objects G; it is the subgroup G(x1,··· ,xn) ≤ Gx given by the image of the injective
homomorpism Gx1 × · · · × Gxn →֒ Gx induced by this isomorphism. Under the
above conditions, we can identify the sets which appear:
colim
~x∈Gp1···pk
G(x1,...,1 ⊕ · · · ⊕ xp1,...,pk , x)
∼=
⊔
~x∈Gp1···pk⊕
xi1,...,ik
∼=x
Gx
G(x1,...,1,··· ,xp1,··· ,pk )
,
the indexing set running over collections whose sum is isomorphism to x.
5.4.2. Ek-splitting complexes and k-dimensional buildings. For any connected ring
A the symmetric monoidal groupoid G = PA satisfies all the assumptions used
above, by Lemma 4.2. Thus for each finitely-generated projective A-module M we
obtain a k-fold pointed simplicial set ZEk•,...,•(M) with GL(M)-action such that
Sk ∧QEkL (R)(n) ≃
∨
[M ]
r(M)=n
ZEk(M)//GL(M).
This is related to the split buildings as follows.
Theorem 5.22. For any connected ring A and any finitely-generated projective
A-module M there are GL(M)-equivariant isomorphisms ZEk(M) ∼= D˜k(M).
Thus if A is connected and R
k
is the E∞-algebra constructed in Section 4, there
are isomorphisms
HEkn,d(Rk)
∼=
⊕
[M ]
r(M)=n
H˜n,d−k(D˜
k(M)//GL(M);k).
Proof. For ~M ∈ Pp1···pkA , an isomorphism f : M1,...,1 ⊕ · · · ⊕Mp1,...,pk
∼
−→M deter-
mines a function (recall p = {1, . . . , p})
Mf : p1 × · · · × pk −→ Sub(M)
by the formula Mf(i1, . . . , ik) = f(Mi1,...,ik), giving a non-basepoint element of
D˜kp1,...,pk(M). The element obtained is invariant under precomposing f with an
isomorphism obtained from Pp1···pkA , so this extends to a pointed map
ZEkp1,...,pk(M) :=
(
colim
~M∈P
p1···pk
A
PA(M1,...,1 ⊕ · · · ⊕Mp1,...,pk ,M)
)
+
−→ D˜kp1,...,pk(M).
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This is a bijection, and it is straightforward to check that these assemble into an
isomorphism of k-fold pointed simplicial sets ZEk•,...,•(M)
∼
→ D˜k•,...,•(M). 
6. General linear groups over a field
In this section we take A = F a field and return to the E∞-algebra R in sSet
N
which we constructed in Section 4. As projective modules are free over F, this
satisfies
R(n) ≃
{
∅ if n = 0,
BGLn(F) otherwise.
The associated non-unital E∞-algebra Rk in sMod
N
k
then satisfies Hn,d(Rk) =
Hd(GLn(F);k) for all n > 0.
In this section we shall study its Ek-homology groupsH
Ek
n,d(Rk) for k ∈ {1, 2,∞}.
Our main result is that these groups vanish for d < n− 1 when k = 1, and when F
is an infinite field they vanish for d < 2n− 2 when k ∈ {2,∞}. On the boundary
line d = 2n − 2 we will also calculate these groups explicitly for both k = 2 and
k =∞.
Most of the results in this section hold more generally for local rings, or even
connected semi-local rings whose residue fields are infinite, but for the sake of clarity
we prefer to first explain the simpler case of fields where most of the work has already
been done; we postpone these generalisations to Section 7. Furthermore, as we have
discussed finite fields in detail in [GKRW18c], here we shall only consider infinite
fields.
An infinite field F has many units by Example 5.16, so (F,k) satisfies the
Nesterenko–Suslin property for any k, and hence by combining Theorems 5.22 and
5.18 we have isomorphisms
HEkn,d(Rk)
∼= H˜d−k(D˜
k(Fn)//GLn(F);k) ∼= H˜d−k(Dk(Fk)//GLn(F);k). (6.1)
The results will be established by studying the (equivariant) homotopy type of the
pointed spacesD1(Fn) and D2(Fn). As we shall see, both of these may be described
in terms of the classical Tits building for GLn(F).
6.1. E1-homology. Recall from Definition 2.1 that the Tits building T•(Fn) is the
nerve of the poset of proper nontrivial subspaces of Fn. It is easy to relate this to
D1(Fn)• as in Definition 5.4 by comparing definitions: the non-degenerate elements
of Tp(Fn) are in bijection with the non-degenerate elements of D1(M)p+2. In fact,
up to homotopy equivalence (through a zig-zag of based GL(Fn)-equivariant maps)
it may be identified with the unreduced double suspension of T•(Fn), as we now
explain.
Lemma 6.1. There is a weak equivalence of GL(Fn)-spaces
S2T (Fn) ≃ D1(Fn),
where S2(−) denotes the unreduced double suspension.
Proof. Let us define
T ±p (F
n) := Np({0} ∪ T (Fn) ∪ {Fn},⊂)
T +p (F
n) := Np(T (Fn) ∪ {Fn},⊂)
T −p (F
n) := Np({0} ∪ T (Fn),⊂).
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Then Tp(Fn) = T −p (F
n) ∩ T +p (F
n) and so we have pushout diagrams of sets
Tp(Fn) T +p (F
n) T −p (F
n) ∪ T +p (F
n) T ±p (F
n)
T −p (F
n) T −p (F
n) ∪ T +p (F
n) {∗} D1(Fn)p,
which—together with the contractibility of the thin geometric realisations |T ±• (F
n)|,
|T +• (F
n)|, and |T −• (F
n)|, as these posets have top or bottom elements—give a zig-
zag of weak equivalences between the unreduced double suspension of T (Fn) and
D1(Fn). 
Recall that the Solomon–Tits theorem—here Theorem 2.2—says that T (Fn) has
the homotopy type of a wedge of (n−2)-spheres, and the Steinberg module, denoted
St(Fn), is by definition its reduced integral homology in this degree; we write
St
k
(Fn) := St(Fn)⊗Z k = H˜n−2(T (Fn);k).
Combining the weak equivalence between the unreduced double suspension of T (Fn)
and D1(M) with the identification (6.1) for k = 1, we have thus proved the follow-
ing.
Theorem 6.2. Suppose that (F,k) satisfies the Nesterenko–Suslin property. Then
there is an isomorphism
HE1n,d(Rk)
∼= Hd−(n−1)(GLn(F); Stk(F
n)).
In particular, HE1n,d(Rk) = 0 for d < n− 1.
In addition, using the Lee–Szczarba resolution [LS76, Section 3], which we al-
ready used in Section 2.1, one may easily compute the coinvariants of Steinberg
modules: [LS76, Theorem 4.1] implies that
H0(GLn(F); St(Fn)) = 0 for n ≥ 2.
Thus HE1n,n−1(Rk) = 0 for n ≥ 2 too.
As we have explained, our motivation in computing Ek-homology is that it allows
us to estimate Ek-cell structures. The general result in this direction is Theorem
Ek.11.21. In the current situation it says that under the assumptions of Theorem 6.2
there exists a CW-E1-algebra C whose underlying E1-algebra is weakly equivalent
to R, and so that the associated graded of the skeletal filtration is a free E1-algebra
gr(C) ∼= E1
[
S1,0,0
k
⊕
⊕
α
Snα,dα,dα
k
]
on a generator of tridegree (1, 0, 0) and further generators α of tridegrees (nα, dα, dα)
such that dα ≥ nα.
6.2. E2-homology. We wish to repeat this analysis for E2-homology. Recall from
Lemma 5.7 that the k-fold buildings for any moduleM over any ringA are simplicial
pointed subsets of k-fold smash powers of D1(M)•. In the case where k = 2 and
A = F is a field we have the following at first surprising coincidence.
Proposition 6.3. For any F-vector space M the injection
D2(M) −→ D1(M) ∧D1(M).
from (5.4) is in fact a bijection.
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Proof. In Lemma 5.7 we already saw that these maps are always injective. They
identify non-degenerate elements of D2(M)p1,p2 with pairs of flags
(0 = L10 ( L
1
1 ( . . . ( L
1
p1 =M)
(0 = L20 ( L
2
1 ( . . . ( L
2
p2 =M)
with the property that the functor φ : [p1, p2]→ Sub(M) defined by
φ(i1, i2) = L
1
i1 ∩ L
2
i2
satisfies the lattice condition.
However, the lattice condition is automatic for k = 2 when working over a
field because any submodule is a summand: for a 1-cube there is nothing to check
and for a 2-cube we use that the pushout in abstract vector spaces of a diagram
V ′ ← V → V ′′ of inclusions of sub vector spaces of M injects into M precisely
when V = V ′ ∩ V ′′. In our case the colimit over ([i1 < j1]× [i2 < j2]) \ {(j1, j2)} is
the pushout of the diagram
(L1j1 ∩ L
2
i1)←− (L
1
i1 ∩ L
2
i1) −→ (L
1
j1 ∩ L
2
j1),
which indeed satisfies (L1i1 ∩ L
2
i1) = (L
1
j1 ∩ L
2
i1) ∩ (L
1
j1 ∩ L
2
j1). 
Remark 6.4. It is instructive to see what goes wrong in the above argument when
one replaces 2 by a larger number. For example consider the 3-dimensional building,
and define flags in F2 by
L11 = span(e1), L
2
1 = span(e2), L
3
1 = span(e1 + e2),
and L12 = L
2
2 = L
3
2 = F
2. Then we see that
L11 ∩ L
2
2 ∩ L
3
2 = L
1
1, L
1
2 ∩ L
2
1 ∩ L
3
2 = L
2
1, and L
1
2 ∩ L
2
2 ∩ L
3
1 = L
3
1
are all 1-dimensional. Furthermore, an intersection is zero whenever more than a
single subscript equals 1.
If this pair of flags came from a 3-dimensional lattice φ then φ(2, 1, 1) must be a
submodule both of φ(2, 2, 1) = L31 = span(e1+e2) and of φ(2, 1, 2) = L
2
1 = span(e2),
so must be trivial; similarly φ(1, 2, 1) and φ(1, 1, 2) must be trivial, as must φ(1, 1, 1).
But then
colim
[0≤2]3\(2,2,2)
φ = L11 ⊕ L
2
1 ⊕ L
3
1
which does not inject into F2; thus such a lattice φ cannot exist.
We can now prove the analogue for E2-homology of Theorem 6.2. We shall write
St2(Fn) := St(Fn)⊗ St(Fn) and St2
k
(Fn) = St2(Fn)⊗Z k.
Theorem 6.5. Suppose that (F,k) satisfies the Nesterenko–Suslin property. Then
there is an isomorphism
HE2n,d(Rk)
∼= Hd−2(n−1)(GLn(F); St
2
k
(Fn)).
In particular HE2n,d(Rk) = 0 if d < 2(n− 1), and furthermore H
E2
n,2n−2(R)
∼= Z for
n ≥ 1 by Theorem A.
Proof. We have already explained that when (F,k) satisfies the Nesterenko–Suslin
property there is an identification (6.1) ofHE2n,d(Rk) with H˜d+2(D
2(Fn)//GLn(F);k).
By Proposition 6.3 we may write the latter as
H˜d+2
(
(D1(Fn) ∧D1(Fn))//GLn(F);k
)
.
By the discussion in Section 6.1, D1(Fn) has the homotopy type of a wedge of
n-spheres, with top integral homology St(Fn), a free Z-module. Thus the smash
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product D1(Fn)∧D1(Fn) has the homotopy type of a wedge of 2n-spheres, and the
Ku¨nneth theorem gives
H˜2n
(
D1(Fn) ∧D1(Fn)
)
∼= St(Fn)⊗Z St(Fn) = St
2(Fn).
Hence the spectral sequence calculating the k-homology of the homotopy orbits
(D1(Fn) ∧D1(Fn))//GLn(F) degenerates to an isomorphism
H˜d+2
(
(D1(Fn) ∧D1(Fn))//GLn(F);k
)
∼= Hd−2(n−1)(GLn(F); St
2
k
(Fn)). 
Just as in the case of E1-algebras, this vanishing of E2-homology groups yields,
via Theorem Ek.11.21, the following conclusion about cellular E2-algebra models
for R
k
: under the same assumption as Theorem 6.2 there exists a CW-E2-algebra
C whose underlying E2-algebra is R and such that the associated graded of the
skeletal filtration is a free E2-algebra
gr(C) ∼= E2
[⊕
α
Snα,dα,dα
k
]
on generators α of tridegrees (nα, dα, dα) such that dα ≥ 2(nα − 1).
6.3. Products. In Section Ek.13.6 we have explained that the k-fold reduced bar
construction of an En+k-algebra is naturally equivalent to an En-algebra, and
moreover the n-fold reduced bar construction of this algebra is equivalent to the
(n + k)-fold reduced bar construction of the En+k-algebra that we started with.
(In Theorem Ek.13.23 this is stated in terms of the suspended derived indecom-
posables instead of reduced bar constructions but these are equivalent by Theorem
Ek.13.7, and in any case the proof of Theorem Ek.13.23 goes through the reduced
bar construction statement.) In particular the k-fold reduced bar construction of
an E∞-algebra is again an E∞-algebra, up to canonical equivalence.
As we explained in Section 5.4, the split building M 7→ D˜k(M) may be identi-
fied with the k-fold bar construction of the E∞-algebra T ∈ sSet
PF introduced in
Section 4. We deduce that the split buildings have the structure of E∞-algebras in
sSetPF∗ , the category of functors from PF to pointed simplicial sets. The underlying
E1-algebra structure corresponds to the product
D˜k(M)p1,...,pk ∧ D˜
k(N)p1,...,pk −→ D˜
k(M ⊕N)p1,...,pk
M∧N 7−→ [(i1, . . . , ik) 7→ M(i1, . . . , ik)⊕N (i1, . . . , ik)] .
That is, we take a direct sum decomposition of M and one of N indexed on the
same set, and send it to the direct sum decomposition ofM⊕N obtained by adding
the summands.
This product is strictly associative and strictly commutative, in the sense that
it makes D˜k into a non-unital commutative ring object in sSetPF∗ , i.e. a functor
from PF to pointed simplicial sets with a non-unitary lax symmetric monoidality.
Furthermore, the natural transformations D˜k(−)→ D˜1(−)∧k of (5.7) are maps of
non-unital commutative ring objects.
Lemma 6.6. There are unique natural transformations
Dk(M) ∧Dk(N) −→ Dk(M ⊕N)
making the diagram
D˜k(M) ∧ D˜k(N) D˜k(M ⊕N)
Dk(M) ∧Dk(N) Dk(M ⊕N)
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commute. These products on Dk are again associative and commutative in the
sense of defining a non-unital commutative ring object. Furthermore, the natural
transformations Dk(−) → D1(−)∧k of (5.4) are maps of non-unital commutative
ring objects.
Proof. Uniqueness is evident from surjectivity of the forgetful map D˜k(M)p1,...,pk →
Dk(M)p1,...,pk , and existence may be seen by writing down a definition: indeed, on
non-basepoints we may send full lattices
φ : [p1, . . . , pk] −→ Sub(M) and φ
′ : [p1, . . . , pk] −→ Sub(N)
to the lattice
φ⊕ φ′ : [p1, . . . , pk] −→ Sub(M ⊕N)
i 7−→ φ(i)⊕ φ′(i).
Commutativity and associativity follows from the corresponding properties for the
split building, as does the multiplicativity of Dk(−)→ D1(−)∧k. 
These in turn induce pairings
− · − : H˜∗(D
k(M))⊗ H˜∗(D
k(N)) −→ H˜∗(D
k(M ⊕N)).
For k being 1 or 2 there is only one interesting degree to consider. Using Theorem
2.2, for k = 1 we have a GL(M)×GL(N)-equivariant product
St(M)⊗ St(N) −→ St(M ⊕N),
making M 7→ St(M)[dim(M)] into a non-unitary lax symmetric monoidal functor
from FF to graded abelian groups (the symmetry of course involves a Koszul sign
rule). Similarly, using Proposition 6.3 for k = 2 we have a GL(M) × GL(N)-
equivariant product
St2(M)⊗ St2(N) −→ St2(M ⊕N),
makingM 7→ St2(M)[2 dim(M)] into a non-unitary lax symmetric monoidal functor
from FF to graded abelian groups. Furthermore, the k = 2 products are simply given
by the tensor square of the k = 1 products.
Remark 6.7. For k = 1, this product has also been defined by Miller, Nagpal and
Patzt in [MNP20, Section 2.3]. They furthermore prove thatM 7→ St(M) is Koszul
[MNP20, Theorem 1.5]; it may be that this is related to the slope 2 vanishing line
for E2-homology proved here.
The following lemma therefore lets us calculate with the k = 1 or k = 2 pairings.
It uses the apartment classes introduced in Section 2.
Lemma 6.8. Let L = (L1, L2, . . . , Lm) be a splitting of the module M into ordered
1-dimensional subspaces, and L′ = (L′1, L
′
2, . . . , L
′
n) be such a splitting of N , defining
apartments aL ∈ St(M) and aL′ ∈ St(N). Then aL · aL′ = aL′′ where L′′ is the
concatenation of L with L′, i.e. L′′ = (L1 ⊕ 0, . . . , Ln ⊕ 0, 0⊕ L′1, . . . , 0⊕ L
′
n′).
Proof. By definition aL is represented by the cycle
∑
σ∈Sm
sign(σ) · Fσ ∈
C˜m(D
1
•(M)) where Fσ is the full flag (= full 1-dimensional lattice)
∅ ⊂ Lσ(1) ⊂ Lσ(1) ⊕ Lσ(2) ⊂ · · · ⊂ Lσ(1) ⊕ · · · ⊕ Lσ(m) =M,
and similarly aL′ is given by the analogous cycle
∑
τ∈Sn
sign(τ) ·F ′τ ∈ C˜n(D
1
•(N)).
Applying the Eilenberg–Zilber map
∇ : C˜m(D
1
•(M))⊗ C˜n(D
1
•(N)) −→ C˜m+n(D
1
•(M) ∧D
1
•(N))
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to aL ⊗ aL′ gives∑
(µ,ν)∈Shm,n
∑
σ∈Sm
∑
τ∈Sn
sign(µ, ν)sign(σ)sign(τ) · sν(Fσ)⊗ sµ(F
′
τ ),
where Shm,n is the set of (m,n)-shuffles and sµ and sν denote the associated degen-
eracy maps. But on applying the pairing this is
∑
υ∈Sm+n
sign(υ) ·F ′′υ , where F
′′
υ is
the full flag given by permuting by υ the splitting (L1, L2, . . . , Lm, L
′
1, L
′
2, . . . , L
′
n)
of M ⊕N , i.e. it is the apartment associated to this ordered splitting. 
These products are natural in V and V ′, which implies a factorisation over
coinvariants
St2
k
(V )GL(V ) ⊗ St
2
k
(V ′)GL(V ′) −→ St
2
k
(V ⊕ V ′)GL(V⊕V ′),
making the sum k1 ⊕
⊕∞
n=1 St
2
k
(Fn)GLn(F) into a commutative k-algebra. As an
application of Lemma 6.8, we may prove the following theorem:
Theorem 6.9. Define elements γn(x) ∈ St
2(Fn)GL(Fn) to correspond to the integer
(−1)
n(n−1)
2 under the isomorphism of Theorem A. Then the induced map
ΓZ[x] =
⊕
n≥0
Z{γn(x)} −→ Z1⊕
⊕
n≥1
St2(Fn)GL(Fn),
from the divided power algebra on a generator x, is a ring isomorphism.
More generally these maps give an isomorphism Γ
k
[x] ∼= k1 ⊕⊕
n≥1 St
2
k
(Fn)GL(Fn) of k-algebras for any commutative ring k.
Proof. By Theorem A the pairing on the Steinberg module gives an isomorphism
St2(Fm)GL(Fm)
∼
−→ Z,
which—for L = (L1, L2, . . . , Lm) any splitting of Fm into ordered 1-dimensional
subspaces—sends aL ⊗ aL to m!. Recall that we denote by γm(x) ∈ St
2(Fm)GL(Fm)
the class which maps to (−1)
m(m−1)
2 under this isomorphism, so that
(−1)
m(m−1)
2 m!γm(x) = [aL ⊗ aL].
If L′ = (L′1, L
′
2, . . . , L
′
n) is a splitting of F
n into ordered 1-dimensional subspaces,
the product
St2(Fm)GL(Fm) ⊗ St
2(Fn)GL(Fn) −→ St
2(Fm+n)GL(Fm+n)
sends [aL ⊗ aL] ⊗ [aL′ ⊗ aL′ ] to (−1)
mn[aL′′ ⊗ aL′′ ] by the previous lemma (and
graded-commutativity), where L′′ is the concatenation of L with L′. Thus it sends
(−1)
m(m−1)
2 m!γm(x) ⊗ (−1)
n(n−1)
2 n!γn(x)
to
(−1)mn+
(m+n)(m+n−1)
2 (m+ n)!γm+n(x).
The signs cancel out, and as both sides are torsion-free we may divide by m!n!, to
see that it sends γm(x)⊗γn(x) to
(
m+n
n
)
γm+n(x). This is by definition the multipli-
cation of the divided power algebra ΓZ[x]. The claim over a general commutative
ring k follows by tensoring. 
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6.4. E∞-homology. To understand the consequences for E∞-homology of the
above results about E2-homology, we will consider maps of E∞-algebras into and
out of R. Firstly, upon picking an element σ ∈ RZ(1) we obtain by adjunction a
map of non-unital E∞-algebras
ε : E∞(S
1,0
Z σ) −→ RZ.
Here S1,0Z σ denotes Z · σ placed in bidegree (n, d) = (1, 0).
On the other hand, we let N denote the non-unital commutative algebra given
by N(0) = 0 and N(n) = Z otherwise, and multiplication maps N(n) ⊗N(m) →
N(n +m) given by the canonical identification Z ⊗Z Z
∼
−→ Z for n,m ≥ 1. Then
there is a unique map of non-unital E∞-algebras
RZ −→ N.
In this section we will investigate the effect of these maps on E2- and E∞-homology.
It will be convenient to work in terms of reduced k-fold bar constructions B˜E
k
(−)
of non-unital Ek-algebras. Recall that, by Theorem Ek.13.7, for any Ek-algebra A
this computes the k-fold reduced suspension of the derived Ek-indecomposables
ΣkQEkL (A) ≃ B˜
Ek(A).
We start with an investigation of the free non-unital E∞-algebra E∞(S
1,0
Z σ). By
Theorem Ek.13.8 there is an equivalence
B˜E2(E∞(S
1,0
Z σ)) ≃ E∞(S
1,2
Z
¯¯σ)
of E∞-algebras (as we mentioned at the beginning of the last section, the discussion
in Section Ek.13.6 endows the left-hand side with an E∞-structure). Thus the
homology groups of the right hand side form a non-unital bigraded ring. Adding a
unit and restricting our attention to bidegrees which are multiples of (n, d) = (1, 2),
this identifies the ring
Z⊕
⊕
n≥1
Hn,2n(B˜
E2(E∞(S
1,0
Z σ)))
with the polynomial ring Z[¯¯σ].
Now let us consider N. Since this is weakly equivalent to the free non-unital
E1-algebra on a point in rank 1, H
E1
n,d(N) = 0 unless (n, d) = (1, 0) in which case it
is Z. As explained in Lemma Ek.14.2, the homology groups H∗,∗(BE1(N+, ε)) of
the unreduced bar construction of the unitalisationN+ form a bigraded augmented
commutative algebra, which can only be the exterior algebra ΛZ[σ¯] with σ¯ of bide-
gree (n, d) = (1, 1). The assumption in Theorem Ek.14.1 and Lemma Ek.14.2 that
we work with coefficients in a field is only used for Ku¨nneth isomorphisms, and in
this case the modules involved are free so these results also apply with Z-coefficients.
We conclude that there is a bar spectral sequence of Z-algebras, given by
E1n,p,q = Tor
ΛZ[σ¯]
p (Z,Z)n,q =⇒ Hn,p+q(B
E2(N+, ε)).
From this we conclude that H∗,∗(B
E2(N+, ε)) vanishes for d 6= 2n and that the
E2-homology groups form a divided power algebra:⊕
n≥0
Hn,2n(B
E2(N+, ε)) ∼= ΓZ[¯¯σ] (6.2)
for a class ¯¯σ of bidegree (1, 2). This calculation is well-known and essentially goes
back to Cartan [Car54].
As N can be obtained from E∞(S
1,0
Z σ) by attaching E∞-cells of strictly positive
dimensions, it is clear that the map
H1,2(B˜
E2(N)) −→ H1,2(B˜
E2(E∞(S
1,0
Z σ)))
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is an isomorphism, sending the canonical generator ¯¯σ to the class of the same name.
Therefore the factorisation E∞(S
1,0
Z σ)→ RZ → N gives ring maps
Z[¯¯σ] −→ Z⊕
⊕
n≥1
Hn,2n(B˜
E2(RZ)) −→ ΓZ[¯¯σ]
and by Theorem 6.9 the graded ring in the middle is abstractly isomorphic to a
divided power algebra on a class of degree (1, 2). This is only possible if the right-
hand map is an isomorphism, so we have proved:
Lemma 6.10. The map RZ → N induces an isomorphism
HE2n,2n−2(RZ)
∼
−→ HE2n,2n−2(N)
for each n ≥ 1.
Along with the fact that HE2n,2n−1(N) = 0 by (6.2), the long exact sequence on
E2-homology for a pair shows that H
E2
n,d(N,RZ) = 0 for d < 2n.
Corollary 6.11. We have HE∞n,d (N,RZ) = 0 for d < 2n.
Proof. It is enough to show that the Ek-homology of this pair vanishes in this range
if the Ek−1-homology does, for k − 1 ≥ 2. We know that H
E2
n,d(RZ) and H
E2
n,d(N)
vanish for d < 2n − 2, so by Theorem Ek.14.3 the groups H
Ek
n,d(RZ) and H
Ek
n,d(N)
also vanish for d < 2n−2 for all k ≥ 2. This will be used in the following argument,
a relative version of the proof of Theorem Ek.14.3.
Write R+Z for the unitalisation of RZ with its (implicit) augmentation, and sim-
ilarly for N. As in that proof there is a relative bar spectral sequence
E1n,p,q = Hn,q
(
BEk−1(N+)⊗p, BEk−1(R+Z )
⊗p
)
=⇒ Hn,p+q
(
BEk(N+), BEk(R+Z )
)
.
Using that BEk−1(R+Z ) ≃ B
Ek−1(1) ⊕ B˜Ek−1(RZ) ≃ k ⊕ Σk−1Q
Ek−1
L (RZ) and
similarly for N, our assumption implies that the map BEk−1(R+Z )→ B
Ek−1(N+) is
2n+(k−1)-connective, and the two objects are inf(1conn, 2n−2+(k−1))-connective.
As k−1 ≥ 2, this evaluates to give that the objects are 2n−2+(k−1)-connective. By
Corollary Ek.11.5 the map of pth tensor powers is then ((2n−2+(k−1))
∗p−1∗(2n+
(k−1)))-connective. This evaluates to (2n+(p−1)(k−3)+k−1) = (2n+p(k−3)+2)-
connective. Thus we have
E1n,p,q = 0 for p+ q < 2n+ p(k − 2) + 2 or p = 0,
so in particular for p+q < 2n+k. Using BEk(R+Z ) ≃ k⊕Σ
kQEkL (RZ) and similarly
for N shows that HEkn,d(N,RZ) = 0 for d < 2n. 
This has an immediate implication for E∞-homology.
Corollary 6.12. For any commutative ring k we have HE∞n,d (Rk) = 0 for d < 2n−2,
and
HE∞n,2n−2(Rk) =

k if n = 1,
k/p if n = pk with p prime,
0 otherwise.
Proof. LetN
k
:=N⊗Zk. By Corollary 6.11 and the Universal Coefficient Theorem
we have HE∞n,d (Nk,Rk) = 0 for d < 2n, so by the long exact sequence for relative
E∞-homology it is sufficient to calculate H
E∞
n,d (Nk) for d ≤ 2n− 2.
We consider the bar spectral sequence of Theorem Ek.14.1, computing the Ek+1-
homology in terms of the Ek-homology. It is immediate from this thatH
Ek
n,d(Nk) = 0
for d < 2n− 2 for all k ≥ 2, including k =∞. For the line d = 2n− 2, the groups
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HE3n,2n−2(Nk) are given by the rank n piece of the indecomposables in the augmented
k-algebra ⊕
n≥0
Hn,2n(B
E2(N+
k
, ε)) = Γ
k
[¯¯σ].
This is k{γn(¯¯σ)}/(γa(¯¯σ) · γb(¯¯σ) for a + b = n with a, b > 0). Now γa(¯¯σ) · γb(¯¯σ) =(
n
a
)
γn(¯¯σ), and
gcd
{(
n
a
) ∣∣∣∣ 0 < a < n} =

1 if n = 1,
p if n = pk with p prime,
1 otherwise,
which shows that HE3n,2n−2(Nk) is given by the formula in the statement of the
corollary. Taking further bar constructions does not change the groups along this
line. 
Remark 6.13. Continuing to writeN
k
:= N⊗Zk, it will be helpful to have a classical
interpretation of the groups HE∞p,d (NFp) when p is prime. Using the equivalences
for n ≥ 1
E∞(S
1,0
Fp
σ)(n) ≃ Fp[BSn], NFp(n) ≃ Fp,
the fact that BSn has trivial Fp-homology for n < p means that
Hn,d(NFp ,E∞(S
1,0
Fp
σ)) = 0 for n < p.
The objects NFp and E∞(S
1,0
Fp
σ) are (∞, 0, 0, . . .)-connective, and the map between
them is (∞,∞, . . . ,∞, 0, 0, . . .)-connective, with (p − 1) infinities. By Proposition
Ek.11.9 the Hurewicz maps Hp,d(NFp ,E∞(S
1,0
Fp
σ)) → HE∞p,d (NFp ,E∞(S
1,0
Fp
σ)) are
therefore isomorphisms. The connecting map of the long exact sequence on ho-
mology identifies the domain of this map with H˜d−1(BSp;Fp). Similarly, the con-
necting map of the long exact sequence on E∞-homology identifies its target with
HE∞p,d (NFp).
In particular the first non-trivial such reduced homology group of Sp is is
H2p−3(BSp;Fp) ∼= Fp generated by βQ1p(σ) if p is odd (or Q
1
2(σ) if p = 2). Thus
HE∞p,2p−2(NFp) = Fp, encoding a reason that the operation βQ
1
p(σ) if p is odd (or
Q12(σ) if p = 2) vanishes in the homology of NFp .
7. Local and semi-local rings
In this section we will extend the results of Section 6 from the case of infinite
fields to connected semi-local rings with infinite residue fields. Recall that a semi-
local ring is a commutative ring finitely many maximal ideals. The most important
examples are the local rings, which are the commutative rings with unique maximal
ideals. As we have mentioned earlier, if A is a connected semi-local ring then every
finitely-generated projective A-module is free [Sta18, Tag 02M9].
Let us summarise what we know and what remains to be proved. Firstly, the
isomorphism
HEkn,d(Rk)
∼=
⊕
[M ]
r(M)=n
H˜n,d−k(D˜
k(M)//GL(M);k)
from Theorem 5.22 holds for any A and any coefficient ring k, and when A is
semi-local with infinite residue fields, the Nesterenko–Suslin comparison map
H˜∗(D˜
k(M)//GL(M);k) −→ H˜∗(D
k(M)//GL(M))
is an isomorphism for any k, by Theorem 5.18.
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In the case where A = F is an infinite field, we then identified D1(M) with
the double suspension of the Tits building and used the Lee–Szczarba resolution
to give a presentation of its homology, and for k = 2 we used that a certain map
D2(M)→ D1(M)∧D1(M) is an isomorphism. The goal of this section is to provide
adequate substitutes for these ingredients in the case A is a connected semi-local
ring with infinite residue fields.
In Section 7.1 we state analogues of all these results when the infinite field
F is replaced by a connected semi-local ring A with infinite residue fields. In
Sections 7.2–7.4 we then prove these statements, with the exception of the analogue
of calculating of coinvariants of the tensor square of the Steinberg module (we
formulate a conjecture about this in Section 7.5, which we prove in ranks ≤ 3).
7.1. Definitions and statements. We first establish the proper generalisations
of the main definitions and the theorems about them from the infinite field case to
the case of connected semi-local rings with infinite residue fields, before getting to
the proofs of these generalisations in later subsections.
7.1.1. Connectivity theorems. The first order of business is to establish connectivity.
Let us immediately remark that if a M is a projective A-module of rank d then
D1(M) is the realisation of a simplicial set whose non-degenerate simplices all have
dimension ≤ d, so it is a d-dimensional CW-complex, and by a similar argument
D2(M) is a 2d-dimensional CW-complex. The content of the following theorem is
therefore the connectivity of these spaces.
Theorem 7.1. Let A be a connected semi-local ring with infinite residue fields, and
let M be a projective A-module of rank d.
(i) D1(M) is homotopy equivalent to a wedge of spheres of dimension d
(ii) D2(M) is homotopy equivalent to a wedge of spheres of dimension 2d.
Just as in the field case there is a natural map D2(M)→ D1(M) ∧D1(M), but
it is not an isomorphism when A is not a field. Therefore connectivity of D2(M)
cannot be immediately deduced from connectivity of D1(M), but nevertheless we
prove that it is as highly connected as D1 ∧D1.
Definition 7.2. For R andM as in Theorem 7.1, and k a commutative ring, define
k[GL(M)]-modules
St
k
(M) := H˜d(D
1(M);k) and St2
k
(M) := H˜2d(D
2(M);k).
For k = Z we denote these simply by St(M) and St2(M).
Note that St
k
(M) = k ⊗ St(M) and St2
k
(M) = k ⊗ St2(M). The natural map
D2(M) → D1(M) ∧ D1(M) is injective, and also induces an injection St2(M) →
St(M) ⊗ St(M). When A is not a field, it seems St2(M) is the better object, and
we shall work with that when generalising arguments from the field case.
Using these definitions and results, we now have
HE1n,d(Rk)
∼= H˜d−(n−1) (GLn(A); Stk(A
n))
HE2n,d(Rk)
∼= H˜d−2(n−1)
(
GLn(A); St
2
k
(An)
)
,
and in particular we obtain the vanishing of E1-homology for d < n − 1 and the
vanishing of E2-homology for d < 2(n − 1), just as we did in the case where A is
an infinite field (cf. Theorems 6.2 and 6.5). As in that case, we can deduce that
HE∞n,d (Rk) = 0 for d < 2n− 2,
but we do not yet have a formula for HE∞n,2n−2(Rk) analogous to the second part
of Corollary 6.12. To derive that formula by the same method we would need to
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prove HE2n,2n−2(Rk)
∼= Z and that the product between different n formed a divided
power algebra. We do not currently know how to prove this, but see Section 7.1.3
for partial results and a conjecture.
7.1.2. Resolutions of Steinberg modules. Our strategy for constructing the resolu-
tions can be paraphrased as follows. Suppose we are given a pair of CW complexes
X ⊂ Y such that X contains the (m − 1)-skeleton of Y , Y is contractible, and X
is homotopy equivalent to a wedge of (m − 1)-spheres. Then the relative cellular
chain complex C∗(Y,X) is concentrated in degrees ∗ ≥ m and the relative homology
H∗(Y,X) is concentrated in degree m, so that there is an induced exact sequence
. . . −→ Cm+1(Y,X)
∂
−→ Cm(Y,X) −→ Hm(Y,X) −→ 0.
Lee and Szczarba’s resolution ([LS76, Section 3]), as used in Section 2.1, was con-
structed from a GLn(F)-equivariant such pair (numbers align as m = n − 2) to-
gether with an equivariant homotopy equivalence between “X” and the Tits build-
ing T (Fn). We mimick this strategy to construct resolutions of St(M) and St2(M)
for modules over connected semi-local rings with infinite residue fields. It is also
used in [KS14].
Definition 7.3. Let M be a finitely generated projective A-module and σ ⊂ M∨
a finite set of elements of M∨ = HomA(M,A). Let us say that σ intersects cleanly
if the cokernel of the evaluation map M → Aσ is projective.
Definition 7.4.
(i) Let E(M) be the simplicial complex whose vertices are surjections f : M → A
and where σ = {f0, . . . fp} is a simplex if every subset τ ⊂ σ intersects cleanly.
Let E(M)• be the corresponding simplicial set, i.e. E(M)p is the set of ordered
(p+ 1)-tuples (f0, . . . , fp) ∈ (M∨)p+1 for which {f0, . . . , fp} < E(M).
(ii) Let E0(M) < E(M) be the subcomplex whose p-simplices are those σ < E(M)
for which the evaluation map M → Aσ is not injective, and let E0(M)• be
the corresponding simplicial set.
(iii) Let E2(M)p,q ⊂ E(M)p × E(M)q be the subset consisting of those pairs
((f0, . . . , fp), (f
′
0, . . . , f
′
q)) for which {f0, . . . , fp, f
′
0, . . . , f
′
q} < E(M).
(iv) Let E20(M)p,q ⊂ E
2(M)p,q be the subset for which either {f0, . . . , fp} <
E0(M) or {f ′0, . . . , f
′
q} < E0(M).
The resolutions now come from the following space-level result.
Theorem 7.5. There are weak equivalences
D1(M) ≃ Σ
|E(M)•|
|E0(M)•|
(7.1)
D2(M) ≃ Σ2
|E2(M)•,•|
|E20(M)•,•|
(7.2)
through zig-zags of GL(M)-equivariant based maps.
If M has rank d, the complex of simplicial chains of E(M)• relative to E0(M)•
is concentrated in degrees ≥ d − 1, and gives rise to a resolution of St(M) by
free Z[GL(M)]-modules, generalising (up to transposing some matrices) the Lee–
Szczarba resolution from the field case. Similarly, the bisimplicial set E2(M)•,•
relative to E20 (M)•,• gives a bicomplex concentrated in bidegrees (p, q) with p, q ≥
d − 1. The associated total complex then gives a resolution of St2(M) by free
Z[GL(M)]-modules, generalising the tensor product of the Lee–Szczarba resolution
with itself. In Section 7.5 we spell this out in more detail.
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7.1.3. Coinvariants of St2(M). Let A be a semi-local ring and let F = A/m be one
of its residue fields. For a finitely generated projective A-moduleM , tensoring with
F defines a map
D2(M) −→ D2(M ⊗A F)
and in turn a homomorphism
St2(M) −→ St2(M ⊗A F).
Both are equivariant with respect to the group homomorphism GLA(M) →
GLF(M ⊗A F), and we get an induced homomorphism of coinvariants
(St2(M))GL(M) −→ (St
2(M ⊗A F))GL(M⊗AF)
∼=
−→ Z, (7.3)
where the last isomorphism is the one from Theorem A. The composition is easily
seen to be surjective: indeed, a pair of apartments in M ⊗A F with precisely one
flag in common may be chosen to lift to A.
Theorem 7.6. The surjection (7.3) is an isomorphism for any connected semi-local
ring A and any projective A-module M of rank ≤ 3.
The case where M has rank 1 is obvious, but rank 2 and especially 3 require
more work. Motivated by these low-rank results and the case where A is a field, we
formulate the following expectation.
Conjecture 7.7. The surjection (7.3) is an isomorphism for any connected semi-
local ring A and any finitely generated projective A-module M .
If this conjecture is true, we can make all the same conclusions about E∞-
homology when A is a connected semi-local ring with infinite residue fields as we
did when it was an infinite field.
7.2. A general position lemma and the contractibility of E(M). In the case
of an infinite field F, some arguments used the infinitude of F to make “general
position” type argument, typically using that the complement of a finite union of
proper subspaces of a vector space is non-empty. In the case of connected semi-
local rings with infinite residue fields, we shall make similar arguments by base
changing to each of the finitely many residue fields, but more care is needed. In
Lemma 7.10 below we present a generic such general position statement which will
play an important role in establishing a homotopy colimit decomposition of Dk(M)
in the following subsection.
Definition 7.8. Let M be a finitely generated projective A-module and let P,Q ∈
Sub(M). We say that P and Q intersect cleanly if the cokernel of the canonical
map M → (M/P )⊕ (M/Q) is projective.
A diagram chase in
0 P ∩Q P ⊕Q P +Q 0
0 M M ⊕M M 0
(id,−id) +
identifies the cokernel of the map M → (M/P )⊕ (M/Q) with M/(P +Q), so the
condition is equivalent to asking that the submodule P + Q ⊂ M be a summand,
i.e. that P + Q ∈ Sub(M). The induced short exact sequence of cokernels shows
that if P and Q intersect cleanly then M/(P ∩ Q) is a projective A-module and
hence P ∩Q ∈ Sub(M).
Lemma 7.9. Let τ < E(M) and let τ ′, τ ′′ < τ be two faces. Let P = Ker(M →
Aτ
′
) and Q = Ker(M → Aτ
′′
) be the kernels of the evaluation maps. Then P and
Q intersect cleanly.
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Proof. Let us first remark that the defining assumption that Cok(M → Aτ ) be
projective implies that the image of M → Aτ is a summand and hence projective.
This in turn implies that the kernel of M → Aτ is a summand of M . Similarly
when τ is replaced by τ ′, τ ′′, τ ′ ∪ τ ′′, and τ ′ ∩ τ ′′.
Now consider the commutative diagram
0 M M ⊕M M 0
0 Aτ
′∪τ ′′ Aτ
′
⊕Aτ
′′
Aτ
′∩τ ′′ 0
fτ′∪τ′′
(id,−id)
fτ′⊕fτ′′
+
fτ′∩τ′′
where the two rows are exact and all three vertical maps are the evaluation maps.
Observe that Ker(fτ ′) = P , Ker(fτ ′′) = Q, and Ker(fτ ′∪τ ′′) = P ∩ Q. The snake
lemma gives an exact sequence of the form
0 P ∩Q P ⊕Q Ker(fτ ′∩τ ′′)
Cok(fτ ′∪τ ′′) Cok(fτ ′)⊕ Cok(fτ ′′) Cok(fτ ′∩τ ′′) 0.
where the cokernel terms are by assumption projective. We have also explained
why the kernel terms P ∩Q, P ⊕Q, Ker(fτ ′∩τ ′′) are projective, so the short exact
sequences from which the snake is spliced all split. It follows that the image of
+: P ⊕Q→M is a summand of Ker(fτ ′∩τ ′′), but since the latter is a summand of
M we deduce that P +Q ⊂M is also a summand. 
Lemma 7.10. Let A be a connected semi-local ring, M a finitely generated projec-
tive A-module and V ⊂M∨ a submodule. Let τ < E(M) be a simplex and assume
there exists a simplex τ ′ < E(M) with τ < τ ′ and V = span(V ∩ τ ′). Then for each
maximal ideal m ⊂ A there exists a proper linear subspace Zm ⊂ V/mV such that
whenever f ∈ V is an element satisfying f +mV 6∈ Zm for all maximal m, then the
map
M
(f,ev)
−−−−→ A×Aτ
has projective cokernel.
Proof. Recall that if an A-module X is presented by an exact sequence
A⊕J
φ
−→ At → X → 0,
with n ∈ N and J a (possibly infinite) set, then for each s ∈ Z the Fitting ideal
Fits(X) ⊂ A is defined as the ideal generated by the minors of size (t − s) in the
matrix for φ, and that this ideal is independent of choice of presentation. Then
X is projective of rank d if and only if Fitd(X) = A and Fitd−1(X) = 0, see for
instance [Sta18, Tag 07Z6].
Let us define t, d ∈ N by
t := rk(Aτ ), d := rk(Cok(ev : M → Aτ )).
The number d is well-defined because of the assumptions that the homomorphism
ev : M → Aτ has projective cokernel and that A is connected [Sta18, Tag 00NV].
Let us also choose a basis (or just a generating set) for M so that ev is represented
by a matrix with t rows. Since Cok(ev : M → Aτ ) is projective of rank d, we have
Fitd(Cok(ev)) = A and Fitd−1(Cok(ev)) = 0. In other words, the minors of size
(t− d)× (t− d) generate A while those of size (t− d+ 1)× (t− d+ 1) all vanish.
The matrix for (f, ev): M → A×Aτ is obtained from that of ev by adding one
row, so in its matrix the minors of size (t − d + 2) × (t − d + 2) must all vanish,
since determinants may be computed by expanding along a column, while those of
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size (t− d)× (t− d) must still generate A, since they include the old generating set.
In other words,
Fitd−1(Cok((f, ev): M → A×A
τ )) = 0
Fitd+1(Cok((f, ev): M → A×A
τ )) = A,
regardless of f ∈ V . The assumptions on ev do not imply anything about the ideal
generated by the minors of size t− d+ 1, which by definition is the Fitting ideal
Fitd(Cok((f, ev): M → A×A
τ )) ⊂ A.
If this ideal is trivial then the cokernel of (f, ev) is projective of rank d+ 1, and if
it is all of A then that cokernel is projective of rank d. If it is a proper non-zero
ideal then the cokernel is not projective: this is what we must avoid.
There are now two cases to consider. The easy case is when V ⊂ span(τ), since
any f ∈ V is then a linear combination of the remaining coordinates, from which
one easily deduces Cok((f, ev)) ∼= A⊕ Cok(ev : M → Aτ ) which is then projective
of rank d + 1 regardless of f . We may then take Zm = 0 for all m. In the rest of
the argument we shall therefore assume V \ span(τ) 6= ∅.
Since V is spanned by V ∩ τ ′, this assumption is equivalent to the existence
of an f0 ∈ V ∩ τ ′ which is not in the span of τ , and for such an f0 the cokernel
of (f0, ev): M → A × Aτ is assumed projective. Since ev and (f0, ev) both have
projective cokernels, they also have projective images and these are summands. The
fact that f0 is not in the span of τ implies that the obvious surjection from the
image of (f0, ev) to the image of ev is not an isomorphism, so the rank of the image
of (f0, ev) must be one larger than the rank of the image of ev and hence their
cokernels have the same rank d. Therefore Fitd(Cok((f0, ev))) = A.
For a maximal ideal m ⊂ A the condition that Fitd(Cok((f, ev))) ⊂ m is the
condition that all minors of size t − d + 1 vanish when reduced modulo m. By
definition of d, this is automatically true for the minors not involving f , while for the
minors that do involve f it is an (A/m)-linear condition on the matrix entries of f ’s
reduction to a linear map M/mM → A/m. We now let Zm ⊂ V/mV ⊂ (M/mM)
∨
be the subspace defined by these linear conditions. It is a proper subspace because
f0 +mV is not in it.
Finally, if f ∈ V satisfies f 6∈ Zm for all m, then the ideal Fitd(Cok((f, ev))) is
not contained in any maximal ideal, and therefore must equal A. Together with
Fitd−1(Cok((f, ev))) = 0, which holds for any f ∈ V , these conditions therefore
imply that the cokernel of (f, ev): M → A×Aτ is projective of rank d, by op.cit. 
It is convenient to combine the conclusion of Lemma 7.10 with surjectivity of
the reduction map
V −→
∏
m
V/mV, (7.4)
where the product is over the finitely many maximal ideals (surjectivity follows
surjectivity ofA→
∏
mA/m, which is an easy consequence of the Chinese remainder
theorem). Since Zm ⊂ V/mV is a proper subspace, its complement is non-empty
and therefore there exist f such that (f, ev): M → A×Aτ has projective cokernel.
Using that the residue fields of A are all infinite, we can achieve this simultaneously
for a finite collection of τ ’s. This idea is used in the proofs of Proposition 7.12 and
Lemma 7.18 below.
Lemma 7.11. For any τ < E(M) the conclusion of Proposition 7.10 holds for
V =M∨.
Proof. This is similar to Lemma 7.10. In the easy case where ev: M → Aτ is
injective, we can again set Zm = 0 for all m. If not, we define d ∈ N as before, and
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again have Fitd−1(Cok((f, ev))) = 0 and Fitd+1(Cok((f, ev))) = A, regardless of
f ∈ V =M∨. The condition that Fitd(Cok((f, ev))) ⊂ m defines a linear subspace
Zm ⊂M∨/mM∨, which is a proper subspace because it is contained in the image of
ev/m : M∨/mM∨ → (A/m)τ whose cokernel has dimension d > 0. If the reduction
of f ∈ M∨ avoids Zm for all m, then Fitd(Cok((f, ev))) = A, which implies that
the cokernel of (f, ev): M → A×Aτ is projective of rank d. 
Proposition 7.12. The simplicial complex E(M) has contractible realisation when
M 6= 0.
Proof. Let K < E(M) be a finite subcomplex, and apply Proposition 7.10 for each
τ < K with V = M∨ (see Lemma 7.11). Over each maximal ideal, each such τ
excludes a linear subspace of positive codimension, so it is possible to choose an
element in the complement of their unions, and lift these choices to one element
f ∈M∨. This element f is a vertex of E(M) whose star contains K. 
7.3. A homotopy colimit decomposition of Dk(M). As a final preparation
to proving the results stated in Section 7.1 we shall establish a homotopy colimit
decomposition
hocolim
σ∈Simp(E(M))
Dk(M)σ
≃
−→ Dk(M), (7.5)
where Simp(E(M)) is the poset of simplices in the simplicial complex E(M), and
Dk(M)σ ⊂ Dk(M) is a certain subspace, see Definition 7.14 (iii) below. By
Lemma 7.12 it does not matter whether we interpret the domain as pointed or
unpointed homotopy colimit.
The map (7.5) is the canonical map induced by the inclusions. For each σ the
space Dk(M)σ is a finite CW complex, and is easier to analyse than the full Dk(M);
in particular, the delicacy of when sums and intersections of summands are again
summands will have gone away.
The decomposition (7.5) holds for all k ≥ 1, but it seems most useful when k ≤ 2
and we shall only make use of it in those two cases.
Definition 7.13. For a simplex σ < E(M), let Sub(M)σ ⊂ Sub(M) be the sub-
poset consisting of those V ∈ Sub(M) which may be written as the intersection of
kernels of some of the vertices in σ. That is, Sub(M)σ consists of those V satisfying
V =
⋂
φ∈σ
φ|V=0
Ker(φ).
Letting (−)⊥ denote the annihilator, each subset σ′ ⊂ σ gives an element
(span(σ′))⊥ ∈ Sub(M)σ, and all elements are of this form.
Definition 7.14.
(i) For a full lattice φ : [p1, . . . , pk] → Sub(M), we say that a simplex σ < E(M)
is compatible with φ if
k∑
j=1
∑
x:
xj≤aj
φ(x) ∈ Sub(M)σ (7.6)
for all a ∈ [p1, . . . , pk].
(ii) For a lattice φ : [p1, . . . , pk]→ Sub(M), let
Simp(E(M))φ ⊂ Simp(E(M))
be the full subposet on the simplices σ ∈ Simp(E(M)) which are compatible
with φ.
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(iii) For a simplex σ < E(M), let
Dk(M)σp1,...,pk ⊂ D
k(M)p1,...,pk
be the based subset whose non-basepoint elements are the full lattices with
which σ is compatible. Let Dk(M)σ be the k-fold geometric realisation of
Dk(M)σ•,...,•.
The relation between σ and φ expressed in (i) turns out to be equivalent to an a
priori stronger looking compatibility condition, as we shall now show in Lemma 7.15.
Taking X = {x | x ≤ a} in that lemma, we see in particular that φ(a) ∈ Sub(M)σ
for all a ∈ [p1, . . . , pk]. Since Sub(M)σ is likely not closed under taking sum of
subspaces, condition (7.6) is strictly stronger (for k > 1) than merely requiring
φ(a) ∈ Sub(M)σ for all a.
Lemma 7.15. A simplex σ < E(M) is compatible with φ : [p1, . . . , pk] → Sub(M)
if and only if ∑
x∈X
φ(x) ∈ Sub(M)σ (7.7)
for any subset X ⊂ [p1, . . . , pk].
Proof. For the non-trivial direction let us first remark that we may replace X by
the larger set {x | ∃a ∈ X such that x ≤ a} without changing the left hand side
of (7.7). It therefore suffices to prove the claim whenX is downwards closed. Choose
a decomposition M =
⊕
xMx as in Lemma 5.6, i.e., so that φ(a) =
∑
x≤aMx ∈
Sub(M) for all a. Then
∑
x∈X φ(x) =
∑
x∈XMx when X is downwards closed, so
we must show that
∑
x∈X Mx ∈ Sub(M)σ for such X . By assumption this holds
when X = Xa, defined for a ∈ [p1, . . . , pk] as
Xa = {x | ∃i such that xi ≤ ai}.
Since X 7→
∑
x∈X Mx, regarded as a function from subsets of {1, . . . , p1} × . . . ×
{1, . . . , pk} to submodules of M , preserves intersection, the claim holds for any X
which may be written as an intersection of Xa’s. But any downwards closed X is
the intersection of Xa over those a with (a1 + 1, . . . , ak + 1) 6∈ X . 
The condition of a full lattice defining a multi-simplex in Dk(M)σp1,...,pk may be
illuminated by “dualising” the lattice φ in the following way.
Definition 7.16. Suppose φ : [p1, . . . , pk] → Sub(M) be a full lattice, and choose
a decomposition M = ⊕xMx with φ(a) =
∑
x≤aMx as in Lemma 5.6. Then
M∨ ∼= ⊕xM∨x is the induced decomposition of the linear dual, and we set φ
∨(a) :=∑
x≥aM
∨
x ⊂M
∨.
To see that the resulting functor [p1, . . . , pk] → Sub(M
∨)op is independent of
the chosen decomposition, note that φ∨(a1 + 1, . . . , ak + 1) is the annihilator of
the submodule (7.6). The following characterisation will be used in the proof of
Lemma 7.18, which is itself the key step in the proof of Proposition 7.19.
Lemma 7.17. The condition that σ < E(M) be compatible with a lattice φ is
equivalent to requiring that for all a the submodule φ∨(a) ⊂ M∨ be spanned by
σ ∩ φ∨(a).
Proof. As noted above, the summands
k∑
j=1
∑
x with xj≤ai
φ(x) ∈ Sub(M)
φ∨(a1 + 1, . . . , ak + 1) ∈ Sub(M
∨)
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are annihilators of each other. Taking annihilator of summands interchanges inter-
section and sum. 
Lemma 7.18. For any full lattice φ : [p1, . . . , pk] → Sub(M) the poset
Simp(E(M))φ has contractible realisation.
Proof. It suffices to prove that for any finite non-empty sub-poset P ⊂
Simp(E(M))φ there exists a σ ∈ Simp(E(M))φ such that τ ∪σ ∈ Simp(E(M))φ for
all τ ∈ P . Indeed, the inclusion P →֒ Simp(E(M))φ then induces a null homotopic
map of geometric realisations since the face relations τ < τ ∪ σ and σ < τ ∪ σ may
be regarded as natural transformations.
To produce such a σ we choose its vertices inside φ∨(a) ⊂ M∨, downwards
inductively on |a| := a1+ . . .+ak. Suppose σ
′ < E(M) has been chosen such τ ∪σ′
is a simplex in E(M) for all τ ∈ P and that
span(σ′ ∩ φ∨(a)) = φ∨(a)
whenever |a| > n. To make this hold also when |a| = n, we add to σ′ enough
elements of φ∨(a) ∈ Sub(M) to span that submodule. We choose these new elements
in a way that (new σ′)∪ τ is a simplex of E(M) for all τ ∈ P , which is possible by
Lemma 7.10 since φ∨(a) is spanned by some elements of τ (and each face of each
τ rules out only a proper linear subspace of φ∨(a)⊗A k(m) for each maximal ideal
m).
Doing this for each a ∈ [p1, . . . , pk] with |a| = n results in a set σ′′ of vertices of
E(M) containing σ′ as a subset, so that τ ∪ σ′′ is a simplex of E(M) for all τ ∈ P ,
and that
span(σ′′ ∩ φ∨(a)) = φ∨(a)
whenever |a| ≥ n.
By induction we end up with a simplex σ < E(M) such that φ∨(a) ⊂ M∨ is
spanned by the vertices of σ that it contains, for each a ∈ [p1, . . . , pk]. By the above
characterisation, this means σ is compatible with φ. 
We are now finally ready for the main result of this subsection.
Proposition 7.19. The natural map (7.5) is a weak equivalence.
Proof. The homotopy colimit may be calculated level-wise in the k-fold simplicial
structure of Dk(M)•,...,•. The claim then follows from Proposition 7.18. 
7.4. Proofs of connectivity and resolution. We are finally ready to prove the
results stated in Section 7.1. The strategy is easy to explain: for the connectivity
statements we prove that each of the spaces in the homotopy colimit decomposition
is highly connected (and that the indexing category has contractible realisation),
while for the weak equivalences we find a matching homotopy colimit decomposition
of the right hand sides.
7.4.1. The case k = 1. In this section we use the homotopy colimit decomposi-
tion (7.5) of D1(M) to prove the first half of Theorem 7.1, as well as the first half
of Theorem 7.5. These theorems concern the homotopy type of the spaces D1(M).
Their proofs start by studying the homotopy type of each D1(M)σ.
Definition 7.20. Let σ = {f0, . . . , fp} < E(M) be a p-simplex.
(i) Let Q(σ) denote the simplex σ regarded as a simplicial complex in its own
right.
(ii) Let Q0(σ) < Q(σ) be the subcomplex whose simplices are the non-empty
τ < σ for which span(τ) 6= M∨, or equivalently that the canonical map
M → Aτ is not injective.
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Lemma 7.21. There is a weak equivalence
D1(M)σ ≃ Σ
(
|Q(σ)|
|Q0(σ)|
)
(7.8)
for each σ < E(M). This weak equivalence is induced by a zig-zag of weak equiva-
lences which are natural in σ and induces a weak equivalence
D1(M) ≃ Σ
(
hocolim
σ∈Simp(E(M))
|Q(σ)|
|Q0(σ)|
)
, (7.9)
which in turn is induced by a zig-zag of GL(M)-equivariant maps.
The following auxiliary definitions are used in the proof of Lemma 7.21.
Definition 7.22. Let σ = {f0, . . . , fp} < E(M) be a p-simplex.
(i) Let Simp(Q(σ))op denote the poset of simplices of Q(σ), i.e. the set of non-
empty subsets of {f0, . . . , fp}, ordered by reverse inclusion.
(ii) Let Simp(Q0(σ))
op be the subposet consisting of the non-spanning subsets.
(iii) Let P (σ) ⊂ Simp(Q(σ))op denote the subposet consisting of those τ < σ for
which σ ∩ span(τ) = τ .
(iv) Let P0(σ) = P (σ) ∩ Simp(Q0(σ))op.
(v) Let P∅(σ) = {∅} ∪ P (σ) and P0∅ = {∅} ∪ P0(σ), regarded as subposets of
the set of all subsets of {f0, . . . , fp}, ordered by reverse inclusion.
In the rest of this section we shall for readability use the same notation for
geometric realisation of a simplicial complex, the thin geometric realisation of a
simplicial set, and the geometric realisation of the nerve of a poset (e.g. we write
|P0(σ)| instead of |N(P0(σ))|). The inclusions between the posets give a diagram
|P0(σ)| |P0∅(σ)|
|P (σ)| |P∅(σ)|.
Proof of Lemma 7.21. Let us consider the map
P∅(σ) −→ Sub(M)
τ 7−→
⋂
f∈τ
Ker(f), (7.10)
which is a poset map when Sub(M) is ordered by inclusion, inducing a map of
simplicial sets, given in degree p by
Np(P∅(σ)) −→ D
1(M)σp
(τ0 ⊃ . . . ⊃ τp) 7−→
( ⋂
f∈τ0
Ker(f) ⊂ . . . ⊂
⋂
f∈τp
Ker(f)
)
,
(7.11)
which is implicitly identified with the basepoint when that lattice isn’t full, i.e. when
either τp is non-empty or τ0 ⊂ M∨ does not span. By definition of D1(M)σp ⊂
D1(M)p this map (7.11) is surjective.
An element τ ∈ P∅(σ) may be recovered from the linear subspace span(τ) =
(
⋂
f∈τ Ker(f))
⊥ ⊂ M∨ by intersecting with the finite subset σ ⊂ M∨, and hence
the map (7.10) is injective, from which it follows that (7.11) is injective away from
the inverse image of the basepoint.
By definition of what it means for a lattice [p]→ Sub(M) to be non-full, we see
that the inverse image of the basepoint is the subset
Np(P (σ)) ∪Np(P0(σ)) Np(P0∅(σ)) ⊂ Np(P∅(σ)),
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so we obtain homeomorphisms of based spaces
|P∅(σ)|/|P0∅(σ)|
|P (σ)|/|P0(σ)|
∼=←−
|P∅(σ)|
|P0∅(σ)| ∪|P0(σ)| |P (σ)|
∼=−→ |D1(M)σ• | = D
1(M)σ.
The posets P0(σ) and P0∅(σ) have contractible realisations because they have ter-
minal object ∅, so we get a zig-zag
|P∅(σ)|/|P0∅(σ)|
|P (σ)|/|P0(σ)|
≃
←− C
(
|P (σ)|
|P0(σ)|
→֒
|P∅(σ)|
|P0∅(σ)|
)
≃
−→ C
(
|P (σ)|
|P0(σ)|
→ ∗
)
= Σ
|P (σ)|
|P0(σ)|
,
where C denotes mapping cone and Σ denotes suspension.
To identify the right hand side, we observe that the poset map
Simp(Q(σ))op −→ P (σ)
τ 7−→ σ ∩ span(τ)
is left inverse to the inclusion of posets P (σ) →֒ Simp(Q(σ))op. It might not be
right inverse, but the inclusion τ ⊂ σ ∩ span(τ) may be regarded as a natural
transformation from the identity, so the induced map |Q(σ)| → |P (σ)| is in fact a
deformation retraction. The same argument applies to |Q0(σ)| → |P0(σ)|, so we
get
|Q(σ)|
|Q0(σ)|
≃
−→
|P (σ)|
|P0(σ)|
,
naturally in σ ∈ Simp(E(M)). Combining with the other homotopy equivalences
and homeomorphisms, we deduce (7.8).
Using that homotopy colimits commute with suspension (since |E(M)| is con-
tractible), we get
Σ
(
hocolim
σ∈Simp(E(M))
|Q(σ)|
|Q0(σ)|
)
≃ hocolim
σ∈Simp(E(M))
Σ
|Q(σ)|
|Q0(σ)|
≃ hocolim
σ∈Simp(E(M))
Σ
|P (σ)|
|P0(σ)|
≃ hocolim
σ∈Simp(E(M))
|P∅(σ)|/|P0∅(σ)|
|P (σ)|/|P0(σ)|
∼= hocolim
σ∈Simp(E(M))
|D1(M)σ• | = hocolim
σ∈Simp(E(M))
D1(M)σ
≃ D1(M),
where in the last step we used Proposition 7.19. It is clear that spelling out all the
maps involved in this string of equivalences will lead to a zig-zag of equivalences
which are GL(M)-equivariant. 
Proof of Theorem 7.1.(i). Since A is connected, any flag 0 = V0 ⊂ . . . ⊂ Vp = M
with p ≥ d+1 must involve a non-proper inclusion, so any element of D1(M)p with
p > d must be degenerate. Therefore D1(M) is a d-dimensional CW complex and
it suffices to see that it is (d− 1)-connected.
For any σ < E(M) the simplicial subcomplex Q0(σ) < Q(σ) contains the entire
(d − 2)-skeleton, since a spanning set must contain at least d vectors. Therefore
the quotient |Q(σ)|/|Q0(σ)| is (d − 2)-connected and hence the pointed homotopy
colimit over all σ < E(M) is also (d − 2)-connected. The suspension is therefore
(d− 1)-connected. 
Proof of Theorem 7.5, (7.1). Recall that to a simplicial complex X there is an as-
sociated simplicial set X• where Xp is the set of maps of simplicial complexes
∆p → X , i.e. ordered tuples (v0, . . . , vp) of vertices of X such that {v0, . . . , vp} is a
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simplex of X . The natural map |X•| → |X | is a weak equivalence for any simplicial
complex X .
For a simplex σ < E(M), let Q(σ)• and Q0(σ)• be the simplicial sets corre-
sponding in this way to the simplicial complexes Q(σ) and Q0(σ). Then D
1(M) is
homotopy equivalent to the suspension of the based space
hocolim
σ∈Simp(E(M))
|Q(σ)•|
|Q0(σ)•|
.
Now the evident injections Q(σ)p →֒ E(M)p and Q0(σ)p →֒ E0(M)p induce maps
hocolim
σ∈Simp(E(M))
Q(σ)p −→ E(M)p
hocolim
σ∈Simp(E(M))
Q0(σ)p −→ E0(M)p,
(7.12)
which are weak equivalences: the fiber over a p-simplex (f0, . . . , fp) ∈ E(M)p may
be identified with the star of {f0, . . . , fp} < E(M). Using that geometric realisation
commutes with homotopy colimit, we deduce (7.1). 
7.4.2. The case k = 2. Recall from Lemma 5.7 that we have an injection
D2(M)p1,p2 →֒ D
1(M)p1 ∧D
1(M)p2 , (7.13)
induced by sending a full 2-dimensional lattice φ : [p1, p2]→ Sub(M) to the pair of
full 1-dimensional lattices
(0 = φ(0, p2) ⊂ . . . ⊂ φ(p1, p2) =M),
(0 = φ(p1, 0) ⊂ . . . ⊂ φ(p1, p2) =M).
This injection is likely not surjective: given a pair of 1-dimensional full lattices
φ1 : [p1] → Sub(M) and φ2 : [p2] → Sub(M), the only possibility for a full lattice
φ : [p1, p2] → Sub(M) corresponding to (φ1, φ2) under (7.13) would be φ(a1, a2) =
φ1(a1) ∩ φ2(a2), but that formula need not define a lattice φ : [p1, p2] → Sub(M)
when A is not a field. On closer inspection there are two phenomena that may
prevent this: either that the submodule φ1(a1) ∩ φ(a2) ⊂M is not a summand for
some (a1, a2) ∈ [p1, p2], or that the submodule
(φ1(a1) ∩ φ2(b2)) + (φ1(b1) ∩ φ2(a2)) ⊂ (φ(b1, b2))
is not a summand for some (a1, a2) ≤ (b1, b2) ∈ [p1, p2]. As we will see next, both
issues will be resolved if we restrict attention to lattices consisting of submodules
made out of kernels of evaluation maps M → Aτ as τ runs through faces of a fixed
simplex of E(M).
Proposition 7.23. For any σ < E(M) the injection (7.13) restricts to a bijection
D2(M)σp1,p2 →֒ D
1(M)σp1 ∧D
1(M)σp2 , (7.14)
Proof. We must prove surjectivity. Given two 1-dimensional lattices φ1 : [p1] →
Sub(M) and φ2 : [p1] → Sub(M) we set φ(a1, a2) = φ1(a1) ∩ φ2(a2). Since
φ(a1, a2) = Ker(M → A
τ ) for some τ < σ, this indeed defines a summand
φ(a1, a2). For (a1, a2) ≤ (b1, b2) we may write P = φ(a1, b2) = Ker(M → Aτ
′
)
and Q = φ(b1, a2) = Ker(M → Aτ
′′
) for some τ ′, τ ′′ < σ. The fact that P +Q ⊂M
is a summand then follows from Lemma 7.9. Therefore it is also a summand of the
summand φ(b1, b2), so that P +Q →֒ φ(b1, b2) is the inclusion of a summand. This
proves that φ : [p1, p2]→ Sub(M) satisfies the lattice condition. 
Proof of Theorem 7.1.(ii). We have
D2(M)σ
∼=
−→ D1(M)σ ∧D1(M)σ ≃
(
Σ
|Q(σ)|
|Q0(σ)|
)
∧
(
Σ
|Q(σ)|
|Q0(σ)|
)
,
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and we already observed that Σ |Q(σ)||Q0(σ)| is (d− 1)-connected. The smash product is
therefore (2d − 1)-connected and hence by taking homotopy colimit over all σ we
deduce from Proposition 7.19 that D2(M) is also (2d− 1)-connected. 
Proof of Theorem 7.5, (7.2). Recall that E2(M)p,q ⊂ E(M)p×E(M)q is the subset
consisting of those pairs of ordered tuples whose union (of underlying unordered
sets of vertices) is a simplex of E(M). In other words, it is the union over all
σ < E(M) of the image of the inclusion map
Q(σ)p ×Q(σ)q →֒ E
2(M)p,q ⊂ E(M)p × E(M)q.
These maps induce a weak equivalence
hocolim
σ∈Simp(E(M))
Q(σ)p ×Q(σ)q
≃
−→ E2(M)p,q,
for each p and q because the fibers are contractible, as in the proof of (7.12), and
this weak equivalence restricts to a weak equivalence
hocolim
σ∈Simp(E(M))
(Q0(σ)p ×Q(σ)q) ∪ (Q(σ)p ×Q0(σ)q)
≃
−→ E20(M)p,q.
Using once more that |E(M)| is contractible, taking homotopy colimits of the quo-
tients leads to a weak equivalence of pointed sets
hocolim
σ∈Simp(E(M))
Q(σ)p ×Q(σ)q
(Q0(σ)p ×Q(σ)q) ∪ (Q(σ)p ×Q0(σ)q)
≃
−→
E2(M)p,q
E20(M)p,q
.
For each σ and each p, we have an isomorphism of based sets
Q(σ)p
Q0(σ)p
∧
Q(σ)q
Q0(σ)q
=
Q(σ)p ×Q(σ)q
(Q(σ)p ×Q0(σ)q) ∪ (Q0(σ)p ×Q(σ)q)
.
Using that geometric realisation commutes with homotopy colimit, we then get
hocolim
σ∈Simp(E(M))
|Q(σ)•|
|Q0(σ)•|
∧
|Q(σ)•|
|Q0(σ)•|
≃
|E2(M)•,•|
|E20(M)•,•|
.
On the other hand we may argue similarly to the case k = 1 that
D2(M) ≃ hocolim
σ∈Simp(E(M))
D2(M)σ ∼= hocolim
σ∈Simp(E(M))
D1(M)σ ∧D1(M)σ
≃ hocolim
σ∈Simp(E(M))
(
Σ
|Q(σ)•|
|Q0(σ)•|
)
∧
(
Σ
|Q(σ)•|
|Q0(σ)•|
)
≃ Σ2
|E2(M)•,•|
|E20 (M)•,•|
,
where the last step used that homotopy colimit commutes with suspension. 
7.5. Coinvariants of the E2-Steinberg module. This section is the analogue
for connected semi-local rings with infinite residue fields of Section 2.1. Let M be
a projective A-module of rank d. Theorems 7.1 and 7.5 provide a presentation of
the GL(M)-module St2(M):
Z
[
E2(M)d,d−1
E20(M)d,d−1
]
⊕ Z
[
E2(M)d−1,d
E20(M)d−1,d
]
∂
−→ Z
[
E2(M)d−1,d−1
E20(M)d−1,d−1
]
−→ St2(M)→ 0.
We shall use this to compute the GL(M)-coinvariants of St2(M) when d ≤ 3.
Given a homomorphism f = (f1, . . . , fd) : M → Ad and another homomorphism
f ′ = (f ′1, . . . , f
′
d) : M → A
d we obtain an element
(f ′, f) ∈ Z
[
E2(M)d−1,d−1
E20(M)d−1,d−1
]
,
provided that {f ′1, . . . , f
′
d, f1, . . . , fd} < E(M), i.e. that each subset
σ ⊂ {f ′1, . . . , f
′
d, f1, . . . , fd} ⊂M
∨
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intersects cleanly. Let us recall that this means by definition that ev : M → Aσ
has projective cokernel, and is equivalent to span(σ) ⊂M∨ being a summand. For
each such (f ′, f) we obtain an element of St2(M) which we shall denote [f ′] ⊗ [f ].
By a slight abuse of language we shall in this section say that “[f ′]⊗ [f ] is defined”
for the condition that {f ′1, . . . , f
′
d, f1, . . . , fd} < E(M).
These elements [f ′] ⊗ [f ] ∈ St2(M) generate as an abelian group, but are not
linearly independent. Firstly, they satisfy [f ′] ⊗ [f ] = 0 unless both f ′ and f are
isomorphisms. Secondly, they satisfy
d∑
i=0
(−1)i[(f ′0, . . . , f̂
′
i , . . . , f
′
d)]⊗ [f ] = 0,
provided {f ′0, . . . , f
′
d, f1, . . . , fd} < E(M),
(7.15)
and thirdly they satisfy
d∑
i=0
(−1)i[f ′]⊗ [(f0, . . . , f̂i, . . . , fd)] = 0,
provided {f ′1, . . . , f
′
d, f0, . . . , fd} < E(M).
(7.16)
Much of the difficulty when A is not a field arises from controlling whether the
conditions (“provided . . . ”) apply. Neglecting this may lead to expressions with
undefined terms, but fortunately will not lead a meaningful but untrue equation:
Lemma 7.24. Let f ′ : M → Ad and f = (f1, . . . , fd) : M → Ad, and let f0 =
a1f1 + · · ·+ akfk for some k ∈ {1, . . . , d} and a1, . . . , ak ∈ A. Then the relation
k∑
i=0
(−1)i[f ′]⊗ [(f0, . . . , f̂i, . . . , fd)] = 0
holds, provided all its terms are defined. Similarly when f ′0 = a
′
1f
′
1 + · · ·+ a
′
kf
′
k.
Proof. Wemust verify that any subset σ ⊂ {f ′1, . . . , f
′
d, f0, . . . , fd} spans a summand
of M∨. If {f0, . . . , fk} ⊂ σ then span(σ) = span(σ \ {f0}), so we are reduced to
considering the case where fi 6∈ σ for some i ∈ {0, . . . , k}. That case follows from
what it means for [f ′]⊗ [(f0, . . . , f̂i, . . . , fd)] to be defined. 
In this section we are interested in the coinvariants, for which we obtain the
presentation
Z
[
E2(M)d,d−1
E20(M)d,d−1
]
GL(M)
⊕
Z
[
E2(M)d−1,d
E20(M)d−1,d
]
GL(M)
∂
−→ Z
[
E2(M)d−1,d−1
E20(M)d−1,d−1
]
GL(M)
−→ St2(M)GL(M) → 0.
If we fix a particular isomorphism ι = (ι1, . . . , ιd) : M
∼
−→ Ad, this amounts to
imposing the extra relations
[f ′]⊗ [f ] = [ι] ⊗ [f ◦ (f ′)−1 ◦ ι].
Notice that one side of this relation is defined if and only if the other is. Writing
ψ = f ◦ (f ′)−1 ∈ GLd(A), we see that the coinvariants are generated as an abelian
group by the elements
[ι]⊗ [ψι] ∈ St2(M)GL(M),
as ψ ∈ GLd(A) ranges over those matrices for which [ι]⊗ [ψι] is defined, i.e. those
for which the union of any subset of the standard basis and any subset of the set of
rows of ψ spans a summand. Following conventions in this section, we shall write
ψ = (ψ1, . . . , ψd) : A
d → Ad with ψi : Ad → A the ith coordinate of ψ. With respect
to the standard basis, ψi is the ith row of ψ. (Thus ψ is similar to the matrix φ
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appearing in Section 2.1, but the direct comparison is between ψ and the transpose
of the φ.)
We have analogues of the relations from Section 2.1.
Lemma 7.25. Let ι : M → Ad be a fixed isomorphism, as above. Then the
following relations hold among the elements [ι]⊗ [ψι] ∈ St2(M).
(I) Permuting rows: if ψ ∈ GLd(A) and [ι] ⊗ [ψι] is defined, and ψ′ = σψ ∈
GLd(A) is defined by left multiplication with a permutation matrix σ ∈ Sd ⊂
GLd(A), then [ι] ⊗ [ψ′ι] is also defined, and
[ι]⊗ [ψ′ι] = sign(σ)[ι] ⊗ [ψι].
(II) Scaling rows: if ψ ∈ GLd(A) and [ι] ⊗ [ψι] is defined, and ψ′ ∈ GLd(A) is
defined by ψ′ = (α1ψ1, . . . , αdψd) for some αi ∈ A×, then [ι] ⊗ [ψ′ι] is also
defined, and
[ι] ⊗ [ψ′ι] = [ι]⊗ [ψι].
(III) Adding rows: if ψ ∈ GLd(A), 1 ≤ s < t ≤ d and ψ
′, ψ′′ ∈ GLd(A) are defined
by
ψ′s = ψs + ψt = ψ
′′
t ,
ψ′i = ψi for i 6= s,
ψ′′i = ψi for i 6= t,
then
[ι] ⊗ [ψι] = [ι] ⊗ [ψ′ι] + [ι] ⊗ [ψ′′ι],
provided the terms [ι]⊗ [ψι], [ι] ⊗ [ψ′ι], and [ι] ⊗ [ψ′′ι] are all defined.
In the coinvariants St2(M)GL(M) the analogous relations hold about permuting, scal-
ing, and adding columns.
We emphasise that in (I) and (II), one side of the equation is defined if and only
if the other side is, while to apply (III) one must know a priori that all three terms
are defined. Let us say that the row or column addition is admissible when this is
the case.
Proof sketch. The row operations are all special cases of (7.16), and are proved by
the same method as in Section 2.1. For row addition one considers (7.16) with
f ′ = ι : M → Ad, fi = ψiι : M → A, and f0 = fs + ft. The fact that the relation
holds when all three terms are defined follows from Lemma 7.24.
For the column operations one applies instead (7.15). For column addition with
s = 1 and t = 2 one sets f = ψι, f ′0 = ι1, f
′
1 = ι1+ ι2, and f
′
i = ιi for i ∈ {2, . . . , d}.
In the coinvariants we have
[(ι1 + ι2, ι2, ι3, . . . , ιd)]⊗ [ψι] = [ι] ⊗ [ψ˜
′ι]
[(ι1, ι1 + ι2, ι3, . . . , fd)]⊗ [ψι] = [ι] ⊗ [ψ˜
′′ι],
where ψ˜′ is obtained from ψ by subtracting the first column from the second col-
umn and ψ˜′′ is obtained from ψ by subtracting the second column from the first.
Combining with column scalings by −1 we obtain addition instead of subtraction,
and combining with column permutations we obtain column addition for any s, t.
As in Lemma 7.24 the row addition is a valid relation provided all three terms are
defined, which is unaffected by the remaining operations. 
Remark 7.26. The presentation of St2(Ad)GLd(A) described here bears a curious
resemblance to the double scissors congruence groups of Be˘ılinson–Goncharov–
Schechtmann–Varchenko [BGSV90, Section 2.1]. However, their admissibility con-
dition is stronger than ours.
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Lemma 7.27. If [ι]⊗[ψι] is defined, then all entries of ψ ∈ GLd(A) are in {0}∪A×.
Proof. Consider the subset σ = {ι1, . . . , ι̂j , . . . , ιd, ψiι}. Then the cokernel of M →
Aσ ∼= Ad is isomorphic to A/(ψi(ej)), which for connected A is projective if and
only if either ψi(ej) is either zero or a unit. 
Example 7.28. Assume A is not a field, and choose ε ∈ m \ {0} for some maximal
ideal m ⊂ A, and consider [ι]⊗ [ψι] where ψ has the matrix[
1 ε− 1
0 1
]
.
Then [ι] ⊗ [ψ] is defined, but adding the first to second row gives rise to an entry
which is neither a unit nor zero, so would involve a term which is not defined.
7.5.1. Jordan block elements of St2(M). In the case where A is a field, we have
seen that matrices of Jordan block form play a special role. We start by showing
that the corresponding elements here are at least always defined. In fact, we will
do so for a larger class of elements, which will be used in Lemma 7.30.
Lemma 7.29. For an isomorphism ι = (ι1, . . . , ιd) : M → Ad as above, let us
consider another isomorphism f = (f1, . . . , fd) : M → Ad, of the form
fi = ιi + εiιi−1 (7.17)
for some εi ∈ {0, 1}, and using the notational convention that ι0 = 0 ∈ M∨, i.e.
f1 = ι1. Then [ι] ⊗ [f ] ∈ St
2(M) is defined.
More generally, [ι]⊗ [f ] is defined when fi = ιi+εiιji for some ji ∈ {0, . . . , i−1}.
Proof. Clearly it suffices to show that for any subset
σ ⊂ {ι1, . . . , ιd, ι2 + ιj2 , . . . , ιd + ιjd}
the evaluation homomorphism M → Rσ has projective cokernel. Equivalently, the
span of σ ⊂ M∨ should be a summand. If both ιi and ιi + ιji are in σ for some
i > ji ≥ 1, then the set σ′ = (σ \ {ιi + ιji}) ∪ {ιji} satisfies span(σ) = span(σ
′),
so it suffices to show that the span of σ′ is a summand. By induction we reduce
to considering those σ which don’t contain {ιi, ιi + ιji} as a subset for any i with
i > ji ≥ 1. But any such σ is a subset of a basis for M∨, namely
σ ∪ {ιi | neither ιi ∈ σ nor ιi + ιji ∈ σ} ⊂M
∨.
The span of a subset of a basis is a summand. 
Let us adopt the notation
Jd = (ι1, ι2 + ι1, . . . , ιd + ιd−1) : M −→ A
d
for the special case ε1 = · · · = εd−1 = 1 of the Lemma above. We then have an
element [ι] ⊗ [Jd] ∈ St
2(M), and our conjecture is that its image in St2(M)GL(M)
is a generator for that group.
Looking back at the proof of this statement in the case A is a field and attempting
the same proof here (appropriately transposing matrices), we see there are two steps:
in “Claim 1” we should prove that the elements [ι] ⊗ [f ] generate when f ranges
over the 2d−1 elements of the form (7.17), and in “Claim 2” we should prove that
these 2d−1 elements are all multiples of [ι]⊗ [Jd]. It turns out that the second step
may be carried out in a very similar way over any commutative ring.
Lemma 7.30. Let ι : M → Ad be an isomorphism, and let f : M → Ad be given
by (7.17) for some εi ∈ {0, 1}. Then
[ι]⊗ [f ] ∈ Z · ([ι] ⊗ [Jd]) ⊂ St
2(M)GL(M).
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Proof. As in Section 2.1 it suffices to explain how to merge two Jordan blocks into
one, that is, to consider the special case where f = Ja,b, where a+ b = d and Ja,b
is defined as
Ja,b = (ι1, ι2 + ι1, . . . , ιa + ιa−1,
ιa+1, ιa+2 + ιa+1, . . . , ιa+b + ιa+b−1).
Mimicking the proof there, we also define
Ja,b(i) = (ι1, ι2 + ι1, . . . , ιa + ιa−1,
ιa+1 + ιi, ιa+2 + ιa+1, . . . , ιa+b + ιa+b−1)
for i = 0, . . . , a. In particular Ja,b(0) = Ja,b and Ja,b(a) = Jd. By Lemma 7.29
we have defined generators [ι] ⊗ [Ja,b(i)] ∈ St
2(M)GL(M), and as in Section 2.1 we
claim that
[ι] ⊗ [Ja,b(i)] = [ι] ⊗ [Ja,b(i+ 1)] + [ι]⊗ [Jb+i,a−i(i+ 1)]. (7.18)
Indeed, transposing the proof there, this is proved by first scaling some rows and
columns by −1, then applying one row addition operation which replaces Ja,b(i) by
a sum of two terms, and then finally some row and column permutations to arrive
at (7.18). The row operation relation holds because all three terms are defined,
again by Lemma 7.24.
Applying (7.18) repeatedly, we arrive at a formula for [ι]⊗ [Ja,b] as a multiple of
[ι]⊗ [Ja+b]. 
7.5.2. Jordan blocks generate for d ≤ 3. To prove our conjecture it remains to
establish an analogue of “Claim 1” from Section 2.1, i.e. to rewrite an arbitrary
[ι] ⊗ [ψι] ∈ St2(M)GL(M) as a linear combination of Jordan block elements. For
d = 1 there is nothing to prove, and we now consider d = 2 and d = 3.
This part of the argument involves more substantial manipulations of matrices,
and for notational convenience we shall assume M = Ad and that ι = 1 is the
identity. Then ιi : A
d → A denotes projection to the ith factor, and the ith row
of a matrix ψ ∈ GLd(A) is denoted ψi : Ad → A. The matrix entries ψi,j ∈ A are
characterised by
ψi =
d∑
j=1
ψi,jιj .
Lemma 7.31. For any d ≥ 1 the abelian group St2(Ad) is generated by elements
of the form [ι] ⊗ [ψ], where ψ : Ad → Ad satisfies ψ1 = ι1.
Proof. Given an arbitrary element of the form [ι] ⊗ [ψ] ∈ St2(Ad), we know that
{ι1, . . . , ιd, ψ1, . . . , ψd} < E(Ad), and hence we may use the relation (7.16) with
f0 = ι1. This gives the relation
[ι]⊗ [ψ] =
d∑
i=1
(−1)i−1[ι]⊗ [(ι1, ψ1, . . . , ψ̂i, . . . , ψd)]. 
Corollary 7.32. The abelian group St2(A2)GL2(A) is generated by [ι]⊗ [J2].
Proof. By Lemma 7.31, elements of the form [ι] ⊗ [ψ] with ψ1 = ι1 generate. We
then have ψ2,1, ψ2,2 ∈ A× ∪{0}, by Lemma 7.27. If ψ2,2 = 0 then [ι]⊗ [ψ] = 0, and
otherwise we may scale the second row to achieve ψ2,2 = 1.
If ψ2,1 ∈ A× we may scale the second column by ψ
−1
2,1 and the first row by ψ2,1,
after which [ι]⊗ [ψ] = [ι]⊗ [J2]. If ψ2,1 = 0 then ψ = ι, and [ι]⊗ [ι] is a multiple of
[ι]⊗ [J2] ∈ St
2(A2)GL(A2), by Lemma 7.30. 
Proposition 7.33. The abelian group St2(A3)GL(A3) is generated by [ι]⊗ [J3].
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Proof. By Lemma 7.31, the elements of the form
[ι]⊗
 1 0 0ψ2,1 ψ2,2 ψ2,3
ψ3,1 ψ3,2 ψ3,3
 (7.19)
generate. We now reduce this set of generators to a set covered by Lemma 7.30, in
the following steps.
Step 1. We first show that the elements (7.19) with ψ3,1 = 0 generate.
Starting from a generator of the form (7.19), we achieve this immediately if
ψ2,1 = 0 by permuting the first two rows, so we can from now on assume that ψ2,1
and ψ3,1 are both units, by Lemma 7.27. Hence by scaling rows we may assume
ψ2,1 = ψ3,1 = 1. We are reduced to considering [ι]⊗ [ψ′], where ψ′ has matrix
ψ′ =
1 0 01 ψ2,2 ψ2,3
1 ψ3,2 ψ3,3
 . (7.20)
We know the cokernel of (ι3, ψ2, ψ3) : A
3 → A3 is projective, and the matrix for
this homomorphism is 0 0 11 ψ2,2 ψ2,3
1 ψ3,2 ψ3,3
 .
For connected A this can only happen if the determinant (which generates the
zeroth Fitting ideal of the cokernel) is either zero or a unit. A similar argument
applies starting from projectivity of the cokernel of (ι2, ψ2, ψ3), and we deduce
ψ3,2 − ψ2,2 ∈ {0} ∪A
×,
ψ3,3 − ψ2,3 ∈ {0} ∪A
×.
We would now like to subtract the second and the third rows of (7.20), that is,
to apply (7.16) with f0 = ψ3 − ψ2. To prove that operation is admissible we must
prove that the span of any subset
σ ⊂ {ι1, ι2, ι3, ψ3 − ψ2, ι1, ψ2, ψ3}
is a summand of (A3)∨. We know this is the case for subsets not containing ψ3−ψ2,
and for subsets containing both ψ3 − ψ2 and either ψ2 or ψ3 we have
span(σ) = span((σ \ {ψ3 − ψ2}) ∪ {ψ2, ψ3}),
which is a summand. This leaves the case where
σ ⊂ {ι1, ι2, ι3, ψ3 − ψ2}
which is shown by an elementary case-by-case argument similar to Lemma 7.29,
using that ψ3−ψ2 is a linear combination of ι2 and ι3 with coefficients in {0}∪A×.
For ψ′ of the form (7.20), the row subtraction gives
[ι] ⊗ [ψ′] = [ι] ⊗ [(ι1, ψ2 − ψ3, ψ3)] + [ι]⊗ [(ι1, ψ2, ψ3 − ψ2)]
= [ι] ⊗ [(ι1, ψ2, ψ2 − ψ3)]− [ι]⊗ [(ι1, ψ3, ψ2 − ψ3)],
both terms of which are of the form (7.19) but with ψ3,1 = 0.
Step 2. We have shown that St2(A3)GL3(A) is generated by elements of the form
[ι]⊗
 1 0 0ψ2,1 ψ2,2 ψ2,3
0 ψ3,2 ψ3,3
 . (7.21)
We now claim that St2(A3)GL3(A) is generated by elements of this form which also
satisfy ψ3,2 = 0.
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If ψ3,3 = 0 we can obtain this by permuting the last two columns, so from now
on we will assume both ψ3,2 and ψ3,3 are both units. By scaling columns we can
then assume ψ3,2 = ψ3,3 = 1.
We would now like to subtract the last two columns, i.e. to apply (7.15) with
f ′0 = ι2+ ι3. We must first prove that this column operation is admissible, i.e. that
{ι2 + ι3, ι1, ι2, ι3, ι1, ψ2, ψ3} < E(A
3).
But this is obvious, since ψ3 = ι2+ ι3. After applying this column subtraction and
in one of the two resulting terms permuting the last two columns, we see that (7.21)
is a linear combination of elements of the form
[ι]⊗
 1 0 0ψ2,1 ψ2,2 ψ2,3
0 0 1
 (7.22)
Step 3. Finally, starting from a generator of the form (7.22) we may, after row and
column scalings, assume ψ2,1, ψ2,2, and ψ2,3 are all in {0, 1}. If ψ2,2 = 0 then the
rows do not form a basis, so the element (7.22) represents 0 ∈ St2(A3). The case
where ψ2,3 = 0 is covered by Lemma 7.30, and the case ψ2,1 = 0 is covered by
Lemma 7.30 after permuting the last two rows and the last two columns.
This leaves the case where ψ2,1 = ψ2,2 = ψ2,3 = 1, in which we will subtract the
last two columns once more. To see that this column operation is admissible, we
must as above show that the set
{ι2 + ι3, ι1, ι2, ι3, ι1, ι1 + ι2 + ι3, ι3} = {ι1, ι2, ι3, ι1 + ι2 + ι3, ι2 + ι3}
is a simplex of E(A3), which is done by an elementary case-by-case argument similar
to Lemma 7.29. We may therefore subtract the last two columns, showing
[ι]⊗
1 0 01 1 1
0 0 1
 = [ι] ⊗
1 0 01 0 1
0 −1 1
+ [ι]⊗
1 0 01 1 0
0 0 1

= [ι] ⊗
1 0 01 1 0
0 1 1
+ [ι] ⊗
1 0 01 1 0
0 0 1
 ,
both terms of which are covered by Lemma 7.30. 
This finishes the proof of Theorem 7.6, asserting that Conjecture 7.7 is true for
connected semi-local rings A with infinite residue fields, and projective A-modules
M of rank d ≤ 3.
8. Rognes’ conjecture
The techniques we have used in order to prove the homological vanishing of
D2(An)//GLn(A) can also be used to prove a version of a conjecture of Rognes.
The free algebraic K-theory spectrum Kf (A) of A is obtained by restricting to
those components of the algebraic K-theory spectrum K(A) which correspond to
free finitely-generated modules. In [Rog92], when A has the invariant dimension
property Rognes provides a filtration {FnKf(A)} of Kf (A) and equivalences
FnK
f (A)/Fn−1K
f (A) ≃ Df (An)//GLn(A),
where Df (An) is the subspectrum of the stable building of Definition 5.5 where
all summands are free. The connectivity of these homotopy orbit spectra therefore
control the speed of convergence of this filtration.
If A is a connected semi-local ring then projective modules are free, so we have
Df (An) = D(An). The main result of this section is as follows, which corresponds
to Theorem C.
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Theorem 8.1. If A is a connected semi-local ring with all residue fields infinite,
then Hi(D(A
n)//GLn(A)) = 0 for i < 2n− 2. Furthermore, if A is an infinite field
then H2n−2(D(A
n)//GLn(A)) is torsion for n ≥ 2.
Rognes conjectured the stronger statement that for A a Euclidean domain or
local ring the homology of D(An) is concentrated in degree 2n− 2 [Rog92, Conjec-
ture 12.3]. Theorem 8.1 for the case of local rings would be a consequence of that
conjecture.
Proof. In Theorem 7.1 we have proved that under the given hypotheses D2(An) is
(2n− 1)-connected, and so D2(An)//GLn(A) is too.
As D2(An) is the second space of the spectrum D(An) this aligns with our hope
that this spectrum is (2n − 3)-connected. However, as Remark 6.4 explains we
cannot continue with this method to establish connectivity of Dk(An), which is
just as well as this method would show that Dk(An) is a wedge of nk-spheres, and
hence show that the spectrum D(An) is contractible, which it is not. The strategy
instead will be to show that the gains we have made in passing from D1(An) to
D2(An) are not lost when passing to D3(An) and higher, at least after taking
homotopy orbits by GLn(A).
To address this we will pass to considering the k-fold split buildings D˜k(An)
instead. By Example 5.16 the pair (A,Z) satisfies the Nesterenko–Suslin property,
and so by Theorem 5.18 the maps on pointed homotopy orbits
D˜k(An)//GLn(A) −→ D
k(An)//GLn(A)
are integral homology equivalences. Hence D˜(An)//GLn(A) → D(An)//GLn(A) is
a weak equivalence.
The advantage of the split buildings is the following. If we filter the geometric
realisation D˜k+1(An) by its last simplicial direction, we obtain
D˜k+1(An)(p)/D˜k+1(An)(p−1) ∼=
∨
Q1⊕···⊕Qp=An
Sp ∧ D˜k(Q1) ∧ · · · ∧ D˜
k(Qp).
This decomposition is natural for the action of GLn(A), so there is therefore a
filtration of D˜k+1(An)//GLn(A) with pth piece of its associated graded given by∨
q1+···+qp=n
Sp ∧ (D˜k(Aq1 )//GLq1(A)) ∧ · · · ∧ (D˜
k(Aqp)//GLqp(A)).
Considering the associated spectral sequence proves the following: let f : N → N
be a function so that D˜k(An)//GLn(A) is homologically f(n)-connected for all n.
Then the homological connectivity of D˜k+1(An)//GLn(A) is
inf
p≥1
{2p+ f(a1) + f(a2) + · · ·+ f(ap) |n = a1 + · · ·+ ap} − 1.
In particular, if f is subadditive—that is, f(a+ b) ≤ f(a) + f(b) for all a, b—then
D˜k+1(An)//GLn(A) is homologically (1 + f(n))-connected. As 1 + f is again sub-
additive, it follows inductively that D˜k+i(An)//GLn(A) is homologically (i+ f(n))-
connected, and hence that the spectrum D˜(An)//GLn(A) is (f(n)− k)-connected.
We apply this as follows. AsD2(An)//GLn(A) is (2n−1)-connected it follows that
D˜2(An)//GLn(A) is homologically (2n − 1)-connected, and therefore by the above
discussion that the spectrum D˜(An)//GLn(A) is (2n− 3)-connected. Applying the
Nesterenko–Suslin property again shows thatD(An)//GLn(A) is (2n−3)-connected,
which proves the first part of the theorem.
The second part follows from Corollary 6.12 by similar reasoning. 
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Remark 8.2. By the results of Section 7.5, the second part is also true for n = 2, 3
when A is a connected semi-local A with infinite residue fields. If Conjecture 7.7 is
true, it would follow for all n ≥ 2.
Remark 8.3. The argument of Theorem 8.1 applies with A any field F, as long as
we use k-coefficients where (F,k) satisfies the Nesterenko–Suslin property. If F is a
finite field this means that k must have a different characteristic. But in this case
Quillen [Qui72] has completely calculated the k-homology of all GLn(F)’s, and in
[GKRW18c, Section 7] we used this to completely compute the corresponding E1-
homology. By iterating the bar spectral sequence of Theorem Ek.14.1 one could
obtain far more information about H∗(D(Fn)//GLn(F);k) than a mere vanishing
range. The same applies when F is a number field and k has characteristic zero,
using [BY94].
Remark 8.4. Using Theorem 5.18 again, we see that if (A,Z) satisfies the
Nesterenko–Suslin property then the spectral sequence
E1p,q = Hp+q(FpK(A)/Fp−1K(A)) =⇒ Hp+q(K(A)),
induced by Rognes’ stable rank filtration, coincides up to reindexing with the group
completion spectral sequence of Proposition Ek.13.29 (see Remark Ek.13.30 too)
E1p,q = H
E∞
p,q (R) =⇒ Hp(K(A)).
Working with rational coefficients, so H∗(K(A);Q) ∼= K∗(A) ⊗ Q, both of these
spectral sequences converge to the associated graded of the stable rank filtration
0 ⊂ F1K∗(A) ⊗Q ⊂ F2K∗(A) ⊗Q ⊂ · · ·
of the rationalised algebraic K-theory groups K∗(A) ⊗ Q for ∗ ≥ 1. This rank
filtration may be more concretely described by
FrK∗(A)⊗Q := im [H∗(GLr(A);Q)→ Indec(H∗(GL∞(A);Q))]
using the identification of K∗(A) ⊗ Q with the indecomposables of the augmented
Q-algebra H∗(GL∞(A);Q).
When A = F is an infinite field, Theorem 8.1 shows that this filtration satisfies
FrKd(F) ⊗ Q = 0 for r < d/2 as long as d ≥ 1. It is homotopy-invariant, in the
sense that the maps
FiK∗(F)⊗Q −→ FiK∗(F[t]) ⊗Q −→ FiK∗(F)⊗Q
are isomorphisms: the composition is the identity and by homotopy invariance of
algebraic K-theory on regular rings they are filtration of the same vector space.
This filtration is also highly non-trivial, as evidenced by the computations of E∞-
homology in the next section as well as the computations in [Rog10] (which also
discusses the relation to the weight filtration). For example, F1K∗(F)⊗ Q may be
identified with the rationalisation KM∗ (F)⊗Q of Milnor K-theory.
Remark 8.5. There is a different rank filtration on the rational algebraic K-theory
groups given by
F˜rK∗(A) ⊗Q := im [H∗(GLr(A);Q)→ H∗(GL∞(A);Q)] ∩ Prim(H∗(GL∞(A);Q))
using the identification of K∗(A) ⊗ Q with the primitives in the coaugmented Q-
coalgebra H∗(GL∞(A);Q). This is also an ascending filtration, but its behavior is
quite different: for example, when A = F is a field F˜dKd(F)⊗Q/F˜d−1Kd(F)⊗Q is
KMd (F)⊗Q. For a relation to the weight filtration, see [DJ02].
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9. Applications to homological stability
In this section we shall apply the results obtained so far, along with the general
machinery of [GKRW18a], to analyse homological stability properties of the groups
GLn(A) when A is a connected semi-local ring with all reside fields infinite. We
therefore let R ∈ AlgE∞(sSet
N) be the E∞-algebra constructed in Section 4, having
R(n) ≃ BGLn(A), and denote by Rk ∈ AlgE∞(sMod
N
k
) its k-linearisation.
9.1. E∞-homology in low degrees. In this section we shall describe the E∞-
homology of RZ in low degrees, relying on calculations of the group homology
of GL2(A). The result is summarised in the chart given in Figure 1 of the E∞-
homology of RZ, though we shall also explain some further features related to the
classes called ρ2 and ρ3.
0
1
2
3
4
5
6
0 1 2 3 4
Z
H1(A
×;Z)
H2(A
×;Z)
H3(A
×;Z)
H4(A
×;Z)
H5(A
×;Z)
H6(A
×;Z)
Z/2{ρ2}
p(A)
?
?
?
Z/3{ρ3}
?
? ?
d/n
Figure 1. The E∞-homology of RZ, which vanishes for d < 2n − 2.
9.1.1. The pre-Bloch group. The entry p(A) in position (2, 3) of Figure 1 denotes
the pre-Bloch group, which is the abelian group generated by symbols [x] for x ∈
A× \ {1} subject to the relations
[x]− [y] +
[y
x
]
+
[
1− x−1
1− y−1
]
+
[
1− x
1− y
]
= 0
whenever x, y, 1− x, 1− y, and x− y ∈ A×.
When A = F is an infinite field, this group arises in Suslin’s analysis [Sus90]
of the relation between K3(F) and the Bloch group of F. A similar analysis has
been done for A a ring with many units—which includes semi-local rings with all
residue fields infinite—by Mirzaii [Mir11, Mir13]. Let GMn(A) denote the subgroup
of GLn(A) consisting of monomial matrices, i.e. invertible matrices having a single
non-zero entry in each row and column.
Theorem 9.1 (Suslin, Mirzaii). Let A be a ring with many units. Then we have
(i) H1(GL2(A),GM2(A)) = 0.
(ii) H2(GL2(A),GM2(A)) ∼= Z/2.
(iii) H3(GL2(A),GM2(A)) ∼= p(A).
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As we will need to use some details of this calculation, we provide an outline of
the proof, following [Sus90, Mir11, Mir13].
Proof sketch. We consider the augmented chain complex C•(A
2)→ Z with Cp(A2)
being the free abelian group with basis the ordered (p+ 1)-tuples (L0, L1, . . . , Lp)
of free A-submodules Li ≤ A2 of rank 1 which are direct summands, such that
each pair gives a direct-sum decomposition of A2. The boundary is given by the
alternating sum over omitting the Li. This augmented chain complex is acyclic, by
the argument of Proposition 7.12. Let us write Zi := Ker[∂ : Ci(A
2)→ Ci−1(A2)].
There is a map of exact chain complexes
Z Z[S2] Z[S2] Z
Z C0(A2) C1(A2) Z1
ε t−1 t+1
ε ∂
(9.1)
equivariant for GM2(A) → GL2(A), where t is the non-trivial element in the sym-
metric group S2. Here the second vertical map is a+ bt 7→ a〈e1〉 + b〈e2〉, and the
third vertical map is a+ bt 7→ a(〈e1〉, 〈e2〉) + b(〈e2〉, 〈e1〉); the fourth vertical map
is induced by the third.
Now the maps
H∗(GM2(A);Z[S2]) −→ H∗(GL2(A);Ci(A2))
for i = 0, 1 are isomorphisms: by Shapiro’s lemma they are identified with
H∗([ ∗ 00 ∗ ];Z) −→ H∗([
∗ ∗
0 ∗ ];Z) and H∗([ ∗ 00 ∗ ];Z) −→ H∗([
∗ 0
0 ∗ ];Z)
respectively, where the second is the identity map and the first is an isomorphism
by the Nesterenko–Suslin property for (A,Z). The d3-differential in the associated
hyperhomology spectral sequence must then be an isomorphism
Hd−2((GL2(A);Z1), (GM2(A);Z))
∼=
−→ Hd(GL2(A),GM2(A);Z) (9.2)
from relative group homology with coefficients.
As in [Mir11, p. 332 eq. (1)], which is not affected by the error described in
[Mir13], an explicit isomorphism
p(A)
∼=
−→ H0(GL2(A);Z2)
is constructed. The short exact sequence Z2 → C2(A2)
k
−→ Z1 induces a long exact
sequence of GL2(A)-homology, parts of which are
H0(GL2(A);C2(A
2))
H0(k)
−−−−→ H0(GL2(A);Z1) −→ 0 (9.3)
H1(GL2(A);C2(A
2))
H1(k)
−−−−→ H1(GL2(A);Z1) −→ H0(GL2(A);Z2) (9.4)
If we write j : Z1 → C1(A2) for the inclusion, Shapiro’s lemma identifies the compo-
sition Hi(j◦k) : Hi(GL2(A);C2(A
2))→ Hi(GL2(A);C1(A
2)) with diag: Hi(A
×)→
Hi(A
× ×A×), which in turn may be identified with id : Z→ Z for i = 0 and with
diag : A× → A× ×A× for i = 1. These are both injective and provide splittings of
H0(k) and H1(k), so that (9.3) and (9.4) give isomorphisms
H0(GL2(A);Z1) ∼= H0(GL2(A);C2(A
2)) ∼= H0(GL2(A);C1(A
2)) ∼= Z
H1(GL2(A);Z1) ∼= H1(GL2(A);C2(A
2))⊕H0(GL2(A);Z2) ∼= A
× ⊕ p(A).
By tracing through isomorphisms, it is now easy to identify H0(GM2(A);Z) →
H0(GL2(A);Z1) with 2: Z → Z, and H1(GM2(A);Z) → H1(GL2(A);Z1) with
id⊕ 0: A× ⊕Z/2→ A× ⊕ p(A). This shows that the groups (9.2) are as stated for
d = 2 and d = 3, and d = 1 is trivial. 
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We must also recall a detail from this calculation regarding the connecting ho-
momorphisms ∂ : Hd+1(GL2(A),GM2(A))→ Hd(GM2(A)). The group GM2(A) is
the semidirect product (A×)2 ⋊S2, and we first describe its homology.
Let us write ∧˜
n
M := [M⊗n⊗Z−]Sn . The exterior product ∧
2M is the quotient
ofM ⊗M by the subgroup generated by all elements of the form m⊗m, so there is
a surjective map ∧˜2M → ∧2M whose kernel is 2-torsion. As for any abelian group,
we have
H1(A
×) ∼= A×, H2(A
×) ∼= ∧2A×
and the Serre spectral sequence for the semidirect product (A×)2 ⋊S2 provides a
split short exact sequence
0 −→ A× = H1(A
× ×A×)S2 −→ H1(GM2(A)) −→ H1(S2) = Z/2 −→ 0
and, via H2(A
××A×) ∼= (∧2A×⊕∧2A×)⊕ (A×⊗A×) from the Ku¨nneth theorem,
an isomorphism H2(GM2(A)) ∼= ∧2A× ⊕ ∧˜
2
A×. These give
H1(GM2(A),GM1(A)) ∼= Z/2, H2(GM2(A),GM1(A)) ∼= ∧˜
2
A×.
The map
p(A) ∼= H3(GL2(A),GM2(A))
∂
−→ H2(GM2(A)) ∼= ∧
2A× ⊕ ∧˜
2
A×
is then identified with
p(A) ∋ [x] 7−→ (x ∧ (1− x),−x∧˜(1− x)) (9.5)
Indeed, the connecting homomorphism may be identified with the d3-differential in
the spectral sequence arising by replacing Z by 0 in the lower left corner of (9.1).
This differential may in turn be identified with the d2-differential calculated in
[Mir11, Lemma 4.1] or the d3-differential in [Sus90, Lemma 2.4].
What we shall need is the composition
p(A) ∼= H3(GL2(A),GM2(A))
∂
−→ H2(GM2(A))→ H2(GM2(A),GM1(A)) ∼= ∧˜
2
A×,
which is then [x] 7→ −x∧˜(1− x).
9.1.2. Determining Figure 1. We will calculate the indicated entries in Figure 1 by
using Theorem 9.1 and a Hurewicz theorem. First use the identification BA× =
BGL1(A) = R(1), and the fact that R is an E∞-algebra, to obtain by adjunction
a map of E∞-algebras
i : A := E∞(S
1,0 ⊗ Z[BA×]) −→ RZ (9.6)
in sModNZ . Explicitly we have
A(n) ≃ Z[B((A×)n ⋊Sn)]
and we think of (A×)n ⋊ Sn as the subgroup GMn(A) ≤ GLn(A) of monomial
matrices. Thus we may interpret Theorem 9.1 as a calculation of H2,d(RZ,A) for
d ≤ 3.
We now apply Proposition Ek.11.9, a Hurewicz theorem. The objects A and RZ
are (∞, 0, 0, . . .)-connective, and the map i is (∞,∞, 0, 0, . . .)-connective, so that
proposition implies that the Hurewicz map
H2,∗(RZ,A) −→ H
E∞
2,∗ (RZ,A)
is an isomorphism. On the other hand as A only has E∞-cells of rank 1, the map
HE∞2,∗ (RZ)→ H
E∞
2,∗ (RZ,A) is an isomorphism too, together giving an identification
HE∞2,d (RZ)
∼= Hd(GL2(A),GM2(A);Z).
With Theorem 9.1 this determines the n = 2 column of Figure 1.
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The n = 3 column of Figure 1 follows by combining Theorem 7.6 with the
argument of Corollaries 6.11 and 6.12 for n ≤ 3, which gives that HE∞3,4 (RZ)
∼= Z/3.
The vanishing line follows from Theorem 7.1, as described in Section 7.1.1. That
finishes our determination of Figure 1.
9.1.3. Some homology operations. As we have discussed in [GKRW18a, p. 187], if
X is an E∞-algebra in sMod
N
Z and XFp := X⊗Z Fp is its reduction modulo p, then
the mod 2 Dyer–Lashof operation Q12 : H1,0(XF2)→ H2,1(XF2) has a refinement to
an operation
(Q12)Z : H1,0(X) −→ H2,1(X)
defined on integral homology, satisfying (Q12)Z(x) mod 2 = Q
1
2(x mod 2).
By universality, to define this operation it is enough to define a class
(Q12)Z(σ) ∈ H2,1(E∞(S
1,0
Z σ)),
but this group is H1(S2;Z) = Z/2 and we take (Q12)Z(σ) to be the unique non-
zero class, which indeed reduces to Q12(σ) modulo 2. We may similarly define an
integral refinement (βQ13)Z of the mod 3 Dyer–Lashof operation βQ
1
3 : H1,0(XF3)→
H3,3(XF3) by choosing the unique element
(βQ13)Z(σ) ∈ H3,3(E∞(S
1,0
Z σ)) = H3(S3;Z)
∼= Z/2⊕ Z/3,
of order 3 which reduces modulo 3 to βQ13(σ). Both of these constructions give chain-
level representatives for these operations, by choosing chains in E∞(S
1,0
Z σ) once and
for all. They induce analogous operations with coefficients in any commutative ring
k.
Lemma 9.2. Let (A,k) satisfy the Nesterenko–Suslin property.
(i) There is an element a ∈ H1,1(Rk) such that (Q12)k(σ) = σ · a, and 2a = 0.
(ii) There is an element b ∈ H2,3(Rk) such that (βQ
1
3)k(σ) = σ · b, and 3b = 0.
Proof. Writing Cp = 〈t | t
p〉 for the cyclic group of order p, by the definition above
the class (Q12)k(σ) lies in the image of the map on homology induced by
t 7−→
[
0 1
1 0
]
: C2 −→ GM2(A) ⊂ GL2(A)
Changing to the basis {e1+e2, e2}, this is conjugate to
[
1 1
0 −1
]
. By definition of the
Nesterenko–Suslin property the homomorphisms [ ∗ 00 ∗ ]→ [
∗ ∗
0 ∗ ]→ [
∗ 0
0 ∗ ] both induce
isomorphisms on k-homology, so the homomorphisms t 7→
[
1 1
0 −1
]
and t 7→
[
1 0
0 −1
]
are the same on k-homology. Thus we can take a = [−1] ∈ H1(GL1(A);k).
Similarly, (βQ13)k(σ) lies in the image of the map on homology induced by
t 7−→
0 0 11 0 0
0 1 0
 : C3 −→ GM3(A) ⊂ GL3(A)
Changing to the basis {e1 + e2 + e3, e2, e3}, this is conjugate to
[
1 0 1
0 0 −1
0 1 −1
]
. By the
Nesterenko–Suslin property again this homomorphism induces the same map as
t 7→
[
1 0 0
0 0 −1
0 1 −1
]
on homology. Thus we can take b ∈ H2(GL2(A);k) to be the image
of a generator of H3(C3;k) under t 7→
[
0 −1
1 −1
]
: C3 → GL2(A). 
58 SØREN GALATIUS, ALEXANDER KUPERS, AND OSCAR RANDAL-WILLIAMS
9.1.4. Some attaching maps. We also record the following, concerning the classes
ρ2 and ρ3 in Figure 1.
Proposition 9.3. Letting R′Z := RZ ∪
E∞
σ D
1,1σ′, the Hurewicz maps
H2,2(R
′
Z) −→ H
E∞
2,2 (R
′
Z)
∼= Z/2
H3,4(R
′
Z) −→ H
E∞
3,4 (R
′
Z)
∼= Z/3
are surjective.
Proof. We may obtain a chart for HE∞∗,∗ (R
′
Z) from Figure 1 by removing the copy
of Z in degree (1, 0). Let A′ := A ∪E∞σ D
1,1σ′. Then the Hurewicz map gives a
map of long exact sequences
H2,2(A
′) H2,2(R
′
Z) H2,2(R
′
Z,A
′) H2,1(A
′) = 0
0 = HE∞2,2 (A
′) HE∞2,2 (R
′
Z) H
E∞
2,2 (R
′
Z,A
′) HE∞2,1 (A
′) = 0,
≃
and an application of Proposition Ek.11.9 shows the indicated vertical map is an
isomorphism, this gives the first case.
For the second case, it is enough to work 3-locally, with RZ(3) ; we implicity 3-
localise A too. We will extend i : A→ RZ(3) to an improved approximation which
takes into account the pre-Bloch group.
Let 0→ P1 → P0 → p(A)(3) → 0 be a free resolution of p(A)(3) as a Z(3)-module,
and P• be the simplical Z(3)-module corresponding to the chain complex P1 → P0.
The isomorphism p(A)(3) ∼= H2,3(RZ(3) ,A) is then induced by a map
S2,3 ⊗ (P•) −→ Cone(i),
or equivalently a map α : S2,2 ⊗ P• → A along with a nullhomotopy in RZ(3) . We
may form an extension of the map i to
B := A ∪E∞α (D
2,3 ⊗ P•)
j
−→ RZ(3) .
By construction we have Hn,d(RZ(3) ,B) = 0 for n = 1, and for n ≥ 2 with d ≤ 3.
In particular j∗ : H2,3(B) → H2,3(RZ(3)) is surjective, so the class b ∈ H2,3(RZ(3))
from Lemma 9.2 (ii) may be lifted to a cycle b′ : S2,3 → B. We then form the cycle
(βQ13)Z(σ)− b
′ · σ : S3,3 −→ B,
which is nullhomotopic in RZ(3) by Lemma 9.2 (ii). Choosing such a nullhomotopy
H of this cycle in RZ(3) , and using the canonical nullhomotopy of the same cycle
in B′ := B ∪E∞σ D
1,1
Z σ
′ induced by σ = ∂(σ′), gives a diagram
D3,4
S3,3 B B′ QE∞L (B
′)
D3,4 RZ(3) R
′
Z(3)
QE∞L (R
′
Z(3)
)
N N′ QE∞L (N
′).
H
E∞-CELLS AND GENERAL LINEAR GROUPS OF INFINITE FIELDS 59
The two maps D3,4 → R′Z(3) agreeing on S
3,3 give an element xH ∈ H3,4(R′Z(3)).
Here we write N for the 3-localisation of the object defined in Section 6.4, with
N(n) = Z(3) for n > 0, and N′ :=N ∪E∞ D1,1.
We will now show that the image of xH in H
E∞
3,4 (R
′
Z(3)
) is nontrivial. The
inclusion
E := E∞(S
1,0) −→ A −→ B
is a split monomorphism. The splitting is induced by collapsing BA× → {∗}, which
annihilates the attaching map α for the pre-Bloch group, so may be extended to a
map of pairs (RZ(3) ,B)→ (N,E). Consider the zig-zag of maps
H3,4(N,E) H3,4(RZ(3) ,B) H3,4(R
′
Z(3)
,B′) H3,4(R
′
Z(3)
)
HE∞3,4 (N,E) H
E∞
3,4 (RZ(3) ,B) H
E∞
3,4 (R
′
Z(3)
,B′) HE∞3,4 (R
′
Z(3)
)∼ ∼
The image of xH under the fourth vertical map corresponds under the isomorphisms
in the bottom row to the image of the nullhomotopy [H ] ∈ H3,4(RZ(3) ,B) under
the second vertical map, so it is enough to show this is non-trivial. To do this it is
enough to show the image of [H ] in HE∞3,4 (N,E) is nontrivial. In the composition
H3,4(RZ(3) ,B) −→ H3,4(N,E) −→ H
E∞
3,4 (N,E),
the second map is an isomorphism as in Remark 6.13, and the first map is non-trivial
because the composition
H3,4(RZ(3) ,B) −→ H3,4(N,E)
∂
−→ H3,3(E)
sends [H ] to (βQ13)Z(σ) 6= 0 by construction. 
9.2. The Nesterenko–Suslin theorem. In this section we will explain how the
E∞-homology calculations Section 9.1 can be used to recover the following theorem
of Nesterenko–Suslin [NS89], and Guin [Gui89]. The case where A is an infinite
field was proved earlier by Suslin [Sus84a, Theorem 3.4].
To state it, recall that as in [NS89, Section 3] the Milnor K-theory KM∗ (A) of
a ring A is the quotient of the graded tensor algebra T ∗Z (A
×) by the homogeneous
ideal generated by the Steinberg relations
x⊗ (1− x) ∈ T 2Z(A
×) for x, 1− x ∈ A×.
The Z-span of these relations contains x ⊗ y + y ⊗ x for all x, y ∈ A×, by
[NS89, Lemma 3.2], so the ring KM∗ (A) is graded-commutative. Recall that we
write ∧˜nM := [M⊗n ⊗ Z−]Sn , so that ∧˜
∗
M :=
⊕
n≥0 ∧˜
n
M is the free graded-
commutative Z-algebra on a Z-module M placed in degree 1, we can therefore also
define Milnor K-theory as the corresponding quotient of ∧˜∗A×. In the case of
fields the following is [Sus84a, Theorem 3.4], for local rings it is [NS89, Theorems
2.7, 3.25], and in general it is a special case of [Gui89, The´ore`me 2].
Theorem 9.4 (Suslin, Nesterenko–Suslin, Guin). Let A be a connected semi-local
ring with all residue fields infinite. Then
Hd(GLn(A),GLn−1(A);Z) = 0 for d < n, and
Hn(GLn(A),GLn−1(A);Z) ∼= KMn (A).
Recall that RZ is the associative algebra obtained by rectifying the unital E∞-
algebraR+Z , andRZ/σ is the cofiber of the stabilisation map. Thus, in our terminol-
ogy, the Nesterenko–Suslin theorem is the vanishing of Hn,d(RZ/σ) for d < n and
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an isomorphism of Hn,n(RZ/σ) with nth Milnor K-theory. Let us make explicit
what this isomorphism will be.
We write Dn := Hn,n(RZ) for the nth diagonal homology of the associative
algebra RZ, so that D∗ :=
⊕
n≥0Dn is a graded-commutative ring. Similarly, we
write Mn := Hn,n(RZ/σ) for the nth diagonal homology of the RZ-module RZ/σ,
so that M∗ :=
⊕
n≥0Mn is a graded D∗-module. The quotient map gives a map
of D∗-modules D∗ →M∗. As the ring D∗ is graded-commutative the identification
A×
∼
→ H1,1(RZ) = D1 extends to a ring homomorphism ∧˜
∗
A× → D∗, and hence
to a ∧˜∗A×-module homomorphism
φ : ∧˜
∗
A× −→ D∗ −→M∗.
We will show that this map is surjective, and that its kernel is the ∧˜∗A×-submodule
generated by the Steinberg relations.
Proof of Theorem 9.4. In Section 6.4 we have discussed the map ε : RZ → N of
E∞-algebras induced by the augmentations BGLn(A) → {∗} (these go through
for A connected semi-local in exactly the same way). Theorem 7.6 shows that
HE2n,d(N,Rk) = 0 for d < 2n and d ≤ 3, and also for d < 2n− 1, and the argument
of Corollary 6.11 shows that HE∞n,d (N,RZ) vanishes in the same range of bidegrees.
This is depicted in Figure 2. (Conjecture 7.7 would imply vanishing for d < 2n for
all d ≥ 0, and that the slope-two line through the origin in the figure continues past
d = 3.) That the entry (n, d) = (2, 4) is p(A) will be established later and is not
needed right now (see Remark 9.12).
0
1
2
3
4
5
6
7
0 1 2 3 4
A×
H2(A
×;Z)
H3(A
×;Z)
H4(A
×;Z)
H5(A
×;Z)
H6(A
×;Z)
p(A)
?
?
?
?
? ?
d/n
Figure 2. The E∞-homology of the pair (N, RZ), which vanishes below
the dotted line. On the line d = n + 1 it just has A× in bidegree (1, 2).
We may therefore construct a relative CW-E∞-algebra RZ →֒ C
∼
→ N by at-
taching (n, d)-cells only in the necessary bidegrees. This has a skeletal filtration
sk(C) which is constantly RZ is negative filtration: we can truncate this to give a
filtered E∞-algebra sk
′(C) which is 0 in negative filtration and agrees with sk(C)
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in nonnegative filtration. The spectral sequence (see Theorem Ek.10.10) of the
filtered object sk′(C)/σ then has the form
E1n,p,q = Hn,p+q,q
(
RZ/σ[0]⊗ E
+
∞(
⊕
Snα,dα,dαxα)
)
=⇒ Hn,p+q(N/σ).
Since N/σ ≃ Z[0, 0], the spectral sequence has E∞0,0,0 = Z and E
∞
n,p,q = 0 for
(n, p, q) 6= (0, 0, 0). All the cells satisfy nα ≥ 1 and dα ≥ nα+1, as shown in Figure
2, and the groups we are interested in appear as E1n,d,0 = Hn,d(RZ/σ).
The vanishing part of the theorem is the following.
Claim. Hn,d(RZ/σ) = 0 for d < n.
Proof of Claim. Suppose for a contradiction that Hn,d(RZ/σ) 6= 0 for some d < n,
and let d be minimal with this property. Then E1n,d,0 6= 0, so consider differentials
dr : Ern,d−r+1,r −→ E
r
n,d,0.
The Ku¨nneth exact sequence expresses E1n,d−r+1,r as an extension of⊕
n′+n′′=n
d′+d′′=d+1
Hn′,d′(RZ/σ)⊗Hn′′,d′′,r(E
+
∞(
⊕
Snα,dα,dαxα))
and ⊕
n′+n′′=n
d′+d′′=d
TorZ1
(
Hn′,d′(RZ/σ), Hn′′,d′′,r(E
+
∞(
⊕
Snα,dα,dαxα))
)
,
and Ern,d−r+1,r is a subquotient of E
1
n,d−r+1,r. We will show that these are zero.
In the first case consider the term
Hn′,d′(RZ/σ)⊗Hn′′,d′′,r(E
+
∞(
⊕
Snα,dα,dαxα))
with n′ + n′′ = n and d′ + d′′ = d + 1. The tridegrees of the xα ensure that the
right-hand factor can be non-trivial only if r ≥ 2, d′′ ≥ n′′ + 1, and d′′ ≥ r. But in
this case
d′ − n′ = d+ 1− d′′ − (n− n′′) = (d− n) + (n′′ + 1− d′′) < 0
so d′ < n′, and d′ = d + 1 − d′′ ≤ d + 1 − r < d, so the left-hand factor must be
zero, by our assumption that d was minimal.
Similarly, for the term
TorZ1
(
Hn′,d′(RZ/σ), Hn′′,d′′,r(E
+
∞(
⊕
Snα,dα,dαxα))
)
with n′ + n′′ = n and d′ + d′′ = d, if the right-hand factor is non-trivial then
d′ − n′ = d− d′′ − (n− n′′) = (d− n) + (n′′ − d′′) < −1
so again d′ < n′, and d′ = d − d′′ ≤ d − r < d, so the left-hand factor must again
be trivial.
Thus the domains of differentials arriving at Ern,d,0 are zero for all r, so E
∞
n,d,0 6= 0
and hence Hn,d(N/σ) 6= 0, a contradiction. 
For the remaining part we will analyse the differentials in this spectral sequence.
The only differentials entering E1n,n,0 = Hn,n(RZ/σ) are of the form
dr : Ern,n−r+1,r −→ E
r
n,n,0.
By the Ku¨nneth theorem, using the vanishing just established and the fact that
dα ≥ nα + 1, we have
E1n,n−r+1,r =
⊕
a+b=n
Ha,a(RZ/σ)⊗Hb,b+1,r(E
+
∞(
⊕
Snα,dα,dαxα)).
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The only cells satisfying dα = nα + 1 are those for (nα, dα) = (1, 2), so this is only
nonzero for r = 2, where we can write E1n,n−1,2 = Hn−1,n−1(RZ/σ)⊗ E
1
1,2,2. Thus
the only differential entering E1n,n,0 = Hn,n(RZ/σ) is
d2 : E2n,n−1,2 = Hn−1,n−1(RZ/σ)⊗ E
2
1,0,2 −→ E
2
n,n,0 = Hn,n(RZ/σ). (9.7)
Note that the differential
d1 : E11,0,3 =
⊕
(nα,dα)=(1,3)
Z −→ E11,0,2 =
⊕
(nα,dα)=(1,2)
Z
is that of the relative E∞-cellular chain complex of (N,RZ) in these degrees, giving
that E21,0,2
∼= HE∞1,2 (N,RZ) = A
×. Therefore the differential (9.7) gives a map
Hn−1,n−1(RZ/σ)⊗A
× −→ Hn,n(RZ/σ),
which must be surjective for all n ≥ 1, since E∞n,n,0 = 0. By the multiplicative
properties of the spectral sequence (module structure over H∗,∗(RZ)) this proves
the generation part of the theorem.
For the relations part of the theorem, we first note that the long exact sequence
for the triple GM1(A) ≤ GM2(A) ≤ GL2(A) together with Suslin’s formula (9.5)
shows that the map
∧˜
2
A× = H2(GM2(A),GM1(A)) −→ H2(GL2(A),GL1(A)) = H2,2(RZ/σ)
annihilates x∧˜(1−x) for all x ∈ A× \ {1}, and therefore the kernel of the surjective
left ∧˜∗A×-module map
∧˜
∗
A× −→
⊕
n≥0
Hn,n(RZ/σ)
contains the ∧˜∗A×-submodule generated by the Steinberg relations x∧˜(1 − x). It
remains to show that the kernel is no larger.
To do so, consider the E∞-algebraR
′ := RZ∪E∞σ D
1,1σ′. The universal property
of module quotients provides an RZ-module map
RZ/σ −→ R
′
≃ RZ ∪
E∞
σ D
1,1σ′.
Let us write M(Z/2) for the (simplicial abelian group corresponding to the) chain
complex (Z 2−→ Z) and similarly for M(Z/3). Proposition 9.3 shows that we may
choose maps ρ′2 : S
2,2 ⊗M(Z/2)→ R′ and ρ′3 : S
3,4 ⊗M(Z/3)→ R′ representing
a non-trivial E∞-homology classes. We then define R
′ → R′′ by taking pushout
with D3,2 ⊗M(Z/2) along ρ′2 and cone off ρ
′
3 in a similar way. The E∞ homology
of R′′ then looks like Figure 1, except the entries (1, 0), (2, 2), and (3, 4) have been
set to zero.
Writing
Z[BA×] ≃ Z{σ} ⊕ Z˜[BA×].
and letting A′′ := E∞(S
1,0 ⊗ Z˜[BA×]), it follows from Figure 1 that R′′ may be
obtained, up to equivalence, from A′′ by attaching cells of bidegree (n, d) having
d > n+ 1, after attaching (2, 3)-cells along the map
p(A) ∼= H2,3(R
′′,A′′)
∂
−→ H2,2(A
′′) = ∧˜2A×. (9.8)
The isomorphism in the domain follows from Figure 1, and may be related to the
discussion in Section 9.1.1 via an isomorphism
H2,3(R,A)
∼=−→ H2,3(R
′′,A′′),
whereA = E∞(S
1,0⊗Z[BA×]). Then we haveH2,3(R,A) = H3(GL2(A),GM2(A)),
as in Section 9.1.2. A similar argument identifies the map H2,2(A) → H2,2(A′′)
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with H2(GM2(A)) → H2(GM2(A),GM1(A)), and under these identifications the
connecting homomorphism (9.8) becomes identified with (9.5).
Since all cells of R′′ are on or above the line d = n, it is easy to calculate the
graded commutative ring ⊕n≥0Hn,n(R
′′): it is generated by the cells with d = n
and subject only to the relations coming from attaching maps of cells with d = n+1.
By inspecting Figure 1 again, and by the above analysis of the attaching map, we
therefore get a ring isomorphism⊕
n≥0
Hn,n(R
′′
) ∼=
⊕
n≥0 ∧˜
n
A×
(x∧˜(1− x) for x ∈ A× \ {1})
which is a presentation of Milnor K-theory. The composition
∧˜∗A× −→
⊕
n≥0
Hn,n(RZ/σ) −→
⊕
n≥0
Hn,n(R
′′
) = KM∗ (A)
has kernel the submodule generated by the Steinberg relations, so the first map
does too. 
9.3. One degree higher. The E∞-homology calculations in Section 9.1
may also be used to address the relative rational homology groups
Hn+1(GLn(A),GLn−1(A);Q), in the degree above that addressed by the
Nesterenko–Suslin theorem. Our answer is described in terms of the third Har-
rison homology of the (graded) commutative ring KM∗ (A)Q; this is Theorem D.
Theorem 9.5. Let A be a connected semi-local ring with all residue fields infinite.
The ∧˜∗(A×)Q-module structure on
⊕
n≥0Hn,n+1(RQ/σ) descends to a K
M
∗ (A)Q-
module structure. Furthermore there is a natural homomorphism of graded Q-vector
spaces ⊕
n≥0
Harr3(K
M
∗ (A)Q)n −→ Q⊗KM∗ (A)Q
⊕
n≥0
Hn,n+1(RQ/σ),
which is an isomorphism for n ≥ 5. If A is an infinite field then this map is an
isomorphism for n ≥ 4.
If A is a field of positive characteristic then it is a consequence of conjectures of
Parshin and Beilinson that the quadratic algebra KM∗ (A)Q is Koszul (see [Pos11,
Section 0.6]). When KM∗ (A)Q is Koszul, Harr3(K
M
∗ (A)Q)n is supported in grading
n = 3. Assuming this Koszulness property gives the following.
Corollary 9.6. If KM∗ (A)Q is Koszul then
⊕
n≥0Hn,n+1(RQ/σ) is generated as a
KM∗ (A)Q-module in degrees n ≤ 4 (degrees n ≤ 3 if A is a field).
In proving Theorem 9.5 we will use the following two general results on E∞-
algebras, which could have appeared in [GKRW18a].
Lemma 9.7. Let X → Y be a morphism in sModN
k
, inducing a morphism
E∞(X)→ E∞(Y ) of non-unital E∞-algebras. Then there is an equivalence
B
(
k,E∞(X),E∞(Y )
)
≃ E+∞(Y/X),
where Y/X denotes the homotopy cofibre of X → Y .
Proof. It is enough to treat the case that X → Y is a cofibration, as both sides
are homotopy invariant. The map E∞(Y ) → E∞(Y/X) induced by the quotient
Y → Y/X gives an augmentation
B•(k,E∞(X),E∞(Y )) −→ E∞(Y/X), (9.9)
and we shall show that this is an equivalence after geometric realisation.
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To do so, promote X and Y to filtered objects fX and fY by: fX(i) = 0
for i < 0, and fX(i) = X for i ≥ 0; fY (i) = 0 for i < 0, fY (0) = X , and
fY (i) = Y for i > 0, with the evident structure maps. Then gr(fX) = X [0] and
gr(fY ) = X [0]⊕ (Y/X)[1]. The augmented simplicial object (9.9) is promoted to
a filtered one, with associated graded given by
B•(k[0],E∞(X [0]),E∞(X [0]⊕ (Y/X)[1])) −→ E∞((Y/X)[1]).
This augmentation is a split epimorphism. By Theorem Ek.15.1 we have an equiv-
alence
E∞(X [0]⊕ (Y/X)[1]) ≃ E∞(X [0])⊗ E
+
∞((Y/X)[1])
of left E∞(X [0])-modules, so that
B(k[0],E∞(X [0]),E∞(X [0]⊕ (Y/X)[1])) ≃ E
+
∞((Y/X)[1]).
Thus this augmentation is a weak equivalence. It follows from the strongly conver-
gent spectral sequence associated to this filtered object that (9.9) is also a weak
equivalence after geometric realisation. 
Proposition 9.8. Let A→ B be a morphism in AlgE∞(sMod
N
k
) between cofibrant
objects. Then there is a cofibrant descendingly filtered object with colimit B(k,A,B),
contractible homotopy limit, and whose associated graded is homotopy equivalent to
E+∞
(
(−1)∗Q
E∞
L (B)/Q
E∞
L (A)
)
,
where QE∞L (B)/Q
E∞
L (A) denotes the homotopy cofibre of Q
E∞
L (A)→ Q
E∞
L (B).
If k = Q this gives a conditionally convergent spectral sequence
E1∗,∗,∗ = S
∗[(−1)∗H
E∞
∗,∗ (B,A)] =⇒ H
A
∗,∗(B),
and if in addition H0,∗(B) = 0 = H0,∗A) then this is strongly convergent.
Proof. We shall use the canonical multiplicative filtration described in [GKRW18b,
Sections 5.4, 10.3.4], the functor
(−1)alg∗ : AlgE∞(sMod
N
k
) −→ AlgE∞(sMod
N×Z≤
k
)
left adjoint to evaluating at −1 ∈ Z≤. Informally, (−1)
alg
∗ (A) in filtration degree
m ≥ −1 is just A, while filtration degree m ≤ −1 consists of those elements of A
that can be decomposed as a (−m)-fold product. In particular, the assumption on
A imply that (−1)alg∗ (A)(n,m) ≃ 0 when (n,m) ∈ N × Z≤ satisfy m < −n, and
similarly for B. As described in [GKRW18b, Section 5.4.3] the associated graded
of (−1)alg∗ (A) is canonically isomorphic to the free non-unital E∞-algebra on the
indecomposables of A
There is an induced morphism
(−1)alg∗ A→ (−1)
alg
∗ B,
between cofibrant objects in AlgE∞((sMod
N
k
)Z≤), which can be rectified to a mor-
phism of monoids (−1)alg∗ A → (−1)
alg
∗ B between objects which are cofibrant in
(sModN
k
)Z≤ , by Lemma Ek.12.7. We may therefore form the cofibrant filtered ob-
ject
B
(
(0)∗k, (−1)
alg
∗ A, (−1)
alg
∗ B
)
∈ (sModN
k
)Z≤ . (9.10)
This has colimit B(k,A,B). The three objects involved in the bar construc-
tion (9.10) all vanish when evaluated at (n,m) ∈ N× Z≤ with m < −n, and since
this condition is preserved by tensor product and geometric realisation, it holds for
the bar construction too. Therefore (9.10) has contractible homotopy limit.
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The associated graded is
B
(
(0)∗k, E∞((−1)∗Q
E∞
L (A)), E∞((−1)∗Q
E∞
L (B))
)
∈ (sModN
k
)Z= ,
as taking associated graded commutes with (−) by Lemma Ek.12.7 (iii), and then
using Proposition Ek.5.10. By Lemma 9.7, this may be identified with the object
E+∞((−1)∗Q
E∞
L (B)/Q
E∞
L (A)).
Specialising to the case k = Q, and using that in this case the homology of a free
E+∞-algebra is given by forming the free graded-commutative algebra (see Section
Ek.16.2.3), gives the claimed E
1-page. (The grading is such that HE∞n,d (B,A) =
E1n,d+1,−1.) Conditional convergence is because the homotopy limit of this filtered
object is contractible (see Theorem Ek.10.10). The assumptions onA and B implys
that E1n,p,q = 0 if n < −q, and as the differentials take the form
dr : Ern,p,q −→ E
r
n,p+r−1,q−r
there are only finitely-many differentials exiting each position. Therefore the de-
rivedE∞-page vanishes and by [Boa99, Theorem 7.3] this spectral sequence actually
converges strongly. 
Proof of Theorem 9.5. Letting R′ := RQ ∪E∞σ D
1,1σ′, the natural map
RQ/σ −→ R
′
is a weak equivalence. This may be seen by considering the induced map of
cell-attachment spectral sequences (see Section Ek.10.3.2) in the categories of
RQ-modules and E∞-algebras respectively which, together with the identification
H∗,∗(E
+
∞(S
1,1
Q σ
′)) ≃ ΛQ[σ′] where σ′ has bidegree (1, 1), both have E1-pages given
by H∗(RQ)⊗ ΛQ[σ′] with d1(x⊗ σ′) = x · σ, and degenerate at E2.
Now R′Q is an E∞-algebra having E∞-homology only in bidegrees (n, d) such
that d ≥ n, and by Theorem 9.4 having⊕
n≥0
Hn,n(R
′
) = KM∗ (A) ⊗Q
as a graded ring. This in particular shows that the ∧˜∗(A×)Q-module structure on⊕
n≥0
Hn,n+1(RQ/σ) =
⊕
n≥0
Hn,n+1(R
′
)
descends to a KM∗ (A)Q-module structure.
We may attach E∞-(n, d)-cells with d ≥ n+ 2 to R′ to form an E∞-algebra K
having
Hn,d(K) =
{
KMn (A)⊗Q if n = d, n > 0
0 else.
Let I denote the homotopy fibre of the R
′
-module map R
′
→ K. We then have
that Hn,d(I) = 0 for d ≤ n, and on the line above this we have
Hn,n+1(I)
∼
−→ Hn,n+1(R
′
).
The fibration sequence I → R
′
→ K of R
′
-modules is also a cofibration sequence,
so there is a cofibration sequence
B(Q,R
′
, I) −→ B(Q,R
′
,R
′
) ≃ Q −→ B(Q,R
′
,K). (9.11)
We can compute the leftmost term by the bar spectral sequence
E1n,p,q = Tor
H∗,∗(R
′
)
p (Q[0, 0], H∗,∗(I))n,q =⇒ H
R
′
n,p+q(I)
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which along the line p+ q = n+ 1 yields an identification
⊕
n≥0
HR
′
n,n+1(I) = Q⊗KM∗ (A)Q
⊕
n≥0
Hn,n+1(I)
 = Q⊗KM∗ (A)Q
⊕
n≥0
Hn,n+1(R
′
)

and combining this with the cofibration sequence (9.11) and the discussion above
gives an identification
Q⊗KM∗ (A)Q
⊕
n≥0
Hn,n+1(RQ/σ)
 ∼=⊕
n≥0
HR
′
n,n+2(K).
To access this latter term we use Proposition 9.8, which provides a strongly
convergent spectral sequence
E1n,p,q = S
∗[(−1)∗H
E∞
∗,∗ (K,R
′)]n,p+q,q =⇒ H
R
′
n,p+q(K). (9.12)
As K is obtained from R′ by attaching E∞-(n, d)-cells with d ≥ n + 2, we have
HE∞n,d (K,R
′) = 0 for d < n+ 2. Thus E1n,p,−1 = 0 for p− 1 < n+ 2, and by taking
products we find that
E1n,p,q = 0 for p+ 3q < n. (9.13)
Furthermore, along the line d = n+ 2 we have an exact sequence
· · · −→ HE∞n,n+2(R
′) −→ HE∞n,n+2(K) −→ H
E∞
n,n+2(K,R
′) −→ HE∞n,n+1(R
′) −→ · · · .
Now HE∞n,n+2(K) = Harr3(K
M
∗ (A)Q)n, as in characteristic zero Harrison ho-
mology computes derived indecomposables for (graded) commutative algebras
[Har62, Qui70, Fre11]. On the other hand HE∞n,n+2(R
′) = HE∞n,n+1(R
′) = 0 as long
as n ≥ 5, by Figure 1. Furthermore, if A is a field then this vanishing holds for
n ≥ 4, by Corollary 6.12. This provides a map
Harr3(K
M
∗ (A)Q)n −→ H
E∞
n,n+2(K,R
′) = E1n,n+3,−1
which is an isomorphism for n ≥ 5 (n ≥ 4 if A is a field). There are no possi-
ble differentials entering this position, and differentials leaving this position go to
Ern,n+3+r−1,−1−r, but these groups are zero by (9.13). Therefore the edge homo-
morphism
HR
′
n,n+2(K)։ E
∞
n,n+3,−1 ⊂ E
1
n,n+3,−1
is surjective. A similar argument shows E1n,n+2−q,q = 0 for q < −1, which proves
that this edge homomorphism is injective. We therefore obtain
Harr3(K
M
∗ (A)Q)n −→ H
E∞
n,n+2(K,R
′)
∼=
←− HR
′
n,n+2(K)
which is an isomorphism in the claimed range of degrees. 
9.4. Rings with vanishing rational K2. If A is a field or is a semi-local ring
with infinite residue fields, then KM2 (A) = K2(A) (for fields this is Matsumoto’s
theorem [Mil70, §11], and for semi-local rings with infinite residue fields it follows
from [vdK77, Theorem 7.1, 8.4] or [NS89, Corollary 4.3]). Thus if K2(A)Q = 0 then
KM2 (A)Q = 0 and so the algebra K
M
∗ (A)Q is Koszul.
Example 9.9. For A = F a field, the assumption K2(F)Q = 0 is satisfied for F
a finite field, a number field (using localisation and then Borel’s calculation that
K2(OF) ⊗ Q = 0), or Fq(t), and hence by taking colimits also for the algebraic
closures Q¯ or F¯p. If F has infinite transcendence degree over Fp or Q, thenK2(F)Q 6=
0. For these and more examples see [Wei13, III.§6].
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If A is a connected semi-local ring with all residue fields infinite and such that
K2(A)Q = 0, then Corollary 9.6 implies that Hn+1(GLn(A),GLn−1(A);Q) = 0
as long as n ≥ 5. Here we will show that under this hypothesis one in fact ob-
tains a much stronger homological stability range, of slope greater than 1; this is
Theorem E (i).
Theorem 9.10. If A is a connected semi-local ring with all residue fields infinite
and such that K2(A)Q = 0, then
Hd(GLn(A),GLn−1(A);Q) = 0
in degrees d < 4n−13 .
Proof. We use the map R′ → K constructed in the proof of Theorem 9.5, where
Hn,d(R
′) = Hn,d(RQ/σ) = Hd(GLn(A),GLn−1(A);Q).
This map may be obtained as a relative CW-E∞-algebra by attaching E∞-(n, d)-
cells to R′ with d ≥ n+2, so HE∞n,d (K,R
′) = 0 for d < n+2. Furthermore, we have
HE∞1,0 (R
′) = 0 by construction, and we have HE∞n,d (R
′) = 0 for d < 2n− 2 and for
(n, d) = (2, 2) or (3, 4), by Figure 1. Under the assumption K2(A)Q = 0, as we have
discussed above, the algebra KM∗ (A)Q is Koszul so H
E∞
n,d (K) = 0 for d 6= 2n − 1.
Combining these estimates, using the long exact sequence on E∞-homology for the
pair (K,R′), we see that HE∞n,d (K,R
′) = 0 for d− 1 < 43n.
Modifying the skeletal filtration sk(K) to be constantly 0 in negative degrees
rather than constantly R′, we obtain a spectral sequence
E1n,p,q = Hn,p+q,q
(
R′[0]⊗E+∞(
⊕
α
Snα,dα,dαQ xα)
)
=⇒ Hn,p+q(K)
with dα ≥ nα + 2 and dα − 1 ≥
4
3nα. The target of this spectral sequence is
non-trivial only in bidegrees (0, 0) (where it is Q) and (1, 1) (where it is (A×)Q).
Suppose for a contradiction that Hn,d(R
′) is nonzero, with n > 1 and d−1n−1 <
4
3 ;
without loss of generality we may suppose that d is minimal with this property.
As n > 1 this cannot survive the spectral sequence, so must be the target of a
nontrivial dr-differential starting at
E1n,d−r+1,r =
⊕
n′+n′′=n
d′+d′′=d+1
Hn′,d′(R
′)⊗Hn′′,d′′,r
(
E+∞(
⊕
α
Snα,dα,dαQ xα)
)
.
The tridegrees of the xα ensure that the right-hand factor can be non-trivial only
if r ≥ 2, d′′ ≥ r, and d′′ − 1 ≥ 43n
′′. Now
d′ − 1 = (d− 1)− (d′′ − 1) < 43 (n− 1)− (d
′′ − 1) = 43 (n
′ − 1 + n′′)− (d′′ − 1)
so
d′−1
n′−1 <
4
3 +
1
n′−1 (
4
3n
′′ − (d′′ − 1)) ≤ 43 ,
and d′ < d as d′′ ≥ r ≥ 2. Under these conditions the left-hand factor vanishes, as
we supposed that d was minimal; this is a contradiction. 
9.5. Algebraically closed fields and conjectures of Mirzaii and Yagunov.
If F is an algebraically closed field then F× is a divisible group. This means that
F× ⊗Z Z/p vanishes for all primes p, which has implications for the E∞-homology
calculations in Section 9.1 when working with Z/p-coefficients. The group F× being
divisible implies that Milnor K-theory is divisible, and so by the Nesterenko–Suslin
theorem gives
Hn(GLn(F),GLn−1(F);Z/p) = 0
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for all n > 0. We will show in Corollary 9.15 below that the same vanishing holds
in the next homological degree up, as long as n > 3. We will deduce this from the
following much more general homological stability range, which implies Theorem E
(ii):
Theorem 9.11. Let p be a prime number and A be a connected semi-local ring
with infinite residue fields such that A× ⊗Z Z/p = 0. Then
Hd(GLn(A),GLn−1(A);Z/p) = 0
in degrees d < 32n.
If in addition A is a field and p(A)⊗ZZ/p = 0, then this holds in degrees d < 53n.
Proof. We proceed as in the proof of Theorem 9.4, considering the map ε : RZ → N
and its base change to Z/p. By applying the universal coefficient theorem to Figure
2, and using that A× ⊗Z Z/p = 0, the E∞-homology of the pair (N,RZ/p) satisfies
HE∞n,d (N,RZ/p) = 0 for d− 1 <
3
2n. As in the proof of Theorem 9.4 we construct a
relative CW-E∞-algebraRZ/p →֒ C
∼
→ N only having cells in the necessary degrees
and construct a filtered object sk′(C) by modifying the skeletal filtration sk(C) to
be constantly 0 in negative filtration rather than constantly RZ/p. The filtered
object sk′(C)/σ has a spectral sequence
E1n,p,q = Hn,p+q,q(RZ/p/σ[0]⊗E
+
∞(
⊕
α
Snα,dα,dαxα)) =⇒ Hn,p+q(N/σ),
and H∗,∗(N/σ) = Z/p[0, 0]. The tridegrees of the xα satisfy dα − 1 ≥ 32nα.
Suppose for a contradiction that Hn,d(RZ/p/σ) is nonzero, with n > 0 and
d
n <
3
2 ; without loss of generality we may suppose that d is minimal with this
property. As n > 0 this cannot survive the spectral sequence, so must be the target
of a dr-differential starting at
E1n,d−r+1,r =
⊕
n′+n′′=n
d′+d′′=d+1
Hn′,d′(RZ/p/σ)⊗Hn′′,d′′,r(E
+
∞(
⊕
α
Snα,dα,dαxα)).
The tridegrees of the xα ensure that the right-hand factor is non-trivial only if
r ≥ 2, d′′ ≥ r, and d′′ − 1 ≥ 32n
′′. Now
d′ = d+ 1− d′′ < 32n+ 1− d
′′ = 32n
′ + (32n
′′ + 1− d′′) ≤ 32n
′
and d′ < d as d′′ ≥ r ≥ 2. Under these conditions the left-hand factor vanishes, as
we supposed d was minimal; this is a contradiction.
Suppose now that A is a field and that p(A) ⊗Z Z/p = 0. By Corollary 6.11 we
have HE∞n,d (N,RZ/p) = 0 for d < 2n, and we also have H
E∞
1,2 (N,RZ/p) = A
× ⊗Z
Z/p = 0. In rank n = 2 we have the following:
Claim. We have HE∞2,d (N,RZ/p) = 0 for d ≤ 4.
Proof of Claim. We already know that HE∞2,d (N,RZ) = 0 for d ≤ 3. As in Remark
6.13 we have
HE∞2,d (N) = H
E∞
2,d (N,E∞(S
1,0))
∼
←− H2,d(N,E∞(S
1,0))
∼
−→ H˜d−1(S2;Z).
The long exact sequence for the pair is then
HE∞2,4 (RZ) −→ Z/2 −→ H
E∞
2,4 (N,RZ) −→ p(A) −→ 0
and we will show that the first map is surjective. Under the assumption p(A) ⊗Z
Z/p = 0, the claim then follows from the resulting isomorphism HE∞2,4 (N,RZ) ∼=
p(A) together with the Universal Coefficient Theorem.
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For this, as in Section 9.1 let A = E∞(S
1,0 ⊗ Z[BA×]), and also write E =
E∞(S
1,0), and then consider the commutative square
A RZ
E N,
whose left-hand vertical map is induced by BA× → {∗} and so is a split epimor-
phism. As A only has E∞-cells in rank 1, the map H
E∞
2,∗ (RZ) → H
E∞
2,∗ (RZ,A) is
an isomorphism; similarly with N and E. Consider the diagram
HE∞2,4 (RZ,A) H2,4(RZ,A) H2,3(A) H2,3(RZ)
HE∞2,4 (N,E) H2,4(N,E) H2,3(E)
∼
∼ ∼
where the left-hand isomorphisms are obtained as in Remark 6.13, using Proposition
Ek.11.9.
All groups in the bottom row are isomorphic to H3(BS2;Z) = Z/2, and we need
to show that the leftmost vertical map is surjective; it is therefore enough to show
that the middle vertical map is surjective.
Consider the splitting E → A, which gives a class α ∈ H2,3(A) mapping to
a generator of H2,3(E) = Z/2. The class α is, by construction, given by the
homomorphism
t 7−→ [ 0 11 0 ] : C2 −→ GM2(A)
evaluated on the generator of H3(BC2;Z) = Z/2. As in the proof of Lemma 9.2
this homomorphism induces the same as t 7→
[
1 0
0 −1
]
on homology when considered
as a homomorphism to GL2(A). Thus there is a class α
′ ∈ H3(GM1(A);Z) such
that α− σ · α′ = 0 ∈ Ker(H2,3(A)→ H2,3(RZ)), so α− σ · α′ lifts to H2,4(RZ,A).
But under the map H2,3(A) → H2,3(E) the class α − σ · α
′ is sent to a generator,
as α′ is sent to to 0. 
In particular we have HE∞n,d (N,RZ/p) = 0 for d − 1 <
5
3n. The same spectral
sequence argument as above, with 32 replaced by
5
3 , gives the claimed vanishing
range. 
Remark 9.12. The proof of the isomorphism HE∞2,4 (N,RZ)
∼= p(A) given above
applies for any connected semi-local ring with infinite residue fields, and shows that
the entry (n, d) = (2, 4) of Figure 2 is as depicted.
The assumption that A× ⊗Z Z/p = 0 is in particular satisfied when A is an
algebraically closed field F. In that case it is a theorem of Dupont and Sah [DS82,
Theorem 5.1] that the pre-Bloch group p(F) is divisible, so we also have p(F) ⊗Z
Z/p = 0. This implies Theorem E (iii). Combining a number of deep results in
algebraic K-theory shows that p(F) ⊗Z Z/p = 0 under much weaker assumptions
than being algebraically closed:
Corollary 9.13. If F is an infinite field satisfying (i) F× ⊗ Z/p = 0, and (ii) the
polynomial xp − 1 splits into linear factors, then
Hd(GLn(F),GLn−1(F);Z/p) = 0
in degrees d < 53n.
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Proof. We verify that p(F) ⊗Z Z/p = 0 under the above assumptions. There are
two cases: either (a) char(F) = p, or (b) F contains pth roots of unity. From the
tautological exact sequence
0 −→ B(F) −→ p(F) −→ ∧˜2F× −→ KM2 (F) −→ 0,
and the exact sequence of [Sus90, Theorem 5.2]
0 −→ TorZ1(F
×,F×)∼ −→ K3(F)ind −→ B(F) −→ 0,
it follows that it suffices to prove that both K3(F)ind ⊗ Z/p and the p-torsion in
KM2 (F) vanish.
In case (a), K3(F)ind ⊗ Z/p = 0 by [MS90, Theorem 8.5] and the p-torsion in
KM2 (F) vanishes by [Izh91]. In case (b), we will have char(F) 6= p. Then on [Kol91,
p. 257] we find there is an exact sequence
0 −→ K3(F)ind ⊗ Z/p −→ µp ⊗ F× −→ Ker
[
p : KM2 (F)→ K
M
2 (F)
]
−→ 0
under the assumption that char(F) 6= p and µp ⊂ F. Since µp ∼= Z/p, the middle
term vanishes and hence so do the two outer terms. 
Remark 9.14. If char(F) 6= p and F does not contain pth roots of unity, write
E := F(ζp) and G := Gal(E/F). We then have [Kol91, Proposition 1.2] [Mer88]
0 −→ K3(F)ind ⊗ Z/p −→ (µp ⊗ E×)G −→ Ker
[
p : KM2 (F)→ K
M
2 (F)
]
−→ 0.
So when char(F) 6= p we may replace hypothesis (ii) in Corollary 9.13 by the
assumption that E× ⊗ Z/p = 0.
Since n+ 1 < 53n when n > 1, we deduce:
Corollary 9.15. If F is an algebraically closed field then
Hn+1(GLn(F),GLn−1(F);Z/p) = 0
for all n > 1 and all primes p.
In [Mir07, Section 4], Mirzaii proved this statement for 2 < n ≤ 4, and related
the vanishing of these groups to divisibility of certain higher pre-Bloch groups pn(F)
suggested by Loday [Lod87, Section 4.4]. He shows [Mir07, Theorem 3.4] that the
conclusion of Corollary 9.15 implies that these higher pre-Bloch groups satisfy
pn(F)⊗ Z/p =
{
Z/p n odd,
0 n even,
which resolves [Mir07, Conjecture 3.5].
A different notion of higher pre-Bloch groups has been defined by Yagunov
[Yag00], and are called ℘n(F) and ℘n(F)cl. By [Mir07, Remark 2.3], there are
identifications
℘n(F)cl =
{
Ker [an epimorphism pn(F)→ Z] n odd,
pn(F) n even,
whence it follows from the above that ℘n(F)cl ⊗ Z/p = 0 for all primes p so that
℘n(F)cl is a divisible group. The group ℘n(F) is defined in relation to a coefficient
ring k, but if F is algebraically closed and 2 ∈ k× then a certain map ℘n(F)cl⊗k→
℘n(F) is surjective; thus ℘n(F) is a divisible k-module (i.e. for all x ∈ ℘n(F) and
integer n ≥ 1 there exists y ∈ ℘n(F) such that ny = x). This resolves Yagunov’s
Conjecture 0.2 (at least for coefficient rings k in which 2 is invertible, but see [Yag00,
Remark 4.1]).
Finally, recall from Example 9.9 that the rational K2 of the algebraic closures Q¯
and F¯p vanishes, so both Theorem 9.10 and 9.11 apply to these fields, from which
we obtain the following integral homological stability statement.
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Corollary 9.16. If F is Q¯ or F¯p then
Hd(GLn(F),GLn−1(F);Z) = 0
in degrees d < 4n−13 .
Proof. By Theorem 9.10 these groups are torsion for d < 4n−13 . By the portion
· · · −→ Hn,d+1(RZ/p)
β
−→ Hn,d(RZ)
p
−→ Hn,d(RZ) −→ · · ·
of the Bockstein sequence and Theorem 9.11, the p-torsion subgroup must vanish
as long as d+ 1 < 5n3 
Remark 9.17. The homology groups of GLn(F¯p) with Z/ℓ-coefficients for gcd(ℓ, p) =
1 were completely computed by Quillen [Qui72, Theorem 3].
9.6. The “weak” injectivity conjecture of Suslin and Mirzaii. For a con-
nected semi-local ring with infinite residue fields, and a coefficient ring k, the in-
clusion of diagonal matrices into all matrices leads to a homomorphism
H1(GL1(A);k)
⊗n → Hn(GLn(A);k)→ Hn(GLn(A),GLn−1(A);k) ∼= K
M
n (A)⊗Zk,
which is induced from the canonical quotient homomorphism (A×)⊗n → KMn (A).
It is in particular surjective, implying by the long exact sequence that the surjection
Hn−1(GLn−1(A)) → Hn−1(GLn(A)) is an isomorphism. In one degree above, we
obtain an exact sequence
Hn(GLn−1(A);k) −→ Hn(GLn(A);k) −→ K
M
n (A)⊗Z k −→ 0. (9.14)
If (n− 1)! is invertible in k, this sequence may be explicitly split using the compo-
sition KMn (A) → Kn(A) = πn(BGL(A)
+) → Hn(BGL(A)+) ∼= Hn(BGLn(A)) of
the map from Milnor K-theory to K-theory, followed by the Hurewicz map. Indeed,
the composition KMn (A) → Hn(GLn(A)) → Hn(GLn(A),GLn−1(A))
∼= KMn (A) is
multiplication by (−1)n−1(n− 1)!, see [Sus84a], [NS89, Theorem 4.1a].
In this section we complete a programme of Mirzaii [Mir08] to prove that when
A = F is an infinite field and k is a field in which (n − 1)! is invertible, then the
first map in (9.14) is injective, leading to the direct sum decomposition
Hn(GLn(F);k) ∼= (k⊗Z KMn (F))⊕Hn(GLn−1(F);k). (9.15)
For k = Q, Suslin has asked more generally whether the stabilisation maps
Hi(GLn−1(F);Q) −→ Hi(GLn(F);Q)
might always be injective (see [Sah89, Problem 4.13], [BY94, Remark 7.7], [DJ02,
Conjecture 2], [Mir08, Conjecture 1]). As explained above, this is the case for i < n
by [Sus84a, Theorem 3.4(c)].
Theorem 9.18. If F is an infinite field and k is a field in which (n−1)! is invertible
then the stabilisation map
Hn(GLn−1(F);k) −→ Hn(GLn(F);k)
is injective.
This is straightforward for n = 1, 2, was proven for n = 3 by Sah (a consequence
of [Sah89, Remark 3.19]) and by Elbaz-Vincent (a consequence of the proof of
[EV98, Theorem 1.22]), and for n = 4 by Mirzaii [Mir08, Theorem 3]. The cases
n > 4 are new.
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Remark 9.19. For infinite fields whose rational Milnor K-theory is Koszul, we may
also deduce this for k = Q from Corollary 9.6. It is equivalent to show that the
connecting homomorphism
∂n : Hn+1(GLn(F),GLn−1(F);Q) −→ Hn(GLn−1(F);Q)
is zero. In our notation these maps are ∂n : Hn,n+1(RQ/σ) → Hn−1,n(RQ), which
assemble into to a map
∂ :
⊕
n≥0
Hn,n+1(RQ/σ) −→
⊕
n≥0
Hn−1,n(RQ)
of ∧˜∗F×Q -modules. The maps ∂n are known to be zero for n ≤ 3 by the aforemen-
tioned work of Sah [Sah89] and Elbaz-Vincent [EV98], but under the Koszulness
hypotheses the domain is generated as a ∧˜∗F×Q -module in degrees n ≤ 3 by Corollary
9.6, so the map ∂ is zero.
Let us recall Conjecture 2 of [Mir08], which is what we shall prove. Consider the
diagram of groups
F× × F× ×GLk−1(F) F× ×GLk−1(F) GLk(F),
a (9.16)
where a denotes the standard block sum map, and the two parallel arrows are given
by (x, y,X) 7→ (x, a(y,X)) and (x, y,X) 7→ (y, a(x,X)), respectively. Now [Mir08,
Conjecture 2] can be phrased as this diagram becoming a coequalizer diagram upon
applying Hk(−;k). In other words, the sequence
Hk((F×)2 ×GLk−2(F);k) Hk(F× ×GLk−1(F);k)
Hk(GLk(F);k) 0
(F××a)∗◦(id−τ∗)
a∗ (9.17)
should be exact, where τ : F× × F× × GLk−1(F) → F× × F× × GLk−1(F) is the
homomorphism which swaps the first two factors.
It was shown in [Mir08, Proposition 4] that exactness of this sequence to-
gether with injectivity of the maps Hk−1(GLk−2(F);k)→ Hk−1(GLk−1(F);k) and
Hk−2(GLk−3(F);k)→ Hk−2(GLk−2(F);k) implies injectivity of
Hk(GLk−1(F);k) −→ Hk(GLk(F);k),
We shall show that (9.17) is exact for all k ≥ 3 when max(6, (k−1)!) is invertible in k,
from which Theorem 9.18 then follows by induction (except when n = 3 = char(k)).
In the rest of this section we shall use both letters k and n for the rank grading
(first index), following the convention that k is used for the rank in which we are
proving exactness of (9.17), and n as a generic letter in spectral sequences etc.
Remark 9.20. Let us comment on which parts of [Mir08] we use, referring also
to [MM15]1 for some corrections and improvements. In particular, we recommend
replacing both [Mir08, Definition 2] and [Mir08, Proposition 3] by [MM15, Corollary
2.2], which states and proves an explicit formula for the composition
KMn (F) Kn(F) Hn(BGL(F)
+) Hn(BGLn(F))
{a1, . . . , an} [a1, . . . , an]
Hurewicz ∼=
The element [a1, . . . , an] ∈ Hn(GLn(F)) is defined using an explicit group homo-
morphism Zn → GLn(F) given by the diagonal matrices Ai,n stated in op.cit., and
the fundamental class of (S1)n ≃ BZn.
1We thank Behrooz Mirzaii for drawing our attention to this reference.
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In addition to the general strategy, the only part of [Mir08] which we use here
is its Proposition 4. Using [MM15, Corollary 2.2] as suggested, the proof of [Mir08,
Proposition 4] then does not use any other parts of [Mir08], in fact not even the
spectral sequences mentioned in the same section (the symbols d′
1
1,n and β
(n)
2 denote
the same homomorphism). Let us explain the strategy, since it is quite simple.
Assuming that applying Hk(−;k) to (9.16) gives a presentation of Hk(GLk(F);k)
as a quotient of
Hk(F× ×GLk−1(F);k) ∼=
⊕
i+j=k
Hi(F×;k)⊗k Hj(GLk−1(F);k),
Mirzaii uses the induction hypothesis and the resulting direct sum decomposi-
tions (9.15) of Hk−1(GLk−1(F);k) and Hk−2(GLk−2(F);k) to define a retraction ϕ
of Hk(F××GLk−1(F);k) onto the Ku¨nneth summand with (i, j) = (0, k), such that
ϕ coequalizes the two homomorphisms fromHk(F××F××GLk−2(F);k) from (9.16).
A retraction with this property supplies a left inverse to the restriction of a∗ to the
(0, k)-summand, so this restriction is injective.
As the left-hand map in (9.17) is anti-invariant with respect to swapping the two
F×-factors, we may replace its domain by the anti-coinvariants
[Hk((F×)2 ×GLk−2(F);k)⊗ k−]S2 .
Note that the field k is always required to contain 12 , so we may write this as
Hk(GM2(F)×GLk−2(F);k−),
where k− is the coefficient module given by GM2(F)×GLk−2(F)→ GM2(F)→ S2
and the sign action.
Lemma 9.21. Modifying Mirzaii’s complex in this way, it is isomorphic up to sign
to the portion
E1k,k,2
d1
−→ E1k,k,1
d1
−→ E1k,k,0 −→ 0
of the E1-page of the spectral sequence of the filtration of the bar construction
B(k,E∞(S1,0 ⊗ k[BF×]),Rk)
given by putting k and R
k
in filtration 0 and putting S1,0 ⊗ k[BF×] in filtration 1,
i.e. the filtered object B(0∗k,E∞(1∗S1,0 ⊗ k[BF×]), 0∗Rk).
Proof. This filtered object has associated graded
B(k,E∞(S1,0,1 ⊗ k[BF×]),k)⊗ 0∗Rk ≃ E+∞(S
1,1,1 ⊗ k[BF×])⊗ 0∗Rk,
where the equivalence is by Theorem Ek.13.8. In second grading q ≥ 0 (i.e. third
index) the object E+∞(S
1,1,1 ⊗ k[BF×]) is equivalent to
(S1,1 ⊗ k[BF×])⊗q ⊗Sq ESq ≃ S
q,q ⊗
(
k
− ⊗GMq(F) EGMq(F)
)
,
which gives
E1n,p,q = Hn,p+q,q(E
+
∞(S
1,1,1 ⊗ k[BF×])⊗ 0∗Rk) = Hp(GMq(F)×GLn−q(F);k−).
(9.18)
This identifies the claimed groups with the terms in (our modification of) Mirzaii’s
sequence. It remains to show that the d1-differential of this spectral sequence is
identified with Mirzaii’s maps.
The differential d1 : E1n,p,1 → E
1
n,p,0 may be analysed as follows. Let us write
B• := B•(0∗k,E∞(1∗S1,0 ⊗ k[BF×]), 0∗Rk), B = |B•|, and FqB• for the qth stage
of the filtration. Let us describe the equivalence F1BF0B ≃ S
1,1 ⊗ k[BF×]⊗R
k
. It is
induced by the evident map
S1,0 ⊗ k[BF×]⊗R
k
−→ F1B1 (9.19)
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in the following way. The map (9.19) has the property that its composition with
either face map d0, d1 : F1B1 → F1B0 lands in F0B0 ⊂ F1B0. Such a map can be
regarded as a map of pairs of simplicial objects
(∆1•, ∂∆
1
•)⊗ S
1,0 ⊗ k[BF×]⊗R
k
−→ (F1B•, F0B•)
which upon realising and passing from pairs to their quotients gives the map S1,1⊗
k[BF×]⊗R
k
−→ F1BF0B . In this situation the connecting map
F1B
F0B
≃ Cofib
(
F0B → F1B) −→ S
0,1 ⊗ F0B
is homotopic to the composition of (9.19) with d0 − d1 : B1 → B0. The map d0 is
zero (as the augmentation E∞(S1,0 ⊗ k[BF×])→ k is trivial on S1,0⊗k[BF×]), and
the map d1 is that induced by F× ×GLn−1(F)→ GLn(F), i.e. the map a∗. Under
the identification (9.18) the differential d1 : E1n,p,1 → E
1
n,p,0 therefore becomes −a∗,
which for n = p = k is (minus) the map in (9.17).
The formula just proved may be stated more concisely as
d1((S1,1,1 ⊗ x) ⊗ r) = −a∗(x⊗ r),
for x ∈ Hi(F×;k) and r ∈ Hn,p−i(Rk). By multiplicativity of the spectral sequence
we deduce
d1((S1,1,1 ⊗ x)(S1,1,1 ⊗ y)⊗ r) =
(−1)i(S1,1,1 ⊗ y)⊗ (−a∗(x⊗ r)) + (−1)
i+1(S1,1,1 ⊗ x)⊗ (−a∗(y ⊗ r))
for x ∈ Hi(F×;k) and y ∈ Hj(F×;k) and r ∈ Hn,p−i−j(Rk). The isomor-
phism (9.18) now identifies the differential d1 : E1n,p,2 → E
1
n,p,1 with (F
× × a)∗ ◦
(id − τ∗), up to (degree-dependent) sign. Setting (n, p) = (k, k) this is first map
in (9.17). 
To prove exactness of (9.17) we must show that E2k,k,0 and E
2
k,k,1 vanish. Under
the stronger assumption char(k) = 0, the argument goes as follows. In this case,
the natural maps
S∗
k
(S1,1,1 ⊗H∗(F×;k)) −→ H∗,∗,∗(E+∞(S
1,1,1 ⊗ k[BF×])), (9.20)
and
S∗
k
(S1,1,1 ⊗H∗(F×;k))⊗H∗,∗,0(Rk)
H∗,∗,∗(E
+
∞(S
1,1,1 ⊗ k[BF×]))⊗H∗,∗,0(Rk) ∼= E1∗,∗,∗
(9.21)
are isomorphisms in all degrees. Furthermore, as in the proof above, the Leibniz rule
determines the entire d1-differential since the E1-page is multiplicatively generated
by E1∗,∗,q with q ≤ 1. As a trigraded differential algebra, the domain of (9.21) may
be regarded as the Koszul resolution
(S∗
k
(S1,1,1 ⊗H∗(F×;k))⊗ S∗
k
(S1,0,0 ⊗H∗(F×;k)), d) −→ k[0, 0, 0], (9.22)
whose differential is determined by d(S1,1,1 ⊗ v) = S1,0,0 ⊗ v and the Leibniz rule,
tensored with H∗,∗,0(Rk) over S
∗
k
(S1,0,0 ⊗H∗(F×;k)). When char(k) = 0 the E1-
page therefore calculates Tor of k and H∗,∗(Rk) over S
∗
k
(S1,0 ⊗H∗(F×;k)), giving
an isomorphism
TorS
∗
k
(S1,0⊗H∗(F
×;k))
q (k, H∗,∗(Rk))n,p −→ E
2
n,p,q. (9.23)
Under the assumption char(k) = 0, the proof is concluded in two steps. The first
(Proposition 9.26 below) is to show that E2k,k−r+1,r and E
2
k,k−r+1,r+1 vanish for
all r ≥ 2, using Suslin’s theorem (our Theorem 9.4) to estimate the Tor groups.
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Since no differentials can exit E2n,p,q for q ≤ 1 this shows that E
2
k,k,0 = E
∞
k,k,0
and E2k,k,1 = E
∞
k,k,1. The spectral sequence converges to homology of the bar
construction B(k,E∞(S1,0 ⊗ k[BF×]),Rk)), and the second step (Proposition 9.27
below) is to use our estimates on cells in a relative cell structure on E∞(S
1,0 ⊗
k[BF×]) → R
k
to see that this bar construction has no homology in bidegrees
(k, k) and (k, k + 1).
Under the weaker assumption that (k− 1)! is invertible in k the structure of the
argument is the same, but the maps (9.20) and (9.21) will only be isomorphisms in
a range and the (9.22) will only be a resolution in a range. Before proceeding we
make these ranges more precise.
Lemma 9.22. The map (9.20) is an isomorphism in tridegrees (n, p, q) when n! is
invertible in k, for any p and q. If k ≥ 4 and (k − 1)! is invertible in k, then it is
also an isomorphism when n = k and p+ q < 8k5 .
Proof. In rank n this map is
Sn
k
(S1 ⊗H∗(F×;k)) −→ H∗((S1 ⊗ k[BF×])⊗n//Sn)
which is identified with the edge homomorphism for the homotopy orbits spectral
sequence
E2s,t = Hs(Sn;Ht((S
1 ⊗ k[BF×])⊗n)) =⇒ Hs+t((S1 ⊗ k[BF×])⊗n//Sn).
We must therefore show that the columns with s > 0 do not contribute in these
ranges of degrees. If n! is invertible in k this is simply because Sn has no higher
homology with k-module coefficients.
If n = k ≥ 4 and (k − 1)! is invertible in k, consider H∗((S1 ⊗ k[BF×])⊗k) =
(S1⊗H∗(F×;k))⊗k as a gradedSk-representation, recalling that this action involves
the Koszul sign rule. In degree t = k + ℓ it is given by⊕
n0+n1+···+nℓ=k
n1+2n2+···+ℓnℓ=ℓ
(
IndSkSn0×···×Snℓ
ℓ⊗
i=0
((k−)⊗i+1 ⊗Hi(F×;k)⊗ni)
)
.
By Shapiro’s lemma we have
Hs
(
Sk; Ind
Sk
Sn0×···×Snℓ
ℓ⊗
i=0
((k−)⊗i+1 ⊗Hi(F×;k)⊗ni)
)
= Hs
(
Sn0 × · · · ×Snℓ ;
ℓ⊗
i=0
((k−)⊗i+1 ⊗Hi(F×;k)⊗ni)
)
.
Unless ni = k for some i (the remaining nj ’s being zero), the group Sn0 ×· · ·×Snℓ
has order dividing a power of (k−1)! and so this homology vanishes for s > 0. The
terms with ni = k and i > 0 contribute to degree at least 2k >
3k
5 . The remaining
term is given by n0 = k, which contributes Hℓ(Sk;k
−) to degree k + ℓ.
If k is not a prime then |Sk| = k! divides a power of (k−1)! and so these groups
all vanish. Similarly if k has characteristic coprime to k. The remaining case is
that k = p a prime and k has characteristic p ≥ 5. By [Hau78, Proposition B]
Hℓ(Sp;k
−) = 0 for ℓ < p− 2, so in particular for ℓ < 3k5 . 
Remark 9.23. This lemma is false if k = 3 and char(k) = 3 because of an extra
class due to H1(S3;F
−
3 ) = F3.
Lemma 9.24. If (k−1)! is invertible in k then the augmentation (9.22) induces an
isomorphism on homology in tridegrees (n, d, q) with d < 2k−1, and an epimorphism
for d = 2k − 1.
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Proof. By writing H∗(F×;k) as a sum of 1-dimensional graded k-vector spaces it
is enough to show that
ε : (Λ∗
k
(k[2i+ 1])⊗ Sym∗
k
(k[2i]), d) −→ k
ε : (Sym∗
k
(k[2i+ 2])⊗ Λ∗
k
(k[2i+ 1]), d) −→ k
are homology isomorphisms in degrees ∗ < 2k − 1 for all i ≥ 0. The first is in fact
a homology isomorphism in all degrees, and the second in degrees ∗ < k(2i+2)− 1
under our assumption that (k − 1)! is a unit in k. 
By comparing (9.22) with a free resolution, we see that the domain of (9.21)
calculates Tor in bidegrees (n, p, q) with p < 2k−1 if (k−1)! is invertible in k, and
hence taking homology of (9.21) induces a map (9.23) in such bidegrees.
Corollary 9.25. If k! is invertible in k with k ≥ 3 then (9.23) is an isomorphism
for p ≤ 2k and n ≤ k. If k ≥ 4 and (k − 1)! is invertible in k, then (9.23) is an
isomorphism for n = k and p+ q < 8k5 − 1, and is an epimorphism for n = k and
p+ q < 8k5 .
Proof. In the former case Lemma 9.22 shows that the map of chain complexes (9.21)
is an isomorphism for ranks n ≤ k. In the latter case it shows that (9.21) is an
isomorphism for ranks n < k, and that in rank n = k it is an isomorphism on all
Ku¨nneth summands apart from
Sk
k
(
S1,1,1 ⊗H∗(F×;k)
)
⊗H0,∗,0(Rk)→ Hk,∗,∗
(
E+∞(S
1,1,1 ⊗ k[BF×])
)
⊗H0,∗,0(Rk)
on which it is an isomorphism only in homological degrees (second index) ∗ < 8k5 .
The result follows by taking homology. 
As we have described, E2k,k,0 and E
2
k,k,1 potentially receive d
r-differentials start-
ing from Erk,k−r+1,r and E
r
k,k−r+1,r+1 respectively, with r ≥ 2. Under the assump-
tions that k ≥ 3 and that max(6, (k − 1)!) is invertible in k, Corollary 9.25 shows
(using k + 2 ≤ 8k5 when k ≥ 4) that the map (9.23) surjects onto these groups, so
to rule out such differentials it is enough to show that
Tor
S∗
k
(S1,0⊗H∗(F
×;k))
r+ε (k, H∗,∗(Rk))k,k−r+1 = 0
for ε = 0, 1 and r ≥ 2. For clarity, we will prove the following stronger result.
Proposition 9.26. We have TorS
∗
k
(S1,0⊗H∗(F
×;k))
q (k, H∗,∗(Rk))n,p = 0 for p < n
and all q ≥ 0.
Proof. We shall deduce this from the theorem of Suslin [Sus84a], Theorem 9.4
above.
Let us abbreviate
A := S∗
k
(S1,0 ⊗H∗(F×;k))
B := H∗,∗(Rk),
and consider these as commutative ring objects in ChN
k
(we will call these cdgas),
which happen to have zero differential. As they have zero differential they admit
a further weight grading, defined to coincide with the homological grading; we will
denote the weight w piece by (−)w. The Tor-group in the proposition is then
Hn,p+q(k⊗
L
A B)
p,
which we wish to show vanishes when p < n. The number q is not significant for
the rest of the argument so we shall change notation and show Hn,d(k⊗LAB)
w = 0
for w < n.
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We shall do this by manipulating A and B as cdgas. First, define
A0 := S
∗
k
(S1,1σ′)⊗A with differential determined by d(σ′) = σ
and B0 := A0 ⊗A B = S∗
k
(S1,1σ′)⊗B, whose differential is then given by the same
formula. The weight gradings on A and B extend to these by declaring σ′ to have
weight 0. If P
∼
→ k is a cofibrant resolution as a right A0-module, then it is also
cofibrant as a right A-module, and we have
k⊗LA0 B0 ≃ P ⊗A0 B0 = P ⊗A0 (A0 ⊗A B)
∼= P ⊗A B ≃ k⊗
L
A B.
Thus Hn,d(k⊗LA B)
w = Hn,d(k⊗LA0 B0)
w; we may show the latter vanishes.
We have
A = S∗
k
(S1,0 ⊗H∗(F×;k)) = S∗
k
(S1,0σ)⊗ S∗
k
(S1,0 ⊗ H˜∗(F×;k)),
a free module over S∗
k
(S1,0σ) = k[σ]. As the chain complex S∗
k
(S1,1σ′)⊗ S∗
k
(S1,0σ)
with the differential d(σ′) = σ is quasi-isomorphic to k, we find that
A0 ≃ S
∗
k
(S1,0 ⊗ H˜∗(F×;k)).
This cdga has zero differential, and vanishes in bidegrees (n, d) with d < n. Fur-
thermore Hn,d(A0) is concentrated in weight d.
We do not know that B is a free S∗
k
(S1,0σ)-module, but we have a long exact
sequence
Hn−1,d(Rk)
σ·
−→ Hn,d(Rk) −→ Hn,d(B0) −→ Hn−1,d−1(Rk)
σ·
−→ Hn,d−1(Rk).
which shows that Hn,d(B0) is a sum of parts of weights d and d − 1. It follows
from the theorem of Suslin (Theorem 9.4) that Hn,d(B0) = 0 for d < n, and that
Hn,n(Rk) → Hn,n(B0) is surjective so the latter has weight precisely n. That is,
for d = n there is no weight d− 1 part.
Therefore Hn,d(A0) and Hn,d(B0) both vanish for d < n and are both concen-
trated in weights ≥ n. These properties are preserved by tensor product, so for
s ≥ 0 the object
(H∗,∗(A0)
⊗s ⊗H∗,∗(B0))
is concentrated in bidegrees (n, d) with d ≥ n, and in weights ≥ n. As s varies, these
tensor powers form the E1 page of a spectral sequence converging to the homology
of k⊗LA0 B0 ≃ k⊗
L
A B. Therefore Hn,d(k⊗
L
A B)
w = 0 for w < n, as claimed. 
It follows that E2k,k,0 and E
2
k,k,1 must survive the spectral sequence, and so must
be subquotients of Hk,d(B(k,E∞(S1,0 ⊗ k[BF×]),Rk)) with d = k or d = k + 1
respectively. Exactness of (9.17) for k ≥ 3 when max(6, (k − 1)!) is invertible in k
is completed by showing that these groups vanish. In fact we prove the following
stronger statement, which finishes the argument as we have assumed that (k − 1)!
is invertible in k.
Proposition 9.27. If 6 ∈ k×, then Hn,d(B(k,E∞(S1,0 ⊗ k[BF×]),Rk)) = 0 for
d < 32n.
Proof. Recall that we write A
k
= E∞(S
1,0 ⊗ k[BF×]). From Figure 1 we see that
HE∞n,d (Rk,Ak) = 0 for
d
n <
3
2 , using the assumption that 2 and 3 are invertible
in k. We can therefore apply Theorem Ek.15.4 to Ak → Rk with ρ(n) =
3
2n,
M = k, and µ(n) = 32n, to conclude that Hn,d(B(k,Ak,Rk)) = 0 for d <
3
2n as
required. 
Proof of Theorem 9.18. This follows by induction when (9.17) is exact, as outlined
above Remark 9.20. The base cases are n = 1 and n = 2, which are easy. (This
argument does not cover n = 3 when char(k) = 3.) 
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10. Further applications
Having discussed applications to homological stability, we finish with three ap-
plications of a different nature.
10.1. Improved range for the Milnor conjecture for GLn. Let G be a Lie
group, then we can compute its homology both as a topological group and as a
discrete group. These are given by the homology of the classifying spaces BGtop
and BG respectively. (We use a superscript top to denote the Lie group as the
topological group, as we have been using GLn(−) as notation for the discrete group
in the entire paper.) The canonical continuous homomorphism G → Gtop induces
a map on homology with k-coefficients
H∗(BG;k) −→ H∗(BG
top;k).
Milnor has shown [Mil83, Theorem 1] that if Gtop has finitely many components
and k is finite then this map is split surjective, and has conjectured that it is an
isomorphism for any Lie group when k is finite [Mil83, §1]. Suslin has proved that
this for GLn(C) as well as GLn(R), in the limit as n→∞: the maps
H∗(BGL∞(R);k) −→ H∗(BGL∞(R)top;k),
H∗(BGL∞(C);k) −→ H∗(BGL∞(C)top;k),
are isomorphisms for all d when k is finite [Sus84b, Corollary 4.8]. Using homolog-
ical stability results this implies that the Milnor conjecture is true for GLn(C) and
GLn(R) in a range of degrees going to infinity with n. For example, the results
of Nesterenko and Suslin imply it is true in the range ∗ < n. Our Theorem 9.11
implies that for all primes p the map
Hd(GLn(C);Z/p) −→ Hd(GL∞(C);Z/p)
is an isomorphism for d < 53n − 1 so we deduce that the Milnor conjecture holds
for GLn(C) in this range of degrees too. We obtain the same result for R for odd
primes p, using Remark 9.14.
Remark 10.1. Morel has proven that the Milnor conjecture is equivalent to sev-
eral other conjectures in e´tale cohomology and A1-homotopy theory, and the same
relations hold in a range [Mor11].
10.2. Vanishing results for Steinberg homology. Conjectures of Church, Farb
and Putman [CFP14] as well as applications in algebraic K-theory such as [Qui73]
involve the homology of GLn(A) with coefficients in the Steinberg module St(A
n).
Combining Theorem 5.18 and Theorem 5.22, we see that if (A,k) satisfies the
Nesterenko–Suslin property then there is an isomorphism
HE1n,d(Rk)
∼= Hd−n+1(GLn(A); St(A
n)⊗ k), (10.1)
so the homology of the Steinberg module can be interpreted as E1-homology of Rk.
The following vanishing result for E1-homology follows from our vanishing result
for E2-homology:
Theorem 10.2. If A is a connected semi-local ring with all residue fields infinite,
then HE1n,d(RZ) = 0 for d <
3
2 (n− 1).
Under the isomorphism (10.1) this corresponds to the vanishing of the homology
groups Hd(GLn(A); St(A
n)) for d < 12 (n − 1), which is Theorem G. In the infinite
field case this recovers the main result of [APS18] for general linear groups (we
did the case of finite fields in [GKRW18c, Section 7]). See [MNP20, Section 6] for
another argument in the case of fields. The result for connected semi-local rings
with all residue fields infinite is new.
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Proof of Theorem 10.2. By Theorem 6.5, or more generally Theorem 7.1 combined
with Theorem 5.18, under the given assumptions we have that HE2n,d(RZ) = 0 for
d < 2(n−1). Thus we also haveHE∞n,d (RZ) = 0 for d < 2(n−1), by Theorem Ek.14.3.
With Q-coefficients we can then apply Theorem Ek.14.5, giving that H
E1
n,d(RQ) = 0
for d < 32 (n − 1) as claimed. To obtain the claimed result we will explain how to
adapt this argument to Z(p)-coefficients, spelling out and refine the claims made in
Remark Ek.14.6.
Note that as S0,0 ⊕ ΣQE1L (RZ) ≃ B
E1(R+Z ), it is equivalent to show that
Hn,d(B
E1(R+Z )) = 0 for d− 1 <
3
2 (n− 1).
First suppose that p ≥ 5. As in the proof of Theorem Ek.14.5, by finding a
suitable CW-approximation to RZ and filtering by skeleta we can reduce to the
case of E∞(X) where X only has (n, d)-cells with d ≥ 2(n − 1). In fact we can
arrange that X = S1,0Z σ ⊕ X˜ where X˜ only has (n, d)-cells satisfying d ≥ 2(n− 1)
and d ≥ n. By Theorem Ek.13.8 we have
BE1(E+∞(X)) ≃ E
+
∞(ΣX) ≃ E
+
∞(S
1,1
Z σ¯)⊗E
+
∞(ΣX˜),
and ΣX only has (n, d)-cells satisfying d ≥ 32n, so E
+
∞(ΣX˜) does too. On the
other hand inspecting the description of the homology of free E∞-algebras (see
Section Ek.16.3) we see that Hn,d(E
+
∞(S
1,1σ¯);Fp) = 0 for d − 1 < 32 (n − 1); this
is where we use that p ≥ 5. The integral homology of E+∞(S
1,1σ¯) has finite type,
so this implies that Hn,d(E
+
∞(S
1,1σ¯);Z(p)) = 0 for d − 1 < 32 (n − 1). By the cell-
attachment spectral sequence (Corollary Ek.10.17), attaching further E∞-(n, d)-
cells with d ≥ 32n cannot create any homology in these degrees, giving the required
vanishing range for Z(p)-homology.
For p = 3 this argument does not quite work, because the classes (βQ13(σ¯))
k of
bidegree (3k, 4k) have 4k−13k−1 ≥
3
2 as soon as k ≥ 2. To fix this we shall use the fact
that we know, from Lemma 9.2, the relation (βQ13)Z(σ) = σ · b in the homology of
RZ. Thus we can obtain RZ from
E∞(S
1,0σ ⊕ S2,4b) ∪E∞
(βQ13)Z(σ)−σ·b
D3,5ρ3
by attaching (n, d)-cells satisfying d ≥ 2(n − 1) and d ≥ n. As above, it is then
enough to show that the Z(3)-homology of
BE1(E+∞(S
1,0σ ⊕ S2,4b) ∪E∞
(βQ13)Z(σ)−σ·b
D3,5ρ3) (10.2)
vanishes in bidegrees (n, d) with d − 1 < 32 (n − 1). As this has finite type it is
enough to show its F3-homology vanishes in this range of degrees. We have
BE1(E+∞(S
1,0σ ⊕ S2,4b)) ≃ E+∞(S
1,1σ¯ ⊕ S2,5b¯) (10.3)
and (10.2) is obtained from this by attaching an E∞-cell along the map
ρ¯3 : S
3,5 = ΣS3,4
Σρ3
−−→ ΣE+∞(S
1,0σ ⊕ S2,4b) −→ BE1(E+∞(S
1,0σ ⊕ S2,4b)),
which we must determine.
Claim. Under the equivalence (10.3) we have ρ¯3 = (βQ
1
3)Z(σ¯) up to units.
Here (βQ13)Z(σ¯) ∈ H3,5(E
+
∞(S
1,1σ¯)) denotes the unique class which reduces to
βQ13(σ¯) modulo 3.
Proof of claim. For any E1-algebra A, the map
s : Hn,d(A
+)
∼
−→ Hn,d+1(ΣA
+) −→ Hn,d+1(B
E1(A+))
annihilates classes which are E1-decomposable, that is, decomposable with respect
to the product on homology induced by the multiplication of the E1-algebra struc-
ture. Thus ρ¯3 = s(ρ3) = s((βQ
1
3)Z(σ)), and we must show that this is (βQ
1
3)Z(σ¯)
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up to units. It is enough to check this after passing to F3-coefficients, where we can
consider the bar spectral sequence (Theorem Ek.14.1) for B
E1(E+∞(S
1,0σ)). By the
description of the homology of free E∞-algebras (see Section Ek.16.2.2) we have
that H∗,∗(E
+
∞(S
1,0σ);F3) is given by
S∗F3
[
QI3(σ)
∣∣ I = (ε1, s1, . . . , εr, sr) admissible, e(I) + ε1 > 0] ,
a free graded-commutative algebra.
Thus the bar spectral sequence starts with the tensor product of exterior algebras
on classes sQI3(σ) when Q
I
3(σ) is as above and has even degree, and divided power
algebras on classes sQI3(σ) when Q
I
3(σ) is as above and has odd degree. It converges
to H∗,∗(B
E1(E+∞(S
1,0σ));F3). (The notation s used here is consistent with that
above, as the map ΣA+ → BE1(A+) is the inclusion of the 1-skeleton of the reduced
bar construction.) The class sβQ13(σ) has tridegree (3, 4, 1), so total bidegree (3, 5),
and up to units is the unique class of this total bidegree. As
βQ13(σ¯) 6= 0 ∈ H3,5(E
+
∞(S
1,1σ¯);F3) = H3,5(BE1(E+∞(S
1,0σ));F3)
this must indeed be equal to sβQ13(σ) up to units. 
Thus (10.2) is equivalent to
E+∞(S
1,1σ¯ ⊕ S2,5b¯) ∪E∞
(βQ13)Z(σ¯)
D3,6ρ¯3,
and we must show that its F3-homology vanishes in bidegrees (n, d) with d − 1 <
3
2 (n− 1). It is enough to show that the homology of
E+∞(S
1,1σ¯) ∪E∞
(βQ13)Z(σ¯)
D3,6ρ¯3
has this vanishing line, because adding the trivially attached E∞-(2, 5)-cell b¯ has
the effect of applying −⊗E+∞(S
2,5b¯), which preserves this vanishing line. To show
this we use the cell-attachment spectral sequence, which starts with
E1n,p,q = Hn,p+q,q(E
+
∞(S
1,1,0σ¯ ⊕ S3,6,1ρ¯3);F3) = S∗F3 [Q
I
3(σ¯), Q
J
3 (ρ¯3)],
where I and J are admissible and satisfy the appropriate excess condition. The
d1-differential satisfies d1(ρ¯3) = βQ
1
3(σ¯) and by Theorem Ek.16.16 its vanishes on
all other generators. By graded-commutativity we have σ¯2 = 0. We can therefore
write (E1∗,∗,∗, d
1) as(
ΛF3 [σ¯, ρ¯3]⊗ F3[βQ
1
3(σ¯)], dρ¯3 = βQ
1
3(σ¯)
)
⊗ S∗F3 [classes of slope ≥
3
2 ].
Thus E2∗,∗,∗ = ΛF3 [σ¯] ⊗ S
∗
F3
[classes of slope ≥ 32 ] which vanishes in bidegrees (n, d)
with d− 1 < 32 (n− 1) as required.
For p = 2 we proceed in a similar way, using the relation (Q12)Z(σ) = σ · a in
the homology of RZ. This is imposed by a cell ρ2, and the analogue of the Claim
above is that ρ¯2 = σ¯
2, which may be shown in the same way. As above we reduce
to showing that the F2-homology of E+∞(S
1,1σ¯) ∪E∞σ¯2 D
2,3ρ¯2 vanishes in bidegrees
(n, d) with d− 1 < 32 (n− 1). The E
1-page of the cell attachment spectral sequence
is now
(F2[σ¯, ρ¯2], d1ρ¯2 = σ¯2)⊗ F2[classes of slope ≥ 32 ]
so the E2-page is F2[σ¯, ρ¯22]/(σ¯
2)⊗F2[classes of slope ≥ 32 ]. As ρ¯
2
2 also has slope ≥
3
2 ,
the E2-page vanishes in bidegrees (n, d) with d− 1 < 32 (n− 1) as required. 
Remark 10.3. In the Claim the unit involved should be 1. WhenA is an Ek-algebra,
the map
s : Hn,d(A
+;Fp)
∼
−→ Hn,d+1(ΣA
+;Fp) −→ Hn,d+1(BE1(A+);Fp)
should commute with those Dyer–Lashof operations which are defined for Ek−1-
algebras, cf. [Bo¨k86, Lemma 7.2], [AR05, Proposition 5.9].
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Remark 10.4. In fact, one can completely compute the Steinberg homology with
rational coefficients when A = F is a number field, using the results of Borel and
Yang [BY94]. This is analogous to the computations we did for Steinberg homology
of finite fields in [GKRW18c, Section 7].
10.3. A question of Quillen. Finally, we pick up a thread from Remark 5.17. In
[Qui76, p.203] Quillen has asked—when translated to the language of this paper—
whether the pair (Z,Q) might satisfy the Nesterenko–Suslin property.
Theorem 10.5. The pair (Z,Q) does not satisfy the Nesterenko–Suslin property.
Proof. It it did, then by Theorem 5.18 we would have a Q-homology equivalence
D˜1(Zn)//GLn(Z) −→ D1(Zn)//GLn(Z)
for each n. The map V 7→ V ⊗ Q induces a homeomorphism D1(Zn) ∼= D1(Qn),
so by the Solomon–Tits theorem (Theorem 2.2) D1(Zn) is also a wedge of (n− 1)-
spheres, with top homology St(Zn) := H˜n−2(D1(Zn)). Considering the E∞-algebra
R ≃
⊔
n>0BGLn(Z) constructed by the method of Section 4, this would give an
isomorphism
HE1n,d(RQ)
∼= Hd−(n−1)(GLn(Z); St(Z
n)⊗Q).
We will compute the two sides for (n, d) = (5, 5) by independent means, and show
that this leads to a contradiction.
Firstly, a theorem of Church–Putman [CP17, Theorem A], which is a conse-
quence of a presentation for the Z[GLn(Z)]-module St(Zn) due to Bykovskii [Byk03,
Main theorem], shows that H1(GL5(Z); St(Z5)⊗Q) = 0.
On the other hand the homology groups Hn,d(RQ) = Hd(GLn(Z);Q) are com-
pletely known for n ≤ 7, and in degrees d ≤ 6 are displayed in Figure 3. These
results may be collated as follows. For n ∈ {5, 6, 7} use [EVGS13, Theorem 7.3].
For n = 4, combine the calculation of H∗(SL4(Z);Z[ 12·3·5 ]) from [LS78, Theorem 2]
with the calculation of H∗(GL4(Z);Q−) from [Hor14, Theorem 1.1], using
H∗(SL4(Z);Q) ∼= H∗(GL4(Z);Q) ⊕H∗(GL4(Z);Q−)
given by Shapiro’s lemma. For n = 3 use [Sou78, Theorem 4] and the splitting
GL3(Z) ∼= SL3(Z)× Z×. For n = 2 the calculation is classical.
0
1
2
3
4
5
6
0 1 2 3 4 5 6 7
Q Q Q Q Q Q Q Q
Q Q Q
d/n
Figure 3. The rational homology groups Hd(GLn(Z);Q).
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From Figure 3 it is clear that to build RQ as an E1-algebra from E1(S
1,0
Q σ) it is
necessary to attach a (5, 5)-cell, so HE15,5(RQ) 6= 0. This gives a contradiction. 
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