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Abstract
Let Gn = Gn(q) be the group of the upper unitriangular matrices of size n × n over Fq ,
the finite field with q = pt elements. Higman has conjectured that, for each n, the number of
conjugacy classes of elements of Gn is a polynomial expression in q. In this paper we develop
the algorithm given in [J. Algebra 177 (1995) 899] introducing new ideas and theoretical
properties which lead us to get the conjugacy vector of Gn for n  13. These vectors for
n  5 (resp. for n = 6, 7, 8) were given in [J. Algebra 152 (1) (1992) 1] (resp. [J. Algebra
177 (1995) 899]). In particular, we conclude that, for these values, the number of conjugacy
classes of Gn is a polynomial in q with integral coefficients and degree [n(n + 6)/12]. Thus,
Higman’s conjecture holds for n  13. On the other hand, for each positive integer n, we find
explicitly a set of q[n(n+6)/12] different conjugacy classes.
© 2003 Elsevier Inc. All rights reserved.
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1. Definitions and notations
In [4,6] we explain a general method to find the conjugacy classes of Gn. The
aim is to select in each conjugacy class a matrix that is uniquely determined and,
therefore, that can be considered as a canonical representative of that class.
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We take the set of entries above the main diagonal
J = {(i, j)|1  i < j  n},
ordered so that
(n − 1, n) < (n − 2, n − 1) < (n − 2, n) < · · · < (1, 2) < · · · < (1, n). (1)
Let A be a matrix of Gn. The entries of A whose values can be changed by con-
jugation without changing the values at the preceding entries are said to be inert
points. The rest of the entries are the ramification points. Beginning with (n − 1, n)
and according to the order (1), we can obtain by conjugation the value 0 at each inert
point of a matrix. So, when we reach the last entry (1, n), this method leads us to a
unique matrix, which we call canonical. Thus, a necessary and sufficient condition
for a matrix A = (aij ) to be canonical is that aij = 0 at each inert point (i, j).
For a matrix A ∈ Gn, its centralizer CGn(A) consists of the matrices T = (tkl)
such that AT − TA = 0, that is, the matrices whose components tkl, (k, l) ∈ J, are





(aiuxuj − aujxiu) (i, j) ∈ J.
An entry (i, j) ∈ J is an inert point if and only if the corresponding linear form
Lij is linearly independent on the preceding linear forms. The rank of this linear
system is equal to the number of inert points of A, which we denote s = ni(A). Thus,
the order of the centralizer of A and the order of its conjugacy class are, respectively,





)− ni(A) is the number of ramification points of A. The set of
inert and ramification points are invariants of the conjugacy class.
When we analyze the inert points and ramification points, the first non-zero en-
tries of the non-zero rows of A0 = A − I are of special interest. Such elements are
considered as pivots in order to introduce zeros at subsequent entries. We define the
pivot map π on the set [1, n] as follows: π(i) = k if the ith row of A0 is non-zero and
its first non-zero element is aik; for convenience we take π(i) = n + 1 if the ith row
of A0 is zero. The pivot maps are quasiinjective, that is, if π(i) = π(j) then, either
i = j or π(i) = π(j) = n + 1. So, we use a notation similar to the descomposition
of a permutation into disjoint cycles. We say that [l1, l2, . . . , lr1] is a line of π , if
l1 ∈ Im(π), π(lr1) = n + 1 and π(lk) = lk+1 for k = 1, . . . , r1 − 1. Consequently,
we have a descomposition of π into disjoint lines:
π = [l1, l2, . . . , lr1][u1, u2, . . . , ur2] · · · [w1, w2, . . . , wrt ].
We summarize some properties proved in [6] (Remark 3.3, Theorems 4.3 and 4.5)
in the following proposition.
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Proposition 1. Let A be a canonical matrix of Gn.
() If the form Lij is null, then (i, j) is a ramification point. This is the case for the
entries (i, i + 1) in the first diagonal.
() If (i, j) is a pivot, then
(1) it is a ramification point;
(2) the entries in the same column above it are inert points;
(3) the entries in the same row to the left are ramification points if they are not
over a pivot in their column.
() If the lth row of A0 is zero, then those entries (k, l) of the lth column preceded
by pivots in its row (that is, π(k) < l) are inert points.
In the followingNπ denotes the set of canonical matrices having π as pivot map.
For each normal subset N of a group G, GN denotes the G-conjugacy vector of
N , rG(N) denotes the number of G-conjugacy classes of N and r(G) denotes the
number of conjugacy classes of G.
2. Action of the diagonal group over Gn and antidiagonal automophism of Gn
LetDn be the group of diagonal regular matrices of size n over Fq . Then for each
D ∈ Dn we have an automorphism of Gn given by A −→ AD . This automorphism
permutes the conjugacy classes of the same size and, moreover, transforms canonical
matrices into canonical matrices, as we show in the following lemma.
Lemma 2. Let D ∈ Dn and A ∈ Gn. Then A and AD have the same zero and non-
zero points and the same inert and ramification points. Therefore A is canonical if
and only if AD is canonical and both matrices have the same pivot map π and the
same order of their centralizers.
Proof. Let D = diag (d1, . . . , dn) and A′ = AD . We have a′iu = d−1i aiudu. Take the
unknowns x′uj = d−1u xuj dj . Then the linear forms corresponding to A′ are
L′ij = d−1i Lij dj . A linear relation
∑





ij = 0, with t ′ij = ditij d−1j so, t ′ij and tij are simultaneously zero or non-
zero and the linear form Lij depends on the preceding Luv if and only if the linear
form L′ij depends on the preceding L′uv . Therefore the inert points (resp. the rami-
fication points) of A and A′ are the same. The second assertion is a consequence of
the preceding one (Remark 3.3 (ii) of [6]). 
Definition 3. Let H be a subset of J. We define GH to be the non-oriented graph
whose vertices are {1, 2, . . . , n} and whose edges are the pairs of different elements
in H. The graph GH is cycle-free if between any two vertices there is at most one
path. Let A ∈ Gn be a (canonical) matrix and let H be a subset of J. We say that H
is A-admissible if GH is cycle-free and aij /= 0 for all (i, j) ∈ H.
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Theorem 4. Let A ∈ Gn be a (canonical) matrix and let H be a subset of J.
(i) If H is an A-admissible set then the map
orbDn(A) −→ (F∗q)|H|
B −→ (bij )(i,j)∈H
is onto.
(ii) If H is a maximal A-admissible set then the above map is a bijection and, there-
fore,
|orbDn(A)| = (q − 1)|H|.
Proof. (i) We argue by induction on the number t of non-isolated vertices ofH. That
number is zero if and only if H is empty and this case is trivial. Suppose that t  1.
Let (βij )(i,j)∈H ∈ (F∗q)|H|. SinceGH is cycle-free and H is finite, there exists a vertex
k contained in a unique edge, (k, l) (or (l, k)). We define H′ = H− {(k, l)} and GH′
its corresponding cycle-free graph. From the induction hypothesis applied to GH′ ,
it follows that there exists a matrix D1 ∈ Dn such that C = AD1 satisfies cij = βij
for all the entries (i, j) ∈ H′. According to the choice of (k, l), there is no entry of
H in the kth column (i.e. of the type (i, k)) and the only entry of H in the kth row
is (k, l). Let D2 = diag (1, . . . , 1, β−1kl ckl, 1, . . . , 1), where β−1kl ckl occurs in the kth
component. Then the matrices B = CD2 and C are equal, with the exception of the
kth row and column. Therefore bij = βij for all (i, j) ∈ H′. Clearly bkl = βkl . Thus,
the diagonal matrix D = D1D2 satisfies the desired condition. A similar argument
works for the case (l, k) instead of (k, l).
(ii) Suppose that H is a maximal A-admissible set and, contrary to the thesis,
that the above map is not injective. Let B,C be two different matrices in orbDn(A)
such that bij = cij for all (i, j) ∈ H. We have C = BD for some D ∈ Dn, D =
diag (d1, . . . , dn). Since B /= C, it follows that there exists an entry (u, v) ∈ H,
such that bu,v /= cu,v , that is, bu,vcu,v /= 0 and bu,v /= d−1u bu,vdv , whence, du /= dv .
The set H is A-admissible maximal, so H ∪ {(u, v)} is not admissible and its graph
is not cycle-free. This implies that there exist two paths between u and v, one
within GH and another being simply the edge (u, v). Let u = i1 → i2 → · · · →
ir → ir+1 = v be the path within GH. Then cik,ik+1 = bik,ik+1 , k = 1, . . . , r , that is,
d−1ik bik,ik+1dik+1 = bik,ik+1 , k = 1, . . . , r , whence dik = dik+1 , k = 1, . . . , r and du =
dv , a contradiction. 
Given a canonical matrix A of Gn, all the maximal A-admissible sets have the
same cardinal. For computation, we can select a special one, H = HA. We observe
that the set Hπ of pivots of A is A-admissible, so we can construct inductively the
set H beginning with Hπ according to the following algorithm:
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H := Hπ ;
for ((i, j) ∈ J− H)
{
if (H ∪ (i, j) is A-admissible)
H := H ∪ {(i, j)};
}
return H;
(The loop runs according to the standard ordering of J.)
In order to compute the part of the conjugacy vector of Gn corresponding to
orbDn(A), it suffices to compute the order of the centralizer of one of its elements
and assign to it the multiplicity (q − 1)|H|.
We choose as representative of orbDn(A) the one B such that bij = 1 for all the
(i, j) ∈ H.
Our algorithm calculates the conjugacy vector of the set of canonical matrices
corresponding to a given pivot map π :
π = [l1, l2, . . . , lr1][u1, u2, . . . , ur2] · · · [w1, w2, . . . , wrt ].
Let us give a more precise description of the construction of our maximal
A-admisible set.
We begin with the set of edges Hπ = L1 ∪ L2 ∪ · · · ∪ Lt , where
L1 = {(l1, l2), (l2, l3), . . . , (lr1−1, lr1)},
L2 = {(u1, u2), (u2, u3), . . . , (ur2−1, ur2)},
...
Lt = {(w1, w2), (w2, w3), . . . , (wrt−1, wrt )}.
It is straightforward that Hπ is A-admissible and it consists on t linear connected
components.
Theorem 5. Suppose that the entry (i, j) of the canonical matrix A is non-zero but
it is not a pivot. Then the rows i and j of A0 are non-zero and the edges (i, π(i))
and (j, π(j)) belong to different connected components of the graphGHπ . Therefore
the graphGH, H = Hπ ∪ {(i, j)}, has one connected component less than the graph
GHπ .
Proof. According to the definition of pivot, i < π(i) < j . If the j th row of A0
is zero then the entry (i, j) is inert, since it is preceded by the pivot of its row,
which is impossible; so there is a pivot (j, π(j)) in the j th row. Suppose that the
edges (i, π(i)) and (j, π(j)) lie in the same connected component. Then j = πr(i)
for some r > 1. But then the pivot (πr−1(i), j) is below the ramification point
(i, j), which cannot happen. Therefore (i, π(i)) and (j, π(j)) belong to two different
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connected components ofGHπ , which are connected by the edge (i, j) in the extended
graphGH. Clearly this new extended graph is cycle-free with respect to A. 
Corollary 6. Let r be the number of pivots of A and let t be the number of different
connected components of GHπ . Then the following bounds
r  |HA|  r + t − 1
hold.
Proof. Suppose that the entry (r, s) ∈ J− H satisfies ars /= 0. Arguing as above,
if the edge (r, s) joins two different connected components of the graph GH, then
the new extended graph GH1 with H1 = H ∪ {(r, s)} is A-admissible. Otherwise, if
r and s belong to the same connected component, then the new edge (r, s) closes a
cycle in GH1 and so this entry cannot be considered. So we can add at most t − 1
non-zero entries to Hπ . 
Let us see with an example how the algorithm generates locally the maximal
A-admissible sets.
Example 7. We consider the canonical matrices of G12 having the following pivot
map
π = 4 3 13 9 8 7 13 13 12 11 13 13.
The pivot map π has the following descomposition into disjoint lines:
[1 4 9 12][2 3][5 8][6 7][10 11],
and its graph GHπ consist into five linear connected components
According to Proposition 1, our algorithm computes firstly the generic form of
canonical matrices corresponding to this pivot map, that is,
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1 0 0 • a15 a16 0 0 0 a1,10 0 0
1 • a24 a25 a26 0 0 0 a2,10 0 0
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 • a4,10 0 01 0 0 • a59 a5,10 0 0
1 • 0 a6,9 a6,10 0 0
1 0 0 0 0 0
1 0 0 0 0




where the explicit aij are values of Fq .
For the computation of the conjugacy vector ofNπ we need to determinate the
inert or ramification character of any entry (i, j) of A, and so, we study the corre-
sponding reduced system of linear equations. According to the above results, in this
analysis we can suppose that the entries of the pivots have the value 1.
According to the lexicographical order, the first possible non-zero no pivot entry
is (6, 9). If a69 /= 0, we adjoint the edge (6, 9) to the graph 1, because it does not
close a cycle.
The second possible non-zero no pivot entry is (6, 10). If a6,10 /= 0, we adjoint
the edge (6, 10) to the graph 1, because it does not close a cycle.
The third possible non-zero no pivot entry is (5, 9). If a5,9 /= 0, we adjoint the
edge (5, 9) to the graph 1, because it does not close a cycle.
The following possible non-zero no pivot entry is (5, 10). If a5,10 /= 0 and
a69a6,10a59 /= 0, then the edge (5, 10) closes a cycle and so it cannot be adjointed.
Otherwise, it is adjointed.
The following possible non-zero no pivot entry is (4, 10). If a4,10 /= 0 and
a69a6,10 /= 0, then the edge (4, 10) closes a cycle and so it cannot be adjointed.
Otherwise, it is adjointed.
The following possible non-zero no pivot entry is (2, 4). If a2,4 /= 0, we adjoint
the edge (2, 4) to the graph 1, because it does not close a cycle.
Thus, if a69a6,10a59a24 /= 0, the algorithm considers the following connected cy-
cle-free graph, that is the tree
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Consequently, in the starting of the algorithm we suppose the value 1 in the entries
(i, j) corresponding to the edges of this graph, obtaining the following new starting
matrix for the analysis of the reduced systems of linear equations:
1 0 0 1 a15 a16 0 0 0 a1,10 0 0
1 1 1 a25 a26 0 0 0 a2,10 0 0
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 a4,10 0 0
1 0 0 1 1 a5,10 0 0
1 1 0 1 1 0 0
1 0 0 0 0 0
1 0 0 0 0




If a69 = 0 and a6,10a59a24 /= 0, the algorithm consider the following connected
cycle-free graph.
Now the starting matrix is
1 0 0 1 a15 a16 0 0 0 a1,10 0 0
1 1 1 a25 a26 0 0 0 a2,10 0 0
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 a4,10 0 0
1 0 0 1 1 1 0 0
1 1 0 0 1 0 0
1 0 0 0 0 0
1 0 0 0 0




Thus, according to the lexicographical order, the algorithm generates locally the
maximal cycle-free graph bearing in mind the values zero or non-zero of the entries.
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We now consider another automorphism of Gn (see [8, p. 454, Remark]). The
map
τ: A = (aij ) −→ A# = (a#ij ), a#ij = an+1−j,n+1−i
is a skewautomorphism ((AB)# = B#A#) which composed with the inversion ρ :
X −→ X−1 gives an involution of Gn, α = τ · ρ. Indeed, let B = A−1. Then from
AB = I we get B#A# = I , that is, (A#)−1 = B# = (A−1)#. Thus, τ · ρ = ρ · τ and
α2 = τ 2 · ρ2 = Id. This involution transforms the corresponding pivot places by a
symmetry with respect to the antidiagonal. Thus, we define the dual pivot map, π∗ of
a given pivot map π . So, when π is not autodual, it suffices to calculate the conjugacy
vector corresponding to π and then to multiply it by 2: π + π∗ = 2π .
3. Antidiagonal matrices
We define a special type of pivot maps, which attains the most part of conjugacy
classes ofGn. A pivot mapπ is said to be antidiagonal if for each 1  i  none of these
conditions holds: (i) π(i) = n + 1; (ii) π(i) = i + 1; (iii) π(i) = π(i − 1) − 1.
These arithmetic conditions lead to a geometric fact on the corresponding canon-
ical matrices: their pivots are located in lines perpendicular to the main diagonal
(antidiagonal lines).
Let π be an antidiagonal pivot map with λ antidiagonal lines. We describe it by
means of the following parameters:
si: length of the ith antidiagonal line,
ri: number of zero rows between the ith and (i + 1)th antidiagonal lines,
ti: number of zero columns between the ith and (i + 1)th antidiagonal lines.
(2)
Thus, we denote
π = Pr (t0, s1, t1, . . . , sλ, tλ), t0 + s1 + t1 + · · · + sλ + tλ = n,
or
π = Pc(r0, s1, r1, . . . , sλ, rλ), r0 + s1 + r1 + · · · + sλ + rλ = n.
With this notation, the pivot entries corresponding to π are
(ai, ai + 1), . . . , (ai − si + 1, ai + si), i = 1, . . . , λ,
with
a1 = r0 > 0, r0 = t0 + s1, t0  0, s1 > 0,
ai+1 = ai + si + ri, si + ri = ti + si+1, ti  0, si > 0,
i = 1, . . . , λ − 1,
sλ > 0, aλ + sλ  n.
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Consider two subsequent antidiagonal lines of pivots of an antidiagonal pivot
map:
(a, a + 1), . . . , (a − s + 1, a + s),
(b, b + 1), . . . , (b − s′ + 1, b + s′), (3)
with
a, a + s  b, a + s′  b, b + s′  n.
For the analysis of the ramification points and inert points of the region (see
Fig. 1)
R = {(i, j) ∈ J | a − s + 1  i < j  b + s′, i + j  2b},
we define the following subsets of J :
S = {(i, j) ∈ J | i + j  2a + 2, a − s + 1  i  a, b − s′ + 1  j  b},
X1 = {(i, j) ∈ J | a − s + 1  i < j  a},
T1 = {(i, j) ∈ J | a − s + 1  i < 2a + 1 − j  a},
X2 = {(i, j) ∈ J | b − s′ + 1  j  b, i  a + 1},
T2 = {(i, j) ∈ J | b + 1  j  b + s′, i  a + 1, i + j  2b}.
We observe that |T1| = |X1| and |T2| = |X2|.
Lemma 8. Let A ∈ Gn be a canonical matrix with an antidiagonal pivot map π
and let (3) be two subsequent antidiagonal lines of pivots. Then all the entries of the
subset S are ramification points.
Proof. The points of T1 ∪ T2 are inert points, because they are over pivots. Suppose
that an entry (u, v) ∈ S is an inert point. Then we have the set T1 ∪ T2 ∪ {(u, v)} of
inert points, so the rank of their linear forms is |T1| + |T2| + 1. On the other hand, in
Fig. 1.
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these linear forms only appear the unknowns xuv with (u, v) ∈ X1 ∪ X2, so the cor-
responding rank is less than or equal to |X1| + |X2| = |T1| + |T2| < |T1| + |T2| + 1,
impossible. 
Remarks
(1) The above theorem, together with Proposition 1, determines the type (ramifica-
tion point or inert point) of all the points of the region R (see Fig. 1).
(2) For an antidiagonal matrix with λ antidiagonal lines, we argue over pairs of
contiguous antidiagonal lines and we conclude that the points of the regions
S1, S2, . . . , Sλ−1 (see Fig. 2) are ramification points. In the case of three anti-
diagonal, it only remains to determinate the type of the s1r2 points of rectangle
marked  in Fig. 1. In the general case, we have (λ − 1)(λ − 2)/2 rectangles
with types to determinate.
The character of points of region (see Fig. 1) depends on the values of preceding
entries in the lexicographical order. Let us see an example.
There exist two dispositions for n = 12 which determine the principal coefficient
of the polynomial r(G12) in q, precisely the corresponding to the following pivot
maps:
(1) π1: 1 4 3 10 9 8 7 13 13 12 11 13 13.
(2) π2: 1 4 3 13 9 8 7 13 13 12 11 13 13.
The pivot map π1 corresponds to an example given by Higman which is a partic-
ular case of Theorem 9.
According to Proposition 1 for the pivot map π2, we have  = {(2, 10), (1, 10)}
and the character of the entries of J−  is determined. Straightforward computa-
tions solve the character of these entries.
Fig. 2.
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Theorem 9. Consider the canonical matrix
A =
∗ θ 0 • x x 0 0 0 a1,10 0 0
∗ • x x x 0 0 0 a2,10 0 0
∗ θ θ θ 0 0 0 θ 0 0
∗ θ θ 0 0 • x 0 0
∗ θ 0 • x x 0 0
∗ • 0 x x 0 0
∗ θ θ θ 0 0
∗ θ θ 0 0





(1) (2, 10) is a ramification point if, and only if, the following conditions hold:
(i) a24 = a25 = a26 = 0,
(ii) a6,10 − a4,10a69 = 0, a5,10 − a4,10a59 = 0. In this case we have the follow-
ing linear dependence
L2,10 = −L3,11 + a4,10L3,12 + a4,10L2,9.
(2) (1, 10) is a ramification point if, and only if, the following conditions hold:
(i) a24 /= 0,
(ii) a6,10 − a4,10a69 = 0, a5,10 − a4,10a59 = 0.
(iii) a26 − a24a16 = 0, a25 − a24a15 = 0. In this case we have the following lin-
ear dependence










Theorem 10. Let π be an antidiagonal pivot map with parameters (2). Then the
regions of entries
Si = {(u, v) ∈ J | u + v  2ai + 2, ai − si + 1  u  ai,
ai+1 − si+1 + 1  v  ai+1},
with i = 1, . . . , m − 1, correspond to ramification points of the canonical matrices
A ∈Nπ . In consequence
rGn(Nπ )  q
∑λ
i=1 si · (q − 1)
∑λ−1
i=1 |Si |. (4)
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Fig. 3.
In the particular case of r2 = · · · = rm−1 = 0, the bound is attained. More precisely,
in this case, 1
rGn(Nπ ) = q
∑λ
i=1 si · (q − 1)
∑λ−1
i=1 |Si |, (5)
with
|S1|=s1s2 − (s1 − t1)
+(s1 − t1 + 1)+
2
, (6)
|Si |= si(si − 1)2 −
ti (ti − 1)
2
, i = 2, . . . , λ − 1.
Proof. The first assertion is an immediate consequence of the previous lemma. The
bound (4) holds because a canonical matrix A belongs toNπ if, and only if, outside
of the sets Si , it has non-zero value in the pivots and zero value in the remainder
entries. The entries of the Si may have any value of Fq .
If r2 = · · · = rλ−1 = 0, we observe that the ramification and inert points of matri-
ces A ∈Nπ , outside of the pivot lines and the sets Si , are determined by Proposition
1 and have the value zero. Thus, we have the equality (5). It is an elemental geometric
exercise to verify the cardinality of the Si (6) (see Fig. 2). 
Corollary 11. Let π be an antidiagonal pivot map with parameters (2) and two
antidiagonal lines (see Fig. 3). Then
rGn(Nπ ) = qs1+s2 · (q − 1)s1s2−(s1−t1)
+(s1−t1+1)+/2.
Proof. According to Lemma 8, all the entries of the region S1 are ramification
points. The character of the remainder entries is determined by Proposition 1. 
Theorem 12. For each n  2 there exists an antidiagonal pivot map such that
rGn(Nπ ) = (q − 1)4m+(δ) · q[n(n+6)/12]−(4m+(δ)),
1 x+ = (|x| + x)/2.
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with n = 6m + δ, δ = 0, 1, 2, 3, 4, 5 and (0) = (1) = 0, (2) = 1, (3) =
(4) = 2, (5) = 3.
Proof. According to Corollary 11, for antidiagonal pivot maps π with three antidi-
agonal lines and r1 = r2 = 0 the following equality
rGn(Nπ ) = qs1+s2+s3 · (q − 1)|S1|+|S2|, (7)
with
|S1| = s1s2 − (s1 − t1)
+(s1 − t1 + 1)+
2
,




We consider the pivot maps π = Pr (t0, s1, t1, s2, t2, s3, t3), for
(t0, s1, t1, s2, t2, s3, t3)
∈ {(0, m, 0, 2m,m,m,m), (0, m, 1, 2m,m,m,m),
(0, m, 0, 2m + 1, m + 1, m,m), (0, m + 1, 0, 2m + 1, m + 1, m,m),
(0, m + 1, 1, 2m + 1, m + 1, m,m), (0, m + 2, 1, 2m + 1, m + 1, m,m)}
with m ∈ N (see Fig. 4). These pivot maps have three antidiagonal lines, with r1 =
r2 = 0. Therefore, bearing in mind the equalities
[n(n + 6)/12] = 3m2 + (3 + δ)m + (δ − 1)+
and (7), we conclude the desired result. 
Higman has conjectured that the number of conjugacy classes of Gn is a polyno-
mial in q, having coefficients independent of q, that is
“For each positive integer, n, there exists an integer polynomial, fn(x), such that
r(Gn) = fn(q).”







Remark 14. As we shall show, for n  13, equality holds in the last bound.
4. The algorithm
For calculating the conjugacy vector of Gn for n  13, we improve the algorithm
given in [6], by means of the implementation of theoretical results of the preceding
paragraphs, according to the following method:
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Fig. 4.
(1) The canonical matrices are classified according to their pivot maps. So, the conju-
gacy vector results as sum of partial conjugacy vectors corresponding to different
pivot maps. When a pivot map π is not equal to its dual π∗, we have π∗ = π
and so we need only to calculate the conjugacy vector of one of these pivot maps
and then multiply it by 2.
(2) If π is an antidiagonal pivot map with one or two antidiagonal lines, we apply
the result of Theorem 10.
(3) Given a pivot map π not in the previous cases (1) and (2), we apply the results
of Proposition 1. We define a simbolic matrix with the following prefixed values.
According to the action of the diagonal group we can assume the value 1 in the
pivots. In addition, we suppose the value 0 in the inert points. The ramification
points can take any value of Fq ; we begin with the value 0.
(4) The algorithm runs along the rest of the entries according to the order (1).
(5) When the character of a new entry (i, j) is to be determined, we construct the
connected component of forms and unknowns involving Lij and we reduce it
according to the Lemma 4.13 of [6].
(6) When the entry (i, j) is a ramification point with non-zero value, we get aij = 1,
if (i, j) belongs to an A-admissible set H (according to the action of the diagonal
group).
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(7) If the resulting reduced system is trivial, that is, the only form remaining is L∗ij ,
the character of the entry is determined: ramification point if L∗ij = 0 and inert
point if L∗ij /= 0.
(8) Otherwise, if this system is not trivial, we compare it with a list models previ-
ously studied.
The algorithm generates the files Mod[i][n], for i = 1, 2, 3, . . . In Mod[i][n], we
list blocks of i systems of linear forms corresponding to i entries of a canonical
matrix of size n. These systems allow us to determine the character of the i en-
tries. In particular, the systems listed in Mod[1][n] solve the character of the entry
corresponding to their first linear form, according to the different cases which are
considered below. On the other hand, the comparison of systems is made by means
of a transcription of the indices which transforms one another. With this idea of
equivalency of system, the analysis of the totality of systems is reduced to the few
cases listed in
⋃
i Mod[i][n], for i = 1, 2, 3 . . .
We generate the list
⋃
i Mod[i][n] by adding the i-blocks of reduced systems
which are no equivalent to any of the previously listed. We obtain the resolution of
these i-blocks by means of simbolic computation (Maple or Mathematica) of the
Gauss method.
Example 1. When we analyze the character of the entry (1, 8) of a canonical
matrix A ∈ G10 corresponding to the pivot map π1 = 2 5 4 11 6 7 11 9 10 11, we
need to study the reduced system of linear equations
x28 x38 x59
L∗18 a12 a13 0
L∗29 −a89 0 a25
L∗39 0 −a89 a35
After comparing this system with those of Mod[1][10], we find that it is equivalent
to item 3, by means of the indices transcription:
1 → 1, 2 → 2, 3 → 3, 5 → 5, 7 → 8, 8 → 9.
Example 2. In the same way, the entry (2, 5) of a canonical matrix A ∈ G10 cor-
responding to the pivot map π2 = 2 3 4 7 6 10 8 9 11 11 yield us to the system
x35 x23 x47 x34 x57 x78
L∗25 a23 −a35 0 0 0 0
L∗37 −a57 0 a34 −a47 a35 0
L∗24 0 −a34 0 a23 0 0
L∗48 0 0 −a78 0 0 a47
L∗58 0 0 0 0 −a78 a57
which is equivalent to item 1 of Mod[1][10], by means of the bijection of indices
1 → 2, 2 → 3, 3 → 4, 4 → 5, 6 → 7, 7 → 8.
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We remark the complete resolution of the computation ofGn , for n  10. Similar
arguments are used for n = 11, 12, 13. We omit the list of i-blocks and we only give
the corresponding conjugacy vectors.
For n  10, in the discussion of different cases, homogeneous forms of the ars
which are minors of A0, A20 or A
3
0 appear. Two such minors are independent if there
is an auv appearing in one but not in the other. Three minors are independent if two of
them are independent and the third includes a new auv non-appearing in the former
two. The result of this discussion gives different cases. We list here the cases which
solve completely the conjugacy vector of Gn for n  10.
Case (0): We conclude that (i, j) is an inert point because Lij is linearly independent
of the preceding linear forms, bearing in mind only the nullity or not nullity
of the preceding entries.
Case (1): We conclude that (i, j) is an ramification point because Lij is linearly
dependent of the preceding linear forms, bearing in mind only the nullity
or not nullity of the preceding entries.
Case (2): Lij is linearly dependent of the preceding linear forms according to the
nullity of an homogeneous form in the ars . In this case, the bifurcation
rates for inert and ramification cases are, respectively, (q − 2)/(q − 1) and
1/(q − 1).
Case (3): Lij is linearly dependent of the preceding linear forms according to the
simultaneous nullity of two independent homogeneous forms in the ars .
The bifurcation rates for inert and ramification cases are ((q − 1)2 − 1)/
(q − 1)2 and 1/(q − 1)2, respectively.
Case (4): Lij is linearly dependent of the preceding linear forms according to the
simultaneous nullity of three independent homogeneous forms in the ars .
The bifurcation rates for inert and ramification cases are, ((q − 1)3 − 1)/
(q − 1)3 and 1/(q − 1)3, respectively.
Case (5): Lij is linearly dependent of the preceding linear forms according to the
nullity of an homogeneous form of the following type:
F = astatwawz + asuauwawz + asuauvavz.
The bifurcation rates for inert and ramification cases are, ((q − 1)2 −
(q − 1) + 1)/(q − 1)2 and (q − 2)/(q − 1)2, respectively.
Case (6): Lij is linearly dependent of the preceding linear forms according to the
nullity of an homogeneous form and an entry which have been tested for
the determination of the character of an entry (t, w) preceding to (i, j) in
the lexicographical order.
In the case (2) (resp. (3) or (4)) the entry (i, j) is a ramification point if and only
if 1 = 0 (resp. 1 = 2 = 0 or 1 = 2 = 3 = 0). Let ars be appearing in 1 (in
the cases (2)–(4)), auv appearing in 2 but not in 1 (in the cases (3) and (4)) and
awz appearing in 3 but not in 1 nor in 2 (in the case (4)). We can fix ars (resp.
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ars and auv or ars and auv and awz) in function of the preceding aα,β so that 1 = 0
(resp. 1 = 2 = 0 or 1 = 2 = 3 = 0) in order to determine the entry (i, j) as
ramification point. This gives the above ramification rates for cases (2)–(4).
In the case (5) we have
F = (astatw + asuauw)awz + asuauvavz.
If astatw + asuauw = 0, then F = asuauvavz /= 0 and we have an inert point. Other-
wise, if astatw + asuauw /= 0, we consider the nullity of F according to the values
of avz. If avz /= −(ast atw + asuauw)awz/asuauv then F /= 0 and we have an inert
point. If avz = −(ast atw + asuauw)awz/asuauv then F = 0 and we have a ramifica-




1/(q − 1) inert point,
(q − 2)/(q − 1) ·
{
(q − 2)/(q − 1) inert point,
1/(q − 1) ramification point.
In the case 6, the algorithm follows the diagram in Fig. 5. In this case the entry
(t, w) is a ramification point if and only if the homogeneous form auvavz + auwawz
is zero. The entry (i, j), which follows to (t, w), is a ramification point if and only
Fig. 5.
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if and only if the pair (atw, auvavz + auwawz) is zero. Consequently, we have the
following cases:

auvavz + auwawz /= 0 (t, w) i.p. ⇒ atw = 0 ⇒ (i, j) i.p.;
auvavz + auwawz = 0 (t, w) r.p.:
{
atw = 0 ⇒ (i, j) r.p.;
atw /= 0 ⇒ (i, j) i.p.
When the algorithm runs according to the above diagram, it produces the following
changes in the number of ramification points and in the number of canonical matrices
expressed as polynomial in q:
(1) nr → nr f → f · q−2q−1 (2) nr → nr f → f · 1
(3) nr → nr f → f · 1 (4) nr → nr + 1 f → f · 1q−2
(5) nr → nr + 1 f → f · 1 (6) nr → nr f → f · (q − 1)
(7) nr → nr − 1 f → f · 1q−1 (8) nr → nr f → f · (q − 1)
(9) nr → nr f → f · 1 (10) nr → nr f → f · 1
(11) nr → nr − 1 f → f · 1
For n  7, the determination of the character of all entries is solved by means
of cases (0) and (1). For n = 8, the character of all but one entries is determined by
means of cases (0) and (1). To analyse the character of the remaining entry, it suffices
to add the Ej. 1, case (2) (see [6]).
Example of case 3 (Ej. 11). For determine the character of the entry (1, 6) in the
canonical matrices ofG10 corresponding to the pivot map π = 2 5 4 11 8 7 11 9 10 11
we need to study the reduced system:
x26 x12 x13 x58 x25 x68 x89
L∗16 a12 −a26 −a36
L∗28 −a68 a25 −a58 a26
L∗15 −a25 −a35 a12
L∗59 −a89 a58
L∗69 −a89 a68
As a consequence of Gauss method applied to these linear forms, we see that the
form L∗16 is linearly dependent of the forms L∗28, L∗15, L∗59, L∗69 if and only if the
homogeneous forms
a25a36 − a26a35, a25a58 + a26a68
are zero. The first one is a minor of A0, the second is the value of the entry (2, 8) of
A20. In the former expression the last ars is a26. In the later expression, the last auv
not appearing in the former is a58. Therefore the dilemma is
() (a26, a58) = (a25a36/a35,−a26a68/a25),
() (a26, a58) /= (a25a36/a35,−a26a68/a25).
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Example of case 4 (Ej. 5). For determine the character of the entry (1, 6) in the
canonical matrices of G9 corresponding to the pivot map π = 2 5 4 10 8 7 10 9 10
we need to study the reduced system:
x26 x12 x36 x13 x58 x25 x68 x35
L∗16 a12 −a26 a13 −a36
L∗28 −a68 a25 −a58 a26
L∗15 −a25 −a35 a12 a13
L∗38 −a68 a35 a36 −a58
In this case the forms to be zero in order to obtain a ramification point in (1, 6)
are
a25a36 − a26a35, a12a25 + a13a35, a25a58 + a26a68.
The first of these expressions is a minor of A0, the second is the value of the entry
(1, 5) of A20 i and the third is the value of the entry (2, 8) of A20. The value a12 does
not appear in the first form and a58 does not appear in the first nor in the second
forms. Now, the dilemma is:
() (a26, a12, a58) = (a25a36/a35, a25 − a13a35/a25,−a26a68/a25),
() (a26, a12, a58) /= (a25a36/a35, a25 − a13a35/a25,−a26a68/a25).
In Table 1, we give the number of pivot maps which are completely solved, as we
add a new model to the list of models. The different columns of the table correspond
to:
Column (1) The number of all pivot maps of Gn.
Column (2) The number of pivots maps of Gn calculated by cases 0 and 1.
Column (λ) For λ = 3, 4, 5, 6, 7, 8, the λth column lists the number of additional
pivot maps which are solved when we add the λth model to the λ − 1
preceding ones of Mod[1][9].
Column (9) The number of pivots maps of Gn which are antidiagonal with at most
two antidiagonal lines of pivots.
Table 1
Total Ej. 0 Ej. 1 Ej. 2 Ej. 3 Ej. 4 Ej. 5 Ej. 6 Antidiag.
 2
n = 9 21,147 20,899 17 19 14 6 1 1 190
n = 10 115,975 114,777 219 237 234 122 14 21 292
n = 11 678,570 666,593 2402 2540 2870 1594 137 316 431
n = 12 4,213,597 4,079,684 24,389 25,242 30,157 17,266 1132 3987 616
n = 13 27,644,437 26,181,720 235,909 241,649 292,334 170,834 8661 45,540 855
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The following examples, Mod[1][9], correspond to the columns 3–8 of the pre-
ceding Table 1:
x24 x12 x36 x23 x46 x67
L∗14 a12 −a24 0 0 0 0
L∗26 −a46 0 a23 −a36 a24 0
L∗13 0 −a23 0 a12 0 0
L∗37 0 0 −a67 0 0 a36
L∗47 0 0 0 0 −a67 a46
Ej. 1: case 2
x46 x14 x24 x45
L∗16 a14 −a46 0 0
L∗26 a24 0 −a46 0
L∗15 0 −a45 0 a14
L∗25 0 0 −a45 a24
Ej. 2: case 1
x27 x37 x58
L∗17 a12 a13 0
L∗28 −a78 0 a25
L∗38 0 −a78 a35




Ej. 4: case 2
x26 x12 x36 x13 x58 x25 x68 x35
L∗16 a12 −a26 a13 −a36 0 0 0 0
L∗28 −a68 0 0 0 a25 −a58 a26 00
L∗15 0 −a25 0 −a35 0 a12 0 a13
L∗38 0 0 −a68 0 a35 0 a36 −a58
Ej. 5: case 4
0 x47 x15 x25 x46
L∗17 a14 −a57 0 0
L∗27 a24 0 −a57 0
L∗16 0 −a56 0 a14
L∗26 0 0 −a56 a24
Ej. 6: case 1
For n = 9 these cases determine completely the character of ramification or in-
ert of the entries of a canonical matrix. Thus, we can calculate the corresponding
conjugacy vector.
In the case n = 10 we have 115,975 pivot maps. The most part of them, that is,
115,916 are calculated with the aid of the six models of Mod[1][9]. For the com-
putation of the remaining 59 pivot maps, we need 27 additional models of reduced




Ej. 7: case 2
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x26 x46 x14 x25 x58 x45 x68 x89
L∗16 a12 a14 −a46 0 0 0 0 0
L∗28 −a68 0 0 −a58 0 0 0 0
L∗48 0 −a68 0 0 a45 a58 a46 0
L∗15 0 0 −a45 a12 0 a14 0 0
L∗59 0 0 0 0 −a89 0 0 a58
L∗69 0 0 0 0 0 0 −a89 a68
Ej. 8: case 2
x24 x12 x35 x45 x23 x68 x36 x58 x46 x89
L∗14 a12 −a24 0 0 0 0 0 0 0 0
L∗25 −a45 0 a23 a24 0 0 0 0 0 0
L∗13 0 −a23 0 0 a12 0 0 0 0 0
L∗38 0 0 −a58 0 0 a36 −a68 0 0 0
L∗48 0 0 0 −a58 0 0 0 a45 −a68 0
L∗26 0 0 0 0 −a36 0 a23 0 a24 0
L∗69 0 0 0 0 0 −a89 0 0 0 a68
L∗59 0 0 0 0 0 0 0 −a89 0 a58
Ej. 9: case 2
x26 x12 x36 x58 x25 x68 x35 x89
L∗16 a12 −a26 a13 0 0 0 0 0
L∗28 −a68 0 0 a25 −a58 a26 0 0
L∗15 0 −a25 0 0 a12 0 a13 0
L∗38 0 0 −a68 0 0 0 −a58 0
L∗59 0 0 0 −a89 0 0 0 a58
L∗69 0 0 0 0 0 −a89 0 a68
Ej. 10: case 2
x26 x12 x13 x58 x25 x68 x89
L∗16 a12 −a26 −a36 0 0 0 0
L∗28 −a68 0 0 a25 −a58 a26 0
L∗15 0 −a25 −a35 0 a12 0 0
L∗59 0 0 0 −a89 0 0 a58
L∗69 0 0 0 0 0 −a89 a68
Ej. 11: case 3
x26 x12 x36 x13 x58 x25 x68 x35 x89
L∗16 a12 −a26 a13 −a36 0 0 0 0 0
L∗28 −a68 0 0 0 a25 −a58 a26 0 0
L∗15 0 −a25 0 −a35 0 a12 0 a13 0
L∗38 0 0 −a68 0 a35 0 a36 −a58 0
L∗59 0 0 0 0 −a89 0 0 0 a58
L∗69 0 0 0 0 0 0 −a89 0 a68
Ej. 12: case 3
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x12 x36 x13 x35 x58 x68 x89
L∗16 −a26 a13 −a36 0 0 0 0
L∗15 −a25 0 −a35 a13 0 0 0
L∗38 0 −a68 0 −a58 a35 a36 0
L∗59 0 0 0 0 −a89 0 a58
L∗69 0 0 0 0 0 −a89 a68
Ej. 13: case 3
x24 x12 x23 x38 x48 x69 x89
L∗14 a12 −a24 0 0 0 0 0
L∗28 −a48 0 −a38 a23 a24 0 0
L∗13 0 −a23 a12 0 0 0 0
L∗39 0 0 0 −a89 0 a36 a38
L∗49 0 0 0 0 −a89 a46 a48
Ej. 14: case 3
x25 x38 x23 x48 x24 x89 x12
L∗15 a12 0 0 0 0 0 0
L∗28 −a58 a23 −a38 a24 −a48 0 0
L∗39 0 −a89 0 0 0 a38 0
L∗13 0 0 a12 0 0 0 −a23
L∗49 0 0 0 −a89 0 a48 0
L∗14 0 0 0 0 a12 0 −a24
Ej. 15: case 2
x25 x12 x38 x23 x48 x24 x58 x89
L∗15 a12 −a25 0 0 0 0 0 0
L∗28 −a58 0 a23 −a38 a24 −a48 a25 0
L∗13 0 a23 0 a12 0 0 0 0
L∗14 0 −a24 0 0 0 a12 0 0
L∗39 0 0 −a89 0 0 0 0 a38
L∗49 0 0 0 0 −a89 0 0 a48
L∗59 0 0 0 0 0 0 −a89 a58
Ej. 16: case 4
x26 x12 x36 x13 x67 x25 x35 x59 x69
L∗16 a12 −a26 a13 −a36 0 0 0 0 0
L∗27 −a67 0 0 0 a26 0 0 0 0
L∗15 0 −a25 0 −a35 0 a12 a13 0 0
L∗37 0 0 −a67 0 a36 0 0 0 0
L∗29 0 0 0 0 0 −a59 0 a25 a26
L∗39 0 0 0 0 0 0 −a59 a35 a36
Ej. 17: case 3
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x57 x15 x37 x25 x56 x36
L∗17 a15 −a57 0 0 0 0
L∗27 a25 0 a23 −a57 0 0
L∗16 0 −a56 0 0 a15 0
L∗39 0 0 −a79 0 0 −a69
L∗26 0 0 0 −a56 a25 a23
Ej. 18: case 2
x27 x37 x15 x59 x26 x36
L∗17 a12 a13 −a57 0 0 0
L∗29 −a79 0 0 a25 −a69 0
L∗39 0 −a79 0 a35 0 −a69
L∗16 0 0 −a56 0 a12 a13
Ej. 19: case 3
x27 x37 x26 x36
L∗17 a12 a13 0 0
L∗29 −a79 0 −a69 0
L∗39 0 −a79 0 −a69
L∗16 0 0 a12 a13
Ej. 20: case 1
x26 x12 x36 x13 x57 x67 x25 x35 x58 x68
L∗16 a12 −a26 a13 −a36 0 0 0 0 0 0
L∗27 −a67 0 0 0 a25 a26 0 0 0 0
L∗15 0 −a25 0 −a35 0 0 a12 a13 0 0
L∗37 0 0 −a67 0 a35 a36 0 0 0 0
L∗28 0 0 0 0 0 0 −a58 0 a25 a26
L∗38 0 0 0 0 0 0 0 −a58 a35 a36
Ej. 21: case 3
x26 x12 x36 x13 x57 x67 x58 x25 x68 x35
L∗16 a12 −a26 a13 −a36 0 0 0 0 0 0
L∗27 −a67 0 0 0 a25 a26 0 0 0 0
L∗28 −a68 0 0 0 0 0 a25 −a58 a26 0
L∗15 0 −a25 0 −a35 0 0 0 a12 0 a13
L∗37 0 0 −a67 0 a35 a36 0 0 0 0
L∗38 0 0 a67 0 0 0 a35 0 a36 −a58
Ej. 22: case 3
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x24 x12 x36 x23 x46 x67 x68
L∗14 a12 −a24 0 0 0 0 0
L∗26 −a46 0 a23 −a36 a24 0 0
L∗13 0 −a23 0 a12 0 0 0
L∗37 0 0 −a67 0 0 a36 0
L∗38 0 0 −a68 0 0 0 a36
L∗47 0 0 0 0 −a67 a46 0
L∗48 0 0 0 0 −a68 0 a46
Ej. 23: case 2
x68 x16 x26 x36 x67
L∗18 a16 −a68 0 0 0
L∗28 a26 0 −a68 0 0
L∗38 a36 0 0 −a68 0
L∗17 0 −a67 0 0 a16
L∗27 0 0 −a67 0 a26
L∗37 0 0 0 −a67 a36
Ej. 24: case 1
x14 x58 x57 x24
L∗18 a48 a15 0 0
L∗17 a47 0 a15 0
L∗28 0 a25 0 a48
L∗27 0 0 a25 a47
Ej. 25: case 1
x14 x58 x15 x57 x24 x25
L∗18 −a48 a15 −a58 0 0 0
L∗17 −a47 0 −a57 a15 0 0
L∗28 0 a25 0 0 −a48 −a58
L∗27 0 0 0 a25 −a47 −a57
Ej. 26: case 2
x12 x58 x15 x57 x35
L∗18 −a28 a15 −a58 0 0
L∗17 −a27 0 −a57 a15 0
L∗38 0 a35 0 0 −a58
L∗37 0 0 0 a35 −a57
Ej. 27: case 2
x26 x14 x25
L∗16 a12 −a46 0
L∗28 −a68 0 −a58
L∗15 0 −a45 a12
Ej. 28: case 2
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x48 x68 x16 x26 x47 x67
L∗18 a14 a16 −a68 0 0 0
L∗28 a24 a26 0 −a68 0 0
L∗17 0 0 −a67 0 a14 a16
L∗27 0 0 0 −a67 a24 a26
Ej. 29: case 2
x48 x14 x58 x15 x24 x25 x47 x57
L∗18 a14 −a48 a15 −a58 0 0 0 0
L∗28 a24 0 a25 0 −a48 −a58 0 0
L∗17 0 −a47 0 −a57 0 0 a14 a15
L∗27 0 0 0 0 −a47 −a57 a24 a25
Ej. 30: case 3
x48 x14 x15 x24 x25 x47
L∗18 a14 −a48 −a58 0 0 0
L∗28 a24 0 0 −a48 −a58 0
L∗17 0 −a47 −a57 0 0 a14
L∗27 0 0 0 −a47 −a57 a24
Ej. 31: case 2
x48 x14 x58 x24 x47 x57
L∗18 a14 −a48 a15 0 0 0
L∗28 a24 0 a25 −a48 0 0
L∗17 0 −a47 0 0 a14 a15
L∗27 0 0 0 −a47 a24 a25
Ej. 32: case 2
x24 x12 x35 x45 x23 x68 x36 x58 x46 x89
L∗14 a12 −a24 0 0 0 0 0 0 0 0
L∗25 −a45 0 a23 a24 0 0 0 0 0 0
L∗13 0 −a23 0 0 a12 0 0 0 0 0
L∗38 0 0 −a58 0 0 a36 −a68 0 0 0
L∗48 0 0 0 −a58 0 0 0 a45 −a68 0
L∗26 0 0 0 0 −a36 0 a23 0 a24 0
L∗69 0 0 0 0 0 −a89 0 0 0 a68
L∗59 0 0 0 0 0 0 0 −a89 0 a58
Ej. 33: case 2
For n = 10, these 33 examples solve completely all the pivot maps but π =
2 3 4 7 6 11 8 9 10 11. This pivot map is solved with the two block of pairs of
systems of Mod[2][10]:
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

x35 x23 a47 x34 x57 x78
L∗25 a23 −a35 0 0 0 0
L∗37 −a57 0 a34 −a47 a35 0
L∗24 0 −a34 0 a23 0 0
L∗48 0 0 −a78 0 0 a47
L∗58 0 0 0 0 −a78 a57
x25 x13 x37 x24 x48 x58 x79
L∗15 a12 −a35 0 0 0 0 0
L∗27 −a57 0 a23 −a47 0 0 0
L∗14 0 −a34 0 a12 0 0 0
L∗38 0 0 −a78 0 a34 a35 0
L∗49 0 0 0 0 −a89 0 a47
L∗59 0 0 0 0 0 −a89 a57


Ej. 1: case 6, atw = 0


x35 x23 a47 x34 x57 x78
L∗25 a23 −a35 0 0 0 0
L∗37 −a57 0 a34 −a47 a35 0
L∗24 0 −a34 0 a23 0 0
L∗48 0 0 −a78 0 0 a47
L∗58 0 0 0 0 −a78 a57
x25 x12 x13 x37 x24 x57 x23 x35 x48 x58 x47 x34 x78 x79
L∗15 a12 −a25 −a35 0 0 0 0 0 0 0 0 0 0 0
L∗27 −a57 0 0 a23 −a47 a25 0 0 0 0 0 0 0 0
L∗13 0 −a23 0 0 0 0 a12 0 0 0 0 0 0 0
L∗14 0 0 −a34 0 a12 0 0 0 0 0 0 0 0 0
L∗38 0 0 0 −a78 0 0 0 0 a34 a35 0 0 0 0
L∗37 0 0 0 0 0 −a35 0 a57 0 0 a34 −a47 0 0
L∗58 0 0 0 0 0 −a78 0 0 0 0 0 0 a57 0
L∗24 0 0 0 0 0 0 −a34 0 0 0 0 a23 0 0
L∗25 0 0 0 0 0 0 −a35 a23 0 0 0 0 0 0
L∗49 0 0 0 0 0 0 0 0 −a89 0 0 0 0 a47
L∗59 0 0 0 0 0 0 0 0 0 −a89 0 0 0 a57
L∗48 0 0 0 0 0 0 0 0 0 0 −a78 0 a47 0


Ej. 2: case 6, atw /= 0
Table 2 shows how many more pivot maps are calculated when a new model is
added to the list.
Table 2 (n = 10)
Ej. 7 Ej. 8 Ej. 9 Ej. 10 Ej. 11 Ej. 12 Ej. 13 Ej. 14 Ej. 15
6 0 0 0 0 2 0 6 0
Ej. 16 Ej. 17 Ej. 18 Ej. 19 Ej. 20 Ej. 21 Ej. 22 Ej. 23 Ej. 24
1 2 0 1 4 4 2 2 2
Ej. 25 Ej. 26 Ej. 27 Ej. 28 Ej. 29 Ej. 30 Ej. 31 Ej. 32 Ej. 33
4 4 2 12 2 0 0 1 1
112 A. Vera-Lo´pez, J.M. Arregi / Linear Algebra and its Applications 370 (2003) 85–124
Thus, all the pivot maps of G10 are solved with the models of Mod[1][9] ∪
Mod[1][10] ∪ Mod[2][10].
5. Conjugacy vectors of Gn for n = 9, 10, 11, 12, 13
We give the number of conjugacy classes of Gn for n = 9, 10, 11, 12, 13.
Bearing in mind the results given in [5,7], we make a precision of the Higman’s
conjecture: For n  13, r(Gn) is a polynomial in q of degree[
n(n + 6)/12] .
r(G9) = 1 + 36(q − 1) + 462(q − 1)2 + 2772(q − 1)3 + 8715(q − 1)4
+ 15,372(q − 1)5 + 15,862(q − 1)6 + 9720(q − 1)7
+ 3489(q − 1)8 + 701(q − 1)9 + 72(q − 1)10 + 3(q − 1)11,
r(G10) = 1 + 45(q − 1) + 750(q − 1)2 + 6090(q − 1)3 + 26,985(q − 1)4
+ 69,825(q − 1)5 + 110,530(q − 1)6 + 110,280(q − 1)7
+ 70,320(q − 1)8 + 28,640(q − 1)9 + 7362(q − 1)10
+ 1170(q − 1)11 + 110(q − 1)12 + 5(q − 1)13,
r(G11) = 1 + 55(q − 1) + 1155(q − 1)2 + 12,210(q − 1)3 + 72,765(q − 1)4
+ 261,261(q − 1)5 + 592,207(q − 1)6 + 877,030(q − 1)7
+ 868,725(q − 1)8 + 583,550(q − 1)9 + 267,542(q − 1)10
+ 83,909(q − 1)11 + 18,007(q − 1)12 + 2618(q − 1)13
+ 242(q − 1)14 + 11(q − 1)15,
r(G12) = 1 + 66(q − 1) + 1705(q − 1)2 + 22,770(q − 1)3 + 176,055(q − 1)4
+ 841,302(q − 1)5 + 2,600,983(q − 1)6 + 5,387,646(q − 1)7
+ 7,680,310(q − 1)8 + 7,684,820(q − 1)9 + 5,473,050(q − 1)10
+ 2,803,182(q − 1)11 + 1,042,181(q − 1)12 + 284,109(q − 1)13
+ 57,256(q − 1)14 + 8484(q − 1)15 + 890(q − 1)16 + 60(q − 1)17
+ 2(q − 1)18,
r(G13) = 1 + 78(q − 1) + 2431(q − 1)2 + 40,040(q − 1)3 + 390,390(q − 1)4
+ 2,403,258(q − 1)5 + 9,766,471(q − 1)6 + 27,116,232(q − 1)7
+ 52,873,678(q − 1)8 + 74,012,653(q − 1)9 + 75,670,881(q − 1)10
+ 57,294,120(q − 1)11 + 32,515,314(q − 1)12 + 14,000,495(q − 1)13
+ 4,635,125(q − 1)14 + 1,195,116(q − 1)15 + 241,436(q − 1)16
+ 37,778(q − 1)17 + 4381(q − 1)18 + 338(q − 1)19 + 13(q − 1)20.
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The following tables Tn express the conjugacy vector of Gn for n = 9, 10, 11, 12,







The j row expresses the number, as a polynomial in q − 1, of conjugacy class whose
centralizer order is qj . We have not include the zero coefficients, so, for example, for
n = 9, the row i = 14 expresses that the number of conjugacy class whose central-
izer order is q14 is 0 + 0 · (q − 1)1 + 0 · (q − 1)2 + 0 · (q − 1)3 + 5 · (q − 1)4 +
296 · (q − 1)5 +827 · (q − 1)6 + 807 · (q − 1)7 + 337 · (q − 1)8 + 57 · (q − 1)9 +
2 · (q − 1)10.
n = 9 0 1 2 3 4 5 6 7 8 9 10 11
8 2 1
9 3 10 6
10 20 33 14
11 4 69 108 58 10
12 30 180 242 120 20
13 112 443 531 266 57 4
14 5 296 827 807 337 57 2
15 40 607 1363 1236 545 123 12
16 134 1089 1969 1540 620 141 18 1
17 338 1631 2337 1518 515 95 8
18 6 632 2125 2543 1513 548 139 24 2
19 50 939 2345 2264 1052 259 34 2
20 122 1197 2308 1826 715 160 24 2
21 236 1377 1976 1157 302 33 1
22 357 1313 1366 559 92 6
23 7 430 1100 834 225 19 1
24 39 451 765 398 59
25 61 389 467 174 16
26 73 302 249 60 2
27 76 205 110 15
28 70 123 39 2
29 8 56 60 9
30 7 34 25 1
31 6 22 11
32 5 13 4
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n = 10 0 1 2 3 4 5 6 7 8 9 10 11 12 13
9 2 1
10 3 11 7
11 22 38 17
12 4 82 139 81 15
13 33 226 338 187 35
14 136 635 891 523 130 10
15 5 401 1384 1666 877 199 14
16 44 964 2713 3035 1627 428 48 1
17 179 2066 4820 4873 2521 694 96 5
18 529 3739 7332 6565 3090 786 99 4
19 6 1220 6111 10488 8830 4231 1234 213 17
20 55 2316 8848 12896 9517 4103 1151 226 30 2
21 193 3842 11568 14338 9239 3486 841 137 15 1
22 531 5683 13687 14679 8631 3146 775 126 10
23 1095 7407 14603 13670 7386 2678 748 167 26 2
24 7 1783 8675 14104 11118 4975 1404 265 32 2
25 66 2490 9152 12037 7500 2467 455 47 2
26 166 3153 8823 9294 4589 1161 163 12
27 343 3588 7588 6243 2329 410 37 2
28 553 3631 5807 3660 1000 116 5
29 728 3254 3927 1841 349 27 1
30 8 835 2645 2391 796 90 3
31 49 849 1905 1265 282 15
32 79 759 1242 603 88 2
33 98 617 741 256 22
34 107 464 395 88 3
35 106 315 181 22
36 96 194 70 3
37 9 77 103 21
38 8 50 50 5
39 7 34 25 1
40 6 22 11
41 5 13 4
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n = 11 0 1 2 3 4 5 6 7
10 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 4
14 0 0 0 0 0 0 0 36
15 0 0 0 0 0 0 0 162
16 0 0 0 0 0 0 5 516
17 0 0 0 0 0 0 48 1335
18 0 0 0 0 0 0 217 3243
19 0 0 0 0 0 0 714 6653
20 0 0 0 0 0 6 1911 12679
21 0 0 0 0 0 60 4225 21727
22 0 0 0 0 0 258 8304 34189
23 0 0 0 0 0 818 14418 49376
24 0 0 0 0 0 2060 23004 66715
26 0 0 0 0 7 4251 33444 82290
26 0 0 0 0 72 7470 44553 93383
27 0 0 0 0 261 11946 55349 99591
28 0 0 0 0 767 17049 63168 98394
29 0 0 0 0 1684 22231 67100 89575
30 0 0 0 0 2929 26439 65532 74342
31 0 0 0 8 4421 29201 59639 56543
T11,1
n = 11 8 9 10 11 12 13 14 15
10 0 2 1 0 0 0 0 0
11 3 12 8 0 0 0 0 0
12 24 43 20 0 0 0 0 0
13 96 173 107 21 0 0 0 0
14 273 444 266 54 0 0 0 0
15 836 1311 860 238 20 0 0 0
16 2006 2767 1696 457 40 0 0 0
17 4523 5997 3796 1170 154 5 0 0
18 9116 10988 6731 2143 326 17 0 0
19 16204 17989 10552 3363 545 34 0 0
20 27445 28757 16716 5627 1061 95 2 0
21 41852 41061 23298 8117 1753 219 12 0
22 57509 50852 26401 8555 1780 230 15 0
23 74427 61426 30860 10111 2250 340 34 2
24 90651 70142 34417 11529 2714 426 37 1
26 99077 69306 31161 9690 2174 349 37 2
26 99333 63008 26567 8117 1878 320 36 2
27 94477 55081 22227 6858 1679 307 36 2
28 83062 43920 16534 4968 1243 244 32 2
29 65026 28834 8509 1735 226 14 0 0
30 46146 17605 4654 956 157 18 1 0
31 28741 8447 1496 150 6 0 0 0
T11,2
116 A. Vera-Lo´pez, J.M. Arregi / Linear Algebra and its Applications 370 (2003) 85–124
n = 11 0 1 2 3 4 5 6 7
32 0 0 0 84 5984 29836 49675 38400
33 0 0 0 216 7357 28245 38256 23965
34 0 0 0 470 8389 24656 26745 13183
35 0 0 0 792 8607 19656 17025 6489
36 0 0 0 1100 8173 14519 9854 2790
37 0 0 0 1352 7095 9778 5111 1034
38 0 0 9 1482 5735 6114 2398 317
39 0 0 60 1496 4242 3454 988 79
40 0 0 99 1355 2928 1821 375 18
41 0 0 126 1151 1885 863 116 2
42 0 0 142 912 1125 365 29 0
43 0 0 147 679 612 127 4 0
44 0 0 142 466 296 33 0 0
45 0 0 127 296 127 5 0 0
46 0 10 103 169 47 0 0 0
47 0 9 70 91 16 0 0 0
48 0 8 50 50 5 0 0 0
49 0 7 34 25 1 0 0 0
50 0 6 22 11 0 0 0 0
51 0 5 13 4 0 0 0 0
52 0 4 7 1 0 0 0 0
53 0 3 3 0 0 0 0 0
54 0 2 1 0 0 0 0 0
55 1 1 0 0 0 0 0 0
T11,3
n = 11 8 9 10 11 12 13 14 15
32 15533 3519 480 38 1 0 0 0
33 7688 1363 151 10 0 0 0 0
34 3166 398 32 2 0 0 0 0
35 1112 86 2 0 0 0 0 0
36 318 16 0 0 0 0 0 0
37 73 3 0 0 0 0 0 0
38 8 0 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0
42 0 0 0 0 0 0 0 0
43 0 0 0 0 0 0 0 0
44 0 0 0 0 0 0 0 0
45 0 0 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0
48 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0
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n = 11 8 9 10 11 12 13 14 15
50 0 0 0 0 0 0 0 0
51 0 0 0 0 0 0 0 0
52 0 0 0 0 0 0 0 0
53 0 0 0 0 0 0 0 0
54 0 0 0 0 0 0 0 0
54 0 0 0 0 0 0 0 0
T11,4
n = 12 0 1 2 3 4 5 6 7 8
11 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 4
15 0 0 0 0 0 0 0 0 39
16 0 0 0 0 0 0 0 0 190
17 0 0 0 0 0 0 0 5 642
18 0 0 0 0 0 0 0 52 1732
19 0 0 0 0 0 0 0 258 4577
20 0 0 0 0 0 0 0 921 10326
21 0 0 0 0 0 0 6 2665 21930
22 0 0 0 0 0 0 65 6485 42088
23 0 0 0 0 0 0 312 14347 74698
24 0 0 0 0 0 0 1098 28192 124034
25 0 0 0 0 0 0 3184 51487 195304
26 0 0 0 0 0 7 7646 86608 285156
27 0 0 0 0 0 78 15655 134220 386526
28 0 0 0 0 0 349 29038 196617 500113
29 0 0 0 0 0 1166 48836 269598 609361
30 0 0 0 0 0 3115 76088 349392 701528
31 0 0 0 0 0 6820 109612 422952 750535
32 0 0 0 0 8 12818 147166 482894 762540
33 0 0 0 0 91 21602 185856 522234 733511
34 0 0 0 0 338 32870 220042 532484 663693
35 0 0 0 0 1049 45819 245093 512367 562681
36 0 0 0 0 2411 58910 257278 463772 441990
37 0 0 0 0 4377 70830 254999 392836 319229
T12,1
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n = 12 9 10 11 12 13 14 15 16 17 18
11 0 2 1 0 0 0 0 0 0 0
12 3 13 9 0 0 0 0 0 0 0
13 26 48 23 0 0 0 0 0 0 0
14 111 210 136 28 0 0 0 0 0 0
15 324 561 357 77 0 0 0 0 0 0
16 1063 1807 1284 385 35 0 0 0 0 0
17 2697 4087 2781 844 86 0 0 0 0 0
18 6694 10068 7225 2528 380 15 0 0 0 0
19 14876 20617 14506 5286 914 55 0 0 0 0
20 29370 37997 26018 9652 1810 134 1 0 0 0
21 56543 70102 47892 18675 4003 407 12 0 0 0
22 98359 115715 77638 31097 7352 938 48 0 0 0
23 156418 172561 112113 45085 11295 1667 115 0 0 0
24 237017 247678 156723 63411 16883 2967 330 19 0 0
25 342353 338867 207934 83215 22209 3903 427 27 1 0
26 455610 421715 246875 96143 25472 4505 485 24 0 0
27 564050 489788 276210 107197 29645 5846 782 62 2 0
28 670682 550049 301788 118067 34125 7236 1063 96 4 0
29 749446 575184 301229 114913 33063 7102 1068 98 4 0
30 786298 559751 278166 104645 31683 7894 1574 232 22 1
31 757794 489714 221035 74731 19715 4040 611 61 3 0
32 703823 428627 191779 69560 21635 5720 1218 193 20 1
33 613654 342285 140367 45811 12283 2633 416 42 2 0
34 499732 253708 96172 29677 7759 1695 290 34 2 0
35 374821 167928 55497 14369 2899 427 41 2 0 0
36 252314 94303 24884 4831 678 63 3 0 0 0
37 152274 46149 9547 1398 138 7 0 0 0 0
T12,2
n = 12 0 1 2 3 4 5 6 7 8
38 0 0 0 0 6984 79906 237542 310400 213169
39 0 0 0 9 10039 84842 208632 229734 131831
40 0 0 0 104 13051 84413 171441 157288 74193
41 0 0 0 272 15787 79217 132683 100912 39021
42 0 0 0 618 17753 69675 95750 59403 18213
43 0 0 0 1077 18543 57454 64496 32160 7583
44 0 0 0 1552 18027 44507 40583 15952 2772
45 0 0 0 1991 16495 32479 23751 7132 850
46 0 0 0 2314 14146 22184 12828 2843 210
47 0 0 10 2482 11463 14272 6427 1009 37
48 0 0 72 2476 8704 8565 2957 317 4
49 0 0 121 2282 6262 4846 1259 89 0
50 0 0 157 1985 4284 2554 473 19 0
51 0 0 181 1645 2762 1221 146 2 0
52 0 0 193 1290 1671 525 36 0 0
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n = 12 0 1 2 3 4 5 6 7 8
53 0 0 194 961 938 191 5 0 0
54 0 0 184 670 482 55 0 0 0
55 0 0 164 439 228 11 0 0 0
56 0 11 134 266 99 1 0 0 0
57 0 10 95 155 41 0 0 0 0
58 0 9 70 91 16 0 0 0 0
59 0 8 50 50 5 0 0 0 0
60 0 7 34 25 1 0 0 0 0
61 0 6 22 11 0 0 0 0 0
62 0 5 13 4 0 0 0 0 0
63 0 4 7 1 0 0 0 0 0
64 0 3 3 0 0 0 0 0 0
65 0 2 1 0 0 0 0 0 0
66 1 1 0 0 0 0 0 0 0
T12,3
n = 12 9 10 11 12 13 14 15 16 17 18
38 84520 21024 3623 469 44 2 0 0 0 0
39 42524 8223 1002 74 3 0 0 0 0 0
40 19160 2892 262 10 0 0 0 0 0 0
41 8200 1045 88 3 0 0 0 0 0 0
42 2915 271 16 0 0 0 0 0 0 0
43 879 53 2 0 0 0 0 0 0 0
44 220 7 0 0 0 0 0 0 0 0
45 44 1 0 0 0 0 0 0 0 0
46 6 0 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0 0 0
48 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 0
51 0 0 0 0 0 0 0 0 0 0
52 0 0 0 0 0 0 0 0 0 0
53 0 0 0 0 0 0 0 0 0 0
54 0 0 0 0 0 0 0 0 0 0
55 0 0 0 0 0 0 0 0 0 0
56 0 0 0 0 0 0 0 0 0 0
57 0 0 0 0 0 0 0 0 0 0
58 0 0 0 0 0 0 0 0 0 0
59 0 0 0 0 0 0 0 0 0 0
60 0 0 0 0 0 0 0 0 0 0
61 0 0 0 0 0 0 0 0 0 0
62 0 0 0 0 0 0 0 0 0 0
63 0 0 0 0 0 0 0 0 0 0
64 0 0 0 0 0 0 0 0 0 0
65 0 0 0 0 0 0 0 0 0 0
66 0 0 0 0 0 0 0 0 0 0
T12,4
120 A. Vera-Lo´pez, J.M. Arregi / Linear Algebra and its Applications 370 (2003) 85–124
n = 13 0 1 2 3 4 5 6 7 8 9
12 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 4
16 0 0 0 0 0 0 0 0 0 42
17 0 0 0 0 0 0 0 0 0 220
18 0 0 0 0 0 0 0 0 5 786
19 0 0 0 0 0 0 0 0 56 2191
20 0 0 0 0 0 0 0 0 302 6119
21 0 0 0 0 0 0 0 0 1150 14655
22 0 0 0 0 0 0 0 6 3517 33891
23 0 0 0 0 0 0 0 70 9114 70581
24 0 0 0 0 0 0 0 370 22014 137197
25 0 0 0 0 0 0 0 1414 47122 251190
26 0 0 0 0 0 0 0 4424 95117 441391
27 0 0 0 0 0 0 7 11676 176619 722798
28 0 0 0 0 0 0 84 26609 305512 1110906
29 0 0 0 0 0 0 421 55510 502169 1637890
30 0 0 0 0 0 0 1556 105073 782615 2303942
31 0 0 0 0 0 0 4767 185980 1160650 3094790
32 0 0 0 0 0 0 12127 305207 1626883 3925387
33 0 0 0 0 0 8 26375 469135 2163436 4749549
34 0 0 0 0 0 98 51057 682685 2755123 5518826
35 0 0 0 0 0 452 90780 944663 3353616 6122057
36 0 0 0 0 0 1576 148038 1240486 3893088 6476768
37 0 0 0 0 0 4403 225243 1552738 4314648 6517991
38 0 0 0 0 0 10038 320783 1849073 4560580 6263780
39 0 0 0 0 0 19803 430709 2100832 4612711 5759492
40 0 0 0 0 9 35211 547953 2280973 4462442 5042915
41 0 0 0 0 112 56121 660103 2364204 4111257 4162407
42 0 0 0 0 424 82319 756597 2340715 3605475 3253150
43 0 0 0 0 1380 111660 825344 2213465 3006457 2394458
44 0 0 0 0 3288 142429 860791 1996652 2368895 1639147
T13,1
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n = 13 10 11 12 13 14 15 16 17 18 19 20
12 0 2 1 0 0 0 0 0 0 0 0
13 3 14 10 0 0 0 0 0 0 0 0
14 28 53 26 0 0 0 0 0 0 0 0
15 127 250 168 36 0 0 0 0 0 0 0
16 379 690 460 104 0 0 0 0 0 0 0
17 1319 2393 1808 576 56 0 0 0 0 0 0
18 3476 5655 4164 1380 157 0 0 0 0 0 0
19 9226 15190 11974 4621 772 35 0 0 0 0 0
20 22138 34149 26793 10901 2101 140 0 0 0 0 0
21 47297 69232 53679 22586 4820 417 6 0 0 0 0
22 99822 140721 109065 48011 11526 1305 44 0 0 0 0
23 190899 258312 198407 90081 23734 3303 182 0 0 0 0
24 337442 435164 328682 151607 42458 6756 491 3 0 0 0
25 573814 714143 536009 254285 77359 14845 1679 89 0 0 0
26 933805 1110718 814843 385634 119703 24128 3021 214 7 0 0
27 1418237 1605988 1143108 533727 165962 33851 4250 279 6 0 0
28 2026391 2190587 1523149 712987 229923 51022 7493 650 24 0 0
29 2793148 2892321 1967124 921048 304940 71805 11782 1274 80 2 0
30 3663526 3605944 2369139 1088932 359401 85328 14149 1532 97 3 0
31 4598764 4317967 2763212 1270096 434048 111533 21120 2772 222 8 0
32 5401965 4759576 2890960 1278475 427884 110182 21540 3036 275 12 0
33 6106422 5141075 3067278 1381840 492046 141063 32184 5624 702 55 2
34 6612592 5262765 3001161 1302163 447771 123864 27283 4644 580 48 2
35 6806255 5093530 2769544 1166596 398691 112554 25878 4638 602 50 2
36 6676715 4704145 2450218 1009171 344753 99481 23958 4631 670 64 3
37 6179280 4036927 1958487 748633 232722 58517 11432 1612 144 6 0
38 5494760 3404933 1635740 660871 234544 72482 18620 3726 534 48 2
39 4652291 2687547 1219592 470076 160177 48126 12334 2552 394 40 2
40 3704616 1941967 789379 263843 73811 17035 3148 442 42 2 0
41 2727330 1256947 437476 119763 25512 3955 390 18 0 0 0
42 1901499 786232 250889 66165 14840 2777 404 40 2 0 0
43 1227648 439564 118343 25059 4188 532 46 2 0 0 0
44 719538 215573 46904 7584 871 62 2 0 0 0 0
T13,2
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n = 13 0 1 2 3 4 5 6 7 8 9
45 0 0 0 0 6157 171313 855825 1713202 1764062 1051642
46 0 0 0 0 10206 195832 812055 1395795 1235558 625693
47 0 0 0 0 15327 212200 733036 1079068 817541 350070
48 0 0 0 10 20948 218496 631349 792692 509271 181179
49 0 0 0 126 26492 213854 516806 550006 296976 87156
50 0 0 0 334 31315 199343 403284 362078 162828 38878
51 0 0 0 788 35051 176894 298768 224305 82679 15688
52 0 0 0 1411 36716 149166 210224 130689 38600 5550
53 0 0 0 2090 36490 120041 140393 71257 16415 1724
54 0 0 0 2762 34322 91993 88855 36257 6284 450
55 0 0 0 3332 30846 67365 53199 17057 2104 91
56 0 0 0 3751 26321 46846 29973 7389 609 12
57 0 0 11 3941 21503 31130 15931 2932 144 0
58 0 0 85 3921 16696 19602 7932 1071 30 0
59 0 0 145 3644 12435 11804 3713 355 4 0
60 0 0 191 3243 8894 6713 1574 97 0 0
61 0 0 224 2762 6089 3575 588 20 0 0
62 0 0 244 2262 3966 1749 181 2 0 0
63 0 0 252 1770 2450 781 44 0 0 0
64 0 0 248 1326 1426 306 6 0 0 0
65 0 0 233 941 777 102 0 0 0 0
66 0 0 207 635 400 28 0 0 0 0
67 0 12 171 404 195 6 0 0 0 0
68 0 11 125 250 92 1 0 0 0 0
69 0 10 95 155 41 0 0 0 0 0
70 0 9 70 91 16 0 0 0 0 0
71 0 8 50 50 5 0 0 0 0 0
72 0 7 34 25 1 0 0 0 0 0
73 0 6 22 11 0 0 0 0 0 0
74 0 5 13 4 0 0 0 0 0 0
75 0 4 7 1 0 0 0 0 0 0
76 0 3 3 0 0 0 0 0 0 0
77 0 2 1 0 0 0 0 0 0 0
78 1 1 0 0 0 0 0 0 0 0
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n = 13 10 11 12 13 14 15 16 17 18 19 20
45 393118 99676 18515 2609 258 13 0 0 0 0 0
46 195425 41052 6422 808 78 4 0 0 0 0 0
47 91183 15875 2047 213 19 1 0 0 0 0 0
48 37954 4993 398 12 0 0 0 0 0 0 0
49 14912 1640 111 2 0 0 0 0 0 0 0
50 5330 472 24 0 0 0 0 0 0 0 0
51 1685 120 5 0 0 0 0 0 0 0 0
52 415 16 0 0 0 0 0 0 0 0 0
53 90 2 0 0 0 0 0 0 0 0 0
54 15 0 0 0 0 0 0 0 0 0 0
55 2 0 0 0 0 0 0 0 0 0 0
56 0 0 0 0 0 0 0 0 0 0 0
57 0 0 0 0 0 0 0 0 0 0 0
58 0 0 0 0 0 0 0 0 0 0 0
59 0 0 0 0 0 0 0 0 0 0 0
60 0 0 0 0 0 0 0 0 0 0 0
61 0 0 0 0 0 0 0 0 0 0 0
62 0 0 0 0 0 0 0 0 0 0 0
63 0 0 0 0 0 0 0 0 0 0 0
64 0 0 0 0 0 0 0 0 0 0 0
65 0 0 0 0 0 0 0 0 0 0 0
66 0 0 0 0 0 0 0 0 0 0 0
67 0 0 0 0 0 0 0 0 0 0 0
68 0 0 0 0 0 0 0 0 0 0 0
69 0 0 0 0 0 0 0 0 0 0 0
70 0 0 0 0 0 0 0 0 0 0 0
71 0 0 0 0 0 0 0 0 0 0 0
72 0 0 0 0 0 0 0 0 0 0 0
73 0 0 0 0 0 0 0 0 0 0 0
74 0 0 0 0 0 0 0 0 0 0 0
75 0 0 0 0 0 0 0 0 0 0 0
76 0 0 0 0 0 0 0 0 0 0 0
77 0 0 0 0 0 0 0 0 0 0 0
78 0 0 0 0 0 0 0 0 0 0 0
T13,4
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