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Abstract
A generalization of Sperner’s theorem is established: For a multifamilyM = {Y1, . . . , Yp} of subsets of {1, . . . , n} in which
the repetition of subsets is allowed, a sharp lower bound for the number ϕ(M) of ordered pairs (i, j) satisfying i 6= j and Yi ⊆ Y j
is determined. As an application, the minimum average distance of orientations of complete bipartite graphs is determined.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let [n] := {1, . . . , n} and
( [n]
k
)
be the family of k-element subsets of [n]. A Sperner family in [n] is a family
of subsets of [n] which are pairwise incomparable with respect to inclusion. In this paper, we consider multifamilies
M of subsets of [n], i.e. collections of subsets where repetitions are allowed. There are two ways to describe such
multifamilies:
1. the presentation in the form M = {Y1, . . . , Yp} where different indices indicate different members, but where
different members may be equal to each other as sets,
2. the presentation in the form M = {(X1,m1), . . . , (Xq ,mq)} where supp(M) := {X1, . . . , Xq} is the support of
M and m1, . . . ,mq are positive integers indicating the number of occurrences of X i inM, i = 1, . . . , q.
We call the numbers mi the multiplicities ofM. In the following we use both notations simultaneously.
For a multifamily M = {Y1, . . . , Yp} let Φ(M) be the set of pairs (i, j) such that i 6= j and Yi ⊆ Y j . Let
ϕ(M) := |Φ(M)|. Obviously, we have with our second notation
ϕ(M) =
q∑
j=1
m j (m j − 1)+
∑
X i⊂X j
mim j . (1)
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Note that ϕ(M) = 0 ifM is a Sperner family. Let |M| be the number of members ofM. We call |M| the size ofM
and have |M| = p =∑qj=1 m j in our two notations. One of our main results is a sharp lower bound for ϕ(M) given
n and the size ofM.
Theorem 1.1. LetM be a multifamily of subsets of [n] and let |M| = k
(
n
bn/2c
)
+ r where k and r are nonnegative
integers with r <
(
n
bn/2c
)
. Then
ϕ(M) ≥ k(k − 1)
(
n
bn/2c
)
+ 2kr.
For k = 0 or k = 1 and r = 0 equality holds iff M is a Sperner family. For k ≥ 1 equality holds if
supp(M) =
( [n]
bn/2c
)
or supp(M) =
( [n]
b(n+1)/2c
)
and all multiplicities of M are k or k+ 1. If k ≥ 1 and n ≥ 4 there
are no other multifamilies attaining this bound.
This theorem implies that ϕ(M) > 0 if |M| >
(
n
bn/2c
)
. Hence it is a generalization of the well-known theorem of
Sperner [7]. For various other generalizations cf. [5,6]. We use the standard shifting technique for the proof. The new
idea is to consider two different shiftings and finally to take the better one.
This generalized version of Sperner’s theorem is a useful tool for optimizing graph orientations. Let G = (V, E)
be a simple graph. An orientation of G is a digraph (directed graph) EG = (V, D) obtained from G by assigning a
direction to each edge of G. An orientation EG is strong if any two vertices in EG are mutually reachable.
The average distance µ(G) of a graph or a digraph G is defined to be the average value of all distances d(u, v)
between any two different vertices u and v, i.e.
µ(G) = 1
n(n − 1)
∑
(u,v)∈V×V,u 6=v
d(u, v).
Let D(G) denote the class of all strong orientations of a 2-edge-connected graph G. Define
Eµmin(G) = min{µ( EG) : EG ∈ D(G)}.
An orientation EG is called optimal if µ( EG) = Eµmin(G). Plesnı´k [4] proved that finding an optimal orientation of a
given 2-edge-connected graph is NP-hard. Dankelmann, Oellermann, and Wu [1] showed that there is no upper bound
for Eµmin(G) in terms of µ(G). However, they also pointed out that Eµmin(G) ≤ 74µ(G) if every edge of G lies on a
3-cycle. In addition, the bound was improved for maximal planar graphs to 53µ(G) and even further to
3
2µ(G) for
Eulerian maximal planar graphs. Other results on this subject can be found e.g. in [3] and in the survey article by Koh
and Tay [2].
In [1], Dankelmann, Oellermann, and Wu established a lower bound for the complete bipartite Km,n with
m ≥ n ≥ 2:
Eµmin(Km,n) ≥ 2,
and they proved that equality holds iff m ≤
(
n
bn/2c
)
.
In Section 3, we apply Theorem 1.1 for the proof of the following theorem:
Theorem 1.2. Let m, n be positive integers with m ≥ n ≥ 2 and let m = k
(
n
bn/2c
)
+r, where k and r are nonnegative
integers with r <
(
n
bn/2c
)
. We have
Eµmin(Km,n) = 2+
4kr + 2k(k − 1)
(
n
bn/2c
)
(m + n)(m + n − 1) .
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2. Proof of the generalization of Sperner’s theorem
Lemma 2.1. Let n ≥ 2 and let G = (V, E) be the bipartite graph with vertex set V =
( [n]
l
)
∪
( [n]
l+1
)
and edge set
E = {XX ′ : X ∈
( [n]
l
)
, X ′ ∈
( [n]
l+1
)
, X ⊂ X ′}. If l ≤ (n − 1)/2 then G has two disjoint matchings M1,M2 of size( n
l
)
.
Proof. The degree of vertices in
( [n]
l
)
is d1 := n − l and the degree of vertices in
( [n]
l+1
)
is d2 := l + 1.
If l = (n − 1)/2 then G is regular of degree (n + 1)/2 and hence can be completely factorized. We can take any
two of the factors for the matchings.
If l < (n − 1)/2 then d1 > d2. Hall’s condition immediately yields the existence of the first matching M1. If
we delete the edges of M1 from G, then the degree of vertices of
( [n]
l
)
is still greater than or equal to the degree of
vertices of
( [n]
l+1
)
. Thus again Hall’s condition yields the existence of the second matching M2 in the reduced graph.

Let
l(M) := min{|X | : X ∈ supp(M)},
u(M) := max{|X | : X ∈ supp(M)}
and let
suppk(M) := {X ∈ supp(M) : |X | = k}.
Lemma 2.2 (Shifting Lemma).
(a) If l(M) < n/2 then there exists a multifamilyM′ of same size with ϕ(M′) ≤ ϕ(M) such that l(M′) = l(M)+1
and u(M′) = u(M).
(b) If u(M) > n/2 then there exists a multifamilyM′ of same size with ϕ(M′) ≤ ϕ(M) such that l(M′) = l(M)
and u(M′) = u(M)− 1.
Proof. It is easy to see that (b) follows from (a) by turning to the complementary multifamilyM := {[n]\Y1, . . . , [n]\
Yp}.
Thus we only prove (a). Let l := l(M) < n/2.
Using the matchings M1,M2 from Lemma 2.1 we find two injective functions Rh : suppl(M)→
( [n]
l+1
)
, h = 1, 2,
such that
R1(X) 6= R2(X) for all X ∈ suppl(M).
We construct the new multifamiliesMh, h = 1, 2, by replacing each l-element member Y ofM (i.e. Y ∈ suppl(M))
by the new member Rh(Y ). Thus, if Y ′ := Rh(Y ) already belongs to suppl+1(M) then its multiplicity increases by
the multiplicity of Y inM. If Y ′ does not belong to supp(M) then its multiplicity inMh equals the multiplicity of Y
inM. Note that suppl(Mh) = ∅. Now we compare ϕ(Mh) and ϕ(M).
Let w.l.o.g. |Y1| = · · · = |Ya | = l, |Ya+1| = · · · = |Yb| = l + 1 and |Y j | > l + 1 for j > b. Let (with h = 1, 2)
E := {(i, j) : 1 ≤ i ≤ a, a + 1 ≤ j ≤ b, Yi ⊂ Y j },
Eh := {(i, j) : Y j = Rh(Yi )},
Eh := {( j, i) : (i, j) ∈ Eh}.
Note that
Eh ⊆ E ⊆ Φ(M), (2)
Eh ∩ Φ(M) = ∅, (3)
|Eh | = |Eh |, (4)
E1 ∩ E2 = ∅. (5)
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Claim. ϕ(Mh) ≤ ϕ(M)+ 2|Eh | − |E |.
Proof of Claim. For fixed h ∈ {1, 2}, we haveMh = {Z1, . . . , Z p} where
Zi :=
{
Rh(Yi ) if 1 ≤ i ≤ a,
Yi otherwise.
In view of (2)–(4) it is sufficient to prove that
Φ(Mh) ⊆ Φ(M) ∪ Eh \ (E \ Eh).
So let (i, j) ∈ Φ(Mh), i.e. i 6= j and Zi ⊆ Z j .
Case 1. 1 ≤ i, j ≤ a. Then Zi and Z j both have size l + 1 which implies Zi = Z j and finally Yi = Y j , i.e.
(i, j) ∈ Φ(M). Clearly, (i, j) 6∈ E .
Case 2. 1 ≤ i ≤ a, a + 1 ≤ j ≤ p. Then Rh(Yi ) = Zi ⊆ Z j = Y j and hence Yi ⊂ Y j which implies (i, j) ∈ Φ(M).
If Rh(Yi ) = Y j then (i, j) ∈ Eh , i.e. (i, j) 6∈ E \ Eh . If Rh(Yi ) 6= Y j then |Y j | > l + 1, i.e. (i, j) 6∈ E .
Case 3. a + 1 ≤ i ≤ p, 1 ≤ j ≤ a. In view of |Zi | ≥ l + 1, |Z j | = l + 1, and Zi ⊆ Z j we have Zi = Z j and hence
Yi = Rh(Y j ). Consequently, ( j, i) ∈ Eh which implies (i, j) ∈ Eh . Obviously, (i, j) 6∈ E .
Case 4. a + 1 ≤ i, j ≤ p. Then Yi = Zi ⊆ Z j = Y j and obviously (i, j) ∈ Φ(M) \ E . 
Now we continue with the proof of the lemma. Let w.l.o.g. |E1| ≤ |E2|. Then, by (2) and (5), 2|E1| ≤ |E1|+|E2| ≤
|E | and hence
ϕ(M1) ≤ ϕ(M).
Since obviously |M1| = |M|, l(M1) = l(M)+ 1, and u(M1) = u(M) we can takeM′ :=M. 
Remark 2.3. If E1 ∪ E2 6= E then |E1| + |E2| < |E | and hence
ϕ(M1) < ϕ(M).
Let briefly
d :=
(
n
bn/2c
)
and
and let p be the fixed size of the multifamiliy. Let p and M∗ be given as in the statement of Theorem 1.1 for k ≥ 1,
i.e. p = kd + r, 0 ≤ k, 0 ≤ r < d, and w.l.o.g.M∗ = {(X∗1,m∗1), . . . , (X∗d ,m∗d)} with
m∗i =
{
k + 1 if 1 ≤ i ≤ r,
k if r + 1 ≤ i ≤ d
and {X∗1, . . . , X∗d} =
( [n]
bn/2c
)
. Let f (x) := x(x − 1). From (1) we know that
ϕ(M∗) =
r∑
i=1
f (k + 1)+
d∑
i=r+1
f (k) = k(k − 1)d + 2kr,
i.e. the bound in Theorem 1.1 is attained byM∗.
Lemma 2.4. LetM = {(X1,m1), . . . , (Xd ,md)} be a multifamily of size p and support size q, p = kd + r , k ≥ 0,
and 0 ≤ r < d.
(a) If q ≤ d then ϕ(M) ≥ ϕ(M∗).
(b) If q ≤ d and there are i, j with mi − m j ≥ 2 then ϕ(M) > ϕ(M∗).
(c) If q < d and k ≥ 1 then ϕ(M) > ϕ(M∗).
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Proof. We put m j := 0 for q + 1 ≤ j ≤ d . Note that mi − md ≥ 2 for some i if q < d and k ≥ 1. Hence (c) follows
from (b). We have p =∑di=1 mi and by (1)
ϕ(M) ≥
d∑
i=1
f (mi ).
The statements (a) and (b) of the lemma follow from a discrete variant of Jensen’s inequality:
Claim. If
∑d
i=1 f (mi ) is minimum under the constraint p =
∑d
i=1 mi then |mi − m j | ≤ 1 for all i, j .
Proof of Claim. Assume that
∑d
i=1 is minimum and w.l.o.g. m1 + 2 ≤ m2. Now define
m′i :=
mi + 1 if i = 1,mi − 1 if i = 2,mi otherwise.
Then p =∑di=1 m′i and
d∑
i=1
f (m′i )−
d∑
i=1
f (mi ) = f (m1 + 1)− f (m1)+ f (m2 − 1)− f (m2) < 0
by the strict convexity of f (which implies f (m1+1)− f (m1) < f (m1+2)− f (m1+1) < · · · < f (m2)− f (m2−1)),
a contradiction. 
We say that a (usual) family F of subsets of [n] is a two-level Sperner family if it is a Sperner family and if there
are u, l such that F ⊆
( [n]
l
)
∪
( [n]
u
)
, F ∩
( [n]
l
)
6= ∅, and F ∩
( [n]
u
)
6= ∅. From Sperner’s theorem [7] we know:
Lemma 2.5. If F is a two-level Sperner family in [n] then |F | < d.
Now we are ready to prove the main theorem:
Proof of Theorem 1.1. The case n = 1 is trivial, thus let n ≥ 2. By Lemma 2.2 there exists a family M′ with
supp(M′) ⊆
( [n]
bn/2c
)
and ϕ(M) ≥ ϕ(M′). By Lemma 2.4 ϕ(M′) ≥ ϕ(M∗) = k(k − 1)d + 2kr.
Thus we only have to study the case of equality. The case k = 0 or k = 1 and r = 0 is trivial, thus let k ≥ 1
and n ≥ 4. Assume that ϕ(M) is minimal and M is not of the form given in the statement. In view of Lemma 2.2
we may assume w.l.o.g. that l(M) + 1 = u(M) because we can obtain such a multifamily after applying several
times the shifting without increasing ϕ(M). Let briefly l := l(M), u := l + 1, and let w.l.o.g. u ≤ (n + 1)/2.
By Lemma 2.4 | supp(M)| ≥ d. We apply Lemma 2.2 to M and obtain a new family M′ with ϕ(M) = ϕ(M′). In
view of Remark 2.3, E1∪E2 = E , where E and Eh , h = 1, 2, are the corresponding sets from the proof of Lemma 2.2.
If E = ∅ then suppl(M) ∪ suppu(M) is a two-level Sperner family, and hence by Lemma 2.5, | supp(M)| < d.
With Lemma 2.4 we obtain a contradiction to the minimality of ϕ(M). Hence E 6= ∅. We still use the notation of the
proof of Lemma 2.2. Let
Sl,1 :=
{
X ∈
( [n]
l
)
: ∃(i, j) ∈ E such that X = Yi
}
, Sl,2 = suppl(M) \ Sl,1.
If Sl,2 6= ∅ then suppu(M) ∪ Sl,2 is a two-level Sperner family and hence | supp(M′)| = | suppu(M)| + |Sl,2| < d,
a contradiction to Lemma 2.4. Hence Sl,2 = ∅. Again by Lemma 2.4, | supp(M′)| = | suppu(M)| = d which
means that suppu(M) =
( [n]
u
)
. Let X ∈ Sl,1. Since n ≥ 4 there are three sets X1, X2, X3 ∈ suppu(M) such that
X ⊂ X i , i = 1, 2, 3. At least for one i ∈ {1, 2, 3}we have X i 6= R1(X) and X i 6= R2(X). Consequently, E1∪E2 6= E ,
a contradiction. 
3. Optimal orientations of complete bigraphs
For an orientation EG = (V, D) of a graph G and for any vertex v ∈ V let
OD(u) = {v : uv ∈ D}.
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In the following we suppose that Km,n has the partition classes A, B with |A| = m and |B| = n, V = A ∪ B. For an
orientation EKm,n = (A ∪ B, D) of Km,n let dD(u, v) be the distance from u to v in EKm,n . The following proposition
is obvious and goes back to an idea of Gutin [8].
Proposition 3.1. Let EKm,n = (A∪B, D) be an orientation of Km,n . Then, for any u, v ∈ A or u, v ∈ B, dD(u, v) = 2
iff OD(u) 6⊆ OD(v).
Proof of Theorem 1.2. If k = 0, or k = 1 and r = 0 the statement follows from the result of Dankelmann,
Oellermann, and Wu [1] mentioned in the introduction. Hence we may assume that k > 1 or k = 1 and r > 0.
Let EKm,n = (A ∪ B, D) be any strong orientation of Km,n . Define
γ := |{(u, v) : OD(u) ⊆ OD(v) where u, v ∈ A or u, v ∈ B}|.
Denote by pi , i ∈ {1, 2, . . .}, the number of pairs (u, v) of vertices in V where v is at a distance i from u. We have
p1 = mn, (6)
p2 = m(m − 1)+ n(n − 1)− p4 − p6 − · · · , (7)
p3 = 2mn − mn − p5 − p7 − · · · , (8)
and, by Proposition 3.1,
γ = p4 + p6 + · · · .
Therefore, using (6)–(8),
µ( EKm,n) = 1p1 + 2p2 + 3p3 + 4p4 + 5p5 + · · ·
(m + n)(m + n − 1)
= 2+ 2p4 + 2p5 + 4p6 + 4p7 + 6p8 + 6p9 + · · ·
(m + n)(m + n − 1)
≥ 2+ 2(p4 + p6 + · · ·)
(m + n)(m + n − 1)
which implies
µ( EKm,n) ≥ 2+ 2γ
(m + n)(m + n − 1) . (9)
Denote
M = {OD(v) : v ∈ A}.
Then in view of Theorem 1.1,
γ ≥ ϕ(M) ≥ 2kr + k(k − 1)
(
n
bn/2c
)
. (10)
By (9) and (10), the RHS in the statement of the theorem is a lower bound.
To finish the proof of the theorem, it is sufficient to construct a strong orientation EKm,n = (A ∪ B, D) such that
γ = 2kr + k(k − 1)
(
n
bn/2c
)
and EKm,n has diameter at most 4. We identify A with [m] and B with [n]. Let M = {Y1, . . . , Ym} be an optimal
multifamily described in Theorem 1.1. The arc set D is uniquely defined by setting
OD(i) = Yi , i = 1, . . . ,m.
It can be easily verified that EKm,n is strongly connected and has diameter 4.
Claim. For all different j, j ′ ∈ B we have
OD( j) 6⊆ OD( j ′).
2176 J. Qian et al. / Discrete Applied Mathematics 157 (2009) 2170–2176
Proof of Claim. It is sufficient to show that there is some i ∈ A such that j i ∈ D whereas j ′i 6∈ D. To this end, let
us choose an arbitrary subset W of B \ { j, j ′} with |W | =
(
n
bn/2c
)
− 1. Choose i such that Yi = W ∪ { j ′}. Note that
j 6∈ Yi . According to the definition of D, i j 6∈ D whereas i j ′ ∈ D. Hence indeed j i ∈ D whereas j ′i 6∈ D. 
From the Claim it follows that
γ = ϕ(M) = 2kr + k(k − 1)
(
n
bn/2c
)
which completes the proof. 
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