Introduction
Selecting the best out of k ( 2) populations is a problem which often occurs in practical situations. In this paper we regard the problem of selecting the best out of k independent normally distributed populations ( i ), with unknown means ( i ) and common known variance ( 2 > 0), where 'best' relates to the population with the largest mean. An often used classical procedure is to test the null-hypothesis that all means have the same value (homogeneity hypothesis). In practice, the alternative i s l i k ely to be accepted, which is usually not the goal of a researcher who, for example, wants to know which population can be considered to be the best. For this purpose selection procedures are speci cally designed. Bechhofer (1954) and Gupta (1956 Gupta ( ,1965 have made valuable contributions to the development of procedures to tackle the selection problem. Bechhofer's approach, usually referred to as indi erence zone selection (IZ), consists of taking samples of a predetermined common size n and selecting the population producing the largest sample mean. The IZ approach explicitly aims at determining sample size n, so it is useful in the design phase of a selection experiment. The value of n is determined such that the probability of correct selection (CS), selecting the best population, is at least equal to a speci ed P 2 (1=k 1). Gupta's procedure, known as subset selection (SS), selects a subset of the k populations, as small as possible, that includes all populations within a distance d > 0 of the maximum sample value. The value of d is determined such that the probability of CS, in this case meaning that the best population is included in the selected subset, is at least equal to a speci ed P 2 (1=k 1). A major di erence with IZ is that SS can be applied after the sampling has been done, there is no requirement for the sample size n, although one usually has to pay for small sample sizes with large selected subsets. This paper presents a new selection procedure, making use of a preference threshold, that combines IZ and SS. The procedure enables us to determine both the minimum required sample size and the threshold value in the designing phase of the experiment. A more detailed presentation of the results in this paper is given in Verheijen (1996) .
For an overview on statistical methods for selection problems we refer to Gibbons, Olkin and Sobel (1977) , Gupta and Panchapakesan (1979) and Bechhofer, Santner and Goldsman (1995) , providing a practical guide to selection. Some interesting aspects of selection theory were discussed by Bo nger (1985) and Driessen (1988) , who regard the problem of nonmonotonicity of the probability of correct selection with respect to sample sizes and variances. Bo nger concludes "bigger samples are usually better", but Driessen shows that when the means of the k normal populations are close enough, the probability of selecting the population with the largest mean is strictly increasing in the ratio between its standard deviation and its sample size. Gutmann and Maymin (1987) use a selection rule based on a threshold between the largest and second-largest observation of the random variable you are interested in. However, they do not look at the design of an experiment, but study the probability that the selected population is actually the best one, after taking the data. Hsu (1981) regards con dence intervals for all distances from the "best" and discusses the relations for (amongst others) the standard indi erence zone approach and the standard subset selection procedure.
Van der Laan and Verdooren (1988) present a n o verview of selection procedures with emphasis on normal, binomial, Poisson and multinomial populations, because of their importance for agricultural applications. Furthermore some generalizations, modi cations and an alternative method are discussed. Selection from logistic and generalized logistic distribution is considered in Van der Laan (1989 , 1992a and Van der Laan and Van der Laan (1996) . Subset selection of an almost best treatment is discussed in Van der Laan (1992b) . Selection from uniform and exponential populations is studied in Van der Laan (1992c) and Van der Laan (1995) , respectively. Distributional and e ciency results for subset selection are given in Van der Laan (1996) . Selection of the best of normal populations using a loss function is considered in Van der Laan and Van Eeden (1996a) . Similar results for gamma populations in terms of their scale parameters are given in Van der Laan and Van Eeden (1996b) .
Sequential selection procedures are based on a di erent idea. Taking observations one by one (or batchwise) and making a statement after each stage, one can avoid taking many observations from populations that are obviously worse and hence, economize on the total number of observations. Coolen (1995) proposes a sequential procedure for normal populations with known, equal variances, which is an adaption of the plan by Hoel and Mazumdar (1968) , but with a slightly improved stopping boundary. H o wever, sequential selection cannot always be applied, for example in agricultural experiments one has to be sure to have su cient data as there can be considerable time between the sowing and the actual collecting of the data.
A B a yesian viewpoint on the selection problem is also possible, but in order to handle it in all its aspects in a Bayesian way, it should be regarded as a decision problem, especially with respect to the determination of the sample sizes, see Lindley (1985) and Bernardo and Smith (1994) . It is strongly argued by these authors that maximization of the expected utility function (for example depending on the costs per observation, time and/or the value attached to a correct decision) is the only sound criterion for decision making. A full Bayesian approach seems to be promising and is an interesting topic for future research. Gupta and Yang (1985) make a great step into this direction, but they do not consider determination of sample sizes. We only use a simple Bayesian analysis with non-informative prior distributions, as in Box and Tiao (1973, par. 2.2) , to compare the results with the results for our preference threshold procedure in the simulations in section 4.
Next, we i n troduce our preference threshold procedure in section 2 and we present some properties in section 3. In section 4 we discuss the procedure, using some simulation studies and in section 5 we add some nal remarks.
Preference threshold procedure
The procedure presented in this chapter can be regarded as a generalization of the IZ approach, combining it with the SS approach. We w i l l i n troduce a so-called preference threshold that acts as the distance d in Gupta's SS procedure, but we impose an extra requirement t o b e able to determine the sample size in advance, unlike SS. An unsatisfactory feature of IZ is that it completely neglects the next-to-largest sample sums, even though they can have only very small di erences to the largest sample sum.
In the procedure presented here, we c o m bine the two a d v antages of the standard approaches by i n troducing a preference threshold, a distance from the maximum sample sum. We select all populations in a subset that have sample sums within this distance to the maximum sample sum, to make a n i n tuitively satisfying selection and we are able to determine the sample size, which is important in the designing phase of an experiment. This idea of a preference threshold is discussed by Coolen and Van der Laan (1996) and was used before by Chen (1985) .
We regard the problem of selecting the 'best' population out of k 2 normal populations, where the 'best' is the population with the largest population mean. (If we are interested in the population with the smallest mean a similar procedure can be used, due to the symmetry of the normal distribution.) We t a k e samples of xed size n > 0 of each population and we denote the jth (1) and we s a y t h a t i] is the mean of population (i) , hence our goal is to select population (k) . If there are more than one contenders for the best, because there are ties, it is assumed that one of these is tagged. We apply the selection rule R n c : Select all populations i satisfying n X j=1 y ij max
The c introduced in the procedure above i s c a l l e d t h e preference t h r eshold. Using terminology from Coolen and Van der Laan (1996) , we h a ve a strong preference for the population corresponding to the largest sample sum with regard to the non-selected populations and a weak preference for this population with regard to the other selected populations. Following
Bechhofer (1954) This procedure can be considered as a SS procedure, with the probability requirement r estricted to ( ) and an additional requirement on the probability that the selected subset contains the best population only. In the design stage of a selection experiment, we h a ve t o d etermine the values for preference threshold c and the smallest possible n in order to guarantee that these two requirements are satis ed for given values of P 2 (1=k 1) Q 2 P 1) and . Coolen and Van der Laan (1996) used the same rst requirement a s w e do (selecting only the best population with a certain probability), however, their second requirement is di erent than ours and is based on the probability of a false selection. The probability of a correct selection of (k) only, is (see Chen (1985) , the derivation is analogous to the result by B e c hhofer (1954))
The minimum of this probability o ver ( ) is attained at the Least Favourable Con guration (LFC) (see Bechhofer (1954) and Bo nger (1983))
Thus,
where 1 = n ; c p n :
The rst probability requirement is satis ed if
Values for 1 can be calculated for given values of P and k using (7), giving a rst relation between n and c, c = n ; 1 p n :
Some values for 1 can be found from Table I and also in Gibbons et al. (1977) . For the second probability requirement w e d e r i v e similarly:
Using an analogous argument as Gupta (1965) , we see that the in mum of (9) over ( ) i s attained at the LFC (4), leading to Inf
where
Hence, the second probability requirement is satis ed when
Note that (12) has the same form as (7), so Table I can also be used for the values of 2 .
Using (11) we get a second relation c = 2 p n ; n :
Relations (8) and (13) 
To satisfy both requirements in practice, we h a ve t o t a k e the nearest higher integer value for the sample size if n is not an integer. Due to the upward rounding of n, the corresponding probabilities of CS 1 and CS 2 are slightly larger than (5) and (10). From (7), (12) and (14) we easily derive:
(16) Therefore, we should choose Q P in order to have a non-negative threshold c. This is clear from the fact that the second requirement of selecting a subset including the best population is a weaker condition that the rst requirement of selecting only the best one in the subset.
The preference threshold procedure is reduced to the standard indi erence zone approach by c hoosing P = Q . T o derive the SS approach from our procedure, we can in e ect delete the rst requirement b y c hoosing P = 0 and set = 0, so (11) becomes 2 = c p n . H o wever, = 0 m a k es determination of n impossible.
Let n be the sample size for our preference threshold procedure with P < Q and let denote the minimum required sample size for IZ with P and Q , respectively, then an intuitively obvious result that is easy to prove is:
We can generalize the preference threshold procedure to the selection of 1 t k best populations from k independent normal populations with unknown means and common known variance 2 (> 0). Verheijen (1996) pays more detailed attention to this. The procedure is set to satisfy two requirements similar to those for the selection of one best population 1. Inf ( ) P (CS t jR n c ) P with P 2 (1=k 1) 2. Inf ( ) P (CS ts jR n c ) Q with Q 2 (P 1), where CS t is the event of selecting only the t best populations, (k;t+1) : : : (k) and CS ts refers to selecting (k;t+1) : : : (k) in the selected subset. The rst requirement asks for a simple generalization of our results for t = 1, but the second requirement is not as straightforward, since there is no con guration known where P (CS ts ) attains a minimum. In Verheijen (1996) a strict lower bound for the in mum is used. Further results on lower bounds for P (CS ts ) h a ve been presented by Bo nger and Mengersen (1986) . Concern about selection if the actual con guration of is not in the preference zone but in the indi erence zone, could be a reason not to restrict the parameter space to ( ) for the second requirement. Then we h a ve at least the guarantee that, although we are in the indi erence zone and hence the rst requirement i s n o t v alid anymore, the modi ed second requirement is, as in the standard SS approach. Introducing di erent values related to the two requirements, the LFC's corresponding to probability requirement 1 and 2 become From this, it follows easily that 1 = 2 (as used for the preference threshold procedure) yields a four times smaller value for n than for the case with 2 = 0 .
3 Properties of preference threshold procedure
In this section we consider three interesting properties of the preference threshold procedure. We look at the expected size of the selected subset, the probability o f a C S g i v en that only one population has been selected and the robustness of the procedure with regard to deviations from the assumption of common known variance.
Expected subset size
Similar to Gupta (1965) the expected size of the selected subset for the preference threshold procedure is:
The maximum value of E(SjR n c ) f o r in the preference zone ( ) is attained at the LFC (4), For a sensible comparison of the expected size of the selected subset for our preference threshold procedure to that for SS, the sample sizes must be equal for both procedures. Hence, we specify P and Q for the probability requirements of the preference threshold procedure and we specify , and for both procedures we use sample size n according to (14) . With distance d required to satisfy the Q probability requirement for the SS procedure (denote Gupta's SS selection rule by R G ), we h a ve c + n
which i s o b vious since c < d if n > 0. In section 4 an example with expected subset sizes is given.
3.2 Probability of correct selection given that one population has been selected For the preference threshold procedure, the probability of a correct selection given that only one population has been selected, is of interest. Denoting the event of selecting only one population by S 1 and a false selection of one single population by F S 1 , w e h a ve P (CSj S 1 ) = P (CS\ S 1 ) P (S 1 ) = P (CS 1 ) P (CS 1 ) + P (F S 1 ) : P (CSj S 1 ) attains a local minimum at LFC (4), because at the LFC P (CS 1 ) attains a global minimum (see (5)) and P (F S 1 ) attains a local maximum, which w as considered in more detail in Coolen and Van der Laan (1996) and Verheijen (1996) . A necessary condition for a global minimum of P (CSj S 1 ) i s g i v en by
(23) which can be found in Verheijen (1996) and follows easily from the fact that this condition is necessary for a local maximum of P (F S 1 ), Coolen and Van der Laan (1996) . We conjecture that P (FS 1 ) attains a global maximum at the LFC and hence that the probability of a correct selection given that one population has been selected attains a global minimum at the LFC, but this has not been proven yet. We h a ve not been able to nd counter examples either.
Robustness
Both Bechhofer's and Gupta's approaches assume equal known variances for all populations, but in practice one may h a ve doubts about this assumption. It has been shown by Driessen, Van der Laan and Van Putten (1990) that departures from the assumption of a common known variance in the case of normal populations for the IZ and the SS approach can cause an actual lower bound of the probability of a CS that is seriously lower than the lower bound based on the assumption of a common known variance.
In the following we denote by i the standard deviation of population i . Driessen et al. de ne a loss function as the di erence between the minimum probability o f C S w i t h i = 0 known for i = 1 : : : k and the minimum probability o f C S w i t h i allowed to vary within a given interval. For our preference threshold procedure this loss function turns out to have the same form as the function Driessen et al. found for IZ and SS. When the standard deviations are allowed to vary in G := ;1 0 0 ] with 1, where 0 is a chosen value, the loss we nd for CS 1 is: loss(k P 0 ) = min 
For CS 2 the results are similar with CS 1 P and 0 1 replaced by CS 2 Q and 0 2 , respectively, where 0 2 = n + c p n 0
. As the functional form of both loss functions are the same as the ones Driessen et al. found, one can use the gures of the loss function they presented.
The minimum of the probability of a correct selection where all standard deviations are allowed to vary in the interval ;1 0 0 ] is hard to nd, therefore Driessen et al. use a discretization procedure. If we assume k = 0 to be known, and the other i are allowed to vary within interval G, the probability o f a CS 1 reduces to P (CS 1 j 2 G) = 
with 0 1 as in (25). For the probability o f a CS 2 we h a ve to substitute 0 1 by 0 2 . So, if we want our procedure to satisfy the two requirements that we de ned before, we h a 
where we replace P by Q and 0 1 by 0 2 to nd the value of 0 2 required to have a CS 2 with probability at least Q . I n T able II we provide the values of 0 for di erent v alues of P or Q and . Remark that all entries are larger than their corresponding values in Table I , where we assumed to have k n o wn and equal variances. Similar to (14) 
We refer to the speci cation of n and c in this manner by a robust design. However, we m ust keep in mind that the value of k is assumed to be known. In this section we consider some simulation studies to illustrate our preference threshold procedure and to compare it with other approaches. Using Mathematica (Version 2.2, for the X Window System), we produced (pseudo-) random samples of the populations under consideration. In all simulations, we select from k = 10 populations, with common known variances 2 = 1 and we require P = 0 :75 and Q = 0 :9. We take = 0 :5 and for the simulations we set = (19:5 : : : 19:5 20), which i s t h e L F C. Applying the preference threshold procedure yields sample size n = 28 and c = 1 :88683. (For IZ we w ould have n = 2 1 for P = 0 :75 and n = 3 6 f o r P = 0 :9). In each iteration of the rst simulation we d r a w the sample sums of each population, distributed N(n i n 2 i ), directly from the random generator and apply the selection rule R n c . The results after 9000 iterations are in Table III.  TABLE III The rounded value of n causes the expected number of CS 1 and CS 2 to be 6804 and 8125, respectively. The number of correct selections of one population given that 1 population has been selected (CS 1 jS 1 ) related to section 2, the ratio Of the rst 100 of these 9000 runs we g i v e a more detailed presentation in Appendix A. To compare we use the Bayesian posterior probabilities according to Box and Tiao (1973, par. 2.2) . The selected subset using the preference threshold procedure is shown, together with the minimal subset counting for at least 0.9 of the posterior probability of including the best population within the Bayesian context. Remark that the Bayesian subset always includes the subset selected by R n c , but is mostly larger. The explanation is that for the preference threshold procedure, we assumed the restriction to ( ) and we did not use this for the Bayesian probabilities. The smallest value of the probability corresponding to a single selected population by R n c is 0.344 in run 12, but a probability larger than this is no guarantee for selecting a single population, see for example run 6, where p 10 = 0 :435 and still population 1 is also selected. The ratios between the posterior probabilities corresponding to the largest and second-largest sample means when there is only one population selected by R n c are smallest in run 62 with 0:455 0:266 = 1 :711. The largest ratio between the posterior probabilities corresponding to the largest and smallest sample means selected in the subset, is 0:271 0:165 = 1 :64 in run 14. This could lead to the suggestion that the ratio necessary to overcome c is at least 1.64 and less than 1.711. However, this is not true, since with for example observed sample means y = ( 1 9 : : : 19 19:499 19:5+c=n) for 10 populations, (where c = 1 :88683 and n = 28), the ratio between the posterior probabilities corresponding to y 10 and y 9 is 1.5147 and we only select population 10, because the di erence between the two largest sample sums exceeds c. So the ratio can be smaller than 1.64 with the di erence between the two largest sample sums exceeding threshold c, so that the preference threshold procedure still selects only one population. Remark that only the di erences between the values of y i are of interest for the posterior probability of a population to be the best one.
Applying the SS procedure on this instance with probability requirement P = 0 :9 and n = 28, requires distance d = 1 5 :784. Using the same data for the 100 runs as before, this results in large subsets as can be seen in Appendix B. However, in the SS procedure, we do not assume to be in a preference zone, hence, d will be larger than the c we use for the preference threshold procedure, which causes the larger subsets. The observed average subset size is 5.82, whereas the expected subset size for all means equal would be 9. The expected subset size at the LFC that we used in our simulations is equal to 6.20737.
In Appendix C the total posterior probabilities for the selected subsets are given, for respectively the preference threshold procedure the standard subset selection procedure and the Bayesian method we used for comparison. Clearly, the total probability for the standard SS method is higher than under R n c . The lowest probability for the SS is 0.957554 in run 17, the highest is 1, when all populations are selected. For R n c the lowest probability is 0.343629 in run 12 and the highest is 0.999144 in run 53. The di erences are explained by the the fact that distance d for the SS method was determined without the assumption of being in ( ).
A simulation study of a sequential procedure, showing that a considerable smaller amount of observations has to be taken, a Bayesian analysis without the assumption of known variances and one considering the robustness, can be found in Verheijen (1996) .
Final remarks
Selection procedures have been considered from the 1950's on, but still prove t o b e a n i n teresting topic. To determine both n and c in the preference threshold procedure two probability requirements are needed. The rst one we used seems very natural, there may h o wever be other ideas for a second requirement, such as one related to the probability of a correct selection given that one population has been selected as considered in section 3.2. Derivation of a global minimum of this probability remains an interesting open problem.
In ongoing research w e analyze results of simulation studies with regard to robustness of our procedure against departures from the normality assumptions. However, analytical results for other populations would also be of interest.
A promising future research topic in selection procedures is the selection problem de ned in a Bayesian framework. In the simulations we used a Bayesian way of data analysis, but in a full Bayesian approach w e should regard the selection problem as a decision problem. In such an approach, a utility function and the modelling of prior information need to be considered, and one of the goals can be the determination of the sample size in the designing phase of the experiment, typically by maximizing the expected utility of experiments. Using a B a yesian approach enables us to get rid of some assumptions (such as assuming common known variance) and it will be interesting to see how a B a yesian method would behave compared to the frequentist approaches, such as our preference threshold procedure.
APPENDIX A Preference threshold procedure rst 100 runs
We h a ve t a k en to be in the LFC, = (19:5 : : : 19:5 20) , where = 0 :5, k = 10 and the variances all equal to 2 = 1 . W e apply the preference threshold procedure, Rn c with P = 0 :75, Q = 0 :9 to select a Subset. Sample size is n = 28 and the threshold is c = 1 :88683. Because n is rounded, the practical values for P and Q become P = 0 :7568 and Q = 0 :9028. For the same data, we determine the subset that counts for a total Bayesian posterior probability of at least 0.9. We take n = 2 8 o b s e r v ations from each population and calculate the sample sum. 2, 3, 4, 5, 6, 7, 8, 9, 10 2 2, 4, 5, 6, 9, 10 3 1, 8, 10 4 4, 5, 6, 7, 8, 9, 10 5 1, 2, 3, 5, 6, 8, 10 6 1, 2, 3, 4, 5, 7, 8, 9, 10 7 3, 4, 5, 6, 8, 10 8 1, 2, 3, 4, 5, 8, 10 9 1, 3, 4, 5, 7, 8, 10 10 2, 3, 5, 8, 9, 10 11 1, 5, 8, 10 12 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 13 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 14 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 15 3, 4, 5, 9, 10 16 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 17 3, 8, 10 18 3, 4, 6, 7, 8, 9, 10 19 3, 5, 9, 10 20 2, 6, 9, 10 21 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 22 10 23 1, 2, 3, 4, 5, 6, 7, 9, 10 24 1, 2, 4, 5, 7, 8, 9, 10 25 8, 10 26 1, 2, 3, 4, 5, 6, 8, 9 , 10 27 1, 5, 9, 10 28 10 29 3, 5, 6, 8, 10 30 1, 2, 3, 5, 6, 7, 8, 9, 10 31 1, 2, 4, 9, 10 32 1, 3, 4, 5, 6, 7, 8, 10 33 1, 2, 3, 4, 5, 6, 8, 9, 10 34 1, 3, 4, 6, 7, 8, 9, 10 35 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 36 1, 3, 4, 5, 6, 7, 9, 10 37 8, 9, 10 38 2, 3, 4, 8, 10 39 10 40 1, 2, 3, 4, 6, 7, 8, 9, 10 41 10 42 3, 4, 5, 7, 10 43 2, 3, 4, 7, 8, 9, 10 44 2, 4, 5, 6, 7, 8, 9, 10 45 1, 10 46 3, 4, 6, 7, 8, 10 47 1, 2, 3, 4, 5, 6, 7, 9 , 10 48 10 49 6, 8, 10 50 2, 6, 10 Run Subset 51 5, 9, 10 52 1, 2, 4, 10 53 10 54 1, 4, 6, 7, 8, 10 55 1, 3, 4, 5, 9, 10 56 3, 7, 10 57 7, 10 58 3, 5, 6, 8, 10 59 2, 3, 4, 5, 9, 10 60 1, 3, 4, 5, 7, 8, 10 61 10 62 2, 3, 4, 5, 6, 7, 8, 9, 10 63 4, 5, 10 64 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 65 8, 10 66 1, 3, 5, 6, 7, 10 67 1, 4, 7, 8, 10 68 1, 2, 3, 6, 7, 8, 9, 10 69 1, 2, 3, 4, 7, 8, 10 70 1, 3, 8, 9, 10 71 1, 2, 3, 4, 5, 6, 8, 9, 10 72 1, 2, 3, 4, 5, 6, 8 , 3, 4, 5, 6, 7, 9, 10 86 1, 2, 3, 4, 5, 6, 9, 10 87 1, 2, 3, 4, 6, 7, 9, 10 88 7, 10 89 1, 2, 3, 4, 5, 6, 7, 8, 10 90 1, 2, 4, 7, 10 91 1, 2, 3, 5, 6, 7, 8, 9, 10 92 1, 2, 3, 4, 6, 7, 8, 9, 10 93 1, 4, 10 94 1, 2, 3, 4, 7, 10 95 1, 2, 3, 4, 5, 6, 7, 9, 10 96 1, 4, 7, 9, 10 97 1, 2, 3, 4, 5, 6, 8, 9, 10 98 1, 2, 3, 4, 8, 9, 10 99 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 100 3, 4, 5, 9, 10 Average subset size: 5.82, CS1= 9 , F S 1=0, CS2= 100, F S 2= 0 .
