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Abstract
Optical communication systems have many advantages over communication sys-
tems that operate in the radio-frequency range, including decreased size, weight, and
power consumption and increased bandwidth. As a result, optical communication
systems are emerging as the ideal choice in many resource-constrained links such
as those deployed on spacecraft. This thesis presents progress on development of
a programmable nanophotonic processor (PNP) for implementing a high-fidelity re-
configurable optical transceiver at the telecommunications wavelength. By encoding
information in multiple spatial modes and detecting jointly over the modes using a
unitary transform prior to detection, one can in principle attain Holevo-limited chan-
nel capacity in the low mean photon number regime. Since the PNP offers dynamic
reprogrammability, one can also, in principle, correct for wavefront distortion in the
channel. We present a setup, calibration protocols, and preliminary results towards a
turbulence-resistant integrated BPSK transmitter and joint detection receiver chan-
nel that achieves superadditive channel capacity in the low mean photon number
regime.
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Chapter 1
Introduction
Exploration of the frontiers of space hinges on high-speed communication between
spacecraft and the earth, navigating accurately, and remotely sensing the environ-
ment. Optical communication systems offer significant enhancements over radio fre-
quency (RF) communication in terms of system mass, power consumption, precision
tracking, flexibility in terms of government regulation, and data rate [4]. However,
to keep up with the demands of a space communication network consisting of a large
number of earth- and space-based nodes, we need to develop communication sys-
tems with improved security, bandwidth, and reliability, while also reducing size,
weight, and power (SWaP). Integrated photonics is a very promising framework for
developing such systems. In recent years, many reliable foundries have been created
worldwide in response to the growing demand for photonics in industry and academia
[5]. This thesis presents developments towards an integrated silicon-photonics plat-
form called the programmable nanophotonic processor (PNP). The target application
presented is an optical transceiver that promises high data-rate, quantum-enhanced
optical communication over inter-satellite links (ISLs) and earth-satellite links (ESLs)
while maintaining low size, weight, and power (SWaP) and being resistant to phase
front distortion from atmospheric turbulence.
The following sections in this chapter contain background on the architecture
of the reconfigurable photonic integrated chip (PIC) for arbitrary unitary transfor-
mations, basic communication channel structure and metrics, and description of a
17
recently proposed interferometric receiver architecture for high-capacity communica-
tions. Chapter two describes the setup of the PIC, along with engineering consider-
ations regarding optical coupling, electrical control, and thermal stability. Chapter
three describes methods for precise characterization and control of the active elements
on the chip. Chapter four contains the design of an integrated photonic transceiver
chip and channel, along with preliminary data towards its performance. Chapter five
discusses future directions and avenues that will be explored to increase the perfor-
mance of some or all of the components of the channel.
1.1 Programmable Nanophotonic Processor (PNP)
The basic building block of the PNP is the Mach-Zehnder interferometer (MZI),
which performs the function of a variable-ratio beamsplitter between two input waveg-
uide modes [61. The architecture of the PNP is a tiled mesh consisting of 11 layers of
2x2 MZIs fabricated in the silicon-on-insulator process using the OpSIS foundry [7].
Knowing the transfer matrix of a single MZI, we can construct a model that simulates
the transform applied by the PNP with a certain set of predefined phase settings to
a user-defined input light vector.
MZIs
An ideal MZI can be divided into four stages: an input 50:50 directional coupler,
an internal phase shifter 0, another 50:50 directional coupler, and an external phase
shifter 0. Given the matrix transforms of each of the four stages separately, the
transform of the entire MZI is simply a cascade of these four stages, represented by
the following matrix product:
T= 6 1 L T 2  T eo() 0 % 1-T1 - T1
T = (1.1)iVr T2 0VT vi T
L0 1 J iV1 - T2 N/2 0 1 J i /1 - T1 VIT
The directional couplers in each MZI in the PNP operate with a design wavelength
of 1570nm for 50:50 splitting. For this wavelength, therefore, we can substitute Ti =
18
01 2 3 4 5 6 7 8 9 10
Figure 1-1: Programmable nanophotonic processor architecture fabricated in the
silicon-on-insulator process (SOI). Waveguides are denoted by horizontal black lines,
internal thermo-optic phase shifters are represented in blue, and external thermo-optic
phase shifters are in red. Green inset shows a single MZL. Splitting ratio is controlled
by internal phase difference 0. The external phase difference is q$. There are 11 layers
total, capable of implementing a 26-mode unitary transform and a 9-mode arbitrary
unitary transform.
T2= and rewrite the product in a form that is easily recognizable as a rotation2
matrix on the Poincare sphere.
1[e6 0 1 i eiO 0 1 i
T=
2-0 1 i 1 0 1 i I
1 eO (WO - 1) ieiO(e'o + 1)
2 i(eO + 1) -(ei' - 1)
o eiosin( ) eiOcos(2)
= ieT22 (1.2)
cos( ) 
-sin(2)
The transfer matrix of a single layer of the PNP - consisting of a vertical column
of MZIs - is subsequently constructed as a block diagonal matrix of the individual
MZI transfer matrices in that given layer. The total transfer matrix of the entire
19
PNP is then simply a product of the block diagonal matrices of each of the 11 layers.
TPNP =TL11TL10TL 9 ... TL1 (1.3)
Heaters
Reprogrammability of the PNP relies on individually controlling the internal and
external MZI arm phase differences, 0 and qS, for each MZI in the mesh. These phases
are controlled via resistive heaters designed in the OpSIS process that make use of
the strong thermo-optic effect in silicon [8, 9]:
(< A ) d A T , (1.4)Ao (dT '
where L = 61.6pm is the length of the heater, A0 is the vacuum wavelength of guided
light, and d = 1.86 x 104 K- 1 is the thermo-optic coefficient of silicon at 300 K [8].dT
One can furthermore model the change in temperature, AT, as a function of the
applied voltage across the heater [10]:
PT V 2T
AT=--= .(1.5)H HRh
where P is the power dissipated across the heater, H is the heat capacity, T is the ther-
mal time constant, and Rh is the resistance of the integrated silicon heater. Therefore,
it follows that the phase shift implemented by a single heater follows a square-law
relationship with the applied voltage across its terminals
~ (_ 27rLr dn v(
AoHRh)v 2  (1.6)
Slight fabrication imperfections lead to random phase offsets, <bo, as well as slight
variations in the heater resistances, Rh [11]. For the two fabricated PNPs used in the
work presented in this thesis, the heater resistances were measured to be Rh = 835.9
12.7Q and Rh = 836.1 12.9Q. In Chapter 3, we will present calibration routines
used to characterize the phase offsets, as well as individual heater performance as a
20
function of voltage for each of the heaters in the PNP.
Programming arbitrary unitary matrices
Individual control of each of the phase shifters in the PNP affords us the ability to
produce a 26 x 26 transform with 176 degrees of freedom. However, these transforms
take on a very particular form, given by the product calculated in (1.3). In 1994, Reck
et al. derived a protocol for realizing any unitary matrix on a mesh of linear optical
components: beam splitters, phase shifters, and mirrors [1]. The protocol relies on a
recursive factorization technique, in which one can successively zero out each of the
N(N-1) off-diagonal elements in the unitary by applying a series of rotation matrices.2
These rotation matrices can be implemented experimentally using MZIs, as we can
see from (1.2) where the directional coupler MZI applies a rotation on two modes.
The general protocol is outlined in Figure 1-2 for a unitary of dimension 4.
x x x x x x x x X 0 0 0
x x x x x x x x 0 X 0 0
x x x x X X X 0 ''' 0 0 X 0
x x x x x 
_jLXX 0 JL 0 0 0 X
U U - T43 U - T43 - T42 -. T21
U=Dt-Tt -Tt -Tt Tt
no 1 21 31 32** 43
Figure 1-2: Recursive factoring technique for decomposing a unitary into linear optical
components using the protocol developed by Reck et al. [1]. Here, Tij refers to an
MZI that interferes spatial modes i and j.
The structure of the linear optic network that implements the product in Figure
1-2 is a triangular mesh of MZIs, shown on the left in Figure 1-3, where each crossing
represents one MZI. It follows that, using this decomposition scheme, light routed
through the lower modes passes through more MZI layers than light in the higher
modes, resulting in path-dependent loss. To counteract this issue, Clements et al. [21
21
reformulated the factoring technique to zero out the off-diagonal terms in the unitary
in a different order, enabling the mesh to be encoded in a square configuration, rather
than a triangular one (right side of Figure 1-3).
Reck et al., 1994 Clements et al., 2016
Figure 1-3: Comparison of Reck and Clements unitary decomposition architectures.
The linear optical decomposition given by the Reck scheme is triangular with path-
dependent losses, while the Clements scheme is square and is resistant to path-
dependent losses. Figure adapted from [2].
This encoding requires that the circuit be run in reverse (i.e. from right to left).
So in order to apply this decomposition in the PNP, one must instead decompose the
Hermitian conjugate, Ut, of the desired unitary operator, U. Table 1.1 contains a
comparison of the resource requirements of the two encoding schemes. We observe
that the maximum unitary size that one can encode on the PNP is 9 for the Clements
scheme and only 7 for the Reck scheme. This advantage in spatial efficiency as well as
robustness to path-depended losses motivate our choice to use the Clements scheme
for all unitary decompositions presented in this thesis.
Encoding Encoding Layers MZIs max(NPNP)
Reck [1] 2N-3 N(N-1) 72
Clements [2] N N(N-1)
Table 1.1: Comparison of unitary decomposition protocols for linear optics. Here, N
refers to the dimension of the desired unitary matrix to be encoded, and max(NPNP)
is the maximum dimension of a unitary matrix that can be encoded on the OpSIS
PNP we consider in this thesis.
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1.2 PNP as a transceiver
1.2.1 Channel structure
In its most basic form, a communication channel is made up of an encoder, a
decoder, and a physical channel over which information is sent [12].
mi X1 Y1 mi
M2 X2 Y2 M2
m3  X3 Y3 m2
. - ecoder-+- - - -- +decode~r -
Mn Xn, yn mn'
Figure 1-4: Basic structure of a communication channel. Messages {mi} are encoded
into codewords {xi}, sent across a physical channel, and the received codewords {yjI
(which under ideal conditions are the same as {xj}) are decoded back into the original
set of messages.
Ever since it was proposed by Forney in 1965 [3], the concatenated code channel
structure (Figure 1-5) has formed the basis of communications protocols operating on
limited resource budgets, such as those used in space communication until the 1980s,
and capacity-approaching turbo codes developed in the 1990s [13]. By combining the
traditional (inner) encoder and decoder with an additional outer encoder and decoder,
one can achieve exponential improvements in error probabilities while maintaining a
coding/decoding complexity that is still polynomial with the block length [3]. We
will be focusing on the physical implementation of the superchannel using PNPs as
the inner encoder and decoder in this thesis.
1.2.2 Channel metrics
One of the main metrics for calculating the performance of a channel is the mutual
information [12]. This measure gives insight on how much one can learn about a
23
SITPEHCHANNEL
SUPERCHANNEL
hmer inner:
outer :: outer
enc -+e encoder decoder - eoe
(PNP) (PNP)
Figure 1-5: Concatenated coding architecture. A superchannel consists of the inner
encoder, physical channel over which the information is sent, and the inner decoder.
An outer code serves to boost channel capacity by mitigating errors and maintaining
a resource complexity that scales polynomially with block length [3].
random variable Y by having information on another variable X:
I(X; Y) = E P(x, Y)log (1') (1.7)
xe{X} yG{Y}
= p(Ix)p(x)log( p(yX) (1.8)
(yx )p(x )
In a communication channel, the sender, Alice, sends a codeword from a set of code-
words {X}. The receiver, Bob, receives a codeword from a set {Y}. Ideally, by
knowing what message Alice sent, one would uniquely know what message Bob re-
ceives. However, in realistic channels, this is not always the case. In this thesis, the
measure used to quantify the performance of a physical implementation of the channel
is the transition probability matrix, which is a matrix of the conditional probabilities
[12]:
p(y1 |Xi) p(y1 |x 2) ... p(yi IXn)
= p(y2 lXi) P(Y2lK2) ... p(Y2 |xn) (1.9)
P(Ynlxl) P(Y=X2 ) ... P(Y.x())
Using the measured transition probability matrix, one can then calculate the capac-
ity of the channel by maximizing the mutual information over all prior probability
24
distributions, px(X), either using Lagrange multipliers or constrained optimization
[12]:
C = sup (X)I(X; Y) (1.10)
Considering a binary phase-shift keyed (BPSK) channel over multiple modes, another
metric of particular significance to links with constrained photon budgets is the photon
information efficiency, which quantifies the information capacity per received photon
[14]:
PIE C(NR) _ Mg(i) (1 + h)log(1 + i) - hlogh (111)
NR Mh h
where NR is the mean received number of photons, M is the number of separate modes
in the channel, and g(n) is the Holevo-limited channel capacity of a single-mode lossy
bosonic channel with mean photon number ii [14].
1.2.3 Joint detection receivers in telecommunications
Space-based communication systems additionally require reliable communication
over photon-starved links, since photons are often lost over long propagation distance
[15]. The current state of the art is a download rate from the moon to Earth of
622Mbps and upload rate of 20 Mbps, achieved by the NASA Lunar Laser Commu-
nication Demonstration (LLCD) [16]. This system uses a pulse-position modulation
encoding with a capacity-approaching turbocode decoder. Pulse-position modulation
(PPM) is an ideal encoding scheme for establishing communication over lossy links
with limited optical output power. Theoretical work has been done to describe the
design of an interferometric receiver called the "Green Machine" that converts a co-
herent signal distributed across many modes into a PPM signal that approaches the
Holevo quantum channel capacity with increasing mode size [14].
Comprised as an array of variable-ratio beam splitters, the programmable nanopho-
tonic processor (PNP) chip described in this thesis is one architecture for implement-
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-Am& - I
ing a Green Machine receiver to enable Holevo-limited PPM communication over
photon-starved links. In addition, the dynamic tunability of the PNP, in theory, al-
lows for corrections of channel imperfections on time scales longer than the program
times of the active on-chip components. These types of joint-detection receivers are
ideal for the low mean-photon number regime because they are capable of achieving
superadditive classical channel capacity; that is, the capacity of a channel over m
modes is greater than or equal to the capacity of m single-mode channels [14, 17].
The photon information efficiency for different mode sizes for a BPSK-Green Machine
channel that considers the erasure outcome from loss is shown in Figure 1-6. One can
see that as the mean photon number decreases, the PIE approaches the maximum
value for the specified number of modes.
20.0 -- m=2: (3,4,4) BPSK code
-- m=5: (31,32,32) code
.0 17.5 -- m=10: (1023,1024,1024) code0
-- - m=20: (220 - 1,220,220) code
L3 15.0-
12.5-
U
10.0-
C
0
.~7.5-
E
4 5.0-
C
0
5 2.5-
0.0
1-o 10- 10-5 10-3 10-1 101
Mean Photon Number (n)
Figure 1-6: PIE as a function of mean photon number for different BPSK Green
Machine sizes.
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Chapter 2
Setup
A system diagram of the PNP along with key control hardware is shown in Figure
2-1. Coherent light is input to the chip from a tunable near-infrared Santec TSL-710
semiconductor laser. The integrated waveguide structure only supports transverse-
electric (TE) electromagnetic modes, so a polarization rotator is used to rotate the
polarization of light from the laser into TE polarization for maximum coupling into the
chip. Additional engineering details and considerations are presented in the following
section. Individual control of each of the 176 thermo-optic phase shifters integrated
onto the chip is implemented with a chain of control electronics interfaced to the chip
via gold wirebonds. These wirebonds route between signal pads on the control PCBs
and electrical pads fabricated onto the chip.
2.1 Input/Output Coupling
The goal for all coupling solutions presented is to be able to interface standard
127pam pitch, 10pm mode-field-diameter (MFD) telecommunications fiber arrays with
the input and output of the PNP. Traditional ultra-high numerical aperture (UHNA)
and lensed fiber arrays both have very short working distances and, thus, require very
close coupling distances to the chip. As a result, small vibrations or instabilities pose
Setup work was done in close collaboration with Nick Harris.
Free space lens setup was built in collaboration with Max Tillmann.
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Figure 2-1: Experimental system components for OpSIS programmable nanophotonic
processor chip. Light at 1570nm is rotated into TE polarization and coupled to the
input of the PNP chip via a laser-written glass interposer fanout chip. Output light
is routed to an array of InGaAs photodiode readout circuits. Tunability is achieved
via the voltage-controlled thermo-optic phase shifters.
a significant risk of damaging the chip facet. Alternative fiber array solutions can
involve gluing the arrays directly to the chip, however, these solutions are permanent
and require very precise thermal and mechanical stability during the curing phase of
the glue, as well as in the setup, to minimize stress on the joint. The pitch and MFD
of the PNP were scaled down from the standard 127pm and 10am, respectively, by
a factor of 5 in order to enable a free-space coupling interface that uses safer long
working-distance NIR objectives instead of fiber arrays.
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Figure 2-2: Lens-based free space coupling schematic for imaging Gaussian modes
from a 26-mode telecommunications fiber arrays to the facets of the PNP.
2.1.1 Free-space coupling approach
The initial design incorporated an oo-corrected 20x NIR objective from Mitutoyo.
This objective features a tube lens with focal length f=200nm, so when combined with
a C-coated aspheric lens with a focal length of f=50mm from Thorlabs (AL2550-C),
one can obtain a magnification of 5x. However, due to transmission losses inside
the objective of approximately -1.5dB for 1550nm, clipping of the collimated beam
by smaller aperture lenses within the objective, and distortion of the beam due to
surface irregularities of the f=50mm eyepiece lens, the maximum coupling that was
achieved using this approach was approximately -25dB per facet.
The objective was replaced by another f=10mm aspheric C-coated lens from Thor-
labs (AL1210-C) in an effort to mitigate coupling losses. A theoretical coupling loss
of -0.2dB per facet due to lens absorption and reflection losses was expected for this
system. However, the 60-40 scratch-dig (a parameter quantifying the surface irregu-
larity of the lens) of the two coupling lenses distorted the Gaussian beam so that the
maximum coupling efficiency that could be achieved was -12.5dB loss per facet.
2.1.2 Glass interposer chips
Laser-written glass waveguide interposer chips were custom fabricated by TEEM
Photonics as an alternative to lossy free-space coupling approaches. A fanout chip
(Figure 2-3) was designed to interface between a standard polarization-maintaining
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(PM) 127pm pitch, 10pm MFD fiber array and the 24.5pm pitch, 2pm MFD of the
waveguide modes at the chip facets. Each interposer guides 26 spatial modes with
optical crosstalk of less than 25dB. An interposer fanout chip was used both at the
input and the output of the chip. The characterized insertion loss for each of the
modes from the device data sheet is listed as falling within the range of 0.61dB-
0.87dB for one of the interposers and 0.47db-0.5OdB for the other. Steel fiber array
mounts were custom designed to position each fiber array with 5 degrees of freedom on
a combination of a 3-axis Thorlabs NanoMax stage and a Thorlabs PY004 pitch/yaw
stage.
127pm I
26 modes 24.5pm
Figure 2-3: Laser-written glass interposer fanout structure manufactured by TEEM
Photonics for coupling between 127pm pitch telecom fiber array and 25.4pm pitch
chip facets.
2.2 Electrical control
Heater driver boards were constructed to control the voltage applied to the thermal
phase shifters on each arm of the MZIs on the PNP. There are a total of 240 channels
divided between two printed circuit board (PCB) driver boards that are individually
controlled via a Teensy Arduino microcontroller, which controls a series of digital-to-
analog controllers (DACs) [181. Test switch boards were also built as a prototyping
step so that one can choose whether each individual pad on the chip is connected to
the signal chain and can receive voltage, or if it is connected to ground and the signal
chain is left open.
The voltage signal chain from the printed circuit driver boards are routed onto
the chip via gold wirebonds to electrical contacts on the chip. Previously, mechanical
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probe arrays were used to contact the on-chip electrical pads. However, mechani-
cal instability of the probe tips resulted in time-dependent contact resistance, which
introduces error in the heater phase-voltage relationships necessary for high-fidelity
control. Wirebonding ameliorates this issue and reduces alignment error and over-
head.
2.3 Detection
Information on the PNP is encoded in the amplitude and phase of light in the
waveguide modes. Therefore, a series of photodiode circuits were constructed to
measure the intensity of light at the output of the chip [18]. The photodiodes used
were InGaAs p-i-n photodiodes with a responsivity of approximately 0.93 A/W at
1550nm and a 2GHz cutoff frequency manufactured by Precision Micro-Optics. The
setup to calibrate the photodiode array used for detecting the intensities at the output
of the chip is shown in Figure 2-4(a). The goal is to convert the raw voltage output
of each photodiode circuit to an optical power reading that can be programmed into
the photodiode array firmware.
In photoconductive mode, the current and voltage response of each photodiode
will increase linearly with input optical power between the noise floor and saturation
points [19]. A sweep was done of the input optical power incident on each photodiode
in the array in order to create linear fit relations for the linear regions of operation.
The fit for photodiode 3 of the array is shown in Figure 2-4(b). One can also de-
termine from these plots that the optical power needed to saturate the detector is
appoximately 20pV.
2.4 Thermal control
Temperature stability is a critical requirement for the PNP system, not only be-
cause all active control on the chip is implemented via the thermo-optic coefficient
in silicon, but because coupling efficiency for Gaussian beams to and from the chip
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Figure 2-4: (a) Characterization setup for photodiode voltage readout. (b) Photodi-
ode response in photoconductive mode, with saturation power seen at approximately
20pW.
decreases exponentially with the slight misalignment that can arise due to thermal
expansion.
To stabilize the global temperature of the PNP, the chip was mounted on a copper
block with thermally conductive glue. A thermistor mounted on the chip chassis
measures the temperature on the chip, and a Peltier cooler glued to the copper block
applies a temperature change. Both these components are connected to a Thorlabs p-
i-d temperature controller to maintain the temperature at a value within 0.01 Kelvin.
Finally, a heat sink is glued to the bottom of the Peltier cooler for increased surface
area. Depending on the PCB grounding configuration, the aluminum chassis and
copper block interface would need to be shielded with insulating tape to avoid creating
a thermocouple between the different metals.
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Chapter 3
PNP Calibration
Imperfections in waveguide geometry, free-carrier absorption in doped silicon re-
gions, and inaccuracies in voltage controls introduce non-idealities such as unbalanced
beam splitting, propagation loss, and phase shift errors, respectively [8]. These dis-
order terms diminish the fidelity of quantum operations performed on the PNP, so
different schemes were investigated to determine the realistic unitary of the PNP by
extracting the real beam splitting ratios, propagation losses, and phase shift errors
given only the input state and output state of the processor.
3.1 Loss Mode Model
There are three main sources of disorder that were considered when constructing
a disordered MZI model for the PNP: unbalanced beam splitting ratios due to varia-
tions in waveguide geometry, propagation loss due to free-carrier absorption in doped
regions in the thermal phase shifters, and phase shift errors due to inaccuracy in the
operation of the voltage-controlled thermal phase shifters [8]. The transmission of
each beam splitter was pseudo-randomly generated from a Gaussian distribution with
a mean of 0.5 and a standard deviation of 0.043 [6]. Photon loss that occurs as a
result of propagation through a thermal phase shifter can equivalently be modeled
Characterization in the latter half of this chapter was done in collaboration with Nick Harris.
Crosstalk measurements were made with Jacques Carolan.
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Figure 3-1: Model of a lossy MZI. Outer four waveguides represent "loss modes",
and central two waveguides represent the physical waveguides in the MZI. Loss is
modeled by light coupled out of the waveguide with a given "loss transmission", L,
that is characteristic of the material.
by an additional directional coupler, coupling light in the original arm to an initially
empty "loss mode". Given a measured insertion loss of 0.23 0.13 dB [6J, the trans-
mission ratio for the loss directional couplers was modeled by a Gaussian distribution
with a mean of 0.9484 and a standard deviation of 0.0284.
3.1.1 Nonlinear optimization for characterization
Python simulation software developed for the PNP was used to model the function
of all aspects of the processor given the following user-specified inputs: beam splitting
ratios, propagation losses, and phase shift errors. Behavior of different sized sections
of the chip were modelled, down from the single-MZI level to the MZI layer level to
the entire chip level. Non-ideality parameters were then modeled using randomly gen-
erated values derived from appropriate Gaussian distributions centered about ideal
values. We attempted to determine these randomly generated parameter values using
the nonlinear optimization method of Multi-Level Single-Linkage (MLSL) global op-
timization with various local optimization algorithms, including Bound Optimization
by Quadratic Approximation (BOBYQA), Constrained Optimization by Linear Ap-
proximation (COBYLA), Nelder-Mead Simplex, and Sublex [20, 21, 22, 23, 24, 25].
Starting with an initial guess for the variation parameters given by the ideal val-
ues (means of the Gaussian distributions mentioned in the previous section), MLSL
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global optimization was used in conjunction with the various local optimizer algo-
rithms listed above to try to extract the true variation parameters of a randomly
generated PNP in simulation, using only user-controlled inputs and the correspond-
ing simulated outputs. This is a fair model for what one could measure experimentally
on a physical PNP chip, as one cannot measure any of the internal parameters such
as beam splitting ratios or insertion losses of individual components of the PNP once
it has been fabricated.
By setting the objective function of the optimization to be the Frobenius norm
of the vector difference between the true simulated output values and the output
values generated using the guess parameters of the current optimization step, one
can determine how accurately the guess parameters at the specified optimization step
describe the true non-ideality parameters within the PNP. In order to account for
differences in optimization efficacy that may arise as a result of using different input
vectors, the simulation transform calculated for the PNP was expanded fivefold to
simulate five identical PNP instances acting on five different input vectors at once,
for each given optimization instance.
3.1.2 Optimization Results
A verification step was executed upon completion of each optimization to check
whether the optimization did, in fact, generate a more accurate description of the
true PNP parameters than the initially guessed ideal parameter vector.
In this step, two vector differences were calculated: (1) the difference between the
optimized and the true non-ideality parameters and (2) the difference between the
initial guess parameters and the true parameters. The optimization was considered
to be effective if the optimized vector difference had a consistently smaller magnitude
than the initial guess vector difference. In other words, the parameters were closer
to being correct after the optimization than they were at the start. The resulting
vector differences from 25 optimization trials for MLSL global optimization paired
with BOBYQA and with Nelder-Mead local optimizers are shown in Figure 3-2.
We can see that the optimized vector differences of the PNP parameters were not
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Figure 3-2: Results from BOBYQA and Nelder-Mead local optimizers using MLSL
global optimization. Red triangle markers indicate optimized vector difference mag-
nitudes and blue circle markers indicate initial guess vector difference magnitudes.
Optimized vector differences were consistently greater than guess differences, indicat-
ing that optimization was ineffective.
even less than those of the initial guess parameters, indicating that the optimization
was unsuccessful. It is important to remember here that this vector difference was
not the objective function with which the optimization was run, so it makes sense
that the optimizer could end with a vector difference greater than that of it's starting
guess. It appears that this approach involves optimizing over too many variables,
resulting in an abundance of incorrect local minima.
3.2 Experimental Calibration
As we saw in the previous section, we cannot use a simulation model to back out
the individual values of each parameter that contributes to the expression for the
MZI transfer matrix. However, by relaxing our focus on characterizing every source
of non-ideality on the chip, we can observe from (1.2) that there are only two basic
degrees of freedom to characterize within each MZI: the internal phase shifter 0 and
the external phase shifter #. By characterizing the response of each of these knobs
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on the PNP, we can determine what phases are necessary to implement an arbitrary
unitary transform that we desire. The characterization protocol for the internal phase
shifters is distinct from that of the external phase shifters, and both are detailed in
the following subsections.
3.2.1 Internal phase shifter calibration
MZI Transmission Power vs. Heater Voltage
I- 2 0.003
0.002
I-I
I 0.001
. 0
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(a) (b)
Figure 3-3: (a) Calibration protocol for extracting phase vs. voltage relationship for
MZI internal phase shifters. For a given MZI (boxed in red), a wire is routed from
the chip input (output) to the MZI input (output). The internal phase shifter voltage
is swept between OV and 10V and optical transmission is measured at the output.
(b) Example transmission vs. voltage fringe seen at detector when calibrating the
internal phase shifter.
The general protocol for calibration of the internal phase shifters relies on our
knowledge of the transmission function of the MZI. For light input in the top arm
and detected from the top arm, for example, we can see from (1.2) that the measured
intensity is given by the following expression.
1(6) = sin (3.1)
It is necessary to calibrate each internal phase shifter independently of all the
others, so we first isolate an individual MZI by routing a wire to one of its inputs and
from one of its outputs to a detector. Depending on whether the input/output routing
37
for the MZI accesses the top or bottom modes of the MZI, the intensity fringe will
produce either a sin2 (9/2) or cos 2 (0/2) curve. Combining this with our expression for
the phase relationship as a function of voltage from (1.6) and an additional nonlinear
term to model electron velocity saturation, we can fit each transmission fringe to
achieve a relation 6(V) for each internal phase shifter, 9. Furthermore, once such a
phase relationship exists, one can determine the voltage setting necessary to achieve
a certain phase for each internal heater.
3.2.2 External phase shifter calibration
While it is fairly straightforward to observe a transmission signature that depends
on the internal phase shifter setting, 9, we observe from the MZI transfer matrix in
(1.2) that an intensity detected at the output of an individual MZI does not depend
on the external phase shifter, <. However, these phase shifters still play an important
role in the interferometric decomposition of unitary matrices on the PNP [1, 2].
H H
Figure 3-4: Meta-MZI configuration. A combination of four adjacent MZIs forms a
meta-MZI with the top/bottom MZIs programmed to be identities and the left/right
MZIs programmed to be Hadamard transforms. The internal phase difference of the
meta-MZI is controlled by the difference in phase between the external phase shifter
of the left and bottom MZIs.
One can still extract these signatures by programming 4 adjacent MZIs in the
following configuration, thereby generating a meta-MZI that behaves like a traditional
MZI, where symmetric beam splitters are implemented with Hadamard operations
[26]:
H = (3.2)
N 2 L 
-
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Our goal here is to normalize out relative phase differences between individual MZIs
as a result of external phase shifters. To do this, we program each meta-MZI to
perform a "swap" operation - equivalent to having an MZI internal phase difference
of zero.
Figure 3-5: Meta-MZI calibration structure. Calibration is carried out in "chains",
one of which is highlighted in the above figure. External phase shifter voltages are
swept to generate transmission fringes for the entire chain of meta-MZIs, which can
be processed to determine external phase vs. voltage relationship and offsets.
We only consider the top external phase shifter for all MZIs, since the bottom
phase shifters are redundant and cannot be controlled electrically. Therefore, for each
meta-MZI, there are two variable external phase shifters (shown as yellow blocks in
Figure 3-5) and two constant phase shifts inherent to the structure, which will be
described in the following paragraph. Since adjacent meta-MZIs share a phase shifter,
this generates a system of m coupled equations in m variables, where each meta-MZI
chain has one phase shifter (denoted in Fig 3-5 by the top yellow box outlined in
purple) that serves as a reference set to ir, and
m = (# meta-MZIs) - (# meta-MZI "chains") = 63 - 11 = 52 (3.3)
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is the number of non-reference external phase shifters in the PNP. For each meta-MZI,
the following equation must hold in order for a swap to take place:
qtop - Obottom + Oconfig,diff + A = 0 (3.4)
where otop and #bottom are the external phase shifters that are swept, #config,diff = 7r
from the fact that the identity is implemented with a top arm phase difference of
(0, #) = (7r, 7r), and A is the intrinsic phase difference between the two arms as a
result of fabrication variations.
The constant phase difference, A, is determined from fitting the transmission
sweeps of both qtop and qbottom for a given meta-MZI and comparing the phase that
results in maximum transmission for each sweep. Once we have taken sweeps of all the
external phase shifters, calculated the A intrinsic phase difference for each meta-MZI,
and set up the coupled system of equations, we can solve a simple matrix equation to
determine the external phase offsets necessary to "zero" out the interference effects of
fabrication imperfections on the external phase shifters. Using the fitted transmission
sweeps for each external phase shifter, we can also use a protocol similar to that
performed in the internal phase shifter calibration to extract a phase vs. voltage
relationship for each individual external phase shifter.
3.2.3 Characterization
Once we have calibrated the phase response as a function of voltage for each of
the individual phase shifters, we must determine how accurately we can implement a
desired unitary transform on the chip. A unitary transform, defined as any matrix U
that satisfies the condition UtU =1, is a complex matrix with elements of the form
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[26]:
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Therefore, we observe that by measuring the amplitude and phase of each element
in the unitary transform, we can obtain the full unitary that is applied on the chip.
We can make these measurements in two steps, outlined in Fig 3-6.
Amplitude Measurement Phase Measurement
ii
Ij = llrji|2  I (W) = Irj2 + ri2 2 rij rij cos(. I Oij)]
(a) (b)
Figure 3-6: Unitary matrix characterization protocol. (a) Magnitudes can be mea-
sured directly using an intensity measurement at the detectors. (b) The phase of
each element can be deduced from fitting an interference fringe detected at one out-
put when two input modes are simultaneously illuminated.
For the amplitude measurement step, one can read off the magnitude of every
element in column i by routing light with intensity I into the ith mode of the input.
The measured power on the jth detector Ij is given by Ij = Ilri 12. Iterating through
all input modes, i, and output modes, j, we can determine the magnitude rij of every
element in the unitary matrix.
As with the external calibration step, measurement of the phases Oij is slightly
more nontrivial because they do not present a distinct intensity signature without
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some sort of interference. This interference is implemented using a protocol developed
by Rahimi-Keshari et al [27] (outlined in Fig 3-6). We insert a coherent state input
to the chip, program the MZI in the first layer to be a 50:50 beamsplitter, route the
two resulting coherent states to input mode 1 and i of the unitary matrix circuit, and
measure from output mode j while sweeping the value of q. Without loss of generality,
we can assume because the matrix is unitary and the columns and rows form a unitary
basis, that the first column and first row of the matrix are real [27]. From here,
we find the rest of the phases relative to these reference "borders". Measuring the
optical power at output j with a given input phase difference 4 results in the following
intensity [27]:
( rij + rije(+Oi) 2 = I[r 2 + r2 + 2rijrij cos(# + %)] (3.6)
We then fit the fringe and find the value of # that produces a maximum. Using
this value, we can extract the phase Oij using the relation in (3.6). As a final step
in the characterization, we normalize out the input and output coupling differences
using an iterative normalization protocol described in [28].
3.2.4 Voltage Crosstalk Correction
While certain PNP programs, such as calibration routines for the internal and
external phase shifters or routing wires, do not require accurate use of many MZIs
at a time, programming an N-dimensional unitary matrix requires (N)(N - 1) phase
shifters to be programmed simultaneously, not including those necessary for encoding
border identities and input/output routing. When programming so many MZIs at
once, it becomes necessary to consider the structure of the resistive network driving
the thermo-optic phase shifters.
Each of the 176 phase shifters on the chip can be modeled as a quasi-constant
resistor connected to the same ground terminal as all the other heaters. However, the
ground terminal comprises of a network of physical metal pours both on the PNP chip
and on the control PCB, leading to a small resistance between the heater grounds
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Figure 3-7: (a) Voltage crosstalk model. A small ground resistance creates crosstalk
that couples the voltages applied by all of the pins. (b) Measured linear correlation
matrix quantifying crosstalk between all 240 pins.
and true ground (shown in Figure 3-7(a)). When a given heater is turned on, a small
current flows through the ground resistor, changing the effective voltage drop across
all the other resistors in the network.
To measure the effect of this ground resistance, one of the 240 voltage driver
pins was probed while each of the other 239 pins was swept in voltage between 0
Volts and 7.0 Volts with 10 increments. This process was repeated for each of the
240 probe pins. A visualization of the linear fit gradient for each of these sweeps is
shown as a correlation matrix in Figure 3-7(b). The voltage crosstalk curves were
not perfectly linear, however, and the following paragraphs detail correction schemes
assuming both a linear crosstalk model and a polynomial crosstalk model.
Linear Correction Model
Assuming a linear crosstalk model, we can write the desired voltage vector we
would like to measure, Vmeas as a function of the 240 voltages we need to set on the
driver board, Vset:
Vmeas ZCVset (3.7)
----# 1. ,
- Vset = C Vmeas (3.8)
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After correction, we observe that low or zero desired voltage values in Vmeas are
corrected to negative values. The driver can only set positive voltages, so small
(-mV < Vsetj < OV) negative values in the crosstalk-corrected voltage vector were
rectified to zero. Values that were significantly lower than zero were programmed to
throw an error, but this was rare.
The voltage crosstalk sweeps described in the previous section were repeated, this
time with a corrected voltage vector for each voltage setting. Pin 71 had the highest
measured crosstalk, so the sweep curves presented in the following sections were all
conducted with pin 71 as the probe pin. The following table summarizes the voltage
crosstalk slopes seen at pin 71 when sweeping a subset of the other pins.
Pin Set Uncorrected Grad. (pV/V) Corrected Grad. ([tV/V)
All pins 30.4 20.6 -0.191 7.56
Excluding GNDs 30.3 20.6 -0.0299 t 7.46
We can see that the crosstalk correction indeed does work electrically to decrease
the change in voltage of any given pin as a result of voltages applied on other pins. In
order to determine if the correction provides an improvement optically, 276 random
U(5) unitary matrices were generated using the following procedure:
C = random complex NxN matrix (3.9)
1
H = -(C + Cf) (3.10)2
U e(iH) (3.11)
For each of these random matrices, U, the characterization protocol described
in Section 3.2.3 was carried out to determine the measured matrix, Un. Since we
factor out the input and output coupling screens, the matrix we reconstruct is, in
fact, unitary. Therefore, we use the following fidelity metric:
F = r-M,~ (3.12)N
44
This is adapted from a similar non-unitary metric that takes into account losses [29]:
2
Tr(UtU)F = NTM)
[N r(Ut U.)
(3.13)
We then calculate the fidelity of the measured PNP matrix transform for all
the randomly generated unitary matrices, both with and without the linear voltage
crosstalk correction. Results are presented in a histogram in Figure 3-8.
Fidelity of Random U(5) Unitaries
Without Correction, Mean = 0.408
With Correction, Mean = 0.890
0 I
0 .0 0 .2 0.4 0.6
Fidelity
I 1
0.8 1.0
Figure 3-8: Fidelities of randomly
linear voltage crosstalk correction.
generated U(5) unitary matrices with and without
We observe a significant increase in fidelity after application of the voltage crosstalk
correction algorithm. It is also worth noting, however, that there appears to be bi-
modal distribution of the fidelities in the corrected scheme. One possible explanation
is that certain unitary matrices are systematically incompatible with this approach.
For example, when a unitary matrix is decomposed into its linear optical phases, if
many of these phases are very small or zero, the corrected voltage vector in (3.8)
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will have many negative values. These values are rectified to zero for compatibility
with the voltage driver circuitry, which results in a deviation from the desired voltage
vector. In addition, each pin in the voltage driver has a turn-on voltage around 0.12
V. As a result, the response of the pins in the (OV, 0.2V) range is highly nonlinear. If
a desired unitary matrix requires setting many key phases with voltages within this
range, then the linear solution approach will be incorrect even without rectification
to zeros.
Polynomial Correction Model
Additional nonlinearity in the crosstalk curves is observed at high voltages. This
could arise as a result of a temperature dependence of the heater resistances due to
decreased carrier mobility with increasing temperature [30]. To account for these
nonlinearities, we fit each crosstalk curve measured with a cubic function of the set
voltages:
=(1) =(2) 2 (3)(3.14)
Vmeas = C Vset + C Vet + C Vset
Using Newton's method to approximately solve this system of cubic equations, we
can obtain an iterative solution to Zset that produces within a user-specified tolerance,
E, a measured voltage vector matching the desired measured voltage vector [31].
We then repeat the voltage sweeps using the polynomial crosstalk correction with
pin 71 as the probe pin. Again, fitting the curves to a linear function to see if the
crosstalk signature is still present, we observe the slopes in Figure 3-9.
The following table summarizes the same data for these 10 random pins as the
data shown for the linear model. It appears that the polynomial crosstalk correction
does help, but more pins need to be tested in order to make an accurate comparison
with the data from the linear crosstalk correction.
Pin Set Uncorrected Grad. (pV/V) Corrected Grad. (pV/V)
All 10 pins 25.0 23.7 -4.20 4.95
Excluding GNDs 25.8 25.0 -3.42 5.16
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Figure 3-9: Linear fits of voltage sweeps of 10 random pins while probing pin 71. Solid
(dotted) lines represent fitted slopes of sweeps without (with) polynomial crosstalk
correction.
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Chapter 4
U(4) Green Machine Superchannel
For the demonstration presented in this thesis, we will be focusing on a PNP
implementation of a Green Machine superchannel for superadditive channel capacity
when used with a concatenated coding scheme. There are three parts of the channel
that, taken together, form the superchannel of a concatenated coding protocol: the
transmitter (Alice), the joint-detection receiver (Bob), and the channel over which
messages are sent from Alice to Bob. A schematic of the multiple spatial mode
structure of the channel is shown in Figure 4-1.
PNP BPSK PNP "Green Machine"
transmitter joint-detection receiver
Optical channel
Figure 4-1: Schematic of PNP Green Machine channel.
For a positive integer m, a (2m, 2", 2m-1) PPM code is equivalent via application
of a Green Machine unitary transform to a (2 m - 1, 2 m 2 1) BPSK code, where an
(n, K, d) code represents an encoding protocol where n is the length of the codewords,
K is the number of words in the code set, and d is the Hamming distance [14]. The
PNP is naturally configured for spatial mode manipulation, and we consider a BPSK
code for the work presented in the rest of this chapter.
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4.1 Transmitter
For initial demonstrations, we will be transmitting a (3,4,2) BPSK code. A (1,2,1)
BPSK code transmitter on the PNP is simply a single MZI with phase settings (0, <) =
(7, 0), which is a trivial application. By illuminating either the bottom or top input
port, one can choose between the two codewords: {+, -}. To implement an m = 2
(3,4,2) BPSK transmitter, however, one must be able to transmit any of 4 codewords
given by the columns of a 4-dimensional generalized Hadamard matrix [26]:
1 1 1 1
1 1 -1 1 -1
H4 = - (4.1)
2 1 1 -1 -1
1 -1 -1 1
These codewords can be implemented in two ways on the PNP: (1) as a unitary
matrix decomposition or (2) as a binary tree. The design and implementation of these
two methods, along with preliminary performance data are described in the following
subsections.
4.1.1 Unitary transmitter
The unitary matrix decomposition for H4 is implemented using the square Clements
protocol [2], which uses 4 layers of the PNP. Selection of the codeword i is achieved
by illuminating the ith spatial mode at the input of the square transmitter circuit. In
order to completely automate the codeword selection process and minimize errors due
to uncontrollable global phase differences at the input, two layers are used as routing
at the input, with only one chip input illuminated at a time. The configuration of the
MZIs used in this state preparation layer and the BPSK transmitter are shown later
in Figure 4-4. This configuration is used primarily for stress-testing the system. By
using 10 MZIs for the unitary decomposition, as opposed to just three for the binary
tree configuration described in the next section, one is subject to error propagation
through many more MZIs. In addition, if there are small systematic errors in the
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unitary decomposition that lead to a decrease in fidelity - we observed in the previous
chapter that the fidelity is not perfect - the channel will be subjected to this error,
both in the unitary transmitter and the unitary Green Machine receiver.
4.1.2 Binary tree transmitter
The more robust way to implement the transmitter is with a binary tree MZI
structure, shown in the bottom part of the chip in Figure 4-6. In general, implement-
ing an N-mode BPSK transmitter requires (N-1) MZIs with a binary tree, while the
unitary decomposition configuration requires N(- 1) MZIs.2
In the 4-mode transmitter case, by setting the internal phase shifters of all three
MZIs in the tree to be 6 =r/2, one can construct a system of equations to determine
the output phases {q 1, 02, 03 } necessary to implement each of the 4 codewords. Here,
q1 corresponds to the external phase shifter of the MZI in the first layer of the tree,
and 02 and 03 are those of the MZIs in the second layer, from top to bottom.
By illuminating the bottom mode of the MZI in the first layer, MZI #1, we obtain
the following simulated phase screen at the output of the chip (up to a global phase):
1
ei(7-02)
Aout= e i--01-*2++3) (4.2)
e (7-01#2)
The required external phases for the (3,4,2) BPSK codeset are shown in Table
4.1 (the top mode is always the same and is considered a reference ancilla). By
programming these external phases with internal phases 6 = 7r/2 in simulation, we
observe a constant intensity front and the desired phase profile we expect to see based
on calculations.
While we cannot directly measure the phase front at the output of the transmitter,
we measure the output intensity and see that it is fairly constant and only deviates
slightly from simulation. This deviation is likely in part due to differences in cou-
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Word 1 Word 2 Word 3 Word 4
01 0 0 F 7
#2 7 0 7r 0
03 0 7F 0 7
Table 4.1: External phase settings for each of three MZ~s used to generate each of
the four (3,4,2) BPSK codewords.
pling efficiency between different output modes. Experimental normalized intensity
is shown in blue in Figure 4-2, while simulated normalized intensity appears in grey.
Normalized PNP BPSK Transmitter Intensity
E
~0
G)
0.3 -
0.2 -
0.1-
1 2 3 4
4-2: Measured (blue) and simulated (grey) output intensity
transmitter.
of binary tree
4.2 Joint-Detection Receiver
In theory, an ideal spatial mode channel is represented by the identity operator.
Since we can think of the BPSK transmitter as applying a generalized Hadamard
transform, H4 , the Green Machine joint detection receiver implements the inverse:
UGM = H-'= Ht = H4 (4.3)
This is convenient, as one can use the same unitary decomposition to encode the
BPSK unitary transmitter and its corresponding Green Machine receiver. We use the
same unitary characterization scheme described in the previous chapter to calculate
the fidelity of Green Machine generalized Hadamard transform when programmed on
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Figure
BPSK
I
the chip with the Clements [2] decomposition protocol and linear voltage crosstalk
correction. Figure 4-3 shows a histogram of the characterized fidelities for 137 in-
stances of programming the Green Machine unitary matrix, both with and without
linear voltage crosstalk correction.
0U
100 -
80 -
60 -
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0
Fidelity of U(4) Green Machine Unitaries
Without Correction, Mean = 0.939
- With Correction, Mean = 0.901
0.0 0.2 0.4 0.6 0.8
Fidelity
1.0
Figure 4-3: Unitary fidelity of U(4)
linear voltage crosstalk correction.
Green Machine receiver circuit, with and without
We observe a decrease in fidelity after application of crosstalk correction, as well
as a wider spread into the low-fidelity range. Further testing is required to see if the
polynomial crosstalk model will produce higher fidelities or if using higher input laser
power will reduce the noise in the characterization protocol.
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4.3 Full Channel
4.3.1 On-Chip Channel
The first demonstration of the PNP BPSK Green Machine (BPSK-GM) chan-
nel consists of a state preparation network to select the codeword, a unitary BPSK
transmitter, the unitary Green Machine joint-detection receiver, and an output rout-
ing identity layer to the photodiode detector array. The entire schematic is shown in
Figure 4-4.
ON-CHIP AUTOMATED CHANNEL
State Preparation Transmitter Receiver Detection
Figure 4-4: PNP circuit layout for BPSK - Green Machine automated channel.
The first step in characterization of the channel is to determine the transition
probability matrix, given by the expression in (1.9). Given that Alice sends a par-
ticular codeword, xi, we use strong coherent light and detect the intensity at each
output I in Bob's receiver to deduce the conditional probabilities:
I-
P(yjIXi) = 4 i (4.4)
Zk=1 Ik
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For initial demonstrations with strong light, we do not code over the erasure out-
come (due to loss in the channel between Alice and Bob). Figure 4-5 shows the
conditional probability matrices, accounting for coupling differences between output
modes, for the BPSK-GM channel and an Identity channel, which replaces the trans-
mitter and receiver by N=4 identity matrices.
Identity-Identity BPSK-GM p(Ylx)
1.0
0.8
4 0.(i
0.4
0.2
0
" 2" "3" -4- " T -2 4"'
Alice Alice
Figure 4-5: Experimentally measured transition probability matrices for the identity
transmitter and receiver channel (left) and 4-mode BPSK transmitter and Green
Machine receiver (left). Each entry is a conditional probability p(ylx) that, given
Alice sent message x, Bob receives message y. We do not yet code over the erasure
outcome where Bob does not receive Alice's message.
We observe that there are significant deviations from the ideal identity channel,
which should be a diagonal matrix with trace equal to the dimension of the unitary, for
the BPSK-GM channel. The identity-identity channel is quite close to the expected
result, but some leakage of probability into off-diagonal terms decreases the capacity
from the ideal 2 bits to 1.54 bits. This suggests that there must be some programming
error introduced by routing and configuring the identity matrices. The deviation from
the identity channel in the BPSK-GM was observed in a simulation of the programmed
phases as well, indicating that there is error introduced by the unitary decomposition
of the GM matrix. When considering an N=2 transform given by a single MZI as an
example, we observe that the slope of the output intensity fringe is maximized at the
Hadamard setting, 0 = ir/2. Therefore, small deviations in the applied phase lead to
the largest errors in output intensity for the Hadamard matrix when compared to all
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OFF-CHIP AUTOMATED CHANNEL
Channel Routing Receiver Detection Routing
BPSK Transmitter
Figure 4-6: PNP circuit layout to simulate chip-to-chip communication between a
BPSK binary tree transmitter and a Green Machine 4-mode receiver. Light is input
to the BPSK on the first pass through the chip, then the four outputs at the end
of the transmitter are wrapped back around to the input of the chip at the receiver
section.
other MZI configurations. This is possibly another source of error, but more testing
is necessary to deduce whether these errors result primarily from the decomposition,
the programming, or both.
4.3.2 Chip-to-Chip Channel
Having obtained a sense of the performance and challenges of the channel under
the conditions where the information transfer is occurring in phase-stable integrated
waveguides, we then consider the case where the channel connecting Alice and Bob
occurs in guided fiber, as would be the case in a fiber-based communication system
[32]. In this case, we use the binary tree transmitter to try to minimize all sources
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of error, since the fiber-guided channel introduces a phase screen error that was not
present in the on-chip channel. A schematic of the configuration is shown in Figure
4-6. The four outputs of the binary tree BPSK transmitter are routed back into the
inputs at the top of the chip to the receiver section of the chip. It is important to note
that the transmitter must be placed completely out of the light cone (represented by
the red dashed line) of the receiver to avoid channel crosstalk. In this configuration,
one can emulate chip-to-chip communication with only one chip.
As a first step, we route a wire through both the transmitter section and the
receiver section to observe the coupling loss and stability through the channel. We
observed an approximately 20dB power loss from the chip input to the chip output.
The detector power at the end of the second pass through the chip is shown in
Figure 4-7(a). The extinction ratio, measuring the ratio between the power in the
desired mode and the next highest mode power, is shown in Figure 4-7(b). The mean
extinction ratio over five minutes was 14.1dB. We observe significant power drifts
even on the time scale of five minutes, despite insulating the fiber channel with foam.
This drop in power is due to coupling drift on the order of minutes.
Identity Output Power Identity Extinction Ratio
0.10 17
0.08 16
0.06
14
0.04
13
0.02 
.5 12
0.00 -- __-_ _ __._ __-__11
0 5 10 15 20 25 0 50 100 150 200 250 300
Detector Time (s)
(a) (b)
Figure 4-7: (Left) Detector power after two passes through the chip, programmed to
identity. (Right) The extinction ratio between the desired output mode and the next
highest power leakage mode was measured as a function of time to assess the stability
of the chip-to-chip system.
57
Real-time phase front correction
We determined in the previous subsection that the fiber-guided channel con-
tributes a significant nonideality to the BPSK-GM channel beyond what was con-
sidered in the on-chip channel treated in Section 4.3.2. One of the key benefits of
using the PNP as a communications system is the capability to dynamically tune its
phases, making it robust to many types of dynamic nonidealities. To this end, we
implement an algorithm to perform real-time phase front correction of light incident
on the receiver after passing through the fiber-guided channel. This would simulate
correcting for phase front distortion in a free-space optical channel due to atmospheric
turbulence or scintillation [33].
The algorithm takes in a user-defined codeword, indicating which message was
sent by Alice. The loss function of the optimization is the sum of the powers on all
modes other than the desired output mode corresponding to the given input codeword.
The algorithm seeks to minimize the loss function by optimizing over three external
phases in the input routing of the receiver section of the chip. Preliminary results of
time scans of the real-time optimization on the intensities of each of the four output
modes are shown in Figure 4-8.
Each optimization step took between 10 and 15 seconds to complete. Given the
short time scale of the fluctuations in the coupling and phase stability of the system
and the general coupling drift that independently change the loss function, as demon-
strated in Figure 4-7, this is much longer than is acceptable to run the optimization
successfully. To combat slow coupling drift, the cost function could be changed to the
fractional power in the undesired modes. Fast fluctuations must be further mitigated
by improving system stability with improved vibration, temperature, and phase iso-
lation. Additionally, the optimization could be sped up by decreasing averaging on
the photodiode readout; however, this would increase the error on the cost function.
One can, in principle, extract the transition probability matrix for this channel
from the powers of the four output modes, where each column of the transition matrix
is given by a normalized vector of the four measured word intensities. However, we can
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Real-time Phase Front Correction
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Figure 4-8: Detected intensity of each output mode as a function of time for each of
the four BPSK (3,4,2) transmitted codewords, using real-time optimization of receiver
input phase screen. Stability of the system prevented the optimization from running
successfully and maximizing the power on the output mode corresponding to the
transmitted codeword.
see from Figure 4-7 that these intensities vary so quickly and inconsistently compared
to each other that calculating the transition matrix for a specific time would be an
arbitrary and somewhat meaningless metric upon which to compare the performance
of this system to the on-chip channel.
59
0.02
0.01
0.0
0.030
0.015
0.0
~iI'
60
Chapter 5
Discussion and Future Outlook
We have demonstrated a reprogrammable photonic integrated circuit and char-
acterization protocols capable of implementing unitary transforms with high fidelity.
The reconfigurability was leveraged to program all aspects of a concatenated code
superchannel. The first demonstration takes the form of a stationary channel entirely
on chip. The next step implements dynamic phase front correction over a fiber-guided
channel, emulating realistic chip-to-chip communication.
Experimental Improvements
We observed significant deviation from the identity transition matrix implemented
by an ideal channel. To mitigate these effects, the thermal phase shifter calibration
presented in sections 3.2.1 and 3.2.2 will be repeated with the sweeps programmed
using the voltage crosstalk corrected values determined according to either the linear
or polynomial protocol in section 3.2.4. Additional investigation will also be carried
out as to whether the polynomial crosstalk model is more effective in eliminating
voltage crosstalk and improving system fidelity.
For these preliminary demonstrations, a 4-spatial-mode channel was chosen. This
is due to characterization limitations imposed by the geometry of the MZI configura-
tion on the chip. In particular, to characterize the phases of a unitary transform, all
the inputs of the unitary circuit fall within the light cone of at least one input mode.
In this case, one would need 12 routing layers to characterize the phases of a U(8)
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transformation. However, the current PNP only contains 11 layers, so the maximum
unitary size that can be implemented and characterized is U(7). One can, in princi-
ple, construct an extra layer to characterize a U(8) unitary transform on the current
chip by installing an external beam splitter fed with one input mode and routed at
the output to two consecutive chip input modes.
Channel Considerations
For the majority of this thesis, we have been considering a channel consisting of
a BPSK transmitter and a Green Machine receiver. However, upon improvements
on system stability that enable more effective real-time phase front correction, one
can, in principle, tune the phases of the receiver to "learn" the codeset that is being
applied at the transmitter. To do this, the real-time optimization will have to use
the mutual information as the objective function we seek to maximize over a set of
phase knobs. This scheme would implement an optimal receiver for any given unitary
transmitter and channel, even if they are varying on a time scale that is longer than
the time of the optimization.
In addition, the demonstrations presented in Chapter 4 do not consider the erasure
case. With better loss characterization for strong light characterization, eventually
running the channel with low mean photon number, n, and detecting with supercon-
ducting nanowire single-photon detectors (SNSPDs), one would have a much more
complete set of information about the superchannel. We can then approach Holevo-
limited channel capacity and superadditivity of channel capacity in the low photon
regime by combining the enhanced superchannel with state-of-the-art turbo codes or
Reed-Solomon codes [14, 341.
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