A statistical method was developed to extract baseline levels of ground level ozone in Canada and the US, and to quantify the temporal changes of baseline ozone levels on annual, seasonal, diurnal and decadal scales for the period 1997 to 2006 based on ground-level observations from 97 non-urban monitoring sites. Baseline ozone is defined here as ozone measured at a given site in the absence of strong local influences. The quantification of baseline levels involved using a Principal Component Analyses (PCA) to derive groups of commonly-varying sites in contiguous regions by season, followed by using backward air parcel trajectories to systematically select ozone mixing ratios associated with the baseline condition in each of the PCA-derived regions. Decadal trends were estimated by season for each of the regions using a generalized linear mixed model (GLMM).
Introduction
Tropospheric ozone is an important atmospheric species. It constitutes a major component of photochemical smog and has serious health effects on humans (Burnett et al., 1996) and vegetation (Karlsson et al., 2009) . The associated costs of health care and damage to vegetation has been estimated at billions of dollars annually in Canada alone (Canada, 2007) . Ozone also regulates atmospheric oxidation potential through the control of hydroxyl radicals (OH) with OH being the dominant cleansing chemical in the atmosphere, annually removing gigatons of reactive trace gases including greenhouse gases (GHGs) (Ehhalt, 1999; Prinn, 2003) .
The Intergovernmental Panel on Climate Change (IPCC, 2001 (IPCC, , 2007 indicates that tropospheric ozone is the third most important anthropogenic GHG, following CO 2 and CH 4 . As the global temperature continues to rise, more favourable conditions for ozone formation will occur, e.g., through increased isoprene availability and soil-NO x emissions (Zeng et al., 2008) and wildfires (Jaffe et al., 2008) . Since tropospheric ozone is expected to have a direct positive radiative forcing on climate (Ramaswamy et al., 2001) , this possible feedback mechanism may warm the earth's atmosphere further in the future. However, it remains unclear whether tropospheric ozone levels will indeed increase or decrease in a warmer climate since increased water vapor can Published by Copernicus Publications on behalf of the European Geosciences Union. 8630 E. Chan and R. J. Vet: Baseline levels and trends of ground level ozone shorten the atmospheric lifetime of ozone (Johnson et al., 1999; Gauss et al., 2006; Stevenson et al., 2006; Wild, 2007; The Royal Society, 2008) . Modeling studies have shown that there is a strong inter-relationship between tropospheric ozone, CH 4 , climate and regional air quality (West et al., 2007; Fiore et al., 2008) . Therefore, a comprehensive data analysis and the quantification through observations of different ozone levels and temporal variations within the troposphere are needed in current atmospheric research. It should be noted at this point that ground-level ozone is considered in this study to extend from 0-10 m above ground level while tropospheric ozone is considered to extend from ground level to 10-20 km above ground.
The term background is often used in atmospheric science to describe mixing ratios at clean, remote sites (Altshuller, 1987; Altshuller and Lefohn, 1996; Lin et al., 2000; Lefohn et al., 2001; Jaffe et al., 2003; Vingarzan, 2004; Oltmans et al., 2008) . However, for relatively well-mixed secondary pollutants such as ozone, all sites in the northern hemisphere are influenced in some way and at some time by anthropogenic emissions, which makes the use of this term ambiguous. The term baseline is used here to describe ozone mixing ratios in air masses that have not been affected by local anthropogenic precursor emissions. Various methods are used to define, diagnose and estimate baseline conditions, but these are not straightforward since measurements at a particular location can include contributions from local anthropogenic and natural precursor emissions, distant natural emissions, and distant anthropogenic emissions. The latter three components, as a function of upwind emission region, are included in the definition of baseline in this paper. Since baseline ozone is not directly observable, all observation-based research on the topic, including this study, use measurement data to estimate baseline levels and how they have been changing. In contrast, the term global or hemispheric background is terminology used in modelling that estimates the atmospheric mixing ratio or concentration of a pollutant due to natural sources only (TF HTAP, 2010) . The term background was used in Fiore et al. (2003) who quantified it for the US using a chemical transport model as the combination of naturally and anthropogenically produced ozone from outside of the US, plus naturally formed ozone within the US. Similarly, the US Environmental Protection Agency (EPA, 2006) uses the term Policy Relevant Background (PRB) as those ozone levels that would exist in the absence of North American emissions. Quantifying this type of background is clearly impossible using observations due to the fact that North American emissions cannot be completely turned off in order to make direct atmospheric measurements. However, it remains that estimating baseline levels is complicated by the fact that this unobserved, derived entity varies substantially depending on meteorology, geographic area, elevation, season, and averaging time (Altshuller and Lefohn, 1996) .
Quantitative estimates of baseline ozone mixing ratios in the planetary boundary layer (PBL) in the US have been made from observations (Altshuller and Lefohn, 1996; Lin et al., 2000; Lefohn et al., 2001 ) and global chemical transport models (GEOS-Chem) (Fiore et al., 2003; . Trends in baseline ozone have also been published with various papers showing significantly increasing baseline ozone in the Northern Hemisphere (Jaffe et al., 2007; Ordóñez et al., 2007; Derwent et al., 2007; Jenkin 2008; Tanimoto 2009; Parrish et al., 2009; Cooper et al., 2010) and other papers showing varying changes, i.e., positive at some locations, not significant at others (Oltmans et al., 2006 (Oltmans et al., , 2008 . Derwent et al. (2003) used a photochemical trajectory model to describe regional-scale ozone levels and trends using the worst case meteorological situation and commented on the potential confounding influence of a changing global ozone baseline on determining the impact of domestic precursor emissions. In Chan (2009), a multiple-site ensemble time series modelling technique was applied to characterize a decadal change in the ozone mixing ratios. This was done using different averaging metrics for the period 1997 to 2006 for many regions in Canada and the US. The evidence from that particular study showed significant decreasing trends in southeastern Canada and the eastern US but increasing trends in coastal regions. However, no data screening was done to determine ozone mixing ratios associated solely with the baseline air. That is the subject of this paper.
In this study, a new method is introduced whereby baseline ozone data are defined by the subset of measured data that corresponds to a baseline air trajectory cluster (one of six possible clusters) associated with the lowest MaySeptember 95th percentile of ozone (i.e., the least amount of regional/local photochemically-formed ozone). The robustness of the decadal baseline ozone trend analysis in this paper is strengthened by employing an ensemble site approach to the time series modelling (Chan, 2009 ). The same statistical technique is applied throughout this paper to provide statistical consistency between the trend estimates of the various regions. What is different from Chan (2009) is that the decadal trends for the baseline conditions for various regions are estimated for the four seasons separately. This study provides a comprehensive analysis of baseline ozone variations in different chemical regimes/regions -for the first time covering Canada and the US to complement work published on the west coast of the US (Jaffe et al., 2007; Oltmans et al., 2008; Parrish et al., 2009 ).
Data sources
The ground level non-urban ozone mixing ratio data for the period 1997 to 2006 used in this study were obtained from the Canadian Air and Precipitation Monitoring Network (CAPMoN), http://www.msc-smc.ec.gc.ca/natchem/, the Canadian National Air Pollution Surveillance Network (NAPS), http://www. In the CAPMoN network, the sites are located in rural or remote areas and are considered to be regionally representative. In the NAPS network, only the few sites located in rural locations were used, although, in general, they may have been more influenced by pollution from upwind urban areas than the sites in CAPMoN and CASTNET. Similar to CAPMoN, the CASTNET sites are rural in nature. Six-hour averages of hourly ozone mixing ratios at the measurement sites were used for the investigation of seasonal (intra-annual) variations. To avoid the influence of the nocturnal boundary layer and the effects of local precursor emissions, as well as nighttime scavenging and dry deposition, daytime averages (12:00-18:00 local standard time (LST)) were used for studying the decadal baseline ozone trends, i.e., during the time when the PBL is fully developed and the air is expected to be well-mixed. Only sites with 75% or more data capture for every season for both ozone and temperature were used.
Three-day air parcel (single-particle) backward trajectories produced by the Canadian Meteorological Centre (CMC) were used to sort/subset the six-hour-average ozone mixing ratios for this analysis. The trajectory calculations were made at the 925 hPa level for sites located below 1000 metres above sea level. For sites >1000 m a.s.l., the calculations were made at 500 m above site elevation. This was done to minimize the influence of surface effects and to ensure that the trajectories were regionally representative. The CMC trajectories (D'Amours and Pagé, 2001 ) are driven by 3-dimensional analyzed wind fields with 100 km horizontal resolution calculated by the Canadian Meteorological Centre's Global Environmental Multiscale (GEM) model (Côté et al., 2007) for the study period. The trajectory calculations are not based on isentropic or isobaric assumptions. Trajectories were calculated for arrival times at the measurement sites of 00:00, 06:00, 12:00, and 18:00 UTC every day.
Statistical methods
A number of statistical methods were used in sequence to establish the baseline ozone levels and trends. They are described as follows.
Seasonal principal component analysis
Principal Component Analysis (PCA) (SAS/STAT, 1990) was done to group the ozone measurement sites and thereby form specific geographic regions for the baseline ozone trend analysis that follows. The objective here was to use PCA to maximize the total variance that could be accounted for by as few physically-meaningful regions as possible (Chan, 2009) . PCA is a dimensionality reduction technique that makes no attempt to form regions with equal numbers of sites. The regional groupings were formed using a correlation matrix calculated from the six-hour-average ozone mixing ratios from the 97 non-urban CAPMoN, NAPS, CASTNET and NPS sites for the period 1997-2006 during the months of March-April-May (MAM), June-July-August (JJA), September-October-November (SON) and DecemberJanuary-February (DJF) separately. Similar to Eder et al. (1993) , a varimax orthogonal rotation was used in this study. Seventy-five percent was the minimum total variance that had to be accounted for by the number of underlying principal components in each season.
Backward air parcel trajectory clustering
A k-means clustering technique (Dorling et al., 1992 ) based on Euclidean distance was used to sort the three-day air parcel backward trajectories from 1997 through 2006 into six trajectory clusters for each site. The method of determining the number of clusters (6) was the same as that used in Dorling et al. (1992) . A graph was plotted for the total root mean square deviation (TRMSD) of all individual clusters from their cluster mean vector against the number of clusters retained. A jump in the TRMSD plot (not shown) at seven clusters indicated that six was the optimal number of clusters that should be used. Six clusters were found to be common to most sites and were therefore used throughout this study. In this context, trajectory clusters were considered to characterize the 10-year air flow climatology affecting the measurement sites.
As mentioned above, the trajectory clusters at each site were created from the k-means clustering of the horizontal (i.e., latitude and longitude) displacement of 3-day backward trajectories. One could question why the vertical displacement (i.e., height) of the air parcel trajectories was not used as a third determining factor in the clustering analysis and why three-day trajectories were selected over other periods. The vertical displacement was not included because: (1) horizontal displacement provides a much stronger deterministic factor than vertical displacement since the former varies over hundreds of kilometers while the latter varies over only tens of kilometers (and usually less), (2) the horizontal displacement captures the spatial distribution of the precursor emission sources more so than does the vertical displacement, and (3) the addition of the vertical displacement to the horizontal displacement would create many more trajectory clusters which means that the baseline clusters and their mixing levels would be difficult to define. Three-day back trajectories were chosen because they typically extend beyond the PCAderived regions and they represent the typical period between frontal passages, which are responsible for major wind direction changes and for restarting the accumulation of ozone in the boundary layer.
After every three-day trajectory at a site was assigned to one of six trajectory clusters, its associated six-hour average ozone mixing ratio was then assigned to its appropriate trajectory cluster and the 95th percentile ozone mixing ratio for May to September was calculated for each cluster. The baseline trajectory cluster was chosen for each site as the one having the lowest 95th percentile ozone mixing ratio of the six clusters. This cluster was assumed to represent baseline air flow with the least influence of regional and local-scale photochemically-produced ozone (which generally contribute to peak levels in the summer). The 95th percentile value was chosen because, for remote locations, it is thought to be predominately associated with long-range transport, while lower percentile values (such as the median or 75th percentile) are affected by dry deposition and NO scavenging which serve to reduce the ozone mixing ratios. To provide contrast and context to the baseline results, the trajectory cluster associated with the highest 95th percentile at each site was selected and identified as the most polluted data set. The most polluted data and the associated air masses can be viewed as an analogy to the worst case meteorology (Derwent et al., 2003) .
Seasonal and diurnal cycles
LOcally WEighted Scatter plot Smoothing (LOWESS) (Cleveland et al., 1988; SAS/STAT, 1990 ) was used to display the seasonal and diurnal cycles at each site in each PCAderived region using the JJA groupings. The smoothing parameter was chosen such that the periodicities of the temporal variations were between a month and a year for the seasonal cycles, and less than 24 hours for the diurnal cycles.
Regional decadal baseline ozone trends for different seasons
A generalized linear mixed model (GLMM) (SAS/STAT, 2006), which serves as a multiple site ensemble technique, was used to discern a decadal ozone trend for each PCAderived region as a whole. The multiple site approach was used to increase the amount of data and thereby increase the robustness of the decadal baseline ozone trend estimates. No interpolation was done to fill the missing data gaps as this was not necessary using GLMM (Littell et al., 2006) , which is one of the important advantages of GLMM. The details of the time series model have been previously described in Chan (2009) ; here, however, the model was run for each season separately.
In this time series model, the effects of inter-and intraannual variations due to warmer versus colder weather were accounted for by using the daily maximum 1-hr temperature as the covariate. The model also contained a one-day autoregressive term. The physical meaning behind the choice of one-day autoregression is that it represents the short-term day-to-day temporal correlations due to very similar meteorological conditions from one day to the next. Sine and cosine terms with three-to five-year periodicities were used to model the decadal trend component instead of a polynomial, which is often used. This was done to avoid collinearity with the linear slope term with respect to time. Neither oneyear nor six-month harmonic terms were included because the regional trend analyses were done for different seasons separately.
Baseline ozone mixing ratio levels and seasonal and diurnal variations
The method developed in this study uses the knowledge of ozone temporal behavior in response to regional photochemistry in combination with trajectory clustering to objectively select the baseline and most polluted clusters for each site. Again, the most-polluted clusters are included here as a basis for contrasting the results of the baseline clusters. Seasonal baseline ozone levels and temporal variations were calculated by fitting a one-year harmonic cycle to all six-houraverage data associated with the baseline clusters for seven regions, namely: 1) Coastal Eastern Canada, 2) Continental Eastern Canada, 3) Coastal Western Canada, 4) Continental Western Canada, 5) Continental Western US, 6) Continental Eastern US and 7) Coastal Western US/Interior California. Similarly, the diurnal baseline ozone levels and variations were estimated by fitting a 24-h cycle to all the hourly data associated with the baseline air clusters for the different seasons for the seven regions.
Results and discussion

Seasonal principal component analysis
The varimax orthogonal rotation identified 13, 14, 11, and 8 individual PCA-derived regions for the MAM, JJA, SON, and DJF seasons, respectively. The PCA-derived regions (or principal components) were ordered by the percentage of the total variance explained from the largest to the smallest. Sites that were grouped together had the largest PCA loadings associated with that particular region (principal component). Figure 1 shows, for the four seasons, the different PCA-derived regions of measurement sites with the same symbols. In general, from season to season the same regions exist with the exception of winter, for which there were fewer regions (indicating more spatial homogeneity than the other seasons). Figure 2 shows, for each season, the 10-yearaverage three-day backward trajectory at each site. It can be seen that these average trajectories (averaged from all trajectories, not just the baseline trajectories) at all sites within a given region have similar average flow directions. This implies that the precursor emission sources in the upwind direction are, on average, similar for most sites in each region.
Backward air parcel trajectory clustering
One site, Egbert (44 • 13 57 N, 79 • 46 53 W), Ontario, Canada, was selected to illustrate the use of trajectory clustering to classify the ozone mixing ratio data. First, six trajectory clusters were established ( Fig. 3a ) for this and every site. Then, each six-hour average ozone mixing ratio was assigned to its associated trajectory and binned into its appropriate trajectory cluster. In Fig. 3a , the cluster number (C1 to C6) is shown at the top left of each cluster panel and the relative transport frequencies (in percentages for different seasons), are shown at the bottom left corner. For example, C1 represents the cluster of southwesterly flow trajectories and contains a total of 2471 (17%) trajectories throughout the period 1997-2006. Comparing across the six clusters for the same season, the transport frequencies attributed to this cluster are 15%, 17%, 20%, and 16% during spring (MAM), summer (JJA), fall (SON), and winter (DJF), respectively. Figure 3b shows a monthly box-and-whisker plot of the sixhour-average ozone mixing ratios (ppb) associated with the six clusters. The May-September 95th percentiles for the southwesterly flow (C1) and northerly flow (C6) are shown as the red and yellow horizontal bars, respectively. In this case, C6 was selected as the baseline cluster for this site be- cause its May-September 95th percentile mixing ratio was the lowest (yellow bar) of the six clusters. The choice of C6 as the baseline cluster is further validated by the fact that: (1) a summer maximum, which is typically attributed to withinregion or local photochemically-produced ozone, does not exist. and (2) the 5th percentile (lower whisker) value is the highest of the six clusters in the winter, suggesting that it is representative of baseline conditions because the ozone mixing ratios do not show evidence of the destruction (i.e., NO titration) typical of clusters influenced by western and southern NO x emission areas. Monthly 95% multiple Bonferroni test results are shown at the top of Fig. 3b ; the Bonferroni test is a conservative test used to control family-wise testing error. The clusters are ordered from highest (top) to lowest (bottom) based on the magnitude of the monthly mean mixing ratios associated each cluster. Vertical bars that overlap the different clusters indicate that there is no evidence of significant statistical differences between those clusters; alternatively, clusters not joined by vertical bars are considered to be significantly different. For example, the baseline cluster, C6, which represents predominantly northerly flow, has the lowest monthly mean ozone mixing ratios during the summer months of JJA but is not significantly different from the C4 mean in most of the other months except October and November, where C4 is a shorter transport cluster that has more northerly and easterly components than C6. The Bonferroni testing therefore clarifies that the baseline mixing ratios are not significantly different from the C4 mixing ratios in most months of the year, thereby giving further credibility to the fact that predominantly north and northwesterly flow is little influenced by within-region and local precursor emissions. In contrast, the most polluted cluster, C1, is often associated with the highest monthly mean ozone mixing ratios during Trajectory clusters are shown as probability density plots whereby the blue-to-red colors in the grid squares represent the relative frequency with which trajectories passed over the grid squares (calculated as the number of trajectories in the cluster passing over a grid square divided by the total number of trajectories passing over all grid squares in all clusters). Shown only are the grid cells with probability greater than 0.02. Those grid cells with probability greater than or equal to 0.8 are shown with the same color. (b): Monthly box-and-whisker plot of the six-hour-average ozone mixing ratios (ppb) associated with the trajectory clusters in Fig. 3a . The endpoint of the upper whisker, upper edge, dot inside, line inside, lower edge of the box and endpoint of the lower whisker show the 95th, 75th, mean, median, 25th and 5th percentiles, respectively.
May through October and the means are always significantly different from the other clusters in the warm months. Figure 4a and b show the baseline and most polluted air parcel trajectory clusters for the most statistically representative site in each cluster/region, i.e., the site with the largest communality value associated with the respective principal component for the JJA months. Note that the larger the communality of a site in the principal component, the better the site is explained by the respective principal component and thus, the more representative it is of the region. In Fig. 4b , the trajectory clusters shown are the ones associated with the highest May-September 95th percentile ozone mixing ratios of the six clusters at each site. These clusters represent the most polluted air flows affecting the sites and have been included to provide a contrast to the baseline air flows shown in Fig. 4a . It is important to emphasize here that the statistics used to select the baseline trajectory clusters were based on May to September ozone data while the trajectory clusters themselves were produced from data from all months in the 1997 to 2006 time period.
Generally, baseline air clusters (Fig. 4a ) at non-coastal sites are associated with trajectories originating in high altitude (altitude statistics not shown) over adjacent low precursor emission areas, whereas for coastal sites, they are associated with oceanic (Pacific or Atlantic) flows. For the most part, the baseline air trajectory clusters traverse areas with minimal regional anthropogenic precursor sources (see the population density map shown in the centre of Fig. 4a ). Although less important for the non-urban sites, it is important to note that the baseline value estimated may still be affected by ozone removal processes such as NO scavenging. In addition, dry deposition by vegetation may play an important role at non-urban sites. The methods used in this paper have made no attempt to remove the effects caused by these two processes. However, the existence of such removal processes was evaluated by selecting the most polluted air clusters as discussed later in this section. The transport frequency statistics of the baseline air clusters are shown in the lower left corner of the trajectory probability density panels. The statistics show that the baseline clusters tend to have the highest frequency of annual trajectories in the winter (DJF) and spring (MAM) months when baseline air is typically being transported at higher altitude and over longer distance in the northern mid-latitudes (Wang et al., 2003) . Figure 4b presents the most polluted clusters for the same 14 representative sites, one in each region. In this most polluted set of clusters, the transport distance is shorter and closer to the surface (not shown). With the exception of the regions characterized by mountainous terrain, the average transport height of the baseline set of clusters is consistently about one km higher than the most polluted set of clusters. As well, the transport frequency statistics of the most polluted clusters at most sites show the opposite temporal character to the baseline air clusters in that the most polluted clusters have relatively more frequent air flows during the summer (JJA) and fall (SON) months when photochemistry is at its maximum.
Seasonal variations of baseline mixing ratios
Many studies in the past have discussed the seasonal variations of ground level ozone. Typical for ozone in the Northern Hemisphere is a springtime maximum (Simmonds et al., Monks, 2000) , formed partly from enhanced photochemistry in the springtime after a wintertime accumulation of air pollutants (Penkett and Brice, 1986 ) and partly from a downward flux of stratospheric ozone (Daniesen and Mohnen, 1977; Viezee et al., 1983) . A second major temporal characteristic is a summertime maximum that occurs in regions strongly affected by the photochemical production of ozone due to precursor emissions (Singh et al., 1978; Logan, 1985) .
To investigate whether these characteristics occur at the sites in this study, the seasonal variations of ozone associated with the baseline and the most polluted clusters for all sites are shown in Fig. 5a and b. The JJA set of site groupings was used because it had the most regions and thereby revealed the spatial homogeneity of the baseline ozone seasonality. With reference to the baseline air clusters in Fig. 5a ., the high springtime ozone peak and the absence of high summertime values in all regions except PC2, PC3 and PC4 suggest the lack of strong local/regional photochemical ozone production (Goldstein et al., 2004) , and also suggests the strong influence of long-range transport to the site with air descending either from the Pacific, Arctic or Atlantic Oceans and, in some cases, northern continental Canada (as shown earlier). In contrast, the influence of within-region, precursorinduced photochemistry in the US appears to be strong in regions PC2, PC3 and PC4 (eastern, southeastern and Midwest US regions) because of the presence of high summertime values. Not surprisingly, this suggests that even for these non-urban sites, the baseline mixing ratios are affected by within-region and/or local photochemistry for those regions located very close to high density precursor sources and/or where the frequency of subsidence inversions is high (Fiore et al., 2002 (Fiore et al., , 2003 . In addition, because of the similarity of the within-region seasonal profiles and the narrow range of between-site variability over such large spatial scales, the method developed here provides confidence that the selection of the baseline air is consistent with the minimal existence of any regional-scale photochemical influence in the less populated and less industrialized regions. It should be noted that in some areas, although the regional-scale influence is small or non-existent, the influence of surface deposition is likely present in each trajectory cluster at each site. In Fig. 5a , the difference in ozone mixing ratios between different regions clearly demonstrates that no uniform baseline exists, and the unavoidable influence of surface deposition clearly implies that the measured ozone at any surface site cannot represent a totally unperturbed baseline without careful selection to avoid depositional effects. It should be pointed out that this paper does not attempt to separately analyze the possible effects of ozone accumulation due to subsidence or to remove any depositional effects.
In contrast to the foregoing, the seasonal variations associated with the most polluted air trajectory clusters (Fig. 5b) show that most of the measurement sites are affected by the higher than-baseline spring maximum and the broad higher summer maximum, both of which are typically associated with the photochemical oxidation of ozone precursors in areas associated with high precursor emission sources. The relatively wide range of the inter-percentile bars (the monthly 5th to 95th percentiles of all sites within the PCA-derived region) shown in Fig. 5b, compared to Fig. 5a , indicates that more within-region and/or local processes have affected the ozone mixing ratios.
At many of the western sites, there is little statistical difference in the seasonal cycles of the trajectory clusters. In these cases, one might consider that more than one trajectory cluster at a given site is representative of baseline ozone levels. However, deciding which of the trajectory clusters would be reasonably representative of baseline levels at each site for each month would be difficult and confounding. One potential method would be to carry out a Bonferonni analysis at every site for every month to determine which of the clusters were not significantly different from each other (see Fig. 3b for the Bonferonni results at the Egbert, Canada site). Following this, the baseline ozone data from the non-differing clusters could be combined into a single baseline data set for each multiple-site region. While this could have been done, it was not because it was felt that the results would have been too confounding to understand and explain, e.g., every PCAderived region would have had baseline levels, cycles and trends derived from different trajectory clusters selected for each month at each site. Instead, the method chosen here provides a clear, practical and well defined concept of baseline ozone and its levels, cycles and trends. The foregoing situation at western sites does not apply to sites in the Eastern Continental US (i.e., PC2, PC3 and PC4) where the seasonal cycles and levels differ for the different trajectory clusters and, in doing so, clearly reflect the influence of strong and/or numerous local and within-region precursor sources. Thus, with the exception of these 3 regions, the baseline ozone levels in Canada and the US for the most part are indicative of extra-regional precursor source influences, both natural and anthropogenic. .
Baseline ozone levels (annual and seasonal)
Annual and seasonal average (±1 standard deviation) baseline ozone levels are tabulated in Table 1 and shown as seasonal cycles in Fig. 6 -For each of the 7 geographical regions, the baseline 6-h average values from all sites were combined into a multiple site, 10-year baseline data set (illustrated by the green dots in Fig. 6 );
-a baseline ozone seasonal curve was calculated for each region by using a least-squared fit with a one-year cycle (red curve in Fig. 6 ). The resultant seasonal curves shown in Fig. 6 allowed the seasonal patterns of the different regions to be compared;
-the 10-year annual and seasonal average baseline mixing ratios (±1 standard deviation) were calculated from the baseline data sets in each geographical region (Table 1).
Based on Table 1 , the 10-year annual average (±1 standard deviation) baseline ozone mixing ratio in Continental Eastern Canada for 1997-2006 was 30±9 ppb and the seasonal average values ranged from a high of 37±7 ppb in the springtime to a low of 24±7 ppb in the fall. Similar levels were found in the Continental Eastern US, where the annual average was 30±10 ppb and the seasonal averages varied from a high of 37±9 in the spring to a low of 25±9 ppb in the fall, as well as in Continental Western Canada, with an annual average of 28±10 and seasonal highs and lows of 36±8 in spring and 21±7 in the fall. In comparison, Coastal Western Canada had the lowest annual and seasonal averages of all 7 geographical areas with values of 19±10, 25±11 and 15±8, respectively.
It is useful to point out that the baseline averages mentioned above for Coastal Western Canada are considerably lower than the inflow Marine Boundary Layer (MBL) averages (38.6±1. -different sites: the four sites of Coastal Western Canada differ from the Olympic National Park site used by Parrish et al. (2009) in that they are affected by complex meteorological, orographic, transport and emission influences in the region. As such, the Coastal Western Canada region is strongly influenced by complex landsea meteorology in the Straits of Georgia and Juan de Fuca (Brook et al., 2004; McLaren et al., 2010) , flowaltering orographic and wake effects of Vancouver island and the Coastal Mountains, (Brook et al., 2004) and the occasional accumulation, transport and processing of precursor emissions (leading to the titration of ozone by NO) from the Greater Vancouver Area, the west coast of Washington State, and nearby ship traffic (Hayden et al., 2004; Brook et al., 2004; McLaren et al., 2010) . In light of these factors, the abovementioned differences in the baseline averages reported herein and in Parrish et al. (2009) are not unexpected and strongly emphasize the importance of carefully defining and understanding the meaning of the term baseline in this study.
The Coastal Western US and Continental Western US regions had considerably higher baseline levels than the other regions, with annual averages of 39±10 ppb and 46±7 ppb, respectively. In Parrish et al. (2009) , during the spring 2002 period of the ITCT 2K2 study at Trinidad Head, a marine boundary layer (MBL) site on the northern California coast, the average results of three tracer criteria used in their study designed to isolate marine air yielded average marine ozone mixing ratios of 42.0 ppb with a standard deviation of 4.4 ppb. This value falls within the range estimated in this 10-year multiple-site study for the Coastal Western US region with 44±10 ppb during the spring (MAM). The high values of the Coastal Western US baseline averages compared to those of Coastal Western Canada (elevations ranging from 81 to 178 m a.s.l.) are likely due to the relatively high elevations of two of the sites, i.e., Lassen Volcanic NP (1756 m a.s.l.) and Yosemite NP (1605 m a.s.l.). The high averages (and small standard deviations) of the Continental Western US (annual=46±7, spring=51±6, fall=41±5) are likely due to the high elevation of the sites, thereby sampling the free troposphere with potentially substantial stratospheric ozone inputs.
In general, the seasonal baseline averages in Eastern and Western Canada are lower than those in the Western US during the photochemically-active seasons of spring (MAM), summer (JJA) and fall (SON). As well, in the coastal regions of both countries, the baseline values are generally lower than in the continental regions, regardless of the season. For JJA, the Canadian regions: PC1 (southern Quebec/northeastern US), PC5 (northern Atlantic Canada), PC6 (southern Ontario), PC8 (Prairie Provinces), PC10 (northern Pacific) and PC11 (western Ontario), have similar seasonal levels and ranges with no presence of the summer maximum that is typically associated with regional photochemicallyproduced ozone. Figure 6 illustrates, in addition to the aforementioned seasonal cycle of baseline data (red curve), the seasonal variability of the 6-h baseline mixing ratios (green dots) relative to the full set of data (black dots) for the six geographical regions. It is apparent from the plots that the baseline 6-h values varied considerably when combined over multiple sites and multiple years, but less so than the full data set. These plots show the distribution of the baseline data relative to the overall data set for each region. Of particular note is the fact that the baseline data set, in spite of representing air that traveled over relatively low anthropogenic precursor emission areas, is quite variable and ranged from <5 ppb to as much as 70 ppb in the Coastal and Continental Western US regions in the spring and summer seasons. This emphasizes the point that baseline levels are highly variable because they are affected by inflow of ozone, tropospheric production and/or stratospheric ozone downward mixing (Daniesen and Mohnen, 1977; Viezee et al., 1983; Hocking et al., 2007) to a region plus within-region effects including ozone production from precursor emissions.
Baseline ozone trends
The decadal (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) baseline ozone trends of daytime (12:00-18:00 LST) average ozone mixing ratios were estimated using the GLMM technique for the four seasons and for all PCA-derived regions. The results are tabulated in Table 2 for trends that are statistically significant at the p<0.05 level and for all trend results shown graphically in Fig. 7a and b (for the baseline air and most polluted air, respectively). Regional decadal trends of daytime (12:00-18:00 LST) average ozone mixing ratios associated with the baseline air, modelled by GLMM for different seasons. Regions have been previously defined by rotated PCA for different seasons. Significant trends at the 0.05 level are shown with a black regional boundary. The boundaries were determined by joining the outermost site locations from each region. No evidence of statistical significance is shown with a white boundary. The baseline air is defined as the air parcel trajectories associated with the lowest May-September 95th percentile ozone mixing ratios at a given site. (b): Regional decadal trends of daytime (12:00-18:00 LST) average ozone mixing ratios associated with the most polluted air, modelled by GLMM for different seasons. The most polluted air is defined as the air parcel trajectories associated with the highest May-September 95th percentile ozone mixing ratios at a given site.
For comparison purposes, Table 3 provides a summary of baseline ozone trends from three recently published papers on ozone trends of inflow air at sites in the Pacific coastal areas of North America (Jaffe et al., 2007; Oltmans et al., 2008; Parrish et al., 2009) . Since these three studies used single site trend analyses, it is worth pointing out that the multi-site modelling used herein allows conclusions to be drawn on a regional basis using larger data sets. The authors of the aforementioned three papers report increasing trends, which are in general agreement with this paper although the magnitude of the multi-site trend in that area was greater using the multisite approach than in the three single site studies. However, the time periods and sites selected were different in these 4 studies, making a direct quantitative comparison impossible.
It is important to note here that the direction of the decadal baseline ozone trends in Table 2 is more robust than the magnitude of the trends. This is because the estimated magnitude depends on many factors including: (1) the statistical method chosen, (2) the model formulation, (3) the representativeness and power of the rather small number of data in the baseline trajectory clusters (i.e., comprising only 4 to 25% of the total data set from Fig. 5a ), (4) the data period, and (5) the fact that the magnitude of the decadal trend is generally much smaller (less than one ppb per year) than the other shorter time-scale trends in the data (tens of ppb from day to day). In light of the relatively small amounts of data associated with the baseline clusters, the multiple-site GLMM technique has the advantage compared to other techniques of higher levels of robustness and statistical power from the larger data set. The GLMM time series model and statistical details can be found in Chan (2009) .
As mentioned earlier, temperature effects were accounted for in the results shown in Table 2 and Fig. 7 by using daily 1-hr maximum observations as the covariate in the time series model. In some regions, the temperature adjustment resulted in a reversal of trend directions but neither the unadjusted nor adjusted trends were statistically significant in those cases. In general, the temperature adjustment tended to reduce the magnitude of the summer (JJA) trends only, with no systematic reduction or increase in the other seasons. This suggests that the temperature trend varied in the same direction as the ozone trend during the most photochemically active months. In fact, a strong correlation between temperature and ozone during the warm season (May-September) in North America has already been shown by Chan (2009) . It is therefore, important that the temperature effects be removed in the ozone variations in the summer, but not necessarily in the other seasons. It is important to note, however, that the correlation between observed ozone and local temperature during the warm season implies that the observed ozone must be affected by local/regional influences, even at these remote non-urban sites.
The results of the long-term trend analyses are not straightforward because the regions and the direction of the trends vary from season to season. The major results can be summarized as follows: -In the Pacific coastal regions of southwestern British Columbia (Canada) and California (US), the decadal trends increased in all seasons except in the fall (SON) in California. The trends were statistically significant in British Columbia in all seasons except in the fall, but were not significant in California in any of the seasons.
-In the Atlantic coastal zone, (encompassing southern New Brunswick and southern Nova Scotia in Canada and northeast Maine in the US), the trends were positive (but significantly so only in the spring), except in the winter when the trend was negative (but not significant). Hence, the only significant trend detected was an upward trend in the spring.
-The eastern part of Canada and the US (i.e., east of Lake Superior in Canada and east of the Mississippi River in the US) showed negative trends in all regions in all seasons, with three exceptions: (1) insignificant positive trends in Atlantic Canada/northeast Maine in the summer, fall and winter (discussed above), (2) a significant positive trend in winter (DJF) at sites in the US Midwest (Ohio, Indiana and Illinois), and (3) significant positive trends at all sites in Quebec (Canada) and one site in Vermont (US) during the summertime.
-At all sites in central/western Canada and the US, the trends tended to be negative in the spring and fall but positive in the summer and winter. The density of the sites in the central and western regions is very low which means that the regional representativeness of the data was considerably lower than for the regions in the east.
Although the individual regional baseline trends are difficult to interpret, collectively they exhibit similar tendencies over large areas of North America. For example, the Pacific and Atlantic coastal regions of Canada and the US generally exhibit positive trends. This is consistent with previous studies at remote and/or free troposphere sites that have documented increasing trends in overall mixing ratios, particularly in the winter and spring months, over the last two decades (Jaffe et al., 2003 (Jaffe et al., , 2007 Lelieveld et al., 2004; Jonson et al., 2006; Oltmans et al., 2006; Derwent et al., 2007; Tanimoto et al., 2009; Parrish et al., 2009; Cooper et al., 2010) . Alternatively, the continental regions of central/western Canada and the US (except PC2, PC3 and PC4) tend to exhibit negative trends in the spring and fall and positive trends in the summer and winter.
A number of mechanisms leading to the increase in baseline levels have been suggested in the literature. Stohl et al. (2002) , Cooper et al. (2005) and Owen et al. (2006) have shown that ground-level ozone can be lifted above the PBL where it can travel to other countries and continents in the northern mid-latitudes, thereby contributing to the baseline levels and trends of the other countries. Consistent with this, Cooper et al. (2010) have shown that, in western North America during the springtime, the rate of increase of the ozone mixing ratio in the free troposphere is greatest when the measurements are more heavily influenced by direct transport from Asia. For Europe, Ordóñez et al. (2007) present evidence to suggest, at least at high altitudes (3000-3500 m a.s.l.), that the positive trends in baseline ozone in winter-spring during the 1990s were likely due to higher levels of lower stratospheric ozone induced by the recovery of the ozone layer. This differs from western North America where Cooper et al. (2010) saw no evidence of changes in ozone levels in the lower stratosphere or changes in the frequency of stratospheric intrusions into the troposphere within their study region. Model studies by Li et al. (2002) and Derwent et al. (2004) indicate that increases in Asian precursor emissions alone do not explain the significant upward trends observed in tropospheric baseline ozone in Europe. As interesting as these studies are, they point to the need for continued research into the physical and chemical mechanisms responsible for the consistent increases in baseline ozone.
In contrast to the foregoing low (precursor) emission regions, the regions in the high NO x and non-methane hydrocarbon (NMHC) emission areas of eastern Canada and the eastern US (viz., PC2, PC3 and PC4 in the MAM/JJA/SON, and PC2 and PC3 in the DJF maps of Fig. 7a and b) show consistently negative baseline and most polluted trends in all seasons, with the steepest trends occurring in the summer (with the one exception of PC2 (southeastern US) in DJF where the most polluted trend is positive -see Fig. 7b ). In the US, the predominantly negative trends are consistent with the major decreases in NO x emissions in those regions throughout the 2000 to 2007 time period (Canada-United States, 2008) , and especially during the ozone season of May through September when emission reductions were highest. This relationship once again implies that these three regions are not continentally representative but, rather, are affected by within-region emissions. Additionally, the weaker negative trends (or in one case, positive trends) seen in these regions in the winter compared to other seasons are due to the reductions of NO x emissions over the years, thereby resulting in less NO being available to destroy ozone outside of urban areas.
Diurnal variations of baseline mixing ratios
As a further diagnostic tool for understanding the nature of baseline ozone, seasonal-mean diurnal cycles of the sites in the 14 PCA-derived regions were determined by calculating a least-squared fit 24-h cycle to the 10-year data set of hourly baseline mixing ratios. Similar to Fig 5a and 5b , the individual panels are joined by lines to the regionally representative sites for the PCA/JJA groupings. Figures 8a and 8b show the seasonal-average diurnal cycles associated with the baseline and most polluted air clusters, respectively, for all of the PCA-derived regions. Diurnal variations that peak in the afternoon are influenced by the combined effects of vertical entrainment of air from aloft by the growing convective PBL, the inflow of ozone due to transport from outside the location, and in-situ photochemical production. Nighttime and early morning decreases in mixing ratios are expected to be related more to surface destruction than chemical scavenging because of the non-urban nature of the sites (i.e., distant from major NO x sources) (Singh et al., 1978) . In this study, additional insights are gained from the large number of non-urban sites affected by minimal-to-high regional anthropogenic NO x and NMHC emission sources, and low-to-high elevation areas in Canada and the US.
In general, the peaks of the diurnal cycles associated with the most polluted air (Fig. 8b) are about 10 -20 ppb higher than those of the baseline air (Fig. 8a) during the summer (JJA, red curves) and always lower during the winter (DJF, blue curves). This is not surprising given the strong influence of precursor emission sources in the most polluted air. The only exception to this is PC13, for which the nocturnal minimum associated with the most polluted air cluster is lower than that associated with the baseline air cluster, although the daytime maximum associated with the most polluted air cluster is higher than that associated with the baseline air cluster.
The diurnal cycles associated with the most polluted air are always of higher amplitude than those associated with the baseline air in the daytime during the summer (JJA). This suggests that additional amounts of inflow ozone are transported to the sites from upwind precursor sources, which dominates over the ozone that is vertically mixed down to the surface during the day and scavenged and/or surface deposited during the night. The absence of a strong diurnal cycle in the baseline cluster in some regions like the Continental Western US (e.g. PC9, which consists of high elevation sites) suggests that the trajectory selection strategy has, in those regions, most satisfactorily selected baseline ozone. This is because most high elevation measurement sites are expected to be exposed to air from the free troposphere more frequently than low elevation air that has been lifted vertically from lower elevations, thereby leading to smaller diurnal variations at the high elevation sites than at sites near sea level. This is indeed the case for PC9, the region that consists of the highest elevation sites. Here, mixing ratios decrease only minimally at night (Fig. 8a) which, in turn, suggests that depositional and chemical losses are minimal during this time of the day. Similarly, the lack of a strong daytime maximum suggests that daytime production of ozone from local precursors is minimal or, in other words, the long range transport of non-locally-produced ozone is the dominant source of ozone at these high elevation sites.
The magnitude and amplitude of the baseline ozone levels associated with the diurnal cycles (i.e., the highest and lowest values on the seasonal mean curves) are visible in Fig. 8a . They show that the Eastern US regions (PC2, PC3 and PC4), which are known for high precursor emissions, have very high mean diurnal peaks -up to 50 ppb. The high elevation regions of the Western US (PC7 and PC9) also have high levels (up to 55 ppb) but the diurnal cycles are of lower amplitude than in the Eastern US. Of all of the regions, the lowest levels of diurnal cycles occur in the Pacific coastal zone near Seattle, USA and Vancouver, Canada where the peak mixing ratio reaches 35 ppb.
Summary and conclusions
This study provides a comprehensive analysis of decadal, seasonal and diurnal temporal variations of baseline ozone in different regions of Canada and the US for the period 1997 to 2006. Baseline ozone mixing ratios for North America were estimated from measurements taken at 97 non-urban sites covering most of the populated areas of Canada and the US from 24 • N to 56 • N and 65 • W to 123 • W (ranging from 2 to 3178 m a.s.l.). The results indicate that, as one would expect, a single baseline ozone level cannot be defined for all of North America. Rather, baseline ozone, as defined here, varies geographically and seasonally. This conclusion is largely consistent with prior studies in which different methods were used to investigate baseline ozone variability (Lefohn et al., 2001; Fiore et al., 2003) . However, this study extends beyond the prior work. As previously published by Parrish et al. (2009) and Jaffe et al. (2007) , it finds that, at sites in coastal regions (coastal areas of the Pacific and Atlantic Oceans), baseline levels are predominantly influenced by flow off the oceans. In continental areas, baseline levels are shown to be predominantly associated with flows traveling over low precursor emission areas originating in high altitudes. As expected from the literature, it also finds that the seasonal baseline ozone variations in those regions located away from major precursor emission sources (mainly in Canada) were characterized by a single ozone maximum in the springtime (Fig. 5a ) with no evidence of a secondary summertime maximum induced by photochemical production within the region.
Ten-year annual and seasonal average baseline mixing ratios are estimated for seven regions of Canada and the US in Table 1 . Annual average mixing ratios vary from a low of 19±10 ppb in Coastal Western Canada (in the vicinity of Vancouver, British Columbia) to a high of 46±7 ppb in the Continental Western US (high elevation sites). Continental Eastern Canada (i.e., PC1, PC6, and PC11), which is known to have few anthropogenic precursor emission sources to the north of the measurement sites, has a lower summertime baseline level (24±8 ppb) than the Continental Eastern US (PC2, PC3 and PC4) where large anthropogenic precursor emission sources exist (32±12 ppb). The opposite is true for the winter season when Continental Eastern Canada has a baseline seasonal average of 32±5 ppb compared to 27±7 ppb in the Continental Eastern US. In spite of this, the annual average baseline mixing ratios of the two regions are quite similar at 30±9 and 30±10 ppb, respectively, as the two seasonal differences cancel out. This indicates that baseline levels in Continental Eastern Canada are minimally affected by within-region precursor emissions in the summer and the winter (i.e., minimal within-region photochemical production in the summer and no NO scavenging in the winter). The opposite is true for the Continental Eastern US where within-region precursor emissions have a strong effect on the baseline levels through higher photochemical production in the summer and some NO scavenging in the winter.
The decadal trends of baseline ozone vary from region to region and season to season, with some of the trends being statistically significant and others not (based on our GLMM trend model). In spite of this variability, the trends exhibit consistent behavior over large areas of North America. Specifically, consistent with previous studies, the Pacific and Atlantic coastal regions exhibit positive trends, the continental areas of central/western North America exhibit negative trends in the spring/fall and positive trends in the summer/winter, and the high precursor emission areas of eastern Canada and the Eastern US consistently exhibit negative trends in all seasons except winter (in both the baseline and most polluted clusters). As mentioned earlier, the negative trends in the high emission areas were concomitant with major decreases in NO x emissions in those regions. As an illustration, in MAM, baseline ozone increased by 0.28 ppb/a in Coastal Western Canada (PC10) but decreased by 0.59 ppb/a in the high precursor emission area of the Eastern US (PC2). From the literature, positive trends in baseline ozone (ranging from 0.3 to 1 ppb/a) appear to be a largescale phenomenon in the northern hemisphere, having been reported in Greenland (Helmig et al., 2007) , Switzerland (Brönnimann et al., 2002) , the North Atlantic (Lelieveld et al., 2004) , Ireland (Simmonds et al., 2004; Derwent et al., 2007) , continental Europe (EMEP, 2005) , Japan (Tanimoto, 2009) , China ). This suggests that the negative baseline trends in the high precursor emission areas of the Eastern Canada and Eastern US are the net result of an increasing trend in baseline air coupled with a decreasing trend in within-region air, the latter being attributable to major precursor emission reductions. This implies that the decreasing trends seen in the baseline and most polluted air of the high precursor regions would have, in fact, decreased even more if the baseline trend had not been positive.
The foregoing discussion suggests that the apparent hemispheric increase in baseline ozone has had two major impacts: (1) it has directly increased the ambient ozone levels in the low precursor emission areas of North America and (2) it has reduced, to some degree, the efficacy of precursor emission control efforts in the high precursor emission areas of North America, namely, Eastern Canada and the Eastern US. In the future, if baseline ozone levels continue to rise in the northern hemisphere while within-region ozone levels continue to decrease or level off in the high emission areas (due to the leveling off of emission controls), then the relative contribution of baseline ozone to overall ambient ozone levels would be expected to increase.
