In this paper, we study the problem of using computer vision as a sensor to control the landing of an Unmanned Air Vehicle (UAV). The vision problem we address is a special case of the general ego-motion estimation problem due to the fact that all feature points lie on a plane. We propose a new geometric estimation scheme for solving the differential version of the planar ego-motion estimation problem. The algorithm is computationally inexpensive and amenable for realtime implementation. We present a performance evaluation of the algorithm under different levels of image measurement noise and camera motions relative to the landing pad. We also present a full dynamic model of a UAV, discuss a nonlinear controller based on differential flatness, and show through simulation that the vision guided UAV performs stable landing maneuvers even under large levels of image measurement noise.
Introduction
Unmanned air vehicles (UAVs) have generated considerable interest in the control community due to the fact that the design of UAVs brings to light research questions falling in some of the most exciting new directions for control. One of these directions in the use of computer vision as a sensor in the feedback control loop. The task of autonomous aircraft landing is well suited to vision-based control, especially in cases where the landing pad is in an unknown location and is moving, such as the deck of a ship.
In this paper, we present a computer vision algorithm to estimate the motion of a UAV relative to a landing pad. The algorithm is computationally inexpensive and amenable to real-time implementation. We present a performance evaluation of the algorithm under dif- ferent levels of image measurement noise and camera motions relative to the landing pad. We also present a full dynamic model of a UAV, discuss nonlinear controller based on differential flatness, and show through simulation that the vision guided UAV performs stable landing maneuvers even under large levels of image measurement noise.
The organization of the paper is as follows. In section 2,
we establish the notation for the camera motion and imaging models. In section 3 we formulate the problem of ego-motion estimation from image measurements of a planar scene. In section 4, we present simulation results of the motion estimation algorithm. In section 5 we present a dynamic model of a UAV, discuss a controller based on differential flatness, and present simulation results of a vision guided landing. We end the paper in section 6 with concluding remarks and directions for future research.
Motion and Imaging Models
In this section we give the mathematical model of the UAV motion and the imaging model of the on-board camera. We adhere to the following convention: We denote the coordinates of a point in the inertial frame with a tilde, for example d E R3, and denote the coordinates of the point in the camera frame using the same letter, but without a tilde. We assume a monocular camera is fixed to the UAV and the optical axis of the camera coincides with the vertical axis of the UAV body frame.
We assume the motion of the UAV is described by a smooth curve in the special Euclidean group SE (3) .
denote the position and orientation of the camera with respect to the inertial frame at time t . The coordinates of a fixed point in the inertial frame and its coordinates in the camera frame at time t are related by [8]:
Given body angular and linear velocities w , v E R3, the where the skew symmetric matrix 3 is defined by 3 q w x q V q E R3. The body angular and linear velocities are given by 3 = RT R, v = RTp.
The imaging model of a calibrated camera is given by perspective projection
If x is the image of a point q , i.e. x = n ( q ) , then we write Ax = q where X = qz E R encodes the depth of q from the camera along the optical axis. We denote the optical axis of the camera by e3 = (O,O, l)T.
Visual Ego-Motion Estimation
In this section, we give a formulation of the so-called "visual ego-motion estimation" problem. The goal is to recover the motion of the camera using image measurements of fixed points in the environment. In the general case when the features in the images correspond to points in a general configuration in 3D, the ego-motion estimation problem from a pair of images can be solved by the well-known "8-point algorithm" [4] . Recently, Ma et a1 [7] derived a counterpart for the 8-point algorithm for the "differential case" where the measurements are image velocities. Our ego-motion estimation problem for the purpose of landing a UAV is a special case of the general one: All the image points correspond to. coplanar points on the landing pad. It is well known that the case where all features points are coplanar is a degenerate case that makes the 8-point algorithm illconditioned, giving poor estimation results. Hence one needs algorithms specific for the planar case.
Discrete Case
The "discrete" version of the planar visual ego-motion estimation problem has been studied extensively in the 
The proposition is direct to prove using the identity
where d is the distance of camera frame 1 to the plane P and n E S2 is the surface normal to P relative camera frame 1. We call the matrix
the "planar essential matrix," since it contains all the motion and structure parameters that we need to recover. The vision task is to recover the matrix A based on image measurements, then decompose it into its motion and structure parameters. We say that a set of coplanar points {ci}z1 are in general configuration if there is a group of 4 points such that no three are collinear. It turns out that the A matrix can be uniquely estimated from image point correspondences.
if and only if the points {i,}zl are in general configuration.. The A matrix may then be decomposed up 2 physically possible solutions for the motion and structure parameters [12].
Differential Case
Our contribution is to the "differential" version of the problem, that is, the task of recovering the linear and angular velocity of the camera given image velocities of fixed points in a plane. The differential version is important for the control of a dynamic mobile robot such as a UAV, since velocity estimates are necessary for the computation of control inputs. The differential structure from motion problem for a planar scene has also been studied in [a, 101. We propose a new geometrical estimation scheme for the motion and structure parameters.
Proposition 2 Suppose the camera undergoes a rigid motion with body linear and angular velocities U , w .
Then the coordinates of coplanar points {&}El in the instantaneous camera frame satisfy:
We call the matrix
the "planar differential essential matrix", since it contains all the (differential) motion and structure parameters that we need to recover. We first show how to recover the matrix B based on image measurements, then decompose it into its motion and structure parameters.
Proposition 3
The B matrix given in equation (5) satisfies the constraint:
where {xi(t), xi(t)}& are image points and velocities of fixed points {&}zl in the plane.
Proof:
Differentiatjng Ax = q and substituting Differentiating Using these relations and eliminating X gives the result. rn Equation (6) For the proof, please refer to [9] . If rank(G) = 8 then by linear least squares techniques, equation (7) The following constructive proof gives a new technique for the recovering the motion and structure parameters from the B matrix. 
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Then a = +(XI -As). It is direct to check that
Then (8) and (9) give a solution:
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The estimate of 2 1 is computed as above because due to measurement noise, in general B -v'l $f ! so( 3), so we take the projection of B -616: onto so(3).
However, the eigen-decomposition {A;, u i } is not unique -there is a sign ambiguity in the eigenvectors u1 and u3. This sign ambiguity leads to a total of 4 possible solutions for ij and ii computed according to (10).
In order to reduce the number of physically possible solutions, we impose the "positive depth constraint" -since the camera can only see points that are in front of it, we must have nTe3 > 0. 
Disambiguation of Vision Estimates
We assume that we have stored in memory the images { z~}~~ of features points on the landing pad taken from the desired configuration. These features could for example be the corners of the typical "H" pattern found on most helicopter landing pads. The corners of the "H" pattern satisfy the general configuration condition of proposition 4, and hence the vision based motion estimation problem is well conditioned with respect to this pattern.
Let ( p 0 , I ) E S E ( 3 ) be the configuration of the desired camera frame above the landing pad, and let do = -n;po > 0 be the desired distance of the camera to the landing plane with known surface normal nF E R3. 
Real-time Implementation Considerations
The most computationally intensive task in the vision algorithm is the least squares estimation of the B matrix, which involves the singular value decomposition Then, as the number of feature points m increases, the cost of the vision algorithms grows as O(rn). We have implemented the above algorithm using the MATHLIB C/C++ library in Matlab, and have found that on a 450 MHz Pentium I1 running Linux, the vision algorithms can perform motion estimation based on 25 tracked feature points at a rate of over 150 Hz.
Vision Performance Evaluation
Of utmost consideration is the performance of the vision sensor in the presence of noise in the image measurements. Another important criteria is how the estimation errors depend on different camera motions with respect to the observed plane. By way of comparison, for each simulation we also show the performance of the differential "8-point algorithm" described in [7] . For more detailed simulation results and analysis, see refer to [9] .
For all simulations, we generated 50 random points uniformly distributed within a 60' camera field of view. The image correspondences and the optical flow measurements were corrupted by additive white Gaussian noise. For evaluating the 8-point algorithm, we randomly scattered the depths of these points uniformly between distance of zmin=ioO and zmax=400 focal lengths. For evaluating the planar algorithm, we placed the points on the fronto-parallel plane at a distance of (zmax+zmin) /2.
In Figure 2 we show the performance of the algorithm as a function of noise in the image velocity measurements. Notice that the planar algorithm is more robust to noise than the 8-point algorithm. 
UAV Control Design
In this section, we give the dynamic model of a UAV helicopter, and discuss a control design based on differential flatness.
We parameterize R by the "roll, 
where m is the mass of the UAV, g is the gravitational constant, TM and TT are the thrusts generated by the main and tail rotors, a l , and bl, are the longitudinal and lateral tilt angles of the main rotor blades, the inertial matrix is Z E Iw3x3 and the body torque is rb E Pi3.
Differential Flatness
A system is said to be differentially flat [6] if there exist output functions, called flat outputs, such that all states and inputs can be expressed in terms of the flat outputs and their derivatives. Differential flatness has been applied on approximate models of aircraft for trajectory generation and control. Given an output trajectory, outer flatness [ll] has been proposed and used for generating an inner trajectory for an inner system to track. In this scheme, one partitions a system into an "inner system" (e.g. the attitude dynamics) and an "outer system" (e.g. the position dynamics). The scheme applies to systems for which the outer system is flat.
Based on the natural time scale separation between position and attitude dynamics of a helicopter, the outer and inner systems are defined since attitudes can be treated as inputs to the position dynamics. It has be shown in 
Closed Loop Simulation Results
We present the simulation results of the "vision in the control loop" landing scheme. In this simulation, the initial conditions of the UAV are p = (2,1, 5)T meters away from the desired landing configuration above the landing pad (the origin), the initial heading is $ = 0.4
radians. The additive noise on the image correspondences and optical flow is 2 pixels standard deviation.
The top of Figure 4 shows the vision based estimates of position, orientation, linear and angular velocity, while the bottom of the figure shows the trajectory followed by the UAV using the noisy state estimates for the control computations. The simulation results attest to the feasibility of using computer vision in the feedback control loop under relatively large noise levels in the feature-tracking estimates. Please refer to [9] for more detailed discussion and simulations of the vision sensor in the control loop. . . In this paper, we presented the problem of using computer vision to control the landing of an Unmanned Air Vehicle. We derived a new geometric method of estimating the camera angular and linear velocity relative to a planar scene, and a presented performance evaluation of the algorithm. The vision sensor was put into the feedback loop of a UAV controller based on differential flatness. Through simulation results, the vision guided UAV was shown to perform stable landing maneuvers for large levels of image measurement noise.
We are currently implementing the above vision algorithm and controller on a model helicopter as part of the UC Berkeley BEAR (BErkeley Aerial Robot) project. Our UAV is a Yamaha R-50 model helicopter, on which we have mounted computers, inertial navigation sensors, GPS, and a vision system, consisting of a camera, a real-time feature tracker board, and a Pentium I1 running Linux.
