Abstract: Myocardial Infarction (MI) also known as heart attack is one of the most dangerous cardiovascular diseases. Accurate early prediction can effectively reduce the mortality rate caused by MI. The early stages of MI may only have subtle indications which can be varied in variable risk factors and making diagnosis difficult even for experienced cardiologists. In this paper the computer aided detection system is proposed to find the risk level of MI using the supervised classifier. The MI prediction system is developed using Feed Forward Neural Network (FFNN), Cascade Correlation Neural Network (CNN), and Support Vector Machine (SVM). Genetic Optimized Neural Network (GAANN), Particle Swarm Optimized Neural Network (PSONN) and also the performance of the Computer Aided Detection system is analyzed using various performance metrics.
Introduction
Ischemic heart disease is the most common type of cardiovascular disease around the world. It refers to problems with the circulation of blood to the heart muscle. A partial blockage of one or more of the coronary arteries can result in a lack of enough oxygenated blood. A complete blockage of an artery causes damage to the tissues or a myocardial infarction is commonly known as a heart attack. Ischemia often causes chest pain or discomfort known as angina pectoris [20] . Knowing the early warning signs of heart attack is critical for prompt recognition and treatment. A person experiencing a heart attack may not even be sure of what is happening [27] . Heart attack symptoms vary among individuals and victims of MI may experience diversity of the symptom. Hence, early prediction of MI plays a major role in the diagnoses of disease. Through the early recognition of symptoms one can get the most effective clinical treatment for the best outcome [10] . As with many labor-intensive occupations, cardiologists use Computer Aided Detection (CAD) systems that can identify potential MI on heart disease dataset. These software systems are entering clinical practice as a way to improve cardiologist's ability to detect few cases of MI without chest pain. This paper concentrates on developing a CAD system as an artificial second cardiologist using MATLAB software. Classification systems can help in minimizin[g possible errors and also can provide instant examination of medical data in shorter time and in a more detailed manner. New artificial intelligent techniques such as neural network have been used in medical applications for detecting the normal and abnormal patient from dataset. The patient with high risk of MI is classified as abnormal and others are classified as normal. The thriving of artificial intelligence which utilizes the human experience in a more relaxed form than the conventional mathematical approach has recently attracted more attention. The classification is done using supervised classifiers. Three most popular supervised classifiers were used for classification: Feed Forward Neural Network, Cascade Correlation Neural Network and Support Vector Machine. Designing optimal neural network architecture is made by a human expert and it requires a tedious trial and error process. Especially automatic determination of artificial neural network parameters is the most critical task. Soft computing evolutionary approaches like Genetic algorithms and Particle Swarm Intelligence can be effectively used for tuning the intelligent networks. This paper focuses mainly on the designing and analysis of a CAD system based on supervised classifiers and the optimized neural network parameters evaluated using evolutionary approaches to improve the classification accuracy in MI detection thereby reducing the misclassification rate.
The rest of the Section is organized as follows. Section 2 presents a detailed literature survey and the past works involved in the design, application and analysis heart disease detection system using data mining and intelligent algorithm. Section 3 explores the proposed system model and the detailed model used for myocardial infarction detection. The application of supervised classifiers used for detecting the MI is analyzed for Cleveland dataset and real time clinical database is presented in Section 4 which includes the intelligent algorithms like Feed Forward Neural Network, Cascade Correlation Neural Network and Support Vector Machine. The FFNN needs tuning of its parameters for optimal performance. To achieve the optimality in artificial neural network various evolutionary approaches like Genetic Algorithm and Particle Swarm Optimization were used .The various parameters considered for optimization are learning rate, momentum factor and number of neurons in the hidden layer and these paradigms are presented in Section 5. In Section 6, a concise review of work reported, contributions made and comparative performance results for the MI detection is described. The major conclusions reached are presented with the recommendation for future work in Section 7.
Related work
Last few decades many intelligent techniques were developed by lot of researches in the area of disease diagnosis. Different studies have demonstrated that Computer Aided Detection of MI can help as a secondary tool for the cardiologist. Regarding classification of MI, a number of techniques have been presented using machine learning approaches to classify samples as normal and abnormal.
Tarek et al. [27] proposed ensemble and hybrid intelligent techniques such as Support Vector Machine, Function Network and Fuzzy Logic to classify bioinformatics datasets. Saangyong et al. [23] have presented the machine learning techniques, SVM, decision tree, and decision rule to predict the susceptibility of the liver disease, chronic hepatitis from single nucleotide polymorphism data. Ozyilmaz and Yildirim [22] have presented three neural network algorithms for diagnosis of hepatitis diseases, multilayer neural network produced significantly good result for the diagnosis. Recently, SVM have emerged as a powerful technique for general purpose pattern recognition and it has been applied to classification and regression problems with exceptionally good performance on a range of binary classification tasks [1, 6, 16] . The primary advantage of SVM is its ability to minimize both structural and empirical risk [11] leading to better generalization for new data classification. Normally, direct support clinical decision making is the intention behind the design of a clinical decision support system and it presents patient specific assessments or recommendations produced using the characteristics of individual patients to clinicians for consideration [15] .
Ischemic heart diseases have emerged as the number one killer in most of the countries, in case of heart disease time is very crucial to get correct diagnosis in early stage. An automated system can help to medical community to assist doctor for the accurate diagnosis well in advance [17] . As per a survey nearly 50 percent of patients, however, have no symptoms until a heart attack occurs. A number of factors have been shown to increase the risk of developing MI. They proposed combination of data mining techniques using new clinical dataset many factors to analyze for a diagnosis of heart disease. [29] . Deepika et al. [4] proposed association rule for classification of Heart attack patients. The significant patterns were extracted from the heart disease warehouse and association rule is used to classify the normal and abnormal patterns. The frequent item set mining was used and the significant items were chosen and it was used in the design and development of the heart attack prediction system. Shanthakumar et al. [25] introduced Kmeans clustering algorithm to extract the data appropriate to heart attack from the warehouse. In addition the pattern vital to heart attack were selected on basis of the computer significant weightage.
Srinivasan et al. [26] proposed application of data mining technique in healthcare and prediction of heart attacks. Rule based, Decision tree and Naive Bayes were applied to healthcare data classification decision making concept with Naive Bayes classifier was explained. Association rule mining based on heart attack prediction was proposed by Jabbar et al. [14] . The dataset with 13 input attributes was used in that work and also mining frequent item sets was proposed with reduced main memory requirement and space complexity was reduced. Chaitrali et al. [2] discussed the improved data mining techniques for heart attack prediction. Different classification techniques were used for extracting significant pattern from heart disease dataset to improve classification accuracy was proposed by Sellappan et al. [24] . Many Researches used UCI machine learning repository database for experimental verification [21] . CNN has been proved to be a well-known decision support system for prediction in nonlinear applications [5] . The result illustrated the peculiar strength of each of the methodologies in comprehending the objectives of the specified mining objectives. It facilitated the establishment of vital knowledge, e.g. patterns connected with heart disease.
To utilize artificial intelligence tools as clinical decision support in assessing myocardial risk in patients, Fidele et al. [9] presented a research study. In the proposed artificial neural network, a two-layer neural network employing the LevenbergMarquardt algorithm and the resilient back-propagation have been utilized. The integration of GAANN in medical domain improves performance and accuracy [7] , improved prediction rate [12] and optimize the number of neurons in hidden layer [13] . Few models that integrate FFNN with GA have been reported in medical literature fordiagnosis such as diagnosis of critically ill [19] , improved classification performance. Chitra and Seenivasagam proposed genetic optimized FFNN for heart disease prediction system; in their work they proved significant improvement in performance using genetic optimization [3] . Kuok et al. proposed neural network trained with back propagation algorithm to calibrate the rainfall-runoff relationship accurately using only rainfall and runoff data [18] . They introduced, a new evolutionary algorithm namely Particle swarm optimization to train the feed forward neural network and thus the local minima convergence problem in backpropagation learning was eliminated. This Particle Swarm Optimization Feed forward Neural Network was applied to model the hourly rainfall-runoff relationship for Bedup Basin. With the input data of current rainfall, antecedent rainfall, antecedent runoff, the optimal configuration of PSONN successfully simulate current run off accurately.
Among existing techniques, the main problem of developing an acceptable CAD system is inconsistent and low classification accuracy. In order to improve the training process and accuracy, this work investigates novel intelligent classifiers SVM, CNN and FFNN that use data attributes as input to classify the normal and abnormal. Moreover, the intelligent machine learning classifier FFNN is optimized using heuristic algorithms for finding appropriate hidden neurons, learning rate and momentum constant during the training process. From the literature it is proved that GA and PSO are the suitable algorithms for FFNN optimization.
Proposed system model
MI detection using a CAD system is an extremely challenging task. First, since CAD systems are computer directed system, there is a need for a flawless system. Second, the large variability in the identification of abnormal patient with one or two symptoms. Finally, the patient without external symptom can also have the possibility of MI. Hence, there is a need for analyze the attributes of the MI dataset and an intelligent classifier to classify the abnormalities among the data.
The proposed CAD system is based on a data processing system which intelligently classifies the high risk patients as abnormal. CAD schemes using digital data processing techniques have the goal of improving the detection performance. Typically CAD systems are designed to provide a second opinion to aid rather than replacing the cardiologist. The proposed system has been designed in a framework of MATLAB 7.10, which aims at developing an intelligent system for MI detection. The proposed system architecture is shown in Fig. 1 .
MI dataset is obtained from UCI (University of California, Irvine C.A) centre for machine learning and intelligent systems named Cleveland dataset (270 records) and from various cardio labs named Clinical dataset (500). In this datasets first external symptom can also have the possibility of MI. Hence, there is a need for analyze the attributes of the MI dataset and an intelligent classifier to classify the abnormalities among the data.
The proposed CAD system is based on a data processing system which intelligently classifies the high risk patients as abnormal. CAD schemes using digital data processing techniques have the goal of improving the detection performance. Typically CAD systems are designed to provide a second opinion to aid rather than replacing the cardiologist. The proposed system has been designed in a framework of MATLAB 7.10, which aims at developing an intelligent system for MI detection. The proposed system architecture is shown in Fig. 1 . 13 attributes describes the risk factors of ischemic heart disease and last attribute describes the output class. There are two output classes for the diagnosis of heart attack. In the selected dataset, class 0 specifies without the risk of MI and class 1 specifies the risk of MI.
In the proposed system the goal of pre-processing is to simplify recognition of patient with high risk factor without throwing away any important information. The normalization technique used in intelligent MI prediction is min-max normalization. Let A be a numeric attribute with n observed values, v 1 , v 2 , . . . , v n . Min-max normalization performs a linear transformation on the original data. Suppose that min A and max A are the minimum and maximum value of an attribute A. Min-max normalization maps a value v i of A to v i in the range new − min A , new − max A by computing
Min-max normalization preserves the relationship among the original data values. The values are normalized between the limit [0, 1] and then the Eq. (1) becomes
In the proposed system supervised classifiers are used to separate normal and abnormal patients. The ultimate objective of automated methods for classification of abnormalities in heart disease dataset is to provide a tentative diagnosis and the final decision about the MI produced by a human expert based on their physical attributes. The performance of classification methods depends on the type and quality of the features employed to train the classifier. Three most popular classifiers are used for classification: Feed forward neural network, Cascaded correlation neural network and Support Vector machine. Soft computing optimization algorithms are used to optimize the hidden layer neurons, learning rate and momentum constant of FFNN to increase the accuracy of the classifier. The random population-based algorithms PSO and GA are used for optimization.
Artificially intelligent approaches for MI detection
The intelligent MI detection system with SVM, CNN and FFNN is explained in this Section. It includes the general concept of the specified intelligent classifier and how it is suitable for detecting MI.
Myocardial infarction detection using SVM
Support Vector Machine is used as an effective computational intelligent technique to classify disease from large bioinformatics datasets. SVM is a set of related supervised learning method used in medical diagnosis for classification and regression. A SVM performs classification by constructing a high dimensional hyper plane that optimally separates the data into two categories. SVM models are closely related to neural networks. In fact, a SVM model using a sigmoid kernel function is equivalent to a two-layer, perceptron neural network. A predictor variable is called an attribute, and a transformed attribute that is used to define the hyper plane is called a feature. The task of choosing the most suitable representation is known as feature selection. A set of features that describes one case (i.e., a row of predictor values) is called a vector. So the goal of SVM modeling is to find the optimal hyper plane that separates clusters of vector in such a way that cases with one category of the target variable are on one side of the plane and cases with the other category are on the other size of the plane. Consider an n-dimensional pattern (object) x has n coordinates x = {x 1 , x 2 . . . , x n }, where x i is a real number and x 1 ∈R , for i = 1, 2, . . . , n. Each pattern x j belongs to a class y j ∈ −1, +1}. The output is grouped as normal if y j = −1 and abnormal if y j = +1. Consider a training set T of m patterns together with their classes.
The patterns are embedded into a dot product space, x 1 , x 2 , . . . , x m ∈ S. Any hyper plane in the space can be written as
The patterns are embedded into a dot product space S, x 1 , x 2 , . . . , x m ∈ S. Any hyper plane in the space S can be written as
The linear classifier is defined as (w.x + b = 0) and defines a region for class +1 as (w.x + b>0) and −1 as (w.x + b<0). After trainingthe classifier is ready for prediction of new patterns, different from those usedin training. For nonlinear classifier models, SVM maps the input vector into a higher dimensional feature space H vand an optimal separating hyper plane is constructed. A nonlinear transformation ϕ(x) is done for mapping, using the suitable basis function and then uses the linear model in the feature space, which is called the kernel function. The SVM classification is written in the following form:
where the parameter w is the weight factor and b is the bias, which are determined from training data set. SVM finds the support vectors that define the widest separation of classes. The merit of support vector machine is that, by a kernel function K (x i , y i ), which is the inner product in the feature space, it tries to make the training data linear separability in the high dimension feature space, thus achieve non-linear separability in the input space. A training sample (x i , y i ) is a support vector if it holds y i w T ϕ (x) +b ≥ 1. Let S k be the the support vector, k∈ [1, K] , and the SVM function becomes
K (., .) represents the kernel function to represent the effect of non-linear mapping and ϕ (.) in classification of MI. A radial basis function network is used as a kernel function for classification of MI, which maps the input space to a higher dimensional feature vector and is given as
The strategy is to map the training data to the higher dimensional feature space and include most of them into a hyper sphere of minimum size. That is, the task is to minimize the following objective function
where c is the regularization parameter controlling the tradeoff between margin maximization and classification error. E is called the slack variable that is related to classification errors in SVM. RBF kernel function can analyze higher dimensional data. The output of the kernel is dependent on the Euclidean distance of x j from x i (one of these will be the support vector and the other will be the testing data point).
In this work RBF kernel function is used because RBF kernel nonlinearly maps samples into a higher dimensional space and also it has less numerical difficulties. The performance of the system was analyzed with 270 data in Cleveland and 500 data in clinical data. The dataset with 13 attributes is fed to the SVM classifier and the output is mapped into two classes normal and abnormal. The choice of best value of parameters for particular kernel is critical for a given amount of data. The features are classified into two classes via abnormal and normal. Abnormal samples are collected (MI present) and assigned a value +1 and normal samples are assigned a value −1 (MI absent). Once the training examples are athered, the next step is to determine the SVM decision function. The training set completed in 53 iterations with a threshold fixed at 0.01. These features are trained by the SVM classifier and the classification power of these features is tested using the test cases. For automatic classification of abnormalities the 13 attributes were used, this set of features provides a ground for computer scheme to achieve high classification performance. These attributes are treated as an input pattern and is labelled as +1 for high risk of MI patient and −1 for low and absent of MI risk. Together (x, y) forms an input-output pair, where c is the input feature and y is the output (abnormal/normal).
Myocardial infarction detection using CNN
The cascaded correlation network uses a hierarchical arrangement of hidden units and it is a special type of neural network. A cascade correlation network consists of a cascade architecture, in which hidden neurons are added to the network one at a time and do not change after they have been added. The architecture learns very quickly since it requires no back propagation of error signals through the connections of the network. A cascade correlation network consists of a cascade architecture, in which hidden neurons are added to the network one at a time and do not change after they have been added. It is called a cascade because the output from all neurons already in the network feed into new neurons. As new neurons are added to the hidden layer, the learning algorithm attempts to maximize the magnitude of the correlation between the new neurons output and the residual error of the network which we are trying to minimize. In a CNN, the number of input nodes is determined by the input features, while the number of output nodes is determined by the number of different output classes. Initially the network contains only inputs, output units, and the connections between them. This single layer of connections is trained using the Quick propagation algorithm [8] to minimize the error. Cascade correlation eliminates the need for the user to guess in advance the network's size, depth, and topology; it uses simple training rules since only one layer of weights is being trained at a time. A cascade correlation neural network has three layers: input unit, hidden unit and output unit. The network begins with an input and the output unit and no hidden units. The number of inputs I p and the output O p is defined by the problem, which is defined as
Every input is connected to the output unit with the weights obtained from the BP algorithm. There is also a bias which is set to +1. The hidden units are added to the network one by one until the error is minimized or the stopping criterion is reached. Each new hidden unit receives a connection from each of the network's original inputs and also from every pre existing hidden unit. To create a new hidden unit, to satisfy the condition that
where o is the output unit, p is a number of patterns in the training set, V p is the candidate units value at p, E p,o is the residual error of all the training pattern at the output unit.V andĒ o are the values of V and E o averaged over all patterns. The residual error is calculated using the following equation:
where Y p,o is the actual output at the output unit o, T p,o is the desired output at the output unit o. The training is done using the back propagation algorithm. Backdrop algorithm uses a gradient descent method to update the weights. The steps involved in back propagation algorithm are:
Step1 : Initialize the input and output units based on the problem defined. The input and the Output neurons are fully connected.
Step 2 : Train the network with input and output neurons until the residual error E p,o no longer decreases.
Step 3 : Select a temporary unit (Candidate unit) connected with the input unit and find the residual error.
Step 4 : Train this network unit
Step 5 : Connect the temporary unit with the output unit and freeze its weights.
Step 6 : Train the input, output and the hidden unit until the residual error is minimized.
Step 7 : Repeat the Step 2 to Step 6 until the net error falls below a given value.
In the proposed CAD system CNN classifier is designed with 13 input neurons, one hidden layer and one neuron at the output layer and it is shown in Fig. 2 . The output layer classifies the given input feature as normal and abnormal pattern. The hidden layer neuron is optimally chosen by the CNN network. The hidden layer uses a sigmoid activation function. The learning rate and momentum constant was set to 0.01 and 0.9 respectively. The training was stopped when the root mean square error per training was less than 0.1 or when it reaches 500 epochs. After training the network was evaluated with the test cases. Fig. 2 shows the simulated structure of CNN used for MI prediction. The w is the weights connecting the neurons and b is the bias. The input layer neurons are connected to the hidden layer neurons and also the output layer neurons. This brings a cascaded structure to the neural network.
Myocardial infarction detection using FFNN
FFNN is a network having nonparametric statistical, it can learn the free parameters weights and biases through training by using examples. Hence it can be used for nonlinear and complex problems. The synapses of the biological neuron are modelled as weights. The weights are the one which interconnects the neural network and gives the strength of the connection. All the inputs are summed together and are modified by the weights. Let w 1 , w 2 , . . . , w n are weights to determine the strength of input vector X = [x 1 , x 2 , . . . , x n ]. Each input is multiplied by the associated weight of the neuron connection X T w.The positive weight excites and the negative weight inhibits the node output. In practice, neurons generally do not produce an output unless their total input goes above a threshold value. The neuron output is the sum of the weighted inputs to the neuron minus the threshold value and is given as
where θP k is the threshold value and b is bias. The final output y is generated by passing the sum on to a nonlinear filter f called the activation function. The activation function f performs mathematical operation on the output. The Back Propagation (BP) algorithm [9] is used in FFNN training. The idea of the BP algorithm is to reduce this error, until the FFNN learns the training data. The training begins with random weights, and the goal is to adjust them so that the error will be minimal. In machine learning, one often seeks to predict an output variable y based on a vector x of input variables. To accomplish this, it is assumed that the input and output approximately obey a functional relationship y = f (x), called the predictive model. In supervised learning, the predictive model is discovered with the benefit of training data consisting of examples for which both x and y is known. We will denote these available pairs of examples as (x i , y i ), where i = 1, 2, d . . . n, and we will assume that x is composed of n variables.The weight coefficient reflects the degree of importance of the given connection in the neural network. The Sigmoid activation function f (x) = 1 1+e −x is used to train the patterns.The network uses a bias (+1), a sigmoid function for hidden layer, and a linear function for the output layer for classifying the input vectors into abnormal and normal patient.
Mean square error function E is used in the neural network training and it can be defined as E =
2 . The gradient of the error function is computed and used to correct the initial weights, so that the error function gets minimized. The weights are adjusted using the gradient descendent, ∆w ij (t+1) = −η ∂E ∂wij + α∆w ij (t), whereα is the momentum factor and η is the learning rate. The momentum factor α allows for momentum in weight adjustment. Momentum basically allows a change to the weights to persist for a number of adjustment cycles. The magnitude of the persistence is controlled by the momentum factor. Increased momentum factor increases greater persistence of previous adjustments in modifying the current adjustment. Momentum in the back propagation algorithm can be helpful in speeding the convergence and avoiding local minima. Learning rate η is a training parameter that controls the size of weight and bias changes during learning the selection of a distance.
The features were captured with different kind of attributes and a total of 13 features were selected. FFNN classifier is thus designed with 13 input neurons, one hidden layer with 6 neurons and one neuron at the output layer. The output layer classifies the given input feature as normal and abnormal pattern. The learning rate and momentum constant was set to 0.01 and 0.9 respectively. The training was stopped when the root mean square error per training was less than 0.1 or when it reaches 500 epochs. After training, the network was evaluated with the test cases. The simulated structure of FFNN used in this work is shown in Fig. 3 . 
Optimized neural network based MI detection
To improve the prediction accuracy of MI detection heuristic algorithms genetic algorithm and particle swarm optimization are used and are explained in this Section.
Genetic optimized FFNN based MI detection
Genetic algorithms are computerized search and optimization algorithms based on the mechanics of natural genetics and natural selection. The main idea there is to form a group of alternative solutions for the problem, that is, a population, and then to breed this initial population according to evaluative laws. A fitness function is used to measure the quality of each individual and to select the best individuals to produce offspring. GA has been used to search for the optimal neurons in the hidden layer, connectivity, training parameter such as momentum rate, learning rate for FFNN for predicting MI. For each chromosome of the population fitness considered is the mean square error (MSE) computed by FFNN. Once fitness is calculated for all chromosomes, then it replaces the worst fitness to best fitness value. Further crossover is performed by using two-pint crossover with the given number of generation. Finally mutation is applied which is used to generate the new population. The new population can be given to the input to compute the fitness of each chromosome, followed by the same GA operation to generate the next population. This process is repeatedly performed until the all the chromosome gets near to the same fitness value. Genetic Optimization is introduced in the back propagation learning for optimizing the learning rate, hidden layer neurons and momentum constant.
In GAANN method, FFNN is optimized with best network architecture by optimizing the number of neurons in the hidden layer, the learning rate and the momentum factor. Finding an optimal learning rate avoids major disruption of the direction of learning when very unusual pair of training patterns is presented. The number of neurons in the input layer and output layer is fixed based on the problem defined. Let N I represents the number of the neurons in the input layer and N O represents the number of the neurons in the output layer. The number of neurons in the input and output layer are fixed and they are same for the entire configuration in the architecture spaces. The number of hidden layers in this problem is restricted and made to one. The range of the optimization process is defined by two range arrays R min = {N hmin , L r min , M cmin } and R max = {N hmax , L r max , M cmax }, where N h is the number of neurons in the hidden layer, L r is the learning rate and M c is the momentum factor. Let f be the activation function and is defined as the sum of the weighted inputs plus the bias and is represented as y
is the output of the k-th neuron when pattern p is fed, w j,k is the weight from the j-th neuron and b k is the bias value of the k-th neuron in the hidden layer. The hidden layer uses a sigmoid activation function and the fitness function sought for optimal training is the MSE, it can be formulated as
where t p k is the desired output, y p,o k is the actual output from the k-th neuron in the output layer o, for the pattern p in the training set. With the framed fitness function the GAANN algorithm automatically evolve a best solution. Fig. 4 shows the flow diagram of GAANN designs for intelligent MI detection.
The GAANN has three layer architecture, an input layer, hidden layer, and an output layer. The number of neurons that structures the input layer is equal to the number of input attributes that is 13. The hidden layer neurons are optimally added to the FFNN and are defined by the sigmoid activation function. The output layer contains one neuron which discriminates presence of MI and without MI. The neural network architecture space is defined over a multilayer perceptron with the parameters range set as R min mutation probability is 0.15 and the cross over probability is 0.8. Number of iterations selected for optimization is 500.
The input data to GAANN need to be normalized as FFNN only work with data between 0.001 and 0.999. Using the proposed GAANN algorithm an optimized FFNN is achieved with N h = 15, L r = 0.0101 and M c = 0.922. Thus, the PSONN algorithm yields a compact network configuration in the architecture space rather than the complex ones as long as optimality prevails. The optimized neural network parameters obtained are momentum factor is 0.922, learning rate is 0.0101 and number of hidden neurons is 15.
Particle swarm optimized FFNN based MI detection
Particle Swarm Optimization is a population-based stochastic search and optimization process. In the basic PSO algorithm the system is initialized with a population of random solutions and searches for optima by updating positions and velocity. All particles have fitness values which are evaluated by the fitness function to be optimized, and have velocities which direct the flying of the particles.
Each particle is updated after every iteration using two values P best and G best . P best is the personal best value, which indicates the best solution achieved so far (i.e., lowest fitness value) and the G best is the global best solution achieved so far by any particle in the population. In PSO, each particle in the population has a velocity v i (t), which enables it to fly through the problem space. Therefore, each particle is represented by a position x i (t), and a velocity vector. Dimensions of position and velocity vectors are defined by the number of decision variables in the optimization problem. Modification of the position of a particle is performed by using its previous position information and its current velocity.
where (t) is the velocity of particle i at iteration t, x i (t) is the current position of the particle i at iteration t, P best i is the personal best of particle i, G best i is the best position in the neighborhood, rand is the random number between 0 and 1, w is the weighting function, c 1 is the cognition learning rate, c 2 is the social learning rate.
Let N I represents the number of the neurons in the input layer and N O represents the number of the neurons in the output layer. The number of neurons in the input and output layer are fixed and they are same for the entire configuration in the architecture space. The number of hidden layers in this problem is restricted and made as one. The range of the optimization process is defined by two range arrays R min = {N hmin , L r min , M cmin } and R max = {N hmax , L r max , M cmax }, where N h is the number of neurons in the hidden layer, L r is the learning rate and M c is the momentum factor. Let f be the activation function and is defined as the sum of the weighted inputs plus the bias and is represented as, y
is the output of the k-th neuron when pattern p is fed, w j,k is the weight from the j-th neuron and θ k is the bias value of the k-th neuron in the hidden layer. The hidden layer uses a sigmoid activation function and the output layer uses linear activation function. The fitness function sought for optimal training is the MSE which is formulated as where t p k is the desired output, y p,o k is the actual output from the k-th neuron in the output layer, for the pattern in the training set. With the framed fitness function the PSONN algorithm automatically evolve a best solution. The optimally designed PSONN has three-layer architecture an input layer with 13 neurons, hidden layer and an output layer. The output layer contains one neuron which discriminates presence of MI and without MI. The neural network architecture space is defined over a multi-layer perceptron with the parameters range set as R min and R max .
The PSONN algorithm for intelligent MI detection For each particle
Initialize particle for NN problem End Do
For each particle Calculate fitness value (feed forward error or MSE) If the fitness value is better than the best fitness value ( P best ) in history Then set current value as the new P best End Choose the particle with the best fitness value of all the particles as the G best For each particle Calculate particle velocity using Eq. (16) Update particle position using Eq.
(17) End
The PSO parameters and c 1 , c 2 are the acceleration constants which are initially set to 2 and r 1 and r 2 are random integers set to a range between [0, 1] . The initial population is randomly selected and the population size (i.e. the initial set of particles) is set to 25. The total number of iterations (i.e. the maximum generation) is chosen as 200. With these parameters the number of hidden layer neurons, momentum rate and the learning rate, the transfer function in the hidden layer and the learning algorithm are optimized. The whole process is repeated until the generation reaches 200 or the minimum fitness is achieved. During each PSO iteration, the best fitness score (minimum MSE) achieved by the particle with the G best at the optimum dimension is stored. Using the proposed PSONN algorithm an optimized FFNN is achieved with N h = 19, L r = 0.0112 and M c = 0.925. Thus, the PSONN algorithm yields a compact network configuration in the architecture space rather than the complex ones as long as optimality prevails.
Result analysis
Models for prognostic risk prediction have been widely used in the cardiovascular field to predict risk of future events or to stratify apparently healthy individuals into risk categories. The proposed intelligent algorithms are evaluated using two databases Cleveland database and the Clinical database. The Cleveland database contains 270 patient records and the Clinical database contains a set of 500 records collected from various centers. The selected supervised classifiers are trained to discriminate between the abnormal and the normal patient. For evaluation of detection performance, the number of True Positives (TP), False Positives (FP), True negatives (TN) and False Negatives (FN) should be taken into consideration. All findings outside the truth marking by the cardiologists are considered as false detections. In this way the true positive rate can be plotted against the false positive rate. In the proposed MI prediction system obtained results are evaluated by the performance metrics sensitivity, specificity, and accuracy, Sensitivity, specificity and accuracy are the commonly used statistical measures to analyze the medical diagnostic test to enumerate how the test was good and consistent. The overall performance of diagnostic systems has been measured and reported in terms of classification accuracy which is the percentage of diagnostic decisions that proved to be correct. The various performance metrics for MI prediction using standard Cleveland dataset is shown in Tab. I. The Accuracy, Sensitivity and Specificity of the MI prediction system are analyzed using Fig. 5 and 6 .
The PSONN approach generates a sensitivity of 90.13% with a misclassification rate of 0.1039 for Cleveland and a sensitivity of 88.53% with a misclassification rate of 0.1438 for real time clinical database. When optimized learning is introduced, there is an improvement in Youden's index also. The overall accuracy of the CNN method is found to be 85.6, while the accuracy of the FFNN 81.2 and SVM is 79 for real time clinical dataset containing 500 data. FFNN has an improved performance than the SVM, this is due to the fact that SVM does not depends on the generalization error. Although FFNN produces a good classification accuracy for prediction of heart diseases, this classifier select the initial parameter setting manually which will take a considerable time to classify the patterns. The PSONN classifier has achieved very commendable results achieving a classification accuracy of 89.61% for Cleveland database and 85.62% for real clinical database when compared with SVM, CNN, FFNN and GAANN. The performance metrics for GAANN is also considerably high compared to FFNN. Accuracy of the system is 85.9%, sensitivity 83.6%, specificity 87.8% for the FFNN based MI risk prediction and Accuracy 88.5%, sensitivity 86.7%, specificity 89.9% for the GAANN based MI risk prediction for standard database. The accuracy of the neural network classifier for heart disease prediction is 0.856. But in the case of Genetic Optimized neural network classifier is 0.885.It is proved that the efficiency of the MI risk prediction system is improved 3% and 4% by optimizing the network parameters using GA and PSO respectively.
An ROC curve is a plot of operating points which can be considered as a plotting of true positive as a function of false positive. ROC curve is a plot of the True Positive Rate (TPR) versus False Positive Rate (FPR). The TPR denote the fraction of patients actually having the abnormality and that are diagnosed as positive and the FPR is the fraction of patients actually without the abnormality and that are diagnosed as positive. The detection performance is analyzed using the area under the ROC curve. For a two class problem an ROC curve allows us to allow us to visualize the trade-off between the rate at which the model. The ROC curve for Cleveland and clinical dataset for different intelligent classifier are shown in Fig. 7 and Fig. 8 respectively.
From this curve itis evident that the feed forward neural network optimized with particle swarm optimization algorithm has found to have better accuracy than the other classifier models. The result shows that the best area under the ROC curve is achieved for Cleveland database and real time clinical DB using PSONN. Therefore, PSONN have a great potential to be applied in automatic prediction of risk level of myocardial infarction by reducing the misclassification rate. Hence this model can be used as a diagnostic tool for cardiologist with high precision accuracy compared to other intelligent techniques described. In summary, it's found that the proposed PSONN based prediction system offers substantial improvement in prediction of heart disease. The results of the experiments show that an improvement of 4 % accuracy has been achieved by applying optimized neural network classifiers. This implies that the optimized neural network is one of the desirable classifier, which can be used as an aid for the physicians to predict the risk of MI.
Conclusions
This paper concentrates mainly in developing an intelligent computer aided detection system for Myocardial Infarction from patient record. The analysis of data is a challenging task due to the range and type of attribute selected. By adopting intelligent algorithms many classifiers are developed to characterize normal and abnormal patient from the given data. The dataset contains both normal and abnormal form patient record that is associated with ischemic heart disease. The selected attributes are compared by means of the ability to predict Myocardial Infarction using different intelligent algorithm. As a performance result, the PSONN classifier can be conveniently applied to detect MI, thus providing a second reader for the cardiologists. In future hybrid intelligent algorithm can be used to train the neural network for better classification.
