Abstract. This paper describes a novel neural network based multiscale image restoration approach. The method uses a Multilayer Perceptron (MLP) trained with synthetic gray level images of artificially degraded co-centered circles. The main difference of the present approach to existing ones relies on the fact that the space relations are used and they are taken from different scales, which makes it possible for the neural network to establish space relations among the considered pixels in the image. This approach attempts at coming up with a simple method that leads to an optimum solution to the problem without the need to establish a priori knowledge of existing noise in the images. The multiscale data is acquired by considering different window sizes around a pixel. The performance of the proposed approach is close to existing restoration techniques but it was observed that the resulting images showed a slight increase in contrast and brightness. The proposed technique is also used as a preprocessing phase in a real-life classification problem of medical Magnetic Resonance Images (MRI) by using a fuzzy classification technique.
Introduction
Image restoration is an inverse problem stated as the recovery of an image from its probably degraded version. Existing methods usually require a priori knowledge of the degradation process to design the solution that may compensate for the degradation problems caused by motion blur, atmospheric turbulence, and optical diffraction [13] .
The degradations may result from noise in the sensor, loss of focus, objectcamera relative motion, and random atmospheric turbulence [12] . Such noise sources in images are characterized by Gaussian-like distributions [11] .
In general restoration techniques are oriented towards the recovery of the real image by applying a restoration process to its degraded version [9, 1] . Some common methods for image restoration include the inverse filter, the Wiener filter, the moving-average filter, the parametric Wiener filter, the mean-squared-error filter, the band-pass filter and the singular value decomposition technique [9] , as well as, the regularization filter [1] .
Recently, some of the methods for image restoration have been modified in an attempt to improve their solutions and reduce the computational complexity [6] . Due to the wide use as tools for information processing, Artificial Neural Network (ANN) models have also bee used to design new solutions to the image restoration problem. They present some features that may lead to better results in the image restoration process [14] . Such features are related to its plasticity and their parallel computing power that have made them appropriate for applications in pattern recognition, signal processing, image processing, computer vision, and several other application areas. There exists a number of different neural network architectures well described in the computer science literature.
In this paper we present a novel neural network based multiscale restoration approach [4, 5] . The method uses a Multilayer Perceptron (MLP) algorithm [10] , trained with synthetic a 8-bit gray level image of artificially degraded co-centered circles, with 256 x 256 pixels.
In order to design the training set for the neural network, the artificially degraded image is submitted to a clustering performed by a Kohonen neural network, using a threshold level of similarity for existing neurons (cluster centers). The algorithm adds a new neuron and assigns the corresponding input vector as its corresponding weights when existing neurons are not able to overcome the threshold level in the competition phase of the Kohonen neural network. This process leads to reduced training data sets, that vary according to the threshold level settings.
The learning phase of the Multilayer Perceptron attempts to make it capture inherent space relations of degraded pixels and correspond them to the non-degraded pixels. In the conducted experiments, the degradation effects are simulated by applying the degradation model in [9] . The image is first convoluted with a lowpass Gaussian filtering operation and then noise is added to it at 1% rate occurrence. The degraded image data is provided as input to the MLP and the non-degraded image as the corresponding output in the supervised learning process.
The main difference of the present approach to existing ones relies on the use of space relations taken from the vicinity of the considered pixel in different scales, which makes it possible for the neural network to establish space and contextual relations among the considered pixels in the image. This approach attempts to come up with a simple method that leads to an optimum solution to the problem without the need to provide a priori knowledge of existing noise in the images.
In the conducted experiments, the trained neural network is submitted to indoor, outdoor, and satellite degraded images to verify the generalization performance on different image types. The results are compared to existing restoration approaches (focusing the Wiener filter) by varying the similarity parameter in the Kohonen clusterization algorithm used to reduce the input vector.
The paper is organized as follows. Section 2 describes the proposed restoration method. Section 3 presents some experimental results, with a quantitative analysis. Section 4 presents an application in which the proposed technique is used as a preprocessing phase of real-life classification problem of MRI. Finally, section 5 brings the conclusion for the work.
The Proposed Approach
In this paper we present a neural network based image restoration technique using local spatial information acquired in a multiscale approach. The design of the method involves three phases: a) image information extraction; b) data clusterization to reduce the amount of data to form the training set; and c) the MLP training to capture a general inverse reconstruction model.
Training data
The proposed approach assumes the effects of the degradation sources mentioned before are universal in nature, that is, in general images are subject to the same degradation sources, and that they may be simulated on synthetic images. Thus, an 8-bit gray level image of co-centered circles was created and submitted to an artificial degradation process as previously stated. The training data set was created by sequentially extracting 3x3, 5x5, 7x7 windows from the degraded image and the pixel of the corresponding window center position in the original nondegraded image.
The 5x5 and 7x7 were subsampled to form two 3x3 windows to simulate the multiscale approach. Then, three 3x3 windows data were then gather to form the input vector for training purposes. The pixel in the center of the corresponding 7x7 window in the non-degraded image was chosen to be the desired output in the training process. Both the input vector and desired output pixel formed a 28-member vector which was sequentially concatenated to other vectors of the same nature to form the training set (see Figure 1 ). This process resulted in a very large training data set that may imply in a long time to train the MLP in the modeling process. Thus, the previously cited clusterization process using a Kohonen neural network was applied in a data mining like approach to reduce the amount of data for training purposes.
Data mining
The cited data mining process consisted of designing a clustering algorithm that was implemented as a Kohonen neural network. A similarity Gaussian metric was implemented. The idea was to establish a threshold limit to the competition phase of the learning processo of the Kohonen neural neural. The winning neuron had to overcome the threshold (robustness) to have its weight updated.
If the winner neuron did not overcome this threshold, a new neuron had to be inserted in the one-dimensional lattice to represent the input vector whose elements were assigned to the corresponding elements of the weight vector (See Figure 2) . In this work two similarity thresholds were used: a 0.9 and 0.8 of a Gaussian transformation of the distance of the weight vector of each neuron to the input vector. Table 1 shows the size data vectors. 
Training process
In the training process the degraded image data was provided as inputs to the mutilayer perceptron and the non-degraded image data as the corresponding desired output for the supervised learning process. The MLP was designed with only 1 hidden layer with 14 neurons, each neuron with a logistic sigmoidal activation function.
The main objective to the present approach is to derive a simple image restoration method based on an inverse degradation model that may lead to an optimum solution to the problem.
Experiments
In this section, we present the results of some experiments conducted with the proposed technique to restore degraded images. Different neural network architectures were trained and then submitted to degraded versions of different images, such as: the Lenna image and an Ikonos satellite image, submitted to the same noise sources used in the training image; and MR brain images from a real data base containing multiple sclerosis lesions.
The use of different image data aimed to verify the adequacy and robustness of the neural network approach to the image restoration problem as stated in [9] .
A comparison of the proposed method and the Wiener filter was performed through a quantitative analysis by calculating image statistics representing the mean brightness and contrast: the image mean (µ f ), and the variance (v f ). In addition, the standard deviation (σ), the Mean Square Error (MSE), and the Signal-to-NoiseRatio (SNR) are calculated [12] . The intensity mean, variance and standard deviation are properties frequently used in image processing due to their relevance to characterize the appearance of an image [9] . The mean is a measure of the average brightness and the variance is a measure of contrast. The standard deviation is the square root of the variance, which may be interpreted as a measure of image homogeneity.
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d. e. Figure 3 shows the Lenna image: a) without noise; b) artificially degraded using 1% of noise and after the restoration by c) the Wiener method; and by the neural network approach using the d) 80% and e) 90% vector similarity thresholds in the clusterization phase. The quantitative analysis is presented in Tables 2 and 3.  Table 2 brings the results for µ f , v f and σ for the original, degraded and restored images. We can observe an increase in brightness and contrast for the images restored by the proposed approach, through the values obtained for µ f and v f . A non significative difference in the σ values shows preservation of image homogeneity. The obtained values for MSE and SNR between the original image and the degraded version, and between the original and restored images are presented in Table 3 . A better performance of the ANN restoration can be verified by comparing its smaller MSE and its larger SNR, with the corresponding values for Wiener restorarion. A smaller MSE means that the restored image is closer to the original version. Gaussian degraded with 1% noise; c) restored image by a 3x3 Wiener filter; d) ANN result -multiscale approach, 80% similarity; and e) ANN result -multiscale approach, 90% similarity.
In this case, the statistics measurements, presented in Tables 4 and 5, show that the ANN approach led to a good restoration but with a slightly minor performance when compared to the Wiener filter restoration.
Experiments have also been conducted on a real MRI database composed of volumes of 512x512x20, obtained from a 1-Tesla magnetic field system under the supervision of a radiologist who provided an interpretation of the multiple sclerosis artifacts present in the images. In order to apply the restoration process, the axial T2 and Flair (F) sequences were selected. Figure 5 a) -b) presents the real MRI T2 (slice 14) and F (slice 15) images without noise, respectively; and after the restoration by c)-d) the Wiener method; and by the ANN approach using e) -f) 80% and g) -h) 90% vector similarity thresholds.
e. f. g. h. Figure 5 : Original MRI (OI), restored by wiener filter (WF) and by multiscale approach (ANN) slices: a) T2 S14 OI; b) T2 S14 WF; c) T2 S14 ANN 80%; d) T2 S14 ANN 90%; e) F S15 OI; f) F S15 WF; g)F S15 ANN 80%; h) F S15 ANN 90%.
It is to be observed that the original images are not subjected to an artificial degradation procedure. They have been submitted to the restoration approaches as they were acquired. In order to calculate the SNR for the original MR images, we have extracted some regions of interest (ROI) to estimate the noise. We have taken the mean of the variances, considering that this local noise estimation may be observed in the whole image. Thus, there was not a ground truth image available to compare the statistics obtained µ f , v f , and σ. However, as expected, changes might be observed. To evaluate the performance of the restoration method on such images a fuzzy classification method was proposed in which the feature space is checked for improved class sample compactness.
Validation of the proposed technique
As a form of validation of the technique of the proposed restoration approach, a fuzzy classification method was applied to noisy and restored images. The aim of this phase was to verify the benefits of the transformation in the image feature space due to the restoration process applied. It is important to notice that the proposed approach does not consider any prior knowledge of existing degradation problems in the images. The performance of the classifier is analysed by comparison of its application to the noisy images and to their restored versions, using the kappa index [3] to assess the quality of the classifications. We used a prototype based fuzzy classifier [7] that works by first establishing cluster centers for the samples of each class. This is performed by the original fuzzy c-means (FCM) algorithm [2] and a clusterization index [8] is used to calculate the optimal number of centers for each class. The resulting centers are then transformed into fuzzy prototypes by the application of a similarity relation to each one.
We have used two slices, 14 for training and 15 for testing, in sequences T2 and F (see Figures 5a and 5e ). Five classes were considered: background, cerebral spinal fluid (CSF), gray matter, white matter, and the Multiple Sclerosis (MS) lesion. The sample extraction was performed under the supervision of a radiologist who established the ground truth for the classification and analysis purposes.
Interestingly, even though the effects of the restoration process are not very evident under visual analysis, as can be seen in Figures 5 b) -d ) and f) -h), the classification results were improved in some cases. The MS lesions were diagnosed in a clinical exam using the non-restored images: there are two of them in the right side of the brain in slice 14 and another two in the left side in slice 15. Table 6 presents the kappa index obtained in the classification of the original image (first column) and in the classification of the restored ones by the Wiener filter and by the multiscale ANN based approach. It is to be noticed that the ANN based approach led to a better classification performance. The explanation to this fact may be associated to low-pass filtering property of the ANN based approach. In the laring phase the input data consists of data from 3 different 3x3 windows that are linearly combined to lead to the neuron induced local field or activaton potential [10] . The feature spaces, formed by the spectral response of the pixels in T2 and F sequences are depicted in Figure 6 . a.
b. c. Figure 6 : Feature spaces from real images: a) testing original samples; b) testing restored samples using 80% similarity and c) testing restored samples using 90% similarity.
Conclusion
A neural network multiscale image restoration method was proposed for restoring degraded images based on an universal training data strategy. Experimental results show the adequacy of the proposed approach to the problem. Quantitative analysis show the proposed method presented similar results to the ones obtained by using the Wiener filter, reported in the literature as the most used method for image restoration.
However, in most of the conducted experiments the neural network restored images presented a slight enhancement in both brightness and contrast, as observed by the increase in the mean and variance values of the images, while a reduction of the degradation was performed as it may be observed by the signal to noise ratio measurements.
In addition, the performance of the restoration methods discussed and implemented in the paper were also compared by applying such methods to restore a real MR brain image prior to a supervised image fuzzy classification task. Very good results were obtained in the classification for the proposed restoration approach using 80% and 90% vector similarity thresholds. The multiscale approach performed better than the classical Wiener filter approach, with the most satisfactory kappa index reached for the image restored by the multiscale ANN based method with 80% vector similarity threshold. Despite the results obtained, in all of the experiments presented in this paper, the feature space consisted only of the pixels spectral response in different sequences of MRI. The noise reduction produced by the restoration methods, however, may not always guarantee that the accuracy of the classifier will be better. In fact, the image restoration process leads to the classification of different data. However, the compactness effect observed in the feature spaces may be taken as an advantage for the classifier addressed in this paper, since it needs less prototypes for each class, thus improving the performance of the classification in terms of computational time.
An advantage of the proposed method is related to the fact a neural network approach may be less computationally expensive than the Wiener filter when dealing with very large image datasets, in addition to the easiness of implementation of the ANN models that may also be implemented directly in an imaging acquisition hardware.
