A quantum emitter decays due to vacuum fluctuations at its transition frequency. By virtue of the entwined nature of dissipation and fluctuations, this process can be controlled by engineering the impedance of the environment. We study how the structured vacuum environment of a microwave photonic crystal can be used for bath engineering of a transmon qubit. The photonic crystal is realized by a step-impedance transmission line which suppresses and enhances the quantum spectral density of states akin to a Purcell filter. We demonstrate a bath engineering protocol upon driving an emitter near the photonic band edge that allows dissipation to produce non-trivial steady-states.
Quantum circuits can dissipate energy by radiating photons into the electromagnetic environment. While the decay of coherence may thwart an advantage from quantum devices, dissipation has a central role in circuit quantum electrodynamics, as identified in an early era of coherent circuit architectures for Josephson tunnel junctions [1] [2] [3] . Similarly, photonic dissipation processes present a key resource for quantum control and can be harnessed for deterministic state reset [4] [5] [6] , the creation of entangled states [7] [8] [9] [10] [11] [12] , and heralding cluster states for measurement based quantum computation [13, 14] . Quantum bath engineering involves the deliberate use of dissipative system-environment interactions to induce decay toward desired steady-states of a quantum system [15] [16] [17] [18] [19] [20] . Bath engineering, synonymous to reservoir engineering, resembles impedance engineering methods which influence certain interactions between a quantum system and its electromagnetic environment [21] , and is additionally implemented with coherent control techniques, in a similar method to dynamical decoupling [22] , and quantum Zeno dynamics [23] [24] [25] [26] . In this letter, we employ a photonic crystal and coherent driving to perform bath engineering on a transmon qubit, thus realizing deterministic decay to qubit superposition states which are characterized by full quantum state tomography.
Recent experiments demonstrating coupling between transmon qubits and a photonic crystal have shown spectroscopic signatures of localized photonic bound states caused by the strong interaction between multiple transmon circuit energy levels and the photonic density of states [27, 28] . Here, we present an experiment in the weak coupling regime, where the transmon qubit [29, 30] has a cavity-mediated coupling to the modes of the photonic crystal. Following from Fermi's Golden Rule and the Purcell effect, the decay of the transmon qubit into the photonic crystal is strongly influenced by the presence of a photonic bandgap [31, 32] , since the rate of spontaneous emission is proportional to the local density of states at the transition frequency of an emitter [33, 34] . Because the transmon is dispersively coupled to the cavity, the qubit maintains coherence while a weak interaction with the dissipative photonic states presents a bath engineering resource for the qubit. Furthermore, the qubit-cavity dispersive coupling enables single shot readout using the Jaynes-Cummings nonlinearity technique at the bare cavity resonance [35] . We use this to conduct full quantum state tomography of the qubit and characterize the bath engineering decay process. Our experiment comprises a one-dimensional photonic crystal coupled to a flux tunable transmon housed inside a waveguide cavity resonator (Fig. 1a) . The photonic crystal is an impedance modulated coaxial transmission line, which connects the strongly coupled antenna port of the waveguide cavity to the 50 Ω electromagnetic environment of the microwave readout chain. The crystal consists of 25 impedance steps (Z LO = 30 Ω, Z HI = 50 Ω) along the coaxial line, resulting in the opening of a bandgap (Fig. 1b) [36, 37] .
The photonic crystal dispersion leads to a large variation of the local density of states between the stop-band and pass-band. Near the band edge, the spontaneous emission rate of the transmon qubit strongly depends on the qubit resonance frequency across a frequency range comparable to the decay rate itself. The decay rate of the qubit dispersively coupled to a single cavity mode is given by [18, 21, 38] :
where κ/2π = 18 MHz is the cavity linewidth, g/2π = 200 MHz is the qubit-cavity coupling rate, ∆ q /2π 1.3 GHz is the qubit-cavity detuning, ρ(ω q ) is the local density of states at the qubit frequency, and γ d is the qubit decay rate into other dissipation channels. Here, the cavity provides a filtered coupling to the strongly varying density of states ρ(ω) provided by the photonic crystal.
We determine the frequency dependence of the local density of states by flux biasing the qubit resonance to a specific frequency and performing standard T 1 decay measurements. Variation of the qubit decay rate γ 1 is attributed to changes in the local density of states according to Eq. 1. This dependence is in agreement with Rabi frequency measurements from an resonant drive of constant amplitude applied through the photonic crystal ( Fig. 2a ). Similar to qubit decay, variation of the Rabi frequency is attributed to qubit absorption and emission rates, and therefore the qubit coupling to the 50 Ω environment through the photonic crystal. Since the proportional changes of the Rabi frequency squared and γ 1 are in agreement, we find the photonic crystal defines the spectral density of states which determines qubit absorption and emission. As the photonic crystal results in a frequency dependent non-Markovian environment, we can then use a coherent drive on the qubit to produce specific decay transitions that are the basis of our bath engineering protocol.
Since the qubit interacts only weakly with the photonic states, the time-evolution of our bath engineering process is simply modeled as a two level emitter under coherent drive. After a sufficiently long duration, the qubit relaxes to an effective ground state defined by transitions in a preferred basis, known as jump operators, which are determined by the form of interactions with the environment [39] . In the presence of an additional coherent microwave drive, the jump transition rates between qubit superposition states are set by the photonic spectral density of states. An asymmetry in theses rates resulting from the frequency dependence of the photonic density of states thus realizes a nonequilibrium effective ground state: a steady-state of the driven-dissipative dynamics [40] . The open quantum system dynamics of a transmon qubit driven from a coherent tone at frequency ω d at resonant Rabi frequency Ω and detuning ∆ = ω d − ω q , can be described by the Lindblad master equation [41] , assuming timescales of photonic state relaxation are much shorter than that of the qubit [8, 27, [42] [43] [44] ,
where ρ is the reduced density operator for the qubit dressed by the light-field in the rotating frame of the drive, the operatorsσ ± are Pauli raising and lowering operators in the qubit dressed basis, H is the Hamiltonian of the qubit, H = Ω Rσz /2 with ( = 1) and the generalized Rabi frequency Ω R = √ Ω 2 + ∆ 2 , γ ± are jump rates between the dressed basis eigenstates, γ 0 is the dephasing rate, and
When an emitter and light-field are coupled, quantum fluctuations cause transitions between the emitter-field dressed states, resulting in field correlations which manifest as the Mollow triplet emission spectrum [45] [46] [47] . The qubit-field joint eigenbasis is an infinite ladder of dressed states connected by single photon transitions (Fig. 2b) . Inelastic transitions between dressed basis eigenstates of the qubit result in the two sidebands of the Mollow triplet spectrum [48] . The relative intensity of the sidebands are indicative of the jump transition rates γ ± , which are accordingly affected by the local density of states at each sideband frequency.
While the undriven qubit samples a density of states at frequency ω q associated with the transition to the bare qubit ground state by σ − , the driven qubit now interacts with the environment according to two decay processes σ ± with transitions spurred by fluctuations two frequencies (ω d ± Ω R ). In the limit of strong excitation Ω γ ± the decay transitions are,
which, in the reasoning of Eq. 1, have transition rates
Since the red and blue sideband transitions of the Mollow triplet comprise jumps from the lower and upper dressed states respectively, there is an asymmetry in the Mollow triplet when the local density of states at each sideband frequency do not match. Thus, transitions between the dressed states occur at different rates, favoring one dressed state over the other during the decay process. In the ideal scenario for bath engineering, there is a thoroughly dissimilar local density of states across the qubit resonance, resulting in a single sideband Mollow triplet and deterministic decay to its corresponding dressed state.
We demonstrate bath engineering decay to a dressed state by flux tuning the qubit to ω q /2π = 6.4766 GHz where a local density of states varies dramatically, as reflected in Figure 2a . In Figure 3 , we display the results of quantum state tomography after driving the qubit for 
µs
1/(γ ± ) giving the steady-state of the driven qubit. We observe that the steady-state qubit coherence X ss for a resonant drive increases at higher drive frequencies. Increased coherence occurs when the dressed state transition rates become more asymmetric as the Mollow triplet spectrum widens in the presence of a colored local density of states. The purity of the steadystate is limited by decay to other dissipation channels. While small coherences can be created from a weak drive in resonance fluorescence [49] , the observation of coherence from a strong drive is a clear indicator of an asymmetry in the qubit-field correlations according to the bath engineering process.
A proper selection of a drive phase, frequency, and amplitude can "cool" the qubit to a chosen superposition state in the eigenbasis of the undriven qubit (Fig. 3) provided the presence of a non-Markovian environment as given by the photonic crystal local density of states. The theory colormap of Figure 3b was produced by solving for the steady-states of Eq. 2 given the local density of states as inferred from measurements shown in Figure 2 . This theory reproduces all qualitative features of the tomography results and has quantitative agreement when including additional pure dephasing of the qubit transition, γ φ = 0.029 µs −1 , consistent with typical limits of coherence for transmon qubits [50] .
The steady-states mapped in Figure 3a ,b contain a feature of zero coherence (dashed-line) for certain coherent drive parameters of detuning and amplitude. This occurs when the two terms γ ± in Eq. (2) cancel due to the dependence of both θ and γ ± on ∆ and Ω. The equal transition rates between dressed states results in a maximally mixed steady-state. Physically, the overlap of the dressed states with the globally favored ground state competes with the dressed state favored by γ ± . In a picture of detailed balance for the rate of transitions between dressed states, this occurs for drive parameters satisfying the relation
which was used to calculate the dashed lines of Figure  3a ,b.
In conclusion, the driven and dissipative dynamics of a transmon qubit weakly coupled to a photonic crystal can be used for quantum bath engineering, as we have verified with full state tomography. A choice of drive parameters can define a qubit superposition state as an effective ground state of the driven-dissipative system. The colored density of states introduced from the photonic crystal is crucial for this bath engineering protocol and highlights impedance engineering of the electromagnetic environment as a key aspect of bath engineering for circuit quantum electrodynamics. In future bath engineering implementations, the photonic density of states can be tailored by fabrication techniques with lumped element metamaterials [37] and in situ tunability of coupling rates between photonic modes [51] . Additionally, quantum monitoring of dissipative photonic modes of the environment can further the scope of these bath engineering protocols for non-unitary heralding of quantum states and quantum control by dynamical feedback.
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Step 4 . The scattering parameters of the photonic crystal filter were measured from a two-port 50 Ω calibrated vector network analyzer. We compare the measured reflection (S11) and transmission (S21) scattering parameters to those calculated from cascaded ABCD transfer matrices of transmission line sections with parameters given in Table I[1] .
STEADY-STATE SIMULATION Lindblad evolution
A qubit with an energy eigenbasis {|g , |e } is described by the Hamiltonian H = −ω q σ z /2 in the lab frame. When the qubit is dipole coupled to a coherent drive of frequency ω d and we transform the lab frame Hamiltonian of the driven qubit H = −ω q σ z /2 + Ωσ x cos(ω d t) into the rotating frame of the drive with the unitary operator U = e −iω d tσz/2 as H → U HU † + iU U † . The rotating frame Hamiltonian is
Time evolution from an initial qubit state is calculated from the equation, ρ(t) = e Lt ρ(0)
where we perform matrix exponentiation of Lt by finding the matrix V which diagonalizes the Lindblad matrix. After converting the density matrix vector into a matrix operator ( ρ(t) → ρ t ), we then calculate expectation values in the lab frame rotating with the drive, X t = tr(σ x ρ), Y t = tr(σ y ρ), Z t = tr(σ z ρ),
where, σ x = cos(2θ)σ x − sin(2θ)σ z , σ y =σ y , and σ z = sin(2θ)σ x + cos(2θ)σ z . 
