Probability distribution functions (PDFs
INTRODUCTION
A fundamental operation used in most visualization algorithms is interpolation. Interpolation is used in workhorse visualization techniques such as marching cubes, direct volume rendering, and stream line generation, and many other popular algorithms. Performing interpolation is well defined when the data points and the interpolants are crisp. However, this is not the case when the data points consist of a distribution.
With increasing interest in representing uncertainty in modeling and simulation with techniques based on Monte Carlo methods, we are now faced with the challenge of analyzing and visualizing ensemble fields. Ensemble fields are made up of individual realizations, each a possible outcome, of the simulation. Assuming that the ensemble fields are defined over a regular Cartesian grid, a popular approach is to treat all the values at a given grid point from different realizations as a distribution. Recent works in this area have primarily assumed that the distribution follows a Gaussian distribution. Even more recent efforts have extended this to non-Gaussian distributions.
In this paper, we extend a closed-form 1D probability distribution function interpolation method [1] that advects features for nonparametric probability distribution functions (PDFs). It is essentially a method that interpolates quantiles of the corresponding cumulative distribution functions (CDFs) and then solves for the interpolant PDF. However, until now, there was no direct extension to bivariate distributions, which are needed to represent vector PDF interpolation.
This paper addresses both physical vector fields (e.g., velocity, angular momentum) and a vector of scalar fields (e.g., two scalar fields, for instance temperature and humidity in a vector representation). Our interpolation method is general, and applies to both types of vectors. Our method is necessary for physical vector fields that cannot be decomposed into univariate distributions and for correlated random variables.
This work is motivated by the need for a nonparametric PDF interpolation that scales to large data sets by employing variable computational cost for required levels of accuracy. It is primarily applicable to multidimensional fields whose component random variables are correlated. Uncorrelated random variables may be treated as univariates.
RELATED WORK
A nice overview of statistical techniques for spatial interpolation was presented by Myers [2] . The techniques range from simple linear models with no covariance, to those using spatial structure functions. The survey however does not include nonparametric distribution interpolation. The paper does claim that interpolation is a solution to an inherently ill-posed problem, namely that it is a problem of prediction with limited data. For that, multiple models with different purposes can be employed. A more detailed survey [3] , but focusing on geostatistical applications, compares methods according to different criteria such as local vs. global support, deterministic vs. stochastic, univariate vs multivariate, linear vs. nonlinear, etc. Among the methods that consider stochastic data, they assume normal distribution.
Within the visualization community, there are also a number of recent publications that address stochastic interpolation. Schlegel et al. [4] present a form of Kriging interpolation of spatial data for Gaussian distributions using a parameter-based approach. This technique relies on computing a covariance matrix and that the underlying data be formed from a Gaussian process. Pfaffelmoser et al. [5] visualize isosurfaces via a raycasting scheme, and perform spatial interpolation assuming the data have a Gaussian distribution at each location. Likewise, Pothkow et al. [6] discuss isocontour visualization of normally distributed data. They interpolated between grid points using the 0th and 1st moments without spatial correlation considerations. Their subsequent work [7] considered the effects of spatial correlation in visualizing isosurfaces using probabilistic marching cubes. An alternative method of looking at global correlation structures in a hierarchical fashion was presented in [8] .
When data do not follow a Gaussian distribution, a more general uncertainty model is needed. Liu et al. [9] propose a Gaussian mixture to represent the distribution of voxel values in air temperature data. They perform volume rendering on the data set and interpolate between pairs of a fixed number of Gaussian components along cast rays. In their study, they found that four Gaussian kernels are sufficient for a variety of data sets that they examined. In addition, they support stationary and anisotropic correlations in the process, but at the expense of considering multimodal qualities of the probability distributions at grid points. For nonparametric representations of non-Gaussian distributions, operations on the distributions require different handling. Love, et al. [10] discuss two forms of a nonparametric interpolation method via convolution addition of probability distributions as well as bin-wise addition. Pohl, et al., [11] first transform the (discrete) distribution to Euclidean space via a set of Log Odds operations, where they can then be manipulated using conventional addition and multiplication. Results are then mapped back to probabilistic space via a reversible transform.
Uncertainty in vector fields is of great interest to at least two broad fields: environmental science, e.g., oceanography and meteorology [12, 13] , and fiber tracking of diffusion tensor magnetic resonance images (DT MRI). Both [14] and [15] , discuss non-Gaussian methods in these areas of research. Otto et al. present analysis of 2D [16] and 3D velocity fields [17] using particle advection, critical points, and segmentation of field topology. Petz et al. [18] also analyze uncertain velocity fields modeled as Gaussian random fields with spatial correlation.
There is a growing body of work on probabilistic fiber tracking. Unlike velocity fields, the tracks here represent fiber connectivity from one region to another and are obtained by integrating the major eigenvector field of symmetric DT MRI data set. The main source of uncertainty can be attributed to inadequate resolution in the data acquisition stage. However, there are numerous other sources as well [19] . While most of the earlier works on probabilistic fiber tracking delved on the inadequacy of the simple tensor representation to show alternative trajectories due to multiple fiber populations within a cell, more recent works are based on high angular resolution diffusion imaging (HARDI) data, which makes it is possible to describe fiber orientations using more sophisticated formulations such as spherical harmonics and multitensor representations. In a recent paper, Jiao et al. [20] describe a local, icon-based presentation of an ensemble field of fiber orientation distribution functions (ODF). The results of our paper can be used toward spatial analysis of such ensemble fields, for example.
There is much interest in the meteorological community to provide better visualization of forecast data. Slingsby et. al [21] , discuss how users interpret and use weather data, specifically hurricane data. Storm path information are examined from historical data. They draw attention to spatial and temporal clustering and its undervalued status among those currently employing such visualization software. Weather forecasts are usually based on an ensemble of predictions. For that, Potter et al. [22] describe a framework for viewing stochastic information from ensembles. This package allows for visualization of spaghetti plotting, etc. of weather data. Sanyal et al. [23] present Noodles, a software package for displaying uncertainty in stream lines and other weather data visualization for ensemble forecasting. Potter et al. [24] describe a software tool to visualize two-dimensional sets of distribution data. It displays a contour of field PDF values and allows for a normed difference between data PDFs and an ansatz selected by the user. More recently, Phadke et al. [25] present two novel visualization methods for ensembles. Primarily, they allow simultaneous viewing of multiple ensemble members. They also present a technique called Screen Door Tinting which applies value changes to field points that show differences between ensembles.
From the point of view of users, Martin et al. [26] point out the difficulty of users to identify hurricane directional movement and speed from current data visualization, or directly on vector fields. In a similar study, Broad et al. [27] , further emphasize interpretation and usage of complex weather data. They show how a general interpretation of a Gaussian distribution of hurricane direction prediction can lead to inaccurate views on the probability within a cone of uncertainty. Clearly, if multimodal velocity distribution is calculated with such a broad region of uncertainty using a Gaussian assumption, incorrect estimation of the probability of hurricane direction can occur, most specifically within the general population who can be greatly impacted by such interpretation. A non-Gaussian consideration for vector field visualization together with a redesigned visualization may rectify this issue to a degree.
The method presented by Liu et al. [9] , which proposes a Gaussian mixture model, is insufficient for bivariate PDF. Despite the use of a fixed number of Gaussian basis functions for PDF estimates, the interpolation is only unambiguous for 1D PDF when pairing Gaussian components by the order of their mean parameter. For 2D Gaussian mixture models, there is no such ordering. It is possible to order bivariate Gaussian components based on their mean probability, but this does not follow from the 1D case of ordering based on the mean parameter value. Displacement Interpolation, developed by Bonneel et al. [28] , is a general method for multivariate PDF interpolation. It is shown to reduce to the 1D PDF interpolation presented by Read [1] . It satisfies the advection of features by interpolating populations instead of cross-fading them. (Bonneel et al. provide an in-depth discussion of this property in their paper.) It is based on solving for intermediate solutions to the Earth Mover's Distance, a minimum cost problem of transforming one PDF into another. This method does not scale well to 2D field interpolation, however. It is computationally costly, with current CPU implementations (using compiled code) taking on the order of minutes to hours for interpolation between only two PDF. In the form presented by Bonneel et al., it is developed only for interpolation between two PDF.
BIVARIATE QUANTILE INTERPOLATION

Derivation
We extend a CDF-based interpolation method for use with bivariate PDF, which is needed for uncertain 2D velocity fields. The original 1D method was analytically derived in [1] , and is shown below. Here, F (x) is the CDF with its associated PDF, f (x), as in Eq. (1).
f 0 and f 1 are two known PDF used for the interpolation. Their CDF are F 0 and F 1 , respectively. The quantile y corresponds to both x 0 and x 1 in Eqs. (2) and (3).
F (x) is the interpolant CDF found from linearly interpolating between x 0 and x 1 , shown in Eqs. (4) and (5).
Using
Substituting these results into Eq. (4) yields
Knowing that dx = dF −1 (y), dy = dF (x) and dx/dy = (dy/dx) −1 , we have
Thus, applying d/dy to Eq. (6), and solving forf (x) produces
Our contribution is the novel extension to 2D PDF interpolation. Equation (9) represents the 2D conceptual extension of Eq. (8) . The parameter t ∈ [0, n] is introducted to provide a unique one-to-one correspondence between x and y pairs on the corresponding quantile curves from two bivariate PDFs f 0 and f 1 , the known PDFs we interpolate from.f
Additionally, α is the linear interpolation factor that determines the Euclidean distance in the scaled probability space of the interpolant (x(t i ),ȳ(t i ))
T . This relationship is expressed in Eq. (10).
The parameter t, is taken as the fraction of the arc length of the rectified quantile curves from f 0 and f 1 . The arc length L of curve C is defined as in Eq. (11) on the interval [a, b]. ds 2 = dx 2 + dy 2 for the infinitesimal line segment ds.
For finite numerical approximations, where C is the image of a continuous function l :
All quantile curves are indexed with the same number n of finite t i , regardless of the value of L(C). Effectively then, each (x(t i ), y(t i ))
T pair between curves are the same fractional length of their curve. Our method does not seek to minimize various metrics placed on mapped curve segments. For instance, we do not minimize distance in the sample space between paired samples on the quantile curves being interpolated but use the simpler heuristic of arc length parameterization.
For interpolation within a grid cell, Eq. (9) can be extended using bilinear interpolation via both α and β weights for the orthogonal directions of the grid. The α and β weights within the unit cell are shown in Fig. 1 . In Eq. (13), we show the interpolation solved for the unit cell case. For brevity, we omit the (x(t i ), y(t i )) pairs associated with each PDF. Each vertex represents the estimated PDFs from the ensemble for those locations. Setting either α or β to zero reduces to interpolation along a line.
A, B, and C are shown in Eqs. (14)- (16), respectively.
Algorithm
The major steps of the quantile interpolation method are shown in Fig. 2 .
Stages gather samples and estimate density are implementation specific. We do not cover their implementation details here and the user may choose varying approaches depending on the data. For example, kernel density estimation (KDE) [29] with different window settings can be used for density estimation.
For the CDF calculation stage, we collect (u, v) pairs for each requested quantile curve. We use u and v to refer to the components of a 2D velocity vector, in place of x and y from the previous section. The input to the routine is a data object that represents the density estimate. The object supports returning the maximum and minimum values for u and v and the density for given extents. The routine is shown in Algorithm 1.
quantiles is the set of quantiles. dobj is the density object. qpts is a dictionary of point lists, whose key is a quantile from quantiles and whose value is a list of points. Each point is a (u, v) pair on the corresponding quantile within a tolerance TOL. TOL=1 ÷ 2|quantiles|, where |quantiles| is the cardinality of quantiles. The intervals from dobj.min u to dobj.max u, and from dobj.min v to dobj.max v, are both divided evenly by DIV, the number of divisions along each dimension. DIV can be tuned for desired resolution and CPU timings. We show our choice for DIV in Table 1 under integration mesh size.
For the parameterize quantiles stage (see Algorithm 2), we iterate through each member of qpts and interpolate each individual curve using a curve object cobj, that can later be evaluated to obtain any v indexed by u.
This routine returns qcurves, a list of points from a parameterization of a curve represented by cobj. We approximate the parameter t i in Eq. (12) by evenly dividing the entire interval of a quantile curve from an ortho-projection onto the u axis by NUM PTS (the number of points chosen for parameterization). We then evaluate the cobj from this interval of u values. We assume that the quantile curves are monotonically increasing over the interval.
For interpolate quantiles see Algorithm 3. This routine loops through all members of quantiles and interpolates each parameterized point between corresponding quantiles. iqcurves store the interpolated points for interpolant 
ipdf.append((ipt.u, ipt.v, idens)); end end quantiles. Using Eq. (10), we calculate vec01 and vec23. vec follows in a similar fashion for β. dobj0, dobj1, dobj2, and dobj3 are the density objects associated with each unit cell vertex in Fig. 1 . ipdf is returned and is a list of surface points on the interpolated PDF.
The evalutate PDF values stage is a direct calculation using Eq. (13), invoked during interpolate quantiles as the method evalPDF.
For the final reconstruct PDF step, a reconstruction of the PDF surface is performed using a suitable interpolation such as those available in SciPy [30] for irregular grid data. In this study, we tessellate the input point set to threedimensional simplices, and interpolate linearly on each simplex.
RESULTS
Our implementation was written in Python, utilizing the SciPy package. All the computations were performed on the CPU. The computer system used for running the experiments was an Intel Core i7-3930k with 32 GB of RAM.
Synthetic Data
We construct a toy example consisting of a unimodal and bimodal distribution. Our mean parameter(s) for the 2D PDFs are the mean vector µ i = (u, v)
T , where u and v are the components aligned with the Cartesian x-y coordinate system. Spherical covariance matrices are used, i.e., the covariance matrix designation is a multiple of the identity matrix. The number of samples drawn from each distribution is 600 when estimating the PDF for interpolation.
The unimodal distribution is defined as
The bimodal distribution is the sum of two bivariate normals, where the first is weighted 0.6 and the second is weighted 0.4:
The parameters used for interpolation are in Table 1 . See Table 2 for CPU timings. The results of interpolating between the synthetic PDF are shown in Fig. 3. 
Application
Our ensemble data set covers a region of the Massachusetts Bay on the east coast of the United States of America [10] and is provided by Dr. Lermusiaux from MIT. The Massachusetts Bay volume in the study was divided into 53 × 90 grid with 16 depths. The depths at these 53 × 90 grid points vary significantly: depths as shallow as 90 meters and as deep as 196 meters were recorded. Our data are representative of environmental studies discussed in [12, 13] .
We apply bivariate quantile interpolation to selected grid points over the spatial domain. We sub-sample at a quarter of the resolution of the original data, and keep the hidden data points as the "known" distribution to compare against our interpolants at α = 0.5. For velocity fields, it is possible to interpolate over the temporal-domain as well. For instance, one could choose the same grid point but two different time steps. Additionally, it is possible to interpolate over space and time. The interpolation is general and applicable to multiple scenarios. However, in this study, we show interpolation between velocity PDF separated by space for the same value of time.
We choose two pairs of representative examples from the data for velocity. The first pair is an interpolation well within the boundaries of the data set (at a depth of 90 meters). The second pair is an interpolation that includes multimodal distributions but is along the boundary of the data set (at the same depth level). These interpolations are shown in Figs. 4 and 5 and referred to pair 1 and pair 2 in Tables 3 and 4. A third pair of PDF use a vector of temperature and salt concentration (see Fig. 6 and Tables 3, 4 ). The interpolation was performed at the same spatial location as the first pair of PDF. These variables were tested for correlation using the Spearman rank-order correlation coefficient and the p-value to test for noncorrelation [31] . For our data these are ρ = −0.3093 and p-value = 8.946 × 10 −15 . Our metric for the variation between an interpolant and the known grid point density estimate is Earth Mover's Distance (EMD). EMD is a linear optimization initially developed for supply-demand transportation. EMD minimizes the cost of transforming one PDF into another by moving mass from one PDF to the other [32] . The transformation cost between two PDF P and Q is expressed by the following formulation:
where d ij is a pre-defined ground distance between supplier i and consumer j, and F = f ij is a set of flows which defines the amount of mass transported from supplier i to consumer j. We use OpenCV's implementation of EMD, with the L2-distance parameter [33] . The EMD measured for our interpolation examples are listed in Table 3 . CPU performance is listed in Table 4 . The top row (PDF 1) and bottom row (PDF 2) contain the known distributions used for interpolation. We compare the second row density estimate with the third row containing the interpolant density.
DISCUSSION
EMD values measured in table 3 show good results for pair 1, but the EMD measurement is higher for pair 2. The densities in pair 1 follow a smoother transition, while we miss the bimodal distribution in the second example. Minimal The top row (PDF 1) and bottom row (PDF 2) contain the known distributions used for interpolation. We compare the second row density estimate with the third row containing the interpolant density.
EMD difference is measured for surface interpolation alone in both cases. Pair 3 has slightly higher EMD values overall, while there is still good agreement with the known and interpolated distributions. This discrepancy is likely due to the slight clipping of the KDE (range values) versus the fill value of zero for surface interpolation. It was also found that the number of samples in a density estimate increase CPU time for CDF calculation. This is due to the underlying implementation of SciPy and is not addressed in this paper.
Various increases in efficiency could be gained by porting the density object implementation to compiled code. Interpolating points from quantile curves in parallel on the GPU is another possible way to decrease execution time. An implementation may also be chosen to store quantile curve calculations for increased interpolation efficiency.
Note that the number of quantiles may be less than or equal to the number requested, as shown in Table 1 . A chosen CDF integration mesh resolution is not always sufficient to capture the requested number of quantiles for a given distribution. Our implementation uses a fixed CDF integration mesh resolution.
Relaxing the assumption that quantile curves monotonically increase might allow better interpolation for cases where this is not always true. However, most distributions that we study have densities where this assumption is valid. In any case, this generality in the algorithm would increase execution time.
The interpolation methods presented in this paper do not account for spatial covariance with surrounding grid point distributions. We interpolate unique surface values of individual PDFs which do not relate as a whole to surrounding PDFs when considered in isolation.
Interpolation is inherently ill-posed. The quality of the interpolants are dependent on the smoothness of the underlying field. Therefore, procedures for measuring the smoothness of ensemble data sets are important here, but also for calculating probabilistic gradient fields. Such gradients are not easily defined for ensembles using finite difference. In any case, such analysis constitutes further study.
CONCLUSION
We presented a direct extension of 1D PDF interpolation using quantile interpolation for the bivariate case. This interpolation is useful for interpolating within random fields whose components are inseparable, such as 2D velocity PDF and other correlated random variables. Further studies of visualization using interpolation will be facilitated by such interpolation. Under circumstances where multiple scalar fields are interpolated, a univariate approach is best for performance and to reduce over-smoothing in density estimation [34] if the fields are uncorrelated.
While Gaussian mixture model interpolation is ambiguous with respect to its pair-wise interpolants, we have provided a better alternative. For 2D vector fields, bivariate quantile interpolation is faster than displacement interpolation and can be more easily implemented.
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FIG. 6:
Pair 3 for simulation data using temperature and salt concentration. Green distributions represent KDEs at grid points in data set. Blue distributions represent results of interpolation. The top row (PDF 1) and bottom row (PDF 2) contain the known distributions used for interpolation. We compare the second row density estimate with the third row containing the interpolant density.
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