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Abstract
Let g = g0 ⊕ g1 be a finite-dimensional complex Lie superalgebra such that g0 is reductive and
the adjoint representation of g0 in g1 is completely reducible. A Lie supergroup associated to g is
defined by fixing the Hopf superalgebra of regular functions on the supergroup. Then it is shown that
on this Hopf superalgebra there exists a non-zero left integral. According to an earlier work by the
authors, this integral is unique up to scalar multiples.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
In an earlier article [16], we studied the integrals on Hopf superalgebras, with special
consideration of the Hopf superalgebras of regular functions on quantum (i.e., q-deformed)
or classical (i.e., undeformed) Lie supergroups. The reasons why we got interested in this
topic and a list of pertinent references can be found in that paper. We recall that the litera-
ture dealing with the integration on supermanifolds is quite extensive, however, we are not
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on supergroups.
The uniqueness (up to scalar multiples) of integrals on Hopf superalgebras could be
proved by reducing the problem to the non-graded case. As expected, to prove the existence
of non-trivial integrals is a more difficult task. Unfortunately, in Ref. [16], we were only
able to prove the existence for some special classes of Hopf superalgebras. In particular,
for most of the quantum or classical orthosymplectic supergroups, the problem could not
be solved. Now, in the quantum case, there are clear indications that our approach does
not work for these examples (at least not in the form presented in Ref. [16]). However, in
the undeformed case, there are no such reasons, and we were pretty sure that non-trivial
integrals should exist at least for the Lie supergroups associated to the basic classical simple
Lie superalgebras. The main objective of the present work is to show that this is indeed the
case. In fact, we can prove this for all finite-dimensional Lie superalgebras g = g0 ⊕g1 such
that the Lie algebra g0 is reductive and the adjoint representation of g0 in g1 is completely
reducible. The precise result is stated and proved in Theorem 5.4.
The present paper is set up as follows. In Section 2 we remind the reader of the basic
definitions and of the uniqueness result obtained in Ref. [16]. Our construction of integrals
uses a certain generalization of integrals, the so-called relatively invariant integrals. These
are introduced in Section 2.2. Section 3 contains some comments on the finite dual of
a Hopf superalgebra that will be useful later on. In Section 4 we generalize our previous
approach to the construction of integrals on Lie supergroups [16]. Section 5 consists of two
subsections. In Section 5.1 we explain how the Hopf superalgebra of regular functions on a
Lie supergroup will be chosen. The basic existence theorem will be proved in Section 5.2.
A brief discussion in Section 6 closes the main body of the paper.
As the reader will see, the theory of so-called Frobenius extensions of rings [1,12] will
play a crucial role in the proof of our existence theorem. Accordingly, we think it might be
useful to include some results of that theory. This will be done in the Appendix.
We close this introduction by explaining some of our conventions. In the main body of
the paper, the base field will be the field C of complex numbers (although an arbitrary alge-
braically closed field of characteristic zero would do as well). Our notation for Z2-graded
algebraic structures is fairly standard. The two elements of Z2 are denoted by 0 and 1.
Unless stated otherwise, all gradations considered in this work will be Z2-gradations. For
any superspace, i.e., Z2-graded vector space V = V0 ⊕ V1, we define the gradation index[ ] :V0 ∪ V1 → Z2 by [x] = α if x ∈ Vα , where α ∈ Z2. Unless stated otherwise, all al-
gebraic notions and constructions are to be understood in the super sense, i.e., they are
assumed to be consistent with the Z2-gradations and to include the appropriate sign fac-
tors.
2. Definition and uniqueness of integrals
2.1. Definition and uniqueness of integrals
Let A be a Hopf superalgebra with comultiplication ∆, counit ε, and antipode S. A left
integral
∫ 
on A is an element of A∗ (the dual of the graded vector space A), such that
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idA ⊗
∫ ) ◦∆ = 1A∫ . (2.1)
Equivalently, this means that
a∗ · ∫  = a∗(1A)∫  for all a∗ ∈ A∗, (2.2)
where the dot denotes the multiplication in A∗ deduced from ∆. A right integral ∫ r ∈A∗
on A is defined by a similar requirement
(∫ r ⊗ idA) ◦∆ = 1A∫ r . (2.3)
Let Aaop,cop be the Hopf superalgebra opposite to A both regarded as an algebra and
a coalgebra. Then a linear form
∫ ∈ A∗ is a left/right integral on A if and only if it is a
right/left integral on Aaop,cop. In particular, if the antipode S of A (and hence of Aaop,cop)
is invertible, then S±1 are isomorphisms of A onto Aaop,cop, and hence ∫ is a left integral
on A if and only if ∫ ◦ S±1 are right integrals on A. Thus we only need to consider left
integrals (or right integrals).
In Ref. [16], we have proved the following uniqueness result:
Theorem 2.1. The dimension of the space of left integrals on A is at most equal to 1. In
particular, every integral on A is even or odd.
As in the classical case of the Haar measure on locally compact groups, this theorem
enables us to determine how left integrals behave under “right translations.”
Proposition 2.2. Let
∫
be a non-trivial left integral on a Hopf superalgebra A. Then there
exists a unique even group-like element a0 ∈A such that
(∫ ⊗ idA) ◦∆ = a0∫ .
In particular,
∫
is also a right integral if and only if a0 = 1A.
For later reference, we mention the following simple lemma.
Lemma 2.3.
(a) Let f :A→ B be an injective homomorphism of a Hopf superalgebra A into a Hopf
superalgebra B. If ∫ is a left integral on B, then ∫ ◦ f is a left integral on A.
(b) In particular, if A is a sub-Hopf-superalgebra of a Hopf superalgebra B, then the
restriction of a left integral on B onto A is a left integral on A.
(c) Let A1, . . . ,An be n Hopf superalgebras. Then the left integrals on the tensor product
A1 ⊗ · · · ⊗ An (endowed with the tensor product Hopf superalgebra structure) are
exactly the linear forms of the type ∫ 1 ⊗ · · · ⊗ ∫ n, where, for every i, ∫ i is a left
integral on Ai .
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We keep the notation of the preceding subsection. Proposition 2.2 draws our attention to
a larger class of linear forms onA. Let g be an even group-like element ofA. A linear form∫ ∈A∗ is called a relatively invariant integral on A with left (respectively right) multiplier
g if it satisfies the condition
(
idA ⊗
∫ ) ◦∆ = g∫ respectively (∫ ⊗ idA) ◦∆ = g∫ , (2.4)
where g
∫
is the linear map of A into itself defined by (g∫ )(a) = g∫ (a) for all a ∈ A.
Obviously, if
∫
is different from zero, the element g is uniquely determined by
∫
. Using
this terminology, the left/right integrals on A are the relatively invariant integrals with
left/right multiplier 1A, and Proposition 2.2 says that the left integral
∫
is a relatively
invariant integral with right multiplier a0.
We note that if
∫ ∈ A∗ is different from zero, and if g is a homogeneous element of
A such that one of the conditions (2.4) is satisfied, then g is even and group-like. The
definition of a relatively invariant integral only depends on the cosuperalgebra structure
of A. In particular, if α is an automorphism of the cosuperalgebra A and if ∫ is a relatively
invariant integral on A with left/right multiplier g , then ∫ ◦ α is a relatively invariant
integral on A with left/right multiplier α−1(g).
The relatively invariant integrals on a Hopf superalgebra are closely related, as follows.
Let h be an even group-like element of A, and let Lh and Rh be the linear maps of A into
itself defined by Lh(a) = ha and Rh(a) = ah, for all a ∈A. If
∫
is a relatively invariant
integral onA with left multiplier g, then ∫ ◦Lh and ∫ ◦Rh are relatively invariant integrals
on A with left multipliers h−1g and gh−1, and the same holds in the “right case.”
Using Theorem 2.1 and Proposition 2.2, we immediately conclude from the preceding
result that either there do not exist any non-zero relatively invariant integrals whatsoever
on A, or else, for every even group-like element g of A, the space of relatively invari-
ant integrals with left multiplier g and the space of relatively invariant integrals with right
multiplier g are one-dimensional. Also, all relatively invariant integrals on A are homo-
geneous of the same degree. Moreover, if
∫
is a non-zero relatively invariant integral on
A with left multiplier g, then ∫ ◦ Lg and ∫ ◦ Rg are non-zero left integrals on A, hence,
by Proposition 2.2, they are relatively invariant integrals with right multiplier a0, where
a0 is the element specified in that proposition. It follows that
∫
is a relatively invariant
integral with right multiplier ga0, and also with right multiplier a0g, which implies that
ga0 = a0g. Conversely, a non-zero relatively invariant integral on A with right multiplier
ga0 is a relatively invariant integral with left multiplier g.
The reader will notice that the results of the present subsection are completely analo-
gous to what is known from the theory of relatively invariant integrals on locally compact
groups (see [3, Section 1], from where we have adopted our terminology). We should
also mention that these results are closely related to [13, Section 2]. In particular, if A is a
finite-dimensional Hopf algebra, the element a0 specified in Proposition 2.2 is the so-called
distinguished group-like element of A.
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In the present work we are mainly interested in the case where A is a sub-Hopf-
superalgebra of the finite (or continuous) dual U◦ of a Hopf superalgebra U . We recall that,
as a vector space, U◦ consists of all linear forms on U that vanish on a graded two-sided
ideal of U of finite codimension. It is easy to see that the properties derived in Ref. [18]
can immediately be extended to the present setting. In particular, this is true for the criteria
characterizing the elements of U◦. Moreover, the elements of U◦ can also be described by
the following property:
A linear form  on U belongs to U◦ if and only if there exists a finite-dimensional
graded (left) U -module V , an element v ∈ V , and a linear form v∗ ∈ V ∗ such that
(x) = 〈v∗, x · v〉 for all x ∈ U, (3.1)
where the dot denotes the module action, and where 〈,〉 denotes the canonical pairing of
V ∗ and V . By a slight abuse of language, the linear forms  of the type (3.1) are called the
matrix elements of the graded U -module V (or of the associated representation of U in V ).
Obviously, U◦ is a graded subspace of U∗, the graded dual of U . Actually, much more
is true, for the structure of U as a Hopf superalgebra yields a similar structure on U◦. More
precisely, the transpose of ∆U induces the multiplication in U◦, the counit εU is the unit
element of U◦, the transpose of the product map of U induces the coproduct of U◦, the
evaluation at the unit element 1U of U is the counit of U◦, and the transpose of SU induces
the antipode of U◦. For simplicity, the comultiplication, counit, and antipode of U◦ will
also be denoted by ∆, ε, and S, respectively.
Suppose now that U is a Hopf superalgebra, and that O is a class of finite-dimensional
graded U -modules that contains at least one non-trivial module and is closed under the for-
mation of finite direct sums, tensor products and duals. Then the set of all matrix elements
of modules belonging toO is a sub-Hopf-superalgebraAO of U◦. If V belongs toO, there
exists a unique structure of a graded right AO-comodule on V such that the structure map
δ :V → V ⊗AO
satisfies the following condition: If v is an element of V and if
δ(v) =
∑
i
v0i ⊗ v1i ,
with homogeneous elements v0i ∈ V and v1i ∈ AO , then for every homogeneous element
x ∈ U , the module action of x on v is given by
x · v = (−1)[x][v]
∑
i
v0i
〈
v1i , x
〉
. (3.2)
Conversely, let A be a sub-Hopf-superalgebra of U◦, and let O′ be the class of all
finite-dimensional graded right A-comodules. If V belongs to O′, Eq. (3.2) converts the
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U -modules V mod obtained in this way by O, it can be shown that O is closed under the
formation of finite direct sums, tensor products and duals, and that the corresponding sub-
Hopf-superalgebra AO is equal to A. (To prove the last statement, regard A as a graded
right A-comodule via ∆, and then use the fact that every element of A is contained in a
finite-dimensional graded subcomodule of A.)
Keeping the notation of the preceding paragraph, it is easy to see that a subset W of V
is a graded A-subcomodule of V if and only if it is a graded U -submodule of V mod. In
particular, this implies that a finite-dimensional graded right A-comodule V is simple or
semisimple if and only if the graded U -module V mod has this property.
Occasionally, it is adequate to assume that A is dense in U∗. By definition, this is
to say that for every non-zero element x ∈ U there exists an element a ∈ A such that
〈a, x〉 = 0 (using yet another language, this means that A separates the elements of U ).
This assumption appears to be quite natural. Indeed, let K be the intersection of the kernels
of all elements of A. It is not difficult to see that K is a graded Hopf ideal of U . Hence
if K is different from {0}, we are essentially considering the quotient Hopf superalgebra
U/K rather than U itself.
4. A method to construct integrals on Lie supergroups
In the present section we are going to generalize a technique, developed in Ref. [16], by
which integrals on Lie supergroups can be constructed.
Let g = g0 ⊕ g1 be a finite-dimensional Lie superalgebra [6,15]. We take U to be the
enveloping algebra U(g) of g. U(g) contains the enveloping algebra U(g0) of the Lie
subalgebra g0 as a sub-Hopf-algebra. We denote U(g0) by Ue , and let
I : Ue → U
be the canonical embedding, which is a Hopf superalgebra map. It is well known that the
transpose I∗ of I induces a Hopf superalgebra map
P : U◦ → U◦e , given by
〈P(a), u〉= 〈a,I(u)〉 for all a ∈ U◦, u ∈ Ue.
In the present work, a Lie supergroup will be defined in terms of its Hopf superalgebra
of regular functions, i.e., we proceed as in the usual definition of quantum groups [14]
or quantum supergroups [10] (for a related treatment of supergroups, see [2,7]). More
precisely, if g is a Lie superalgebra, the Hopf superalgebra of regular functions on a Lie
supergroup associated to g will be a sub-Hopf-superalgebra A of U◦ = U(g)◦, subject to
the condition that A be dense in U(g)∗. Actually, in our discussion of integrals, this latter
property will be used for motivation purposes only.
Thus, let A be a sub-Hopf-superalgebra of U◦. We set
P(A) =Ae,
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will also be denoted by P . Moreover, let
ν : U = U(g) →A∗
be the canonical map, given by
〈
ν(x), a
〉= (−1)[x][a]〈a, x〉, (4.1)
for all homogeneous elements x ∈ U and a ∈ A. Actually, ν maps U into A◦, and the
induced map of U into A◦ is a Hopf superalgebra map (which is injective if A is dense
in U∗).
Now let δ be a character of the algebra Ue , i.e., an algebra homomorphism of Ue into C.
For convenience, we assume that δ belongs to Ae (i.e., it is a group-like element of Ae).
Let J0 be the kernel of δ, and let
J = UJ0
be the left ideal of U generated by J0. We are going to consider the left U -module U/J .
Note that this module can also be described as follows. Let Cδ be the Ue-module whose
underlying graded vector space is equal to C, and whose module structure is given by δ.
Then there exists a canonical graded U -module isomorphism
U ⊗Ue Cδ → U/J given by u⊗ 1 → u+ J for all u ∈ U .
The Poincaré, Birkhoff, Witt theorem for Lie superalgebras [15] implies that these U -
modules are finite-dimensional.
Using these data, we have the following theorem, which generalizes a result proved in
Ref. [16].
Theorem 4.1. Let
∫
e
be a left integral on Ae, let Lδ−1 denote the left multiplication by δ−1
in Ae, and let z + J ∈ U/J be invariant under the action of U . Then we have:
(a) The linear form
∫ = ν(z) · (∫
e
◦Lδ−1 ◦P
) (4.2)
is a left integral onA and does not depend on the choice of the representative for z+J .
(Recall that the dot denotes the multiplication inA∗ inherited from the cosuperalgebra
structure of A.)
(b) Suppose in addition that ∫
e
is non-zero, that the matrix elements of the U -module U/J
belong to A, and that z /∈ J . Then the integral ∫ of part (a) is different from zero.
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∫
e
◦ Lδ−1 ◦ P on A by . Now recall that
∫
e
◦ Lδ−1
is a relatively invariant integral on Ae with left multiplier δ. This implies that
ν(ue) ·  = δ(ue) for all ue ∈ Ue. (4.3)
(Observe that ν(ue) = νe(ue) ◦ P , where νe : Ue → A∗e is the map analogous to ν.) In
particular, we have ν(ue) ·  = 0 for all ue ∈ J0 . Since ν is an algebra homomorphism, it
follows that ν(u) ·  = 0 for all u ∈ J . This implies the second part of (a).
The invariance of z + J in U/J is equivalent to
uz ∈ ε(u)z + J for all u ∈ U .
Thus the foregoing implies that
ν(u) · (ν(z) · )= ν(uz) ·  = ε(u)ν(z) ·  for all u ∈ U,
which shows that
∫ = ν(z) ·  is a left integral on A.
To prove part (b) of the theorem, we choose a homogeneous basis (vi)1ir of U/J
such that v1 = 1U + J . Let π be the representation of U in U/J , and let πi,j be the matrix
elements of π with respect to the basis (vi), i.e.,
π(u)vj =
r∑
i=1
πi,j (u)vi if u ∈ U, 1 j  r.
By definition of J , we have π(ue)v1 = δ(ue)v1 for all ue ∈ Ue , and hence
πi,1(ue) = δ(ue)δi,1 if ue ∈ Ue, 1 i  r.
This implies that
∫
πi,1 = (−1)[vi ]πi,1(z)
∫
e
1Ae , 1 i  r.
Since z /∈ J and since
z + J = π(z)v1 =
r∑
i=1
πi,1(z)vi,
at least one of the matrix elements πi,1(z) must be different from zero. On the other hand,
according to a theorem of Sullivan [17], if the integral ∫
e
is non-zero, it follows that∫
e
1Ae = 0 (the Hopf algebra Ae is commutative). This proves the theorem. 
We notice that
∫
1A = ε(z)
∫
δ−1.e
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∫
1A is different from zero if and only if ε(z) and
∫
e
δ−1 are different from
zero.
Remark 4.2. In order to find a non-trivial integral on A by application of Theorem 4.1,
we have to satisfy the conditions of part (b). The existence of a non-zero integral on Ae
(and hence, by Sullivan’s theorem, an integral satisfying the condition ∫
e
1Ae = 0) is very
restrictive. According to a classical theorem (see Ref. [18]), this is equivalent to the re-
quirement that all Ae-comodules are semisimple.
Remark 4.3. The aforementioned result is a special case of a much more general theorem
by Larson [9]. In particular, Larson’s theorem implies that an analogous result holds for
Hopf superalgebras as well. For these, the theorem has been rederived in Ref. [16].
It is worthwhile to look at the construction described in Theorem 4.1 from a different
point of view. Without loss of generality we may assume that
∫
e
1Ae = 1 and that z is
homogeneous. For every element a ∈A we define the element a ∈A by
a = (idA ⊗ (∫ e ◦Lδ−1 ◦P)) ◦∆(a) = (idA ⊗ ) ◦∆(a).
Then the definition of the integral
∫
on A takes the form
∫
a = 〈ν(z), a〉= (−1)[z]〈a, z〉 (4.4)
for all a ∈ A. Qualitatively, a is obtained from a by some sort of averaging over an al-
gebraic group corresponding to Ae. In particular, the fact that
∫
e
◦ Lδ−1 is a relatively
invariant integral on Ae with left multiplier δ implies that
(id ⊗P)∆(a) = a ⊗ δ for all a ∈A.
Set
Aδ = {a ∈A | (id ⊗P)∆(a) = a ⊗ δ}.
Recall that A has a canonical graded right U -module structure, defined by (a · u)(u′) =
a(uu′) for all a ∈A and u,u′ ∈ U . With respect to this structure,Aδ is a graded submodule
of A, and the assignment a → a is a graded U -module homomorphism of A into Aδ . It is
also a projection, since it is easy to check that
a = a for all a ∈Aδ.
On the other hand, the equation characterizing the elements of Aδ is equivalent to
a(uue) = a(u)δ(ue) for all u ∈ U, ue ∈ Ue.
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A × U → C induces a pairing Aδ × U/J → C, and this pairing is non-degenerate. In-
deed, using the notation of the proof of Theorem 4.1, it is easy to check that πi,1 ∈ Aδ
for 1  i  r . Moreover, these elements are linearly independent. For suppose that∑r
i=1 ciπi,1 = 0 with some ci ∈ C. Define the linear form λ on U/J by λ(vi) = ci for
1 i  r . Then our assumption says that
〈λ,u+ J 〉 = 〈λ,π(u)v1〉=
〈
λ,
r∑
i=1
πi,1(u)vi
〉
= 0 for all u ∈ U,
i.e., that λ = 0.
The foregoing implies that the πi,1, 1 i  r form a basis of the vector space Aδ , and
hence that the pairingAδ ×U/J → C is non-degenerate. Thus if we want to construct a left
integral on A by the two-step process, “first integrating over the even subgroup and then
over the rest,” the integral necessarily takes the form (4.4) with some element z ∈ U/J . The
invariance of the integral under left translations then exactly amounts to the requirement
that z + J be an invariant of U/J .
We close this discussion by noting that, once again, our procedure is completely anal-
ogous to what is known from the theory of integration on locally compact groups (see [3,
Section 2]).
5. Integration on Lie supergroups
5.1. The Hopf superalgebra of regular functions on a Lie supergroup
As mentioned at the beginning of Section 4, we are finally interested in the case where
A is dense in U∗, and henceAe is dense in U∗e . Let us now apply the results of Section 3 to
Ae and Ue . Accordingly, let O′e be the class of all finite-dimensional right Ae-comodules,
and let Oe be the corresponding class of (left) Ue-modules. As mentioned above, the con-
dition
∫
e
1Ae = 0 implies that the Ae-comodules belonging to O′e are semisimple, and
hence the Ue-modules belonging to Oe are semisimple as well. Since the Hopf algebra
AOe is equal to Ae , the fact that Ae separates the elements of Ue can be rephrased by
saying that the matrix elements of the Ue-modules belonging to Oe separate the elements
of Ue . In particular, all this implies that g0 has a faithful finite-dimensional completely re-
ducible representation. According to a well known theorem in Lie algebra theory, the latter
statement characterizes the reductive Lie algebras.
In view of this result, we assume until the end of the present section that g0 is a reductive
Lie algebra, i.e., that
g0 = s ⊕ z as Lie algebras,
where s = [g0,g0] is semisimple and z is the center of g0. It follows that
U(g )  U(s)⊗U(z) as Hopf algebras0
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U(g0)
◦  U(s)◦ ⊗U(z)◦ as Hopf algebras. (5.1)
Now we intend to apply Lemma 2.3(c). It is well known that on U(s)◦ there exists a left
(and right) integral ∫ s such that ∫ s 1U(s)◦ = 1. Essentially, this follows from the theorem
on cosemisimple Hopf algebras mentioned above, and it can also be deduced from the
appropriate version of the Peter–Weyl theorem (this is well known and also explained in
Ref. [16]). On the other hand, if z = {0}, there do not exist any non-trivial integrals on
U(z)◦ (use Lemma 2.3(c) and [16, Appendix]). However, let G be the set of group-like
elements of U(z)◦, i.e., the set of characters of the algebra U(z). Under the multiplication
in U(z)◦, this is a group, isomorphic to the underlying additive group z∗+ of the dual z∗
of z. Hence the linear span CG of G is a sub-Hopf-algebra of U(z)◦, and isomorphic to the
group Hopf algebra of z∗+. Thus there exists a left (and right) integral
∫
z on CG such that∫
z 1CG = 1.
Remark 5.1. In practice, one usually does not work with G but rather with a subgroup
corresponding to a suitable lattice in z∗. The subsequent arguments can easily be modified
to cover this case.
Let B be the sub-Hopf-algebra of U(g0)◦ that under the isomorphism (5.1) corresponds
to U(s)◦ ⊗ CG. Then the foregoing discussion shows that there exists a left (and right)
integral
∫
B on B such that ∫
B 1B = 1.
It is useful to observe that B has a natural interpretation in terms of U(g0)-modules: Using
the notation of Section 3, B is the sub-Hopf-algebraAS of U(g0)◦ associated to the class S
of all finite-dimensional semisimple U(g0)-modules, i.e., B consists exactly of the matrix
elements of the finite-dimensional semisimple U(g0)-modules.
Now let O be the class of all finite-dimensional graded U(g)-modules which are semi-
simple when regarded as U(g0)-modules. Obviously, O is closed under the formation of
finite direct sums, tensor products and duals. In view of the preceding result, we choose
A to be the sub-Hopf-superalgebra AO of U(g)◦ as defined in Section 3, i.e., the sub-
Hopf-superalgebra consisting of the matrix elements of those finite-dimensional graded
U(g)-modules which are semisimple when regarded as U(g0)-modules. By definition,
Ae is contained in B. Consequently, there exists a left (and right) integral
∫
e
on Ae such
that
∫
e
1Ae = 1,
and hence the first condition on A is satisfied.
The second condition to be satisfied is that the matrix elements of the U -module U/J
should belong to A. Obviously, this is the case if the Ue-module U/J is semisimple, and
this is true if (and only if) the g -module g is semisimple. Moreover, if the g -module g0 1 0 1
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induced modules [15] and argue similarly as in the proof of Theorem 2.5.7 in Ref. [4]).
Summarizing, we have shown that with our choice for A, the first and the second con-
dition in Theorem 4.1(b) are satisfied, provided that the Lie algebra g0 is reductive and
that the g0-module g1 is semisimple. It remains to investigate under which conditions the
graded U -module U/J contains non-zero invariants. As we are going to see presently, this
problem can be solved quite generally.
5.2. Existence of integrals
The following lemma contains the solution to the problem stated at the end of the pre-
ceding subsection.
Lemma 5.2. Let g = g0 ⊕g1 be a finite-dimensional Lie superalgebra, let U be its envelop-
ing algebra, and let ad′ be the representation of g0 in g1 given by the adjoint representation
of g. Moreover, let δ be a character of the enveloping algebra Ue of g0, and let J be the
left ideal of U generated by the kernel of δ. Then the subspace of invariant elements of the
U -module U/J is at most one-dimensional, and it is one-dimensional if and only if
δ(X) = −Tr(ad′(X)) for all X ∈ g0. (5.2)
Proof. In this proof, we shall ignore the Z2-gradation of U and simply regard it as an
associative algebra.
For any character χ of Ue, let Cχ denote the Ue-module, whose underlying graded
vector space is C and whose module structure is defined by ue ·1 = χ(ue)1, for all ue ∈ Ue .
Let λ be the character of Ue defined by
λ(X) = Tr(ad′(X)) for all X ∈ g0.
We are going to use the character δλ of Ue , where the product is calculated in U◦e . Note
that δλ is uniquely fixed by the equation
(δλ)(X) = δ(X)+ λ(X) for all X ∈ g0,
note also that the Ue-modules Cδλ and Cδ ⊗ Cλ are isomorphic.
On the other hand, using the universal property of the enveloping algebra Ue of g0, it is
easy to see that there exists a unique automorphism α of the algebra Ue such that
α(X) = X + λ(X)1Ue for all X ∈ g0,
and it follows that δλ = δ ◦ α.
Now consider the coinduced U -module
Coindgg Cδλ = HomU (U,Cδλ).0 e
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f (ueu) = δ
(
α(ue)
)
f (u) for all ue ∈ Ue and u ∈ U,
and its left U -module structure is given by
(x · f )(u) = f (ux) for all f ∈ Coindgg0 Cδλ and all x,u ∈ U .
Next recall that U/J is isomorphic to the U -module
Indgg0 Cδ = U ⊗Ue Cδ
induced from the Ue-module Cδ . The theory of Frobenius extensions [1,12] implies that
Indgg0 Cδ  Coind
g
g0
Cδλ,
regarded as (non-graded) U -modules. (Using Theorem A.2 of the Appendix, the isomor-
phism is given by the Eqs. (A.2) and (A.3).) Consequently, it is sufficient to determine the
U -invariant elements of Coindgg0 Cδλ.
This is easily done. Denote by Cε the (trivial) U -module with underlying vector space
C and the module structure given by the counit ε of U . We have the following canonical
vector space isomorphism
HomU
(
Cε,HomUe (U,Cδλ)
) HomUe (Cε,Cδλ),
and the subspace of invariants of Coindgg0 Cδλ is canonically isomorphic to the left-hand
side. Now clearly dim HomUe (Cε,Cδλ) 1, and it is equal to 1 if and only if
(δλ)(ue) = ε(ue) for all ue ∈ Ue,
or equivalently,
δ(X) = −λ(X) for all X ∈ g0.
This proves the lemma. 
Remark 5.3. In Eq. (A.8) of the Appendix, we give an explicit (albeit rather complicated)
formula for the invariant z + J corresponding to ε (assuming that the condition (5.2) is
satisfied).
To summarize, we have proved the following theorem.
Theorem 5.4. Let g be a finite-dimensional Lie superalgebra. Suppose that the Lie algebra
g0 is reductive, and that the linear map ad
′(Z) is diagonalizable for all central elements Z
of g0. Define the sub-Hopf-superalgebra A of U(g)◦ as at the end of Section 5.1. Then A
is dense in U(g)∗, and there exists a non-zero left integral on A. The integral is unique up
to scalar multiples.
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dimensional g0-module is semisimple if and only if the actions of the central elements
of g0 are diagonalizable. 
Remark 5.5. The formula (4.2) for the integral ∫ on A contains the relatively invariant
integral
∫
e
◦Lδ−1 on Ae with left multiplier δ. In the present case we have δ = εUe ◦ α−1,
where the automorphism α of the algebra Ue has been defined in the proof of Lemma 5.2.
The transpose αt of α induces an automorphism of the cosuperalgebra U◦ and, for our
choice of Ae (and, presumably, for any other reasonable choice) also an automorphism
α′ of the cosuperalgebra Ae . Consequently, if
∫
e
is a left integral on Ae, then
∫ ◦ α′
is a relatively invariant integral on Ae with multiplier α′−1(1Ae ) = εUe ◦ α−1 = δ (see
Section 2.2). It follows that in formula (4.2) the expression ∫
e
◦ Lδ−1 may be replaced
by
∫
e
◦ α′.
Corollary 5.6. Let g be a classical simple Lie superalgebra. Define the sub-Hopf-
superalgebra A of U(g)◦ as at the end of Section 5.1. Then A is dense in U(g)∗, and
there exists a non-zero left integral on A. The integral is unique up to scalar multiples, and
it is also a right integral.
We remind the reader that according to Kac [6] a simple Lie superalgebra g is called
classical if the adjoint representation ad′ of g0 in g1 is completely reducible. As shown by
Nahm and one of the authors [11] (see also Ref. [15]) this is the case if and only if the Lie
algebra g0 is reductive.
Proof of Corollary 5.6. The assumptions of Theorem 5.4 are satisfied. Hence it remains to
show that the left integral is also a right integral. Since the Lie superalgebra g is simple, the
counit ε is the sole superalgebra homomorphism of U into C. According to Proposition 2.2,
this proves our claim. (See also [16, Lemma 2].) 
6. Discussion
In the present work, we have proved the existence of non-trivial integrals for a rea-
sonably large class of Lie supergroups (or, rather, on their Hopf superalgebras of regular
functions). A look at the defining formula shows that, qualitatively speaking, the integrals
are defined by “first integrating over the even parameters of the supergroup, and then over
the odd ones.” The reasoning of Section 5.1 seems to indicate that with this type of ap-
proach one cannot treat much more general cases than we did.
The integration over the odd parameters is governed by the invariant z + J . In the Ap-
pendix, we shall give a formula for z + J in terms of a so-called dual free pair relative
to an associative form. Unfortunately, this formula seems to be rather complicated, and it
remains to be seen whether it is useful in practical calculations. In any case, we would like
to understand the structure of z + J much better than we do at present. It is worth noting
that this invariant plays a decisive role in Gorelik’s theory of the so-called anticenter of
U(g) [5].
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is whether they are non-degenerate in the sense that the bilinear form (a, b) → ∫ ab on A
is non-degenerate. For finite-dimensional Hopf superalgebras the answer to this question is
positive: Every finite-dimensional Hopf superalgebra has are non-zero left integral (unique
up to scalar multiples), and this integral is non-degenerate. Indeed, using the technique
applied in the uniqueness proof [16], the problem can be reduced to the non-graded case,
and in this case the result is known to be true [8]. Unfortunately, at present we do not know
how to solve this problem for the class of Hopf superalgebras investigated in this paper.
In this connection we mention that it is easy to derive certain orthogonality relations for
the matrix elements of irreducible representations, but we do not expect any (sufficiently
general) positivity properties to hold for the integrals.
Appendix. Definitions and results from the theory of Frobenius extensions
The theory of Frobenius extensions [1,12] has been an important tool in the proof of
Lemma 5.2 and hence of Theorem 5.4. Therefore, we think it may be useful to give a
short summary of those definitions and results of the theory that are directly relevant to our
application. We shall follow the presentation given in Ref. [1] (indeed, for the convenience
of the reader we shall even use the notation of that reference).
Throughout this appendix all rings are assumed to have a unit element that operates via
the identity transformation on all modules under consideration. Let R be a ring, and let S be
a subring of R containing the unit element of R. (In the main application we have in mind,
we shall choose R = U(g) and S = U(g0).) Furthermore, let β be a ring endomorphism
of S. A β-associative form from R to S is a biadditive map 〈,〉 :R ×R → S such that
〈sx, y〉 = s〈x, y〉, 〈xr, y〉 = 〈x, ry〉, 〈x, ys〉 = 〈x, y〉β(s)
for all s ∈ S and x, y, r ∈ R. We say that 〈,〉 is non-degenerate if its left and right radical
are equal to {0}.
A β-associative form from R to S determines an additive map π :R → S by π(r) =
〈r,1〉 = 〈1, r〉 that satisfies
π(sr) = sπ(r) and π(rs) = π(r)β(s) for all r ∈ R and s ∈ S. (A.1)
Conversely, every additive map π :R → S with these properties yields a β-associative form
from R to S by means of 〈x, y〉 = π(xy) for all x, y ∈ R.
In the following, we choose β = α−1, with α a ring automorphism of S. Let 〈,〉 :R ×
R → S be an α−1-associative form. Two subsets {x1, . . . , xn} and {y1, . . . , yn} of R are
said to form a dual free pair relative to 〈,〉 if
(i) R =∑ni=1 Sxi =∑ni=1 yiS,
(ii) 〈xi, yj 〉 = δij for 1 i, j  n.
Obviously, this implies that {x1, . . . , xn} and {y1, . . . , yn} are bases of R regarded as a left
and right S-module, respectively, and that the form 〈,〉 is non-degenerate.
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and prove the following theorem.
Theorem A.1. Let S be a subring of R (containing the unit element of R) and let α be an
automorphism of the ring S. Then the following statements are equivalent:
(a) R is a free α-Frobenius extension of S.
(b) There is an α−1-associative form 〈,〉 from R to S relative to which a dual free pair
{x1, . . . , xn}, {y1, . . . , yn} exists.
For our purposes, we may regard this theorem as the definition of a free α-Frobenius ex-
tension. The map π :R → S defined by π(r) = 〈r,1〉 = 〈1, r〉 will be called the Frobenius
homomorphism of the Frobenius extension. Recall that the form 〈,〉 is determined by π .
The form specified in part (b) of the theorem will be used to carry out the following
construction. Let M be a left S-module. We let αM denote the left S-module which, re-
garded as an abelian group, is equal to M , but endowed with the new action of S defined
by
s ∗m = α(s)m for all s ∈ S and m ∈ M.
For any two left S-modules M and M ′, the abelian group (under addition) of all S-
module homomorphisms of M into M ′ will be denoted by HomS(M,M ′). In particular,
HomS(R, αM) is the set of additive maps f :R → M such that
f (sr) = α(s)f (r) for all s ∈ S and r ∈ R.
This is a left R-module via the action
(r · f )(x) = f (xr) for all r, x ∈ R.
Now suppose that R is a free α-Frobenius extension of S. Using the preceding defini-
tions and the form 〈,〉 specified in part (b) of Theorem A.1, one can show that there exists
a well-defined additive map
ω :R ⊗S M → HomS(R, αM) (A.2)
such that
(
ω(r ⊗S m)
)
(r ′) = α(〈r ′, r〉)m for all r, r ′ ∈ R and m ∈ M, (A.3)
and that this map is an isomorphism of left R-modules. This result is due to Ref. [12]. (Note
that on the right-hand side of Eq. (A.3) the element α(〈r ′, r〉) ∈ S acts on m ∈ M in the
sense of the S-module M , not αM .)
In the present work, we are mainly interested in the following special case. Suppose that
R is an algebra (associative, with unit element) over a field K, and that S is a subalgebra of
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phism of R into K (mapping 1R onto 1K), and let δ be a character of S. We regard K as a
left S-module (denoted by Kδ) by means of the action
s · c = δ(s)c for all s ∈ S and c ∈ K
and want to determine all elements z˜ of the induced R-module R ⊗S Kδ such that
r · z˜ = ε(r)z˜ for all r ∈ R. (A.4)
Using the isomorphism (A.2), we first determine the elements f ∈ HomS(R, αKδ) such
that
r · f = ε(r)f for all r ∈ R.
Proceeding exactly as in the proof of Lemma 5.2, we see that non-zero elements f of this
type exist if and only if
δ
(
α(s)
)= ε(s) for all s ∈ S. (A.5)
Moreover, if this condition is satisfied, the elements in question are the linear forms pro-
portional to ε.
Suppose now that (A.5) is true. We have to determine the preimage ω−1(ε) of ε in
R⊗S Kδ . Let {x1, . . . , xn}, {y1, . . . , yn} be a dual free pair relative to 〈,〉. Since {y1, . . . , yn}
is a basis of the right S-module R, every element v ∈ R ⊗S Kδ can uniquely be written in
the form
v =
n∑
i=1
yi ⊗S ci,
where ci ∈ K for 1 i  n. According to Eq. (A.3), we have for all elements r ∈ R(
ω
(∑
i
yi ⊗S ci
))
(r) =
∑
i
α
(〈r, yi〉) · ci (action in Kδ)
=
∑
i
δ
(
α
(〈r, yi〉))ci =∑
i
ε
(〈r, yi〉)ci .
If v is the preimage of ε, this has to be equal to ε(r), for all r ∈ R. Evaluating on r = xj ,
we obtain cj = ε(xj ), for 1 j  n. Consequently, we have
ω−1(ε) =
n∑
i=1
yi ⊗S ε(xi), (A.6)
and the elements z˜ ∈ R⊗S Kδ satisfying Eq. (A.4) are exactly those proportional to ω−1(ε).
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is due to Bell and Farnsteiner [1].
Theorem A.2. Let K be a field whose characteristic is different from 2, let g = g0 ⊕ g1
be a finite-dimensional Lie superalgebra, and let α be the algebra automorphism of U(g0)
defined in the proof of Lemma 5.2. Then U(g) is a free α-Frobenius extension of U(g0).
Bell and Farnsteiner have proved a more general result, but the special case given by
the theorem above is sufficient for our purposes. Actually, they first prove this special
case by constructing the Frobenius homomorphism π (hence the α−1-associative form 〈,〉)
and a dual free pair relative to this form. It is worthwhile to recall at least part of these
constructions.
Let (xi)1im be a basis of g1, and let J = {0,1}m be the set of all m-tuples with entries
in {0,1}. In particular, we put T = (1, . . . ,1). For each element I = (i(1), . . . , i(m)) ∈ J ,
we define xI = xi(1)1 . . . xi(m)m ∈ U(g). Then (xI )I∈J is a basis both of the left and right
U(g0)-module U(g). Accordingly, every element u ∈ U(g) can be written uniquely in the
form
u =
∑
I∈J
uIx
I , with uI ∈ U(g0) for all I ∈ J .
We define
π :U(g) → U(g0) by π
(∑
I∈J
uIx
I
)
= uT . (A.7)
It is easy to see that π satisfies the conditions (A.1) with β = α−1. Hence the associated
form 〈,〉 is α−1-associative. Let us also note that if we choose another basis of g1, the map
π and hence the form 〈,〉 will change by a non-zero scalar factor.
For every element I ∈ J , let I ′ = T − I denote the “complement” of I , and set |I | =∑m
r=1 i(r). Choose a total order  on J such that I  J implies |I |  |J |. Then the
matrix
A = (〈xI ,xJ ′ 〉)
I,J∈J
is lower triangular, and its entries on the diagonal are all equal to ±1. This implies that A
is invertible. Defining
yI =
∑
J∈J
xJ
′
α
((
A−1
)
J I
)
for all I ∈ J ,
we conclude that {xI | I ∈ J } and {yI | I ∈ J } form a dual free pair relative to the form 〈,〉.
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be the smallest element of J . Observing that ε(xI ) = 0 if I = N , we conclude from
Eq. (A.6) that the invariant ω−1(ε) is given by
ω−1(ε) = yN ⊗
U(g0)
1K =
∑
J∈J
xJ
′ ⊗
U(g0)
ε
((
A−1
)
JN
)
. (A.8)
In this appendix we have not yet considered the Z2-gradations. Obviously, the Frobenius
homomorphism (A.7) is even or odd depending on whether m = dimg1 is even or odd.
It follows that the same holds true for the α−1-associative form 〈,〉 and for the module
isomorphism ω. Thus ω is an isomorphism of graded U(g)-modules if dimg1 is even, but
a shift of the gradations is involved if dimg1 is odd.
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