Background: Despite a long history, numerous laws and regulations, ethics remains an unnatural topic for many software engineering researchers. Poor research ethics may lead to mistrust of research results, lost funding and retraction of publications. A core principle for research ethics is confidentiality, and anonymization is a standard approach to guarantee it. Many guidelines for qualitative software engineering research, and for qualitative research in general, exist, but these do not penetrate how and why to anonymize interview data. Aims: In this paper we aim to identify ethical guidelines for software engineering interview studies involving industrial practitioners. Method: By learning from previous experiences and listening to the authority of existing guidelines in the more mature field of medicine as well as in software engineering, a comprehensive set of checklists for interview studies was distilled. Results: The elements of an interview study were identified and ethical considerations and recommendations for each step were produced, in particular with respect to anonymization. Important ethical principles are: consent, beneficence, confidentiality, scientific value, researcher skill, justice, respect for law, and ethical reviews. Conclusions: The most important contribution of this study is the set of checklists for ethical interview studies. Future work is needed to refine these guidelines with respect to legal aspects and ethical boards.
I. INTRODUCTION
When humans are data sources for researchers, the research community has to respect them and protect them from harm. However, this has not always been, and still is not always, the case in research. A study published in early 2019 investigated questionable ethics in research on Chinese transplant recipients [6] , [32] . The authors request the immediate retraction of a large body of papers because of the poor ethical principles behind the studies (e.g., using organs from executed prisoners). In addition to physical risks like disease or death, researchers might cause other types of harm, such as risks with respect to privacy, personal values, or family links (e.g., if they expose illegal, sexual or deviant behavior) [7] . Related to the field of software engineering, many data sources may cause harm to an individual: exposure of financial data, message history or This work was sponsored by Westermo Network Technologies AB, and the Knowledge Foundation through the grants 20150277 (ITS ESS-H) and 20160139 (TestMine). dating app logs are some examples. When industry practitioners participate in research, they might expose information that could cause harm not only to individuals, but also companies, e.g., by mentioning quality shortcomings. Software has a profound impact on almost every aspect of society, making ethics in software engineering research an important topic.
A common research method for data collection is the interview. Singer et al. describe the interview as a method where at least one researcher talks to at least one interviewee [39] . Two common approaches to interviews are structured and semi-structured interviews: in the former the researcher asks all questions in the same way, and in the same order, to all interviewees. In the latter some flexibility is allowed. Interviews may be time consuming, but are suitable for many types of research methods and philosophical traditions.
Many guidelines exist for empirical software engineering research, such as the books by Kitchenham et al. [24] , Runeson et al. [34] , and Shull et al. [38] . However, these often lack how to conduct interviews and handle interview artifacts with respect to ethical considerations. In this paper we fill this gap by continuing the tradition to transfer guidelines from medicine into the field of software engineering. First, in Section II we review existing guidelines for ethical research, guidelines for software engineering, and revisit an interview study we recently finalized. Second, in Section III we investigate the research interview and consider ethical aspects in each element. This section contains the main contribution of this paper: guidelines in the form of checklists, that simplifies ethical research, in particular with respect to how to practically anonymize and work with interview data. Finally, in Sections IV and V we summarize, discuss and conclude this paper.
II. BACKGROUND AND RELATED WORK
This section covers a chronology of ethical principles in medicine, guidelines in software engineering, anonymization, as well as legislation and institutional review boards. Important ethical principles highlighted in previous and related works are: consent, beneficence, confidentiality, scientific value, researcher skill, justice, respect law, and ethics review (summarized in Table I ). Despite much previous work, how to apply these principles for interviews in software engineering research has remained unexplored.
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Ethical Principle Summary Consent
Participation should be voluntary, and withdrawal possible at any time. Participants should be informed of this in a way that they can understand. Beneficence
The welfare of participants, and the greater good for society, should be considered.
Confidentiality
The privacy and confidentiality of the participants must be protected in order to minimize the impact of the study on their integrity.
Scientific Value
Research should yield fruitful results for the good of society, and not be random and unnecessary.
Researcher Skill
The researchers should have adequate skills. Justice
It is injust to let one group carry the burden of research while another gets the benefits of research.
Respect Law
Relevant laws should be obeyed.
Ethics Review
An independent ethics board should comment on, guide and approve studies involving humans. 
A. Guidelines from Cos to Menlo via Nuremberg and Helsinki
Medical research has a long history of guidelines. Some 2500 years ago Hippocrates of Cos wrote the Hippocratic oath [22] . A core topic is beneficence, often misquoted as "first, do no harm" [40] .
Following the second world war and the monstrous Nazi experiments on humans, ten ethical research principles constitute the Nuremberg Code [46] . The principles highlight that an experiment should aim for positive results for society, participants must consent to and have the right to withdraw from a study, risks should be minimized and not exceed the expected benefits, the experiment must stop if continuation would be dangerous, research should be based on previous knowledge, and that staff must be qualified to conduct the experiment. In the similar declarations of Helsinki [16] and later Taipei [17] , the World Medical Association (WMA) laid out ethical considerations regarding medical research involving human subjects as well as health databases and biobanks.
In practice, a way to respond to unethical research is to create ethical guidelines. One example is the Belmont report [27] that strives to protect human subjects. This report points out principles for research involving humans and the importance of a risk/benefit assessment, where stakeholder identification is prerequisite. It argues that the justice principle has implications for the selection of participants in a study: it is not fair if one group takes the burden of research whereas another receives the benefits. Another response to unethical research is for society to respond with laws governing research, and with new laws there is an increased need for more guidelines. Laws on public records, corporate secrets, public archiving, etc., might, from the researcher perspective, seem to be in conflict with laws covering ethical research.
In the Menlo report [9] , the Belmont report is adapted and built upon for the field of Information and Communication Technology (ICT) and ICT Research (ICTR). It reiterates the core principles from the Belmont report, and adds the additional principle of respect for law and public interest. The Menlo companion [10] , aims at providing more concrete guidelines for ethical ICTR. Together they argue that ICTR is different from medical research because of the greater distances between researcher and participant, as well as the scale, speed, wide distribution, and opacity of the field. In ICT there is also the potential for collecting many types of data -from a cell phone one might collect financial and geographical data, as well as emails, dating history, etc.
B. Guidelines in Software Engineering
Three examples of books with guidelines for empirical software engineering research are Kitchenham et al. [24] , Runeson et al. [34] , and Shull et al. [38] . They all highlight the importance of ethics, however they lack hands-on instructions on how to conduct interviews and how to handle interview artifacts with respect to ethical perspectives. Vinson and Singer (in one of the chapters in Shull et al.) repeat four ethical principles from medicine: informed consent, beneficence, confidentiality, and scientific value [48] . Kitchenham et al. highlight ethical issues for primary studies, in particular with respect to informed participation, pressure to take part, collecting demographic data and reporting [24] .
The recent ACM Code of Ethics [20] reiterates a number of the already mentioned guidelines. Despite the enormous scope of the code, a number of the principles could be seen as relevant for interview research in software engineering, in particular respect privacy, and honor confidentiality that, again, emphasize the importance of protecting the interviewees. Accept and provide appropriate professional review, could be seen as encouragement for a review step where the interviewee may comment on the transcript. We are also reminded of the Nuremberg code in: Perform work only in areas of competence.
C. Anonymization
Researchers have both ethical and legal obligations to respect the confidentiality of individuals, this confidentiality is also essential for maintaining trust [17] . A good way to mitigate ethical concerns is to anonymize personal data. If a link is needed between participants and personal data, then details for the link could be pseudonymized [12] .
Becker-Kornstaedt describes how interview data could be handled during software process modeling [3] . She describes ethical dilemmas and techniques to protect the interviewees. Mitigations include anonymization of the data and sanitation of data, where certain details are left out, summarized or aggregated. However, sanitized data might be too abstract or unsuitable for the task. She also proposes to be transparent about risks, have a well defined scope such that data collection can be limited and irrelevant data left out. She suggests to make sure that managers are not present during interviews, to avoid giving away raw data such as interview transcripts, and to allow the interviewee to review data with respect to completeness as well as confidentiality.
Aldridge et al. discuss the problem of data proliferation. They conduct a type of life cycle analysis of an interview, and propose 14 guidelines for data security [1] . They recommend early anonymization, because a leak of anonymized data reduces harm when compared to loss of not yet anonymized data. They recommend replacing identifiers such as names, places or organizations with unique identifiers (pseudonyms).
Saunders et al. [35] , [36] cover ethical interviews in the field of medicine, and also propose pseudonymization, e.g., by replacing the role of a mother to that of a sister during the transcription.
In our study we interviewed industrial practitioners on the flow of information in software testing [43] . We anonymized the transcripts. The most anonymized categories were names of tools or tool jargon, names or details of products and organizations, and extracts related to the domain.
D. De-anonymization
De-anonymization, or data re-identification, refers to the practice of uncovering the identify of an individual by using anonymized data. For example, Sweeney showed that 87% of all Americans could be uniquely identified by their ZIP code, gender, and date of birth [45] . Rosenblum et al. conducted a study where they identified source code authors by investigating compiled binaries [33] .
Saunders et al. describe their experiences from research where they interviewed family members of patients with severe brain injury, vegetative or minimally conscious states, and provide guidelines for ethical interviews [35] , [36] . Their interviewees are from a small sample, some participants have been part of court cases or covered in the media, and some are active in social networks such as blogs or support forums. If an interview covers a topic already mentioned in a blog or court case, then de-anonymization may be trivial for a motivated reader if details are also retold in a publication.
E. Drawbacks of Anonymization
Nespor investigates anonymization of locations in qualitative research [28] . He argues that desire to anonymize comes from three assumptions: (i) Identification may cause harm -an assumption he finds plausible. (ii) Anonymization decreases the likelihood of identification -an assumption he claims lacks support in research. (iii) Identifying places and settings make participants more easily identifiable -an assumption he says might be relevant. When reading Nespor it is clear that anonymization is related to generalizability: results from a certain high school, in a certain place at a certain time might be part of a complex interplay with the local community, the history of the school, etc. Results from "a high school" might instead imply that the results apply in general for all high schools.
Given the importance of anonymization in guidelines and laws, we will not further investigate drawbacks of anonymization in this paper.
F. Legislation and/or Ethics?
The scope of legislation and ethics is enormous, and in this paper we will barely scrape the surface of this topic.
In a recent paper by Vardi, he argues that the number of deaths from automobile crashes has not been decreased with ethics training for drivers, but with laws and regulations [47] . This could imply that we need more laws to govern how researchers handle interview artifacts. One such law is the EU General Data Protection Regulation (GDPR) [15] . It has almost certainly had an impact on how interview studies are conducted in the EU since its adoption in 2018. According to Schaar, data anonymization, or pseudonymization, are two ways to comply with GDPR [37] .
There may be a conflict between ethical guidelines and law. The declaration of Helsinki argues that no legal requirement should reduce any of the protections for participants. However, the declaration does not take precedence over national law, as was tested in the Gillberg v. Sweden trial in the European Court on Human Rights (after research data had been destroyed in order to protect interviewees) [14] .
G. Institutional Review Board
Many of the guidelines discussed in the above sections point to the merit of an institutional review board (IRB 1 ). The Menlo report argues that many researchers in the ICT field do not know when they are involved in 'human subjects research,' or do not know that this may require involvement of an IRB, so they do not interact with an IRB at all [9] . An ethics board is a great complement that may aid a researcher into conducting more ethical research. However, a board is no excuse for a researcher to not, on his or her own initiative, strive for ethical research. A board cannot be seen as a catch-all solution for ethical interview studies. Buchanan et al. [5] , could be read as a starting point on the topic of IRB's in computer science security research.
III. INTERVIEW LIFE CYCLE
An interview study involves many artifacts, activities, and stakeholders: the study needs to be planned; the interviewees have to consent; the audio needs to be recorded during an interview in a room somewhere; the audio files have to be archived, transcribed and anonymized; the transcripts have to be analyzed; and finally a publication is written. This might seem like a set of linear activities, but this research is iterative, and can be time consuming -we recently finalized a study that required more than two years from planning to publication. In the coming sections we: (i) cover the elements of an interview study based on experiences and recommendations from, in particular, Aldridge et al. [1] , Becker-Kornstaedt [3] , Carusi and Jirotka [7] , and our study: Strandberg et al. [43] . The interview process is summarized in Figure 1 . (ii) We also introduce a running example with a fictional research project on the topic of software quality for embedded systems. It involves four individuals: Alice is a doctoral student, and Bob a post-doc. Their supervisor, Professor Carol, shares her time between a nearby university and a helicopter manufacturer. Professor Carol collaborates with the company contact, Manager Dan. Finally, (iii) the coming sub-sections contain checklists for the main elements of an interview study.
A. Planning for Ethical Research
Alice, Bob, Carol and Dan are planning for a faceto-face semi-structured interview study at the local helicopter company. Alice created a draft interview instrument with ten questions that she emailed to Bob and Carol, who suggested adding three more questions. Manager Dan helped them recruit interviewees. Identify stakeholders: In order to achieve the key ethical principle of beneficence, we should identify stakeholders prior to our research. Without knowing who the stakeholders are we cannot consider the potential harm or benefits from a research activity [29] . Some obvious stakeholders in software engineering research are: the interviewee, the company or organization at which the interviewee is employed, the researchers conducting the interview, colleagues of the interviewee (e.g., managers), other researchers involved in the study (e.g., supervisors, students recruited for transcription), industrial practitioners that might benefit from the research results, the research community in the field of research, companies whose software is used in the analysis, (e.g., Google, Microsoft, etc.) and IT-administrators.
The ethical principle of beneficence involves striving for minimized risk of harm to all stakeholders. Harm may, in addition to physical harm, involve risks for the social standing and status in the family, at work or in the wider community; risks to privacy and emotions; as well as risks of revealing information related to illegal, sexual or deviant behaviour [7] .
From a company perspective, harm could be to disclose intellectual property or shortcomings in the software development and software quality processes. For a practitioner, harm could be caused by revealing poor performance and non-compliance to processes to managers or other colleagues [3] . During interviews, there might be close bonds and trust between the researchers and the interviewee, and thereby the views of the researchers might be embedded in the data. This could be a form of researcher bias, but might also make the researchers themselves vulnerable to harm [7] . From a wider perspective, harm could also be to produce invalid research results leading to distrust in certain methods or tools. In a software engineering context, one could imagine distrust of test-driven development or C++ as a result of fraudulent or erroneous research.
Ethical challenges: A second critical step in the planning of ethical interviews is to recognize that there are ethical challenges [29] . Becker-Kornstaedt identifies ethical challenges in the domain of software process modeling [3] , e.g., managers unexpectedly being present during interviews, processes not being followed, the dilemma of de-anonymizing participants or having to obscure data, as well as dealing with information given "off the record." Other ethical challenges involve getting informed consent from participants in research projects; they might feel forced into participating. A researcher might also be tempted into using poor scientific methods instead of using well-established ones (if the method is flawed "the results will be invalid so the merit of the study is nil") [48] .
Decisions on ethics: When stakeholders and ethical challenges are identified, a researcher should make decisions on ethics, and strive for following these decisions, even when under pressure [29] . Alice and Bob might decide they want to anonymize the interview data in order to protect the interviewees. One type of pressure comes from the data collection itself: How should they react if an interviewee mentions critical bugs in the control system of a helicopter currently being sold? Another type of pressure comes from the research team: Would it be unethical of Alice, Bob and Carol to recruit students to transcribe for extra credits?
Validate instrument: In order to strive for a scientific value of the study, researchers should validate the instrument. One way is to do pilot interviews, other options include expert reviews, focus groups, cognitive interviews, and experiments [26] . Data from pilot interviews are not always used in the final data analysis.
Involve an IRB: During the planning of research involving humans, a researcher should aim at involving an IRB that could comment on, guide, and/or approve the research project.
Our experiences: In our study we wrote a research plan following the guidelines by Linåker et al. [26] . We made strong commitments to protect the interviewees and the companies, to anonymize the interviews, and to destoy data after use. We conducted three pilot interviews, after which we did only minor changes to the instrument, and ended up using two of the three pilot interviews for the data analysis. However, we did not carefully identify all stakeholders, we made no harm/benefit analysis, and we did not involve an IRB.
Alice and Bob did not identify stakeholders, consider ethical challenges in their research, validate their instrument, and they did not involve an IRB.
Checklist for Planning for Ethical Research 1) Are stakeholders identified? 2) Are ethical challenges considered? 3) How will the challenges be addressed? Do sponsors and supervisors agree? 4) How will the instrument be validated? 5) Has an IRB been consulted?
B. Pre-Interview Discussions
Alice and Bob inform the interviewees about the purpose and topics of the interviews. One interviewee mentions that he does not really want to participate in the study, but he is worried what Carol and Dan might think if he would not participate. After a peptalk, he gives a really valuable interview. Before starting the interview, there must be a discussion with the interviewee on consent and withdrawal. These two principles have been echoed in ethical guidelines since the Nuremberg code. There should also be a discussion on the purpose and topic of the interview, as well as a harm-benefit analysis. Kitchenham et al. suggests that interviewees should sign a consent form, and that this might be needed for an ethical approval (signing may be clicking a button on a web page) [24] . Similarly, for research involving interviews that are funded through EU Horizon 2020, informed consent and information sheets are required [12] , [13] . It may be suitable to archive consent forms, as these may later be requested by interviewees, funding agencies or authorities auditing the research quality or data protection.
In Appendix E of Runeson et al. [34] , there is an example of a consent information letter. It informs the interviewee about who the researchers are and how to contact them, and it also highlights that participation is voluntary, the interviewee may refuse to answer questions and withdraw from the study at any time. They also inform the interviewee that the interview data will be protected by law (however, this law has since been outdated and replaced). Furthermore, the authors claim that the interview data will be kept confidential and only available to the research team, "or in case external quality assessment takes place, to assessors under the same confidentiality conditions." Researchers should never promise that nobody outside of a research group will ever get access to collected data. However, many researchers promise this out of ignorance or because of a mix-up of important terms [41] .
Saunders et al. discuss how anonymized interviewees could be de-anonymized if the participants are active in social media, or part of court cases [36] . They recommend to discuss this with the interviewees, inform them on how data will be anonymized, and that it might be possible for someone who learns about the interviewee from multiple sources to deanonymize him or her. The participation must be on the basis that the interviewee understands and accepts this risk.
Understanding what an interviewee consents to can be hard. The informed consent should be comprehensive, in a plain language, in the preferred language of the interviewee, and be accompanied with a discussion between the researchers and the interviewees to improve the comprehensibility [2] .
Conducting research without consent can be motivated under certain circumstances, and an IRB may allow deception when: (i) there is no more than minimal risk to participants, (ii) the research will not adversely affect the rights and welfare of the participants, (iii) the study could not practically be carried out without deception, and (iv) the participants will debriefed after the study 2 [8] , [27] .
Our experiences: In our study [43] , we had a discussion with each interviewee around a written instruction. The topics included were: purpose, duration, sampling, sponsor, confidentiality, contact details, and project leaders, and were inspired by guidelines from Linåker et al. [26] . We gave a printed copy of the text to each participant.
Alice and Bob violated the ethical principle of consent by coercing one of the interviewees into participating.
Checklist for Pre-Interview Discussions 6) How will informed consent be obtained? 7) How will any participant withdrawals be handled? 8) Are the interviewees informed about purpose, possible positive outcomes, possible harm, expected duration, sampling, sponsor, confidentiality, contact details, project leaders, etc.? 9) What promises, with respect to third party access to interview data, will be made? Is there a plan for a potential research quality audit?
C. Room
Alice and Bob got help from manager Dan to book the best conference room at the company for the interviews. This room has a fancy glass door and is next to the most popular coffee machine at the company. The room in which the interview is conducted could cause harm to the stakeholders. For internal anonymity it should not be obvious to colleagues that an interview has taken place, nor what was mentioned. Before leaving the room, researchers should remove notes on whiteboards and collect any papers left. Another ethical risk is when a superior enters the room and wants to listen to the interview [3] . This should be avoided to ensure that the interviewee can speak freely, and to avoid reactive bias.
Our experiences: For one of our interviews, we had not booked the room long enough, and at this organization the rooms were in short supply, so we had to finish the last part of the interview in a lobby. This could obviously have broken internal anonymity, and our discussions could have been overheard by colleagues.
Alice and Bob used a room in plain view to others which might break internal anonymity because the colleagues of an interviewee would know that he or she has been interviewed.
Checklist for Room 10) How will internal anonymity be addressed? 11) Are managers informed that their participation might have a negative impact on the research? 12) Are interview artifacts removed after interviews?
D. Interview
Alice and Bob find it interesting that the helicopter company is a very diverse work place. In order to capture this in the data, they extend the instrument to include questions on ethnicity, political and religious affiliation, sexual orientation and membership in trade unions. Before conducting the interviews, in order to adhere to the ethical principle or researcher skill, the researchers should have knowledge of, and skills in, research methods in general, and interview methods in particular [20] , [46] . The skills of the researcher will have an impact on the quality of the interviews, and researchers should also be qualified in the topic of the interview [11] , [23] .
The two ethical principles of consent and scientific value should be considered during the interview. An interviewee who has given consent for research of one purpose has not given consent for another. Researchers should take great care to only collect data that matches the purpose of the research [12] , [13] . Data minimization involves limiting the amount of collected data, reducing the purpose for which it is used, and the period the data is kept. Data minimization is a central topic in GDPR but also relevant outside of the EU [12] .
Our experiences: In our study we did not record the preinterview discussions. This way interviewees are not recorded without knowing how the audio is going to be used, less audio will make transcription faster, and in case of a data leak there would be less information lost.
During our interviews we had two researchers present for most of them; one took the role of driving the interview and the other kept track of time and made sure that all questions were asked. The interviews were semi-structured and we gave the interviewees room to explain details or complain on problems. Hove and Anda reported that being two researchers instead of one seems preferable -more follow-up questions are asked and more data is recorded [23] .
Alice and Bob ask their interviewees about sensitive topics such as sexual orientation and membership in trade unions. This is data out of the scope for their research and they are violating the principle of data minimization.
Checklist for Interviews 13) Do the researchers have adequate skills? 14) How will data minimization be addressed?
E. Audio Files
During one of the interviews, a participant requested a copy of the audio file to be sent to him. Alice had recorded the audio on her smartphone and sent it as an attachment from her personal email account that was already configured in the phone.
Aldridge et al. report on experiences of having a laptop with sensitive data stolen from the home of a field worker. They suggest to use a central server with encrypted connections in order to decrease the number of copies of the data [1] . They recommend to use passwords for log-in on computers, and to not allow a computer to remember passwords. They also recommend encrypting files so that no one could listen to the audio without decrypting it first. Furthermore they recommend to make backups, manage the storage and deletion of data, as well as deleting data permanently when done with it. Similarly, the Menlo report suggests to destroy risky data when the research activities are completed (or terminated), since the data is at risk for as long as it exists [9] . This is of particular importance for the audio files since they contain data that is not yet anonymized.
Our experiences: During our interviews we used an off-line digital voice recorder that recorded audio as MP3-files. These were stored on a limited number of computers as well as on a USB-stick in a locked area. Our motivation for using an offline digital voice recorder instead of a smartphone was out of fear that the smartphone producer would use the data in ways we would not be able to control, and make backups of the audio files in ways which would render data "undeletable."
We promised the interviewees that we would delete all the audio files and the links to participants upon publication of the first paper from the study. We took a different approach than Aldridge et al. and made sure to not store audio files on central servers or in cloud storage, out of fear that audio would be rendered undeletable. We also renamed the files to avoid time stamps in the file names, and we tracked the participant to audio file link on paper only.
Alice and Bob recorded the interview on a smartphone and emailed the file from a personal email account. There is thus an obvious risk that the audio will be rendered undeletable due to backups by the phone manufacturer, or the email provider. The spread of data that is not yet anonymized may also cause greater harm than the spread of anonymized data.
Checklist for Audio Files

15)
What is the data storage plan? 16) Has the number of people with access to data been limited?
F. Transcription
Alice and Bob divided transcription work among themselves. They transcribed half of the interviews each, and did a round of quality control on the other half. Bob found it very time consuming to transcribe so he recruited two students to do the transcription of the last couple of interviews. Who Transcribes: The transcription process might seem time consuming. In our study, about a work day was required to transcribe one hour of interview. In addition, we did a second round of listening to the audio for quality control of the transcription and the anonymization. In rough terms we needed 10-15 hours of work to fully transcribe one hour of audio. Hove and Anda reported spending about a work day per hour of audio [23] . In comparison to the duration of the entire study (more than two years) time for transcription is not a limiting factor. Furthermore, the transcription process brings new insights, and makes the researcher familiar with the data. We therefore recommend for transcription to be done by the researchers themselves, (as do many others, e.g., Runeson et al. [34] ). Despite this, we recruited students to do transcription for us. This forced us to learn about non-disclosure agreements (NDA). With the help of the University, we had to create an NDA, we had to get the students to sign the NDA, and finally we had to archive the signed NDA. By letting students do transcription, we also increased the risk of spreading the raw data. The transcripts we got from the students were also of a lower quality than the ones we transcribed ourselves. One of the reasons for this was lack of familiarity with the domainspecific jargon -Lethbridge et al. had similar experiences [25] . This led us to do fill-in transcription, corrections and additional anonymization.
What to Anonymize: Surmiak interviewed 42 researchers in the field of sociology and anthropology who, in turn, do research with vulnerable participants (sexual minorities, homeless, war veterans, etc.) in Poland [44] . She wanted to know how researchers manage confidentiality. She sent the transcripts to the interviewed researchers for corrections, clarifications and further anonymization. Surmiak found that other researchers were very aware of the risk of being deanonymized from the transcripts and many wished to review their transcripts -the researchers wanted to be treated in another way than they, in turn, treat their participants. This might come from the awareness the researcher has, and that they might be less trusting towards other researchers.
Vinson and Singer mention three principles of confidentiality: (i) data privacy: limit access to the data, (ii) data anonymity: examination of data should not lead to deanonymization, and (iii) and anonymity of participation (or internal anonymity): participation is not revealed to colleagues [48] . Runeson et al., just like Kitchenham et al., suggest that companies and individuals could be de-anonymized with too many details, or a too small sample, [24] , [34] . Becker-Kornstaedt suggests to interview more than one person per role, project or department as a possible mitigation [3] . During the transcription we recommend to do anonymization while listening, but before writing; this way sensitive information will never be saved to disk in plain text. Saunders et al. suggest anonymizing people's names, places, religious or cultural background, occupation, family relationships, and other potentially identifying information [35] , [36] . Surmiak also mentions: occupation, place of work, nationality, religion, hobbies, military rank, gender, zodiac sign, dietary restrictions, and periods of illness [44] .
In our study [43] we anonymized about 90 extracts per interview. The three most anonymized categories were: 313 extracts of tools or tool jargon (e.g., programming language, and version control system), 178 names or details of products and organizations, and 160 extracts related to the domain. Other categories we anonymized were company specific jargon, technical details, names of places and people, numbers or points in time, and off-topic discussions.
How to Anonymize: There seem to be two major approaches to anonymization. One is to assign pseudonyms. In some cases it may be motivated to assign more than one pseudonym to one interviewee; Saunders et al. did this when one extract of a transcript will not identify an interviewee, but when the combination of two might. They also mention approaches where multiple interviewees are assigned to one pseudonym in order to create a more representational story. Several papers highlight that keeping track of pseudonyms can be hard when the number grows -in software engineering this could for example happen if researchers are discussing a number of subsystems and their interfaces when every subsystem has a pseudonym and a number of people working with them.
We anonymized interviews by replacing some words with more general terms within pointy brackets. For example, C++ would be <programming language> and helicopter would be <vehicle>, etc. We listened to the audio in a media player running at low speed and wrote the transcript in plain text files with speech from researchers, and interviewees on separate lines with an initial "Q" for questions or comments from the researchers, and "A" for answers by the interviewee (Saunders et al. instead transcribe with "Interviewer" and a pseudonymized name of the interviewee). Pauses were indicated with blank lines followed by a timestamp showing the number of minutes and seconds into the recording. This way, a researcher could easily go back to the original recording if a transcript appeared incorrect. Example transcript:
[28:54] Q: The next part is on testing and test results. We've covered some of this perhaps. Err. . . But could you give an example of a typical test case?
A: Actually, we should have a look into, into <requirements management tool> to see what it looks like. But I mean, for example a <vehicular mechanism> sequence. The same answer transcribed in the style of Saunders et al.:
Actually, we should have a look into ReqTestTracker to see what it looks like. But I mean, for example the safe full stop for maintenance sequence. Just like we did, Alice and Bob recruited students to do the transcription. We recommend to do transcription within the research team.
Checklist for Transcription 17) Who will transcribe the audio? 18) How will meta information (such as separation of speakers, timestamps, etc.) be added to the transcripts? 19) How will consistent transcription over interviews, and over researchers, be achieved? 20) What will be anonymized? 3
G. Interviewee Correspondence
With the exception of the interviewee that requested an audio file, Alice and Bob never contacted the interviewees again. "If they were interested in the results of the study, then they could read the paper once it's out," they argued. By corresponding with the interviewees they can be given the opportunity to review, correct, clarify or expand on the interview. Surmiak gave her interviewees the chance to not only review, but also to rewrite transcripts [44] . A review step is recommended by e.g. Runeson et al. [34] .
Our experiences: We gave the interviewees the opportunity to review the transcripts and expected that some of them 3 Candidates for anonymization are: names of people, places, companies, organizations, tools, and products; domain-specific details such as programming languages, domain-specific terminology, company specific jargon and technical details that are not of relevance to the topic of the interview; numbers and points in time such as birthdays, graduation years, number of years in a work place, number of colleagues, number of subsystems in a product, or number of lines of code in a product; personal details such as religion, cultural background, military rank, hobbies, nationality, occupation, family relationships, gender, zodiac sign, dietary restrictions, periods of illness, etc.; and also off-topic details, such as the pre-interview discussion, or a rant from the interviewee.
might have wanted to comment on or clarify something. At the end of the interview, we asked the interviewees if they wanted a copy of the transcript, and if so, in which format they wanted it. For maximum anonymity, we had expected them to want it on physical paper, possibly sent to their home address. However, those that wanted to review the transcript wanted it sent by email, and all except one wanted it to their work address. This, obviously, makes it possible for an IT-department at their companies (and the organization from which it was sent) to read the transcripts and to link them to individuals interviewed. It might also render the transcript undeletable. It is not clear that the interviewees understood this risk, however, we complied in their request to send it by email to them.
Alice and Bob did not give their interviewees the possibility to review the transcripts.
Checklist for Interviewee Correspondence
21) Will interviewees review transcripts? 22)
If yes to 21, how is correspondence to be conducted? 23) If yes to 21, will they be given the possibility to delete, correct, clarify and/or expand on the transcripts?
H. Data Analysis and Thematic Data
Some time after the interview, one of the interviewees requested to withdraw from the study. Alice and Bob agreed, and deleted the corresponding audio file and transcript, but the thematic data was kept since it was hard coded in the scripts, already in the spread sheets, and the paper was to be submitted the same week. For data analysis in studies involving qualitative data, coding is common. It is suggested for thematic analysis [4] , content analysis [21] , grounded theory [18] , [42] etc. In coding, some parts of a transcript are "tagged" with codes and themes in various hierarchies, making it possible to understand and investigate the data in different ways. Commercial tools for coding are available. If an on-line spread sheet like Google Docs is used in research, the researchers must be aware of the old saying with roots from the 1970's: "if you are not paying for it, you're not the customer, you're the product being sold" [31] . Indeed, according to the Google Safety Center, Google will collect "Docs, Sheets, and Slides you create on Drive" and use it "to make Google services more useful for you" [19] . What this means in terms of interview anonymity, and data longevity is unclear, but a researcher should take great caution and not store sensitive (i.e., not yet anonymized) information in these types of tools.
Aldridge et al. suggests to only use 'on screen' working methods, and when not doing so, the paper copies should immediately be shredded after use [1] .
Our experiences: Prior to data analysis, we double checked the anonymization of the transcripts. We analyzed the data with thematic analysis in on-line spread sheets, and also shared anonymized data with a cloud storage service. The removal of an interview would have been as easy as removing lines in a spread sheet, and would have had no impact on the scripts analyzing the data.
Alice and Bob only partially deleted data once an interviewee wanted to withdraw. Again, they violate the ethical principle of consent, and possibly also the principles of confidentiality and respect for law.
Checklist for Data Analysis and Thematic Data
24)
Will data analysis (and the potential use of third party tools) be done on anonymized data only? 25) Has the end user license agreements for tools been read? 26) Is there an inventory of the data (with locations of audio files, transcripts, and processed data)?
I. Writing and the Publication
Alice and Bob want to protect the interviewees and hide the name of the company in the paper, and describe it as "a Nordic manufacturer of manned helicopters with about 1500 employees." 4 One of the drawbacks of using anonymized data is the lack of context. Results from "an embedded systems company" may convey a different meaning than results from "a Nordic helicopter manufacturer recovering from a series of bribery scandals with a next generation helicopter that will make or break the company." Reporting on context is important in empirical software engineering [30] . However, if the paper contains too many details on context, then the companies involved could be identified. Therefore, when reporting on context one should report only on organizations and interviewees in an aggregated form.
Before publishing any paper, third party reviewers might need to revisit or make an audit of the data process. Researchers should therefore have the data in order, and be able to explain the flow from plan to paper.
In order to foster trust and communication between industry and academia, and to honor the ethical principle of justice, it is important to give feedback to the participants and the organizations that were part of the study, as well as other industrial practitioners and society as a whole. For the research to better reach these groups, it may be motivated for the researchers to publish papers with an open access license, to return to the companies with presentations or reports in formats other than typical academic papers, or to make video recordings of presentations. If knowledge is not given, then other gains could be considered [11] .
Finally, there are a number of recommendations on what to include in an academic paper: (i) how the interviews were conducted and, if possible, include the questions asked [39] , (ii) ethical aspects, such as how consent was received [2] , (iii) context [30] , (iv) Runeson et al. [34] propose additional topics such as validity, and, as is common in most academic papers, (v) a section on method in order to let a reader know that the research is sound -without a valid method the results could be meaningless.
Our experiences: We reported on context in an aggregated form only: e.g. details on company size was kept separate from details on domain, etc. Alice and Bob report on context in a way that may uniquely identify the company.
Checklist for Writing and the Publication 27) How will details on the organizations, and other context data, be reported? 28) Will reports in different forms, for different audiences, be prepared? 29) How will feedback for the participating interviewees and organizations be made?
J. Archive
Professor Carol got a new position at a more prestigious university and left her previous positions. Her new research group will focus on agile practices for embedded systems. In order to kick-start this research she brought the interview transcripts from the helicopter company to the new group where this data will be combined with findings from a literature study to provide new insights. Research data is not the private property of the researchers, and should not be treated as such. For both ethical and legal principles, a researcher should consider both archiving data [41] , and destroying data from the archive [9] . Some of the reasons for archiving data are (i) to support investigations of scientific misconduct, (which was an important topic in the Gillberg v. Sweden trial [14] ), (ii) data re-use by the researchers themselves or others, and (iii) if the data is of general importance to society at large, it could have value, in itself, for coming generations [41] . Practical advice on what and how to archive are missing in standard popular software engineering research guidelines such as Kitchenham et al. [24] , Runeson et al. [34] , and Shull et al. [38] . Researchers, even in software engineering, should also be aware of the existence of laws regulating archiving.
Carusi and Jirotka investigated archiving of qualitative data. They argue that de-anonymization may be trivial, in particular when dealing with body language and facial expression data [7] . When dealing with data of new types, there is often a lack of ethical guidelines, and there might be a conflict between requirements from funding agencies, the academia and laws. Informed consent may also be impossible when a participant does not understand the media type. Finally, withdrawal might be impossible if data is publicly archived. However, allowing a participant to withdraw is fundamental to ethical research, so researchers planning on sharing qualitative data should both strongly anonymize it, and also ensure that the interviewee fully understands the limitations with respect to withdrawal from the study.
Our experiences: In our study we stored the data in an internal archive during the study. Upon first publication from the interviews, we destroyed the audio files as well as links between individuals and transcripts. Within ten years from the time of the interviews, we will destroy the remaining data.
Carol took interview data from one research group to another. It is unlikely that the interviewees gave their consent for this, and it might also violate the ethical principle of respecting laws.
Checklist for Archive
30)
If any data is to be publicly archived, how will the implications with respect to de-anonymization and withdrawal from the study be explained to the interviewees? 31) What is the data deletion plan? When, how and by whom will the data be deleted? Is it coordinated with the data storage plan (item 15)?
IV. SUMMARY AND DISCUSSION
Research ethics is a vast field that is hard to get an overview of. It is difficult to consider every aspect of stakeholders, activities and artifacts from an ethical perspective. In this paper we have reviewed existing guidelines for ethical research, guidelines for software engineering, and revisited an interview study recently finalized. There is a gap in previous work on how to apply ethical principles for interviews in software engineering research. We have addressed this gap by considering ethical aspects of each step in an interview study, and provide checklists for these steps. These checklists give researchers a stable platform for a more ethical research project.
The checklists are based on previous work and our own experiences. Of particular importance are the previous publications by Becker-Kornstaedt, who composed a list of ethical challenges in descriptive software process modeling [3] ; Aldridge et al., who listed ways in which an interview is copied, how it proliferates and suggested a number of guidelines to avoid spread of sensitive data [1] ; Saunders et al., who proposed guidelines for anonymization and experiences from participants active in social media, or in court cases [35] , [36] ; as well as Surmiak, who interviewed interviewers about confidentiality involving vulnerable interviewees [44] .
All research has limitations. In this study we have investigated a large number of guidelines with an origin in the field of medicine. There are, of course, an even larger number of guidelines that we have not investigated -both in medical fields such as psychology, and in fields related to software engineering. It is therefore likely that the checklists proposed in this paper are incomplete. However, we would like to see this as a starting point for researchers unsure of the ethics in their interview research, and we encourage other studies to build upon, revise or reject our recommendations.
We would welcome future work on how to make an interview study that is compliant with the increasing complexity of laws and regulations, such as how to comply with GDPR, the Helsinki declaration, national or international laws, and at the same time fulfill requirements by sponsors.
In software engineering research, the use of an IRB seems immature despite recommendations in guidelines such as the Menlo report. Future work could investigate at which level there are legal requirements on empirical software engineering to use or start using an IRB before doing research involving humans, as well as guidelines on how to get started with an IRB at a university where there is no such board.
A third possible field of future work involves the knowledge and competence of the researchers themselves. Researchers in the field of software engineering should follow best practices with respect to research methods. Guidelines, e.g. the books by Kitchenham et al. [24] , Runeson et al. [34] , and Shull et al. [38] instruct a researcher on how to do research. We would welcome research providing instructions; e.g. a checklist for researchers, supervisors, or reviewers; on when not to conduct research, such that we may avoid doing research blindly.
V. CONCLUSION
Despite laws and regulations, research ethics is a hard and unnatural topic for many empirical software engineering researchers. In this paper we have learned from our own experiences and listened to the authority of existing guidelines, in order to distill a comprehensive guide for interview studies. In particular, we suggest how to hands-on anonymize interview data in the transcription process. This gives researchers a platform for a more ethical research project.
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