Wind energy is crucial renewable and sustainable resource, which plays a major role in the energy mix in many countries around the world. Accurately forecasting the wind energy is not only important but also challenging in order to schedule the wind power generation and to ensure the security of wind-power integration. In this paper, four kinds of hybrid models based on cyclic exponential adjustment, adaptive coefficient methods and the cuckoo search algorithm are proposed to forecast the wind speed on large-scale wind farms in China. To verify the developed hybrid models' effectiveness, wind-speed data from four sites of Xinjiang Uygur Autonomous Region located in northwest China are collected and analyzed. Multiple criteria are used to quantitatively evaluate the forecasting results. Simulation results indicate that (1) the proposed four hybrid models achieve desirable forecasting accuracy and outperform traditional back-propagating neural network, autoregressive integrated moving average as well as single adaptive coefficient methods, and (2) the parameters of hybrid models optimized by artificial intelligence contribute to higher forecasting accuracy compared with predetermined parameters. Energies 2019, 12, 3675 2 of 17
Introduction
Fossil fuel resources are not renewable and are very limited, therefore, it is necessary to seek sustainable and clean energy resources. However, in practice, one problem with utilizing wind energy is that, compared with other electricity-generating methods, wind energy is not as steady and it is intermittent. Furthermore, if the electricity from wind energy accounts for a fairly large proportion of total electricity supply, the safe operation of the power grid may be threatened. Many factors, such air density around the wind farms and wind turbine characteristics, have an impact on the wind energy production. The use of energy storage systems can eliminate short-term disconnections from the grid of wind-energy sources [1] . Specifically, the amount of energy in wind is related with the cubic of the wind speed [2] . Therefore, the accuracy of wind-speed forecasting must be improved to attain more precise estimates of wind-power generation and thus better guide power dispatching and scheduling. This will to some extent promote the wind-energy industry to generate wind power more efficiently and ensure sustainable development. estimation. They first used SVR to formulate a non-linear state-space model, then dynamic state estimation was done using the UKF method recursively.
As seen above, conventional methods such as linear regression and time series analysis are not sufficient for wind-speed forecasting. Many complex models based on modern approaches such as neural networks have been proposed and tested using real wind-speed data. Different techniques, such as a Kalman filter, wavelet packet decomposition and seasonal exponential adjustment, are used to preprocess the original data to get better forecast performance. In addition, hybrid models and comparative analysis are frequently exploited to obtain optimal forecasting results. Considering that wind speed is impacted by many factors with obvious local characteristics that are difficult to identify completely and measure precisely, the algorithms and models that provide acceptable accuracy usually vary with different data sources. Although extensive research has been conducted on wind-speed forecasting in recent years, new forecasting methods are highly needed, especially methods that are efficient and have high forecasting accuracy under specific circumstances.
The contribution of the present paper is to propose new hybrid models for predicting long-term wind speed. In particular, a total of four types of hybrid strategies based on seasonal exponential adjustment, adaptive coefficient methods and the cuckoo search algorithm are proposed. We differentiate the seasonal fluctuation and inherent trends of the original data using a seasonal exponential adjustment method. In addition, the cuckoo search algorithm is employed for parameter estimation in the adaptive coefficient method. The significance of the developed forecasting techniques is that adaptive coefficient methods are capable of adaptively capturing non-linear and non-stable patterns in the data because the endogenous parameters are calculated and adjusted simultaneously according to forecast errors. In particular, high exploitation capability of the artificial intelligence searching algorithm enables it to find much more optimal exogenous parameters of adaptive coefficient methods than predetermined ones, and thus the forecasting results can be further improved.
The rest of the paper is organized as follows. In Section 2, methodologies of the hybrid forecasting models are introduced, including the seasonal exponential adjustment technique, the adaptive coefficient method, and the cuckoo search algorithm. Section 3 presents the proposed four hybrid forecasting models. Section 4 shows case studies and forecasting results from four observation sites located in Xinjiang Uygur Autonomous Region, China. Finally, Section 5 reports the relevant conclusions to sum up this study.
Related Methodology
In this section, three components of the proposed hybrid forecasting strategies are presented, namely, the seasonal exponential adjustment, the adaptive coefficient method and the cuckoo search algorithm, which are applied to data preprocessing, trend forecasting and parameter optimization, respectively.
Seasonal Exponential Adjustment
Because periodic components and trend items usually coexist in long-term wind-speed data, seasonal exponential adjustment is carried out to calculate seasonal indices and to separate the inherent trend patterns from the original dataset. The procedure of this data preprocessing technique is illustrated in detail below. Note that there are generally two kinds of assumptions about the relationship between periodic and trend components: multiplication and addition [25] .
First, with respect to seasonal exponential adjustment in the multiplicative form, suppose y t is used to represent the wind speed at time t, and
where R t represents the trend item and S t is the cycle item. Rearrange the wind-speed time series y 1 , y 2 , · · · , y T to y 11 , y 12 , · · · , y 1l ; · · · ; y k1 , y k2 , · · · , y kl ; · · · ; y m1 , y m2 , · · · , y ml (T = m * l) (2) which means that there are l data items in each cycle and m cycles in the dataset. The average of y t in each cycle is usually used to substitute the unknown trend component, which can be calculated as
Suppose
and then the seasonal index can be computed as follow:
Divide the original wind-speed data by the calculated seasonal indices in turn as follows:
Then, the preprocessed time series without the effect of seasonal factors y 11 , y 12 , · · · , y 1l ; · · · ; y k1 , y k2 , · · · , y kl ; · · · ; y m1 , y m2 , · · · , y ml can be obtained. Obviously, the series can be rewritten as y 1 , y 2 , · · · , y T , which indicates the targeted inherent trend components of the original data.
Second, when considering seasonal exponential adjustment in the additive form, we assume the wind speed at time t can be represented as
where R t refers to the trend item and S t is the cycle item. Similarly, the original wind-speed time series can be rearranged as described above, and the average value of each cycle can be calculated according to Equation (2) . However, under the assumption of addition, suppose
Then the seasonal index can be computed as shown in Equation (4) . Subtract the calculated seasonal indices from the original wind-speed data as follows:
Then, the new time series without seasonal fluctuations are obtained for further forecast work. In summary, the seasonal exponential adjustment technique, in multiplicative or additive form, is performed directly on the original dataset to get rid of seasonal components, which are represented as calculated seasonal indices. Furthermore, only the trend items are targeted for forecasting model construction. Once the trend items are forecasted, the corresponding seasonal indices will be multiplied or added back to get the final forecasting results. For example, suppose the forecasted trend value at time T + 1 is y T+1 , and then the final forecast valueŷ T+1 should be calculated as in the multiplicative form y T+1 =ŷ T+1 * I 1 (10) or in the additive formŷ
The applicability of Equations (9) and (10) is determined by many factors, such as the real dataset, the proposed forecast models and the evaluation methods. Numerical experiments and simulations generally provide reliable ways to validate their applicability, as shown in Section 4.1.
Adaptive Coefficient Method
Forecasting techniques based on trend extrapolation include the moving average procedure, the exponential smoothing model and the adaptive coefficient method. Specifically, the moving average procedure assigns equal weights to the N − 1 historical data and the current value, where N is the moving average length [26] . The basic exponential smoothing model exerts exponentially decreasing weights on all data points that are controlled by the constant smoothing parameter between 0 and 1 [27] . The adaptive coefficient method, or adaptive exponential smoothing, was developed on the basis of the exponential smoothing model, with the smoothing parameter changing adaptively according to forecast errors [2, 28] . The following schemes are the first-and second-order adaptive coefficient methods.
For a time t, using the first-order adaptive coefficient method, denote the forecasted value for time t + 1 asx t+1 . Suppose we have α t varying with time t,x t+1 is the weighted average of the observed data x t and the forecasted valuex t . which indicates that
where e t is the forecasting error at time t. Introduce a constant β(0 < β < 1) and generate the exponential smoothing sequence of e k (k = 1, 2, · · · , t) to reflect the systematic error E t during the time period t, namely,
To make sure that α t always varies between 0 and 1, define M t as
Then, the first-order adaptive coefficient α t is calculated as
The aforementioned formulae outline the basic algorithem of the first-order adaptive coefficient method. Based on the first-order adaptive coefficient method, two additional variables are introduced in the second-order adaptive coefficient technique, which are represented as follows:
where α t is computed according to Equation (14) . The forecasted value of the second-order adaptive coefficient approach is calculated as follows:x
whereâ
It is worth noting that in both the first-and the second-order adaptive coefficient approaches, β has a significant effect on final forecasting performance. Only the parameter β need to be selected prior to launching the algorithm and other parameters are calculated via iterations. However, with respect to conventional adaptive coefficient models, the value of β is subjectively predetermined. Consequently, this paper employs the cuckoo search algorithm to improve conventional adaptive coefficient models by optimizing the value of β. By minimizing the objective function of fitting errors, this metaheuristic algorithm provides a solid foundation for the selection of the β value and results in improved forecasting accuracy, as demonstrated in Section 3.
Cuckoo Search Algorithm (CS)
Proposed in 2009 by Yang and Deb [29] , the cuckoo search algorithm is based on the obligate brood parasitism of some cuckoo species, in combination with the Lévy flights, rather than simple isotropic random walks [26] . It is one of the latest metaheuristic algorithms inspired by nature. For detailed information about cuckoo breeding behavior and their aggressive reproduction strategy, readers can refer to [30] .
Three idealized rules [30] of the cuckoo search algorithm for simple and single optimization include: (1) each cuckoo lays one egg at a time and put it in a randomly chosen host nest; (2) the nest that consists of the most high-quality eggs will be carried over to the next generations; (3) the egg to be discovered by the host bird has a probability p a ∈ [0, 1] and the number of available host nests is fixed. For multi-objective optimization, these basic rules should be modified as introduced in [31] .
For the convenience of practical implementation, Yang and Deb [30] suppose that each egg in a nest denotes a solution, and the aim is to replace the not-so-good solutions in the nests by the new and potentially better solutions (cuckoos). To generate a new solution x (t+1) i for a cuckoo i, a Lévy flight is performed:
where α > 0 is the step size and the product ⊕ indicates entry-wise multiplications [26] . And the length of the random step of Lévy flight is drawn from the Lévy distribution with both mean and variance infinite:
The interested readers can refer to [28, 29] for more details of the cuckoo search algorithm.
Proposed Model
This paper proposes four hybrid forecasting models, which include A-FAC-CS, M-FAC-CS, A-SAC-CS, and M-SAC-CS. The four hybrid forecasting models have the following three steps.
•
Step 1. The original dataset is processed by the seasonal exponential adjustment technique to remove periodic fluctuations •
Step 2. The trend series are regarded as input sets of the adaptive coefficient forecasting model.
Step 3. The exogenous variable β of the adaptive coefficient method is optimized by the cuckoo search algorithm instead of being subjectively predetermined.
Considering that the seasonal exponential adjustment technique has both multiplicative and additive form, and the adaptive coefficient forecasting model can be divided into first-order and second-order. So the four hybrid models are listed in the following, and the flowchart of these four hybrid models is illustrated in Figure 1 . 
Simulation Results and Discussion
The daily average wind-speed data is collected from four observation sites of the Xinjiang Uygur Autonomous Region located in northwestern China, including Urumqi City, Korla City, Altay Region and Hami Region. The sample period covers more than four years, from 1 January 2009 to 18 September 2013. The original wind-speed time series of the four observation sites are plotted in Figure 2 together with detailed geographic information. 
The daily average wind-speed data is collected from four observation sites of the Xinjiang Uygur Autonomous Region located in northwestern China, including Urumqi City, Korla City, Altay Region and Hami Region. The sample period covers more than four years, from 1 January 2009 to 18 September 2013. The original wind-speed time series of the four observation sites are plotted in Figure 2 together with detailed geographic information. In Figure 2 , the number of the day without unit is in the horizontal axis, while the vertical axis is the wind speed with unit m/s. As we can see from the line charts in Figure 2 , for the four observation sites, there are some yearly periodic components in the original wind-speed series. Thus we set the cycle length to be one year by means of direct observation from Figure 2 . In particular, original data from 1 January 2009 to 31 December 2012 consisting of four cycles are utilized to calculate the seasonal indices through seasonal exponential adjustment technique as introduced in Section 2.1. In order to validate the effectiveness of the proposed four hybrid forecasting models, daily wind speeds from 1 January 2013 to 31 August 2013 are applied to forecast one day ahead wind-speed data. To facilitate the evaluation and comparison process, the forecast results are summarized according to different forecast months, and two main error criteria are calculated as follows to reflect integral forecasting performance:
where is the forecasting periods number, is the true value at time and is the forecasted value corespondinly.
Next we take Urumqi as the representative example to demonstrate the presented hybrid forecasting methods step by step with intermediary outcomes. In Figure 3 , the number of the day without unit is in the horizontal axis, and the vertical axis is the wind speed with unit m/s. As illustrated in Figure 3 , the trend series obtained from multiplicative and additive seasonal exponential adjustment are depicted respectively in Figure 3 In Figure 2 , the number of the day without unit is in the horizontal axis, while the vertical axis is the wind speed with unit m/s. As we can see from the line charts in Figure 2 , for the four observation sites, there are some yearly periodic components in the original wind-speed series. Thus we set the cycle length to be one year by means of direct observation from Figure 2 . In particular, original data from 1 January 2009 to 31 December 2012 consisting of four cycles are utilized to calculate the seasonal indices through seasonal exponential adjustment technique as introduced in Section 2.1. In order to validate the effectiveness of the proposed four hybrid forecasting models, daily wind speeds from 1 January 2013 to 31 August 2013 are applied to forecast one day ahead wind-speed data. To facilitate the evaluation and comparison process, the forecast results are summarized according to different forecast months, and two main error criteria are calculated as follows to reflect integral forecasting performance:
where N is the forecasting periods number, y i is the true value at time i andŷ i is the forecasted value corespondinly.
Next we take Urumqi as the representative example to demonstrate the presented hybrid forecasting methods step by step with intermediary outcomes. In Figure 3 , the number of the day without unit is in the horizontal axis, and the vertical axis is the wind speed with unit m/s. As illustrated in Figure 3 , the trend series obtained from multiplicative and additive seasonal exponential adjustment are depicted respectively in Figure 3 part A and Figure 3 part B in contrast with the original wind-speed series of Urumqi. In addition, mean values and standard deviations of the above three wind-speed time series are calculated as listed in the table of Figure 3 part D. The vivid line charts and computed results indicate that the seasonal exponential adjustment technique contributes to eliminating periodic fluctuations and lowering standard deviations. That is to say, the trend series are to some extent easier to forecast than the original series. contributes to eliminating periodic fluctuations and lowering standard deviations. That is to say, the trend series are to some extent easier to forecast than the original series. 
Comparisons of Four Hybrid Models
The parameters of the hybrid models for the cuckoo search algorithm are as follows. There are 25 nests, the step size is 1, the Lévy flight parameter is 1.5, the discovery rate of alien eggs is 0.25, and there are 1000 iterations in total. As demonstrated in Figure 4 , we plot the forecasting as well as the actual values of Urumqi from January to August in 2013, respectively, under the four developed hybrid forecasting models, namely, A-FAC-CS, A-SAC-CS, M-FAC-CS and M-SAC-CS, as defined in Section 2.3. Moreover, the forecasting errors of the four different forecasting strategies, including both MAPE (mean absolute percentage error) and RMSE (root mean square error) criteria, are also presented in the table of Figure 4 . In Figure 4 , the number of the day without unit is in the horizontal axis and the vertical axis is the wind speed with unit m/s. 
The parameters of the hybrid models for the cuckoo search algorithm are as follows. There are 25 nests, the step size α is 1, the Lévy flight parameter λ is 1.5, the discovery rate of alien eggs p a is 0.25, and there are 1000 iterations in total. As demonstrated in Figure 4 , we plot the forecasting as well as the actual values of Urumqi from January to August in 2013, respectively, under the four developed hybrid forecasting models, namely, A-FAC-CS, A-SAC-CS, M-FAC-CS and M-SAC-CS, as defined in Section 2.3. Moreover, the forecasting errors of the four different forecasting strategies, including both MAPE (mean absolute percentage error) and RMSE (root mean square error) criteria, are also presented in the table of Figure 4 . In Figure 4 , the number of the day without unit is in the horizontal axis and the vertical axis is the wind speed with unit m/s. We can vividly see that the developed hybrid forecasting procedures are capable of achieving satisfactory forecasting performance with respect to the Urumqi observation site. In particular, M-FAC-CS leads to the lowest mean MAPE value of 12.88%, while A-FAC-CS results in the smallest mean RMSE value of 1.1755. Therefore, we can obtain the following conclusion: the first-order adaptive coefficient method performs much better than the second-order adaptive coefficient model, regardless of error criteria, which indicates that higher order algorithms do not necessarily contribute to more desirable forecasting accuracy. Table 1 lists the forecasting errors of the four kinds of hybrid models, namely A-FAC-CS, A-SAC-CS, M-FAC-CS and M-SAC-CS, from January to August 2013 with respect to four targeted windspeed observation sites, including Urumqi, Altay, Korla as well as Hami. Moreover, for each observation site, the average MAPE and RMSE values of the eight months are also calculated for each of the presented hybrid forecasting models to reflect and evaluate the overall forecasting performance. We can vividly see that the developed hybrid forecasting procedures are capable of achieving satisfactory forecasting performance with respect to the Urumqi observation site. In particular, M-FAC-CS leads to the lowest mean MAPE value of 12.88%, while A-FAC-CS results in the smallest mean RMSE value of 1.1755. Therefore, we can obtain the following conclusion: the first-order adaptive coefficient method performs much better than the second-order adaptive coefficient model, regardless of error criteria, which indicates that higher order algorithms do not necessarily contribute to more desirable forecasting accuracy. Table 1 lists the forecasting errors of the four kinds of hybrid models, namely A-FAC-CS, A-SAC-CS, M-FAC-CS and M-SAC-CS, from January to August 2013 with respect to four targeted wind-speed observation sites, including Urumqi, Altay, Korla as well as Hami. Moreover, for each observation site, the average MAPE and RMSE values of the eight months are also calculated for each of the presented hybrid forecasting models to reflect and evaluate the overall forecasting performance. Table 1 . Forecast errors of the developed hybrid models. From Table 1 , it can be concluded that for the observation sites of Altay, Korla and Hami, the presented A-FAC-CS forecasting strategy can get the most satisfactory forecasting accuracy. In particular, the mean MAPE and RMSE values of Altay are 13.77% and 1.1367, while for Korla they are 18.08% and 1.2976, respectively. As for Hami, the forecast errors rise slightly to 21.64% and 1.4328. In addition, numerical experiments and simulation results of the four observation sites suggest that the additive seasonal exponential adjustment technique outperforms the multiplicative one when the average forecast errors of the two pairs, namely A-FAC-CS and M-FAC-CS, A-SAC-CS and M-SAC-CS, are compared. Similarly, intensive comparisons of A-FAC-CS and A-SAC-CS in addition to M-FAC-CS and M-SAC-CS indicate that the first-order adaptive coefficient method leads to much more accurate forecasting results than the second-order adaptive coefficient model.
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Compared with Classic Individual Models
In this section, to forecast the daily mean wind speed of the four observation sites as mentioned on Section 3, we also apply four individual models. The models are back propagation (BP) neural network (via Neural Network Toolbox of MATLAB), the autoregressive integrated moving average (ARIMA) model (via Eviews 7), the single first-order adaptive coefficient (FAC) method and the single second-order adaptive coefficient (SAC) method. Those methods are compared with the hybrid model in terms of forecasting ability. Note that the parameters β for both FAC and SAC are set as 0.2. The forecast errors of the four conventional approaches are shown in Table 2 with respect to the monthly and average MAPE and RMSE values. In addition, the BP neural network and the ARIMA model yield extremely high forecast errors for some months. For example, the MAPE value of the BP neural network with respect to Urumqi in April is as high as 91.88% and the MAPE value of the ARIMA model with respect to Korla in March reaches up to 88.11%. Apparently, these extremely inaccurate forecasting results have an adverse effect on wind farm operations and may threaten the security of the grid when wind power is integrated for electricity supply. Thus, it is highly significant to propose novel hybrid forecasting strategies to replace the individual forecasting models in practice and achieve desirable forecasting accuracy.
To better illustrate the superiority of the hybrid forecasting approaches presented in this paper, we list the mean MAPE values from January to August in 2013 obtained from the four individual forecasting models as well as one hybrid forecasting strategy in Table 3 . Note that there is no harm in selecting the specific hybrid model with the maximal MAPE value among the four kinds of developed hybrid methods to represent the hybrid forecasting models in the last column of Table 3 . As we can clearly see from Table 3 , the presented hybrid forecasting models can remarkably reduce forecasting errors compared with conventional methods. Taking Urumqi as an example, through simple calculation we find the mean MAPE value using the hybrid model decrease by 19.39%, 11.93%, 13.84% and 7.75% compared to the BP neural network, ARIMA, FAC and SAC models, respectively. Similar results can be made based on the forecast results of other three observation sites as illustrated in Table 3 . To sum up, the novel hybrid forecasting strategies developed in this paper are effective, which is proven by a number of numerical simulations whose results are listed in Tables 1 and 2 . Furthermore, the innovative hybrid models make significant improvements to traditional single forecasting approaches and provide more satisfactory forecasting accuracy for practical applications in wind power generation and grid regulation.
Next, to verify the significance of the parameter optimization process in the hybrid forecasting strategies, we construct four kinds of forecasting approaches using the seasonal exponential adjustment technique and the adaptive coefficient methods whose exogenous parameters β are predetermined (with the value 0.2) in the conventional way rather than being optimized by the cuckoo search algorithm. These four kinds of methods are denoted as A-FAC, A-SAC, M-FAC and M-SAC, respectively, corresponding to their counterparts A-FAC-CS, A-SAC-CS, M-FAC-CS and M-SAC-CS with optimal parameters attained from the cuckoo search algorithm, respectively. Furthermore, their forecast errors are summarized in Table 4 . Table 4 . Forecast errors of the hybrid models with predetermined parameters. To vividly illustrate the improved forecasting accuracy that is attributable to optimal parameter selection, we put the mean MAPE values of hybrid models integrated with and without the cuckoo search algorithm together in Table 5 for the four observation sites, namely Urumqi, Altay, Korla and Hami. As shown in Table 5 , compared with hybrid forecasting strategies based on seasonal exponential adjustment techniques and adaptive coefficient methods with predetermined parameters, the further integrated cuckoo search algorithm contributes markedly to decreasing forecast errors. In particular, for Urumqi, the mean MAPE values of the eight months are reduced by 9.67%, 6.48%, 9.75% and 6.62% after the cuckoo search algorithm is introduced to the hybrid models, compared with A-FAC-CS, A-SAC-CS, M-FAC-CS and M-SAC-CS, respectively. The comparisons of the forecast results regarding other three observation sites also indicate similar patterns, as shown in Table 5 . Consequently, it can be concluded that the parameter optimization process should be regarded as a requisite component in the constructed hybrid forecast model. Moreover, the cuckoo search algorithm is a powerful search engine for parameters of the adaptive coefficient methods, and it is capable of improving forecast accuracy.
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Conclusions
This paper presents four novel kinds of hybrid models based on the seasonal exponential adjustment in the multiplicative or additive form, the first-or second-order adaptive coefficient methods and the cuckoo search algorithm for wind-speed forecasting. These models are significant because accurate wind-speed forecasting supplies essential information for wind-power assessment, wind-farm operations, integrated grid management and so on. To examine the effectiveness and superiority of the hybrid approaches proposed in this paper, daily mean wind-speed data sampled from four observation sites in Xinjiang Uygur Autonomous Region of China are taken into investigation. The simulation results described in Section 4 indicate that the developed innovative hybrid strategies provide satisfactory forecast accuracy.
As demonstrated in Section 4.1, there is sufficient evidence to show that the proposed hybrid models perform much better than existing individual forecasting approaches, such as the BP neural network, the ARIMA and the single adaptive coefficient method. Moreover, numerical experiments also suggest that introducing the CS algorithm to the hybrid forecasting methods is highly recommended because it contributes remarkably to improving forecasting accuracy compared with the hybrid models using predetermined parameters.
We contribute to existing forecast model research by innovatively constructing hybrid forecasting models and integrating conventional adaptive coefficient models with an advanced cuckoo search algorithm. In particular, seasonal components and inherent trends are processed separately, which is regarded as an important data preprocessing technique in our research. In addition, the performance of the adaptive coefficient models is further improved by our work since we introduce the cuckoo search algorithm to conduct parameter optimization.
To sum up, considering their effectiveness and accuracy, the proposed hybrid forecasting strategies could be applied at large-scale wind farms to accomplish regular forecasting work. In addition, the proposed hybrid models for wind-speed forecasting also shed light on existing forecasting approaches for other variables, such as electricity demand and stock prices. 
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