Abstract. This work presents a neural network based model for inferring air quality from traffic measurements. It is important to obtain information on air quality in urban environments in order to meet legislative and policy requirements. Measurement equipment tends to be expensive to purchase and maintain. Therefore, a model based approach capable of accurate determination of pollution levels is highly beneficial. The objective of this study was to develop a neural network model to accurately infer pollution levels from existing data sources in Leicester, UK. Neural Networks are models made of several highly interconnected processing elements. These elements process information by their dynamic state response to inputs. Problems which were not solvable by traditional algorithmic approaches frequently can be solved using neural networks. This paper shows that using a simple neural network with traffic and meteorological data as inputs, the air quality can be estimated with a good level of generalisation and in near real-time. By applying these models to links rather than nodes, this methodology can directly be used to inform traffic engineers and direct traffic management decisions towards enhancing local air quality and traffic management simultaneously.
Introduction
Detailed air quality simulation models have been developed for many cities. These mechanistic and deterministic models are used as tools to help understand the basic air quality and traffic management. They support legislative and policy requirements which depend on air quality in urban environments. Hardware equipment to measure air quality is normally expensive to purchase and maintain. Therefore, a model based approach capable of accurate prediction of pollution levels is highly beneficial. This paper is organized as follows. First of all, the background is presented in Section 2. After that, the neural network model is reported in Section 3, while Section 4 exhibits the data sources. Then, the results are depicted in Section 5. Finally some conclusions are presented in the last section.
Background
City councils and local authorities across the world are managing and controlling urban traffic. This involves monitoring traffic conditions and designing, maintaining and controlling traffic signals. It also involves dealing with faults, roadworks, air quality, noise and traffic. Across Europe, a large number of research projects are related to air pollution and its impact on the quality of people's health.
Emissions from motor vehicles are a major source of air pollution. Despite the fact that air quality has improved significantly in the last decades, there is string scientific evidence suggesting that current levels of air pollution are a high risk for the environment and to human health ( [1, 2] ).
Therefore, there is a need for air quality information in urban environments to meet legislative and policy requirements. Recent research in this topic using Computational Intelligence (CI) techniques can be categorized into two areas: Modelling and Forecasting.
Air Quality Forecasting
The ability to forecast air quality is becoming increasingly important as links are made between poor air quality and adverse health effects. With accurate forewarning of low air quality levels, it becomes possible to take preventive action thereby reducing the severity of the pollution incident.
There is a myriad of air quality forecasting methods. In particular, Artificial Neural Networks (ANNs) have been employed for this purpose. For example, an ANN with weather parameters and traffic conditions developed by Viotti et al. [17] was used to forecast pollutant concentrations (benzene, carbon monoxide, N O 2 , N O x , Ozone) at both 1 hour and 24 hours intervals into the future. They point out that different models are required for each pollutant type and forecasting interval.
A good illustration of this can be found in a comparison study, where five different ANN models, one linear statistical model and one deterministic modelling system were assessed in terms of their capability to forecast urban N O 2 and P M 10 concentrations in Helsinki [7] . The ANN models were generally found to perform better than the linear and deterministic models, especially for forecasting P M 10 which is considered more difficult to predict than N O 2 . However, it is pointed out that ANNs are limited to the forecast window and location for which they were trained, and that they require retraining if either of these parameters change.
Another example is presented in Ibarra-Berastegi et al. [6] , where the use of neural networks is investigated for providing air quality forecasts up to 8 hours in advance for five different pollutants (SO 2 , CO, N O 2 , N O and O 3 ) at six different locations in Bilbao, Spain. They report a best case for N O 2 with R 2 = 0.88. Other option could be the use of a Genetic Algorithm to optimise the design of an ANN. Niska et al. [11] apply a model of this kind for predicting N O 2 levels in Helsinki. It was found that any improvements offered by the Genetic Algorithm were negligible when compared with a reference model. Moreover, the use of neural networks optimised by genetic algorithms for predicting P M 10 concentrations at 4 locations in the Greater Athens area is presented in [4] . When compared with linear regression methods, the neural networks were found to be superior, with R 2 in the range 0.50 − 0.67 compared to 0.29 − 0.35 for linear regression.
Different neural network topologies are also considered. The performance of three different neural network topologies (MLP, RBF and Modular-ANN) for predicting roadside concentrations of CO and N O 2 in Melton Mowbray, UK, are compared in [19] . The transferability of these models is then considered by applying them to data from another site in Leicester, UK, concluding that whilst performance is degraded, it is still able to provide a useful prediction capability.
Air Quality Modelling
The behaviour of pollution dispersion, especially in urban areas is complex and difficult to model. Dispersion is influenced by many factors such as temperature, wind speed, wind direction, wind strength and terrain, all of which exhibit significant levels of uncertainty on any mathematical models used. The application of CI methods to such problems, especially those that do not require an underlying model (such as neural networks and fuzzy sets) is therefore becoming the focus of much ongoing research. Some examples of recent work are summarised here.
Pérez-Roa et al. [14] use a neural network to predict the eddy diffusivity (K v ), an important parameter used in the study of pollution dispersion, for which values supplied in literature are often inaccurate. Based on the neural network predicted values of K v , a dispersion model was able to forecast peak carbon monoxide concentrations with improved accuracy.
Neural networks as a filter for the concentration levels produced by an air pollution model were applied by Pelliccioni and Tirabassi [13] to account for disagreement between the measured and predicted values. Their results demonstrated the efficiency of Neural Networks.
The modelling of the nitrogen dioxide (N O 2 ) dispersion phenomena using the ANN technique was also assessed by Shiva Nagendra and Khare [10] . A satisfactory performance of the ANN-based N O 2 models on the evaluation data set is shown.
Another example of the successful application of ANN to calculate the average spatial distribution of air pollutants based on diffusive sampling measurements in Cyprus was demonstrated in Pfeiffera et al. [15] . Their results illustrate the application of ANN resulting in realistic maps of the annual average distribution of N O 2 in Cyprus.
In addition to ANN, fuzzy sets provide another tool in dealing with uncertainty in dispersion modelling. Fisher [3] reviewed the various uncertainties existing in dispersion modelling, and highlighted the feasibility of fuzzy approaches to environmental decisions. Another fuzzy based system for predicting modelling air quality was proposed by [16] , where the use of a trapezoidal membership function was proposed. The model is based on data collected over a year using 5 locations in Tehran.
Furthermore, the feasibility of using ANNs in predicting air quality based on the SCOOT data (stops, flows, congestions and delays) per link-intersection and the weather conditions (temperature, wind speed and direction) was performed in a preliminary study at the University of New Castle by Bell et all [18] . The results indicate that this approach might be a promising option.
In this research we propose to expand this work by providing a global against a local approach for modelling air quality which can be easily adapted to new locations. Our model uses a combination of all the SCOOT data (combining all the links) and the Climate data as inputs. Another novelty of this study consists on the use of a Self-Organizing Map (SOM) neural network to filter the dataset.
Neural Network Model
Of the neural network algorithms available, two of the most common ones are the multilayer perceptron (MLP) for supervised learning and the Kohonen self organising maps for unsupervised learning. In supervised learning, the inputs are presented to the neural network and the output produced y the neural network is compared with the desired output. After this, the weights of the neural network are adjusted taking into account any error in the output pattern. In unsupervised learning, the weight adjustments are not made based on comparison with some target output. Instead, the neural network self organises its weights.
The proposed neural model to infer the air quality is based on a MLP of feedforwad network, since this kind of neural networks is widely used for the function fitting problem.
The proposed MLP uses the back propagation algorithm and it consists on one single hidden layer of simply interconnected neurons. Both the input and output layers are determined by the problem. In this case, the output layer is composed by an only neuron, which is used for the air quality. The input layer is composed by nine neurons: five for the climate data (wind speed, wind direction, rain, radiation and air pressure) and four for SCOOT data (stops, delays, flows and congestions). The output of a neuron is given by the following expression:
where N i is the number of inputs of the neuron i, w ji is the synaptic weight between the j-th input and the neuron i, b i is the bias and f is the transfer function. In the hidden layer, a tangential sigmoid function:
is used as transfer function, although a pure linear function is used in the output layer. Generally, only one hidden layer is required to approximate any measurable function [5, 8] . The optimum number of neurons in the hidden layer depends on the desired accuracy and a trial and error approach is normally used to determine it. In our experiments, a small hidden layer composed by only ten neurons was sufficient to achieve good results.
The learning of the proposed MLP is supervised, hence a training data set is required. This training data set consists of a set of pairs, that is, an input vector (climate and scoot data) and an associated target (the air quality). During the training, the synaptic weights in the neural network are adjusted until the output produced by the network matches the target within a certain error, which it is used for the weights adaptation according to the learning algorithm. In this case, the backpropagation algorithm is proposed to minimise the mean squared error.
Overtraining of the neural network is an undesirable characteristic, which may occur when the neural model learns too much the details of the training data. Therefore, the results produced by network are poor generalization capability when new data are presented. A bad choice of the training data set or an inappropriate learning algorithm typically impair the network's generalization capability and lead to model overfitting. In this sense, a validation data set was used during the training to avoid the overtraining of the neural network and to check the generalization performance. Training is stopped when the performance on the validation data starts to decline.
Data Sources
In a long term collaboration with Leicester City Council's Traffic and Air Quality Teams a large amount of data from near real time feeds has been collected over the past years. This data includes:
-Traffic detection via inductive road loops -Air quality measurements from road-side monitors -Meteorological measurements from a mast / measurement station The data collected from street loops is commonly noisy and often corrupted. The level of performance achieved with an ANN model is directly linked with the quality of the data sets. This data is often surrounded by errors which can be caused by noise and equipment malfunction. These errors are referred to as outliers, which need to be identified and eliminated from the data sets in order to improve the models performance. In this work a Self-Organizing Map (SOM) is proposed for filtering and handling outliers [12] .
Road traffic condition data
Road traffic related data has been collected on an ongoing basis from Leicester City Council's traffic management systems. Specifically, a large number of SCOOT M02 messages have been collected via FTP. SCOOT uses raw induction loop data to measure and estimate four traffic flow and congestion related parameters [9] . These parameters are reported every 15 minutes via M02 system messages.
The four parameters collected by every link are flow, delay, stops and congestion. Flow is estimated as vehicles per hour. Delay is estimated as total delay in vehicles per hour. Stops is estimated as the number of vehicles that have stopped at least once on the link in the given period. Congestion is measured as percentage of 4 second intervals when a detector is occupied by traffic. This data has been accumulated and used as hourly means in order to match the time-base of the air quality and meteorological measurements. Two possibilities have been addressed in this work:
-Aggregated links. Road traffic data from all links is previously aggregated and then accumulated for every site. Therefore, a fixed number of four traffic inputs is established. Note that this option is needed to build transferable models. -Separated links. Road traffic data is separately accumulated for every link and site. Consequently, the number of traffic inputs is four times the number of links composing every site.
Air quality data
A number of pollutants are continuously being monitored and recorded by Leicester City Council's Air Quality team. The ratified data for N O 2 and PM10 has been used for this study from the following sites: Figure 1 shows a map with the locations of these monitors, which are commonly placed in critical sites (e.g. crossing roads) composed by several link roads.
Meteorological data
A meteorological mast in Leicester (location, see 1) automatically provided weather data as an hourly average. A NRT stream of meteorological data (met data) was used as part of the model to determine and forecast the emission level at a given location. There were 6 indicators for weather condition in the model (see Table 1 ). 2 is a positive value, where higher is better. The root mean square error (RMSE), the mean square error (MSE) and the mean absolute error (MAE) are also taken into account, where lower is better. Tables 2, 3 and 4 exhibit the performance of the three different considered models, respectively. As it can be observed, the third considered proposal (two separate ANN models with one output and without SOM based filtering) offers the best performance of the three approaches. It must be highlighted that each proposal works with a similar performance in each studied site. Nevertheless, the site AURN, New Walk Centre is the most problematic. The N O 2 MSE of the different studied places are reported in Figure 2 . It is shown that AURN, New Walk Centre presents the highest MSE. In addition, Figure  3 depicts the N O 2 regressions. It can be noticed that the R 2 performance is extremely low. After the training of the proposed neural models and the evaluation of their performances, the input variables were examined in order to figure out the most important input to estimate the roadside concentration. A simple sensitivity analysis was carried out by increasing a certain percentage (in our case 5%) each of the input variables, and then calculating the change caused in the output. The sensitivity of each input is defined by S(x) = 100 ∆Voutput ∆Vinput where x is an input variable. Figure 4 shows the sensitivity of each input variable for each monitored location. Note that the wind direction (H) is not important in the estimation, since it is always below 5% for all stations. However, the air pressure (A) is very significant, except for the station placed at Imperial Avenue. 
Conclusion
A neural network model has been presented in order to predict the air quality from traffic data. The input data is formed by climate data inputs (such as wind speed, wind direction, rain, radiation and air pressure), and SCOOT data (such as stops, delays, flows and congestions). Three different approaches which consist of the proposed neural network model have been considered. Experiments have been carried out according to the data collected in several studied sites. The obtained results indicate that the most suitable proposal is composed by two separate ANN models, each one with one output (N O 2 or PM10) with a SOM based filtering.
