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Resumen
En los u´ltimos an˜os ha surgido un gran
intere´s en las metaheur´ısticas h´ıbridas, las
cuales han sido desarrolladas considerable-
mente en el campo de la optimizacio´n.
Combinaciones de algoritmos han provisto
te´cnicas muy poderosas de algoritmos de
bu´squeda. En la literatura podemos citar
los siguientes trabajos en relacio´n a las
metaheur´ısticas h´ıbridas: [1], [6], [4], [8]
y [10]. En esta etapa de nuestro traba-
jo hemos estudiado una variante de Algo-
ritmos Gene´ticos (AGs) que pertenece a
la clase de metaheur´ısticas poblacionales
(P -metaheur´ısticas) [2] y su hibridizacio´n
con dos metaheur´ısticas de solucio´n u´nica
(S-metaheur´ısticas) son: Recocido Simula-
do (SA) y Bu´squeda Local (LS). El proble-
ma en estudio es minimizar la ma´xima tar-
danza (Maximum Tardiness) en scheduling
de ma´quinas paralelas independientes. La
notacio´n usada en la literatura [7] para de-
scribir el mismo es una triupla: (α|β|γ). El
primer campo, α describe el ambiente de
ma´quinas, el segundo campo, β indica las
restricciones entre las tareas que son asig-
nadas a las ma´quinas. Por u´ltimo, el ter-
cer campo, γ provee la o las funciones obje-
tivo a ser optimizadas. Acorde a esta no-
tacio´n, nuestro problema se describe me-
diante (Pm || Tmax). Tal problema se ha
considerado en [9] de complejidad NP-duro,
cuando 2 ≤ m ≤ n (m es el nu´mero de
ma´quinas y n el nu´mero de tareas). Los re-
sultados obtenidos hasta ahora con la prop-
uesta de un AG h´ıbrido han mostrado una
mejora considerable en la minimizacio´n de
la ma´xima tardanza, esto se observa prin-
cipalmente en las instancias de mayor com-
plejidad.
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1. Contexto
La l´ınea de investigacio´n se enmarca
en el paradigma de “Inteligencia Colecti-
va”, la cual esta´ inserta en el proyecto
“Metaheur´ısticas Avanzadas para Proble-
mas de Optimizacio´n con y sin Restric-
ciones”. Proyecto en ejecucio´n desde En-
ero de 2010 e inserto dentro del Laboratorio
de Investigacio´n y Desarrollo en Inteligencia
Computacional (LIDIC).
2. Introduccio´n
Entre las clasificaciones de algoritmos
h´ıbridos existentes se pueden encontrar es-
quemas clasificacio´n plana y jera´rquica.
La taxonomı´a por nosotros adoptada es
la propuesta en [2], [3]. La hibridizacio´n
de metaheur´ısticas involucra algunas cues-
tiones principales que pueden ser clasifi-
cadas como de disen˜o e implementacio´n. En
cuestio´n de disen˜o la clasificacio´n jera´rquica
involucra las hibridizaciones de bajo niv-
el (low level) y de alto nivel (high level).
En la hibridizacio´n de bajo nivel, una fun-
cio´n de una metaheur´ıstica dada es reem-
plazada por alguna otra metaheur´ıstica. En
algoritmos h´ıbridos de alto nivel, las difer-
entes metaher´ısticas son autocontenidas, no
hay una relacio´n directa en el trabajo in-
terno de una metaheur´ıstica y otra. En
la clasificacio´n plana distinguimos la hib-
ridizacio´n de relevo (relay) y la cooperati-
va (teamwork). En la hibridizacio´n de rele-
vo, las metaheur´ısticas son ejecutadas una
despues de la otra, cada una usa la sal-
ida de la metaheur´ıstica previa actuando
en una forma de tuber´ıa (pipeline). La hib-
ridizacio´n de cooperacio´n (teamwork) repre-
senta modelos de optimizacio´n cooperativa,
en los cuales muchos agentes evolucionan en
paralelo. Finalmente encontramos combina-
ciones entre las clasificaciones jera´rquica y
plana. En esta etapa de nuestro trabajo
hemos estudiado un AG y tres formas posi-
bles de hibridizacio´n, combinando su po-
tencial de bu´squeda explorativa con los al-
goritmos de solucio´n u´nica SA y LS, los
cuales realizan una bu´squeda explotativa.
El primer algoritmo h´ıbrido construido es
H1 : AG + SA + LS, el cual pertenece a
un modelo de hibridizacio´n de alto nivel y
relevo (HRH). Esto porque cada algoritmo
es autocontenido y al finalizar cada uno de
ellos comienza el otro, ma´s detalladamente,
cuando AG completa su ciclo evolutivo, la
mejor solucio´n encontrada hasta el momen-
to es usada por SA como su solucio´n inicial,
cuando SA termina su ciclo evolutivo, la
solucio´n actual de SA es usada por LS co-
mo su solucio´n inicial. El segundo algoritmo
h´ıbrido desarrollado es H2 : AG+SA+LS,
este es un modelo de bajo nivel y relevo
(LRH), en el cual el algoritmo SA es in-
vocado como un operador de mejoramiento
de la mejor solucio´n actual dentro del ci-
clo evolutivo de AG. Cuando AG finaliza
su ciclo evolutivo, se invoca al algoritmo
LS. El tercer algoritmo h´ıbrido desarrollado
H3 : AG + SA + LS, es tambie´n un mod-
elo h´ıbrido de bajo nivel y relevo (LRH).
A diferencia de H2, en H3 se elige un indi-
viduo al azar desde la poblacio´n inicial de
AG y e´ste es mejorado por SA, luego es
nuevamente insertado en la poblacio´n ini-
cial de AG, cuando AG termina su ciclo, LS
es invocado. Los experimentos realizados y
los resultados obtenidos son mostrados ma´s
adelante.
3. L´ıneas de investi-
gacio´n y desarrollo
La l´ınea de investigacio´n se encuentra
en el paradigma de “Inteligencias Colecti-
vas”, los algoritmos que se esta´n desarrol-
lando son dos P-metaheur´ısticas (algorit-
mos poblacionales), estos son los Algorit-
mos Gene´ticos (AG) y los algoritmos de
Colonias de Hormigas (ACO) y sus posibles
hibridizaciones con las S-metaheur´ısticas
(algoritmos de u´nica solucio´n), por ejemplo,
el Recocido Simulado (SA) y la Bu´squeda
Local (LS).
SA es una te´cnica basada en la analog´ıa
del proceso de enfriamiento (annealing) de
los so´lidos, donde un so´lido es calentado a
una temperatura alta y gradualmente es en-
friado en orden a ser cristalizado. SA realiza
el proceso de bu´squeda local de la siguiente
manera: A partir de la solucio´n inicial s0 se
genera una la solucio´n s1 a trave´s de un op-
erador de movimiento, s1 es aceptada como
la nueva solucio´n actual si δ es menor que
cero. Do´nde δ = f(s1)−f(s0). Para permitir
que la bu´squeda local escape de un o´ptimo
local, los movimientos que incrementan los
valores de la funcio´n objetivo son acepta-
dos con una probabilidad exp(−δ/T ) si δ es
mayor que cero, T es un para´metro llamado
“ Temperatura”.
LS (en la literatura nos referimos a la S-
metaheur´ıstica en general) es el ma´s antiguo
y simple me´todo [2]. Este comienza con una
solucio´n inicial dada. En cada iteracio´n la
metaheur´ıstica reemplaza la solucio´n actual
por un vecino que mejora la funcio´n objeti-
vo. La bu´squeda se detiene cuando todos los
vecinos candidatos son peores que la solu-
cio´n actual, lo que significa que se ha al-
canzado un o´ptimo local. El principal obje-
tivo del vecindario es acelerar la bu´squeda.
Las variantes de LS pueden ser distinguidas
acorde a co´mo son generadas y a la estrate-
gia de seleccio´n de las soluciones desde el
vecindario.
4. Resultados y Obje-
tivos
En la mayor´ıa de los casos de opti-
mizacio´n, los algoritmos de bu´squeda re-
quieren la determinacio´n de los para´metros
antes que la optimizacio´n en s´ı sea realiza-
da. Para elegir los para´metros de los algorit-
mos usados en este trabajo, se consideraron
los para´metros espec´ıficos de los algorit-
mos involucrados y se estudiaron separada-
mente mediante una experimentacio´n pre-
via, mediante el disen˜o factorial descripto
en [11]. Las instancias del problema usadas
en los experimentos fueron 20 instancias
obtenidas de la OR-Library [5], de taman˜o
de 100 tareas (jobs) y 5 ma´quinas. Las
cuales tienen un factor de tardanza que va
en incremento de acuerdo con el ı´ndice de la
instancia. Para simplificar el ana´lisis de los
resultados se dividio´ al conjunto de instan-
cias en 2 grupos: el grupo 1 esta compuesto
por las 10 primeras instancias (de menor
complejidad), y el grupo 2 involucra a las
restantes 10 instancias (de mayor compleji-
dad).
La funcio´n objetivo es minimizar la ma´xi-
ma tardanza (Tmax). Para lograr una com-
paracio´n justa del algoritmo AG y sus ver-
siones h´ıbridas se establecio´ un nu´mero
ma´ximo de evaluaciones para todos lo al-
goritmos involucrados: AG, H1, H2 y H3.
Los para´metros usados para AG fueron:
cantidad de corridas 30, operador de
crossover OX (con probabilidad 0,90) y op-
erador de mutacio´n n-swaps (con probabil-
idad 0,30).
Los para´metros usados para los h´ıbri-
dos H1, H2 y H3 fueron para AG: oper-
ador de crossover OX (con probabilidad
0,90) y operador de mutacio´n n-swaps (con
probabilidad 0,30). Para SA: temperatura
inicial 10000, razo´n de enfriamiento 0,90,
longitud de la cadena de Markov 1000 y
operador de movimiento swap. Para LS:
taman˜os de vecindario 30, operadores de
movimientos: swap y scramble. Las figuras
1 y 2 ilustran los diagramas de cuadro del
ErrorPorcentual de Tmax para grupo 1 y
2, respectivamente cuando LS usa el oper-
ador de movimiento swap (este mismo op-
erador es usado en el algoritmo SA). Simi-
larmente, las figuras 3 y 4 muestran los dia-
gramas de cuadro del ErrorPorcentual de
Tmax grupo 1 y 2, cuando LS usa el operador
de movimiento scramble.
Analizando el grupo 1, en las figuras 1 y
3, ilustran los diagramas de cuadro de los
algoritmos, se observa que AG alcanza val-
ores cercanos a cero, pero H1, H2 y H3 lo-
gran valores mejores y menores a cero, es
decir que las versiones h´ıbridas muestran
un comportamiento bueno con respecto al
ErrorPorcentual de Tmax. Mayormente, se
observa en las figuras 2 y 4, las cuales ilus-
tran los diagramas de cuadro de los algo-
ritmos y el ErrorPorcentual de Tmax del
grupo 2, una marcada diferencia, se puede
notar que el diagrama de cuadro del algo-
ritmo AG esta entre valores mayores a cero,
y los diagramas de cuadro de las versiones
h´ıbridas son menores y cercanos a cero. En
este trabajo no analizaremos las versiones
h´ıbridas entre s´ı, so´lo dejamos indicado me-
diante los resultados obtenidos que los es-
quemas h´ıbridos han mejorado los resulta-
dos que se han obtenido con el algoritmo
AG. Estos resultados nos alientan en con-
tinuar con el desarrollo de la hibridizacio´n
de otras P-metaheur´ısticas en estudio.
5. Formacio´n de Recur-
sos Humanos
El presente trabajo corresponde al de-
sarrollo de la tesis doctoral: “ Desarrollo
y Aplicacio´n de metaheur´ısticas basadas en
Inteligencia Computacional para resolver
problemas de Planificacio´n de Ma´quinas
Paralelas con un enfoque mono y Multiob-
jetivo”, de la Carrera de Posgrado: Doc-
torado en Ciencias de la Computacio´n. El
trabajo se divide en dos etapas principales.
La Etapa I que involucra el enfoque mono
objetivo del desarrollo y la aplicacio´n de
las heur´ısticas basadas en Inteligencia Com-
putacional para la resolucio´n del problema
de planificacio´n de ma´quinas paralelas ir-
restricto. La Etapa II comprende el enfoque
multiobjetivo del desarrollo y la aplicacio´n
de la metaheur´ıstica que mejor se haya de-
sempen˜ado en la Etapa I.
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Figura 1: Error Porcentual de Tmax del
grupo 1 y el operador de LS es swap.
0
5
10
15
20
25
30
35
40
1 2 3 4
Er
ro
r P
or
ce
nt
ua
l d
e 
T m
ax
H2 H3H1GA
Figura 2: Error Porcentual de Tmax del
grupo 2 y el operador de LS es swap.
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Figura 3: Error Porcentual de Tmax del
grupo 1 y el operador de LS es scramble.
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Figura 4: Error Porcentual de Tmax del
grupo 2 y el operador de LS es scramble.
