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Abstract
We formulate and prove a positive mass theorem for n-dimensional
spin manifolds whose metrics have only the Sobolev regularity C0∩W 1,n
loc
.
At this level of regularity, the curvature of the metric is defined in the dis-
tributional sense only, and we propose here a (generalized) notion of ADM
mass for such a metric. Our main theorem establishes that if the manifold
is asymptotically flat and has non-negative scalar curvature distribution,
then its (generalized) ADM mass is well-defined and non-negative, and
vanishes only if the manifold is isometric to Euclidian space. Prior ap-
plications of Witten’s spinor method by Lee and Parker and by Bartnik
required the much stronger regularity W 2,2
loc
. Our proof is a generalization
of Witten’s arguments, in which we must treat the Dirac operator and its
associated Lichnerowicz-Weitzenbo¨ck identity in the distributional sense
and cope with certain averages of first-order derivatives of the metric over
annuli that approach infinity. Finally, we observe that our arguments are
not specific to scalar curvature and also allow us to establish a “universal”
positive mass theorem.
1 Introduction
A fundamental problem in Riemannian geometry is to understand generalized
notions of curvature restrictions. For example, Toponogov’s theorem motivates
a generalized notion of non-negative sectional curvature that makes sense for
length spaces, and the theory of these length spaces of non-negative sectional
curvature could be thought of as the gold standard for a theory of “singular
curvature”.
In this paper we consider the question of whether metrics with non-negative
scalar curvature in the sense of distributions share any interesting properties
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with honest-to-goodness C2-regular metrics with non-negative scalar curvature
in the classical sense. Our main result (in Theorem 1.1 below) is that the
positive mass theorem generalizes to this setting. One reason to consider weak
regularity for the positive mass theorem1 is for application to stability of the
positive mass theorem (cf. [11, 12, 16] and the references therein).
Recall that the positive mass theorem was established by Schoen and Yau in
dimensions n less than eight [23, 22] and Witten for spin manifolds [28], under
the assumption that the underlying metric is regular. (See also [18] for some
advances in the general case.) Bartnik [2] showed that Witten’s spinor argument
works whenever the metric is2 W 2,ploc with p > n. For the slightly weaker integra-
bility class C0 ∩W 2,n/2loc , see [6]. As far as solely “piecewise regular” metrics are
concerned, Miao [20] used a smoothing plus conformal deformation (following
Bray [4]) and proved a version of the positive mass theorem for metrics that
are singular only along a hypersurface. Similar results were also proved by Shi
and Tam [26] (using Witten’s spinor method) and McFeron and Szkelyhidi [19]
(using the Ricci flow). The conformal deformation method was also used by Lee
[10] to treat metrics with low-dimensional singular sets.
Our result only assumes that the metric is C0∩W 1,nloc and thereby generalizes
all of those previous results in the spin case, as explained in Section 5. Our
result also fits together with and was motivated by earlier work by LeFloch
and collaborators [13, 14, 15, 17], who defined and investigated the Einstein
equations within the broad class of metrics with L∞ ∩ W 1,2loc regularity and
established existence results for the Cauchy problem at this level of regularity.
We state here our main result and refer to Section 2 below for details.
Theorem 1.1 (The positive mass theorem for distributional curvature). Let M
be a smooth n-manifold (n ≥ 3) endowed with a spin structure and a C0 ∩W 1,n−q
regular and asymptotically flat, Riemannian metric g, with q ≥ (n − 2)/2. If
the distributional scalar curvature Rg of g is non-negative, then its generalized
ADM mass, denoted by mADM(M, g), is non-negative, that is,
mADM(M, g) ≥ 0,
Moreover, equality occurs only when (M, g) is isometric to Euclidean space.
Note that under the conditions in Theorem 1.1, the massmADM(M, g) exists
but could be (positive) infinite; however, we will present a “finiteness” condition
at infinity that guarantees that the ADM mass is finite. We also point out that
once the appropriate spaces are defined, it follows from the Sobolev embedding
theorem that W 1,p−q ⊂ C0 ∩W 1,n−q for any p > n, so that Theorem 1.1 holds in
the class W 1,p−q for any p > n.
1After completion of this work, Cox pointed out to us that Theorem 1.1 implies that if
a sequence of smooth complete asymptotically flat metrics of non-negative scalar curvature
happens to converge in C1 and has mass converging to zero, then that limit space must be
Euclidean. By applying this argument he can deduce a topological positive mass stability
theorem.
2We use the standard notation for the Lebesgue spaces Lp and Lp
loc
and the Sobolev spaces
W k,p and W k,p
loc
.
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Our proof of Theorem 1.1 relies on the following main ideas:
• The first difficulty, dealt with in Section 2, is defining the notions required
in the statement of the theorem, including the concepts of W 1,n−q asymp-
totic flatness, distributional curvature, and generalized ADM mass.
• Our notion of distributional scalar curvature (cf. Section 2.1) is based
on a choice of a fixed backgound metric and on a reformulation of the
expression of the scalar curvature (following [14] as well as [5]).
• Our asymptotic flatness condition (cf. Section 2.2) implies that the man-
ifold is complete in the sense of metric spaces, although Hopf-Rinow the-
orem does not apply. Since under our low regularity assumptions the
connection coefficients are only Lnloc, the existence theorem for geodesics
does not apply; however, since g is continuous, (M, g) can still naturally
be seen as a metric space endowed with the distance function dg induced
by this metric.
• For the definition of the ADM mass in Section 2.2 we introduce averages
of first-order derivatives of the metric over annuli that approach infinity
and we consider their limit at infinity.
• Next, in order to extend Witten’s argument, we derive a distributional
version of the Lichnerowicz-Weitzenbo¨ck identity that is valid for com-
pactly supported spinors in W 1,2 and assumes only C0 ∩W 1,nloc regularity
of the metric.
• An L2-based setting for spinor field solutions to the Dirac equation is
developed here under the low regularity conditions that the metric is solely
C0 ∩W 1,n−q regular and asymptotically flat.
An outline of this paper is as follows. Section 2 presents our generalized
notions of curvature and mass, together with some additional properties of the
generalized ADM mass that are not stated in Theorem 1.1. Section 3 contains
the main argument, based on Witten’s approach, assuming the existence of
suitable spinors, while the latter issue is the subject of Section 4. In the Section
5 we verify that the earlier results in [20, 26, 19, 10] for “piecewise regular”
metrics can be recovered from Theorem 1.1 in the spin case. In a final section we
explain how our method can be generalized to the setting of Herzlich’s universal
positive mass theorem [7].
3
2 Scalar curvature and ADM mass for W
1,p
loc met-
rics
2.1 Distributional scalar curvature
Throughout this paper, we are given a smooth3 n-manifold M with n ≥ 3, on
which we define a fixed4 smooth background metric denoted by h. Using this
metric, it is a standard matter to define the family of Lebesgue spaces Lploc for
p ∈ [1,+∞] and Sobolev spaces W k,ploc , which do not depend upon the choice of
h (so long as only local integrability is concerned).
On M , we can consider a general Riemannian metric g in L∞loc with inverse
g−1 ∈ L∞loc. By this, we mean that g is an inner product at (almost) every point
ofM and, in any smooth local coordinate chart, gij and its inverse g
ij (coefficient
functions that are defined almost everywhere) are also locally bounded. For a
metric with such regularity, one cannot in general define a notion of scalar
curvature in the classical way, but following LeFloch and Mardare [14] (see also
[5]) and provided we further assume that g ∈ W 1,2loc , one can define the scalar
curvature of g as a distribution, in the following way.
In order to justify some preliminary calculations, we assume first that the
metric g is sufficiently regular and we define a tensor on M by
Γkij :=
1
2
gkl(∇igjl +∇jgil −∇lgij), (2.1)
where ∇ denotes the Levi-Civita connection of the background metric h. Our
notational convention throughout this paper is that barred quantities are defined
using the background metric h.
Routine computations yield the following relationship between the scalar
curvature Rg of g and the scalar curvature R of h:
Rg = R+ g
ij
(∇kΓkij −∇jΓkki)+ gij (ΓkkℓΓℓij − ΓkjℓΓℓik)
= ∇k
(
gijΓkij − gikΓjji
)
+R
−∇kgijΓkij +∇kgikΓjji + gij
(
ΓkkℓΓ
ℓ
ij − ΓkjℓΓℓik
)
.
Thus, we find the scalar curvature decomposition
Rg = ∇kV k + F, (2.2)
which is determined by the vector field V k and scalar field F
V k := gijΓkij − gikΓjji,
F := R −∇kgijΓkij +∇kgikΓjji + gij
(
ΓkkℓΓ
ℓ
ij − ΓkjℓΓℓik
)
. (2.3)
3It is straightforward to check that C∞-smoothness is not needed for our definitions and
results; in particular, C3-smoothness of M and C2-smoothness of h are sufficient.
4An additional restriction will be imposed when we will define asymptotic flatness in
Section 2.2.
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A simple computation allows us to rewrite the vector field as
V k = gijgkℓ(∇jgiℓ −∇ℓgij). (2.4)
This calculation motivates us to relax the regularity on the metric by observing
that, under low regularity conditions on g, the fields Γ, V , and F are still
well-defined, which allows us to generalize the notion of scalar curvature.
Definition 2.1. LetM be a smooth manifold endowed with a smooth background
metric h. Given any Riemannian metric g with L∞loc∩W 1,2loc regularity and locally
bounded inverse g−1 ∈ L∞loc, the scalar curvature distribution Rg is defined,
for every compactly supported smooth (test-) function u :M → R by
⟪Rg , u⟫ :=
∫
M
(
−V · ∇
(
u
dµg
dµh
)
+ F u
dµg
dµh
)
dµh, (2.5)
in which the dot product is taken using the metric h and dµh and dµg denote
the volume measures associated with h and g, respectively, and furthermore
• Γ, V, F are defined above in equations (2.1)–(2.4),
• one has the regularity Γ ∈ L2
loc
, V ∈ L2loc, and F ∈ L1loc, and
• dµgdµh ∈ L∞loc ∩W
1,2
loc is the density of dµg with respect to dµh.
Under the assumptions in Definition 2.1, the two terms in the right-hand
side of (2.5) do make sense: the first term is a product of the form “L2loc times
L2loc”, while the second term has the form “L
1
loc times L
∞
loc”. In the case of
sufficiently regular metrics g, say of class C2, the scalar curvature Rg is well-
defined in the classical way and is a continuous function; in this case, we find⟪Rg, u⟫ = ∫M Rgu dµg, and of course this observation motivates our definition
(2.5). Furthermore, for C2 metrics g, the quantity ⟪Rg, u⟫ does not depend
on the choice of the background metric h and, consequently, it follows (from a
standard density argument) that the distribution ⟪Rg, u⟫ is also independent of
the choice of h, as long as g is in C0 ∩W 1,2loc .
Recall that a distribution such asRg is said to be non-negative when ⟪Rg, u⟫ ≥
0 for every non-negative test function u. This allows us to make sense of the
phrase non-negative distributional scalar curvature, which was used in Theo-
rem 1.1.
Although the scalar curvature distribution is well-defined for any g ∈ L∞loc ∩
W 1,2loc , we will have to assume that g ∈ C0∩W 1,nloc in order to prove a positive mass
theorem. The following proposition spells out what sort of test functions may
be used with the scalar curvature distribution under this regularity assumption.
Proposition 2.2. Let M be a smooth manifold endowed with a smooth back-
ground metric h. Given any Riemannian metric g with C0 ∩W 1,nloc regularity,
the scalar curvature distribution Rg (in the sense of Definition 2.1) can be ex-
tended so that (2.5) makes sense and defines ⟪Rg, u⟫ for all compactly supported
functions u ∈ L nn−2 whose derivatives lie in L nn−1 .
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Proof. Our assumptions imply that V ∈ Lnloc, F ∈ Ln/2loc , dµgdµh ∈ C0, and ∇
dµg
dµh
∈
Lnloc. We see that the expression in (2.5) defining ⟪Rg, u⟫ involves integrating
−
(
V · ∇u
)dµg
dµh
− V · u∇dµg
dµh
+ Fu
dµg
dµh
.
Each of these terms is integrable because 1n +
n−1
n = 1,
1
n +
n−2
n +
1
n = 1, and
2
n +
n−2
n = 1, respectively.
2.2 The generalized notion of ADM mass
We now turn our attention to the definitions of asymptotic flatness and ADM
mass. Assume that M is a smooth n-manifold such that there exists a compact
setK ⊂M and a diffeomorphism Φ betweenMrK and RnrB1(0), where B1(0)
denotes the unit ball in Rn. This pair (M,Φ) might be called a “topologically
asymptotically flat manifold,” but, given the context of this paper, we will
simply call it a background manifold for short.
Given a background manifold (M,Φ), choose any smooth background metric
h on M such that hij = δij in the coordinate chart M rK ∼= RnrB1(0) deter-
mined by Φ. We also choose a smooth positive function r on M that coincides
with the radial coordinate on M r K ∼= Rn r B1(0) and is less than 2 on K.
Observe that the manifold (M,h) is automatically both geodesically complete
(since K is compact) and (consequently) complete as a metric space. We will
call the pair (h, r) background metric data on (M,Φ). This data plays no
essential role and is used only for the purpose of stating simpler definitions.
Given any p > 0, s ∈ R, we define the weighted space Lps(M) of all functions
u with finite norm
‖u‖Lps(M) =
(∫
M
|u|p r−ps−n dµh
)1/p
.
This definition easily extends to tensors and spinors defined on M . Next, for
positive integers k, we introduce the weighted Sobolev space W k,ps (M) of all
functions u with finite norm
‖u‖Wk,ps (M) =
k∑
i=0
‖∇iu‖Wp
s−i(M)
,
with a similar definition for tensors and spinors. Observe that, although the
norms depend on the choices of h and r, the spaces Lps(M) and W
k,p
s (M) them-
selves only depend on the background manifold (M,Φ), since hij = δij in the
asymptotically flat coordinate chart.
With this notation, we can now introduce the following notions.
Definition 2.3. Let (M,Φ) be a background manifold endowed with background
metric data (h, r). For any p ≥ 1 and q > 0, a L∞loc Riemannian metric g on
M with L∞loc inverse is said to be W
k,p
−q asymptotically flat if and only if
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g − h ∈ W k,p−q (T ∗M ⊗ T ∗M). Furthermore, the generalized ADM mass of
such a manifold is then defined as
mADM(M, g) :=
1
2(n− 1)ωn−1 infǫ>0 lim infρ→+∞
(
1
ǫ
∫
ρ<r<ρ+ǫ
V · ∇r dµh
)
,
where V is the vector field (2.4) and ωn−1 is the volume of the standard unit
(n− 1)-sphere.
Note that these definitions are independent of the specific choice of the data
(h, r). Our definition of ADM mass generalizes the usual definition, as will
become clear from Corollary 2.5, below. At this juncture, we can already see the
verisimilitude by looking at equation (2.4) and observing that we have replaced
the usual flux integral by an integral over an annulus. Integrating over an
annulus is necessary in our framework, since the assumed regularity is too low
to give a meaning to the flux integrals themselves. For the sake of simplicity
in the presentation, the manifold is assumed to have only one asymptotically
flat end, but it is straightforward to extend our definitions and arguments to
manifolds with an arbitrary number of asymptotically flat ends.
2.3 Basic properties of the generalized ADM mass
Given the definitions above, the statement in Theorem 1.1 now makes sense.
Although our ADM mass is well-defined under the conditions therein, we require
a separate assumption to guarantee that the mass is finite. This is expected since
the classical theory requires the scalar curvature to be integrable in order to have
a well-defined mass. The closest analog of integrability for us is to assume that
the scalar curvature is a finite signed measure (outside a compact set). This
assumption is partly motivated by the fact that we will eventually assume that
Rg is non-negative, which will imply that it is at least a locally finite measure
[24]. In other words, in the case where Rg is non-negative, our assumption is
only about the finiteness property outside a compact set.
Proposition 2.4. Let (M,Φ) be a background manifold endowed with back-
ground metric data (h, r). Let g be a C0 ∩W 1,n−q asymptotically flat metric on
M , with q > (n− 2)/2.
1. If Rg is a finite, signed measure outside some compact set, then, for any
ǫ > 0, the limit
m :=
1
2(n− 1)ωn−1 limρ→+∞
(
1
ǫ
∫
ρ<r<ρ+ǫ
V · ∇r dµh
)
(2.6)
exists, is finite, and does not depend on ǫ.
2. If Rg is a measure outside some compact set, then equation (2.6) holds
and is independent of ǫ, though possibly infinite. Moreover, in this case,
the mass is finite if and only if Rg is a finite measure outside a compact
set.
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Note that this proposition concerning finiteness of the mass requires q >
(n− 2)/2 while Theorem 1.1 only requires q ≥ (n− 2)/2.
Proof. Given any ǫ > 0 and and ρ > 2, we consider the following cut-off function
associated with the function r:
χρ(x) =

1, r(x) ≤ ρ,
1 + 1ǫ (ρ− r(x)), ρ < r(x) ≤ ρ+ ǫ,
0, ρ+ ǫ ≤ r(x).
(2.7)
Since χρ is a compactly supported Lipschitz continuous function, Proposition 2.2
implies that we may use χρ
dµh
dµg
as a test function for the scalar curvature dis-
tribution to obtain:
⟪Rg, χρ dµh
dµg
⟫ =
∫
M
(−V · ∇χρ + Fχρ) dµh
=
∫{
ρ<r<ρ+ǫ
} V · 1ǫ∇r dµh + ∫
M
Fχρ dµh. (2.8)
Now, a simple computation shows that if q > (n − 2)/2, then Ln/2−2q−2 ⊂ L1,
and thus F is integrable. Hence, since χρ pointwise approaches 1, Lebesgue’s
dominated convergence theorem implies that
∫
M Fχρ dµh converges (as ρ →
+∞) to ∫
M
F dµh.
To prove Part 1 of the proposition, assume that Rg is a finite signed measure
outside a compact set. Then dominated convergence (for integration with re-
spect to the signed measureRg) and boundedness of
dµh
dµg
implies that ⟪Rg, χρ dµhdµg ⟫
converges as ρ→ +∞. So by taking limits in (2.8), we see that
lim
ρ→+∞
1
ǫ
∫{
ρ<r<ρ+ǫ
} V · ∇r dµh = ⟪Rg, dµh
dµg
⟫−
∫
M
F dµh (2.9)
exists, is finite, and does not depend on ǫ.
To prove Part 2 of the proposition, we now assume that Rg is a measure
outside a compact set. Then ⟪Rg, χρ dµhdµg ⟫ is monotone in ρ, and so it must
have a limit (possibly infinite) as ρ → +∞. Once again equation (2.9) holds,
and the left-hand side (the mass) is finite if and only if ⟪Rg, dµhdµg ⟫ is finite if
and only if Rg is a finite measure outside a compact set, since
dµh
dµg
is bounded
above and below by a positive number.
From our definition and assuming sufficient regularity on the metric, we
recover the definition in Bartnik [2].
Corollary 2.5. Let g be a W 2,p−q asymptotically flat metric with p > n and
q ≥ (n− 2)/2, and assume that the scalar curvature of g is integrable. Then the
generalized ADM mass coincides with the standard ADM mass.
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Observe here that if g ∈ W 2,ploc with p ≥ 1, then Rg ∈ L1loc, and hence Rg
(thought of as a distribution) being a finite measure outside a compact set is
then equivalent to Rg (thought of as a function) being integrable.
Proof. Under our assumption on g, the vector field V ∈ W 1,p−q−1 and, in partic-
ular, is Ho¨lder continuous. Therefore, for each ρ > 2, we have
lim
ǫ→0
1
ǫ
∫
ρ<r<ρ+ǫ
V · ∇r dµh =
∫
r=ρ
V · ∇r dσh,
where dσh is the induced volume measure on the sphere. Arguing as in the proof
of Proposition 2.4, one can see that the convergence of 1ǫ
∫
ρ<r<ρ+ǫ V ·∇r dµh as
ρ → +∞ is uniform in ǫ, and since the limit (as ǫ → 0) exists, we can change
the order of the limits and obtain
m =
1
2(n− 1)ωn−1 limρ→+∞
∫
r=ρ
V · ∇r dσh
=
1
2(n− 1)ωn−1 limρ→+∞
∫
r=ρ
n∑
i,j=1
(gij,i − gii,j)νjdσh,
(2.10)
which is the usual definition of ADM mass, where ν = ∇r is the Euclidean
outward unit normal. (Recall that h = δ in the exterior region.) The second
equality in (2.10) follows easily from equation (2.4) and the fact that gij −
δij = o(r
−q) and gij,k = o(r
−q−1), via the weighted Sobolev embedding theorem
[21].
3 Witten’s argument with distributional curva-
ture
3.1 Lichnerowicz–Weitzenbo¨ck formula for the Dirac op-
erator
We are now in a position to present the core of the proof of Theorem 1.1 in this
section, while some technical material is postponed to the following section. We
assume that (M,Φ) is a background n-manifold with a spin structure, endowed
with background metric data (h, r), and we suppose that g is aW 1,n−q regular and
asymptotically flat metric on M with q = (n − 2)/2. In view of the statement
in Theorem 1.1, it is sufficient to assume the equality q = (n− 2)/2, and so we
make this assumption from here on.
We are going to follow Witten’s spinor proof [28], borrowing heavily from
the expositions in Bartnik [2] and Parker and Taubes [21], while introducing
additional arguments along the way, as will be required to cope with metrics
with low regularity.
We start by introducing a Dirac spinor bundle S over M , constructed as
follows. Start with an irreducible representation τ of the Clifford algebra Cl(n),
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which is also a representation of Spin(n) ⊂ Cl(n). The assumption that M is
spin means that there is a principal Spin(n) bundle E over M that double cov-
ers the continuous frame bundle determined by g. Then, by definition, spinor
bundle S is the bundle associated with E with fiber determined by the rep-
resentation τ . Note that this construction implicitly defines an action of the
Clifford bundle over M on S.
In our setup, the role of the background metric must be clarified, as follows.
Note that since the continuous metric g is homotopic to the smooth background
metric h, the topology of S is independent of choice of g as follows. There
exists a unique self-adjoint isomorphism b : TM −→ TM with the property
that g(b2v, w) = h(v, w) for any v, w ∈ TM . This b maps h-frames to g-frames.
Since this map is homotopic to the identity, it lifts to a map from a principal spin
bundle for h to a principal spin bundle for g, thereby inducing an isomorphism
β from the spinor bundle for h, which we will simply call S, to the spinor bundle
Sg for g. For convenience, we use this isomorphism to identify the two spinor
bundles. That is, we define a smooth vector bundle S using h and then define
the relevant g quantities via pullback by β.
In particular, if we pullback the Hermitian metric on Sg to S, we just get
the same Hermitian metric on S that comes from h, so there is only one relevant
Hermitian metric on S. We define the Clifford action τ via g on S by the
formula
τ(bv)ψ = τ¯ (v)ψ,
where τ¯ is the Clifford action via h. We can define the spin connection via g on
S by∇vψ := β−1(∇v(βψ)), where the second∇ is the usual spin connection of g
on Sg. (From here on we will make no more mention of Sg and work exclusively
on S.)
We can compare the two spin connections as follows. If e¯1, . . . , e¯n is a local
orthonormal frame for the metric h, then it lifts to a local orthonormal basis
ψ1, . . . , ψN of S (with N := 2n). We say that these spinors are constant
spinors with respect to the given frame. For each of these constant spinors,
the spin connection of h is given by
∇ψα = 14
n∑
i,j=1
i6=j
ω¯ji ⊗ τ¯(e¯ie¯j)ψα, (3.1)
where ω¯ji are the connection 1-forms of the metric h with respect to the chosen
basis e¯1, . . . , e¯n. Note that the constant spinors ψ1, . . . , ψN are also constant
with respect to ∇, the spin connection of g, so that we have
∇ψα = 14
n∑
i,j=1
i6=j
ωji ⊗ τ(eiej)ψα, (3.2)
where ei := be¯i, and ωji are the connection 1-forms of the metric g with respect
to the chosen basis e1, . . . , en.
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Furthermore, using our local frame again, theDirac operator (with respect
to g) is defined on a spinor ψ by the standard formula
Dψ =
n∑
i=1
τ(ei)∇iψ. (3.3)
When there is no chance of confusion, we will suppress the variable τ in our
notation. Observe that since the metric g is only assumed to be C0 ∩W 1,nloc ,
even if ψ is smooth, one can only conclude that the left-hand sides of (3.2) and
(3.3) have Lnloc regularity.
One can define weighted Sobolev norms on S using either h or g. Although
the Hermitian metric is the same, the difference comes from the fact that the
volume measures are different and the spin connections are different.
Lemma 3.1. Let (M,Φ) be a background n-manifold endowed with background
metric data (h, r). Let g be a C0 ∩W 1,n−q asymptotically flat metric on M , with
q = (n− 2)/2. Then the two W 1,2−q norms on S, defined with respect to g and h,
are equivalent.
Proof. Since g and h are uniformly bounded by each other, it is clear that the
weighted Lp norms defined with respect to g and h are equivalent. The issue is
that the weighted W 1,2 norms involve derivatives of the metric. (Observe that,
for k > 1, the weightedW k,p norms with respect to g are not even well-defined.)
The difference between the two spin connections ∇ and ∇ on S must be
some End(S) valued one-form, say A. By our regularity assumption on g, A
must be Ln−q−1 integrable, which can be seen explicitly from formulas (3.1) and
(3.2). For any smooth spinor ψ and using an obvious notation for the norms,
we compute
‖ψ‖W 1,2−q (g) = ‖ψ‖L2−q(g) + ‖∇ψ‖L2−q−1(g)
= ‖ψ‖L2−q(g) + ‖∇ψ +Aψ‖L2−q−1(g)
≤ ‖ψ‖L2−q(g) + ‖∇ψ‖L2−q−1(g) + ‖Aψ‖L2−q−1(g)
≤ C‖ψ‖W 1,2−q (h) + C‖Aψ‖L2−q−1(h)
for some constant C > 0. We estimate the latter term using the weighted Ho¨lder
inequality, the weighted Sobolev inequality, and regularity of A:
‖Aψ‖L2−q−1(h) ≤ ‖A‖Ln−1(h) ‖ψ‖L 2nn−2−q (h)
≤ C ‖|ψ|‖W 1,2−q (h)
≤ C‖ψ‖W 1,2−q (h),
where the last inequality follows from Kato’s inequality.
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Recall that, in the standard smooth case, the Lichnerowicz–Weitzenbo¨ck
formula reads
D2ψ = ∇∗∇ψ + 14Rgψ (for sufficiently smooth g, ψ), (3.4)
where ∇∗ is the formal adjoint of ∇. The main idea in Witten’s proof of the
positive mass theorem is to use an asymptotically constant solution ψ of the
Dirac equation, and then integrate the Lichnerowicz–Weitzenbo¨ck formula (for
ψ) against ψ itself. Using the non-negativity of Rg, Witten obtains a boundary
integral at infinity with a sign, and then shows that the boundary integral is just
the ADM mass. For our theorem, g and ψ cannot be differentiated twice, and
so we must integrate by parts before applying the Lichnerowicz–Weitzenbo¨ck
formula. Moreover, since the boundary integrals do not make sense, we need a
cut-off function to mimic the standard behavior.
First of all, for any smooth metric g and smooth spinor ψ, integration of the
Lichnerowicz–Weitzenbo¨ck formula against an arbitrary compactly supported
smooth spinor φ followed by integration by parts yields∫
M
〈Dψ,Dφ〉 dµg =
∫
M
(
〈∇ψ,∇φ〉 + 1
4
Rg〈ψ, φ〉
)
dµg,
which we rewrite as
0 =
∫
M
(
−〈Dψ,Dφ〉 + 〈∇ψ,∇φ〉 − 1
4
dµh
dµg
V · ∇
(
〈ψ, φ〉dµg
dµh
)
+
1
4
F 〈ψ, φ〉
)
dµg.
(3.5)
This suggests the following formula that we will need for our proof.
Proposition 3.2 (A Lichnerowicz-Weitzenbo¨ck identity for metrics with dis-
tributional curvature). Assume that g is a C0 ∩W 1,nloc metric on a smooth n-
manifold M . If ψ and φ are W 1,2loc spinors and φ has compact support, then
0 = −〈Dψ,Dφ〉L2 + 〈∇ψ,∇φ〉L2 +
1
4
⟪Rg, 〈ψ, φ〉⟫ , (3.6)
where all quantities are computed using g.
Proof. Once we establish that our hypotheses are strong enough to make sense
of the equation (3.5), the result in the proposition follows from a standard
density argument. It is easy to see that Dψ, Dφ, ∇ψ, and ∇φ are all in L2loc,
and so the first two terms of the integrand are well-defined. Note also that
ψ, φ ∈ W 1,2loc ⊂ L
2n
n−2
loc by the Sobolev embeding theorem, and it easily follows
from Ho¨lder’s inequality that 〈ψ, φ〉 is in L
n
n−2
loc with derivatives in L
n
n−1
loc . So by
Proposition 2.2, we see that ⟪Rg, 〈ψ, φ〉⟫ is well-defined.
To apply the density argument, we first consider the case when ψ and φ are
smooth, but g is not necessarily smooth. We choose a sequence of C2 metrics
gi converging to g in C
0 ∩W 1,n(K ′), where K ′ denotes the support of φ. We
know that (6.4) holds for each gi, so we just need to show that we can take
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the limit of this equation to obtain (6.4) for g. From formula (3.2), it is clear
that the difference between the spin connections of gi and g converges to zero in
Ln(K ′), so that the first two terms of (6.4) converge as desired. The last term
converges as desired, because Vi converges to V in L
n(K ′) and Fi converges to
F in Ln/2(K ′).
For the general case, we choose a sequence of C2 spinors φi converging to
φ in W 1,2, such that the sequence is supported in some fixed compact set K ′,
and also a sequence of C2 spinors ψi converging to ψ in W
1,2(K ′). Note that
the smoothness property is well-defined since S is a smooth vector bundle, and
there exist such sequences using the W 1,2 norm defined with respect to h. The
calculations in the first paragraph above, and in the proof of Proposition 2.2,
show that if we take the limit of (3.5) for these C2 spinors, we obtain (6.4). To
do this, we implicitly use Lemma 3.1.
3.2 Witten identity for distributional curvature
Choose ǫ > 0 and ρ > 2, and let χρ be the cut-off function (2.7) defined in the
proof of Proposition 2.4. Using χρψ as our φ in equation (6.4), we can mimic the
creation of the boundary term that appears in Witten’s argument, as follows.
By introducing the operator
Liψ :=
∑
1≤j≤n
j 6=i
eiej∇jψ,
we obtain the following identity.
Lemma 3.3. Let (M,Φ) be a background n-manifold endowed with background
metric data (h, r), and assume that g is a C0 ∩W 1,nloc metric on M . Then, for
every spinor field ψ ∈ W 1,2loc (S) and all ǫ > 0 and ρ > 2, one has
1
ǫ
∫
ρ<r<ρ+ǫ
n∑
i=1
〈Liψ, ψ〉∇ir dµg
= −〈Dψ, χρDψ〉L2 + 〈∇ψ, χρ∇ψ〉L2 +
1
4
⟪Rg, 〈ψ, χρψ〉⟫.
(3.7)
Proof. Using (6.4) and for any ψ ∈ W 1,2loc (S), we find
0 = −〈Dψ,D(χρψ)〉L2 + 〈∇ψ,∇(χρψ)〉L2 +
1
4
⟪Rg, 〈ψ, χρψ〉⟫
= −〈Dψ, χρDψ〉L2 −
n∑
i=1
〈Dψ, (∇iχρ)eiψ〉L2
+ 〈∇ψ, χρ∇ψ〉L2 + 〈∇ψ, (∇χρ)ψ〉L2 +
1
4
⟪Rg , 〈ψ, χρψ〉⟫,
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thus
0 = −〈Dψ, χρDψ〉L2 + 〈∇ψ, χρ∇ψ〉L2 +
1
4
⟪Rg, 〈ψ, χρψ〉⟫
+
1
ǫ
∫
ρ<r<ρ+ǫ
n∑
i=1
(〈Dψ, (∇ir)eiψ〉 − 〈∇iψ, (∇ir)ψ〉) dµg,
and therefore
− 〈Dψ, χρDψ〉L2 + 〈∇ψ, χρ∇ψ〉L2 +
1
4
⟪Rg, 〈ψ, χρψ〉⟫
=
1
ǫ
∫
ρ<r<ρ+ǫ
n∑
i,j=1
(〈ej∇jψ, eiψ〉 − 〈δij∇jψ, ψ〉)∇ir dµg
=
1
ǫ
∫
ρ<r<ρ+ǫ
n∑
i,j=1
〈−(eiej + δij)∇jψ, ψ〉∇ir dµg.
Let ∂1, . . . , ∂n be the standard basis associated with the asymptotically flat
coordinate chart. By applying the Gram-Schmidt method to this basis, we find a
g-orthonormal frame denoted by e1, . . . , en. As described earlier, this frame lifts
to an orthonormal basis of constant spinors. If ψ approaches a constant spinor
at infinity sufficiently fast, then the left-hand side of equation (3.7) differs from
the integral in equation (2.4) only by the integral of a (sufficiently) decaying
function. More precisely, we have the following lemma.
Lemma 3.4. Assume the hypotheses of Lemma 3.3, and also assume that g is
W 1,n−q asymptotically flat with q = (n−2)/2. Let ψ0 be a constant spinor defined
over the asymptotically flat coordinate chart, as described above. Then for any
ρ > 2, ǫ > 0, and any spinor ψ with ψ − ψ0 ∈ W 1,2−q (S), one has
1
ǫ
∫
ρ<r<ρ+ǫ
n∑
i=1
〈Liψ, ψ〉∇ir dµg = |ψ0|
2
4ǫ
∫
ρ<r<ρ+ǫ
V · ∇r dµh +
∫
ρ<r<ρ+ǫ
u dµh
for some function u ∈ L1−2q−1.
Proof. Assume the hypotheses in the lemma and, for convenience, let us use the
notation O(L1−2q−1) for an unnamed function in L
1
−2q−1. Consider the spinor
ξ := ψ − ψ0 ∈ W 1,2−q and the annulus Ω := {x | ρ < r(x) < ρ + ǫ}. Let I
be the left-hand side of equation (3.7) that we would like to simplify. There
are a few facts that we will need for the computation. First, observe that the
Clifford action of eiej with i 6= j on spinors is skew-Hermitian. Also note that
the g-frame e1, . . . , en and the coordinate basis ∂1, . . . , ∂n differ, but one has
the decay property ei − ∂i ∈ W 1,n−q . Using this property, one can compute the
1-form connections ωℓk
ωℓk(ej) =
1
2 (gjℓ,k − gjk,ℓ) +O(L
n/2
−2q−1), (3.8)
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where the right-hand quantities are computed using the coordinate basis.
Next, we compute
ǫI :=
∫
Ω
n∑
i=1
〈Liψ, ψ〉∇ir dµg
=
∫
Ω
n∑
i=1
(〈Liψ0, ψ0〉+ 〈Liξ, ψ0〉+ 〈Liψ, ξ〉)∇ir dµg
=
∫
Ω
n∑
i=1
(
〈Liψ0, ψ0〉+
∑
1≤j≤n
j 6=i
〈eiej∇jξ, ψ0〉+O(L1−2q−1)
)
∇ir dµg,
thus
ǫI =
∫
Ω
n∑
i=1
(
〈Liψ0, ψ0〉 −
∑
1≤j≤n
j 6=i
〈∇jξ, eiejψ0〉+O(L1−2q−1)
)
∇ir dµg
=
∫
Ω
n∑
i=1
〈Liψ0, ψ0〉∇ir dµg +
∫
Ω
O(L1−2q−1) dµh
+
∫
Ω
n∑
i,j=1
i6=j
(
−∇j(〈ξ, eiejψ0〉∇ir) + 〈ξ, eiej∇jψ0〉∇ir
+ 〈ξ, eiejψ0〉∇j∇ir
)
dµg,
where we started to integrate the second term by parts. So, we find
ǫI =
∫
Ω
n∑
i=1
〈Liψ0, ψ0〉∇ir dµg
+
∫
Ω
O(L1−2q−1) dµh −
∫
∂Ω
n∑
i,j=1
i6=j
〈ξ, eiejψ0〉(∇ir)νj dσg,
where the last integral was simplified using the divergence theorem (for Sobolev
functions) on the first term, the decay of the second term, and the anti-symmetry
(in order to see that the last term vanishes). Next, by the equation (3.2) and
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by using anti-symmetry on the last term( since ν = ∇r), it follows that
ǫI =
∫
Ω
n∑
i,j,k,ℓ=1
i6=j,k 6=ℓ
〈
1
4ωℓk(ej)eiejekeℓψ0, ψ0
〉∇ir dµg + ∫
Ω
O(L1−2q−1) dµh
=
∫
Ω
( n∑
i,j,k,ℓ=1
1
8 (gjℓ,k − gjk,ℓ)(−δikδjℓ + δiℓδjk)|ψ0|2
+
n∑
i,j,k,ℓ distinct
〈
1
8 (gjℓ,k − gjk,ℓ)eiejekeℓψ0, ψ0
〉 )∇ir dµg
+
∫
Ω
O(L1−2q−1) dµh
by equation (3.8), and by using the skew-Hermitian property,
ǫI =
|ψ0|2
4
∫
Ω
n∑
i,j=1
(gij,j − gjj,i)∇ir dµg +
∫
Ω
O(L1−2q−1) dµh,
where the second term vanished by anti-symmetry. Finally, we obtain
ǫI =
|ψ0|2
4
∫
Ω
V · ∇r dµh +
∫
Ω
O(L1−2q−1) dµh,
where we used equation (2.4) and the decay of the error term in the last line.
4 Dirac equations with distributional curvature
4.1 A technical property
The technical step in Witten’s proof of the positive mass theorem is to find
an asymptotically constant spinor that solves the Dirac equation and we need
to revisit this construction when the metric has very low regularity. First, we
prove a simple technical lemma.
Lemma 4.1. Given a background metric h for asymptotically flat manifold, if
u ∈ L1−2q−1 where q = (n − 2)/2, then for any ǫ > 0, there exists a sequence
ρi → +∞ such that
lim
i→+∞
∫
ρi<r<ρi+ǫ
|u| dµh = 0,
that is, the integral of |u| over the annuli sub-converges to zero.
Proof. Our assumption on u is that
∫
M
|u|r−1 dµh < +∞. Define ρi = 2 + iǫ.
Then we have
∞∑
i=1
∫
ρi<r<ρi+ǫ
|u|r−1 dµh < +∞.
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Choose any positive sequence δi whose series diverges slower than the harmonic
series in the sense that
∑∞
i=1 δi =∞ while (ρi+ ǫ)δi → 0. Since any convergent
series must be smaller than any divergent series on an infinite number of terms,
there exists a subsequence such that∫
ρij<r<ρij+ǫ
|u|r−1 dµh < δij .
So we can write∫
ρij<r<ρij+ǫ
|u| dµh =
∫
ρij<r<ρij+ǫ
r|u|r−1 dµh
≤ (ρij + ǫ)
∫
ρij<r<ρij+ǫ
|u|r−1 dµh ≤ (ρij + ǫ)δij ,
which converges to zero.
4.2 Existence result for the Dirac equation
Recall from Lemma 3.1 thatW 1,2−q (S), as well as L
2
−q−1(S), can be defined using
either g or h. Throughout this section, we find it more convenient to use the
volume form associated with the metric g. The following proposition allows us
to solve the Dirac equation.
Proposition 4.2. Under the assumptions in Theorem 1.1 and with q = (n −
2)/2, the operator
D :W 1,2−q (S) −→ L2−q−1(S)
is an isomorphism. Note that L2−q−1(S) = L
2(S) with this choice of q.
Elliptic estimates for such an operator, assuming our level of regularity, are
described in great detail and generality in the work of Bartnik and Chrus´ciel
[3]. However, in this case we can make a more direct argument, with the
Lichnerowicz-Weitzenbo¨ck identity, combined with our assumption of non-negative
scalar curvature, providing the necessary estimate.
Proof. First observe that the operator is clearly a well-defined bounded linear
operator. Next, we will prove an injectivity estimate. Given any φ ∈ W 1,2−q (S)
and applying Lemma 3.3 with ǫ = 1 (though the choice of ǫ does not matter)
to φ, we have∫
ρ<r<ρ+1
n∑
i=1
〈Liφ, φ〉∇ir dµg
= −〈Dφ, χρDφ〉L2 + 〈∇φ, χρ∇φ〉L2 + ⟪Rg, 〈φ, χρφ〉⟫
≥ −〈Dφ, χρDφ〉L2 + 〈∇φ, χρ∇φ〉L2 ,
where χρ is the cut-off function (2.7) defined in the proof of Proposition 2.4
(with ǫ = 1) and we used the non-negativity of Rg. Since the integrand on the
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left-hand side is L1−2q−1, Lemma 4.1 tells us that the left-hand side subconverges
to zero as ρ → +∞. Meanwhile, we know that both terms on the right-hand
side converge, and therefore
‖∇φ‖L2 ≤ ‖Dφ‖L2 .
Combining this with a weighted Poincare´ inequality (see, for example, the more
general statement [3, Theorem 9.5]), we obtain the desired injectivity estimate
‖φ‖W 1,2−q ≤ ‖Dφ‖L2 .
We now only have to prove surjectivity. Given any η ∈ L2(S), we need to
find a spinor ξ ∈ W 1,2−q (S) solving Dξ = η. We have shown that the pairing
〈ω, φ〉H := 〈Dω,Dφ〉L2 is equivalent to the W 1,2−q Hilbert product of ω and φ.
Applying the Riesz representation theorem to the functional φ 7→ 〈η, φ〉L2 for
the Hilbert product H , there must exist some ω ∈ W 1,2−q (S) with the property
that
〈Dω,Dφ〉L2 = 〈η, φ〉L2 ,
for every φ ∈ W 1,2−q (S). We claim that ξ = Dω is the desired solution. We know
that ξ ∈ L2(S). To prove better regularity, let ξj be a sequence of W 1,2−q spinors
converging to ξ in L2(S). For any test function φ ∈ W 1,2−q (S), we obtain
lim
j→+∞
〈Dξj , φ〉L2 = lim
j→+∞
〈ξj ,Dφ〉L2 = 〈ξ,Dφ〉L2 = 〈η, φ〉L2 ,
by construction of ξ. Therefore Dξj converges to η in the weak L2 topology.
In particular, ‖Dξj‖L2 is bounded independently of j. The injectivity estimate
then implies that ‖ξj‖W 1,2−q is bounded. Therefore ξj must converge to ξ weakly
in W 1,2−q , and we finish the argument by observing that
〈Dξ, φ〉L2 = 〈ξ,Dφ〉L2 = 〈η, φ〉L2
for any compactly supported spinor φ ∈ W 1,2−q (S).
Corollary 4.3. Under the assumptions in Theorem 1.1, let ψ0 be a constant
spinor defined over the asymptotically flat coordinate chart, as described earlier.
Then there exists a spinor ψ ∈W 1,2loc (S) such that Dψ = 0 and ψ−ψ0 ∈W 1,2−q (S).
Proof. It is easy to see that ψ0 ∈ W 1,2−q , and thus Dψ0 ∈ W 2−q−1(S). Apply the
previous lemma to solve for ξ in Dξ = −Dψ0, and then ψ = ξ+ψ0 is the desired
spinor.
Proof of Theorem 1.1. Now we simply put together all of our ingredients. Choose
ψ as in Corollary 4.3 with |ψ0| = 1, and insert this ψ into Lemma 3.3, using
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Lemma 3.4 to simplify the annular integral on the left-hand side. Those three
results combine to tell us that, for any ǫ > 0,
1
4ǫ
∫
ρ<r<ρ+ǫ
V · ∇r dµh = −〈Dψ, χρDψ〉L2 + 〈∇ψ, χρ∇ψ〉L2
+
1
4
⟪Rg, 〈ψ, χρψ〉⟫+
∫
ρ<r<ρ+ǫ
u dµh
= 〈∇ψ, χρ∇ψ〉L2 +
1
4
⟪Rg , 〈ψ, χρψ〉⟫+
∫
ρ<r<ρ+ǫ
u dµh,
where χρ is the cut-off function (2.7). The first two terms on the right are
non-negative and the last term subconverges to zero by Lemma 4.1. Therefore,
we have
lim sup
ρ→+∞
1
4ǫ
∫
ρ<r<ρ+ǫ
V · ∇r dµh = ‖∇ψ‖2L2 +
1
4
lim
ρ→+∞
⟪Rg, 〈ψ, χρψ〉⟫ ≥ 0.
Since Rg is non-negative, we can apply Part 2 of Proposition 2.4 to see that the
limit on the left exists (though is possibly infinite), and the result is proved.
For the rigidity, suppose that the mass is zero. The equality above then
tells us that ∇ψ = 0. Since we can choose ψ0 to be any constant spinor in the
asymptotically flat coordinate chart, we can construct an entire basis of parallel
spinors, which means that we have a parallel frame of the tangent bundle, which
is only possible if (M, g) is covered by Euclidean space, and the topology of M
ensures that the cover is trivial.
5 Relation to earlier results
In this final section, we show that our theory allows us to recover the earlier re-
sults for “piecewise regular” metrics by Miao [20], Shi and Tam [26], and Lee [10]
in the spin case. Furthermore, it immediately follows from the Sobolev embed-
ding theorem that, as far as comparatively more regular metrics are concerned,
our Theorem 1.1 clearly also generalizes [2, Theorem 6.3] (which assumes aW 2,p−q
regular and asymptotically flat metric, with p > n and q ≥ (n − 2)/2) and [6]
(which assumes a W
2,n/2
loc metric that is C
2 and asymptotically flat outside a
compact set).
In view of the following proposition (by taking a = 0 in the statement below),
from our Theorem 1.1 we immediately recover Theorem 1 in [20], Theorem 3.1
in [26], and the main theorem in [19] in the spin case. Our sign convention here
is such that the mean curvature of a round sphere in Euclidean space points
inward.
Proposition 5.1 (Metrics that are singular along a hypersurface). Let M1 and
M2 be smooth n-manifolds with boundaries, carrying C
2 Riemannian metrics
g1 and g2, respectively. Assume that there is an isometry Φ : (∂M1, g1) −→
(∂M2, g2). Let (M, g) be the manifold obtained by gluing (M1, g1) and (M2, g2)
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along Φ. Let Σ be the identification5 of ∂M1 and ∂M2 in M . Let H1 and H2
be the mean curvature vectors of Σ, computed with respect to the metrics g1
and g2, respectively. Assume that g1 and g2 both have scalar curvature bounded
below by a, and that at each point of Σ, H1 − H2 either points into M1 or is
zero. Then, in the sense of Definition 2.1, g has distributional scalar curvature
bounded below by a, that is, Rg ≥ a.
Proof. Assume the hypotheses of Proposition 5.1. Clearly, the distributional
scalar curvature of g is greater or equal to a away from Σ. We need only consider
what happens at Σ. We choose smooth Fermi coordinates (x0, x1, . . . , xn−1) on
a small open ball intersecting Σ and, in these coordinates, we have
g(x0, x1, . . . , xn−1) = dx
2
0 + gr(x1, . . . , xn−1),
where gr is a metric on the hypersurface Σr whose signed distance Σ is r = x0.
We also choose our coordinates so that the region x0 < 0 corresponds to M1
and the region x0 > 0 corresponds to M2.
Let h be the background metric given by the expression dx20 + dx
2
1 + · · · +
dx2n−1. Let u be a smooth non-negative function supported in the coordinate
ball described above. Let Mǫ be M with an ǫ-neighborhood of Σ removed from
it. Let ν be dual form to the outward pointing normal of ∂Mǫ. Then, by our
Definition 2.1, we find
⟪Rg, u⟫ =
∫
M
(
−V · ∇
(
u
dµg
dµh
)
+ F
(
u
dµg
dµh
))
dµh
= lim
ǫ→0
∫
Mǫ
(
−V · ∇
(
u
dµg
dµh
)
+ F
(
u
dµg
dµh
))
dµh,
thus
⟪Rg, u⟫ = lim
ǫ→0
∫
Mǫ
Rgu dµg −
∫
∂Mǫ
(V · ν)
(
u
dµg
dµh
)
dσh
≥ lim
ǫ→0
∫
Mǫ
au dµg +
∫
∂Mǫ
(−Γkijgijνk + Γkkigijνj) (udµgdµh
)
dx1 . . . dxn−1.
Now consider the integral over ∂Mǫ broken down into two pieces over Σǫ and
5Note that g is Lipschitz continuous globally on M , and is C2 up to the hypersurface Σ
but not necessarily so across Σ.
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−Σǫ. Observe that∫
Σǫ
(−Γkijgijνk + Γkkigijνj)(udµgdµh
)
dx1 . . . dxn−1
=
∫
Σǫ
(−Γ0ijgij + Γkkigi0)(udµgdµh
)
dx1 . . . dxn−1
=
∫
Σǫ
(
−1
2
(∇igj0 +∇jgi0 −∇0gij)gij
+
1
2
gkl(∇kg0l +∇0gkl −∇lgk0)
)(
u
dµg
dµh
)
dx1 . . . dxn−1
=
∫
Σǫ
gij∇0gij
(
u
dµg
dµh
)
dx1 . . . dxn−1 =
∫
Σǫ
−2H˜ǫ
(
u
dµg
dµh
)
dx1 . . . dxn−1,
where H˜ǫ is the mean curvature (scalar) of Σǫ, taken with respect to the unit
normal ∂∂x0 . After performing a similar computation for Σ−ǫ and then taking
the limit as ǫ approaches zero, we conclude that
⟪Rg, u⟫ ≥
∫
M
au dµg +
∫
Σ
2 (H˜1 − H˜2)
(
u
dµg
dµh
)
dx1 . . . dxn−1
≥
∫
M
au dµg,
since (H˜1 − H˜2) ≥ 0 by hypothesis. This completes the proof of Proposition
5.1.
Finally, in view of the following proposition, from our Theorem 1.1 we also
recover the main result in [10] in the spin case. In fact, we verify a conjecture
in that paper, as now stated.
Proposition 5.2 (Metrics with “small” singular set). Let g be a Lipschitz
continuous metric on a n-manifold M such that g is C2 regular away from
a closed set S with vanishing (n − 1)-dimensional Hausdorff measure. If g has
scalar curvature Rg ≥ a away from S, then g has distributional scalar curvature
Rg ≥ a on M in the sense of Definition 2.1.
Proof. Assume the hypotheses of the proposition. Observe that the C2 regular-
ity is defined on the open setM \S, and the scalar curvature is then well-defined
in a classical sense on M \ S. Fix some ǫ > 0. By the assumption on Haus-
dorff measure, the set S can be covered by countably many balls Bδi(xi) such
that
∑
δn−1i < ǫ. Let Eǫ =
⋃∞
1=1 Bδi(xi). The set Eǫ is then a set with finite
perimeter less than
∑∞
i=1 |∂Bδi(xi)| =
∑∞
i=1 ωn−1δ
n−1
i < ωn−1ǫ, where ωn−1 is
the volume of the standard unit (n − 1)-sphere. In particular, |∂Eǫ| → 0 as
ǫ→ 0, and clearly, |Eǫ| → 0.
21
For every smooth non-negative function u with compact support, we have
⟪Rg, u⟫ =
∫
M
(
−V · ∇
(
u
dµg
dµh
)
+ F
(
u
dµg
dµh
))
dµh
=
∫
Eǫ
(
−V · ∇
(
u
dµg
dµh
)
+ F
(
u
dµg
dµh
))
dµh
+
∫
MrEǫ
(
−V · ∇
(
u
dµg
dµh
)
+ F
(
u
dµg
dµh
))
dµh.
Since |Eǫ| → 0 and the field V (defined in (2.4)) is bounded for Lipschitz con-
tinuous metrics, the first integral converges to zero as ǫ→ 0. By the divergence
theorem, the second integral term becomes (dσh denoting the (n − 1)-volume
form induced by the background metric h)∫
MrEǫ
Rgu dµg +
∫
∂Eǫ
(V · ν)
(
u
dµg
dµh
)
dσh
≥
∫
MrEǫ
au dµg +
∫
∂Eǫ
(V · ν)
(
u
dµg
dµh
)
dσh,
which approaches
∫
M
au dµg as ǫ → 0 since |∂Eǫ| → 0 and the field V is
bounded.
6 Application to the universal positive mass the-
orem
The recent observations by Herzlich [7] are now generalized, so that the non-
negative curvature condition can be replaced by our non-negative distributional
curvature condition. The modifications are essentially straightforward, so we
will try to be brief. First of all, we must summarize the relevant parts of [7].
Choose any representation V of Spin(n) and then decompose Rn ⊗ V =⊕N
j=1Wj into its irreducible components. Given a spin structure on a manifold
M = Mn we may define the spinor bundles E and Fj associated with the
representations V and Wj , so that
T ∗M ⊗ E =
N⊕
j=1
Fj .
Given a metric on M , we can define a spin connection ∇ on E. Let Πj be the
projection onto the Fj component, and define Pj = Πj ◦ ∇. A generalized
Bochner–Weitzenbo¨ck formula is then defined as a choice of constants aj
such that
R :=
∑
j=1n
ajP
∗
j Pj (6.1)
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happens to be a curvature operator in End(E). This corresponds to choices of
aj that make this expression a zero-th order operator. Given V , these solutions
are classified in the literature [8, 25]. Next, we introduce
P+ =
∑
aj>0
√
ajPj , P+ =
∑
aj>0
√
ajPj .
The main result of [7] can be stated as follows.
Theorem 6.1 (Herzlich’s universal positive mass theorem). Let (M, g) be a
smooth, complete, asymptotically flat spin manifold. Then, with the construction
above, there exists a constant µ depending only on V and aj such that if ψk
are sections of E asymptotic to an orthonormal basis of V at infinity (with
appropriate decay), then one has the following expression of the ADM mass of
M :
µ(V, aj)mADM =
dimV∑
k=1
−‖P+ψk‖L2 + ‖P−ψk‖L
2
+ 〈Rψk, ψk〉L2 . (6.2)
Clearly, in view of the formula (6.1) on 〈Rψk, ψk〉L2 and by suitably integrat-
ing by parts, one must arrive at a formula like (6.2). The important observation
is that the boundary term is precisely a multiple µ of the mass, at least after
summing over an orthonormal basis and µ is a universal constant independent
of (M, g) (and computed explicitly in [7]). From Theorem 6.1 it is clear that if R
is a non-negative operator and one can find appropriate solutions of P+ψk = 0,
then one obtains either mADM ≥ 0 or mADM ≤ 0 (depending on the sign of µ).
We now claim that there is a distributional version of Theorem 6.1. Consider
the basic setup that was used in Sections 2 through 5. Given a curvature
operator R as in (6.1), it must be of the form
R = divV + F, (6.3)
where V is a section of TM ⊗ End(E) and F is a section of EndE, and these
sections must have the same respective regularity as the terms V and F that
appear in the scalar curvature decomposition formula (2.2). This allows us to
define R as a distribution as in Definition 2.1, with obvious modification due to
the fact that R is no longer a scalar. Just as in Proposition 3.2, we easily obtain
a distributional version of the generalized Bochner–Weitzenbo¨ck formula (6.1).
Lemma 6.2 (Universal Lichnerowicz–Weitzenbo¨ck formula for distributional
curvature). Assume that g is a C0 ∩W 1,nloc metric on a smooth spin manifold
Mn. If ψ and φ are W 1,2loc spinors and φ has compact support, then one has
0 = −〈P+ψ, P+φ〉L2 + 〈P−ψ, P−φ〉L2 + ⟪Rgψ, φ⟫ , (6.4)
where the last term is defined in the sense of distributions.
Our next step is to compute the boundary term as in Lemma 2.2 of [7],
except that we must modify the computation along the lines of Section 3.2.
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Lemma 6.3 (A universal identity for distributional curvature). Let (M,Φ) be a
background n-manifold endowed with background metric data (h, r), and assume
that g is a C0 ∩W 1,n−q regular, asymptotically flat metric with q = (n − 2)/2.
Let ψ0 be a constant
6 spinor in E defined over the asymptotically flat coordinate
chart. Then for any ρ > 2, ǫ > 0, and any spinor ψ with ψ − ψ0 ∈ W 1,2−q (E),
one has
− 〈P+ψ, χρP+ψ〉L2 + 〈P−ψ, χρP−ψ〉L2 + ⟪Rgψ, χρψ⟫
= −1
ǫ
∫
ρ<r<ρ+ǫ
〈
(∇r)⊗ ψ0,
N∑
j=1
ajΠj(∇ψ0)
〉
dµg +
∫
ρ<r<ρ+ǫ
u dµh
(6.5)
for some u ∈ L1−2q−1, where χρ is the cut-off function introduced in Section 3.2.
Finally, the same argument as in [7, Theorem 3.1] shows that if we sum the
above formula over a basis, then the annular boundary term in (6.5) must be a
multiple of the “classical” case in which we have already shown that the limit of
the annular term corresponds to the mass, and this multiple must depend only
on V and aj .
Finally, if we assume that Rg is a finite, signed measure outside a compact set
(so that we can invoke Part 1 of Proposition 2.4) and make a similar assumption
about R, we obtain a distributional version of equation (6.2) with our weaker
regularity assumptions.
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