Notation. Let s(x)
be a function integrable 1 in every finite interval of x > 0. Then the Riemann-Liouville integral of s(x), of order a > 0, is defined for x > 0 by (1) *,(*) = ~-T f(* ~ tf-'s^dt.
I (a) Jo
The object of this note is to prove a Tauberian theorem for s a (x) in the case in which a is a positive integer p, employing certain difference formulae due to Karamata (4, Lemma 2) and Bosanquet (1, Theorem 1) used already for a broadly similar purpose in an earlier paper (12) where a is any positive number.
Adopting a familiar notation, we shall write 
Scope of the main result.
The following theorems, stated in the notation explained above, are known, at least in some part or form; and all of them turn out to be easy consequences or modifications of the single main result of this note featured as Theorem I. 
.( q -p + l).
Theorem A was first proved by Doetsch (2, p. 174, Theorem II) with the restriction q > p + l 2 which was subsequently removed by Obrechkoff (5) . A special case of Theorem A with p = 1 had been proved earlier by Hardy and Littlewood (13, p. 194 , Corollary 4.4a), while a more general form of the theorem, with the positive integer p replaced by any positive number a was obtained later by Parthasarathy and Rajagopal (6, Theorem B, Case (2)).
A generalization of Theorem A is the following theorem wherein (4) is replaced by (4'), a condition which evidently holds whenever (4) holds.
Theorem A' and, in fact, its extension when the limit in (5) does not exist, are both included in the main result of this note whose proof is by the method used by Parthasarathy and Rajagopal (6) to obtain the extension of Theorem A in which p is replaced by any a > 0.
The case q = p of Theorem A' is the classical result stated next.
THEOREM B. If s(x) is slowly increasing, that is,
and summable (C, p) to /, 3 then s(x) converges to I as x -» °° .
The following theorem is a companion to Theorem B; its case p = 1 has been proved in a somewhat different form by Pitt (7). THEOREM C. In Theorem B the condition of slow increase of s(x) can be replaced by the following condition, without any other change: Ô^T)ti t W«)-*(<)}*< = o. (7) lim lim sup sup A classical particularization of Theorem C is that in which (7) is replaced by the condition of slow oscillation of s(x) which clearly implies (7).
4 A 2 The case q = p +1 of Theorem A, with s'(x) replaced by s(x), gives the well-known theorem: if s(x) is bounded on one side and summable (C, p + 1) to I, then it is summable (C, 1) to I. 3 In virtue of the first theorem of consistency for Cesàro summability, p in such cases may be replaced by any a. > 0. 4 A condition which is effectively the same as that of slow oscillation is the "high-indices" condition, lim inf X n+ i/X n > 1, when s(x) is the X n -step function defined in the concluding remarks.
simple modification of the case p = 1 of Theorem C is like Pitt's theorem (7, Theorem 1 ) and unlike any of the classical Tauberian theorems for Cesàro summability in having no exact counterpart for Abel summability, that is, in not being always true when Cesàro summability is replaced by Abel summability (without any other change).
The last theorem to be now given includes Theorem B in the case p = 1.
then, for 0 < 6 < 1 < X, (8) is replaced by the following condition implicit in (7) :
In brief, Corollary 1(2) and Corollary 1(3) extend Theorem B and Theorem C respectively on the lines of Theorem D. Corollary 1(4) following them refashions the case p = 1 of Corollary 1(3) so as to produce in particular the (C, 1) summability theorem mentioned earlier as having no counterpart for Abel summability.
The main result.
The statement of this result, appearing as Theorem I, is necessarily elaborate by reason of the comprehensive character of the theorem. But the proof of the theorem is in essentials as simple as that of Theorem D, requiring nothing more than the Karamata-Bosanquet difference formulae referred to at the outset and embodied in the following lemmas easily verifiable by induction.
, integrable in every finite interval of x > 0, be such that, for X > 1, one of the following two conditions holds and consequently the other also:
Let s p (x) be defined for a positive integer p as in (1) , and let
where ( Further, for 0 < 6 < I, we have (A condition such as (9) is to be read: "The left-hand member exists as a finite number and equals Wi(\)."
(9*) follows from (9) since
Similarly (9) follows from (9*).)
Proof. From Lemma 1 we have at once
.,4 = ^+r\r;...r
Denoting by / and / the first and the second terms respectively on the right, we can write the above relation as
In /, t is such that x < t\ < t < h + (p -l)h, and so
or, on account of (9), by the definitions of 31, and S3 Ç which follow (12). Taking upper limits of both sides of (15) asx-x» and using (16) and (18), we establish the first conclusion (11).
To prove the second conclusion (13), we get from Lemma 2 the relation
and rewrite it, denoting the first and the second terms on its right side by /* and J* respectively: 
(-irMji-A
which is free from x. Therefore we obtain, letting x -» °° in (21), 
B_)i-o I -6 J e
The proof is obvious. Proof. The proof of (23) is given below; that of (24) is similar. 
(x) lim sup ~ë=p < q(q -1) . . . (q -p + 1)1, which together imply the conclusion of Corollary 1(1).
If q = p in Theorem I, we find from (9), (9*) and (8) 
(t') -s(t)} = Wi(\),
then, for 0 < 8 < 1 < X,
where Sip, 33p, S p , 33 p are obtained with q = p in % Q , $8 Q , S ff , 33 c respectively as defined immediately after (12) and (14).
In the particular case in which the hypothesis is
inequalities (11/) and (13') together reduce to the conclusion:
on account of (23'), (24/) and Lemma 3 with q = p. Theorem B is thus a particular case of Corollary I (2). Theorem C is a similar particular case of the next corollary got by making a small change in the proof of (110 of Corollary 1(2). as a result of (23').
To prove Corollary 1(3) in all its generality, we write down (15) with q = p and find an upper estimate for /, using the following consequence of (25): by -s(x) which is obviously permissible in our hypothesis (25) and all arguments therefrom. In the case p = 1, Corollary 1(3) can be modified to become a slight extension and simplification of Pitt's theorem already referred to (7, Theorem 1) . This modification of Corollary 1(3), analogous to Theorem D, is stated below.
{s(t) -s(x)}dt < {s(t) -s(x)}dt\ + \ {s(t) -s(x)}dt tp-i \Jx
COROLLARY 1(4). If, given some X > 1, we can find, corresponding to every sufficiently large t, R = R(t) tending to X as t -> °° and such that (27) lim sup
(A -1) Co < -Ci + XCi + (X -l)co(X).
In particular, when (27) is simply 
X %J x
Taking upper limits of both sides as x -» °° and using (27), we get at once (28) and deduce (29) from it by changing s(x) to -s(x), such a change being permissible in (27) and arguments based thereon.
REMARK ON CONDITION (27'). This Tauberian condition, like Pitt 1 s more complicated form of it (7), though sufficient to make the convergence of s(x) follow from the (C, 1) summability of s(x), is not always sufficient to make the convergence of s(x) follow from the Abel summability of s(x).
(Pitt has, instead of (27 ; ), the more complicated condition: given e > 0, we can find 77(e) > 0, R = R{t, e) corresponding to every sufficiently large t, so that
Te for some T = T(e, t) satisfying tRr 1 < T < /.) Pitt's example itself (7, Theorem 2) serves to establish this fact. The example is of a non-convergent s(x) which is Abel summable and defined as follows :
Pitt's discussion shows that, for this s(x) there is soi R = R(t) corresponding to every sufficiently large t, such that R (t) -» X as / -> oo and (270 is fulfilled in the form ^ nRt (What Pitt has actually proved is that, corresponding to every sufficiently large t, \ M < t < \ M +u we can find R = R(M) tending to X = 2 as t -> oe, so that 
A supplementary result.
To make this study complete, a complement to Theorem I under a two-sided Tauberian condition is proved below. This complement, in the special case q = p, reduces to a result previously obtained by me (9, Theorem B), and, in the further special case q = p = 1, to Karamata's complement to Theorem D (3, Satz 1, second part) under the condition (8) 
together with a similar condition on -s(x) instead of s(x).
THEOREM II. If, in Theorem I, we are given, in addition to either (9) or (9*), one of the following conditions which necessarily involves the other: We have also, from the expression for 7 in (17) and that for 7* in (21),
if £> is odd, where the distinction between the cases of odd p and even p arises thus. If p is odd and only then, the last term in 7 is s p (x)/x q and this cancels out the first term in -7* which is in any case -s p (x)/x q ; the result is that the contribution (arising from 7) to the positive terms which make up S3 Ç is less than what the form of 7 suggests, by 1, and the contribution (arising from -7*) to the negative terms which make up -T) q is more than what the form of -7* suggests, by 1. (31) follows from (32), (33) and (34).
6. Concluding remarks. There is a special case of interest in the results of this note, when s(x) is, as in Pitt's example, a \ n -step function with steps at points of any sequence {\ v } such that 0 < Xo < Xi < . . . , X n -» oe , that is, )a 0 + ai + . . . + a n for X n < x < X w +i, n >*0, 5(X) I 0 for 0 < x < Xo.
In this case, the (C, a) summability of s(x) becomes the summability of 2 a n by Riesz means of order a and type (X n ), usually called (R, \ n , a) summability; and Corollary 1(2) can be used, as elsewhere (10; 11), to extend certain Tauberian theorems of G. Ricci's for 2 a n summable to / by the method of Dirichlet's series or the (A, X n ) method, that is, 2 a n such that oo ^2 a n e~ nS converges for 5 > 0 and tends to I as 5 -> + 0.
An open question (10, §1.1) which may be recalled in this context is whether the following theorem for (R, \ n , a) summability is one possessing no precise analogue for (A, X n ) summability, i.e. one belonging possibly to a class of Tauberian theorems peculiar to Cesàro summability like the particular case of Corollary 1(4). (2), and it has the imperfect analogue for (A, X n ) summability, stated below, whose special case a = 0 follows from a reformulation of one of Ricci's theorems (10, Theorem G) and every case a > 0 follows from Theorem X and my generalization (10, Lemma 2) of a theorem due to O. Szâsz. THEOREM Y. Theorem X can be restated with (i) replaced by the (A, X n ) summability of 2 a n to I and (ii) augmented by the condition that, for some 2 (
x -X") a a"X* = 0 R (x a+1 ) (x-» oo ).
