We consider distributed optimization where the objective function is spread among different devices, each sending incremental model updates to a central server. To alleviate the communication bottleneck, recent work proposed various schemes to compress (e.g. quantize or sparsify) the gradients, thereby introducing additional variance ω ≥ 1 that might slow down convergence. For strongly convex functions with condition number κ distributed among n machines, we (i) give a scheme that converges in O((κ+κ ω n +ω) log(1/ )) steps to a neighborhood of the optimal solution. For objective functions with a finite-sum structure, each worker having less than m components, we (ii) present novel variance reduced schemes that converge in O((κ + κ ω n + ω + m) log(1/ )) steps to arbitrary accuracy > 0. These are the first methods that achieve linear convergence for arbitrary quantized updates. We also (iii) give analysis for the weakly convex and non-convex cases and (iv) verify in experiments that our novel variance reduced schemes are more efficient than the baselines.
Introduction
The training of large scale machine learning models poses many challenges that stem from the mere size of the available training data. The data-parallel paradigm focuses on distributing the data across different compute notes, which operate in parallel on the data. Formally, we consider optimization problems distributed across n nodes of the form where f i : R d → R for i = 1, . . . , n are given as
with F : R d × Ω → R being a general loss function. The distributions D 1 , . . . , D n can be different on every node, which means the functions f 1 , . . . , f n can have completely different minimizers. This frameworks covers stochastic optimization (when either n = 1 or all D i are identical) and empirical risk minimization (for e.g. when the D i 's are discrete with disjoint support). We denote by x an optimal solution of (1), let f def = f (x ).
Quantization to Reduce Communication
In typical computing architectures, communication is much slower than computation and the communication bottleneck between workers is a major limiting factor for many large scale applications (such as e.g. deep neural network training), as reported in e.g. (Seide et al., 2014; Alistarh et al., 2017; Zhang et al., 2017; Lin et al., 2018) . A possible remedy to tackle this issue are for instance approaches that focus on increasing the computation to communication ratio, such as increased mini-batch sizes (Goyal et al., 2017) , defining local problems for each worker (Shamir et al., 2014; Reddi et al., 2016) or reducing the communication frequency (McDonald et al., 2009; Zinkevich et al., 2010; You et al., 2017; Stich, 2018) .
A direction orthogonal to these approaches tries to reduce the size of the messages-typically gradient vectors-that are exchanged between the nodes (Seide et al., 2014; Strom, 2015; Alistarh et al., 2017; Wen et al., 2017; Grishchenko et al., 2018) . These quantization techniques rely on (lossy) compression of the gradient vectors. In the simplest form, these schemes limit the number of bits that are used to represent floating point numbers (Gupta et al., 2015; Na et al., 2017) , reducing the size of a d-dimensional (gradient) vector by a constant factor. Random dithering approaches attain up to O( √ d) compression (Seide et al., 2014; Alistarh et al., 2017; Wen et al., 2017) . The most aggressive schemes reach O(d) compression by only sending a constant number of bits per iteration (Suresh et al., 2017; Konečný & Richtárik, 2016; Alistarh et al., 2018; Stich et al., 2018 ). An alternative approach is not to compute the gradient and subsequently arXiv:1904.05115v1 [math.OC] 10 Apr 2019 compress it, but to update a subset of elements of the iterate x using coordinate descent type updates (Richtárik & Takáč, 2016; Fercoq et al., 2014; Mishchenko et al., 2019) .
Recently, Mishchenko et al. (2018) proposed the first method that successfully applies the gradient quantization technique to the distributed optimization problem (1) with a non-smooth regularizer.
Contributions
We now briefly outline the key contributions of our work:
General compression. We generalize the method presented in (Mishchenko et al., 2018) allowing for arbitrary compression (e.g., quantization and sparsification) operators. Our analysis is tight, i.e. we recover their convergence rates as a special case. Our more general approach allows to choose freely the compression operators that perform best on the available system resources and can thus offer gains in training time over the previous method that is tied to a single class of operators.
Variance reduction. We present several variance reduced extensions of our methods for distributed training. In particular, and in contrast to (Mishchenko et al., 2018) , our methods converge to the optimum and not merely to a neighborhood, without any loss in convergence rate. The quantized SVRG method of Alistarh et al. (2017) did not only rely on a specific compression scheme, but also on exact communication from time to time (epoch gradients), both restrictions been overcome here.
Convex and non-convex problems. We provide concise convergence analysis for our novel schemes for the stronglyconvex, the (weakly) convex and non-convex setting. Our analysis recovers the respective rates of earlier schemes without communication compression and shows that compression can provide huge benefits when communication is a bottleneck.
Experiments. We compare the novel variance reduced schemes with various baselines. In the experiments we leverage the flexibility of our approach-allowing to freely chose a quantization scheme with optimal parameters-and demonstrate on par performance with the baselines in terms of iterations, but considerable savings in terms of total communication cost.
Related Work
Gradient compression schemes have successfully been used in many implementations as a heuristic to reduce communication cost, such as for instance in 1BitSGD (Seide et al., 2014; Strom, 2015) that rounds the gradient components to either -1 or 1, and error feedback schemes aim at reducing quantization errors among iterations, for instance as in (Lin et al., 2018) . In the discussion below we focus in particular on schemes that enjoy theoretical convergence guarantees.
Quantization and Sparsification
A class of very common quantization operators is based on random dithering (Goodall, 1951; Roberts, 1962) and can be described as the random operators Q :
for random variable ξ ∼ u.a.r. [0, 1] d , parameter p ≥ 1, and s ∈ N + , denoting the levels of the rounding. Its unbiasedness property, E ξ [Q(x)] = x, ∀x ∈ R d , is the main catalyst of the theoretical analyses. The quantization (3) was for instance used in QSGD for p = 2 (Alistarh et al., 2017) , in TernGrad for s = 1 and p = ∞ (Wen et al., 2017) or for general p ≥ 1 and s = 1 in DI-ANA (Mishchenko et al., 2018) . For p = 2 the expected sparsity is E ξ [ Q(x) 0 ] = O(s(s + √ d)) (Alistarh et al., 2017) and encoding a nonzero coordinate of Q(x) requires O(log(s)) bits.
Much sparser vectors can be obtained by random sparsification techniques that randomly mask the input vectors and only preserve a constant number of coordinates (Suresh et al., 2017; Konečný & Richtárik, 2016; Wangni et al., 2018; Stich et al., 2018) . Experimentally is has been shown that deterministic masking-for instance selecting the largest components in absolute value (Dryden et al., 2016; Aji & Heafield, 2017 )-can outperform the random techniques. However, as these schemes are biased, they resisted careful analysis until very recently (Alistarh et al., 2018; Stich et al., 2018 ). We will not further distinguish between sparsification and quantization approaches, and refer to both of these compression schemes them as 'quantization' in the following.
Also schemes with error compensation techniques have recently been successfully vanquished, for instance for unbiased quantization on quadratic functions (Wu et al., 2018) and for unbiased and biased quantization on strongly convex functions (Stich et al., 2018) . These schemes suffer much less from large quantization errors, and can tolerate higher variance (both in practice an theory) than the methods above without error compensation.
Quantization in Distributed Learning
In centralized approaches, all nodes communicate with a central node (parameter sever) that coordinates the optimization process. An algorithm of specific interest to solve problem (1) is mini-batch SGD (Dekel et al., 2012; Takáč et al., 2013) , a parallel version of stochastic gradient descent (SGD) (Robbins & Monro, 1951; Nemirovski et al., 2009) . In mini-batch SGD, full gradient vectors have to be communicated to the central node and hence it is natural to incorporate gradient compression to reduce the cost of the communication rounds. Khirirat et al. (2018) study quantization in the deterministic setting, i.e. when the gradients ∇f i (x) can be computed without noise, and show that parallel gradient descent with unbiased quantization converges to a neighborhood of the optimal solution on strongly convex functions. Mishchenko et al. (2018) consider the stochastic setting as in (1) and show convergence of SGD with unbiased quantization to a neighborhood of a stationary point for non-convex and strongly convex functions; the analysis in (Wu et al., 2018) only applies to quadratic functions. The method of Stich et al. (2018) can also be parallelized as shown by Cordonnier (2018) and converges to the exact solution on strongly convex functions.
Decentralized methods do not require communication with a centralized node. Tang et al. (2018) consider unbiased quantization and show convergence to the neighborhood of a stationary point on non-convex functions under very rigid assumptions on the quantization, i.e. allowing only O(1) compression, Koloskova et al. (2019) relax those constraints but only consider strongly convex functions.
Quantization and Variance Reduction
Variance reduced methods (Roux et al., 2012; Johnson & Zhang, 2013; Shalev-Shwartz & Zhang, 2013; Defazio et al., 2014; Qu et al., 2015; Shalev-Shwartz, 2016; Qu et al., 2016; Csiba & Richtárik, 2015; Csiba et al., 2015; Nguyen et al., 2017; Gower et al., 2018; Zhou, 2018) admit linear convergence on empirical risk minimization problems, surpassing the rate of vanilla SGD (Bottou, 2010). Alistarh et al. (2017) proposed a quantized version of SVRG (Johnson & Zhang, 2013) , but the proposed scheme relies on broadcasting exact (unbiased) gradients every epoch. This restriction has been overcome in (Künstner, 2017) but only for high-precision quantization. Here we alleviate these restrictions and present quantization not only for SVRG but also for SAGA (Defazio et al., 2014) . Our analysis also supports a version of SVRG whose epoch lengths are not fixed, but random, similar as e.g. in (Lei & Jordan, 2017; Hannah et al., 2018) . Our base version (denoted as L-SVRG) is slightly different and inspired by observations made in (Hofmann et al., 2015; Raj & Stich, 2018) and following closely (Kovalev et al., 2019) .
Orthogonal Approaches
There are other approaches aiming to reduce the communication cost, such as increased mini-batch sizes (Goyal et al., 2017) , defining local problems for each worker (Shamir et al., 2014; Jaggi et al., 2014; Ma et al., 2015; Reddi et al., 2016; Ma et al., 2017) , reducing the communication frequency (McDonald et al., 2009; Zinkevich et al., 2010; You et al., 2017; Stich, 2018) or distributing along features (Richtárik & Takáč, 2016; Fercoq et al., 2014) . However, we are not considering such approaches here.
General Definitions
Definition 1 (µ-strong convexity).
This proves the bound on ω(w). By Hölder's inequality
Example 2 (random sparsifiction). The random sparsification operator Q(x) = d r · ξ ⊗ x for random variable ξ ∼ u.a.r. {y ∈ {0, 1} d : y 0 = r} and sparsity parameter r ∈ N + is a ω = d r − 1 quantization operator.
For a proof see e.g. (Stich et al., 2018, Lemma A.1) . Example 3 (block quantization). The vector x ∈ R d is first split into t blocks and then each block v i is quantized using random dithering with p = 2, s = 1. If every block has the same size d/t, then this gives a quantization operator with
Block quantization was e.g. used in (Alistarh et al., 2017) and is also implemented (in a similar fashion) in the CNTK toolkit (Seide & Agarwal, 2016) . The proofs of the claimed bounds can be found in (Mishchenko et al., 2018) .
DIANA with Arbitrary Quantization
We are now ready to present the first algorithm and its theoretical properties. In this section we consider the regularized problem (1):
where R : R d → R ∪ {+∞} denotes a closed convex regularizer.
DIANA
Algorithm 1 is identical to the DIANA algorithm in (Mishchenko et al., 2018) . However, we allow for arbitrary ω-quantization operators, whereas Mishchenko et al. (2018) consider random dithering quantization operators (3) with p ≥ 1 and s = 1 only.
In Algorithm 1, each worker i = 1, . . . , n queries the oracle and computes an unbiased stochastic gradient g
A naïve approach would be to directly send the quantized gradients, Q(g k i ), to the master node. However, this simple scheme does not only introduce a lot of noise (for instance, even at the optimal solution x ∈ R d the norms of the stochastic gradients do not vanish), but also does in general not converge for nontrivial regularizers R ≡ 0. Instead, in Algorithm 1 each worker maintains a state h 
Convergence of Algorithm 1
We make the following technical assumptions: Assumption 1. In problem (8) we assume each f i : R d → R to be µ-strongly convex and L-smooth. We assume that each g k i in Algorithm 1 has bounded variance
The main theorem of this section, presented next, establishes linear convergence of Algorithm 1 with arbitrary ω-quantization schemes.
Theorem 1. Consider Algorithm 1 with ω-quantization Q and stepsize α ≤ 1 ω+1 . Define the Lyapunov function
for c ≥ 4ω αn and assume γ ≤ 
Variant 2 (SAGA): update gradient table
on the size of σ 2 , which measures the average variance of the stochastic gradients g k i across the workers i ∈ [n]. In contrast, variance reduced methods converge linearly for arbitrary accuracy > 0.
The main challenge
Let us recall that the variance reduced method SVRG (Johnson & Zhang, 2013) computes the full gradient ∇f (x) in every epoch. To achieve this in the distributed setting (1), each worker i must compute the gradient ∇f i (x) and send this vector (exactly) either to the master node or broadcast it to all other workers. It might be tempting to replace this expensive communication step with quantized gradients instead, i.e. to rely on the aggregate y Q := 1 n n i=1 Q(∇f i (x)) in-stead. However, the error y Q − ∇f (x) can be arbitrarily large (e.g. it will even not vanish for x = x ) and this simple scheme does not achieve variance reduction (cf. also the discussion in (Künstner, 2017) ). Our approach to tackle this problem is via the quantization of gradient differences. Similarly to the previous section, we propose that each worker maintains a state h k i ∈ R d , and only quantizes gradient differences; for instance update h
(we assume this for ease of exposition, the actual scheme is slightly different). We can now set
, which turns out to be a much more robust estimator of ∇f (x). By means of proving that h
we are able to derive the first variance reduced method that only exchanges quantized gradient updates among workers.
Three new algorithms
We propose in total three variance reduced algorithms, which are derived from either SAGA (displayed in Algorithm 2, Variant 2), SVRG (Algorithm 3 provided in the appendix) and L-SVRG (Algorithm 2, Variant 1), a variant of SVRG with random epoch length and described in (Kovalev et al., 2019) . We prove global linear convergence in the strongly convex case and O(1/k) convergence in convex and non-convex cases. Moreover, our analysis is very general in the sense that the original complexity results for all three algorithms can be obtained by setting ω = 1 (no quantization).
Comments on Algorithm 2. In analogy to Algorithm 1, each node maintains a state h k i ∈ R d that aims to reduce the variance introduced by the quantized communication. In contrast to the variance reduced method in (Alistarh et al., 2017) that required the communication of the uncompressed gradients for every iteration of the inner loop (SVRG based scheme), here we communicate only quantized vectors.
Each worker i = 1, . . . , n computes its stochastic gradient g k i in iteration k by the formula given by the specific variance reduction type (SVRG, SAGA, L-SVRG) 
. Subsequently, the DIANA scheme is applied. Each worker in Algorithms 2 and 3 maintains a state h ∇f ij (w i j k ) that needs only to be recomputed whenever the w k ij 's change. Which is either after a fixed number of steps in SVRG, or after a random number of steps as in L-SVRG. These aspects of the algorithm are not specific to quantization and we refer the readers to e.g. (Raj & Stich, 2018) for a more detailed exposition.
Convergence of VR-DIANA (Algorithm 2)
We make the following technical assumptions (out of which only the first one is shared among all theorems in this section):
Assumption 2. In problem (1) assume the finite-sum structure (11) for each f i . Further assume each function
We are now ready to proceed with the main theorems.
Strongly convex case
Theorem 2 (Strongly convex case). Consider Algorithm 2 with ω-quantization Q, and step size α ≤
where
and
Then under Assumption 2 and 3
and the expectation is conditioned on the previous iterate.
Remark 4. We would like to mention that even we do not consider the regularized problem in the second part, using our analysis, one can easily extend our result to non-smooth regularizer just by exploiting non-expansiveness of the proximal operator. 
VR with random Table 1 . This table compares variance reduced methods with different levels of quantization. TheÔ notation omits log 1/ε factors and we assume ω ≤ m (ω ≤ m 2/3 for non-convex case) for ease of presentation. For block quantization (last row), the convergence rate is identical to the method without quantization (first row) but the savings in communication is at least d/n, assuming d ≥ n. (in number of total coordinates, here we did for simplicity not consider further savings that the random dithering approach offers in terms of less bits per coordinate). This table shows that quantization is meaningful and can provide huge benefits, especially when communication is a bottleneck.
Recall that variance reduced methods (such as SAGA or SVRG) converge at rateÔ(κ + m) in this setting (cf. Table 1). The additional variance of the quantization operator enters the convergence rate in two ways: firstly, (i), as an additive component. However, in large scale machine learning applications the number of data samples m on each machine is expected to be huge. Thus this additive component affects the rate only mildly. Secondly, (ii), and more severely, as a multiplicative component κω n . However, we see that this factor is discounted by n, the number of workers. Thus by choosing a quantization operator with ω = O(n), this term can be controlled. In summary, by choosing a quantization operator with ω = O(min{n, m}), the rate of VR-DIANA becomes identical to the convergence rate of the vanilla variance reduced schemes without quantization. This shows the importance of algorithms that support arbitrary quantization schemes and that do not depend on a specific quantization scheme.
Convex case
Let us now look at the convergence under (standard) convexity assumption, that is, µ = 0. Then by taking output to be some iterate x k with uniform probability instead of the last iterate, one gets the following convergence rate. Theorem 3 (Convex case). Let Assumptions 2 and 4 hold, then a randomly chosen iterate x a of Algorithm 2, i.e.
where k denotes the number of iterations.
. To
iterations.
Here we see that along the quantization operator is chosen to satisfy ω = O(min{m, n}) the convergence rate is not worsened compared to a scheme without quantization.
Non-convex case
Finally, convergence guarantee in the non-convex case is provided by the following theorem.
As long as ω ≤ m 2/3 , the iteration complexity above is O(ω 1/2 ) assuming the other terms are fixed. At the same time, the communication complexity is proportional to the number of nonzeros, which for random dithering and random sparsification decreases as O(1/ω). Therefore, one can trade-off iteration and communication complexities by using quantization. Some of these trade-offs are mentioned in Table 1 We plot functional suboptimality on the left and distance from the optimum on the right. ∞ dithering is used for every method except for QSVRG, which uses 2 dithering. We chose small value of λ2 for this dataset to give bigger advantage to sublinear rates of Diana-SGD and TernGrad-ADAM, however, they are still much small than linear rates of variance reduced methods. 
Experiments
We illustrate the performance of the considered methods on standard logistic regression problems for binary classification. We regularize the loss with 2 -penalty, so the full objective is log(1
, where A ij , b ij are data points and λ 2 is the regularization parameter. This problem is attractive because some of the methods to which we want to compare do not have convergence guarantees for non-convex or non-smooth objective. λ 2 is set to be of order 1/(nm). The datasets used are from the LIBSVM library (Chang & Lin, 2011) .
We implement all methods in Python using MPI4PY (Dalcin et al., 2011) for collective communication operations. We run all experiments on a machine with 24 Intel(R) Xeon(R) Gold 6146 CPU @ 3.20GHz cores. The cores are connected to two sockets, 12 cores to each of them, and we run workers and the parameter server on different cores. The communication is done either using 32-or 64-bit numbers, so the convergence is correspondingly up to precision 10
To have a trade-off between communication and iteration complexities, we use in most experiments the block quantization scheme with block sizes equal n 2 , and in one additional experiments we explore what changes under different block sizes. We analyze the effect of changing the parameter α over different values in Figure 2 and find out that it is very easy to tune, and in most cases the speed of convergence is roughly the same unless α is set too close to 1 or to 0. For instance, we see almost no difference between choosing any element of {10 −2 , 10 −3 , 5 · 10 −4 } when ω −1 = 2 · 10 −2 , although for tiny values the convergence becomes much slower. For more detailed consideration of block sizes and choices of α on a larger dataset see Figure 5 .
We also provide a comparison between most relevant quantization method: QSVRG (Alistarh et al., 2017) , TernGradAdam and Diana (Mishchenko et al., 2018) in Figure 3 . Since TernGrad-Adam was the slowest in our experiments, we provide it only in Figure 1 . 
Conclusion
In this work we analyzed various distributed algorithms that support quantized communication between worker nodes. Our analysis is general, that is, not bound to a specific quantization scheme. This fact is especially interesting as we have showed that by choosing the quantization operator (respectively the introduced noise) in the right way, we obtain communication efficient schemes that converge as fast as their communication intensive counterparts. We develop the first variance reduced methods that support quantized communication and derive concise convergence rates for the strongly-convex, the convex and the non-convex setting. Jaggi, M., Smith, V., Takáč, M., Terhorst, J., Krishnan, S., Hofmann, T., and Jordan, M. I. Communicationefficient distributed dual coordinate ascent.
In Advances in Neural Information Processing Systems 27, 2014. URL http://papers.nips.cc/paper/4937-accelerating-stochastic-gradient-descentusing-predictive-variance-reduction.pdf.
Johnson, R. and Zhang, T. Accelerating stochastic gradient descent using predictive variance reduction. In Burges, C. J. C., Bottou, L., Welling, M., Ghahramani, Z., and Weinberger, K. Figure 4 . Experiments with Diana-SVRG and different block sizes applied to the Gisette dataset (d = 5000) with n = 20 workers. In the first two columns we show convergence over time and in the last two we show convergence over epochs. We used 1-bit random dithering with ∞ (first row) and 2 norm and found out that even quantization with full vector quantization often does not slow down iteration complexity, but helps significantly with communication time. At the same time, 2 dithering is noisier and yields a more significant impact of the block sizes on the iteration complexity. For each line in the plots, an optimal stepsize was found and we found out that larger block sizes require slightly smaller steps in case of 2 random dithering. In all cases, we chose α to be 1 2ω
, where ω was computed using the block size. (c) L-SVRG Figure 5 . Functional gap after 20 epochs over the Gisette dataset (d = 5000) with Diana-VR and different combinations of block sizes and α with n = 20 workers. The same (optimal) stepsize is used in all cases with ∞ random dithering. For each cell, we average the results over 3 runs with the same parameters as the final accuracy is random. The best iteration performance is achieved using small blocks as expected, and the value of α does not matter much unless chosen too far from for the columns from the left to the right approximately are {0.14, 0.09, 0.03, 0.02, 0.01}.
B. Notation Table
To enhance the readers convenience when navigating to the extensive appendix, we here reiterate our notation: Table 2 . Summary of frequently used notation.
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For random variable X and any y ∈ R d , the variance can be decomposed as
For any vectors a 1 , a 2 , . . . , a k ∈ R d , we have as a consequence of Jensen's inequality:
For any independent random variables X 1 , X 2 , · · · , X n ∈ R d we have
For a L-smooth and µ-strongly convex function f :
For µ-strongly convex function f :
The prox operator of a closed convex function is non-expansive. That is, for γ > 0,
Throughout the whole appendix we use conditional expectation E X |x k , h 
Furthermore, for h = ∇f (x ),
Proof. The first equation in (18) follows from the unbiasedness of the quantization operator. By the contraction property (7) we have
for every i = 1, . . . , n and the second relation in (18) By applying two times the identity E X − y
2 for random variable X and y ∈ R d , we get
and thus
Note that
by Jensen's inequality. Further,
By summing up these bounds and plugging the result into (20), equation (19) follows.
Lemma 2. Let α(ω + 1) ≤ 1. For i = 1, . . . , n, we can upper bound the second moment of h
Let plug in the bound (ω + 1)α ≤ 1 and continue the derivation:
The second term can be further upper-bounded by ∇f i (
, where we use (12), which concludes the proof.
Proof of Theorem 1. If x is a solution of (1), then x = prox γR (x − γh ) (for γ > 0. Using this identity together with the non-expansiveness of the prox operator we can bound the first term of the Lyapunov function:
It is high time to use strong convexity of each component f i :
Hence,
and by Lemma 1:
Now let us consider the Lyapunov function:
In view of the assumption on γ we have γ
with Cauchy-Schwarz. Using these observations we can absorb the third term in (23) in the first one:
By the first assumption on γ it follows 1 − 2γµ + µ 2 γ 2 1 + 2ω n + cα ≤ (1 − γµ). By the assumption on c we have
Unrolling the recurrence and the estimate k−1
by the first assumption on γ.
E. Variance Reduced Diana-L-SVRG method and SAGA proof
Lemma 3. For all iterates k ≤ 0 of Algorithm 2, it holds that g k i is an unbiased estimate of the local gradient
and g k is that of the full gradient ∇f (x k ):
Proof. It is a straightforward consequence of how we define sampling:
Similarly,
E.1. Strongly convex case
Lemma 4. We can upper bound the second moment of x k in the following way
Proof.
where the first equation follows from the definition of x k+1 in Algorithm 2.
Lemma 5. Let α(ω + 1) ≤ 1. We can upper bound H k+1 in the following way
where the second equality uses definition of h k+1 i
in Algorithm 2 and the first inequality follows from α(ω + 1) ≤ 1.
Lemma 6. We can upper bound D k+1 in the following way
where the second equality uses definition of w k+1 ij in Algorithm 2.
Lemma 7. We can upper bound the second moment of the g k in the following way
We proceed with upper bounding terms T 1 and T 2 separately. For T 1 we can use definition of g k in order to obtain
Let us calculate full expectations conditioned on previous iteration:
The other term follows in a similar way:
which concludes the proof.
Proof of Theorem 2. Combining all lemmas together we may finalize proof. By the definition of Lyapunov function we have
Now, choosing b =
4(ω+1)
αn 2 and c = 16(ω+1) n 2
, we get
E.2. Convex case
Proof of Theorem 3. Using (30) (µ = 0) assuming that α ≥ 2w bn 2 and 1 ≥ 2bα c + 2w cn 2 , we obtain
which after removing conditional expectation can be summed over all iterations 1, 2, . . . , k and one has
where index a is uniformly at random picked from 1, 2, · · · , k ,which concludes the proof.
E.3. Non-convex case
Theorem 5. Consider Algorithm 2 with ω-quantization Q, and stepsize α ≤ 1 ω+1 . Choose any p > 0 (which will appear in sequence c k below) to consider the following Lyapunov function
, where
Lemma 8. We can upper bound W k+1 in the following way
where the second equality uses the update of w k+1 ij in Algorithm 2 and the inequality uses Cauchy-Schwarz and Young inequalities.
Lemma 9. We can upper bound quantity
Equipped with this lemma, we are ready to prove a recurrence inequality for F k :
Lemma 10. Let α(ω + 1) ≤ 1. We can upper bound F k+1 in the following way
in Algorithm 2 and the first inequality follows from Cauchy inequality and holds for any τ > 0.
Taking τ = α/2, we obtain desired inequality.
Lemma 11. We can upper bound the second moment of the g k in the following way
We can use the definition of g k in order to obtain
Now we calculate full expectations conditioned on previous iteration:
As for T 1 , we have
Proof of Theorem 5. Using L-smoothness one gets
where we use the definition of x k+1 in Algorithm 2.
By combining definition of E R k+1 with (32), (34) and (36) one obtains
. Applying the full expectation and telescoping the equation, one gets desired inequality.
We can proceed to the proof of Theorem 4.
Proof of Theorem 4. Recursion for c t , d t can be written in a form
Recall that we once used Young's inequality with an arbitrary parameter p, so we can now specify it. Choosing p =
, and α = 1 ω+1 , where c k = d k = 0 we can upper bound each element of matrix A and construct its upper boundÂ and a corresponding vectorb, wherê
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Due to the structure ofÂ andb we can work with matrices
where it holdsÃ kb = (y 1 , y 2 ) =⇒Â kb = (L 2 y 1 , y 2 ) , thus we can work withÃ which is independent of L. In the sense of Lemma 19, we have that eigenvalues ofÃ are less than 1 − 1 3 max{m,ω+1} , 1 − 1 6 min{m,ω+1} , respectively, and |x| ≤ 2 min{m,ω+1} , thus
By the same reasoning
This implies
. Plugging the lower bound on ∆ into (31) one completes the proof.
F. Variance Reduced Diana -SVRG proof
Lemma 12. For all iterates k ≥ 0 of Algorithm 3, it holds
where the first inequality follows from definition of g k in Algorithm 3.
Broadcast x k to all workers 6 for i = 1, . . . , n do in parallel
F.1. Strongly convex case
To prove the convergence of Algorithm 3 we consider Lyapunov function of the following form:
The following theorem establishes linear convergence rate of Algorithm 3.
Theorem 6. Under Assumptions 2 and 3 For α ≤ 1 ω+1 , the following inequality holds:
where c = 6Lω
(1−θ) l−1−t for r = 0, 1, . . . , l − 1, and b =bl(2γ − c).
, and l = 2 θ SVRG-DIANA needs O κ + κ ω n + ω + m log 1 iterations to achieve precision E [ψ s ] ≤ εψ 0 .
Lemma 13. We can upper bound the second moment of the g k in the following way
where the third inequality uses the definition of g k in Algorithm 3. We can further bound E [
we conclude the proof:
Lemma 14. Let α(ω + 1) ≤ 1. We can upper bound H k+1 in the following way
No we calculate expectations:
Finally we obtain
Proof of Theorem 6.
(1−θ) l−1−t for r = 0, 1, . . . , l − 1, and assume that b is picked such that α − 3ω n 2 b > 0 . We can apply previous inequality recursively for k = (s + 1)l, (s + 1)l − 1, . . . , sl + 1, which implies
F.2. Convex case
Let us look at the convergence under weak convexity assumption, thus µ = 0.
Theorem 7. Let p r = 1/l for r = 0, 1, . . . , l − 1 and α ≤ 1 ω+1 . Under Assumptions 2 and 4, output x a ∼ u.a.r.
where c = Lγ 2 6ω
n + 2 + 1 n + 4bαn and k is number of iterations, which is multiple of l, the inner loop size.
, l = m and α = 1 ω+1 . To achieve precision E [f (
Proof of Theorem 7. Using (42) assuming that b is picked such that α − 3ω n 2 b ≥ 0, we obtain
Taking P s = E x sl − x 2 2 + lc(f (z s ) − f ) + bγ 2H s , full expectation, and using
we get
which can be summed over all epochs and one obtains
F.3. Non-convex case
Theorem 8. Consider Algorithm 3 with ω-quantization Q, and stepsize α ≤ 1 ω+1 . We consider the following Lyapunov function
where 
Then under Assumption 2
Taking x a ∼ u.a.r. {x 0 , . . . , x l−1 } of Algorithm 3 one obtains
where ∆ = min t∈[k] Γ t > 0 . where k denotes the number of iterations, which is multiple of m.
Corollary 7. To achieve precision E ∇f (x a ) 2 2 ≤ ε SVRG-DIANA needs O 1 + ω n 1/2 m 2/3 +ω ε iterations.
Lemma 15. We can upper bound Z k+1 in the following way
Now, summing E [T 1 ] and E [T 2 ] we get
Proof of Theorem 8. Using L-smoothness one gets
where we use the definition of x k+1 in Algorithm 3.
By combining definition of E R k+1 with (47), (49), (51) one obtains
Applying the full expectation and telescoping the equation, one gets desired inequality.
We can proceed to the proof of Theorem 9.
Proof of Theorem 9. Recursion for c t , d t can be written in a form
where it holdsÃ kb = (y 1 , y 2 ) =⇒Â kb = (L 2 y 1 , y 2 ) , thus we can work withÃ which is independent of L. In the sense of Lemma 19, we have that eigenvalues ofÃ are less than 1 − where x a ∼ u.a.r. {x 0 , x 1 , . . . , x k−1 }, which concludes the proof.
This implies
Γ k = γ − γ 2 L 2 − c k+1 γ 2 + γ p − d k+1 1 + 2 α L 2 γ 2 ≥ γ − γ 2 L 2 − L 2
G. Technical Lemma
Lemma 19. Let A be a 2 × 2 matrix of which all entries are non-negative and y k be a sequence of vectors for which y k = Ay k+1 + b and y T = (0, 0), where b is a vector with non-negative entries, andÂ = A + B,b = b + y, where B and y have all entries non-negative. Then for the sequenceŷ k =Âŷ k+1 +b it always holds thatŷ k ≥ y k (coordinate-wise) for k = 0, 1, . . . , T . Moreover, letÂ has positive real eigenvalues λ 1 ≥ λ 2 > 0, thus there exists a real Schur decomposition of matrixÂ = U T U , where T = λ 1 x 0 λ 2 and x ∈ R, and U is real unitary matrix, then for every element ofŷ k it holdŝ
for k = 0, 1, 2, . . . , T − 1. From these equalities it is trivial to see thatŷ k ≤ y k , becauseŷ k contains at least all the elements of y k and every element is non-negative.
For the second part of the claim, we have for every element ofŷ
where the last inequality follows from fact that A 2 ≤ A F ≤ |a 11 | + |a 12 | + |a 21 | + |a 22 | and
