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How Can Actor-Network Theory Assist in Rethinking 
Approaches to Banning or Restricting Lethal Autonomous 
Weapon Systems?   
 
Introduction 
There is an urgent desire from concerned individuals from various fields, be it academia, 
Silicon Valley, the military and civil society, who together have concentrated efforts to reduce 
the chance that certain advances in technological hardware and software will be used for 
militaristic purposes. To be more specific, it is the concern over the development of AI systems 
that has opened the possibility to create Lethal Autonomous Weapon Systems (LAWS) that 
possess the ability to survey, recognise, target and eliminate enemy objectives or combatants, 
without any human supervision.1 It is this last attribute that is the key distinguishing factor of 
LAWS, compared to other forms of military technology. To designate the responsibility to 
lethally engage in combat to a machine is controversial to say the least, as it raises numerous 
legal, ethical and moral issues. Militaries are interested in how LAWS can perform tasks 
beyond the possibilities of their human counterparts, as well as cut expenditure costs and reduce 
the risk of civilian and military casualties.2 Yet the international community has shown 
increased concern over whether LAWS should be allowed to search, recognise, target and kill 
without human judgment or control. Advocates against the use of LAWS frequently turn to 
International Humanitarian Law (IHL), and how such weapon systems inherently violate its 
core principles on the conduct of war. Yet LAWS represent more than just an emergent 
technology positioned to play a pivotal role in the future of warfare. Rather, it forces a rethink 
of how technology actively enables change and difference in relation to ourselves and our 
environment. This paper seeks to examine how Actor-Network Theory can restructure both 
human and non-human elements together in a manner that reflects the very tensions inherent 
to the prospect of realizing LAWS. First, the difficulties of conceptualizing what LAWS are 
must be addressed for clarification. The principles of IHL will then be analysed to determine 
whether the weapon system is compatible with its rules and regulations, the conclusion being 
that current advancements in information technology are insufficient in demonstrating proper 
judgment and precaution when conducting operations that require lethal force. Actor-network 
theory will provide a lens through which relations between objects both material and semiotic, 
as well as between human and non-human actors, can be assembled into structures of power 
and action. This will culminate in how a better understanding of LAWS can assist in the pursuit 
of arms control and prohibition of the weapon systems in question.  
 
 
                                                 
1 Asaro, Peter. "On banning autonomous weapon systems: human rights, automation, and the dehumanization of 
lethal decision-making." International Review of the Red Cross 94.886 (2012): 690. 
2 Roff, Heather M. and Moyes, Richard. “Meaningful Human Control, Artificial Intelligence and Autonomous 
Weapons.” Briefing paper prepared for the Informal Meeting of Experts on Lethal Autonomous Weapons 
Systems, UN Convention on Certain Conventional Weapons, April 2016. 
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Conceptualizing LAWS 
The question of autonomy isn’t a fully dichotomous one, as there are examples of autonomous 
and semi-autonomous weapon systems that are currently operational. Unmanned Aerial 
Vehicles (UAV’s), anti-missile systems and ground patrol vehicles are but a few systems that 
incorporate some level of autonomy when in operation. There remains however, an important 
distinction to be made. While these various systems are labelled autonomous or semi-
autonomous, their conduct still requires teams of engineers, pilots, programmers, officers, etc. 
to supervise and decide on the direction of the operation at hand.3 A categorization has been 
developed by The Human Rights Watch in conjunction with the International Human Rights 
Clinic, that places the autonomy of weapon systems into three classifications; human-in-the-
loop, human-on-the-loop and human-out-of-the-loop.4 Human-in-the-loop describes weapon 
systems that depend upon human involvement in targeting and executing force. Human-on-
the-loop systems are granted further autonomy in conducting lethal operations, yet contain an 
overriding mechanism that can be activated at all times by a human who is constantly 
supervising the system. Lastly, the human-out-of-the-loop categorization defines systems that 
are completely independent of human interaction, operating without constraint. The United 
States Department of Defence (DoD) similarly distinguishes between varying forms of 
autonomous weapon systems, stating that lethal, semi-autonomous weapon systems require 
human supervision in either target acquisition, target engagement, or both, whereas a fully 
autonomous system is completely independent of human control.5  
Autonomy is not an either/or condition, rather it is present to some degree in various forms of 
military hardware and software that is currently in use. It is the implication of completely 
removing the human element from the decision-making processes that is considered highly 
controversial. There are various political, legal, ethical and moral concerns that arise within the 
question of full autonomy. The composition of these issues make up the political discourse 
surrounding the question of whether such technology should be banned or restricted before 
coming into practice. This discursive space includes a variety of actors stemming from a 
multitude of backgrounds, culminating in a political movement named the Campaign to Stop 
Killer Robots.6 On the other end of the spectrum, there is the relentless progression of 
technological achievements in artificial intelligence, recognition software, computational 
algorithms and other components that LAWS are comprised of, driven by military research and 
the private market. These technological developments are closing the gap between the 
conceivable and the possible, creating a sense of urgency for the need to place restrictions on 
LAWS development and production. Furthermore, the need to ban LAWS is not unanimously 
shared among experts in academia, the military or otherwise. Arguments for the use of LAWS, 
such as the humaneness in replacing irrational, human warfighters with autonomous robots or 
                                                 
3 Fiott, Daniel. "A Revolution Too Far? US Defence Innovation, Europe and NATO’s Military-Technological 
Gap." Journal of Strategic Studies (2016): 8. 
4 Akerson, David. "The illegality of offensive lethal autonomy." International Humanitarian Law and the 
Changing Technology of War, Dan Saxon, ed,(Leiden: Martinus Nijhoff/Brill, 2013) (2013): 71. 
5 Department of Defense Directive 3000.09, Autonomy in Weapon Systems (November 21, 2012): 14. 
6 Campaign to Stop Killer Robots, (https://www.stopkillerrobots.org/). 
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the increased accuracy and response time credited to autonomous systems, are justifications 
for the use of LAWS in the future conduct of war.7  
No matter which side one falls on in the debate on whether LAWS should be internationally 
banned or restricted, there exists a level of ambiguity that is central to the conceptual and legal 
status of the weapons themselves. For LAWS are neither conventional weapons that are simply 
tools for use, nor are they full replacements for the modern combatant, completely independent 
and fully operational without any input from human commands. This uncertainty causes 
confusion in how IHL can be used to impose restrictions or bans on LAWS. The conduct of 
war in both national and international conflicts is subject to the principles constituted in the 
law of armed conflict (LOAC). While LOAC is not necessarily a legally binding framework 
enforcing the regulation of hostilities, it nonetheless acts as a series of norms and procedures 
that is generally accepted as customary law by members of the international community.8 The 
Additional Protocol I of the Geneva Convention (API) acts as an instrument of legal regulation, 
itself a continuation of customary law established by the Martens clause, ensuring that states 
adhere to certain practices regarding everything from civilian protection to the status of 
surrendered enemy combatants.9 Proponents that seek to ban LAWS view LOAC as a means 
to impede the production and deployment of the weapons, citing a number of reasons that make 
LAWS incompatible with international law. But the confusion surrounding the status of LAWS 
as an enabling, autonomous agent or a military tool places it in a legal grey area. Whether it is 
permissible depends on how intentionality and responsibility are measured. Is the weapon 
making intentional choices when targeting combatants and if so, to what degree is that 
intentionality a product of autonomous decision-making or a pre-programmed algorithm? If 
LOAC is violated in jus in bello, then where does the responsibility lie, in the commanding 
officers, or the engineers of the company that manufactured the weapon?  
This is not the case for other weapons that are banned under international law. Chemical 
weapons, blinding lasers, cluster bombs are all examples of weapons that have been banned on 
the basis that they cause unnecessary violence beyond furthering military objectives, or that 
the weapon cannot distinguish between enemy combatants and civilians, or both.10 In those 
cases, it is clear what the intent and purpose of the weapons are, how they can be utilized and 
what the consequences are for using them in war. Thus, legal restrictions can be employed to 
ban their production and prevent their use. The same cannot be said for LAWS, as they are not 
defined by a specific use or purpose, can be present in various forms and potentially used across 
a multitude of scenarios. Furthermore, LAWS identify enemy combatants through recognition 
and targeting algorithms, meaning that they fall under the category of a discriminate weapon 
and one that is difficult to ban on the premise that it cannot distinguish between an enemy 
combatant, someone that is ‘Hors de Combat,’ (i.e. has surrendered or has been incapacitated), 
or a non-combatant.11 Yet their status as a discriminate weapon does not make them 
invulnerable to international restriction. Lethal drones for example, do not inherently violate 
                                                 
7 Arkin, Ronald. "The case for banning killer robots: counterpoint." Communications of the ACM 58.12 (2015): 
46. 
8 Egeland, Kjølv. "Lethal Autonomous Weapon Systems under International Humanitarian Law." Nordic 
Journal of International Law 85.2 (2016): 91. 
9 Ibid, 92. 
10 Ibid. 
11 Protocol Additional to the Geneva Conventions of 12 August 1949, and Relating to the Protection of Victims 
of International Armed Conflicts (Protocol I), art. 41 and 48, adopted June 8, 1977, 1125 U.N.T.S.  
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international law, rather it is their application and use as means to achieve military and non-
military objectives that creates cause for international legal objections.12 It is ultimately the 
operator who authorizes lethal engagement and is subject to possible violations under LOAC 
based on their actions. LAWS on the other hand, possess the inherent qualities that can violate 
LOAC, in that the weapon itself is designed to autonomously decide whether to engage or not, 
leaving “it” responsible to obligations under international law.   
There are a series of difficulties when attempting to conceptualize what constitutes a LAWS. 
The Phalanx CIWS, an anti-missile system that targets and fires upon incoming missiles 
without the need of an operator, can be considered an autonomous weapons system, although 
it exclusively aims at missiles, placing it in the category of a non-lethal weapon. Land or sea 
mines on the other hand, can fall under such a category as they can and do cause the death or 
maiming of both combatants and civilians, while also activating without human involvement. 
However, it can be argued that mines are not autonomous, in the sense that they do not possess 
the capacity to make decisions on their own, based on information collected and analysed. Does 
autonomy then equate with independent thinking? Roboticists would argue no, that autonomy 
is the performance of a sequence of rapidly occurring decisions that follow a routine established 
by a set of predictions predetermined by an algorithm.13 If that is the case, then LAWS are not 
replicating human cognitive processes when employed in operations, but rather are making 
decisions based on preprogramed software and real time data feeds. The U.S. DoD directive 
on autonomy in weapon systems define LAWS as “A weapon system that, once activated, can 
select and engage targets without further intervention by a human operator,” a description that 
is generally compatible with how other organizations, both military and civil, define the 
system.14 Kjølv Egeland expands upon this by refocusing on the legal nature of LAWS, 
“Supposedly, LAWS would have the ability to make decisions themselves, thus breaking the 
causal chain between humans and the use of force. This could viably be understood as the 
defining legal aspect of autonomous weapon systems.”15 This shifts the attention away from 
the functionality of the system, fixing instead on the causality of its activities. Whatever one’s 
opinions are on the definition of LAWS, none can argue that it remains difficult to 
conceptualize legal responsibility for the actions of LAWS, the result being that it falls under 
a legal grey zone.  
Distinction, Precaution and Proportionality 
Three principles emerge from IHL that legal experts say must be adhered to during war. The 
first principle is that of distinction, which requires belligerents to prohibit attacks on civilians 
and civilian structures and objects and target only military entities, under articles 54, 55 and 56 
of API.16 To ensure that the protocols are effectively obeyed, article 57 states that precautions 
have to be taken during the planning, staging and operating of an attack, to prevent or limit 
                                                 
12 Boothby, Bill. "How Far Will the Law Allow Unmanned Targeting to Go?" International Humanitarian Law 
and the Changing Technology of War, Dan Saxon, ed,(Leiden: Martinus Nijhoff/Brill, 2013) (2013): 50. 
13 Siegwart, Roland, Illah Reza Nourbakhsh, and Davide Scaramuzza. Introduction to autonomous mobile 
robots. MIT press, (2011): 7. 
14 Egeland, Kjølv. "Lethal Autonomous Weapon Systems under International Humanitarian Law." Nordic 
Journal of International Law 85.2 (2016): 94. 
15 Ibid. 
16 Protocol Additional to the Geneva Conventions of 12 August 1949, and Relating to the Protection of Victims 
of International Armed Conflicts (Protocol I), art. 54, 55 and 46, adopted June 8, 1977, 1125 U.N.T.S. 
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civilian casualties or destruction of environment or property.17 Furthermore it states that at any 
stage, if it were to become apparent that the objective has changed in a manner that would 
excessively increase the destruction and/or death of civilian life and society in relation to the 
military advantage gained, that the operation must be suspended or cancelled. Essentially it 
determines that precautionary measures must be present at all stages; whether it’s the tactical, 
operational or the strategical level, in order to preserve the rules of article 57.18 What is required 
of LAWS is to satisfy two conditions; the recognition and confirmation of an objective being 
military in nature and secondly, calculating the proportional outcomes of an operation to ensure 
that appropriate measures are taken to minimise civilian risks.19 The ability to recognize does 
not pose a legal challenge for LAWS as current technological capabilities can detect what 
constitutes a military target and what does not, through the use of sensors and software 
algorithms that calculate patterns, confirming predetermined signatures representative of 
military targets, i.e. tanks, missile silos, training grounds, etc.20 This does not however, suggest 
that LAWS can successfully distinguish between a military and non-military target, especially 
considering the blurring between what constitutes a combatant and a civilian, a common reality 
in 21st century warfare. Having said that, when solely examining the ability to recognize 
differences between military and non-military targets, it seems that current recognition 
software is capable in complying within boundaries deemed acceptable by IHL.  
It becomes more complicated in the matter of the second and third principle in question: that 
of precautions and the proportional means by which they are calculated from. Precautions are 
assessments in comparing military advantage with potential civilian harm, calculating the 
proportional risks in context specific cases. Such decisions require careful and sound 
judgement by both those commanding and executing orders. LAWS, operating exclusively on 
preprogramed algorithms and sensory data feeds, would have to be able to continuously assess 
their surroundings to ensure that achieving operational goals do not infringe upon IHL, with 
the possibility of adjusting aims if it were the case. This means that the responsibility of 
upholding precautionary measures based on proportional calculations ultimately rests on the 
amount of planning and assessment done prior to the activation of the weapon system and, 
when the time comes to decide whether to engage in kinetic force, how the system can reorient 
itself if the costs are too high.21 There is yet to exist software capable of making such 
calculations necessary in ensuring precautionary measures, meaning that if LAWS were to 
comply with IHL, they would be highly dependent on intel and assessments made during the 
planning stages before embarking on an operation.22 If any changes were to happen on the 
ground, then the LAWS would be limited in altering its coordinated attack, leading to potential 
breaches of IHL. 
                                                 
17 Protocol Additional to the Geneva Conventions of 12 August 1949, and Relating to the Protection of Victims 
of International Armed Conflicts (Protocol I), art. 57, adopted June 8, 1977, 1125 U.N.T.S. 
18 Roff, Heather M. and Moyes, Richard. “Meaningful Human Control, Artificial Intelligence and Autonomous 
Weapons.” Briefing paper prepared for the Informal Meeting of Experts on Lethal Autonomous Weapons 
Systems, UN Convention on Certain Conventional Weapons, (April 2016): 5. 
19 Boothby, Bill. "How Far Will the Law Allow Unmanned Targeting to Go?" International Humanitarian Law 
and the Changing Technology of War, Dan Saxon, ed,(Leiden: Martinus Nijhoff/Brill, 2013) (2013): 54. 
20 Ibid, 55. 
21 Egeland, Kjølv. "Lethal Autonomous Weapon Systems under International Humanitarian Law." Nordic 
Journal of International Law 85.2 (2016): 106. 
22 Boothby, Bill. "How Far Will the Law Allow Unmanned Targeting to Go?" International Humanitarian Law 
and the Changing Technology of War, Dan Saxon, ed,(Leiden: Martinus Nijhoff/Brill, 2013) (2013): 56. 
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 Finally, there is the issue of surrender, when an individual passes from being a legitimate 
military target to one removed from combat, ensuring protection under international law from 
attack.  However, an attack on a target that has surrendered is not considered unlawful if it is 
difficult detect whether the combatant has actually surrendered. It depends entirely on the 
intuition of the one attacking the target, if they can identify signs of surrender. Just as with the 
context specific nature of undertaking precautionary measures through continuous proportional 
assessments, recognising indications of surrender requires decisions made on a intrinsically 
qualitative basis, a factor dependent on prior experience that is near impossible to replicate in 
a A.I. system23 (the SGR-A1 sentry guard robot, an autonomous sentry bot deployed by the 
South Korean military to patrol the demilitarised border with North Korea, comes to mind as 
an exception capable of issuing demands for and identifying cases of surrender when an enemy 
would raise their hands. While it contains an option to perform its duties completely 
autonomously, including firing on an enemy, it is still unclear whether the military allows for 
such decisions to made without human supervision).24 It would appear that in order to comply 
with standards set forth in IHL, LAWS would have to include a function that allows for an 
overriding mechanism to be enforced by a human operator who would be present at all stages 
of activity, at least until advancements in A.I. are far enough to succeed or at least replicate 
human cognitive processes that would lead to optimal results under IHL. Without venturing 
too far into the realm of science fiction and probability, would it be considered satisfactory to 
replace human judgement in decision-making processes, without considering whether it is 
humane in the first place to allow a machine the authority to do so? For now, it seems that there 
would need to be a human-on-the-loop condition that would play a passive role except in cases 
where LAWS were incapable of proceeding with operational manoeuvres without violating 
principles of IHL. Yet questions remain as to how much control a human operator would have 
in overriding the system, as well as at what stage the operator would still be able to intervene, 
based on how much information is received. For a weapons system that is designed to 
essentially distance humans from having to engage in combat practices and to reduce the time 
it takes to decide to a matter of milliseconds, it seems odd that at every step there would be an 
operator there to verify the progression of a mission. Interference on that level would be 
counterproductive to the military benefits of automating military activities. 
Finally, there is the issue of responsibility allocated to LAWS should its activities result in 
excessive casualties, destruction of civilian objects or the environment. An individual can be 
identified as being directly responsible for his or her actions and can be held accountable and 
punished accordingly. However, LAWS, while able to act autonomously, lack the intent and 
knowledge that drives actions, meaning that they are unable to be culpable for their mistakes 
nor would punishment achieve anything.25 Actions are not performed on the basis of human 
emotions or desires, but on the designs of the hardware and software that constitutes a robot, 
as well as computed instructions and accumulated data. Thus, responsibility can be traced to 
the individuals that are tasked with creating the LAWS and the military commanders who 
deploy them. Software designed for LAWS would aim to adhere to the principles of IHL, so 
any actions that deviate from expected behaviour would be considered a result of programming 
faults. The company that designed the machine could be fined for product liability, for not 
                                                 
23 Lucas Jr, George R. "Industrial challenges of military robotics." Journal of Military Ethics 10.4 (2011): 283. 
24 Beard, Jack M. "Autonomous Weapons and Human Responsibilities." Geo. J. Int'l L. 45 (2013): 631. 
25 Egeland, Kjølv. "Lethal Autonomous Weapon Systems under International Humanitarian Law." Nordic 
Journal of International Law 85.2 (2016): 110. 
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taking the necessary precautions to prevent such outcomes or warn of potential faults.26 Rarely 
though, can a malfunction be attributed directly to an individual as such technologies usually 
require massive teams of engineers working together or separately, from different departments 
or sectors, with limited knowledge of the project in its entirety. The software itself is comprised 
of millions of lines of code, forming a complex network that becomes incredibly difficult to 
disentangle and identify for problems or evidence of potential hacking and disruption.  
The machine is also dependent on the context in which it operates to make decisions. Seeking 
responsibility from an individual or team could only occur in situations where it was 
abundantly clear that they were guilty of intentional malpractice or gross incompetence. Errors 
caused by the robot may not be attributed to the design of the system, but rather in the decision 
of deployment and choice of objectives. In this case, another avenue for responsibility is the 
command structure that utilizes a LAWS in the battlespace. Both civil or military leaders who 
command soldiers who commit crimes can be found accountable for the crime as well, as long 
as they had the knowledge or should have known that the crime was being committed.27 This 
may be complicated by the level of interaction between the commander and the LAWS, 
whether the commander is in a position to observe and control the weapon, as well as how well 
versed the commander is in how the weapon functions. However, under international criminal 
law, commanders and officers are charged on the crime of negligence of supervision, rather 
than on the crime itself, which is reserved for the individuals who committed them.28 
Ultimately, international law is strengthened through its clear practice and application; 
ambiguities will continue to exist as long as it remains unclear as to how LAWS will be utilized 
in war. 
Shaping the Political Debate 
The application of IHL to restrict LAWS under the condition that it infringes on basic principles 
established in the API of the Geneva Convention has been adopted as a viable direction leading 
to a possible outright ban by advocates against their development. Yet there remain large gaps 
as to what LAWS will be like in the future and whether it can comply with LOAC. As a result 
of these gaps, there is a political debate ongoing between experts from various professional 
fields. Scholars, scientists, philosophers, military officers and politicians alike weigh in on the 
issues related to LAWS. Those like roboticist Ronald Arkin, argue that the future of warfare 
that includes LAWS is one that is more humane, calculated and swifter, one that is absent of 
human mistakes and destructive emotion.29 Others, such as legal scholars’ Kenneth Anderson 
and Matthew Waxman, argue that LAWS are not inherently unethical or illegal under IHL, and 
that current legal frameworks are adequate in guiding the development of such systems in a 
controlled manner.30 Whatever position one takes, it is rare to see the emergence of a 
technology that stimulates a variety of opinions and voices in the public debate. Thus, as 
technological advancements progress at a rapid rate, so too do the social interactions that 
                                                 
26 Lucas Jr, George R. "Industrial challenges of military robotics." Journal of Military Ethics 10.4 (2011): 280. 
27 Beard, Jack M. "Autonomous Weapons and Human Responsibilities." Geo. J. Int'l L. 45 (2013): 655. 
28 Ibid, 656. 
29 Arkin, Ronald. "The case for banning killer robots: counterpoint." Communications of the ACM 58.12 (2015): 
46. 
30 Anderson, Kenneth, and Matthew C. Waxman. "Law and ethics for autonomous weapon systems: Why a ban 
won't work and how the laws of war can." Stanford University, The Hoover Institution (Jean Perkins Task Force 
on National Security and Law Essay Series), (2013): 23. 
10 
 
attempt to shape its momentum. Perhaps not as successful in achieving direct results, clarity or 
consensus, nonetheless political discourse contributes immensely to the conceptualization and 
development of technology. 
 It is not however, a one-way street. For technology as well has, broadly speaking, an impact 
on politics and society in countless ways, transforming how we live, think and fight amongst 
one another. The debate on banning LAWS, for example, transpires not from a precautionary 
concern with what direction military technological development is heading but instead as a 
direct reaction against automation and automatization of the world’s leading militaries, a 
process that has been underway over the last two decades, as is evident, for example, by the 
2001 U.S. congressional mandate that ordered a third of all combat aircraft and vehicles to be 
unmanned by 2010 and 2015 respectively.31 The technology itself acts as a conduit for various 
political, social, economic, ethical and legal forces that contend and collude for priority and 
relevance. LAWS are conceptual and real at the same time, meaning that it can be argued that 
their potential deployment in combat is both a nearing reality and yet remains a distant 
possibility. This is due to the fact that many current unmanned weapon systems possess the 
characteristics that define LAWS; complex recognition and targeting software, state-of-the-art 
weaponry and infrastructure to support operations, without the sophistication of full autonomy. 
Lacking the essential leaps needed in A.I. development to replicate or improve upon human 
decision-making processes that adhere to the principles of distinction, precaution and 
proportionality in IHL, advanced A.I. software is an engineering accomplishment that is still 
far from completion.32 Discourse however, tends to focus on specific issues and aspects of 
LAWS depending on who is addressing them and for what audience. A legal expert may argue 
the illegality of LAWS under IHL, though only those who are familiar with international law 
can understand its line of reasoning. Similarly, a roboticist can explain the specific difficulties 
in developing A.I. recognition software to his or her peers, but a policy-maker might find such 
concepts and terminologies too complicated. This problem has been acknowledged by think-
tank strategists such as Peter Singer, who views these barriers between the various actors as a 
detrimental force to preventing LAWS development from spiralling out of control.33 Steps have 
already been taken to address this concern, as evident in the annual Meeting of Experts on 
LAWS, organized by the UN Convention on Certain Conventional Weapons (CCW) to bring 
experts and policymakers alike together to discuss the future of LAWS.34 It is a step in the right 
direction, but more can be done by reinterpreting and comprehensively reviewing technology’s 
role as an enabling factor in security. 
Instrumentalist vs. Substantivist Perspectives 
Technology has always played an important part in how the politics of security is shaped, 
especially in the area of arms control and disarmament. It is, after all, the means by which 
security is realised for all practical purposes; as technology progresses so too does the capacity 
for security to expand in greater and perhaps more dangerous ways. At this intersection, where 
technology presents new avenues for the pursuit of security and the conduct of war, politics 
intervenes, acting as a guiding force that can prevent, legitimise or even intensify such 
                                                 
31 Lucas Jr, George R. "Industrial challenges of military robotics." Journal of Military Ethics 10.4 (2011): 280. 
32 Beard, Jack M. "Autonomous Weapons and Human Responsibilities." Geo. J. Int'l L. 45 (2013): 623. 
33 Singer, Peter W. "Military robotics and ethics: a world of killer apps." Nature 477.7365 (2011): 401. 
34 Michael Biontino. "Report of the 2016 Informal Meeting of Experts on Lethal Autonomous Weapons Systems 
(LAWS)." High Contracting Parties to the Geneva Convention at the United Nations. 2016. 
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possibilities. Societal concerns and efforts to ban or restrict weapons contribute to the political 
processes that govern their development. Yet little attention is given to how technology itself 
can affect the politics of security, as an active participant that too can shape outcomes and 
events externally to human control. This is not to say that technology possesses a conscious 
intent or a stake in the matter, rather it is to acknowledge how technology can independently 
construct new meaning that in turn, can influence society or in this case, security. Instead, 
technology is usually viewed in two manners in relation to security; either from an instrumental 
or a substantivist perspective.35 Instrumentalist views categorize technology as simply being 
material objects and nothing more, their use having no real impact or weight on changes in 
security besides the fact it is a means to an end, a tool in other words. On the other hand, the 
substantivist view stresses the effects of technology on our societal and cultural relations in a 
deterministic fashion, suggesting that humanity has no effective control over the continued 
integration of technology in our lives, that it has precedent in dictating how relations are 
construed or broken. What both views share is a static position on technology, that it is either 
irrelevant to speak of its contributing factor in political and security relations or that it is a 
deterministic force whose influence is ever present and inevitable, one that cannot be tamed by 
socio-political forces.36 This results in a separation of politics from technology, that instead of 
understanding weapons like LAWS as being comprised of political and technological 
components, it observes socio-technological relations as being solely political or excessively 
technological by nature.  
Positons on technology that neglect how it interacts with security risk undermining efforts in 
arms control and disarmament. Accepting certain presumptions as given, such as the 
inevitability of reaching human cognitive capabilities in A.I. systems or that weapons 
technology, once developed, can easily disseminate across borders or even to volatile pariah 
states or non-state actors, can limit the understanding of how LAWS can and will be used in 
the future. Nuclear weapons can provide ample evidence as to how arms disarmament adjusted 
its priorities in the name of attainable goals, to coincide with the logics of international relations 
that were prevalent at the time. What started as movements to eradicate nuclear weapons on 
the basis of its absolute destructive qualities, slowly became efforts in managing and limiting 
the numbers of warheads in stockpiles.37 Concessions were made based on accepting deterrence 
as the dominant approach to managing nuclear weapons and led to adopting more realistic 
stances on reducing numbers. What resulted was the normalization of nuclear weapons as an 
integral part of international security, without regarding the process of nuclear weapons 
development as being a dialectic relationship between man and machine, how it produces 
innovation and new meaning, and ultimately how it can be subject to change. Advocating 
against LAWS on the other hand, has the advantage of gaining momentum prior to the weapons 
realisation and use, yet is susceptible to falling for similar mistakes. For example, 
demonstrating LOAC as a viable tool in restricting LAWS, when in fact it remains inadequately 
able to assuage fears of LAWS violating the principles of IHL, due to its limitations in 
addressing non-human, autonomous actors in warfare. To help tackle these concerns, an 
alternative theoretical approach that recognises technology as an equal contributor in 
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generating knowledge and meaning in practices of security can help move beyond current 
challenges to the political debate. 
Actor-Network Theory 
 Mainstream theories of international relations, diverse as they are in the variety of ontological 
and epistemological assertions on the nature of the international system, collectively share 
similar perspectives on emphasising anthropocentrism in the context of inter-subject and object 
relations.38 Whether it is the realist notion of the material as a factor of production, to be 
advantageously cultivated in the pursuit of power, or the importance of inter-subjective 
meaning allocated to objects in the social-constructivist paradigm, non-human entities have 
taken a subservient position in the hierarchy of importance.39 Material and ideational factors 
are usually pitted against one another in dichotomous terms, where social phenomena intersect 
with material “things” yet only as an extension of human will and authority. Little attention is 
given to how non-human elements can play a major role in influencing social interactions. Yet 
recognising the role of objects in the world of politics is not enough. Rather, a complete 
redistribution of agency along more inclusive lines can break from the semiotic vs. material 
dilemma, identifying instead networks of relations between material and non-material factors, 
connections bound together by exertions of power and hierarchy.40 Actor-network theory 
(ANT) is a sociological approach that aims redirect attention towards the material, and break 
away from anthropocentric barriers that reinforce human subjectivity when analysing how 
things interact with one another. By reducing the emphasis on the subjectivity of mankind as 
the starting point of any process, the theory can essentially “level the playing field”, 
restructuring relations onto an object-to-object axis, a procedure called irreduction.41 The point 
is not to completely neutralize our subjective stance to achieve some form of objective, analytic 
nirvana, but rather to be aware of the discriminatory practices that constitute how we position 
ourselves in the world around us. From there, objects can be attributed with having some form 
of agency as participants in a series of relations with other objects that comprises a network. 
One of the benefits of ANT is that the arrangement of the networks it describes can take 
numerous forms and meanings through its ability to disaggregate homogenous objects that are 
accepted as singular units into a heterogenous collection of a sum of its parts.42 This is best 
done with objects that reveal an underbelly of various nuts, bolts and cogs that are essential in 
functioning together in order for the entire machine to operate. Industrial metaphors aside, this 
approach is highly appropriate for understanding LAWS precisely because the weapons contain 
various material, ideational, cyber, legal and other components that constitute the whole. It is 
important to note here that ANT is not a paradigm that seeks to establish how the world is 
organized, nor that it makes claims that are universal and a priori, that everything and anything 
can be literally dissected and explained in a reductionist manner. Instead it is used as an 
approach to challenge our preconceptions of the unequal distribution of power across relations, 
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forming networks of hierarchy, rejecting dualistic notions of material and semiotic 
contentions.43 Actors are defined by their ability to act, to perform and participate in the process 
of making a difference.44 By observing the origin of this difference, we can portray a clearer 
picture of how agency can come from the unlikeliest of places. Returning to LAWS, experts 
may argue that it is a humane solution to a destructive problem, that by deciding to use them 
militaries can reduce casualties at both home and abroad, waging a more precise, swifter and 
inevitably safer conduct of war. On the other hand, as we see currently with U.S. drone 
operations, the intimacy stemming from being able to closely monitor adversaries at all times 
with improved technology and hardware, coupled with a reduction in operational costs and the 
threat to the lives of military personnel, has seen a significant increase in lethal, covert missions 
abroad and high numbers of civilian deaths.45 It begs the question, are UAVs incentivising the 
U.S. military to expand its operations abroad, leading to more controversial deaths? 
Action is not mono-casual, instead it is the product of processes enacted by actors in relation 
with one another. An action is successful if the series of heterogeneous actors can maintain 
coherence within the network I which they operate. This network, or assemblage as it is 
described, depends upon its representation as a homogeneous entity, masking the complexities 
of the heterogenous forces at work and engaging in a simplification process called 
punctualization, that in turn can be repackaged and replicated across patterns.46 These 
assemblages do not function as a result of harmonious actors working in unison, but instead as 
a process of ordering, encountering and/or imposing resistance and the distribution of power 
that emerges from structuring relations.47 This transformation is under continuous maintenance 
to ensure that the arrangement holds, meaning that a network resembles more of an act than a 
static structure, a verb instead of a noun.48 This challenges the notion of the order of things as 
being fixed or pre-existing. Whether examining the biosphere of an ecosystem or the 
foundations of a specific political institution, ANT can reveal that networks are in a constant 
state of producing meaning and power, leaving them vulnerable and susceptible to change. A 
network that can successfully represent its web of actors as an identifiable unit has gone 
through the process of translation, where it can be substituted into a larger picture with other 
comparable “things” to become associable and better understood.49 The difficulty here is to 
grasp the scalability of ANT; how microlevel compositions can represent larger macrolevel 
concepts and formations, how across time materials can continue to hold purpose within a 
network or lose their durable effect and how relations between objects are supported by 
infrastructures of communication and distribution of information.50 If an actor can be 
disassembled into a sum of its network of parts and a network can be repackaged as a unitary 
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actor, it becomes easy to lose sight of what constitutes what in relation to what. It is thus 
important to maintain focus on what form of social order is being studied and how the 
implications of using ANT can shed new light on the processes that define its composition. 
Finally, networks that create difference and produce action do so through the delegation of 
properties, functions or goals between actors.51 Delegation suggests actors are in control of a 
process, that by delegating action an actor can intentionally distribute responsibilities and 
achieve greater effect or difference through others in a network. While this is very true in many 
human and non-human relations, it is not simply a unidirectional exertion of will. The presence 
of a material or non-human actor can enable or provide incentive for a human actor to delegate 
action. There exists a level of co-dependency, whether unequal or not, between actors who can 
realise action through collaboration with other objects. In some instances, this co-dependency 
manifests and develops over large periods of time. Take the domestication of the dog, for 
example. Humans would gradually accustom themselves with wild dogs through their shared 
intimacy in the surroundings within which they co-existed. Over time, relationships would 
form where humans would entice dogs with the prospect of provided food, shelter and 
protection. In return, dogs would be delegated the tasks of guarding and shepherding livestock, 
becoming an integral part in the farming process. Here we see an exchange of interests between 
human and non-human actors that over time has developed into the delegation of duties going 
both ways. With actors that lack conscious will, the delegation of action becomes more difficult 
to discern. How can delegation occur if there is no obvious sign of intent? In the case of the 
use of a bicycle, a person may ride it to reach a destination quicker or at the cost of less energy 
than on foot. The person delegates much of the work to the bicycle by pedalling, rotating the 
gears that in turn spin the wheels. Yet the bicycle is a vehicle that is used more than once and 
over time, requires maintenance in the form of pumped air, grease in the gears or protection 
from the rain. For the bicycle to continue to function, maintaining its durability is delegated to 
the owner. In this sense, it is not the bicycle that is actively delegating work but rather a 
necessary condition for the continuation of its function as an operating network of its parts. Yet 
material actors can and have taken steps further, as is evident in modern advancements in 
technology. Whether it is a mobile app connecting with a GPS satellite to improve a devices 
location accuracy, or wireless communication between smart devices in one’s home, non-
human actors and networks are increasingly delegating without human assistance or control.  
LAWS as a Network 
For LAWS, ANT provides an ontological redistribution of agency and ordering in a manner 
that elevates weapons on equal footing with other actors and networks that are inherently linked 
to its development. This rebalancing allows for a closer inspection of how LAWS are 
composited together with various actors and other networks, forming relations based on 
exchanges of power and assertiveness. Beginning with the literal construct of the system, the 
physical components that make up the weapon, the first problem arises. What actually are 
LAWS? The issue with conceptualization has been mentioned earlier, but gains new traction 
through the application of ANT. Legal scholar Kjølv Egeland defines the term of a weapon 
system as usually consisting of three parts: the ensemble of the weapon, a mechanism for firing 
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and if necessary, a platform from which to support the system.52 This basic framework works 
well from an analytical context that can encompass variations on potential LAWS, especially 
for systems that are predicted to become autonomized in the near future, such as Predator and 
Reaper drones.53 This simplification can aid in contextualising LAWS in international legal 
frameworks, that depend upon clear, binary examples of cases of violation.54 However, is such 
a definition suitable for more abstract or complex forms of LAWS, for example cyber LAWS 
that consist solely of lines of code that leaves the lethality aspect to the malfunction of its 
intended targets? No according to the U.S. DoD directive on autonomy in weapon systems, 
which states that the definition of LAWS “does not apply to autonomous or semi-autonomous 
cyberspace systems for cyberspace operations.”55 Furthermore, what of the “killer robot” 
depiction of a weapon system that resembles the synthetic machines from the Terminator 
franchise, a correlation that is promulgated by the Campaign to Stop Killer Robots, an 
international coalition determined to ban the development of LAWS for fear that they can lead 
to an ethically unjust, unmoral and dangerous future?56 The dystopic imagery has been most 
certainly effective in converging the public’s attention towards the concern over unrestricted 
LAWS development, even if the analogy remains firmly in the realm of science fiction. 
Ongoing debates over the definition of LAWS continue in public forums such as the one hosted 
by the CCW, demonstrating that a clear consensus is still not possible. However, it is not a 
hindrance to arms control and prohibition efforts, as was noted in the summarized report written 
from the meeting of experts that took place in April of 2016.57 Instead, it is a realization that 
LAWS are not best understood through their physical properties, but rather through their 
relational use with humans. 
Analysing LAWS as an assemblage of various human and non-human actors ordered in 
hierarchies, held through the production of action and delegation, can reveal the dynamics that 
propel their development and potential use. Networks are envisioned as processes, actions that 
are performed as a result of relations between actants in a non-linear fashion. For LAWS, the 
research, development, production, planning and operational phases are all immediate 
environments to be dissected for a closer look at how these relations produce meaning. Its 
composition is fluid and uncertain in nature, signifying the ability to change and adapt at 
various stages according to the relations that bind it together.58 At the development stage, 
engineers test new technologies on a range of predetermined criteria and expectations that they 
have calculated, to see whether, for example, new prototypes of LAWS can comply with the 
rules of IHL which they are obliged to adhere by.59 If the results do not comply with their 
expectations, then they make new adjustments based on their new findings. This back and forth 
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relationship in the development stage demonstrates a shared contribution between human and 
machine in how the system progresses as a functioning weapon. This can also occur in the 
planning or operational stage, as their use on the battlefield can generate surprising results that 
in turn may lead to modifications in their use and role in future scenarios, based on improved 
effectiveness or better efficiency. Furthermore, civil sectors of society contribute in unexpected 
ways, as technology developed for commercial uses become appropriated for the military and 
vice versa. For LAWS, this would most likely result from improvements in information 
technology, such as advanced recognition software or the advancement of A.I systems.  
What of the implications of LAWS in relation to international security? This becomes 
problematic when translating the network of activity that represents LAWS into the rigidity of 
formal structures that demand clear boundaries, explicitly defining the objects in question. In 
strictly legal terms, banning, restricting or regulating the use of LAWS is discussed through a 
holistic lens that aims to encapsulate the exercise of war under a set of rules and regulations 
deemed appropriate by the international community. Rarely though, does this reflect the reality 
of how new technology emerges. LAWS, along with many other forms of highly intelligent 
systems utilized by the military, will depend on a number of conditions before they can 
successfully be developed and deployed. UAV’s require an extensive network of support that 
even the most developed countries such as the U.S. and its NATO allies have struggled to 
provide.60 Sustaining drone programs require an enormous amount of money and resources, as 
well as hundreds of operators, engineers and trained military personnel. New innovations in 
military hardware and software do not disseminate quickly, even among allies, as such 
emerging technology must have the required industrial infrastructure, proficiency and 
expertise, and organizational competence to be maintained.61 It appears then, that there is no 
immediate threat of LAWS sprouting from regimes, states or non-state actors who outwardly 
reject the principles of LOAC. Only countries that are capable of investing with the required 
amount of resources into military programs will be capable of acquiring LAWS in the near 
future. This restricts the list of countries to a select few, most notably the U.S. and Israel, 
forming a potential monopoly on LAWS development. Furthermore, weapons R&D remains 
opaque to the public as a means to protect innovations from losing their advantageous qualities. 
LAWS as an assemblage can thus be envisioned as being asymmetrical in its ordering and 
accessibility, restricted by means of an unbalance of military capabilities, technological 
innovation, financial wealth and support from the commercial sector. 
There are however, shortcomings to the use of ANT in examining LAWS. Andrew Barry points 
to the difficulty in addressing political situations with ANT, what he describes as “the meeting 
point of diverse currents and movements, of ideas and practices, of beliefs and desires, which 
coalesce in particular settings over time.”62 A political situation is additionally layered with 
historical context, fitting into a larger, discontinuous narrative that holds precedent over current 
political phenomena, while at the same time being volatile and contingent due to the fluidity 
of network relations. What becomes evident is that ANT struggles with the implications of 
time, a factor external to the assemblage and yet has a deciding factor over how action and 
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agency is distributed across networks. For LAWS, that means that ANT assists in envisioning 
how difference is created by material and semiotic factors, reproducing new meaning that 
defines what the weapon systems are to us. It is a challenge though, to predict the course of 
development and use of such weapons in the future of war, as over time these compositions of 
socio-technological forces adapt and change. It is a conundrum that is inherent to the weapon 
system itself, one that is both noticeably present to our current situation and distant, a product 
of science fiction. Nonetheless, ANT can offer a means to fully recognize how LAWS are 
organized of its various elements, and which tools advocates have, whether legal, discursive or 
otherwise, to limit and control its potential use.  
Conclusion 
Meaningful human control as a condition that must be complied with in order to adhere to the 
standards of LOAC demonstrates the importance of human/non-human collaboration, albeit 
from an anthropocentric perspective. It reveals a persistent worry that a continued transferal of 
agency will create a human dependency on the capabilities of LAWS that go far beyond human 
abilities to control the conduct of war. This worry is exemplified in the future tactics of 
“swarms”, a direction that LAWS and many other autonomous systems are expected to develop 
towards, where multiple systems coordinate simultaneously in hive-like swarms, to conduct 
surveillance, reconnaissance, engage in disruptive behaviour, or even the possibility of the use 
of lethal force.63 The A.I. systems of swarm machines would utilize their deep learning 
capabilities, to accumulate and process information in real-time and adjust decisions 
independently. In this scenario, the lack of clarity in regard to the issue of meaningful human 
control and judgement through the various stages of an operation is exacerbated by the increase 
in the number of machines functioning together and the intangible web of communication that 
manages and allocates tasks between individual units. The U.S. military’s research and 
development branch, DARPA, is even creating an explanatory A.I. system that is designed to 
improve the user interface between A.I. systems and their human operators, so that the 
intrinsically complex series of algorithms and coding can be condensed into understandable 
lines of communication.64 That the U.S. military is predicting and adjusting for the growing 
divide between A.I. capabilities and the human ability to comprehend them, indicates the 
prominent role that autonomous systems will play in the future, one that increasingly becomes 
more complex, requiring less control from a human operator who may be unable to fully grasp 
the extent of the weapon’s function. It appears then, that non-human elements in networks are 
overtaking their human counterparts, due to their superior processing power, split-second 
decision-making abilities and option for seamless integration and coordination between 
systems. Humans are not only less effective in performing tasks previously assigned to them, 
but are actually counterproductive to the mission through inclusion in operational procedures. 
Their main function may thus become one to ensure that operations comply by the principles 
of IHL, by means of proportional measurements based on qualitative deductions, a proficiency 
that only human cognitive abilities can accomplish. Whether this will one day be achievable 
by A.I. is uncertain, but it certainly reconsiders humans as essential to the future of warfare. 
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Automatizing combatant roles in warfare questions the integrity of LOAC as an appropriate 
legal framework for regulating the conduct of war. The API was not conceived with the notion 
of responsibility being transferred away from human combatants and has opened up space for 
legal grey zones to persist over matters of distinction, proportionality and precaution. IHL 
remains fully applicable to LAWS, in a sense that the principles enshrined in its text should be 
upheld in all cases and not be subject to change. Rather, if LAWS are to play a prominent role 
in the future, then IHL needs to acknowledge the implications of machines bearing an integral 
role in operations. Stricter regulations are necessary for militaries to adhere to LOAC rules so 
that violations do not persist. Ideally, additional clauses added to API that clearly and directly 
address the controversies over LAWS would assist in clarifying how autonomous machines 
can comply with the law and lay down the foundation for further legal expansion on regulation. 
However, such an endeavour requires enormous political capital to ratify additional protocols. 
Instead a separate legal framework can be established that specifically concerns the 
conceptualisation, the question of whether to outright ban, restrict or regulate the use of LAWS 
and, if the latter is agreed to, how to regulate based not only on the principles of IHL but also 
on further moral and ethical issues concerned. Furthermore, a moratorium on the development 
and deployment of LAWS, until the international community can agree upon an appropriate 
set of legal rules, can grant enough time to ensure that technological development does not 
surpass political considerations and the drafting of new legal agreements.  
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