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Abstract
We develop a theory of higher order structures in compact abelian groups. In the frame of this
theory we prove general inverse theorems and regularity lemmas for Gowers’s uniformity norms.
We put forward an algebraic interpretation of the notion “higher order Fourier analysis” in terms of
continuous morphisms between structures called compact k-step nilspaces. As a byproduct of our
results we obtain a new type of limit theory for functions on abelian groups in the spirit of the so-
called graph limit theory. Our proofs are based on an exact (non-approximative) version of higher
order Fourier analysis which appears on ultra product groups.
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1 Introduction
Higher order Fourier analysis is a notion which has many aspects and interpretations. The subject
originates in a fundamental work by Gowers [4],[5] in which he introduced a sequence of norms
for functions on abelian groups and he used them to prove quantitative bounds for Szemere´di’s
theorem on arithmetic progressions [27] Since then many results were published towards a better
understanding of the Gowers norms [9],[10],[11],[6],[7],[8],[29],[22],[23],[24],[25],[26] Common
themes in all these works are the following four topics:
1.) Inverse theorems for the Gowers norms.
2.) Decompositions of functions into structured and random parts.
3.) Counting structures in subsets and functions on abelian groups.
4.) Connection to ergodic theory, nilmanifolds and nil sequences.
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In the present paper we wish to contribute to all of these topics however we also put forward
three other directions:
5.) We develop an an algebraic interpretation of higher order Fourier analysis based on morphisms
between structures that are generalizations of nilmanifolds.
6.) We replace finite groups by arbitrary compact abelian groups.
7.) We introduce limit objects for functions on abelian groups in the spirit of the graph limit theory.
Important results on the fifth and sixth topics were also obtained by Host and Kra in the papers
[13],[14]. The paper [13] is the main motivation of [1] which is the corner stone of our approach.
Remark: Note that most the results in the present paper were obtained by the author in [22],[23],[24],[25].
However this paper together with [1] is a self contained account of the author’s approach to higher
order Fourier analysis. Many proofs are significantly different and more elementary than the dis-
cussion in the above four papers. The material of [26] is not covered by this paper and it will be a
part of another sequence of papers in the topic.
To summarize the results in this paper we start with the definition of Gowers norms. Let f :
A→ C be a bounded measurable function on a compact abelian group A. Let ∆tf be the function
with ∆tf(x) = f(x)f(x+ t). With this notation
‖f‖Uk =
(∫
x,t1,t2,...,tk∈A
∆t1∆t2 . . .∆tkf(x) dµ
k+1
)2−k
where µ is the normalized Haar measure on A. These norms satisfy the inequality ‖f‖Uk ≤
‖f‖Uk+1 . It is easy to verify that
‖f‖U2 =
(∑
χ∈Aˆ
|λχ|4
)1/4
(1)
where λχ = (f, χ) is the Fourier coefficient corresponding to the linear character χ. This formula
explains the behaviour of the U2 norm in terms of ordinary Fourier analysis. However if k ≥ 3,
ordinary Fourier analysis does not seem to give a good understanding of the Uk norm.
Small U2 norm of a function f with |f | ≤ 1 is equivalent with the fact that f is “noise” or “quasi
random” from the ordinary Fourier analytic point of view. This means that all the Fourier coefficients
have small absolute value. Such a noise however can have a higher order structure measured by one
of the higher Gowers norms. Isolating the structured part from the noise is a central topic in higher
order Fourier analysis. In k-th order Fourier analysis a function f is considered to be quasi random
if ‖f‖Uk+1 is small. As we increase k, this notion of noise becomes stronger and stronger and so
more and more functions are considered to be structured. Our goal is to describe the structures that
arise this way.
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The prototype of a decomposition theorem into structured and quasi random parts is Szemere´di’s
famous regularity lemma for graphs [28]. The regularity lemma together with an appropriate count-
ing lemma is a fundamental tool in combinatorics. It is natural to expect that a similar regularization
corresponding to the Uk+1 norm is helpful in additive combinatorics. One can state the graph regu-
larity lemma as a decomposition theorem for functions of the form f : V × V → C with ‖f‖ ≤ 1.
Roughly speaking it says that f = fs + fe + rr where fr has small cut norm, fe has small L1
norm and fs is of bounded complexity. (All the previous norms are normalized to give 1 for the
constant 1 function.) We say that fr has complexity m if there is a partition of V into m almost
equal parts such that fs(x, y) depends only on the partition sets containing x and y. This can also
be formulated in a more algebraic way. A complexity m function on V × V is the composition of
φ : V × V → [m] × [m] (algebraic part) with another function f : [m] × [m] → C (analytic
part) where [m] is the set of first m natural numbers and φ preserves the product structure in the
sense that ψ = g× g for some map g : V → [m]. In this language the requirement that the partition
sets are of almost equal size translates to the condition that φ is close to be preserving the uniform
measure.
Based on this one can expect that there is a regularity lemma corresponding to the Uk+1 norm
of a similar form. This means that a bounded (measurable) function f on a finite (or more generally
on a compact) abelian group is decomposable as f = fs + fe + fr where ‖fr‖Uk+1 is small,
‖fe‖1 is small and fs can be obtained as the composition of φ : A → N (algebraic part) and
g : N → C (analytic part) where φ is some kind of algebraic morphism preserving an appropriate
structure on A. The function φ would correspond to a regularity partition and g would correspond
to a function associating values with the partition sets. The almost equality of the partition sets
in Szemere´di’s lemma should correspond to the fact that φ satisfies some approximative measure
preserving property.
We show that this optimistic picture is almost exactly true with some new additional features.
Quite interestingly, if k > 1, to formulate the regularity lemma for the Uk+1 norm we need to
introduce new structures called k-step nilspaces. It turns out that k-step nilspaces are forming a
category and the morphisms are suitable for the purpose of regularization. Another interesting
phenomenon is that geometry comes into the picture. Topology and geometry does not play a direct
role in stating the regularity lemma for graphs. (Note that a connection of Szemere´di’s regularity
lemma to topology was highlighted in [19].) However in the abelian group case, even if we just
regularize functions on finite abelian groups, compact geometric structures come up naturally as
target spaces of the morphism φ. To get a strong enough regularity lemma we will require that
the values of the function φ : A → N are so evenly distributed that we can basically say that
φ (approximatly) reproduces the geometry of N on the abelian group A. To guarantee that the
composition g ◦ f respects this approximative geometry on A we need to measure how much the
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function g : N → C respects the geometry on N . A possible way of doing it is to require that g
is continuous with bounded Lipschitz constant in some fixed metric on N . However the Lipschitz
condition is not crucial in our approach. It can be replaced by almost any reasonable complexity
notion. For example we can use an arbitrary ordering of an arbitrary countable L∞-dense set of
continuous functions on N and then we can require that g is on this list with a bounded index.
To state our regularity lemma we will need the definition of nilspaces. Nilspaces are common
generalizations of abelian groups and nilmanifolds. An abstract cube of dimension n is the set
{0, 1}n. A cube of dimension n in an abelian group A is a function f : {0, 1}n → A which
extends to an affine homomorphism (a homomorphism plus a translation) f ′ : Zn → A. Similarly,
a morphism ψ : {0, 1}n → {0, 1}m between abstract cubes is a map which extends to an affine
morphism from Zn → Zm.
Roughly speaking, a nilspace is a structure in which cubes of every dimension are defined and
they behave very similarly as cubes in abelian groups.
Definition 1.1 (Nilspace axioms) A nilspace is a set N and a collection Cn(N) ⊆ N{0,1}n of
functions (or cubes) of the form f : {0, 1}n → N such that the following axioms hold.
1. (Composition) If ψ : {0, 1}n → {0, 1}m is a cube morphism and f : {0, 1}m → N is in
Cm(N) then the composition ψ ◦ f is in Cn(N).
2. (Ergodictiry) C1(N) = N{0,1}.
3. (Gluing) If a map f : {0, 1}n\{1n} → N is inCn−1(N) restricted to each n−1 dimensional
face containing 0n then f extends to the full cube as a map in Cn(N).
If N is a nilspace and in the third axiom the extension is unique for n = k + 1 then we say
that N is a k-step nilspace. If a space N satisfies the first axiom (but the last two are not required)
then we say that N is a cubespace. A function f : N1 → N2 between two cubespaces is called
a morphism if φ ◦ f is in Cn(N2) for every n and function φ ∈ Cn(N1). The set of morphisms
between N1 and N2 is denoted by Hom(N1, N2). With this notation Cn(N) = Hom({0, 1}n, N).
We say that N is a compact nilspace if N has a compact, second countable, Hausdorff topology on
it and Cn(N) is a closed subset of N{0,1}n for every n.
The nilspace axiom system is a variant of the Host-Kra axiom system for parallelepiped struc-
tures [13]. In [13] the two step case is analyzed and it is proved that the structures are tied to two
nilpotent groups. A systematic analysis of k-step nilspaces (with a special emphasis on the compact
case) was carried out in [1]. It will be important that the notion of Haar measure can be generalized
for compact nilspaces. It was proved in [1] that compact nilspaces are inverse limits of finite dimen-
sional ones and the connected components of a finite dimensional compact nilspace are nilmanifolds
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with cubes defined through a given filtration on the nilpotent group. It is crucial that a k-step com-
pact nilspace N can be built up using k compact abelian groups A1, A2, . . . , Ak as structure groups
in a k-fold iterated abelian group bundle. The nilspace N is finite dimensional if and only if all
the structure groups are finite dimensional or equivalently: the dual groups Aˆ1, Aˆ2, . . . , Aˆn are all
finitely generated. It follows from the results in [1] that there are countably many finite dimensional
k-step nilspaces up to isomorphism. An arbitrary ordering on them will be called a complexity
notion.
For every finite dimensional nilspace N and natural number n we fix a metrization of the
weak convergence of probability measures on Cn(N). Let M and N be (at most) k-step com-
pact nilspaces such that N is finite dimensional. Let φ : M → N be a continuous morphism and
let us denote by φn : Cn(M) → Cn(N) the map induced by φ using composition. The map φ is
called b-balanced if the probability distribution of φn(x) for a random x ∈ Cn(M) is at most b-far
from the uniform distribution on Cn(N) whenever n ≤ 1/b. Being well balanced expresses a very
strong surjectivity property of morphisms which is for example useful in counting.
Definition 1.2 (Nilspace-polynomials) Let A be a compact abelian group. A function f : A → C
with |f | ≤ 1 is called a k-degree, complexity m and b-balanced nilspace-polynomial if
1. f = φ◦ g where φ : A→ N is a continuous morphism of A into a finite dimensional compact
nilspace N ,
2. N is of complexity at most m,
3. φ is b-balanced,
4. g is continuous with Lipschitz constant m.
Note, that (as it will turn out) a nilspace-polynomial on a cyclic group is polynomial nilsequence
with an extra periodicity property. Now we are ready to state the decomposition theorem.
Theorem 1 (Regularization) Let k be a fixed number and F : R+ × N → R+ be an arbitrary
function. Then for every ǫ > 0 there is a number n = n(ǫ, F ) such that for every measurable
function f : A → C on a compact abelian group A with |f | ≤ 1 there is a decomposition f =
fs + fe + fr and number m ≤ n such that the following conditions hold.
1. fs is a degree k, complexity m and F (ǫ,m)-balanced nilspace-polynomial,
2. ‖fe‖1 ≤ ǫ,
3. ‖fr‖Uk+1 ≤ F (ǫ,m) , |fr| ≤ 1 and |(fr, fs)| , |(fr, fe)| ≤ F (ǫ,m).
Remark 1.1 The Gowers norms can also be defined for functions on k-step compact nilspaces. It
makes sense to generalize our results from abelian groups to nilspaces. Almost all the proofs are
essentially the same. This shows that the (algebraic part) of k-th order Fourier analysis deals with
continuous functions between k-step nilspaces.
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Note that various other conditions could be put on the list in theorem 1. For example the proof
shows that fs looks approximately like a projection of f to a σ-algebra. This imposes strong restric-
tions on the value distribution of fs in terms of the value distribution of f .
Theorem 1 implies inverse theorems for the Gowers norms. It says that if ‖f‖Uk+1 is separated
from 0 then it correlates with a bounded complexity k-degree nilspace polynomial φ. (We can also
require the function φ to be arbitrary well balanced in terms of its complexity but we omit this from
the statement to keep it simple.)
Theorem 2 (General inverse theorem for Uk+1) Let us fix a natural number k. For every ǫ > 0
there is a numbern such that if ‖f‖Uk+1 ≥ ǫ for some measurable function f : A→ C on a compact
abelian group A with |f | ≤ 1 then (f, g) ≥ ǫ2k/2 for some nilspace polynomial g of degree k and
complexity at most n.
Note that this inverse theorem is exact in the sense that if f correlates with a bounded complexity
nilspace polynomial then its Gowers norm is separated from 0.
A strengthening of the decomposition theorem 1 and inverse theorem 2 deals with the situation
when the abelian groups are from special families. For example we can restrict our attention to
elementary abelian p-groups with a fixed prime p. Another interesting case is the set of cyclic
groups or bounded rank abelian groups. It also make sense to develop a theory for one particular
infinite compact group like the circle group R/Z. (We will see in chapter 1.4 that many features
of higher order Fourier analysis become significantly simpler if we restrict it to the circle.) It turns
out that in restricted families of groups we get restrictions on the structure groups of the nilspaces
that we have to use in our decomposition theorem. To formulate these restrictions we need the next
definition.
Definition 1.3 Let A be a family of compact abelian groups. We denote by (A)k the set of finitely
generated groups that arise as subgroups of Aˆk where A is some ultra product of groups in A and
Aˆk is the k-th order dual group of A in the sense of chapter 5.
The following statements about (A)k follow from lemma 5.12 and lemma 5.13.
1. (Bounded exponent and characteristic p) If A is the set of finite groups of exponent n then
(A)k = A for every k. In particular if n = p prime then A and (A)k are just the collection of
finite dimensional vector spaces over the field with p elements.
2. (Bounded rank) If A is the set of finite abelian groups of rank at most d then (A)1 is the
collection of finitely generated abelian groups whose torsion part has rank at most d. If k ≥ 2
then (A)k contains only free abelian groups. The case d = 1 is the case of cyclic groups.
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3. (Characteristic 0) If A is a family of finite abelian groups in which for every natural number
n there are only finitely many groups with order divisible by n then (A)k contains only free
abelian groups for every k.
4. (Tori) If A contains only tori (R/Z)n then (A)k contains only free abelian groups for every
k.
Definition 1.4 Let A be a family of compact abelian groups. A k-step A-nilspace is a finite dimen-
sional nilspace with structure groups A1, A2, . . . , Ak such that Aˆi ∈ (A)i for every 1 ≤ i ≤ k.
A nilspace polynomial is called A-nilspace polynomial if the corresponding morphism goes into an
A-nilspace.
Then we have the following.
Theorem 3 (Regularization in special families) Let A be a set of compact abelian groups. Then
Theorem 1 restricted to functions on groups from A is true with the stronger implication that the
structured part fs is an A-nilspace polynomial.
Theorem 4 (Specialized inverse theorem for Uk+1) Let A be a set of compact abelian groups.
Then for functions on groups in A theorem 2 holds with A-nilspace polynomials.
This theorem shows in particular that if A is the set of abelian groups in which the order of
every element divides a fixed number n (called groups of exponent n) then A-nilspaces (used in the
regularization) are finite and all the structure groups have exponent n.
In the 0 characteristic case A-nilspaces are k-step nilmanifold with a given filtration. This will
help us to give a generalization of the Green-Tao-Ziegler theorem [11] for a multidimensional set-
ting. In the case of the circle group or more generally tori’s, again we only get k-step nilmanifolds.
We highlight our results about counting and limit objects for function sequences. Roughly speak-
ing, counting deals with the density of given configurations in subsets or functions on compact
abelian groups. We have two goals with counting. One is to show that our regularity lemma is well
behaved with respect to counting and the second goal is to show that function sequences in which
the density of every fixed configuration converges have a nice limit object which is a measurable
function on a nilspace. This fits well into the recently developed graph and hypergraph limit theories
[17],[2],[18],[19],[3].
Counting in compact abelian groups has two different looking but equivalent interpretations.
One is about evaluating certain integrals and the other is about the distribution of random samples
from a function. Let f : A → C be a bounded function and the compact group A. An integral of
the form ∫
x,y,z∈A
f(x+ y)f(x+ z)f(y + z) dµ3
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can be interpreted as the triangle density in the weighted graph Mx,y = f(x + y). Based on this
connection, evaluating such integrals can be called counting in f . Note that one might be interested
in more complicated integrals like this:
∫
f(x+y+z)5f(x+ y) dµ3 where conjugations and various
powers appear. It is clear that as long as the arguments are sums of different independent variables
then all the above integrals can be obtained from knowing the seven dimensional distribution of
(f(x), f(y), f(z), f(x+ y), f(x+ z), f(y + z), f(x+ y + z)) ∈ C7 (2)
where x, y, z are randomly chosen elements form A with respect to the Haar measure. One can
think of the above integrals as multi dimensional moments of the distribution in (2). We will say
that such a moment (or the integral itself) is simple if it does not contain higher powers. (We allow
conjugation in simple moments.) We will see that there is a slight, technical difference between
dealing with simple moments and dealing with general moments.
Every moment can be represented as a colored (or weighted) hypergraph on the vertex set
{1, 2, . . . , n} where n is the number of variables and an edge S ⊆ {1, 2, . . . , n} represents the
term f(
∑
i∈S xi) in the product. The color of an edge tells the appropriate power and conjugation
for the corresponding term. The degree of a moment is the maximal size of an edge minus one in this
hypergraph. LetM denote the set of all simple moments and letMk denote the collection of simple
moments of degree at most k. We will denote byDn(f) the joint distribution of {f(
∑
i∈S xi)}S⊂[n]
where [n] = {1, 2, . . . , n}. It is a crucial fact that all the moments and the distributions Dn can also
be evaluated for functions on compact nilspaces with a distinguished element 0. We call nilspaces
with such an element “rooted nilspaces”. Let N be a rooted nilspace. If we choose a random n-
dimensional cube c : {0, 1}n → N in Cn(N) with f(0n) = 0 then the joint distribution of the
values {f(c(v))}v∈{0,1}n gives the distribution Dn(f).
We continue with an interesting example. Let C = R/Z the circle group and let χ(x) = ex2πi
defined on C. The dual group of C is the cyclic group generated by the linear character χ. Let us
consider the function sequence fn = χ+ χn for n ∈ N. One can calculate that {fn}∞n=1 converges
in the sense that for every k ∈ N and M ∈Mk the values {M(fi)}∞i=1 converege. In fact for every
n the sequence {Dn(fi)}∞i=1 is a convergent sequence of distributions. The natural question arises
if there is a natural limit object for this function sequence. It turns out that there is no function on
the circle which represents the limit however on the torus C2 the function f(x, y) = χ(x) + χ(y)
has the property that limi→∞Dn(fi) = D(f) holds for every n. It turns out that more complicated
limit objects can arise. For example there are function sequences on the circle (or on finite abelian
groups) which converge to functions on the Heisenberg nilmanifold. Our next theorems provide
limit objects for convergent function sequences.
Theorem 5 (Limit object I.) Assume that {fi}∞i=1 is a sequence of uniformly bounded measurable
functions on the compact abelian groups {Ai}∞i=1. Then if limi→∞M(fi) exists for every M ∈ M
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then there is a measurable function (limit object) g : N → C on a compact rooted nilspace N such
that M(g) = limi→∞M(fi) for M ∈M.
Corollary 1.1 (Limit object II.) Let k be a fixed natural number. Assume that {fi}∞i=1 is a se-
quence of uniformly bounded measurable functions on the compact abelian groups {Ai}∞i=1. Then
if limi→∞M(fi) exists for every M ∈ Mk then there is a measurable function (limit object)
g : N → C on a compact k-step rooted nilspaceN such thatM(g) = limi→∞M(fi) forM ∈Mk.
Let Pr denote the space of Borel probability distributions supported on the set {x : |x| ≤ r} in
C.
Theorem 6 (Limit object III.) Assume that {fi}∞i=1 is a sequence of functions with |fi| ≤ r on
the compact abelian groups {Ai}∞i=1. Then if limi→∞Dk(fi) exists for every k ∈ N then there
is a measurable function (limit object) g : N → Pr on a compact rooted nilspace N such that
Dk(g) = limi→∞Dk(fi) for k ∈ N.
Let us observe that theorem 6 implies the other two.
We devote the last part of the introduction to our main method and the simple to state theorem 8
on ultra product groups which implies almost everything in this paper. Let {Ai}∞i=1 be a sequence
of compact abelian groups and let A be their ultra product. Our strategy is to develop a theory for
the Gowers norms on A and then by indirect arguments we translate it back to compact groups.
First of all note that Uk+1 is only a semi norm on A. We prove in this paper that there is a unique
maximal σ-algebra Fk on A such that Uk+1 is a norm on L∞(Fk) and L∞(Fk) is orthogonal to
every function whose Uk+1 norm is zero. It follows that every function f ∈ L∞(A) has a unique
decomposition as fs + fr where ‖fr‖Uk+1 = 0 and fs is measurable in Fk. This shows that on the
ultra product A it is simple to separate the structured part of f from the random part.
The question remains how to describe the structured part in a meaningful way. It turns out that
to understand this we need to go beyond measure theory and use topology. Note that the reason for
this is not that the groupsAi are already topological. Even if {Ai}∞i=1 is a sequence of finite groups,
topology will come into the picture in the same way.
We will make use of the fact that A has a natural σ-topology on it. A σ-topology is a weakening
of ordinary topology where only countable unions of open sets are required to be open. The struc-
ture of F1, which is tied to ordinary Fourier analysis, sheds light on how topology comes into the
picture. It turns out that F1 can be characterized as the smallest σ-algebra in which all the continu-
ous surjective homomorphisms φ : A→ G are measurable where G is a compact abelian group. In
other words the ordinary topological space G appears as a factor of the σ-topology on A. The next
theorem explains how nilspaces enter the whole topic:
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Theorem 7 (Characterization of Fk+1.) The σ-algebra Fk is the smallest σ-algebra in which all
continuous morphisms φ : A→ N are measurable where N is a compact k-step nilspace.
Another, stronger formulation of the previous theorem says that every separable σ-algebra in Fk
is measurable in a k-step compact, Hausdorff nilspace factor of A. We will see later that we can
also require a very strong measure preserving property for the nilspace factors φ : A → N . This
will also be crucial in the proofs. As a corollary we have a very simple regularity lemma on the ultra
product group A.
Theorem 8 (Ultra product regularity lemma) Let us fix a natural number k. Let f ∈ L∞(A) be
a function. Then there is a unique (orthogonal) decomposition f = fs+ fr such that ‖fr‖Uk+1 = 0
and fs is measurable in a k-step compact nilspace factor of A.
1.1 Nilmanifolds as nilspaces
In this chapter we outline the connection between nilmanifolds and nilspaces (for this topic see also
[1]). Let F be a nilpotent Lie-group and let F = F0 ≥ F1 ≥ F2 ≥ ... ≥ Fk = {1} be a filtration
in F i.e. [F, Fi] ≤ Fi+1 holds for every 0 ≤ i ≤ k − 1. (Note that the existence of such a filtration
implies that F is at most k-nilpotent.)
Let us define the following cubic structure on F which depends on the filtration {Fi}ki=1. A map
f : {0, 1}n → F is in Cn(F ) if it can be obtained from the constant 1 map in a finite process where
in each step we choose a natural number 1 ≤ i ≤ k and an element x ∈ Ni and then we multiply
the value of f on an i+1 co-dimensional face of {0, 1}n by x. It is not hard to show that F together
with this cubic structure is a k-step nilspace.
An alternative way of defining the same cubic structure gives the sets Cn(N) directly through
an equation system in F 2n . For n ∈ N let gn : {0, 1}n → {1, 2, . . . , 2n} be the ordering such that
g1(0) = 1, g(1) = 2 and if n > 1 then gn((v, 0)) = gn−1(v) and gn((v, 1)) = 2n + 1 − gn−1(v)
where v ∈ {0, 1}n−1.
Definition 1.5 Let G be a group and f : {0, 1}n → G be some function. We say that f satisfies the
Gray code property if
2n∏
i=1
f(g−1n (i))
(−1)i = 1.
Let Cn(F ) be the collection of functions f : {0, 1}n → F such that if d ≤ k + 1 and g :
{0, 1}d → {0, 1}n is a morphism then the map f ◦ g satisfies the Gray code property modulo
Gd−1. Note that it is enough to check the condition for morphisms g : {0, 1}d → {0, 1}n that are
injective and the image is a d dimensional face of {0, 1}n. This definition of Cn(F ) shows that
Cn(F ) ⊂ F {0,1}n is a closed set.
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It will be crucial to describe morphisms from abelian groups (as nilspaces) into these nilspaces.
We will use the next two definitions by Leibman [15],[16].
Definition 1.6 (Polynomial map between groups) A map φ of a group G to a group F is said
to be polynomial of degree k if it trivializes after k + 1 consecutive applications of the operator
Dh, h ∈ G defined by Dhφ(g) = φ(g)−1φ(gh).
Definition 1.7 Let F be a k-nilpotent group with filtration V = {Fi}ki=0 with F = F0, Fi+1 ⊆ Fi,
Fk = {1} and [Fi, F ] ⊆ Fi+1 if i < k. A map φ : G → F is a V-polynomial if φ modulo Fi is a
polynomial of degree i.
It is proved in [16] that V polynomials are closed under multiplication. Let A be an abelian
group. The second definition of the nilspace structure on F shows that nilspace morphisms from A
to F are exactly the V polynomials.
Let Γ ≤ F be a discrete co-compact subgroup in F . We denote by M the (left) coset space
{gΓ}g∈F . Manifolds of the form M are called nil-manifolds. Let π : F →M denote the projection
π(g) = gΓ. We define the cubic structure on M by Cn(M) = {π ◦ c|c ∈ Cn(F )}. A simple
calculation shows that N together with this cubic structure is a k-step nilspace. However to guar-
antee that Cn(M) ⊂ M2n is a closed set we also need that Fi ∩ Γ is co-compact in Fi for every
0 ≤ i ≤ k. If this holds we will say that Γ is co-compact in {Fi}ki=0. Note that the structure groups
of M are the abelian groups Ai = Fi−1Γ/FiΓ. The next theorem is one of the main results in [1].
Theorem 9 Let M be a compact k-step nilspace such that the structure groups {Ai}ki=1 are all
finite dimensional tori. Then there is a nilpotent Lie-group F with filtration V = {Fi}ki=0 and a
discrete subgrup Γ ≤ F which is co-compact in V such that M is (topologically) isomorphic to the
nilspace corresponding to (V ,Γ).
1.2 A multidimensional generalization of the Green-Tao-Ziegler theorem.
Our goal in this chapter is to relate nilspace polynomials on cyclic groups to Leibman type poly-
nomials. As a consequence we will obtain a new proof of the inverse theorem by Green, Tao and
Ziegler for cyclic groups. We will use the notation from chapter 1.1
Lemma 1.1 Let A be an abelian group. Then the set of at most degree k polynomials form Zn to A
is generated by the functions of the form
f(x1, x2, . . . , xn) = a
n∏
i=1
(
xi
ni
)
(3)
where a ∈ A and∑ni=1 ni ≤ k. (We use additive notation here)
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Proof. We go by induction on k. The case k = 0 is trivial. Assume that it is true for k − 1. Let
g1, g2, . . . , gn be the generators of Zn. If φ : Zn → A is a polynomial map then
ω(y1, y2, . . . , yk) = Dy1Dy2 . . . Dykφ
is a symmetric k-linear form on Zn. We claim that there is map φ′ which is generated by the
functions in (3) and whose k-linear form is equal to ω. Let f : ⊗k(Zn) → A be a homomorphism
representing ω. Then f is generated by homomorphisms h such that h(gj1 ⊗ gj2 ⊗ . . . gjk) = a for
some indices j1, j2, . . . , jk (and any ordering of them) and take 0 on any other tensor products of
generators. It is enough to represent such an h by a function of the form (3). It is easy to see that if
ni is the multiplicity of i among the indices {jr}kr=1 then (3) gives a polynomial whose multi linear
form is represented by h.
The difference φ − φ′ has a trivial k-linear form which shows that it is a k − 1 dimensional
polynomial and then we use induction the generate φ− φ′.
Lemma 1.2 Let φ : Zn → M be a morphism. Then there is a lift ψ : Zn → F such that ψ is a
V-polynomial and ψ composed with the projection F →M is equal to φ.
Proof. Using induction of j we show the statement for maps whose image is in Fk−jH . If j = 0
then φ is a constant map and then the statement is trivial. Assume that we have the statement for
j − 1 and assume that the image of φ is in Fk−jH . The cube preserving property of φ shows that
φ composed with the factor map Fk−jH → Fk−jH/Fk−j+1H = Ak−j is a degree k − j + 1
polynomial map φ2 of Zn into the abelian group Ak−j .
We have from lemma 1.1 that using multiplicative notation
φ2(x1, x2, . . . , xn) =
m∏
t=1
a
ft(x1,x2,...,xn)
t (4)
where at ∈ Ak−j and ft is an integer valued polynomial of degree at most k− j+1 for every t. Let
us choose elements b1, b2, . . . , bm in Fk−j such that their images in Ak−j are a1, a2, . . . , am. Let
us define the function α : Z→ F given by the formula (4) when at is replaced by bt. The map α is
a V-polynomial.
Since φ maps to the left cosets of H it makes sens to multiply φ by α−1 from the left. It is easy
to see that the new map γ = α−1φ is a morphism of Z to Fk−j+1H and thus by induction it can be
lifted to a V polynomial δ. Then we have that αδ is a lift of φ to a polynomial map.
Corollary 1.2 If A is a finite abelian group and f : A → M is a morphism then for every homo-
morphism β : Zn → A there is a degree k polynomial map φ : Zn → F such that φ composed with
the factor map F →M is the same as β composed with f .
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Definition 1.8 (d-dimensional polynomial nilsequence) Assume thatF is a connected k-nilpotent
Lie group with filtration V and Γ is a co-compact subgroup of F . Assume that M is the left coset
space of Γ in F . Then a map h : Zd → C is called a d-dimensional polynomial nilsequence
(corresponding to M ) if there is a polynomial map φ : Zd → F of degree k and a continuous
Lipschitz function g : M → C such that h is the composition of φ, the projection F → M and g.
The complexity of such a nilsequence is measured by the maximum of c and the complexity of N .
Let A be a 0-characteristic family of abelian groups. Then all the structure groups of A-nilspaces
are tori. From theorem 9 and theorem 4 we obtain the following consequence.
Theorem 10 (polynomial nilsequence inverse theorem) Let A be a 0 characteristic family of fi-
nite abelian groups. Let us fix a natural number k. For every ǫ > 0 there is a number n such
that if ‖f‖Uk+1 ≥ ǫ for some measurable f : A → C with |f | ≤ 1 on A ∈ A with d-generators
a1, a2, . . . , ad then (f, g) ≥ ǫ2k/2 such that g(n1a1+n2a2+ . . .+ndad) = h(n1, n2, . . . , nd) for
some d-dimensional polynomial nilsequence h of complexity at most n.
Note that the above theorem implies an interesting periodicity since the defining equation of g is
true for every d-tuple n1, n2, . . . , nd of integers. Using theorem 10 we obtain the Green-Tao-Ziegler
inverse theorems for functions f : [N ] → C with |f | ≤ 1. Their point of view is that if we put the
interval [N ] into a large enough cyclic group (say of size m > N2k+1) then the normalized version
of ‖f‖Uk+1 does not depend on the choice of m. The proper normalization is to divide with the
Uk+1-norm of the characteristic function on 1[N ].
To use theorem 10 in this situation we need to make sure that m is not too big and that it has only
large prime divisors. This can be done by choosing a prime between N2k+1 and N2k+2. Then we
can apply theorem 10 for the family of cyclic groups of prime order which is clearly a 0 characteristic
family. What we directly get is that f correlates with a bounded complexity polynomial nil-sequence
of degree k. This seems to be weaker then the Green-Tao-Ziegler theorem because they obtain the
correlation with a linear nil-sequence. However in the appendix of [11] it is pointed out that the two
versions are equivalent.
Form theorem 10 we can also obtain a d-dimensional inverse theorem for functions of the form
f : [N ]d → C with |f | ≤ 1. Here we use the family of d-th direct powers of cyclic groups with
prime order.
Theorem 11 (Multi dimensional inverse theorem) Let us fix two natural numbers d, k > 0. Then
for every ǫ > 0 there is a number n such that for every function f : [N ]d → C with ‖f‖Uk+1 ≥ ǫ
there is a d-dimensional polynomial nil-sequence h : Zd → C of complexity at most n and degree k
such that (f, h) ≥ ǫ2k/2.
Note that (f, h) is the scalar product normalized as as (f, h) = N−d
∑
v∈[N ]d(f(v)h(v)).
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1.3 An example involving the Heisenberg group
In this chapter we discuss an example which highlights a difference between the nilseqence approach
used in [11] and the nilspace-polynomial approach used in the present paper.
Let e(x) = ex2πi. For an integer 1 < t < m we introduce the function f : Zm → C defined by
f(k) = λk
2
where λ = e(t/m2) and k = 0, 1, 2, . . . ,m− 1. Note that this function does not “wrap
around” nicely like a more simple quadratic function of the form k 7→ ǫk2 where ǫ is an m-th root
of unity. This means that to define f we need to choose explicit integers to represent the residue
classes modulo m. On the other hand it can be seen that ‖f‖U3 is uniformly separated from 0 so it
has some quadratic structure.
In the nilsequence approach this function is not essentially different from the case of k 7→ ǫk2 .
However in our approach we are more sensitive about the periodicity issue since we want to establish
f through a very rigid algebraic morphism which uses the full group structure of Zm. We will show
that the quadratic structure of f is tied to a nilspace morphismφ which mapsZm into the Heisenberg
nilmanifold.
The Heisenberg group H is the group of three by three upper uni-triangular matrices with real
entries. Let Γ ⊂ H be the set of integer matrices in H . It can be seen that Γ is a co-compact
subgroup. The left coset space N = {gΓ|g ∈ H} of Γ in H is the Heisenberg nilmanifold. Let
M ∈ H be the following matrix:


1 2t/m t/m2
0 1 1/m
0 0 1


then
Mk =


1 2kt/m k2t/m2
0 1 k/m
0 0 1


In particular Mm is an integer matrix. This implies that the map τ : k → MkΓ defines a periodic
morphism from Z to N . Since the period length is m, it defines a morphism φ : Zm → N .
Let D be the set of elements in H in which all entries are between 0 and 1. The set D is a
fundamental domain for Γ. We can define a function on N by representing it on the fundamental
domain. Let g : D → C be the function A → e(A1,3) where A1,3 is the upper-right corner of the
matrix A.
We compute g(τ(k)) = g(MkΓ) by multiplying Mk back into the fundamental domain D.
Since g(MkΓ) is periodic we can assume that 0 ≤ k < m. Let us multiply Mk from the right by
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

1 −⌊2kt/m⌋ −⌊k2t/m2⌋
0 1 0
0 0 1


We get


1 {2kt/m} {k2t/m2}
0 1 k/m
0 0 1

 ∈ D
So the value of g on τ(k) is e({k2t/m2}) = e(k2t/m2).
1.4 Higher order Fourier analysis on the cirlce
In this chapter we sketch a consequence of our results when specialized to the circle grouop C =
R/Z. Since the circle falls in to the 0-characteristic case, theorem 9 shows that higher order Fourier
analysis on the circle deals with continuous morphisms from C to nilspaces that arise from nilman-
ifolds. We show that such morphisms arise from one parameter subgroups in nilpotent Lie-groups
which periodically intersect a co-compact subgroup. It follows that Gowers norms have rather aes-
thetical inverse theorems on the circle.
Let us use the notation from chapter 1.1. We denote by M the nilspace on F/Γ corresponding to
the filtration V . Recall that π : F →M is the natural projection. We prove the following theorem.
Theorem 12 If φ : C → M is a continuous nilspace morphism with φ(0) = π(1). Then there is a
group homomorphism f : R→ F such that f(1) ∈ Γ and φ(xZ) = f(x)Γ.
Note that theorem 12 implies that contintinuous morphisms fromC to M (which are normalized
in the way that φ(0) = π(1)) are in a one to one correspondence with the elments of Γ. If g ∈ Γ
then basic Lie-group theory shows that there is a unique one parameter subgroup f : R → F with
f(1) = g. A surprising consequence of theorem 12 is that filtrations and polynomial maps become
irrelevant for the description of morphisms of the circle. They can be characterized through classical
group homomorphisms.
Lemma 1.3 Let f : C → C be a continuous polynomial map. Then f is linear. (Consequently we
obtain that any continuous polynomial map f : C → Cn is linear.)
Proof. In this proof we will think of C as the complex unit circle. Assume by contradiction that
f is not linear. Then by repeatedly applying operators Dh to f we can get a non-linear quadratic
function. This means that it is enough to get a contradiction if f is quadratic. In this case Dh(f) is a
linear map that depends continuously on h ∈ C in the L2 norm. On the other hand Dh(f) is a linear
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character times a complex number from the unit circle. The characters are orthogonal to each other
and so the character corresponding to Dh(f) has to be the same for every h. This is only possible if
it is the trivial character but then f is linear.
Proof of theorem 12 We go by induction on k. If k = 0 then the statement is trivial. Assume that
we have the statement for k − 1 ≥ 0. By factoring out with the central subgroup Fk−1 ∩ Γ we can
assume that Fk−1 ∩ Γ is trivial. Thus Fk−1 is a torus. Let Mk−1 denote the nilspace (N/Fk−1)/Γ
and let ̺ : M →Mk−1 denote the natural projection. Elements of Mk−1 are orbits of the action of
Fk−1 onM . Since ̺ is a continuous nilspace morphism we have that ̺◦φ is a continuous morphism.
By our induction hypothesis there is a one parameter subgroup f1 : R→ F/Fk−1 representing ̺◦φ.
Assume that f1(1) = gFk−1 for some g ∈ Γ. Let f2 : R → F denote the unique one parameter
subgroup with f2(1) = g. We have that f2(x)Fk−1 = f1(x) holds for every x ∈ R. We have
that π(f2(x)) is in the same Fk−1 orbit as φ(x). Let h : R → Fk−1 denote the unique function
with φ(x) = h(x)π(f2(x)). It is easy to see from basic nilspace theory (see theorem 13) that h is a
polynomial map so by lemma 1.3 it is a homomorphism. From π(f2(1)) = π(1) and φ(1) = π(1)
we have that h(1) = 0. Since Fk−1 is in the center of F we have that f(x) = π(x)f2(x) is a
homomorphism which satisfies the required conditions.
We are ready to describe functions fs : C → C that are ”structured” with respect to the Uk+1
norm. Let F be a k-nipontent Lie-group with a co-compact subgroup Γ and let h : F/Γ → C be a
continuous function with |h| ≤ 1. Let g ∈ Γ be a fixed element and let τ : R → F be the unique
one parameter subgroup with τ(1) = g. Then we obtain a continuous function fs = h ◦ π ◦ τ on
C = R/Z. Note that fs can be regarded as a continuous periodic nil-sequence. Roughly speaking,
if the complexity of F/Γ and the Lipschitz constant of h are both bounded then fs is a structured
function in k-th order Fourier analysis. Theorem 4 shows that if ‖f‖Uk+1 is separated from 0 then
f correlates with such a structured function fs.
Using this we also get an “interval” version of the Green-Tao-Ziegler theorem for theUk+1([0, 1])
norm. Functions on the interval [0, 1] can be represented in a large enough Cyclic group say
R/2k+1Z. We obtain that if f : [0, 1] → C is a measurable function with |f | ≤ 1 and ‖f‖Uk+1 is
separated from 0 then f correlates with a continuous bounded complexity nilsequence.
2 Compact abelian groups, Gowers norms and nilspaces
2.1 σ-algebras of probability spaces
Let (Ω,A, µ) be a probability space. We will use the standard notation for normed spaces obtained
from Ω. For Lp(Ω,A, µ) we use the short hand notation Lp(Ω) or Lp(A). Since we never consider
two different probability measures on the same σ-algebra the meaning of these abbreviations is
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always clear from the context. We denote by Lpu the unit balls in these normed spaces. In this paper
we only use the values p = 2,∞.
We will often work with sub σ-algebras of A in a fixed probability space (Ω,A, µ). For two
sub σ-algebras B, C in A we denote by B ∨ C the σ-algebra generated by B and C. The expression
B ∧ C denotes the intersection of B and C. According to our definition a set S is in B ∧ C if there
are measurable sets B ∈ B and C ∈ C such that µ(S△A) = µ(S△B) = 0. If B is a sub σ-
algebra in A and f : Ω2 → Ω is a measure preserving map for some probability space Ω2 then
we denote by B ◦ f the σ-algebra {f−1(S)|S ∈ B}. Two sub σ-algebras B and C in A are called
conditionally independent if E(E(f |C)|B) = E(E(f |B)|C) = E(f |B ∧ C) holds for an arbitrary
bounded measurable function f . To prove that B and C are conditionally independent it is enough
to check that E(f |C) = 0 whenever f is measurable in B and E(f |B ∧ C) = 0.
Definition 2.1 Let {Bi}ni=1 be a collection of sub σ-algebras inA. Then we denote byR({Bi}ni=1)
the set of functions of the form f =∏ni=1 fi where fi ∈ L∞u (Bi).
We will use the following classical fact from measure theory.
Lemma 2.1 Let {Bi}ni=1 be a collection of sub σ-algebras in A and let B =
∨n
i=1 Bi be the σ-
algebra generated by them. Then every function in L2(B) can be approximated with an arbitrary
precision in L2 by a finite linear combination of functions in R = R({Bi}∞i=1).
A σ-algebra B ⊆ A is separable if there is a countable subset S ⊂ B such that for every ǫ > 0
and H ∈ B there is a set T ∈ S such that µ(H△T ) ≤ ǫ. Every σ-algebra which is generated by
countable many sets is separable. We will use the following basic fact.
Lemma 2.2 Let {Bi}ni=1 be a collection of sub σ-algebras inA and let C ⊆
∨n
i=1 Bi be a separable
σ-algebra. Then there are separable σ-algebras B′i ⊆ B for 1 ≤ i ≤ n such that C ⊆
∨n
i=1 B′i.
We will need the following lemma on conditional independence.
Lemma 2.3 LetB and C be two conditionally independentσ-algebras and letB1 be a sub σ-algebra
of B. Then (C ∨ B1) ∧ B = (C ∧ B) ∨ B1.
Proof. It is trivial that (C ∨ B1) ∧ B ⊇ (C ∧ B) ∨ B1. To see the other containment let f ∈
L∞((C ∨ B1) ∧ B). Using that f ∈ L∞(C ∨ B1) we have by lemma 2.1 that for an arbitrary small
ǫ > 0 there is an approximation of f in L2 of the form f ′ =
∑n
i=1 cibi where ci ∈ L∞(C) and
bi ∈ L∞(B1). Since ‖f − f ′‖2 ≤ ǫ and f ∈ L∞(B) we have that
ǫ ≥ ‖E(f |B)− E(f ′|B)‖2 = ‖f −
n∑
i=1
E(ci|B)bi‖2.
Using conditional independence we have that E(ci|B) is measurable in B ∧ C for every i and the
whole sum is measurable in (C ∧ B) ∨ B1. Using it for every ǫ the proof is complete.
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2.2 Couplings of probability spaces
Let I be a finite index set and U = {(Ωi,Si, µi)}i∈I be a system of probability spaces. If all the
probability spaces in U are separable the we say that U is separable. A coupling ofU is a probability
space (Ω,S, µ) together with measure preserving transformations {ψi : Ω → Ωi}i∈I . This means
that for every i ∈ I and set S ∈ Si we have µ(ψ−1i (S)) = µi(S).
Definition 2.2 Let {ψi : Ω→ Ωi}i∈I and {ψ∗i : Ω∗ → Ωi}i∈I be two couplings of U on the spaces
(Ω,S, µ) and (Ω∗,S∗, µ∗). We say that these two couplings are equivalent if for every system of
sets {Si ∈ Si}i∈I we have
µ
(⋂
i∈I
ψ−1i (Si)
)
= µ∗
(⋂
i∈I
ψ∗i
−1(Si)
)
. (5)
Remark 2.1 It is not hard to show that in the previous definition the equivalence of the two cou-
plings imply that if F is an arbitrary m variable set formula (using intersection, union and comple-
ment) , {Mj ∈ Saj}mj=1 is a system a events, M is the value of F on {ψ−1ai (Mi)}mi=1 and M∗ is
the value of F on {ψ∗ai−1(Mi)}mi=1 then µ(M) = µ∗(M∗). In other words the two couplings are
equivalent if they can’t be distinguished using probabilities of events formulated with events in U in
a fixed way.
Definition 2.3 Let
∏
i∈I Si denote the set of vectors (Si)i∈I where Si ∈ Si. Let
f :
∏
i∈I
Si → [0, 1] (6)
be a function. We say that f represents the (equivalence class) of a couplingΨ = {ψi : Ω→ Ωi}i∈I
if for S = (Si)i∈I the value of f(S) is equal to the left hand side of (5).
The next lemma gives a simple answers to the following question: For which functions f is there
a coupling Ψ such that f represents Ψ?
Lemma 2.4 A function f of the form (6) represents some coupling of U if and only if the following
two conditions hold.
1. For every j ∈ I and A ∈ Sj if S = (Si)i∈I denotes the vector with Si = Ωi for i 6= j and
Sj = A then f(S) = µj(A).
2. f is additive in every coordinate. This means that if in S = (Si)i∈I the set Sj is the disjoint
union of A and B then f(S) = f(T ) + S(U) where T (resp. U ) is obtained from S by
replacing Sj with A (resp. B).
Let coup(U) denote the set of equivalence classes of the possible couplings of the system U .
Lemma 2.4 says that elements of coup(U) are in a one to one correspondence with functions of
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the form (6) which satisfy the two algebraic conditions of the lemma. We list a few basic concepts
related to couplings.
Topology: We say that {Ψi}∞i=1 is a convergent sequence in coup(U) if the representing functions
{fi}∞i=1 converge for every fixed element S ∈
∏
i∈I Si. It is clear by lemma 2.4 that the pointwise
limit of {fi}∞i=1 also represents a coupling. If the coupling is separable the we obtain a compact
Hausdorff topological structure on coup(U).
Convexity: Let ν be any Borel probability measure on coup(U). Then the function f defined by
f(S) =
∫
C∈coup(U)
fC(S) dν
represents a coupling where fC is the function representingC. This shows that coup(U) is a convex
set in the topological sense.
Complete dependence: We say that the coupling {ψi : Ω→ Ωi}i∈I is completely dependent if for
every j ∈ I we have that Sj ◦ ψj = ∨i6=jSi ◦ ψi. It is easy to see that this property depends only
on the equivalence class of the coupling.
self-couplings and their sub-couplings: Throughout this paper we will mostly study couplings
when the probability spaces in U are all identical to a fixed space (X,A, ν). A coupling of such a
system U is a system of measure preserving maps {ψi : Ω→ X}i∈I . Let us denote by coup(X, I)
the set of self-couplings of I copies of X . If φ : J → I is a map then it induces a continuous map
φˆ : coup(X, I)→ coup(X, J) by φˆ({ψi}i∈I) = {ψφ(j)}j∈J . If φ is injective and C ∈ coup(X, I)
then we call φˆ(C) the sub-couplig of C corresponding to φ.
The multi linear form ξ: LetG = {gi : Ωi → C}i∈I be a system of bounded measurable functions.
Let C = {ψi : Ω→ Ωi}i∈I be a coupling of U . Then ξ is defined by
ξ(C,G) := Ex∈Ω
(∏
i∈I
gi(ψi(x))
)
. (7)
Notice that if gi is the characteristic function of a set Si ∈ Si for every i then the value in (7) is
equal to the value (on the left hand side) in (5) . This shows that ξ determines the equivalence class
of the coupling C.
Factor coupling and independence over a factor: Let S′i ⊂ Si be a sub σ-algebras for i ∈ I . The
coupling {ψi : Ω→ Ωi}i∈I can be restricted to a coupling of the probability spaces {Ωi,S′i, µi}i∈I .
This will be called a factor coupling of the original one. We will say that the original coupling is
independet over the factor given by {S′i}i∈I if for every j ∈ I and system of bounded measurable
functions G = {gi : Ωi → C}i∈I with E(gj |S′j) = 0 we have ξ(C,G) = 0. Equivalently, if
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G = {gi : Ωi → C}i∈I is a system of bounded measurable functions and G′ = {E(gi|S′i)}i∈I then
ξ(C,G) = ξ(C,G′). This shows that if a coupling C is independent over a certain factor C′, then
the multi linear form ξ(C,G) and thus C itself is uniquely determined by C′.
The basic properties of ξ are summarized in the next lemma.
Lemma 2.5 The function ξ satisfies the following properties.
1. For every i ∈ I we have ξ(C,G) ≤ ‖gi‖1
∏
j 6=i ‖gj‖∞,
2. ξ(G,C) is linear in each component gi,
3. If F = {fi : Ωi → C}i∈I is a system of measurable functions then
|ξ(G,C)− ξ(F,C)| ≤
(∑
i∈I
‖fi − gi‖1
) n∏
i=1
max(‖fi‖∞, ‖gi‖∞). (8)
4. for a fixed G the value ξ(C,G) depends only on the equivalence class of the coupling C,
5. for a fixed G the function C → ξ(C,G) is continuous on coup(U).
6. If for every i the space Ωi is a compact, Hausdorff space and Si is the Borel σ-algebra then
the functions of the form C → ξ(C,G) where G is a system of continuous functions generate
the topology on coup(U).
Proof. The first and second properties are trivial from the definition. The third property follows
from the first two by replacing each gi by fi in n consecutive steps. To see the fourth property
observe that by the second property, if in F = {fi : Ωi → C}i∈I every function is a step function
then the function ξ(F,C) is a linear combination of numbers of the form (5) and so ξ(F,C) depends
only on the equivalence class of C. Furthermore the function τ : C → ξ(F,C) is a linear combina-
tion of continuous functions and so it is continuous. In the general case we can approximate every
gi be a step function fi with ‖fi‖∞ ≤ ‖gi‖∞ such that ‖fi − gi‖1 ≤ ǫ. Let C′ be an equivalent
coupling with C. Then by (8) we have that both |ξ(G,C) − ξ(F,C)| and |ξ(G,C′) − ξ(F,C′)|
are at most |I|ǫ∏i∈I ‖gi‖∞. Since this is true for every ǫ > 0 and ξ(F,C) = ξ(F,C ′) we have
that ξ(G,C) = ξ(G,C′). The same argument shows that the function ψ : C → ξ(G,C) can be
arbitrarily well approxiamted in L∞ by a continuous function τ and so ψ is continuous. The last
property follows from inequality (8) and from the fact that every {0, 1} valued measurable function
on Ωi can be approximated with an arbitrary precision in L1 by a continuous function of absolute
value at most 1.
2.3 Abelian groups, cubes and cubic couplings
Let A be an abelian group. If A is compact, Hausdorff and second countable then we use the short
hand notion compact for A. Compact abelian groups admit a unique, shift invariant probability
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measure called Haar measure. An affine version of A is a set X such that A acts transitively and
freely (fix point free) on X . This means that for every pair x, y ∈ X there is a unique element a ∈ A
such that xa = y. We can interpret a as y− x, however y+ x does not have a natural interpretation.
Affine abelian groups are very similar to abelian groups. If we fix an element in x ∈ X then there
is a natural bijection between X and A given by a ←→ xa. An affine homomorphism from an
abelian group A to another abelian group B is the composition of an ordinary homomorphism with
a shift on B. Affine homomorphisms can be naturally defined between affine abelian groups making
them a category.
An abstract cube of dimension n is a set of the form {0, 1}n (or more generally {0, 1}I where
I is a set of size n). We denote by 0 the all 0 vector in {0, 1}n. A function φ : {0, 1}a → {0, 1}b is
called a cube morphism if it extends to an affine homomorphism φ′ : Za → Zb. Cube morphisms
have a combinatorial description. They are maps φ : {0, 1}a → {0, 1}b such that each coordinate
function of φ(x1, x2, . . . , xa) is one of 1, 0, xi and 1 − xi for some 1 ≤ i ≤ a. An n-dimensional
cube (or more precisely the morphism of a cube) in an abelian group A is a map c : {0, 1}n → A
which extends to an affine homomorphism c′ : Zn → A. Cubes can also be described through the
formula
c(e1, e2, . . . , en) = x+
n∑
i=1
tiei
where x, t1, t2, . . . , tn are elements in A. Finally a map c : {0, 1}n → A is a cube if and only if for
every morphism φ : {0, 1}2 → {0, 1}n we have that
c(φ(0, 0))− c(φ(1, 0))− c(φ(0, 1)) + c(φ(1, 1)) = 0.
Let Q = {0, 1}n. We denote by hom(Q,A) the set of morphisms of Q into A. With respect to
pont wise addition on Q the set hom(Q,A) is an abelian group. Since every n-dimensional cube is
uniquely determined by x, t1, t2, . . . , tn in the above formula we have that hom(Q,A) is isomorphic
to the direct power An+1. If S is a subset in Q and f : S → A is an arbitrary function then we
denote by homf (Q,A) the set of maps c ∈ hom(Q,A) such that restriction of c to S is f . Note
that homf (Q,A) may be empty if f does not extend to a morphism of the full cube. If homf (Q,A)
is not empty then it is a coset of the group homg(Q,A) where g is the identically 0 function on S.
In other words homf (Q,A) is an affine version of homg(Q,A). If A is compact then homg(Q,A)
is also compact and so using its Haar measure we get a unique homg(Q,A) invariant probability
space structure on homf (Q,A).
When it doesn’t lead to confusion we will use the short hand notation Cn(A) for hom(Q,A)
and Cnf (A) for Homf (Q,A). If S = {0} ⊂ Q and f : S → A is given by f(0) = x then we use the
short hand notation Cnx (A) for homf (Q,A). It is clear that Cn0 (A) is a subgroup of Cn(A) which
is isomorphic to An. If x 6= 0 then Cnx (A) is an affine version of Cn0 (A).
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It is a crucial idea in this paper to consider Cn(A) (resp. Cnx (A)) as a coupling of 2n (resp.
2n − 1) copies of A. For every v ∈ {0, 1}n we define the map ψv : Cn(A) → A by ψv(c) = c(v).
These maps are surjective homomorphisms between compact abelian groups and so they are all
measure preserving. Ovserve that if v 6= 0 then the restriction of ψv to Cnx is a measure preserving
map from Cnx to A. The system of maps Ψn = {ψv}v∈{0,1}n on Cn(A) is a self coupling A with
index set {0, 1}n. Let Kn = {0, 1}n \ {0} and let Ψnx be the restriction of the function system
{ψv}v∈Kn to the probability space Cnx (A). Then Ψnx is a self coupling of A with index set Kn. It
is very important to note that Ψnx is not a sub-coupling of Ψn and it will depend on the choice of
x. Let G = {gv}v∈{0,1}n and F = {fv}v∈Kn be systems of bounded measurable functions on A.
Then the values of both ξ(G,Ψn) and ξ(F,Ψnx) are crucial in this paper. The following formulas
follow directly from the definitions.
ξ(G,Ψn) = Ex,t1,t2,...,tn
∏
v∈{0,1}n
gv(x+
n∑
i=1
viti), (9)
ξ(F,Ψnx) = Et1,t2,...,tn
∏
v∈Kn
fv(x+
n∑
i=1
viti). (10)
It turns out that certain calculations work out a bit nicer if we put conjugations on the terms in
(9) and (10) whose indices v have an odd number of 1’s. This motivates the next definitions. Let
us use the convention that if tv is a complex valued term which depends on an element v ∈ {0, 1}n
then t⋆v is tv if v has an even number of 1’s and is the conjugate of tv if v has an odd number of 1’s.
Definition 2.4 Let G = {gv}v∈{0,1}n be {fv}v∈Kn be function systems and G⋆ = {g⋆v}v∈{0,1}n
and F ⋆ = {f⋆v }v∈Kn be their conjugated versions. Then the Gowers inner product (G) of G is
defined by
(G) = ξ(G⋆,Ψn),
and the corner convolution [F ] of F is defined by
[F ](x) = ξ(F ⋆,Ψnx).
By abusing the notation we will also define the convolution [G]. Let G′ be the function system
obtained from G by ignoring g0. Then [G] := [G′]. We introduce the notations
(G)× =
∏
v∈{0,1}n
g⋆v ◦ ψv and [F ]× =
∏
v∈Kn
f⋆v ◦ ψv.
If the function system [F ] (resp. [G]) is constant such that each member is equal to the same function
f (resp. g) then we use the short hand notations
(f)n = (F ) , [g]n = [G] , (f)
×
n = (F )
× , [g]×n = [G]
×.
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Convolutions of the form [F ] in the above definition will be also called n-th order convolutions if
we need to emphasize the value n. Let us observe that with the above notation we have the following
equations.
(G) = ([G], g0) = ([G]
×, g0 ◦ ψ0), (11)
E((G)×) = (G),
E([F ]×|ψ0) = [F ] ◦ ψ0, (12)
Ey∈Ck
0
(A)[F ]
×(z + y) = [F ](ψ0(z)). (13)
Note that (12) and (13) are the same equations written in a different form. An easy way of seeing
(12) and (13) is to write the elements of Ck(A) as vectors z = (x, t1, t2, . . . , tk) as described in
chapter 2.3. In this coordinate system Ck0 (A) is the set of vectors of the form (0, t1, t2, . . . , tk).
Then ψ0(z) = x and (10) shows that the value [G](x) is the average of g on the coset of Ck0 (A)
containing z.
Remark 2.2 Let w ∈ {0, 1}n, K = {0, 1}n \ {w}. Let F = {fv}v∈K be a function system. One
can define the convolution [F ] in a similar way as above since our setup does not distinguish the
0 vector in {0, 1}n. Let α : {0, 1}n → {0, 1}n be an automorphism with α(0) = w. Then define
[F ] as the convolution of the function system {fα(v)}v∈Kn . It is clear that it does not depend on the
choice of α.
Lemma 2.6 Let A be a compact abelian group and n be a natural number. Then the map γ : x→
Ψnx is a continuous map from A to coup(U0).
Proof. According to the last point in lemma 2.5 the topology on coup(U0) is generated by func-
tions of the form C → ξ(F,C) where F = {fv}v∈Kn is a system of continuous functions. This
means that it is enough to check the continuity of the composition of γ with such functions. This
composition is the function h : x → ξ(F,Ψnx). The formula (10) shows that the continuity of the
functions fv imply the continuity of h.
The previous lemma and the fourth point in lemma 2.5 imply the following corollary.
Corollary 2.1 The function [F ] is continuous for an arbitrary system F = {fv}v∈Kn of bounded
measurable functions.
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2.4 Sub-couplings of cubic couplings
Let S ⊂ {0, 1}n be an arbitrary subset and f : S → A be an arbitrary function into a compact
abelian group A. Let φ : {0, 1}m → {0, 1}n be a morphism and let g denote the function f ◦ φ
on the set φ−1(S). Then we denote by φˆ : Cnf (A) → Cmg (A) the map defined by φˆ(c) = c ◦ φ.
The natural question arises: Under what conditions is the map φˆ measure preserving? First of all
notice that φˆ is a continuous morphism between affine compact abelian groups and thus φˆ is measure
preserving if and only if it is surjective. The next lemma connects surjectivity of φˆ with equivalence
of couplings.
Lemma 2.7 Assume that for every v ∈ {0, 1}n \S the map ψv : Cnf (A)→ A is surjective and that
φˆ is surjective. Then the coupling {ψv}v∈H on Cmg (A) is equivalent with the coupling {ψφ(v)}v∈H
on Cnf (A) where H = {0, 1}m \ φ−1(S).
Proof. The statement is clear from the facts that ψφ(v) = ψv ◦ φˆ for every v in H and that φˆ is
measure preserving.
Lemma 2.8 Let 0 ≤ k ≤ n be integers and S ⊂ {0, 1}n be the k-dimensional face in {0, 1}n
which consists of all vectors with 0 in the last n − k coordinates. Let τ : {0, 1}n → {0, 1}n−k be
the projection to the last n−k coordinates. Assume that f : S → A is in Ck(A) and φ : {0, 1}m →
{0, 1}n is a morphism such that τ ◦ φ is injective. Then φˆ is surjective.
Proof. Let τ ′ be the projection of {0, 1}n to the first k coordinates and let z be the identically zero
function on S. Since Cnf (A) = f ◦ τ ′ + Cnz (A) we can assume without loss of generality that f is
identically 0. It is enough to prove that φˆ ◦ τˆ : Cn−k0 (A)→ Cmg (A) is surjective. This reduces the
problem to the case when k = 0. In this case S is the 0 vector and φ is an injective morphism.
By using appropriate automorphisms of {0, 1}m and coordinate permutation of {0, 1}n we can
assume without loss of generality (using the injectivity of φ) that φ(v1, v2, . . . , vm)i = vi if 1 ≤ i ≤
m (this can be obtained from the combinatorial description of morphisms). We distinguish between
two cases. In the first case 0 is not in the range of φ and in the second case φ(0) = 0.
In the first case, since the image of φ does not contain the zero vector we can assume that ei-
ther φ(v)m+1 = 1 or φ(v)m+1 = 1 − v1. Let τ2 : {0, 1}n → {0, 1}m+1 be the projection to
the first m + 1 coordinates. It is enough to show that φˆ ◦ τˆ2 is surjective. Using our parametriza-
tion, if φ(v)m+1 = 1 then for t = (0, t1, t2, . . . , tm+1) in Cm+10 (A) we have that φˆ(τˆ2(t)) =
(tm+1, tm+1 + t1, . . . , tm+1 + tm) and if φ(v)m+1 = 1 − v1 the φˆ(τˆ2(t)) = (tm+1, t1, tm+1 +
t2, . . . , tm+1 + tm). Both are surjective.
In the second case we denote by τ2 : {0, 1}n → {0, 1}m the projection to the firstm coordinates.
The map τˆ2 : Cm0 (A)→ Cn0 (A) composed with φˆ : Cn0 (A)→ Cm0 (A) is obviously bijective which
completes the proof.
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2.5 Gowers norms and corner convolutions
Let A be a compact abelian group. If f : A → C then we define the function ∆tf by (∆tf)(x) =
f(x)f(x+ t). The Gowers norm ‖f‖Un is defined by
‖f‖2nUn = Ex,t1,t2,...,tn∆t1,t2,...,tnf(x) = (f)n (14)
for f ∈ L∞(A).
The so-called Gowers-Cauchy-Schwartz inequality says that if F = {fv}v∈{0,1}n is a system of
bounded measurable functions then
|(F )| ≤
∏
v∈{0,1}n
‖fv‖Un . (15)
We continue with a basic trick which makes calculations with (F ) and [F ] easier. Let i ∈ [n]
and let Q ⊂ {0, 1}n be the set of vectors with 0 in the i-th coordinate. Let w ∈ {0, 1}n be the
vector with 1 at the i-th coordinate and 0 everywhere else. For t ∈ A we introduce δi,tF as the
function system {fv(x)fv+w(x+ t)}v∈Q. If F is a function system parametrized by Kn then we
define δi,tF by the previous formula such that Q is repleced by Q\{0}. Then we have the following
two equations
(F ) = Et((δi,tF )) and [F ](x) = Et(fw(x+ t)δi,t[F ](x)). (16)
The equations in (16) are useful because they reduce the dimension n in the calculations and thus
they can be used in proofs with inductions on n. The next lemma is an example for this.
Lemma 2.9 Let F = {fv}v∈Kn be a system of bounded measurable functions onA. Then for every
j ∈ [n] we have that
|[F ](x)| ≤
∏
v∈Kn,vj=0
‖fv‖∞
∏
v∈Kn,vj=1
‖fv‖Un .
Proof. If n = 1 then the statement is true with equality. If n > 1 then by induction we assume
that it is true for n − 1. Without loss of generality (using symmetry) we can assume that j 6= n.
We have that δn,tF = {gtv}v∈Kn−1 where gtv is the function y 7→ f (v,1)(y + t)f(v,0)(y). Let
w = (0, 0, . . . , 0, 1) ∈ {0, 1}n. By (16), induction, Cauchy-Schwartz inequality and using the fact
that ‖gtv‖∞ ≤ ‖f(v,0)‖∞‖f(v,1)‖∞ we get
|[F ](x)| ≤ ‖fw‖2E1/2t
( ∏
v∈Kn−1,vj=0
‖gtv‖2∞
∏
v∈Kn−1,vj=1
‖gtv‖2Un−1
)
≤
‖fw‖∞
∏
v∈Kn−1,vj=0
‖f(v,0)‖∞‖f(v,1)‖∞E1/2t
( ∏
v∈Kn−1,vj=1
‖gtv‖2Un−1
)
≤
26
∏
v∈Kn,vj=0
‖fv‖∞
∏
v∈Kn−1,vj=1
(
Et(‖gtv‖2
n−1
Un−1)
)21−n
Let v ∈ Kn−1 and let H = {hz}z∈{0,1}n be the function system defined by hz = f(v,0) if
zn = 0 and hz = f(v,1) if zn = 1. Then by (15), (16) we get
Et(‖gtv‖2
n−1
Un−1) = Et((δn,tH)) = (H) ≤ ‖f(v,0)‖2
n−1
Un ‖f(v,1)‖2
n−1
Un
which completes the proof.
Lemma 2.10 If k ≥ 1 then ‖f‖Uk ≤ ‖f‖2k−1 .
Proof. We prove the statement by induction. If k = 1 then ‖f‖U1 = |E(f)| ≤ ‖f‖1. Let ft denote
the function with ft(x) = f(x+ t). We have by induction that
‖f‖2k+1Uk+1 = Et(‖fft‖2
k
Uk
) ≤ Et(‖fft‖2k2k−1) ≤ Et,x(|f(x)|2
k |f(x+ t)|2k) = ‖f‖2k+12k .
Corollary 2.2 If k ≥ 2 and |f | ≤ 1 then (f, f) = ‖f‖22 ≥ ‖f‖2
k−1
Uk
.
Proof. If |f | ≤ 1 then ‖f‖2k−1Uk ≤ ‖f‖2
k−1
2k−1 ≤ ‖f‖22.
2.6 Low rank approximation and products of convolutions
Lemma 2.11 Let A be a compact abelian group, B < A a compact subgroup, ǫ > 0 and f : A→
C be a measurable function with ‖f‖∞ ≤ 1. Let furthermore fB(z) = Ey∈Bf(z + y). Then there
are elements a1, a2, . . . , an in B with n ≤ 1+4/ǫ2 such that the function g(z) = 1n
∑n
i=1 f(z+an)
satisfies ‖fB − g‖2 ≤ ǫ.
Proof. Let n be an integer with 4/ǫ2 ≤ n ≤ 1+4/ǫ2. Let h(z, a1, a2, . . . , an) = 1n
∑n
i=1 f(z+an)
and r(z, a1, a2, . . . , an) = fB(z) be functions defined on A × Bn. For a fixed z ∈ A let Yz
denote the random variable f(z + y) − fB(z) where y is chosen randomly from B. If z ∈ A
is fixed then the value of h − r for a randomly chosen element (a1, a2, . . . , an) in Bn has the
same distribution as the average of n independent copies of Yz and so on this probability space
Var(h − r) = Var(Yz)/n ≤ 4/n. By taking the average of this for every z we get that ‖h −
r‖22 ≤ 4/n. Consequently there is a fixed vector (a1, a2, . . . , an) in Bn such that the function
Ez(h(z, a1, a2, . . . , an)− r(z, a1, a2, . . . , an))2 ≤ 4/n ≤ ǫ2 which finishes the proof.
Definition 2.5 A rank one function on Ck(A) is a function of the form [G]× where G = {gv}v∈Kk
is a function system in L∞u (A).
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Note that rank one functions are shift invariant on Ck(A) and are closed under point wise mul-
tiplication. The next lemma says that convolutions have low rank approximations when lifted to the
space Ck(A) with ψ0.
Lemma 2.12 (Low rank approximation) Let F = {fv}v∈Kk be a system of functions in L∞u (A)
and ǫ > 0. Then there is a function g on Ck(A) which is the average of at most 1 + 4/ǫ2 rank one
functions and ‖g − [F ] ◦ ψ0‖2 ≤ ǫ
Proof. Using (13) and lemma 2.11 we obtain that there exist elements y1, y2, . . . , yn in Ck0 (A) with
n ≤ 1 + 4/ǫ2 such that the function g(z) = 1n
∑n
i=1[F ]
×(z + yi) satisfies ‖[F ] ◦ ψ0 − g‖2 ≤ ǫ.
Since the functions z → [F ]×(z + yi) are all rank one functions the proof is complete.
Remark 2.3 It will be important that in lemma 2.12 the rank one functions occurring in the ap-
proximation use only shifted versions of functions from the system F .
Lemma 2.13 (product of convolutions) Let F = {fv}v∈Kk and G = {gv}v∈Kk be two systems
in L∞u (A) and let ǫ > 0. Then there are function systems Hi = {hiv}v∈Kk in L∞u (A) for i =
1, 2, . . . , n with n ≤ (1 + 64/ǫ2)2 such that
‖ [F ][G]− 1
n
n∑
i=1
[Hi] ‖2 ≤ ǫ.
Proof. We use lemma 2.12 for both F and G with ǫ/4. This way we obtain approximations f and
g for [F ] ◦ ψ0 and [G] ◦ ψ0 with L2 error ǫ/4 such that both f and g are the averages of at most
1 + 64/ǫ2 functions of rank one. In particular ‖f‖∞, ‖g‖∞ ≤ 1. Let us write [F ] ◦ ψ0 = f + eF
and [G] ◦ ψ0 = g + eG where ‖eF‖2, ‖eG‖2 ≤ ǫ/4 and ‖eF‖∞, ‖eG‖∞ ≤ 2. Now we have
([F ][G]) ◦ ψ0 = ([F ] ◦ ψ0)([G] ◦ ψ0) = fg + eF g + eGf + eF eG.
By ‖eGf‖2, ‖eF g‖2 ≤ ǫ/4 and ‖eF eG‖2 ≤ ǫ/2 we get that
‖([F ][G]) ◦ ψ0 − fg‖2 ≤ ǫ.
The function fg is the average of n ≤ (1 + 64/ǫ2)2 functions of rank one. Let us denote the
corresponding function systems by H1, H2, . . . , Hn. By (12) it follows that
E(fg|ψ0) =
( 1
n
n∑
i=1
[Hi]
)
◦ ψ0.
The function ([F ][G])◦ψ0 is already measurable in the σ-algebra generated by ψ0 and so conditional
expectation with respect to this σ algebra leaves it invariant. Since conditional expectation is a
contraction on L2 and ψ0 is measure preserving the proof is complete.
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2.7 Higher degree cubes
Definition 2.6 Let A be an Abelian group. A map c : {0, 1}n → A is a degree-k cube if it extends
to a degree-k polynomial map f : Zn → B.
It can be seen that a function{0, 1}n → A is a degree-k cube if and only if for every k + 1
dimensional face S ⊂ {0, 1}n we have∑v∈S(−1)h(v)c(v) = 0 where h(v) =∑ni=1 vi. If k ≤ −1
then we define a degree-k cube as the constant 0 function on {0, 1}n. For an integer k ∈ Z and
abelian groupAwe introduce the cubespaceDk(A) in whichCn(Dk(A)) is the collection of degree-
k cubes of dimension n. It is easy to seet that if k ≥ 1 then Dk(A) is a k-step nilspace. We regard
Dk(A) as a degree-k version of of A. In particular D1(A) is the group A with the usual cubic
structure.
Lemma 2.14 Let n ∈ N, k ∈ Z. Let A be a compact abelian group and let f ∈ Cn(Dn−k−1(Aˆ)).
Then for every c ∈ Cn(Dk(A)) we have that
∏
v∈{0,1}n χ
⋆
v(c(v)) = 1 where χv = f(v).
Proof. We go by induction on n. If n = 0 then the statement is trivial. Assume that n > 0 and that
the statement is true for n− 1. Then by induction we have the product in the lemma is equal to
∏
v∈Q
(
χvχv+w(c(v))
)⋆ ∏
v∈Q
(
χv+w(c(v)− c(v + w))
)⋆
where Q = {(v, 0)|v ∈ {0, 1}n−1} , w = (0, 0, . . . , 0, 1) ∈ {0, 1}n. The first product satisfies the
conditions with n − 1, k and the second one with n − 1, k − 1. We have by induction that both
products are 1.
Lemma 2.15 Let n ∈ N, k ∈ Z. LetA be a compact abelian group and let f ∈ hom(Kn,Dn−k−1(Aˆ)).
Then for every c ∈ Cn0 (Dk(A)) we have that
∏
v∈{0,1}n χ
⋆
v(c(v)) = 1 where χv = f(v).
Proof. Let us extend f to the full cube {0, 1}n such that f(0) = ∏v∈Kn χ⋆v . By lemma 2.14 it
is enough to prove that this extension is in Cn(Dn−k−1(Aˆ)). If k < 0 or k > n then it is trivial.
Assume that 0 ≤ k ≤ n and let S be a face in Q = {0, 1}n of dimension n− k. If S ⊂ Kn then we
have by our assumption that
∏
v∈S f
⋆(v) = 1A. If 0 ∈ S then
∏
v∈Q\S f
⋆(v) = 1A since Q \ S is
a disjoint union of faces parallel to S. Then by∏v∈Q f⋆(c) = 1A the proof is complete.
2.8 Compact nilspaces
The nilspace axioms were given in the introduction. In this chapter we review some of the results
from [1] which we use in this paper.
Let A be an abelian group and X be an arbitrary set. An A bundle over X is a set B together
with a free action of A such that the orbits of A are parametrized by the elements of X . This means
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that there is a projection map π : B → X such that every fibre is an A-orbit. The action of a ∈ A
on x ∈ B is denoted by x + a. Note that if x, y ∈ B are in the same A orbit then it makes sense to
talk about the difference x− y which is the unique element a ∈ A with y + a = x. In other words
the A orbits can be regarded as affine copies of A.
A k-fold abelian bundle Xk is a structure which is obtained from a one element set X0 in k-
steps in a way that in the i-th step we produce Xi as an Ai bundle over Xi−1. The groups Ai are
the structure groups of the k-fold bundle. We call the spaces Xi the i-th factors. If all the structure
groups Ai and spaces Xi are compact and the actions are continuous then the k-fold bundle admits
a Borel probability measure which is built up from the Haar measures of the structure groups in a
recursive way. Let πi denote the the projection from Xk to Xi. Assume that the measure µk−1 is
already defined on Xk−1 and µ∗k−1 denotes the measure defined by µ∗k−1(π
−1
k−1(S)) = µk−1(S) for
Borel sets in Xk−1. Then the measure µk is the unique measure on Xk with the property∫
Xk
f dµk =
∫
x∈Xk
∫
a∈Ak
f(x+ a) dνk dµ
∗
k−1
where νk is the Haar measure on Ak and f is a bounded Borel function on Xk.
Definition 2.7 LetNk be a k-fold abelian bundle with factors {Ni}ki=1 and structure groups {Ai}ki=1.
Let πi denote the projection of Nk to Ni. Assume that Nk admits a cubespace structure with cube
sets {Cn(Nk)}∞n=1. We say that Nk is a k-degree bundle if it satisfies the following conditions
1. Nk−1 is a k − 1 degree bundle.
2. For every n ∈ N the set Cn(Nk) is a Cn(Dk(Ak))-bundle with the pointwise action over
Cn(Nk−1). The projection of the bundle is given by the composition with πk−1.
The next theorem form [1] says that k-degree bundles are the same as k-step nilspaces.
Theorem 13 Every k-degree bundle is a k-step nilspace and every k-step nilspace arises as a k-
degree bundle.
It will be important that if N is a k-step compact nilspace then since the set Cn(N) admits a
k-fold bundle structure it has a natural probability measure on it. Furthermore we have that the
maps ψv : Cn → N defined by ψv(c) = c(v) are all measure preserving and thus we can define
the expressions [F ], (F ), [F ]×, (F )× similarly as in case of abelian groups. We have for example
that [F ] is continuous for every bounded measurable function system on N . We define ‖f‖Un by
‖f‖2nUn = (f)n which is equal to E((f)×n ). It turns out that if n ≤ k then Un is a semi-norm on
L∞(N) and it is a norm if n ≥ k + 1.
Definition 2.8 Let N be a k-step compact nilspace and χ ∈ Aˆk be a linar character of the k-th
structure group Ak. We denote by W (χ,N) the Hilbert space of functions f ∈ L2(N) such that
f(x+ a) = f(x)χ(a) holds for every x ∈ N and a ∈ Ak.
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The next lemma is a direct consequence of theorem 13.
Lemma 2.16 Assume that N is a k-step compact nilspace, χ ∈ Aˆk and f ∈ W (χ,N) is bounded.
Then the function (f)×k+1 (resp. [f ]×k+1 restricted to Ck+1x (N) for some x ∈ N ) is the composition
of a Borel function on Ck+1(Nk−1) (resp. Ck+1πk−1(x)(Nk−1) ) and the projection Ck+1(N) →
Ck+1(Nk−1) induced by πk−1. Furthermore we have that [f ]k+1 ∈ V (χ,N).
Another important fact about the spaces W (χ,N) is the following.
Lemma 2.17 (Fourier decomposition on nilspaces) Let N be a compact k-step nilspace. Then
L2(N) =
⊕
χ∈Aˆk
W (χ,N)
where the direct summands are orthogonal to each other. If f : N → C is a bounded Borel
measurable function then there is a unique decomposition f = ∑χ∈Aˆk fχ into bounded functions
fχ ∈ W (χ,N) converging in L2.
Proof. It is clear that the functions defined by fχ(x) = Eb∈Akf(x + b)χ(b) satisfy the above
equality.
Lemma 2.18 Let N be a k-step compact nilspace and χ ∈ Aˆk. Then there is a function φ ∈
W (χ,N) such that |φ(x)| = 1 holds for every x ∈ N . Furthermore every function f ∈ W (χ,N)
can be written as a product of φ and h ◦ πk−1 where h is an L2 function on the k − 1 step factor of
N .
Proof. Let f : Nk−1 → Nk be a function which chooses a Borel representative system for the
fibres of πk−1. Then we define φ(x) = χ(x − f(πk−1(x))). It is clear that φ satisfies the required
condition.
Lemma 2.19 Assume that k ≥ i ≥ n− 1 ≥ 0 and f ∈ L∞(N). Then ‖f‖Un = ‖E(f |πi)‖Un .
Proof. We prove the statement by induction on k−i. If k = i then there is nothing to prove. Assume
that the statement is true for i + 1 ≤ k. By E(f |πi) = E(E(f |πi+1)πi) we can assume that f is
measurable in the factor πi+1. By abusing the notation we can assume that f is defined on Ni+1 and
we do the calculation inside Ni+1. We have that Ci+1(Ni+1) is a C := Ci+1(Di+1(Ai+1)) bundle
over Ci+1(Ni). Recall that by definition the set C is equal to the set of all functions {0, 1}i+1 →
Ai+1. We have that
‖f‖Ui+1 = E((f)×i+1) = E(E((f)×i+1|πi)) = E(Ec∈C((f)×i+1)c) = E((Ea∈Ai+1fa)×i+1).
Since the right hand side is equal to ‖E(f |πi)‖Ui+1 the proof is complete.
Morphisms between compact nilspaces were defined in the introduction. We will also need a
stronger notion of morphism which was defined in [1].
31
Definition 2.9 (Fibre surjective morphism) Let N and M be two k-step nilspaces. A morphism
φ : N →M is called fibre surjective if for every 0 ≤ i ≤ k and x ∈ Ni we have that φ(π−1i (x)) =
π−1i (y) for some element y ∈Mi.
Fibre surjective morphisms have the useful property (see [1]) that they are measure preserving
in the very strong sense that the induced maps fromCnx (N) to Cnφ(x)(M) are all measure preserving
for arbitrary x ∈ N and n ∈ N. A crucial result from [1] says the following.
Theorem 14 If N is a compact k-step nilspace then it is the inverse limit of finite dimensional
k-step nilspaces where the maps used in the inverse system are all fibre surjective.
Note that a nilspace is called finite dimensional if all the structure groups {Ai}ki=1 are finite
dimensional i.e. compact Abelian Lie-groups. This means that the dual groups {Aˆi}ki=1 are all
finitely generated. In particular finite nilspaces are 0 dimensional.
3 Ultra product groups and their factors
3.1 Ultra product spaces
Let ω be a non principal ultra filter on the natural numbers. Let {Xi, µi}∞i=1 be pairs where Xi is a
compact Hausdorff space and µi is a probability measure on the Borel sets of Xi. We denote by X
the ultra product space
∏
ωXi. The space X has the following structures on it.
Strongly open sets: We call a subset of X strongly open if it is the ultra product of open sets
{Si ⊂ Xi}∞i=1.
Open sets: We say that S ⊂ X is open if it is a countable union of strongly open sets. Open
sets on X form a σ-topology. This is similar to a topology but it has the weaker axiom that only
countable unions of open sets are required to be open. It can be proved that X with this σ-topology
is countably compact. This means that if X is covered by countably many open sets then there is a
finite sub-system which covers X.
Borel sets: A subset of X is called Borel if it is in the σ-algebra generated by strongly open sets.
We denote by A(X) the σ algebra of Borel sets.
Ultra limit measure: If S ⊆ X is a strongly open set of the form S = ∏ω Si then we define µ(S)
as limω µi(Si). It is well known that µ extends as a probability measure to the σ-algebra of Borel
sets on X.
Ultra limit functions: Let T be a compact Hausdorff topological space. Let {fi : Xi → T }∞i=1
be a sequence of Borel measurable functions. We define f = limω fi as the function on X whose
value on the equivalence class of {xi ∈ Xi}∞i=1 is limω fi(xi). Such functions will be called ultra
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limit functions. It is easy to see that ultra limit functions can always be modified on a 0 measure set
that they becomes measurable in the Borel σ-algebra on X. This means that ultra limit functions are
automatically measurable in the completion of the Borel σ-algebra.
Measurable functions: It is an important fact (see [3]) that every bounded measurable function on
X is almost everywhere equal to some ultra limit function f = limω fi.
Continuity: A function f : X → T from X to a topological space T is called continuous if
f−1(U) is open in X for every open set in T . If T is a compact Hausdorff topological space then f
is continuous if and only if it is the ultra limit of continuous functions fi : Xi → T . Furthermore
the image of X in a compact Hausdorff space T under a continuous map is compact.
The fact that an ultra product space has only a σ-topology and not a topology might be upset-
ting for the first look. However one can look at X as a space which is glued together form many
“ordinary” topological spaces. These topological spaces appear as quotients of X.
Definition 3.1 A topological factor of X is a surjective continuous map X → T to a countably
based, Hausdorff topological space T .
Note that the compactness of T follows automatically from the fact that X is countably compact.
One can equivalently define topological factors through equivalence relations ∼ on X such that
the collection of open sets on X that are unions of equivalence classes form a countably based,
Hausdorff topological space.
3.2 Ultra product groups and the correspondence principle
Let {Ai}∞i=1 be a sequence of compact abelian groups. Let (A,A, µ) be the triple where A =∏
ω Ai, A is the Borel σ algebra on A and µ is the ultra limit of the normalized Haar measures on
Ai. To avoid the situation whenA is finite we will assume that for everyn ∈ N the set {i : |Ai| > n}
is in the ultra filter ω. Note that A is an abelian group which is similar to an ordinary compact group
in the sense that it admits the shift invariant probability measure µ defined on the Borel σ-algebra
A.
Associated structures: In this paper we will often work with algebraic structures associated with
A. The most typical one is the cube space Ck(A). In all of our cases there is a commutativity
between taking ultra products and taking the associated structure. For example there is a natural
bijection between Ck(A) and∏ω Ck(Ai).
Topology and σ-algebra: An important source of differences between compact groups and their
ultra products is the different behavior of their Borel σ-algebras. As an abstract set, the ultra product∏
ω Ai ×Ai is in a natural bijection with
∏
ω Ai×
∏
ω Ai = A×A. However the Borel σ-algebra
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on
∏
ω Ai×Ai is bigger than the productA⊗A. (The same thing is true for the σ-topology defined
on them.)
Shift invariant σ-algebras: A sub σ-algebra B ⊂ A is called shift invariant if S ∈ B implies that
S + t ∈ B holds for every t ∈ A. It is clear that A and the measure µ are both shift invariant.
3.3 Higher order Fourier σ-algebras
Let f = limω fi be a bounded measurable function on the ultra product group A. The general
correspondence principle for ultra product groups yields that ‖f‖Uk = limω ‖fi‖Uk holds for every
natural number k. Since the ultra limit of positive numbers is non-negative it follows that Uk is a
semi norm on L∞(A). We show in this chapter that for every k ∈ N there is a unique largest σ-
algebra Fk ⊂ A such that Uk+1 is a norm on L∞(Fk) and L∞(Fk) is orthogonal to every function
with zero Uk+1 norm. Roughly speaking, a function is measurable in Fk if it is purely “structured”
in k-th order Fourier analysis. One of many advantages of the ultra product framework is that there
is clear distinction between k-th order noise and k-th order structure on A. Functions that have zero
Uk+1 norm are considered to be “pure noise” in the k-th order setting.
Definition 3.2 Let B ⊆ A be a σ-algebra. Then we denote by [B]k,[B]×k and (B)×k the σ-algebra
generated by the functions [F ], [F ]× and (F )× where F runs through all the function systems
{fv}v∈{0,1}k in L∞(B).
We have that
[B]×k =
∨
v∈Kk
B ◦ ψv and (B)×k =
∨
v∈{0,1}k
B ◦ ψv.
Lemma 3.1 Let B ⊂ A , k ∈ N and let C ⊂ A be the unique σ-algebra with C◦ψ0 = A◦ψ0∧[B]×k .
Then C ⊂ [B]k.
Proof. Let f ∈ L∞(C). We have by lemma 2.1 that for every ǫ > 0 the function f ◦ ψ0 has an
epproximation of the form g =
∑t
i=1[F
i]× with L2 error at most ǫ where each F i is a function
systme {f iv}v∈Kk in L∞(B). Then g′ =
∑t
i=1[F
i] satisfies g′ ◦ ψ0 = E(g|ψ0) and thus by ǫ ≥
‖g − f ◦ ψ0‖2 ≥ ‖E(g|ψ0) − f ◦ ψ0‖2 = ‖g′ − f‖2 we have that f has an arbitrary precise
approximation in L2([B]k).
Definition 3.3 Let Fk be the σ-algebra [A]k+1. We say that Fk is the k-th order Fourier σ-
algebra.
Theorem 15 (Properties of Fk) Let k be a natural number. Then
1. On the space Ck+1(A) we have Fk ◦ ψ0 = A ◦ ψ0 ∧ [A]×k+1,
2. ‖f‖Uk+1 = 0 holds if and only if E(f |Fk) = 0,
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3. Uk+1 is a norm on L∞(Fk),
4. Fk is shift invariant,
5. On the space Ck+1(A) we have Fk ◦ ψ0 = A ◦ ψ0 ∧ [Fk]×k+1,
6. F0 is the trivial σ-algebra and F0 ⊂ F1 ⊂ F2 ⊂ . . . is an increasing chain.
Proof.
Let B denote the σ-algebra whose pre-image under ψ0 is equal to A ◦ ψ0 ∧ [A]×k+1. The first
statement in the theorem says that B = Fk. By lemma 3.1 we have that B ⊆ Fk. For the statement
Fk ⊆ B it is enough to prove that [F ] ◦ ψ0 is measurable in [A]×k+1 for every function system
F = {fv}v∈Kk+1 in L∞u (A). This follows immediately from lemma 2.12.
Let R be the set of rank one functions on Ck+1(A). We claim that E(f |Fk) = 0 holds if and
only if f is orthogonal to every function in R. One direction is trivial since L∞(Fk) contains R.
Assume that f is orthogonal to R. Let G = {gv}v∈Kk+1 be a function system in L∞u (A) and let
g = [G]× be the corresponding rank one function. We have by (11) that 0 = (f, [G]) = (f ◦ψ0, g).
This shows that f ◦ ψ0 is orthogonal to every rank one function and thus E(f ◦ ψ0|G) = 0. Using
Fk ◦ ψ0 ⊆ G from the first part of the theorem we obtain
0 = E(f ◦ ψ0|Fk ◦ ψ0) = E(f |Fk) ◦ ψ0
showing that E(f |Fk) = 0.
By (15) and (11) we have that ‖f‖Uk+1 = 0 if and only if f is orthogonal to R. This proves the
second statement. The third statement follows form the fact that if f ∈ L∞(Fk) then f = E(f |Fk).
Statement four follows from the fact that convolution of shifts of functions (with a fix element
t ∈ A) is the shift of the convolution. Thus the generating system of Fk is shift invariant.
For the fifth statement let B′ ⊂ A be the σ-algebra such that B′ ◦ ψ0 = A ◦ ψ0 ∧ [Fk]×k+1.
Our goal is to show that Fk = B′. It is clear from the first statement of the theorem that B′ ⊆ Fk.
To show the other inclusion it is enough to show that every convolution in R is contained in B′.
Let F = {fv}v∈Kk+1 be a function system in L∞u (A). Let G = {gv := E(fv|Fk)}v∈Kk+1 . By
the second part of the theorem we get ‖fv − gv‖Uk+1 = 0 for every v ∈ Kk+1. Using the fact
that convolution is linear in the components and lemma 2.9 we conclude that in a process, where
we step by step replace the terms fv by gv in the system F , the convolution doesn’t change. It
follows that [G] = [F ]. Now remark 2.3 and lemma 2.12 show that [F ] ◦ ψ0 = [G] ◦ ψ0 can be
approximated by rank one functions using only translates of the functions gv. Since the functions gv
are all measurable in Fk and Fk is shift invariant we obtain that the function [F ] ◦ψ0 is measurable
in [Fk]×k+1. Thus we get that [F ] is measurable in B′.
The last statement follows from the fact that every convolution of order k is also a convolution of
order k + 1. this can be seen by using constant one functions in a function system on Kk+1 outside
of a k dimensional face containing the 0 vector.
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3.4 Identities for convolutions
Lemma 3.2 Let n, k be natural numbers and let F = {fv}v∈Kn be a system of functions in
L∞(Fk). Then the function [F ] is measurable in Fk.
Proof. If n ≤ k + 1 then the claim is clear by the definition of Fk. Assume that n > k + 1.
By theorem 15 the statement is equivalent with the fact that [F ] is orthogonal to any function g ∈
L∞(A) with ‖g‖Uk+1 = 0. Let gv = f⋆v for v ∈ Kn. Then [F ](x) can be calculated by the formula
(10). It is clear that for every fixed tk+2, tk+3, . . . , tn in A the expected value of the expression in
(10) according to t1, t2, . . . , tk+2 is a k + 1-th order convolution of functions in Fk and thus it is
orthogonal to g. Then the non-standard version of Fubini’s theorem [3] finishes the proof.
Lemma 3.3 If f ∈ L∞(Fk) and g ∈ L∞(A) satisfies ‖g‖Uk+1 = 0 the ‖fg‖Uk+1 = 0.
Proof. Using theorem 15 we have E(fg|Fk) = fE(g|Fk) = 0 and thus ‖fg‖Uk+1 = 0.
Lemma 3.4 Let F = {fv}v∈{0,1}k+1 be a function system in L∞(A) such that for some pair of
two neighbouring vertices w1, w2 ∈ {0, 1}k+1 we have fw1 ∈ L∞(Fk−1) and ‖fw2‖Uk = 0. then
(F ) = 0.
Proof. Assume that w1 and w2 differ at the i-th coordinate. Then by lemma 3.3 we have that for
every t ∈ A the system δi,tF has a function (obtained from fw1 and fw2) with zero Uk-norm. Then
by (15) we have that (δi,t(F )) = 0. and thus (16) finishes the proof.
The next two lemmas are useful consequences of lemma 3.4.
Lemma 3.5 Let f, g be L∞(A) functions such that f = f1 + f2 where f1 = E(f |Fk−1) and
g = g1 + g2 where g1 = E(g|Fk−1). Then
Et
(
‖f(x)g(x+ t)‖2kUk
)
= Et
(
‖f1(x)g1(x+ t)‖2kUk
)
+Et
(
‖f2(x)g2(x+ t)‖2kUk
)
. (17)
Proof. Let H = {hv}v∈{0,1}k+1 be the function system such that hw = f if the last coordinate of
w is zero and hw = g if the last coordinate is one. It is clear by (16) that the left hand side of (17)
is equal to (H). By the linearity of (H) in each coordinate we can decompose it into 22k+1 terms
using f = f1 + f2 and g = g1 + g2. Then lemma 3.4 shows that only the two terms representing
the right hand side of (17) are not necessarily zero.
Lemma 3.6 LetF = {fv}v∈Kk+1 be a function system inL∞(A). Furthermore letG = {gv}v∈Kk+1
with gv = E(fv|Fk−1). Then [G] = E([F ] | Fk−1).
Proof. Since [G] is measurable in Fk−1 by lemma 3.2, it is enough to prove that for an arbitrary
h ∈ L∞(Fk−1) we have ([G], h) = ([F ], h). Let us write fv = gv + rv for every v ∈ Kk+1
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and notice that ‖rv‖Uk−1 = 0. Let F ′ = {f ′v}v∈{0,1}k+1 be the function system with f ′v = fv if
v 6= 0 and f ′0 = h. Then by (11) we have that ([F ], h) = (F ′). The linearity of the Gowers inner
product implies that we can decompose (F ′) into 22k+1−1 terms according to the decompositions
fv = gv + rv . By lemma 3.4 we have that the only non zero term is the one where we use gv at
every place. This term is equal to ([G], h).
In the rest of the chapter we study conditions that force convolutions of the form [F ] to be 0.
For example lemma 2.9 implies that if any function in the function system F = {fv}v∈Kn has zero
Un-norm then [F ] is zero. We will need some notation.
For an element v ∈ {0, 1}n we introduce the height h(v) of v as the coordinate sum of v. For
v, w ∈ {0, 1}n we say that v ≤ w if wi = 0 implies vi = 0 for every i ∈ [n]. In other words v ≤ w
if supp(v) ⊆ supp(w). A simplicial set S ∈ {0, 1}n is a set such that w ∈ S and v ≤ w implies
v ∈ S. For v ∈ S the degree d(v) is defined as max{h(w)|w ∈ S, v ≤ w}. A maximal element v
in S is an element with h(v) = d(v). A maximal face of S is a set of the form {v|v ≤ w} where
w ∈ S is maximal. The hight of S is the maximum of the heights of its elements. For a number
i ∈ [n] let us define the projection pi : {0, 1}n → {0, 1}n−1 given by deleting the i-th coordinate.
It is clear that the image of a simplicial set S under the projection pi is again simplicial.
Lemma 3.7 Let S ⊂ {0, 1}n be a simplicial set and let s, u ∈ S be two distinct elements. Let
K = {0, 1}n \ {u} and k = d(s). Let F = {fv}v∈K be a function system in L∞(A) such that
‖fs‖Uk = 0 and fv = 1A if v ∈ K \ S. Then the convolution [F ] (taken at u) is identically 0.
Proof. For the definition of [F ] in this case see remark 2.2. If h(s) = n or h(u) = n then
S = {0, 1}n and thus k = n. In this this case lemma 2.9 shows that [F ] = 0. We prove the
statement by induction on n − h(s). The case n − h(s) = 0 is now proved. We can assume
that h(s), h(u) < n. Using the fact that neither of s and u is the all 1 vector we get that there
is a coordinate r ∈ [n] such that sr = 0 and the vector s′ obtained from s by changing the r-th
coordinate to 1 satisfies s′ 6= u. Let us decompose fs′ as fs′ = g1+g2 where g1 = E(fs′ |Fk−1)and
‖g2‖Uk = 0. Similarly we introduce two function systems F1, F2 where Fi is obtained from F
by replacing fs′ by gi. By linearity of convolution we get that [F ] = [F1] + [F2]. If s′ /∈ S then
fs′ = 1A , g2 = 0 and so [F2] = 0. If s′ ∈ S then d(s′) = d(s) = k and so by induction [F2] = 0.
It remains to show that [F1] = 0. We use our induction step for the function system δr,tF1. Notice
that by lemma 3.3 the function fs(x)fs′ (x+ t) of coordinate pr(s) in δr,tF1 has zero Uk norm. It
is clear that in the complement of pr(S) every function in δr,tF1 is 1A. Since h(pr(s)) = h(s) and
d(pr(s)) ≤ d(s) = k we have by induction that [δr,tF1] = 0. By (16) we obtain that [F1] = 0.
Corollary 3.1 Let S ⊂ {0, 1}n be a simplicial set of hight at most k, and let {fv}v∈{0,1}n be a func-
tion system in L∞(A) such that fv = 1A if v ∈ {0, 1}n\S. Let G = {gv := E(fv|Fk−1)}v∈{0,1}n .
Then (F ) = (G).
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Proof. By the multi linearity of (F ) it is enough to prove that if ‖fv‖Uk = 0 holds for some
v ∈ S then (F ) = 0. (Then the statement follows by decomposing each fv as gv +(fv − gv) where
‖fv − gv‖Uk = 0.) Let u 6= v be some element in S. We have by (11) that (F ) is the scalar product
of the convolution of F taken at u with fu. Then lemma 3.7 finishes the proof.
3.5 Higher order dual groups and Fourier decompositions
Fourier analysis on a compact abelian group relies on the fact that L2(A) is the orthogonal sum of
one dimensional shift invariant subspaces. This decomposition is unique and the one dimensional
subspaces are forming an abelian group Aˆ under point wise multiplication. The group Aˆ is a discrete
ablelian group called the dual group of A. Each one dimensional shift invariant subspace is gener-
ated by a continuous homomorphism form A to the unit circle in the complex plane. Consequently
Aˆ is also the group of linear characters under pointwise multiplication. The decomposition
L2(A) =
⊕
χ∈Aˆ
Wχ (18)
give rise to the Fourier decomposition
f =
∑
χ∈Aˆ
fχ (19)
converging in L2 where fχ is the projection of f to Wχ.
Remark 3.1 Let X be an affine version of A (see chapter 2.3). Then then the same decomposition
as (18) holds for L2(X) where the one dimensional subspaces are again indexed by Aˆ. This shows
that the Fourier decomposition (19) can be uniquely defined on X despite of the fact that linear
characters are not uniquely defined on X (they depend on a constant multiplicative factor).
In this chapter we study similar decompositions in L2(A) for an ultra product group A. We
will see that a new interesting phenomenon emerges in the ultra product setting which is a crucial
part of our approach to higher order Fourier analysis. Let Aˆ denote the set of one dimensional shift
invariant subspaces of L2(A). The surprising fact is that L2(A) is not generated by the spaces in
Aˆ and thus ordinary Fourier analysis is not enough to treat an arbitrary measurable function on A.
In fact it turns out that the space spanned by the spaces in Aˆ is exactly L2(F1(A)) where F1 is the
first order Fourier σ-algebra on A. This means that the use of ordinary Fourier analysis is restricted
to functions that are measurable in F1. We will need higher order generalizations of Aˆ to define the
analogy of (18) and (19) for functions that are measurable in Fk.
Definition 3.4 A module of order k is a closed subspaceW ⊂ L2(A) such that if f ∈ L∞(Fk−1(A))
then fW ⊆ W (using pointwise multiplication). For every set of elements {φi}i∈I in L2(A) there
is a unique smallest module Wof order k containing all of them. We say that W is generated by the
system {φi}i∈I . The rank of W is the smallest cardinality of a generating system.
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Note that modules of order one are just linear subspaces of L2(A). In this case rank is equal to
the dimension of the subspace. Using the above definition we arrive to our main definition.
Definition 3.5 A k-th order character of A is a function φ : A → C of absolute value one such
that ∆tφ is measurable in Fk−1 for every t ∈ A. The k-th order dual group Aˆk of A is the set of
k-th order rank one modules generated by k-th order characters.
Note that the definition implies that every element of Aˆk is a shift invariant rank one module of
order k. We will see later that Aˆk could be equivalently defined as the set of shift invariant rank one
modules of order k. To justify the name “higher order dual group” we need to give a group structure
to it. It is basically the point wise multiplication but we need to define it carefully. The product of
two L2 functions is not necessary in L2. For this reason we define the product of W1,W2 ∈ Aˆk
as the L2 closure of the set of products f1f2 where f1 and f2 are bounded functions from W1 and
W2. It is clear that Aˆk becomes an abelian group with this multiplication where the inverse of an
element W is obtained by conjugating the elements in W . Note that Aˆk is isomorphic to the group
of k-th order characters factored out by the group of functions in L∞(Fk−1(A)) of absolute value
one.
Lemma 3.8 Let B ⊆ A(A) be a shift invariant σ-algebra. Let φ : A → C be a function with
|φ| = 1 such that ∆tφ is measurable in B for every t ∈ A. Then either E(φ|B) is constant 0 or
φ ∈ L∞(B). In particular if φ is a k-th order character which is not in the trivial module then
E(φ|Fk−1) = 0.
Proof. Let f = E(φ|B). Then for every fixed t we have
f(x+ t) = E(φ(x + t)|B) = E(φ∆tφ|B) = f∆tφ
and thus fφ is translation invariant. We obtain that f = cφ for some constant c. Using that f is the
projection of φ to L2(B) we get that either f = 0 or f = φ.
Lemma 3.9 Every k-th order character (and thus every module in Aˆk) is in L2(Fk).
Proof. Let φ be a k-th order character. We have by (16) that
Et(‖∆tφ‖2kUk) = ‖φ‖2
k+1
Uk+1
.
Using that ∆tφ is measurable in Fk−1 we get by theorem 15 that ‖∆tφ‖Uk > 0 holds for every t
and thus by the above formula ‖φ‖Uk+1 > 0. This means by theorem 15 that E(φ|Fk) 6= 0. Since φ
is also a k + 1-th order character we obtain by lemma 3.8 that φ has to be in the trivial module and
so φ is measurable in Fk.
Lemma 3.10 Every two distinct modules W1,W2 in Aˆk are orthogonal to each other.
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Proof. Let g1 = f1φ1 ∈ W1 and g2 = f2φ2 ∈ W2 be two elements where φ1, φ2 are k-th order
characters and f1, f2 ∈ L∞(Fk−1(A)). We have that
(g1, g2) = E(E(g1g2|Fk−1)) = E(f1f2E(φ1φ2|Fk−1)).
By lemma 3.8 the right hand side is 0. Since such elements g1 and g2 are L2 dense in W1 and W2
which completes the proof.
An important consequence of our main result, theorem 18 is the following.
Theorem 16 (Higher order Fourier decomposition) For every 1 ≤ k ∈ N we have that
L2(Fk(A)) =
⊕
W∈Aˆk
W
and so every function f ∈ L2(Fk(A)) has a unique decomposition
f =
∑
W∈Aˆk
fW
converging in L2 where fW is the projection of f to the modul W .
In the rest of this chapter we focus on the measure theoretic properties of higher order characters.
The simplest examples for k-th order characters are functions φ : A→ C such that
∆t1,t2,...,tk+1φ(x) = 1
for every t1, t2, . . . , tk+1, x in A or equivalently: (φ)×k+1 = 1. Such functions could be be called
pure characters. Unfortunately for k > 1 there are groups A on which not every modul in Aˆk can
be represented by a pure character. This justifies the next definition.
Definition 3.6 (Locally pure characters) Let B ⊆ A(A) be any σ algebra. We denote by [B, k]∗
the set of functions φ : A→ C of absolute value 1 such that (φ)×k+1 is measurable in (B)×k+1.
In case B is the trivial σ-algebra then [B, k]∗ is just the set of pure characters with (φ)×k+1 = 1.
Lemma 3.11 Let B ⊆ A(A) be a σ-algebra. Then:
1. [B, k]∗ is an Abelian group with respect to point wise multiplication.
2. [B, 0]∗ is the set of B measurable functions f : A→ C of absolute value 1.
3. [B, k]∗ ⊆ [B, k + 1]∗
4. If B is shift invariant and φ ∈ [B, k]∗ then ∆tφ ∈ [B, k − 1]∗ for every t ∈ A
Proof. The first three properties are trivial. We show the last statement. Let f = f(x, t1, t2, . . . , tk+1)
be a bounded function on Ck+1(A) using the parametrization Ck+1 ≃ Ak+2 introduced in chapter
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2.3 such that f is measurable in (B)×k+1. We claim that for almost every fixed value of tk the restric-
tion of f defined on Ck(A) is measurable in (B)×k . Using the shift invariance of B the statement
is obviously true for functions in R({B ◦ ψv}v∈{0,1}k+1) (see notation in lemma 2.1). Then lemma
2.1 shows the general case.
By applying the claim for (φ)×k+1 we get that for almost every t ∈ A the function (∆tφ)×k is
measurable in (B)×k and thus for such t’s we have that ∆tφ ∈ [B, k − 1]∗. Now let t ∈ A be an
arbitrary fixed element. By the previous result both ∆t′φ and ∆t−t′φ are in [B, k − 1]∗ for almost
every t′ and by fixing one such element we obtain that ∆tφ(x) = ∆t′φ(x)∆t−t′φ(x + t′) is in
[B, k − 1]∗.
Lemma 3.12 Every element in [B, k]∗ is measurable in the σ-algebra Fk ∨ B.
Proof. Assume that f ∈ [B, k]∗. Let C = [A]×k+1. Let g1 = [f ]×k+1 and g2 = f ◦ ψ0/g1 on
Ck+1(A). We have that g1 is measurable in C ∨ B ◦ ψ0 and g2 is measurable in C. This means that
f ◦ ψ0 = g1g2 is measurable in C ∨ B ◦ ψ0. On the other hand f ◦ ψ0 is measurable in A ◦ ψ0 and
thus it is measurable in (C ∨ B ◦ ψ0) ∧ A ◦ ψ0.
We claim that A ◦ ψ0 is conditionally independent from C. By theorem 15 we have that A ◦
ψ0 ∧ C = Fk ◦ ψ0. Assume that h ∈ L∞(A) is orthogonal to L2(Fk). Then ‖h‖Uk+1 = 0 and thus
by (15) we have that h ◦ ψ0 is orthogonal to every element in R({A ◦ ψv}v∈{0,1}k+1). Lemma 2.1
shows that h ◦ ψ0 is orthogonal to L2(C) which is needed for conditional independence.
Now lemma 2.3 implies that f ◦ ψ0 is measurable in (C ∧ A ◦ ψ0) ∨ B ◦ ψ0 which by theorem
15 is equal to Fk ◦ ψ0 ∨ B ◦ ψ0.
Lemma 3.13 If φ is a k-th order character then φ ∈ [Fk−1, k]∗.
Proof. It is clear that for every t ∈ Ck+1(A) we have that ∆t(φ)×k+1 is measurable in B =
(Fk−1)×k+1. Using that B is shift invariant and lemma 3.8 we obtain that either (φ)×k+1 is measurable
in B orE((φ)×k+1 |B) = 0. However the second possibility is impossible since the integral of (φ)×k+1
is equal to the k + 1-th Gowers norm of φ which is positive because φ ∈ Fk.
Lemma 3.14 A function φ : A→ C is a k-th order character if and only if φ ∈ [Fk−1, k]∗.
Proof. Lemma 3.13 shows one implication. To see the other implication assume that φ ∈
[Fk−1, k]∗. Then if t ∈ A is arbitrary we have by lemma 3.11 that ∆tφ ∈ [Fk−1, k − 1]∗. By
lemma 3.12 we obtain that ∆tφ is measurable in Fk−1 showing that φ is a k-th order character.
Lemma 3.15 Let n, k ∈ N+. Let β : Kn → Aˆk be a map such that β /∈ hom(Kn,Dn−k−1(Aˆk))
and let F = {fv}v∈Kn be a system of bounded functions on A such that fv is in β(v). Then [F ] is
identically 0.
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Proof. We go by induction on n. If n = 1 then lemma 3.8 shows the claim. Assume that the
statement holds for n − 1 ≥ 1. Let S ⊂ Kn be a face such that
∑
v∈S β(v) 6= 0 and assume that
i ∈ [n] is a direction parallel to S. Then δi,tF satisfies the condition for n− 1 and thus by induction
we have that [δi,tF ] is identically 0. The statement for n follows from (16).
3.6 Topological nilspace factors of ultra product groups
Definition 3.7 A continuous surjective function γ : A → T into a compact Hausdorff space T is
a k-step nilspace factor of A if the cubespace structure on T (obtained by composing cubes in A
with f ) is a k-step nilspace. Equivalently, a k-step nilspace factor of A is given by a continuous
nilspace morphism γ : A → N into a compact k-step nilspace such that the induced maps γn :
Cn(A)→ Cn(N) are surjective for every n.
Note that nilspace factors of ultra product groups are automatically compact nilspaces. Through-
out this chapter N is a k-step nilspace with structure groups A1, A2, . . . , Ak and i-step factors
πi : N → Ni where 0 ≤ i ≤ k. We will need the following lemma.
Lemma 3.16 Let γ : A → N be a k-step nilspace factor of A. Then γ is measurable in Fk(A)
and there are homomorphism τk : Ai → Aˆi for 1 ≤ i ≤ k such that if χ ∈ Aˆi and f ∈ W (χ,Ni)
then f ◦ πi ◦ γ is in the module τi(χ).
Proof. By lemma 3.9 and lemma 2.17 the calim that γ is measurable in Fk follows from the
existence of the map τk. By induction on k we can assume that the maps {τi}k−1i=1 exist as required
by the lemma. To see the existence of τk let χ ∈ Aˆk be an arbitrary character and let φ ∈ V (χ,N) be
a function of absolute value 1 (guaranteed by lemma 2.18). We have that (φ)×k+1◦γk+1 = (φ◦γ)×k+1.
From our induction hypothesis, lemma 2.16, lemma 3.14 we obtain that φ◦γ is a k-th order character
that we denote by τk(A). Then lemma 2.18 and our induction assumption will guarantee that τk(χ)
depends only on χ and thus τk : Aˆk → Aˆk is well defined. The fact that τk is a homomorphism is
clear from the definitions.
We introduce the following four properties for nilspace factors.
1.) measure preserving: We say that the nilspace factor ξ : A→ N is measure preserving if all the
maps γn : Cn(A)→ Cn(N) are measure preserving.
2.) Rooted measure preserving: We say that γ is rooted measure preserving if for every a ∈ A and
natural number n ∈ N the map γna : Cna (A)→ Cnγ(a)(N) induced by γ is measure preserving.
3.) Character preserving: The homomorphisms τi : Aˆk → Aˆk defined in lemma 3.16 are all
injective.
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4.) Factor consistent: We say that γ : A → N is factor consistent if for every 1 ≤ i ≤ k and
bounded measurable function f : N → C the function E(f ◦ γ|Fi(A)) is measurable in the σ-
algebra of πi ◦ γ.
Theorem 17 Let γ : A → N be a k-step nilspace factor. Then the following statements are
equivalent.
1. γ is character preserving,
2. γ is rooted measure preserving,
3. γ is measure preserving,
4. γ is factor consistent.
Definition 3.8 A nilspace factor γ satisfying the equivalent conditions in theorem 17 is called a
strong nilspace factor.
Proof of theorem 17: We prove the statement by induction on k. If k is 0 then everything is trivial.
Assume that the statement is true for k−1. This means that the factor γk−1 satisfies all the conditions
simultaneously.
(1) ⇒ (2): Let x ∈ A be an arbitrary element and let y = γ(x). Let ν denote the probability
distribution onCny (N) obtained by composing the uniform distribution onCnx (A) by γ. By theorem
13 Cny (N) is a Cn0 (Dk(Ak))-bundle over Cnπk−1(y)(Nk−1). Thus by induction it is enough to show
that ν is invariant under the natural action of Cn0 (Dk(Ak)) on Cny (N). This invariance can be
proved by showing for a function system U which linearly spans an L1-dense set in L∞(Cny (N))
that for every r ∈ Cn0 (Dk(Ak)) and u ∈ U the equation Eν(u) = Eν(ur) holds. (The shift ur
of u is defined as the function satisfying ur(y) = u(y + r).) We define U as the collection of all
functions [F ]× on Cny (N) where {χv ∈ Aˆk}v∈Kn is a system of characters and fv ∈ Wχv, N) is
a continuous function for every v ∈ Kn. The set U is closed under multiplication and contains a
separating system of continuous functions. It follows from the Stone-Weierstrass theorem that every
function in L∞(Cny (N)) can be approximated by some finite linear combination of elements from
U . We have for r ∈ Cn0 (Dk(Ak)) that
([F ]×)r = [F ]×
∏
v∈Kn
χv(rv). (20)
where rv = ψv(r) is the component of r at v. There are two cases. In the first case the function
β : v → χv is not in hom(Kn,Dn−k−1(Aˆk)). In this case by the character preserving property
of γ and by lemma 3.15 we get that Eν([F ]×) = Eµ([F ◦ γ]×) = 0 and so by (20) we have
Eν([F ]×) = 0 = Eν(([F ]×)r). In the second case β ∈ hom(Kn,Dn−k−1(Aˆk)). Then we have by
lemma 2.15 that
∏
v∈Kn
χv(rv) = 1.
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(2) ⇒ (3) : Notice that a random element in Cn+1x (A) (resp. Cn+1γ(x)(N)) restricted to an n
dimensional face of {0, 1}n+1 not containing 0n+1 is Cn(A) (resp. Cn(N)) with the uniform
distribution.
(3) ⇒ (4) : Let f : N → C be anarbitrary measurable function and let f1 = E(f |πi) , f2 =
f − f1. We have by lemma 3.16 that f1 ◦ γ is measurable in Fi. By lemma 2.19 we have that
‖f2‖Ui+1 = ‖E(f2|πi)‖Ui+1 = 0. By the measure preserving property of γ we get that
0 = ‖f2‖2i+1Ui+1 = E((f2)×) = E((f2 ◦ γ)×) = ‖f2 ◦ γ‖2
i+1
Ui+1 .
It follows from theorem 15 that f1 ◦ γ = E(f ◦ γ|Fi).
(4) ⇒ (1) : Let f : N → C be a function in W (χ,N) of absolute value 1. We show that if χ is
non-trivial then f ◦γ is non-trivial in Aˆk. This is equivalent with saying that f ◦γ is not measurable
in Fk−1(A). Assume by contradiction that g = f ◦ γ is measurable in Fk−1. We have by factor
consistency that there is a function h : Nk−1 → C such that f ◦γ = h◦πk−1 ◦γ almost everywhere
on A. Our induction hypothesis implies that the factor πk−1 ◦ γ is rooted measure preserving. This
means by lemma 2.16 that for every fix x ∈ A we have
[f ◦ γ]k+1(x) = E([f ◦ γ]×k+1(x)) = E([f ]×k+1(γ(x))) = [f ]k+1(γ(x)).
By ([f ◦ γ]k+1, f) = ‖f ◦ γ‖2k+1Uk+1 6= 0 we have that [f ◦ γ]k+1 is not identically 0. Furthermore by
the induction hypothesis we have that
[h]k+1(πk−1(γ(x))) = [h ◦ πk−1 ◦ γ]k+1(x) = [f ◦ γ]k+1(x).
It follwos that [h ◦ πk−1]k+1 = [f ]k+1 holds on N . This is a contradiction since by lemma 2.16 we
have that [f ]k+1 ∈ W (χ,N) and so it does not factor through πk−1.
Lemma 3.17 Let γ : A → N be a strong k-step nilspace factor and let φ : N → M be a fibre
surjective morphism. Then φ ◦ γ is a strong nilspace factor.
Proof. Using the fact that φ induces measure preserving maps from Cn(N) to Cn(M) it follows
that φ ◦ γ is measure preserving. Then theorem 17 shows the claim.
4 The main theorem
We are ready to state the main theorem of this paper which is our crucial tool to describe higher
order Fourier analysis. The result is a decomposition theorem of an arbitrary bounded measurable
function on A into a k-th ordered structured part and a k-th order random part where randomness is
measured by the Gowers norm Uk+1.
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Theorem 18 (Main theorem) Let f : A → C be an arbitrary bounded measurable function and
k ∈ N be a natural number. Then there is a strong k-step nilspace factor γ : A → N and a Borel
measurable function h : N → C such that ‖f − h ◦ γ‖Uk+1 = 0.
Remark 4.1 Note that in the theorem 18 the decomposition f = fs + fr with fs = h ◦ γ and
‖fr‖Uk+1 = 0 is unique since fs = E(f |Fk). This follows from the fact that fs is measurable in Fk
and fr is orthogonal to L2(Fk).
An equivalent formulation of the main theorem is the following version of it.
Theorem 19 (Second version of the main theorem) A function f : A → C is measurable in Fk
if and only if f = h ◦ γ for some strong k-step nilspace factor γ : A → N and Borel measurable
function h : N → C.
It is easy to see that in this statement we don’t need to assume that f is bounded. Various
strengthenings of the main theorem can also be formulated. These statements have essentially the
same proof.
Theorem 20 (Third version of the main theorem) For every separable σ-algebra G ⊂ Fk there
is a separable k-step nilspace factor γ : A→ N such that G is contained in the σ-algebra generated
by γ.
Remark 4.2 (Affine invariance) In theorem 20 one can also assume that the topological factor γ
is invariant under a countable set of prescribed invertible affine transformations of the form α :
A → A defined by α(x) = nx + a, n ∈ N, a ∈ A. This helps in connecting our results with
classical ergodic theory.
4.1 Outline of the proof
In this chapter we list the major components of the proof of theorem 20.
Step 1. (Finding the σ-algabra) Before finding γ we construct a weaker object namely the σ-
algebra generated by γ. The idea is to mimic the properties of Fk by a separable sub σ-algabra
containing G.
Definition 4.1 Let B ⊂ A be a σ-algebra. We say that B is a nil σ-algebra (of order k) if B =
[B]k+1 and for every 2 ≤ i ≤ k + 1 we have that on Ci(A)
[B]i ◦ ψ0 = A ◦ ψ0 ∧ [[B]i]×i (21)
With the help of the next lemma we extend G into a separable nil σ-algebra B.
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Lemma 4.1 Every separable sigma algebra inFk is contained in a separable nil σ-algebra of order
k.
In the rest of the proof it will be enough to show that each separable nil σ-algebras is generated
by a strong nilspace factor.
Step 2. (Topologization) In this step we construct a topological factor from a separable nil σ-algebra
B ⊂ Fk. Let γ : A → N denote the topological factor generated by all convolutions [F ] where
{fv}v∈Kk+1 is a function system in L∞(B). We say that a function f is continuous (resp. a set
S ⊆ A is open) in γ if f = h ◦ γ (resp. S = γ−1(S′)) for some continuous function h (resp. open
set S′) on N . Note that N has an inherited cubic structure {Cn(N)}∞n=0 which arises by composing
cubes in A with γ. It will be a useful point of view that γ is the topological factor generated by the
single map x → B ◦ Ψk+1x in the coupling topology. To prove theorem 20 it is enough to show the
following proposition.
Proposition 4.1 (topologization) If B is a separable nil σ-algebra of order k then the correspond-
ing topological factor γ : A → N (generated by k + 1-th order convolutions) is a k-step strong
nilspace factor.
An important observation is that the first two nilspace axioms automatically hold in N . The
proof of proposition 4.1 deals with the checking of the third nilspace axiom. (It will be clear that γ
is factor consistent and thus it gives a strong nilspace factor.)
We fix a natural number k and by induction we assume that proposition 4.1 is true for k − 1.
Note that the statement is trivial for k = 0. Let us introduce the notation Bi := [B]i+1 = B ∩ Fi
for 1 ≤ i ≤ k + 1. It will be crucial that, by induction, the topological factor γk−1 : A → Nk−1
corresponding to Bk−1 is a strong k−1 step nilspace factor. Since γk−1 generates a courser topology
than γ we have a natural projection πk−1 : N → Nk−1.
Step 3. (Local properties of B) We prove the following measure theoretic analogy of the unique
gluing aximom in k-step nilspaces.
Lemma 4.2 Let B be a nil-σ-algebra of order k and x ∈ A. Then the coupling B ◦ Ψk+1x is
completely dependent.
Step 4. (Convolutions of open sets) For a set S ⊂ A let cl(S) denote the closure of S in the topolgy
generated by γ. We prove the next topological statement which is a preparation for the proof of the
unique gluing axiom for N .
Lemma 4.3 Let ̺ : Kk+1 → A be some function. Then there is at most one element z ∈ N
with the following property. For every system of γ-open neighborhoods U(v) of ̺(v) where v runs
through Kk+1 we have that γ−1(z) ⊂ cl(supp([F ])) where F = {1U(v)}v∈Kk+1 .
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Note that the only application of lemma 4.2 is in the proof of lemma 4.3. These two lemmas
together form the most technical part of the proof.
Step 5. (Support of measure) To prove the unique gluing axiom for γ we have to check that if
̺ : Kk+1 → A is a morphism then in lemma 4.3 the set cl(supp([F ])) is not empty. This will
follow by analyzing the support of the measure in the topology generated by γ on Cn(A) and
Cnx (A).
Definition 4.2 (Positive cubes) Let n ∈ N, x ∈ A arbitrary. We say that c ∈ Cn(A) (resp c ∈
Cnx (A)) is positive if it is in the support of the uniform measure on Cn(A) (resp. Cnx (A)) with
respect to the topology generated by γ.
Note that it is not clear from the above definition that if c ∈ Cnx (A) is positive then c is also
positive in the space Cn(A). To avoid confusion we will always emphasize the space in which c is
positive. The main result in this part of the proof is that every cube is positive.
4.2 Nil σ-algabras
Lemma 4.4 Let B ⊂ A be a σ-algebra such that [B]n ⊆ B. Then for every 1 ≤ i ≤ j ≤ n we have
the following statements.
1. For every f ∈ L∞(B) we have E(f |[B]i) = E(f |Fi−1),
2. [B]i = B ∩ Fi−1 ,
3. [[B]i]j = [B]j .
Proof. Let f ′ = E(f |Fi−1) and Let g = f −E(f ′|[B]i). Using the fact that [B]i ⊆ Fi−1 we obtain
that if h ∈ L∞([B]i) then
(g, h) = (E(g|Fi−1), h) = (f ′ − E(f ′|[B]i), h) = 0.
We have by [g]i ∈ L∞([B]i) that ‖g‖2iUi = (g, [g]) = 0. It follows that 0 = E(g|Fi−1) and thus
f ′ = E(f ′|[B]i) implying that f ′ ∈ L∞([B]i). Using again that [B]i ⊆ Fi−1 the proof of the first
statement is complete. The second statement follows immediately from the first one. To see the
third statement observe that [[B]i]i ⊆ [B]i and thus the second statement applied for [B]i we obtain
that [[B]i]j = [B]i ∩ Fj−1 = (B ∩ Fi−1) ∩ Fj−1 = B ∩ Fj−1 = [B]j .
An immediate corollary of lemma 4.4 is the following,
Corollary 4.1 If B ⊂ A is a nil σ-algebra of order k and 1 ≤ i ≤ k + 1 then [B]i+1 = B ∩Fi is a
nil σ-algebra of order i.
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Proof of lemma 4.1 Starting with a separable σ-algebra G ⊂ Fk we construct an increasing sequence
of separable σ-algebras G = G0 ⊂ G1 ⊂ G2 ⊂ . . . in Fk in the following way. Assume that Gn
is already constructed. Theorem 15 together with lemma 2.2 imply that for every 2 ≤ i ≤ k + 1
there is a separable σ-algebra Di ⊂ Fi−1 such that [Gn]i ◦ ψ0 ⊂ [[Di]i]×i . We define Gn+1 =
(∨k+1i=2Di) ∨ Gn ∨ [Gn]k+1. Let B = ∨∞n=1Gn. We claim that B is a nil σ-algebra.
Since {Gi}∞i=0 is a chain we have that for every set S in B and ǫ > 0 there is an index j and set
S′ ∈ Gj such that µ(S△S′) ≤ ǫ. Furthermore for every function in f ∈ L∞u (B) and ǫ > 0 there is
an index j and function f ′ ∈ L∞u (Gj) such that ‖f − f ′‖2 ≤ ǫ. We say that S′ (resp. f ′) is a finite
index ǫ-approximation of S (resp. f ).
Let F = {fv}v∈Kk+1 be a function system in L∞u (B). Then the convolution [F ] can be approx-
imated arbitrarily well by a convolution of finite index ǫ-approximations of the function system. On
the other hand such convolutions are contained in some memeber of the chain {Gn}∞n=1. It follows
that [B]k+1 ⊆ B. Since B ⊂ Fk we have by lemma 4.4 that [B]k+1 = B ∩ Fk = B. Let Ci be the
unique sigma algebra on A with Ci ◦ ψ0 = A ◦ ψ0 ∩ [[B]i]×i . Similarly to the case of convolutions,
by considering finite index approximations, we have for 2 ≤ i ≤ k + 1 that [B]i ⊆ Ci. On the other
hand we have by lemma 3.1 that Ci ⊂ [B]i.
4.3 Local properties of B
In this chapter we prove lemma 4.2. By induction we assume that the statement is true for k − 1.
We start by proving the following statement using the induction hypothesis.
Claim 1. Assume that S1, S2 ⊂ {0, 1}n are simplicial sets such that S1 has dimension at most k.
Let w ∈ S2 \ S1. On Cnx (A) let
D1 =
∨
v∈(S1∪S2)\{0,w}
B ◦ ψv and D2 =
∨
v∈S2\{0,w}
B ◦ ψv.
Assume that on Cnx (A) that the σ-algebra B ◦ψw is contained inD1 then it is also contained inD2.
We prove the statement by induction on the size of S1 \ S2. If S1 ⊂ S2 then there is nothing to
prove. Assume that S1 * S2 and u is a maximal element of S1 which is not contained in S2. Then
d = d(u) = h(u) ≤ k. On the space Cnx (A) let
D3 =
∨
(S1∪S2)\{0,u}
B ◦ ψv and D4 =
∨
(S1∪S2)\{0,u,w}
B ◦ ψv.
Our induction hypothesis of the lemma on k guarantees thatBd−1◦ψu is contained in
∨
06=v<u Bd−1◦
ψv which is contained in D4.
Assume that f ∈ L∞(B) has the property that E(f |Bd−1) = 0. Then by lemma 4.4 we have
that E(f |Fd−1) = 0 and thus ‖f‖Ud = 0. It follows by lemma 3.7 that f ◦ ψu is orthogonal to
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the σ-algebra D3. This means that B ◦ ψu and D3 are conditionally independent. Furthermore
B ◦ ψ0 ∧ D3 = Bd−1 ◦ ψu ⊂ D4. We get by using lemma 2.3 that
B ◦ ψw ⊂ D1 ∧ D3 = (B ◦ ψu ∨ D4) ∧ G3 = (B ◦ ψu ∧ D3) ∨ D4 = D4.
Since S1 \ {u} is a simplicial set, by induction we have that B ◦ ψw is contained in D2.
Now we switch to the proof of the lemma. Let z ∈ Kk+1 be arbitrary. Our goal is to show
that on Ck+1x (A) the σ-algebra B ◦ ψz is generated by the system {B ◦ ψv}z 6=v∈Kk+1 . Let T =
{0, 1}[k+1]×[2]. We will need the following special subsets of T .
S1 = {v | vi,1 = 0 for 1 ≤ i ≤ k + 1} , S2 = {v | vi,2 = 0 for 1 ≤ i ≤ k + 1},
S3 = {v | vk+1,2 = 0 , h(v) ≤ k , vi,1vi,2 = 0 for 1 ≤ i ≤ k},
S4 = {v | vk+1,2 = 0 , vi,1vi,2 = 0 for 1 ≤ i ≤ k}.
It is clear that all the sets S1, S2, S3, S4 are simplicial. Without loss of generality we can assume that
the last coordinate of z is 1. Let w be the vector such that wi,1 = 0 and wi,2 = zi for 1 ≤ i ≤ k+1.
On hom07→x(T,A) let G1 =
∨
v∈S1\{w,0}
B ◦ ψv and for 2 ≤ i ≤ 4 let Gi =
∨
v∈Si\{0}
B ◦ ψv.
The statement of the lemma is equivalent with the fact that B ◦ ψw is contained in G.
Claim 2. B ◦ ψw ⊆ G1 ∨ G4
Let φ : {0, 1}k+1 → T be defined such that φ(v)i,1 = 0 , φ(v)i,2 = vi if 1 ≤ i ≤ k and
φ(v)k+1,1 = 1− vk+1 , φ(v)k+1,2 = vk+1. We have that φ(z) = w. Let K = {0, 1}k+1 \ {z}. If
v ∈ K then φ(v) ∈ S1 ∪ S4 and thus B ◦ ψφ(v) ∈ G1 ∨ G4. Since by lemma 2.8 and lemma 2.7 the
coupling {ψφ(v)}v∈{0,1}k+1 is the same as Ψk+1 by (21) applied for i = k + 1 we get that B ◦ ψw
is generated by
∨
v∈K B ◦ ψφ(v). This shows the claim.
Calim 3. G2 ∨ G3 = G4.
The containment⊆ is trivial. For a vector v in T let h∗(v) =∑k+1i=1 vi,2. We prove by induction
on h∗(v) that if v ∈ S4 then B ◦ ψv is in G2 ∨ G3. If h∗(v) = 0 then v ∈ S2 and the statement is
trivial. Assume that the statement holds for every v ∈ S4 with h∗(v) ≤ n − 1 (where n ≥ 1) and
that h∗(b) = n for some b ∈ S4. If h(b) ≤ k then b ∈ S3 and the statement is trivial. We can assume
that h(b) = k+1. This means that bi,1+ bi,2 = 1 for every 1 ≤ i ≤ k+1. Let φ : {0, 1}k+1 → S4
be defined such that φ(v)i,1 = vi , φ(v)i,2 = 0 if bi,2 = 0 and φ(v)i,1 = 1 − vi , φ(v)i,2 = vi if
bi,2 = 1. It is clear that φ is an injective cube morphism and that the image of φ does not contain 0.
Let K = {0, 1}k+1 \ {1}. For every v ∈ K we have that either h∗(φ(v)) < n or φ(v) ∈ S3. Using
the induction hypothesis, in both cases B ◦ ψφ(v) is in G2 ∨ G3. Since by lemma 2.8 and lemma 2.7
the coupling {ψφ(v)}v∈{0,1}k+1 is the same as Ψk+1 we obtain by (21) and b = φ(1) the B ◦ ψb is
generated by
∨
v∈K B ◦ ψφ(v) which is conatined in G2 ∨ G3. This finishes the proof of the claim.
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By claim 2. and claim 3. we obtain that B ◦ ψw ⊆ G1 ∨ G2 ∨ G3. Now claim 1. shows that
G3 can be omitted and thus B ◦ ψw ⊆ G1 ∨ G2. On the other hand since G2 is independent from
G5 = B ◦ ψw ∨ G1 we obtain from lemma 2.3 that
B ◦ ψw ⊂ (G2 ∨ G1) ∧ G5 = (G2 ∧ G5) ∨ G1 = G1.
4.4 Convolutions of open sets
In this chapter we prove lemma 4.3. Assume that there exists such an element z and that z = γ(x)
for some x ∈ A. The statement of the lemma is equivalent with saying that the coupling B ◦ Ψk+1x
is uniquely determined by the couplings B ◦ Ψk+1̺(v) where v runs through Kk+1. Our strategy is to
put all these couplings into one big coupling Υ as sub-couplings and then we do the calculations in
Υ. The first part of the proof deals with the construction of Υ.
Construction of Υ: For every v ∈ Kk+1 let us choose a decreasing sequence {Ui(v)}∞i=1 of γ
neighborhoods of ̺(v) which forms a neighborhood basis. Let Fi = {1Ui(v)}v∈Kk+1 and {xi}∞i=1
be a sequence such that limi→∞ γ(xi) = z and xi ∈ supp([Fi]). Let T = {0, 1}[k+1]×[2] and let T˜
be the set of vectors v in T with vi,1vi,2 = 0 for 1 ≤ i ≤ k + 1. Let S = {v | vi,1 = 0 for 1 ≤ i ≤
k+1}. Let t ∈ T be the vector with ti,1 = 0, ti,2 = 1 for 1 ≤ i ≤ k+1. Let τ : {0, 1}k+1 → S be
the map such that τ(v)i,1 = 0 and τ(v)i,2 = 1−vi. In particular τ(0) = t. Let Qi be the probability
space of cubes c ∈ homt7→xi(T,A) conditioned on the event that c(τ(v)) ∈ Ui(v) holds for every
v ∈ Kk+1. The fact that [Fi](xi) 6= 0 guarantees that we condition on a positive probability event.
We will use Qi to define a coupling Υi on copies of B indexed by T \ S.
We will see that the system {ψv}v∈T\S restricted to Qi is a coupling of copies of (A,A, µ) and
Υi will be defined as the factor coupling according to B ⊂ A. In order to show this we establish
Υi as a convex combination of couplings. Let Q′i be the probability space of cubes c ∈ hom(S,A)
with c(t) = xi conditioned on the event that c(τ(v)) ∈ Ui(v). Let r : Qi → Q′i be the restriction
map to S. It is clear that r is measure preserving and the preimage r−1(c) for c ∈ Q′i is the set
homc(T,A). Since the restriction of {ψv}v∈T\S to each set homc(T,A) is a coupling of copies
of (A,A, µ) the restriction of {ψv}v∈T\S to Qi is the convex combination of these couplings with
distribution given by Q′i.
The final step is to obtain Υ as the limit of some convergent subsequence from {Υi}∞i=1 in the
coupling topology.
We will need the following notation. For every w ∈ {0, 1}k+1 let φw : {0, 1}k+1 → T˜ such
that φw(v)i,1 = vi and φw(v)i,2 = (1− wi)(1 − vi) holds for i ∈ [k + 1]. It is clear that for every
fixed w the map φw is a cube morphism. For 1 ≤ i ≤ k + 1 we denote by Ti ⊂ T the set of vectors
v ∈ T whose coordinate sum h(v) is at most i and let T˜i = Ti ∩ T˜ . We can think of Ti as the
i-dimensional frame of T .
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Claim 1. The coupling Υ has the following two properties.
1. The sub coupling of Υ induced by φw : Kk+1 → T \ S is equal to B ◦ Ψk+1̺(w) for every
w ∈ Kk+1 and is equal to B ◦Ψk+1x if w = 0.
2. Let Υi denote the sub-coupling of Υ induced by Ti \S → T \S. Then Υi is independent over
its Bi−1 factor for 1 ≤ i ≤ k + 1.
The first property follows from lemma 2.8, lemma 2.7 and the way Υi is obtained as a convex
combination of couplings.
To see the second property this let Υij denote the subcoupling of Υj induced by the map Ti\S →
T \ S. It is obviously enough to show that Υij is independent over its Bi−1 factor. Let F =
{fv}v∈Ti\S be a bounded B measurable function system on A and assume that E(fv′ |Bi−1) = 0
for some v′ ∈ Ti \ S. By lemma 4.4 we obtain that E(fv′ |Fi−1) = 0 and so ‖fv′‖Ui = 0. We
have to show that ξ(Υij , F ) = 0. Let G = {gv}v∈T\{t} be the extended function system defined as
follows. If v ∈ Ti \ S then gv = fv, if v ∈ T \ (Ti ∪ S) then gv = 1 and if v ∈ S \ {t} then gv is
the characteristic function of Ui(τ−1(v)). By definition we have that ξ(Υij , F ) = [G⋆](xi) where
the convolution is taken at t. Using that S ∪ Ti is simplicial and that d(v′) ≤ i we get by lemma 3.7
that [G⋆](xi) = 0.
Claim 2. There is at most one self coupling Θ of B with index set T˜ \ S with the following two
properties.
1. The sub coupling of Θ induced by φw : Kk+1 → T˜ \S is equal to B◦Ψk+1̺(w) whenever w 6= 0,
2. Let Θi denote the sub-coupling of Θ induced by T˜i \ S → T˜ \ S. Θi is independent over its
Bi−1 factor for 1 ≤ i ≤ k + 1.
Assume that there is such a coupling Θ = {θv}v∈T˜\S . We prove by induction on i that by
the conditions on the claim the coupling Θi is uniquely determined. For i = 1 the coupling Θi is
independent and so it is a unique object. Assume that the uniqueness is verified for i− 1 and i > 1.
The second condition implies that it is enough to prove the uniqueness of the Bi−1 factor of Θi. We
use a second induction to show this.
For a vector v in T let h∗(v) =
∑k+1
i=1 vi,2 and let T˜i,n = T˜i−1 ∪ {z|h∗(z) ≤ n , z ∈ T˜i}.
We prove by induction on n = h∗(v) that the Bi−1 factor of the sub-coupling on T˜i,n is uniquely
determined by the Bi−1 factor of the sub-coupling on T˜i,n−1. If n = 0 then from v ∈ T˜i \ T˜i−1 we
have that h(v) = i and every vector v′ < v is in T˜i−1. Since by lemma 4.2 the sub-coupling of Bi−1
on {v′|v′ ≤ v, v′ 6= 0} is completely dependent and is isomorphic to Bi−1 ◦ Ψi̺(1) the statement is
clear.
Assume by induction that the statement holds for n − 1 and h∗(v) = n. Let v′, w ∈ {0, 1}k+1
be the vectors with v′i = vi,1 + vi,2 and wi = 1 − vi,2. Let Q = {z|z 6= 0 , z ≤ v′} ⊂ {0, 1}k+1
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and let α : Q → T˜ be the restriction on φw to Q. It is clear that every element in the image of α
which is not equal to v is either in T˜i−1 or has h∗ value at most n− 1. By the first property of Θ we
have that the restriction of Θ to the image of α is Ψi̺(w). Using lemma 4.2 and our induction step
we obtain the induction statement for v.
Let Υ˜ be the sub-coupling of Υ on T˜ . We get from our two claims that Υ˜ is uniquely determined
by the function γ ◦ ̺. Since B ◦Ψk+1x is sub-coupling of Υ˜ we get that γ(x) is uniquely determined
and so the proof of the lemma is complete.
4.5 Support of measure
In this chapter we prove statements related to definition 4.2. Notice that c ∈ Cnx (A) if and only for
every system of open sets {U(v)}v∈Kn with c(v) ∈ U(v) we have that if F = {1U(v)}v∈Kn then
[F ](x) > 0. General properties of supports of measures on compact spaces imply the next lemma.
Lemma 4.5 Let x ∈ A , n ∈ N be arbitrary. Then almost every c ∈ Cn(A) (c ∈ Cnx (A)) is
positive. Furthermore positive cubes in Cn(A) (resp. Cnx (A)) form a closed set in the topology
generted by γ.
Lemma 4.6 Let x ∈ A. Then for every γ-open set U containing x there is a system of γ-open sets
{U(v)}v∈Kk+1 such that if F = {1U(v)}v∈Kk+1 then x ∈ supp([F ]) ⊆ U .
Proof. Let c ∈ Ck+1x be positive. For every i ∈ N let {Ui(v)}v∈Kk+1 be a system of open sets such
that {Ui(v)}∞i=1 is a descending neighborhood basis for c(v). Let Fi = {1Ui(v)}v∈Kk+1 . Assume
by contradiction that (A \ U) ∩ supp([Fi]) 6= ∅. Then since Bi = (A \ U) ∩ cl(supp([Fi])) is a
descending chain of γ-closed sets we have that there is an element y ∈ ∩∞i=1Bi. Lemma 4.3 implies
that γ(x) = γ(y) which contradicts the fact that x and y are separated by the γ-open set U .
Definition 4.3 Let x ∈ A. We say that f : A→ R is a convolution neighborhood of x if f(x) 6= 0
and f = [F ] where F = {fv}v∈Kk+1 is a function system consisting of 0− 1 valued B-measurable
functions.
Note that the values of a convolution neighborhood f of x are non-negative and by lemma 4.6 for
every open neighborhoodU of x there is a convolution neighborhood f of x such that supp(f) ⊆ U .
Lemma 4.7 Let f be a convolution neighborhood of x ∈ A. Then there is a γk−1 continuous
non-negative function g such that g = E(f |Fk−1) (almost everywhere) and g(x) > 0.
Proof. Assume that f = [F ] with a 0 − 1 valued B measurable function system F = {fv}v∈Kk+1 .
Let G = {gv}v∈Kk+1 where gv = E(fv|Fk−1) and g = [G]. Note that by lemma 4.4 each gv is
measurable in Bk−1. Then by lemma 3.6 we have that g = E(f |Fk−1). Furthermore, since gv is
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almost surely positive on f−1v (1) we have that [G](x) > 0. Finally, using our induction hypothesis
that γk−1 is a strong nilspace factor we get that g = [G′] ◦ γ where G′ = {g′v}v∈Kk+1 is a function
system on Nk−1 such that gv = g′v ◦ γk−1. We obtain that g is γk−1-continuous.
Lemma 4.8 Every non empty γ-open set has positive measure.
Proof. We prove the statement by induction on k. For k = 0 it is clear and we assume that it is
true for γk−1. Let U be a non-empty γ-open set, x ∈ U and f be a convolution neighborhood of
x such that supp(f) ⊆ U . It is enough to show that E(f) > 0. On the other hand the function g
satisfying the conditions of lemma 4.7 has the property that E(g) = E(f). Furthermore since g is
not identically 0 and non-negative we have by our induction hypothesis that E(g) > 0.
Lemma 4.9 Let c ∈ Cn(A) be a positive cube and let φ : {0, 1}m → {0, 1}n be an injective cube
morphism. Then c2 = c ◦ φ ∈ Cm(A) is also a positive cube.
Proof. Let {U(v)}v∈{0,1}m be a system of γ-open sets with c2(v) ∈ U(v). Let {W (v)}v∈{0,1}n be
defined such that W (v) = U(φ−1(v)) if v ∈ im(φ) and W (v) = A otherwise. It is clear by lemma
2.8 and lemma 2.7 that ∩v∈{0,1}mψ−1v (U(v)) has the same measure as ∩v∈{0,1}nψ−1v (W (v)) and
thus by the positivity of c we obtain the positivity of c2.
4.6 Every cube is positive
The main result of this chapter is the following.
Proposition 4.2 Every cube in A is positive with respect to γ.
In this chapter we assume by induction on k that proposition 4.2 is true for γk−1. We will need
the following lemmas.
Lemma 4.10 Let c1, c2 ∈ Ck+1(A) be two positive cubes such that γ ◦ c1 agrees with γ ◦ c2 on
Kk+1. Then γ ◦ c1 = γ ◦ c2.
Proof. Assume by contradiction that γ(c1(0)) 6= γ(c2(0)). Let U be a γ-open set containing
c1(0) such that c2(0) /∈ cl(U). Let furthermore {U(v)}v∈Kk+1 be a system of open sets with
c1(v) ∈ U(v) for every v ∈ Kk+1 such that supp([F ]) ⊆ U holds for the function system F =
{1U(v)}v∈Kk+1 . The existence of such a system of open sets is guaranteed by lemma 4.6. Notice
that by the condition of the lemma, c2(v) ∈ U(v) holds for every v ∈ Kk+1. Let us define U(0) as
the complement of cl(U). Then we have that the measure of ∩v∈{0,1}k+1ψ−1v (U(v)) is equal to the
integral of [F ] on U(0) and thus it is 0. This contradicts the positivity of c2.
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Lemma 4.11 let S ⊂ {0, 1}n be a simplicial set of hight at most k. Let q : S → A be a map such
that the restriction of q to any maximal face composed with γk−1 is a cube in Nk−1. Then there is a
positive cube c ∈ Cn(A) such that γ ◦ c restricted to S is equal to γ ◦ q.
Proof. Using the fact that positive cubes are forming a closed set, it is enough to show the following.
Let {U(v)}v∈S be an arbitrary system of γ-open sets such that q(v) ∈ U(v) holds for every v ∈ S.
Then there is a positive cube c2 ∈ Cn(A) such that c2(v) ∈ U(v) for every v ∈ S. To see this
we choose a function system F = {fv}v∈S such that fv is a convolution neighborhood of q(v)
and supp(fv) ∈ U(v) for every v ∈ S. Let F ′ = {fv}v∈{0,1}n be the function system where for
v ∈ {0, 1}n \ S the function fv is identically 1. Let G = {gv}v∈{0,1}n be the function such that
gv is the continuous projection of fv guaranteed by lemma 4.7. Note that if v ∈ {0, 1}n \ S then
gv is also constant 1. Let c3 : {0, 1}n → A be a cube in Cn(A) such that γk−1 ◦ c3 = γk−1 ◦ q
on S. The existence of c3 follows from the assumption that γk−1 defines a nilspace factor: It is
an easy consequence of the nilspace axioms (see [1]) that morphisms of simplicial sets in {0, 1}n
into nilspaces can always be extended to the full cube. We have that c3(v) ∈ supp(gv) holds for
every v ∈ {0, 1}m. Since c3 is positive in γk−1 we have that (G) > 0 holds. On the other hand by
corollary 3.1 we have that (F ′) = (G) and thus the measure of T = ∩v∈Sψ−1v (U(v)) on Cn(A) is
positive. By lemma 4.5 we have that T contains a positive cube.
We are ready to prove proposition 4.2. Let c ∈ Ck+1(A) be an arbitrary cube. Let T, S be
defined as in chapter 4.4. Let φ : {0, 1}k+1 → S be defined by φ(v)i,1 = 0 and φ(v)i,2 = vi
and for w ∈ {0, 1}k+1 let φw : {0, 1}k+1 → T be defined by φw(v)i,1 = vi and φw(v)i,2 =
wi(1 − vi). Let φˆw : Homc◦φ−1(T,A) → Ck+1c(w)(A) be the map given by composing elements
from Homc◦φ−1(T,A) by φw. By lemma 2.8 we obtain that φˆw is measure preserving. This fact
combined with lemma 4.5 implies that for almost every element in c2 ∈ Homc◦φ−1(T,A) we have
that for every w ∈ {0, 1}k+1 the cube φˆw(c2) is positive in Ψk+1c(w). Let c2 be a fixed cube with this
property. Let T2 ⊂ T be the subset of elements v such that vi,1vi,2 = 0 holds for every 1 ≤ i ≤ k+1
and let T3 ⊂ T2 be the set of vectors in T2 in which the coordinate sum is at most k. Both T2 and
T3 are simplicial sets. We define the bijection τ : T2 → T2 by τ(v)i,1 = 1 − vi,1 − vi,2 and
τ(v)i,2 = vi,2. Let c3 = c2 ◦ τ . The maximal faces of T2 are the images of the maps τ−1 ◦ ψw.
It follows that c3 restricted to every maximal face is a positive cube. The restriction of c3 to T3
satisfies the conditions of lemma 4.11 and thus there is a positive cube c4 ∈ Hom(T,A) such that
the restriction of c4 to T3 is equal to the restriction of c3 to T3. The restriction of c4 to every maximal
face of T2 is positive and thus by lemma 4.10 we have that c4 restricted to T2 is equal to c3. Then
c = c3 ◦ φ1 is positive by lemma 4.9
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4.7 Verifying the nilspace structure
In this chapter we finish the proof of proposition 4.1. It is clear that N satisfies the first two axioms.
We focus on the last axiom. Let K = {0, 1}n \ {1n}. Let q : K → A be a map such that the
restriction of q to every maximal face of K composed with γ is a cube in N . In order to verify
the third nilpsace axiom we have to show that there is a cube c ∈ Cn(A) such that γ ◦ c = γ ◦ q
on K . Let S be the set of vectors in {0, 1}n of hight at most k. It is clear that the restriction of q
to S satisfies the conditions of lemma 4.11. Using the lemma we get that there is a positive cube
c ∈ Cn(A) such that γ ◦ c is equal to γ ◦ q on the set S. We claim that γ ◦ c is equal to γ ◦ q on
K . Let F be an arbitrary maximal face in K . The condition on q guarantees that there is a cube
c2 : F → A such that γ ◦ c2 = γ ◦ q on F . In particular γ ◦ c2 = γ ◦ c holds on F ∩ S. The claim
is equivalent with γ ◦ c2 = γ ◦ c on F . We prove this by contradiction. Let v ∈ F be an element
of minimal hight for which γ ◦ c2 6= γ ◦ c. Then there is a face F ′ ⊆ F of dimension k + 1 whose
maximal element is v. Since γ ◦ c2 = γ ◦ c holds on F ′ \ {v} lemma 4.10 together with proposition
4.2 shows the contradiction.
It is clear from lemma 4.4 that γ is factor consistent. By theorem 17 we obtain that γ is a strong
nilspace factor.
5 Higher order dual groups
The goal of this part of the paper is to analyze the structure of Aˆk. We start with the prof of theorem
16.
Proof of theorem 16. Let f : A → C be an arbitrary bounded function measurable in Fk. Then
according to theorem 18 there is a strong k-step nilspace factor γ : A→ N and a Borel measurable
function h : N → C such that f is equal to h ◦ γ. Using lemma 2.17 and lemma 2.18 we can
decompose h as
∑
χ∈Aˆk
gχhχ (converging in L2) where hχ ∈ W (χ,N) , |hχ| = 1 and gχ is
measurable in the k − 1 step factor of N . We obtain that f =∑χ∈Aˆk(gχ ◦ γ)(hχ ◦ γ). The terms
gχ ◦ γ are measurable in Fk−1 and the terms hχ ◦ γ are k-th order characters by lemma 3.16. It
follows that L2(Fk) is spanned by the modules in Aˆk and thus by lemma 3.10 the proof is complete.
Lemma 5.1 Let f, g be two functions in L∞(Fk). For a ∈ Aˆk let us denote the component of f
and g in a by fa and ga. Then the component of fg in c ∈ Aˆk is equal to
∑
ab=c
fagb
where the above sum has only countable many non zero term and the sum is convergent in L2.
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Proof. First of all we observe that if g is contained in a single rank one module then the k-th order
decomposition of fg is
∑
a∈Aˆk
fag since it converges in L2 and the terms fag are from distinct
rank one modules. From this observation we also get the statement if g has finitely many non zero
components. If g has infinitely many components then for an arbitrary ǫ we can approximate g with
precision ǫ in L2 by a sub-sum gǫ of its components . Then fg = fgǫ + f(g − gǫ). Here the
‖f(g − gǫ)‖2 ≤ ‖f‖∞ǫ. So as ǫ goes to 0 the L2 error we make also goes to 0.
Definition 5.1 Let f be a function in L2(Fk). We say that the k-th dual-support Sk(f) ⊆ Aˆk of f
is the set of rank one modules that are not orthogonal to f . It is clear that Sk(f) is a countable set.
The next two statement follows from lemma 5.1.
Lemma 5.2 If f, g ∈ L∞(Fk) then Sk(fg) ⊆ Sk(f)Sk(g) and Sk(f + g) ⊆ Sk(f) ∪ Sk(g).
Furthermore if t ∈ A is fixed then the function ft(x) = f(x+ t) satisfies Sk(ft) = Sk(f).
For a subgroup T ≤ Aˆk we denote by Hk(T ) the collection of sets U that are measurable in
Fk and S(1U ) ⊂ T . It follows from lemma 5.2 that Hk(T ) is a shift invariant σ-algebra such that
Fk−1 ⊆ Hk(T ) ⊆ Fk. If B ⊂ Fk is a separable σ-algebra and {Ui}∞i=1 is a generating system of B
then for the countable group T generated by {Sk(1Ui)}∞i=1 we have that B ⊆ Hk(T ).
Lemma 5.3 If φ is a k-th order character then there is a countable subgroup T < Aˆk−1 such that
∆t1,t2φ is measurable in Hk−1(T ) for every pair t1, t2 ∈ A.
Proof. Lemma 3.13 and lemma 2.2 implies that there is a separable σ-algebra B ⊂ Fk−1 such
that φ ∈ [B, k]∗. Let T ⊂ Aˆk−1 be a countable subgroup such that B ⊆ Hk−1(T ). Then φ ∈
[Hk−1(T ), k]
∗
. Lemma 3.11 implies that ∆t1,t2φ ∈ [Hk−1(T ), k − 2]∗ for every t1, t2 ∈ A. Using
lemma 3.12 we obtain that ∆t1,t2φ is measurable in Hk−1(T ) ∨ Fk−2 = Hk−1(T ).
Lemma 5.4 Let f, g be L∞(A) functions such that non of E(f |Fk−1) and E(g|Fk−1) is the 0
function. Then Et
(
‖f(x)g(x+ t)‖2kUk
)
> 0.
Proof. The support of both f1 = E(f |Fk−1) and g1 = E(g|Fk−1) has positive measure. This
means that for a positive measure set of t’s the supports of f1 and g1(x+ t) intersect each other in a
positive measure set. (By Fubini’s theorem, the expected value of the measure of the intersection is
the product of the measures of the supports.) Since Uk is a norm on L∞(Fk−1) we get that in (17)
the right hand side is not 0. By lemma 3.5 the proof is complete.
Proposition 5.1 Let φ be a k-th order character. Then there is a countable subgroup T ≤ Aˆk−1
such that Sk−1(∆tφ)S−1k−1(∆tφ) ⊆ T for every fixed t ∈ A.
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Proof. Let T be the subgroup of Aˆk−1 guaranteed by lemma 5.3. We have that Sk−1(∆t1,t2φ) ⊆ T
for every t1, t2. Let t1 ∈ A be an arbitrary fixed element and let ∆t1φ = f1 + f2 + . . . be
the unique k − 1-th order Fourier decomposition of ∆t1φ into non zero functions. Assume that
λi ∈ Aˆk−1 is the module containing fi for every i. We have to show that λiλ−1j ∈ T for every
pair of indices i, j. Let us choose a k − 1-th order character φi from every module λi and let gi
denote (∆t1φ)φi. We have that E(gi|Fk−2) is not 0. This means by lemma 5.4 and theorem 15
that for a positive measure of t2’s E(gi(x)gj(x + t2)|Fk−2) is not the 0 function. On the other
hand gi(x)gj(x + t2) = (∆t1,t2φ(x))φi(x)φj(x + t2). Here φi(x)φj(x + t2) is an element from
the module λjλ−1i . If E(gi(x)gj(x + t2)|Fk−2) is not 0 for some t2 then the λiλ−1j component of
∆t1,t2φ is not zero. It shows that λiλ−1j ∈ T .
Lemma 5.5 For every k-th order character φ there is a countable subgroup T ⊂ Aˆk−1 and a
homomorphism h : A→ Aˆk−1/T such that Sk−1(∆tφ) is contained in the coset h(t).
Proof. Proposition 5.1 implies that there is a countable subgroup T ⊂ Aˆk−1 such that Sk−1(∆tφ)
is contained in a coset of T for every element t ∈ A. We denote this coset by h(t). We have to show
that h is a homomorphism. This follwos from ∆t1+t2φ(x) = ∆t2φ(x + t1)∆t1φ(x) together with
lemma 5.2.
Lemma 5.6 Let k ≥ 2 and φ be a k-th order character such that there is a countable subgroup
T ⊆ Aˆk−1 with the property that ∆tφ is measurable in Hk−1(T ) for every t ∈ A. Then φ is
measurable in Fk−1 (or in other words φ represents the trivial module).
Proof. For a ∈ T let Qa = {t|t ∈ A, a ∈ Sk−1(∆tφ)}. First we claim that Qa is measurable.
Indeed, if φ′ is a fixed character representing a then Qa is the set of t’s for which the measurable
function t 7→ ‖φ′∆tφ‖Uk−1 is not zero. Using σ-additivity and ∪a∈TQa = A we obtain that
there is a fixed a ∈ T such that Qa has positive measure. Assume that φ′ represents a and let
f(x) = φ′(x)φ(x). Let H = {hv}v∈{0,1}k be the function system with h(w,0) = f and h(w,1) = φ
for w ∈ {0, 1}k−1. Then we have by (16) that
(H) = Et(‖f(x)φ(x + t)‖2k−1Uk−1) = Et(‖φ′∆tφ‖2
k−1
Uk−1
) > 0.
By (15) we obtain that ‖φ‖Uk > 0 and so lemma 3.8 implies that φ represent the trivial module.
5.1 Various Hom-sets
In this chapter we use multiplicative notation for Abelian groups. For two Abelian groupsA1 andA2
we denote by hom(A1, A2) the set of all homomorphism fromA1 to A2. The set hom(A1, A2) is an
Abelian group with respect to the point wise multiplication. Let ℵ0(A2) denote the set of countable
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subgroups in A2. The groups hom(A1, A2/T ) where T ∈ ℵ0(A2) are forming a direct system with
the natural homomorphisms hom(A1, A2/T1)→ hom(A1, A2/T2) defined when T1 ⊆ T2.
Definition 5.2 hom∗(A1, A2) is the direct limit of the direct system
{hom(A1, A2/T )}T∈ℵ0(A2)
with the homomorphisms induced by embeddings on ℵ0(A2).
We describe the elements of hom∗(A1, A2). Let H(A1, A2) be the disjoint union of all the sets
hom(A1, A2/T ) where T runs through the countable subgroups of A2. If h1 ∈ hom(A1, A2/T1)
and h2 ∈ hom(A1, A2/T2) are two elements in H(A1, A2) then we say that h1 and h2 are equiv-
alent if there is a countable subgroup T3 of A2 containing both T1 and T2 such that h1 composed
with A2/T1 → A2/T3 is the same as h2 composed with A2/T2 → A2/T3. The equivalence classes
in H(A1, A2) are forming an Abelian group that is the same as hom∗(A1, A2).
For two abelian groups let homc(A1, A2) denote the set of homomorphisms whose image is
countable. We denote by hom0(A1, A2) the factor hom(A1, A2)/ homc(A1, A2). If T is a count-
able subgroup of A2 then there is a natural embedding of hom0(A1, A2/T ) into hom∗(A1, A2)
in the following way. The set hom(A1, A2/T ) is a subset of H(A1, A2). It is easy to see that
φ1, φ2 ∈ hom(A1, A2/T ) are equivalent if and only if they are contained in the same coset of
homc(A1, A2). From the definitions it follows that
hom∗(A1, A2) =
⋃
T∈ℵ0(A2)
hom0(A1, A2/T ). (22)
From (22) we obtain the next lemma.
Lemma 5.7 If A1 is of exponent n then so is hom∗(A1, A2).
Note that an abelian group is said to be of exponent n if the n-th power of every element is the
identity. It is easy to see that If p is a prime number and A2 is of exponent p then hom∗(A1, A2) =
hom0(A1, A2).
Definition 5.3 We say that an Abelian group is essentially torsion free if there are at most countably
many finite order elements in it.
Lemma 5.8 If A is essentially torsion free then A/T is essentially torsion free whenever T ∈
ℵ0(A).
Proof. Assume by contradiction that there are uncountably many finite order elements in A/T .
Then there is a natural number n and element t ∈ T such that the set S = {x | x ∈ A, xn = t}
is uncountable. Then for a fixed element y ∈ S the set Sy−1 is an uncountable set of finite order
elements in A which is a contradiction.
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Lemma 5.9 If A2 is essentially torsion free then hom0(A1, A2) is torsion free.
Proof. Assume by contradiction that there is an element τ ∈ hom(A1, A2) and n ∈ N such that
τ(A1) is uncountable but τn(A1) is countable. Similarly to the proof of lemma 5.8 this means that
there is a fixed element t ∈ τn(A1) whose pre image under the map x 7→ xn is uncountable which
is a contradiction.
Lemma 5.10 If A2 is essentially torsion free then hom∗(A1, A2) is torsion free.
Proof. By (22) it is enough to prove that for every T ∈ ℵ0(A2) the group hom0(A1, A2/T )
is torsion free. Lemma 5.8 implies that A2/T is essentially torsion free. Lemma 5.9 finishes the
proof.
5.2 On the structure of the higher order dual groups
We return to the structure of Aˆk. Let us start with Aˆ1.
Lemma 5.11 The group Aˆ1 is isomorphic to
∏
ω Aˆi.
Proof. We have that A is the ultra product of a sequence {Ai}∞i=1 of compact abelian groups.
Let H ⊆ Aˆ1 denote the set of those characters that are ultra limits of characters on {Ai}∞i=1. Let
λi : Ai → C and χi : Ai → C be two sequences of linear characters. Let furthermore λ be the ultra
limit of {λi}∞i=1 and χ be the ultra limit of {χi}∞i=1. If λi differs from χi on an index set which is
in the ultra filter then they are orthogonal at this index set and so they are orthogonal in the limit.
This implies that λ = χ if and only if the sequences {λi}∞i=1 and {µi}∞i=1 agree on a set from the
ultra filter. In other words H is isomorphic to the ultra product of the dual groups of
∏
ω Aˆi. We
show that H = Aˆ1. Assume by contradiction that H is strictly smaller than A1. Then there is a
character φ ∈ Aˆ1 which is orthogonal to every character in H . We have that φ = limω φi where
φi : Ai → C is a measurable function of absolute value 1. For i ∈ N let ai denote the L∞ norm
of the Fourier transform of φi. We have that limω ai = 0. Equation (1) implies that ‖φi‖U2 ≤
√
ai
and thus ‖φ‖U2 = limω ‖φi‖U2 = 0 which is a contradiction by lemma 3.9.
By lemma 5.5 every k-th order character φ induces a homomorphism from A to Aˆk−1/T for
some countable subgroup. This homomorphism represents an element in hom∗(A, Aˆk−1). We
denote this element by qk(φ). If qk(φ1) = qk(φ2) then Lemma 5.6 shows that if k ≥ 2 then φ1 and
φ2 belong to the same rank one module. This implies the following theorem.
Theorem 21 If k ≥ 2 then qk : Aˆk → hom∗(A, Aˆk−1) is an injective homomorphism.
Note that if k = 1 then Aˆ1 is embedded into hom(A, Aˆ0) where Aˆ0 is defined as the complex
unit circle with multiplication. The next theorem follows immediately from theorem 21
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Theorem 22 (Structure of the dual groups) Aˆk is isomorphic to a subgroup in
hom∗(A, hom∗(A, . . . , hom∗(A, Aˆ1)) . . .)
where the number of hom∗-s is k − 1,
Proof. The proof follows directly from Lemma 21 and the fact that hom∗(A1, A2) ⊆ hom∗(A1, A3)
whenever A2 ⊆ A3.
Theorem 22 has the next two useful consequences.
Lemma 5.12 Let e be a natural number and assume that the groups {Ai}∞i=1 have exponent e.
Then Aˆk has exponent e for every k ≥ 1.
Proof. We have by lemma 5.11 that Aˆ1 has exponent e. Then lemma 5.7 and theorem 22 finish the
proof.
Lemma 5.13 Let {Ai}∞i=1 be a sequence of groups such that for every natural number n > 1 there
are only finitely many indices i such that Aˆi has an element of order n. Then Aˆk is torsion free for
every k ≥ 1.
Proof. We have by lemma 5.11 that Aˆ1 is torsion free. Then lemma 5.10 and theorem 22 finish the
proof.
6 Consequences of the main theorem
6.1 Regularization, inverse theorem and special families of groups
We prove theorem 1, theorem 2, theorem 3 and theorem 4.
Proof of theorem 1 We proceed by contradiction. Let us fix k and F . Assume that the statement
fails for some ǫ > 0. This means that there is a sequence of measurable functions {fi}∞i=1 on the
compact abelian groups {Ai}∞i=1 with |fi| ≤ 1 such that fi does not satisfy the statement with ǫ and
n = i. Let ω be a fixed non-principal ultra filter and A =
∏
ω Ai. We denote by f the ultra limit
of {fi}∞i=1. By theorem 18 we have that f = fs + fr where ‖fr‖Uk+1 = 0 and fs = γ˜ ◦ g for
some strong nilspace factor γ˜ : A→ N and measurable function g : N → C. Now we use theorem
14 which says that N is an inverse limit of finite dimensional nilspaces {Ni}∞i=1 in such a way that
the projections from N to Ni are all fibre surjective. Let Ni denote the σ-algebra generated by the
projection to Ni. Then we have that g = limi→∞ E(g|Ni) in L1. It follows that there is an index j
such that gj = E(g|Nj) satisfies ‖g − gj‖1 ≤ ǫ/3. Let γ : A → Nj be the composition of γ˜ with
the fibre surjective map N → Nj . We have by lemma 3.17 that γ is a strong nilspace factor of A.
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Furthermore there is a Lipschitz function h : Nj → C with |h| ≤ 1 and Lipschitz constant c such
that ‖gj − h‖1 ≤ ǫ/3.
Using that γ is a strong nilspace factor we have that q = γ ◦h satisfies that ‖fs−q‖ ≤ 2ǫ/3. Let
fe = fs − q. The function γ is a continuous function so there is a sequence of continuous functions
{γ′i : Ai → Nj}∞i=1 such that limω γ′i = γ. It is easy to see that γ′i is an approximate morphism with
error tending to 0. It follows from [1] that it can be corrected to a morphism γi (if i is sufficiently
big) such that the maximum point wise distance of γi and γ′i goes to 0. As a consequence we have
that limω γi = γ.
Let f is = γi ◦ h, and let f ir be a sequence of measurable functions with limω f ir = fr. We set
f ie = fi−f is−f ir. It is clear that limω f is = q and limω f ie = fe. We also have that limω ‖f ir‖Uk+1 =
‖fr‖Uk+1 = 0, limω(f ir, f is) = (fr, q) = 0 and limω(f ir, f ie) = (fr, fe) = 0. Let m be the
maximum of the complexity of Ni and c. There is an index set S in ω such that
1. ‖f ir‖Uk+1 ≤ F (ǫ,m),
2. ‖f ie‖1 ≤ ǫ,
3. |(f ir, f is)| , |(f ir, f ie)| ≤ F (ǫ,m),
4. γi is at most F (ǫ,m) balanced,
hold simultaneously on S. Note that γ itself is 0 balanced. This is a contradiction.
Proof of theorem 3 In the proof of theorem 1 the nilspace Nj that we construct is a character pre-
serving factor of A. This means that the i-th structure group ofNj is embedded into Aˆi. This shows
that Nj is a A-nilspace.
Proof of theorem 2 and theorem 4 It is clear that if we apply theorem 1 with ǫ2 > 0 and function
F (a, b) = a/b then in the decomposition f = fs + fe + fr the scalar product (f, fs) is arbitrarily
close to (fs, fs) and ‖fs‖Uk+1 is arbitrarily close to ‖f‖Uk+1 if ǫ2 is small enough (depending only
on ǫ). This means by corollary 2.2 that (fs, fs) ≥ 2ǫ2k/3 holds if ǫ2 is small and also (f, fs) ≥
ǫ2
k
/2 holds simultaneously.
The inverse theorem is special families follows in the same way from theorem 3.
6.2 Limit objects for convergent function sequences
We start the chapter with an important observation.
Lemma 6.1 Let f ∈ L∞(A) and M ∈ Mi be a simple moment of degree i. Then M(f) =
M(E(f |Fi)).
Proof. Let F = {fv}v∈Ki+1 be a function system such that each fv is one of 1A, f, f and let
F ′ = {E(fv|Fi)}v∈Ki+1 . Observe that for each M ∈ Mi there is a fuction system of this form
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such that [F ](0) = M(f). Then by the multilinearity of convolutions and lemma 2.9 we have that
[F ](0) = [F ′](0) = M(E(f |Fi)).
We continue with a few technical notions. We denote the σ-algebra ∨∞i=1Fi by F . We say that
a σ-algebra B is a nil σ-algebra of infinite order if B = ∨∞i=1[B]i and (21) holds for every i ∈ N.
Lemma 4.4 shows that in this case [B]i = B ∩ Fi for every i ∈ N and that [B]i is a nil σ-algebra
of order i − 1 for every i ∈ N. The proof of lemma 4.1 with minor modifications shows that every
separable sub σ-algebra in F is contained in a separable nil σ-algebra of infinite order. First we
prove theorem 5 and corollary 1.1.
Let {fi : Ai → C} be a sequence of functions with |fi| ≤ r. Let A be the ultra product of
{Ai}∞i=1 and f be the ultra limit of {fi}∞i=1. We have that M(f) = limωM(fi) = limM(fi) for
every moment M .
Let g denote the projection of f to the σ-algebra F and let gi = E(f |Fi). Using that E(f |Fi) =
E(g|Fi) = gi holds for every i ∈ N we get by lemma 6.2 that M(g) = M(f) = M(gi) holds for
every moment M ∈ Mi.
Let B be a separable nil σ-algebra of infinite order such that g is measurable in B and let Bi =
[B]i+1 = B ∩ Fi. Using theorem 18 we can create a sequence γi : A → Ni of nilspace factors
generating the σ-algebra Bi in a way that these factors form an inverse system. Let γ : A → N be
the inverse limit of these factors.
Since all the functions gi are measurable in the σ-algebra generated by γ the function g is also
measurable in it. This means that there is a function h : N → C such that γ ◦ h = g. Using
the rooted measure preserving property of the factors γi we have M(g) = M(h) for every simple
moment M . This completes the proof of theorem 5. For corollary 1.1 let hi = E(h|Ni). It is clear
that hi ◦ γ = gi and so M(hi) = M(gi) = M(f) holds for every M ∈Mi.
The proof of theorem 6 goes in a very similar way. The only difference is that we project all
the functions faf b with a, b ∈ N to F (resp. Fi). The resulting function system ga,b (resp. ga,bi )
at almost every point x describes the complex moments of a probability distribution on the complex
disc of radius r. Then we chose the separable nil σ-algebra B ⊂ F so that each ga,b is measurable
in B. The rest of the proof is essentially the same.
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