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Abstract
Advances in machine learning have found wide applications including radiation detection. In this work, machine 
learning is applied to neutron-gamma ray discrimination of an organic liquid scintillator (OLS) readout using 
wavelength shifting (WLS) fibers. The objective of using WLS fiber is to enable the transfer of the light signal from 
the scintillation medium, with almost any active volume geometry, to a low-profile photomultiplier. This is a 
common practice in high-energy physics research and has proven to be very effective for such applications. The 
drawback of this approach is the light pulses carried to the photomultiplier through the WLS fibers do not perfectly 
replicate the original OLS light pulses’ intensities or timing. This drawback causes traditional pulse shape dis-
crimination algorithms applied to the degraded light pulses to fail to discriminate between neutron and gamma 
ray events. However, differences in the degraded light pulses for neutrons and gamma rays still exist and various 
machine learning algorithms can be applied to identify these differences. An experimental system was constructed 
to simultaneously capture part of the scintillation medium signal and the corresponding signal through the WLS 
fibers. Using the known neutron-gamma ray discrimination characteristics directly measured in the scintillation 
medium to provide the ground truth, supervised machine learning algorithms were applied to the corresponding 
light pulses carried to the photomultiplier through the WLS fibers. The results indicate that this approach will en-
able enhanced recovery of neutron-gamma ray discrimination information. This research effort will focus on two 
aspects of the OLS-WLS system: 1) developing an experimental system to create machine learning training data 
and 2) applying and evaluating various machine learning algorithms. 
Distribution A: Approved for public release; distribution unlimited.   
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Introduction
The purpose of this work is to develop a fast neutron 
(and gamma ray) detector for security operations that is 
low cost and can be constructed in various geometries. For 
many years, helium-3 (3He)-based neutron detectors were 
the gold standard because of their high thermal neutron 
detection efficiencies and excellent neutron-gamma ray 
(n-γ) discrimination [1]. The cost and limited availability of 
3He has made its large quantity procurement by local first 
responders infeasible. The proportional counter configura-
tion of 3He detectors and the requirement for additional 
material to moderate incident neutrons limits the form 
factors of 3He-based detection systems. Organic liquid 
scintillator (OLS)-based fast neutron detection systems can 
provide low-cost solutions but are generally constrained to 
bulky right circular cylinder geometries to optimize light 
collection and n-γ discrimination. This geometry allows a 
greater portion of the OLS light to be incident on the pho-
tocathode of the photomultiplier tube (PMT) but limits the 
active volume of the detector. Wavelength shifting (WLS) 
fibers have been used to readout the optical signal from 
various plastic and liquid scintillators [1]–[9]. Reading out 
the OLS light signal with WLS fibers and using low-profile 
photomultipliers can allow more portable detection ge-
ometries to be developed with greater active detection 
volumes. The concept is shown in Fig. 1. 
For an OLS detector readout using WLS fibers to be 
feasible, some level of n-γ discrimination is required. 
Traditional pulse shape discrimination (PSD) algorithms 
rely on the timing of scintillation light production. In 
our proposed system, the scintillation light from the OLS 
must go through the additional process of being readout 
using the WLS fibers. There are several steps in this pro-
cess that cause distortions in the light pulses carried to 
the PMT through the WLS fibers. Although the distorted 
pulses still retain some of the original OLS pulse charac-
teristics, traditional PSD algorithms fail to discriminate 
between neutrons and gamma rays. The objective of this 
research is to explore the potential of machine learning 
techniques to extract the information that remains in the 
distorted light pulses to discriminate between neutrons 
and gamma rays. This is accomplished by developing an 
experimental system to create training data for various 
supervised machine learning algorithms.
Background
PSD
In some scintillators, a larger percentage of light is 
produced later in time from radiation with larger linear 
energy transfer (LET). In the OLS used for this experiment, 
neutron interactions produce protons that have higher LET 
than the electrons produced from gamma ray interactions. 
Both neutron and gamma ray interactions in the scintillator 
produce excited singlet and triplet states, and the lumines-
cence produced is divided into fluorescence from singlet 
state de-excitation and phosphorescence from triplet state 
de-excitation [10]. Phosphorescence yields are very low 
and very delayed, resulting in negligible contributions to 
the measured signal. But an interaction of excited triplet 
state molecules resulting in excited singlet state molecules, 
which rapidly de-excite, is believed to be the source of 
this increase in light output in the tail of neutron events 
as shown in Fig. 2 (next page). Since higher LET radiation 
produces higher concentrations of triplet states, more 
singlet states will be created from triplet state interactions, 
and a larger delayed fluorescence will be produced [11]. 
The difference is subtle, and all detectors based on this 
phenomenon will have a lower limit at which there is not 
enough light collected to correctly discriminate between 
neutrons and gamma rays. Traditional PSD algorithms such 
as Q-ratio, rise-time, and time-over threshold are used to 
classify events [12]. In the proposed system, scintillation 
light from the OLS must go through the additional process 
of being readout using the WLS fibers in which information 
about the original OLS pulse is lost.
Figure 1. Using wavelength shifting fibers (green tubes) to 
readout light produced in a liquid scintillator will allow systems 
to be designed with more active detection volume compared 
to traditional right circular cylinder systems.
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Information Carrier Losses in the OLS-WLS System
In a traditional scintillation detector, the photoelec-
trons produced as the scintillation light interacts with 
the photocathode are called information carriers. The 
quantity and timing of the photoelectrons represent all 
the information about the original pulse of scintillation 
light that is collected. To maximize the amount of scintilla-
tion light incident on the PMT’s photocathode, bulky right 
circular cylinder containers are often used for OLS detec-
tors. The internal surface of the containers are coated 
with diffuse reflecting material with high reflectance at 
wavelengths matching the OLS emission spectrum. As 
mentioned earlier, in the OLS-WLS system, the OLS scin-
tillation light must go through the additional process of 
being readout using the WLS fibers. 
In the proposed system, the optical photons from the 
OLS are converted to longer wavelength optical photons 
in the WLS fibers through absorption and re-emission. 
These WLS photons are now intermediate information 
carriers before they reach the photocathode and are con-
verted to photoelectrons. Fig. 3 shows a cross-sectional 
view of a neutron interacting in a proposed OLS-WLS 
detector that has two WLS fibers attached on opposite 
sides of a transparent container. The neutron undergoes 
elastic scattering to produce a recoil proton that excites 
the OLS molecules as described in the previous section. 
An isotropic pulse of visible light emanates from along 
the high LET proton’s path. In this system, none of these 
OLS photons are directly measured by a photomultiplier 
Figure 2. Pulse timing characteristics that is the basis of n-γ PSD. 
A larger percentage of light is produced later in time, shown in 
green, for the higher LET recoil proton from a neutron scatter 
than the lower LET electron from a gamma ray interaction. 
and the readout process through the WLS fibers can be 
divided into two main steps: 1) absorption of the OLS 
photons in the WLS fiber material and 2) re-emission of 
longer wavelength WLS photons in the WLS fiber.
 
For an OLS photon to be absorbed, it must first enter 
the WLS fiber. Depending on the location of the neutron 
interaction in the OLS volume and the configuration of 
the WLS fibers around the OLS volume, there will be a 
geometric efficiency associated with the number of OLS 
photons that enter the WLS fibers. This will be further 
complicated by the potential for reflection, refraction, 
and absorption at the surfaces of the transparent OLS 
container and the WLS fibers. The probabilities associated 
with these optical photon interactions at the material 
boundaries have incident angle and wavelength depen-
dency that are unknown, making the use of Monte Carlo 
simulations impractical. For the OLS photons that enter 
the WLS fibers, probability of absorption will depend on 
the OLS photon’s wavelength (i.e., the mean free path 
Figure 3. Example of a neutron interaction in an OLS-WLS system 
and the light losses that occur. In this example, an incident 
neutron undergoes scattering in the OLS, and a recoil proton is 
produced. The recoil proton then ionizes and excites the OLS, 
which isotropically produces scintillation light. A portion of the 
OLS light will escape the transparent OLS container and enter the 
WLS fibers, a portion of this light is absorbed in the WLS fibers, a 
portion of the absorbed light is isotropically re-emitted at longer 
wavelengths, a portion of the re-emitted light is emitted at an 
angle that will allow the light to be guided down the WLS fibers 
to a photomultiplier, and a portion of the light incident on the 
photocathode will produce photoelectrons.
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in the WLS material) and trajectory. The OLS emission 
spectrum is well matched to the WLS fiber absorption 
spectrum [13], [14]. 
The excited WLS material undergoes internal energy 
transfers and most of the time will radiatively de-excite 
emitting a photon of longer wavelength, i.e., wave-
length shifted, isotropically. The de-excitation process 
is a random process, and various WLS materials have 
decay times on the order of a few nanoseconds to tens 
of nanoseconds. The WLS fibers act like an optical fiber 
and have numerical apertures dependent on shape, size, 
and cladding. Only wavelength-shifted photons emitted 
inside the numerical aperture will be internally reflected 
along the WLS fiber to the photomultiplier. The WLS pho-
tons that are transmitted to the end of the fiber are the 
intermediate information carriers and represent all the 
information about the original pulse of scintillation light 
that remains at this point in the readout process.   
Finally, photoelectrons are produced as the longer 
wavelength WLS photons interact with the photo-
cathode. Because the steps in this readout process are 
stochastic, the intensity and timing information losses 
are also stochastic, producing pulses that retain some 
of the OLS signal’s shape and timing characteristics but 
not enough for traditional PSD algorithms to reliably 
distinguish between neutrons and gamma rays. Machine 
learning algorithms are well suited to extract these subtle 
and otherwise unobservable characteristics. 
Machine Learning Algorithms
Supervised learning is a type of machine learning that 
uses input data matched to known correct outputs called 
labels. Our first attempt to apply machine learning used 
an ensemble learning method and analyzed a set of data 
collected early in the project [15]. Promising results from 
this method led us to develop an improved data collec-
tion method and to apply a recurrent neural network 
(RNN) technique [16].
Ensemble learning consists of training multiple 
models and combining their outputs to achieve greater 
predictive power than any one model can attain. Deter-
mining the best way to combine the model outputs is a 
non-trivial process, and various popular methodologies 
range from simple averaging to more complex opera-
tions like bagging and boosting. A key aspect of training 
the tandem models involves ensuring they are uncor-
related, as training correlated models can often cause 
them to dominate other models in the ensemble and 
halt progress. 
Additionally, we exploited the sequential nature of 
our data to train an RNN as our second machine learn-
ing technique. RNNs are deep neural networks that use 
specialized neurons to maintain an internal memory 
state. This internal memory allows the network to learn 
from the order and position of individual values within a 
sequence, rather than considering each value in isolation.
 
Experimental Setup
In order to provide training data for machine learning 
techniques, a procedure to characterize every WLS pulse 
as originating from a neutron or gamma ray interaction in 
the OLS was needed. One way to achieve this would be to 
separately measure radiation sources that only emit gam-
ma rays and radiations sources that only emit neutrons. 
There are many radiation sources that emit gamma rays 
without any neutrons, but neutron sources without any 
gamma rays are not common. In order to classify neutron 
and gamma ray events in a mixed neutron-gamma ray 
field, a proof-of-concept experiment was built to simul-
taneously measure light directly from the OLS and from 
the WLS fibers. When an interaction happens in the OLS, 
a portion of the isotropically emitted OLS light is directly 
measured by a PMT while another portion is readout 
through WLS fibers as described above. Fig. 4 (next page) 
shows an example configuration with a transparent con-
tainer of OLS being readout directly with one PMT and 
simultaneously being readout through five WLS fibers 
arranged along the bottom. 
Classification of neutron or gamma ray events is ac-
complished by applying traditional PSD algorithms to 
the directly readout OLS pulses. Using more WLS fibers 
should result in less information losses and the WLS puls-
es more accurately replicating the OLS pulses. More WLS 
fibers also increase manufacturing complexity and costs.
The OLS used for this proof-of-concept experiment 
was Eljen Technology’s EJ309 liquid scintillator. EJ309 
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Figure 4. Example experimental setup to produce training data 
for machine learning algorithms. Light pulses produced from 
neutron or gamma ray events in the OLS (blue) are simultaneously 
readout through five WLS fibers (green) arranged along the 
bottom and directly through a PMT attached at the top. The 
light pulses measured directly from the OLS are used to classify 
the corresponding WLS pulses as neutron or gamma ray events.
has many desirable characteristics to include relatively 
low chemical toxicity, a fast decay time of 3.5 ns, a high 
light output of 12,300 photons/MeVee, and 5.43 x 1022 H 
atoms/cm3 [13]. The WLS fibers used were Saint Gobain 
Chrystals’ BCF-91A, which have an absorption spectrum 
that matches closely to EJ309’s emission spectrum. 
BCF-91A’s 12-ns decay time was longer than some other 
WLS fibers considered but with lower light attenuation 
[14]. The Hamamatsu R6095 PMTs were used for both 
the OLS light (424-nm emission peak) and the WLS fiber 
light (394-nm emission peak), providing similar quantum 
efficiency of 25% at both peak wavelengths [17]. A CAEN 
V1730 digitizer (14-bit, 500 MS/s) converted the analog 
signals from the OLS PMT and the WLS PMT [18]. Radioac-
tive sources included gamma ray only emitters (Cs-137 
and Co-60) and mixed gamma ray and neutron emitters 
(Cf-252 and Pu-Be). To produce experimental data for 
machine learning, the system was triggered on the OLS 
output, and both the OLS and WLS digitized pulses were 
saved for post-processing. Therefore, for every neutron or 
gamma ray pulse collected from the OLS, there is a WLS 
pulse that corresponds to that same neutron or gamma 
ray. Triggering on the OLS output ensured the majority of 
pulses captured could be accurately identified as neutron 
or gamma ray events using standard PSD methods. Data 
were collected using configurations with one fiber, three 
fibers, and six fibers to determine if applying machine 
learning algorithms has the potential to reduce the num-
ber of fibers required and allow for the development of less 
expensive detection systems.   
Machine Learning Training Data
To create the machine learning training data—i.e., 
a classification as neutron or gamma ray for every WLS 
pulse—the traditional PSD Q-ratio method was applied 
to the OLS pulses. The Q-ratio method uses two time-
gated integrals, the total pulse (Qlong ) and the fast com-
ponent (Qshort ), to quantify the portion of light produced 





                                              
(1)
Larger Qratio values correspond to neutron events. The 
performance of this method is sensitive to the time-gate 
parameters and must be optimized. A standard figure-of-
merit (FOM) for PSD algorithms is used to quantify perfor-
mance on the algorithm’s ability to discriminate between 
neutron and gamma ray events [12]. Graphically shown 
in Fig. 5, the FOM was calculated by dividing the distance 
Figure 5. Training data are produced following optimization 
of the PSD Q-ratio method applied to the OLS pulses. The FOM 
quantifies an algorithm’s ability to distinguish between neutron 
and gamma ray events. Greater discrimination—i.e., larger FOM 
value—is achieved with narrower neutron and gamma ray peaks 
with larger separation between the respective peaks. Time-gate 
values that provide the highest FOM are used to classify each 
event as a neutron or gamma ray.
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between the gamma ray and neutron peaks, known as 
separation, by the sum of each peak’s respective full width 
half maximum (FWHM). The equation for calculating the 
FOM is shown below.
𝑅𝑅𝐹𝐹𝑀𝑀 =
𝑆𝑆𝑒𝑒𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝𝑡𝑡𝑃𝑃𝑃𝑃𝜋𝜋
𝐺𝐺𝑝𝑝𝑚𝑚𝑚𝑚𝑝𝑝 𝑅𝑅𝐹𝐹𝐹𝐹𝑀𝑀 + 𝑑𝑑𝑒𝑒𝑠𝑠𝑡𝑡𝑟𝑟𝑃𝑃𝜋𝜋 𝑅𝑅𝐹𝐹𝐹𝐹𝑀𝑀
 
           
(2)
We used Python 3 to develop an optimization algo-
rithm that provided the best PSD performance using 
the Q-ratio method. Our solution takes the OLS pulses 
in their text-based format from the Caen WaveDump 
software [19]. The process begins by parsing the text files 
and storing the values in a NumPy structure [20]. The 
NumPy structure is very efficient and performs very well 
for our use-case. It allows us to operate on every value 
in a field when required and allocates storage for the 
results in advance. It also acts like an associative array, 
allowing key-value pairs for fields including timestamps, 
pulse baselines, peak values, noise within the pulse, and 
the Qratio of a pulse. The structure includes a sub-array 
containing the analog-to-digital converted (ADC) values 
for each pulse.
Because our baseline reading fluctuated between +/-
30 on our 14-bit digitizer reading, we needed to apply an 
initial filter to reduce the noise prior to the application 
of any PSD methods. We applied a bandpass filter to the 
ADC values for each pulse where ADC values between 
the two thresholds are set to zero. This technique reduces 
the noise inherent to the PMT in order to improve the 
signal-to-noise ratio. The resulting filtered data allow us 
to eliminate the need to iterate over Qshort  as the lead in 
noise and measurement inconsistencies were mitigated 
by the filter. Instead of iterating over both Qlong  and Qshort , 
we iterated over just Qlong .
After the filter is applied, the implementation calcu-
lates the Qratio for every event. To optimize the FOM, the 
program iterates through multiple time-gate values for 
Qlong  and chooses the value that will produce the larg-
est FOM. The results of one such optimization process is 
shown in Fig. 5.
Once the best time-gate values are selected, the 
pulses are classified as neutrons if its Qratio falls to the 
right of the minimum point between the two peaks and 
as gamma rays if it falls to the left of the minimum point 
between the two peaks. The program analyzes 100,000 
events in less than 10 seconds and produces the training 
data that are used by the machine learning algorithms.
Applying Machine Learning
Ensemble Learning Method
Our initial application of machine learning used an 
ensemble learning method. The data were collected in an 
early version of the experimental setup but resulted in the 
same type of training data with each WLS pulse classified 
as a neutron or gamma ray based on the corresponding 
OLS pulse. The training data included 8062 gamma ray 
and 5554 neutron events from a Pu-Be source and 7705 
gamma ray events from a Co-60 source.
      
An example of the digitized signals for both a gamma 
ray and neutron event is shown in Fig. 6. As can be seen 
in this figure, differences in wave shape exist between 
the neutron and gamma ray events. Six of these key dif-
ferences, called features, were extracted from every train-
ing example: the minimum and maximum of each pulse, 
the width of the largest peak, the second minimum, the 
width of the second minimum, and the total area under 
the main impulse. These features were used to train the 
supervised learning models to then predict the type of 
radiation that was detected. 
The initial training data had more gamma ray events 
than neutron events, which can cause bias problems 
Figure 6. Feature engineering based on the difference between 
the average WLS neutron or gamma ray event. While both events 
may have extremely similar Q-ratios or rise times, they have 
distinguishable wave shapes that can be exploited to correctly 
predict their type.
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when training machine learning algorithms. To fix this 
imbalance, a number of synthetic neutron events were 
created. This was done by taking a random sample for 
each time step (from 1 to 136 steps) from the neutron 
training dataset. Then, to dampen the variance induced 
by this sampling, a rolling average with a window of five 
time steps was used to smooth out the simulated data.
 
Supervised learning methods tend to over fit the data 
and fail to generalize to new data. To prevent this, the 
original and synthetic datasets were divided into training, 
validation, and test datasets by randomly selecting 20% of 
the data for the validation set and 20% of the data for the 
test set. The remaining 60% of the data was the training set.
The supervised learning models used in the classifica-
tion task were Logistic Regression, Naive Bayes Classifica-
tion, Random Forests, Support Vector Machines, Boosted 
Forests, and K-Nearest Neighbors Classification [21]. After 
the initial training and evaluation of each algorithm with 
10-fold cross-validation using only the training data-
set, an ensemble model was constructed using a linear 
combination of the above-listed models. Because the 
algorithm outputs were relatively uncorrelated, it was 
possible to combine all the models in such a way to in-
crease the accuracy of our classifications beyond that of 
any one component model. Since the component models 
were trained on the training set, the weights for the linear 
coefficients of the ensemble model were found using the 
validation set to prevent overfitting. 
This ensemble model was then exposed to the test 
set data. This is data that had been held out during the 
training and validation process, so the models had not 
seen the data before. On this final test set, the model cor-
rectly identified the type of radiation event 89.4% of the 
time. Of particular interest, the false-positive rate, where 
the model classified an event as neutron erroneously, 
was 9%. This means that when the ensemble model indi-
cated a neutron event, the model was correct 91% of the 
time. The false-negative event, events where the gamma 
ray was indicated but the event was in truth a neutron 
event, occurred 12% of the time the model indicated 
gamma ray. This encouraging performance resulted in 
an improved experimental setup and the application of 
the RNN method. 
RNN Method
Due to the intricacy of designing an ensemble model 
and the complexity required to fine-tune for future datas-
ets, we decided to also apply an alternative machine learn-
ing approach to the problem. We began by noting the data 
produced from our experiments are inherently sequential, 
meaning the positions of ADC values within a given pulse's 
sequence are relevant. Given this fact, we focused our at-
tention on RNNs as a potentially effective solution.   
The training datasets were collected using Cf-252, a 
spontaneous fission source that emits both neutrons and 
gamma rays. The datasets included various WLS fiber con-
figurations with each dataset having over 100,000 events. 
Our baseline model consisted of four hidden layers, each 
containing eight gated recurrent units (GRUs) and an output 
layer consisting of a single neuron with a sigmoid activation 
for binary classification (Fig. 7). In total, this network configu-
ration contained approximately 500 trainable parameters, 
which we estimated would result in efficient training while 
still giving the network the ability to generalize.
GRUs are a type of recurrent neuron that enable the 
network to carry over information from prior elements 
of a sequence [22]. While often less capable than the 
more popular long short-term memory (LSTM) cells [23], 
we found the performance of GRUs to be comparable 
to that of LSTMs on our data and considerably faster to 
train. Like the ensemble implementation, we trained our 
baseline GRU network on 60% of available data, with 
the remaining 40% split evenly for validation and test 
sets. Two of our models utilized a technique in which the 
network learning rate was reduced by a fixed amount 
Figure 7. Baseline recurrent neural network architecture. 
Four hidden layers are each comprised of eight GRU cells with 
hyperbolic tangent activation functions. The final layer consists 
of a single neuron with a sigmoid activation to provide binary 
classification between neutron and gamma ray events. This 
architecture contains approximately 500 trainable parameters.
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when accuracy started to plateau (referred to as RLRoP in 
Table 1, Reduce Learning Rate on Plateau). This assisted 
the networks in avoiding local minima while training and 
led to slightly higher accuracies. Using the six WLS fibers 
dataset, our baseline model achieved a promising 85.6% 
accuracy when evaluated against the entire dataset. More 
significantly, our baseline model was able to generalize 
to collections made with fewer numbers of WLS fibers. In 
the case of the one WLS fiber configuration, our model’s 
predictive accuracy only suffered by a margin of 3%. (See 
Table 1 for all results.)
Table 1. Despite iterative adjustments to our architecture and 
hyperparameters, little improvement was made to predictive 
accuracy. However, the model's ability to achieve over 80% 
accuracy when trained on 1-fiber WLS data is promising and 
warrants further optimization.
As evidenced above, we continued to improve our 
baseline model’s performance by conducting iterative hy-
perparameter tuning. Our best-performing model (Model 
3), opted to use two fewer hidden layers in exchange for 
128 GRUs in each layer. We also implemented early stop-
ping to counteract some minimal overfitting and reduced 
the learning rate if a plateau was detected every 10 epochs. 
Despite these changes, improvements were minimal 
across the board, suggesting we had found a local maxi-
mum or better performance was simply not possible with 
a recurrent neural network approach. To further reinforce 
our results, we trained a new model using an identical 
architecture as Model 3 above, but this time using 60% of 
the one WLS fiber dataset as training data. This new model 
achieved a comparable 83.6% test accuracy.
Several conclusions can be derived from our experi-
mentation with RNNs. First, our results were comparable to 
those achieved by the ensemble model with significantly 
less complexity and training time. More importantly, our 
neural network required zero feature engineering and 
was trained exclusively on collected ADC sequences that 
were pre-processed with a bandpass filter and normalized. 
This suggests the neural network approach may be more 
conducive to fast prototyping and testing of models for 
experimentation onboard a deployable sensor.
Conclusion
There continues to be a need for advanced radiation 
detection systems intended for nuclear security opera-
tions. These systems need to be portable, have adaptable 
geometries, demonstrate good n-γ discrimination, and 
be affordable. This research provided an assessment of 
applying machine learning to n-γ discrimination in OLS-
WLS-based fast neutron detection systems. Using Python 
3, we developed an efficient way to produce training data 
for supervised machine learning algorithms. Machine 
learning using the ensemble method and the neural 
networks method achieved comparable and promising 
results and continued research in this area is warranted.
Future Work
There remain several avenues for improvement in the 
machine learning algorithm. There are additional pre-
processing steps that can be implemented to continue 
reducing the noise in our ADC sequences. Specifically, 
reducing the length of the data sequences may help the 
network focus on the important values relevant to the 
discrimination task. Combining datasets will expose the 
network to additional data and potentially improve its 
ability to generalize. An exploration of the application 
of other neural network paradigms to this problem will 
help with performance and accuracy. These will include 
one-dimensional convolutional neural networks and 
attention networks, the latter of which has achieved 
state-of-the-art results in many machine learning tasks 
featuring sequenced data [24]. 
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