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Abstract. In [1], we introduced the weakly synchronizing languages
for probabilistic automata. In this report, we show that the emptiness
problem of weakly synchronizing languages for probabilistic automata is
undecidable. This implies that the decidability result of [1,2,3] for the
emptiness problem of weakly synchronizing language is incorrect.
1 Definitions.
We present the main notations and definitions. We refer to [1] for detailed pre-
liminaries.
A probability distribution over a finite set S is a function d : S → [0, 1] such
that
∑
s∈S d(s) = 1. The support of d is the set Supp(d) = {s ∈ S | d(s) > 0}.
We denote by D(S) the set of all probability distributions over S. Given a finite
alphabet Σ, we denote by Σ∗ the set of all finite words and by Σω the set of all
infinite words over Σ. The length of a finite word w is denoted by |w|.
Probabilistic Automata. A probabilistic automaton (PA) A = 〈Q,µ0, Σ, δ〉
consists of a finite set Q of states, an initial probability distribution µ0 ∈ D(Q),
a finite alphabet Σ, and a probabilistic transition function δ : Q × Σ → D(Q).
In a state q ∈ Q, the probability to go to a state q′ ∈ Q after reading a letter
σ ∈ Σ is δ(q, σ)(q′). We define PostA(q, σ) = Supp(δ(q, σ)), and for sets s ⊆ Q
and Σ′ ⊆ Σ, let PostA(s,Σ′) =
⋃
q∈s
⋃
σ∈Σ′ PostA(q, σ). The outcome of A on
an infinite word w = σ0σ1 · · · is the infinite sequence Aw0 A
w
1 . . . of probability
distributions Awi ∈ D(Q) such that A
w
0 = µ0 is the initial distribution, and for
all n > 0 and q ∈ Q,
Awn (q) =
∑
q′∈QA
w
n−1(q
′) · δ(q′, σn−1)(q)
The norm of a probability distribution X over Q is ‖X‖ = maxq∈QX(q).
⋆ This work has been partly supported by the Belgian Fond National de la Recherche
Scientifique (FNRS).
Weakly Synchronizing Language for PAs. An infinite word w is said to be
weakly synchronizing for PA A, if
lim sup
n→∞
‖Awn ‖ = 1.
We denote by LW (A) the set of all weakly synchronizing words, named weakly
synchronizing language, of A. Given a PA A, the emptiness problem of weakly
synchronizing language asks whether LW (A) = ∅.
2 The emptiness problem of weakly synchronizing
languages for PAs is undecidable.
Theorem 2 states that the emptiness problem of weakly synchronizing languages
for PAs is undecidable. To show that, we present a reduction from the value 1
problem for PAs which is undecidable [4], to our problem.
The value 1 problem for PAs. Let A = 〈Q,µ0, Σ, δ〉 be a PA with a
single initial state q0 where µ0(q0) = 1 and a set of accepting states F ⊆ Q.
The value 1 problem considers finite words: the computation of A on the word
w = σ0σ1 · · ·σn−1 is the sequence Aw0 A
w
1 · · ·A
w
n where A
w
0 = µ0 and A
w
i+1(q) =∑
q′∈QA
w
i (q
′)δ(q′, σi)(q) for all 0 ≤ i < n. The acceptance probability of w by
A is given by PA(w) =
∑
q∈F A
w
n (q). The value of A, denoted val(A), is the
supremum acceptance probability val(A) = supw∈Σ∗ PA(w). Given a PA A, the
value 1 problem asks whether val(A) = 1. It is equivalent to check if there are
some words accepted by A with probability arbitrarily close to 1.
Theorem 1. The value 1 problem for probabilistic automata is undecidable [4].
Undecidability result.
Theorem 2. The emptiness problem of weakly synchronizing languages for
probabilistic automata is undecidable.
Proof. We present a proof using a reduction from the value 1 problem for PAs.
Given a PA B = 〈QB, (µ0)B, ΣB, δB〉 equipped with the single initial state q0 and
accepting states FB ⊆ QB, we construct another PA C = 〈QC , (µ0)C , ΣC , δC〉, such
that val(B) = 1 iff LW (C) 6= ∅.
First, from the PA B we construct another PA A = 〈Q,µ0, Σ, δ〉 such that
B has value 1 iff A does. The state space is extended, by adding two new states
qf and qn (Q = QB ∪ {qf , qn}). The alphabet Σ = ΣB ∪ {$} where $ 6∈ ΣB. The
initial state q0 is in common, but only qf is an accepting state (F = {qf}). The
transition function globally remains unchanged; only the following transitions
are added in A: δ(q, $)(qf ) = 1 for all q ∈ F1, and δ(q, $)(qn) = 1 for all
q ∈ QB \ F1. In addition, δ(qf , σ)(qn) = δ(qn, σ)(qn) = 1 for all σ ∈ Σ. Fig. 1
illustrates the definition of A from B. By construction, since qf is the only
accepting state and is only reachable with $, and PostA({qf , qn}, Σ) = {qn}. We
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Fig. 1. The definition of the PA A
from B.
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Fig. 2. Transitions between twin states
q1, qˆ1 and q2, qˆ2.
see that PA(w) = PB(v) if w = v$ with v ∈ Σ∗B, otherwise PA(w) = 0. Thus, A
has value 1 iff B has value 1.
Then from the PA A, we construct a PA C = 〈QC , (µ0)C , ΣC , δC〉 such that
LW (C), the weakly synchronizing language of C is not empty, iff A has value 1.
For each state q ∈ Q except qf , a twin state qˆ is added to the state space. Thus,
QC = Q ∪ {qˆ | q ∈ Q \ {qf}}. The alphabet ΣC = Σ ∪ {#} where # 6∈ Σ. The
initial distribution is (µ0)C(q0) = (µ0)C(qˆ0) =
1
2
. The probabilistic transitions
function is defined as follows.
– δC(q1, σ)(q2) = δC(q1, σ)(qˆ2) = δC(qˆ1, σ)(q2) = δC(qˆ1, σ)(qˆ2) =
1
2
δ(q1, σ)(q2)
for all states q1, q2 ∈ Q \ {qf} and all σ ∈ Σ.
– δC(q, σ)(qf ) = δC(qˆ, σ)(qf ) = δ(q, σ)(qf ) for all states q ∈ Q \ {qf}.
– δC(qf , σ)(q1) = δC(qf , σ)(qˆ1) =
1
2
δ(qf , σ)(q1) for all states q ∈ Q \ {qf} and
all σ ∈ Σ.
– In addition, δC(q,#)(q0) = δC(q,#)(qˆ0) =
1
2
for all q ∈ QC.
Fig. 3 shows the construction. For convenience, a twin q and qˆ are drawn in
an oval; Fig. 2 illustrates the transitions between two pairs of twin states where
each pair is replaced with an oval. Intuitively, the PA C mimics the behavior of
A where each state q (except the accepting state qf ) shares the probability to
be in q with the twin qˆ, in all steps n ∈ N. Moreover, each # “resets” C.
Let us shortly formalize two important and intuitive properties of C resulting
from the construction.
Property P1: Let w ∈ ΣωC be an infinite word containing the symbol # such that
w = v1#v2 where v1 ∈ Σ∗C and v2 ∈ Σ
ω
C . Let C
w
0 C
w
1 · · · be the outcome of C on
the word w; and Cv20 C
v2
1 · · · be the outcome on v2. Since PostC(QC ,#) = {q0, qˆ0}
with uniform distribution, on inputting the letter #, the automaton C is reset
to the initial distribution (µ0)C , and one may “forget” the prefix v1#. Formally,
for all i ∈ N and q ∈ QC ,
Cw|v1|+1+i(q) = C
v2
i (q).
Property P2: For all words w ∈ Σ∗B, the computations of A and C on w give
a) Cw|w|(q) = C
w
|w|(qˆ) =
1
2
Aw|w|(q) for all q ∈ Q \ {qf},
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b) Cw|w|(qf ) = A
w
|w|(qf ) = 0.
Let us recall that $,# 6∈ ΣB. Property P2.b can easily be proved since
µ0(qf ) = (µ0)C(qf ) = 0 and no σ−labeled transition with σ ∈ ΣB reaches
qf . We prove Property P2.a by induction on the length of w.
Base (|w| = 0): Let w be the empty word ǫ. By construction, we know the
initial distribution for A is µ0(q0) = 1 and for C is (µ0)C(q0) = (µ0)C(qˆ0) =
1
2
.
Induction: Assume that the statement holds for all words w′ with w′ < i.
Let w = w′σ where w′ ∈ Σi−1B and σ ∈ ΣB. By definition, C
w
i (q1) =∑
q∈QC
Cwi−1(q) · δC(q, σ)(q1) for q1 ∈ Q \ {qf}. By induction hypothesis, since
Cw
′
i−1(q2) = C
w′
i−1(qˆ2) for q2 ∈ Q \ {qf}, and since δC(q2, σ)(q1) = δC(qˆ2, σ)(q1),
we conclude Cwi (q1) = 2
∑
q2∈Q
Cwi−1(q2) · δC(q2, σ)(q1) = 2
∑
q2∈Q
(1
2
Awi−1(q2)) ·
(1
2
δ(q2, σ)(q1)) =
1
2
∑
q2∈Q
Awi−1(q2) · δ(q2, σ)(q1) =
1
2
Awi (q1). Similarly, we ob-
tain Cwi (qˆ1) =
1
2
Awi (q1).
Now, we show that LW (C) 6= ∅ iff the PA A has value 1.
⇐ First, we assume that A has value 1. So, for all ǫ > 0, there exists a finite
word w ∈ Σ∗ such that PA(w) > 1 − ǫ. Let wi be such that PA(wi) > 1 − 2−i
for all i ≥ 1. We claim that the infinite word v = (wi#)i∈N = w1#w2#w3# · · ·
is a weakly synchronizing word for C. Let Cv0C
v
1 · · · be the outcome of C on v.
For i > 1, let vi = w1# · · ·#wi be the prefix of v which ends with wi. Let
|vi| denote the length of vi, then |vi| = (i − 1) +
∑i
j=1|wj |. The last # of the
prefix vi is located at |vi−1|+1 (for i > 1). Thus, Cv|vi−1|+1 = (µ0)C which is the
initial distribution of C. By construction, Cv|vi−1|+1+|wi|(qf ) = PA(wi). Hence,
‖Cv|vi|‖ > 1 − 2
−i and limi→∞‖Cv|vi|‖ = 1. It implies that lim supn→∞‖C
v
n‖ = 1.
Hence v is a weakly synchronizing word for C, thus LW (C) 6= ∅.
⇒ Now let us assume that LW (C) 6= ∅. So, by definition there exists an
infinite word v = σ0σ1σ2 · · · such that lim supn→∞‖C
v
n‖ = 1. We claim that
v contains infinitely many #. Towards contradiction, assume that there exists
n ∈ N such that for all i > n, σi 6= #.
Let Cv0C
v
1 · · · be the outcome of C on v. There are two cases:
– There exists j > n such that σj = $. Since PostC(QC , $) = {qf , qn, qˆn} and
PostC({qf , qn, qˆn}, Σ) = {qn, qˆn}, we have C
v
j+1+i(qn) = C
v
j+1+i(qˆn) =
1
2
for
all i ∈ N, a contradiction with the fact that v is weakly synchronizing.
– For all j > n we have σj 6= $. Let k be one position after the last # in v, or
k = 0 if there is no #. For all i ∈ N, let vi = σkσk+1 · · ·σk+i−1 be the subword
starting at k with length i; and let Cvi0 C
vi
1 · · · C
vi
i be the computation of C
on the finite word vi. By Properties P1 and P2, C
vi
i (q) = C
vi
i (qˆ) = C
v
k+i(q) =
Cvk+i(qˆ) for all i ∈ N and all q ∈ Q \ {qf} and C
v
k+i(qf ) = 0. This gives
‖Cvn+i‖ ≤
1
2
, a contradiction.
Now, we claim that v contains infinitely many $ too. Towards contradiction,
assume that there exists n ∈ N such that for all i > n, σi 6= $. Let k0k1k2 · · · be
the sequence of all positions in v after n where σkj = # (j ∈ N) in increasing
order (kj+1 > kj). So, kj > n and σi 6= # for all j ∈ N and all i 6= kj .
Let vi = σkjσkj+1 · · ·σi be the finite subword of v between the positions kj
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Fig. 3. The construction of the PA C from A
and i where kj ≤ i < kj+1 for some j ∈ N. We see that vi = #w for some
w ∈ Σ∗B. Let C
vi
0
· · · Cvii−kj be the computation of C on vi. By Properties P1 and
P2, C
vi
i−kj
(q) = Cvii−kj (qˆ) = C
v
i (q) = C
v
i (qˆ) for all i > n and all q ∈ Q \ {qf}, and
also Cvii (qf ) = 0. This gives ‖C
v
i ‖ ≤
1
2
for all i > n, a contradiction with the fact
that v is weakly synchronizing.
We showed that v contains infinitely many # and $. Since v is weakly syn-
chronizing, for all ǫ > 0 there exists m > 0 where ‖Cvm‖ > 1 − ǫ (In fact, since
v is weakly synchronizing, for all ǫ > 0 for all n > 0 there exists m > n where
‖Cvm‖ > 1 − ǫ, but we do not need n here). For fixed ǫ <
1
2
, let m > 0 be
such that ‖Cvm‖ > 1 − ǫ. Let k < m be one position after the last # before
σm (i.e., σk−1 = #), or k = 0 if there is no # before σm. Let w be the finite
subword of v starting from position k to the position m. By Properties P1 and
P2, Cvm−k(q) = C
v
m−k(qˆ) ≤
1
2
for all q ∈ Q \ {qf}. Therefore, since ‖Cvm‖ > 1− ǫ,
we have Cvm(qf ) > 1− ǫ and PA(w) > 1− ǫ. Hence A has value 1.
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