A new theoretical Evans function condition is used as the basis of a numerical test of viscous shock wave stability. Accuracy of the method is demonstrated through comparison against exact solutions, a convergence study, and evaluation of approximate error equations. Robustness is demonstrated by applying the method to waves for which no current analytic results apply (highly nonlinear waves from the cubic model and strong shocks from gas dynamics). An interesting aspect of the analysis is the need to incorporate features from the analytic Evans function theory for purposes of numerical stability. For example, we find it necessary, for numerical accuracy, to solve ODEs on the space of wedge products.
Introduction
Stability is an important issue for any evolutionary system. It is the arbiter in questions of possible asymptotic states and physically attainable solutions. The problem of stability of viscous shock waves dates back to treatment of the scalar case in the late 1950's [20] . Despite the efforts of many since then, no analytic results exist which determine the stability of strongly nonlinear viscous shocks. However, a theoretical stability criterion (necessary and sufficient condition) has been developed by Zumbrun and Howard [22] in terms of the Evans function. The Evans function is an analytic function introduced by Evans [5, 6, 7, 8] for the purpose of locating eigenvalues of nonnormal ordinary differential operators, and developed into its present form by Alexander, Gardner and Jones [1] . The objective of this paper is to develop a flexible computer program which evaluates the criterion in a way that is suitable for rapid determination of stability of all types of viscous shock waves.
The present work is related to that done by Daniel Michelson [18, 19] . He carried out a numerically assisted proof of the stability of the Bunsen flame profiles in the Kuramoto-Sivashinsky equations. However, there are some differences between his work and the present work. Michelson dealt with an operator with no kernel, and he used an interior method. That is, he performed a numerical calculation on a grid of points covering a region of the complex plane. In this work, we will deal with an operator with kernel, and use a method requiring calculations only on a grid along the boundary of a region of the complex plane.
In addition to Michelson's work, several other developments in Evans function theory were critical to the development of the present algorithm. Alexander, Gardner and Jones [1] proved the analyticity of the Evans function away from the essential spectrum, in particular in the right complex half plane. More recently, Gardner and Zumbrun [10] and Kapitula and Sandstede [13] independently proved that the Evans function can be analytically extended part way into the essential spectrum, thus the left complex half plane. A version of this result is presented in Theorem 1. This result, paired with Zumbrun and Howard's necessary and sufficient condition for stability, leads to our numerical algorithm for determining linear stability of viscous shocks.
As in the work of Michelson [18] , the problem is first reduced to counting the zeroes of the Evans function in a bounded region. In contrast to [18] , a winding number argument is then used to count the zeroes. Some issues that arise and are resolved include the following.
First, the second fastest growing mode of a particular ODE cannot be computed individually since the fastest growing mode dominates the numerical solution. This is a type of stiffness which is handled by doing the computation in wedge space (see subsection 3.3).
Second, inherent in the computation of the Evans function is the possibility that numbers of nearly equal magnitude will be subtracted, resulting in a large loss of significance: loss of 4 significant digits has been encountered. This leads to the need for sharp error estimates. Linearity of the eigenvalue equation and of the Runge-Kutta method are exploited to derive a posteriori error estimates which approximate the actual error within a few orders of magnitude (see subsection 3.4).
Third, the Evans function must be evaluated at sufficiently many points on the boundary of the bounded region that the reported winding number is correct. An adaptive stepping algorithm based on the values of the Evans function and its derivatives is developed for this purpose (see subsection 3.3).
In Section 4, application of the algorithm to several test cases will demonstrate accurate evaluation of the Evans function (and therefore accurate prediction of stability or instability), plus stability of viscous shock waves to which no current analytic results apply.
Preliminaries

Basic definitions.
Definition 1 (Viscous shock wave). A viscous shock wave is a traveling wave solution, u, of the n-component conservation law
Such waves are found by using the ansatz u(x, t) = u(x − st) (a traveling wave where s is the speed of propagation) in equation (1) . Integrating from −∞ to x and enforcing the boundary conditions gives the traveling wave ODE
Any solution to this equation with appropriate behavior at ±∞ is a viscous shock wave for equation (1) . Having fixed u − and s, the Rankine-Hugoniot condition
is used to solve for the possible values of u + = u(∞).
Definition 2 (Viscous shock wave manifold).
M = {u δ : u δ is a viscous shock wave solution of (1), δ ∈ U ⊆ R , U open} is called the viscous shock wave manifold for (1) if δ continuously indexes all viscous shock wave solutions of (1) with fixed end states, u ± . Definition 3 (Orbital stability). A viscous shock wave u is called orbitally stable if, for each solution u of (1) with |u(
Exactly how small |u(x, 0) − u(x)| should be is still under investigation. Current results [22] 
−r for some r ≥ 3/2.
The Evans function.
The linear evolution operator associated with equation (1) is obtained by making the change of variables τ = t, ξ = x − st, and linearizing about the resulting stationary viscous shock wave solution. The result is w τ = Lw, where
and A is defined by
Stability is related to the spectrum of L, but not in a direct way, since the essential spectrum accumulates at the origin [22] . The precise relation comes from analysis of the Evans function.
To define the Evans function, rewrite the eigenvalue equation, Lw = λw, using (4) to get
where a prime denotes a derivative with respect to ξ. Now let W = ( w w ) and express (6) as the first order system 
. . . 
can be used to approximate W . These values can then be used as "initial" conditions in solving equation (7) for the needed quantities W ± i (0). However, using equation (9) assumes knowledge of µ ± i and V ± i , the eigenvalues and eigenvectors ofÃ ± , which generally will be obtained numerically. But, when the eigenvalues and eigenvectors of A ± are known and B = I, determining µ i and V i is trivial [2] . Also, when B = I and Re(λ) > 0,Ã ± has n positive and n negative eigenvalues [2] , implying n − + n + = 2n, and the Evans function is well defined in the right half plane.
The Gap Lemma.
A critical tool in the development of our algorithm is the Gap Lemma. As applied in the context of the previous section, it provides a means for computing the W ± i (0) necessary for evaluation of the Evans function. Just as importantly, it supplies a condition for establishing the analyticity of the W ± i (0) (and therefore the Evans function) as functions of λ. A definition and a standard lemma of matrix theory [14] are necessary to elucidate its statement.
Definition 4 (Spectral gap)
. Let A be a matrix and µ one of its eigenvalues. Then the spectral gap g is given by 
Lemma 1. Let A be a matrix and γ
= max{Re(ξ) : ξ ∈ σ(A)}. Then, for anỹ γ > γ, there exists C(γ) so that |e At | ≤ C(γ)eγ t .
Theorem 1 (The Gap Lemma). Let A(x, λ) be a matrix such that there exist constants
This is a special case of the Gap Lemma proved in [10, 13] with error bounds explicitly stated for numerical use. The Gap Lemma extends standard results (e.g., [4] ) to the case of negative spectral gap. See [2] for proof. The analogous statement for A + holds as well of course.
Stability criterion.
The main driving force for the algorithm of this paper is the following theorem [22] .
Theorem 2 (Stability criterion). A necessary and sufficient condition for linear orbital stability of viscous shock waves is that the number of zeroes of the Evans function in {Re(λ) ≥ 0} equals the dimension of the viscous shock wave manifold M .
This result reduces the question of stability to counting zeroes of the analytic Evans function.
3. The algorithm 3.1. Overview. Theorem 2 suggests the following algorithm.
1. Find a bounded region, Ω ⊂ C, which contains all the zeroes of D in the closed right half plane. 2. Apply the argument principle [21] to Ω to find the number of zeroes of D in the closed right half plane. 3. The viscous shock wave is stable if and only if the number from 2 equals the dimension of the viscous shock wave manifold.
3.2. Bounding the search. By an energy estimate [2] on equation (6), the zeroes of the Evans function must lie in the truncated wedge Figure 1) . Obviously, this is not a bounded region, though. By Theorem 2, the search may be limited to the portion of the wedge intersecting the closed complex right half plane, so we take Ω = V ∩ {λ ∈ C : Re(λ) ≥ 0}. Also, we define Γ . = ∂Ω. Since the argument principle will be used to count the zeroes inside Ω, care must be taken that Γ does not contain any of the zeroes. However, D(0) = 0 with multiplicity at least the dimension of the viscous shock wave manifold [12] , so the argument principle may not be applied to any region whose boundary includes the origin. Luckily, the Gap Lemma indicates a domain of analyticity including a neighborhood of the origin. So it is allowable to modify Ω slightly to accommodate the origin. A natural choice is to extend Ω in a semicircular fashion around the origin, and for simplicity force the straight line boundary segments of Ω parallel to the axes (see Figure 2 ). Of course, there is a limit, depending on α, to the size of the semicircle. For example, its radius is usually limited by the branchpoints of µ ± i when n = 2.
Taking Ω as in Figure 2 leads to counting the zeroes of D in the right half plane, at the origin, plus, potentially, some in the left half plane. So when the computed winding number exceeds the dimension of the viscous shock wave manifold, the "extra" eigenvalues must be located at least approximately. If they have negative real parts (i.e., they lie in the semicircle), then the wave being tested is stable; otherwise, the wave is unstable. The occurence of an "extra" eigenvalue arises in testing viscous shock waves for the cubic model, for example (see subsection 4.2).
3.3. Applying the argument principle. The first problem in calculating the winding number of D [Γ] lies in evaluating D(λ) for a fixed value λ. This appears to be easy. As described in subsection 2.2, equation (7) must be solved for W (0) once for each of 2n different "initial" conditions. A naive approach might be to do this directly, solving equation (7) 2n times. However, the numerical solution of (7) is dominated by the fastest growing mode. So, regardless of the initial conditions W (ξ 0 ), |ξ 0 | large enough, the numerical solution for W (0) will be a scalar multiple of the fastest growing mode, which of course is incorrect. A second attempt might be to solve for all of the modes simultaneously, subtracting from the slower growing modes their components in the direction of the faster growing modes at each step.
However, in practice this is equally unsuccessful in producing the correct values for the slower modes at 0.
It turns out that solving for the modes simultaneously is a good idea, but orthogonalization is not how to do it. Instead, the wedge product should be used. The wedge product as used here is strictly a bookkeeping tool. No reference to differential forms is made or implied. Instead, we consider the operator ∧ defined on the standard basis vectors of C m by the properties
and
This definition extends to an operation 
It follows that the Evans function,
. . .
can also be written as
where, again, the wedge product is to be interpreted as an element of C ( 2n 2n ) = C.
Using the notation
the Evans function is expressed as
Relationships (15) then define matrices A ± such that
Now to evaluate the Evans function, it is only necessary to solve the two equations (16) . As an example, take n = 2 and B = I, implying n + = 2 = n − . In the following calculation, the ± superscripts are suppressed since the same formula applies in both cases. In fact, we will adopt this as a standard notation-absence of the ± superscripts implies that the statement holds in both cases.
Lemma 2. If n = 2 and B = I, then
Proof. Let
Then using equations (8), (12) and (15),
As before, "initial" conditions for (16) are supplied by Theorem 1, so it is necessary to have the eigenvalues and eigenvectors of A. They are derived easily from the eigenvalues and eigenvectors ofÃ, as the following lemma demonstrates. 
Lemma 3. Let A be defined as in equation (16). Then the eigenvalues and eigenvectors of
A are µ i1 + · · · + µ in and V i1 ∧ · · · ∧ V in for 1 ≤ i 1 < · · · < i n ≤ m,
Proof. Using relation (15),
To emphasize the utility of the wedge product, recall that W Figure 3 ). Strictly speaking, the right side of inequality (19) could simply be 0. However, for quick stability determination, exact values for D will not be given at any point, and therefore some leeway is called for (and given by β|D(s i )|). This condition allows us to check whether a given partition is appropriate. But a more useful condition gives s i+1 based on information at s i , and thus forms the partition.
After expanding D(s i +∆s) in a Taylor series, condition (19) becomes, to second order,
|D(s
Thus, ∆s is given by solutions of the following quadratic inequality at s i :
Notice that ∆s = 0 always satisfies this condition (since D = 0 on Γ), so there will always be a positive value of ∆s to choose. It is natural to try the value that satisfies
But if D ,D > 0, there may be no solution or two negative solutions. In each case, the condition allows us to pick any positive value for ∆s. Clearly, this is not useful. So, we force the sign of the second order term by noting that D ,D > −|D |. This leaves us with the generally more conservative condition that ∆s satisfy (20) or solving for ∆s,
Note that ∆s is well defined since the value given by equation (21) is always real and the other possible value is negative.
Using forward differences to approximate the derivatives of equation (21) leads to an algorithm suitable for quick (and apparently quite accurate) determination of stability, typically on the order of 2 minutes per wave on a Pentium based PC. Also, in practice, β can usually be 0. However, in case of poor results, a positive value of β should be chosen as this will lead to smaller values for ∆s. 
so in calculating D by wedging the two 2-forms, numbers of nearly equal magnitude must be subtracted. As a crude approximation, two numbers of magnitude 1 are being subtracted with a result of magnitude 10 −4 . So it can be expected that 3 or 4 significant digits are lost in this calculation of D. Since the relative error in D must be less than 1, the relative error in W ± (0) must be no larger than 10 −4 . This is the required global relative error for a Runge-Kutta integration over a domain that may exceed length 100. But this is only an issue for points along the semicircular portion of Γ. The magnitude of D for other points along the contour is comparable to the max norms of W + (0) and W − (0). Standard a priori error estimates will not yield such stringent bounds. Instead, the linearity of both equation (16) and the Runge-Kutta method will be exploited. Starting with some standard analysis, for a one step numerical scheme of the form w n+1 = w n + h n Ψ(w n , x n , h n ) solving the equation w = f (x, w), derivation of global error bounds leads to the recursion
Here h n is step size, e n is the difference between the actual solution and approximate solution, and τ n is a local truncation error. Taking norms on both sides and approximating Ψ(w n , x n , h n ) − Ψ(w(x n ), x n , h n ) with the help of the Lipschitz constantL,
This gives an upper bound on the growth of |e n | from one step to the next.
Specializing to the case of an explicit Runge-Kutta scheme and f (x, w) = A(x)w yields a much more useful error estimate. A general explicit Runge-Kutta scheme can be written
where
and the a i , b i , c i , m are constants depending on the particular method [3] . Defining = 2, 3, . . . , m, the scheme becomes
, which simplifies to
So, in this case, an exact error recursion results. But this recursion is not directly useful since only the magnitudes of e 0 and τ n are known in practice.
A useful, rigorous error equation comes from solving the exact error recursion explicitly:
(25) Take norms on both sides to get the bound
Estimate (26) is generally much sharper than estimate (22) since the essential difference is that between the norm of a product and the product of norms.
Applications
4.1.
A contrived system. The eigenvalue equation
is a system whose associated Evans function can be computed analytically [2] . It is
where κ = λ + 1/4 and C = 1/(1 + 2κ). A comparison of this analytic solution to the numerical solution using a fourth order adaptive Runge-Kutta scheme appears in Table 4 .1. Note that estimated errors dwarf actual errors, but that estimated errors are still generally well below 1.
The cubic model. The cubic model
is an idealization of a system of equations relevant to magnetohydrodynamics [9] . It was shown by Liu and Freistuhler [9, 16, 15] that some of the viscous shock waves for the cubic model are stable. However, the method of proof only allows for showing that nearly linear profiles are stable. Unlike the contrived system, there is no analytic solution of ODE (6) for the cubic model. We have to rely entirely on numerical estimates to gauge the accuracy of the Evans function method. In Tables 4.2 (29)) winds twice and thrice around the origin for viscous shocks 2 and 3, respectively, (see Figure 6 panels d) and f)). So shock 2 is stable, but a little more investigation is needed for shock 3. A root search locates the eigenvalue on the negative real axis between −0.0015 and −0.0012, so shock 3 is also stable. Viscous shock 1 is nearly linear, so in this case we have simply verified numerically the analytic result of Freistuhler and Liu [9] . However, viscous shock 3 is strongly nonlinear, and so this stability result is new.
The equations of isentropic gas dynamics, or p-system, with artificial viscosity B = I are
Three viscous shocks and their corresponding winding plots for P (v) = v −2 are shown in Figure 7 . All three shocks are stable since the dimension of M in this case is 1, which equals the number of times D[Γ] revolves around the origin.
Discussion
The stability of contrived, strongly nonlinear (cubic model) and strong (gas dynamics) viscous shocks has been shown numerically. Beyond analyzing many more examples, the most immediate extension to this new capability is code that can handle nonidentity viscosity. In addition, efforts are being made to add the method to the Riemann Problem Package (RPP) [11] as an extension of its capability. This will allow the systematic exploration of viscous shock wave stability for families of conservation laws through an interactive graphical interface. In fact, the gas dynamics results of this paper have come from this effort while the others have come from [2] .
Several improvements might be considered for the current algorithm in terms of speed or accuracy. For example, calculation of D and D can be done directly giving more accurate values in equation (21) , a higher order Runge-Kutta method could be used in the numerical integration for greater speed, or integrated equations [2] could be substituted to alleviate the problem of zeroes at the origin. But accuracy is already very good and would not likely improve significantly with implementation of these ideas. Furthermore, in practice it is computer science techniques, such as how to store data and the use of deflation, that prove more helpful in speeding up the calculation.
Finally, an interesting question is whether the present algorithm can be refined to the point of a numerical proof. While there are indications that this is a feasible project, using the ideas of [17] and [2] for example, it is still an open question.
