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In this work, we propose a method for calculating the free energy of anisotropic quantum spin
systems. We use the Hubbard-Stratonovich transformation to express the partition function of a
generic bilinear super-exchange Hamiltonian in terms of a functional integral over classical time-
dependent fields. In the general case the result is presented as a product of traces over single
spins subject to a time-dependent field. The traces may be evaluated in closed form in the case of
Ising-type spin systems. In the General case we derive a compact expression for the contribution
of Gaussian spin fluctuations to the free energy. We show how anisotropic spin interactions lead
to anisotropies in the free energy, giving rise to pinning of the spontaneous magnetization along
preferred directions
I. INTRODUCTION
Recent research activities on 4d and 5d transition
metal oxides have shown that the interplay of the strong
spin-orbit coupling (SOC), crystal field interactions, and
electron correlations may lead to strongly anisotropic,
bond-dependent exchange interactions between localized
magnetic moments.1–15 These anisotropic interactions
have the generic form Jαα
′
j,j′ S
α
j S
α′
j′ , in which S
α
j denotes
the α-th component of the pseudospin operator on site
j, describing the magnetic degree of freedom, Jeff . The
most notable examples appear in iridium and ruthenium
systems,16 in which magnetic degrees of freedom on Ir4+
or Ru 3+ ions arise from a low-lying multiplet (usually a
doublet) of total angular momentum Jeff = Leff + S =
1/2, in which spin and orbital angular momenta are in-
tertwined due to the strong SOC.
In systems with strong SOC, the exchange interactions
Jαα
′
j,j′ are generally not SU(2) invariant and are lattice-
specific, because magnetic moments contain both spin
and orbital angular momentum components. The pres-
ence of anisotropic bond-directional spin interactions in
SOC models provides the foundation for the realization
of a plethora of novel quantum ground states, such as
the Kitaev spin liquid,17 and a rich variety of magneti-
cally ordered states18–21 including single- and multiple-Q
spirals.22–24 While the theoretical analysis of the struc-
ture of magnetic ground states of the SOC magnets has
recently received considerable attention, only few investi-
gations have addressed the problem of how the direction
of the order parameter is selected.9–13
There are two possible scenarios for the selection of
the direction of the order parameter. In the most generic
anisotropic biquadratic models, it might be selected al-
ready at the mean field level by off-diagonal pseudospin
interactions even if these interactions are subdominant
with respect to diagonal couplings.11,25 In the exchange
models with only diagonal interactions, i.e. in the
compass-like models, the magnetic orders with different
directions of the order parameters are degenerate on the
mean field level. However, this classical degeneracy is
accidental and is therefore lifted by the order by disor-
der mechanism which selects a discrete set of states, each
with a particular direction of the order parameter.
The thermal26 and quantum order-by-disorder27 mech-
anisms selecting a particular spin ordering pattern from a
classically degenerate manifold of states have been pro-
posed to be at play in a number of condensed matter
systems.12,28–33 However, in most of the cases the quan-
tum fluctuations are considered only at zero temperature,
while at finite temperatures only classical spin fluctua-
tions are considered .
The purpose of this paper is to present a general ap-
proach to compute the free energy of quantum spin sys-
tems with anisotropic interactions and study how spin
fluctuations explicitly break the degeneracy at the mean-
field level and select a particular direction of the or-
der parameter from the manifold of classically degener-
ate states at finite temperatures. The formal procedure
which we will be using here is based on the derivation
of the fluctuation-induced part of the free energy on top
of the mean field contribution, which then allows to de-
termine the orientations of the vector order parameter
corresponding to the free energy minima.
In general, the calculation of the free energy of a quan-
tum spin system is complicated by the fact that the
spin operators are non-canonical, which limits the use-
fulness of renormalized perturbation theory, the usual
tool in dealing with quantum many-body systems.37,38
Here we explore a different approach: decoupling of
the bilinear interaction operators by way of Hubbard-
Stratonovich (HS) transformations.39,40 Our approach
differs from a previous derivation34–36 of a path inte-
gral representation of interacting quantum spin systems
in terms of Hubbard-Stratonovich fields in that it ap-
plies to anisotropic spin systems and is not restricted to
ultralow temperatures but allows to calculate the con-
tribution of Gaussian fluctuations to the free energy at
all temperatures in the ordered phase. This requires in-
troducing space and time-dependent HS-fields, which are
integrated over. The resulting quantum trace over an ex-
ponential involving spin operators (a kind of Zeeman in-
teraction of spins with the HS-induced ”magnetic field”),
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2may be done explicitly. The result is a representation of
the partition function in terms of an infinite power series
in the interaction. The series may be summed up explic-
itly in the case of an Ising-type interaction or in the case
of classical spins.25,41 In the general case of the bilinear
interaction of quantum spins, only the Gaussian fluctu-
ation contribution to the free energy of an ordered state
may be derived in a compact form. Higher order cor-
rections are accessible, but involve increasingly complex
expressions.
This paper is organized as follows: In Section II, the
representation of the partition function is introduced. In
Section III we present the evaluation of the free energy
in the approximation of Gaussian fluctuations about the
mean field order parameter. We apply the derived for-
malism to the quantum Heisenberg-compass spin model
in section IV. Finally, we draw conclusions in Section V.
II. REPRESENTATION OF THE PARTITION
FUNCTION
We consider a generic anisotropic quantum spin model
on a lattice defined by the Hamiltonian
H = 1
2
∑
j,j′
∑
αα′
Jαα
′
j,j′ S
α
j S
α′
j′ , (1)
where j, j′ are combined indices, j = (i, µ), denoting the
position of the site by the position of the unit cell i and
sublattice index µ inside the unit cell. α, α′ = x, y, z la-
bel the three components of the spin. In principle the
Sj may be general spin operators, but we will henceforth
assume S = 1/2, which is the most important case. For
the models with compasslike anisotropic and Heisenberg
isotropic interactions of spins, the interaction is diagonal
in spin space, Jαα
′
j,j′ ∝ δαα′ . However, since our consid-
eration is also valid for the case when α 6= α′, in the
following, we will keep both indices.
The partition function of the system is given by the
trace over many-body spin space of the Boltzmann oper-
ator
Z = Tr
exp
−β 1
2
∑
j,j′
∑
αα′
Jαα
′
j,j′ S
α
j S
α′
j′
 , (2)
where β = 1/kBT is the inverse temperature (we will
use units with Boltzmann’s constant kB = 1 and also
Planck’s constant ~ = 1).
It is useful to represent the Hamiltonian in the basis
of the normalized eigenfunctions, χq,ν;j,α, of the spin ex-
change matrix Jαα
′
j,j′ . Here we denote the lattice vectors
as Rj = Ri+ τµ, where i = 1, ..., N specifies the unit cell
and τµ, µ = 1, .., Ns denotes the lattice vectors inside a
unit cell. The eigenfunctions χq,ν and eigenvalues κq,ν
are defined as∑
j′,α′
Jαα
′
j,j′ χq,ν;j′,α′ = κq,νχq,ν;j,α (3)
For spins on a periodic lattice these eigenstates are la-
beled by a wavevector q from the first Brillouin zone
(BZ) and index ν, whose dimensionality depends on
the number Ns of non-equivalent atoms in the magnetic
unit cell, ν = 1, ...3Ns. Explicitly we have χq,ν;j,α =
N−1/2 exp(iq ·Ri)uµαqν , where the uµαqν are the 3Ns com-
ponents (labeled µα) of the normalized eigenvector la-
beled by qν and N is the number of lattice cells. Defining
collective spin operators S˜q,ν we can express the Hamil-
tonian as
H =
∑
q,ν
κq,ν S˜
∗
q,ν S˜q,ν , (4)
S˜q,ν =
∑
j,α
χ∗q,ν;j,αS
α
j ,
where S˜q is a 3Ns−component spin vector, S˜∗q,ν = S˜−q,ν ,
and κq,ν is the diagonal interaction matrix in momentum
space, which is obtained by Fourier transformation of the
interaction matrix Jαα
′
j,j′ , and with the help of a unitary
transformation in the 3Ns dimensional space of spin com-
ponents α and unit cell positions µ. From the symmetry
of the exchange interaction, Jαα
′
j,j′ = J
α′α
j′,j it follows that
κq,ν = κ−q,ν . For simplicity, in the following we will
omit the tilde sign and put Sq,ν ≡ S˜q,ν .
In the eigenmode representation, the partition function
of the system is given by
Z = Tr
[
exp
[
−β
∑
q,ν
κq,νS
∗
q,νSq,ν
]]
, (5)
A. Hubbard-Stratonovich transformation
Our next step is to apply the Hubbard-Stratonovich
transformation to each normal component separately.
This transformation is based on the mathematical iden-
titiy (defining x = Re{Sq,ν}, y = Im{Sq,ν}, and a =
βκq,ν)
exp
[−a(x2 + y2)] = 1
pi|a|
∫
dudv (6)
{exp [−u2+v2|a| + 2(xu+ yv)] , a < 0,
exp
[
−u2+v2|a| + 2i(−xu+ yv)
]
, a > 0
,
In the second equality we made use of the freedom
to choose the imaginary prefactor to be +i or −i .
Here the auxiliary variables u, v are components of the
Hubbard-Stratonovich field ϕq,ν , which we choose to be
u = Reϕq,ν and v = Imϕq,ν in the first equation (valid
if a < 0) and v = Reϕq,ν and u = Imϕq,ν in the sec-
ond equation (valid if a > 0). We may combine both
cases by defining a function s(κq,ν) = 1 if κq,ν < 0 and
s(κq,ν) = −i if κq,ν > 0 . Then in the first equation
(xu+ yv) = Re{s(κq,ν)Sq,νϕ∗q,ν}, whereas in the second
equation i(−xu + yv) = Im{Sq,νϕ∗q,ν}, which may also
3be expressed as Re{s(κq,ν)Sq,νϕ∗q,ν} . In both cases,
whether s(κq,ν) is real or imaginary valued, the term in
the exponent linear in Sq,ν is real valued. In Eq.(6), x+iy
may be a number or an operator.
The application of the Hubbard-Stratonovich transfor-
mation to (5) requires the normal components of the spin
operators to commute with each other, which is true for
classical spins. Then using the Hubbard-Stratonovich
transformation one may express the Boltzmann weight
operator of each normal mode in terms of classical fields
ϕq,ν and represent the interaction operator as a Zeeman
energy operator of spins in a spatially varying magnetic
field41. Note that in41 we used a slightly different con-
vention for the definition of variables u, v above.
In order to make use of the Hubbard-Stratonovich
transformation for the computation of the partition func-
tion (5) of a quantum spin system, for which the Sq,ν do
not commute, we need to represent the Boltzmann oper-
ator as an evolution operator in imaginary time and ap-
ply the Suzuki-Trotter discretization42, allowing to write
down the partition function in terms of products over
time slices.37 Explicitly, we have
Z = Tr [exp (−βH)] (7)
= Tr
[
Tτ exp[−
M∑
n=1
H(τn)]
]
,
where Tτ is the imaginary time ordering operator, and
we sliced the imaginary time interval [0, β] into M = β/
infinitesimal intervals each of length , and τn = n, n =
1, 2, ...M . Since  is small, and will be taken to zero at
the end, we may now expand each exponent in Eq. (7)
as
exp[−H(τn)] = 1− H(τn) +O(2), (8)
and approximate
Tτ exp[−
M∑
n=1
H(τn)] = Tτ
M∏
n=1
exp[−H(τn)], (9)
where
exp [−H(τn)] = exp
[
−
∑
q,ν
κq,νS
∗
q,ν(τn)Sq,ν(τn)
]
=
∏
q,ν
exp[−κq,νS∗q,ν(τn)Sq,ν(τn)] +O(2). (10)
Now, at each instant τn we may perform the Hubbard-
Stratonovich transformation separately and express the
Boltzmann weight operator of each normal mode in terms
of normal field amplitudes ϕq,ν(τn) as
exp
[−κq,νS∗q,ν(τn)Sq,ν(τn)] = (11)
C−1q,ν
∫
dϕ∗q,νdϕq,ν exp
[
−
{
|κq,ν |−1ϕ∗q,ν(τn)ϕq,ν(τn)
− 2 Re{s(κq,ν)S∗q,ν(τn)ϕq,ν(τn)}
}]
.
The partition function (7) may therefore be expressed
as
Z =
1
C
Tr
[
Tτ
∫
[dϕ]
M∏
n=1
exp
[
−
{∑
q,ν
(|κq,ν |−1ϕ∗q,ν(τn)ϕq,ν(τn)− 2 Re{s(κq,ν)S∗q,ν(τn)ϕq,ν(τn)})
}]]
=
1
C
∫
[dϕ]
M∏
n=1
exp
[
−
∑
q,ν
|κq,ν |−1ϕ∗q,ν(τn)ϕq,ν(τn)
]
Tr
Tτ∏
j,α
exp
[−Bαj,eff (τn)Sαj (τn)]
 , (12)
where the spatially and ”temporally” varying local mag-
netic field Bαj,eff(τn) is defined by
Bαj,eff(τn) = −2ϕαj (τn) (13)
ϕαj (τn) =
3Ns∑
q,ν=1
Re{s(κq,ν)χ∗q,ν;j,αϕq,ν(τn)}.
In Eq. (12), we also defined the integration volume
element as
[dϕ] = Πq,ν,ndϕ
∗
q,ν(τn)dϕq,ν(τn)
and the normalization factor C as
C =
∫
[dϕ]
M∏
n=1
exp
[
−
∑
q,ν
|κq,ν |−1ϕ∗q,ν(τn)ϕq,ν(τn)
]
B. Trace over quantum spin states
We may now perform the trace over the quantum spin
states. As spin operators on different sites commute, the
trace may be split up into a product of traces Trj over
4single spin Hilbert space
Z =
1
C ′
∫
[dϕ] (14)
exp
[
−
∫ β
0
dτ
∑
q,ν
|κq,ν |−1ϕ∗q,ν(τ)ϕq,ν(τ)
]∏
j
Θj ,
where we defined
Θj =
1
2
Trj
{
Tτ
∏
n
exp
[
2
∑
α=x,y,z
ϕαj (τn)S
α
j
]}
. (15)
The factors 12 in front of the trace are compensated by
corresponding factors in the normalization, leading to
C ′ = C/2Nt , where Nt is the total number of spins.
We note that the factors under the trace,
exp
[
2ϕj(τn) · Sj
]
, may be cyclically permuted. This
suggests that the terms at n = 1 and at n = M should be
equal, in order to avoid an unphysical discontinuity when
passing from n = 1 to n = M . In other words, we assume
periodic boundary conditions, ϕq,ν(τn) = ϕq,ν(τn + β).
This implies that the Fourier frequencies ωn of ϕq,ν(τ)
are bosonic Matsubara frequencies.
The spin trace may be performed by inserting suitable
representations of the unit operator in single spin space
at each time step
1ˆ =
∑
s=±1
|s; en〉〈s; en|, (16)
where en ≡ e(τn) = ϕj(τn)/|ϕj(τn)| denotes the spin
quantization axis at time τn and |s; en〉 ≡ |sn〉, s =
±1 are corresponding two-component spin eigenvectors,
obeying (S · en)|sn〉 = s2 |sn〉. The assumed periodic
boundary condition implies that eN = e1 such that
e(β) = e(0) and e(τ) is a periodic function of period
β.
Now, inserting the unit operator expressed in the basis
of eigenstates of each factor eϕn·σ to the left and right
of that factor in the Eq. 15, we may express Θj as
Θ =
1
2
Tr
{
eϕN ·σ.......eϕ2·σeϕ1·σ
}
=
1
2
∑
s1,s′1,s2,..
〈s1|eϕN ·σ|s′N 〉〈s′N |... (17)
...|s′2〉〈s′2|eϕ2·σ|s2〉〈s2|s′1〉〈s′1|eϕ1·σ|s1〉,
where for brevity we suppressed the site index j and de-
fined ϕn = ϕ(τn), where ϕ = (ϕ
x, ϕy, ϕz) is the vector
in spin space.
Next, we need to compute the matrix elements
〈s′n|eϕ1·σ|sn〉 and the inner products 〈sn+1|s′n〉. The for-
mer are diagonal by construction:
〈s′n|eϕn·σ|sn〉 = δsns′n exp[ϕnσzsnsn ], (18)
where ϕn = |ϕ(τn)| =
√
(ϕx)2 + (ϕy)2 + (ϕz)2. The in-
ner product is given by
〈sn+1|s′n〉 = 〈sn+1, en+1|s′n, en〉
= 〈sn+1| exp[−i(en+1 × en) · σ]|s′n; en+1〉 (19)
= δsn+1s′n − i(en+1 × en) · σsn+1s′n +O(2).
Next we define the infinitesimal angle of rotation of the
quantization axis en+1 into en as Ωn+1,n = (en×en+1)
and express Θ as
Θ =
1
2
Tr{eϕNσzeiΩ1,N−1·σeϕN−1σz ...
...eiΩ3,2·σeϕ2σ
z
eiΩ2,1·σeϕ1σ
z}, (20)
where we denote the quantization axis at time τ = 0 as
e1 = e(0) = ẑ. In the continuum approximation, we have
en+1 = e(τn+1) = e(τn) + e˙(τn) +O(
2), (21)
where e˙(τ) = ∂e/∂τ .
The factors in the product on the r.h.s. of the Eq.(20)
commute under the time ordering operator, so we may
now express Θ as
Θ =
1
2
Tr
{
Tτ exp
[∫ β
0
dτ{iΩ(τ)+ϕ(τ)e(0)} · σ
]}
,
(22)
where Ω(τn) = Ωn+1,n = e(τn)× e˙(τn). The term iΩ(τ)
may be identified with the well-known Berry phase term.
Although a general evaluation of this expression in-
volves only a trace over a single spin, it appears to be
difficult. We therefore consider the following approxima-
tions. The field Ω is by definition a fluctuation field, i.e.
it vanishes on the mean field level. It therefore makes
sense to expand Θ in terms of Ω. In zeroth order we
have
Θ(0) =
1
2
Tr{eϕNσzeϕN−1σz .....eϕ2σzeϕ1σz} (23)
=
1
2
Tr{e
∫
dτϕ(τ)σz} = coshβϕ0,
where the time average ϕ0 is defined as
ϕ = β−1
∫ β
0
dτϕ(τ). (24)
We note for later that Θ(0) contains contributions from
both longitudinal and transverse fluctuations about the
mean field configuration.
In first order in Ω we find
Θ(1) =
1
2
i
N−1∑
n0=1
Tr{eσz
∑N
n2=n0+1
ϕn2 [Ωn0+1,n0 · σ]
× eσz
∑n0
n1=1
ϕn1}. (25)
5Higher order contributions in Ω may be derived but they
lead to increasingly complicated expressions. In the con-
tinuum approximation we may express Θ(1) as
Θ(1) =
i
2
∫
dτ0Tr{eσzΦ(β,τ0)[Ω(τ0) · σ]eσzΦ(τ0,0)}, (26)
where Φ(β, τ0) =
∫ β
τ0
dτϕ(τ) has been defined. We now
recall that σz = e(0)·σ and use eσzΦ = cosh Φ+σz sinh Φ
to get
Θ(1) = i
∫
dτ0[cosh Φ(β, τ0) sinh Φ(τ0, 0)
+ sinh Φ(β, τ0) cosh Φ(τ0, 0)][Ω(τ0) · e(0)], (27)
where we also used Tr{σ} = 0, Tr{σzσλ} =2δλ,z =
Tr{σλσz} and Tr{σzσλσz} = 0. Using another identity,
sinhx cosh y + coshx sinh y = sinh(x + y), and the peri-
odic boundary condition relations Φ(β, τ0) + Φ(τ0, 0) =
Φ(β, 0) = βϕ0 we get
Θ(1) = i[Ω0 · e(0)] sinh(βϕ0), (28)
where Ω0 ≡
∫
dτ0Ω(τ0).
The partition function Eq. (14), which includes the
first order correction in Ω0, is then given by
Z =
1
C ′
∫
[dϕ] exp[−β(Sκ + Sloc + S0)], (29)
where the interaction part of the action is given by
Sκ = β−1
∫ β
0
dτ
∑
q,ν
|κq,ν |−1ϕ∗q,ν(τ)ϕq,ν(τ) (30)
and the local part of the action Sloc = Sstatloc + Sdynloc has
both static and dynamic contributions:
Sstatloc = −β−1
∑
j
ln cosh(βϕj,0) (31)
Sdynloc = −iβ−1
∑
j
tanh(βϕj,0)[Ωj,0 · ej(0)], (32)
and S0 = β−1 lnC ′.
Our results in Eqs.(29-32) agree with those of Ref.34
except for an additional term involving the product of
two time derivatives of the transverse field components at
equal times. Such a term arises from expansion of Eq.(22)
in second order in Ω, if the time arguments are kept equal.
The fluctuations we will be interested in (e.g. spin waves)
are long-range correlated in time such that it does not
make sense to single out only the equal time products
of Ω. We also note that Angelucci and Jug34 did not
pay attention to the fact that the Hubbard-Stratonovich
transformation changes its character if the eigenvalues
κq,ν of the interaction kernel change sign.
III. MEAN FIELD SOLUTION
In this section, we consider the simplest case and com-
pute the mean field free energy for the range of param-
eters of a model (1), for which the mean-field solution
is a collinear magnetic state. In this case we can write
ϕj,µ(τ) = ϕMFmˆ, where mˆ is a normalized 3-component
vector pointing in the direction of the spontaneous mag-
netization, which is the same for all sublattice sites µ.
The trace in spin space is obtained as
ΘMFj,µ =
1
2
Trj{e−βϕMF[σ·m]} = cosh(βϕMF),
where the mean field expression for the fields ϕq,ν(τ)
is given by ϕMFq,ν = (NNs)
1/2δq,0ϕMFmq,ν , where N is
the total number of unit cells and Ns is three times the
number of the sublattices in the unit cell. The normalized
unit vector mq,ν = N
−1/2
s
∑
µ,αm
αuµαq,ν is expressed in
terms of the eigenvectors uµαq,ν . The mean-field partition
function (14) can be easily evaluated and equals
ZMF =
1
C ′
exp
[−NNs {β|κ0|−1ϕ2MF − ln (cosh(βϕMF))}] ,
(33)
provided κq=0,ν = κ0 is independent of ν. Here
ϕMF is the value minimizing the free energy F
MF =
−β−1 lnZMF and is given by the solution of the tran-
scendental equation
2|κ0|−1ϕMF = tanh(βϕMF). (34)
The full partition function is given by
Z =
ZMF
C ′
∫
[dδϕ] exp [−βδS] ,
where δS =δSstat+δSdyn is the fluctuational part of the
action.
Despite the anisotropic form of the interactions in the
Hamiltonian(1), the mean-field solution is highly degen-
erate with respect to the orientation of the spontaneous
magnetization vector mˆ. It is therefore of interest to
calculate the corrections to the mean-field solution cap-
turing the anisotropy of the free energy with respect to
the order parameter orientation.
IV. EVALUATION OF THE FREE ENERGY IN
THE GAUSSIAN APPROXIMATION
The first systematic free energy correction is that
from Gaussian fluctuations about the mean-field solu-
tion obtained by expanding the free energy, or equiva-
lently the action, to lowest order in the fluctuation field
δϕq,ν(τ) = ϕq,ν(τ)− ϕMFq,ν . Introducing the time Fourier
transform
ϕq,ν(τ) =
∑
ωn
ϕq,ν,ωn exp [iωnτ ] ,
6where ωn = 2pinβ
−1 are bosonic Matsubara frequencies,
we immediately get the following bilinear form of the
Gaussian fluctuation part of the action:
δS{δϕq,ν} = β−1
∑
q,ν,ν′
∑
ωn
Aq,ωn;νν′δϕ
(+)∗
q,−ωn,νδϕ
(+)
q,ωn,ν′ ,
(35)
where
δϕ(+)q,ωn,ν =
1
2
[s(κq,ν)δϕq,ωn,ν +s
∗(κq,ν)δϕ∗−q,ωn,ν ]. (36)
Here the fluctuation matrix elements Aq,ωn;νν′ describe
the weight of the Gaussian fluctuations of wavevector q,
frequency ωn and polarization ν.
Here a comment is in order. The fields δϕ do not obey
the relation δϕ∗q,ν(τ1) = δϕ−q,ν(τ1), i.e. their spatial
Fourier transforms are not real-valued, which leads to
the combination of fluctuation amplitudes at momenta
q and −q, weighted by the phase factors s(κq,ν). Only
symmetric combination of the fields, gives contribution to
the free energy because the antisymmetric combination
with δϕ
(−)
q,ωn,ν =
1
2 [s(κq,ν)δϕq,ωn,ν − s∗(κq,ν)δϕ∗−q,ωn,ν ]
drops out.
A. Static fluctuations
We start by considering the contribution of static
Gaussian fluctuations to the free energy. The expansion
of Sstatloc in terms of fluctuation amplitudes up to second
order is given by
δSstatloc = −β−1δ{
∑
j
ln cosh(β[(ϕMFmˆ + δϕiµ,0)
2]1/2)
(37)
= −1
2
∑
j
{βcδϕ2iµ,0 + βm(mˆ · δϕiµ,0)2},
where βm = (1 − t2)β − βc and βc = 1Tc . Here t =
tanh(βϕMF) denotes the dimensionless measure of mag-
netization, which is zero at Tc and rises monotonically
upon cooling to the saturation magnetization (t = 1) at
T = 0. The components of δϕiµ,0 may be expressed
in terms of the momentum space fluctuation amplitudes
δϕq,0,ν = ϕq,0,ν − ϕMFq,ν as
δϕαiµ,0 =
∑
q,ν
Re{s(κq,ν)χ∗q,ν;jαδϕq,ν,0}. (38)
Now we can rewrite δSstatloc in the same form as in
Eq.(35):
δSstat = β−1
∑
q;ν,ν′
Astatq,νν′δϕ
(+)∗
q,0,νδϕ
(+)
q,0,ν′ , (39)
and the matrix Astatq,νν′ is found to be
Astatq,νν′ = β[(|κq,ν |−1 −
βc
2
)δνν′ − βm
2
mqνmqν′ ]. (40)
Now the integration over the fluctuation amplitudes
may be performed, with the result
Zstat =
ZMF
C ′
∫
[dϕ] exp
[−βδSstat]
= ZMF exp
[−βδF stat] , (41)
which gives the free energy contribution to be equal to
δF stat = 1
2
β−1
∑
q
ln det{Astatq,νν′}. (42)
B. Dynamic fluctuations
We now turn to the dynamic fluctuations, obtained
by expanding Sdynloc to quadratic order in the finite fre-
quency Fourier components δϕj,ωn of the time-dependent
fluctuation fields. First we note that Ω0 =
∫
dτ0Ω(τ0)
may be expressed in terms of the transverse fluctua-
tion amplitudes δϕtr,αj (τ) =
∑
α′ Pαα′δϕ
α′
j (τ), where
Pαα′ = δαα′ −mαmα′ , as
Ωj,0 =
∫ β
0
dτδej(τ)×δe˙j(τ)
=
1
ϕ2MF
∫ β
0
dτδϕtrj (τ)×
∂
∂τ
δϕtrj (τ) (43)
=
β2cβ
t2
∑
ωn
iωnδϕ
tr
j,−ωn × δϕtrj,ωn .
The contribution of the Ω0-term to the action is then
given by (taking ej(0) = mˆ)
δSdynloc = −
i
β
∑
j
tanh(βϕMF )[Ωj,0 · ej(0)]}]. (44)
It is instructive to write components of the fluctuation
amplitudes in the following form (j = (i, µ))
δϕαiµ(τ) =
3Ns∑
q,ν=1
Re{s(κq,ν)N−1/2e−iqRiuµαq,νδϕq,ν(τ)}
=
1
2
N−1/2
3Ns∑
q,ν=1
uµαq,ν{s(κq,ν)e−iqRiδϕq,ν(τ) (45)
+ s∗(κq,ν)eiqRiδϕ∗q,ν(τ)},
where we assume real-valued, inversion symmetric eigen-
functions uµαq,ν = (u
µα
q,ν)
∗ = uµα−q,ν . Performing the
Fourier transform in time, we get
δϕαiµ,ωn =
1
2
1√
N
∑
q,ωn,ν
uµαq,ν{s(κq,ν)e−iqRiδϕq,ωn,ν
+ s∗(κq,ν)eiqRiδϕ∗q,−ωn,ν}. (46)
The contribution of the Ω0-term to the local action is
then given by
7δSdynloc = −
i
β
(iββ2c )
t
∑
q,ωn,ν,ν′
ωnDqνν′
[
s(κq,ν)δϕq,ωn,νs(κ−q,ν′)δϕ−q,ωn,ν′+
s∗(κq,ν)δϕ∗q,−ωn,νs
∗(κ−q,ν′)δϕ∗−q,−ωn,ν′ + s(κq,ν)δϕq,ωn,νs
∗(κq,ν′)δϕ∗q,−ωn,ν′ + s
∗(κq,ν)δϕ∗q,−ωn,νs(κq,ν′)δϕq,ωn,ν′
]
=
β2c
t
∑
q,ωn,ν,ν′
ωnDqνν′δϕ
(+)
q,−ωn,νδϕ
(+)∗
q,ωn,ν′ , (47)
Dqνν′ =
∑
µ
∑
α1,α2,α3
∑
α′2,α
′
3
mα1α1α2α3Pα2α′2Pα3α′3u
µα′2
qν u
µα′3
qν′ .
The dynamic fluctuation expression for the exchange
interaction term is given by
δSκ =
1
β
∫ β
0
dτ
∑
q,ν
|κq,ν |−1δϕq,ν(τ)δϕ∗q,ν(τ) =
=
∑
q,ωn 6=0,ν
|κq,ν |−1δϕ(+)q,ωn,νδϕ(+)∗q,−ωn,ν . (48)
Adding the two contributions we find
δSdyn = β−1
∑
q,ωn 6=0;ν,ν′
Adynq,ωn;νν′δϕ
(+)∗
q,0,νδϕ
(+)
q,0,ν′ , (49)
where Adynq,ωn;νν′ is given by
Adynq,ωn;νν′ = β[|κq,ν |−1δνν′ + β2c t−1ωnDqνν′ ]. (50)
Now one may perform the integration over the fluctuation
amplitudes resulting in
Zdyn = ZMF exp
[−βδFdyn] ,
which gives the free energy contribution to be equal to
δFdyn = 1
2β
∑
q,ωn 6=0
ln det{Adynq,ωn;νν′}. (51)
In summary, in the approximation in which the correc-
tions to the free energy come predominantly from Gaus-
sian fluctuations, the partition function is found to be
Z =
ZMF
C ′
exp
[−β(δF stat + δFdyn)] .
As a sanity check, in the appendix we compute the contri-
bution of dynamic fluctuations to the free energy at low
temperature T << Tc and show that the contribution of
transverse fluctuations from the functional integral rep-
resentation recovers the spin wave theory result.
V. LIFTING MEAN-FIELD DEGENERACIES IN
QUANTUM HEISENBERG-COMPASS SPIN
MODEL
Here, we compute the contribution of Gaussian fluc-
tuations to the free energy in the quantum Heisenberg-
compass model on the cubic lattice. This model is one of
FIG. 1: (Colors online) (a) The magnitude of the Gaussian
contribution to the free energy δF(θ, φ) computed for J = −1,
K = −1.1 and β = βc + 1 is plotted on the surface of the unit
sphere. The minima of the free energy are shown by deep
blue color. The preferred directions of the magnetization are
along the cubic axes. The energy scale is shown in units of J .
the simplest models described by Eq. (1), in which the
interaction matrix has only diagonal elements:
Jααj,j′ =
1
2
δj′,j+τµ [J +Kδα,µ] ,
where τµ = ±x,±y,±z labels nearest neighbor bonds.
The eigenvalues of the exchange operator are given by
κq,ν =
∑
α
(J +Kδα,ν) cos qα.
The three eigenvectors uqν point along the three cubic
axes, such that the components are uαqν = δν,α, α =
x, y, z. Provided J < 0 and K < |J | the ferromagnetic
mean field solution ϕMF is given by the solution of the
non-linear equation 2|κ0|−1ϕMF = tanh(βϕMF).
The fluctuation contribution is described by a 3 × 3-
matrix
Aq,ωn,νν′ = δωn,0A
stat
q,νν′ + (1− δωn,0)Adynq,ωn,νν′ , (52)
whose matrix elements can be easily obtained
for arbitrary orientation of magnetization,
8mˆ = (sin θ cosφ, sin θ sinφ, cos θ). Using Eq.(40), we get
the following expression for the static contribuion:
Astatq,νν′ =
 dq,x gx,y gx,zgy,x dq,y gy,z
gz,x gz,y dq,z
 , (53)
where dq,ν = |βκ−1q,ν | − bmm2ν − btr, gνν′ = −bmmνmν′ ,
κ−1q,ν = 1/(3Jγq + K cos qν), γq =
1
3
∑
β cos qβ , bm =
1
2 (1− t2), btr = 12βcβ . We remind that t = tanh(βϕMF)
is a dimensionless measure of magnetization.
The dynamical matrix is defined by Eq.50, which for
the cubic geometry simplifies to the following expression:
Adynq,ωn,νν′ =β
−1[|κq,ν |−1δν,ν′ (54)
+ωnβ
2
c t
−1 ∑
α1,α2,α3
mα1α1α2α3Pα2νPα3ν′
The matrix Aq,ωn,νν′ may be diagonalized for fixed
q,ωn. Its eigenvalues λν,q,ωn = λν,q,ωn(θ, φ) have a rather
complex dependence on angles θ and φ, implying an an-
gular dependent profile of the fluctuation free energy
δF = δF(θ, φ). After integration over fluctuations we
obtain
Z =
ZMF
C ′
exp [−βδF ] , (55)
δF= 1
2β
∑
q,ωn,ν
lnλν,q,ωn + const .
In performing the summation over the Matsubara fre-
quencies, we need to regularize the expression by sub-
tracting a term ln[ωnβ
2
c/βt] from lnλν,q,ωn , which will
guarantee convergence of the ωn summation. The sub-
tracted term corresponds to the fluctuation free energy
at the transition point.
In Fig.1, we show the angular dependence of δF(θ, φ)
computed for representative parameters J = −1 and
K = −1.1. The magnitude of δF(θ, φ) is presented as
a color-coded plot on the unit sphere, where the minima
and maxima of the free energy are shown by deep blue
and red color, correspondingly. We see that the minima
of δF(θ, φ) are achieved when the magnetization is di-
rected along one of the cubic axes. This finding clearly
shows that while mean field free energy is isotropic, the
fluctuation free energy depends upon the direction of the
order parameter, indicating that the contribution of fluc-
tuations to the free energy removes the degeneracy of the
equilibrium state found on the mean field level.
VI. CONCLUSION
In summary, in this paper we elaborate on a method
for calculating the free energy of quantum spin systems
using functional integral techniques. We employ a power-
ful formal technique known as the Hubbard-Stratonovich
transformation to map an interacting quantum spin sys-
tem into a collection of ”single spin”-systems coupled to a
fictitious fluctuating magnetic field. This method is very
general and can be applied to any biquadratic quantum
spin model. Indeed, the Hubbard-Stratonovich transfor-
mation applied to isotropic Heisenberg systems in the
low temperature limit has been considered before,34–36
but has not been applied, as far as we know, to cal-
culate the free energy of anisotropic quantum spin sys-
tems. In this work, we present a microscopic derivation
of the path-integral representation of the quantum-spin-
system partition function for a particular class of quan-
tum spin models with anisotropic bond-directional spin
interactions. We determine the contribution of Gaus-
sian fluctuations to the free energy at all temperatures
in the ordered phase. Our analysis shows explicitly that
the fluctuation free energy has a complex angular de-
pendence, thus breaking the rotational degeneracy of the
mean-field ground state.
We believe that the proposed method holds good
promise to understand directional ordering in systems
with anisotropic bilinear interactions, which are common
in SOC systems. In these systems, the high degeneracy of
the mean-field solution is lifted by the anisotropy of the
spin-spin interaction, such that the spontaneous magne-
tization is pinned along certain preferred directions. The
latter may change with temperature.
For illustration, we apply the above analysis to the
quantum Heisenberg-compass spin model and show that
the direction of the order parameter in spin space is se-
lected by fluctuations and is determined by the compe-
tition between Heisenberg and compass terms. For the
range of parameters for which the ferromagnetic state
is the ground state, the Gaussian fluctuations select the
cubic axes as directions of the magnetization.
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Appendix A: Isotropic Heisenberg model
Here we calculate the contribution of dynamic fluctua-
tions to the free energy at low temperature T << Tc. It
9is known that the leading contribution comes from spin
wave excitations. The purpose of this appendix is to show
that the contribution of transverse fluctuations from the
functional integral representation recovers the spin wave
theory result.
As a simple example we calculate the contribution of
dynamic fluctuations for the case κq,ν = 3Jγq, where
γq =
1
3
∑
α cos qα and J < 0. The spin wave excitation
energy in our representation is given by
ωq =
t
β2c |κq=0||κq,ν |
[
|κq=0| − |κq,ν |s2(κqν)
]
. (A1)
In the limit q  1, it can also be significantly simplified:
ωq ≈ 3
4
|J |[1− γq]. (A2)
In this limit, the dynamic fluctuation matrix then takes
the form
Adynq,ωn;ν,ν′ =
β2c
βt
(
ωq ωn
−ωn ωq
)
. (A3)
Its determinant is equal to
det{Adynq,ωn;ν,ν′} =
(
β2c
βt
)2 [
ω2n + ω
2
q
]
. (A4)
Recalling that the transverse fluctuation free energy is
given by
δF tr = 1
2β
∑
q,ωn 6=0
ln det{Adynq,ωn;νν′},
the contribution to the partition function is found to be
Ztr = exp[−βδF tr] = exp[−1
2
∑
q,ωn 6=0
ln det{Adynq,ωn;νν′}]
= exp[−1
2
∑
q,ωn 6=0
{ln(β−1β2c t−1)2 + ln[ω2n + ω2q]}. (A5)
The first term in the curly brackets give simple constant
renormalization. The summation over Matsubara fre-
quencies in the second term gives
Xq = Re
1
2
∑
ωn
ln[ω2n + ω
2
q] = Re
1
2
∑
ωn
ln[(iωn)
2 − ω2q]
(A6)
=
1
2
βωq + ln [1− exp(−βωq)] , (A7)
which leads to the free energy contribution
δF tr = 1
2
∑
q
{ωq + 2β−1 ln[1− exp(−βωq)]}+ const.
(A8)
To get this result we differentiate Xq with respect to ωq
∂
∂ωq
Xq =
1
2
∑
ωn
[
1
iωn + ωq
− 1
iωn − ωq ] (A9)
=
1
2
β[−nB(−ωq) + nB(ωq)] (A10)
where nB(ωq) = [exp(βωq)−1]−1 is the Bose distribution
function.
The term
∑
q ωq is the zero point fluctuation contri-
bution of the two transverse modes to the ground state
energy (note that ωq is independent of ν for the isotropic
model considered). There must be an additional constant
contribution δω0 to the ground state energy, which is not
completely captured by the Gaussian fluctuation contri-
bution, such that
∑
q ωq+ δω0 ∝
∑
q γq, which sums to
zero. Recall that for the isotropic model the ground state
is identical to the mean field ground state, such that the
fluctuation contribution to the ground state energy van-
ishes. The fluctuation contribution to the internal energy
is then given
δUdyn = δFdyn + β ∂δF
dyn
∂β
=
∑
q
ωq{1
2
+ nB(ωq)}
(A11)
This is identical with the standard result of spin wave
theory, except that ωq differs from the spin wave re-
sult at higher q. At low temperatures δF dyn provides
the leading contribution to the thermodynamic quanti-
ties, e.g. δUdyn ∝ T 5/2, whereas the longitudinal fluc-
tuations contribute an exponentially small term. As
ωq =
1
2 |J |q2 + O(q4), the leading low temperature be-
havior of δUdyn agrees exactly with the conventional spin
wave result.
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