It is important to identify encrypted data stream on the network. The accurate identification of encrypted data stream not only helps insight into the operation of the entire network, but also accurately controls user behavior for specific requirements. In this paper, we proposed Gaussian mixture model using sparse feature selection of randomness to solve the identification of encrypted data stream. Experimental results show that the average identification rate of encrypted data stream is over 90%.
Introduction
Currently encrypted data stream identification is using fingerprint characteristics of encryption protocol in the packet connection establishing phase complete the identification such as specific packet length, arrival time, etc. These identification methods aim at the particular type of encryption protocol, which do not give a general method for identification of encrypted data stream.
Although the specific encryption protocol details of data stream are different, a basic requirement of good encryption algorithm is to ensure the security of the algorithm. The randomness of sequence is the important aspect of the algorithm security. In this case, we use the randomness of the data stream to identify its encryption.
L1-regularized regression problem called "lasso". The use of the 1 -norm regularization has long been recognized as a practical strategy to obtain a sparse model. The 1 -norm regularized sparse model is attractive in many applications involving high-dimensional data in that it performs well in feature selection.
Gaussian mixture model as a statistical model use the weighted sum of a number of Gaussian probability density function to describe the distribution of feature vector in the probability of space. It is a fast training algorithm that can efficiently handle large sample data, so it is suitable for encrypted data stream identification, and can effectively improve the reliability of the target recognition.
This article effectively combines the sparse feature selection of random test and GMM algorithm. Firstly, Randomness tests are used to obtain the random nature of the data stream, which extract multi-scale random characteristic values. Secondly, we use lasso to select randomness features. The selected feature vectors are stored in the structure. Thirdly, we use GMM method to classify the data stream. Finally, aiming at encryption data stream with SSL and SSH encryption algorithms, the experiment analysis show that the average recognition rate is over 90%. It can be seen that the method is effective to improve the recognition performance.
The Randomness Metric of Encrypted Data Stream
Randomness metric usually test the certain defined random characteristics which test sequence meet and determine whether it is random. Researches of randomness metric focus on two issues. One is the test methods. Through the analysis on random sequence and statistical characteristics determine the specific characteristics of test sequence. So as we can fully evaluate the randomness of a sequence with fewer indicators. Researches on the test method actually study the nature characteristics of random sequence. The other one is the evaluation of test results. It is a method that evaluates the results obtained from statistical test and makes scientific and accurate test results, such as the threshold range, P-value and so on. As a good evaluation method, the result should be as accurate as possible.
The more representative method is the criterion of Federal Information Processing Standards 140-2(FIPS140-2) and Special Publication 800-22(SP800-22). Some domestic research institutes have also proposed some randomness test methods and conclusions. Let a random sequence pass all the randomness tests, which requires a lot of expenses in time and space. For encrypted data stream, it is more convenient and accurate to use the authoritative and representative 15 kinds test methods of the NIST SP800-22 standard. Table 1 outlines the 15 test series characteristics. The standard establishes on the basis of the hypothesis test and uniformly utilizes P-value evaluation method. Hypothesis test is an important problem of statistical inference. The basic idea is a small probability theory. If you believe a hypothesis is true, then an event of small probability under this assumption in a trial is unlikely to happen. If this event occurs, it has reason to suspect the authenticity of this assumption. In this basic ideology, two assumptions based on practical problems have been made. One is the original hypothesis H0, which assumes the randomness of test sequence. The other is the alternative hypothesis H1, which assumes the non-randomness of test sequence. Then we construct statistics. The statistic distribution is known when the original hypothesis is true. According to the known distribution, we give the value of a significant level α. Refer to the alternative hypothesis, let P {reject H0 | H0 is true} equal α to determine the statistic rejection region. We calculate the statistic value of test sequence. If the value falls in rejection region, then we reject H0, It shows that the sequence is not random. The core of a random test is statistics and its distribution. Each statistic directs a particular sequence property. For a randomness test Test j , the number of samples is s. If the number of samples is not less than a threshold V, then it passes the random testing. V is defined as:
(1) where α is the significance level, for example α = 0.01, when the number of samples is 1000, if the number of samples pass not less than 982, then it pass this test. Otherwise, it does not pass this test.
Feature Extraction Extract Randomness Features
First, we access to network data and extract the network layer data. The extraction method of network layer data is that: According to the network data source and the transmission type of link, we determine the link layer protocol. According to the link layer protocol, we processes network data by discarding the link layer protocol-independent content and extracting the network layer data. If the network layer data are non-IP packets, we discard them. If the network layer data are IP packets, we remove the header of IP protocol packet. The IP packets are retained for further processing. According to the source IP address, destination IP address, source port, destination port, and protocol aggregate data stream. It assembles a data stream from series IP protocol packets with the same source address, the same destination address, the same source port, the same destination port, and the same protocol. We extracted valid data from the data stream. If the payload of IP protocol packet is TCP protocol packet or UDP protocol packet, we remove the header of TCP protocol packet or UDP protocol packet. The remaining data is valid data. If the payload of IP protocol packet is not TCP protocol packet or UDP protocol packet, we take the IP protocol packet payload as valid data.
The NIST randomness test aimed at valid data. Using the NIST we can extract the randomness features which are total of 15 categories and 188-dimensional. 
Select Sparse Features
Even though encrypted data stream have a large number of randomness features, only a small number of them contribute to it. The underlying representations of 188-dimensional features are sparse. To achieve the sparse features from 188-dimensional randomness features, we propose to solve 1 regularized regression problem, which is called "lasso". We propose to compute x by solving the following optimization problem: denotes the weight for the i-th sample. stands for the 1 -norm of a vector which equals the sum of absolute values of the vector's entries. The parameter 0 controls the amount of regularization applied to the estimate. Setting =0 reverses the Lasso problem to Logistic regression which minimizes the un-regularized empirical loss. On the other hand, a very large will completely shrink x to 0 thus leading to the empty or null model. In general, moderate values of will cause shrinkage of the solutions towards 0, and some coefficients may end up being exactly 0. It is well-known the solution is sparse in the sense that many variable coefficients will be set to 0. Recently, many algorithms for solving the lasso problem have been proposed such as the coordinate descent algorithm.
Modeling

Gaussian Mixture Model
Gaussian mixture model refers to the organic combination of multiple Gaussian models. GMM is the extension of a single Gaussian probability density function. It can smoothly approximate the density distribution of an arbitrary shape. Gaussian mixture model can be seen as a combination of parametric and non-parametric density model. Though GMM has parameters and structure to control its probability distribution feature, but there is no limit to what particular probability distribution it belongs to, such as Gaussian distribution, Poisson distribution and so on. Meanwhile Gaussian mixture model has the advantages of non-parametric models with more degrees of freedom in order to comply with the probability density distribution of arbitrary shape, but it has lower computation and storage cost.
Since the Gaussian mixture model can smoothly approximate probability density distribution of an arbitrary shape, so in pattern recognition, for each of the categories of feature distribution to establish a Gaussian mixture model. Each model is expressed by the weighted sum of several Gaussian functions and each Gaussian function uses the mean vector and covariance matrix to represent. If GMM has more function number (the degree of mixing), the more detail of spatial distribution characteristics can be depicted. At the same time, It increases the complexity of the model and the time of model training and recognition. Formula (3) represents the probability density function of a M-array Gaussian mixture model
X represents feature vector sequence. ) ( X b i is the distribution of a Gaussian probability density function, M i , , 2 , 1 = . By assigning different weights for each Gaussian probability density function, we combine the different M-array Gaussian probability density function. i a Represents the weights, and it must satisfy the following constrain:
The sum of the weights is 1. We further assume that each Gaussian probability density function is the joint distribution of the D-dimensional Gaussian probability. As shown in formula (5):
µ is the mean vector and i Σ is the covariance matrix. Through the above analysis, we known as long as given weight, mean vector and covariance matrix, we can complete representation of a Gaussian mixture model.
Model Training
Gaussian mixture model for pattern recognition usually has two steps: training and recognition. Training is actually the estimation process for the GMM weights, mean vector and covariance matrix. We obtain test value through 15 NIST randomness test. From the value we select features by lasso. Based on the sparse features, we create the encrypted data stream model and the nonencrypted data stream model. For each category, we use the sample characteristics to train and estimate the model parameters λ corresponding to the class. The category sample characteristics gain the greatest probability under this Gaussian mixture model. We usually use maximum likelihood estimation method (MLE) to estimate the parameters of Gaussian mixture model. We suppose that
is the characteristic sequence of a class sample. The Gaussian mixture model likelihood score is:
In fact, the relationship between likelihood scores and model parameters is nonlinear. It is difficult to directly calculate the maximum parameters of model in the formula. Generally, we use the expectation maximization algorithm (EM) to estimate parameters λ . The basic idea is that we estimate new model parameters every time from an initial model parameters λ . The new model parameters satisfy the following formula:
By repeating the iterative process, it can converge to the final model parameters. Expectation maximization algorithm has two steps: E step-calculate the expected value (Expectation) and M step -maximize the expected value (Maximization), which is also the origin of the name EM algorithm. We define the Q function:
The revaluation formula of mixing weights is:
The revaluation formula of mean vector is:
The revaluation formula of covariance matrix is:
It is worth mentioning that two initial parameters must be given in advance in the training of Gaussian mixture model. One is the initial model parameters λ of GMM. Usually, mixed weight, mean vector and the component values of covariance matrix are set to be equal in the initial. The other parameter is the model mixing degree M , the choice of M is very important to the Gaussian mixture model. If the value is too small, there is not enough Gaussian density function component to describe the characteristics distribution of each category sample, which will decrease the recognition rate of the model. If the value is too large, the model will be too complex, which will increase the calculation time of training and recognition greatly. At the same time it needs more sample data for model training, Otherwise the model parameters will not converge. It will eventually lead to the decline of model recognition rate.
Identification
Identification process is to calculate the maximum posterior probability of model:
(15) Logarithm on both sides can obtain:
The priori probability is unknown in formula (14). We can simply assume that each category has the same priori probability.
is a constant. For each class ) (X p are equal and can be ignored. Therefore, we can represent the posterior probability directly by calculating the maximum value of ) | (
i is the final recognition result.
Algorithm
The algorithm of encrypted data stream identification based on Gaussian mixture model using sparse feature selection of randomness show as Figure 1 . The basic steps of the training part are:
1. We do randomness tests of NIST for training samples to get 188 dimensional feature value; 2. We do lasso for the normalized randomness value to select the features; 3. According to the EM algorithm, we estimates GMM parameters to obtain the class conditional probability density of encrypted data stream characteristics. The basic steps of the identification part are:
1. We do randomness tests of NIST for training samples to get 188 dimensional feature value ; 2. We do lasso for the normalized randomness value to select the features; 3. We judge the encryption according to the rules of discriminating.
The Recognition Results and Analysis
When we simply use the method of randomness test, In theory, if the test sequence does not pass a random test, we sure that the sequence is not random. On the contrary, if the test sequence passes a randomness test, we are not sure that the sequence is random, because testing methods are often designed by the characteristics of a particular aspect which a random sequence demonstrates. In fact, even the combination of limited kind of test methods can not represent all aspects of randomness. Randomness detection identifies encrypted data streams often use one or several random test methods. If sequences pass a test, the randomness of the data stream has been further affirmed. However, because the test results of these methods do not well integrate, the effect is not ideal, especially when it applies directly in identification of encrypted data stream, the effect is poor.
In this paper, we propose Gaussian mixture model using sparse feature selection of randomness to solve the identification of encrypted data streams. Firstly, we get 188 dimensional feature value from 15 kinds of randomness tests of NIST. Secondly, we use lasso to select features. The feature selection method based on l1-norm regularization not only able to accurately choose the strong correlation variables with the class label, but also has the stability of feature selection. Then we training GMM model upon the optimize feature set. Experimental results show that this method can get a high average identification rate of encrypted data stream. The test result in different data sets as follows: 
Conclusion
In this paper, we propose GMM model using lasso feature selection of randomness to solve the identification of encrypted data. Firstly, Randomness tests of NIST are used to obtain the random nature of the data stream, which extract 188-dimensional values of random characteristic. Secondly, we use lasso to select features. Finally, we use GMM method to classify the data stream. Finally, aiming at encryption data stream with SSL and SSH encryption algorithms, Experimental results show that the average identification rate of encrypted data stream is over 90%. It means that the method can be adopted as an effective method for identification of encrypted data stream. In future work, we will study whether the method helps to classify encrypted data stream.
