This study presents an in-depth computational analysis of four well-known Capacitated Vehicle Routing Problem (CVRP) formulations with polynomial number of subtour elimination constraints: a node-based formulation and three arc-based (single, two-and multi-commodity flow) formulations. For each formulation, several valid inequalities (VIs) are added for the purpose of tightening the formulation.
Introduction
During the last six decades, the Capacitated Vehicle Routing Problem (CVRP) has attracted the interest of many researchers, and numerous papers have been published ever since the seminal paper by Dantzig and Ramser (1959) . A simple phrase match search for "vehicle routing" covering the years from 2006 through 2016 returns about 24,600 results in Google Scholar 1 . The CVRP and its extensions have a substantial number of real-world applications in logistics . The CVRP is known to be NP-hard 3 The remainder of the paper is organized as follows. In Section 2 we present four polynomial-size CVRP formulations. The experimental setup and the results obtained in the experiments are discussed in Section 3.
Finally, conclusions and future research are made in Section 4.
Node-based and arc-based formulations for the CVRP
The node-based formulation considered in this study was originally suggested by Desrochers and Laporte (1991) for the TSP. It uses a lifted version of the well-known Miller-Tucker-Zemlin (MTZ) inequalities that had been first proposed by Miller, Tucker and Zemlin (1960) for the elimination of subtours in TSP solutions. In addition to this node-based formulation, we have also considered three arc-based formulations: the first one is the single-commodity network flow formulation developed by Gavish and Graves (1978) for the TSP. The second one is the two-commodity network flow formulation developed for the CVRP by Baldacci, Mingozzi and Hadjiconstantinou (2004) . Finally, the third one is the multi-commodity flow (MCF) formulation of CVRP which is proposed by Salazar-González (2006, 2015) .
For the TSP case, although the Desrochers and Laporte (1991) formulation is incomparable to the Gavish and Graves (1978) formulation (Öncan, Altınel and Laporte, 2009 ), Roberti and Toth (2012) have reported that the model devised by Desrochers and Laporte (1991) arises to be computationally competitive among several polynomial-size formulations of the asymmetric TSP. Hence, we believe it is an open research question to compare the computational performance of node-based and arc-based formulations for the CVRP. We remark that the CVRP has been modeled in the first two formulations coming next as a collection problem rather that a delivery problem. Changing this convention for both node-based and arc-based formulations is straightforward, and is not expected to make a difference in the solution speed or accuracy of the model in question.
Let us define the index set I0  {0, 1, …, } as the set of customer nodes and the depot 0, and I  {1,…, } as the set of customer nodes only. Furthermore, the following parameters are defined. Let be the distance from node to node , ( , ∈ 0 , ≠ ), Q be the vehicle capacity in demand units and, be the demand or load to be delivered to or to be collected from customer node , ( ∈ ). The decision variable used in both node-based and arc-based formulations is as follows. Let be a binary variable indicating if arc ( , ) is traversed by a vehicle ( , ∈ 0 ) . Finally let be the total traveling distance or cost (objective function value). A generic CVRP formulation can be given as follows: 
where assignment-like constraints (2) and (3) state that each customer has exactly one incoming and one outgoing vehicle. Constraints (4) state that each vehicle performs a feasible tour, i.e. the vehicle capacity is not exceeded, and there are no subtours. Finally, constraints (5) guarantee the integrality of the decision variables.
A node-based formulation for the CVRP
Our first formulation uses node-specific decision variables ( ∈ ) which indicate the load of a vehicle right after departing from customer i. We write the following Lifted MTZ inequalities for subtour elimination in the CVRP modeled as a collection problem.
, 
The validity of constraints (6)(8) follows from the definition of the variables i U . The validity of constraints (6) can be demonstrated as follows: Since i U stands for the load of a vehicle right after departing from customer i then i U should not be less than the load carried with the vehicle coming from customer j plus the load collected from customer i. On the other hand, due to capacity constraints, the values of i u variables cannot exceed the vehicle capacity Q unless the vehicle travels from customer i to customer j. In that case, i. We will use the terms node-based formulation and MTZ-L interchangeably to denote the model that consists of the equations (1)(3), integrality constraints (5), and the Lifted MTZ inequalities in (6)(11).
Single-commodity flow formulation for the CVRP
Our second model is derived from the single-commodity flow formulation proposed initially for the TSP in Gavish and Graves (1978) . It uses arc-specific decision variables ( ∈ , ∈ ) to indicate the amount of goods flowing from customer to customer after collecting the load at customer . In order to assure subtour elimination in the formulation, we impose tight bounds on the flow variables in addition to a set of flow conservation constraints as follows.
Flow conservation at each customer node: 00 ,,
Lower bound on the :
Upper bound on the :
Integrality and non-negativity constraints: 0
The single-commodity flow model that consists of equations (1)(3), (5), (12)(15) will be denoted as GG in recognition of the introduction of this type of formulations in Gavish and Graves (1978) .
Two-commodity flow formulation for the symmetric CVRP
Our third CVRP model is due to Baldacci, Hadjiconstantinou and Mingozzi (2004) . It is a successful adaptation of the two-commodity flow formulation of the TSP which was first proposed by Finke, Claus and Gunn (1984 for any route of a feasible solution. One path goes from node 0 to node ( + 1); the vehicle assigned to this path is dispatched from the depot node 0 with the total demand of customer nodes to be visited on it. Another path goes in the opposite direction from ( + 1) to 0 with the total flow equal to the vehicle capacity Q. If ij X is equal to 1, i.e. if a vehicle travels from node i to node j, then ij G represents the load of the vehicle by the time it departs from node i, and ji G indicates the residual capacity of the vehicle on the same edge ( , ).
Note that ji ij G Q G  holds true whenever 1 ij X  . The two-commodity flow formulation for the CVRP is given as follows in Baldacci, Hadjiconstantinou and Mingozzi (2004) :
The objective function  Z in (16) is exactly twice the one of the previous models in (1). Constraints (17) are for the flow conservation of the two commodities entering and leaving customer node i. Constraints (18) (20) make sure that the required amount of commodities enter and leave the depot. Constraint (18) 
Multi-commodity flow formulation for the CVRP
Our fourth model belongs to the class of multi-commodity flow formulations. We take into account a particular formulation called "MCF2a" which has a polynomial number of subtour elimination constraints (SECs). MCF2a was first proposed in Letchford and Salazar-González (2006 
,,
Several straightforward valid inequalities for the CVRP
In this section we discuss several straightforward and well-known valid inequalities that can be applied to the CVRP. The reader is referred to for a more elaborate discussion on this topic.
Bounds on the number of arcs leaving the depot
The minimum number of vehicles constraint designated as MinNV in (32) instances in which the problem size varied between 41 and 50 customers, and the loose-MinNV version of the respective GG model was solved to proven optimality within three hours. A two-tailed paired t-test with  = 0.05 revealed that there was no significant difference in the CPU times between loose and tight MinNV constraints, (14) = −1.5405, = 0.1457.
The counterpart of MinNV, namely MaxNV sets an upper bound on the number of outgoing arcs at the depot. MaxNV can be written only for those instances where the problem data specifies the size of the available vehicle fleet. In those instances the number of vehicles is set to a fixed K value. We solve 104 such instances as can be seen in the repository in Table A .1. MaxNV is formulated as follows:
The two-commodity flow formulation BHM presented in Section 2.3 can also be supplemented with a similar constraint. Recall that the BHM model works only in the case of a fixed-size fleet of identical vehicles. This feature can be enforced directly by an additional equality constraint as follows.
In order to show the validity of the constraint (34), we write the constraints (21) of the BHM model for = 0 and sum them up over all customers ∈ which yields the equality
The lefthand side of this equality is the same as the sum of the right-hand sides of constraints (18) and (19), namely
. KQ We substitute KQ in the left-hand side of the equality, and then divide both sides by the nonzero capacity value Q. This simplification leads to the FixedK constraint in (34).
Three valid inequalities applicable to MTZ-L and GG
Let us now look into three specific valid inequalities (VIs) marked as VI-1 through VI-3. These VIs can be embedded into the formulations MTZ-L and GG, but cannot be applied to the BHM formulation. We first take into account the following single equation which balances the number of leaving and entering arcs at the depot (node 0).
Valid Inequality VI-1:
The validity of constraint (35) follows from the MinNV constraint in (32) and the assignment-like constraints in (2) Recall that the subtour elimination constraints originally devised by Dantzig, Fulkerson and Johnson (1954) for the TSP are as follows:
In the context of CVRP, these inequalities can be extended into the Generalized Subtour Elimination Constraints (GSECs):
where is () LS stands for the minimum number of vehicles needed to enter or leave the customer subset S.
() LS can be replaced with a trivial Bin Packing Problem lower bound such as
. So, we write the following GSECs of size two and size three designated as VI-2 and VI-3, respectively, for the symmetric CVRP:
Valid Inequality VI-3:
Valid equalities applicable to MCF
The LP relaxation of the MCF formulation satisfies the following equations designated as FGX, which indicate the coupling between the variables F, G and X:
For the proof of the validity of FGX the reader is referred to Lemma 2 in Letchford and Salazar-González (2015) .
Handling the maximum tour length or tour duration
In our experiments we solve four CVRP instances with a maximum tour duration constraint (MTD). This constraint requires that the total travel time, i.e. the time between the departure and return of each vehicle be restricted by a maximum tour duration Dmax. Usually there exists a fixed or customer-dependent service time fst i at each node i  I. Travel times are indicated by the entries of the matrix [t ij ]. If fst i values are ignored and travel times t ij are replaced by travel distances d ij , MTD becomes the maximum tour length constraint.
We explain the additional decision variables and equations needed to incorporate this constraint into the CVRP model. MTD is handled in the same way in both the node-based and the arc-based formulations.
Let the continuous decision variable A i denote the arrival time of some vehicle at the customer i. We write two sets of equations to impose lower and upper bounds on A i and one set of equations to impose the MTD.
(1 ) A at the depot is fixed to zero.
Experimental setup and computational results
In the experimentation stage of our study, we implemented an incomplete factorial design rather than a full factorial design of experiments to observe the effect of each independent variable on the solution accuracy and speed. In the sequel, we first present our independent variables and propose an evaluation scheme based on five metrics (key performance indicators). Secondly, we provide the attributes of all 121 test instances making up our test bed, and reveal the hardware and software specs of the employed testing platform. Thirdly, we report our benchmark results in detail. Finally, we propose a distilled guidance as to which combination of mathematical model, valid inequalities, and multithreading options should be used for which size of problems in order to achieve the desired solution accuracy and efficiency. 
Independent variables and KPIs
We basically investigate the effects of seven independent variables (referred to as factors henceforward) as tabulated in Table 1 . The fifth factor VI-Con picks one of the eight levels shown in the table which encompass all possible 2 3 = 8 combinations of the valid inequalities VI-1, VI-2 and VI-3 given in (35), (38) and (39), respectively. In other words, VI-000 implies the configuration free of VI-1, VI-2 and VI-3, while VI-111 points to the configuration with all three VIs included. The sixth factor is the value of the Gurobi solver option Concurrentmip, which becomes void unless Gurobi's multithreading/parallel optimization capabilities are turned on. The seventh factor is the inclusion or exclusion of the valid inequalities FGX in (40) in the multi-commodity formulation MCF.
We certainly refrain from a full factorial design of experiments; this would require us to test (2 3 8)  (2 3 8)  (2 2 )  (2 4 )  148 different experimental conditions for each and every test instance modeled with GG, MTZ-L, BHM or MCF, respectively. Taking into account the size of our test bed, the full factorial approach clearly proves impracticable. Instead, we resort to an incomplete factorial design of experiments, and progress in a sequential approach in which the design of the next scenario of experiments is shaped by the outcome of the current scenario. In order to benchmark our experimental results we propose an evaluation scheme based on the following five key performance indicators (KPIs):
This is the time resource used for solving a given model. Lower t is preferred for better efficiency (solution speed). In case the model does not return an optimal solution within a specified time limit (three hours or 10,800 seconds), t should be supplemented by other KPIs.
ii. Number of best known solutions found (#BKS):
Conforming to the convention in the literature, we indicate with the acronym BKS either the best solution reported to date or the objective value of that best solution. The second metric #BKS reveals how many best known solutions (BKSs) are attained by the tested combination of factors. Each scenario of experiments (tests) is performed on a particular subset of instances. Hence, the target #BKS differs from one scenario of experiments to another scenario.
iii. Relative gap between the best feasible and best known objective values (%BKS):
Let BFS denote the best feasible solution found at the end of a GAMS solver run performed with a given CVRP model. It is actually equal to the tightest (smallest) upper bound on the objective value of that solution satisfying all constraints of the CVRP model including integrality constraints. The third KPI is then computed as %BKS  (BFSBKS)/BKS100%, which indicates the deviation of BFS from the target BKS. Lower %BKS is preferred for better solution accuracy.
iv. Optimality gap (%Opt):
Let the tightest (greatest) lower bound on the objective value of a given CVRP model be denoted by BPS, which stands for best possible solution. The solution with the objective value equal to BPS does not satisfy all integrality constraints unless the solver terminates at proven optimality. Given BPS and BFS, %Opt is computed by GAMS as (BFSBPS)/BFS100% (GAMS Solver Manuals, 2013) . It is reported automatically at the end of each run of the solver. In a proven optimal CVRP solution %Opt will be zero. Smaller %Opt is preferred since it indicates higher accuracy. If a model run completes with zero %Opt, one can infer that the solver was able to reach proven optimality within the given time limit.
v. Number of proven optimal solutions found (#Opt):
13
The last metric #Opt reveals how many proven optimal solutions are found by the tested combination of factors. The completion of the model run of a given instance with zero %Opt increases both metrics #Opt and #BKS by one.
Test bed and testing platform

Characteristics of the test problems
We have set the maximum problem size to 100 customers, and retrieved all CVRPs available from the following online libraries. Our test bed accommodates 121 artificially generated symmetric CVRP instances in total. Note that we use the terms "instance" and "test problem" interchangeably. finally either the proven optimal objective value (Opt) or BKS. For 118 out of 121 instances, BKS is equivalent to Opt. This means that the proven optimal objective value is unknown for only three instances.
All 121 instances have been sorted in non-decreasing order of n and listed in Table A .3). Solution reports and visualizations available from the CVRPLIB website validate this situation as well. One such instance is P-n55-k15. Actually, none of our models was able to return a feasible solution for this instance at the end of three CPU hours. Therefore, we raised the value of K to 16, and substituted this instance with P-n55-k16. Its optimal BKS is given in Table A .1. A similar case arose in X-n101-k25. In the proven optimal solution of this instance (Uchoa et al., 2014) , there are 25 routes. However, all the feasible solutions we obtained at the end of three CPU hours had 27 routes no matter whether we turned on the MaxNV constraint or not.
We classified the contents of our test bed in non-decreasing order of n. This yields the following classes of test instances.
Class 1: 39 instances where n  40.
Class 2: 26 instances where 41  n  50.
Class 3: 29 instances where 51  n  71.
Class 4: 27 instances where 75  n  100. 
Technical specifications of the testing platform
We performed all our experiments on a Dell Precision T3500 model PC equipped with one Intel Xeon ® W3690 3.46 GHz processor and 24 GBytes of random access memory (RAM) of type ECC DDR3. The hexa-core Xeon ® processor provides 12 threads with the hyperthreading feature turned on (Intel, 2015) . We used the modeling and optimization suite GAMS 24.2.1 to construct and run our CVRP models. The 64-bit
Windows version of this software was released on December 9, 2013 by GAMS Corp. Among full-version MILP solvers available under this suite, we chose Gurobi 5.6.0. Table 2 shows the GAMS options, model attributes, and the contents of the file gurobi.opt used to set solver-specific parameters (options) in all GAMS runs. MIP specifies which solver is to be used for MILP models. By setting OPTCR to zero, RESLIM to 10,800 and ITERLIM to 1.0e9, we run our models until proven optimality, the end of three CPU hours or one billion iterations, whichever occurs first. ModelName.optfile tells the solver to read an option file from the GAMS project directory before starting the solution process. ModelName.scaleopt turns on the scaling feature of GAMS which applies to all decision variable coefficients and parameter values in the model.
The options in gurobi.opt regulate termination conditions and multithreading (parallel optimization) capabilities of Gurobi. Nodelimit limits the number of nodes to be explored in the branch-and-bound tree.
Nodefilestart is the nodefile starting indicator. Recall that our computer has a total memory of 24 GBytes.
By setting this option to 22.5 we stop the solver when the node storage in the memory exceeds 22.5 GBytes.
In this way, we reserve 1.5 GBytes memory for the operating system Windows 7, and prevent Gurobi from performing time-costly read and write operations on the hard disk. The options Threads and Concurrentmip turn on the multithreading (concurrent optimization) capabilities of the MILP solver. When Threads is set to zero, the computing load is distributed onto all available six cores (12 threads) of the processor. On the other hand, when Concurrentmip is set two, the solver divides available threads evenly between two independent MILP solve operations, and performs them in parallel. Optimization terminates when the first solve operation completes. For an in-depth discussion of the GAMS options, model attributes and Gurobi options, the reader is referred to GAMS Solver Manuals (2013).
We deliberately refrain from tuning the other Gurobi options. The goal in this study is to find a highperformance combination of a mathematical model, valid inequalities, and a generic set of solver options in common that can be applied to all CVRPs as is. A large number of solver options fine-tuned for a particular CVRP instance are not guaranteed to work well in another instance. Moreover, the search space for the best possible problem-dependent configuration of solver options is clearly too big to explore given the sheer number of available options. Therefore we keep all the remaining options at their default values.
Sequential search for the best combination
In this section we develop a sequential funnel approach to be used in our search for the best combination of the factors which were introduced in Table 1 . We explain the setup and discuss the results of each scenario of experiments. In our funnel approach, the interpretation of the results obtained from the current scenario sheds light on how the next scenario should be set up. Fig. 1 illustrates a blueprint for this approach.
The left-hand side of the depicted funnel tells about which instances have been tested in each scenario. The right-hand side tells about which factors have been fixed and fed into the experiments as input parameters.
Finally, the down arrow callout reveals which factor levels are to be adopted before proceeding to the next scenario of experiments. This simple funnel approach helps to narrow down the search for the most effective and efficient combination of factors that is expected to produce the best KPIs. The last scenario in Fig. 1 (Scenario-7) is purposely disconnected from the preceding scenarios. The experiments in that last scenario have been conducted separately to investigate the effect of multithreading / parallel optimization which was not cited as a major factor in Table 1 . 
VI-010(G)
Scenario-1 Scenario-1: Factors 1, 2, 3 and 4 
on Class 1
Our experimentation is initiated with Scenario-1 in which we tested the effect of the first four factors using Class 1 instances. The remaining factors, namely VI-Con and Concurrentmip, have been fixed to VI-000 and 2, respectively. The averages of t, %BKS and %Opt along with the #BKS and #Opt values attained by each combination of factor levels are presented in Table 3 .a through Table 3 .e. Boldfaced figures in these and the subsequent tables indicate best KPIs (lowest values of t, %BKS and %Opt; highest values of #BKS and #Opt). Note that Table 3 shows the test results only for the formulations GG and MTZ-L (the first two levels of factor 1). KPIs for BHM (the third level of factor 1) obtained with FixedK() and FixedK() and for MCF (the fourth level of factor 1) obtained with MinNV() and MinNV() are reported and compared to those for GG in Table 4 . 
CPU time t (s)
We draw two conclusions from Scenario-1: first, GG is superior not only to MTZ-L, but also to BHM and MCF; second, factors 2 and 4 at levels MinNV() and MaxNV() have a positive effect on the speed of GG.
Consequently we adopt GG and MinNV() as the levels of choice for factors 1 and 2, and proceed to Scenario-2.
Scenario-2: Factors 4, 5 and 6 on Class 1
Scenario-2 is an 82 2 full factorial design of experiments performed on Class 1 instances. We tested factors 4, 5 and 6 by fixing the first two factors to GG and MinNV(). CPU time t and %Opt are the two KPIs we gauge in this scenario. Their average values attained by each combination of factor levels are presented in Table 5 . The best average times in each t column of Table 5 have been shown in italic. The is observed with %Opt. Note that there is a total of 16 distinct combinations of VI-Con and Concurrentmip levels. In twelve of these, the average %Opt obtained with MaxNV() is smaller than that obtained with MaxNV(). Another finding in Scenario-2 is that four VI-Con levels (namely, VI-000, VI-010, VI-100 and VI-110) lead the other four levels with respect to t. Table 5 presents for each combination of VI-Con and 20 Concurrentmip levels the t min frequency. It is equal to the number of instances in which a given combination proves more efficient than the others. Since Scenario-2 is performed on Class 1 instances, t min frequency can be at most 39. When factor 4 is set to MaxNV(), the highest t min frequencies are achieved by factor 5 levels VI-000, VI-010, VI-100, and VI-110. Cumulative t min frequencies listed in the last column of Table 5 are also the highest in those levels. Therefore, we adopt the configurations VI-000, VI-010, VI-100, and VI-110 before proceeding to Scenario-3.
Scenario-3: Factors 4, 5 and 6 on Class 2
Scenario-3 can be seen as an incomplete repetition of Scenario-2 on Class 2 instances. The difference lies in that only four particular levels of factor 5 (VI-Con) were tested instead of eight. Starting with Scenario-3, we report average %BKS as well since they become nonzero as the problem size increases beyond 40 customers. Table 6 shows the average values of three KPIs for each level of factor 5 tested on Class 2
instances. We remark that among 26 Class 2 instances only two have no Kfixed (CMT-p01 and CMT-p06). The results in Table 6 can be summarized as follows:
-When Concurrentmip is set to 2, the speed of the Gurobi solver improves at MaxNV(), but it deteriorates at MaxNV(). MaxNV() seems to spend less CPU times than MaxNV(). The least average t (4142.5 seconds) is attained by the combination of MaxNV(), Concurrentmip 1 and VI-010.
-Regardless of the level of MaxNV, changing Concurrentmip form 1 to 2 improves average %Opt and %BKS considerably.
-On average, MaxNV() accelerates the solution time of the GG model by 9.4% and 3.3% with Concurrentmip 1 and Concurrentmip 2, respectively.
-Further evidence is needed to make a judgment as to which level of VI-Con is the most effective one.
By the end of this scenario, we adopt MaxNV() level for factor 4, and proceed to Scenario-4 to further investigate the effect of the last two factors on Class 3 instances. 
Scenario-4: Factors 5 and 6 on Class 3
Having fixed factor 4 to level MaxNV(), we move on to Class 3 instances in Scenario-4. In this class the problem size n varies between 51 and 71. Levels VI-000, VI-010, VI-100 and VI-110 of factor 5 have been tested on 29 instances for both levels of factor 6. We observe that the ratio of #BKS to n drops drastically.
This makes #BKS a pivotal metric worthy of reporting alongside %BKS and %Opt in Table 7 .a. In each tested combination of factors 5 and 6, only four instances reach zero %Opt within three hours. Table 7 .b reveals the solution times of those four instances only. In order to make a more informed decision about factor 6, we utilize the box-and-whisker plots of the %BKS and %Opt results as shown in Fig. 3 . The box heights for Concurrentmip 2 are smaller than those for Concurrentmip 1 especially in the plot of %BKS. It can be interpreted as a lesser degree of variability in the %BKS results, which leads us to adopt Concurrentmip 2, and proceed to Scenario-5. 
Scenario-5: Granulation of VI-2 on Class 3
In this scenario we experiment again with Class 3 instances where we try the so-called granulation of VI-2. Recall that VI-2 in (38) is added to the GG model as an extra set of constraints preventing subtours of size two. The GG model is certainly self-sufficient in preventing subtours of any size. As discussed in Section 2, VI-2 and VI-3 are supplementary constraints serving the same purpose. We design a simple topology-driven granulation scheme for VI-2. Note that the number of VI-2 equations in VI-010 and VI-110 configurations before granulation is equal to ( 2 ). We seek to reduce this number, thereby consume less memory space during the solution process, and eventually improve the KPIs. Let the problem space diameter D be defined as ( , ) one another by more than T , then the formation of the subtour (iji) is rather unlikely to happen. So, there is no need to supplement the GG model with the VI-2 equation involving these two customers. The GG model itself prevents subtours anyway.
The granular version of VI-2 imposes clearly a lesser number of constraints on the GG model. Table 8 presents the VI-2 counts before and after granulation in Class 3 and Class 4 instances. The proposed granulation scheme achieves an average reduction rate of 80.5% in the number of VI-2 equations. The granular versions of factor 5 levels are denoted by VI-010(G) and VI-110(G). Table 9 contains average KPIs attained by the former and newly tested levels of factor 5. The last column shows the average CPU time spent at each level of factor 5 for finding a proven optimal solution for the instances B-n52-k7, B-n56-k7, B-n64-k9 and F-n72-k4. Recall that only these four instances can be solved in less than three hours.
The top three %BKS and %Opt performers in Table 9 are VI-000, VI-010(G) and VI-010 whereas VI-100, VI-110 and once more VI-010(G) are the three most efficient VI configurations. At this point we prioritized accuracy over speed, and adopted VI-000, VI-010 and VI-010(G) before moving on to Scenario-6.
Scenario-6: Three VI configurations on Class 4
In this scenario of experiments of our sequential funnel approach, factors 1, 2, 4 and 6 are fixed to levels GG, MinNV(), MaxNV() and Concurrentmip 2, respectively. In factor 5 we eliminated all levels but VI-000 and VI-010, and added VI-010(G) as a new level to consider. In short, we test only three VI configurations on Class 4 instances. Recall from Table A .1 that in Class 4 there are 27 instances in total; 12 with 75, one with 77, one with 79 and 13 with 100 customers. Three of these instances have a maximum tour duration constraint. The results of Scenario-6 are shown in Table 10 .a and Fig. 4 . At most four instances can be solved in less than three hours with zero optimality gap. A comparison of CPU times of these four is given in Table 10 .b. Descriptive statistics gathered from Scenario-6 tell us the following:
-The newly added granular factor 5 level VI-010(G) outperforms VI-000 and VI-010 in average solution accuracy. Although its worst-case %BKS (the fourth quartile) is higher than that of VI-010 (5.88% vs. 3.30%), it has a lower median %BKS than the other two VI configurations (0.35% vs.
0.74% and 1.04%). We observe a better range of gaps with VI-010(G) also in %Opt.
-VI-010(G) attains the best average t on the four instances shown in Table 10 .b. Among the three VI configurations it is the only one which can solve all four instances to proven optimality.
In the light of the above analysis, we suggest VI-010(G) as the VI configuration of choice for Class 4 and larger instances. We proceed to the last scenario of our experiments. 
Scenario-7: Benefit of parallel optimization on Class 1 and Class 2
Scenario-7 has been depicted as disconnected from the funnel in Fig. 1 since it was designed to assess the effect of parallel optimization which was not included in Table 1 as a major factor. We fix factors 1, 2, 4 and 5 to levels GG, MinNV(), MaxNV() and VI-000, respectively. Then we test the following three settings using a test bed comprised of Class 1 and Class 2 which have a combined total of 65 instances:
i. Parallel optimization (multithreading) with Concurrentmip 1.
ii. Parallel optimization with Concurrentmip 2.
iii.
Single-threaded optimization with the solver options Threads and Concurrentmip turned off. are noticeably worse than those of the single-threaded runs. Yet, it is an exceptional case. Table 11 .b offers a more in-depth comparison between multi-and single-threaded runs in two ways, namely accuracy and speed. First, we separate 18 instances whose single-threaded runs consumed the 3-hour time limit, thereby terminated at nonoptimality (%Opt  0). We report the average %BKS and %Opt values of the multi-and single-threaded runs of this subset of instances in Table 11 .b. The descriptive statistics in the table certify the accuracy superiority of multithreading at the Concurrentmip 2 level of factor 6.
Secondly, we consider the remaining 47 instances of the joint test bed. The single-threaded runs of those instances have been completed with zero %Opt, that is to say their solution times have not been cut off at the 3-hour time limit. Hence, the speed of multithreading can be benchmarked equitably on them. %BKS 26 multithreading in Gurobi by setting the solver option Concurrentmip to 1 (2) reduces the average t by 68%
(66%) and the median t by 64% (73%). We conclude that multithreading is recommended not only for higher accuracy (effectiveness), but also for higher speed (efficiency) in CVRP solutions. 
Summary of the experimental results
In or more customers. For problems of sizes in between, our recipe branches into two depending on whether accuracy or speed is the number one priority. If the problem at hand is to be solved to proven optimality, i.e., if the target optimality gap is zero, then we recommend to couple VI-010 with Concurrentmip 1 for shortest CPU times. However, if the problem is most likely unsolvable to optimality within the specified time limit, then we recommend to couple either VI-010 or VI-010(G) with Concurrentmip 2 for the smallest gap.
The last three columns of Table 12 report the average levels of solution speed and accuracy/bounding performance that can be acquired with the suggested model, solver, VI-Con and Concurrentmip combination. The average CPU time value t is deliberately not provided for those instances which have more than 50 customers (Class 3 and Class 4), since only 8 out of 56 such instances can be solved to proven optimality in less than three hours. For the remaining 48 instances the solution process was interrupted after three hours; therefore, their CPU times cannot be compared directly. 
Conclusion and future research
In our experimental study we have gathered a considerable amount of empirical evidence to verify the superiority of the single-commodity and two-commodity arc-based formulations (GG and BHM, respectively) over the multi-commodity arc-based formulation and the node-based formulation (MCF and MTZ-L, respectively). We have observed that the appropriate choice of the following factors can make a substantial difference in both solution accuracy and speed: i. Mathematical model.
ii. Valid inequalities.
iii. Multithreading (parallel optimization) options of the employed MILP solver.
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Our findings suggest that solving the GG model turns out to be a viable approach especially for instances with more than 50 customers. Supplementing the GG model with the constraints that impose the minimum required number of vehicles (MinNV in (32) ) and the maximum number of available vehicles where applicable (MaxNV in (33)) improves the average solution speed and reduces the optimality gaps as well.
Among all valid inequality configurations taken into account during experimentation, VI-010 which involves only the generalized subtour elimination constraint of size two (constraints (38)) stands out as the most efficient configuration. For test instances with more than 50 customers we tried to granulate VI-2 based on the dispersion of customers in the problem space. Our simple topology-driven granulation technique reduces the number of VI-2 equations to be added to the GG model approximately by 80% across 56 instances.
Granulation of VI-2 achieves a favorable trade-off between solution speed and accuracy. Furthermore, turning on the multithreading feature of the Gurobi solver yields a significant improvement in the solution speed of the GG model. Last but not least, we believe that a more detailed analytical analysis of CVRP formulations is still worthwhile. New tailored valid inequalities can be investigated especially for the BHM model which we found to be the second most competitive model after GG. 
