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Abstract
En la vida diaria, el uso de aplicaciones de Inteli-
gencia Artificial (IA) esta´ creciendo. Sin embargo,
todavı´a se necesita de un mayor apoyo para su inte-
gracion en los robots, lo que conllevara´ el desarro-
llo de seres inteligentes capaces de tomar decisio-
nes. Los algoritmos de inteligencia artificial hacen
el trabajo ma´s fa´cil y eficaz. En este documento in-
tegramos una Arquitectura Cognitiva (SOAR) des-
de el dominio de la IA computacional en un Parrot
AR.Drone 2.0, un drone cuatrimotor. El principal
objetivo es hacerse cargo de la mision con el Pa-
rrot AR.Drone 2.0 mediante el establecimiento de
una conexion entre el sistema operativo ROS, con
la arquitectura cognitiva SOAR, en el que la infor-
macion de los sensores de aviones no tripulados se
utiliza para llevar a cabo la tarea requerida. Este tra-
bajo tiene como objetivo la comunicacion bidirec-
cional entre SOAR y ROS, a la vez que interactuar
con los seres humanos.
Introduction1.
La robotica movil es un a´rea de investigacion de ra´pido
desarrollo tecnologı´co. Los robots moviles se utilizan para
aplicaciones especı´ficas, pero en general carecen de la habi-
lidad para realizar acciones donde se producen toma de de-
cisiones en escenarios en tiempo real, ası´ como tambie´n la
interaccion con humanos en que existe ambiguedad [Canal et
al., 2015].
El enfoque habitual para la planificacion en robots moviles
inteligentes se basa principalmente en la tecnologı´a de ma´qui-
nas de estado, de forma que se consigue un objetivo determi-
nado con un plan completo adecuado disponible antes de su
aplicacion. Este plan completo es una combinacion secuen-
cial de habilidades sencillas del robot para lograr el objeti-
vo. Puesto que ninguna retroalimentacion desde el entorno se
considera, el robot se comporta de la misma manera en dife-
rentes situaciones del entorno. Ası´, utilizando una planifica-
cion completa desde el principio el robot procede con coman-
dos que tienen poco conocimiento sobre el entorno [Puigbo
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et al., 2015]. El principal inconveniente de este enfoque es
que se necesita demasiada informacion anterior al inicio de
la toma de decisiones, que impide al robot reaccionar ante
situaciones nuevas.
La alternativa ma´s comun a las ma´quinas de estado son
los planificadores. Los planificadores suelen basarse en cri-
terios probabilı´sticos que determinan la mejor combinacion
de habilidades en tiempo real para un objetivo especı´fico. Un
enfoque diferente a los planificadores es el uso de razonado-
res, es decir el uso de arquitecturas cognitivas, que ha atraı´do
una renovada atencion tanto de los acade´micos como de la in-
dustria [Besold et al., 2014]. Ası´, una arquitectura cognitiva
se ha aplicado a un robot de servicio general en [Puigbo et
al., 2015] mediante el establecimiento de una comunicacion
unidireccional desde la arquitectura al robot.
La comunicacion bidireccional entre entorno y robot y el
uso de una arquitectura cognitiva ayudarı´an a procesar la me-
ta con planes incompletos en base a informacion retardada
procedente del entorno. La arquitectura cognitiva con pla-
nificacion incompleta tambie´n podrı´a utilizar la informacion
disponible por parte del usuario para construir planes. Por lo
tanto, los robots que utilizan este tipo de arquitectura podrı´an
volver a planificar de acuerdo a los datos ambientales y tam-
bie´n podrı´a establecerse un entorno interactivo de usuario, lo
que hace innecesario el suministro de datos enormes de ante-
mano y completar el plan a medida que se alcanza el objetivo
especificado.
Existen varias arquitecturas cognitivas en la literatura
[Langleya et al., 2009] como SOAR [Cho et al., 1991;
Laird et al., 2004; Young and Lewis, 1997], ACT-R [An-
derson et al., 2004; Anderson, 2007; Trafton et al., 2005],
CRAM, SS-RICS [Kelley, 2006; Kelley and Avery, 2010].
Todas ellas fueron evaluadas en [Puigbo et al., 2015] en un
escenario robotico de proposito general en funcion de su ge-
neralizacion, el razonamiento, el aprendizaje, la capacidad de
cumplir subobjetivos y su escalabilidad. Utilizando esa discu-
sion previa, tambie´n se ha seleccionado SOAR como arqui-
tectura ma´s adecuada para este estudio.
SOAR es una arquitectura cognitiva que ha estado en con-
tinuo desarrollo desde 1980 que ofrece la capacidad de comu-
nicarse con el ambiente externo. SOAR disponde de otras ca-
racterı´sticas especiales que, en caso de no existir un plan ini-
cial para lograr el objetivo, permite poner en pra´ctica varios
mecanismos y conocimientos disponibles, tales como frag-
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mentacion, aprendizaje por refuerzo, y la capacidad de subob-
jetivos. Esta arquitectura cognitiva permite seleccionar la ha-
bilidad necesaria para la situacion actual de cara a lograr el
objetivo especificado sin necesidad de ninguna lista predefi-
nida de situaciones y planes. Este sera´ un elemento clave pa-
ra establecer una comunicacion bidireccional con el entorno
[Laird, 2008]. Por lo tanto. SOAR proporciona una buena pla-
taforma para establecer dicha comunicacion y la interaccion
con el usuario.
Por otra parte, SOAR se ha aplicado recientemente para
el control de un robot humanoide de servicio de proposito
general [Puigbo et al., 2015] para resolver tareas complejas
usando las habilidades ba´sicas de robot humanoide de servi-
cio como la navegacion, captar el entorno y reconocimiento
de objetos. Sin embargo, solamente la comunicacion unidi-
reccional entre SOAR y ROS esta´ disponible, y no se esta´
considerando la intervencion del usuario.
Por lo tanto, el objetivo principal de este trabajo es el desa-
rrollo de una comunicacion bidireccional entre SOAR y ROS.
La bidireccionalidad puede ser utilizada en entornos interac-
tivos, de forma que el robot actue de manera diferente en si-
tuaciones particulares. El resto del trabajo se organiza de la
siguiente manera: la arquitectura implementada se introduce
en la Seccion 2; en la Seccion 3 se describe la plataforma ro-
bot; la Seccion 4 destaca los principales resultados obtenidos
durante la experimentacion; por u´ltimo, se ofrecen algunas
conclusiones y futuras lı´neas de investigacion.
2. Comunicacion SOAR-ROS bidireccional
SOAR ha sido seleccionada como arquitectura cognitiva en
nuestro enfoque para la planificacion del robot. En SOAR, un
estado es una representacion de la situacion del entorno ante
la resolucion del problema en curso, un operador transforma
un estado (produciendo cambios en la representacion) y un
objetivo es un resultado deseado en la actividad de resolucion
de problemas, es decir, la solucion virtual que representa la
manera de solucionarla.
El sistema global propuesto se compone de tres modulos
que esta´n conectados mutuamente. La arquitectura cognitiva
envı´a comandos de acuerdo a los datos en tiempo real recibi-
dos. A continuacion, la interfaz entre SOAR y ROS, que es
nuestra implementacion, recibe o´rdenes de SOAR, las proce-
sa en comandos de ROS y luego toma los datos del entorno de
ROS o de otras fuentes, los procesa para ser enviados a la ar-
quitectura cognitiva SOAR y ası´ procesar futuras decisiones
basadas en los datos de entrada.
La interfaz para comunicarse con el ambiente externo o ro-
bots mediante el envı´o y recepcion de comandos se programa
con SML (Soar Markup Language), donde los comandos se
empaquetan como paquetes XML y se envı´an. El entorno y el
depurador que soporta se conocen como clientes.
La comunicacion bidireccional propuesta entre SOAR y
ROS sera´ posible considerando el entonro SOAR como el
elemento principal. Por lo tanto, los comandos enviados des-
de ROS se procesan en SOAR y los comandos de SOAR a
ROS se procesan correctamente en SOAR y formatean para
una evaluacion fa´cil en ROS. Mediante el uso de la comu-
nicacion en esta forma, tanto el usuario como las entradas
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Figura 1: Imagen gra´fica de las estructuras de memoria de
trabajo que SOAR genera automa´ticamente.
desde el entorno del robot se pueden procesar en SOAR para
la toma de decisiones. Por lo tanto, esta interfaz orientada a
SOAR permitira´ bidireccionalidad, ası´ como la intervencion
del usuario.
2.1. La memoria de trabajo
La informacion almacenada de corto plazo y las estructuras
probadas de las reglas generadas sera´n colocadas en la emoria
de trabajo. Ası´ se construye la estructura de grafos de los ele-
mentos, donde se crea cada elemento a partir de las reglas y
de los sensores o los datos del entorno externo. La arquitectu-
ra SOAR crea automa´ticamente algunas de las estructuras de
memoria de trabajo para todos los agentes, cuyos elementos
se construyen como tripletas: identificador, atributo y valor.
SOAR automa´ticamente crea un atributo io, que significa
input-output para comunicarse con el mundo exterior.
Hay dos atributos para io (ve´ase la Figura 1): input-link
y output-link:
El atributo output-link en la estructura de la memo-
ria de trabajo se utiliza para enviar comandos al mundo
exterior con el fin de realizar algunas acciones con cada
decision de la arquitectura SOAR. El output-link
es donde los comandos de accion deben ser creados para
los agentes en su mundo.
El atributo input-link en la estructura de la memo-
ria de trabajo se utiliza para obtener la informacion del
mundo exterior o de los sensores. Normalmente, para la
tarea que involucra la informacion desde el entorno ex-
terno la mayorı´a de los estados se construyen a partir
de la informacion perceptual disponible de los sensores.
Esta informacion se crea en el input-link de la es-
tructura del estado. Puede tambie´n ser utilizado para to-
mar la entrada del usuario y hacer que este´ disponible en
la estructura input-link.
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2.2. Envı´o y de recepcion de comandos en SOAR
SOAR ayuda al usuario a comunicar la informacion al pro-
porcionar las estructuras input-link y output-link
de la memoria de trabajo. Usando estas estructuras es posible
enviar comandos de SOAR y hacer operaciones con e´xito. En
forma similar, podemos usar la estructura input-link pa-
ra obtener datos en SOAR (desde ROS en nuestro caso) con
fines computacionales o de toma de decision. Ası´, se pueden
obtener los datos de los sensores de a bordo en el robot y
utilizarlos para la toma de decisiones.
2.3. El cliente de interfaz
Con el fin de construir la comunicacion con el entorno
ROS, un cliente de interfaz debe ser disenado de mane-
ra que pueda acceder a las estructuras input-link y
output-link para el procesamiento de la comunicacion
de envı´o / recepcion de datos en SOAR. Esta conexion de la
interfaz a la arquitectura cognitiva SOAR se puede estable-
cer mediante clientes SML (Soar Markup Language). Estos
clientes ayudan a la interfaz a establecer una conexion co-
rrecta para la transferencia de datos entre ellos.
SOAR ofrece diferentes archivos de clientes SML para di-
ferentes lenguajes de programacion (C ++, Python, Java) y es-
tos archivos se pueden utilizar para establecer la conexion en-
tre la interfaz programada y la arquitectura cognitiva SOAR.
Acciones seleccionadas por la arquitectura SOAR se tra-
ducira´n en la activacion de una habilidad en el entorno ROS
por medio de la interfaz. Estos comandos ROS luego se refle-
jan en las acciones del robot, que son los pasos para lograr el
objetivo especı´fico.
Los clientes SML utilizados desde el archivo de interfaz
ayudan a la interfaz a establecer una conexion con el nucleo
de SOAR. El cliente puede ayudar ya sea en la creacion de
un kernel local de SOAR o una conexion remota a un ker-
nel existente SOAR. Este objeto nucleo se puede utilizar para
crear un agente de SOAR. Los agentes creados en SOAR se
encargan de la gestion de los elementos de memoria de traba-
jo. Este agente ayuda a obtener informacion de la arquitectura
SOAR y tambie´n del envı´o de informacion hacia e´l (ver Fi-
gura 2).
3. Configuracion de la experimentacion
Para la experimentacion de la comunicacion bidireccio-
nal entre la arquitectura cognitiva SOAR y el entorno ROS
se ha empleado el UAV (Unmanned Aerial Vehicle) Parrot
AR.Drone 2.0 (ver Figura 3). Este UAV esta´ equipado con
numerosos sensores a bordo y un controlador para mantener
un vuelo estable, por lo que puede mantenerse en un lugar de
espera antes de recibir el siguiente comando.
El Parrot AR.Drone es una interesante plataforma de inves-
tigacion para la vision por ordenador y la exploracion roboti-
ca [Krajnı´k et al., 2011]. En el proceso de experimentacion,
SOAR empleara´ habilidades simples del robot, como el au-
mento / disminucion de la altitud, movimiento hacia adelante
/ atra´s, ‘rolling’ a la derecha / izquierda, giro hacia la derecha /
izquierda, con el fin de lograr un objetivo especı´fico (ve´ase el
Cuadro 1. El Parrot AR.Drone se controlara´ mediante entorno
ROS por lo que la ejecucion de o´rdenes de ROS en la interfaz
Figura 2: Desarrollo de interfaz del cliente SML.
´
´
˜
´ ´
´
´
Figura 3: Parrot AR.Drone 2.0.
se procesa a partir de los comandos decididos en SOAR para
que el avion no tripulado pueda llevar a cabo las habilidades
o acciones.
Parrot AR.Drone 2.0 responde a los comandos ROS con
el uso de los paquetes ardrone driver y ardrone autonomy
en el entorno ROS1. Estos controladores ayudan en la inter-
faz a que las o´rdenes recibidas desde la arquitectura cogni-
tiva SOAR sean procesados en el entorno de ROS. Este en-
torno proporciona los datos de navegacion de los sensores de
a bordo, antes, durante y despue´s del vuelo. Las lecturas de
los sensores disponibles son, entre otros, las senales de al-
titud, magnetometro, giroscopio y acelerometro, las lecturas
del barometro, el valor de la temperatura, el a´ngulo de viento.
Estos pueden ponerse a disposicion de SOAR y ayudar en la
toma de decisiones.
1http://autonomylab.org/
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Habilidad Accion
Adelante Pitch adelante
Atras Pitch atra´s
Arriba Incrementa altitud
Abajo Decrementa altitud
Lateral Rolling derecha
Lateral2 Rolling izquierda
Derecha Yaw derecha
Izquierda Yaw izquierda
Cuadro 1: Habilidades del robot disponibles y sus acciones
asociadas.
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Figura 4: Augmented Reality (AR) markers.
El objetivo en la experimentacion sera´ el de encontrar un
marcador de Realidad Aumentada (AR) durante el vuelo del
UAV y, eventualmente, aterrizar en base a la aceptacion por
parte del usuario. La deteccion de marcadores AR se llevara´
a cabo con el paquete ar pose, que es un estimador de pose
de marcadores de realidad aumentada que utiliza ARToolkit
[Amin and Govilkar, 2015]. El UAV buscara´ un marcador de
AR durante su vuelo y enviara´ la informacion sobre su pre-
sencia a la arquitectura SOAR a trave´s de la interfaz. Estos
datos son utilizados por SOAR para la toma de decisiones.
Algunos de los marcadores AR empleados se muestran en la
Figura 4.
Con este experimento podemos mostrar la comunicacion
bidireccional entre SOAR y ROS, el envı´o y recepcion de co-
mandos entre SOAR y ROS en la interfaz desarrollada, ası´
como la forma en que el usuario tambie´n puede enviar co-
mandos a fin de completar el plan, aceptando el aterrizaje
propuesto por el drone o eventualmente rechazarlo. La expe-
rimentacion se ha hecho disponible en http://tiny.cc/ardrone.
La aplicacion ha sido disenada en un ambiente cerrado pe-
ro inconcontrolado, un pasillo en un edificio publico. Para
alcanzar el objetivo, el robot puede trabajar en dos tipos de
interacciones:
Categorı´a 1. Uso de comunicacion bidireccional entre
la arquitectura cognitiva SOAR y el entorno ROS, como
por ejemplo los datos de presencia de marcadores AR re-
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lacionados con los subcomandos permitidos en el robot,
que son los definidos en la Tabla 1.
Categorı´a 2. Intervencion del usuario, cuyos datos pue-
den ser utilizados para la toma de decisiones.
En la Categorı´a 1, en funcion de la presencia o no de un
marcador AR, el modulo SOAR toma decisiones en forma de
retroalimentacion del sistema: el modulo SOAR modifica el
plan en tiempo real de manera que se logre el objetivo tras
sensar el entorno. Durante la operacion, se busca la presencia
de marcadores AR y se envı´a al modulo de SOAR el resultado
antes de tomar la siguiente decision; a su vez, esta informa-
cion es utilizada por SOAR para tomar decisiones ya que ası´
conoce si ha encontrado un marcador AR en la operacion an-
terior. El robot, tras encontrar un marcador AR, aterrizara´ en
esa posicion, si ası´ lo determina el usuario.
En la Categorı´a 2, se le pregunta al usuario si debe aterrizar
el UAV despue´s de haber encontrado el marcador AR:. “Enter
1 for landing, 0 for hovering some time before landing”. De-
pendiendo de la entrada del usuario, el robot o bien aterriza
inmediatamente o puede hacerlo tras flotar durante un deter-
minado perı´odo de tiempo. Ası´ se introduce la intervencion
del usuario en la comunicacion SOAR-ROS.
4. Resultados
La comunicacion bidireccional SOAR-ROS ha sido proba-
da en un entorno cerrado para el proceso de busqueda por
parte de un Parrot AR.Drone 2.0 de un marcador AR. En esta
experimentacion, el robot realiza operaciones basadas en los
comandos de ROS que se procesan en la interfaz a partir de
los comandos de decision recibidos de la arquitectura SOAR
y luego devuelve informacion acerca de la deteccion de un
marcador de AR a SOAR para la toma de decisiones. En fun-
cion de la decision del usuario, el plan cambia con el tiempo
y las habilidades esta´n determinadas por el modulo SOAR
para lograr el objetivo de una manera apropiada. Durante la
ejecucion han sido probadas las dos categorı´as.
La experimentacion implica proveer el sistema robot con
una entrada de usuario por medio de lı´nea de comandos, y la
comprobacion de que el robot ha sido capaz de realizar las
acciones necesarias para completar el objetivo. Situaciones
en las que se prueba el robot son:
Categorı´a 1. :“Busqueda de marcador AR y aterrizaje”.
La secuencia de las acciones realizadas por el robot es:
hacia adelante, verifica si existe marcador AR x 5, lado,
, verifica si existe marcador AR, hacia atras, verifica si
existe marcador AR x 5, lateral, verifica si existe marca-
dor AR, hacia adelante, verifica si existe marcador AR
x 5 y ası´ sucesivamente (hasta un cierto lı´mite de opera-
ciones laterales) lo que demuestra que no es necesaria la
planificacion completa inicial en este caso.
Category 2.:“Intervencion del Usuario” Cuando se en-
cuentra un marcador AR, entonces SOAR es notificado
sobre su presencia a trave´s de un sistema de retroalimen-
tacion en la interfaz. A continuacion se pedira´ la entra-
da del usuario a escoger entre las opciones disponibles.
Cuando el usuario escoge una opcion, SOAR llevara´ a
cabo una accion de acuerdo con la interaccion del usua-
rio / intervencion en el sistema.
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El sistema cognitivo presentado en este artı´culo garantiza
que las acciones propuestas dara´n lugar a conseguir la meta,
por lo que el robot encontrara´ una solucion basada en la retro-
alimentacion desde el entorno ROS y en la intervencion del
usuario. Esta situacion, sin embargo, no puede ser declarada
como o´ptima. Por ejemplo, en algunas situaciones, el robot
podrı´a trasladarse a un lugar que no era camino correcto para
el comando ejecutado; antes de pasar a una segunda accion
necesita dar un paso en la direccion correcta. En todo caso,
la realizacion de la tarea esta´ garantizada ya que la arquitec-
tura proporcionara´ continuamente pasos hasta que se logre el
objetivo especı´fico.
5. Conclusiones y futuras investigaciones
La comunicacion bidireccional entre la arquitectura cog-
nitiva SOAR y el entorno ROS se ha introducido y probado
en un UAV (Unmanned Aerial Vehicle) Parrot AR.Drone 2.0
con objeto de resolver una tarea compleja expresada como la
combinacion de habilidades simples. La comunicacion bidi-
reccional es un tema clave para aumentar la informacion en
la toma de mejores decisiones por parte de un razonador co-
mo SOAR. De esta forma, los planes incompletos pueden ser
considerados, informacion del entorno se puede introducir en
el razonador y el usuario puede interactuar en el proceso de
planificacion.
La comunicacion bidireccional introducida ha permiti-
do superar dos desventajas principales del anterior enfoque
de comunicacion SOAR-ROS. En primer lugar, la finaliza-
cion de los planes incompletos de un objetivo especificado
basa´ndose en los datos en tiempo real disponibles en el en-
torno. En segundo lugar, la intervencion del usuario que ayu-
da a las arquitecturas a comunicarse directamente con los
usuarios y tomar sus sugerencias o entradas para utilizarlos
en la toma de decisiones.
Como inconveniente, ya que se permiten planes parciales
cuando se inicia la ejecucion del plan, la arquitectura cogni-
tiva no puede conocer si el objetivo solicitado al robot sera´
completamente accesible o no. Sin embargo, ya que la ac-
cion del usuario y la retroalimentacion del entorno son ahora
accesibles, volver a planificar se hace ma´s fa´cil, ası´ como la
intervencion del usuario en base a la informacion del entorno
ayuda en la consecucion de la meta.
Se abren adema´s diversas lı´neas de investigacion futuras.
Ası´, con el uso de esta comunicacion bidireccional, solo una
arquitectura es necesaria sobre las habilidades simples de ro-
bots bien definidas y la retroalimentacion de los sensores de a
bordo. Por lo tanto, el robot puede comportarse de diferentes
maneras ante diferentes ambientes, modificando los planes y
ayudando a lograr el objetivo.
Por otra parte, la implementacion actual se puede mejorar
en te´rminos de robustez mediante la resolucion de un proble-
ma conocido. Principalmente, si una de las acciones no esta´
completamente lograda (por ejemplo, el robot no es capaz de
llegar a una posicion en el espacio, porque esta´ ocupada o el
robot no puede encontrar un objeto que esta´ delante de e´l), la
activacion de la habilidad fallara´. En la implementacion ac-
tual, ası´ como en los anteriores, el robot no tiene medios para
descubrir la razon del fallo. De ahı´ que el robot detecte que
´
´
¨
el estado del mundo no ha cambiado y seleccionara´ de nue-
vo la misma accion (reintento) para el logro de la meta. Este
comportamiento podrı´a dar lugar a un bucle infinito de rein-
tentos. Para la seguridad del robot UAV, cuando se produce
esta situacion el drone aterriza en el momento que reconoce
la existencia de comandos repetidos.
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