For a multiuser interference channel with multiantenna transmitters and single-antenna receivers, by restricting each transmitter to a Gaussian input and each receiver to a single-user detector, computing the largest achievable rate region amounts to solving a family of nonconvex optimization problems. Recognizing the intrinsic connection between the signal power at the intended receiver and the interference power at the unintended receiver, the original family of nonconvex optimization problems is converted into a new family of convex optimization problems. It is shown that, for such interference channels with each receiver implementing single-user detection, transmitter beamforming can achieve all boundary points of the achievable rate region.
I. INTRODUCTION
T HE interference channel (IC) models a multiuser communication system in which each transmitter communicates to its intended receiver while generating interference to other receivers. Determining the capacity region of an IC remains an open problem except in the case of ICs with strong interference [1] , [2] . To date, the best achievable rate region was established by Han and Kobayashi in [1] , herein termed the HK region, which combines rate splitting at transmitters, joint decoding at receivers, and time sharing among codebooks. The HK region was simplified by Chong, Motani, Garg, and El Gamal [3] and several computable subregions were also proposed in [4] - [6] . Etkin, Tse, and Wang [7, Th. 1] proved that the HK region is within 1-bit of the capacity region of the Gaussian IC. The results in [6] , [8] and [9] , whose genie-aided approach is largely motivated by [7] , established the sum-rate capacity of the two-user Gaussian IC in the low interference regime: when Manuscript received May 13, 2009 ; revised January 21, 2011; accepted January 21, 2011. Date of current version June 22, 2011. This work was supported in part by the National Science Foundation under Grants CCF-05-46491, CCF-09-05320, and CNS-09-05398. The material in this paper was presented in part at the IEEE Global Communications Conference, Honolulu, HI, December 2009. X. Shang the interference power is below a certain threshold (referred to as noisy interference in [8] ), the results assert the optimality of treating interference as noise at both receivers, i.e., each receiver should simply implement singe-user detection (SUD). In addition, even if the noisy interference condition is not satisfied, practical constraints often limit the receivers to implementing SUD. For example, the receivers may know only the channels associated with their own intended links. Under such scenarios, treating interference as noise at each receiver is more practical.
There have been several studies of multiple-input multiple-output (MIMO) and multiple-input single-output (MISO) ICs [10] - [16] . The MISO IC describes, for example, the downlink communications of cochannel cells in which the base stations have multiple antennas and the mobile stations have single antennas. The downlink beamforming problem has been well studied in [17] - [20] . Less well understood is the downlink transmission in the presence of interference, both in terms of its fundamental performance limits (i.e., capacity region), as well as in practically feasible transmission schemes. The assumption of multiantenna transmitters and single-antenna receivers is motivated by the real world constraints in which miniaturization of mobile units limits the number of antennas. In addition, the asymmetry in available resources at base and mobile stations favors systems in which transmitters are tasked with heavy processing in exchange for reduced complexity at mobile units. Toward this end, we assume in the present work that each receiver implements SUD, i.e., it treats interference as channel noise. In a preliminary work [12] , we showed that beamforming is optimal for the entire SUD rate region for a two-user real MISO IC. This result was used in [21] to characterize the beamforming vectors that achieve the boundary rate points of the SUD rate region. Later, the result in [12] was also used in [22] to derive the noisy-interference sum-rate capacity of the symmetric real MISO IC. In this paper, we generalize the result of [12] to complex multiuser MISO ICs. We note that the proof in [12] is applicable only to two-user real MISO ICs.
Throughput optimization in a multiuser system under the assumption that each receiver treats interference as channel noise was considered in [23]- [28] . However, even for the simple scalar Gaussian IC, computing the largest achievable rate region with SUD at each receiver is in general an open problem [29] . Exhaustive search over the transmitter power is typically unavoidable due to the nonconvexity of the problem. The difficulty is much more acute for the MISO IC case as one needs to exhaust over all covariance matrices satisfying the power constraints. The complexity increases with the square of the number of transmit antennas, which renders the computation intractable. In this paper we propose an alternative way of deriving the optimal signaling for the SUD rate region for multiuser complex MISO ICs. Our approach is to convert a family of nonconvex optimization problems for the original formulation to an equivalent family of convex optimization problems. What is more significant is that, given that each receiver implements SUD, all boundary points of the rate region can be achieved by transmitter beamforming.
Since the submission of this paper, some recent studies of beamforming for MISO ICs in the literature have appeared. The characterization of the SUD rate region of the -user MISO IC was studied in [21] , [30] - [32] , and the optimality of beamforming was independently proved in [30] and [31] . The boundary of the rate region was characterized using complex parameters in [21] . This result was further improved in [30] by using real parameters. For general multicell systems, only parameters are used per transmitter-receiver pair for spatial transmission design with additional parameters being used for power control.
The rest of the paper is organized as follows. In Section II, we use a two-user complex MISO IC as an example to explain the basic idea of our problem reformulation. We show that beamforming is optimal for the SUD rate region of such a channel. This result is generalized to multiuser complex MISO ICs in Section III. We prove that beamforming is also optimal for -user complex MISO ICs with . The obtained result allows us to compute the SUD rate region for an -user MISO IC, and we illustrate this using a three-user MISO IC example. Numerical examples are provided in Section IV, and we conclude in Section V.
Before proceeding, we introduce the following notation.
• Upper-and lowercase boldface letters, e.g., and , denote matrices and vectors respectively. • and denote respectively the transpose and the Hermitian (conjugate transpose) of a matrix or a vector. Consequently the Hermitian of a scalar is its conjugate. • is an identity matrix, is an all-zero vector or matrix depending on the context, and is a diagonal matrix with its diagonal entries being the elements of the vector . • means that is a positive semidefinite Hermitian matrix.
• and denote the trace and the rank, respectively, of the matrix . • denotes the th entry of vector , denotes the th row and th column entry of matrix , and means that is an matrix. • is the absolute value of a scalar , and is the norm of a vector , i.e., . • denotes the angle between two real vectors and , and
. If both and are nonzero, then . Otherwise we let for convenience. • denotes expectation. • is the sign of a real scalar , i.e., • denotes the real part of its complex argument.
II. TWO-USER MISO IC WITH SINGLE USER DETECTION
The two-user Gaussian MISO IC is illustrated in Fig. 1 and the received signals are defined as (1) where and are transmitted signal vectors of user 1 and user 2 with dimensions and , respectively; and are two scalar received signals;
and are unit variance circularly symmetric complex Gaussian noises; and are complex channel vectors; and and are complex channel vectors. The power constraints at the transmitters are respectively and , where and . We assume that the transmitted signals and are zero-mean Gaussian vectors, whereas each transmitter knows all the channel vectors. Each receiver knows only the channel vector from its transmitter: receiver 1 (resp. 2) only knows (resp. ). Each receiver decodes its own signal while treating the interference from the other user as noise. The boundary points of the achievable rate region for this channel are characterized by the following family of optimization problems: (2) where and . We define the SUD rate region of a two-user MISO IC as 1 Problem (2) is a nonconvex optimization problem. For each pair, all possible and must be exhausted over to find the solution of problem (2) . To obtain the entire SUD rate region, one has to go through this exhaustive search for all the pairs. This exhaustive search is computationally prohibitive when and become large.
In the following, we first convert problem (2) into a family of convex optimization problems, and then obtain their closedform solutions.
A. Problem Reformulation
We first define the following optimization problems:
In order for problems (4) and (5) to be feasible, we require (6)
We now establish the equivalence between problem (2) and the above two optimization problems.
Lemma 1: For any nonnegative scalars and , the optimal solution and for problem (2) is also an optimal solution for problems (4) and (5) with and . Proof: Problem (2) is equivalent to the following optimization problem for the same and :
The equivalence is established as follows. First, the maximum of problem (2) is no smaller than that of problem (8), since problem (8) has extra constraints and . On the other hand, the maximum of problem (2) is no greater than that of problem (8) , since and are also feasible for problem (8) , which are the optimal solutions for problem (2) . Therefore, problems (2) and (8) are equivalent. We now recognize that problem (8) is equivalent to problems (4) and (5) with and , which can be solved individually.
We remark that the optimization problem (8) cannot be solved independently as the constraint parameters and depend on the unknown optimal covariances. That is, unless the optimal and of problem (2) are obtained, the equivalent optimization problems in the form of (4) and (5) cannot be parametrized. However, this problem reformulation becomes especially powerful when we need to find the entire achievable rate region (or its boundary points) and to study the optimal signaling structure. Even though one cannot solve any individual optimization problem (2) by the corresponding problem (8), Lemma 1 establishes the following crucial fact that enables us to obtain the entire SUD rate region without explicitly solving (8): (9) where the left-hand side denotes the collection of all the optimal solutions of problem (2) found by exhausting over and , and the right-hand side denotes the collection of all the optimal solutions of problems (4) and (5) found by exhausting over and . Since the SUD rate region is determined by the lefthand side of (9), Lemma 1 successfully converts a family of nonconvex optimization problems (2) into a family of equivalent convex optimization problems (4) and (5).
To be more precise, instead of solving the family of nonconvex optimization problems by exhausting over and , one can instead solve the family of convex optimization problems by exhausting and over the range specified by (6) and (7) . We now proceed to obtain closed-form solutions for problems (4) and (5) .
B. Optimal Solution
By symmetry, we need to solve only problem (4) . Assume that the singular-value decomposition (SVD) of is (10) where
. Define (11) where and is a vector. We have the following lemma.
Lemma 2:
Assuming the optimization problem (4) is feasible, the following 's are optimal:
• If and are linearly independent (consequently , and ), then (12) and the achieved maximum is
• If and are linearly dependent and , then
• If (hence ), then
Moreover, for all above cases, we have (20) The proof is given in Appendix A. Lemma 2 shows that, for a fixed interference power , transmitter beamforming maximizes the received signal power. 2 If and are linearly independent, the quadratic constraint of (4) defines a set of beamforming vectors whose projections on have equal length . Among all these vectors, the one that has the largest length of the projection on is the optimal beamforming vector.
C. The SUD Rate Region of a Two-User MISO IC
With Lemmas 1 and 2, we obtain the SUD rate region of a two-user MISO IC. where Furthermore, the boundary points of the rate region can be achieved by restricting each transmitter to implement beamforming.
Proof: We first assume that is linearly independent of , and that is linearly independent of . Define then (13) becomes Similarly, the maximum of problem (5) is where Therefore, the achievable rate region determined by problem (2) is (22) On defining and , the interference power and the useful signal power caused by transmitter 1 are given respectively by
Similarly, the interference power and the useful signal power caused by transmitter 2 are given respectively by
Since varies continuously in as varies in (and similarly for ), the region in (22) is the same as (27) When , the useful signal power or decreases as the interference power or increases. As such, the rate pairs associated with are interior points of the set (27) . Therefore, (27) can be simplified into (21) .
In the cases where and are linearly dependent, (21) is still the SUD rate region. This is due to the fact that (17) can be expressed in (24) when ; and (19) can also be expressed in (24) when and . For each choice of and , the corresponding can be obtained from (12), (16) or (18), and similarly for .
The rate region in (21) is characterized by and which also determine the interference powers (23) and (25) at the two receivers. Compared to the original problem (2) which is characterized by the slopes of the boundary points and requires the solution of a family of nonconvex optimizations, Theorem 1 provides an alternative approach to compute the SUD rate region by problem reformulation. Moreover, Theorem 1 shows that to achieve the rate pairs on the boundary of the SUD rate region, the transmitter can restrict itself to a simple beamforming strategy.
In the SUD rate region (21), we point out several special rate pairs.
• . This corresponds to a zero-forcing (ZF) beamforming rate pair as both transmitters generate no interference to the unintended receiver. Thus and are the maximum ZF beamforming rates. In general, this rate pair is in the interior of the SUD rate region.
•
. This case shows that user 1 can communicate at a rate no greater than when user 2 is at the maximum rate . This corresponds to a corner point of the rate region.
• . This is the other corner point of the rate region. User 2 can communicate at a rate no greater than when user 1 is at the maximum rate . When and , and and are respectively linearly independent, both transmitters use all their power to achieve the largest rates. However, if either of the above two vector pairs is linearly dependent, the transmitters do not necessarily use all the available power. An example is the scalar Gaussian IC. (28) where Therefore, the maximum SUD sum rate for a scalar IC is achieved by letting both users use all the power, or letting one user use all the power while keeping the other user silent. The contrast between a scalar IC and a MISO IC with linearly independent channels is largely due to the existence of and the interplay between the spatial diversity and multiuser diversity of a MISO IC. There is a trade-off between the power of the intended signal at its own receiver and the interference power at the other receiver. For a scalar Gaussian IC, these two signals overlap in the same subspace and are proportional to each other, i.e., the channels are always linearly dependent. An increase of the intended signal power always results in an increase of the interference power (see (23) and (24) when is 0). The optimal trade-off is achieved by choosing the appropriate power at the transmitters. As shown in (28) , the optimal trade-off does not necessarily require that both users use all the power. But for the MISO IC with linearly independent channels, the intended link and the interference link are in nonoverlapping subspaces. Therefore, the optimal trade-off is achieved by choosing the optimal beamforming subspaces while using all the power. Fig. 2 is an illustration of the beamforming vector of a MISO IC. For simplicity, the channel vectors and are assumed to be real vectors with unit lengths. The angle between and is . The disc with radius contains all possible beamforming vectors that satisfy the power constraint. and are on the circle, the projections of vectors and on both have length . Then all the vectors on the line segment satisfy the power constraint and the interference constraint . Among those vectors, has the greatest length of projection on . Therefore, is the optimal beamforming vector given the interference constraint . It can be shown that the angle between and is and the length of the projection of on is . The reduction of the nonconvex optimization problem (2) to the equivalent optimization problem (4) is obtained by fixing the interference power while maximizing the useful signal power. This method is equivalent to fixing the useful signal power while minimizing the interference power. This requires solving the following optimization problems:
The above two problems can be solved in the same way as problem (4), and the rate region can be similarly obtained. For these two proposed methods, the constraints are imposed either on the interference powers or the useful signal powers. One can also combine these two methods. For example, we can impose a constraint on the interference power caused by transmitter 1 while maximizing the useful power for receiver 1, and in the meantime, impose a constraint on the signal power on receiver 2 while minimizing the interference power caused by transmitter 2.
D. Interference-Limited SUD Rate Region
As Theorem 1 is obtained by examining the relationship between the interference power and the useful signal power, we can easily apply it to MISO ICs under interference power constraints.
Theorem 2: For the MISO IC defined in (1) with and , and with two additional constraints and on the interference powers, the SUD rate region is (29) where The proof is straightforward from Theorem 1.
When and , (29) is exactly (21) . Therefore, when the interference constraints are larger than the above thresholds, these constraints do not change the SUD rate region. Another extreme case is that in which neither user is allowed to generate interference to the other user. This is also the ZF rate region which is a rectangle determined by .
III. MULTIUSER MISO IC WITH SINGLE-USER DETECTION
In this section, we generalize our study of the two-user case to the general multiuser MISO IC. The key is, again, the problem reformulation as illustrated in Lemma 1 for the two-user case. For the general -user MISO IC, we prove the optimality of beamforming with an SUD receiver. We then give an explicit description of the SUD rate region for a three-user MISO IC, and generalize it to the -user case.
A. Optimality of Beamforming for an -User MISO IC
Define the received signal of the th user, , as
where is the transmitted signal vector of user is the complex channel vector from the th transmitter to the th receiver, and is unit variance circularly symmetric complex Gaussian noise. The power constraint for user is where . As with the two-user case, the input signals 's are all zero-mean Gaussian vectors and each receiver treats interference as noise.
Lemma 1 can be easily extended to multiuser MISO ICs, as follows.
Lemma 4: For any vector
with nonnegative components, the optimal solution for the following optimization problem: (31) is also an optimal solution for the problem (32) with . Following the same problem reformulation procedure used in Section II, to characterize the SUD rate region of an -user MISO IC, the key appears to be the solution of (32) where is a preselected constant denoting the interference power at the th receiver caused by the th transmitter, and and are the covariance matrix and power constraint for the th transmitter.
Unlike problem (4), the optimal covariance matrix for (32) with any given 's need not necessarily be a beamforming matrix. Here is an example.
Example 1: Consider the channels
The optimal covariance matrix with the constraints and is By restricting to beamforming, the optimal covariance matrix is
We have However, the above example does not mean that beamforming is not optimal for the SUD rate region of an -user MISO IC. The reason is that the optimization problem (32) requires the interference powers to be exactly . Without knowing the values of all , exhausting over all will result in some rate pairs not on the boundaries of the SUD rate region. As we intend to establish the optimality of beamforming for achieving the boundary points of the rate region, we resort instead to the following more general formulation, i.e., the interference power is bounded by , namely (33) Comparing the modified problem (33) with problem (32), we have relaxed the equality interference power constraints into the inequality interference power constraints. Consequently, for any values of , the maximum of problem (33) is no smaller than that of problem (32) . In the following, we need to consider only problem (33) . Therefore, if we can prove that beamforming is optimal for (33), then beamforming must be optimal for problem (31) even if it may not be optimal for (32) . Such a strategy has been used in Theorem 1 where we let vary in instead of the entire interval because only in the specified interval does the useful signal power increase as the interference power increases. Based on the modified optimization problem (33), we obtain the following theorem.
Theorem 3: For an -user MISO IC, the boundary points of the SUD rate region can be achieved by restricting each transmitter to implement beamforming. Theorem 3 is proved in the following steps. We first introduce Lemma 5 which allows us to solve problem (40). In the process, we establish the fact that the rank of the entire covariance matrix can be set to the same as that of its submatrices. The final step is to show that the optimal submatrix need to have a rank no greater than 1, established via an extension of Sylvester's Law of Inertia.
We first introduce Lemma 5. Lemma 5 is useful for the following optimization problem:
where and are fixed functions. By Lemma 5, we can convert the above problem into (41) Problems (40) and (41) have the same solution. Once the optimal for problem (41) is obtained, one can construct the optimal for problem (40) from (36), (37) and (38). As shown by Example 2, the choices of (37) and (38) may not be unique. One can choose 's that are different from (37) and (38) and still achieve the same maximum.
With Lemma 5, we prove Theorem 3 as follows. Proof: By symmetry, it suffices to show that for the th user, the optimal covariance matrix for the following optimization problem satisfies : We note that the above transformation does not change the form of the previously modified constraints (see the third lines of problems (51) and (55)). Now we continue the above procedure up to . Finally, we convert problem (42) into the following form: (56) where and are vectors and is a vector. Furthermore, . Let (57) where is an matrix. The quadratic constraints in problem (56) are Therefore, the quadratic constraints in problem (56) are related only to . By Lemma 5, problem (56) is equivalent to problem (43).
Thus, in summary, problem (42) is equivalent to problem (43) with all the vectors in (43) being and being . By Lemma 5, we can construct in such a way that . Let be optimal for problem (43). To prove Theorem 3, it is equivalent to prove (58) Furthermore, since is optimal for problem (43), also maximizes under all the constraints in (43) with an extra constraint . Therefore, to prove (58), it suffices to prove that the rank of the optimal covariance matrix for the following optimization problem is no greater than 1:
The equivalence is due to the fact that the optimal for problem (43) is also optimal for problem (59) and vice versa because of (60). Moreover, since is also optimal for problem (59), the inequality constraint is active. The Lagrangian of problem (59) In the Proof of Theorem 3, we first use a sequence of SVDs to convert the original optimization problem (42) to (56), and then use Lemma 5 to further reduce the problem to (59). These processes effectively reduce the number of antennas in consideration to .
Theorem 3 proves the sufficiency of transmitter beamforming for achieving the SUD rate region. However, it does not mean that the SUD rate region can be achieved only by beamforming. As shown in the examples, the optimal is not unique when or . corresponds to the case in which is orthogonal to , and corresponds to the case in which is linearly dependent of .
B. SUD Rate Region of -User MISO ICS
Section III-A establishes the optimality of beamforming for the general -user MISO IC with complex channels when each receiver is restricted to SUD. In this section, we first use a threeuser real MISO IC as an example to show how we can obtain the SUD rate region by Theorem 3, and then generalize it to -user complex MISO ICs.
For a three-user real MISO IC, the optimization problem (42) can be written as (71)
We first reformulate this problem into (43). Let the SVD of be where
. We then update and as follows:
where , and is the remaining part of . Let the SVD of be and . Then we update and as follows:
where is a 2 1 vector. Define
where is a 2 2 matrix. Then we obtain the following optimization problem:
The solution for problem (77) is complex. In the following we obtain the SUD rate region by using the fact that the rank of the optimal is no greater than one without directly solving problem (77 
Therefore, we have the following theorem.
Theorem 4: The SUD rate region of a three-user MISO IC is given by (85) Furthermore, the boundary points of the rate region can be achieved by restricting each transmitter to implement beamforming.
In the following, we discuss some special rate triples of the above region. For simplicity, we assume , where , and are integers ranging from 1 to 3. • ZF beamforming rate triple.
When , (82)-(84) become Therefore, the rate triple in set (85) with is the ZF beamforming rate triple. That is, the beamforming vector is chosen to be orthogonal to the channel vectors corresponding to the interference links associated with the same transmitter.
• Single-user maximum rate surface.
When and , (82)-(84) become Therefore, achieves the maximum with the constraint . Then we obtain the following result. Let then the corresponding rate triples form the surface of the three-dimensional (3-D) SUD rate region with at its maximum. Similarly, the maximum rate surface for users 2 and 3 can be obtained. • Projection of the 3-D rate region to the two-dimensional (2-D) rate region. Suppose, say, user 1 is silent. We can recover the 2-D SUD rate region formed by users 2 and 3 obtained from Theorem 1. That is, the surface of the 3-D SUD rate region corresponding to is precisely the 2-D SUD rate region of the two-user IC consisting of users 2 and 3. We can similarly obtain the SUD rate region of an -user complex MISO IC with using Theorem 3. The only difference is how we generate matrix . We generalize it as follows:
where , and denotes the imaginary unit. In the case of a real MISO IC, we can simply choose . The rate region and the corresponding beamforming vectors can be obtained in the same way as in Theorem 4, and so the determination of their quantities is omitted.
IV. NUMERICAL EXAMPLES
In this section, we present the SUD rate region of two-user or three-user real MISO ICs. For ease of visualization, we take the convex hull of all the regions.
The achievable rate regions for the symmetric MISO ICs are shown in Figs. 3 and 4 . Here, a symmetric MISO IC refers to one with , and . In Fig. 3 , the rate region shrinks as varies from to 0, which corresponds to the MISO IC with the interference link and the direct link varying from being orthogonal to colinear. The SUD rate region becomes smaller than that of frequency division multiplexing (FDM) when the direct link and interference link exhibit increasing linear dependence. When , neither of the transmitters generates interference to the other user. Therefore, the IC reduces to two parallel single-user channels without interference, and the ZF beamforming rates achieve the maximum. When , the two transmitters generate the worst interference and this MISO IC acts as a single antenna IC. Hence, the ZF beamforming rates are 0.
In Fig. 4 , the rate region also shrinks as the interference gain increases. However, even if the rate region will not be worse than the tetragon . Points are the extreme points of the rate region on the axes. Point denotes the ZF beamforming rates, which are determined only by and . Therefore, as increases, the rate region becomes close to (85) the tetragon. Point also shows the advantage of multiple antenna systems over single antenna systems, since the achievable rate region for the latter case reduces to the triangle defined by when . It can be shown that point falls inside the FDM region only if (86) i.e., FDM outperforms SUD when the interference link subspace is close to the direct link subspace and interference gain is sufficiently large. Since for all MISO ICs with and , SUD achieves a larger rate region than FDM for large power constraints, while the reverse is true for small power constraints and sufficiently large interference gains . Fig. 5 shows the SUD rate region of a two-user MISO IC under an interference power constraint. When such a constraint is small, this corresponding rate region is included in the FDM rate region. Since neither user generates interference in FDM, when the interference power is a concern in the system design, one can choose FDM instead of SUD when the interference is restricted. Fig. 6 shows the SUD rate region of a three-user MISO IC with the power constraints and . The channels are where and . The solid curves are the rate regions for one user being inactive or at the maximum rate. That is, they are the projection of the 3-D rate region onto a 2-D plane with one rate fixed at a constant value. The ZF beamforming rate triple of this channel is shown in Fig. 7 . The two cutting planes that pass through this rate point show that the ZF beamforming rate point is not on the boundary of the SUD rate region.
V. CONCLUSION
We have considered MISO ICs in which each transmitter is limited to a Gaussian input and each receiver is limited to single-user detection. By exploiting the relation between the signal power at the intended receiver and the interference power at the unintended receiver, we have derived a new method to obtain the SUD rate region for the MISO IC. It has been shown that the original family of nonconvex optimization problems is readily reduced to an equivalent family of convex optimization problems. As a consequence of restricting each receiver to implement single-user detection, transmitter beamforming has been shown to be sufficient to achieve all boundary points of the SUD rate region. 
APPENDIX

A. Proof of Lemma 2
Since it is straightforward to show (16)- (19) when and are linearly dependent, we need to prove only (12) 
The equality of (103) as well as the equality of (d) holds if and only if is real, i.e.,
Inequality (e) holds because of (98) and (100):
The equality holds under the condition of (102) and (106) where the choice of ensures that (104) is satisfied. Thus, in summary, the equality of (99) holds if and only if (102) and (106) are satisfied. From (94), (95), (102) and (106), the optimal and are (107)
Therefore, the optimal covariance matrix for problem (4) is (109) In this case does not change the value of problem (92). It only needs to satisfy (88). In Lemma 2, we choose to satisfy the equality of (88) to make the optimal covariance matrix be rank-1. Consequently, the optimal and the maximum of (4) are respectively (12) and (13) with .
B. Proof of Lemma 5
We first consider the special case of . Obviously, (35) holds and we can choose as (38) so that (39) holds. One can also choose which still achieves the equality of (35) but violates (39). Therefore, in this case is not unique unless . Another special case is and . Since we have . To achieve the equality of (35), we choose . Therefore, and (39) holds. Next, we need only to prove Lemma 5 when and . Let . Then we have (111)-(112) at the bottom of the next page, where in (a) we define (113)  and is and is . In (b) we define (114)
The lower part of the matrix on the right-hand side of (114) must be the all-zero matrix, since the second matrix in the quadratic form (111) is positive semidefinite. In (c), we let the SVD of and be respectively Therefore, (e) holds. Thus, in summary, the equality of (112) holds when (120) and (121) hold. Therefore, (34) is true and the optimal satisfies (123)
In the following we obtain that achieves the equality of (35). 1) When , from (120) where the last equality is from (122). 2) When is still given by (125). However, can be any unitary matrix since . Therefore, there are different choices of that achieve the equality of (35). We choose for convenience. Then, from (114) and (124), we have (127)
