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KA¨HLER GEOMETRY ON COMPLEX PROJECTIVE SPACES VIA
REDUCTION AND UNFOLDING
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Abstract. We review how a reduction procedure along a principal fibration and an unfolding
procedure associated to a suitable momentum map allows to describe the Ka¨hler geometry of a
finite dimensional complex projective space.
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1. Introduction
Any picture (i.e. a mathematical formulation) for the dynamics of a physical system requires to
identify a convex set – denote it by S – of states, which represent the maximal information about
the system, together with a real vector space – denote it by O – of observables (i.e. measurable
quantities) for the system. These sets are paired, that is there exists a map, called pairing,
µ : O × S → P,
with P the set of probability measures on the real line R. Given a state ρ ∈ S and an observable
A ∈ O, the quantity µ(A, ρ)(∆) provides the probability that the measurement of A while the
system is in the state ρ gives a result in ∆, with ∆ an element in the Borel σ-algebra over R. The
time evolution of a physical system with such (O,S, µ) is described by a one parameter group Φt
(being t the time parameter) of automorphisms defined either on the space of observables or on the
space of states or on the space of probability measures. Basic requirements for the description of a
physical system end with a rule to describe composite systems.
A geometric formulation of classical mechanics is based on the notion of a differentiable manifold
M : points m ∈M give the pure states of the system, real valued (smooth) functions defined on M
give the observables. The pairing between them is given by the evaluation of a function f on m:
the real value f(m) provides the result of the measurement of (the observable) f when the (pure)
state of the system is m. The time evolution of the system is given by a one parameter flow on M
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whose infinitesimal generator is a vector field. States which are not pure, also called densities, are
described by positive measures dµ = ρ(m)dm where ρ (the Radon-Nikodym derivative with respect
to the Lebesgue measure dm) is not negative and normalised (i.e.
∫
M dµ = 1). On a density state,
the evaluation is replaced by the average 〈f〉ρ =
∫
M dµ f .
The interpretation of the pairing as a duality can be algebraically described by recalling that a
state for a unital C∗-algebra A with Banach dual A′, is an element ρ ∈ A′ which is positive and
normalised. If A = C(M) is the commutative C∗-algebra of continuous functions on a compact
Hausdorff space M (whose selfadjoint elements represent the observables of the system), then its
state space S(A) consists of all probability measures on M . The set S(A) is a compact convex
subset of A′ (equipped with the weak ∗-topology), its extremal points (i.e. pure states) are identified
with points m (i.e. δ-like measures on M).
Within the Dirac’s and Schro¨dinger’s picture of quantum mechanics each physical system is asso-
ciated to a separable Hilbert space, say H, and states S are given by density operators on H (notice
that a linear structure over C allows indeed to describe interference phenomena). Observables are
given by linear self-adjoint operators on H, and the Born’s interpretation reads
µ(A, ρ)(∆) = Tr(ρEA(∆)),
where ρ is a density operator in S, A is the self-adjoint operator describing an observable, EA(∆)
is the projector in H coming from the spectral resolution1 of A for any Borel set ∆ ⊂ R. The
evolution is given by a one parameter group Ut of unitary operators on H, whose infinitesimal
generator satisfies the Schro¨dinger equation
i~
∂ψ
∂t
= Hψ
with ψ ∈ H and H a self-adjoint operator on H which is usually required to be bounded from
below. When two systems with associated Hilbert spaces H1 and H2 are composed, the Hilbert
space corresponding to the composition is given by the tensor product H12 = H1⊗H2. Notice that
the existence of pure states for H12 which are not separable, i.e. can not be written as the tensor
product of a pure state on H1 times a pure states on H2 originates the problem of the entanglement.
An alternative picture of quantum mechanics comes as a development (see [27, 19]) of Heisen-
berg’s (Born, Jordan, von Neumann) analysis in terms of infinite dimensional matrices. One iden-
tifies the observables of a physical system as the real (i.e. Hermitian, or self-adjoint) elements
A = A∗ of a non commutative C∗-algebra A. Composing two systems amounts to consider the
(suitably defined) tensor product of the individual algebras. The pairing function is again given in
terms of the spectrum of an element A, the time evolution is formulated as the adjoint action of
the unitary elements u(t) ∈ A with uu∗ = u∗u = 1. The infinitesimal generator for such action
can be written as
i~
dA
dt
= [H,A]
1Adopting the Dirac’s bra-ket notation, if A = A† has a part of point spectrum σP (A) with A | ek〉 = λk | ek〉 and
a part of continuous spectrum σC(A) with A | ϕa〉 = a | ϕa〉, then there is a spectral resolution
1 =
∑
λk ∈σP (A)
| ek〉〈ek +
∫
σC(A)
da | ϕa〉〈ϕa |
on H, so that
EA(∆) =
∑
k:λk∈∆
| ek〉〈ek | +
∫
∆
da | ϕa〉〈ϕa | .
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in terms of the commutator with a self-adjoint element H. The relations between the two pictures
are analysed2 through the G.N.S. theorem, which states that any non commutative C∗-algebra is
isomorphic to a ∗-subalgebra of the set B(H) of bounded operators on a separable Hilbert space H.
A natural geometric description to the notion of state for a quantum mechanical system is again
given in terms of states of the C∗-algebra B(H). One has that
S(B(H)) = {ρ = ρ† ∈ B(H) : ρ ≥ 0, Tr(ρ) = 1}
gives the set of normal states. This is the set of density operators on H (we denote it by D), and
it is weakly ∗-compact and convex. Its extremal points, the pure states, are characterised by the
further condition that ρ2 = ρ. This means that pure states of a quantum mechanical system can
be identified with rank one projectors on H, i.e. with elements of the complex projective space3
PH = H0/C0.
Assume, within the Hamiltonian description for a classical dynamics, that (V = R2N , ω =
dqa ∧ dpa) is a canonical phase space. A Weyl system is a unitary projective representation D :
V → U(H) of the abelian group (V,+) on a separable Hilbert space, such that
D(v1)D(v2)D
†(v1)D
†(v2) = e
iω(v1,v2)~.
Via such a set of so called Displacement operators one defines, on a suitable domain, the map
W : Op(H) → F(R2N) given (we denote by {z} the coordinate functions on the phase space
V = R2N and by {w} their Fourier dual coordinates) as
WA(z) =
∫
R2N
dw
(2pi~)N
e−iω(w,z)/~ Tr[AD†(w)]
that associates, to a suitable operator A on H, its Wigner symbol, i.e. a function WA on
4 the
classical phase space R2N . In general, the Wigner symbol Wρ of a density operator ρ on H is not
a probability distribution on the classical phase space, since it can assume negative values. The
notion of Radon transform for integrable functions on M allows to study under which conditions
(see [20]) both classical and quantum states can be described as functions (tomograms) on a suitable
character space dual to the classical space for a given quantum dynamics.
Although built up in terms of linear algebraic structures, quantum mechanics can be described
within the formalism of differential geometry [6, 15]. Allowing non linear transformations, this
approach has proven interesting and fruitful in studying for example problems of entanglement
reduction, separability, decoherence. The aim of this paper is to review the manifold structure
of the set of pure states for a finite dimensional quantum system, and in particular to show how
the Hermitian structure on the (initial) Hilbert space H induces a Ka¨hlerian structure on the
corresponding complex projective space.
The first method we describe is based on a reduction procedure of suitable tensors on H along
the fibration H0 → H0/C0. The second method is based on the properties of the momentum map
associated to the coadjoint action [21, 23, 28] of the unitary group on the dual of its Lie algebra.
The space of density operators D is a convex subset in the space of selfadjoint operators on H. For
a finite dimensional Hilbert space H = CN , the set D is a subset of the vector space dual5 u∗N of the
Lie algebra uN corresponding to the unitary group U(N). It is clearly D = ∪k=1,...,ND
k with Dk
the set of density operators of rank k. The coadjoint action of the group U(N) on u∗N meaningfully
2For an interesting overview of such relations, as well as for the theory on C∗-algebras, we refer the reader to the
first three chapters of [14], the introduction of [25], the lecture notes [24].
3We denote by H0 the space H\{0} and by C0 the space C\{0}.
4With W proven to be injective, the non commutative Moyal algebra is recovered as the set of Wigner symbols
equipped with the product defined by (WA ∗WB)(z) =WAB(z). See [16].
5This duality comes from the non degenerate canonical scalar product on the Lie algebra uN .
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restricts to each Dk. Such action is transitive on the set of pure states D1, which therefore has
a canonical ((2N − 2)-dimensional) manifold structure, while it is not transitive on Dk for k > 1.
Each U(N) orbit is identified by the common spectrum of any one of its elements. It turns out that
the spaces Dk are smooth and connected submanifolds in u∗N of real dimension (2Nk−k
2−1), with
D being a stratified manifold, where the stratification is indexed by the rank k. Each stratum can
indeed be [8] considered an orbit of a non linear action of the complexification SL(N) of SU(N).
The literature on this subject is rich. We mention [29], where the idea of studying a finite level
quantum dynamics in terms of complex variables and [2, 11], where the problem has been considered
for infinite dimensional Hilbert spaces. We mention [1, 12, 17, 18, 9, 26, 7] and refer the reader to
the bibliography in these papers.
Acknowledgments. This paper originated from the talk that one of us (G.M.) delivered at
the conference Trails in quantum mechanics and surroundings, held in SISSA (Trieste) in january
2018. It is a pleasure for us to dedicate this paper to Gianfausto Dell’Antonio for his 85th birthday.
2. Ka¨hler geometry on finite dimensional complex projective spaces
Consider a finite N -dimensional Hilbert space H whose Hermitian product is denoted by 〈x, x′〉H
and is by convention C-linear with respect to the second entry and anti-linear with respect to the
first entry. If {ea}a=1,...,N is an Hermitian basis for (H, 〈 , 〉H), the corresponding coordinates for
x are written
(2.1) 〈ea, x〉H = qa + ipa
with (qa, pa) ∈ R. The Hilbert space can then be studied as a real 2N -dimensional manifold
HR ≃ R
2N , with a global coordinate chart given by as above. Upon identifying the tangent space
TxHR with HR itself, the Hermitian product acts as
〈
∂
∂qa
,
∂
∂qb
〉H = 〈
∂
∂pa
,
∂
∂pb
〉H = δab,
〈
∂
∂qa
,
∂
∂pb
〉H = −〈
∂
∂pa
,
∂
∂qb
〉H = iδab(2.2)
and can then be written as the tensor6
(2.3) h = (dqa ⊗ dqa + dpa ⊗ dpa) + i (dqa ⊗ dpa − dpa ⊗ dqa) = g + iω
whose real component g is the Euclidean metric on HR while its imaginary component reads the
canonical symplectic 2-form ω. The (1,1) tensor on HR
(2.4) J =
∂
∂pa
⊗ dqa −
∂
∂qa
⊗ dpa,
with J2 = −1, gives the complex structure compatible with both g and ω since
g(Ju, v) = ω(u, v),
g(Ju, Jv) = g(u, v),
ω(Ju, Jv) = ω(u, v)(2.5)
for any pair of vector field u, v on HR. These lines allow to directly [22] recover (HR, J, g, ω) as a
Ka¨hler manifold, with torsionless J (a global integrability condition for the complex structure) and
closed 2-form ω. Moreover, the relations (2.5) show that J is at the same time both a finite and
an infinitesimal generator for transformations preserving the metric and the symplectic structures.
6We use the convention that quantities with repeated indices, unless specified, are summed over.
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Upon adopting global coordinates za = qa + ipa and z¯a = qa − ipa one can write
g =
1
2
(dza ⊗ dz¯a + dz¯a ⊗ dza),
ω =
i
2
dza ∧ dz¯a,
J = i
(
∂
∂za
⊗ dza −
∂
∂z¯a
⊗ dz¯a
)
.(2.6)
It is easy to see from (2.3) that the group of linear maps in HR leaving the Hermitian tensor
h invariant (i.e. the unitary group for the given h tensor) is equivalently given as one of the
intersections
(2.7) U(N) = O(2N,R) ∩ Sp(2N,R) = GL(N,C) ∩O(2N,R) = Sp(2N,R) ∩GL(N,C),
where the orthogonal group refers to the real part g and the symplectic group refers to the imaginary
part ω of h. Consider a matrix W ∈M2N (R) and the associated linear vector field XW = Wabxb∂a
(where we have collectively denoted the coordinate functions by {xa}a=1,...,2N ). The one parameter
group of linear transformations generated by XW is then unitary on (R
2N , h) if one of the following
sets of conditions is fullfilled (by LXW we denote the Lie derivative of a tensor along XW ):
• it is LXW J = 0 and LXW g = 0;
• it is LXW J = 0 and LXWω = 0;
• it is LXW g = 0 and LXWω = 0.
One easily sees that linear unitary maps on (R2N , h) are infinitesimally generated by vector fields
that can be identified with matrices W such that
(2.8) W =
(
A B
−B A
)
with A = −AT , B = BT
These elements define the matrix Lie algebra uN , with dimRuN = N
2. The linear vector fields XW
are both Hamiltonian and of Killing type: we refer to them as Hermitian vector fields. This name
is natural, since the corresponding Hamiltonian function fW can be written in terms of a quadratic
form associated to W , namely7
(2.9) fW (q, p) =
1
2
(
qa pa
) (Bab −Aab
Aab Bab
) (
qb
pb
)
=
1
2
z¯a(Hab)zb = 〈z|H|z〉
where H ∈ MN (C) is given by H = B + iA = H†. For Hermitian vector fields it is immediate to
prove the following identities, which will be useful through the rest of the paper,
ω(XH1 ,XH2) = f−i[H1H2−H2H1],
g(XH1 ,XH2) = f(H1H2+H2H1).(2.10)
The unitary dynamics generated by XW on R
2N can be written as
(2.11) i
dza
dt
= Habzb, −i
dz¯a
dt
= H¯abz¯b
so we can identify the holomorphic sector of C2N with R2N and conclude that the Schro¨dinger
equation (2.11) on a finite dimensional Hilbert space (H, h) is given by a Hermitian vector field
on the associated Ka¨hler manifold (HR, J, g, ω). As we mentioned in the introduction, the pairing
between the set of states and the set of observables makes the difference between a unitary classical
dynamics on the canonical phase space R2N and a quantum dynamics on H = CN . We turn our
attention to the set of pure states for a finite level quantum dynamics.
7We shall also use the Dirac’s bra-ket notation for elements |z〉 = (z1, . . . , zN) in H ≃ C
N .
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2.1. A reduction procedure. It is well known [22] that, for a finite dimensional H, the projective
space P(H) has a Ka¨hler structure. In order to describe how this can be introduced within a
reduction formalism, we start by considering the example H = C2. The projective space is the
quotient P(C2) = C20\C0 with respect to the action of u ∈ C0 upon (z1, z2) given by (uz1, uz2) with
z1z¯1 + z2z¯2 6= 0. The properties of this action show that P(C
2) is the basis of the principal bundle
pi : C20
C0−→ P(C2) with fiber given by the (2 dimensional abelian) Lie group C0. The infinitesimal
generators for the action of such a group provide the vertical fields for the fibration. They are
∆ = q1
∂
∂q1
+ q2
∂
∂q2
+ p1
∂
∂p1
+ p2
∂
∂p2
,
Γ = (p1
∂
∂q1
+ p2
∂
∂q2
− q1
∂
∂p1
− q2
∂
∂p2
) :(2.12)
the Euler vector field ∆ generates the dilation on R40 associated to the multiplicative R
+
0 subgroup
in C0, the vector field Γ generates the rotation on R
4
0 associated to the U(1) subgroup in C0. The
fibration we are considering is well known. Since the group C0 is abelian, we can describe it as
the compositions of a Kustaanheimo – Stiefel projection pi∆ with a U(1) Hopf projection piΓ [6, 13]
equivalently as follows
pi : R40
U(1)
−→ R30
R
+
0−→ S2,
: R40
R
+
0−→ S3
U(1)
−→ S2.(2.13)
Since it generates a unitary action on R4, we have that Γ is Hermitian. Its Hamiltonian function
(2.9) is given by Hab = δab so we write
(2.14) yγ =
1
2
(q21 + p
2
1 + q
2
2 + p
2
2) =
1
2
r2.
We complete the set {∆,Γ} to a system of generators for the space of vector fields on C20 which
is suitable for the reduction associated to the fibration we wrote. We start by noticing that
g(∆,XH ) = 0 on R
2N
0 for any Hermitian vector field XH . From the second line in (2.10) we
see also that a realization of the Clifford algebra for the 3d Euclidean metric in terms of Hermitian
matrices on C2 provides a set of orthogonal Hermitian fields on C20. The identification Hj = σj
with σj the Pauli matrices gives the Hermitian vector fields (with the corresponding Hamiltonian
functions yj, see (2.9))
X1 = (p2
∂
∂q1
+ p1
∂
∂q2
− q2
∂
∂p1
− q1
∂
∂p2
), y1 = (q1q2 + p1p2)
X2 = (−q2
∂
∂q1
+ q1
∂
∂q2
− p2
∂
∂p1
+ p1
∂
∂p2
), y2 = (q1p2 − q2p1)
X3 = (p1
∂
∂q1
− p2
∂
∂q2
− q1
∂
∂p1
+ q2
∂
∂p2
), y3 =
1
2
(q21 + p
2
1 − q
2
2 − p
2
2),(2.15)
with y2γ = y
2
1 + y
2
2 + y
2
3. The Hermitian vector fields Xj are the generators of the natural left action
of the SU(2) subgroup of the U(2) group on R40, providing a global basis of right invariant vector
fields for the tangent space to the group manifold SU(2) ≃ S3. The set {∆,Xj} gives a global
orthogonal basis for the tangent space to R40, with g(Xj ,Xk) = 2yγδjk and clearly g(∆,∆) = 2yγ .
Now we wonder: is it possible to define a suitable reduction procedure that, along the fibration
(2.13), allows to induce a Ka¨hler structure onto S2 ≃ P(C2) starting from (C2, J, g, ω)?
We start by recalling that, given a principal bundle pi : P
G
−→ B with gauge group G and
vertical fields Vi ∈ X(P ), one has that the algebra F(B) of functions on the basis of the bundle
6
can be written as the subalgebra F(B) = {f ∈ F(P ) : LVif = 0}. The idea to characterize
projectable vector fields for the fibration is to analyse under which conditions are vector fields
D ∈ X(P ) derivations for F(B). One can prove that the vector field D is projectable if and only
if8 the commutator [D,Vi] is vertical for any vertical Vi.
This notion naturally generalises to the study of the projectability of any contravariant tensor
field on the total space of a bundle. We then consider, on R40, the tensors (a = 1, 2)
G =
∂
∂q1
⊗
∂
∂q1
+
∂
∂q2
⊗
∂
∂q2
+
∂
∂p1
⊗
∂
∂p1
+
∂
∂p2
⊗
∂
∂p2
= 2(
∂
∂za
⊗
∂
∂z¯a
+
∂
∂z¯a
⊗
∂
∂za
)
Λ =
∂
∂q1
∧
∂
∂p1
+
∂
∂q2
∧
∂
∂p2
= 2i(
∂
∂za
∧
∂
∂z¯a
)
(2.16)
It is evident that G gives the Euclidean metric on R4 in contravariant form while Λ is the Pois-
son tensor corresponding to the canonical symplectic structure ω. Both tensors turn out to be
projectable with respect to the U(1) subgroup action with infinitesimal generator Γ, but not with
respect to the dilation which is infinitesimally generated by the Euler vector field ∆, since their
coordinate expressions are not homogeneous of degree zero in the linear coordinate chart adapted
to ∆. We first notice that
(2.17) [Xj ,∆] = 0, [Xj ,Γ] = 0,
so the vector fields {∆,Γ,Xj} are projectable, with clearly pi∗(Γ) = 0 and pi∗(∆) = 0, then observe
also that the tensors
(2.18) G˜ = (z¯1z1 + z¯2z2)G, Λ˜ = (z¯1z1 + z¯2z2)Λ
are now projectable, since the factor (z¯1z1 + z¯2z2) = r
2 = 2yγ is invariant under the action of Γ
and both G˜ and Λ˜ are homogeneous of degree 0. A direct computation moreover reads
G˜ = ∆⊗∆ + Xj ⊗Xj ,
yγΛ˜ = εabcyaXb ∧Xc + yγΓ ∧∆.(2.19)
The projection along Γ has a coordinate expression given by the Hamiltonian functions piΓ :
(qa, pa)→ (yγ , yj). It becomes immediate to compute that clearly pi
Γ
∗ (Γ) = 0 and
X(R30) ∋ pi
Γ
∗ (∆) = 2(yγ
∂
∂yγ
+ yj
∂
∂yj
) = ∆˜,
X(R30) ∋ pi
Γ
∗ (Xj) = 2εjabya
∂
∂yb
= X˜j(2.20)
for the projected vector fields, thus recovering yjX˜j = 0, with the space of vector fields tangent to
S2 being not a free module. We have now to project along ∆˜, and this amounts to fix a value for
yγ , i.e. the radius for S
2 embedded in R30. If we set r
2 = 1, that is yγ = 1/2, then pi
∆˜
∗ (∆˜) = 0 and
(2.21) pi∗(Xj) = (pi
∆˜
∗ ◦ pi
Γ
∗ )(Xj) = 2εjabya
∂
∂yb
= Rj .
We write
pi∗(G˜) = Ra ⊗Ra,
pi∗(Λ˜) = εabcyaRb ∧Rc(2.22)
8Notice that this notions parallels that of normaliser of a subalgebra V of a Lie algebra X.
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for the projected tensors (2.19) and prove that they provide S2 ≃ P(C2) its well known Ka¨hler
structure. We start by considering the covariant form g˜ and ω˜ of the contravariant tensors written
in (2.22). They are given by
g˜(Va, Vb) = pi∗(G˜)(αa, αb),
ω˜(Da,Db) = pi∗(Λ˜)(αa, αb)(2.23)
where the F(S2)-bimodule map G : Ω1(S2) ∋ α 7→ V ∈ X(S2) is defined via the duality
pi∗(G˜)(α, β) = β(V ) for any 1-form β and the analogous map L : Ω
1(S2) ∋ α 7→ D ∈ X(S2) via
pi∗(Λ˜)(α, β) = β(D). Their coordinate expression is given by
pi∗(Λ˜) = 2εabcya
∂
∂yb
∧
∂
∂yc
ω˜ =
1
2
εabcyadyb ∧ dyc,
pi∗(G˜) =
∂
∂ya
⊗
∂
∂ya
g˜ =
1
4
dya ⊗ dya(2.24)
We remark that g˜ comes as the restriction9 to S2 of the Euclidean metric tensor on R30, and
coincides with the Fubini-Study metric for S2. To study the complex structure on S2 we notice
that, in analogy to (2.19), one considers J˜ = 2yγJ, with
(2.25) J˜ = ∆⊗ θγ − Xk ⊗ dyk
where θγ = padqa − qadpa is the canonical connection 1-form for the Hopf U(1) fibration we are
considering, while (dyk) are the differentials of the Hamiltonian functions yk. The relation (2.25)
shows that the operator J˜pi with
(2.26) J˜pi : Rk 7→
∂
∂yk
, 7→ −Rk.
is a (1,1)-tensor field related10 to J˜. It is now immediate to prove that (g˜, ω˜, J˜pi) are compatible, i.e.
g˜(pi∗(J˜)u, v) = ω˜(u, v),
g˜(pi∗(J˜)u, pi∗(J˜)v) = g˜(u, v),
ω˜(pi∗(J˜)u, pi∗(J˜)v) = ω˜(u, v)(2.27)
for any u, v ∈ X(S2). The integrability condition for the corresponding Ka¨hler structure is in this
example trivially satisfied, with dω˜ = 0.
We briefly comment on the form of the tensor J˜. The canonical symplectic form ω defined on
R
2N allows to define, analogously to the map L defined above, a duality S : X(R2N ) → Ω1(R2N )
by ω(X ′,X) = (S(X))(X ′) for any X,X ′ ∈ X(R2N ). Its explicit expression reads S( ∂∂qa ) = −dpa
and S( ∂∂pa ) = dqa. The complex structure in (2.4) can be written as
(2.28) J =
∂
∂pa
⊗S(
∂
∂pa
) +
∂
∂qa
⊗S(
∂
∂qa
)
where the set { ∂∂pa ,
∂
∂pa
} gives an orthonormal basis for the space of derivations on R2N . If we
consider the restriction of ω from R4 to R40 then we immediately compute that S(∆) = θγ while
S(Xk) = −dyk. We can then clearly write for (2.25)
(2.29) J˜ = ∆⊗S(∆) + Xk ⊗S(Xk).
9One computes explicitly that piΓ∗ (G˜) = 4y
2
0
∂
∂ya
⊗ ∂
∂ya
− 4yayb
∂
∂ya
⊗ ∂
∂ya
, which gives the expression in (2.24) since
ya
∂
∂ya
is zero on elements in F(S2). Analogously, one computes that g˜( ∂
∂ya
, ∂
∂yb
) = y20dya ⊗ dyb − yaybdya ⊗ dyb
which reads the expression in (2.24) since yadya = 0 as a 1-form on S
2.
10Since the tensor J˜ is not contravariant, it cannot be projected along the fibration onto S2.
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Notice that the difference between J˜ and the restriction of the canonical J to R40 comes by the choice
of a basis {∆,Xk} for the space of derivations in R
4
0 which is orthogonal but not orthonormal.
The reduction procedure we described can be generalised to equip any finite dimensional pro-
jective space P(CN ) with the Fubini-Study metric and the corresponding Ka¨hler structure. The
fibration pi : CN0
R
+
0−→ S2N−1
U(1)
−→ P(CN ) is along the vertical vector fields ∆ = qa
∂
∂qa
+ pa
∂
∂pa
and
Γ = −J(∆) = −qa
∂
∂pa
+ pa
∂
∂qa
We conclude this section by noticing also that such a reduction procedure is meaningful and
provides the correct well known Ka¨hler structure on P(CN ) when applied to the rescaled tensors
(G˜ = 〈z|z〉G, Λ˜ = 〈z|z〉Λ, J˜ = 〈z|z〉J) on CN0 with (G,Λ, J) coming from the canonical structure
as in (2.3). Such tensors do not provide CN0 a Ka¨hler structure: Λ˜ is not a Poisson tensor, the
corresponding bracket {f, f ′} = Λ˜(df,df ′) (see [3, 4]) gives a Jacobi bracket. We close this section
by reporting that that this procedure holds true also for an infinite dimensional Hilbert space, see
[5].
2.2. Unfolding via the momentum map. We have already noticed by the relations (2.7) and
(2.8) that the Lie algebra uN of the unitary group U(N) is represented by the real vector space of
anti-Hermitian matrices, i.e. uN = {M
N (C) ∋ T = −T †} with Lie algebra bracket given by the
standard matrix commutator. Since the Cartan-Killing form is not degenerate, we identify the real
vector space u∗N = {A = A
† ∈ MN (C)} of Hermitian matrices with the dual to uN via the pairing
A(T ) = iTr(AT )/2. The real vector space isomorphism defined by u∗N ∋ A 7→ −iA = Aˆ ∈ uN
allows to define a scalar product in uN via 〈Aˆ, Bˆ〉u = 〈A,B〉u∗ = Tr(AB)/2 and a Lie algebra
bracket [A,B]u∗ = [Aˆ, Bˆ] = −i[A,B]. The set {σα}α=1,...,N2 denotes an orthonormal basis for u
∗
N
with respect to such a scalar product, the elements σˆα = −iσα = τα provide the dual basis in uN .
The action of the unitary group U(N) on CN is Hamiltonian with respect to the canonical
symplectic structure in (2.3), since the infinitesimal generators are the Hamiltonian (see (2.9))
vector fields XH with H ∈ u
∗
N and from (2.10) the Poisson bracket between the corresponding
Hamiltonian functions is {fH1 , fH2} = f[H1,H2]u∗ . Such Hamiltonian action of U(N) allows to
define a momentum map µ : CN → u∗N given by (µ(z))(τα) = fσα . An immediate computation
shows that
(2.30) (µ(z))(τα) =
1
2
Tr(µ(z)σα) = fσα =
1
2
〈z|σαz〉
so that the momentum map can be written as
(2.31) µ(z) = |z〉〈z|.
Its range is the space P1 of not negative, Hermitian and rank 1 matrices on CN . From (2.30) we
see that any element of such a range can be written as
(2.32) |z〉〈z| = fσα(z, z¯)σα
so we can consider P1 as a real submanifold in u∗N , with local coordinate system
11 given by yα with
µ∗yα = fσα . Since u
∗
N is a finite dimensional vector space, we identify its tangent and cotangent
space at each point ρ ∈ u∗N as Tρu
∗
N ≃ u
∗
N ⊕ u
∗
N and T
∗
ρ u
∗
N ≃ u
∗
N ⊕ uN , writing down identifications
at each point as u∗N ∋ A = Aα(y)σα ↔ WA = Aα(y)
∂
∂yα
∈ X(u∗N ) and uN ∋ Aˆ = Aˆα(y)τα ↔
Aˆα(y)dyα ∈ Ω
1(u∗N ). The scalar product in u
∗
N is naturally extended to a scalar product in X(u
∗
N ),
with 〈WA,WB〉X(u∗
N
) = 〈A,B〉u∗ , while the duality between vector fields and 1-forms on u
∗
N is
clearly given by Aˆ(WB) = iTr(AB)/2.
11Notice that this generalises what we have considered for the C2 example in the previous pages.
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Given the unitary action Uz = U |z〉 of U ∈ U(N) upon CN , one has
(2.33) µ(Uz) = U |z〉〈z|U †,
so it is evident that µ(Uz) = µ(z) if and only if [U, µ(z)] = 0. For any 0 6= z ∈ CN , we denote by Oz
the orbit for the action of the group U(N) through µ(z). Since any 1-parameter group of unitary
transformations is written as U(s) = exp (−isA) with A = A† ∈ u∗N , the infinitesimal generator of
this action on µ(z) gives the vector field
(2.34) W =
1
2
Tr ([A,µ(z)]u∗σα)
∂
∂yα
∈ X(Oz).
It is then clear that there is a bijection between the elements in the tangent space in µ(z) to the
orbit Oz and the set of Hermitian matrices which can be written as [A,µ(z)]u∗ with A = A
†. Select a
basis {|z〉, |ea〉} for C
N (with a = 1, . . . , N −1) whose vectors satisfy the conditions 〈ea|eb〉CN = δab
and 〈z|ea〉CN = 0. It is a long but straightforward calculation to prove that the range of the
commutator [A = A†, µ(z))]u∗ is a real 2(N − 1) dimensional vector space with a basis given by
φa = |ea〉〈z| + |z〉〈ea|,
ψa = i(|z〉〈ea| − |ea〉〈z|).(2.35)
From the identities (denote 〈z|z〉CN = ‖z‖
2)
[φa, µ(z)]u∗ = ‖z‖
2ψa,
[ψa, µ(z)]u∗ = −‖z‖
2φa,(2.36)
with
〈φa, ψb〉u∗ = 0,
〈φa, φb〉u∗ = ‖z‖
2δab,
〈ψa, ψb〉u∗ = ‖z‖
2δab(2.37)
and
φˆa([ψb, µ(z)]u∗) = 2 ‖z‖
4δab,
φˆa([φb, µ(z)]u∗) = ψˆa([ψb, µ(z)]u∗) = 0,
ψˆa([φb, µ(z)]u∗) = 2 ‖z‖
4δab,(2.38)
we see that { 1‖z‖Wφa,
1
‖z‖Wψa}a=1,...,N gives an orthonormal basis for the tangent space to the orbit
Oz, with dual basis {−
1
2‖z‖ φˆa,
1
2‖z‖ ψˆa}a=1,...,N for the cotangent space.
Consider now the tensors G,Λ, which give the contravariant form to the Euclidean metric g and
the symplectic form ω defined on R2N ≃ CN as in (2.3). The action of the push-forward µ∗ of the
momentum map allows to define a symmetric contravariant tensor µ∗G and a bivector field µ∗Λ on
u
∗
N . It is easy to compute that, for any Aˆ, Bˆ ∈ Ω
1(u∗N ),
µ∗
(
(µ∗G)(Aˆ, Bˆ)
)
= fAB+BA,
µ∗
(
(µ∗Λ)(Aˆ, Bˆ)
)
= f[A,B]
u
∗(2.39)
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When restricted to the cotangent space of the orbit Oz, the tensors µ∗G and µ∗Λ turn to be non
degenerate, with
µ∗G(φˆa, φˆb) = ‖z‖
4δab,
µ∗G(ψˆa, ψˆb) = ‖z‖
4δab,
µ∗G(φˆa, ψˆb) = 0(2.40)
and
µ∗Λ(φˆa, φˆb) = 0,
µ∗Λ(ψˆa, ψˆb) = 0,
µ∗Λ(φˆa, ψˆb) = −‖z‖
4δab.(2.41)
If we invert these tensors, as we described in (2.23), we have a metric g˜ and a 2-form ω˜ on u∗N
which are given by
g˜(Wφa ,Wφb) = δab,
g˜(Wψa ,Wψb) = δab,
g˜(Wφa ,Wψb) = 0(2.42)
and
ω˜(Wφa ,Wφb) = 0,
ω˜(Wψa ,Wψb) = 0,
ω˜(Wψa ,Wφb) = δab.(2.43)
If we define the duality map S : X(u∗N ) → Ω
1(u∗N ) with respect to ω˜ in analogy to what we
described for R2N and C20 in the previous pages, we introduce the tensor
(2.44) J˜ = Wφa ⊗S(Wφa) + Wψa ⊗S(Wψa) = ‖z‖
2
(
Wφa ⊗ ψˆa − Wψa ⊗ φˆa
)
.
Notice that the tensor J˜ is not a complex structure, since J˜2 = −‖z‖4I. Fix now ‖z‖ = 1, so that
the orbit Oz coincides with the complex projective space P(C
N ). The comparison between (2.42)
and (2.37) shows that the metric g˜ induced on the complex projective via the momentum map
starting from the Euclidean metric g on R2N ≃ CN coincides with the restriction to the complex
projective space of the natural metric on u∗N . It is now possible to prove that dω = 0, so that
(P(CN ), g˜, ω˜, J˜) is a Ka¨hler manifold, and the tensor g˜ coincides with the well known Fubini-Study
metric.
We consider the 2 dimensional example within this unfolding procedure. The space u∗2 is the real
span of {σ0 = I2, σk} with σk the Pauli matrices, the momentum map reads
(2.45) µ(z) = y0σ0 + ykσk
where we have denoted y0 = yγ from (2.14) and yk as in (2.15). Given an orthonormal basis
{e1, e2} for C
2 as in (2.1), we consider z = (z1e1 + z2e2)/‖z‖ and e = (z2e1− z1e2)/‖z‖ on C
2
0 with
‖z‖2 = (q21 + p
2
1 + q
2
2 + p
2
2) so that we have
φ = |z〉〈e| + |e〉〈z| = 2(y1σ3 − y3σ1),
ψ = i(|z〉〈e| − |e〉〈z|) = 2(y0σ2 + y2σ0)(2.46)
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and then
Wφ = 2(y1
∂
∂y3
− y3
∂
∂y1
),
Wψ = 2(y0
∂
∂y2
+ y2
∂
∂y0
)(2.47)
A direct inspection allows to identify the unfolding from Oz to C
2
0, which is given by
Wφ = µ∗
(
−
1
‖z‖2
X2
)
,
Wψ = µ∗
(
2
‖z‖4
(y2∆− y3X1 + y1X3)
)
(2.48)
If we fix ‖z‖ = 1, from the metric tensor g on C20 it is
g((−
1
‖z‖2
X2), (−
1
‖z‖2
X2)) = 1 = g˜(Wφ,Wφ),
g(
2
‖z‖4
(y2∆− y3X1 + y1X3),
2
‖z‖4
(y2∆− y3X1 + y1X3)) = 1 = g˜(Wψ,Wψ),
g(
2
‖z‖4
(y2∆− y3X1 + y1X3), (−
1
‖z‖2
X2)) = 0 = g˜(Wψ,Wφ).(2.49)
From the symplectic structure ω we have
(2.50) ω(
2
‖z‖4
(y2∆− y3X1 + y1X3), (−
1
‖z‖2
X2)) = 1 = ω˜(Wψ,Wφ)
The compatibility of the metric tensor with the symplectic structure is immediate to recover once
we notice that, given the vector fields (2.12) and (2.15) on C20, it is J(Γ) = ∆ and J(Xk) =
2(yk
∂
∂y0
+ y0
∂
∂yk
), which means J˜(Wφ) = −Wψ as it is written in (2.44) for the projective space.
We stress that the analysis of projective spaces P(CN) as a coadjoint orbit of the unitary group
U(N) on the dual of its Lie algebra u∗N provides an explicit (albeit local) description of the cor-
responding set of vector fields and of 1-forms. This allows to introduce the Hodge - de Rham
Laplacian on P(CN ). An evolution of such local formulation, with a global description of the
differential calculi on SU(N) and a suitable quotient via the relevant subgroups, would provide a
global description of the Laplacians, since P(CN ) ≃ SU(N)/(SU(N − 1)×U(1)).
On a different level, the formalism we outlined allows to study also the geometry of the set of
mixed states. In particular, they can represented as as Hermitian operators and one can associate
with them expectation value functions on the space of pure states. It is then possible to consider
Markovian evolutions on them according to the GKLS - master equation. We refer to the literature
(see [10] and references therein) for further details and aim to develop this concluding remarks in
forthcoming papers.
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