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processes guarantees that the set of eigenmodes found by solving (3.8) are unique to the
process and can be used over all time intervals. Here B is the autocovariance proper,
and the integral equation is obtained by virtue of ergodicity and stationarity (Le., by
replacing ensemble averages with integral time averages). As shown in the geometric
derivation, B may be defined by the integral time average, and obtain the equation
(noting that kernel symmetry is maintained) in similar form. However, in this latter
case, the validity of eigenmodes outside of the time interval used in the averaging is not
guaranteed. In fact, as noted in the literature [5] for physical processes where ergodic-
ity and stationarity are assumed but not guaranteed, the eigenmodes are observed to
vary over various time intervals considered. In any case, the ability to represent the
process in an optimal (mean-square energy) representation is still valuable, even if it is
locally optimal in the sense that it valid only over the time interval used in averaging.
In the next chapter, one method for determining the eigenmodes, the POD Method of
Snapshots, is considered.
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Chapter 4
Calculation of Spatial
Eigenmodes (The Snapshot POD
Method)
In the preceding chapter, the fundamental POD equation
B<I> - A<I> = 0I B(x,x')<I>(x')dx' - A<I>(X) = 0 (4.1)
was shown to define a denumerable set of spatial function {<I>i(x)} which represent the
so-called spatial eigenmodes of a random process U. The integral operator B represent
the spatial autocovariance of the process. In the literature, the eigenmodes are often
termed coherent structures [9] or even characteristic eddies [7]. The latter term refers
to the application of the method to study problems in turbulent fluid flow. The cor-
responding eigenvalues were shown to represent the mean-square energy contained in
the given mode (when normalized), so that
(4.2)
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and the total energy of the process (assumed finite) is
E = 1B(x, x)dx
LAi.
(4.3)
In this work, the eigenmodes are taken to be normalized in the usual way (division by
the root of the functional norm) so that II<I>i (x)11 = (<I>i (x), <I>i (x')) = 1 for all i .
It should be noted that in most cases, the operator B is not known analytically.
Indeed, the process U itself may only be known numerically or experimentally, so the
determination of B and the eigenmodes <I>i themselves must be carried out numerically.
Suppose that the process U may be characterized by asingle ensemble member v(x, t) =
u(x, t) - a(x). Further suppose that v is known on a mesh in the spatia-temporal
domain-either as the result of a numerical calculation via computer, or as experimental
data obtain by simultaneous measurement at fixed spatial locations (e.g., Particle Image
Velocimetry data at a series of time steps for a fluid flow process). Then, in considering
the calculation of the eigenfunctions, the impact of the discretization of the spatial
domain must be accounted for.
The discretization is particularly important in the ability to represent the auta-
covariance operator B. Returning to the case of one spatial dimension, consider a
discretization of N points. The numerical representation of B is then an N x N ma-
trix. While for the 1-dimensional case this is manageable even for large mesh sizes,
the problem is compounded as the spatial dimension is increased. For a 3-dimensional
domain, the required representation becomes an N 3 x N3 matrix. Although only the
one dimensional case is considered in this work, direct calculation of the autocovariance
operator is generally avoided. For a three dimensional grid with N = 100, the required
matrix is 105 x 105 making computation expensive and storage difficult on most plat-
forms. The problem is obviously compounded if finer mesh discretizations are desired.
An alternative to the direct approach, common to higher dimensional representation
problems [9], involves assuming a spectral expansion of the flow in some known ortha-
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normal family (e.g. Fourier series or Chebyshev polynomials). This method is highly
dependent on the number of functions necessary to represent the observations, and as
further noted in [9] may still lead to extremely large matrices. The development of the
details of these two methods is not treated here; instead, the so-called method of snap-
shots, which handles discretization problems more easily, is considered. The method
derives its name from the idea that the flow can be observed simultaneously over a
spatial domain and in a sequence of timesteps. The ability to obtain data in this form
is consistent with current numerical and experimental techniques. Finite difference and
finite element solution methods for full numeric simulations give data directly in the
form of numeric snapshots, Le., in the form of function values at specific timesteps
and over a consistent spatial grid. Experimentally, particle image velocimetry (PIV)
techniques are currently applied extensively to fluid flow problems and again produce
data in "snapshot" form..
Suppose that a series of N » 1 "snapshots" of the form {v(x, nT) : n = 1, ... ,N}
has been obtained. Here T is a time interval such that the snapshots are uncorrelated
for different values of n. Applying the ergodic hypothesis, that is assuming that time
averages of the single ensemble member v can be used to obtain ensemble statistics, it
follows that
N
B(x, x') ~ ~ Lv(x,nT)v(x',nT).
n=l
(4.4)
For simplicity, denote v(x, nT) by vn(x). Since the kernel of (4.1) is now degenerate,
the eigenfunctions ~ may be represented by as
Now, (4.1) becomes
N
<I>(x) = L Onvn(x).
n=l
(4.5)
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(4.6)
Interchanging integration and summation (since the sums are finite) gives
Defining
Cnm = ~ [1, vn(x')vm (x') dX']
and substituting into (4.7) gives
The snapshots are assumed to be uncorrelated, so that (4.9) implies
N
L Cnmam - Aan = O.
m=!
This equation is easily recognized as a matrix eigenvalue-eigenvector problem
Ca = Aa
(4.7)
(4.8)
(4.9)
(4.10)
(4.11)
where C is defined by (4.8) and a is a column vector of length N.
Just as equation (4.1) can be thought of as the defining equation for POD, equation
(4.11) defines the Snapshot implementation of the method. The snapshots are first used
to calculate the matrix C numerically. Note that by definition C is a real, symmetric
matrix, so that the eigenvalues (at most N) are real and positive and can be ordered.
Once the eigenvalues {Ad and eigenvectors {ai = [af, a~, . .. ,ahr]t} are found, the
eigenmodes can then be constructed by (4.5). In particular, the eigenmodes are found
by recombination of the eigenvectors:
N
<I>i(X) = La~vn(x).
n=!
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(4.12)
Note that this development does not guarantee that the eigenmodes will be of unit
norm, i.e. normalization of the eigenvector is still required. The number of eigenmodes
determined is thus at most N, the number of snapshots. In the remainder, it will be
assumed that the eigenmodes have been so normalized.
The representation of the fluctuation v may then be found using the completeness
of the eigenmodes provided that N is sufficiently large. Completeness guarantees that,
at any fixed time t = nT, the function v(x, t) = vn(x) may be approximated by a linear
combination of eigenfunctions, in the form
N
vn(x) ~ 'L(vn(x), <I>i(X))<I>i(X).
i=l
(4.13)
In the above equation (vn(x), <I>i(X)) is the integral, over the spatial domain, of the
known snapshot and the (now) known spatial mode. Since, by definition, the amplitude
functions {A (t)} represent the temporal functions such that
N
V(X,t) ~ 'LAi(t)<I>i(X),
i=l
(4.14)
the temporal amplitudes {A} may thus be computed at the N time locations given by
the snapshots. Equation (4.14) represents the snapshot approximation to the general
POD representation (3.9). Specifically, by comparing (4.13) and (4.14),
n = 1, ... ,N (4.15)
The energy properties of the POD decomposition so developed make possible a
more general treatment of the temporal amplitude functions. It is often the case that
a relative few eigenmodes, say M « N, can be used to represent v in such a way that
some fraction, say 99%, of the energy is maintained.. The implication is then that
the dominant behavior of the flow can be modeled by a spectral representation of only
M terms. This" low-order model" can be developed by using the M eigenmodes in
a Galerkin procedure on the governing equations to produce M ordinary differential
20
equations for the amplitudes. Specifically, in the Galerkin process employing the spatial
modes, the solution for v is approximated by
M
V(X, t) ~L A(t)<Pi(X)
i=l
(4.16)
and substituted into the governing partial differential equations. By multiplying the
resulting equations by <I> j (x) and integrating over the spatial domain, the partial dif-
ferential equations become ordinary differential equations for the amplitudes, with co-
efficients determined by inner products of spatial eigenfunctions and their derivatives.
The amplitude equations may then be solved numerically, providing data for ampli-
tudes at times independent of the snapshot times. The ability to solve these Mode's
more easily than either the full governing partial differential equations, or the larger
number of ODEs necessary in a more general spectral expansion, is the principle re-
ward for the computational expense of the Snapshot POD method. For higher order
non-linear systems, these ODEs can then be analyzed to model the stability behavior
of the full system. This idea has been developed extensively in the literature [6]. The
validity of the low-order model developed by the POD Method of snapshots is an area
of obvious interest to the researcher interested in the utility of the method, but will not
be treated here. (N.B. This question seems deeply rooted in the validity of the ergodic
assumption, and is of significant complexity that it is beyond the scope of this work.)
It is also the ability to represent the solution in the low-order model which makes the
method appealing from the point of view of chaotic structures-the low dimensional
space defined by linear combinations of the POD eigenmodes is in some sense an at-
tractor for the system. In particular, the ability to describe the solution in the linear
space of a (small) finite number"of eigen modes is a significant improvement over a
similar span of more general functions like Fourier or Chebyshev polynomials. The
dynamics of the temporal amplitude equations as obtained by the Galerkin procedure,
and the application of POD to chaotic dynamics is treated extensively in the literature
~nd will not be developed here.
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The remainder of this work is concentrated on the relations between representations
via POD expansion and representations via other orthonormal functions. Specifically,
the POD expansion for a linear reaction-diffusion model is developed via snapshot ob-
tained by a standard Fourier series representation admitted by the model. Development
of the model and the Fourier series solution follows in the next chapter.
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Chapter 5
A Linearized Reaction-Diffusion
Model
5.1 Basic Model
Let a = a(x, t) and (3 = (3(x, t) represent the concentrations of two reactants, and
consider the general linear reaction-diffusion model given by
(5.1)
(5.2)
where the parameters K, and € are strictly positive. The initial and boundary conditions
are
oal 0(3\ - 0 (5.3)=
ox x=O ox x=O -
oal 0(3\ _ 0 (5.4)=
ox x=l ox x=l -
(3lt=o 0 (5.5)
alt=o C O::;x::;o (5.6)- o::;x::;l
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Equations (5.1) and (5.2) represent the linearization about fixed (constant) states of
an appropriate non-linear system. In this context, (l and {3 are the fluctuating con-
centrations about the equilibrium (constant) solution; negative values are permissible.
Similarly, conditions (5.3) and (5.4) correspond to impermeable boundaries, and the
condition (5.6) defines an initial perturbation to the concentration (l [8].
5.2 Analytical Solution I
Consistent with the boundary conditions, the system admits solutions of the form
(l, (3 ex 0 1 exp(qx) + O2 exp( -qx). (5.7)
Further, using the derivative conditions at x = 0, 0 1 = 02. From this result and the
boundary condition at x = 1, collecting real and imaginary parts gives
cos(Imq){exp(Req) - exp(- Req)} 0
sin(Imq){exp(Req) +exp(-Req)} = O.
Noting that (5.9) can be solved only for
Imq = j7f,
and thus from (5.8),
Req = O.
Then
(l, (3 ex cos(j7fX).
Seeking a separable solution implies that
(5.8)
(5.9)
(5.10)
(5.11)
(5.12)
[ ; ] = [ :: ] exp(AI) coo(j~x)
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j = 0,1,2, ... (5.13)
where W = [WI, W2]T is the eigenvector corresponding to the eigenvalue A.
Substituting a solution of the form (5.13) into the original system (5.1) and (5.2)
gives
or
AWl = (_Ej21r2 +m )WI + nW2
AW2 = wI + (-K.Ei1r2 + 1)w2.
(5.14)
(5.15)
For a non-trivial solution (i.e., W =1= 0), the determinant of the coefficient matrix
must be zero. Thus the value A= Aj is defined by
(5.17)
where
(5.18)
and
(5.19)
These equations then define both the stability of the linearized model, an idea to be
developed later, and the eigenvector W = Wj. Note that since (5.17) is quadratic in Aj,
there will be two eigenvalues (Aljand A2j) and two corresponding eigenvectors (wljand
W2j) for each j.
5.2.1 Distinct Eigenvalue Ter.ms
For distinct eigenvalues, Alj =1= A2j, it is necessary that
(5.20)
25
and thus
-1/;j + V7fJ; - 4¢j
2
-1/;j - V'---7fJ;-'--4¢-j
2
The corresponding eigenvectors are
. and
Finally, if (5.20) is satisfied, the general form of the term (5.13) is
(5.21)
(5.22)
(5.23)
(5.24)
(5.25)
where the eigenvectors and eigenvalues are defined in (5.21)-(5.24). The undetermined
coefficients Aj and Bj are determined by the initial conditions as discussed in §5.3.
5.2.2 Double Eigenvalue Case
The expression above in (5.25) is valid only for the distinct eigenvalue case (5.20). If
(5.26)
the derivation of the eigenvectors is more complicated. For the case of repeated roots,
solutions of the form exp(Ajt) and texp(Ajt) may be found. For simplicity of presen-
tation, this case is not presented in detail. The reader should see [2] for a detailed
26
treatment of this case.
5.3 Analytical Solution II-Application of Boundary Con-
ditions
Suppose that (5.20) holds for all j 2: O. Then returning to the relation for any single
term given by (5.18)-(5.25), the general solution is
(5.27)
As noted above, the specific values for Aj and Bj are determined by the initial condi-
tions, equations (5.5) and (5.6).
To begin, note that the analytical spatial eigenfunctions are orthogonal on the
spatial domain [0,1] in the sense that integrals of distinct functions vanish. This
orthogonality is in fact guaranteed for equations of the form of (5.1) and (5.2) by
Sturm-Louiville Theory. (The reader should see [1] for a more detailed treatment of
the theory). The orthogonality can be applied in the standard Sturm-Louiville method
to find the unknown coefficients. In particular, for k = 0
[
J01 a(x, O)dx ] 11
= {AOWlO + BOW20}dx,
J01(3(x, O)dx 0
or, using (5.5) and (5.6)
[
8 ] = [ AO(AlO - 1) + BO(A20 - 1) ] ,
o Ao+Bo
27
k=j=O
k = j = O.
(5.28)
(5.29)
For k = j =F 0, the situation is just slightly more complicated, and can be seen to be
Solving these sets of equations gives
8Ao = - Bo = --;:.===
V1/;5 - 4cPo
and
k = j =F O.
(5.30)
(5.31)
j = 1,2,3, ... (5.32)
since
j = 0,1,2, .... (5.33)
The final form of the solution for the system (5.1)-(5.6) is then given by
[
a(x, t) ] 00
= L{AjWlj exp(Aljt) +BjW2j exp(A2jt)} cos(j7rx)
(3(x,t) j=O
with the quantities replaced by the expressions developed above.
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(5.34)
Chapter 6
Stability of the Analytical
Solution
Returning now to the analytical solution given by (5.25), note that the terms of the
form exp(At) determine the behavior of the solution as t ~ 00. If Re(A) < °for all
eigenvalues >., these exponential terms decay to zero in the limit, and the solution
is said to be asymptotically stable. In contrast, if Re(A) > °any exponential grows
without bound, the solution is unstable. States which are neither asymptotically stable
nor truly unstable may exist. These regions neutral stability, or bifurcations, define
the stability boundary as a path in the space of the model parameters. In general
practice, the stability regions and bifurcation paths are determined numerically. This
is especially true for nonlinear problems. For the linear model developed in chapter 5,
the stability regions and bifurcation relations may be determined explicitly from the
series form of the solution.
6.1 General Stability
For asymptotic stability, it is necessary that
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j = 0,1,2, ... (6.1)
so that
[
a(x, t) ]
---t 0,
(3(x,t)
t ---t 00. (6.2)
Noting the form of the eigenvalues in (5.21) and (5.22), consider the quantity
If cPj < 0, then
(6.3)
(6.4)
Hence both eigenvalues are real with (5.21) or (5.22) positive depending on the sign of
'ljJj' This then leads to instability, implying
j = 0,1,2, ... (6.5)
as a necessary condition for asymptotic stability. For cPj > 0, two cases must be
considered. If (6.3) is negative, then
(6.6)
On the other hand, if (6.3) is positive, so that 'l/J] > 'l/J] - 4</>j > 0, then the eigenvalues
are again real and
(6.7)
Thus, to satisfy both (6.6) and (6.7), a necessary condition is
j = 0,1,2, ... (6.8)
(Recall that if (6.3) vanishes, the given representation fails; this is the double eigenvalue
case not dealt with here.)
For the solution to be asymptotically stable, the inequalities (6.5) and (6.8) must
be satisfied for all j, Le., for each pair of eigenvalues, or eigenpair. Unstable solutions
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exist if these inequalities fail strictly, in the sense that there exists an integer j 2: 0
with cPj < 0 or 'l/Jj < O. If the requirements (6.5) and (6.8) fail by equality for some j,
but are valid for all other j, the solution is neither stable nor unstable. These neutral
cases, or bifurcations are defined by Re(A) = 0 [3].
A Hopf Bifurcation occurs if at least one eigenvalue pair, or eigenpair, is purely
imaginary, and other pairs have negative real parts. In particular, it is necessary that
there exist (at least one) j = je such that
'l/Jj 0 j =je,
'l/Jj > 0 j =I je,
cPj > 0 all j.
(6.9)
The asymptotic behavior at the Hopf bifurcation is then defined by
t -t 00. (6.10)
Because the critical eigenpair is purely imaginary, a Hopf bifurcation is characterized
by temporal oscillation about the spatial state associated with j = je.
A second bifurcation will occur if one eigenvalue becomes zero, but all others main-
tain negative real part. That is, there must exist (at least one) j = je such that
cPj 0 j = je, (6.11)
cPj > 0 j =I je,
'l/Jj > 0 all j.
Then
Aljc = 0, (6.12)
A2jc = ~'l/Jj,
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and
t --t 00, (6.13)
a purely spatial distribution. In this case, called a Turing Bifurcation, all dependence
on time diminishes, and the asYmptotic state is dominated by the spatial eigenfunction
of the critical eigenvalue.
6.2 Parameter-Stability Relations
The general stability conditions (6.5) and (6.8), as well as the bifurcation conditions
(6.9) and (6.11), can be made more specific with regard to the model parameters m, n,~,
and E. In particular, the ¢ and 'IjJ equations (5.19) and (5.18), may be used to classify
the stability of solutions based on particular regions of the parameter space.
The parameter relationship implied by (6.5) is determined completely by the loca-
tion of the roots of (5.19). For discussion purposes, consider the function ¢ obtain by
replacing the integer j2 with the real number x in (5.19). Then
A.( )-_ 42 ( _ ~m+1)2 _ (Km+1)2 _
'I' X - 7f E K X 2 2 4 +m n,
7f E~ ~
and the stability requirement (6.5) is equivalent to
(6.14)
¢(x) > 0 x E {j2 : j = 0,1,2,3, ...}. (6.15)
It is important to note that this stability condition does not require that ¢ be identically
positive. In other words, the existence of negative values for ¢ does not imply that the
stability requirement (6.5), or equivalently (6.15), will fail.
To explore this statement more fully, consider the possible parabolic geometries
illustrated in figures (6-1)-(6-5) below.
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o 1 4 x 9
Figure 6-1: ¢(x) = 0 has only complex roots.
Figure 6-2: ¢(x) = 0 has distinct, negative, real roots.
Figure 6-3: ¢(x) = 0 has a negative real double root
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o 1 9
Figure 6-4: ¢(x) = 0 has distinct, positive, real roots
9
Figure 6-5: ¢(x) = 0 has a positive real double root.
The general shape of the parabola is always as shown, since the leading coefficient
in (6.14) is always positive. Note that non-positive function values exist only when
real roots exists. Further, even if non-positive values do exist, (6.5) remains valid
provided the roots are negative or strictly between consecutive members of the set
{j2 : j = 0,1,2,3, ...}. Thus (6.5) holds for the particular figures shown.
The parameter relations implied by (6.5) can be developed by examining the roots
of the equation ¢(x) = 0 in more detail. Let x_ and x+ denote the roots of the
equation. As indicated in fig. (6-1), if x_ and x+ are complex, then ¢(x) > 0 for all
real x, so that (6.5) is satisfied.. In the case of real roots, the situation is slightly more
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complicated. For real roots x_ :::; x+, e.g., figs. (6-2)-(6-5),
c/>(x) > 0 on (-oo,x_) U (x+,+oo),
c/>(x) :::; 0 on [x_,x+].
Thus to satisfy (6.5) the additional condition
{j2 : j = 0,1,2,3, ...} n [x_, x+] = 0.
(6.16)
(6.17)
is required. The specific parametric relations necessary for (6.5) are determined by
the coefficients in (6.14), and are given in section §6.2.1. (The relations come from a
straight forward consideration of the roots and are developed fully in Appendix A.)
The development for (6.8) is more direct. Replacing j2 by x in (5.18), the general
function 'ljJ is defined by
'ljJ(x) = 1:7[2(1 + K,)x - 1 - m. (6.18)
The equation 'ljJ(x) = 0 has a single real root, denoted by x = x*. It is obvious that
'ljJ(x) < 0
'ljJ(x) > 0
(6.19)
(6.20)
since the leading coefficient is again positive. Thus to guarantee (6.8), Le.,
'ljJ(x) > 0 x E {j2 : j = 0,1,2,3, ...} (6.21)
it is necessary and sufficient that x* < 0, Le., m < -1.
The roots of the equations ¢(x) = 0 and 'ljJ(x) = 0 may be used to describe the
regions of stability and bifurcation, as well as the bifurcation regions. The specific
relations are given below.
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6.2.1 Asymptotically Stable Solution
To meet both stability conditions (6.5) and (6.8) simultaneously, and thus determine
an asymptotically stable solution, it is necessary that the parameters satisfy one of the
following cases:
(AS1) 1jJ(x) has a negative root, and ¢(x) has no real roots;
(Km + 1)2
n < m - 4K < m < -1.
(AS2) 1jJ(x) has a negative root, and ¢(x) has only negative real roots;
(Km + 1)2
m- <n<m<-l4K - ,
1K>--
m
(AS3) 1jJ(x) has a negative root, and ¢(x) has only positive real roots;
(Km +1)2
m- <n<m<-l4K - ,
1K<--.
m
Further, there must exist a non-negative integer k such that
(6.22)
(6.23)
(6.24)
(6.25)
(6.26)
(6.27)
to ensures that (6.17), and thus (6.5), is satisfied. The parameter E is significant
in this case; both the length of the interval [x_, x+] , given by
and its midpoint location,
J(Km +1)2 - 4K(m - n)
1r2 EK
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(6.28)
(6.29)
depend inversely on the size of E.
6.2.2 Unstable Solutions
In contrast, the solution will be unstable if either of (6.5) or (6.8) fails strictly, in the
sense that ¢(x) < 0 or 'ljJ(x) < 0 for some x E {j2 : j = 0,1,2,3, ...}. The possibilities
are given by the following.
(U1) 'ljJ(x) has a positive root;
m> -1.
Here (6.8) fails strictly, since (at least) 'ljJ(0) < O.
(6.30)
(U2) 'ljJ(x) has a negative root, ¢(x) has distinct real roots, x_ < x+, and exists a
non-negative integer k such that
(6.31)
Here ¢(k2) < 0 so that (6.5) fails strictly. Note that two subcases exist:
n>m
gives roots of opposite sign, so that k = 0; or,
(Km+ 1)2
m- <n<m<-14K '
1K<--
m
(6.32)
(6.33)
where two distinct positive roots exist. Note that m < -1 has been assumed for
this case.
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6.2.3 Hopf Bifurcations
If the Hopf bifurcation requirements (6.9) are to be satisfied, the critical index is defined
by
jc = 0,
m = -1.
In particular, 'IjJ(0) = 0, so that
),10 J -¢(o) = VI +n,
),20 = -J-4>(0) = -VI +n.
For the eigenpair to be imaginary, it is necessary that
n <-1.
(6.34)
(6.35)
(6.36)
(6.37)
(6.38)
However, it is still necessary that every other eigenpair satisfy both (6.5) and (6.8). For
j =1= 0, relation (6.8) is guaranteed by the increasing nature of 'IjJ. To satisfy (6.5), the
conditions (Al)-(A3) must be modified to account for (6.35) and (6.38). In particular
the conditions become the following.
(HI) 'IjJ(0) = 0, and ¢(x) has complex roots;
m=-I,
. (K-l)2
n < -1 - 4K < -1.
(H2) 'IjJ(0) = 0, and ¢(x) has only negative real roots;
m=-I,
-(K+l? < 1n<-4K; - ,
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(6.39)
(6.40)
(6.41)
(6.42)
1<K.
(H3) 'IjJ(0) = 0, and ¢(x) has only positive real roots;
m=-l,
-(1):+1)2 < 1
41>: - n < - ,
1>:<1.
Further, there must exist a non-negative integer k such that
(6.43)
(6.44)
(6.45)
(6.46)
As in the asymptotically stable case, the final requirement in (H3) ensures that (6.5)
is valid for the case.
Thus the Hopf bifurcation is determined by the condition m = -1 and a I>: - n
relationship satisfying one of (H1)-(H3). Note that the complex eigenpair for j = jc = 0
is guaranteed by the condition n < -1 = m. Further, since jc = 0, the asymptotic
limit (6.10) is a spatially uniform temporal oscillation; the spatial variation vanishes.
.6.2.4 Turing Bifurcations
Consider again the Turing criteria defined by (6.11). Note that (6.8) is guaranteed if
m > -1, is enforced. The relationships between the roots of (6.14) developed above
determine the validity of the remaining conditions. In particular, the requirement that
¢(x) = 0 for some x E {j2 : j = 0,1,2,3, ...} (6.47a)
implies (6.17) must be modified to
{j2 : j = 0,1,2,3, ...} n (x_, x+) = 0
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(6.48)
but
·2 ·2x_ = Jel or x+ = Je2'
Here jc1 and je2 are non-negative integers, not necessarily distinct.
For a Turing bifurcation to exist, one of the following cases must apply.
(Tl) 'ljJ(x) has a negative root, and ¢(x) has distinct real roots x_ < x+ = 0;
(Km + 1)2
m- <n=m<-14K '
1K>--
m
Here, as noted,
x+ =0,
Km+1
x_ = 2 < O.
1f EK
This gives a Turing bifurcation with jc = O.
(6.49)
(6.50)
(6.51)
(6.52)
(T2) 'ljJ(x) has a negative root, and ¢(x) has distinct real roots 0 = x_ < x+ ~ 1;
Here
(Km+ 1)2
m- <n=m<-14K '
1 1
---,,- < K < --
m -1f2E - m
x_ = 0,
Km+1
x+ = 2 ~ 1.
1f EK
(6.53)
(6.54)
(6.55)
This gives a second Turing bifurcation with je = O. Note that x+ = 1 actually
implies that the bifurcation is defined by a linear combination of two spatial
modes, the j = 0 and j = 1 modes.
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(T3) 'ljJ(x) has a negative root, and ¢(x) has a double root x+ = x_ = j~ for some
non-negative integer jei
(Km+ 1)2
n=m- <m<-14K '
Km + 1 = j~(27r2€K).
(6.56)
(6.57)
(T4) 'ljJ(x) has a negative root, and ¢(x) has distinct positive real roots, 0 < x_ < x+;
(Km + 1)2
m- <n<m<-14K '
1K<--
m'
with the additional requirement that
·2 ( . 1)2Je < x_ < x+ = Je +
or
·2 ( . 1)2Je = x_ < x+ < Je +
for some non-negative integer je.
(6.58)
(6.59)
(6.60)
(6.61)
Note that (T2) and (T4) allow for the possibility of a multiple Turing bifurcation, for
which more that one spatial mode exhibits Turing behavior. In fact (T2) is a special
case of (T4).
6.2.5 A Mixed Bifurcation
A mixed Hopf-Turing bifurcation is possible provided the critical index for the Turing
bifurcation is nonzero. (Recall that the solution (5.34) is valid provided that the quan:
tity 'ljJ; - 4¢j does not vanish for integer j.) The bifurcation which results is mixed in
the sense that the solution will tend to a linear combination of a temporal oscillation
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and a spatial distribution. In particular, a mixed bifurcation will occur provided
'ljJo = 0, (6.62)
'ljJj > 0 j=l=0 (6.63)
¢jc = 0 je =1= 0 (6.64)
¢j > 0 j =1= je (6.65)
where je is a positive integer and j ranges over non-negative integers. It follows from
(T3) and (T4) that two special mixed cases are possible. They are
(M1) 'IjJ(0) = 0, and ¢(x) has a double root x+ = x_ = j; for some non-negative
integer je;
( I\, 1)2
n = -1- - < -1 = m41\, ,
-I\, + 1 = j;(27r2€1\,).
(M2) 'IjJ(O) = 0, and ¢(x) has distinct positive real roots, 0 < x_ < x+;
(1\,-1)2
-1- <n<-l=m41\, ,
I\, < 1,
with the additional requirement that
·2 ( . 1)2Je < x_ < x+ = Je +
or
·2 ( . 1)2Je = x_ < x+ < Je +
(6.66)
(6.67)
(6.68)
(6.69)
(6.70)
(6.71)
These cases provides a Ropf bifurcation at j = 0 and a 'lUring bifurcation at j = je.
The parameter-relations defined above completely determine the stability of the
solutions of the linearized model for given parameter values. It is important to note
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that the parameters m, n, K,and E, taken in the model to be simple constants, are in
practice determined by physical parameters in the flow. Specifically, they may depend
on e.g. the Reynolds number or other dimensionless parameters. As such, they may
be subject to perturbation as the flow develops. The immediate implication is that
the neutral stability regions are difficult to observe in practice. Because the bifurcation
paths depend on specific parameter equalities, any slight perturbation to the parameters
is likely to drive the solution off the bifurcation path and into a stable or unstable
regime. In these situations, non-linear effects (neglected in the model considered here)
determine the end states. Recalling that the linear model is derived by considering
an expansion about an equilibrium (constant) state, unstable regions indicate that
transition to some other equilibrium state is likely. The neutral stability paths mark
the boundaries between the stable and unstable regions. For the general linear model
considered here, the parameters can be held constant, so that these bifurcations may
be explored in detail. In particular, the snapshot POD method may be applied to
numerical solutions for each of the three bifurcations developed above. The results of
this investigation are presented in the next chapter.
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Chapter 7
Numerical Investigation of the
Bifurcations of the Linear Model
7.1 General Approach
Snapshot POD Methodology has been applied to each type of bifurcation problem
discussed above, using the procedure developed in §4. It is implemented numerically via
FORTRAN using double precision arithmetic. Details of the implementation are given
below. (The exact code is available through Office of the Department of Mechanical
Engineering and Mechanics.)
To illustrate the numerical procedure, consider the method for determining the
(snapshot) POD representation for a = a(x, t). First a full representation u(x, t) =
a(x, t) is generated using the Fourier series form (5.34). The solution is generated as
an M x N matrix of double precision reals. M represents the size of the partition of the
spatial domain [0,1] and N represents the number of snapshots. That is, each row of
the matrix corresponds to the solution values over N uniform timesteps at a particular
spatial location, and each column corresponds to the solution values over M regularly
spaced points in the spatial domain at a fixed time. The number of Fourier terms kept
in the solution is varied between 10, 25 and 100 for each case. Next, the time average
is calculated at each spatial location, i.e., along each row. This spatial function is then
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removed from the full solution to obtain the fluctuating part v(x, t) of the process. The
fluctuating part is thus known numerically over the grid used in generating the full
solution.
Once v is determined numerically, the Autocovariance matrix C is computed.
The coefficients in (4.8) are calculated by numerical integration using Simpson's i
Rule. Once the matrix is determined, the IMSL subroutine DEVCSF is used to ob-
tain the eigenvalues {.Ail and eigenvectors {ai = [ai, a~,. ", ak]t}. The eigenmodes
{ <Pi (x) = L~=l a~vn(x)} are then calculated as numerical functions, so that the value
of the eigenmode <.Pi is known at each of the M original spatial locations. Note that
vn(x) is the nth snapshot as developed above.
Once the spatial eigenmodes are obtained, the inner-products (<Pi, <Pj) are calculated
to verify orthogonality. The integrals are again computed via numerical integration
using Simpson's ~ Rule. It should be noted that the eigenmodes are not generally of
unit norm, i.e., (<Pi, <Pi) #- 1, so that normalization is performed. In particular each <Pi
must be divided by its norm, II<pili = J(<Pi, <Pi), so that the set of eigenmodes is in fact
orthonormal. To avoid errors introduced by normalization (i.e., division by very small
quantities) only eigenmodes with initial norm greater than 10-7 are carried into the
next part of the development. The choice of 10-7 is not unique, but as will be seen,
the resulting set is still sufficiently large to represent the mean-square time average
behavior of the solution.
Once the eigenmodes are normalized, the temporal amplitude functions {Ai} are
determined by the inner product relation (4.15). As in the previous cases, the inte-
gration is performed numerically using Simpson's Rule. This is the final stage in the
numerical work, as the POD representation given by (4.12) is completely determined.
However, the number of eigenmodes used in the representation is in fact much smaller
than N. In fact, in the numerical treatment of the model developed here, at most 5
eigenmodes are required to represent the solutions (in an energy sense).
Specifically, from an energy point of view, the solution may be modelled with fewer
than five eigenmodes in each case considered. This is a fundamental characteristic of
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the POD representations, and the reason the method is appealing in the development
of low-order models. However, even though the representation is optimal in the energy
sense, it may fail to represent accurately some physically important but low energy
behaviors present in the full solution. That is, although extremely low-order (even 1
term) POD representations may contain as much as 97% of the total energy of the ob-
servation, the higher order terms may be required to accurately represent the solution.
From this point of view, the Q solution is more interesting due to the discontinuous
nature of the initial condition (5.6). The dramatic behavior near the discontinuity is
poorly described by the leading mode, and the other modes are required for reason,
only the Q results are shown. In contrast the f3 solution is more well behaved, and
the POD model which results is of lower order than the corresponding Q case. The
numerical work presented below deal solely with the Q solution for this reason.
7.2 A Hopf Bifurcation
The parameters for the model are:
8 0.5
m -1
E 0.1
K, 0.04
n = -6.5
(7.1)
(7.2)
(7.3)
(7.4)
(7.5)
For these choices, the model identifies a type (H3) Hopf bifurcation. The predicted
limiting functions, for large tare:
Q(X, t) -t 0.50000cos(2.3452t) - 0.2132 sin(2.3452t) ,
f3(x, t) -t 0.21320sin(2.3452t).
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(7.6)
(7.7)
The case presented involves calculation over a time interval P = 2.6782. This time
scale corresponds to approximately one period of the dominant Fourier mode above.
The spatia-temporal grid used to generate the series representation is a 61 x 61 point
regularly spaced matrix. The x-step size is b..x = 0.16667, and the time step size is b..t =
0.044637. The Case was run for a 10, 25, and 100 term Fourier series representation.
The energies associated with the Fourier Representations and the alpha eigenfunc-
tions are given in tables 7.1,7.2, and 7.3. The energy is computed via integration of
the definition (3.13) and by summation of the eigenvalues (3.16). As the tables show,
there is a discrepancy between the two values. It is unlikely that the difference is due
to integration problems-the computation was performed on much finer grids and the
calculation converged to the given value. Rather, the difference is due to the sensitivity
of the coefficient matrix and the eigenvalue/eigenvector calculation. In particular, the
assumption that the snapshots are uncorrelated seems especially dubious given the pe-
riodic nature of the solution. The extent to which this effects the POD representation
is an area for further consideration. It would seem however that there is a balance
between the resolution of the temporal domain by snapshots and the ability to sat-
isfy the requirement that the snapshots be uncorrelated in time. None the less, the
empirical modes determined by the POD method to accurately represent the solution
with relatively few terms. For the Hopf bifurcation, no more than five POD modes are
required to describe the system from an energy point of view.
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Total Energy: Integration (3.13) POD (3.16)
Elnt = 0.18687 2: Ai = 0.19358
Ai Ei = Ad 2: Ai 2: Ei
1.8837 X 10-1 0.97310 0.97310
4.8912 x 10-3 2.5167 X 10-2 0.99836
2.9337 x 10-4 1.5155 X 10-3 0.99988
2.3061 x 10-5 1.1913 X 10-4 1.0000
Table 7.1: Eigenvalues and Mode Energies for the Hopf Bifurcation. 10 Fourier Term
Construction
Total Energy: Integration (3.13) POD (3.16)
Elnt = 0.18691 2: Ai = 0.19368
Ai Ei = Ad 2: Ai 2: Ei
1.8838 X 10-1 0.97261 0.97261
4.9158 x 10-3 2.5381 X 10-2 0.99799
3.5492 x 10-4 1.8325 X 10-3 0.99982
3.4179 x 10-5 1.7647 X 10-4 0.99999
9.9124 x 10-7 5.1178 X 10-6 1.0000
Table 7.2: Eigenvalues and Mode Energy associated with the Hopf Bifurcation. 25
Fourier Terms.
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Total Energy: Integration (3.13) POD(3.16)
Elnt = 0.18691 l: Ai = 0.19370
Ai Ei = Adl:Ai l:Ei
1.8838 X 10-1 0.97251 0.97251
4.9218 x 10-3 2.5409 X 10-2 0.99792
3.6693 x 10-4 1.8943 X 10-3 0.99981
3.5576 x 10-5 1.8366 X 10-4 0.99999
1.0184 x 10-6 5.2573 X 10-6 1.0000
Table 7.3: Eigenvalues and Mode Energy associated with the Ropf Bifurcation. 100
Fourier Terms.
The Solutions used to generate the POD eigenfunctions in each case, as well as
the particular POD representations can be viewed as a surface over the space time
plane. These surfaces are shown in 7-1 through 7-19. Note that for the 10 and 25 term
Fourier terms, the so-called Gibb's phenomenon may be observed in the solutions [4].
The Gibb's phenomenon describes the obvious oscillatory nature of the Fourier solution
near the discontinuity at t=O. Note that location of the discontinuity is x = 8 = 0.5
for this case. It is obvious that the single term POD representations describe the large
energy character, figs. 7-3, 7-9 and 7-16. The higher clearly influence the solution
noticeably in local regions near the discontinuity but have little effect outside of a very
local temporal zone. This is particularly clear when the eigenmodes and amplitudes
are considered directly (see below). Note that the Gibb's phenomenon is introduced
into the POD representation via the integration in the computation of the amplitude
functions. The actual Fourier Series representation is shown in the "Full Solution"
surfaces, while the fluctuating part, that is the full series minus the spatial time average
function, which follows, is used for the comparisons.
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Figure 7-1: The full analytical alpha solution for the Hopf case using 10 Fourier terms.
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Figure 7-2: The fluctuating part of the alpha analytical solution for the 10 Fourier term
representation.
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Figure 7-3: The one term POD representation for the fluctuating part of alpha, for the
Hopf case with 10 Fourier term representation.
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Figure 7-4: The two term POD representation for the fluctuating part of alpha, for the
Hopf case with 10 Fourier term representation.
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Figure 7-5: The three term POD representation for the fluctuating part of alpha, for
the Hopf case with 10 Fourier term representation.
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Figure 7T6: The four term POD representation for the fluctuating part of alpha, for
the Hopf case with 10 Fourier term representation.
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Figure 7-7: The full analytical alpha solution for the Hopf case using 25 Fourier terms.
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Figure 7-8: The fluctuating part of the alpha analytical solution for the 25 Fourier term
representation.
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Figure 7-9: The one term POD representation for the fluctuating part of alpha, for the
Hopf case with 25 Fourier term representation.
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Figure 7-10: The two term POD representation for the fluctuating part of alpha, for
the Hopf case with 25 Fourier term representation.
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Figure 7-11: The three term POD representation for the fluctuating part of alpha, for
the Hopf case with 25 Fourier term representation.
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Figure 7-12: The four term POD representation for the fluctuating part of alpha, for
the Hopf case with 25 Fourier term representation.
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Figure 7-13: The five term POD representation for the fluctuating part of alpha, for
the Hopf case with 25 Fourier term representation.
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Figure 7-14: The full analytical alpha solution for the Hopf case using 100 Fourier
terms.
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Figure 7-15: The fluctuating part of the alpha analytical solution for the 100 Fourier
term representation.
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Figure 7-16: The one term POD representation for the fluctuating part of alpha, for
the Hopf case with 100 Fourier term representation.
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Figure 7-17: The two term POD representation for the fluctuating part of alpha, for
the Hopf case with 100 Fourier term representation.
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Figure 7-18: The three term POD representation for the fluctuating part of alpha, for
the Hopf case with 100 Fourier term representation.
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Figure 7-19: The four term POD representation for the fluctuating part of alpha, for
the Hopf case with 100 Fourier term representation.
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Figure 7-20: The five term POD representation for the fluctuating part of alpha, for
the Hopf case with 100 Fourier term representation.
As noted above, the energy effects are particularly noticeable in the spatial modes
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and amplitudes themselves. These functions are shown in figures 7-21 through 7-48.
The plots are presented as mode/amplitude pairs for each case. Note that the first
eigenmode, figs. 7-21, 7-29, and 7-39, are nearly identical and have modest oscillation
about 1. Further, corresponding amplitude is a sine wave. In contrast, the higher
modes oscillate about zero, and have much larger spatial oscillations (due to the nor-
malization, the strong oscillations are required). The amplitudes clearly tend to zero
for these higher modes, especially modes 3 and 4 which have very little energy. In
this case, note that the discontinuity clearly has a strong effect on the higher modes,
which show the discontinuity near x = 0.5. Finally, note that in comparing the 10 and
25 Fourier term cases, the Gibbs effect seems to have strong influence on the higher
modes as well. In contrast, the 100 term case appears much smoother.
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Figure 7-21: The first eigenmode, <1>1, for the Hopf (10 term Fourier Series) case.
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Figure 7-22: The temporal amplitude, AI,for the first spatial mode, <PI, for the Hopf
case (10 term Fourier representation).
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Figure 7-23: The second eigenmode, <P2, for the Hopf (10 term Fourier Series) case.
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Figure 7-24: The temporal amplitude, A2, for the second spatial mode, ~2, for the
Hopf case (10 term Fourier representation).
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Figure 7-25: The Third eigenmode, ~3, for the Hopf (10 term Fourier Series) case.
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Figure 7-26: The temporal amplitude, A3, for the third spatial mode, <1>3, for the Ropf
case (10 term Fourier representation).
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Figure 7-27: The Fourth eigenmode, <1>4, for the Ropf (10 term Fourier Series) case.
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Figure 7-28: The temporal amplitude, At, for the fourth spatial mode, <1>4, for the Hopf
case (10 term Fourier representation).
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Figure 7-29: The first eigenmode, <1>1, for the Hopf (25 term Fourier Series) case.
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Figure 7-30: The temporal amplitude, AI,for the first spatial mode, <.PI, for the Hopf
case (25 term Fourier representation).
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Figure 7-31: The second eigenmode, <.P2, for the Hopf (25 term Fourier Series) case.
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Figure 7-32: The temporal amplitude, A2, for the second spatial mode, cI>2, for the
Hopf case (25 term Fourier representation).
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Figure 7-33: The Third eigenmode, cI>3, for the Hopf (25 term Fourier Series) case.
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Figure 7-34: The temporal amplitude, A3 , for the third spatial mode, <1>3, for the Hopf
case (25 term Fourier representation).
2. 50 -,-----------------,
'Of' 1. 25
s::
0
-.-I
+J
U
s:: 0.00
;:j
f%.l
s::
(l)
t1I
-.-I
-1. 25~
- 2 . 50 -!---r---.--..----,;---,----r---.---l
0.00 0.25 0.50 0.75 1. 00
Figure 7-35: The Fourth eigenmode, <1>4, for the Hopf (25 term Fourier Series) case.
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Figure 7-36: The temporal amplitude, ~, for the fourth spatial mode, <1>4, for the Hopf
case (25 term Fourier representation).
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Figure 7-37: The Fifth eigenmode, <1>5, for the Hopf (25 term Fourier Series) case.
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Figure 7-38: The temporal amplitude, A5 , for the fifth spatial mode, <1>5, for the Hopf
case (25 term Fourier representation).
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Figure 7-39: The first eigenmode, <1>1, for the Hopf (100 term Fourier Series) case.
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Figure 7-40: The temporal amplitude, Ador the first spatial mode, q>1, for the Hopf
case (100 term Fourier representation).
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Figure 7-41: The second eigenmode, q>2, for the Hopf (100 term Fourier Series) case.
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Figure 7-42: The temporal amplitude, A2, for the second spatial mode, <1>2, for the
Hopf case (100 term Fourier representation).
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Figure 7-43: The Third eigenmode, <1>3, for the Hopf (100 term Fourier Series) case.
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Figure 7-44: The temporal amplitude, A3, for the third spatial mode, <P3, for the Hopf
case (100 term Fourier representation).
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Figure 7-45: The Fourth eigenmode, <P4, for the Hopf (100 term Fourier Series) case.
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Figure 7-46: The temporal amplitude, At, for the fourth spatial mode, <P4, for the Hopf
case (100 term Fourier representation).
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Figure 7-47: The Fifth eigenmode, <Ps, for the Hopf (100 term Fourier Series) case.
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Figure 7-48: The temporal amplitude, As, for the fifth spatial mode, ~s, for the Hopf
case (100 term Fourier representation).
To illustrate more clearly the nature of the POD reconstruction, figures 7-49 through
7-54 show a sections of the surfaces above at lines of constant t. In particular, the 100
term Fourier solution is plotted with the 10, 25 and 100 term POD reconstructions
for 1 and 4 modes. Note that the three POD cases are nearly indistinguishable, and
appear in the plots as a single broken line. The exception is at t = 0, fig. 7-52, where
the Gibb's phenomenon is clearly present in all the representation. As expected the
1-mode representation is sufficient for representing the macroscopic behavior for the
solution, while the 4 mode representations are identical to the 100 term solution (to
the scale of the plots) except as noted above.
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Figure 7-49: The 100 term Fourier Series representation for the fluctuating part of
a compared to the 1 term POD representation developed from 10, 25 and 100 term
Fourier series. Here t = O.
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Figure 7-50: The 100 term Fourier Series representation for the fluctuating part of
a compared to the 1 term POD representation developed from 10,25 and 100 term
Fourier series. Here t = 1.4730.
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Figure 7-51: The 100 term Fourier Series representation for the fluctuating part of
a compared to the 1 term POD representation developed from 10,25 and 100 term
Fourier series. Here t = P = 2.6782.
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Figure 7-52: The 100 term Fourier Series representation for the fluctuating part of
a compared to the 4 term POD representation developed from 10,25 and 100 term
Fourier series. Here t = O.
78
-0.0 -r--------....,
-0.2-
III
.c
0. -0.4-
.-i
III
-0.6-
-0.8-1-"""'---'1---'---'1-""---'1-,...--1
0.00 0.25 0.50 0.75 1.00
x
-100 Term E'S
...... 10 Term E'S--4 Mode POD
- - - 25 Term E'S--4 Mode POD
- - 100 Term E'S--4 Mode POD
Figure 7-53: The 100 term Fourier Series representation for the fluctuating part of
a compared to the 4 term POD representation developed from 10,25 and 100 term
Fourier series. Here t = 1.4730.
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Figure 7-54: The 100 term Fourier Series representation for the fluctuating part of
a compared to the 4 term POD representation developed from 10,25 and 100 term
Fourier series. Here t = P = 2.6782.
7.3 A Turing Bifurcation
The parameters for the model are:
8 0.5
m -1.5
E 0.050661 ~ 2~2
Ii 0.4
n = -1.6
(7.8)
(7.9)
(7.10)
(7.11)
(7.12)
For these choices, the model identifies a type (T3) Turing bifurcation. Here the critical
Fourier mode is jc = 1. The predicted limiting functions, for large tare:
a(x,t) ~ 0.42441cos(7fx)
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(7.13)
(3(X,t) --+ 0.53052cos(7rx). (7.14)
The case presented involves calculation over a time interval P = 5.0. The spa-
tial/temporal grid used to generate the series representation is again a 61 x 61 point
regularly spaced matrix. The x-step size is ~x = 0.16667, and the time step size
is ~t = 0.083333 The case was also run for a 10, 25, and 100 term Fourier series
representation.
The energies associated with the Fourier Representations and the alpha eigenfunc-
tions are given in tables 7.4,7.5, and 7.6. Again the discrepancy between the integration
and POD energies exist. Note that for this case four modes again completely describe
the energy of the flow.
Total Energy: Integration (3.13) POD (3.16)
Elnt = 0.14681 2: Ai = 0.15827
Ai Ei = Ai/2: Ai 2:Ei
1.5628 X 10-1 0.98742 0.98742
1.7802 x 10-3 1.1248 X 10-2 0.99866
1.9541 x 10-4 1.2347 X 10-3 0.99990
1.5649 x 10-5 9.8877 X 10-5 1.0000
Table 7.4: Eigenvalues and Mode Energies for the Turing Bifurcation. 10 Fourier Term
Construction
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Total Energy: Integration (3.13) POD (3.16)
Elnt = 0.14685 L Ai = 0.15837
Ai Ei = AdLAi LEi
1.5629 X 10-1 0.9687 0.98687
1.8124 x 10-3 1.1444 X 10-2 0.99831
2.4384 x 10-4 1.5397 X 10-3 0.99985
2.3173 x 10-5 1.46321 X 10-4 1.0000
Table 7.5: Eigenvalues and Mode Energy associated with the Turing Bifurcation. 25
Fourier Terms.
Total Energy: Integration (3.13) POD(3.16)
Elnt = 0.14685 L Ai = 0.15839
Ai Ei = AdLAi LEi
1.5629 X 10-1 0.98676 0.98676
1.8196 x 10-3 1.1488 X 10-2 0.99825
2.5289 x 10-4 1.5966 X 10-3 0.99984
2.4054 x 10-5 1.5187 X 10-4 1.0000
Table 7.6: Eigenvalues and Mode Energy associated with the Turing Bifurcation. 100
Fourier Terms.
The surface visualizations are given in the figures 7-55 through 7-72. As in the
Hopf case, the Gibbs phenomenon is present near the discontinuity and the 1-mode
representations due poorly near t = O. Note that the solution does decay to a spatial
variation as predicted by the dominant Fourier terms. This is particularly clear in the
amplitude functions below.
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Figure 7-55: The full analytical alpha solution for the 'lUring case using 10 Fourier
terms.
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Figure 7-56: The fluctuating part of the alpha analytical solution for the 10 Fourier
term representation. 'lUring Case.
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Figure 7-57: The one term POD representation for the fluctuating part of alpha, for
the Turing case with 10 Fourier term representation.
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Figure 7-58: The two term POD representation for the fluctuating part of alpha, for
the Turing case with 10 Fourier term representation.
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Figure 7-59: The three term POD representation for the fluctuating part of alpha, for
the Thring case with 10 Fourier term representation.
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Figure 7-60: The four term POD representation for the fluctuating part of alpha, for
the Turing case with 10 Fourier term representation.
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Figure 7-61: The full analytical alpha solution for the Thring case using 25 Fourier
terms.
1.50
1.25
, 1.00
0.75
0.50 alphav
- 0.25
0.00
-0.25
··0.0
5.0 ··1.0
Figure 7-62: The fluctuating part of the alpha analytical solution for the 25 Fourier
term representation.
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Figure 7-63: The one term POD representation for the fluctuating part of alpha, for
the Turing case with 25 Fourier term representation.
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Figure 7-64: The two term POD representation for the fluctuating part of alpha, for
the Turing case with 25 Fourier term representation.
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Figure 7-65: The three term POD representation for the fluctuating part of alpha, for
the Thring case with 25 Fourier term representation.
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Figure 7-66: The four term POD representation for the fluctuating part of alpha, for
the Thring case with 25 Fourier term representation.
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Figure 7-90: The temporal amplitude, AI,for the first spatial mode, <PI, for the Turing
case (100 term Fourier representation).
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Figure 7-91: The second eigenmode, <P2, for the 'lUring (100 term Fourier Series) case.
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Figure 7-92: The temporal amplitude, A2, for the second spatial mode, ~2, for the
Thring case (100 term Fourier representation).
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Figure 7-93: The Third eigenmode, <1>3, for the Thring (100 term Fourier Series) case.
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Figure 7-94: The temporal amplitude, A3 , for the third spatial mode, cI>3, for the Turing
case (100 term Fourier representation).
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Figure 7-95: The Fourth eigenmode, cI>4, for the 'lUring (100 term Fourier Series) case.
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Figure 7-96: The temporal amplitude, h, for the fourth spatial mode, <1>4, for the
Turing case (100 term Fourier representation).
Finally, to conclude the data for this case, a comparison of the reconstructed with
the 100 term Fourier expansion presented in figures 7-97 through 7-102. As before, .
the POD representations are identical to the scale of the plot, i.e. the three POD
representation are overlaid, and appear as a single broken line. The Gibbs effect can
again be observed in the 4 mode representation near the discontinuity.
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part of 0:: compared to the 1 term POD representation developed from 10,25 and 100
term Fourier series. Here t = O.
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Figure 7-98: Turing Case: The 100 term Fourier Series representation for the fluctuating
part of a compared to the 1 term POD representation developed. from 10,25 and 100
term Fourier series. Here t = 2.5000.
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Figure 7-99: 'lUring Case: The 100 term Fourier Series representation for the fluctuating
part of a compared to the 1 term POD representation developed from 10,25 and 100
term Fourier series. Here t = P = 5.0000.
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Figure 7-100: Turing Case: The 100 term Fourier Series representation for the fluctu-
ating part of a: compared to the 4 term POD representation developed from 10,25 and
100 term Fourier series. Here t = O.
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Figure 7-101: Turing Case: The 100 term Fourier Series representation for the fluctu-
ating part of 0: compared to the 4 term POD representation developed from 10,25 and
100 term Fourier series. Here t = 2.5000.
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Figure 7-102: Turing Case: The 100 term Fourier Series representation for the fluctu-
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7.4 A Mixed Bifurcation
The parameters for the model are:
8 0.5
m = -1.0
E 0.050661 == 2~2
K 0.5
n -1.125
(7.15)
(7.16)
(7.17)
(7.18)
(7.19)
For these choices, the model identifies a type (M1) Mixed bifurcation. The critical
Fourier mode is jc = 1 for the Turing bifurcation, and the Hopf bifurcation occurs for
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j = O. The predicted limiting functions, for large tare:
a(x, t) ---t 0.50000 cos(0.35355t) -1.4142 sin(0.35355t) - 0.63662 cos(7Tx)(7.20)
(3(x,t) ---t 1.4142sin(0.353550t) +84883coS(7TX). (7.21)
The case presented involves calculation over a time interval P = 19.0, which approx-
imately one full period for the limiting temporal function. The spatial/temporal grid
used to generate the series representation is again a 61 x 61 point regularly spaced
matrix. The x-step size is ~x = 0.16667, and the time step size is ~t = 0.31667. As
above, this case was also run for a 10, 25, and 100 term Fourier series representation.
The energies associated with the Fourier Representations and the alpha eigenfunc-
tions are given in tables 7.7,7.8, and 7.9. For this case only three modes are required.
The discrepancy' in energy calculations is also present. Note that the energies are much
larger than the previous cases (as the amplitudes in the solution are larger). This would
suggest that the influence of the transient initial behavior of the solution represents a
much smaller fraction of the total energy. The effect is particularly evident in both the
1 mode representation and the eigenmodes presented below.
Total Energy: Integration (3.13) POD (3.16)
Elnt = 1.0812 L: Ai = 1.0904
Ai Ei = Ad L: Ai L:Ei
1.0590 0.97124 0.97124
3.1016 x 10-2 2.8446 X 10-2 0.99969
3.4065 x 10-4 3.1243 X 10-4 1.0000
Table 7.7: Eigenvalues and Mode Energies for the Mixed Bifurcation. 10 Fourier Term
Construction
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Total Energy: Integration (3.13) POD (3.16)
Elnt = 1.0813 EAi = 1.0905
Ai Ei = AdEAi EEi
1.0590 0.97115 0.97115
3.1056 x 10-2 2.8480 X 10-2 0.99963
4.0145 x 10-4 3.6815 X 10-4 1.0000
Table 7.8: Eigenvalues and Mode Energy associated with the Mixed Bifurcation. 25
Fourier Terms.
Total Energy: Integration (3.13) POD(3.16)
Elnt = 1.0813 E Ai = 1.09048
Ai Ei = AdEAi EEi
1.0590 0.97113 0.97113
3.1066 x 10-2 2.8489 X 10-2 0.99962
4.1317 x 10-4 3.7889 X 10-4 1.0000
Table 7.9: Eigenvalues and Mode Energy associated with the Mixed Bifurcation. 100
Fourier Terms.
The surface plots for the Fourier and POD representations are given below in figures
7-103 through 7-117. Note that the temporal oscillation in the full solution has large
amplitude, leading to a 1 mode POD representation in which the initial condition is
difficult to detect. As in the two other bifurcations, the Gibbs effect can be seen in the
representations. This mixed case reinforces the idea that the relatively low energy terms
can dramatically influence the representation. The second and third modes combined
contribute less than 3% of the total energy, but the representation clearly fails in the
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transient without them.
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Figure 7-103: The full analytical alpha solution for the Mixed case using 10 Fourier
terms.
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Figure 7-104: The fluctuating part of the alpha analytical solution for the 10 Fourier
term representation. Mixed Case
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Figure 7-105: The one term POD representation for the fluctuating part of alpha, for
the Mixed case with 10 Fourier term representation.
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Figure 7-106: The two term POD representation for the fluctuating part of alpha, for
the Mixed case with 10 Fourier term representation.
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Figure 7-107: The three term POD representation for the fluctuating part of alpha, for
the Mixed case with 10 Fourier term representation.
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Figure 7-108: The full analytical alpha solution for the Mixed case using 25 Fourier
terms.
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Figure 7-109: Mixed Case: The fluctuating part of the alpha analytical solution for the
25 Fourier term representation.
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Figure 7-110: The one term POD representation for the fluctuating part of alpha, for
the Mixed case with 25 Fourier term representation.
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Figure 7-111: The two term POD representation for the fluctuating part of alpha, for
the Mixed case with 25 Fourier term representation.
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Figure 7-112: The three term POD representation for the fluctuating part of alpha, for
the Mixed case with 25 Fourier term representation.
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Figure 7-113: The full analytical alpha solution for the Mixed case using 100 Fourier
terms.
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Figure 7-114: The fluctuating part of the alpha analytical solution for the 100 Fourier
term representation.
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Figure 7-115: The one term POD representation for the fluctuating part of alpha, for
the Mixed case with 100 Fourier term representation.
. 1.5
1.0
0.5
'0.0 aiph0002
-0.5
-1.0
. CL5
7.6
t 11.4
15.2
1.0
0.8
0.6 x
Figure 7-116: The two term POD representation for the fluctuating part of alpha, for
the Mixed case with 100 Fourier term representation.
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Figure 7-117: The three term POD representation for the fluctuating part of alpha, for
the Mixed case with 100 Fourier term representation.
The spatial modes and amplitudes from the POD model are shown in figures 7-
118 through 7-135. Note that unlike the previous cases, which had relatively small
time intervals, the first modes are nearly constant and reflect the dominant temporal
oscillatory behavior seen in the solutions above. The effect of the initial discontinuity
is almost negligible in the first mode, appearing only as a small fluctuation at x = 0.5.
The higher POD eigenmodes do reflect the discontinuity, particular mode 3. Note that
the mode one amplitude reflects the do~inant temporal oscillation seen in the Hopf
only case, while the second mode and amplitude match the Turing type behavior seen
the previous section. The dominant mode nolonger resembles the dominant mode in the
previous cases. In particular, not that the discontinuity is visible as a minor oscillation,
in contrast to the smooth-step character of the modes in the Hopf and Turing cases.
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Figure 7-118: The first eigenmode, <PI, for the Mixed (10 term Fourier Series) case.
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Figure 7-119: The temporal amplitude, A1,for the first spatial mode, <PI, for the Mixed
case (10 term Fourier representation).
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Figure 7-120: The second eigenmode, q>2, for the Mixed (10 term Fourier Series) case.
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Figure 7-121: The temporal amplitude, A2, for the second spatial mode, q>2, for the
Mixed case (10 term Fourier representation).
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Figure 7-122: The Third eigenmode, <Q3, for the Mixed (10 term Fourier Series) case.
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Figure 7-123: The temporal amplitude, A3, for the third spatial mode, <Q3, for the
Mixed case (10 term Fourier representation).
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Figure 7-124: The first eigenmode, <PI, for the Mixed (25 term Fourier Series) case.
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Figure 7-125: The temporal amplitude, Al,for the first spatial mode, <PI, for the Mixed
case (25 term Fourier representation).
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Figure 7-126: The second eigenmode, q>2, for the Mixed (25 term Fourier Series) case.
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Figure 7-127: The temporal amplitude, A2l for the second spatial mode, <1>2, for the
Mixed case (25 term Fourier representation).
125
4M 2
~
0
-r!
+J
U
~ 0
;:j
~
~
(J)
01
-r!
-2I::il
-4
0.00 0.25 0.50 0.75 L 00
Figure 7-128: The Third eigenmode, <1>g, for the Mixed (25 term Fourier Series) case.
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Figure 7-129: The temporal amplitude, Ag, for the third spatial mode, <1>g, for the
Mixed case (25 term Fourier representation).
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Figure 7-130: The first eigenmode, <PI, for the Mixed (100 term Fourier Series) case.
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Figure 7-131: The temporal amplitude, AI,for the first spatial mode, <PI, for the Mixed
case (100 term Fourier representation).
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Figure 7-132: The second eigenmode, <1>2, for the Mixed (100 term Fourier Series) case.
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Figure 7-133: The temporal amplitude, A2, for the second spatial mode, <1>2, for the
Mixed case (100 term Fourier representation).
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Figure 7-134: The Third eigenmode, q>3, for the Mixed (100 term Fourier Series) case.
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Figure 7-135: The temporal amplitude, A3 , for the third spatial mode, q>3, for the
Mixed case (100 term Fourier representation).
The section concludes with a comparison of the 1 and 3 mode POD representations
with the 100 term Fourier solution. As in the previous examples, the POD cases are
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nearly identical and appear in the plots as a single broken line.. The 1 mode cases
clearly show the constant (spatial) nature of the first eigenfunction. While the three
term POD representations clearly show the effects of the higher order modes. Note that
the actual effect of modes 2 and 3 is dramatic in terms of the representation, although
the energy contained in these modes is quite small.
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Figure 7-136: Mixed Case: The 100 term Fourier Series representation for the fluctu-
ating part of a compared to the 1 term POD representation developed from 10, 25 and
100 term Fourier series. Here t = O.
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Figure 7-137: Mixed Case: The 100 term Fourier Series representation for the fluctu-
ating part of a compared to the 1 term POD representation developed from 10, 25 and
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Figure 7-138: Mixed Case: The 100 term Fourier Series representation for the fluctu-
ating part of a compared to the 1 term POD representation developed from 10,25 and
100 term Fourier series. Here t = P = 19.000.
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Figure 7-139: Mixed Case: The 100 term Fourier Series representation for the fluctu-
ating part of Q compared to the 3 term POD representation developed from 10,25 and
100 term Fourier series. Here t = O.
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Appendix A
The ¢ Parameter Relations
The 4> relations developed in §6.2.1 are a direct result of the form of the roots of equation
(6.14),
x+ 27f;Eh; {h;m + 1+ J(h;m +1)2 - 4h;(m - n)}, (A.1)
x_ = 27f;Eh; {h;m +1- J(h;m + 1)2 - 4h;(m - n)}. (A.2)
The nature and location of the roots is determined as follows.
(4)1) Complex Roots;
The basic requirement is that
(h;m + 1)2 - 4h;(m - n) < 0,
which may be expressed in the form
(4)2) Negative real roots;
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(A.3)
(AA)
The basic requirement is that
for real roots of the same sign, while
~m+ 1 < 0
(A.5)
(A.6)
ensures that the roots are negative. These conditions are equivalently stated
(~m+ 1)2
m- < n<m,4~
~m+l < O.
(¢l3) Positive real roots;
As in the above case,
is the basic equation for real roots of the same sign. Then
~m+1> 0
ensures positive roots. Finally
(~m+ 1)2
m- < n<m,4~
~m+l > O.
(¢l4) Real roots of opposite sign;
Here the basic relation may be simply stated as
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(A.7)
(A.8)
(A.9)
(A.I0)
(A.11)
(A.12)
(A.13)
or equivalently,
IKm + 11 < J(Km + 1)2 - 4K(m - n).
The simplified relation is then.
m<n. (A.14)
Note that equality in (A.7) and (A.ll) indicate a double root. The sign of the root is
still given by the relatiQns (A.8) and (A.12) respectively.
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