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ADVANCES IN DEEP LEARNING THROUGH GRADIENT AMPLIFICATION AND
APPLICATIONS
by
SUNITHA BASODI
Under the Direction of Yi Pan, Ph.D.
ABSTRACT
Deep neural networks currently play a prominent role in solving problems across a wide
variety of disciplines. Improving performance of deep learning models and reducing their
training times are some of the ongoing challenges. Increasing the depth of the networks
improves performance but suffers from the problem of vanishing gradients and increased
training times. In this research, we design methods to address these challenges in deep
neural networks and demonstrate deep learning applications in several domains. We propose
a gradient amplification based approach to train deep neural networks, which improves
their training and testing accuraries, addresses vanishing gradients, as well as reduces the
training time by reaching higher accuracies even at higher learning rates. We also develop
an integrated training strategy to enable/disable amplification at certain epochs. Detailed
analysis is performed on different neural networks using random amplification, where the
layers to be amplified are selected randomly. The implications of gradient amplification on
the number of layers, types of layers, amplification factors, training strategies and learning
rates are studied in detail. With this knowledge, effective ways to update gradients are
designed to perform amplification at layer-level and also at neuron-level. Lastly, we provide
applications of deep learning methods to some of the challenging problems in the areas
of smartgrids and bioinformatics. Deep neural networks with feed forward architectures are
used to solve data integrity attacks in smart grids. We propose an image based preprocessing
method to convert heterogenous genomic sequences into images which are then classified to
detect Hepatitis C virus(HCV) infection stages. In summary, this research advances deep
learning techniques and their applications to real world problems.
INDEX WORDS: Deep learning, Gradient amplification, Learning rate, Vanishing gradi-
ent, Smart grid, Sequence image normalization
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INTRODUCTION
Deep learning models have achieved state-of-the-art performances in several areas in-
cluding computer vision [1–5], automatic speech recognition [6–11], natural language process-
ing [12–16] and beyond [17–24]. In these interdisciplinary applications, deep learning models
have produced results comparable or sometimes superior to human experts. Although these
acheivements show robustness of deep neural networks, there are several areas where these
models could be improved further. Designing new architectures, automatic tuning of net-
work hyperparameters, improving training time of the models, designing efficient functions
(activation, kernal and pooling are some of such challenges [25–30].
1.1 Motivation
Deep learning models are designed, trained, and tuned to achieve better performance
for a given dataset. Their performance improve further with the increase in the depth of the
network [31]. Some of the major challenges associated with the increase in the network archi-
tecture is the high amount of time required to train the model even on parallel computation
resources and vanishing gradients [31]. Training deep neural networks is time-consuming,
which could take days or sometimes weeks depending on the type of the model architecture,
size of the dataset and hardware resources. One way to speed up the training process is to
increase the learning rate. This accelerates the training process by quickly converging to
optima, but also has the risk of missing the global optima resulting in sub-optimal solutions
or sometimes non-convergence [32]. Lower learning rates does not have such a risk and can
converge to optima, but increases training speeds. In general, training process with a learn-
ing rate scheduler begins with higher learning rates for a few epochs, followed by reduction
of learning rates for the next couple of epochs; which is repeated until the desired optima or
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model performance is achieved. Some optimization algorithms automatically determine the
learning rates with the epochs dynamically without the requirement of manual intervention.
However, these methods also have some fallbacks and do not always converge to optimal so-
lutions. One way to improve the training speed of deep learning models can be to determine
ways to achieve optimal model parameters at larger learning rates. There have been multiple
efforts to analyze gradients and accordingly modify gradients or learning rates dynamically
for weight updates during training process, but there is no detailed analysis on the impact
of the modification factor on the performance.
The other important area of research in deep learning models is to prevent vanishing
gradient problem [33–35]. The vanishing gradient problem occurs during training of artificial
neural networks, specifically during backpropagation. There are several approaches to avoid
this problem. One suggested early method was to perform a two step training process
which involves network weight initialization followed by fine-tuning using backpropagation
method [36]. The other simpler methods that prevent this problem are Rectified Linear Unit
(ReLU) activation function [37,38] and batch normalization (BN) [39]. Since ReLU activation
saturates inputs in only one direction, therefore has less impact of vanishing gradients. The
other recent approach of batch normalization not only improves the performance of the
model, but also reduces vanishing gradient problems. Resnet Architecture have residual
connections which also overcome vanishing gradient problem to some extent [1]. Lately,
due to the improvement of hardware along with the computational abilities of Graphical
Processing Units (GPUs), neural networks can be trained without the issue of vanishing
gradients to some extent.
Though there have been efforts to address the above mentioned problems independently,
there have been minimal efforts to identify an integrated solution to improve the performance
of the model by addressing both vanishing gradients and accelerating the training process
by achieving higher performance at larger learning rates.
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1.2 Existing Work
In this section, we briefly discuss the existing approaches to address vanishing gradient
problem, reduce the training time of deep learning models, and study the impact of learning
rates.
1.2.1 Vanishing gradients
Vanishing gradient problem [33–35] occurs while training artificial neural networks dur-
ing backpropagation and can become significant with the increase of depth of the network.
In gradient-based learning methods, during backpropagation, network weights are updated
proportional to the gradient value (partial derivative of the cost function with respect to the
current weights) after each training iteration (epoch). Depending on the type of the activa-
tion functions and network architectures, sometimes the gradient value is too small and its
value gets gradually diminished during backpropagation to the initial layers. This prevents
the network from updating its weights and also sometimes when the value is too small, the
network may be completely stopped from training (updating weights). Though there is no
fundamental solution to this problem, but some of the approaches help to avoid it [40]. One
such approach consists of performing a two step training process. In the first step, network
weights are trained using unsupervised learning methods (such as auto-encoding) and then
the weights are fine-tuned using backpropagation method [36]. Other simpler methods that
prevent this problem are ReLU activation function [37,38], batch normalization(BN) [39] and
Resnet networks [1]. ReLU activation zeros the negative values and only considers positive
values. As it saturates inputs in only one direction, it has less impact of vanishing gradients.
The other approach, batch normalization, also reduces vanishing gradient problems other
than boosting the performance of the model. In batch normalization, during every training
iteration, the input data is normalized to reduce its variance, so that the data does not have
large bounds. Since inputs are normalized, gradients are also regulated [39]. Resnet network
architectures have residual networks have residual connections which help to improve on
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this problem. In addition to these approaches, recent advancement in the hardware has also
played a crucial role in solving this issue. Increased computational abilities and availability
of GPUs aid in reducing this problem. There have been efforts to also overcome this prob-
lem by identifying it during the training process. One such method is to have layer specific
learning rates computed based on the gradients of the layer during its training [41].
1.2.2 Learning rates
Learning rate is one of the most important hyperparameters which controls the perfor-
mance of deep neural networks. Having higher learning rates cause the model to train faster
but might have sub-optimal solutions. However, lower learning rates take longer time to
train the model, but can achieve better optimal solutions [32]. There are several approaches
designed to take advantage of them. One such method is learning rate scheduler where
we start with higher learning rates and gradually lower the rates with training epochs [42].
There are several ways in which such a scheduler can be designed, namely, directly assigning
the learning rates to the epochs, gradually decaying the learning rate based on the cur-
rent learning rate, current epoch and total number of epochs(time-based decay); reducing
the learning rate in a step-wise manner after a certain number of epochs(step decay); and
exponentially decaying the learning rate based on the initial learning rate and the current
epoch(exponential decay). Article [43] summarizes all the above discussed methods in detail.
Another paper [44] shows that models can achieve similar test performance without decaying
the learning rate but instead by increasing the batch size. This method not only has fewer
parameter updates but also increases parallelism thereby reducing training times. Salimans
et al. [45] normalize weights while training to speed up the performance of models trained
with stochastic gradient descent.
Adaptive learning rates for layers/neurons/parameters Another approach to
overcome identifying learning rate hyperparameters is by adapting learning rate dynamically
based on the performance of the optimization algorithm without need of any scheduling, some
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of such methods include Adagrad [46], Adadelta [47], RMSprop [48] and Adam [49]. There
have also been several efforts to improve models with adaptive learning rates [50–54]. Ede et
al. [55] control the gradients from being propagated when the expected loss is over a defined
boundaries. This causes the learning rates to be dynamically addjuste during training. Paper
[56] designs a controller to automatically manage learning rate by identifying informative
features. Authors of [57] identify learning rates using reinforcement learning based approach
by analyzing the training history. Experiments are performed on CIFAR-10 AND FMNIST
database have improved performance emphasizing its advantages. You et al. [58] adaptively
scale the learning rates of layers to improve the performance of models trained in large
batches in parallel and perform experiments on AlexNet [59]. Paper [60] proposes a layer-wise
adaptive learning rate computation by using layer weight dependent matching factor which
is computed dynamically during training based on the layer type. Authors demonstrate the
advantage of their method with mathematical equations and experimental results.
1.2.3 Analysis of gradients
Gradients provide vital information on various aspects such as training progression,
weight fluctuations, model convergence and so on. This information can be used to address
vanishing/exploding gradients, accelerate the training process or dynamically modify learn-
ing rates while training the model. Some of the adaptive learning rate algorithms [46] [47]
mentioned above use the gradients of a few iterations to identify a suitable learning rate on
the current iteration. Zhang et al. [60] scale the gradients of a layer based on a matching
factor which is computed during training based on the weights and type of the layer.
1.3 Contributions
This proposal focuses on two main aspects of deep neural networks. Firstly, designing
algorithms to address some of the existing challenges in deep neural networks and secondly
applying deep learning models to some of the challenging problems in other domains, mainly
in the areas of smartgrids and bioinformatics. All the work in this dissertation reflects my
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contributions which have also been published in [61–64].
To improve training process of existing deep learning models, we propose a novel gra-
dient amplification approach along with a training strategy which addresses the challenges
discussed above. We suggest a unique training strategy which includes amplification during
certain epochs along with normal training with no amplification. In this method, gradients
are dynamically increased for some layers during back propagation so that significant gra-
dient values are propagated to the initial layers. This process is repeated for a few epochs
along with the normal training process with no gradient amplification for the other epochs.
When neural networks are trained using this method, we observe that the testing/training
accuracies of the models improve and achieve higher accuracies faster, even at higher learn-
ing rates, and therefore reduces the training time of these deep learning models. There are
several improvements in this approach. We first use random selection of layers and perform
detailed analysis on different combinations of layer types, number of layers and varied ampli-
fication factor. Detailed step-wise analysis of training strategies is performed to demonstrate
the best strategy with different learning rates. Based on this information, we formulate mea-
sures using gradient fluctuations of layers and determine the layers to be amplified. Gradient
amplification is also extended to neuron level amplification on simple deep learning models.
Deep learning methods are now used in multiple domains to solve address some of the
challenging problems. In this work, we apply deep learning in smart grids to detect data
integrity attacks and in bioinformatics to classify the stage of Hepatitis C virus (HCV) infec-
tions. There have been attempts to add deep learning methods with power grid architectures
to detect such attacks. In our work, an independent deep learning prediction model is de-
signed based on the past secured and attacked measurements. In bioinformatics, we develop
a image based preprocessing method to classify the stage of HCV infection. This is a crucial
task as as it has an affinity to lead towards chronic infection with time due to its highly
mutable nature. To our knowledge, there are no reliable diagnostic assays for distinguishing
acute and chronic HCV infections. Although some machine learning models are known to
work well for sequence data for classification problems, their straightforward application to
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viral genomic data is problematic, since the number of viral sequences and the structures of
intra-host viral populations are not consistent across various samples. We propose a novel
preprocessing approach to transform irregular viral genomic data into a normalized image
data. Such representation allows to apply powerful machine learning algorithms to the prob-
lem of classification of acute and chronic HCV infections. We then apply this image data to
classify HCV infection as well as to detect outbreaks.
1.4 Outline
Chapters 2 introduces random gradient amplification method with detailed experiment
results. Chapters 3 and 4 present methods and results of intelligent amplification applied
at layer and neuron level respectively. Chapters 5 and 6 show applications on deep learning
models on smart grid and bioinformatics areas respectively, with future works and conclusions
in chapter 7.
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2
GRADIENT AMPLIFICATION BY RANDOM SELECTION
In this chapter, we propose a gradient amplification approach along with training steps
which addresses the challenges mentioned earlier. In this method, gradients are dynamically
increased for some layers(selected randomly) during backpropagation so that significant gra-
dient values are propagated to the initial layers. This process is repeated for a few epochs
along with the normal training process with no gradient amplification for the other epochs.
When neural networks are trained using this method, we observe that the testing/training
accuracies of the models improve and achieve higher accuracies faster, even with a higher
learning rates, and therefore reduces the training time of these deep learning models. In
the next section, we discuss our proposed method and also training strategy with a fixed
learning rate schedule across epochs in detail. This chapter is based on the publication [61]
and further details can be found therein.
2.1 Proposed Method
Our proposed approach is to dynamically amplify (increase) the value of the gradients
for a selection of layers during backpropagation. This ensures that the gradient values are
not diminished while updating weights for the initial network layers and a significant value
of the gradients is available during backpropagation even for deep neural networks with
large number of layers. This also accelerates the training time by making relatively larger
weight updates. Layers are amplified randomly without any dependency on training data.
Architectures of neural networks have evolved over the years and there are many different
layers where such an amplification can be done. The layers on which gradient amplification
can be performed during backpropagation are arranged into a group, say G. To determine
this group, firstly, the type of layers that needs to be included for gradient amplification
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should be identified. Each of the layers such as convolution layers, batch normalization
layers, pooling layers, activation function layers and so on can be chosen to be included
in the group. The type of the layer considered plays a crucial role in the performance of
the model. Gradient amplification is done on a subset of the layers from this group G,
which we refer as amp layers in the rest of the paper. Selection of the amp layers from a
group of layers can be done in various methods. In this work, we determine the amp layers
by random selection. To identify which subset size has better performance, we choose a
parameter β representing the ratio of amp layers to be selected from all the layers in the
group G. Gradients are amplified when they pass through these randomly selected layers
during backpropagation. During amplification, value of gradients is increased at run time by
multiplying the actual gradient values by a factor Γ. The value of Γ is important as it should
not be too small or too large. If the value of Γ is too small, then the increase might not
be effective and if it is too large it might overfit the data or cause incorrect weight updates.
During training, we perform gradient amplification for some epochs and with no gradient
amplification for other epochs. Algorithm 1 describes the training process with gradient
amplification and algorithm 2 describes the steps for the selection of layers from G.
There are mainly three important parameters while applying gradient amplification
method namely, the type of the layers to be employed for amplification, the ratio of layers
(β) to be chosen from selected layers to perform amplification and gradient amplification
factor.
Here we perform three phase analysis while evaluating our model.
Phase1 In this phase, we choose the type of layers to be considered for am-
plification. There are several types of layers at which amplification can be applied such as
activation function layers, pooling layers, batch normalization layers and convolution layers.
Convolution layers apply kernel functions and extract important features from the data and
pooling layers perform accumulation of features over a grid using several strategies such as
retrieving maximum values, minimum values, averaging, fractional pooling and so on. Since
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Algorithm 1 Training process with gradient amplification
Input: M , params=[(e1, η1, β1,Γ1), (e2, η2, β2,Γ2), ...]
Variables:
Γ is gradient amplification factor
β is ratio of layers to be selected for amplification
η is the learning rate
amp the set of layers selected to perform amplification
M is the neural network model
params is an array of elements, each in the format (end epoch, η, β, Γ)
start epoch=0
for (ei, ηi, βi,Γi) in params do
update learning rate to ηi
optimizer=sdg optimizer(ηi)
if (βi > 0) then
amp = GetGradientAmpLayers(M , β )
end if
for k = start epoch to ei do
train the model M
if (βi > 0) then
multiply gradients with Γi for layers in amp during backpropagation
else
perform regular backpropagation without gradient amplification
end if
end for
start epoch=ei
reset amp
evaluate model M with a testing set
end for
return
Algorithm 2 Determination of amp layers
Input: in M , β
β is ratio of layers to be selected for amplification
G is a set consisting of a group of all layers that can be used for gradient amplification
layer types= Set indicating the type of layers to be used for amplification
Function GetGradientAmpLayers(M , β )
for all layer in layer types do
include layer in G
end for
amp size = β*sizeof(G)
amp = RandomSelect(G, amp size)
EndFunction
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Identify the type of layers
Batch Normalization 
(BN) ReLU + BNReLU
Repeats by selecting from {0, 0.1, 0.2, .., 1}
Train the model with amplified gradients 
&
evaluate on the test data
Randomly select actual amplification layers
Select best models
Repeats by selecting from {2,3,4,...,10}Vary gradient amplification factor
Train the model with amplified gradients 
&
evaluate on the test data
PHASE - 1
PHASE - 2
PHASE - 3
Tag all of the layers of the chosen type
Figure (2.1) Overview of all the experiments performed by varying different parameters of
gradient amplification.
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the network parameter tuning while training can be sensitive to these values, in this work,
we do not perform amplification on these layers. Batch normalization layers normalize data
over a batch of inputs, and activation function layers transform data non-linearly before
forwarding it to the succeeding layers. In our work, we perform gradient amplification on
batch normalization and activation function layers. ReLU is the activation function used in
Resnet and VGG models. From these two types of layers, either one or both of them can
be considered for amplification. Once the type of the layers is selected, we now tag all the
layers of the selected type to belong to the group G. We now move to the next phase to
determine the final amplification layers amp.
Phase2 Once the set of layers G is determined, the next task is to find the
subset of layers which gives better performance. It requires identifying subset size and
selection of those many layers from G. Since the size is unknown, experiments are performed
by selecting the size to be a ratio of size of G. This ratio. β, is chosen from the set
β ∈ {0, 0.1, 0.2, ..., 0.9, 1}. The actual size of amp is determined by the value β×size of(G).
When the value is 0, no layers are chosen and gradient amplification is not performed. When
the value is 1, then all the layers in G are considered for amplification. 0 is included to verify
whether the model performs better without gradient amplification or vice versa. Random
selection is employed to select amp subset of layers from G. We perform experiments with
all these sizes and select the model with the best performance.
Phase3 In this phase, the layers amp on which gradient amplification can be
applied are known. The only parameter left to explore is Γ, the factor with which gradient
needs to be amplified. To reduce computation complexity in testing all the combinations of
parameter values amp, β and Γ, firstly experiments are performed on all combinations of
amp and β i.e., until phase-2, then the best models are chosen from phase-2 and analyzed
by varying Γ. The value of Γ is firstly varied from {1, 2, 3, .., 10} to analyze the impact
of amplification and then fine-tuned by varying from {1.1, 1.2, ..., 2.9, 3.0} to determine the
value that works best during training.
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2.2 Experiments & Results
2.2.1 Setup
Our experiments are performed on CIFAR-10 dataset [65] which consists of 60000 col-
ored images of 10 classes with 6000 images per class and each image has 32x32 resolution.
We implement our algorithms using python and pytorch [66] libraries. In our experiments,
we employ several standard deep learning models and train them for 150 epochs. The num-
ber of epochs, combination of number of epochs and learning rates can be chosen as one
thinks best. In this work, the first 100 epochs have learning rate of 0.1 and the next 50
epochs have the learning rate of 0.01 (as shown in Fig. 2.2. The first 50 epochs are trained
with learning rate of 0.1 without gradient amplification. This is because for the first few
epochs, the model is considered to be in transient phase and the network parameters undergo
significant changes. This initial transient can be considered for any number of epochs and
in this work, we set it to 50 epochs. The next 50 epochs have the same learning rate of
0.1 but has gradient amplification applied during backpropagation while training the model
(as shown in Fig. 2.3(a)). After identifying the best params with gradient amplification for
epochs 51 − 100, using those params for those epochs, we extend amplification for epochs
101 − 130 to identify the best params and with no amplification for epochs 131 − 150, as
shown Fig. 2.3(b). There are mainly three important parameters while applying gradient
amplification method namely, the type of the layers to be employed for amplification, the
ratio of layers (β) to be chosen from selected layers to perform amplification and gradient
amplification factor. The effects of varying each of these parameters are explained in detail
in the subsections below. We run our experiments on Resnet and VGG models with different
architectures.
2.2.2 Results
In our experiments, we employ Resnet-18, Resnet-34 and VGG-19 models and perform
thorough analysis. As the complexity of the model and the depth of the network increases,
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Epochs0 100 150
η=0.1 η=0.01
Figure (2.2) Experiment setting showing the number of epochs and learning rates corre-
sponding to epochs for training all the models.
it takes longer to compute and requires more GPU/CPU resources. Since we perform many
experiments (around hundreds), having models with relatively simpler architectures and less
layers would make the computation time faster.
While performing experiments, we choose either batch normalization layers or ReLU
layers or both and then verify their performance over multiple epochs. We first explain
the training params which is important to understand the performance tables. We train
our models for 150 epochs and the learning rate of the first 100 epochs is 0.1 and the
next 50 is 0.01. We train the models with no gradient amplification for the first 50 epochs
as the initial transient and for the next epochs, we aim to identify the pattern to select
the epochs which improve the overall performance of the model. We follow the training
steps mentioned in Algorithm 1 and params=[(e1, η1, β1,Γ1), (e2, η2, β2,Γ2), ...] is chosen as
[(50, 0.1, 0, 1), (100, 0.1, 0, 1), (130, 0.01, 0, 1), (150, 0.01, 0,
1)] when no gradient amplification is performed. The values in each element represent
end epoch, learning rate, ratio of amplified layers and gradient amplification factor respec-
tively. For instance, (50, 0.1, 0, 1) means that the model is trained with learning rate 0.1
until we reach 50 epochs, during which 0 layers are selected for gradient amplification and
amplification factor is 1.
Performance of original models with no gradient amplification is firstly recorded. Next,
models with gradient amplification are experimented in two steps. We first set params as
[(50, 0.1, 0, 1), (100, 0.1,xx, 2), (130, 0.01, 0, 1), (150, 0.01, 0,
1)]. That is, no gradient amplification is applied for the first and the last 50 epochs, as
shown in Fig. 2.3(a). For epochs 51 − 100, the ratio of selected layers is scanned from
{0, 0.1, 0.2, ..., 1} to identify the best model with the amplification factor 2. For simplicity,
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we define S1 {mm} to represent the modified ratio mm during epochs 51-100 in step-1 while
performing amplification, and S2 {mm} {nn} to represent the modified ratio mm during
epochs 51-100 and nn during epochs 101-130, respectively, during amplification in step-2.
So, the params defined above will be represented as S1 xx, where xx represents the value
that is varied. Once we identify the best ratio for 51 − 100 epochs, say 0.7, we then run
the experiments with different ratio values for the next 30 epochs by setting params to
be S2 0.7 xx i.e., [(50, 0.1, 0, 1), (100, 0.1, 0.7, 2), (130, 0.01,xx, 2), (150, 0.01, 0, 1)] as shown
in Fig. 2.3(b). Note that, the learning rate is decreased to 0.01 after 100 epochs. After
these experiments, the best models are chosen to perform experiments in phase-3 to analyze
the impact of gradient amplification factor on its performance. All the phases and various
experiments performed are shown in Fig. 2.1.
From our initial experiments, we observe that the ratio values {0.1, 0.3, 0.5, 0.6} on
average provide better results in step-1, explained below in detail in Phase-2. Instead of
running step-2 only on the best models from step-1, different models are built with ratio
values {0.1, 0.3, 0.5, 0.6} for epochs 51-100 where the learning rate is 0.1. We perform our
analysis on phase-1 and phase-2 for the following amplification params in step-2 (see 2.3(b))
:
• S2 0.1 xx: [(100, 0.1, 0.1, 2), (130, 0.01,xx, 2)]
• S2 0.3 xx: [(100, 0.1, 0.3, 2), (130, 0.01,xx, 2)]
• S2 0.5 xx: [(100, 0.1, 0.5, 2), (130, 0.01,xx, 2)]
• S2 0.6 xx: [(100, 0.1, 0.6, 2), (130, 0.01,xx, 2)]
Phase-1: (Effect of type of layers) In this work, ReLU, BN or both are the layers
used for gradient amplification. We run original models without gradient amplification 5
times and record their training, testing accuracies and compare the corresponding gradient
amplified models with the mean of the these accuracies across 5 runs. For each type(s) of
layer chosen, experiments are run for params S2 0.1 xx, S2 0.3 xx, S2 0.5 xx, S2 0.6 xx
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Epochs0 100 15050
η=0.1 η=0.01
No Amplification With Amplification No Amplification
(a) Step-1
Epochs0 100 15050
η=0.1 η=0.01
No Amplification With Amplification
130
No AmplificationWith Amplification
(b) Step-2
Figure (2.3) Two step training process carried out during performance analysis of deep
learning models. Experiments are first executed on the models with training steps shown
in step-1 (a). For step-2(b), ratio parameters for gradient amplification which have better
performance of the models in step-1 are considered as the parameters for epochs 51-100
epochs and experiments are performed by analyzing ratio parameters for epochs 101-130,
with no amplification from epochs 131-150. These settings show the number of epochs and
the learning rates corresponding to these epochs while training these models.
and the best training and testing accuracies of these models are compared with the average
training and testing accuracies of corresponding original model. Since training accuracies of
the original models are close to 100%, we emphasize our comparison on testing accuracies.
In VGG-19 model, we perform analysis considering ReLU, BN or both layers for gra-
dient amplification and provide accuracy improvements for params S2 0.1 xx, S2 0.3 xx,
S2 0.5 xx, S2 0.6 xx respectively. When only ReLU layers are chosen, testing accuracies
improve around 1.98%, 1.31%, 1.08%, 1.25% respectively for above params. In the case of
amplification applied only to BN layers, an improvement of 2.27%, 1.64%, 0.91%, 0.96% in
testing accuracies is observed. When both ReLU and BN are chosen, models have accuracy
difference of 0.9%, 0.64%, 0.13%, 0.3% respectively. When both layers are used in ampli-
fication, the improvements across different models are less than 1%, which becomes better
when only either ReLU or BN is used. Best improvements are seen when amplification is
applied on only BN layers. Fig. 2.4 shows the performance of VGG-19 models for all the
above params with different types of layers.
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(a) Step2; ratio:0.1 for epochs 51-100 (b) Step2; ratio:0.3 for epochs 51-100
(c) Step2; ratio:0.5 for epochs 51-100 (d) Step2; ratio:0.6 for epochs 51-100
Figure (2.4) Performance of VGG 19 models for various amplification params are shown.
In each plot, blue horizontal line shows the average testing accuracy of the original models
without gradient amplification. amp testing refers to testing accuracies of models with
gradient amplification. The type of the layer is shown in each subplot; horizontal and
vertical axes correspond to the ratio of amplified layers and accuracies respectively.
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(a) Step2; ratio:0.1 for epochs 51-100 (b) Step2; ratio:0.3 for epochs 51-100
(c) Step2; ratio:0.5 for epochs 51-100 (d) Step2; ratio:0.6 for epochs 51-100
Figure (2.5) Performance of Resnet-18 models for various amplification params (red) com-
pared to mean accuracies of the original models(blue) with no gradient amplification.)
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(a) Step2; ratio:0.1 for epochs 51-100 (b) Step2; ratio:0.3 for epochs 51-100
(c) Step2; ratio:0.5 for epochs 51-100 (d) Step2; ratio:0.6 for epochs 51-100
Figure (2.6) Performance of Resnet-34 models for various amplification params (red) com-
pared to mean accuracies of the original models(blue) with no gradient amplification.)
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(a) Step1 for V GG− 19 (b) Step1 for Resnet− 18 (c) Step1 for Resnet− 34
Figure (2.7) Performance of the models after training with step-1 strategy with gradient
amplification(red) applied from epochs 51-100 compared to mean accuracies of the original
models(blue) with no gradient amplification.
Resnet models are made of residual blocks, each of which consists of two convolution
units and therefore each block has two ReLU and BN layers. In these models, other than
experimenting with all ReLU and BN layers, we additionally perform experiments considering
only one of the BN layers from residual blocks. When all the BN layers are considered for
amplification in Resnet-18 models, there is an improvement of 1.66%, 1.35%, 0.53%, 0.34%
respectively for params S2 0.1 xx, S2 0.3 xx, S2 0.5 xx, S2 0.6 xx. When only ReLU
layers are used, there is a difference of 1.76%, 1.32%, 0.77%, 0.26% respectively. When
both BN and ReLU are used, there is an initial improvement of 01.14%, 0.03%, for params
S2 0.1 xx, S2 0.3 xx and then accuracies drop to −0.738%, −1.88% respectively for params
, S2 0.5 xx, S2 0.6 xx. When only one of the BN layer from a residual block is considered,
there is an improvement of 1.98%, 2.08%, 1.64%, 1.32% for respective params. When both
BN and ReLU are used for amplification, there is an improvement only for params S2 0.1 xx
and either declines or slightly changes for the remaining params. When either ReLU or BN
layers is considered, for params S2 0.1 xx, S2 0.3 xx, more than performance improvement
of more than 1.3% can be observed and for params S2 0.5 xx, S2 0.6 xx, improvements are
less than 1%. When one of the BN layers in residual blocks are considered, then the models
have accuracy improvements of more than 1.3% for all params and it also achieves the best
21
testing accuracy of 94.57% with an improvement of 2.08% over original model. Fig. 2.5
shows the performance of various Resnet-18 models for all the above params with different
types of layers.
Similarly for Resnet-34, in the case of only BN layers, there is an accuracy gain of
1.21%, 0.64% for params S2 0.1 xx, S2 0.3 xx and then a drop of −0.15%, −0.94% for
params S2 0.5 xx, S2 0.6 xx respectively. When only ReLU layers are considered, there is
an improvement of 1.61%, 0.42% for S2 0.1 xx, S2 0.3 xx, and for other params, there is
a decrease in accuracy of −0.43%, −0.78% respectively for params S2 0.5 xx, S2 0.6 xx.
When both BN and ReLU are used, there is an initial improvement of 1.14% for params
S2 0.1 xx and then accuracies drop to −1.19%, −6.78%, −14.36% respectively for params
S2 0.3 xx, S2 0.5 xx, S2 0.6 xx. When only one of the BN layers are used in a residual
block, an improvement of 1.67%, 1.23%, 1.55%, 1.49% can be seen for respective params.
When all the BN layers are only used for amplification, there is an improvement of more
than 1% only for params S2 0.1 xx and the performance either declines or slightly changes
for remaining params. Similar pattern is observed when only ReLU or both ReLU+BN are
used for amplification. When one of the BN layers in residual blocks are considered, models
have accuracy improvements of more than 1.2% for all params and it also achieves the best
testing accuracy of 94.39% with an improvement of 1.67% over original model. Fig. 2.6
shows the performance of Resnet-34 models for all the above params with different types of
layers.
Phase-2: (Effect of ratio of selected layers β) Here, we discuss the impact of the
ratio of selected layers on each of the above types. In our training strategy, gradient amplifi-
cation is firstly applied in step-1 (as shown in Fig. 2.3(a)) to determine the best performing
ratio values for epochs 51-100. Fig. 2.7 shows the performance of different models with
different type of layers selected for amplification. The best training and testing accuracies
after gradient amplification across all the ratio values are compared with the original base-
line models to analyze the overall effectiveness. In VGG-19, for all layer types, as the ratio
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of amplified layers increases, the performance of the model diminishes compared to original
models. The training accuracies decrease at an increased rate compared to testing accuracies.
When gradient amplification is performed, training and testing accuracies decrease slightly
by −0.3% and −0.14% (for BN only) and increase slightly by 0.02% and 0.03%(in the case
of ReLU+BN) and show an improvement of 0.65% and 0.77% (for ReLU only) respectively.
In Resnet-18 and Resnet-34 models, as the ratio of amplified layers increases, training and
testing accuracies remain close to the accuracies of the baseline models when only one of the
BN layers in a residual block are considered. When either BN or ReLU is considered, as the
ratio of amplified layers increases, performance of the models decreases slightly compared
to original models. When both BN and ReLU are considered for amplification, as the ratio
of layers increases, performance of the models decrease significantly compared to respective
baseline models. In Resnet-18, the best training and testing accuracies after gradient am-
plification across all the ratio values, show an improvement by 0.69% and 0.62% (for BN
only), 0.52% and 0.67% (for ReLU only), 0.52% and 0.67%(in the case of ReLU+BN), and
0.79% and 0.92% (in the case when one of BN layers from residual block) respectively. In
Resnet-34, the best training and testing accuracies after gradient amplification across all the
ratio values, show an improvement by 0.54% and 0.68% (for BN only), 0.4% and 0.15% (for
ReLU only), 0.42% and 0.81%(in the case of ReLU+BN), and 0.57% and 0.85% (when one
of the BN layers from residual blocks are considered) respectively.
In the case of step-1, amplification is applied only for epochs 51-100 (η = 0.1). We also
perform experiments by applying amplification for epochs 101-150 (η = 0.01), by considering
all or some of the epochs. We observe that the models perform better when amplification
is applied from 51-100 epochs (η = 0.1) followed by 101-130 epochs (η = 0.01) as shown in
step-2 (Fig. 2.3(b)). To narrow the parameter space, we only consider ratio values for epochs
51-100 where the models perform better. From analysis of model performances in step-1,
ratio values {0.1, 0.3, 0.5, 0.6} on average provide better results and therefore, these ratios are
used for epochs 51-100 (η = 0.1) as mentioned earlier and ratio values are varied for 101-130
epochs (η = 0.01), namely S2 0.1 xx, S2 0.3 xx, S2 0.5 xx, S2 0.6 xx. Fig. 2.4, 2.5 and 2.6
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show the performance of VGG-19, Resnet-18 and Resnet-34 models respectively for these
params when different layers are amplified. Performance improvements of these models are
discussed in Phase-1 in detail. Here we emphasize on the effect on the models as the ratio
of amplified layers increases. For VGG-19 models, as the ratio of layers increases, there is
an increase in performance initially and then it decreases when the ratios above 0.7. When
both ReLU+BN are amplified, the models have significant decrease with the increase of ratio
values. In the case of Resnet-18, models have improved or similar performance even as the
ratio increases except when both ReLU+BN are amplified, in which case it decreases. For
Resnet-34, models have improved or similar performance even as the ratio increases until 0.8,
after which it decreases. But when both ReLU+BN are amplified, the performance declines
even for smaller ratios.
When amplification is applied using approach in step-1 (Fig. 2.3(a)), the models perform
better when only ReLU are amplified in the case of VGG-19 and for Resnet-18, Resnet-34,
models perform best when only one of the BN layers from a residual block is used for
amplification. When amplification is done as in step-2, all models achieve higher accuracies
than baseline models for most of the ratio values except when ReLU+BN are amplified, in
which case only some of the smaller ratio values have better models. This shows that a small
ratio of amplified layers are sufficient to improve the performance of original models.
Phase-3: (Effect of gradient amplification factor) Fig. 2.8(a) shows the perfor-
mance of models as Γ is varied. params of the best models after analysis phase-1 and phase-2
are taken and gradients are amplified by varying the value of Γ from {1, 2, 3, .., 10}. For VGG-
19, the best model is achieved while amplifying only BN layers for params S2 0.1 0.3. For
Resnet-18 and Resnet-34, the best models are achieved while amplifying only one of the BN
layers in residual units and for params S2 0.3 0.5 and S2 0.1 0.7 respectively. While chang-
ing values of Γ, as the factor of amplification Γ increases, the performance of the models
declines. To generalize, we can say that when Γ is more than 5, the models do not perform
better or sometimes perform worse than the corresponding baseline models. Effect of ampli-
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(a) Larger amplification factor steps (b) Fine tuned amplification factor steps
Figure (2.8) Performance comparison of amplified models(red) as Γ is varied from 1 to 10
(horizontal axis) (vs) original models (blue). Right plots correspond to comparison of testing
accuracies of amplified models(red) as Γ is varied in small steps from 1 to 3 (horizontal axis)
(vs) original models(blue).
fication factor Γ also depends on the ratio of layers being amplified. If the ratio is close to
1, then Γ values less than 5 can also decrease performance of the models. For instance, one
such example is shown in Fig. 2.9 where the gradients are modified for Resnet-34 model for
params S2 0.3 0.9, in which only one of the BN layers of residual units are being amplified.
This model has larger ratio values with testing accuracy of 94.21% which is close to the best
Resnet-34 model shown in 2.1. In this case, the models perform better for Γ ∈ {1, 2} and
performance of the model decreases for values greater or equal to 3. It can also be seen that
all the models have better accuracies for Γ = 2 even for different ratio of amplified layers
which justifies all our analysis done in phase-1 and phase-2.
We also perform experiments by fine-tuning the amplification factor from 1 to 3 in steps
of 0.1, i.e., by varying Γ ∈ {1.1, 1.2.1.3, 1.4, ...., 3}. Fig. 2.8(b) shows the performance of
these models as Γ is varied in small steps from 1 to 3. In the case of VGG-19 and Resnet-18,
the model always performs better than the baseline models both during training and testing
and for Resnet-34, the model performs better until 2.7 and declines after that. In all these
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Figure (2.9) Performance of Resnet-34 model with amplification(red) for params S2 0.3 0.9
when Γ is varied from 1 to 10 (horizontal axis) (vs) original models.
Performance of the models degrade significantly as Γ value crosses 3.
models, it can be observed that the best accuracy is around the value 2 which justifies our
experiment analysis in the above phases.
Applying random amplification Here we apply random amplification factor
in the range of [1.75, 2.25] on the best models. In this step, every time the layers are selected
to perform amplification, a random value is chosen in range of [1.75, 2.25]. Experiments
are performed on VGG-19 with params S2 0.1 xx while using batch normalization layersxx
for amplification. In resnet-18 and resnet-34, only one of the batch normalization layers is
considered with params S2 0.2 xx and params S2 0.1 xx respectively. Fig. 2.10 shows the
performance of these models as the ratio of layers are modified from 0 to 1 in steps of 0.1. It
can be seen that for VGG-19 models, performance of the model increases till it reaches 0.5
reaching a maximum testing accuracy of 93.23% and then decreases after that. In the case
of resnet-18, accuracies increase with the increase of ratio of selected layers for amplification
reaching a maximum testing accuracy of 94.3%. In resnet-34, amplified models have better
performance for all ratio values, accuracies increase until it reaches the ratio of 0.3 and then
decrease very slowly reaching the maximum testing accuracy of 94.540%. It can be observed
that randomly selecting amplification factor has similar performance compared to using a
constant amplification factor of 2.
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(a) VGG-19 (b) Resnet-18 (c) Resnet-34
Figure (2.10) Performance of the best models with gradient amplification over 150 epochs
compared to original model with no gradient amplification. Original training(gray), test-
ing(blue) accuracies including their mean accuracies are plotted along with amplified train-
ing(green) and testing(red) accuracies. These plots demonstrate that the models do not
overfit while training with amplification.
2.2.3 Performing amplification including convolution layers
In this section, we perform detailed experiments by also considering convolution layers
for amplification. Fig. 2.11, 2.12, 2.13 show the performance of various models with different
typed of layers combined with convolution layers. units are selected. It can be observed
that models have better performance when only convolution layers modified and has best
performance for resnet models when only of the convolution layers is amplified. In this
section, we also perform detailed analysis by analyzing performances of all the combinations
of types of layers as well as different params. Performance of the model declines when ReLU
or BN layers are also selected along with convolution layers. The decline is significant with
the increase in the ratio of selected layers. This again shows that amplifying a few layers
is sufficient to obtain performance improvement. Another important aspect in params is
to allow a last few epochs to perform updates without amplification so that the models can
converge to better solutions.
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CIFAR-10 dataset, VGG-19 model
(a) Step2;
ratio:0.1(η = 0.1)
(b) Step2;
ratio:0.2(η = 0.1)
(c) Step2;
ratio:0.3(η = 0.1)
(d) Step2;
ratio:0.4(η = 0.1)
(e) Step2;
ratio:0.5(η = 0.1)
(f) Step2;
ratio:0.6(η = 0.1)
(g) Step2;
ratio:0.7(η = 0.1)
(h) Step2;
ratio:0.8(η = 0.1)
(i) Step2;
ratio:0.9(η = 0.1)
(j) Step2; ratio:1(η =
0.1)
Figure (2.11) Testing accuracies(Y-axis) of random amplification on VGG-19 model with
increasing ratio of layers(X-axis) for learning rate(η = 0.01 for different combinations of
convolution, batch normalization and ReLU layers. Each of the subplot corresponds to a
different ratio of layers selected for learning rate 0.1, for instance plot (a) refers to S2 0.1 xx,
(b) refers to S2 0.2 xx and so on.
CIFAR-10 dataset, Resnet-18 model
(a) Step2;
ratio:0.1(η = 0.1)
(b) Step2;
ratio:0.2(η = 0.1)
(c) Step2;
ratio:0.3(η = 0.1)
(d) Step2;
ratio:0.4(η = 0.1)
(e) Step2;
ratio:0.5(η = 0.1)
(f) Step2;
ratio:0.6(η = 0.1)
(g) Step2;
ratio:0.7(η = 0.1)
(h) Step2;
ratio:0.8(η = 0.1)
(i) Step2;
ratio:0.9(η = 0.1)
(j) Step2; ratio:1(η =
0.1)
Figure (2.12) Testing accuracies(Y-axis) of random amplification on resnet-18 model with
increasing ratio of layers(X-axis) for learning rate(η = 0.01 for different combinations of
convolution, batch normalization and ReLU layers.
28
CIFAR-10 dataset, Resnet-34 model
(a) Step2;
ratio:0.1(η = 0.1)
(b) Step2;
ratio:0.2(η = 0.1)
(c) Step2;
ratio:0.3(η = 0.1)
(d) Step2;
ratio:0.4(η = 0.1)
(e) Step2;
ratio:0.5(η = 0.1)
(f) Step2;
ratio:0.6(η = 0.1)
(g) Step2;
ratio:0.7(η = 0.1)
(h) Step2;
ratio:0.8(η = 0.1)
(i) Step2;
ratio:0.9(η = 0.1)
(j) Step2; ratio:1(η =
0.1)
Figure (2.13) Testing accuracies(Y-axis) of random amplification on resnet-34 model with
increasing ratio of layers(X-axis) for learning rate(η = 0.01 for different combinations of
convolution, batch normalization and ReLU layers.
2.2.4 Best models
The best performance of all the models is shown in Table 2.1. Performance improve-
ments can be observed both in and testing accuracies. The rows with ‘original’ in params
column show the performance of the original model with no gradient amplification. The
following grayed row shows the performance of the corresponding model with gradient am-
plification. The params that achieve these best models are also shown. We can observe
that gradient amplification increases both training and testing accuracies. Though training
accuracies are very close to 100% in the original model, gradient amplification improves
them further. It can be noted that resnet models comprises of residual blocks architecture
(an extra connection to the preceding layer) which already overcomes vanishing gradients
by passing the current gradients directly to the previous layers without modification using
residual connection, and therefore an improvement of 1.67% can be assumed to be significant.
Fig. 2.14 shows the performance of the each of the models for the params listed in
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Table (2.1) Accuracy comparison of models with gradient amplification with random layer
selection(vs) mean accuracies of corresponding original models across 5 runs.
Model params
Mean/Best accuracy (%) Improved accuracy (%)
Training Testing Training Testing
Original 97.87 91.08 – –
VGG 19
Ours (V GG 19
with amplifica-
tion)
99.764 93.35 1.9 2.27
Original 98.371 92.39 – –
Resnet 18
Ours (Resnet 18
with amplifica-
tion)
99.878 94.57 1.51 2.18
Original 98.444 92.716 – –
Resnet 34
Ours (Resnet 34 with
amplification)
99.774 94.39 1.25 1.67
Table 2.1. These plots demonstrate that the models trained with gradient amplification do
not cause overfitting problem. In the case of VGG-19, the best model is achieved when am-
plification is applied only on BN layers and for resnet models, the best models are achieved
when only one of the BN layers from a residual block are considered for amplification. Gra-
dient amplification model surpasses the performance of all the original models. Accuracies
achieved by amplified models not only exceed the mean average accuracies across 5 runs of
the original models, but also outperform the best accuracy among these 5 runs of the original
models.
2.3 Summary
In this work, we propose a novel gradient amplification method to dynamically increase
gradients during backpropagation. We also provide a training strategy consisting of set of
epochs with switching between gradient amplification and without amplification. Detailed
experiments are performed on VGG-19, Resnet-18 and Resnet-34 models to analyze the im-
pact of gradient amplification with different amplification parameters. We learn that only a
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(a) VGG-19 (b) Resnet-18 (c) Resnet-34
Figure (2.14) Performance of the best models with gradient amplification over 150 epochs
compared to original model with no gradient amplification. Original training(gray), test-
ing(blue) accuracies including their mean accuracies are plotted along with amplified train-
ing(green) and testing(red) accuracies. These plots demonstrate that the models do not
overfit while training with amplification.
proportion of layers are sufficient to attain such a performance gain. It can also be observed
that BN layers give the best improvement while performing amplification, followed by convo-
lution and ReLU layers, whereas the performance quickly diminishes when any combinations
of these layers are used. All these experiments show that our proposed amplification method
and training strategy increase the performance of the original models and achieve better
accuracies even at higher learning rates.
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3
GRADIENT AMPLIFICATION WITH INTELLIGENT LAYER SELECTION
In this chapter, we discuss a formulated approach to determine amplification layers so
that the type and the ratio of the layers to be amplified. Our proposed method along with
the training strategies used for various deep learning models for CIFAR-10 and CIFAR-100
datasets are also discussed. Our main goal is to improve the performance of the models the
higher values of learning rates.
3.1 Evolution of gradient amplification strategies
Our previous amplification method of random selection of layers has overhead of iden-
tifying the ratio of layers, the type of layers and the combination of those types of layers.
With the increase in the type of layers and the number of such layers as the network becomes
deeper, it is challenging to determine the best models of all the combinations. In this section,
we aim to formulate a way to automatically determine the layers which need to be amplified.
3.1.1 Effect of gradient amplification on learning rate
The general weight update formula during training of neural networks can be written
as
Wt+1 = Wt + η∇J(Wt+1)
where Wt represents the weights of a network in the current iteration t, η is the learning
rate and ∇J(Wt+1) corresponds to the gradients of the weights computed as the derivative
of error of cost function with respect to weights.
After performing gradient amplification, ∇J(Wt+1) gets modified depending on the
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amplification factor. Let us denote the amplified gradient as
∇Jamp = amp ∗ ∇J(Wt+1)
Therefore the weight update formula after gradient amplification can be written as:
Wt+1 = Wt + η∇Jamp(Wt+1)
Wt+1 = Wt + η ∗ amp ∗ ∇J(Wt+1)
Wt+1 = Wt + (η ∗ amp) ∗ ∇J(Wt+1)
Wt+1 = Wt + ηamp ∗ ∇J(Wt+1), where ηamp = η ∗ amp
(3.1)
From the above analysis, one can conclude that amplifying gradients is equivalent to
increasing learning rates. To determine the layers that need to be amplified, one approach is
to identify the layers that learn actively during the training process. Authors of [67] propose
a way to speedup the training process of deep learning models using layer freezing approach
by determining the fluctuations of gradients in layers. Similar approach can be employed
to determine the layers that are actively learning. As performing amplification is equivalent
to increasing step size of weight updates, learning rate (or step size) can be increased when
the current weights of the neurons are relatively far from optima and their gradients are all
moving in the same direction to converge to optima. In addition to determining the layers
that are actively learning, it is also important that the gradients of the neurons in the layers
are all moving in the same direction for the amplification to be meaningful. This can be
formulated by analyzing the gradients of the neurons in a layer across iterations. One simple
way to perform such an identification is to compute the sum of the gradient values over
iterations for all neurons in a layer.
3.1.2 Layer gradient directionality ratio measure, G
The effective direction of gradient change of the neurons in a layer l can be determined
using the ratio of the sum of the gradients across different iterations to its absolute gradient
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sum in an epoch. Here, m and n correspond to the number of iterations in an epoch and
the number of neurons(or weights) in a layer respectively.
layer gradient directionality ratio(Gl) =

0, if
n∑
i
m∑
j
|glij| = 0∑n
i |
∑m
j glij|∑n
i
∑m
j |glij|
otherwise
(3.2)
The above formula determines how the weights in a layer are modified. When all the
weight updates of the neurons occur in the same direction across all iterations, its value is
1. When either the model reaches optimal solution (where the gradient for every neuron
becomes zero) or half of the neuron weights move in the opposite direction to the other half
with same magnitude (ideal case) then the value becomes 0. Otherwise, it lies in between 0
and 1. Values close to 1 signify that most of the weights are changing in the same direction
and vice versa.
0 6 Gl 6 1 (3.3)
3.1.3 Normalized layer gradient directionality ratio measure, Ĝ
After computing the layer gradient directionality ratio(Gl) for each layer in an epoch,
it is observed that most of these values are in same range. To identify the most significant
layers close to 1, layer gradient directionality ratio(Gl) of all the layers are converted to a
normal distribution using :
Ĝ =
G−G
σG
(3.4)
These normalized values signify how far they lie from the mean value. If the normalized
value of a layer is close to 0, then it lies close to the mean value and its value signifies the
magnitude of standard deviation(s) it is away from the mean value. Greater the positive(or
negative) value farther it is from the mean. Clearly when the normalized value is a large
positive value (signifying farther from the mean on the right side), it can be considered closer
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to the 1 (in (3.3)), where as for large negative values, it is considered close to 0(in (3.3)).
3.1.4 Improved Layer gradient directionality ratio measure, G′
The gradients of neurons in a layer lie in a similar range and the measure G has the
sum of all the gradients of neurons across all the iterations, it gives higher importance to
the gradients ranges that are frequent during the training. If equal importance is given to
the all the neurons, then even if some of the ratio measure is close to 1, then the layer has
relatively higher ratio value. With this modification, even if some of the neuron gradients in
a layer are moving in the same direction, the layer has higher chance of being identified.
The effective direction of gradient change of neurons in a layer l is therefore determined
using the ratio of the sum of the gradients across different iterations to its absolute gradient
sum for each neuron and taking the mean of these ratio values. Here, m and n correspond
to the number of iterations in the epoch and number of neurons(or weights) in a layer
respectively for an epoch.
improved layer gradient directionality ratio(G′l) =

0, if
m∑
j
|glij| = 0
1
n
n∑
i
|
∑m
j gij|∑m
j |gij|
otherwise
(3.5)
The above formula also determines how the weights in a layer are modified with equal
importance given to all the neurons in a layer. When all the weight updates of the neurons
occur in the same direction across all iterations, its value is 1. With the modified formula,
when some of the neurons are close to 1, it have higher chances of being amplified.
0 6 G′l 6 1 (3.6)
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3.1.5 Normalized layer gradient directionality ratio measure, Ĝ′
After computing the layer gradient directionality ratio(G′l) for each layer in an epoch,
in order to identify the most significant layers close to 1, layer gradient directionality ratio(G′l)
of all the layers are converted to a normal distribution using :
Ĝ′ =
G′ −G′
σG′
(3.7)
These normalized values signify how far they lie from the mean value. If the normalized
value of a layer is close to 0, then it lies close to the mean value and its value signifies the
magnitude of standard deviation(s) it is away from the mean value. Greater the positive(or
negative) value farther it is from the mean. Clearly when the normalized value is a large
positive value (signifying farther from the mean on the right side), it can be considered closer
to the 1 (in (3.6)), where as for large negative values, it is considered close to 0(in (3.6)).
3.1.6 Determining amplification layers using G,G′ measures
We consider the following cases to perform amplification based on thresholds. Here the
formula are shown for measure G and the same cases can be applied for G′ (by replacing G
with G′).
Case-1: Amplify only one side (Gl close to 1) When (Gl) values are close
to 1, most of the weights in the layer are modified in the same direction. This suggests that
the neurons are all moving down(or up) the slope to approach optima, learning rate can
be increased. We amplify the gradients of the layer when its normalized value exceeds a
threshold value,
if(Ĝ > threshold) : amplify layer
Case-2: Amplify both sides (Gl close to 0 or 1) As mentioned earlier,
layer gradient directionality ratio(Gl) values close to 0 either mean they are close to optima
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or a plateau surface. If the weights are close to optima, adding small noise to the gradients
will cause the weights to converge eventually. Otherwise, it would make the weights to cross
the plateau surface and thereby improving the training process. With this assumption, we
propose to amplify the gradients of a layer when the layer gradient directionality ratio(Gl)
values are close to either end (i.e., 0 or 1), we amplify whenever the absolute normalized
value crosses threshold value.
if(|Ĝ| > threshold) : amplify layer
Here is the overview of the function to determine amplification layers
Algorithm 3 Determination of amp layers using Formula-1
Input: M , threshold, glij, case
Function: GetGradientAmpLayers(M , threshold, glij, case)
Compute layer gradient directionality ratio(Gl) as in equation (3.2)
Compute normalized values Ĝ as in equation (3.4)
if case == 1 then
if Ĝl > threshold then
add layer l to amp
end if
else
if case == 2 then
if mod(Ĝl) > threshold then
add layer l to amp
end if
end if
end if
return amp
EndFunction
3.2 Experiments
Experiments are performed on CIFAR-10, CIFAR-100 datasets with the similar setup
to the experiments performed in Chapter 3 section 2.2. We primarily perform thorough
experiments for VGG-19, Resnet-18 and Resnet-34 models. These models are trained for
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150 epochs, where the learning rate of the first 100 epochs is 0.1 and the next 50 epochs
is 0.01. Our earlier analysis in Chapter 3 section 2.2 show that models perform better
when the amplification factor is in the range of [1.75-2.25]. We use the amplification
factor 2 in our analysis. We perform experiments using the training strategy(params =
[(50, 0.1, 0, 1), (100, 0.1, is amp, 2), (130, 0.01, is amp, 2), (150, 0.01, 0, 1)], where is amp rep-
resents a non-zero value when amplification is performed or 0 otherwise. The values in each
element in the params list represent end epoch, learning rate, is amplification performed(non-
zero) and gradient amplification factor respectively. For instance, (50, 0.1, 0, 1) means that
the model is trained with learning rate 0.1 until we reach 50 epochs, during which no layers
are selected for gradient amplification and amplification factor is 1. In our training strategy,
where params1 = [(50, 0.1, 0, 1), (100, 0.1, is amp, 2), (130, 0.01, is amp, 2), (150, 0.01, 0, 1)],
no amplification is performed for the first 50 epochs and gradients in the 51st epoch are
analyzed to determine the layers to perform amplification until 100th epoch. At epoch 101,
learning rate is reduced to 0.01 and gradients are analyzed again to determine next set of
amplification layers, where the selected layers are amplified for the next 29 epochs and the
last 20 epochs are trained without amplification. Experiments are performed varying thresh-
olds from 0.7 to 2.5 with the step size of 0.1. Based on the analysis of these results, we also
run experiments on even deeper resnet-50 and resnet-101 models.
For deeper models, another training strategy is employed, where params2 = [(10, 0.1, 0, 1),
(100, 0.1, is amp, 2), (145, 0.01, is amp, 2), (150, 0.01, 0, 1)], no amplification is performed for
the first 10 epochs and the gradients in the 11th epoch are analyzed to identify the layers
to perform amplification until 100th epoch. At epoch 101, learning rate is reduced to 0.01
and the gradients are analyzed again to determine next set of amplification layers, where the
selected layers are amplified for the next 44 epochs and the last 5 epochs are trained without
amplification. Experiments are performed varying thresholds from 1 to 3 with the step size
of 0.25.
We also perform analysis on how frequent the amplification layers need to be varied
while training the model. In our training strategy, amplification is applied from 51-100
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(η = 0.1) and 101-130 (η = 0.01) epochs. At first, amplification layers are determined on the
onset of amplification epochs for each different learning rate and then analysis is done when
the amplification layers are changed every 2 epochs from 51-130 and then every 5 epochs.
3.3 Results
In our experiments, firstly we analyze simpler models namely, resnet-18, resnet-34 and
VGG-19 models using CIFAR-10 dataset and then extend to deeper resnet architectures and
also for CIFAR-100 dataset.
While training these models, a first few epochs are trained normally without any amplifi-
cation. Then the gradients of the models are analyzed for an epoch by computing normalized
gradient rates for all layers. As mentioned previously, for each layer it determines the rate
of fluctuations of weight updates, with 1 corresponding to less fluctuations and 0 for more
fluctuations. Since thresholds are measured on normalized gradient rates of layers, values
beyond thresholds signify the percentage of layers being amplified and indirectly controls
the ratio of amplified layers. Lower the threshold value means larger the ratio of amplified
layers and vice versa. In our experiments, thresholds are varied from 0.7 - 2.5 in steps of 0.1
for simpler models and from 1.0 - 3.0 in steps of 0.25 for deeper models.
3.3.1 How frequently should amplification layers be modified/reseleted?
Analysis is also done on how frequent should these amplification layers be selected by
running experiments when amplification layers are changed once per each learning rate, every
2 epochs and 5 epochs. Fig. 3.1 and 3.2 show the performance of vgg-19, resnet-18 and resnet-
34 models when these models are amplified using case-1 and case-2 selection strategies. It
can be observed that the performance improvement does not vary much for a model and one
can always fine-tune to determine the best possible layer selection frequency. However, for
our further analysis on CIFAR-10 dataset on deeper resnet-50, resnet-101 models, learning
rate is changed once per learning rate for simplicity.
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CIFAR-10 dataset, measure G case-1
(a) V GG− 19 (b) Resnet− 18 (c) Resnet− 34
Figure (3.1) Performance of the amplified models where layers are selected at different rates
compared to mean accuracies of the original models(blue) with no gradient amplification. In
each figure, we show the performance of models when amplification layers are selected once
per learning rate(top), selected every 2 epochs (middle) and selected every 5 epochs(bottom).
Horizontal axis refers to the thresholds applied on the normalized gradient rate (Ĝl) using
case-1 strategy and vertical axis corresponds to testing accuracies of the models.
CIFAR-10 dataset, measure G case-2
(a) V GG− 19 (b) Resnet− 18 (c) Resnet− 34
Figure (3.2) Performance of the amplified models where layers are selected at different rates
compared to mean accuracies of the original models(blue) with no gradient amplification. In
each figure, we show the performance of models when amplification layers are selected once
per learning rate(top), selected every 2 epochs (middle) and selected every 5 epochs(bottom).
Horizontal axis refers to the thresholds applied on the normalized gradient rate (Ĝl) using
case-2 strategy and vertical axis corresponds to testing accuracies of the models.
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CIFAR-10 dataset, measure G
(a) V GG− 19 (b) Resnet− 18 (c) Resnet− 34
Figure (3.3) Performance of the models on CIFAR-10 dataset with amplified models using G
applied from epochs 51-130 compared to mean accuracies of the original models(blue) with
no gradient amplification. Horizontal axis refers to the thresholds applied on the normalized
gradient rate (Ĝl) and vertical axis corresponds to testing accuracies of the models.
3.3.2 Analysis on CIFAR-10 dataset
Analysis on simpler models Fig. 3.3, 3.4 show the performance of VGG-19,
resnet-18 and resnet-34 models for a range of thresholds 0.7-2.5 with a step-size of 0.1 when G
and G′ amplification is applied respectively. For VGG-19 models, when amplified using case-
1 and case-2 strategies, accuracies improve for most of the threshold values. Though there
is no defined pattern in either case while using G, models seem to perform better with lower
threshold values less than 1.5 in case of G′. Resnet-18 model perform better while using
G or G′ formula. In case-1 strategy, models perform for all the threshold values, but for
case-2 strategy, models with thresholds greater than 1 perform better than original models.
In the case of resnet-34 models, models perform better for thresholds greater than 1.2 and
case-1 strategy has better improvements over case-2 in both G and G′. Also, accuracy of the
resnet-34 models drop for threshold value of 1.9 in all the cases, otherwise accuracies of the
models increase slightly with the increasing thresholds.
Analysis on deeper models As deeper models have longer training times,
amplification is performed on reduced thresholds ranging from 1.0 - 3.0 in steps of 0.25.
Fig. 3.5 and 3.6 show the testing accuracies of the resnet-50 and resnet-101 models for a
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CIFAR-10 dataset, measure G′
(a) VGG-19 (b) Resnet-18 (c) Resnet-34
Figure (3.4) Testing accuracies(Y-axis) of the amplified models(red) using G′ compared to
mean accuracies of the original models(blue) with no gradient amplification for a range of
thresholds(X-axis) applied on the normalized gradient rate (Ĝ′l) on CIFAR-10 dataset.
range of thresholds respectively. For both G and G′ while using case-1 strategy, amplified
models perform close to original models for lower thresholds and as the threshold value
increases amplified models always perform better than original models. Models with case-1
strategy seems to be robust compared to case-2 for lower thresholds. While using case-2
strategy, for lower thresholds, amplified models perform lower than the original models but
the performance of the amplified models increase with increasing thresholds. This suggests
that deeper models perform better with higher threshold values. Models with case-1 as
amplification strategy perform better for thresholds more than 1.25, where as for case-2,
models with thresholds 1.5 perform better.
3.3.3 Analysis on CIFAR-100 dataset
To emphasize the generality of amplification, experiments are also performed on
CIFAR-100 dataset. In these experiments, amplification layers are selected once per each
learning rate in the training epochs while using previously mentioned training strategy
params = [(50, 0.1, 0, 1), (100, 0.1, is amp, 2), (145, 0.01, is amp, 2), (150, 0.01, 0, 1)]. Experi-
ments are performed with both gradient change measures G and G′ using case-1 and case-2
layer selection strategies.
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CIFAR-10 dataset, measure G
(a) Resnet-50 (b) Resnet-101
Figure (3.5) Testing accuracies(Y-axis) of resnet-50 and resnet-101 models with Gl layer
amplification(red) applied from epochs 51-145 compared to mean accuracies of the original
models(blue) with no gradient amplification for a range of threshold values(X-axis).
CIFAR-10 dataset, measure G′
(a) Resnet-50 (b) Resnet-101
Figure (3.6) (CIFAR-10 dataset) Testing accuracies(Y-axis) of resnet-50 and resnet-101 mod-
els with G′l layer amplification(red), applied from epochs 51-145, compared to mean accu-
racies of the original models(blue) with no gradient amplification for a range of threshold
values(X-axis).
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Analysis on simpler models Fig. 3.7, 3.8 show the performance of VGG-
19, resnet-18 and resnet-34 models for a range of thresholds 0.7-2.5 with a step-size of 0.1
when G and G′ amplification is applied respectively. For VGG-19 models, when case-1
amplification method is used, for lower thresholds with both G and G′, models perform
better at lower threshold values but have similar performance to original models in the
case of higher thresholds. When case-2 is used,performance of the models is sensitive to
threshold values. Models have lower performance than original models for small thresholds
and have similar performance for large thresholds. For intermediate threshold values, it either
has better or similar performance to original models. For resnet-18, when case-1 is used,
for all the models have better performance than the original models for all the thresholds.
Performance of the models increase with the thresholds around 1.5 and then the performance
improvement remains the same. While for case-2, models have reduced performance for
lower thresholds upto 0.9 in G and 1.1 in G′ which then increases until 1.5 and then the
improvement remains the same. Resnet-34 models also have similar performance behavior
as resnet-18 models maintaining the improved performance with increasing thresholds for
case-2. While for case-1,for both G and G′ models until threshold reaches 1.2, accuracies of
the models increase but are lower than the original models and improve than original after
1.2 maintaining the improved accuracy with the increasing thresholds.
Analysis on deeper models For deeper networks, resnet-50 and resnet-101,
amplification is performed on reduced thresholds ranging from 1.0 - 3.0 in steps of 0.25. Fig.
3.9 and 3.9 show the testing accuracies of the resnet-50 and resnet-101 models for a range
of thresholds. In resnet-50 models, for both G and G′ while using case-1 strategy, amplified
models always perform better than original models and the improvement of the accuracies
almost remain the same across threshold values. While for case-2 strategy, models have
lower performance for threshold value 1.00 and the testing accuracies are better than the
original models from threshold 1.25. In resnet-101 models, for both G and G′ w amplified
models perform better from thresholds 1.25 and 1.50 respectively while using case-1 and
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CIFAR-100 dataset, measure G
(a) V GG− 19 (b) Resnet− 18 (c) Resnet− 34
Figure (3.7) Performance of the models on CIFAR-100 dataset with amplified models(red)
using G applied from epochs 51-130 compared to mean accuracies of the original mod-
els(blue) with no gradient amplification. Horizontal axis refers to the thresholds applied on
the normalized gradient rate (Ĝl) and vertical axis corresponds to testing accuracies of the
models.
CIFAR-100 dataset, measure G′
(a) V GG− 19 (b) Resnet− 18 (c) Resnet− 34
Figure (3.8) Testing accuracies(Y-axis) of the amplified models(red) using G′ compared to
mean accuracies of the original models(blue) with no gradient amplification for a range of
thresholds(X-axis) applied on the normalized gradient rate (Ĝ′l) on CIFAR-100 dataset.
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CIFAR-100 dataset, measure G′
(a) Resnet-50 (b) Resnet-101
Figure (3.9) (CIFAR-100 dataset) Testing accuracies(Y-axis) of resnet-50 and resnet-101
models with Gl layer amplification(red) applied from epochs 51-145 compared to mean ac-
curacies of the original models(blue) with no gradient amplification for a range of threshold
values(X-axis).
case-2 strategy. Though the improvement in the performance appears the same, testing
accuracies improve slowly with increasing thresholds.
3.3.4 Comparison of running times
Table 3.1 and 3.2 show the mean running times(in minutes) across 10 runs of original
models and amplified models for different ratio measures and cases. Training is performed on
the GSU high performance cluster with NVIDIA V100 GPUs with only our models running
on the GPUs with no other user jobs. Performing amplification while training increases the
training times by only 1-3 minutes for all the models in most of the cases. Therefore, training
models performing amplification improves the accuracy of the models maintaining training
times closer (less than 2% increment) to original models.
3.3.5 Best models
Here, we compare the best results of amplified models in each case with their corre-
sponding original models without amplification. Testing accuracies of the best amplified
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CIFAR-100 dataset, measure G′
(a) Resnet-50 (b) Resnet-101
Figure (3.10) (CIFAR-10 dataset) Testing accuracies(Y-axis) of resnet-50 and resnet-101
models with G′l layer amplification(red) applied from epochs 51-145 compared to mean ac-
curacies of the original models(blue) with no gradient amplification for a range of threshold
values(X-axis).
Table (3.1) Mean running times(in minutes) of models with G,G′ layer-based gradient am-
plification on CIFAR-10 dataset across 10 iterations.
Ours using Ĝ(min) Ours using Ĝ′(min)
Model Original (min)
Case-1 Case-2 Case-1 Case-2
V GG 19 31.35 ± 0.45 31.82 ± 0.52 (1.5%) 31.94 ± 0.45 (1.89%) 31.87 ± 0.45 (1.66%) 31.82 ± 0.35 (1.5%)
Resnet 18 42.15 ± 0.23 42.79 ± 0.45 (1.53%) 42.73 ± 0.46 (1.38%) 42.96 ± 0.57 (1.92%) 42.76 ± 0.44 (1.45%)
Resnet 34 66.35 ± 0.92 67.73 ± 0.95 (2.09%) 67.64 ± 0.9 (1.94%) 67.8 ± 0.82 (2.18%) 67.68 ± 0.91 (2.01%)
Resnet 50 139.64 ± 1.97 139.71 ± 2.01 (0.05%) 140.07 ± 1.59 (0.31%) 140.63 ± 1.29 (0.71%) 141.06 ± 1.05 (1.01%)
Resnet 101 224.22 ± 3.45 225.48 ± 2.89 (0.56%) 226.37 ± 2.07 (0.96%) 227.26 ± 2.12 (1.35%) 227.78 ± 2.02 (1.58%)
models are shown in the table 3.3 and 3.4 for CIFAR-10 and CIFAR-100 datasets. Training
and testing accuracies for each epoch of these best models with amplification along with the
original models are shown in Fig. 3.11, 3.12 for CIFAR-10 dataset and in Fig. 3.13, 3.13 for
CIFAR-100 dataset. Since the mean accuracy of the original models are compared, training
accuracies(in gray), testing accuracies (in blue) including their mean accuracies are plotted
along with amplified training(in green) and testing(in red) accuracies. These plots signify
the importance of having the final epochs of the model to be trained without amplification
and also demonstrate that the models do not overfit while training with amplification.
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Table (3.2) Mean running times(in minutes) of models with G,G′ layer-based gradient am-
plification on CIFAR-100 dataset across 10 iterations.
Ours using Ĝ (min) Ours using Ĝ′ (min)
Model Original (min)
Case-1 Case-2 Case-1 Case-2
V GG 19 31.62 ± 0.48 32.55 ± 0.43 (2.92%) 31.92 ± 0.49 (0.92%) 32.16 ± 0.69 (1.7%) 31.83 ± 0.57 (0.64%)
Resnet 18 42.08 ± 0.47 42.83 ± 0.64 (1.78%) 42.24 ± 0.69 (0.39%) 43.44 ± 2.65 (3.23%) 42.19 ± 0.57 (0.26%)
Resnet 34 66.64 ± 0.84 67 ± 0.89 (0.54%) 66.99 ± 0.96 (0.53%) 69.84 ± 6.11 (4.8%) 66.88 ± 0.9 (0.36%)
Resnet 50 139.32 ± 1.18 140.64 ± 0.51 (0.95%) 140.21 ± 1.7 (0.64%) 140.68 ± 0.51 (0.97%) 140.79 ± 0.68 (1.06%)
Resnet 101 223.88 ± 2.69 226.35 ± 3.05 (1.10%) 226.28 ± 1.87 (1.07%) 225.09 ± 3.23 (0.54%) 226.12 ± 2.18 (1.00%)
CIFAR-10 dataset, measure G
(a) VGG-19 (b) Resnet-18 (c) Resnet-34 (d) Resnet-50 (e) Resnet-101
Figure (3.11) Testing accuracies(Y-axis) of the best models on CIFAR-10 dataset with ampli-
fication performed using G algorithm (3) compared to original models without amplification.
Original training(gray), testing(blue) accuracies including their mean accuracies are plotted
along with amplified training(green) and testing(red) accuracies.
We also perform random amplification for deeper resnet models using some of the hy-
perparameters which have the better performance for resnet-18, resnet-34 models. The best
accuracies of these models are also compared in the table below for both CIFAR-10 and
CIFAR-100 datasets. Our results with amplification based on G and G′ have similar perfor-
mance and sometimes improved for VGG-19, resnet-18 and resnet-34 models on CIFAR-10
dataset. Resnet-50 and resnet-101 more than 2% improvement than original as well as ran-
domly amplified models. In the case of CIFAR-100 dataset, all the models based on G and G′
have significant performance improvement compared to original and random amplification.
3.4 Summary
We propose various measures to compute effective gradient direction of a layer during
its training process. These measures are used to determine the amplification layers based
48
CIFAR-10 dataset, measure G
(a) VGG-19 (b) Resnet-18 (c) Resnet-34 (d) Resnet-50 (e) Resnet-101
Figure (3.12) Testing accuracies(Y-axis) of the best models on CIFAR-10 dataset with layer
amplification performed using G′ compared to original models without amplification. Origi-
nal training(gray), testing(blue) accuracies including their mean accuracies are plotted along
with amplified training(green) and testing(red) accuracies.
CIFAR-100 dataset, measure G′
(a) VGG-19 (b) Resnet-18 (c) Resnet-34 (d) Resnet-50 (e) Resnet-101
Figure (3.13) Testing accuracies(Y-axis) of the best models on CIFAR-100 dataset with
amplification performed using G algorithm (3) compared to original models without amplifi-
cation. Original training(gray), testing(blue) accuracies including their mean accuracies are
plotted along with amplified training(green) and testing(red) accuracies.
CIFAR-100 dataset, measure G′
(a) VGG-19 (b) Resnet-18 (c) Resnet-34 (d) Resnet-50 (e) Resnet-101
Figure (3.14) Testing accuracies(Y-axis) of the best models on CIFAR-10 dataset with layer
amplification performed using G′ compared to original models without amplification. Origi-
nal training(gray), testing(blue) accuracies including their mean accuracies are plotted along
with amplified training(green) and testing(red) accuracies.
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Table (3.3) Performance comparison of random, G, G′ layer-based gradient amplification
models on CIFAR-10 dataset.
Ours using Ĝ Ours using Ĝ′
Model Original Randomamp
Case-1 Case-2 Case-1 Case-2
V GG 19 91.08% 93.35 % (+2.27%) 93.30% (+2.22%) 92.92% (+1.84%) 93.29% (+2.21%) 93.34% (2.26+%)
Resnet 18 92.39% 94.57% (+2.18%) 93.90% (+1.51%) 93.76% (+1.37%) 94.49% (+2.1%) 94.1% (+1.71%)
Resnet 34 92.71% 94.39%(+1.68%) 94.05% (+1.34%) 93.89% (+1.18%) 94.56% (+1.85%) 94.14% (+1.43%)
Resnet 50 91.80% 92.68% (+0.88%) 94.24% (+2.44%) 94.43% (+2.63%) 94.34% (+2.54%) 94.02% (+2.22%)
Resnet 101 91.95% 93.04% (+1.09%) 94.57% (+2.62%) 94.54% (+2.59%) 94.35% (+2.4%) 94.7% (+2.75%)
Table (3.4) Performance comparison of random, G, G′ layer-based gradient amplification
models on CIFAR-100 dataset.
Ours using Ĝ Ours using Ĝ′
Model Original Randomamp
Case-1 Case-2 Case-1 Case-2
V GG 19 65.27% 66.52% (+1.25%) 69.38% (+4.11%) 68.5% (+3.23%) 69.83% (+4.56%) 69.25% (3.98+%)
Resnet 18 71.94% 72.7% (+0.760%) 75.33% (+3.39%) 75.41% (+3.47%) 76.14% (+4.2%) 75.35% (+3.41%)
Resnet 34 72.18% 73.02% (+0.84%) 74.86% (+2.68%) 75.59% (+3.41%) 75.95% (+3.77%) 75.9% (+3.72%)
Resnet 50 72.32% 73.05% (+0.73%) 77.21% (+4.89%) 77.43% (+5.11%) 76.89% (+4.57%) 76.97% (+4.65%)
Resnet 101 73.00% 73.72% (+0.72%) 77.63% (+4.63%) 77.51% (+4.51%) 77.53% (+4.53%) 77.63% (+4.63%)
on two amplification thresholding strategies. Detailed experiments are performed to analyze
each of the measures, their amplification strategies for a range of thresholds. Experiments
are run on CIFAR-10 and CIFAR-100 datasets.
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4
INTELLIGENT GRADIENT AMPLIFICATION FOR NEURONS
In this chapter, using the layer-based gradient measure G′ discussed in chapter 3, a
neuron based gradient measure is formulated. This measure is used to identify the neurons
in a layer that need to be amplified instead of the amplifying all the neurons in a layer.
Our proposed measure is evaluated on various deep learning models for CIFAR-10 using the
training discussed in the previous layer based amplification methods. We aim to determine
if neuron based amplification is sufficient to achieve performance improvements at higher
learning rates.
4.0.1 Neuron gradient directionality ratio measure, Gn
Based on the ratio in the definition of Gn measure, the effective direction of gradient
change for a neuron n of a layer l in a training epoch is given as
neuron gradient directionality ratio(G(l)n ) =

0, if
n∑
i
m∑
j
|g(l)nj | = 0
|
∑m
j g
(l)
nj |∑m
j |g
(l)
nj |
, otherwise
(4.1)
where m represents the number of iterations in an epoch. Here, we essentially trace
the gradient updates of a neuron across all the iterations in a training epoch to determine
its effective gradient update direction. If the updates on the neuron weights across all the
iterations occur in the same direction, it implies the neuron is actively trying to approach the
optima and therefore the learning rate can be increased ( equivalent to amplifying gradients
as shown in eq. 3.1) to speed up the training. When all the weight updates of a neuron
occur in the same direction across all iterations, its value is 1. When either the model reaches
optimal solution (where the gradient for a neuron becomes zero) or half of the neuron weight
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(a) Resnet-18 (epoch 82) (b) Resnet-18 (epoch 121) (c) Resnet-34 (epoch 82) (d) Resnet-34 (epoch 121)
Figure (4.1) Distribution of neuron gradient directionality ratio Gn of all the neurons at
epochs 82 and 121 for resnet models
updates move in the opposite direction to the other half with same magnitude (ideal case)
then the value becomes 0. Otherwise, it lies in between 0 and 1. Values close to 1 signify
that most of the weights are changing in the same direction and viceversa.
0 6 Gn 6 1 (4.2)
4.0.2 Normalizing neuron gradient directionality ratio measure
Normalized neuron gradient directionality ratio measure is computed similar to the
normalized layer based measures. The distribution of these neuron gradient ratio values for
all the neurons across all the layers as shown in Fig. 4.1 for resnet-18 and resnet-34 models.
Plots are shown for epochs 82 (where learning rate is 0.1) and 121(where learning rate is
0.01), but similar pattern exists for other epochs. These figures depict that the ratio values
of neurons follow a normal distribution with mean close to 0 and width of the distribution
varies across epochs depending on factors such as learning rate, type of dataset and so on.
As the neurons in a layer are related architecturally, normalization can also be done using all
the neurons in a layer independently for different layers. Since each of the neuron gradient
directionality ratio measures are computed independently, normalization can be done either
in a local way using only the neuron gradient ratio measures within the layer or in a global
way, using ratio values of all the neurons across all the layers.
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Local normalization: In this approach, gradient ratio values Gn of neurons
in a layer are considered for normalization, i.e., each layer independently determines the
normalized gradient ratio values of its neurons. Here, G
(l)
n and σG(l)n represent the mean and
standard deviation of the gradient ratio values of the neurons of layer l respectively.
local − Ĝ(l)n =
G
(l)
n −G
(l)
n
σ
G
(l)
n
(4.3)
Global normalization: In this method, gradient ratio values Gn of all neurons
across all the layers are considered to transform to a normal distribution. Gn and σGn rep-
resent the mean and standard deviation of the all neuron values in the network respectively.
global − Ĝ(l)n =
G
(l)
n −Gn
σGn
(4.4)
4.0.3 Determining amplification neurons using Gn measure
After analyzing the gradients of all the neurons in an epoch, normalized ratio values
are computed and neurons to be amplified are determined using threshold values. From the
layer based amplification, models perform better whenever layers with ration values close to
1 (case-1) are amplified. Therefore the neurons meeting the following criteria are selected
for amplification in the case of local normalization.
if(local − Ĝn > threshold) : amplify neuron
Similarly, when global normalization is performed, the following condition is used to
identify the neurons whose gradients need to be amplified.
if(global − Ĝn > threshold) : amplify neuron
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4.1 Experiments & Results
Experiments are performed on CIFAR-10 dataset with the similar setup to the ex-
periments performed in Chapter 2 section 2.2. We primarily perform thorough experi-
ments for VGG-19, Resnet-18 and Resnet-34 models. These models are trained for 150
epochs, where the learning rate of the first 100 epochs is 0.1 and the next 50 epochs is
0.01. We perform experiments using two different training strategies(params), namely
[(50, 0.1, 0, 1), (100, 0.1, is amp, 2), (130, 0.01, is amp, 2), (150, 0.01, 0, 1)] and [(10, 0.1, 0, 1),
(100, 0.1, is amp, 2), (145, 0.01, is amp, 2), (150, 0.01, 0, 1)], where is amp represents a non-
zero value when amplification is performed or 0 otherwise. Neurons to amplify are selected
once per each learning rate and those neuron gradients will be amplified until the amplifica-
tion factor is changed back to 1 (as shown in params).
In the first training strategy with params1 = [(50, 0.1, 0, 1), (100, 0.1, is amp, 2), (130,
0.01, is amp, 2), (150, 0.01, 0, 1)], where is amp 6= 0, no amplification is performed for the
first 50 epochs and gradients in the 51st epoch are analyzed to determine the neurons to
perform amplification until 100th epoch. At epoch 101, learning rate is reduced to 0.01 and
gradients are analyzed again to determine next set of neurons for amplification, where the
selected neurons are amplified for the next 29 epochs and the last 20 epochs are trained
without amplification. Experiments are performed varying thresholds from 0.7 to 2.5 with
the step size of 0.1.
In the second training strategy, where params2 = [(10, 0.1, 0, 1), (100, 0.1, is amp, 2),
(145, 0.01, is amp, 2), (150, 0.01, 0, 1)], no amplification is performed for the first 10 epochs
and the gradients in the 11th epoch are analyzed to identify the neurons to perform amplifi-
cation until 100th epoch. At epoch 101, learning rate is reduced to 0.01 and the gradients are
analyzed again to determine next set of neurons for amplification and these selected neuron
gradients are amplified for the next 44 epochs and the last 5 epochs are trained without
amplification. Thresholds are varied from 0.7 to 2.5 with the step size of 0.1 for detailed
analysis.
54
CIFAR-10 dataset, measure Gn with local normalization
(a) V GG− 19 (b) Resnet− 18 (c) Resnet− 34
Figure (4.2) Performance of the amplified models where neurons are selected at different
rates compared to mean accuracies of the original models(blue) with no gradient amplifica-
tion. In each figure, we show the performance of models when neurons to be amplified are
selected once per learning rate(top), selected every 2 epochs (middle) and selected every 5
epochs(bottom). Horizontal axis refers to the thresholds applied on the normalized gradient
rate (Ĝn) using local normalization and vertical axis corresponds to testing accuracies of the
models.
In the case of random amplification, models perform better when amplification factor
lie in the range of [1.75-2.25]. As only some of the neurons in the layers are amplified, we
again study the impact of amplification factor when it is increased to 2,3,4 and 5 on the
params(training strategy) that has better performance.
4.1.1 How frequently should amplification neurons be modified/reseleted?
As only a few neurons are selected in a layer for amplification, analysis is done to
understand how frequent should these amplification neurons be selected. We perform similar
analysis as before by running experiments when amplification layers are changed once per
each learning rate, every 2 epochs and 5 epochs. Fig. 4.2 and 4.3 show the performance of
vgg-19, resnet-18 and resnet-34 models when these models are amplified using Ĝn with local
and global normalization. It can be observed that the performance improvement doesnot vary
much for a model and one can always finetune to determine the best possible layer selection
frequency. However, for our further analysis on CIFAR-10 dataset on deeper resnet-50,
resnet-101 models, learning rate is changed once per learning rate for simplicity.
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CIFAR-10 dataset, measure Gn with global normalization
(a) V GG− 19 (b) Resnet− 18 (c) Resnet− 34
Figure (4.3) Performance of the amplified models where neurons are selected at different
rates compared to mean accuracies of the original models(blue) with no gradient amplifica-
tion. In each figure, we show the performance of models when neurons to be amplified are
selected once per learning rate(top), selected every 2 epochs (middle) and selected every 5
epochs(bottom). Horizontal axis refers to the thresholds applied on the normalized gradient
rate (Ĝn) using local normalization and vertical axis corresponds to testing accuracies of the
models.
4.1.2 Analysis on CIFAR-10 dataset
Fig. 4.4 and Fig. 4.5 show the performance of the models when neuron level amplifica-
tion is applied for the first (during epochs 51-130) and second (during epochs 51-145) training
strategies respectively. Though models have better performance for are some thresholds than
original(no amplification) models, most of the threshold values have neuron amplified mod-
els having similar performance and sometimes even with reduced performance than original
models. Selection of training strategies also do not have much significance on the model
performance. So far, all the analysis is done on experiments with amplification factor as 2.
We now try to experiment with increased amplification factor to determine if this improves
the performance.
Analysis on increased amplification factor While performing random am-
plification, it is observed that models perform better when amplification factor lie in the
range of [1.75-2.25]. As some of the neurons in a layer are amplified, experiments are run
with increased amplification factors from 3,4,5 and the performance of these models are
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CIFAR-10 dataset, measure Gn
(a) VGG-19 (b) Resnet-18 (c) Resnet-34
Figure (4.4) Performance of the neuron amplified models(red) using params1 where epochs
51-130 are used for amplification using formula 4.1 compared to mean accuracies of the
original models(blue) with no gradient amplification. For each model (a), (b), (c), the
upper plot corresponds to the testing accuracies of the models when amplification is done
with local-normalization approach and the lower plot corresponds when the layers to global-
normalization. Horizontal axis refers to the thresholds applied on the normalized gradient
rate (Ĝn) and veritical axis correspond to testing accuracies of the model.
CIFAR-10 dataset, measure Gn
(a) VGG-19 (b) Resnet-18 (c) Resnet-34
Figure (4.5) Testing accuracies of the neuron amplified models(red) using params2 where
epochs 51-145 are used for amplification using formula 4.1 compared to mean testing accu-
racies of the original models(blue) with no gradient amplification.
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CIFAR-10 dataset, measure Gn
(a) Local normalization (b) Global normalization
Figure (4.6) Testing accuracies of the neuron amplified models(red) as for amplification
factors(3,4,5) compared to mean testing accuracies of the original models(blue) with no
gradient amplification.
shown in Fig. 4.6. These experiments are performed using both local and global normaliza-
tion methods with params2 training strategy(epochs 51-145 are amplified). It can be seen
that increasing amplification factor slightly decreases the model performance and sometimes
has similar accuracy of original models. It does not drastically decrease the performance as
seen in random amplification improve the performance of the model.
4.1.3 Analysis on CIFAR-100 dataset
Fig. 4.7 shows the performance of the models when neuron level amplification is applied
during epochs 51-145 on CIFAR-100 dataset. Though models have better performance for
are some thresholds than original(no amplification) models, most of the threshold values
have neuron amplified models having similar performance and sometimes even with reduced
performance than original models. Selection of training strategies also do not have much
significance on the model performance. So far, all the analysis is done on experiments with
amplification factor as 2.
4.1.4 Comparison of running times
Table 4.1 and 4.2 show the mean running times(in minutes) across 10 runs of original
models and amplified models for different ratio measures and cases. Training is performed on
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CIFAR-100 dataset, measure Gn
(a) VGG-19 (b) Resnet-18 (c) Resnet-34
Figure (4.7) Performance of the neuron amplified models(red) using params1 where epochs
51-145 are used for amplification using formula 4.1 compared to mean accuracies of the
original models(blue) with no gradient amplification. For each model (a), (b), (c), the
upper plot corresponds to the testing accuracies of the models when amplification is done
with local-normalization approach and the lower plot corresponds when the layers to global-
normalization. Horizontal axis refers to the thresholds applied on the normalized gradient
rate (Ĝn) and vertical axis correspond to testing accuracies of the model.
CIFAR-10 dataset, measure Gn
(a) VGG-19 (b) Resnet-18 (c) Resnet-34
Figure (4.8) (Local Normalization) Performance of the best models with original train-
ing(gray), testing(blue) accuracies including their mean accuracies and neuron amplified
training(green) and testing(red) accuracies.
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CIFAR-10 dataset, measure Gn
(a) VGG-19 (b) Resnet-18 (c) Resnet-34
Figure (4.9) (Global Normalization) Performance of the best models with original train-
ing(gray), testing(blue) accuracies including their mean accuracies and neuron amplified
training(green) and testing(red) accuracies.
the GSU high performance cluster with NVIDIA V100 GPUs with only our models running
on the GPUs with no other user jobs. Clearly, performing amplification does not have
computational overhead as it takes around 1-2 min extra times compared to their original
models without amplification. In the case of CIFAR-10, resnet-50 models have around 5-7
min more mean computational time compared to the original model.
Table (4.1) Mean running times(in minutes) of models on CIFAR-10 dataset using neuron-
level amplification
Ours with Ĝn amplification (min)
Model Original (min)
global- local-
V GG 19 31.35 ± 0.45 31.94 ± 0.52 (1.87%) 32.19 ± 0.4 (2.68%)
Resnet 18 42.15 ± 0.23 42.84 ± 0.53 (1.66%) 42.85 ± 0.57 (1.67%)
Resnet 34 66.35 ± 0.92 67.75 ± 0.91 (2.11%) 67.63 ± 1.1 (1.93%)
Resnet 50 140.07 ± 1.59 150.03 ± 12.07 (7.11%) 146.85 ± 5.02 (4.84%)
Resnet 101 224.22 ± 3.45 228.93 ± 0.91 (2.1%) 229.46 ± 1.75 (2.34%)
4.1.5 Best models with neuron amplification
Here, best results all the experiments on neuron based amplification models are com-
pared with the original models without amplification. Fig. 4.8 and 4.9 show the progression
of these models for increasing epochs with local and global normalization respectively. These
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Table (4.2) Mean running times(in minutes) of models on CIFAR-100 dataset using neuron-
level amplification
Ours with Ĝn amplification (min)
Model Original (min)
global- local-
V GG 19 31.35 ± 0.45 32.05 ± 0.48 (2.23%) 31.94 ± 0.42 (1.88%)
Resnet 18 42.15 ± 0.23 42.89 ± 0.48 (1.76%) 42.84 ± 0.48 (1.65%)
Resnet 34 66.35 ± 0.92 67.6 ± 1.04 (1.89%) 67.73 ± 0.83 (2.08%)
Resnet 50 140.07 ± 1.59 141.37 ± 2.4 (0.93%) 140.73 ± 1.71 (0.47%)
Resnet 101 224.22 ± 3.45 229.62 ± 0.57 (2.41%) 227.58 ± 0.71 (1.5%)
best models mostly have similar performance as original models during the initial epochs and
have slightly better performance towards the end epochs. Table 4.3 and 4.4 shows the final
testing accuracies of original and amplified models after 150 training epochs for CIFAR-10
and CIFAR-100 respectively.
Table (4.3) Final testing accuracies of models with neuron amplification (vs) mean accuracies
of corresponding original model on CIFAR-10 dataset
Ours with Ĝn amplification
Model Original
global- local-
V GG 19 91.08% 91.99% (+0.91%) 92.78% (+0.7%)
Resnet 18 92.39% 93.02% (+0.63%) 93.09% (+0.7%)
Resnet 34 92.71% 93.33% (+0.63%) 93.41% (+0.7%)
Resnet 50 91.80% 92.56% (+0.76%) 92.59% (+0.79%)
Resnet 101 91.95% 92.6% (+0.65%) 92.72% (+0.77%)
4.2 Summary
We propose a measure to compute the effective gradient direction of a neuron during
its training process. Two different ways of normalizing the ratio values are discussed. These
normalized measures are used to determine the neurons for gradient amplification. Detailed
experiments are performed to analyze each of the normalized measures with varying thresh-
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Table (4.4) Performance comparison of models with neuron amplification with CIFAR-100
dataset
Ours with Ĝn amplification
Model Original
global- local-
V GG 19 65.27% 66.51% (+1.24%) 66.83% (+1.56%)
Resnet 18 71.94% 72.56% (+0.62%) 72.48% (+0.54%)
Resnet 34 72.18% 73.37% (+1.19%) 73.25% (+1.07%)
Resnet 50 72.32% 73.07% (+0.75%) 72.48% (+0.16%)
Resnet 101 72.18% 73.23% (+0.23%) 73.57% (+0.57%)
olds and amplification factors. It can be seen that neuron level amplification does not have
significant improvement over models trained without amplification. This concludes that per-
forming layer level amplification by aggregating the neuron gradient change rates of a layer
is effective.
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5
DATA INTEGRITY ATTACK DETECTION IN SMART GRID
5.1 Background
Cybersecurity plays a vital role in determining the reliability and availability of the
entire smart grid infrastructure. Potential intrusions can make the system vulnerable to
various types of attacks, each of which may lead to serious outcomes, ranging from the
leakage of customer private information to cascade of system failures [68–70]. In the current
study, we primarily focus on data integrity attacks in which, measurements of a set of
compromised meters are altered by the attacker. Such attacks can mislead the operational
metrics at the control center causing the operators to make fatal decisions and disrupting
the reliability of measured data. State Vector Estimation (SVE) methods [71] are generally
employed to identify such malicious data attacks. In these methods, the state vector, which
corresponds to an optimal power system state, is maintained, and a new state vector is
reconstructed from measurements. If the difference between the actual and the reconstructed
state vector is above a threshold value τ , then the data is considered to be attacked data.
The study [72] suggests a way of constructing data integrity attack vectors that fall in the
column space of the Jacobian matrix(H) of the measurements. In those cases, there exist
cooperative attacks on meters, known as unobservable attacks, that cannot be identified
using state vector estimation or any other known bad data detection techniques. There have
been many algorithms proposed to detect such attacks in the literature [73, 74]. Supervised
machine learning classification models have also been proposed to identify such attacks [75,
76]. Esmalifalak et al. [75] uses a series of measurements as time series data, preprocesses
the data using principal component analysis (PCA), and then uses support vector machines
(SVM) with Gaussian kernel to identify malicious data attacks. Ozay et al. [76] employ a wide
array of supervised and semi-supervised machine learning methods on the measurements, and
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analyzes the performance of these methods.
Identifying attacked measurements from secure measurements using machine learning
techniques is an active research area. In this paper, we use deep learning Feed-Forward
Neural Network model to learn and classify malicious data from secured data. This is done
by geometrically analyzing and visualizing the measurement space which helps in identifying
a distance metric for measurements, that can be used in machine learning algorithms as the
cost function, to optimally discriminate secured data from attacked(malicious) data. We
employ deep learning models, in this case feed-forward neural networks, to classify secured
vs. malicious data. We perform exhaustive performance analysis of the classification models
for a range of attacked meters for multiple IEEE bus test systems and also compare our
results with other physical and machine learning models. This chapter is based on the
publication [64] and further details can be found therein.
5.1.1 Preliminaries
5.1.2 State Estimation
State Estimation is the process of identifying the current state of the system from mea-
surements gathered across various meters. Monitoring such information is necessary for
the reliability of the system, as the operators at the control center use this information to
re-dispatch power, call on operating/contingency reserves, re-balance control areas, and for
auditing and settlement [74]. In this process, the control center collects real time measure-
ments z across various meters of the smart grid system and combines the network topology
and parameter information, to calculate the real time estimates of the unknown system state
variables x. Let z = (z1, z2, ..., zm)
T denote the meter measurements generated using bus
power and branch power flow measurements and x = (x1, x2, ..., xn)
T denote the system state
variables computed using voltage phases at all buses, where m is the number of meters and
n is the number of unknown state variables, and m ≥ n. Let e = (e1, e2, ..., em)T denote the
measurement errors with Guassian noise with zero mean and a covariance matrix σ2I. The
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measurement model for DC power flow is given as follows:
z = Hx + e
where H is an m×n full rank Jacobian matrix of the measurement model. The matrix
Hm×n signifies the relationship between the vector zm×1 of measurements consisting of m
meters readings, and the state vector xn×1 consisting of n state variables x1, ..., xn. From
the vector of measurements, the estimated state vector x̂ is computed using
x̂ = (HTWH)−1HTWz (5.1)
where W is a diagonal matrix whose elements are reciprocals of the variances of meter
errors.
5.1.3 Bad Data Detection
Bad measurements may be introduced due to some faulty transmission lines, meter
failures, or due to malicious attacks. Estimated state vector of normal measurements is
close to the actual state vector, while deviates from it for malicious measurements. The
difference between the observed measurements z and the computed measurements using x̂
i.e., ẑ = Hx̂ is known as the measurement residual, z − ẑ . L2-Norm of this residual
‖z −Hx̂‖2 is generally used to detect bad measurements using a threshold value τ . If the
measurement residue exceeds this threshold value i.e., ‖z −Hx̂‖2 > τ , the measurements
are considered to be compromised; otherwise they are considered as secured measurements.
5.1.4 Unobservable Attacks
Injecting malicious data involves modifying the meter readings so that the actual mea-
surements are augmented with an attack vector a = (a1, a2, ..., am)
T , that have non-zero
elements for compromised meters. The compromised vector of measurements can then be
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constructed as:
ẑ = z + a
The attacker can be assumed to have access to the matrix Hm×n, in addition to some or
all of the meters. Let A = {t1, t2, ..., tk}, where ti ∈ {1, 2, ..,m}, be the set of meters that are
compromised and Ã be the uncompromised meters. When the compromised measurements
are coherent with the physical power flow constraints of the system, such attacks are called as
unobservable attacks. These attacks cannot be detected by State Estimation methods or any
other bad data detection algorithms. Such an unobservable attack vector a = (a1, a2, ..., am)
T
can be generated using the following condition:
a = Hc (5.2)
where c is a sparse vector using guassian distribution, and ai 6= 0 for i ∈ A and ai = 0 for
i /∈ A. The properties and constraints for generating unobservable data integrity attacks are
briefly described in [72].
The compromised measurements generated after adding the above attack vector is as
follows:
ẑ = H(x + c) + e
where the injected vector c is the residue error introduced into the measurements, which
goes undetected.
There are two types of attacks possible for centralized data integrity attacks, namely,
random false data injection attacks and targeted false injected attacks. In the former type of
attacks, the attacker can corrupt measurements from any of the meters to make the attack
undetectable in state estimation, whereas in the latter, the attacker has access to only a
specific set of meters. In this paper, we use LASSO optimization methods [77] to generate
attack vectors.
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5.2 Proposed Problem Formulation
Attacked measurements cannot be identified using state estimation methods (SVE)
when the attack vectors are in the column space of H as in equation (5.2). Such vectors can
always be constructed when the number of attacked meters is more than m−n+1 [72]. These
generated attack vectors are closely located around the normal values as shown in Fig.5.1(a),
for IEEE 57-bus test system, which generally holds good for any system. All the meter
measurements of vector z = (z1, z2, ..., zm)
T are plotted using (i, zi) for i ∈ 1, 2, ..,m. For
case-57 bus system, m=137. Here, we only show a part of the plot for values of i ∈ {13, .., 62}
to clearly demonstrate that the malicious and the secure measurements are very closely placed
in vector space, separated by very short distances, as shown in the rectangular box. The
points on the histogram connected to the rectangle correspond to the zoomed regions showing
how these points are separated by some distance. Clearly, the compromised measurements
are spaced very closely to secure measurements, separated by short distances. These inter-
measurement distances can be used in machine learning models to separate attacked and
unattacked measurements in space, and to identify the discriminating boundaries that help
classify new measurements efficiently. Since the distances between the measurements are
usually small, firstly, the measurements are transformed to logarithmic space, and then the
distances are computed.
Formally, let z = (z1, z2, ..., zm)
T denote the actual meter measurements, and ap =
(ap1, a
p
2, ..., a
p
m)
T and aq = (aq1, a
q
2, ..., a
q
m)
T be the potential attack vectors generated for z.
Let ẑp = z + ap and ẑq = z + aq. Clearly, ẑp = (ẑp1 , ẑ
p
2 , ..., ẑ
p
m)
T , where ẑpi = zi + a
p
i . Let
Mpi ,M
q
i represent the meter i of measurement vector ẑ
p , ẑq respectively. The problem can
be formulated as below:
d(ẑpi , ẑ
q
i ) =

‖log(|api |)− log(|a
q
i |)‖2, ifM
p
i ,M
q
i ∈ A
‖log(|api |)‖2, ifM
p
i ∈ A,M
q
i /∈ A
0, if Mpi ,M
q
i /∈ A
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where d(., .) is the distance measure between the two points. Since the meters of the mea-
surement vectors can be attacked independently, Mpi and/or M
q
i can be attacked. The above
formulation handles all these cases, and this distance measure can be used in any machine
learning algorithms as the loss or optimization function to train the models so as to ef-
fectively separate secure vs. attacked measurements in vector space and to detect attacks
on new measurements. We use the above formulation in our deep learning model as the
loss function and optimize it to build a robust model for classifying normal vs. malicious
measurements.
Given S = {si}mi=1, the set of measurements from all the meters, and the corresponding
label set Y = {yi}mi=1, where si ∈ R, yi ∈ {0, 1}. The value of yi corresponding to the
measurement si is defined as follows:
yi =

1, if the measurement si is compromised
0, otherwise
The input data (si, yi) ∈ S×Y is assumed to be independent and identically distributed
to a joint distribution P [78]. The sampling from P is done independently and identically, as
per the assumptions in [76]. The aim is to determine a learning model defined as a function
mapping f : S → Y , which determines the relationships between S and Y using the distance
measure d(., .) and separates the attacked and secure measurements.
5.3 Deep Learning For Attack Detection
In this section, we briefly describe the design of the software, the architecture of the
deep learning model employed to build a classification model to identify secure data and
attacked data.
5.3.1 Workflow Design
The design of our tool is shown in the Fig. 5.1(b). Data Generator module is respon-
sible for generating the metered data of the smart grids. Any software that simulates power
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grid models to generate meter readings (or measurements) at different time intervals or the
actual meter readings available from power grid websites like PJM [79] can be used in the
Data Generator. Measurements of all the meters for each timestamp are stored into a matrix.
This matrix data is passed to the Attack Simulator which has two modules Attack Identifier
and Attack Generator. Attack Identifier determines timestamps for the attack, this de-
termination is done by randomly selecting the timestamps. Once a timestamp is considered
for the attack, then all the meter readings corresponding to that timestamp are passed to
the Attack Generator. An attack vector is generated for the given measurement vector and
the attacked measurements along with the attacked meters are passed to the Data Persistor.
Here, the module looks the attacked meters passed from the Attack Generator. If any of the
meters are passed as attacked meters, then it labels the corresponding measurements with
label 1 otherwise, the measurements are labeled as 0. This measurement data along with the
labels are stored and also passed to the Attack Predictor. This module is reads the labeled
measurements and builds a classification model to predict if an unseen measurements are
secured or attacked. In our work, we use deep learning models to perform this classifica-
tion.Attack Predictor module can also be independently executed using the data stored by
the Data Persistor.
5.3.2 Deep Learning Model Architecture
There are many neural network architectures such as Convolution deep neural networks
(CNNs), Recurrent neural networks (RNNs), and LSTM networks which have outperformed
in image recognition, object identification, natural language processing, next sequence pre-
diction. However, our data consists of measurements and therefore a simple feed forward
network architecture is employed. In our classification model, the neurons on the input layer
accept the actual meter measurements, transform them using activation functions, and pass
it on to its successive hidden layers, which in turn transform the data, and finally pass it to
the output layer which transforms and outputs a binary value, 0 or 1, classifying the data
as secure or attacked respectively.
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(a) Measurement plot (b) Architecture
Figure (5.1) (A)Secure (vs) malicious measurements of IEEE 57-bus test system. (B) Work-
flow design of the smart grid data generation and prediction model.
The feed-forward architecture of our neural network is shown in the Fig. 5.2(a). The
input layer which is fully connected to the subsequent layer and accepts the input data.
The output layer is fully connected to its preceding layer and gives us the classification
result. Each of the hidden layers is fully connected to its subsequent layer, however dropout
method is used to drop a few neurons and network connections to prevent the network from
overfitting. Batch normalization is also performed during training the model and overfitting
of the model is prevented using dropout [80] for each of the hidden layers. The number of
neurons in each layer is controlled by a parameter K and the dropout factor for each of the
layer is determined using the parameter p.
5.4 Implementation
Data Generator module is implemented in Matlab and the simulated measurements for
different power grid bus architectures are generated using MATPOWER toolbox [81]. We
use MATPOWER to simulate IEEE 9-bus, 14-bus, 30-bus and 57-bus test systems. Attack
Identifier randomly determines if the measurements obtained from the Data Generator
should be attacked or not. If it determines the measurements should not be attacked, then the
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(a) Architecture (b) Accuracy
Figure (5.2) (A) Architecture of deep learning model employed for detecting attacks. (B)
Accuracy for IEEE-57 bus system
measurements are sent to the Data Persistor module and the label for these measurements
are marked as 0. Otherwise, the attack vector for the given measurements is generated
using false data injection attacks. The Attack Generator module is implemented using by
Algorithm 1 of [77]. This module generates the attack vector of different sparseness based
on the ratio κ/m ∈ [0, 1]. In our implementation, we generate explore 22 ratio values equally
spaced between (0,1). The ratio parameter value multiplied by the number of meters for the
test system determines that number of meters to be attacked. This value is added as one
of the stopping constraints of Algorithm 1 of [77] so that it corresponds to the sparseness
of the attack vector. These generated unobservable attack vectors are added to the original
measurements to get the corrupted or attacked measurements. These attacked measurements
are passed to the Data Persistor module and are stored with the label 1. Data Persistor
module stores these measurements along with the corresponding labels in the file system as
CSV files. These CSV files along with their labels are used by the Attack Predictor module
to perform classification. Our deep learning models are implemented using Keras [82], a
high-level API for neural networks that works on top on TensorFlow [83] and Theano. This
API provides a simple interface to implement complex neural network models. Our code
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Table (5.1) Calculation of performance measures
Attacked Secure
Predicted as Attacked tp fp
Predicted as Secure fn tn
implements the architecture shown in Fig.5.2(a) to train a feed forward neural network
with one input layer, one output layer, and multiple hidden layers. Weight initialization
methods, activation functions, loss functions, optimizer methods, and metrics which need
to be improved, can be passed as method parameters. In our code, we train the model to
achieve best accuracy metric using our distance formulation as the loss function. The weights
in the network are regulated so as to achieve the best possible accuracy.
5.4.1 Sampling and Metrics
Stratified 10-fold cross validation is used for training and testing the model. Accuracy,
precision, and recall are the metrics used to study the performance of the model. Accuracy
(Acc) is defined as the proportion of test cases correctly classified as either attacked or secure.
Precision (Prec) measures the fraction of the test cases which are classified as attacked, have
truly been attacked. Recall (Rec) measures the fraction of the test cases that are correctly
predicted as attacked. To calculate these metrics, we measure true positives (tp), true
negatives (tn), false positives (fp) and false negatives (fn), as shown in Table 5.1.
Acc= tp+tn
tp+tn+fp+fn
, Prec= tp
tp+fp
, Rec= tp
tp+fn
In our models, the input data (si, yi) ∈ S × Y is sampled and used for training feed-
forward neural networks. Each measurement si is fed as input to the model and the output
layer with a single neuron results in either 0 or 1, to represent if the data is secure or attacked
respectively. Problem formulation defined in Section 5.2 is employed into the cost function
and the model is trained so as to optimize the cost function and reduce the prediction errors.
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(a) (b)
Figure (5.3) Performance comparison among state vector estimation (SVE), SVM (Linear)
and deep learning models for IEEE 57-bus test system. (A) Precision (B) Recall
5.5 Experimental Results
The classification models are analyzed for IEEE 9-bus, 14-bus, 30-bus, and 57-bus test
systems in our experiments. MATPOWER toolbox [81] is used to compute the measurement
Jacobian matrices H . The operating state of the system x is obtained from MATPOWER,
and then the measurements for z are computed. For each of the measurement vectors,
we independently determine if the measurements need to be attacked. Following this, the
corresponding attacked measurements using random and targeted false injection attacks are
generated [72, 77]. Data is labeled ’1’ if the measurements are attacked, or ’0’ otherwise.
In the experiments, we assume that the attacker has access to κ meters, and these meters
are randomly chosen to generate a κ-sparse attack vector. These attack vectors have non-
zero values with the same mean and variance as z, and follow a Gaussian distribution. We
evaluate the behavior of the models to classify both observable and unobservable attacks for
different values of κ/m ∈ [0, 1]. Specifically, we analyze the performance of the model for
κ ≥ m − n + 1, where unobservable attacks are generated, and the attack vectors are not
observable by SVE [72]. Otherwise, the generated attacks are observable.
Feed-forward neural networks are implemented using Keras API [82] in python with
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Tensorflow as the backend library. There are multiple parameters to learn in the deep
learning models, such as the number of hidden layers, the number of neurons in each of
these layers, the type of activation functions for neurons, the dropout factor and, the loss
functions. In our models, we integrate the distance metric in the problem formulation as the
loss function, and use Exponential Linear Units (elu) [84] as the activation function for all
the neuronal units of the hidden layers. Sigmoid is used as the activation function for the
output layer so that the output result can be directly related to the class label. The number
of neurons in the input and output layers are fixed as it depends on the dimension of the
input data and the type of output. To determine the appropriate number of hidden layers,
the model is parameterized to have upto 100 hidden layers, and the number of neurons (f) in
each layer is taken from the set {0, 50, 100, .., 450, 500}. Dropout factors (p) are chosen from
the set {0.25, 0.50}. Scikit [85] library from python is used to perform grid search through
the parameter space, and determine the best possible parameters for the model. We also
train Linear SVM models using scikit library in python for comparison studies.
Fig.5.2(b) shows the accuracies of SVE, SVM (Linear), and deep learning models for
IEEE 57-bus test system. Accuracies are measured using a stratified 10-fold cross validation
method. It can be seen that SVM performs comparable to the feed-forward deep neural
network model till the ratio κ/m reaches 0.5, after which, the feed-forward network (deep
learning) model performs better. SVE (State Vector Estimation) performance increases
linearly with the number of meters, but it also increases the true negatives (number of
outputs predicted as attacked, but are actually unattacked). This can be inferred from the
precision and recall comparison figures shown in Fig. 5.3(a), 5.3(b). Linear SVM models
have better recall values when less than half of the meters are attacked, but have very low
precision values due to the presence of false positives and vice versa, when more than half
of meters are attacked. SVE models have good precision performance, but have less recall
performance which shows that not all the attacked meters are identified correctly. Deep
learning models have less precision performance when compared to SVE, but have better
recall performance than SVE. They also have better accuracy performance when compared
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Figure (5.4) Accuracies of all the models with the increase in (a) number of attacked meters
(b) number of layers in the model
to SVE and SVM models. Deep learning models trained with gradient amplification improves
the accuracies of the original deep learning models by 1-2% for all the IEEE bus systems.
The performance of neural network model slightly increases with an increase in the
number of layers, after which it stabilizes or sometimes decreases after a maximum value.
One of the reasons for this reduction in accuracy with the increase in number of layers is
due to overfitting of the data with the increase in number of layers. Fig. 5.4(b) shows
the accuracy of models with the increase in number of layers. Clearly, accuracy of some
IEEE bus test systems reach highest accuracy with almost two layers which some models
require more layers. In Fig. 5.4(b), we observe that IEEE 9-bus, 14-bus test systems achieve
their maximum accuracy around 50 hidden layers, IEEE 30-bus test system achieves similar
highest accuracies around 2 or 90 hidden layers and IEEE 57-bus test system achieves it
around 2 or 40 hidden layers.
The accuracies of the models vary based on the number of attack meters and also
the other hyperparameters. We show metrics for neural network models with the best
performance values of all trained models for IEEE 9-bus, 14-bus, 30-bus, and 57-bus test
systems. The performance charts can be seen in Fig. 5.4(a), 5.5(a), 5.5(b). It is observed
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(a) (b)
Figure (5.5) Performance (a) precision (b) recall of the models for different IEEE bus systems
that all the models start to converge to high accuracy when more than 55% of the meters are
attacked. IEEE 9-bus test system achieves around 90% accuracies with just 2 hidden layers.
The number of hidden layers and neurons increase with the number of buses in the IEEE
test systems. Clearly, feed-forward neural networks achieve more than 90% accuracies when
the ratio of the attacked meters is greater than 0.3 for IEEE 9-bus, 11-bus test systems, and
is greater than 0.7 for IEEE 30-bus, 57-bus test systems.
To analyze the computational time for each of the models with the increase in the
number of layers, we observe in Fig. 5.6 that the average training time increases with the
increase in the number of layers. The horizontal axis in the Fig. 5.6 represents the number
of hidden layers in the model and the vertical axis represents the average time taken for the
model to train the across the parameter space. The interesting observation is that as the
complexity of the IEEE bus test system increases, the average training time is less compared
to the simplest bus system. That is, as the number of layers increases, IEEE 9-bus system
has more average training times compared to IEEE 14-bus test system which in turn has
higher average training times compare to IEEE 30-bus test system. IEEE 30-bus and 57-bus
has comparable (close) training times which is less than IEEE-9, IEEE 14-bus systems.
Since we experiment with multiple IEEE bus test systems, namely 9-bus, 14-bus, 30-
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Figure (5.6) Average training times of deep learning models for IEEE 9-bus, 14-bus, 30-bus,
and 57-bus test systems, where there are 10 attacked meters. The horizontal axis represents
the number of hidden layers in the model and the vertical axis represents the average time
taken for the model to train the across the parameter space.
bus, and 57-bus systems, to achieve fast computation results, we perform the data generation
for all the bus systems in parallel using multiple processes. For each of the test systems, we
analyze the scenario when different number of meters attacked and analyze their classification
performance. This means for each of the datasets corresponding to different ratio of attacked
meters, a model needs to trained and tested. To accelerate the training process for all the
models, we train these models in parallel on a server and persist the optimal network models.
5.6 Summary & Future Work
The data integrity attack detection problem in smart grids is redefined as a machine
learning problem, and a feed-forward neural network model is employed for the classification
of attacked data and secured data. The performance of this model is analyzed and compared
with State Vector Estimation (SVE) and supervised machine learning algorithms for a range
of attacked meters. This analysis shows that feed-forward neural networks can detect attacks
with better performance than attack detection algorithms that employ state vector estima-
tion methods for centralized data integrity attacks. Also, the performance of feed-forward
deep neural networks against various IEEE-bus test systems is compared. It is clearly seen
that feed-forward neural networks perform better than State Vector Estimation methods
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and have comparable (often better) performance with other supervised machine learning
algorithms. In future work, we would like to improve our results furture using building hy-
brid models using evolutionary algorithms as in [86–91]. We would also like to work on the
real-time measurement data from PJM [79] and employ other deep learning models such as
recurrent networks and LSTMs [92] which are known to work better for sensor data, time
series and high-dimensional data to improve the performance of the classification of secured
and attacked data.
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CLASSIFICATION OF HCV INFECTIONS THROUGH SEQUENCE IMAGE
NORMALIZATION
6.1 Background
Analysis of heterogeneous viral populations is one of the most challenging bioinformatics
tasks owing both to the complexity of the underlying algorithmic problems and features and
sheer amount of data [93,94]. These challenges became especially complicated in the recent
decade with the advent of high-throughput sequencing (HTS), which has now become a
major tool for viral research, allowing to sample viral populations at unprecedented depth
[95–101]. Modern computational virology continues mostly to rely on classical approaches,
which include sequence analysis, phylogenetics/phylodynamics and structural bioinformatics
[94,102]. In the recent years, these approaches started to be complemented with the network
analysis [103–105].
In order to employ machine learning for viral studies, quasispecies populations should be
transformed into feature vectors from a multidimensional euclidean space. Several encoding
schemes have been used in the literature for transforming biomedical data into numerical
data for machine learning [106]. However, the existing methods face significant challenges
when applied to viral genomic data. These challenges are associated with extremely high
heterogeneity of intra-host viral populations, sequencing errors and sampling biases, robust-
ness to noise and difficulty of selection of relevant sets of features. This chapter is based on
the publications [62, 63] and further details can be found therein.
6.2 Challenges in using sequence data for machine learning
There are several challenges that currently impede applications of machine learning and
deep learning methods to viral studies. These challenges could be thematically classified as
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follows:
6.2.1 Challenges associated with technological limitations.
High-throughput sequencing technologies are prone to errors and biases, which may
significantly affect viral data. Indeed, frequencies of minor viral variants are often comparable
with the level of sequencing noise; however, such variants should not be simply discarded
based on some frequency threshold, since often they are the ones responsible for transmission,
immune escape or therapy failure [107–112]. Presence of sequencing errors introduces noise
to data and produces outlier viral variants, which negatively affect the quality and accuracy
of machine learning classifiers.
Another important problem is sampling and sequencing bias resulting in significant ir-
regularities in the number and length of viral sequences from different infected individuals. If
classifiers capture these artificial differences as significant associations, it may result in over-
fitting and decline of accuracy. Thus, application of machine learning to heterogeneous viral
population data should be preceded by a preprocessing step to eliminate these irregularities
via normalization procedure. However, selection of an appropriate normalization approach
is challenging. For instance, if we use text classification techniques for preprocessing, dif-
ference in the number of sequences among different files needs to be controlled either by
truncation or padding. This preprocessing, however, causes data loss (in case of truncation)
or introduces irrelevant data (in case of padding). An optimal preprocessing method should
not introduce such issues.
6.2.2 Challenges associated with feature selection and feature extraction.
Before applying machine learning methods to classification of heterogeneous viral pop-
ulations, genomic data should be mapped into the euclidian space Rn. It is usually achieved
by identifying numerical features that are relevant to the problem under consideration. They
can include various diversity measures [113], population genetic parameters [114], physico-
chemical properties [102] and other parameters specifically tailored to particular problems.
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These features are generally identified in consultation with domain experts. Selection of the
most relevant features is daunting and resource-consuming. A role of feature selection in de-
termining classification performance is paramount. Selection of a limited number of features
from certain domains inevitably results in loss of information, while increase of feature space
dimensionality increases risk of overfitting and compromises the algorithm’s scalability.
A optimal feature selection method should be able to capture the entire population
structure using a relatively simple and easily constructable data representation. Further-
more, it should use a standard universal data format, which has a fixed number of features
and is applicable to different problems. Since genomic data are essentially a textual in-
formation, it is tempting to utilize well-developed machinery from the text classification
domain [115, 116] for the purpose of construction of such representation. Viral populations
could be mapped to a euclidian spase using word2vec approaches [117], and classified using
various available deep learning models [115,116]. However, application of text processing ap-
proaches to viral research could be impeded by several factors. Since they are based on deep
neural network models with large numbers of hyperparameters, it requires large annotated
datasets to train these models. However, in molecular epidemiology, the amount of available
training data is usually limited in comparison with the text processing domain. The datasets
of several hundred intra-host viral populations analyzed in this paper are typical in this con-
text. Although, word2vec or document embedding methods can be directly employed, it is
challenging to train a model to get a higher classification performance. Furthermore, since
viral haplotypes are unique, the trained model could overfit the data.
6.2.3 Challenges associated with data comparison.
Clustering of intra-host viral populations requires an inter-population distance measure,
which takes into account complex population structures. It has been shown that among sim-
ple alignment-based population distance measures, the minimal distance between population
variants allows to achieve the highest clustering accuracy [118]. However, this measure is
sensitive to noise and presence of outliers, and does not take into account the whole pop-
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ulation structure. Recently, several simulation-based and network-based distance measures
have been proposed [104, 105], which overcome above-mentioned limitations at the cost of
lesser scalability. Thus, the universal, accurate and efficiently computable inter-population
distance measure, which takes into account complex population structures still has to be
developed.
6.3 Sequence Image Normalization: Proposed Preprocessing Method
We transform sequence data into an image by the preprocessing method further referred
to as Sequence Image Normalization. We assume that sequences are aligned and ordered by
their counts, with sequences of the same counts being sorted lexicographically. Next, each
symbol l ∈ {′A′,′C ′,′ T ′,′G′,′−′} is associated with a particular color thus transforming the
sequence alignment into an image. Finally, the images corresponding to different infected
hosts are normalized by transforming them into fixed size images. The colors to represent
nucleotides are selected from the set of colors of higher variation in order to simplify iden-
tification of discriminative features characterizing particular intra-host populations. Fig.6.1
demonstrates an example of sequence image normalization output. Normalized images thus
allow to captures entire viral population structure using a single data representation inde-
pendent of the number of sequences and with minimum loss of existing data or introduction
of artificial data.
Raw pixel data of generated images are used as features to train machine learning models
for the consecutive analysis, as demonstrated in Fig. 6.2. The number of features depends
on the image resolution: each image of the resolution x× y corresponds to x× y× 3 feature
vector, with each pixel having 3 RGB components. In our experiments, sequence datasets
have been analyzed for different resolutions ranging from 50× 50 to 550× 550 with the step
size of 50 in each dimension. Results were generated using resolution 480 × 480 at which
both models performed most accurately.
Thia new approach allows to utilize a well-developed machine learning methodology
from the domain of image processing in genomic analysis. The proposed scheme provides
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Figure (6.1) Generation of fixed size image
Figure (6.2) Pipeline of sequence image normalization of a fasta file
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the data structure for the representation of intra-host population structure which is compact,
easily adjustable, robust to technological noise and sampling bias, preserve structural prop-
erties of populations and can be used for a variety of classification problems, where machine
learning is applicable.
6.4 Validation
We validated our approach by applying image processing techniques to two impor-
tant molecular epidemiology problems. The first problem is the HCV infection staging,
i.e. distinguishing between recent and chronic infections using viral sequences sampled by
next-generation sequencing (NGS). The second problem is detection of outbreaks using NGS
data. In molecular epidemiology, it is common to utilize the observation that viral popula-
tions from the same outbreak are genetically related. Thus, measures of genetic relatedness
could be used as a predictor for epidemiological relatedness [119–121]. In other words, this
problem could be considered as the problem of clustering of intra-host viral populations.
6.4.1 Classification of HCV infection
Data Intra-host HCV populations sampled by sequencing of a highly heterogeneous
genomic region (HVR1) are analyzed. The analyzed region of length 264bp, which includes
HVR1, has been sequenced using the GS FLX System and the GS FLX Titanium Sequencing
Kit (454 Life Sciences, Roche, Branford, CT). Obtained sequences were processed using
the error correction and haplotyping algorithm KEC [122], and the obtained haplotypes
were aligned using Muscle [123]. The data [102, 124] used for classification of intra-host
HCV populations as recent and chronic consists of 365 NGS samples, including 108 datasets
corresponding to recently infected hosts and 257 datasets belonging to chronically infected
hosts. Recent samples either belong to patients with the known times since seroconversion,
or to the collection of HCV outbreaks, where epidemiological investigations revealed that
secondary cases were infected within few months from the dates of sample collection, thus
allowing to classify them as recently infected. Chronic samples are obtained from several
84
(a) Recent (b) Chronic
Figure (6.3) Examples of normalized images of intra-host populations from (a) recent HCV
infection and (b) chronic HCV infection.
molecular surveillance studies.
Classification Identification of HCV infection stages is considered as a binary classi-
fication problem. Fig.6.3 shows typical normalized images of HCV populations from recent
and chronic infections. Visual inspection of images allows for identification of typical pat-
terns associated with both classes – images of recent infection have pronounced diagonal
lines while chronic images are choppy.
Images corresponding to intra-host viral populations have been labeled based on the
stage of infection as recent or chronic and used to train the following machine learning
classification models: Stochastic Gradient Descent (SGD) [125], decision trees [126], Gaus-
sian Naive Bayes(Gaussian NB) [127], Linear Support Vector Machine (Linear SVM) [128],
Random Forest [129] and k-Nearest Neighbours(kNN) [130,131]. We used models’ implemen-
tations from python scikit-learn library [132]. Different SVM kernels have been explored
of which SVM with linear kernel produced the best results. In linear SVM model, there is a
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regularization parameter c which helps in generalizing the model by controlling testing and
training errors. In this model, grid search is performed on c values in the range [−2, 20]. For
k-NN models, we selected the best model among the models with euclidean and manhattan
metrics and with k from the range [3, 20]. For random forest, the best model has been chosen
by performing grid search on the number of trees in the range [10, 100].
Trained classifiers have been validated based on their accuracy, area under the curve
(AUC), precision, and recall. Accuracy (Acc) is defined as the proportion of test cases
correctly classified as either recent or chronic. Precision (Prec) measures the fraction of
the correctly classified populations within each predicted infection class, while recall (Rec)
measures the fraction of the true recent or chronic populations that are correctly predicted.
Validation has been performed via stratified 10-fold cross validation. Specifically, in addition
to the standard 10-fold cross-validation, we employ “leave-one-outbreak-out” cross-validation
and random undersampling methods to balance the datasets. In our current data, some of
the samples come from the same HCV outbreak. Such samples are close to each other by
their nucleotide composition, thus their presence may lead to over-fitting of any particular
method. In “leave-one-outbreak-out” cross-validation, data from each of these outbreaks
was used in the validation set, while other samples are used in the training sets. Random
undersampling has been performed to balance the difference in sizes of datasets of recent
and chronic hosts. In this method, chronic dataset size is reduced by random subsampling
to match the recent dataset size.
Results Stratified 10-fold cross validation has been initially performed to analyze
performance of several classification methods trained using the normalized image data. Fig.
6.4 shows accuracy and AUC of the best models for each of the methods using box plots,
with the average metrics being indicated by red line. Linear SVM demonstrated superior
performance compared to all other models, with an average accuracy of 97.545% and low
accuracy variance. Other models with the exception of Gaussian NB have accuracy greater
than 85%, thus exceeding accuracy of existing methods, which are primarily based on feature
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Figure (6.4) Accuracy and AUC (Area Under the Curve) for several simple classification
methods after training based on the normalized image data.
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(b) Precision(Acute)
Figure (6.5) Precision of several simple classification methods after training based on the
image data generated using the sequence image preprocessing method.
87
SG
D
De
cis
ion
Tr
ee
Gu
as
sia
n
NB
Li
ne
ar
SV
M
Ra
nd
om
Fo
re
st
kN
N
M
ink
15
0.4
0.5
0.6
0.7
0.8
0.9
1.0
R
ec
al
l
(a) Recall(Chronic)
SG
D
De
cis
ion
Tr
ee
Gu
as
sia
n
NB
Li
ne
ar
SV
M
Ra
nd
om
Fo
re
st
kN
N
M
ink
15
0.6
0.7
0.8
0.9
1.0
R
ec
al
l
(b) Recall(Acute)
Figure (6.6) Recall comparisons of several simple classification methods after training based
on the image data generated using the sequence image preprocessing method.
extraction methods (see Comparison with previous methods subsection). Experiments have
also been performed using various deep learning models including transfer learning, but
these models have less accuracy ( 73%) due to very small training datasets. Custom built
models and also transfer learning [133] with resnet-50 models have accuracy of 71.3% and
72% respectively. Performing gradient amplification on these models improves the accuracy
further to 72.4% and 73.9% respectively.
Accuracy metric alone cannot define performance of the model as it needs to achieve
higher precision and recall metrics for each infection type as well. Fig. 6.5(a) - 6.6(b)
demonstrate the precision and recall metrics for chronic and recent samples separately. As
before, linear SVM achieved the best performance over all other models with an average
precision and recall values of 98.11% and 98.45% for chronic populations and 96.52% and
95.36% for recent populations, respectively. This model also has low variance across the
values obtained from all the folds. Noticeably, other models with the exception of Gaussian
NB also achieve more than 80% values for these metrics.
Linear SVM model has been analyzed further with leave-one-outbreak-out and random
undersampling validation combined with 10-fold cross-validation. Table 6.1 shows the results
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Table (6.1) Performance metrics of Linear SVM classifier assessed by standard 10-fold cross
validation, leave-one-outbreak-out validation and random undersampling methods
Sampling
Methods
Accuracy Precision-
Chronic
Precision-
Recent
Recall-
Chronic
Recall-
Recent
AUC
Standard
10-fold cross-
validation
97.545% 98.105% 96.515% 98.446
%
95.364% 96.905%
Leave-one-
outbreak-out
96.075% 97.004% 91.0% 98.446
%
83.5% 90.973%
Random un-
dersampling
95.164% 96.328% 94.661% 94.155
%
96.173% 95.164%
of these methods compared to the standard 10-fold cross validation on the whole dataset.
The classification accuracy remains stable under the additional sampling methods.
Comparison with previous methods A previously published model [113] classifies
stages of HCV infection using one of the following 3 parameters: variant frequencies entropy,
average position-wise nucleotide entropy and the average distance from viral variants to the
most frequent variant of the population. In our data, AUC for these parameters was equal
to ∼ 81%, ∼ 66% and ∼ 78%, respectively, while the proposed classifier based on image
normalization yielded ∼ 96.9% AUC.
6.4.2 Effect of image resolution
All experimental results discussed above have been obtained using the default image
resolution 480× 480. We analyzed impact of image resolution on the classification and clus-
tering performance. Resolution values varied from 50 × 50 to 550 × 550 with step size of
50. Fig. 6.7(a) shows the performance metrics of stratified 10-fold cross validation using
LinearSVM model for detecting stage of HCV infections based on different image resolu-
tions. Highest accuracy is achieved at the resolution 450x450, although the accuracy mostly
saturates approximately after the resolution 300× 300.
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Figure (6.7) Performance metrics (Y-axis) of classification methods based on different image
resolutions(X-axis).
6.5 Summary & Future work
Our proposed preprocessing method converts the viral population genomic data sam-
pled by NGS into a scaled image. Irregularities in the data thus are handled by generating a
fixed size image. The number of features in this case remains same. Therefore, it can be di-
rectly used for machine learning applications without any explicit feature selection methods.
High accuracy of machine learning classification technique based on image representation
applied to several several models signifies validity of our approach. We plan to understand
our prediction better through rule generation [134] and use other machine learning tech-
nologies such as Clustering SVM [135] to improve our results. The case of infection staging
is particularly illustrative. We would like to employ deep learning models using transfer
learning and gradient amplification to further improve the performance.
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CONCLUSION
In this proposal, we present gradient amplification method to train deep neural network
which achieves higher accuracies even with larger learning rates and addresses vanishing
gradient problem. This also improves training time compared to existing methods. We also
emphasize on training strategies which play a crucial role in performance improvement when
gradient amplification is applied. We suggest three approaches for gradient amplification on
layers namely random selection, formulated layer detection using normalized layer gradient
directionality ratio measures G and Ĝ. We perform detailed analysis on CIFAR-10 and
CIFAR-100 datasets on simple and deeper networks and show that amplifying gradients of
a few layers with a factor 2 is sufficient to improve the performance of the model. We also
apply deep learning models with feed forward architectures to detect data integrity attacks
in smart grids. The performance of these models is analyzed and compared with other
current popular methods for a range of attacked meters. This analysis shows that feed-
forward neural networks can detect attacks with better performance than attack detection
algorithms that employ state vector estimation methods for centralized data integrity attacks.
In bioinformatics, we propose a preprocessing method which converts the heterogenous viral
population genomic data into a scaled image. Irregularities in the data thus are handled by
generating a fixed size image. The number of features in this case remains same. Therefore, it
can be directly used for machine learning applications without any explicit feature selection
methods. High accuracy of machine learning classification and clustering techniques based
on image representation applied to several molecular epidemiology tasks signifies validity of
our approach.
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7.1 Future work
7.1.1 Extending gradient amplification on other deep learning architectures
In this work, gradient amplification is experimented on a VGG and resnet models. This
method can be easily integrated into various deep learning architectures [136] such as deep
belief networks [137], recurrent neural networks [138], attention networks [139], fuzzy/hybrid
neural networks [140,141,141–146] and graph neural networks [147].
7.1.2 Gradient modification including both amplification and reduction
This work analyzes the performance gains of gradient amplification approaches and es-
tablishes that modifying gradients is analogous to modifying learning rates. While training
deep learning models, whenver the weights are close to optima, gradients can be reduced so
that smaller learning steps are carefully taken to reach optimal solution. Computation of
ratio measures in this research focuses on the gradient fluctuations across all the iterations
of an epoch. Instead it can also be computed using only a few iterations of an epoch. As gra-
dient modification dynamically changes learning rate, it can be integrated with optimization
algorithms [148,149] to perform adaptive updates.
7.1.3 Data driven gradient modification
Currently, we formulate ratio measures based on the mean direction of the gradient
updates by analyzing how gradients of a layer modify weights while training. Gradient
amplification can also be done based on data features [150]. Some of the features in the data
are more prominent and have better discriminative capability compared to other features.
This information can be integrated while training models, so that gradients are modified
according to the importance of the features extracted in deep learning models.
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