Abstract. Let G C be a connected, linear algebraic group defined over R, acting regularly on a finite dimensional vector space V C over C with R-structure V R . Assume that V C posseses a Zariski-dense orbit, so that (G C , ̺, V C ) becomes a prehomogeneous vector space over R. We consider the left regular representation π of the group of R-rational points G R on the Banach space C 0 (V R ) of continuous functions on V R vanishing at infinity, and study the convolution operators π(f ), where f is a rapidly decreasing function on the identity component of G R . Denote the complement of the dense orbit by S C , and put S R = S C ∩ V R . It turns out that the restriction of π(f ) to V R − S R is a smooth operator. Furthermore, if G C is reductive, and S C and S R are irreducible hypersurfaces, π(f ) corresponds, on each connected component of V R − S R , to a totally characteristic pseudodifferential operator. We then investigate the restriction of the Schwartz kernel of π(f ) to the diagonal. It defines a distribution on V R − S R given by some power |p(m)| s of a relative invariant p(m) of (G C , ̺, V C ) and, as a consequence of the fundamental theorem of prehomogeneous vector spaces, its extension to V R , and the complex s-plane, satisfies functional equations. A trace of π(f ) can then be defined by subtracting the singular contributions of the poles of the meromorphic extension.
Introduction
Let G C be a connected, linear algebraic group defined over R, V C a n-dimensional vector space over C with R-structure V R , and ̺ : G C → GL(V C ) a R-rational representation of G C on V C with a Zariski-dense G C -orbit. The triple (G C , ̺, V C ) then represents a prehomogeneous vector space, and we denote the dual prehomogeneous vector space by (G C , ̺ * , V * C ). In case that G C is reductive, and the singular set S C is an irreducible hypersurface, there exists an irreducible, homogeneous polynomial p such that S C = {m ∈ V C : p(m) = 0}, and p(V R ) ⊂ R. The singular set S * C of the dual prehomogeneous vector space is then also an irreducible hypersurface given as the set of zeros of a homogeneous, irreducible polynomial p * satisfying p * (V * R ) ⊂ R. The rational functions p and p * are called relative invariants. Set S R = V R ∩ S C , S * R = V * R ∩ S * C , denote by G R the group of R-rational points of G C , and let G ⊂ G R be the connected component containing the unit element. V R − S R and V * R − S * R decompose into the same number of connected components denoted by V i , respectively V * i , i = 1, . . . , l, each of them being a G-orbit. The fundamental theorem of prehomogeneous vector spaces [5] , regarding the Fourier transform of a complex power of a relative invariant, then states that for rapidly decreasing functions ϕ, ϕ * on V R , respectively V * R , the integrals
which converge for Re s > 0, can be extended analytically to meromorphic functions on the whole complex s-plane, and satisfy the functional equations (2)
where γ(s) is given by a product of Γ-functions, and the c ij are entire functions. Originally, the theory of prehomogeneous vector spaces developed from an attempt to construct Dirichlet series satisfying functional equations in a systematic way. Since every smooth affine algebraic variety M which carries the action of a reductive algebraic group G, and posesses an open orbit, is isomorphic to a homogeneous vector bundle G × H V , where H is a reductive subgroup of G, and V is a locally homogeneous H-vector bundle, the investigation of such G-varieties can be reduced to the study of locally transitive linear actions of connected reductive groups. In classical representation theory, for every admissible irreducible representation (σ, H) of G on some Hilbert space H, the continuous linear operators σ(f ), defined by f (g)σ(g) d G (g), where f is some test function on G, and d G denotes Haar measure on G, are of trace class, and the global character of σ is defined in terms of this trace as a distribution on G. In this paper, we will consider the left regular representation π of the group G R on the Banach space C 0 (V R ) of continuous functions on V R vanishing at infinity, and our main goal will consist in giving a description of the corresponding operators π(f ), where f is a rapidly decreasing function on G. Since we will work in a C ∞ framework, avoiding Hilbert space theory entirely, we will rely on the theory of pseudodifferential operators in order to formulate our results. It turns out that, for arbitrary prehomogeneous vector spaces, the restriction of π(f ) to C ∞ c (V R − S R ) is a pseudodifferential operator with smooth kernel. In case that G C is reductive, and both S C and S R are irreducible hypersurfaces, each of the components V i is a C ∞ manifold with boundary ∂ V i , the latter being smooth outside its intersection with the set of non-regular points S sing R of S R . As we will show, the restriction of π(f ) to V i − S where a(x, ξ) =ã(x, x 1 ξ 1 , ξ ′ ), andã ∈ S −∞ la (Z × R n ) is a lacunary symbol. Here x = (x 1 , x ′ ) are the standard coordinates in Z = R + × R n−1 . The kernels of such operators are no longer smooth, and become singulare along S R × S R . In the case of a smooth operator acting on a C ∞ manifold, a trace can be defined in a natural way by restricting its kernel to the diagonal, which yields a density on the underlying manifold. If the manifold is compact, it can be integrated, and the so defined trace coincides with the usual L 2 -trace. In our situation, the restriction of the Schwartz kernel of π(f ) to the diagonal defines a distribution on V R − S R given by expressions of the form (1) for some critical exponent s, and its extension to V R − S sing R , and the complex s-plane, satisfies functional equations according to (2) . A trace of π(f ) can then be defined by subtracting the singular contributions of the poles of the meromorphic extension.
As an application, we consider the holomorphic semigroup S t of bounded linear operators on C 0 (V R ) generated by a strongly elliptic differential operator associated with the representation π. The latter is a differential operator of Euler type, and the corresponding semigroup can be characterized by a convolution semigroup of complex measures, which are absolutely continuous with respect to Haar measure. Denoting the corresponding RadonNikodym derivative by K t (g) ∈ L 1 (G), one has S t = π(K t ), and since K t (g) is analytic in t and g, as well as rapidly decreasing, we can apply the above considerations. In particular, we get explicit expressions for the Schwartz kernel of the operators
, and their restrictions to the diagonal.
Linear algebraic groups and prehomogeneous vector spaces
Let G C ⊂ GL(m, C) be a connected, linear algebraic group defined over R, and G R = G C ∩ GL(m, R) the group of R-rational points of G C . We will assume that G C is symmetric, so that G R becomes a real reductive algebraic group in the sense of [11] , page 42. Let g be the Lie algebra of G R , K a maximal compact subgroup of G R with Lie algebra k, and g = k ⊕ p the corresponding Cartan decomposition of g. The mapping (k, X) → k exp X represents an analytic diffeomorphism of K × p onto G R , while exp : k → K is a surjection. Let G be the connected component of G R containing the unit element e. Clearly, G is a Lie group, and its Lie algebra coincides with g. Choose a left invariant Riemannian metric on G R , and denote the distance of two points g, h ∈ G by d(g, h). We set |g| = d(g, e). Then
In the following, we will say that a function f on G is at most of exponential growth, if there exists a κ > 0 such that |f (g)| ≤ Ce κ|g| for some constant C > 0. If g = k exp X is the Cartan decomposition of an arbitrary element in G, one computes
where
Let d be the dimension of G R , X 1 , . . . , X l be a basis of k and X l+1 , . . . , X d a basis of p. Since exp : p ≃ P is an analytic diffeomorphism, there exists a C ′′ ≥ 1, such that
Realizing exp as power series for matrices, relations (3) and (4) then imply that the matrix coefficients of exp X and, consequently, of g = k exp X, are at most of exponential growth.
Let L respectively R be the left respectively right regular representation of G on the Fréchet space C ∞ (G) of smooth, complex valued functions on G, equipped with the usual topology of uniform convergence on compact subsets of a function and each of its derivatives, see [12] , page 220. Let U be the universal enveloping algebra of the complexification of g, and denote the representations of U on the space C ∞ (G) ∞ of differentiable elements by dL, respectively dR. Let d G denote left invariant Haar measure on G. We introduce now the space of rapidly decreasing C ∞ functions on G.
Definition 1. The space of rapidly decreasing C ∞ functions on G, in the following denoted by S(G), is given by all functions f ∈ C ∞ (G) ∞ satisfying the following conditions: (i) For every κ ≥ 0, and X ∈ U, there exists a constant C such that
(ii) for every κ ≥ 0, and
Note that S(G) is π(G)-and dπ(U)-invariant.
Remark 1. Let f ∈ S(G).
By the relation g e X g −1 = e Ad (g)X , X ∈ g, and with respect to the basis of g introduced above, one calculates
where the matrix coefficients A ij of the adjoint representation, and their derivatives, are at most of exponential growth. Thus, for arbitrary X ∈ U and κ ≥ 0, dR(X)f satisfies the conditions (i) and (ii) of the preceeding definition.
In the sequel, the following partial integration formulas will be needed. Let ∆(g) = |det Ad (g)| be the modular function of G. Proposition 1. Let f 1 ∈ S(G), and assume that f 2 ∈ C ∞ (G) ∞ , together with all its derivatives, is at most of exponential growth. Then, for arbitrary multiindices γ,
, and
Proof. First, note that f 1 (g)f 2 ( e −hXi g) is a differentiable function with respect to h, and integrable on G for all h ∈ R, since |f 1 (g)f 2 ( e −hXi g)| ≤ C|f 1 (g)|e κ(| e hX i |+|g|) for some C, κ > 0, and
) |h=h0 can be estimated from above by C ε |f 1 (g)|e κ ′ , C ε > 0 being some constant. By the bounded convergence theorem of Lebesgue, and the left invariance of Haar measure, we therefore obtain
compare [1] , pages 146 and 364. Since f 1 ( e hXi g)f 2 (g) and f 2 (g)
) |h=h0 , h 0 ∈ (−ε, ε) can be estimated in a similar way, a repeated application of Lebesgue's theorem finally yields (5) for |γ| = 1. Similarly, by taking into account Remark 1, we deduce
obtaining (6) for |γ| = 1. The general formulas then follow by induction.
In what follows, we will denote the coordinate functions in
, and with respect to a basis X 1 , . . . , X d of g, the canonical coordinates of second type of a point g ∈ G R are given by
where W 0 denotes a sufficiently small neighbourhood of 0 in R d , and U e = exp(W 0 ). We will write for Φ e simply Φ. As a real analytic submanifold of GL(n, R), G R is, in particular, embedded in M n (R), so that the matrix
has rang d for all g ∈ G R and ζ ∈ W 0 . For each tuple i 1 j 1 , . . . , i d j d of indices we then define the sets
in this way getting a finite covering of G R by open, although not necessarily connected, sets. Let V C be a n-dimensional vector space over C with R-structure V R , ̺ : G C → GL(V C ) a R-rational representation of G C on V C , and suppose that ̺ has a dense G C -orbit in the Zariski topology. Then (G C , ̺, V C ) is called a prehomogeneous vector space over R. The complement set of the unique dense orbit, the singular set, is a Zariski closed set, and will be denoted by S C . Since ̺(G R ) ⊂ ̺(G) R , the restriction of ̺ to G R induces a regular G R -action on V R . Assume now that G C is reductive, and that the singular set S C is an irreducible hypersurface. Then, there is an irreducible, homogeneous polynomial p such that S C = {m ∈ V C : p(m) = 0}. It is called a relative invariant, and there exists a rational character χ :
In this case, (G C , ̺, V C ) is a regular prehomogeneous vector space, and one has deg p|2n,
By multiplying p with a scalar, we can assume that p(V R ) ⊂ R, and χ(G R ) ⊂ R * . Let S R = S C ∩ V R = {m ∈ V R : p(m) = 0}. As before, denote by G the connected component of G R containing the unit element. Then, by a theorem of Whitney, V R − S R decomposes into a finite number of connected components, each of them being a G-orbit, and we write
In what follows, we will identify V C with C n , and V R with R n , by choosing a basis in V R , and assume that G ⊂ GL(n, C) without loss of generality. Instead of ̺(g)m we will then simply write gm. In particular, S C and S R become irreducible affine algebraic varieties in C n , respectively R n . Their sets of regular points, S reg C , respectively S reg R can be provided with differentiable structures, the underlying topology being the induced one. Let (G C , ̺ * , V * C ) denote the dual prehomogeneous vector space of (G C , ̺, V C ), and p * its relative invariant satisfying
, denote the Schwartz space of functions on V R , respectively V * R , and letφ be the Fourier transform of ϕ ∈ S(V R ). Let dm be Lebesgue measure on V R . The following result is known as the fundamental theorem of prehomogeneous vector spaces, and was proved by Sato in 1961 [5] .
converge for Re s > 0, and can be extended analytically to holomorphic functions on the whole s-plane, satisfying the functional equations
where γ(s) is given by a product of Γ-functions, and the c ij (s) are entire functions which do not depend on ϕ. The functions F j (s, ϕ), F * j (s, ϕ) are called local ζ-functions.
Review of pseudodifferential operators
3.1. Generalities. This section is devoted to the exposition of some of the basic facts about pseudodifferential operators, needed to formulate our main results in the sequel. Our main references for the theory will be [4] and [10] . Consider first an open set U in R n , and let x 1 , . . . , x n be the standard coordinates. For any real number l, we denote by S l (U × R n ) the class of all functions a(x, ξ) ∈ C ∞ (U × R n ) such that, for any multiindices α, β, and any compact set K ⊂ U , there exist constants C α,β,K for which
where ξ stands for (1 + |ξ| 2 ) 1/2 , and |α| = α 1 , . . . , α n . We further put
Note that, in general, the constants C α,β,K also depend on a(x, ξ). For any such a(x, ξ) one then defines the continuous linear operator
by the formula
whereû denotes the Fourier transform of u, anddξ = (2π) −n dξ. An operator A of this form is called a pseudodifferential operator, and we denote the class of all such operators
consists of all operators with smooth kernel. Such operators are called smooth operators. By inserting in (13) the definition ofû, we obtain for Au the expression (14) Au(x) = e i(x−y)·ξ a(x, ξ)u(y) dydξ, which exists as an oscillatory integral, see [10] . The Schwartz kernel K A ∈ D ′ (U × U ) of A is therefore given by the oscillatory integral
and is a smooth function outside the diagonal in U × U . Consider next an n-dimensional C ∞ manifold X, and let (κ γ , U γ ) be an atlas for X. Then a linear operator
is called a pseudodifferential operator on X of order l if, for every chart diffeomorphism
is a pseudodifferential operator onŨ γ of order l, and we write A ∈ L l (X). Note that, since the U γ are not necessarily connected, we can choose them in such a way that X × X is covered by the open sets U γ × U γ . Now, in general, if X and Y are two smooth manifolds, and
is a continuous linear operator, where
, A is given locally by the operators A γ , which can be written in the form
For l < − dim X, they are continuous and given by absolutely convergent integrals. In this case, their restrictions to the respective diagonals iñ U γ ×Ũ γ define continuous functions
3.2.
Totally characteristic pseudodifferential operators. We introduce now a special class of pseudodifferential operators associated in a natural way to a C ∞ manifold X with boundary ∂ X. Our main reference will be [7] in this case. Let C ∞ (X) be the space of functions on X which are C ∞ up to the boundary, andĊ ∞ (X) the subspace of functions vanishing to all orders on ∂ X. The standard spaces of distributions over X are
the first being the space of extendible distributions, whereas the second is the space of distributions supported by X. Consider now the translated partial Fourier transform of a symbol a(
which is C ∞ away from t = 1. Here ξ = (ξ 1 , ξ ′ ). We will say that a(x, ξ) is lacunary if it satisfies the lacunary condition
The subspace of lacunary symbols will be denoted by S
be the standard manifold with boundary with the natural coordinates x = (x 1 , x ′ ). In order to define on Z operators written formally as oscillatory integrals
is a more general amplitude andã(x, ξ) is lacunary, one rewrites the formal adjoint of A by making a singular coordinate change. Thus, for u ∈ C ∞ c (Z), one considers
, the succesive integrals in (20) converge absolutely and uniformly, thus defining a continuous bilinear form
which by [7] , Propositions 3.6 and 3.9. extends to a separately continuous form
written formally as (19), as the adjoint of A * . In this way, the oscillatory integral (19) is identified with a separately continuous bilinear mapping
The space L 
Similarly, a continuous linear map (16) on a smooth manifold X with boundary ∂ X is an element of the space L l b (X) of totally characteristic pseudodifferential operators on X if, for a given atlas (κ γ , U γ ), the operators
, where U γ are coordinate patches isomorphic to subsets in Z.
A structure theorem for prehomogeneous vector spaces
Let (G C , ̺, V C ) be a prehomogeneous vector space defined over R, and identify V C with C n , and V R with R n , by choosing a basis in V R . Consider the Banach space C 0 (V R ) of continuous, complex valued functions on V R vanishing at infinity, equipped with the supremum norm. Let (π, C 0 (V R )) be the corresponding, continuous, left regular representation of G R , which was already introduced in [8] . The representation of U on the space of differentiable vectors C 0 (V R ) ∞ will be denoted by dπ. We will also consider the left regular representation of G R on C ∞ (V R ) which, equipped with the topology of uniform convergence on compact subsets, becomes a Fréchet space. This representation will be denoted by π as well. As before, we write G for the connected component of G R containing the unit element, and d G for Haar measure on G. Let f ∈ S(G), and denote by π(f ) the continuous linear operator
To see this, let
, that is, assume that there exists a compact set K ⊂ V R such that supp u j ⊂ K, and sup | ∂ α u j | → 0 for all j and arbitrary multiindices α.
, and u j → 0 by assumption. As a consequence, and according to Schwartz, there exists a distribution
The properties of the Schwartz kernel K f will depend on the analytic properties of f , and the orbit structure of the underlying G-action, and our main effort in the following sections will be directed towards the elucidation of the structure of K f . Denote the coordinates of a point in V R , respectively V * R , by m 1 , . . . , m n , respectively ξ 1 , . . . , ξ n , and put
f is continuous in m and ξ, and one verifies
is, together with all its derivatives, at most of exponential growth in g, we can interchange the order of integration and differentiation in (23)
The main issue of this section will consist in proving the following structure theorem.
For the proof, we will need some lemmas. First, note that on V R − S R , one can express the canonical vector fields ∂ mi of V R locally as linear combinations in the fundamental vector fields of the underlying G R -action.
for some indices j 1 , . . . , j n .
Proof. For m ∈ V R , one has
Because of the local transitivity of the
has maximal rang n form ∈ V R − S R , where, by assumption, d ≥ n. Therefore, there exists a neighbourhood U ofm, and indices j 1 , . . . , j n , such that for all
Denoting the matrix coefficients of the corresponding inverse matrix by Θ k i (m), the assertion follows with (26).
Consider the covering of
The coefficient functions b
are rational expressions in the coordinates of m and satisfy the estimates
for some appropriate C U , κ > 0.
Proof. By the previous lemma, there exists a neighbourhood U ofm such that, for m ∈ U and all g ∈ G,
where the functions s k j are given by the equations e
, and are real analytic in h and g, compare [8] . Differentiating these equations with respect to h one obtains
be a finite partition of unity subordinate to the covering
we therefore obtain, as a consequence of the last equation, the relation
.
The coefficients of g and the functions χ i1j1,...,i d j d are, together with their derivatives, at most of exponential growth, so that equation (29) implies that the derivates of the functions s k l (h, g) with respect to h satisfy the estimates
for some C > 0 and κ ≥ 1. Thus we obtain the assertion of the proposition for |β| = 1 , and b
Assume that the assertion holds for |β| ≤ N . Differentiating (27) with respect to m i then yields the assertion for |β| = N + 1. Corollary 1. Assumem ∈ V R − S R , and let U be a neighbourhood ofm as in the preceeding proposition. Then, for arbitrary multiindices α, N ∈ N, and g ∈ G, the relations
hold, where the coefficients d 
Proof. The key step in proving the corollary will be to express (1 + ξ 2 ) N as a linear combination of derivatives of π(g)ϕ ξ (m) with respect to m.
and repeated differentiation leads to
Therefore, by first taking into account that (33) implies
and then applying (34), we obtain for (1 + ξ 2 ) N the expression
where the c β (g) are rational functions in the matrix coefficients of g. The corollary now follows, since by the previous proposition, one computes
where the functions b γ β (m, g) are rational expressions in the cordinate functions of m satisfying the bounds (28).
We are now in position to prove the structure theorem.
Proof of Theorem 2. Fixm ∈ V R − S R , and assume that U ⊂ V R − S R is a neighbourhood ofm as in Proposition 2. Then, by Proposition 2 and its corollary, one has
Next, for arbitrary ϕ ∈ C ∞ (V R ) and X ∈ U,
where we set ϕ m (g) = π(g)ϕ(m). Indeed,
so (35) is correct for X ∈ g. Assuming that the assertion holds for X γ ∈ U with |γ| = N , we obtain for arbitrary X i
so that, by induction, we get (35) for arbitrary X ∈ U. Now, integrating by parts according to (6) yields
where we set
and X ̺(ε,γ) = X ε X γ . Note that, for fixed m ∈ U , F α,β,N δ1,δ2,γ,ε (m, g) ∈ S(G), as a consequence of the estimates (28) and (32), so that integration by parts is legitimate. Let ω be a compact set in V R . For each pointm ∈ ω, let Um ⊂ V R − S R be a neighbourhood ofm as in proposition 2. By Heine-Borel, ω can be covered by finitely many neighbourhoods Um, so that m∈ω Um has a finite subcovering. Fix l ∈ R, and let k be an integer ≤ l. Assume that α, β are arbitrary multiindices. Setting N = |α| + |k|, and taking into account the above expression for
where the occuring integrals are absolutely convergent, so that we can interchange the order of integration. This proves Theorem 2.
Fixed point singular sets
Let (G C , ̺, V C ) be a prehomogeneous vector space with singular set S C . In this section, we restrict our attention to the case where S R = S C ∩V R coincides with the set of fixed points of the G R -action. If G R is reductive, zero constitutes the only closed orbit contained in S R , and hence the only fixed point. This will be the case we will be mainly concerned with. If m ∈ V R is a fixed point, the symbol of π(f ) at m is simply given by a f (m, ξ) = G f (g) d G (g). Thus, if S R coincides with the set of fixed points F R of the underlying G R -action, one has
In this situation, Theorem 2 can be restated as follows.
Theorem 3. Let (G C , ̺, V C ) be a prehomogeneous vector space defined over R, and assume that S R is equal to the set F R of fixed points of the underlying
is given by the family of oscillatory integrals
given by the continuous family of oscillatory integrals
Example 1. Consider the simplest prehomogeneous vector space, (C * , C), where C * acts by multiplication on C. Then S C = S R = {0}, and p(m) = m is a relative invariant corresponding to χ(g) = g, g ∈ C * . One has
The fundamental theorem yields in this case the relations
see [5] , Proposition 4.21.
Example 2. Let B be a positive definite real symmetric matrix of degree n ≥ 3, and consider the positive definite quadratic forms p(m) = m t Bm, p * (m) = m t B −1 m on C n . We define SO(n, B) = {X ∈ SL(n, C) :
Again, S R = {0}, and by the fundamental theorem one obtains (38)
where ϕ ∈ S(R n ), see [5] , Proposition 4.22.
Returning to the situation of the previous theorem, note that on (V R − F R ) × V R , the Schwartz kernel K f of π(f ) is given by the function
In this way, the orbit structure of the underlying G R -action is reflected in the singular behaviour of the Schwartz kernel of π(f ) :
In what follows, we will assume that S R = {0}. In order to get a better understanding of the Schwartz kernel K f of π(f ), and, in particular, of its restriction to the diagonal, we define the auxiliary symbol
By introducing the inverse Fourier transform
ofã(m, ξ), and since a f (αm, ξ) = a f (m, αξ), α ∈ R, we obtain the relation 
For N = n/2, the last integral reads
where we introduced in V R × V R ≃ R 2n the polar coordinates r ∈ R + and ω ∈ S 2n−1 ⊂ R 2n , and assumed that L is contained in a sphere of radius R. Since
2 > 0 is a real valued, continuous function on the (2n − 1)-dimensional sphere which is bounded from below, the infimum is adopted. Hence, there is a strictly positive number κ such that
This proves the lemma.
The last lemma implies that K f is given by the locally integrable function K f (m, m ′ ). Let us examine its restriction to the diagonal. By the structure theorem,
As a consequence of Theorem 1, we then have the following proposition. 
can be continued to meromorphic functions on the whole s-plane. For ϕ ∈ C ∞ c (R n − {0}), they satisfy the functional equations
2 , and assume Re s > −n/2. One then computes
everything in sight being absolutely convergent. Consider now the n-dimensional Mellin transform
which can be continued meromorphically in s with simple poles at s = −1, −2, . . . . Since, by the above computation,
we obtain the first assertion. The second one follows directly from the relations (38) with respect to the quadratic form p(m).
Now, although the integrals
By [3] , Theorem 3.2.4, an extension of k f to V R can then be constructed as follows. Let s be a complex number with Re s > −1, and consider on R the locally integrable function
It is homogeneous of degree s, and, as a distribution, can be extended to arbitrary complex values of s by analytic continuation, except when s = −1, −2, . . . . In that case one defines
For s = −1, −2, . . . , t s + is then a homogeneous distribution on R. Now, for m = 0, and
Then, the extension of k f is defined as
. Summing up, we have shown the following proposition. 
) of degree −n, which has an extension to V R given by (39).
Remark 2. The extensionk f is unique up to a linear combination of δ-distributions at zero, and is no longer homogeneous. One could also have definedk f as the integral over the unit sphere of k f R −n ϕ according tȯ
Each of the extensionsk f could then be regarded as a trace of π(f ).
Totally characteristic pseudodifferential operators on prehomogeneous vector spaces
Let (G C , ̺, V C ) be a reductive prehomogeneous vector space defined over R, and assume that the singular set S C is an irreducible hypersurface. Denote by p the corresponding relative invariant with character χ such that (9) is satisfied, and by (π, C 0 (V R )) the left regular representation of G R on the Banach space C 0 (V R ). As already explained in Section 4, for f ∈ S(G), the restriction of the operator π(f ) to C ∞ c (V R ) defines a continuous linear operator
connected components, on each V i , π(f )ϕ only depends on the restriction of ϕ ∈ C 0 (V R ) to V i , so that one naturally obtains the continuous linear operators
which are elements in L −∞ (V i ), by the structure theorem. Throughout this section, we will make the following assumption.
Denote the set of non-regular points of S R by S sing R . We will then show that the restrictions of π(f ) to V i − S (x 1 (m) , . . . , x n (m)),
By the inverse function theorem, there exists for every m
a diffeomorphism, and we obtain a covering of V R − S sing R by charts. We define now the following closed subgroups of G C . Let
Clearly, G R (p) acts transitively on each generic fiber of the categorical quotient p : V R → V R /G R , and its Lie algebra is given by g(p) = {X ∈ g : dχ(X) = 0}, where dχ denotes the infinitesimal representation corresponding to χ. There always exists a Y ∈ g such that dχ(Y ) = 0; otherwise, V R − S R would decompose into an infinite number of G-orbits. For the following considerations, we will make the basic assumption that G R (p) acts transitively on S 
Here we wroteX(m) = d dh (̺( e hX )m) |h=0 for the fundamental vector field of the underlying G R -action on V R induced by X ∈ g. Fix m ∈ (V R − S sing R ) j , and let W j and Z be neighbourhoods of m as specified above. Let U, U 1 be open sets containing m such that U ⊂ U 1 ⊂ W j ∩Z, and assume that U is chosen in such a way that the set {g ∈ G R : gU ⊂ U 1 } acts transitively on the G R -orbits of U . The so defined sets U constitute an open covering of V R − S sing R . By choosing a locally finite subcovering, we therefore obtain an atlas (κ γ , U γ )
with the following properties:
. . , m ln−1 ), the m lj being given by the prescription m l1 , . . . , m ln−1 , j = {1, . . . , n} for some j = j(γ);
Example 3. As the generic case in the theory of prehomogeneous vector spaces, consider an indefinite quadratic form p with signature (q, n − q), 1 ≤ q ≤ n − 1, on R. Then, by Sylvester's law, p(m) = B t 1 q,n−q m t Bm, for some B ∈ GL(n, R). Define the orthogonal, resp. special orthogonal, group of p by O(p) = {g ∈ GL(n, C) : p(gm) = p(m)}, resp. SO(p) = {g ∈ SL(n, C) : p(gm) = p(m)}, and introduce on V C = C n an action of
-homogeneous, and SO(p)-homogeneous for n ≥ 3. In this case, the fundamental theorem yields the functional equations
where ϕ ∈ S(V R ), and
, see [5] , Proposition 4.27.
Example 4.
As an example of a non-regular prehomogeneous vector space, consider the subgroup G C of upper triangular 2 × 2-matrices in GL(2, C) acting regularly on V C = C 2 . In this case, S C = m ∈ C 2 : m 2 = 0 .
According to the structure theorem of the foregoing section, π(f ) is a pseudodifferential operator on V R − S R with smooth kernel. In the present section, we will be concerned with the action of π(f ) as an operator on V R − S sing R . With respect to the atlas (κ γ , U γ ), we define
where we put κ
By Lebesgue's bounded convergence theorem, we can differentiate under the integral sign,
and define the symbolã
Note that, by equation (9), p(gκ
The main result of this section will consist in proving the following theorem. Here (κ γ , U γ )
denotes the atlas of V R − S sing R constructed above. 
Note that the symbols a γ f (κ γ (m), ξ) are defined even in the case when the coordinates κ γ become singular. The expressions (44) are then still absolutely convergent, so that π(f ) is indeed given globally by the operators A γ f . We will divide the proof of Theorem 4 in several parts. To begin with, let us first state a technical lemma.
Proof. First, one computes
By noting that
we obtain dR(X)χ(g) = dχ(−X)χ(g). Similarly, one verifies the relation dR(X)m lj ,κ −1 (x) (g) = −m lj (Xg −1 κ −1 (x)), thus obtaining the assertion.
Remark 3. For X ∈ g, one has
Thus, dχ(X) is a measure for the transversality of the fundamental vector fieldX(m) = Xm with respect to the foliation
As a first step towards Theorem 4, we prove the following
Proof. As already noted,ã
. While differentiation with respect to ξ does not alter the growth properties ofã γ f (x, ξ), differentiation with respect to x yields additional powers in ξ. Let Y ∈ g and X 1 , . . . , X n−1 ∈ g(p) be given in such a way that dχ(Y ) = 0, and condition (iv) is satisfied. By the previous lemma,
Writing Γ(x, g) for the matrix appearing on the right hand side of the last equation, we obtain
Hence, det Γ(x, g) vanishes if, and only if, the fundamental vector fields X i (m) = X i m, i = 1, . . . , n − 1, do span the tangent spaces
γ (x), and if their span is not perpendicular to the hypersurface {m ∈ V R : m j = 0}. The latter condition is equivalent to grad p(m) / ∈ {m ∈ V R : m j = 0}, which in turn is equivalent to the condition ∂ p/ ∂ m j (m) = 0 for m = g
. By construction, these conditions are fulfilled for x ∈Ũ γ and g ∈ supp c γ (g) ⊂ G γ 1 , as a consequence of the properties (iii) and (iv) of the atlas (κ γ , U γ ). Thus, for arbitrary γ,
We now consider the extension of Γ(x, g), as an endomorphism in
. Regarding the polynomials ξ 1 , . . . , ξ n as a basis in
where Γ(x, g) denotes the image of the basis vector ξ i under the endomorphism Γ(x, g).
is also an automorphism, so that every polynomial ξ i1 ⊗ · · · ⊗ ξ iN ≡ ξ i1 . . . ξ in can be written as a linear combination
where the Λ α β (x, g) are C ∞ functions onŨ γ × supp c γ which, in addition, are rational in g. Now, we need the following lemma.
Lemma 4. Under the identification Γξ
where the coefficients d j1,...,jr i1,...,is (x, g) ∈ C ∞ (Ũ γ × supp c γ ) are at most of exponential growth in g, and independent of ξ.
Proof. For r = 1 one has iφ γ ξ,x (g)Γξ k = dR(X k )φ γ ξ,x (g), and differentiating the latter equation with respect to X j we obtain, by taking (45) into account,
Hence, the assertion of the lemma is correct for r = 1, 2. Now, assume that it holds for r ≤ N . Setting r = N in equation (46), and differentiating with respect to X k , yields for the left hand side
By assumption, we can apply (46) to the products Γξ q Γξ j2 . . . Γξ jN , and to all other products of fewer terms. This proves the lemma.
Returning to the proof of Proposition 5, as an immediate consequence of equations (45) and (46), one computes
where the coefficients b 
being at most of exponential growth in g. Making use of equation (47), and integrating by parts, we finally obtain for arbitrary α, β the estimate
where ω denotes an arbitrary compact set inŨ γ and N = 1, 2, . . . . This completes the proof of Proposition 5.
In order to prove Theorem 4, we need to examine the symbols a 
. By Proposition 5, we therefore obtain the estimates
c (R) with χ(ξ 1 ) = 1 in a neighbourhood of 0, and consider, for u ∈ C ∞ c (R n ), the absolutely convergent integral
According to [10] , page 5, it can be regularized using integration by parts, so that, by the bounded convergence theorem, one may pass to the limit as ε → 0, in this way getting a distribution
As a consequence, (44) exists as oscillatory integral and is equal to I x (a γ f u), its kernel being given by (48). 
Strongly elliptic differential operators and kernels of holomorphic semigroups
As an application of the results of the previous sections, we study the holomorphic semigroup generated by a strongly elliptic differential operator associated with the left regular representation (π, C 0 (V R )) of a prehomogeneous vector space (G C , ̺, V C ). Let π be a continuous representation of a Lie group G on a Banach space B, g the Lie-algebra of G, and X 1 , . . . , X d a basis of g. A differential operator
associated with the representation π is called strongly elliptic, if, for all ξ ∈ R d , the relation Re |α|=l c α ξ α ≥ κ|ξ| l is satisfied, where κ > 0 is some positive number. By Langlands [6] , the closure of a strongly elliptic operator generates a strongly continuous holomorphic semigroup of bounded operators on B given by
where Γ is a appropriate path in C coming from infinity and going to infinity, such that λ / ∈ σ(Ω) for λ ∈ Γ, and the integral converges uniformly with respect to the operator norm. Here | arg t| < α for an appropriate α ∈ (0, π/2]. The proof of this essentially relies on the verification of a criterium of Hille [2] within the theory of strongly continuous semigroups. The subgroup S t can be characterized by a convolution semigroup of complex measures µ t on G according to
π being measurable with respect to the measures µ t . The measures µ t are absolutely continuous with respect to Haar measure d G on G, and denoting by K t (g) ∈ L 1 (G, d G ) the corresponding Radon-Nikodym derivative, one has
is analytic in t and g, and given universally for all Banach representations. In the following, it will be called the Langlands kernel of the holomorphic semigroup S t . Though, in general, the Langlands kernel is not explicitely known, it satisfies the following L 1 -and L ∞ -bounds. A detailed exposition of these facts can be found in [9] . for all g ∈ G, where d = dim g, and l denotes the order of Ω. In particular, K t ∈ S(G).
Let (G C , ̺, V C ) be a reductive prehomogeneous vector space defined over R, and (π, C 0 (V R )) the regular representation of G R on V R . Assume that Ω is a strongly elliptic operator associated with π, and consider the corresponding holomorphic semigroup S t = π(K t ) with Langlands kernel K t . It induces a continuous linear mapping (52)
and since K t ∈ S(G), the result of the previous sections concerning the Schwartz kernel of the operator (52) are applicable. We will illustrate this for the classical heat kernel and the simplest prehomogeneous vector space, see Example 1. Thus, let G C = C * , V C = C. In this case, G R = GL(1, R) = R + * acts multiplicatively on V R = R. Let a = 1 be a basis of g = R. The action of dπ(a) on the Gårding subspace C 0 (R) ∞ corresponds on R to the vector field dπ(a)ϕ(x) = grad ϕ(x) · (
The Casimir operator Ω = dπ(a) 2 ∈ U of the considered G-representation is therefore given by
and constitutes a differential operator of Euler type. Let d G R (x) = dx/x be Haar measure on GL(1, R). Denoting by S t the holomorphic semigroup generated by Ω, and by K t (x) the corresponding Langlands kernel, we get
In order to compute K t (x) explicitely, we consider the Banach representation (π, C 0 (R + * )), introducing on R + * the new coordinate x = e r , r ∈ R. The Casimir operator is then given by d 2 /dr 2 , and the Langlands kernel coincides with the classical heat kernel K t (r) = (2πt) −1/2 exp(−r 2 /4t). By transforming back, we get for K t (x) the universal expression One has S R = {0}, and Theorem 3 reads as follows.
is a Schwartz function, which vanishes for y ≥ 1 together with all its derivatives. implying that a t (x, ξ) satisfies the lacunary condition (18). For x = 0 one computes S t (x, y) = e i(x−y)ξã t (x, xξ)dξ = 1 |x|Ã t x, x − y x , x = 0.
Furthermore, by the general theory of conormal distributions,Ã t (x, y) ∈ I −∞ (R×R, {y = 0}), see [4] , Theorem 18.2.8. In concordance with Proposition 4, the restriction s t (x) = S t (x, x) of S t to the diagonal defines a homogeneous distribution of degree −1 on R − {0}, which has an extension to R given by (39). Note thatÃ t (x, 0) = K t (1) = (2πt) −1/2 . Setting s t,ζ (x) = (2πt) −1/2 |x| ζ , (37) then yields in our situation the functional equations 
