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Complex organization of elements can bring in new phases and novel critical effects. The
phase transition of a complex system can be rich and unique. More is different, and details
matter. In particular, complexification may yield hybrid phase transition, a discontinuous
transition which accompanies critical phenomena. This novel type of phase transition has
been discovered across diverse complex systems, including k-core percolation, cascade fail-
ures of interdependent networks, generalized epidemic spreading, restricted percolation, Ku-
ramoto oscillators with flat-topped frequency distribution, and restricted synchronization. In
this dissertation, it is investigated that how a complex system exhibits a discontinuous jump
of the order parameter together with the critical phenomena at the same transition point. In
particular, hybrid percolation transition and hybrid synchronization transition are focused.
Several universal (or potentially universal) mechanisms are noticed. There are hybrid perco-
lation transitions of cascade class and of merging class, hybrid synchronization transitions of
Kuramoto models with flat natural frequency distribution and of restricted Kuramoto model
with ranking-based shuffling dynamics. Hybrid phase transitions of complex systems may be
classified on the basis of those mechanisms.
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Complex organization of elements can bring in new phases and novel critical effects. More
is different [1] and details matter [2]. How is the phase transition and critical phenomena
affected by a complexification? One possibility is to introduce disorders. The presence of
disorders does not necessarily destroy the phase transition of a clean system [3], and long-
range order is also possible [4]. Under presence of disorders, a sharp phase transition still
occurs, although new critical points and new critical exponents may appear. For example,
network represents a structural disorder. Heterogeneity in connections is described by a sim-
ple power exponent λ of the degree distribution, for instance in the scale-free network, while
the outcomes of introducing such a nontraditional power is not so simple [5–7]. In a coupled
non-identical oscillator system, a change in the shape of intrinsic frequency distribution can
significantly change the type of phase transitions [8–13]. Other possibilities include, intro-
ducing competing species [6,14–21], multiplexing network [6,22], and so on, where at each
stage, a complex organization leads to further new complex physics.
1.1 What is a hybrid phase transition?
Phase transition is either continuous or discontinuous. A continuous phase transition is char-
acterized by a critical point where correlations over all scales holds the system to a unique
critical phase. A discontinuous transition has two or more phases are allowed at the transi-
tion point. The macroscopic transformation bridging a phase to another phase further requires
some equilibrium or nonequilibrium dynamic processes.
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Hybrid phase transition is a type of phase transition which exhibits properties of both
discontinuous (jump of the order parameter) and continuous (critical phenomena) phase tran-
sitions at the same transition point. Such a transition has been discovered in diverse equilib-
rium [6,23–32] and nonequilibrium complex systems [7,9,11–13,20,22,33–55]. A practical
implication of a hybrid phase transition is the presence of a diverging precursor associated
to the upcoming catastrophic abrupt change of the complex system. But how can a complex
system undergo a discontinuous transition and exhibit a diverging quantity at the same time?
Several mechanisms have been proposed for the hybrid phase transitions of complex systems,
yet more are left to be revealed.
The term hybrid phase transition was coined in context of the k-core percolation of com-
plex networks, which originally specified a discontinuous jump of the order parameter which
also accompanies a square-root singularity [33,39,53]. An analogous square-root singularity
is often noticed from a spinodal critical point, the end of a metastable line in the first-order
phase transitions. Although, the spinodal critical point is rarely realized in the ordinary equi-
librium thermodynamics. However, this point might be considerable under a strong nonequi-
librium drive, e.g. quenching [26]. Hybrid transition has been observed in complex systems
as well, for example, in cascade failure of interdependent networks [22, 34], generalized dis-
ease spreading [40, 41, 43, 44], and the restricted percolation [48–51]. Hybrid transition also
appears in synchronization with a nontrivial critical exponent β = 2/3 [7, 11, 13, 20].
On the other hand, there are mixed-order phase transitions of the equilibrium complex
systems, characterized by order parameter jump and diverging susceptibility at the same tran-
sition point [6, 23–25, 27, 28, 31, 32, 41]. In a loose sense, the mixed-order transition can be
called a hybrid phase transition, whilst the hybrid phase transition in the original restricted
sense refers to the presence of a peculiar singularity at the order parameter jump. Mixed-order
transition can occur at a critical endpoint, a point in the phase diagram where a second order
transition line ends at a first order transition line. At a critical endpoint, we observe discon-
tinuous transition of the order parameter and diverging susceptibility which originates from
the continuous phase transition. Diverging susceptibility is owing to the vanishing second
2
derivative of the free energy. Landscape inversion phase transition of magnetic colloids also
causes a mixed order phase transition [27], where the flat energy landscape at the transition
point introduces the critical phenomena to the discontinuous transition. It is remarked that
an analogous flat landscape perspective may possibly hold for some nonequilibrium hybrid
phase transitions. For example, a pseudo free energy is constructed in Ref. [56] as a phe-
nomenological approach to the hybrid synchronization transition. This pseudo free energy
becomes flat at the hybrid phase transition point in the thermodynamic limit N →∞.
The hybrid phase transition of the original k-core percolation context and the mixed order
phase transition of equilibrium/nonequilibrium systems are sometimes distinguished. In the
former, a singularity lies in the order parameter curve at the top end of the jump. In the later,
diverging susceptibility is noted at the discontinuous transition point, regardless of the exis-
tence of such a continuous-type singularity in the order parameter curve. Moreover, a single
nonequilibrium model can sometimes exhibit both mixed-order transition and hybrid transi-
tion, depending on the initial conditions. For example, in the generalized epidemic spreading
model with initial infectious seeds of orders of system size, pandemics is reached through a
hybrid phase transition [42]. With a single infectious seed, epidemic order parameter exhibits
no singularity at the top end of the jump, but the transition is also marked by divergence of
mean finite outbreak size [41].
There are two classes of hybrid percolation transitions, cascade or merging, depending
on the character of the underlying dynamic process in the model. The hybrid percolation
transition of k-core percolation, cascade failure of interdependent networks, and generalized
epidemic spreading are examples of hybrid phase transition induced by pruning processes.
This class of hybrid phase transitions follows a universal mechanism, namely a crossover
from critical branching to supercritical branching process [46]. On the other hand, the hybrid
percolation transition can also be induced by a cluster aggregation process. In the restricted
percolation model [48–51], clusters are sorted by their size and partitioned into two groups,
and merging of two big-size clusters are suppressed. The restricted merging process involves
a back-and-forth group-switching dynamics of clusters, which organizes a critical state and
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an abrupt transition [51].
Absence of synchronization seed leads to hybrid synchronization transition in the Ku-
ramoto model with flat-topped intrinsic frequency distributions [11–13,20]. Evenly dispersed
oscillators are maximally competitive, and hence frequency clustering occurs in an abrupt
manner. An analogous balancing was provided in the first-order explosive synchronization
models as well, by correlating the segregation and aggregation [57–63]. Indeed, hybrid syn-
chronization transition could possibly occur as a special case in an explosive model [7].
However, the suppressive modification [62] is not a necessary condition for a jump of syn-
chrony in the oscillator model. Rather, second-order, first-order and hybrid synchronization
transitions are all possible already in the original Kuramoto model, depending on the shape of
intrinsic frequency distribution. This is in contrast to percolation, where a global suppressive
rule [64] was a necessary condition for a discontinuous jump.
Further introduction of competing, mixed-signs coupling constants generates tiered syn-
chronization patterns such as π or traveling-wave states [19, 20]. Correspondingly, a rich
synchronization dynamics involving more than two phases occurs at a single transition point,
where a collection of metastable intermediate states is noticed on the way to traveling wave
synchronization [20].
Finally, motivated by restricted percolation, a ranking-based group reclassification is ap-
plied to synchronization, and a distinct class of hybrid synchronization transition is obtained.
In contrast to the previous hybrid synchronization models, the restricted synchronization
model exhibits hybrid phase transition even with unimodal natural frequency distributions. A
macroscopic population of oscillators is frequency clustered, forming a traveling wave steady
state. However, the frequency cluster also involves intricate internal switching dynamics and
the switching interval distribution follows a power law [65].
1.2 A critical singularity at the discontinuous transition
Hybrid phase transition is a type of discontinuous transition which also accompanies critical
phenomena at the same transition point. The hybrid phase transition which has been found in
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many nonequilibrium complex systems [11,13,20,33,39,48,49,53] is characterized by a sin-
gular point after jump in the order parameter. The order paramter curve m(t) asymptotically
behaves near the transition point tc as
m(t) =

0 t < tc
m0 +A(t− tc)β t ≥ tc
(1.1)
and with an associated singularity at the terminal point of the jump. By singularity we mean
∂t(m)/∂m = 0 at m = m0, and it is characterized by a non-integer exponent 0 < β < 1.
Here, m0 is the size of jump, A is a constant, and t is a control parameter. This exponent
after jump is distinct from the usual β of the continuous transition defined at m = 0, which
becomes zero in presence of discontinuity (β = 0). The singularity at m = m0 may further
relate to some other critical phenomena as well. For instance, finite size clusters of the re-
stricted percolation model follow a power law size distribution ns ∼ s−τ at m = m0 [49].
For such a reason we call β the (hybrid) critical exponent of the order parameter. However,
the relationship between a hybrid singularity and criticality is not that obvious. In particular,
recall that ordinary continuous percolation transition of the Erdős-Rényi model is charac-
terized by critical exponents β = 1 and τ = 5/2. There β is not an integer and therefore
the slope is not divergent, but there is a bifurcation of order parameter curve from zero to a
nontrivial branch. In a hybrid phase transition, order parameter curve is discontinuous, and
hence it is already singular at the bottom of the jump t = tc,m = 0. The continuous-type
singularity at the top of the jump is something extra.
The (k ≥ 3)-core percolation shows a hybrid phase transition with square-root singu-
larity β = 1/2 [33, 38, 39]. Cascade failures of interdependent networks [22, 34, 47] and
generalized epidemic spreadings [40, 42] also exhibit square-root singularities. Hybrid syn-
chronization transitions [7, 11, 13, 20] can exhibit an unusual exponent β = 2/3. Further,
continuously varying β is obtained for some hybrid percolation models [49, 50] and hybrid





























Figure 1.1: With asymptotics ∼ xβ , 0 < β < 1 implies a diverging (vertical) slope. A
discontinuous transition is usually characterized by β → 0 at the foot of the jump. Look-
ing at the curves after turning one’s head, note β = 1/2 corresponds to an extremum of a
parabola. β = 1 implies a linear response to the change of control parameter. A tangent of
a curve obtains a finite slope most of the time. β > 1 results a zero (horizontal) slope. The
schematic figures present order parameter curves of (a) second-order type (b) first-order type
(c) supercritical hybrid type and (d) subcritical hybrid type phase transitions.
1.3 Hybrid phase transition of equilibrium complex systems
A similar square-root critical singularity is often noticed in first-order phase transition, at the
end of the metastable branch of the order parameter curve. However, such a critical point is
rarely realized in the ordinary thermodynamics. In presence of thermal fluctuations, i.e. equi-
librium processes, global free energy minimum is favored instead of the metastable states. A
full hysteresis involving spinodal point might be considerable instead under a strong nonequi-
librium drive, for example, in the rapid heating and cooling of metals, where there is a bot-
tleneck of heat transfer [26].
On the other hand, some equilibrium and nonequilibrium complex systems exhibit a
mixed-order phase transition. For example, metamagnets [27], Ashkin-Teller spin model [6],
and one-dimensional Ising model under long-range interaction [23, 24, 28, 29], where we
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find a discontinuous transition occurs together with a diverging susceptibility. Such a transi-
tion is described under the framework of Landau theory. Let us denote m the Landau order
parameter near the transition point. In the language of magnetic systems, m is the average
magnetization. In the paramagnetic phase T > Tc, disordered state m = 0 is the unique
global minimum of the Landau free energy f(m) and f(0) = f ′(0) = 0, f ′′(0) > 0.
Phase transition occurs at T = Tc. For a discontinuous jump to occur, another minimum
(or minima) is required at some m0 6= 0. At the transition point, there are two (or more)
global minima f(m0) = f ′(m0) = 0, f ′′(m0) > 0 and f(0) = f ′(0) = 0. Additionally, if
f ′′(0) = 0 or f ′′(m0) = 0 is satisfied, such a flatness implies an additional second-order-
like singularity which gives diverging susceptibility; then the transition is mixed order. In
the ferromagnetic phase (T < Tc) m0(T ) 6= 0 becomes the global minimum (minima) and
f(0) = f ′(0) = 0, f(m0) < 0, f
′(m0) = 0, f
′′(m0) ≥ 0. Notice that these conditions are
met at the critical endpoint, where the second order line (f(0) = f ′(0) = f ′′(0) = 0) ends
at the first order line.
1.3.1 Ashkin-Teller magnet on scale-free network
The study of Ashkin-Teller model on scale-free networks [6] is one of many pedagogical
examples relevant to discuss about the richness of the complex system paradigm of research.
The Ashkin-Teller system is composed of two species of Ising spins s and σ at each site. It is
an equilibrium system where the Landau theory applies. Two perspectives should be noticed.
First, more is different. The two species generalization not only results a paramagnetic or
ferromagnetic phases characterized by 〈s〉 or 〈σ〉, but also introduces a product phase char-
acterized by the order parameter 〈σs〉. In turn, Ashkin-Teller model on d-dimensional lattice
exhibits tricritical points. Second, scale-free network introduces a new structural exponent
λ to consider. It introduces a nontraditional term of order mλ−1 in the free energy f(m),
which is hence no longer a simple polynomial form. The structural modification from a lat-
tice to scale-free network extends the first-order line, and separates each tricrtical point into a
critical endpoint and a critical point [6]. Remarkably, the Ashkin-Teller model on scale-free
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networks can exhibit continuous, discontinuous, mixed-order, and successive phase transi-
tions (second-order transition followed by discontinuous transition), depending on the model
parameters [6].
At the critical endpoint, a second-order line falls on top of the first-order line. Thus,
mixed-order phase transition occurs. Susceptibility is divergent near the high temperature
side of the transition point f ′′(0) = 0. And a jump occurs in the magnetization order param-
eter. At the second-order transition line excluding the critical endpoint, a λ-dependent the
critical exponent β = 1/(λ − 3) is noticed. However, precisely at the critical endpoint, this
second-order singularity hides at the foot of the first-order jump.
1.3.2 Spin chain under long range interaction
Another notable example is one-dimensional Ising model with a ferromagnetic long range
interaction J(r) ∝ r−σ, where r is the distance between two sites. For 1 < σ < 2, the
model exhibits a continuous transition with β = 2 − σ [23, 29]. In contrast, for a shorter
range interactions of σ > 2, formation of domain walls is favored and the long range order is





becomes finite. Notice additionally that this quantity relates to the energy difference of per-
fectly ordered state and a single domain wall state as E1 − E0 = 2M1, if the Ising spin
variables are assumed to take the values si = ±1. A mathematical proof that long range
ordering is impossible for when M1 is finite is provided in [30]. If σ > 2, the domain wall is
allowed at any finite temperatures, which breaks the long-range ordering.
An interesting case is when with inverse square law σ = 2, where not only a first-order
transition, but also mixed order phase transition had been suggested (Thouless effect) [23].
Thouless had predicted that a discontinuous transition should occur in the marginal case of
σ = 2. Moreover, he suggested another possibility where the distribution of magnetization
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becomes flat. Aizenman et al. showed that the discontinuous transition indeed occurs, us-
ing Fortuin-Kasteleyn formalism and mathematical inequalities [28]. There is a mixed order
terminal point in the first-order line [24]. However, the σ = 2 model was not exactly solv-
able. Recently, a solvable modification of this σ = 2 model has been presented by Bar and
Mukamel [24], where the long-range interaction was confined within the domain walls. They
found an interesting phase diagram where mixed-order lines appear.
1.3.3 Colloidal metamagnet
Landscape inversion phase transition in magnetic colloids is another example of a mixed
order phase transition [27]. A flat energy landscape at the transition point induces critical
phenomena to the discontinuous transition. Paramagnetic colloidal particles float around the
top of a two dimensional magnetic substrate, which is striped with oppositely magnetized
domains. The particles acquire magnetic dipoles due to superposition of the substrate mag-
netic field and the external magnetic fieldm ∝ H±Hs, and they assemble in lines above the
magnetic domain walls. Ferri- and ferro- magnetic orderings are possible. Moreover, dipolar
interactions lead to a structural ordering characterized by the lattice angle α. By controlling
the external magnetic field, the energy landscape can become flat at (and inverted beyond)
the transition point H = Hs as in Fig. 1.2(a). Correspondingly, the crystal experiences a dis-
continuous structural transition (in α), together with a transition from a ferrimagnetic to fer-
romagnetic ordering. Such a flat landscape at the transition point induces critical phenomena
such as diverging correlation length and the lattice angle fluctuations. The order parameter
curve is given as a step function and it is not the kind of a hybrid phase transition character-
ized by critical β. It is a mixed order phase transition which involves diverging correlation
lengths and diverging lattice angle fluctuations.
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Figure 1.2: (a) The landscape inversion phase transition and the corresponding (b) order
parameter curve of lattice angle α(h). This is a reproduction of Fig.1 in Ref. [27].
1.4 Structure and goal of this dissertation
Hybrid phase transition is a very general concept which may apply to a variety of equilibrium
and nonequilibrium systems. Hybrid phase transitions frequently occur in complex systems,
where many of which are nonequilibrium systems. How can critical phenomena occur simul-
taneously with the discontinuous transition in those systems? In contrast to the equilibrium
critical phenomena, hybrid phase transition does not have a single theoretical framework
which leads to systematic and rigorous understandings. For example, we do not know how
the renormalization concept could be applied to the hybrid phase transition of complex sys-
tems. In particular, a hybrid phase transition may involve two or more distinct diverging
length scales and in such a case we do not know how to coarse-grain the system [50]. The
critical phenomena of hybrid phase transitions are rich and the underlying mechanisms can
be diverse. The goal of this dissertation is not to provide a single unification theory of the hy-
brid phase transition. Rather, hybrid phase transitions of complex systems are grouped into
several classes, on the basis of the underlying mechanisms. Specifically, hybrid phase tran-
sitions of percolation and synchronization are focused. The structure of this dissertation is
mainly two-fold: we review properties and mechanisms of both hybrid percolation transition
and hybrid synchronization transition.
Percolation transition is known as one of the most robust continuous transitions. It was
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revealed recently that global suppression is an indispensable factor for a discontinuous per-
colation transition. It brings up another perspective: “what are the necessary factors for a
hybrid percolation transition?” Hybrid percolation transition is a discontinuous percolation
transition accompanied by one or more critical phenomena.
• In chapter 2, some preliminary concepts on the continuous percolation transition are
reviewed and discussed. Recent attempts to build discontinuous percolation transition
are briefly mentioned. Two classes of hybrid percolation transitions, namely the cas-
cade class and the merging class are reviewed.
• In chapter 3, novel dynamic critical behaviors of the merging class hybrid percolation
model is presented.
Kuramoto model is a simple phase oscillator model which exhibits synchronization phase
transition. In the thermodynamic limit, the type of transition may be continuous or discontin-
uous, depending on the natural frequency distribution formed by the oscillators. Especially, it
is often categorized by many literatures that unimodal or bimodal natural frequency distribu-
tion leads to continuous or discontinuous synchronization transition, respectively [8, 66–71].
However, there exists a marginal category of having flat-topped distributions, which can nei-
ther be classified as unimodal nor bimodal. A class of hybrid synchronization transitions oc-
curs for flat-topped natural frequency distributions. Another class of hybrid synchronization
transition is presented later in chapter 7.
• In chapter 4, self-consistency theory of Kuramoto is reviewed. Continuous or discon-
tinuous synchronization transition occurs in the Kuramoto model with unimodal or
bimodal natural frequency distribution, respectively.
• In chapter 5, flat-topped class of hybrid synchronization transition is discussed. For
uniform distribution or flat-topped distribution with additional presence of long range
tails, we find a critical exponent β = 2/3 or β = 2/5, respectively. Here the synchro-
nized phase is a fully phase locked state.
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• In chapter 6, mixed signs of couplings is introduced to the Kuramoto model and in-
vestigate how the presence of this additional disorder affects hybrid synchronization
transition. Passive type and active type interactions are considered. In the hybrid syn-
chronization transition of an active model, we find emergence of traveling wave phase
characterized by a nontrivial angular velocity, which deviates from the mean natural
frequency of the system. Also, the synchronization dynamics at the hybrid critical point
involves metastable states. We obtain rich phase diagrams involving three phases, and
first-order and hybrid transition lines. In the hybrid synchronization transition of a pas-
sive model, we find an unusual hybrid critical exponent in the subleading order, which
is different from that of the continuous phase transition. Such an effect can be observed
in the finite size systems.
Finally, ranking-based restriction idea of the merging class percolation is applied to syn-
chronization problem. A leader-follower dichotomy based on oscillators’ angular velocity
rankings is considered. Interaction of leader oscillators is suppressed in the restricted syn-
chronization model, analogously to the suppression of coagulation of big clusters in the re-
stricted percolation model.
• In chapter 7, we present the restricted Kuramoto model and investigate its phase tran-
sitions. With presence of a ranking-based leader-follower reclassification and with a
restricted interaction among leader oscillators, we find that discontinuous (hybrid) syn-
chronization transition is also possible for a unimodal frequency distribution. This is
in stark contrast to the ordinary Kuramoto model, where a unimodal frequency distri-
bution leads to a continuous transition. We find hybrid synchronization transition or
second-order synchronization transition, depending on the leader fraction. Oscillators





In this chapter we briefly review the theory of continuous percolation transition and define
the critical exponents. Then we discuss the possibility of discontinuous transitions in some
variant percolation models. Finally, hybrid percolation models are introduced.
2.1 The theory of continuous percolation transition
Percolation transition is an emergence of macroscopic connection. It is a purely geometric
transition from unconnected to connected state, which accounts for a variety of natural and
social phenomena such as sol-gel transition [72], metal-insulator transition [73], resistive
switching [74], disease spreading [75], and social opinion formation [76].
The information on how parts are connected in the system is conveniently provided by
an abstract object: network (or graph). Adjacency matrix aij , for example, is a representation
of connection (aij = 1) or disconnection (aij = 0) between the two elements i and j. For a
statistical mechanics treatment, we first need a collection of networks. A network ensemble is
considered, for example, by specifying the complete degree sequence {k1, · · · , kN} (micro-
canonical) [77, 78], or by fixing the total number of nodes and links (canonical), or by fixing
number of nodes N and linkage probability p which has fluctuating number of links (grand-
canonical) [79]. The probability that a grandcanonical network ensemble (N, p) contains a
specific graph G is given as








where (i, j) denotes a link between two nodes i and j. A homogeneous connection proba-
bility pij = p corresponds to an ensemble of Erdős–Rényi random network with Poissonian
degree distribution [80, 81]. Details will be followed in section 2.2. It is remarked that a ran-
dom network ensemble with heterogeneous connection probability pij is also possible, e.g.
pij = wiwj with wi ∝ i−µ is capable of generating an ensemble of networks having random
Poissonian degree distributions to an ensemble of networks having highly heterogeneous de-
gree distributions Pk ∼ k−(1+µ)/µ and with presence of hubs [82].
Now, take a network and fill links with conducting materials randomly by a probability
p. The network is an insulator at p = 0 and becomes a conductor at p = 1. In between, at
which p, do we expect a metal-to-insulator transition? The probability of coloring a graph in
such a percolation problem is given as
P (G) = Z−1
∏
〈ij〉
paij (1− p)1−aij (2.2)
where 〈ij〉 denotes adjacent node pairs in the background network and aij is the adjacency
matrix of the filling network. The graph ensemble average of any graph-dependent physical





On a lattice geometry, the presence of a connecting path between two opposite ends, or
the presence of a spanning cluster naturally defines the percolation. On networks, the order
parameter of the percolation transition is defined as the fraction of nodes belonging to the
giant cluster.
2.1.1 Fortuin-Kasteleyn mapping to magnetic system
Fortuin and Kasteleyn had noted that solving the graph coloring or percolation problem






(δσi,σj − 1) (2.4)
where J > 0 is the ferromagnetic coupling, and σ is the spin variable which can take q
different values. Hence, Ising model is q = 2–state Potts model and Ashkin-Teller model is










(1− p) + pδσi,σj
)
(2.5)
with the summation over all spin configurations σ and with p = 1−exp(−βJ). By randomly
distributing links with probability p between all pairs of nearest neighbor sites in the same









where the summation is over all link configurations n and c(n) is the number of Fortuin-
Kasteleyn clusters (see Appendix A). It is important to note in (2.6) that the spins of the
system do not appear. The spin configurations had been one-to-one mapped to cluster config-
urations by connecting nearest neighbor spins of the same orientation. The partition function
is given entirely in terms of link configurations. Now observe from the partition function (2.6)
that the percolation problem (2.2) corresponds to the q = 1 limit of the Potts model. In the
following section, we briefly review the continuous percolation phase transition and its criti-
cal phenomena.
2.1.2 Critical phenomena of the percolation phase transition
Near the transition point the cluster size distribution spans a broad range of values. The


















∝ |p− pc|−γ (2.9)
The cluster size distribution ns is defined as the number of clusters of size s divided by
the system size N . The zeroth moment (2.7) is analogous to number of magnetic domains,
boundary of which had related to the total energy in the magnetic system. The order param-
eter m(p) is defined as the fraction of nodes belonging to the giant cluster, which emerges
at the percolation threshold pc and thus it becomes the singular part in the total number of
nodes (2.8). The order parameter relates to the total number of nodes in the finite clusters by
the identity
∑′ sns = 1 − m, where the primed summation goes over finite clusters. The
second moment (2.9) is mean cluster size at which a randomly selected node belongs to. The
mean finite cluster size diverges at the transition point, which is analogous to the magnetic
susceptibility.
In case of a continuous percolation transition the order parameter exhibits critical behav-
ior near the percolation threshold pc as
m(p) =

0 p < pc,
A(p− pc)β p ≥ pc
(2.10)
in the thermodynamic limit N → ∞. Here, β is the critical exponent of the order parameter









Near the transition point, the size distribution of finite clusters behaves as
ns(p) ∼ s−τe−s/sc , (2.12)
where the characteristic cluster size sc scales as
sc ∼ |p− pc|−1/σ. (2.13)
Precisely at the transition point p = pc, the size distribution of finite clusters follows a power




ns ∼ s1−τc ∼ |p− pc|(τ−1)/σ, (2.14)∑
s
′
sns ∼ s2−τc ∼ (p− pc)(τ−2)/σ, (2.15)∑
s
′
s2ns ∼ s3−τc ∼ |p− pc|−(3−τ)/σ. (2.16)
Hence, the susceptibility χm diverges for 2 < τ < 3. For the normalization condition of the









The divergence of correlation length ξ ∼ |p − pc|−ν is usually characterized by the critical
exponent ν. The correlation length can be defined as the linear size of a typical cluster. sc ∼
ξd ∼ |p − pc|−ν̄ where ν̄ ≡ dν. Correspondingly, the total number of clusters in the system
scales as N/ξd ∼ N(p− pc)ν̄ . The hyperscaling relations are followed:
ν̄σ = τ − 1, (2.19)
α+ 2β = ν̄. (2.20)
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2.2 Erdős–Rényi model
Now we discuss an analytically solvable random network model which exhibits a continuous
percolation phase transition.
2.2.1 The original random network model
Erdős–Rényi (ER) model [80, 81] is a random network construction model. In the original
model, there are initially N nodes and an edge is added between each possible pair of nodes
with probability p. The expected number of links is 〈L〉 = N(N − 1)p/2. The degree distri-







where the degree k is number of edges attached to a node which ranges from 0 to N − 1. For
large N →∞ and fixed mean degree 〈k〉 = 2〈L〉/N = (N − 1)p, the binomial distribution
can be well approximated by the Poisson distribution.




Note the probability of obtaining a large degree node decreases rapidly with increasing k.
Hence in the random network no hubs are present. In contrast, scale-free network with hub is
characterized by a long tail in the degree distribution. In this model, a giant cluster emerges
at the transition point pc = 1 or 〈k〉c = 1 [80] and its expected size increases continuously
beyond the transition point. Precisely at the transition point, the giant cluster size is of order
O(N2/3) [89]. Beyond the transition point p > pc the giant size scales as (p−pc)N , which is
linearly proportional to the system size (see eq. (2.38)). A maximal giant sizeN is reached for
dense connections beyond p ' logN/N , because of the following reasoning. At some point
we expect a single isolated node in the system. The proabability that a randomly selected node
does not have connections to the giant cluster is (1− p)N−1. Hence the expected number of
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isolated nodes are N(1 − p)N−1 ≈ Ne−Np ≈ 1 which yields p ≈ logN/N , beyond this
value of p the network becomes fully connected.
2.2.2 Random graph process
As an equivalent model, we can consider the random graph process [90], which adds an
edge at a time between a pair of randomly chosen nodes if the edge is not already occupied.
We define the normalized time as the link fraction t ≡ L/N . In the thermodynamic limit
N → ∞, the giant cluster emerges at tc = 1/2 and grows its size continuously from zero
beyond the transition point m(t) ∼ (t− tc)β with β = 1.
The Erdős–Rényi random graph process exhibits continuous phase transition. Here, the
generating function approach by Newman et al. is followed [78,91]. Suppose the probability
distribution of vertex degrees k of a network is P (k) and G0(x) is generating function of the





Since a probability distribution is positive and normalized, absolute convergence of the gener-
ating function is gauranteed for any |x| ≤ 1. The generating function generates the moments





kP (k) = G′0(1). (2.24)
The generating function approach can further yield the cluster size distribution during the ran-
dom graph process. To obtain the sizes of the connected components, information is required
on how a node is connected to other nodes on the graph. By recursively following consecu-
tive connections from a node, size of the component which it belongs to can be tracked. In
this regard, suppose an edge is randomly chosen and is followed to one end. Let PNN (k) be
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the probability that the end node has k additional links (k ≥ 0), other than the one that has
been already chosen and followed. It is important to note that the degree distribution of an
end node of a randomly chosen link PNN (k), i.e. the nearest neighbor degree distribution, is


















The subscripts 0 and 1 in the generating function is used as mnemonics to denote the associ-
ation to nodes and links, respectively. Combined use of G0 and G1, for example, yields the




















Now introduce the generating function H1(x) for the distribution of sizes of connected
components following a randomly chosen edge. It satisfies a recursion relation, or a self-
consistency equation.
H1(x) = xPNN (0) + xPNN (1)H1(x) + xPNN (2) [H1(x)]
2 + · · · (2.28)
= xG1(H1(x)). (2.29)
Here, the power of x denotes the cluster size and the coefficient denotes the probability. The
leading x1 denotes the unit contribution made by the initial node to the node counting. This
node at the end of a randomly chosen edge may or may not lead to extra connections. Instead
of a link, if we start from a randomly chosen node, the generating function for the component
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size the node belongs to is
H0(x) = xG0(H1(x)). (2.30)
In principle, given G0(x) and G1(x) we can solve for (2.29) and then substitute to (2.30) to






















This expression is ill-defined when G′1(1) = 1, when the number of consecutive connections
are critically branched 〈k〉 = 〈kn.n.n.〉; which marks the phase transition [77]. The giant
component exists if and only if 〈kn.n.n〉 > 〈k〉. When the graph includes a giant cluster,
normalization of the probability distribution H0(1) is no longer unity but
H0(1) = 1−m, (2.33)
wherem is the fraction of the nodes that are included in the giant cluster. The generating func-
tion H0(x) by definition generates the probability distribution of the size of “finite” clusters.










For Erdős–Rényi network which has Poissonian degree distribution (2.22), the corresponding
generating functions G0 and G1 of the degree distribution P (k) and nearest neighbor degree
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distribution PNN (k) = kP (k)/〈k〉 are equal to
G(x) = e〈k〉(x−1). (2.35)
Self consistency equations (2.29) and (2.30) are identical in the Erdős–Rényi graph.
H(x) = xG(H(x)). (2.36)
In turn, the giant size m satisfies the following self-consistency equation
m = 1− e−〈k〉m (2.37)
which has a trivial solution m = 0 and nontrivial solution(s) when 〈k〉 ≥ 1. The giant cluster
emerges and continuously grows its size beyond the phase transition point 〈k〉 = 〈k〉c = 1.
For a small m, series expansion of the above equation m ≈ 〈k〉m− 〈k〉2m2/2! + · · · yields
m ' 2(〈k〉 − 〈k〉c)〈k〉2 ∼ ∆
β (2.38)
with ∆ ≡ 〈k〉 − 〈k〉c and β = 1. The cluster size distribution Ps is formally written as














where H0(x) = H1(x) = H(x) for the Erdős–Rényi network. Using the eqs. (2.30), (2.29),
and by applying the Cauchy formula several times an exact result is found.


































































after applying the Stirling’s formula. The probability distribution follows a power law pre-
cisely at the critical point ∆ = 0. Near the critical point the probability distribution has an
exponential cutoff which diverges as ∆ approaches zero and
Ps = sns ∼ s1−τe−s/s∗ , (2.49)
s∗ ∼ |∆|−1/σ (2.50)
where ns is the cluster size distribution and the critical exponents take the values τ = 5/2
and σ = 1/2. Also, equation (2.34) yields the mean cluster size as [78]
〈s〉 = 1
1− 〈k〉+ 〈k〉m ∼
1
|∆| , (2.51)
which gives the critical exponent γ = 1.
2.2.3 Random cluster aggregation process
In the ER random graph process, an added edge may connect two separate clusters (interclus-
ter edge) or the edge may instead connect two nodes already in the same cluster (intracluster
edge). The intercluster connections happen much more frequently than the intracluster con-
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nections until the percolation threshold. For simplicity, a cluster aggregation process is con-
sidered, which ignores the detailed substructure of a cluster, but just keeps the information
on the cluster sizes. In the thermodynamic limit N →∞, the random graph process and the
random cluster aggregation process will result in the same transition point and exhibit the
same the critical phenomena.
The random cluster aggregation process is described as follows. The system is initially
composed of N monomers. At each time two clusters of size i and j are randomly chosen
with probabilities proportional (multiplicative) to their sizes, and merged. The size of the
resulting merged cluster is the sum of the sizes of the two clusters. The cluster aggregation







inijnjδi+j,s − 2sns. (2.52)
where ni(t) ≡ Ni(t)/N is the density of size i clusters at time t and ini is the probability of
choosing a cluster of size i. The random cluster aggregation process is exactly solvable. With
help of the generating function G(z, t) =
∑∞
s=1 sns(t)e






Using method of characteristics, we obtainG(z, t) = H(z+2(G(z, t)−1)t) for an arbitrary
initial condition G(0, z) = H(z). For a monodisperse initial condition G(0, z) = ez , the
equation is written Ge−2Gt = ez−2t, which becomes in the form
X = Y e−Y = f(Y ) (2.54)
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The order parameter m(t) = 1−G(0, t) satisfies the self-consistency equation
m(t) = 1− e−2m(t)t (2.61)
which has a nontrivial solution emerging at tc = 1/2 and with β = 1.
m(t) ∼ 4(t− tc) +O(t− tc)2. (2.62)



















, as t→ tc. (2.65)
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Therefore at the transition point of the random cluster aggregation model, the characteristic
cluster size diverges s∗ ∼ |t− tc|−1/σ where σ = 1/2 and the cluster size distribution obeys
the power law ns(tc) ∼ s−τ with τ = 5/2.
2.3 Search for a discontinuous percolation transition
Percolation transition is a robust continuous phase transition. Recently, researchers have
raced for finding a discontinuous percolation model. One of the most notable variants of
the Erdős–Rényi percolation model is the explosive percolation model, which adopts the
Achlioptas rule [52,64,93–97]. At each step, two potential edges are randomly picked. Then,
one of them is selected according to some rule and connected. The product rule chooses the
edge which minimizes the product of the sizes. Sum rule chooses the edge which produces the
smallest cluster [93]. Bohman-Frieze rule chooses the first one if it joins two isolated nodes,
and the second one otherwise [98]. Such rules have also been further generalized to the so-
called best-of-m rules. In common, such competitive selection rules delay the percolation
transition and result an explosive increase of the order parameter. At first, the explosive per-
colation was claimed as a discontinuous transition [93]. However it has been revealed that the
explosive increase of the order parameter in those models are actually continuous [64,95,96].
A rate equation study [95] has obtained a continuous transition with a nonzero critical expo-
nent β ≈ 0.05 of the order parameter. A number of numerical analyses and finite size scaling
studies involving [96] also supported this result, but some careful methods were necessary in
order to genuinely distinguish the explosive yet continuous transition from a truly discontinu-
ous transition (β = 0). A rigorous argument was provided by the authors of [64], who proved
that any rule based on a finite number of random candidates results a continuous transition.
Once the relative number of nodes in large components reaches some constant fraction of the
system, those clusters rapidly merge to form a giant component. Such a set of nodes were
called as the powder keg to explosive increase of order parameter [99].
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2.4 Hybrid percolation transition
The community was thrilled by the discovery of a discontinuous and also critical percolation
transition, characterized by the singularity in the order parameter curve as in eq (1.1). The
hybrid percolation transition may occur during cluster merging process or during pruning
process, where characteristics and mechanisms of the two classes differ [54]. The hybrid
percolation transitions induced by pruning processes [22,34–36] have a universal description
in the language of branching theory [46]. On the other hand, the hybrid percolation transitions
induced by the cluster merging process [48–51] have a unique self-organization mechanism.
2.4.1 k-core percolation
k-core percolation with k ≥ 3 is a hybrid phase transition induced by pruning process. k-
core of a network is obtained after consecutive removal of all nodes with degree less than
k. In a bootstrap percolation, initially, a fraction p of sites are randomly occupied, and then
k-core of the occupied sites is obtained. The obtained size of the k-core is set as the order
parameter. k-core percolation on a Bethe lattice with k ≥ 3 shows a discontinuous transition
together with a square-root singularity of the order parameter β = 1/2 [33]. Similar behavior
was obtained from the k-core organization of a randomly damaged network [38, 39, 53].
Furthermore, strong critical fluctuations, a diverging correlation length at the transition point
was noticed [37].
Let mk be the size of the k-core giant and R be the probability that the given end of an





















Rq−n−1(1−R)n, k ≥ 2 (2.67)


































and the generating function G1(x) as (2.26), the self consistency equation is compactly writ-
ten as pfk(R) = 1. Noting fk(R)→ 0 asR→ 1 and 0 < fk(0) < 1, a nontrivial 0 ≤ R < 1
solution first appears at the maximum of fk(R), i.e. at some R0 where f ′k(R0) = 0, or at
R = 0. Usually a saddle node bifurcation with a stable solution R0 − R ∼ (p − pc)1/2
occurs. Also, the square-root critical singularity mk − mk0 ∼ (p − pc)β, β = 1/2 is
yielded [33,38,39]. In contrast to ordinary percolation, the emergence of (k ≥ 3)-cores does
not associate to the divergence of finite clusters. Instead, divergence in the size of corona
cluster was noticed as the associated critical phenomenon [37]. A k-core’s corona is defined
as a subset of nodes in the k-core having exactly k nearest neighbors in the k-core, which is
the minimum possible number of connections. The mean total size of corona clusters Ncrn
diverges at the k-core transition point
Ncrn(p) ∼ (p− pc)−1/2 (2.70)
Thus in the k-core percolation, size of corona cluster plays the role of susceptibility. The
corresponding exponent γ = 1/2 is clearly different from that of the ordinary percolation
transition.
2.4.2 Hybrid percolation transition induced by pruning process
A universal mechanism in k-core percolation, cascade failure, and generalized epidemic
spreading models One class of hybrid percolation transition is induced by pruning pro-
cesses. The examples include cascade of failures on interdependent networks [22,34], k-core
percolation [35, 36] and generalized epidemic spreadings [40, 41, 43, 44]. In those systems,
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failure of one node by its removal (or by pruning of a link) may lead to a recursive failure of
other nodes. Depending on whether this recursion terminates after several rounds or it long
lasts, the failures may remain localized or spread systemwide. The pruning process causes
a continuous decrease of order parameter above the transition point, while the same process
causes a discontinuous drop of order parameter for the system at the transition point. Such
a qualitative difference in the progression of a cascade can be rephrased into mathematical
terms by using the theory of branching process. A subcritical branching has a branching ratio
less than unity, which means that the number of offsprings in the next generation is lesser
than the number of current generation. Thus the subcritical branching process by nature has
to cease after some rounds. On the other hand, critical branching has a mean offspring equal
to unity, which can thus long last. Supercritical branching, with mean branching ratio greater
than unity, exhibits an explosive growth in populations. Removal of a node from the giant
cluster triggers an avalanche which can be viewed as a branching process. The cascade pro-
cess of the hybrid percolation models induced by pruning process corresponds to a critical
(subcritical) branching at (above) the transition point. At the transition point, an avalanche
can be either finite (localized) or infinite (systemwide). At the hybrid transition point, a sin-
gle infinite avalanche which undergoes an initial period characterized by a critical branching
eventually follows a supercritical branching after a crossover time of O(N1/3) [46]. Such a
crossover is not only noticed in the cascade failure model, but also noticed universally in the
k-core percolation and in the generalized epidemic spreading models [46]. Finite avalanches
at the hybrid transition point, on the other hand, follows a power-law probability distribution.
In the generalized epidemic spreading model proposed by Janssen and Stenull [40], each
node takes one of the four states: susceptible (S), weakened (W), infected (I) and recovered
(R). In addition to the single-step infection and recovery processes S+I → I+I and I → R,
two-step contagion process via the weakened state is possible, by the second encounter of an
infected node, i.e. S + I → W + I and W + I → I + I . Recall now that precisely at the
percolation transition of the Erdős–Rényi random graph, the giant cluster is of size O(N2/3)
and its connection topology is largely tree-like which has a depth of O(N1/3) [89]. A period
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of critical branching which is characterized by the balance of infection and recovery pro-
cesses persists only up to O(N1/3) steps. The density of infectious nodes is maintained, but
the weakened nodes steadily accumulate. The golden time to prevent the potential pandemics
is until then. Recall also that the giant cluster has a large loop beyond this depth because of
the finite size of the network. So beyond the O(N1/3) time, such a long range loop channel
becomes effective and it will connect the infectious node front to the weakened nodes fallen
behind. In turn, the net infection suddenly becomes supercritical, causing an explosive jump
of the order parameter [46].
Avalanche processes in the k-core percolation and cascade failure of interdependent net-
works can be understood in a similar context. At the transition point, the avalanche process
may be infinite or finite, each of which contributes to discontinuous aspect or critical aspect
of the hybrid phase transition, respectively. In the k-core, say, deletion of a single node i leads
to a macroscopic avalanche of orders of system size. This node i corresponds to the initial
infectious seed I . At the next time step, any neighbor of the node i with exactly k neighbors
are deleted, or infected in the language of the epidemic spreadings. Therefore, the nodes in
the corona cluster are analogous to the susceptibles S, which are potentially destructible in
the next time step if it encounters an infected neighbor. A core node initially with a number
of neighbors greater than k is weakened and eventually becomes fallen down (infected) by
two or more successive infections.
An interdependent network can be equivalently represented by a single layer network
with two types of links [47]. A collective well-functioning of two or more layers of interde-
pendent networks requires well-functioning at each layer, e.g. internet and electricity. Here, a
necessary concept is mutual percolation [22]. More specifically, the collective functionality is
characterized by mutually connected component, in which every pair of nodes are connected
following each type of link. Removal of a single node (together with its attached links) can
trigger a cascade of failures. Again this node corresponds to the infectious node I . The vul-
nerable nodes correspond to susceptibles S. An effective degree is defined as the number
of links which leads to the giant mutually connected cluster, which is decreased (weakened)
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throughout the cascade dynamics. See Ref. [46] for more details.
2.4.3 Hybrid percolation transition induced by cluster merging process
The other class of hybrid percolation transition is induced by cluster merging. Examples
include the restricted Erdős–Rényi model [48, 49, 51] and restricted model on two dimen-
sional lattice [50]. Restricted percolation involves a cluster merging process in contrast to
the pruning processes of the previous subsection. The restricted percolation models has a
restriction parameter 0 < g < 1. The restriction–free limit (g → 1) reduces the model to
the Erdős–Rényi model which exhibits a second order percolation transition at tc = 1/2. Its
g-dependent rule regulates growth of large clusters and postpones the percolation transition
to a later time tc(g) > 1/2. Resulting transition is discontinuous, in contrast to explosive
percolations. The size distribution of finite clusters follows a power law with a g–dependent
exponent 2 < τ(g) < 5/2. In the following section, the restricted Erdős-Rényi model is
discussed in detail.
2.4.4 Restricted Erdős–Rényi model
The restricted Erdős–Rényi model initially (t = 0) consists of N isolated nodes. An edge
will be added one by one under a certain rule. The time step t ≡ L/N is defined as the total
number of edges added per system size. The rule is as follows: The system is divided into
two mutually exclusive subsets A and B which have capacity of gN and (1 − g)N nodes.
The clusters are sorted by their sizes, where equal sizes are sorted in random order. A (B) is
filled maximally to its capacity with the smallest (largest) clusters, avoiding an overfill. Then,
if there is a leftover cluster which can neither totally belong to A or B, it is regarded as being
in A. Next, select one node from the entire system and the other node from A, and connect
the two nodes by an edge unless they are already connected. This process is iterated.
Note the node selection procedure in the two sets is biased. While the nodes in set B has
given only the first chance to be selected, the nodes in set A has also been given a second
chance. In turn, growth of the large size clusters in set B is globally suppressed. Only the
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first two processes are allowed:
A+A→ A or B (allowed)
A+B → B (allowed)
B +B 6→ B (suppressed)
Notice that restricted percolation process involves a systemwide sorting in the A/B classi-
fication at every step, and such a suppression rule utilizes a global information on cluster
sizes in the system, in contrast to the Achlioptas rules [64]. The order parameter jump of the
restricted Erdős–Rényi model is discontinuous, showing a diverging slope in the thermody-
namic limit N → ∞ [48]. Moreover, the finite cluster size distribution reaches a power law
at the critical point after the order parameter jump [49]. The restricted Erdős–Rényi model is
a cluster merging process which exhibits a hybrid phase transition.
Critical exponents are obtained by solving the Smoluchowski rate equation, a mean-field
description on the evolution of cluster size distribution ns(t). It has been found that the
critical exponent τ of the finite size cluster distribution and the critical exponent β of the order
parameter are continuously varied by the restriction parameter g [49]. The Smoluchowski




















































− kns, for s > sA,
(2.73)
where sA(t) is the size of the largest cluster in set A at time t.
It is hard to solve the rate equation exactly at all orders. However, one can instead solve
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Figure 2.1: (a) The restricted Erdős–Rényi model consists of two sets which contains gN and
(1 − g)N nodes belonging to smallest and largest clusters, and which are under normal and
suppressed growth, respectively. It exhibits a jump transition, with the suppresion paramter
0 < g < 1. When g = 1, there is only a single set and this model reduces to the Erdős–Rényi
model which exhibits a continuous phase transition at tc = 0.5. As g is decreased down to
zero, the large cluster set under growth suppresion increases. In turn, the transition tc(g) is
delayed. The figure is from Ref. [49] (b) A schematic figure which explains the nature of
transition. At each step, clusters are divided into two sets based on their size ranks. So the
model involves a global sorting process which possibly leads to a discontinuous jump of the
order parameter characterized by an infinite slope, which has been prooved analytically in
Ref. [48].
the rate equation for monomers to obtain n1(t) and utilize the fact that ns follows power
law at tc [49]. Given the order parameter jump size m0(g), the critical exponent τ(g) of the
cluster size distribution is obtained.
ṅ1 =






n1, SR ≥ 2
(2.74)





ns(tc) = 1− tc = Aζ(τ) (2.75)∑
s
sns(tc) = 1−m0 = Aζ(τ − 1) (2.76)
and hence
ζ(τ)
















Having provided a numerically obtained value of m0(g), the exponent τ(g) is obtained by
self-consistent solving of the equation (2.77).
Beyond the transition point tc, size of the giant cluster exceeds the capacity ofB. Accord-
ing to the rule, all clusters including the giant cluster are inA (or regarded as being inA), and
hence B is emptied. In turn the growth “restriction” is evaded. So the restricted Erdős–Rényi
process in the supercritical regime is effectively identical to an Erdős–Rényi process. Never-
theless, this does not necessarily imply that the critical phenomena of the restricted model is
identical to those of the ordinary Erdős–Rényi model, because of the presence of a giant much
larger than that of a continuous transition. However, the size distribution of finite size clusters
follows the scaling form of the Erdős–Rényi model sns(t−tc) = s1−τf(s(t−tc)1/σ), where
f(x) is a scaling function which is analytic. σ(g) = 1 is obtained in the supercritical regime
of the restricted Erdős–Rényi model regardless of the restriction parameter g [49], in stark
constrast to the σ = 1/2 of the ordinary Erdős–Rényi model. This is because the giant cluster
sizem0 at the critical point differs significantly in the two models. The restricted model giant
attaches leftover finite clusters much more quickly compared to the ordinary model giants.
At t > tc, the order parameter m(t) increases continuously after the jump transition.
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and at an ad hoc time ε ≡ t− tc the order parameter is self-consistently written as
m(ε) = H(2εm(ε)). (2.80)
At the transition point ε = 0,
m = 1−Aζ(τ − 1) = m0. (2.81)
Now for the hybrid phase transition m(ε) = m0 + rεβ , we obtain





τ − 2 (2m0)
τ−2. (2.83)
In contrary if we had used m(ε) = reβ , relevant to the continuous phase transition m0 = 0,
we would have obtained a different β = (τ − 2)/(3 − τ). The suceptibility, or the second

















1− 2AεΓ(3− τ)(2mε)τ−3 ∼ ε
τ−3, (2.87)
where H ′ = ∂H/∂z and the critical exponent of the mean cluster size is γ = 3− τ .
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2.4.5 Two diverging length scales of the hybrid percolation transition
Non-self-averaging order parameters were noticed at the hyrid critical point of the k-core
percolation [45] and in the restricted percolation [50]. At the hybrid percolation transition
point, the sample-to-sample fluctuations of the order parameter χ = N(〈m2〉 − 〈m〉2) is
wide and it does not vanish even in the thermodynamic limit. In specific, the order parameter
distribution is non-gaussian [50]. It yields a critical exponent γm which is different from the
critical exponent γs (or γa) obtained from the finite cluster (or avalanche) size distribution.
Meanwhile, the hyperscaling relations 2βm + γm = ν̄m and (τs− 1)/σs = ν̄s independently
hold for sets of exponents related to giant and finite clusters, respectively. Therefore the
restricted percolation has two diverging length scales characterized by two different critical
exponents ν̄m 6= ν̄s. In contrast, the ordinary percolation had only a single diverging length
scale characterized by the critical exponent ν.
Why are there two different exponents in restricted percolation, in contrast to the ordi-
nary percolation? It was further noticed in the two dimensional restricted percolation that
the giant cluster at the transition point is very compact, with volume fractal dimension
equal to the system’s dimensionality [50]. Usually in ordinary percolations, the giant clus-
ter is a fractal, which is characterized by the fractal dimension df = d − β/ν. However,
in the case of restricted 2D model, df ≈ d and it seems that the effect of discontinuity
β = 0, ν̄ = 1, df = d [100] has already dominated over the effect of the hybrid critical
exponent β. Ordinary percolations with a single diverging length scale can be mapped to the
q → 1 limit of the q-state Potts spin model [83]. Thus its critical behavior is systematically
well understood using the renormalization group theory, where the scaling ansatz is given
as f(t, h) = `−df(`1/νt, `dfh). In the restricted percolation, however, there are two diverg-
ing length scales. Also, the finite size clusters are fractal-like in the sense that they show a
power-law size distribution, whilst the giant cluster is compact. Hence it is yet unclear how
to coarse-grain clusters near the transition point of restricted percolation [45].
It is also remarked that in the cascade class hybrid percolation transition induced by
avalanche dynamics, there is an intrinsic scaling relation between the critical exponent γa
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of mean finite avalanche size and the critical exponent β of the order parameter as γa =
1− βm [45]. An analogous scaling relation γs = 1− βm holds in the restricted Erdős–Rényi
model where σs = 1. However, this relation no longer holds in the low dimensions [46]. On
the other hand, in the merging class hybrid percolation transition, three distinct periods are
noticed in the subcritical regime: before and after the emergence of a giant cluster, where a
powder-keg bump develops and shrinks in the cluster size distribution, and a short period of
time very near the critical point, where the restricted process reduces to the Erdős–Renyi pro-
cess and the cluster size distribution tidy up into a power law. Distinct dynamic organization
in the pre-giant and post-giant periods are also noticeable from the interevent time distribu-
tions, which obtains two distinct power-law exponents α and α′ [51]. Remarkably, {α, α′}
are directly related to {σs, τs} by two scaling relations, hence they also determine the critical




Inter-event time, burst and hybrid percolation transi-
tion
Understanding the hybrid percolation transitions induced by cluster coalescence, how the
giant cluster reaches a diverging growth rate and how finite clusters reach a power law, is
fundamental and intriguing. Here, we uncover the underlying mechanism using the restricted
random network model, in which clusters are ranked by size and partitioned into small- and
large-cluster sets. As clusters are merged and their rankings are updated, they may move back
and forth across the set boundary. The intervals of these crossings exhibit a self-organized
critical behavior with two power-law exponents. During this process, a bump is formed and
eliminated in the cluster size distribution, resulting a jump of order parameter and organiz-
ing a power-law distribution at the critical point. This self-organized critical behavior of the
merging class hybrid percolation transition is in contrast to the critical branching process,
which governs the avalanche dynamics of the pruning class hybrid percolation transition.
Also, the burst of set crossing events near the transition is a warning signal to an upcoming
abrupt transition.
3.1 Introduction
Complex systems composed of a large number of interacting components are constantly
adapting to the changing environment and sometimes reach critical states [101,102]. In these
states, complex systems may be statistically characterized by power-law distributions [2,
103]. Examples include the number of aftershocks per time step after the main earthquake [104],
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nonstationary relaxation after a financial crash [105], the number of fires with a certain area
per time step as a function of the area in forest fires [106,107], and the interevent time distri-
bution in human activities [108]. Such critical phenomena occur in a self-organized manner,
but a single framework describing their underlying mechanisms has not yet been established
[103,109,110]. In contrast, in critical states of complex systems, a small external perturbation
imposed on a system can lead to widespread failure of the system through avalanche dynam-
ics [2]. Examples include blackouts in electric power-grid systems [111–113] and firing in
neuronal networks [114, 115] in real-world systems, and k-core percolation [33, 35, 36] and
disease contagion models [40,41,43,44] in artificial model systems. In such cascade dynam-
ics, the avalanche sizes of different events form a power-law distribution. These behaviors
have been explained by a universal mechanism (the critical branching process), which was
also observed in self-organized criticality in the Bak–Tang–Wiesenfeld model [116, 118].
Avalanche dynamics can be clearly observed in k-core percolation. The k core of a net-
work is a subgraph, in which degree of each node is at least k. To obtain a k-core subgraph,
once an Erdős–Rényi random network composed ofN nodes having links between two nodes
with probability p is generated in the supercritical regime, all nodes with degrees less than k
are deleted consecutively until no more nodes with degrees less than k remain in the system.
The number of nodes deleted during these consecutive pruning processes is considered as the
avalanche size. The fraction of nodes remaining in the largest k-core subgraph is defined as
the order parameter m, which decreases continuously with decreasing p at criticality. When
p is chosen as a transition point pc, the deletion of a node from an Erdős–Rényi network can
lead to collapse of the giant k-core subgraph. Thus, a hybrid percolation transition occurs,
which exhibits features of first-order and second-order phase transitions. The avalanche size
distribution shows power-law decay as Pa(s) ∼ s−τa , where τa = 3/2 at pc, similar to that
in the Bak–Tang–Wiesenfeld model. Furthermore, there exists a critical avalanche of size
O(N), which may correspond to the dragon king often noted in complex systems [103,119].
In contrast to the hybrid percolation transitions induced by cascading dynamics, hybrid
percolation transitions in cluster merging dynamics have received little attention. Here, we
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aim to investigate the underlying mechanism of the hybrid percolation transition on a micro-
scopic scale using the restricted Erdős–Rényi network [48, 49]. Then, we set up a theory of
the hybrid percolation transition. The model contains a factor that suppresses the growth of
large clusters. Accordingly, the type of percolation transition is changed to a discontinuous
transition [64], similar to the case in which the 1/r2-type long-range interaction changes the
transition type to the first-order type in the one-dimensional Ising model [23]. However, this
factor alone does not guarantee the occurrence of critical behavior. Here, we uncover under-
lying mechanism and find a self-organized criticality which determines the critical behavior
of the hybrid percolation transition induced by the cluster merging dynamics.
The cluster merging dynamics of the restricted Erdős–Rényi model proceeds in a dichoto-
mous and asymmetric way. Initially, there are N isolated nodes. Clusters are formed as links
are connected one-by-one between pairs of unconnected nodes under the rule given below.
Clusters are ranked by size and classified into two sets,A andB, which contain a portion gN
(0 < g ≤ 1) of nodes of the smallest clusters and the remaining large clusters, respectively.
Two nodes are selected for connection as follows. One node is chosen randomly from set A,
and the other is chosen from among all the nodes. They are connected by a link unless they
are already connected. Then the classification is updated as the cluster rankings are changed.
Time is defined as t = L/N , where L is the number of occupied links, and it is the con-
trol parameter of the restricted Erdős–Rényi model. This quantity differs from p in k-core
percolation in the point that the cluster merging dynamics at a certain time t1 successively
follows the dynamics of previous times, whereas the avalanche dynamics at a certain p1 may
be independent of those at any previous p > p1.
The nodes in set A have twice the opportunity to be linked compared to the nodes in
set B; small clusters in set A grow rapidly, and the resulting large clusters may move to
B, whereas the smallest clusters among the clusters in set B that have never grown or are
growing slowly are evicted to A. Accordingly, cluster coalescence occurs in a dichotomous
way, and the growth of large clusters is practically suppressed. The effective suppression
becomes global as the portion of the smallest clusters is selected from among clusters of all
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Figure 3.1: (a) Cluster size distributions ns, which is controlled by the corresponding cluster
size cutoff m, at various times. sA is located around the peak position of the bump for each
time. g = 0.2 and N = 106. (b) System size dependence of ns at ma. The mean sA grows
with the system size N . Inset: sA(ma) depends on N as ∼ N0.92. (c) To determine the
exponent σ′ of sA(t) ∼ (tg − t)−1/σ
′
, we plot ṡA/sA versus sA. σ′ ≈ 0.98 is obtained.
Ensemble average is taken over 105 configurations.
We first consider cluster evolution on a macroscopic scale. In the early time regime, the
order parameter m(t) (the fraction of nodes belonging to the giant cluster) is o(N), and the
cluster size distribution ns(t) exhibits power-law decay in the small-cluster region, but expo-
nential decay in the large-cluster region. As time proceeds, medium-size clusters accumulate
and form a bump in the cluster size distribution ns(t), as shown in Fig. 3.1(a). Technically,
we trace m instead of t in simulations to reduce large sample fluctuations arising around
the transition point of the hybrid percolation transition. We estimate a characteristic time ta,
around which a giant cluster of sizemaN ∼ O(N) emerges and the bump size becomes max-
imum. ma denotes m(ta). Soon after that, m(t) increases rapidly, as shown in Fig. 3.2(a). ta
is estimated numerically as the intercept of the t-axis and the tangential line of m(t) at the
inflection point. ma is the determined as m(ta). At tg, the order parameter m(tg) (denoted
as mg) is equal to 1 − g. This means that set B is occupied by the giant cluster alone. Be-
yond tg, the giant cluster size exceeds the capacity of set B. In this case, the giant cluster is
regarded as belonging to set A, along with all the other clusters [49]. The boundary between
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Figure 3.2: Evolution of the giant cluster, interevent time, and burst: (a) Typical staircase
growth of the largest cluster size per node m(t) for g = 0.2. The giant cluster of size O(N)
forms at time ta and grows rapidly. Soon afterwards, at tg, it completely fills set B. Sub-
sequently, the system follows Erdős–Rényi dynamics and reaches a transition point tc, at
which ns(tc) ∼ s−τ (right inset) for finite clusters. The interevent time distributions Pd(z)
are accumulated in the intervals [0, ta] (left) and [ta, tg] (middle), respectively. They exhibit
power-law decays with the exponents α ≈ 1.03 and 1.87, respectively. (b) A succession of
inter-set A (colored) ↔ B (white) switching events demonstrate the bursty nature of this
heavy-tailed process.
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the two sets is eliminated. Note that this rule was not clearly specified in the original half-
restricted model [48]; however, this rule is necessary to reach a critical state at tc. Therefore,
the restricted Erdős–Rényi model reduces to the original Erdős–Rényi model but with the
ns(tg) of finite clusters and the giant cluster [49]. As time proceeds further to a transition
point tc, the bump disappears completely, and the size distribution of finite clusters ns ex-
hibits a power-law decay, ns(tc) ∼ s−τ (Fig. 3.2(a)), where τ(g) varies continuously with
the parameter g [49]. The order parameter at tc is denoted as mc. The interval [ta, tc] has
been revealed to be o(1) [48]. Therefore, the order parameter is regarded as discontinuous
at tc in the limit N → ∞. For t > tc, the order parameter increases continuously with the
critical behavior, m(t)−mc ∼ (t− tc)β . A hybrid transition occurs in the order parameter.
We divide the time interval [0, tg] into two windows. In [0, ta], ns exhibits power-law decay
with an extra bump, whereas during [ta, tg], the bump shrinks, and the giant cluster grows
drastically. These behaviors clearly indicate that these two intervals need to be considered
separately.
Figure 3.3: (a−c) Dynamic scaling of sA ∼ (tg− t)−1/σ
′
for different g values. (d−f) ṡA/sA
versus sA. The curves were averaged over 105 configurations.
Next, we consider cluster evolution microscopically. We check the evolution of the largest
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Figure 3.4: Schematic diagram of a typical cluster lifecycle: A cluster is born with size s0
and grows through coalescence. Each node of a cluster may have a different age (time since
its birth). After sufficient growth in set A, a cluster is transferred to set B, where its growth
is limited.
cluster size among all the clusters in set A, denoted as sA(t). We find empirically that sA ∼
(tg − t)−1/σ′ for t ∈ [0, ta], which is analogous to the relationship used in conventional
percolation theory. We measure the exponent σ′ directly using the relation ṡA/sA ∼ sσ
′
A
(Fig. 3.1(c)), where the dot over sA represents the time derivative. The exponent σ′(g) is
almost one for g = 0.2 but decreases slowly with increasing g, as shown in Fig. 3.3. Note that
the value of σ′ differs from σ, which is conventionally defined for the characteristic cluster
size in the supercritical regime, where σ = 1 independent of g [49]. Interestingly, sA(t)
is located around the peak position of the bump in ns(t) for different t but is implemented
using the corresponding m value, as shown in Fig. 3.1(a). This behavior appears for different
system sizes, as shown in Fig. 3.1(b). The peak at sA implies that clusters with sizes similar
to sA(t) are abundant in the system although the bump shrinks as t increases beyond ta.
More specifically, we consider how a cluster ci of size si evolves during the bump for-
mation period [0, ta]. A schematic illustration is presented in Fig. 3.4.
i) Suppose a cluster c0 is evicted from set B to A at time t0. If t0 = 1, cluster c0 has size
s0 = 1 in set A. Next, c0 is merged with other clusters and grows, but it is still small
enough that it does not move to B.
ii) Until time t1, cluster c0 grows and has size s0(t1). At time t1, cluster coalescence
occurs as c0 + cj → ck, and the cluster size changes as sk = s0(t1) + sj , where cluster
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cj is in either set A or set B. We consider the case that the cluster size sk becomes
larger than sA(t1), and thus cluster ck moves to B.
iii) Cluster ck grows slowly to the size sk′ in set B until time t2. If the size sk′ becomes
smaller than sA(t2) for the first time, then cluster ck is evicted toA. Then the evolution
returns to step i).
This cycle is a prototypical pattern of cluster evolution up to the time ta. During this cycle,
small clusters (e.g., c0) in set A have more opportunities to grow, whereas the growth of
large clusters in set B (e.g., ck) is suppressed. Accordingly, clusters of medium size become
abundant and form a bump around sA(t), as shown in Fig. 3.1(a).
During the interval ta < t < tg, a non-negligible amount of cluster coalescence occurs
between a large cluster in set A and another large cluster in set A or the giant cluster in set
B. In this case, step iii) must also include the following event.
iii′) Cluster ck of size sk′ grows further by merging with clusters in set A, and sk′(t) ≤
sA(t) never occurs through tg.
The cycle of steps i)–iii) is analyzed in terms of the duration time [108], how long a node
remains in one set before switching to the other. Whenever a node i switches from one set
to the other, its duration time is reset to zero. In Fig. 3.2(b), the horizontal axis denotes time,
and the boundary between two domains (indicated by alternating use of color) represents an
event in which a cluster of a given node i moves from one set to the other set. The interval
between two consecutive boundaries is called the interevent time of node i and is denoted as
zi. Each node i can mark multiple set-crossing events and duration times on the timeline. The
interevent time distribution Pd(z) is constructed by accumulating these duration times over
all nodes during a given time interval, for instance, [0, tg]. We find that the interevent time
distribution exhibits power-law decay as Pd(z) ∼ z−α (inset of Fig. 3.2(a)). The exponent α
depends on the time window. For [0, ta], α is measured to be approximately one for g = 0.2,
being insensitive to g as long as g is not close to one. This exponent value is also insensitive
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to the set-crossing type (either from A to B or from B to A). During the window [ta, tg],
the exponent α, alternatively denoted as α′, is found to be α′ = 4 − τ for the type A → B,
and is less than two. However, for the type B → A, we obtain α′ > 2. We note that in the
latter case, the duration times that were reset to zero before ta remain, even though they are
measured during the window [ta, tg]. Because the interevent time distribution for the window
[ta, tg] decays rapidly, the exponent α measured during the entire period [0, tg] is governed
by the values measured during the window [0, ta], and thus, the exponent α is close to one.
3.3 Analytic calculation of interevent time distribution
We obtain the interevent time distribution analytically. Let us consider the case in which a
cluster c0 of size s0 is evicted from B to A at time t0 > 0. A node belonging to cluster c0
has more opportunity to be selected. Thus, cluster c0 grows rapidly in set A, and it returns to
B for the first time at a time t1 = t0 + z, at which its size becomes larger than sA(t1). Then
all s0 nodes that belonged to the original cluster c0 at time t0 have duration time z, which is
accumulated in the interevent time distribution. The probability PA→Bd (z) that such events







q(st0+t; t0 + t)
][
1− q(st0+z; t0 + z)
]
, (3.1)
where q1(s0; t0) is the probability that a cluster of size s0 = sA(t0) in set B is evicted to
set A at t0 by an event in which a cluster larger than s0 moves from A to B at t0. Further,
q(st0+t; t0 + t) is the probability that cluster c0 remains in setA with size st0+t at time t0 + t.
Next, we use the relation sA/ṡA = σ′s−σ
′
A and regard ns as ∼ s−τ/(1− s2−τA ) for s ≤ sA.
Then we obtain Pd(z) ∼ z−(4−τ−σ
′). A detailed derivation of the above equation is presented
in [51].
Next, we calculate the interevent time distribution Pd(z) in [ta, tg], which is composed of
duration times that terminate in the interval [ta, tg]. During this short interval, the probability
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Figure 3.5: The interevent time exponents α and α′ determined in subcritical regime are re-
lated to the critical exponents τ and σ′ of the cluster size distribution. And then, the exponent
τ determines the critical exponents β and γ of the order parameter and susceptibility.
of selecting a cluster of size s may be regarded as sns(tg) ∝ s1−τe−s/s∗(tg), where s∗(tg) is
constant, and thus σ′ = 0. In this case, Pd(z) = s · sns |∂s/∂〈z〉| ∼ z−(4−τ). The exponent
α′ = 4 − τ is in reasonable agreement with numerical results for the process A → B.
Note that the two relations, α = 4 − (τ + σ′) = 1 for [0, ta] (and even for [0, tg]) and
α′ = 4 − τ for [ta, tg], enable us to determine the static exponents τ and σ′ for the cluster
size distribution, once we have measured the dynamic exponents α and α′. Furthermore, the
exponent τ determines the critical exponents β and γ associated with the order parameter and
the susceptibility as β = τ − 2 and γ = 3 − τ , respectively [49]. Therefore, the interevent
time exponents α and α′ characterize the critical behavior of the hybrid percolation transition
induced by cluster coalescence. We summarize these relationships in Fig. 3.5.
Overall, we find that cluster inter-set crossing events occur more frequently as time
passes, as shown in Fig. 3.2(b). We examine the number of crossing events, denoted as
Nevent(t), as a function of time by counting the number of nodes that switch from one set to
the other at a given time t. We argue thatNevent(t) ∼ 1/〈z〉s ∼ s∗(t) ∼ (tg−t)−1 with some
cutoff. Thus, a burst occurs in the inter-set crossing as the time approaches tg. The burst may
signal the upcoming hybrid percolation transition. We also find a Devil’s staircase pattern
during a short time period [ta, tc] [120]. For more details, see [51].
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3.4 Summary
In summary, we have investigated the underlying mechanism of the hybrid percolation tran-
sition induced by cluster merging dynamics using the restricted Erdős–Rényi model, finding
that the interevent times between two consecutive set-crossing times have two distributions
with power-law decays. This implies that there exists a self-organized critical behavior previ-
ously unrecognized in the hybrid percolation transition. We established a theoretical frame-
work for the hybrid percolation transition, analogous to the conventional percolation theory,
and showed that the exponents of the interevent time distributions determine the critical be-





Synchronization is self-organization of a collective rhythm among individuals whose beat-
ing rates are originally independent. When fully synchronized, the rhythmic motions of the
individuals are in unison. They are entrained into a common frequency and become coher-
ent to one another. Examples include flickering of the fireflies [121], applause at the concert
hall [122], electrical frequency of the power grid [123, 124], synchronization among chaotic
oscillators [125], and so on [66–71].
4.1 Kuramoto model
A theoretical formulation of synchronization phenomena begins by regarding each individ-
ual as an oscillator. Each oscillator is described by a single angular variable, which abstractly
represents the phase of its self-sustained and rhythmic limit cycle motion. Any interaction
should also respect this built-in 2π-periodicity of phase variables, which can be in turn se-
ries represented by a fundamental sine function and its harmonics. It is assumed that the
interaction is weak, in the sense that the limit cycle character of individual oscillators is not
destroyed although the rhythmic motions are slightly altered.
Kuramoto model is a simple phase oscillator model which exhibits synchronization phase
transition. It incorporates just the fundamental sinusoidal mode in the interaction term. The
model is written as follows.





sin(θj − θi), (4.1)
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where θi(t) denotes the phase of an oscillator i, ωi is the natural frequency, and K is the
coupling constant. The coupling constant K is usually set positive, so that the sinusoidal in-
teraction term tends to attract the oscillator phases towards synchrony. The natural frequency
term, on the other hand, represents an intrinsic disorder present in the system which disturbs
synchronization. This intrinsic disorder is characterized by a distribution function g(ω). For
simplicity, we assume a symmetric distribution g(ω) = g(−ω) so that the mean natural fre-
quency of the system is zero ω̄ = 0 and mean angular rotation of the system is zero ¯̇θ = 0.
4.2 Synchronization phase transition
In the Kuramoto model, individual disordered rhythmic nature of oscillators are encoded by
the intrinsic frequencies {ωi}. In the non-interacting or weakly interacting limit K  ω,
each oscillator run independently at its own period and the oscillator motions are incoherent.
On the other hand, in the limit of strong interaction K  ω, the oscillators approach a
perfect synchrony θi ' θj . Therefore, we expect a phase transition somewhere in between.
As a natural measure of synchronization a complex order parameter Z(t) is introduced as
followed.





The magnitude R(t) signifies the coherence and ψ(t) represents an overall collective phase.
The coherence R becomes zero when oscillators are uniformly distributed around the phase
circle and it becomes unity unity when oscillators are perfectly aligned at a same phase. With
this definition of the order parameter (4.2) it is possible to rewrite the equation (4.1) as
θ̇i = ωi −KR sin(θi − ψ). (4.3)
Each Kuramoto oscillator can thus be understood as being attracted towards the collective
phase ψ(t) by an effective sine interaction, which has a strength proportional to both coupling
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strength K and coherence R.
It should be noted that R(t) in equation (4.3) is also time dependent. Remarkably exact
solution can be obtained for identical oscillators ωi = ω [126, 127] or for a Lorentzian g(ω)
distribution [128, 129]. In those cases, N dimensional phase dynamics {θi(t)} can be re-
duced to a low dimensional dynamics which involves the order parameterR(t), and the exact
bifurcation of the dynamic system can be investigated (for more details, see Appendix B).
However, an exact solution for general distribution g(ω) remains elusive. In the continuous
synchronization transition the time averaged order parameter 〈R(t;K)〉 = R(K) exhibits




0 K < Kc
A(K −Kc)β K ≥ Kc
(4.4)
where A is a constant. The temporal fluctuations of the order parameter [130] diverges near
the transition point as (see Appendix C)
χ ≡ N
〈∣∣Z(t;K)− 〈Z(t;K)〉∣∣2〉 ∼ |K −Kc|−γ . (4.5)
The angular brackets denote temporal mean. Multiplication factor N should be noted, which
compensates the usual O(1/
√
N) decrease of the fluctuations. Temporal fluctuations of the
order parameter is a finite size effect which vanishes in the thermodynamic limit N → ∞.
There is a controversy on the value of the critical exponent γ of the temporal fluctuations
of the order parameter. Daido’s analytic calculation [130] had obtained distinct exponents
in the subcritical regime (γ′ = 1) and in the supercritcal regime (γ = 1/4). However, the
recent finite size scaling analysis of Gaussian g(ω) [131] and the analytic calculations of
Lorentzian g(ω) [132] both suggest that the subcritical and supercritical exponents are the
same γ′ = γ = 1 [130, 131, 133].
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4.3 The mean field theory of Kuramoto
We are now interested in the time averaged order parameter value in the steady state. In the
steady state, the order parameter will fluctuate around a mean value R(t) = 〈R〉 + δR(t).
Fluctuations are usually very small in the thermodynamic limit O(N−1/2). Let us assume a
stationary order parameter R(t) = 〈R〉 = R. Then it is noted that the oscillator population
divides into two groups: locked and drifting. An oscillator having a natural frequency in the
range −KR ≤ ω ≤ KR will become stationary after reaching an angle





The position θ∗+ π is also stationary but unstable. So small fluctuations which we neglected
here should actually lead the oscillator towards the stable position θ∗. On the other hand,





























The angular bracket represents a temporal average. Having that a drifting oscillator only gives
a purely imaginary contribution to the average order parameter (see appendix D), the real part

















and the imaginary part of the equation should be vanished, for the consistency of the “tem-
poral mean” of the order parameter. The equation (4.9) is called the self-consistency equa-





















where g′(0) = 0 and g′′(0) < 0 is assumed. Plugging in the above series to the self-


































2n(1 − x2)1/2 = β(32 , 2n+12 ), I0 = π/2, I2 = π/8, I4 = π/16 (see
appendix D). It results a supercritical Hopf bifurcation. A partial synchronization solution










, as K → K+c . (4.16)
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Therefore, for unimodal g(ω) with nonvanishing and negative g′′(0), we find a continuous
synchronization transition with critical exponent β = 1/2. This scaling law applies to a
variety of natural frequency distributions including Lorentzian and Gaussian distributions.
bimodal For a bimodal distribution g′′(0) > 0 and g(4) < 0. Thus we expect a subcritical
Hopf bifurcation, suggesting a discontinuous transition with hysteresis. However, an exact
analysis of the bi-Lorentzian case through Ott-Antonsen reduction [10] has revealed a much
richer bifurcation diagram. The bifurcation diagram of the bi-Lorentzian case includes for
example a standing wave phase, which involves two synchronized frequency clusters whose
behavior is not fully captured by a single global order parameter R.
4.4 Remarks on self-consistency method and exact theories
The self consistency equation solutions are only candidate solutions of the steady state. Some
unstable solutions among them may not be realized. Thus some further analytic or numerical
examinations are required to determine either the solution’s local [134–136] or global stabil-
ity [61]. For some frequency distributions, the self-consistency method alone is insufficient
to fully characterize the rich higher dimensional dynamics [10]. This “failure” is largely be-
cause the system is not characterized by a uniform circular motion of a single complex order
parameter. The self-consistency equation solutions of the assumed form of steady states may
not include all possible steady states of the system. At worst, none of the self-consistency
solutions might be an actual steady state. We remark that the bifurcation diagram of a Ku-
ramoto system can become far more complex than the phase diagram given by a simple order
parameter analysis, in contrary to simple unimodal cases where the two diagrams are identi-
cal. In this regard, such a “failure” in the analysis is primarily due to the false assumption on
the form of steady state.
If a steady state of the system follows the simplest form Z(t) ∼ ReiΩt, with R and
Ω being regarded as constants, the usual self-consistency equation can be written on the
order parameter Z. However, in principle, there may be a variety of far more complicated
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steady states, considering the high dimensionality of the oscillator system. To the best of my
knowledge, self-consistency method on a non-simple steady state has not been reported. It is
because steady states with more than 3 parameters is in general not determined by a single
complex self-consistency equation which only gives two independent real equations at most.
It is remarked that exact theories are available for identical oscillators and a family of
Lorentzian distributions. In these theories, the order parameter dynamics can be fully deter-
mined; therefore both transient and steady states are exactly calculable [127–129, 132]. We
provide a brief review of them in Appendix B. Theoretically, it is motivating to study those
exact reduction methods. However, the limitations are in the narrow practical applicability.
Kuramoto’s self-consistency theory, on the other hand, can be written on first-hand at any fre-
quency distributions, and it obtains candidate steady state solutions which bears the simplest
form Z(t) ∼ ReiΩt, although it is not sufficient to yield the full solutions of the multimodal
frequency distributions [10]. We remark that the self-consistency method is also applicable
to finite-size systems in contrary to the Ott-Antonsen method which assumes infinitely many
oscillators. It is also remarked that Ott-Antonsen theory yields the equation identical to the
self-consistency equation under the assumption of a simple steady state Z(t) ∼ ReiΩt (see
Appendix B). Thus it is fair to say that for infinite system with and when no further reduction
is possible, both approaches are identical. In turn, Kuramoto’s theory still remains as a quick
and powerful analyzing tool. For example, the self-consistency method gave a universal criti-
cal exponent β = 1/2 of the order parameter, for any unimodal frequency distributions. And
for any flat distributions appended by power-law tails, which is to be discussed in the next
section, it yields the hybrid critical exponent β = 2/5.
In the next chapters we apply this method to Kuramoto model with flat topped frequency
distributions, neither concave (unimodal) or convex (bimodal) at the center. This marginal
case therefore lies in between the continuous and discontinuous phase transitions. Moreover,
it turns out to exhibit hybrid characters of both transitions. We find that the self-consistency






Kuramoto model exhibits hybrid synchronization transition when the natural frequency dis-
tribution becomes flat-topped. In this chapter we review the uniform distribution case and
present some new results in the case of modified uniform distribution with long-range tails
appended.
5.1 From Lorentzian to uniform





where the normalization constant is calculated as cm =
m sin(π/2m)
πγ2m−1 (see appendix D). A






Θ(γ − |ω|), (5.2)
where Θ is Heaviside step function.




































Figure 5.1: The distribution gm(ω). m = 1 corresponds to a Lorentzian distribution. A uni-
form distribution is appraoched in the limit m→∞.


















































1− x2 = β(32 , 2n+12 ) are some constants (see appendix D). For













If we take the limit m→∞, this β vanishes to zero; which is a signature of a discontinuous
transition. In this limit, the distribution becomes flat as in Fig. 5.1. However, the limiting
value of β → 0 is different from the hybrid critical exponent β = 2/3 of the uniform
distribution case (m = ∞). For the such flat distributions, the series expansion of the self
consistency equation yields only the zeroth order term while the remaining higher orders
vanishes. Such an expansion cannot obtain the nontrivial solution branch or the hybrid critical
exponent β.
5.2 Uniform
The uniform natural frequency distribution allows exact integration. A discontinuous transi-
tion with β = 2/3 has been discovered [11]. It should be noted that this β is defined in the
supercritical regime and that it is a non-integer. Roughly speaking, the system undergoes two
consecutive transitions at the same transition point; a continuous transition is followed after
the discontinuous transition. For the description of this later continuous transition, an order
parameter similar to that of the Bragg-Williams theory can be adopted; offset by the jump
size Rc from the usual order parameter. Alltogether, hybrid phase transition is described by
the following order parameter curve
R =

0 K < Kc
Rc +A(K −Kc)β K ≥ Kc
(5.10)
where Rc is size of the discontinuous jump in the order parameter R at the transition point
Kc. The term ∝ (K −Kc)β after the jump is nonanalytic if β takes a non-integer value. The
curve is singular. The singularity lies at the top of the jump. This β is the critical exponent





























, KR ≥ γ
(5.12)
The synchronization transition occurs when KcRc = γ where the oscillator with the largest
natural frequency becomes phase locked. Beyond the transition all oscillators are locked into
a single frequency cluster. We denote the phase of the largest natural frequency oscillator as
θM = arcsin(γ/KR) and expand near the critical point (Kc, Rc) as K = Kc + δK,R =
Rc + δR, θM =
π
2 − δθ.








(δθ)2 ∼ Kcδr + rcδK (5.14)




















(δθ)3 + · · · (5.17)





and scalings δθ ∼ (δK)1/3, δR ∼ A(δθ)2 − BδK ∼ (δK)β and thus the leading order is
β = 2/3. It is remarked that the the formula for the transition point (5.8) of unimodal distri-
bution also applies to the transition point of the uniform distribution case. In summary, the
Kuramoto model with uniform natural frequency distribution exhibits a hybrid synchroniza-
tion transition with critical exponent β = 2/3.
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5.3 Lorentzian vs uniform : clustering picture
When two oscillators are synchronized they rotate together at a same angular velocity, i.e.
phase-locked. In the coherent phase of the unimodal/uniform cases, there exists a finite frac-
tion of phase-locked population at an entrainment frequency. We shall call them the giant
cluster. We have seen in the previous chapter (the mean field theory of Kuramoto) that only
the giant cluster contributes to the coherence R. The order parameter R grows by an acquire-
ment of additional oscillators to the giant cluster. However, it is remarked that coherence
R can also be improved without an acquirement. For example, the order parameter still in-
creases after the full phase locking of the hybrid synchronization transition. In Fig. 5.2 we
compare frequency clustering of the continuous synchronization transition and that of the
hybrid synchronization transition. Frequency clusters are characterized by time averaged os-
cillator angular velocities at each given coupling strength K. So the clustering occurs along
with increase in K. The temporal clustering, or the clustering dynamics, at a given fixed K
is presented in Fig. 5.3.
5.4 Flat top with tails appended
What are the ingredients of the hybrid synchronization transition? Can the hybrid critical ex-
ponent β be varied? What other distributions result hybrid synchronization transition? Moti-
vated by these questions, we study the Kuramoto model with natural frequency distributions
with slight modifications from the uniform distribution.























































Figure 5.2: Frequency clustering and order parameter curve R(K) in a finite size (N = 100)
Kuramoto model with Lorentzian natural frequency distribution g(ω) = 1/(π(1 + ω2)) and
uniform natural frequency distribution g(ω) = (1/2)Θ(1 − |ω|). (a) In the Lorentzian case,
the giant frequency cluster at θ̇ = 0 grows gradually by sequential acquirement of oscillators.
(b) Correspondingly, the order parameter grows continuously. (c) In the uniform case, all
oscillators suddenly merge together, forming a single giant cluster of size N at the hybrid
critical point. The locked phases distribute roughly on a semicircle θ∗i = arcsin(ωi/KcRc) ∈
[−π/2, π/2], which results a jump height Rc ' π/4.
where the normalization is calculated asN = 1− (2/π) arctan(α/γ) + 2γα/(π(γ2 +α2)).
g(ω) is thus flat in (−α, α) and has a decaying tail ∼ |ω|−2 at each side. By solving the
self-consistency equation numerically, we obtain β = 2/5. In fact, we find that for any flat
distribution with decaying tails ∼ |ω|−m and with a finite m > 0, β = 2/5 is obtained in






























Figure 5.3: Order parameter dynamics and the dynamic cluster formation at a supercriticalK
of a finite-size Kuramoto model with uniform natural frequency distribution. N = 3200. (a)
shows the order parameter trajectoryR(t). Locking dynamics is noticed from the (b) interval-
averaged angular velocity trajectories ˙̄θ of some oscillators, which has been coarse-grained
at sliding time window of 100s. The oscillators are eventually fully locked and reaches a
monolithic state where the dynamic fluctuations is totally absent. Corresponding variations






























Figure 5.4: (a) Trimmed Lorentzian distribution with various values of (γ, α); solid (1, 3),
dashed (1, 1), and dotted (3, 1). (b) The order parameter curve obtained by the self-
consistency equation. (c) β = 0.40 is measured for all cases.
Flat with tails Now, consider natural frequency distribution which is flat in the interval
[−α, α] and having tails ∼ |ω|−m (m > 1)
g(ω) =

g(0), |ω| ≤ α
g(0)αm








by the normalization condition
∫



























2 (1− y) 12dy (5.23)













































(1− y)−m+12 y 12dy
]
(5.27)































Thus one finds δK ' 4mKc15π (δθ)5. Meanwhile,








































Figure 5.5: (a) Flat-with-tails distribution with various values of (α,m); solid (1, 3), dashed
(1, 2), and dotted (2, 3). (b) The order parameter curve obtained by the self-consistency equa-
tion. The transition point and jump height is determined by the relations Kc = 2/πg(0) and


















Therefore with the flat distribution of g(ω) appended by long tails, we find β = 2/5 regard-
less of the exponent m.























and therefore δK ∼ (δθ)3 and β = 2/3 are recovered. We remark that our results are
different from the results of Refs. [12,55], which shows a continuously varying hybrid critical
exponent β. There the flat distribution had tails attached, but the distribution was truncated in
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order to satisfy the normalization condition, i.e. it had a finite support in contrast to the long
range tail.
5.5 Any hybrid critical phenomena?
So far, we have seen that the hybrid phase transitions of the Kuramoto models can exhibit a
unique bifurcation with hybrid critical exponent such as β = 2/3 or β = 2/5. It is in contrast
to the saddle-node bifurcation of the order parameter curves in the hybrid percolation transi-
tions, for example, where β = 1/2. Such a singularity in the order parameter characterized
by the critical exponent β means that the slope of the order parameter curve becomes diver-
gent at the transition point, as it is approached from the supercritical side. Thus the system
is highly responsive near this singularity, and there may be some related critical phenomena.
For instance, the hybrid percolation transition point is not only characterized by the singular-
ity of the order parameter curve, but also by a power-law in the size distribution of finite-size
clusters.
So, what are the related critical phenomena to the hybrid synchronization transition? In
Ref. [7] it was claimed that the Kuramoto model with uniform frequency distribution ex-
hibits a jump of the order parameter as in a first-order phase transition and also with strong
critical fluctuations as in a continuous phase transition. So precisely, what is the quantity be-
ing critical? In the continuous synchronization transition, Daido fluctuations was a diverging
quantity [130]. However, this is not a good candidate for the hybrid critical phenomena of
the Kuramoto model with uniform frequency distribution, where a complete phase-locked
coherent state state emerges suddenly from the phase incoherent state. This monolithic state
can be viewed as a single giant frequency cluster of the system size N . Hence, in the su-
percritical regime beyond the hybrid transition point of Kuramoto model with flat frequency
distributions, Daido fluctuations is totally absent. Although it is remarked that a restricted
synchronization can have non-vanishing fluctuations after a jump transition (See chapter 7).
In particular, the possibility of an avalanche of frequency splittings triggered upon some
small perturbation was suggested [7]. It is very tempting to mention about the possibility of
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an analogous power law, in retrospect of the power-law distribution of avalanches over some
size S follows a power-law P (s) ∝ s−σ of the hybrid percolation transitions. However,
then, the definition of the avalanche size S should quite differ from the ordinary sense. In
contrast to a cascade process in percolation which eventually comes to an end, at least in the
finite system. Instead of a quiescent stationary state, synchronization dynamics reaches some
steady state. Quite often, synchronization dynamics obtains very few (usually no more than
one or two are considered by many literatures) steady states at the given parameter values.
Pazó had investigated on the bifurcations of frequency clusters in the hybrid synchro-
nization [11]. For a finite population, indeed, a cascade of frequency splitting had occurred
during some interval [Ks,Kc]. However, to be congruent with the discontinuous transition
predicted in the thermodynamic limit, he claimed that all the splittings should accumulate at
the transition point Ks → Kc as N → ∞. Hence the possibility of finding a distribution of
steady states upon some small perturbations, change in the value of {θi}, remains precisely
at the transition point.
It is because the bifurcation of the hybrid synchronization is quite unique. In comparison
to the hybrid percolation transition, hybrid synchronization transition point is more respon-
sive; the vertical jump consists of infinitely many metastable states and infinitely many unsta-
ble states. Such a character is deduced from the self-consistency solutions of the finite-size
systems, which in the thermodynamic limit results a line of solutions (a countably infinite
number of solutions, to be more precise) at the transition point. For example, see Fig. 5.6.
As a consequence, the dynamic transition precisely at the hybrid critical point is highly non-
trivial. Remarkably, instead of having just one of the infinitely many self-consistency solu-
tions as a steady state, a mixture state is noticed. A critical slowdown in the jump time is
noted, and there is a non-trivial finite-size scaling in the collective incoherent steady state,
which is characterized by a distribution of order parameter values P (R) rather than by taking
a single value R [56]. Such a statistical state involves more complex order parameter dynam-





























Figure 5.6: (a) Finite-size self-consistency solutions of the Kuramoto model with uniform
g(ω) in range [−1, 1], and for sizes N = 10, 102, 103. The number of solutions at the tran-
sition point Kc(N) increases in proportion to the system size. In the thermodynamic limit
N → ∞ the transition point is at Kc = 4/π, where we find a line of infinitely many solu-
tions. Approximately half of them are linearly stable, and the other half are linearly unstable,
since the linear stability alternates. (b) The same curves are drawn in the semi-log scale. To
be precise, the base part maintains a constant wide range in K, but its range in R shrinks in
the thermodynamic limit.
It is remarked that the order parameter dynamics at the hybrid critical point of a compet-
ing Kuramoto model with mixed signs of couplings can become even more complex, where
a traveling-wave ordered state is also possible. There are basins of attractions characterized
by saddle fixed points and stable/unstable fixed points, and the system exhibits metasta-
biltiy [20]. Also, subcritical and supercritical hybrid bifurcations were noticed, depending
on the relative strength of competing-sign couplings Q ≡ |K1|/K2 [20]. See chapter 6.2 for
further details.
Therefore, further general studies are necessary in order to understand the synchroniza-
tion dynamics at the hybrid transition point. A possible road of thinking might be viewing the
complex nonlinear dynamical system from a perturbation and response perspective. In chap-
ter 6.4, we propose a possible way of perturbation which results a dynamic cascade of cluster
splittings phenomenon, in contrast to the static bifurcations of cluster splittings studied by
Maistrenko [137] and Pazo [11].
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5.6 Explosive synchronization and hybrid synchronization
On a scale-free network, synchronization phase transition is characterized by the vanishing
threshold [57]. Hubs take the lead in synchronization clustering [58]. Gómez-Gardeñes et
al. [59] invented a degree-frequency correlated synchronization model. The correlation of
intrinsic and structural disorders generates an explosive synchronization dynamics in the net-
worked oscillators. The correlations balances the frequency term and the interaction term
of the Kuramoto model, i.e. the acquired strengths are proportional to each other. In conse-
quence the transition is delayed and also discontinuous [58, 59]. In parallel to the explosive
percolation studies, this novel transition was studied extensively and several viewpoints have
been followed [61–63]. In particular, Ref. [62] has concisely pointed the suppressive aspect of
the correlated model, and Ref. [63] compiled the analogous aspects of the explosive synchro-
nization and the explosive percolation. In contrast to the explosive percolation transition, it is
remarked that the synchronization transition is truly discontinuous. Furthermore, forward and
backward hysteresis is noticed as in the usual first-order transitions. The hysteresis regime is
hence multistable. Depending on the initial condition, oscillators may reach either coherent
or incoherent steady state. Further detailed self-consistency analysis of the explosive syn-
chronization on a scale-free network [7] has discovered an interesting marginal case of the
scale-free degree exponent being γ = 3, whereat the forward and backward transition points
coincide. This particular case with absence of hysteresis corresponds to a hybrid transition
with critical exponent β = 2/3 [7], a value which had also appeared previously in the hybrid
synchronization of the Kuramoto model with uniform natural frequency distribution.
In the correlated Kuramoto model, the degree-frequency correlation is, for example, given
as follows:
ωi = ki. (5.36)
Now, consider the correlated Kuramoto model on a scale-free network with degree distribu-
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tion Pd(k) ∼ k−γ , which is written as
θ̇i = ωi +
N∑
j=1
Kijaij sin(θj − θi), (5.37)
where aij is the adjacency matrix, Kij = K is the coupling between node i and j. The




Together with the definition of the degree-weighted synchronization order parameter












the equation is simplified as
θ̇i = ωi −KkiR sin(θi −Ψ). (5.40)
Asymmetry in the intrinsic frequency distribution should be noted, since it is now identical to
the power-law degree distribution. Let the entrained frequency be Ω. The locked population
is in the range
−kiKR ≤ ki − Ω ≤ kiKR, (5.41)











































where Θ(x) is the heaviside step function. The real and imaginary parts of the above complex
self consistency equation may be solved simultaneously to obtain the solution as in Fig. 5.7.
Both continuous transition and discontinuous transition are possible, depending on the degree


















Figure 5.7: The order parameter curve of the degree-frequency correlated (ωi = ki) Ku-
ramoto model on scale free networks Pd(k) ∼ k−λ for several values of degree exponent λ.
For continuous, hybrid, and discontinuous transitions occur for λ > 3, λ = 3, and λ < 3,
respectively. For 5/2 < λ < 3, first-order (explosive) synchronization transition occurs.
Ordinary Kuramoto oscillators on highly heterogeneous structure has vanishing synchro-
nization threshold and can easily synchronize by attaching to hubs [57, 58]. However, for
degree-frequency correlated oscillators, structural heterogeneity delays the transition and in-
duces an explosive jump. There is also a hysteresis regime as in the usual first-order phase
transition, and the forward transition point diverges as λ → 5/2 is approached. Precisely at
λ = 3, hysteresis is absent. Order parameter jumps and exhibits a hybrid critical exponent
β = 2/3 [7].
of structural heterogeneity introduced by λ. On the border of continuous and discontinuous
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transitions, which happens particularly when the scale-free degree exponent is λ = 3, hybrid
phase transition occurs with critical exponent β = 2/3 (for more details refer to [7]). It
should be noticed that in the ordinary scale-free Kuramoto model without degree-frequency
correlations, hub oscillators with dense connections would have easily reached the locking
condition |ω| < kKR, thus it may perform the role as a seed node in the clustering process.
The transition is continuous with vanishing thresholds [57]. For degree-frequency correlated
model, however, role of hubs is degraded and first-order transition is possible [57–60]. In the
next section we discuss how the oscillators of explosive models and hybrid synchronization
models exhibit abrupt transitions.
5.7 Jump mechanisms of explosive synchronization and hybrid
synchronization
Zhang et al. [62] pointed out that introduction of correlation is analogous to having suppres-
sive rule in explosive percolation. Their argument is simple. The link synchrony between the







is obtained by the phase locking
∆θ̇ij = (ωi −K|ωi|R sin θi)− (ωj −K|ωj |R sin θj) = 0 (5.46)
which is satisfied if
|ωi − ωj |
|ωi|+ |ωj |
≤ KR. (5.47)
The presence of the denominator, in contrast to the pairwise locking condition |ωi − ωj | ≤
KR of the ordinary synchronization, modifies the rule of competition between segregation
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and aggregation. Segregation is relatively small for the oscillator pair with same sign in ω,
while for the opposite sign ω the value is unity, which is a maximum possible value. Hence,
it is a kind of rule which suppresses the formation of a large synchronization cluster.
In the explosive synchronization, a modified rule of synchronization clustering leads to
a sudden frequency locking. In the ordinary Kuramoto model where such suppression is
absent, the hub nodes with large degrees become the seeds of synchronization clustering [58].
Correspondingly, the synchronization cluster grow from the dense core of the network and
extend to the periphery. The suppression factor degrades such a role of hubs, and hence a
system-wide distributed clustering may occurs, which leads to an abrupt emergence of giant
synchronization cluster [59].
On the other hand, in the hybrid synchronization of the ordinary Kuramoto model, the
abrupt clustering origins solely from the flatness of the natural frequency distribution. It also
occurs without having a structural heterogeneity. Unimodal or bimodal distribution has pres-
ence of a mode(s) under which oscillators with small frequency mismatches are crowded.
Hence in the fully-connected ordinary Kuramoto model with unimodal natural frequency
distributions, a small seed population locks first and grows continuously beyond the transi-
tion point. With bimodal distribution, there may be two synchronization seeds, generating
standing wave synchronization [10]. However, for flat distributions, frequencies are evenly
dispersed. Instead of having a single preferred seed node, there is a maximal competition
in the synchronization clustering. Hence it is intuitive that at some threshold point, locking
condition can be met simultaneously by a macroscopic O(N) number of oscillators. With
flat distributions, oscillators are suddenly locked together at the transition point and a giant
frequency cluster emerges discontinuously at the transition point.
In summary, hybrid synchronization transition occurs in the Kuramoto models with flat
natural frequency distributions, where the oscillators are in maximal competition to each
other in reaching synchrony and there is an abrupt frequency clustering. Explosive synchro-
nization also exhibits similar phenomena, but by a different reason; by correlation of the two
disorders [63]. In the reverse transition, a small decrement of coupling below the threshold
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value detaches the oscillator one by one from the extreme sides of the natural frequency
distribution, which leads to consecutive desynchronization of oscillators and the cascade de-
struction of giant frequency cluster. As a consequence, hysteresis is absent. Such a feature
distinguishes the hybrid synchronization transition from explosive synchronization. In the
restricted synchronization of Chapter 7, we discuss an interesting hybrid synchronization
transition characterized by an emergent giant cluster of size less than the system size N , but





In this chapter hybrid phase transition of the Kuramoto models with competing signs of
couplings is studied. In short, they are called as competing Kuramoto models. General de-
scription of the synchronization process under presence of such competing disorders in the
coupling strengths can be very complex and complicated, owing to its glassy aspect. In this
regard, restricted class of solvable competing models have been studied. Namely, they in-
clude Sherrington-Kirkpatrick, actively competing and passively competing types.
6.1 Mixed signs of couplings
Inspired by spin glass systems and neural networks with competing signs of interactions, gen-
eralizations of Kuramoto model have been made [14–20,138,145,146]. One most precedent
suggested by Daido [14, 15] is written as





Kij sin(θj − θi), (6.1)
whereKij is of Sherrington-Kirkpatrick type, which is Gaussian distributed about zero mean,
and is assumed symmetric Kij = Kji. Daido questioned the possibility of an oscillator glass
under such competing interactions [14]. It was revealed that in this model the frequency
entrainment occurs but the phase-locking does not. The oscillator phases show a diffusive
motion and therefore the initial coherence is always lost in the long time. Discovery of non-
exponential relaxation of coherence in supercritical control parameter regime suggested the
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presence of potential glassy oscillators; yet it still remains as an inconclusive problem [15].
A critical phenomenon, the so-called volcano transition, was found regarding the motion
of local fields in the complex plane. The volcano transition point has been calculated only
recently [16].
Hong and Strogatz [19, 138] considered simplified Kuramoto models with competing
interactions based on nodes instead of edges. One can immediately notice that two general-
izations are possible:Kij = Ki (active) orKj (passive). In the actively competing Kuramoto
model, Kij = Ki is given as a competing mixture of attractive and repulsive signs. Ki can
be pulled outside the sum. In this case the synchronization order parameter is defined in a
similar manner to that of the ordinary Kuramoto model, but each oscillator i has a distinct
and active response to the conventional order parameter Z = ReiΨ, depending on the value
of coupling Ki. An actively competing model can be written as
θ̇i = ωi +KiR sin(Ψ− θi), (6.2)
where Ki follows a distribution f(K) and takes either a positive or negative value. For sim-
plicity, f(K) is set as a mixture of two node species f(K) = (1−p)δ(K−K1)+pδ(K−K2),
where p (1−p) is the mixing fraction of positive (negative) coupling constant K2 (K1) oscil-
lators. It is remarked Ref. [18] instead considered frustrated coupling of identical oscillators
ωi = ω, with a mixture of two link species; Kij being either −w or unity. In the actively
competing model, depending on the sign of Ki, the stability of an oscillator at the velocity-
balancing position is reversed and becomes either attractive or repulsive to the mean ordering
Z = ReiΨ. Therefore, the oscillators are clustered in the phase circle into two groups that are
separated roughly by an angle π. They can be either static or traveling. This leads to a rich
phase transition diagram involving three different phases, namely incoherent, π and traveling
wave phases [19, 20].
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The passively competing Kuramoto model is written as





Kj sin(θj − θi), (6.3)
where Kj follows the same distribution f(K). Varying p from zero to unity linearly interpo-
lates the mean coupling constant 〈K〉 between K1 < 0 and K2 > 0. At p = 0 all oscillators
are repulsive, while at p = 1 all oscillators are attractive. The intrinsic frequency distribu-
tion g(ω) is assumed to be symmetric about zero. In this interaction form, each oscillator i
interacts with the weighted (antiferromagnetic) influence of other oscillators. In this regard
we call this model the passively competing Kuramoto model. For the passively competing
Kuramoto model, it is more convenient and natural to define the weighted mean field order
parameter [14, 138] as follows:






At this stage, it is remarked that the staggered order parameter and the conventional order
parameter are in fact related to each other (6.42). The use of the staggered order parameter
W transforms eq. (6.3) into the decoupled form.
θ̇i = ωi + S(t) sin(Φ(t)− θi), (6.5)
where S(t) is the magnitude of the staggered field and Φ(t) is the average phase of the or-
der parameter W (t). Notice that all oscillators are under a common mean field interaction
strength S(t), where the effect of competing disorder Kj is collectively coarse-grained. Par-
ticularly, the sign of effective interaction S is no longer directly proportional to the individual
coupling Kj . This is in contrast to the actively competing model, where individual coupling
Ki has a direct individual effect to the oscillator motion (6.2). Hence tiered synchronization
patterns such as π or traveling wave is absent in the passively competing synchrnization. In
case when g(ω) is unimodal, a previous study [138] showed that a continuous phase transi-
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tion occurs when the mean coupling constant 〈K〉 ≡ 1N
∑
jKj of the mixture reaches the
value of the critical coupling strength Kc of the corresponding Kuramoto model. The onset
of order S(t) coincides with the onset of order R(t). Therefore, a phase transition from the
incoherent to coherent phase in the passively competing systems was characterized solely by
the order parameter S. For such reasons, it was concluded in [138] that the passively com-
peting generalization is rather a monotonous extension to the Kuramoto model. However, in
particular for the hybrid critical behavior, distinct finite-size crossovers are noticed from the
two models [13].
In the following sections, we consider actively competing and passively competing Ku-
ramoto models with uniform natural frequency distribution g(ω), which undergo hybrid
phase transition. Hereafter, we call our model the competing Winfree–Pazó model [9, 11,







(1− p)δ(K −K1) + pδ(K −K2)
]
, (6.6)
where Θ represents the Heaviside step function.
6.2 Hybrid phase transition of actively competing model
A hybrid phase transition is a discontinuous transition that accompanies critical phenomena.
Recent hybrid percolation model studies [22,34–36,43] have discovered that the system stays
at a long-lasting metastable preparatory step on the way to an explosive transition, during
which the so-called powder keg is accumulated [52]. In this regard, one may wonder if there
exists a similar metastable state in a synchronization transition. However, the presence of
a metastable state has been rarely highlighted in synchronization problems [60]. Here, we
reveal that such an intermediate metastable state indeed exists on the way to a discontinuous
synchronization transition near the hybrid critical point. Moreover, we show that this long-
lasting metastable step can be understood as persisting circulation inside a metastable basin,
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characterized by balancing between saddle points and stable fixed points.
The actively competing Kuramoto equation is written as





sin(θj − θi), i = 1, 2, · · · , N. (6.7)
The synchronization transition is characterized by a complex order parameter





where R is the coherence of oscillators and ψ is the average phase. Plugging the definition of
the complex order parameter into the Kuramoto equation leads to an effective decoupling of
oscillators,
θ̇i = ωi +KiR sin (Ψ− θi) , i = 1, 2, · · · , N. (6.9)
After a suffciently long time, the system falls into a steady state, in which Z(t) ' ReiΩt
with constant R(t) = R and Ω(t) = Ω = Ψ/t. The synchronization order parameter R
distinguishes coherent and incoherent phases. The coherent steady state of the competing
model is characterized by a tiered synchronization of two groups of oscillators, the inhibitory
and excitatory populations, separated by an angle ∆ on the phase circle. When ∆ = π (π–
state), the two groups are balanced and the steady-state rotation Ω = Ψ/t is zero. When
∆ 6= π, the traveling wave order with Ω 6= 0 emerges (see Fig. 6.1). Hence the C phase
of the competing model is further distinguished into π and traveling wave phases by the
traveling wave order parameter Ω. Overall, three phases are possible: incoherent (R = 0), π
(R 6= 0,Ω = 0), and traveling wave (R 6= 0,Ω 6= 0) phases.
Notice stability of an oscillator at the velocity-balancing position of equation 6.9 relates
to the sign of coupling constantKi. A positive couplingK2 > 0 oscillator is attracted towards
the average phase ψ, while a negative coupling K1 < 0 oscillator is drawn towards the
antipod ψ + π (Fig. 6.1). As a consequence, oscillators are tiered into two groups, each of












Figure 6.1: Schematic illustration of the incoherent, π, and traveling-wave states. Oscillators
are plotted around the phase circle. Depending on the sign of coupling constant Ki, the
stability of oscillator i at a force-balancing position is reversed. Each oscillator with K2 > 0
denoted by • is attracted towards the mean phase ψ, while each oscillator with K1 < 0
denoted by ◦ is attracted towards the antipod ψ+π. Hence, the oscillators are tiered into two
groups in the π and traveling wave phases.
compared to the K2 group, because each K1 (or K2) oscillator repulses (or attracts) all other
oscillators.
In the π phase, the two groups are balanced at a separation angle π and stay fixed on the
phase circle. In the traveling wave phase, a separation less than π is maintained, where the
attractive K2 group tries to catch up with the K1 group while the repulsive K1 group tries
to keep the distance with the K2 group. As a result, the two groups co-rotate at a common
angular speed Ω.
Recall that the net interaction between every pair of ordinary Kuramoto oscillators was
zero. It is a kind of action-reaction principle of the two-body interaction. Between a pair
of K1 and K2 oscillators in the competing model, however, such principle does not hold.
Not only the interaction strengths are different, but also the pull is in the same direction. In
consequence, both K1 and K2 can run in the same direction. A nonvanishing net interaction,
does not necessarily lead to a traveling wave, however. The traveling wave phase can emerge
only if Q ≡ |K1|/K2 < 1, when the attraction of the K2 group is larger than the repulsion
of the K1 group, otherwise a separation less than π is not maintainable. A mean field theory
is followed as a first attempt to understand the emergence of traveling wave.
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6.2.1 Emergence of the mean angular speed
In the traveling wave phase, the system also rotates at a nonzero mean angular speed 〈θ̇〉,
although Ω is different from 〈θ̇〉. The mean angular speed of the two groups K1 and K2 and
that of the total system are calculated as follows:













= p|K1|R1R2 sin ∆













= (1− p)K2R1R2 sin ∆
v = pv2 + (1− p)v1 = p(1− p)(|K1|+K2)R1R2 sin ∆ (6.10)
where 〈eiθj 〉α ≡ RαeiΨα is the complex order parameter of each group α = 1, 2, and
Ψ1 − Ψ2 ≡ ∆ is the group separation. 〈ωj〉1 = 〈ωj〉2 = 0 for g(ω) with even symmetry.




k∈K2 sin(θj − θk) = R1R2 sin(ψ1 − ψ2) = R1R2 sin ∆.
The summation counts only for inter-group interactions because the intra-group interactions
pairwisely cancel up to zero. When ∆ = π, sin ∆ is zero and therefore v1 = v2 = v = 0.
However, in the traveling wave phase, ∆ is less than π and the angular speed v is nonzero.






[〈θi〉α − 〈θ3i 〉α/3! + · · ·
1− 〈θ2i 〉α/2! + · · ·
]
. (6.11)




k∈2(θj − θk) and ψα ≈
〈θi〉α(1+(〈θ2i 〉α−〈θi〉2α)/2!) ≈ 〈θi〉α for each group, i.e.,R1 ≈ R2 ≈ 1. The approximation
is valid as long as the distribution angle of each group is small. Let ∆ ≡ π − δ. Assuming
that the amplitude parts are stable, the phase dynamics of δ is given as
δ̇ ≈ −〈θ̇12〉 = −(V1 − V2) = −(p− pu)(|K1|+K2)R1R2 sin δ, (6.12)
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where pu = 1/(Q + 1). Notice that for p > pu, the π state (δ = 0) is a stable solution.
The stability of the π state is lost at p = pu as p is decreased, suggesting that a new solution
with ∆ 6= π (traveling wave) can possibly emerge for p < pu. Using the self-consistency
equation, it is found that the traveling wave solution indeed exists in some interval [p`, pu].
However, this lower bound p` is not determined from the mean field calculation.
6.2.2 Self-consistency equation
Now we construct the self-consistency equation of the actively competing Kuramoto model
and obtain the steady-state order parameter solutions (R,Ω). Also the solutions are com-
pared with the numerical simulations results. Unexpectedly, a rich phase diagram involving
the hybrid synchronization transition is obtained, as shown in Fig. 6.5. The self-consistency




























ω − Ω− sgn(ω − Ω)
√
(ω − Ω)2 − (KR)2
]
, (6.14)
where g(K,ω) is the distribution of disorders of the actively competing Kuramoto model,
and sgn(x) denotes the sign ± of the argument x. The imaginary part on the right hand side
of the complex self-consistency equation (6.14) has to vanish, becauseR in the left hand side
is real-valued. Usually in the ordinary Kuramoto model with symmetric g(ω), Ω is given as
the mean intrinsic frequency of the system and the traveling wave order is absent. In that
case only the real part of the equation is needed to be solved. Indeed, for symmetric g with
respect to ω = Ω, one can easily check that the integrand of the imaginary part becomes odd
in ω − Ω and hence it vanishes to zero. To obtain a traveling wave solution, however, both
real and imaginary parts of the equation (6.14) must be solved simultaneously for R and Ω.
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6.2.3 Incoherent and π solutions
Notice if Ω = 0, equation (6.14) has vanishing imaginary parts and hence it is greatly sim-
plified as




















where g(ω) = 12γ θ(γ − |ω|). The vanishment is owing to the oddity of integrand in ω.
Equation (6.15) corresponds to the real part of the complex equation (6.14) and it solves all
incoherent and π states, which are Ω = 0. Moreover, (6.15) is now analytically solvable and
it can be used to characterize incoherent to π transition.
In the following, analytic solutions of Eq. (6.15) are obtained for different parameter
values. Note that the integration is evaluated differently depending on the relative sizes of
|K1|R,K2R and γ. i) ForQ ≡ |K1|/K2 < 1, γ can fall in one of the three ranges (0, |K1|R ],
(|K1|R,K2R ], and (K2R,∞). ii) ForQ > 1, γ can fall in one of the three ranges (0,K2R ],
(K2R, |K1|R ], and ( |K1|R,∞).
6.2.4 The self-consistency solution for incoherent and π states
Depending on the relative coupling strength of the two competing species Q = |K1|/K2, we
find a supercritical type hybrid phase transition (Q < 1) or a subcritical type hybrid phase
transition (Q > 1) as illustrated schematically in Fig. 6.2.
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6.2.5 Supercritical hybrid phase transition


























































Note the incoherent (R = 0) state is a trivial solution of the above self-consistency equation.
The remaining nontrivial solutions correspond to π states. After inverting the above equa-
tions and solving for p, we obtain the inverse function of the order parameter curve p(R) as
R
p




Rc + a(pc − p)βp
(b)
Figure 6.2: Schematic plots of the hybrid phase transition and the first-order transition with
hysteresis: (a) a hybrid phase transition with βp = 2/3 occurs for Q < 1, while (b) a first-
order transition with hysteresis occurs forQ > 1, in which an unstable hybrid phase transition
with βp = 2/3 is hidden. Thick solid and dashed lines denote stable and unstable self-














































) for γK2 < γ|K1| < R.
(6.17)
Numerical solutions of R(p) from the self-consistency equations are represented as solid
and dashed curves in Fig 6.3. Solid (dashed) curves are stable (unstable) through the linear
stability analysis [139], which will be discussed later. The order parameter curveR(p) shows








Rc = γ/K2. (6.18)
Expanding the intermediate branch γ|K1| < R <
γ
K2














≈ (π|K1|+ 4γ)Rc(1 + ε)




























Hence when Q < 1, a supercritical hybrid phase transition occurs, for which the behavior of
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Figure 6.3: Diverse types of synchronization transitions for Q = 0.5 and various γ. Green
triangles and red circles denote data points of R(p) and |Ω(p)| obtained from simulations
starting from the incoherent (IC) and coherent (C) initial states, respectively. Solid (dashed)
blue curves are self-consistency solutions representing stable(unstable) states, according to
the stability criterion presented in the main text. In (a), a hybrid phase transition occurs with
the critical exponent βp = 2/3 at pc. A close check of the exponent value is shown in the
inset. The black line guides a slope of 2/3. (b) The traveling wave (TW) phase emerges at
γb and exists in the range [p`, pu]. When γa < γ < γb, IC  π → TW → π occur with
increasing p. (c) At γ = γa, pc = p`; thus, IC 99K TW → π occur. The part of the π
line (indicated by arrow) that is stable according to the criterion is actually metastable. (d)
When γ < γa (γ = 0.05), p` < pc < pu. R jumps from the IC state to the TW state,
and a hysteresis occurs between the IC and TW states at [p`, pc], where IC 99K TW → π
occurs. Different types of arrows distinguish the types of phase transitions: continuous (→),
discontinuous (99K), and hybrid ( ). A hysteresis behavior appears in (d), while it does not
in (b) and (c).
as
R(p) =
 0 for p < pcRc + a(p− pc)βp for p ≥ pc (6.20)
where Rc = γ/K2 and with a noninteger exponent βp = 2/3. Notice at pc, the competing
system has a mean coupling strength





which is equivalent to the critical coupling strength Kc = 2/πg(0) = 4γ/π for the ordinary
Kuramoto model phase transition [9, 11]. Also the coincidence with the critical exponent
value βK = 2/3 should be noticed. This is rather natural because the ordinary Kuramoto
model corresponds to a particular case of the competing Kuramoto model with p = 1.
Thus far, the incoherent (IC) and π states and the transitions between the two phases are
obtained exactly for when Q < 1. Traveling wave (TW) solutions, however, could not be ob-
tained in a closed form. Instead we solve the complex self-consistency equation numerically.
Solving the real and imaginary parts of the self-consistency equation simultaneously (6.14),
we obtain R(p) and Ω(p). Numerical solutions of R(p) and |Ω(p)| are shown in Fig. 6.3.
There exist two characteristic values γa and γb. i) For γ ≥ γb, the transition IC  π
state at pc as shown in Fig. 6.3(a). ii) For γ ≤ γb, Traveling wave phase appears in the
range [p`, pu] in Fig. 6.3(b)−Fig. 6.3(d). iii) Particularly when γa < γ < γb, the transitions
IC  π → TW → π occur successively with increasing p (Fig. 6.3(b)). Here we use the
symbols (→), (99K), and ( ) to represent continuous, discontinuous and hybrid types of syn-
chronization transition. iv) At γ = γa, pc = p`; thus, IC 99K TW → π occur successively
(Fig. 6.3(c)). v) When γ < γa, p` < pc < pu. R jumps from incoherent to traveling wave
state, and a hysteresis occurs between the incoherent and traveling wave states in the interval
[p`, pc], where IC 99K TW → π occurs (Fig. 6.3(d)). The presence of traveling wave order
can be recognized from the plot in the bottom row of Fig. 6.3, in which the order parameter
|Ω(p)| of traveling wave state is plot as a function of p.
6.2.6 Subcritical hybrid bifurcation
When Q > 1, the critical exponent βp remains the same while the post-jump branch has the
opposite direction and becomes unstable (Fig 6.3(a)). The transition from incoherent phase
to π phase is first-order and exhibits a hysteresis curve in the region between pc and pc,b.
Notice that this subcritical hybrid phase transition (bifurcation) is different from the usual
subcritical Hopf bifurcation. The unstable lines in Fig. 6.4 does not continuously decrease to
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Figure 6.4: Plot of the order parameter versus p for Q = 3 and various γ: (a) γ = 0.2, (b)
γ = 0.4, (c) γ = 0.6, and (d) γh = πK2/4 ≈ 0.785. A first-order transition and hysteresis
occur between pc and pc,b. As γ is increased, pc,b and pc are increased at different rates and
hysteresis range is reduced. The unstable solution contains a discontinuous jump and a hidden
hybrid critical exponent βp = 2/3. Notice also that in (d) at γ = γh = πK2/4 ≈ 0.785,
pbc = pc = 1 and Rc = γ/K2. At p = 1, the competing model reduces to the ordinary
Kuramoto model [9, 11]. For larger values of γ beyond γh, the system is incoherent because
the value of K2 is subcritical i.e. K2 < Kc ≡ 4γ/π, where Kc is the critical coupling
strength of the ordinary Kuramoto model.




















































































































) for γ|K1| < γK2 < R.
(6.23)
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We remark that our result for the transition from incoherent to π when Q > 1 contains a
discontinuous gap between the incoherent and an unstable solution as shown in Fig. 6.4.
Here the unstable solution follows (R − Rc) ∼ (pc − p)2/3, which gives the same exponent
βp = 2/3. However, notice it has a reversed direction, towards p < pc. This Q > 1 hybrid
transition is not noticed in the simulations, because it corresponds to an unstable branch. The
discontinuous transition for Q > 1 shows a hysteresis curve which starts at pc,f = pc in the




































6.2.7 Phase diagram involves three phases
Phase diagrams of synchronization transitions in the (p, γ) plane for various Q values are
presented in Fig. 6.5. In Fig. 6.5 (a−b), we consider the case Q > 1. The phase diagrams
contain IC and π phases, and the hysteresis zone H of the two phases. Both types of dashed
lines represent discontinuous transitions, but the forward transition from IC to π phase is
hybrid. At Q = 1 in Fig. 6.5 (b), the hysteresis vanishes. The p = 1 line corresponds to the
phase diagram of the WP model, and a hybrid synchronization transition occurs at γh ≈ 0.78
(denoted by •) of the WP model [9,11]. In Fig. 6.5 (c−f), we consider the caseQ < 1. Part of
the region of π state is occupied by the TW phase. The hysteresis region reappears between
IC and TW. As the ratioQ is decreased, the interval [p`, pu] of TW state becomes broader. It is
remarked that our result for the actively competing Kuramoto model with uniform intrinsic
frequency distribution is in stark contrast to the Lorentzian case, which exhibits continu-
ous transition or discontinuous transition with absence of critical behaviors or long-lasting
metastable states [19].
6.2.8 Linear stability of the self-consistency solutions
It is intriguing to check the stability of the self-consistency solution. To perform this task, the































































Figure 6.5: Phase diagram of synchronization transitions in the (p, γ) plane for various Q. p
is the fraction of oscillators with positive coupling K2 and γ is the half width of the uniform
distribution g(ω). (a)−(b) When Q > 1, the phase diagrams contain IC and π phases, and
the hysteresis zone H of the two phases. Both types of dashed lines represent discontinuous
transitions, but the forward transition from incoherent (IC) to π phase is hybrid. AtQ = 1, the
hysteresis vanishes. The p = 1 line corresponds to the phase diagram of the WP model, and
the symbol • at γh = πK2/4 ≈ 0.78 denotes the hybrid critical synchronization transition
point for K2 = 1 [9, 11]. (c)−(f) When Q < 1, some part of π state is replaced by traveling
wave (TW) phase. The hysteresis region reappears between IC and TW. The symbols N and
 represent critical points across which different types of phases or phase transitions emerge.
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(ω/KR)2 − 1 (6.28)
where FR and FΩ correspond to the real and imaginary parts of the self-consistent order pa-
rameter. The system is (empirically) stable if and only if tr(Ŝ) < 0 and det(Ŝ) > 0. The
result is presented by the blue solid (stable) and dashed (unstable) curves in Figs. 6.3. Our
numerical result suggests that this linear stability criterion is partly fulfilled; some portions
of the “stable” π curve are not covered by the simulation data points in the long-time limit.
Interestingly, the order parameter stays for quite a long time at these uncovered parts, before
it finally settles down in the stable stationary line occupied by the symbols in Figs. 6.3(d)–
6.3(e). These parts uncovered by simulation data are not stable but metastable. Fig. 6.6(a)
shows the dynamic phase transition just above the hybrid critical point pc; a tiered synchro-
nization transition occurs from the incoherent phase to the traveling wave phase through a
long-lasting metastable π phase. The order parameter R exhibits large temporal and sample-
to-sample fluctuations in this metastable interval. As p is increased further, the fluctuations
decrease and the metastable period becomes shorter (Figs. 6.6(c) and (d)). Subsequently,
the metastability is lost and the synchronization transition to the traveling wave state occurs
directly. These behaviors terminate at pu.
6.2.9 Metastable state en route to traveling-wave synchronization state
The empirical linear flows given by Eq. (6.28) around each of the steady-state solutions






Figure 6.6: Tiered synchronization transition from the incoherent state to traveling wave
state through the metastable π state. R(t) was obtained at various p for the system size
N = 25 600, Q = 0.5, and γ = 0.064. (a) At p = 0.42, the traveling wave state appears
as the steady state, and the state does as metastable. The solid and dashed lines correspond
to R(t) and |Ω(t)|, respectively. Note that both the temporal and sample-to-sample (inset)
fluctuations of R are large during the metastable period. In (b), the velocities of K2 oscilla-
tors are averaged over each specified time interval, as indicated by the corresponding colors
and cluster numbers in (a). The oscillators are indexed in ascending order of the intrinsic
frequencies. We find several intermediate states with different numbers of clusters composed
of oscillators with similar velocities. The number of clusters increases as the stages proceed.
In (a), (c), and (d), as p is increased, the metastable period becomes shorter. Subsequently,
the traveling wave state is reached shortly.
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in Figs. 6.7(b) and 6.7(c) exist in pairs owing to the symmetry Ω ↔ −Ω. The red circle in
Fig. 6.7(b) represents a TW stable point, the green circle in Fig. 6.7(c) represents a TW saddle
point, and the red circle in Fig. 6.7(d) represents a π state with neutral stability. In Fig. 6.7(d),
the eigenvalue in the Ω direction is extremely small compared with that of the R direction.
Thus, the corresponding eigenvector in the vertical Ω direction can be effectively understood
as a Ω̇ ≈ 0 nullcline. The dotted blue line in Fig. 6.7(a) and the blue line in Fig. 6.7(e)
correspond to a trajectory (R(t),Ω(t)) realized from simulation. In Fig. 6.7(e), the system
passes by the π state of Fig. 6.7(d) and is then attracted by the saddle point of Fig. 6.7(c),
forming unstable oscillations. It stays for a long time in the metastable basin bounded by the
Ω nullclines and the saddle point. After escaping from the region, the dynamics flows imme-
diately into the stable TW point. We remark that this trajectory is in fact a two-dimensional
projection of a higher-dimensional dynamics and all other degrees of freedom do not van-
ish, inducing dynamic noise, until the stable steady TW is finally reached posterior to the
escapement.
Numerical simulations are performed using the fourth-order Runge–Kutta method with
∆t = 0.01. The number of oscillators is N = 25 600 and total runtimes are over t = 104 s,
sufficiently longer than the transient periods. Fluctuations in R and Ω at the stationary state
were averaged out over the last 10% of total runtime. The stationary state may addition-
ally depend on the initial coherence, especially in the hysteresis zone. Oscillator phases are
randomly assigned either in the range [0, 2π] or [0, π/100], corresponding to the initially co-
herent or incoherent state. Natural frequencies of oscillators with K1 < 0 and K2 > 0 are
regularly sampled between [−γ, γ]. K2 is set to unity for convenience, leading to K1 = −Q.
The two-step jump transition of Figs. 6.6 and 6.7(a) near the hybrid critical point (pc, γt)
closely resembles those observed in the percolation on interdependent networks [22, 34], k-
core percolation [35, 36] and the two-step contagion model [43] near the critical point of the
hybrid percolation transition. In those systems, the order parameters also show a long-lasting
plateau with large fluctuations, as we observed in the metastable states of the competing
Kuramoto model. During this lengthy period, the system accumulates a so-called powder
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Figure 6.7: The flow of the order parameter in the two-step synchronization transition. (a)
Plot of blue dotted curve R(t) vs t at p = 0.418. The time-averaged black curve 〈R〉 is
obtained using a sliding 40 -s time window centered at each t with a window step of 1 s.
(b)–(d) The linearized flow in the (R,Ω) plane. Two stable points of π and TW states are
represented by red circles, and a saddle point of the TW state is shown in green. (e) An
actual flow is obtained from simulations. x represents the starting point. (f) Frequencies of
the dynamic flow passing through each state in the phase space. A few states (yellow) are
active throughout the flow.
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keg for the later explosive transition [43, 52]. This feature is also similar to the accumulation
of similar-size clusters near the transition point of the restricted percolation model [49, 51].
During the metastable period of the competing Kuramoto model, the excitatoryK2 oscillators
form a number of velocity clusters, i.e., clusters with similar velocities, when averaged over
short time intervals, as shown in Fig. 6.6(b). The number of clusters discretely increases as the
dynamics proceeds. However, the divisions into small K2 clusters are transient. Eventually,
those clusters merge into the largest cluster and become monolithic in the traveling wave
state, whereas the inhibitory K1 clusters break off and become liquid. It would be interesting
to find out whether those K2 clusters play an equivalent role as a time bomb that sets off an
abrupt escapement of the metastable basin.
6.2.10 A potential application to brain
The competing synchronization model may have potential applications to the recovery dy-
namics of human consciousness from anesthetic-induced unconsciousness [140, 141]. In-
hibitory anesthetics such as γ-aminobutyric acid hinder cortical synchronization and the
brain in turn loses its ability to integrate information, vigilance, and responsiveness [140].
Recent electroencephalogram (EEG) experiments have revealed that the power spectrum of
the cortical local field potentials during the conscious state peak at a certain intrinsic fre-
quency [141]. This feature may be interpreted as an indicator of the traveling wave synchro-
nization in the competing model. The consciousness recovery dynamics of the anesthetic-
induced brain passes through a sequence of several discrete activity states. Moreover, tran-
sitions between those metastable states are abrupt [141]. A series of studies have previously
modeled the anesthetic recovery using Kuramoto-type synchronization models [142, 143].
However, our model further involves the metastable dynamic restoration of coherence by
the discrete merging of velocity clusters. More interestingly, it deals with excitatory and in-
hibitory neural interactions through a controllable parameter p and the recovery period is
reduced by increasing p beyond a threshold pc, corresponding to the clinical findings that the
recovery time is reduced with lesser anesthetic concentration. We remark that reducing the
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inhibitory anesthetic concentration also corresponds to increasing p of our model. Moreover,
our analysis not only provides a visualization scheme but also opportunities to manipulate
the metastable terrain directly by controlling the saddle-point position in the phase space.
6.2.11 Summary
In summary, we found that near the critical point of the hybrid phase transition, a tiered syn-
chronization occurs from the incoherent state to the traveling wave state through the interme-
diate π state. The dynamic process in the metastable state was explained as the circulating
flow through a few active states in the phase space, which exhibits large temporal and sample-
to-sample fluctuations. We discussed that such a tiered synchronization transition can be a
potential model for the process by which the brain recovers from pathological states to the
awake state.
6.3 Hybrid phase transition of passively competing model
The passively competing Winfree-Pazó model (6.3) also exhibits a hybrid phase transition
with the critical exponent β = 2/3. In this section we calculate a subleading scaling β′ = 1

















whereRc is the jump size of the order parameterR atKc, and a and b are some constants. We
also obtain β′ = 1 for the scaling of the order parameterR. Similarly leading exponent β and
subleading exponent β′ can be defined from the asymptotic behavior of the order parameter














)β′ (〈K〉 > 〈K〉c) , (6.30)
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where Sc is the jump size of the order parameter S at 〈K〉c, and a and b are again some
constants. Interestingly, for the order parameter S we obtain a different subleading hybrid
scaling behavior β′ = 4/3.
We find that in case of the passively competing Kuramoto model with uniform g(ω) the
subleading scaling exponent depends on which order parameter (R or S) is in use. For the
passively competing Kuramoto model with unimodal frequency distribution, however, the
leading exponent β and the subleading exponent β′ are the same for both order parameters R
and S.
The self-consistency equation The self-consistency equation of the passively competing



























Let us consider a uniform distribution of g(ω) ranging [−γ, γ]. In this case, the transition is





































Figure 6.8: Plots of the order parameters (a) R and (b) S of the Kuramoto model with the
passively competing coupling constants K1 and K2 with the probability 1− p and p, respec-
tively. The intrinsic frequency distribution is uniform in the range [−γ, γ]. Data points are
obtained by simulations for N = 25600,K1 = −0.5,K2 = 1, and γ = 0.2. The data points
are obtained by taking average over the last ten percent of the total runtime t = 105s. Both
order parameters show a discontinuous jump at the transition point 〈K〉c = 4γ/π = 0.255.
We remark that beyond this transition point all oscillators are phase locked with an angular
spread less than or equal to π on the phase circle beyond this transition point [11]. Thus the
temporal fluctuations of the order parameters are totally absent in the synchronized phase
after reaching a steady state, although the value of transition point may involve some finite
size corrections as in Ref. [11]. In Fig. 6.8, we check that both order parameters R and S
capture the discontinuous synchronization transition at the same 〈K〉c. A S-ordered state
shows the coherence to R and is stable beyond the transition point.
Now for scaling analysis we take a supercritical point 〈K〉 = 〈K〉c + δ〈K〉 near the
transition point. The angular spread of locked phases is characterized by θm ≡ arcsin(γ/S),



















































From γ = S sin θm, we have

























Note that the leading order calculation gives the critical exponent β = 2/3, which is also ver-
ified from the simulations as shown in Fig. 6.9(a). Therefore, the synchronization transition
of the passively competing Kuramoto model with uniform frequency distribution falls into
the category of the HPT of the non-competing Kuramoto model with a uniform g(ω).


























Figure 6.9: (a) Plot of δS versus δ〈K〉 for the uniform g(ω). The black dashed line denotes
the leading order δS of Eq. (6.40) and the critical exponent β = 2/3 is clearly noticed. The
red solid line counts up to the next leading order of Eq. (6.40). Data points are obtained by
simulations with N = 25600,K1 = −0.5,K2 = 1, and γ = 0.2. We used time averaged
values during the last ten percent of the total runtime t = 105s. For larger values of 〈K〉
beyond the critical point, a small deviation is noticed. (b) Plot of the subleading correction
values versus δ〈K〉 to check the exponent of the subleading order β′ = 4/3. Red dashed
line denotes the subleading correction of Eq. (6.40). The dotted green line with slope one is

























This subleading term gives a non-integer exponent β′ = 4/3 for the order parameter S, which
is well noticed in Fig. 6.9(b).
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From Eqs. (6.31) and (6.41), we observe that the two order parameters are related to each
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Figure 6.10: (a) Plot of δR versus δ〈K〉 for the uniform g(ω). Scaling of δR is governed
by the same hybrid critical exponent β = 2/3. The black dashed line represents the leading
order of Eq. (6.44), while the red solid line counts up to the next leading order of Eq. (6.44).
(b) Plot of the magnitudes of the subleading correction values versus δ〈K〉 to check the
exponent of the subleading order β′ = 1. The dashed red line denotes the absolute value of
the subleading correction of Eq. (6.44), which is linear in δ〈K〉. The data points are obtained
by simulations.
other by
S = 〈K〉R (6.42)
as long as the coupling constantK and the intrinsic frequency ω are uncorrelated. Indeed it is
checked from Fig. 6.8 that the jump sizesRc and Sc at the transition point differ by the factor
〈K〉c. This relation between the two order parameters can be expanded above the transition
point Sc = 〈K〉cRc, giving
δS = δ〈K〉Rc + 〈K〉cδR+ higher order. (6.43)





















where we used Rc = π/4 = Sc/〈K〉c in the last line. This scaling of δR is the same as
the one obtained by Pazó [11], except that the coupling constant K has been replaced by the
mean coupling 〈K〉. The obtained scaling of δR above the critical point coincides exactly
with the numerical simulation results (Fig. 6.10).
We notice in Eqs. (6.40) and (6.44) that δS and δR scale with the same critical exponent
β = 2/3 in leading order. However, the subleading terms have different exponent values.
Infact, the subleading exponent β′ = 1 is non-critical, for the order parameter R [11]. The
exponent 4/3 will appear instead in the next order term. We remark that the linear term with
exponent 1 will intervene in the scaling of δR, generally if the transition is discontinuous
Rc 6= 0, which is derived from the r.h.s. first term of Eq. (6.43).
It is also noticed that if the leading scaling exponent of δS were β = 1 or β = 1/2,
which is frequently the case of first-order phase transitions with our definitions of β in equa-
tions (6.29) and (6.30), the leading or subleading exponent would have been unity anyway
and therefore the difference in the scaling exponents for δR and δS would not have arisen.
Here, the difference is owing to an abnormal exponent β = 2/3.
At this stage, we need to compare our result for the sub-leading scaling behaviors of S
and R in the case of uniform g(ω) with those in the case of unimodal g(ω).
6.3.2 Lorentzian
Here we take a Lorentzian distribution for g(ω) as a unimodal distribution, for which the self






















Figure 6.11: (a) Plot of S versus δ〈K〉 for the Lorentzian g(ω). The black dashed line denotes
the leading order S of Eq. (6.46) and the critical exponent β = 1/2 is noticed. The red
solid curve includes up to the next order of Eq. (6.46). Simulations are performed with the
Lorentzian distribution g(ω) = (γ/π)/(ω2 + γ2) for N = 102400,K1 = −0.5,K2 = 1,
and γ = 0.2. Time average is taken during the last fifty percent of the total runtime t = 104s.
The error bar denotes temporal fluctuations of the order parameter S. The deviation near the
critical point is due to finite-size effect. (b) Plot of the subleading correction values versus
δ〈K〉 to check the exponent of the subleading order β′ = 3/2. Red dashed line denotes the











Comparison of the above scaling for S with the simulation results are presented in Fig. 6.11.
For the continuous transition of Lorentzian case, jump is absent. Instead, plugging in 〈K〉 =









Notice here that the exponents β = 1/2 and β′ = 3/2 are the same for both order parameters
R and S. Furthermore, one can check that any symmetric unimodal g(ω) leads to the same
exponents β = 1/2 and β′ = 3/2, where the integral of the self consistency Eq. (6.45) can
be solved after inserting the Taylor series of g at zero.
Therefore, for the case of unimodal g(ω), β and β′ are not changed, regardless of using
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Figure 6.12: (a) Plot ofR versus δ〈K〉 for the Lorentzian g(ω). The black dashed line denotes
the leading order R of Eq. (6.47) and the critical exponent β = 1/2 is noticed. The red solid
curve includes up to the subleading order of Eq. (6.47). The data points are from the same
simulation as that of Fig. 6.11. (b) Plot of the subleading correction values versus δ〈K〉 to
check the exponent of the subleading order β′ = 3/2. Red dashed line denotes the subleading
correction of Eq. (6.47).
R or S. In contrast, the subleading exponents β′ for the uniform g(ω) depends on which of
the order parameter, R or S, is in use. This is owing to the jump of the order parameters at
the transition point and the abnormal exponent β.
6.4 An avalanche of frequency splittings: a hybrid critical phe-
nomenon?
Finally, we revisit the problem of critical phenomenon of the hybrid synchronization transi-
tion. We consider the dynamic cascade phenomenon of the passively competing Kuramoto
model. Although Pazó and Maistrenko had considered a frequency bifurcation phenomenon [11,
137], their investigations largely considered static splittings, i.e. time averaged frequencies
of clusters in the domain of the coupling constant. Here, we consider the splittings in the time
domain, induced by a quench event.
In Fig. 6.13, finite system with N = 8 oscillators are initially under a supercritical cou-
pling strength and thus settled to a completely phase locked monolithic state. The mean fre-
quency of the oscaillators to zero. Initially, a positive coupling strength K2 = 1 is set for all
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oscillators. In the mean time, a single oscillator’s coupling strength is changed to a negative
value K1 = −2, hence the average coupling strength becomes smaller. This sudden quench
of a coupling triggers an avalanche of cluster segregations, which eventually leads to a com-
plete destruction of a single giant frequency cluster into N = 8 separate frequency clusters.
We remark that in finite size systems the number of segregated clusters, i.e. the avalanche
size, may depend on which oscillator is being quenched. Depending on the value of K1 it
may require more than a single quench. However, in the thermodynamic limit, this length
of quench sequence required for a complete breakup of the giant cluster should be of o(N),
considering that the transition is discontinuous. It is remarked, on the other hand, frequency
splitting had occurred gradually for unimodal frequency distribution (recall Fig. 5.2). Such a
difference in the frequency clustering pattern results in a continuous transition or a discon-
tinuous transition at the critical point, in the thermodynamic limit. In Fig. 6.14, we compare

























Figure 6.13: Quench dynamics of the passively competing Kuramoto model with nearly uni-
form natural frequency distribution. The oscillators have roughly distribution of frequencies
ω = −0.7,−0.5,−0.3,−0.1, 0.11, 0.28, 0.51, 0.7, and a single positive passive coupling
strength K2 = 1 initially. Critical coupling strength is roughly Kc ≈ 0.9 and the oscillators
settle at fixed phases, before the quench. At time t = 104, one of the oscillator’s coupling
strength is modified to K2 = −2 (denoted by the dotted red trajectory). This triggers (b) an
avalanche of cluster segregations and (a) a sudden drop of coherence. We remark in (b) that
after a long time each oscillators reaches a different slope, which is the frequency splitting






























































Figure 6.14: Equally spaced natural frequencies. N = 100, γ = π/4. All oscillators are
set to a positive coupling constant K2 = 1 initially. (a) Homogeneous decrease of K2 to
0.99 (homogeneous). (b-d) A highly heterogeneous variation. A single oscillator’s coupling
constant is replaced from K2 = 1 → K1 = −2, while remaining oscillators’ coupling
strengths are unchanged K2 = 1. The cascade further depends on the precise position of the
replacement. (b) center (c) quarter or (d) end in the axis of natural frequency.
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oscillator coupling strength. In contrast to the homogeneous variation, a single replacement
may not lead to a complete breakdown of the giant frequency cluster, although change in
the system’s mean coupling strength is the same. As for such highly heterogeneous perturba-
tion, we find that attacking an oscillator in the middle of the frequency distribution is more
effective in resulting the frequency splitting cascade.
It is remarked in association to the avalanche collapse and a power law suggested by
Ref. [7], that here the total number of frequency clusters generated in the steady state fol-
lows a distribution of values which depends on the details of the quench. Hence, it can be
interpreted as the size of avalanche s which may potentially give a power law P (s) ∼ s−σ
upon some random quench. Also, Fig. 6.13 gives an impression that time series statistics of
the splitting events, e.g. interevent time distribution, might be considerable instead.
6.5 Remarks on the Ott–Antonsen method
The Ott–Antonsen method has been quite successful in the bifurcation analysis of Kuramoto
model including the Lorentzian and bi-Lorentzian g(ω), where N → ∞ continuum oscil-
lator degrees of freedom are reduced to few coupled modes [10, 128, 129]. An exact low
dimensional reduced system is also known for the Kuramoto oscillators with identical fre-
quency [127, 136, 137, 144, 145] (see Appendix B for more details).
Especially in the hybrid synchronization case of uniform g(ω), the previous reduction
methods lead to an integral that is difficult to evaluate analytically and therefore the bi-
furcation analysis is not feasible. For such a reason, the exact hybrid synchronization dy-
namics remains veiled. Instead, one can investigate the phase transition from the station-
ary self-consistency solutions. This method is applicable to the current passively competing
Kuramoto models. It turned out that, in contrast to the actively competing Kuramoto mod-
els, which can exhibit π clustering patterns, traveling wave dynamics [19], hysteresis, and
metastability [20], the passively competing Kuramoto models exhibit a rather simple tran-
sition pattern from incoherent to coherent phase. We remark however that this method is
applicable to a general intrinsic frequency distribution g(ω). We also remark that the self-
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consistency equation is obtained just by assuming stationarity, regardless of the use of the
Ott–Antonsen ansatz. Stability of the self consistency solutions can be checked by numerical
simulations, or one can use an empirical linear stability criterion [139] instead. However, the
validity of the empirical linear stability criterion remains subtle; for example our previous
analysis have shown that the linear stability becomes incomplete for uniform g(ω), a case
which gives metastable solutions with neutral or weakly stable linear stability [20].
Kuramoto’s self consistency method [8] is still a general powerful tool for studying phase
transition of the Kuramoto oscillator system. This mean field theory is applicable to many
other types of intrinsic frequency distributions g(ω) other than Lorentzian or uniform dis-
tributions. It is also useful when analyzing phase transitions of finite size systems. On the
contrary, the Ott–Antonsen method provides a bifurcation for limited types of distributions,
and it is not suitable for calculations on finite size systems. Finite size effects are important.
For example, Daido’s discovery on the divergence of temporal fluctuations at the transition
point is an important critical phenomenon, an aspect which is analogous to the divergence of
susceptibility in second order phase transitions in thermodynamics [130]. Therefore, the self
consistency method can be used complementarily to the Ott–Antonsen method.
6.6 Summary
We investigated the synchronization transition of the Kuramoto model with passively com-
peting interactions and a uniform intrinsic frequency distribution, which was compared with
that of the corresponding Kuramoto model with a unimodal intrinsic frequency distribution.
A common feature between the two results is that the transition point 〈K〉c of the mean cou-
pling constant of the competing mixture plays a similar role as Kc of the ordinary Kuramoto
model. The order parameter S representing the weighted coherence was useful in analyzing
the phase transition of passively competing Kuramoto models. We have unexpectedly found
a novel exponent β′ = 4/3 for δS in the subleading order for the passively competing Ku-
ramoto model with uniform frequency distribution, although β′ = 1 for δR remains the same
as in the Pazó model. We found that this difference is attributed by the jump of the order
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parameter at the hybrid synchronization transition with an abnormal exponent β = 2/3 in
the leading order. This suggests that further interesting features are to be expected from the
hybrid synchronization transition of the passively competing generalization of the Kuramoto
model beyond the model we considered. Although the subleading correction itself is not a
finite size effect, a correct understanding of the subleading order in the scaling of the order
parameter is requested in finite systems, because the leading order term governs only near
the transition point, which is generally not accessible with small-size systems. We also ob-
served the avalanche collapse of synchronization at the hybrid critical point of the passively
competing model. A single quench of an oscillator’s coupling constant slightly decreases the
system’s mean coupling constant, which in turn results cascade of segregation of frequency




The restricted Kuramoto model
Global restriction is a necessary ingredient to build a discontinuous percolation transition [64].
Recently we discovered a dichotomous cluster merging process, namely the restricted per-
colation model, which organizes criticality at the discontinuous transition has been discov-
ered [48–51]. Such a transition which exhibits characters of both continuous and discontinu-
ous transitions is called a hybrid transition [11, 13, 20, 22, 33, 41, 46, 48–51].
In the restricted Erdős–Rényi (r-ER) model [48, 49], dichotomous cluster merging pro-
cess self-organizes a power-law cluster size distribution and develops a power-law interevent
time distribution [49, 51]. It is remarked that hybrid percolation transiiton also occurs in a
class of percolation models, which includes k-core percolation [33], cascade failure of inter-
dependent networks [22], and generalized epidemic spreadings [40, 41]. A universal mech-
anism has been found in this type of hybrid phase transition, which is induced by prunning
processes [46]. In contrast, the hybrid percolation transition of the restricted percolation is
induced by cluster merging process [48–51]. And it has a different mechanism [51].
Inspired by the global restriction idea of hybrid percolation which leads to an abrupt
jump accompanied by critical phenomena, we consider a restricted synchronization model
composed of two groups of oscillators: leader and follower. The leader group oscillators
interact only with the follower group oscillators, while the follower oscillators interacts with
all oscillators. The leader group and follower group is divided every time based on rankings
of the angular velocity.
The interaction strength between a leader-follower pair is asymmetric. In consequence, a
follower oscillator may take over a leader oscillator and become a leader. In average, the
113
leader group is draged by the follower group, while the follower group is pulled by the
leader group. However, the attraction strength also depends on the phase gap between the two
groups. If too close to each other, intrinsic disorder in the natural frequency dominates the
oscillator motions and hence they become dispersed. Macroscopically, leader and follower
groups are separated by a phase gap, but their microscopic compositions are continuously
altered by exchange of oscillators based on the velocity rankings.
Group switching of an oscillator depends on its intrinsic frequency and also on the phase
values of other oscillators. Switching is frequent for an oscillator with intermediate values of
frequencies, while it takes a long time for ones with extreme values of intrinsic frequencies.
The switching intervals can span a broad range of values and we find a power-law tail in the
interevent time distribution. Remarkably, restricted interaction together with such a dynamic
reorganization of the two groups by ranking based oscillator exchange leads to a hybrid
synchronization transition.
Here, we attempt to understand this novel type of collective behavior. Due to the asym-
metric interaction, traveling wave synchronization may occur; the leader and follower popu-
lations are separated by a constant phase and co-rotate at a nontrivial angular speed [20]. To
obtain such a steady state solution of the restricted synchronization model, we setup and si-
multaneously solve the three complex self-consistency equations on the leader, follower, and
the whole. We find that the theory successfully captures the transition points and yields the
order parameter curves which are similar to those obtained by simulation, but some discrep-
ancy is also noticed. The current self-consistency theory fixes the leader/follower classifica-
tion based on natural frequencies of the oscillators, and hence it is insufficient to capture the
detailed dynamic switchings in the leader/follower. It is a limitation of a mean field theory.
The leader-follower role switching is important in real life, for instance, in speed skating
and flight of birds. Team pursuit in speed skating is a Winter Olympics sports which a team
of three skaters compete with another team, starting on opposite side of the rink. The team’s
time is taken from the third skater to cross the finish line. The team pursuit is technically
demanding; skaters in a team run as a unit, following each other closely in line to minimize
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the drag, and they push from back to front and shuffle from front to back in attempt to
synchronize their pace and to keep the freshest leader doing the pull. As in the speed skate
team, the role of a leader is also important for an effective flight of the bird flocks [147,148].
Leader-follower hierarchy is also present in the pigeons [147].
Traditional Vicsek model studies provide understandings on the emergent flocking be-
havior of birds [147, 149]. Vicsek model and Kuramoto model are similar in that they both
characterize an individual’s state with an angular variable. Also, greater interaction leads
to a incoherent-to-coherent phase transition of the angular states, generating a collective
synchronous movement. However, the intricate reclassification or shuffling dynamics of our
model, a real-time role-switching adaptively to the change in ranking, has yet not been con-
sidered in the previous models, to the best of our knowledge.
Our results conceptually extends our previous line of hybrid phase transition studies on
the restricted percolation [48–51] to synchronization. Both in the restricted percolation and
the restricted synchronization we find: ranking based restrictions can yield discontinuity and
criticality. A strong implication is that the hybrid phase transition can be in general induced
by a ranking based restriction rule.
7.1 model
At each time step, the oscillators are divided into two groups: leader group L and follower
group F . Oscillators are sorted by angular velocities. F consists the slowest g fraction while
L consists the fastest 1 − g fraction of the total N oscillators. Interaction among the leader
oscillators is suppressed. The leader group oscillators interact only with the follower group














sin(θj − θi), i ∈ L.
(7.1)
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Order parameters are defined as

















which are related by an identity Z = (1− g)ZL + gZF .
7.2 self consistency equation
By the definitions of the order parameters (7.2) the model (7.1) is rewritten as
θ̇i = ωi −KR sin(θi − ψ) for i ∈ F,
θ̇i = ωi −KRF sin(θi − ψF ) for i ∈ L. (7.3)
The synchronized state R 6= 0, RL 6= 0, RF 6= 0 can be a traveling wave. In the steady
state R(t) ' R,RF (t) ' RF , RL(t) ' RL, ψ(t) ' ψ0 + Ωt, ψF (t) ' ψ0F + Ωt, ψL(t) '
ψ0L + Ωt, rotating frame variables φi ≡ θi − Ωt are introduced.
φ̇Fi = ω
F
i − Ω−KR sin(φFi − ψ0),
φ̇Li = ω
L
i − Ω−KRF sin(φLi − ψ0F ) (7.4)
From now on we set ψ0 = 0, without loss of generality, and define ψ0L − ψ0F ≡ ∆, ψ0F −
ψ0 ≡ δ. In the steady state, a locked leader/follower oscillator satisfies
ωFi − Ω = KR sinφFi
ωLi − Ω = KRF sin(φLi − ψ0F ) (7.5)
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From the complex self consistency equations of three order parameters Z,ZF , ZL, we find 6
equations with 6 unknowns R,RF , RL,Ω,∆, δ. Owing to the phase separation between the
three order parameters, we need to consider the mixing angles (Fig. 7.1).
gRF = F(F,R,Ω) cos δ + G(F,R,Ω) sin δ (7.6)
(1− g)RL = F(L,RF ,Ω) cos ∆ + G(L,RF ,Ω) sin ∆ (7.7)
R = F(F,R,Ω) + F(L,RF ,Ω) cos δ − G(L,RF ,Ω) sin δ (7.8)
0 = −F(F,R,Ω) sin δ + G(F,R,Ω) cos δ (7.9)
0 = −F(L,RF ,Ω) sin ∆ + G(F,RF ,Ω) cos ∆ (7.10)















































From the first chain of substitutions, we obtain the self consistency condition for (R,Ω).
7.3 Results and discussions
Fig. 7.2 shows typical order parameter trajectories of a synchronized state. Obtained from a
numerical simulation at a supercritical value of K. The detailed motion includes highly non-









Figure 7.1: Owing to phase seprations of the three order parametersZ,ZF , ZL, mixing angles
∆, δ are present in the corresponding self-consistency equations.
after some transient time. The order parameters reach a steady state,Z(t) ' ReiΩt+ψ0 , ZL(t) '
RLe
iΩt+ψ0L , ZF (t) ' RF eiΩt+ψ0F , and ΩL = ΩF = Ω. It is remarked, however, VF < V <
VL, in contrast. Coherence of the follower group is larger than the leader group RL < RF ,
because the followers attract each other while the leaders do not. Moreover, the two groups
are not perfectly aligned in-phase, but a nonzero constant phase separation ψL−ψF is main-
tained in between. The time averaged coherence R is the order parameter which defines the
incoherent to coherent synchronization transition in Fig. 7.3(a). We find that the restricted
synchronization model is capable of both continuous and hybrid phase transitions. Hybrid
phase transition of the restricted Kuramoto model occurs at a range of restriction parame-
ter g ∈ [g`, gu] values at which continuous singularity characterized by the exponent β is
found at the top of the order parameter jump [11, 20, 33, 51]. For values of g above and be-
low this range, continuous synchronization transitions occur. We solved the self-consistency
equation (7.14) numerically and obtained the curves of Fig. 7.3(b), which look quite similar
to the simulation results. However, we remark that the theory also shows some discrepancy
to the simulation results. In particular, the self-consistency equations obtains incorrect value


















































































of the restricted Ku-
ramoto model for lorentzian natural frequency distribution g(ω) = (γ/π)/(γ2 + ω2) ob-
tained by simulations. g = 0.7, γ = 0.5,K = 1.1, N = 103, 104. In the thermodynamic
limit N →∞ we expect a steady state characterized by co-rotation Ω = ΩF = ΩL and with
constant coherence R,RF , RL and constant phase separations ∆, ψF − ψ.
in the simulations. It is remarked that the self-consistency theory is approximate, because it
does not take into account the detailed microscopic dynamic group switchings, which is a
critical feature of the restricted synchronization. Dynamic switchings is discussed in detail in
the later part of the chapter.
With small number of leaders (g > gu ' 0.8), increase of coherence is gradual as in the
ordinary Kuramoto model (g = 1). Introduction of some leaders (as g is decreased) may bring
a leap of coherence. While the follower population shows strong internal cohesion, leaders
do not bond to each other, owing to the asymmetric form of interaction in the restricted
Kuramoto equation (7.4). Instead each leader may individually bond to a sufficiently large
and coherent mass of followers. An increase in total coherence in turn increases attraction







































































Figure 7.3: (a) Time averaged order parameter curveR(K) and (b) the self-consistency order
parameter solution curveRtheory(K) of the restricted Kuramoto model for lorentzian natural
frequency distribution g(ω) = (γ/π)/(γ2 + ω2) for γ = 1 and for various values of g =
0.1 ∼ 0.9. Hybrid synchronization transition occurs at a range of values of g ∈ [g`, gu] ≈
[0.6, 0.7]. Thinner curves are in spacings of ∆g = 0.02. N = 104. Simulation measured
(c) Kc(g) and (d) the traveling wave order parameter curves Ω(K) for various values of g.
Traveling wave synchronization occurs in the restricted model. Ω(K) = 0 beyond g > gu.
coherence. With increasing numbers of leaders g → g`, the jump size gradually decreases
to zero. With presence of too many leaders, leap does not occur. Instead the order parameter
curve shows irregular indents. A similar bumpy deviation had occurred in the traveling wave
phase of a competing Kuramoto model, which had occurred in between a parameter window
[K`,Ku] [20]. Larger values in traveling wave speed had led to larger deviations from static






































Figure 7.4: Frequency clustering in the restricted Kuramoto model for lorentzian distribution
for various values of g = 0.2, 0.5, 0.6, 0.9. In (a), (b), and (d) the giant frequency cluster
merges oscillators one by one and hence its size is gradually grown from zero beyond the
continuous transition point. In (c) hybrid phase transition occurs, which is characterized by a
sudden frequency locking of a macroscopic number of clusters. Similar clustering has been
noticed in the previous hybrid synchronization transition studies of the ordinary Kuramoto
models, where a giant frequency cluster of full system size had emerged at the hybrid tran-
sition point [11, 20]. In contrast, the giant cluster of the restricted model continuously grows
its size beyond the hybrid transition point.
the restricted model. In Fig. 7.3(d) the traveling wave order parameter curve Ω(K) proceeds
like a breaking ball and hence the coherence order parameter R(K) correspondingly shows
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Figure 7.5: (a) Explosive (discontinuous) transition with β near unity is obtained for g =
0.4, 0.5. This is in contrast to the usual critical exponent β = 1/2 for the continuous syn-
chronization transition. (c,d) Continuously varying hybrid critical exponent β is obtained for
a range of values of g ∈ [g`, gu] ≈ [0.6, 0.7]. Beyond g > gu ≈ 0.7 continuous transition
with β = 1/2 occurs.
the giant cluster frequency Ω immediately after the transition exhibits a larger deviation from
zero, as g is decreased further below g` ≈ 0.5. There the coherent states of the restricted
Kuramoto model are traveling waves. Both g < g` and g > gu are continuous transition
regimes. We find that β > 1 in the former continuous transition while β = 0.5 in the later
continuous transition. Also, 0.5 < β < 1 for hybrid phase transitions in the regime [g`, gu].
In the ordinary Kuramoto model (g → 1) continuous transition robustly occurs for any
unimodal frequency distribution g(ω) and traveling wave is absent when g(ω) is symmetric.
Self consistency analysis tells that for a g(ω) symmetric and convex upward g′′(0) < 0 dis-
tribution about the zero mean leads to a supercritical bifurcation of an order parameter curve
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with β = 1/2 [8]. For bimodal, and thus concave upward g′′(0) > 0 distribution, the transi-
tion was discontinuous and much complex bifurcations had occurred [8,10]. Flat distribution
was an exceptional marginal case to exhibit hybrid phase transition [11]. However, the hybrid
phase transitions of the previous ordinary and competing Kuramoto models [11–13, 20] re-
quire a specific form of frequency distributions or a particular λ = 3 scale-free network with
some frequency-degree correlations [7], in order to organize a maximal competition among
the oscillators.
In contrast, the restricted Kuramoto model exhibits discontinuous (or hybrid) transition
even for the Lorentzian or gaussian g(ω). Also, in contrast to the gradual attachments of
clusters in Fig. 7.4 (a) and (b), the frequency clustering of a hybrid phase transition (c) is
abrupt. A sudden frequency locking had occurred similarly in the hybrid phase transition
of the ordinary and competing Kuramoto models [11, 13, 20]. But in the previous models,
giant frequency cluster had emerged with the size equal to the system size N . The sudden
frequency-clustering in Fig. 7.4(c) involves a finite fraction but not all of the oscillators.
Moreover, attachments is continued beyond Kc and hence the giant cluster size also grows
gradually after the jump transition. We remark that the increase of phase coherence R should
not be confused with the growth of frequency cluster.
Microscopically, each individual oscillator continuously changes its ranking as seen in
Fig. 7.6. Fluctuations in the ranking is quite wide for the oscillators of intermediate values
of frequency, as in Fig. 7.6 (c,d), although they collectively form a macroscopic frequency
cluster in average, as in Fig. 7.6 (a,b). In turn, an intermediate class oscillator rapidly switches
its belonging group. On the other hand, a low/high class oscillator rarely switch its role as
leader/follower. Fig. 7.7 shows power-law tail in the interevent time distribution of switchings
events between the leader group and the follower group. It is remarked, however, presence of
this critical phenomenon is not limited to the hybrid transition of the order parameter curve.
Power law in the interevent time is orchestrated by the dichotomous dynamics together with






























































Figure 7.6: Oscillators can change their ranking. Trajectories of (a) angular velocity and (c)
ranking, and (b,d) their temporal mean and standard deviations on each oscillator basis. In av-
erage, a finite fraction of oscillator population has frequency clustered, and their fluctuations
in angular velocities are small. However, those intermediate oscillator class at the same time
has quite wide fluctuations in ranking, in contrast to the oscillators at extremes. N = 103,
Lorentzian frequency distribution, g = 0.7,K = 1. In (b) and (d) we plotted every 10 oscil-













































leadership K = 0.75
swings K = 0.75
leadership K = 1
swings K = 1
Figure 7.7: (a) The restricted synchronization self-organizes a heavy tail in the interevent
time distribution of leader-follower group switchings, regardless of the value of the coupling
strength K. In (b), each node’s participation rate as a leader and frequency of swings are
plotted, for a subcritical coupling K = 0.75 and for a supercritical coupling K = 1. Notice





In conclusion, there are several classes of hybrid phase transitions in complex systems, and
their hybrid critical phenomena can be rich. In the cascade class hybrid percolation transi-
tion, there is a powder-keg mechanism, a crossover from critical branching to supercritical
branching. In the flat-topped class of hybrid synchronization, an absence of synchronization
seed leads to an abrupt frequency clustering. Finally, in the restriction class hybrid percola-
tion and hybrid synchronization transitions, there is a dynamic self-organization to criticality
through intricate ranking dynamics. In contrast to equilibrium systems, hybrid singular point
of the order parameter curve is realized under nonequilibrium drivings. This second-order-
like hybrid singular point of nonequilibrium complex systems may associate to diverse criti-
cal phenomena, for example, organization of power laws in finite cluster (or avalanche) size
distribution and/or interevent time distributions. The dynamic processes at the hybrid phase
transition may display rich and intricate phenomena, such as metastable dynamics around
saddles, formation of long-range connections, devil’s staircase and crackling noise, burst,
and wide ranking fluctuations.
Limitations and future directions: The ordinary percolation transition of cluster systems
was mappable to a magnetic phase transition. Hence the percolation phase transition and
its critical phenomena allows a robust renormalization approach. Concepts of critical expo-
nents and scaling relations were followed. Instead, a hybrid percolation transition displays a
wide sample-to-sample fluctuations of giant cluster size at the transition point, which is non-
gaussian. There are two diverging scales. One is caused by the fractality displayed by the
finite clusters (or avalanches), and the other relates to this non-self-averaging aspect of the
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giant cluster size. But the giant itself is compact, i.e. having a fractal dimension equal to the
dimensionality of the system, and hence the bulk of which gives no anomaly. Hence a way
to coarse-grain the system under the presence of two diverging scales is quite nontrivial, and
developing a renormalization theory of the hybrid percolation transition remains challenging.
On the other hand, a static synchronization transition can be viewed as frequency cluster-
ing, a cluster growth process. Hybrid synchronization transition is characterized by an abrupt
frequency clustering, in the coupling constant domain. Otherwise speaking, a giant synchro-
nized frequency cluster can destruct via cascade of splittings. As a consequence, hybrid syn-
chronization transition is often characterized by an absence of hysteresis, in contrast to the
first-order explosive synchronization transition, which in general has hysteresis. However,
such a dichotomous view is not always correct. It is remarked that the forward and back-
ward explosive synchronization transitions might be potentially regarded as two independent
hybrid transitions, if each of both has a hybrid type singularity. For hybrid synchroniza-
tion transition, whether there are hybrid critical phenomena directly associated to the hybrid
order-parameter-singularity is yet inconclusive, although there are some candidates. Further







The original paper of Fortuin and Kasteleyn is quite complicated. Here, a simplified deriva-
tion presented by Edwards and Sokal, and Fortunato is followed [86,87]. Define joint proba-
bility of spin (σi = 1, · · · , q) and link (nij = 0, 1) configurations as




(1− pij)δnij ,0 + pijδσi,σjδnij ,1
]
, (A.1)









(1− pij)δnij ,0 + pijδσi,σjδnij ,1
]
. (A.2)
The two nearest neighbor sites with same spin alignment is joined with a link by a random
























exp[−βJ(1− δσi,σj )] (A.6)
= Z−1e−βH (A.7)
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where the probability of joining two nearest neighbor sites is pij is set temperature dependent




(δσi,σj − 1). (A.8)







































where σn denotes a spin configuration which are compatible with the Kastelen-Fortuin clus-
ters. c(n) is the number of clusters and qc(n) is the number of possible colorings [83]. Again,












The Potts model and Fortuin-Kasteleyn model are reduced from the Fortuin-Kasteleyn-Swendsen-
Wang model, and the three partition functions (A.2), (A.9), (A.14) are equivalent. Note in
addition that the q → 1 limit of the Fortuin-Kasteleyn partition function (A.14) corresponds
to the graph partition function of the percolation model. Thus percolation model is a q → 1
limit of the q-state Potts model.
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Appendix B
Ott–Antonsen and Watanabe-Strogatz reductions
Here, we briefly review the Ott–Antonsen reduction and obtain the reduced system of the
Lorentzian case.
The continuum Kuramoto model In the thermodynamic limit N → ∞, a continuum
description of the Kuramoto model is possible. The density function






δ(ω − ωi)δ (θ − θi(t)) (B.1)
describes the density of oscillators with natural frequency ω and phase θ at time t. Since the






(ρv) = 0, (B.2)
with the velocity field given congruent to the Eq. (4.3) as






where the asterisk denotes complex conjugate and the complex order parameter Z of the
continuum is given as
Z(t) =
∫∫
dωdθ ρ(ω, θ, t)eiθ. (B.4)
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Note since each Kuramoto oscillator has a time-independent natural frequency ω, the flow is
in the θ-direction only.
The Ott–Antonsen ansatz The density function can be series expanded in the angular
dimension θ as











where the complex conjugate terms are required to satisfy the reality. The Ott–Antonsen
ansatz considers a restricted class of solutions, which relates the complex n-th harmonics to
the fundamental harmonic by a geometric series
ρn(ω, t) = a
n(ω, t). (B.6)
Plugging in (B.5) to the (B.2) will result a whole tower of equations on harmonics, which




















the integral for the complex order parameter (B.7) can be further calculated out as a contour
integral in the complex plane, assuming that a∗(ω) can be analytically continued in the com-
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plex ω plane. Remarkably, we find for a Lorentzian distribution that only a single complex
mode is relevant to the order parameter.
Z(t) = a∗(−iγ, t). (B.10)
Moreover, the complex order parameter dynamics Z(t) is described by the first-order ordi-












For 0 < K < 2γ we immediately notice that Z(t) → 0. A nontrivial solution emerges
for K ≥ 2γ. In the case of Lorentzian natural frequency distribution, dimensional reduction
occurs; an infinite number of complex modes reduced to a single complex mode, or two real
dimensions. The order parameter dynamics can be tracked exactly.
meaning of the OA anasatz OA ansatz [128] is a restricted class of states with Fourier
components following a geometric series. Together with a governing equation it forms an in-
variant manifold. The transverse attraction of this manifold is proven in Ref. [129], provided
that the natural frequency distribution has a finite width. The OA ansatz may be interpreted
as follows. In a steady state with R(t) ' ReiΩt+iΨ0 where R and Ω being nearly constant, a




∼ 1|ω −KR sin θ| ∼
1
1− a sin θ . (B.12)
where a ≡ |KR/ω| < 1. In the next steps we show that the Ott–Antonsen ansatz is natu-







1− a sin θ . (B.13)
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− 1, and only z = z+ is enclosed by the contour. The resulting last
line is the Ott–Antonsen ansatz (B.6).
Watanabe-Strogatz reduction Another important case is identical oscillators. ωi = ω. In
this case reduction is possible through the so-called Watanabe-Storgatz transform [126,127].
The equation of motion of the fully connected identical oscillators is written
dθk
dt









iθj in case of a Kuramoto system. Watanabe and Strogatz showed that
this system (B.21) could be reduced from N ordinary differential equations to three ordinary
















which transforms a set of constant angles {Ψk} to a set of functions θk(t) for k = 1, · · · , N [126,
127]. By direct substitution, one can check that the resulting θk(t) simultaneously satisfy all
N equations of (B.21) as long as the three variables φ(t), γ(t),Θ(t) satisfy a certain closed
set of ordinary differential equations. A modern view to this enigmatic transformation has
been provided by [150–152]. Here I follow the approach by Pikovsky [150, 152]. The equa-
tion (B.21) is rewritten in terms of phasors as
d
dt















where z is a free complex parameter |z| ≤ 1. Require the following complex condition to





eiψk = 0 (B.26)
that is 〈eiψk〉 = 0, 〈ψ̇keiψk〉 = 0 where the angular bracket 〈·〉 denotes averaging in k. The























iψk)(1 + z∗eiψk)− (z + eiψk)(ż∗eiψk + iz∗ψ̇keiψk)
= iω(z + eiψk)(1 + z∗eiψk) +
1
2
Z(1 + z∗eiψk)2 − 1
2
Z∗(z + eiψk)2 (B.28)
137
Averaging in k gives
(

















〈e2iψk〉 = 0 (B.29)
where 〈e2iψk〉 can take an arbitrary value depending on the initial conditions. Hence







Substituting it back into the equation before averaging in k gives in the eiψk order, where
zeroth order and e2iψk order vanish.
ψ̇k = ω + Im[Zz∗] (B.31)
Remarkably, the dynamics of ψk does not depend on k. In other words, ψk variables have no
relative motion. This causes a huge amout of reduction.
ψk(t) = ψ(t) + ψk(0) (B.32)
dψ
dt
= ω + Im[Zz∗] (B.33)
Thus N equations (B.21) are reduced to just 3 equations (B.30) and (B.33). It should be































which is equivalent to the Watanabe-Strogatz transform (B.22) with γ = −2ρ/(1 +ρ2),Θ =
Φ − ψ,Ψk = ψk(0). Therefore, given an initial condition {θk(0)}, we can always find the
corresponding {ψk(0)} state and the initial conditions Z(0), and z(0) is determined by the
constraint (B.26). By integrating just three equations (B.30) and (B.33), z(t), ψ(t) can be
solved, and {ψk(t)}, {θk(t)} are determined. Thus the integration of N dimensional system




Temporal fluctuations of the Kuramoto order parame-
ter
Consider a finite Kuramoto system consists of a large number of oscillators (N  1). There
exist persistent fluctuations of the complex order parameter Z(t) even in this large but fi-
nite N . Symmetric sampling of {ωi} from a gaussian distribution g(ω) is assumed. Daido’s
system size expansion method is as followed. Let [130]
w(t) = Z(t)− Ẑ (C.1)
θi(t) = ψ̂i(t) + φi(t) (C.2)
where Ẑ and ψ̂i(t) is the complex order parameter and phase movement, respectively, of a
hypothetically infinite Kuramoto system. WhenN is large, Ẑ can be replaced by the time av-
erage 〈Z(t)〉 and w(t) should be small, after some initial transient period has passed. Except
at the critical point, correlation length is finite and the central limit theorem may be applied.



















and Z(t) = Ẑ + w(t) = Ẑ + w̃/
√
N . The tilde variables are rescaled in N .
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Hence the order parameter deviation is














































































































































In the subcritical disordered phase Ẑ = 0 and the dominant phase motion is ψi(t) = θi(0) +






























dt′[A−(t− t′)w(t′)−B(t+ t′)w∗(t′)] (C.16)
Here, the integrand involving B vanishes in the limit t → ∞ by the Riemann-Lebesgue





















2Γ−K ∝ (K −Kc)
−1. (C.19)
Hence the critical exponent of the temporal fluctuations of the order parameter yields as γ′ =
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1 at the subcritical side. Similarly, order parameter fluctuations diverge at the supercritical
side, but Daido’s calculation had yielded a different exponent γ = 1/4 [130]. There was
a controversy on this exponent value on the supercritical side. Recently, an intensive finite
















, f > 0. (D.2)









































































Following asymptotics of the beta function is useful.
β(m,n) ∼ Γ(n)m−n (D.12)
























for an integer n. The beta function kernel appears naturally in the calculation of the proba-
bility distribution of interevent times [51]. For example, for a random uncorrelated sequence
of events with occurrence probability p. The probability of waiting time interval z between
consecutive events is written as (1 − p)z−1p, which follows a Poisson distribution. For cor-
related sequence of events, a power law distribution can occur [51, 108]. For example, for
time dependent initiation p0(t) and selection p(t) probabilities, interevent time distribution






Drifting oscillator’s trajectory Use of order parameter decouples the Kuramoto equation
to a one-dimensional equation θ̇ = ω − KR sin(θ − ψ). We evaluate the trajectory of a
drifting oscillator |KR/ω| ≡ |a| < 1 for stationary (R,ψ),
∫
dθ























































We used the tangent half-angle and trigonometric substitutions t = tan(θ/2) = b tanφ,
and let a ≡ KRω , b ≡
√

















































, A > |B| > 0, (D.27)
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A−B sin θdθ = 0, A > |B| > 0. (D.28)
Combining the results of the previous two integrals, we find that a drifting oscillator’s con-



















Note in the above equation that the drifting oscillator contribution is odd in ω; which will
thus cancel pairwisely for symmetric distribution of natural frequencies g(ω) = g(−ω). In
such case, the imaginary part of the self-consistency equation vanishes.
Self-consistency equation Following indefinite integrals appear frequently in the self con-
sistency equation of the Kuramoto model
∫ √





1− x2 + arcsin(x)
)
+ c (D.30)∫ √
















Evaluation of sine The bottleneck in the numerical integration of Kuramoto model is in-
sistent evaluation of sines. For example in a fully connected network of size N , a naive add
up of pair interactions will call O(N2) sine evaluations. Instead, we may benefit from the
use of the order parameter. The total number of sine evaluations can be reduced to O(N) per
each time step.





sin(θj − θi), i = 1, · · · , N (E.1)
= ωi +KR sin(ψ − θi) (E.2)
The procedure is as followed:












R sin(ψ − θi)← zycj − zxsj . (E.5)
where zx = R cosψ, zy = R sinψ. For the sake of numerical accuracy and speed, sine
addition formula is very useful, rather than invoking further trigonometric function calls such
as ψ = arctan(zy/zx) and sin(ψ − θi).
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Modulo operation Modulo operations will cause truncation errors and should be used
sparingly. The phase variables need not be kept in range [0, 2π) every time step of the nu-
merical integration.
Solving the self consistency equation numerically Self consistency equation of the Ku-
ramoto system is obtained after assuming the steady state of the form Z(t) ∼ ReiΩt for the
complex synchronization order parameter. For a non-traveling solution Ω = 〈ωi〉 = 0, the
real self consistency equation of a finite system is written:














where the Heaviside Θ(x) denotes locked oscillators. We may either solve the above equation
for R at fixed values of {ωi} and K, or equivalently solve instead:
g(K;R,ωi) ≡ R− f(K,R, ωi) = 0 (E.7)
for K at given set of {ωi} and a positive R > 0. The later method is preferred, because
K(R) is usually single-valued while R(K) can become multivalued. Since the problem is
one-dimensional root finding, the solution can be roughly seeked by the bisection method
and polished using Newton’s method if necessary.
For a complex self consistency equation with nontrivial Ω 6= 〈ωi〉 = 0, we need to solve
the real and imaginary parts simultaneously and obtain both R and Ω.










































)2 to obtain the candidate solutions and then selecting out the
solutions. Or, the previous bisection scheme can be applied for K at fixed R,Ω, and {ωi},




[1] P. W. Anderson, “More is different,” Science 177 393 (1972).
[2] G. Parisi, “Complex systems: a physicist’s viewpoint,” Phys. A 263, 557 (1999).
[3] A. B. Harris, “Effect of random defects on the critical behaviour of Ising models,” J.
Phys. C 7, 1671 (1974).
[4] Y. Imry and S. K. Ma, “Random-field instability of the ordered state of continuous
symmetry,” Phys. Rev. Lett. 35, 1399 (1975).
[5] D. H. Kim, J. Park and B. Kahng, “Enhanced storage capacity with errors in scale-free
Hopfield neural networks: An analytical study,” PloS one 12 e0184683 (2017).
[6] S. Jang, J. S. Lee, S. Hwang, B. Kahng, “Ashkin-Teller model and diverse opinion phase
transitions on multiplex networks,” Phys. Rev. E 92, 022110 (2015).
[7] B. C. Coutinho, A. V. Goltsev, S. N. Dorogovtsev and J. F. F. Mendes, “Kuramoto model
with frequency-degree correlations on complex networks,” Phys. Rev. E 87, 032106
(2013).
[8] Y. Kuramoto, in International Symposium on Mathematical Problems in Theoretical
Physics, edited by H. Araki, Lecture Notes in Physics, Vol. 30 (Springer, New York,
1975).
[9] A. T. Winfree, The Geometry of Biological Time (Springer, Berlin, 1980).
[10] E. A. Martens, E. Barreto, S. H. Strogatz, E. Ott, P. So, T. M. Antonsen, “Exact results
for the kuramoto model with a bimodal frequency distribution,” Phys. Rev. E 79, 026204
(2009).
153
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특히 하이브리드 여과 상전이(percolation hybrid transition)와 하이브리드 동기화 상전이
(synchronization hybrid transition)를중점적으로살펴본다.여과상전이의경우연쇄파급
과정(cascade process)과 클러스터 성장 과정(merging process)에서 각기 다른 종류의 하
이브리드 상전이가 일어난다. 구라모토 진동자들의 동기화 상전이에서는 고유진동수의
167
분포에 따라 연속, 불연속, 하이브리드 상전이가 가능한데, 하이브리드 상전이는 분포가
납작해지는 경우에 발생한다. 또한 어떤 순위(ranking)에 따라 두 개의 그룹으로 나뉘어
제한된상호작용을하는경우에도하이브리드동기화상전이가가능하다.특히이러한메
커니즘은여러모형에서보편적(universal)으로나타나기도하는데,이를바탕으로비평형
복잡계에서의하이브리드상전이를분류해볼수있다.
주요어 :하이브리드상전이,복잡계,여과상전이,동기화상전이,구라모토모형,제한된
여과모형,제한된동기화모형
학번 : 2014-21361
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