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A variety of new measures of quantum Re´nyi mutual information and quantum Re´nyi
conditional entropy have recently been proposed, and some of their mathematical properties
explored. Here, we show that the Re´nyi mutual information attains operational meaning in
the context of composite hypothesis testing, when the null hypothesis is a fixed bipartite state
and the alternative hypothesis consists of all product states that share one marginal with the
null hypothesis. This hypothesis testing problem occurs naturally in channel coding, where
it corresponds to testing whether a state is the output of a given quantum channel or of a
“useless” channel whose output is decoupled from the environment. Similarly, we establish an
operational interpretation of Re´nyi conditional entropy by choosing an alternative hypothesis
that consists of product states that are maximally mixed on one system. Specialized to
classical probability distributions, our results also establish an operational interpretation of
Re´nyi mutual information and Re´nyi conditional entropy.
1. INTRODUCTION
In order to distill useful measures of Re´nyi mutual information and Re´nyi conditional entropy
from a plethora of possible definitions, it is important to find out which definitions correspond
to relevant operational quantities. As such an operational task, let us consider how efficiently an
arbitrary bipartite correlated quantum state ρAB on systems A and B can be distinguished from
product states when the marginal of ρAB on A is known to be ρA. This problem can be regarded
as the problem of detecting correlations in the state ρAB . More precisely, we want to consider the
minimal probability that we erroneously select the state ρAB when the actual state is a product
state of the form ρA⊗σB, under a constraint for the opposite error. This problem can be studied as
the Hoeffding bound and Stein’s lemma for the following sequence of binary composite hypothesis
testing problems for n ∈ N:
null hypothesis: The state is ρ⊗nAB.
alternative hypothesis: The state is of the form ρ⊗nA ⊗ σBn with σBn any state on B⊗n.
The literature on quantum hypothesis testing is mostly focused on hypothesis testing against a
simple hypothesis [1, 21, 26, 31, 34, 35, 38–40, 42–45, 55], except for the papers [6, 20, 30].
The above hypothesis test figures prominently when analyzing various channel coding questions
in classical [22, 49, 57] as well as quantum information processing [25]. This connection is partic-
ularly important when analyzing how much information can be transmitted with a single use of a
quantum channel [33, 58] or when approximating how much information can be transmitted with
finitely many uses of the channel [14, 56]. There, the problem is specified by a description of a
channel EA′→B and a bipartite state ρAA′ where the system A constitutes an environment of the
channel, A′ is the channel input, and B its output. We are given an unknown state on n copies of
A and B and consider the following two hypotheses.
null hypothesis: The state is the output of n uses of the channel EA′→B, namely the state is
exactly ρ⊗nAB where ρAB := EA′→B[ρAA′ ].
2alternative hypothesis: The state is the output of a “useless” channel and decoupled from the
environment, namely it is of the form ρ⊗nA ⊗ σBn with σBn any state on n copies of B.
Polyanskiy [48, Sec. II] discusses the classical special case of this hypothesis testing problem.
A hypothesis test for this problem is a binary positive operator-valued measure {QAnBn , 1AnBn−
QAnBn} on the n copies of the systems A and B, determined by an operator 0 ≤ QAnBn ≤ 1AnBn .
If the first event (corresponding to QAnBn) occurs we select the null hypothesis, and in case the
second event (corresponding to 1AnBn −QAnBn) occurs we select the alternative hypothesis. The
error of the first kind, αn(QAnBn), is defined as the probability with which we wrongly conclude
that the alternative hypothesis is correct even if the state is ρ⊗nAB , given by
αn(QAnBn) = tr[ρ
⊗n
AB(1AnBn −QAnBn)]. (1.1)
Conversely, the error of the second kind, βn(QAnBn), is defined as the probability with which we
wrongly conclude that the null hypothesis is correct even if the state is of the form ρ⊗nA ⊗ σBn for
some σBn , given by
βn(QAnBn) = max
σBn
tr[ρ⊗nA ⊗ σBn QAnBn ], (1.2)
where the maximum is taken over all states σBn on n copies of B.
Main Results. The main contribution of this paper is an asymptotic analysis of the fundamental
trade-off between these two errors as n goes to infinity. To investigate this trade-off, we ask the
following questions: let us assume that our test is such that βn(QAnBn) ≤ exp(−nR), what is
the minimum value of αn(QAnBn) we can achieve? The answer is different depending on whether
R is smaller or larger than the mutual information between A and B, denoted I(A : B)ρ. If
R < I(A :B)ρ, we show that the minimal error of the first kind vanishes exponentially fast in n.
This implies a quantum Stein’s lemma [26] for the above composite hypothesis testing problem.
More formally, we define
αˆn(nR) = min
0≤QAnBn≤1
{
αn(QAnBn)
∣∣∣ βn(QAnBn) ≤ exp(−nR)} (1.3)
and investigate the exact exponent with which this error vanishes as n goes to infinity, yielding a
quantum Hoeffding bound [21, 39] for our composite hypothesis testing problem. We find that the
exponents are determined by the Re´nyi mutual information, defined as
Iα(A :B)ρ = min
σB
Dα(ρAB‖ρA ⊗ σB), for α ∈ (0, 1), (1.4)
where Dα(ρ‖σ) := 1α−1 log tr
[
σ
1−α
2 ρασ
1−α
2
]
is the Re´nyi relative entropy first investigated by Petz
(see, e.g. [46]) and the minimization is over all states σB on B. We obtain
lim
n→∞
{
− 1
n
log αˆn(nR)
}
= sup
s∈(0,1)
{
1− s
s
(
Is(A :B)ρ −R
)}
. (1.5)
On the other hand, if R > I(A :B)ρ, we show that αˆn(nR) must approach one exponentially
fast in n. This implies the strong converse for quantum Stein’s lemma [45] for our problem. We
then find the exact exponents (also called strong converse exponenents, see [20, Ch. 3] and [34, 45])
with which the error of the first kind goes to one as n goes to infinity and we find that in our case
the exponent is determined by the sandwiched Re´nyi mutual information [4, 17], given as
I˜α(A :B)ρ = min
σB
D˜α(ρAB‖ρA ⊗ σB), for α > 1, (1.6)
3where D˜α(ρ‖σ) := 1α−1 log tr
[(
σ
1−α
2α ρσ
1−α
2α
)α]
is the (sandwiched) Re´nyi divergence [37, 59]. We
obtain
lim
n→∞
{
− 1
n
log
(
1− αˆn(nR)
)}
= sup
s>1
{
s− 1
s
(
R− I˜s(A : B)ρ
)}
. (1.7)
Hence, we show that the above composite hypothesis testing problem yields an operational
interpretation for different definitions of the Re´nyi mutual information for the two ranges of α,
paralleling the observation in [34].
Finally, we also perform a second order analysis for quantum Stein’s lemma [31, 55] and show
that the minimal error of the first kind converges to a constant if βn(QAnBn) ≤ exp(−nI(A :
B)ρ −
√
nr) for some r ∈ R. Then, for any r ∈ R, we have
lim
n→∞
{
αˆn
(
nI(A :B)ρ +
√
n r
)}
= Φ
(
r√
V (A :B)ρ
)
, (1.8)
where Φ is the cumulative standard normal (Gaussian) distribution and
V (A :B)ρ := tr
[
ρAB
(
log ρAB − log ρA ⊗ ρB − I(A :B)ρ
)2]
. (1.9)
is the mutual information variance.
Analogously, an operational interpretation for conditional Re´nyi entropies is established by
considering the following binary hypotheses testing problem, which is motivated by the task of
decoupling of quantum states. The problem is specified by a description of a state ρAB . Given an
unknown state on A and B, consider the following two hypotheses:
null hypothesis: The state is the n-fold product of ρAB , namely ρ
⊗n
AB.
alternative hypothesis: The state is uniform on An and decoupled form Bn, i.e. it is of the form
pi⊗nA ⊗ σBn , where piA is the fully mixed state on A.
The same analysis as above applied to this problem reveals that the exponents in the quantum
Hoeffding bound are determined by the Re´nyi conditional entropies defined as [54]
H↑α(A|B)ρ = −minσB Dα(ρAB‖1A ⊗ σB), for α ∈ (0, 1) , (1.10)
and the strong converse exponents are determined by the sandwiched conditional Re´nyi en-
tropies [37]
H˜↑α(A|B)ρ = −minσB D˜α(ρAB‖1A ⊗ σB), for α > 1 . (1.11)
Related Work. Complementary and concurrent to this work, Cooney et al. [11] investigated
the strong converse exponents for a similar hypothesis testing problem when adaptive strategies
are allowed—however, they did not treat the case of a composite alternative hypothesis and they
also did not analyze the error exponents in the quantum Hoeffding bound.
Our proof of the strong converse exponents parallels the development in a very recent preprint
by Mosonyi and Ogawa [35]. There, the authors consider correlated states and use the Ga¨rtner-Ellis
theorem of classical large deviation theory in order to investigate the asymptotic error exponents
in the presence of correlations. Here, we are not interested in correlated states per se, but our
proof technique based on pinching naturally leads us to a classical hypothesis testing problem with
correlated distributions, for which the Ga¨rtner-Ellis theorem again provides the right solution. The
main difference from their paper is the composite alternative hypothesis, which is not discussed in
[35]. To derive the strong converse exponents even for the composite alternative hypothesis, we
combine the pinching method and the irreducible decomposition. This idea was firstly initiated by
[18] and was developed in [19, 55].
4Outline. The remainder of this paper is structured as follows. In Section 2 we introduce the
necessary notation and mathematical preliminaries, and we discuss some properties of the Re´nyi
divergence. We believe that Lemma 3 and Corollary 4 may be of independent interest. In Section 3
we define the generalized Re´nyi mutual information (which formally generalizes both Re´nyi mutual
information and Re´nyi conditional entropy) and discuss various properties, including a duality
relation and additivity. Most importantly, in Proposition 8, we show that it can be represented as
an asymptotic limit of classical Re´nyi divergences.
Then, in Section 4 we formally define the composite hypothesis test we consider and the required
operational quantities. In doing so, we introduce a slightly more general problem that includes
the two hypothesis testing problems discussed previously as special cases. In Section 5 we prove
an analogue of the quantum Hoeffding bound that establishes the operational meaning for Re´nyi
mutual information and Re´nyi conditional entropy for α < 1. Moreover, in Section 6 we find the
strong converse exponents for our problem, yielding an operational meaning for the Re´nyi mutual
information and Re´nyi conditional entropy for α > 1. As in the non-composite case, for α > 1 the
relevant Re´nyi divergence is the “sandwiched” Re´nyi divergence.
We conclude our treatment of this problem by considering the second order asymptotics in Sec-
tion 7. This section is interesting on its own since it provides a new and more intuitive proof of
the achievability of the second order that also easily adapts to non-composite hypothesis testing.
2. NOTATION AND PRELIMINARIES
We model quantum systems, denoted by capital letters (e.g., A, B), by finite-dimensional Hilbert
spaces (e.g., HA, HB). Moreover, A
n denotes a quantum system composed of n copies of the
system A, modeled by an n-fold tensor product of Hilbert spaces, HAn = H
⊗n
A . We denote by
U(A), H(A) and P(A) the set of unitary, Hermitian, and positive semi-definite operators acting
on HA, respectively. We denote the identity operator on HA by 1A and the partial trace by
trA. Furthermore, we use |A| to denote the dimension of the Hilbert space HA. Finally for
L,R ∈ P(A), the shorthand L × R = √LR√L is often used, and clearly L × R ∈ P(A). For two
Hermitian operators L,K ∈ H(A), we write L ≤ K if and only if K − L ∈ P(A) and we write
L≪ K if the support of L is contained in the support of K.
Let S(A) be the set of quantum states, i.e., S(A) := {ρA ∈ P(A) | tr[ρA] = 1}, where tr denotes
the trace. Given a bipartite state ρAB ∈ S(AB), we denote by ρA = trB[ρAB ] its marginal on
A. We consequently use subscripts to indicate which physical system an operator acts on. Finally,
piA ∈ S(A) denotes the maximally mixed state given by piA = 1A/|A|.
A. Projectors and Pinching
We write {L ≥ K} = 1−{L < K} for the projector onto the subspace spanned by eigenvectors
corresponding to non-negative eigenvalues of L−K. By definition we have (L−K){L ≥ K} ≥ 0,
and, thus, L{L ≥ K} ≥ K{L ≥ K}. For any unitary V , we further have
V {L ≥ K}V † = {V LV † ≥ V KV †}. (2.1)
We will also use an inequality by Audenaert et al. [1, Thm. 1], which can be conveniently stated
as follows [3, Eq. (24)]. Let L and K be positive semi-definite and s ∈ (0, 1). Then,
tr[LsK1−s] ≥ tr [K{L ≥ K}] + tr [L{L < K}] . (2.2)
5For any Hermitian L, we write its spectral decomposition as L =
∑
λ∈spec(L) λP
L,λ, where PL,λ
are projectors and spec(L) ⊂ R is its discrete spectrum. We denote by PL the pinching map for
this spectral decomposition, i.e. the following completely positive trace-preserving map:
PL : K 7→
∑
λ∈spec(L)
PL,λKPL,λ . (2.3)
B. Permutation Invariance and Universal State
We will use the following observation from the representation theory of the group Sn of per-
mutations of n elements. Let UAn : Sn 7→ U(An) denote the natural unitary representation of Sn
that permutes the subsystems A1, A2, . . . , An. An operator LAn is called permutation invariant if
it satisfies UAn(pi)LAnUAn(pi)
† = LAn for all pi ∈ Sn. Similarly, we say that LAn is invariant under
(n-fold) product unitaries if it satisfies V ⊗nA LAnV
†⊗n
A = LAn for all VA ∈ U(A).
Lemma 1. Let A be a system with |A| = d. For all n ∈ N there exists a state ωnAn ∈ S(An), which
we call universal state, such that the following holds:
1. For all permutation invariant states τAn ∈ S(An), we have
τAn ≤ gn,d ωnAn with gn,d =
(
n+ d2 − 1
n
)
≤ (n+ 1)d2−1 . (2.4)
2. The universal state has the form
ωnAn =
⊕
λ∈Λn,d
pλ
P λAn
tr(P λAn)
, (2.5)
where Λn,d is the set of Young diagrams of size n and depth d and satisfies |Λn,d| ≤ (n+1)d−1,
{P λAn}λ are mutually orthogonal projectors and {pλ}λ is a probability distribution.
3. The state ωnAn is permutation invariant and invariant under n-fold product unitaries, and
commutes with all permutation invariant states.
Note that a related construction is presented in [10], and we refer the reader to [9, 24] for
a thorough discussion of group representation theory in the context of quantum information. A
different explicit construction of such a universal state is also proposed in [23, Sec. 3], but the
constant given there instead of gn,d is not optimal.
Proof. Since τAn is invariant under permutations, it has a purification τAnA′n in the symmetric
subspace of (HA ⊗HA′)⊗n where HA′ ≡ HA are isomorphic (see, e.g., [50, Lem. 4.2.2.]). Recall
that the symmetric subspace is spanned by all vectors in (HA ⊗HA′)⊗n that are invariant under
UAnA′n(pi) for all pi ∈ Sn. Now let P symmAnA′n denote the projector onto this symmetric subspace, and
its dimension by gn,d. Then,
τAnA′n ≤ P symmAnA′n , and P symmAnA′n =
1
|Sn|
∑
pi∈Sn
UAn(pi)⊗ UA′n(pi) . (2.6)
Let us now define the universal state as
ωnAn :=
1
gn,d
trA′n
[
P symmAnA′n
]
=
1
gn,d|Sn|
∑
pi∈Sn
tr[UA′n(pi)]UAn(pi) . (2.7)
6The state clearly has the desired first property, due to (2.6). Moreover, it is evident from (2.7) that
ωnAn is invariant under permutations and product unitaries. By the Schur-Weyl duality the natural
representation of Sn×U(A) given by pi×VA 7→ UAn(pi) ·V ⊗nA decomposes into different irreducible
representations labelled by the Young diagrams in Λn,d and Schur’s lemma thus ensures that ω
n
An
is of the form given in (2.5).
The number |Λn,d| is upper bounded by the number of types of strings of length n with d
symbols, which in turn is bounded by (n+ 1)d−1. (See, e.g., [23, Eq. (1)]).
Finally, note that all irreducible representations of Sn of a type λ are contained in the support
of P λAn . Thus, by Schur’s Lemma every permutation invariant state τAn can be written in the
block-diagonal form τAn =
⊕
λ∈Λn,d τ
λ
An , where τ
λ
An ≪ P λAn . We conclude the proof by noting that
states of this form commute with ωnAn .
C. Re´nyi Divergence
Let us define the following two families of Re´nyi divergences for α ∈ (0, 1) ∪ (1,∞). For any
quantum state ρ ∈ S(A) and positive semi-definite operator σ ∈ P(A), we define the Re´nyi relative
entropy [46] and the (sandwiched) Re´nyi divergence [37, 59], respectively, as follows. If either α < 1
and ρ 6⊥ σ or α > 1 and ρ≪ σ, we define
Dα(ρ‖σ) := 1
α− 1 log tr
[
σ
1−α
2 ρασ
1−α
2
]
and (2.8)
D˜α(ρ‖σ) := 1
α− 1 log tr
[(
σ
1−α
2α ρσ
1−α
2α
)α]
, (2.9)
and else we set Dα(ρ‖σ) = D˜α(ρ‖σ) =∞. Here and hereafter we employ the generalized inverse to
take negative powers of positive operators that do not have full support. Note that both definitions
are continuous functions onto the extended positive real axis R∪ {+∞}. (See, e.g., [37, Lem. 13].)
The data-processing inequality states that for any completely positive trace preserving map
E , we have Dα(ρ‖σ) ≥ Dα(E(ρ)‖E(σ)) for α ∈ [0, 2] [47] and D˜α(ρ‖σ) ≥ D˜α(E(ρ)‖E(σ)) for
α ∈ [12 ,∞) [4, 16, 37]. We also note the following consequence of the data-processing inequality:
Lemma 2. For any states ρ ∈ S(A), σ ∈ S(A′), and any isometry U : HA → HA′ , we have
Dα(ρ‖U †σU) ≤ Dα(UρU †‖σ) if α ∈ [0, 2] (2.10)
D˜α(ρ‖U †σU) ≤ D˜α(UρU †‖σ) if α ∈
[1
2
,∞
)
. (2.11)
Proof. Define the projector onto the image of U as PA′ = UU
†. Then we leverage on the data-
processing inequality for the map X 7→ PA′XPA′ + (1A′ − PA′)X(1A′ − PA′) to find
Dα(UρU
†‖σ) ≥ Dα
(
PA′UρU
†PA′
∥∥PA′σPA′ + (1A′ − PA′)σ(1A′ − PA′)) (2.12)
= Dα(UρU
†‖UU †σUU †) (2.13)
= Dα(ρ‖U †σU) (2.14)
for α ∈ [0, 2]. The analogous argument for D˜α and α ∈ [12 ,∞) concludes the proof.
The two families of divergences coincide when ρ and σ commute. For α ∈ {0, 1,∞} we define
Dα(ρ‖σ) and D˜α(ρ‖σ) as the corresponding limit. The relative entropy emerges when we take the
limit α→ 1 in both cases, namely [37, 59]
lim
α→1
D˜α(ρ‖σ) = lim
α→1
Dα(ρ‖σ) = tr
[
ρ(log ρ− log σ)] =: D(ρ‖σ) . (2.15)
7Some special cases of these entropies, in particular D0(ρ‖σ) and D˜∞(ρ‖σ) have previously been
discussed in [13] and are based on Renner’s min- and max-entropy [50]. A comprehensive overview
of other special cases is given in [37].
For the second order analysis we will employ the information variance [31, 55], given as
V (ρ‖σ) := tr
[
ρ
(
log ρ− log σ −D(ρ‖σ))2] . (2.16)
In particular, we will use the fact that [32, Props. 4–5] (see also [53])
∂
∂α
Dα(ρ‖σ)
∣∣∣∣
α=1
=
∂
∂α
D˜α(ρ‖σ)
∣∣∣∣
α=1
=
1
2 log e
V (ρ‖σ). (2.17)
Let | spec(σ)| denote the number of mutually different eigenvalues of σ. The following property
of the sandwiched Re´nyi divergence is crucial for our derivations:
Lemma 3. Let ρ ∈ S and σ ∈ P. For all α ≥ 0, we have
D˜α(Pσ(ρ)‖σ) ≤ D˜α(ρ‖σ) ≤ D˜α(Pσ(ρ)‖σ) +
{
log | spec(σ)| if α ∈ [0, 2]
2 log | spec(σ)| if α > 2 . (2.18)
Since Pσ(σ) = σ, the first inequality is a special case of the data-processing inequality. This
special case was first established in [37, Prop. 14]. The second inequality contains Hiai-Petz’s
evaluation [26] as the special case with α = 1.
Proof. It suffices to show the inequalities for the case were all quantities are finite as they otherwise
hold trivially due to the fact that ρ≪ σ ⇐⇒ Pσ(ρ) ≪ σ and ρ ⊥ σ ⇐⇒ Pσ(ρ) ⊥ σ. To derive
the upper bound for α ∈ (1, 2], we write
exp
(
(α− 1)D˜α(ρ‖σ)
)
= tr
[(
σ
1−α
2α ρσ
1−α
2α
)α−1
σ
1−α
2α ρσ
1−α
2α
]
(2.19)
≤ tr [(σ 1−α2α | spec(σ)|Pσ(ρ)σ 1−α2α )α−1σ 1−α2α ρσ 1−α2α ] (2.20)
= | spec(σ)|α−1 tr [(σ 1−α2α Pσ(ρ)σ 1−α2α )α−1σ 1−α2α Pσ(ρ)σ 1−α2α ] (2.21)
= | spec(σ)|α−1 exp ((α− 1)D˜α(Pσ(ρ)‖σ)). (2.22)
To establish (2.20), we use [20, Lem. 9] which states that
ρ ≤ | spec(σ)| Pσ(ρ) (2.23)
and, since the function x 7→ xα−1 is operator monotone for α ∈ (1, 2),(
σ
1−α
2α ρσ
1−α
2α
)α−1 ≤ | spec(σ)|α−1 (σ 1−α2α Pσ(ρ)σ 1−α2α )α−1. (2.24)
An analogous argument, with the opposite inequality (2.20), holds for α ∈ (0, 1). Thus, for all
α ∈ (0, 1) ∪ (1, 2], we conclude that
D˜α(ρ‖σ) ≤ D˜α(Pσ(ρ)‖σ
)
+ log | spec(σ)|. (2.25)
To get an upper bound for α > 2 we observe that
exp
(
(α− 1)D˜α(ρ‖σ)
)
= tr
[(
σ
1−α
2α ρσ
1−α
2α
)α]
(2.26)
≤ | spec(σ)|α tr [(σ 1−α2α Pσ(ρ)σ 1−α2α )α] (2.27)
since A ≤ B implies tr[f(A)] ≤ tr[f(B)] for every monotonically increasing function f . Thus,
D˜α(ρ‖σ) ≤ D˜α(Pσ(ρ)‖σ
)
+
α
α− 1 log | spec(σ)| ≤ D˜α(Pσ(ρ)‖σ
)
+ 2 log | spec(σ)|. (2.28)
Finally, note that the inequality thus also holds for the limiting cases α ∈ {0, 1,∞}.
8Note that if σ has k different eigenvalues, the number of different eigenvalues of σ⊗n is upper
bounded by
(
n+k−1
k−1
) ≤ (n + 1)d−1 (see, e.g., [12]). As a direct consequence of this and Lemma 3,
we find
Corollary 4. Let ρ ∈ S and σ ∈ P. For all α ≥ 0, we have
lim
n→∞
{
1
n
Dα
(Pσ⊗n(ρ⊗n)∥∥σ⊗n)} = D˜α(ρ‖σ) . (2.29)
This extends a prior result by Mosonyi and Ogawa in [34] to all α ≥ 0, and includes Hiai-Petz’s
result [26] as the case with α = 1.
3. GENERALIZED RE´NYI MUTUAL INFORMATION
We state our results in a general form that allows us to treat mutual information and conditional
entropies at the same time. The more common definitions of the Re´nyi mutual information and
the Re´nyi conditional entropies can then be recovered as special cases.
A. Definitions and Basic Properties
The mutual information can be expressed in different forms. Let ρAB ∈ S(AB) be a bipartite
state, then the mutual information is given as
I(A :B)ρ := D(ρAB‖ρA ⊗ ρB) = min
σB∈S(B)
D(ρAB‖ρA ⊗ σB) (3.1)
= min
τA∈S(A),
σB∈S(B)
D(ρAB‖τA ⊗ σB). (3.2)
The latter two equalities essentially follow by the chain rule D(ρAB‖τA⊗σB) = D(ρAB‖ρA⊗ρB)+
D(ρA‖τA) + D(ρB‖σB) and the positive definiteness of the relative entropy, which in particular
implies that the minimizers are given by the marginals ρA and ρB .
Clearly, this allows for various, potentially different extensions to α 6= 1. In this work we mostly
focus on the expression on the right hand side of (3.1). Let us therefore define the generalized
Re´nyi mutual information and the generalized sandwiched Re´nyi mutual information for a state
ρAB ∈ S(AB) and any τA ≥ 0 such that τA ≫ ρA as follows:
Iα(ρAB‖τA) := inf
σB∈S(B)
Dα(ρAB‖τA ⊗ σB) , (3.3)
I˜α(ρAB‖τA) := inf
σB∈S(B)
D˜α(ρAB‖τA ⊗ σB) . (3.4)
It is easy to verify that the infimum in the above definitions can be replaced by a minimum since
the divergences are lower semi-continuous in σB (as can verified immediately from the definition
in the finite-dimensional case). Moreover, without loss of generality, we can always restrict the
spaces HA and HB to the supports of ρA and ρB, respectively, as a consequence of Lemma 2 when
α satisfies the constraints given there. For later reference, we also define
V (ρAB‖τA) := V (ρAB‖τA ⊗ ρB). (3.5)
Note that the Re´nyi mutual information and the sandwiched Re´nyi mutual information [4, 17]
is recovered by choosing τA = ρA, namely we define
I↓α(A :B)ρ := Iα(ρAB‖ρA) , and I˜↓α(A :B)ρ := I˜α(ρAB‖ρA) . (3.6)
9Similarly, we define the Re´nyi conditional entropy [54] and the sandwiched Re´nyi conditional
entropy [37] by choosing τA = 1A. Using the notation of [54], we have
H↑α(A|B)ρ := −Iα(ρAB‖1A) = log |A| − Iα(ρAB‖piA) and (3.7)
H˜↑α(A|B)ρ := −I˜α(ρAB‖1A) = log |A| − I˜α(ρAB‖piA) . (3.8)
B. Characterization of the Minimizers
Specializing the definitions in (3.3) and (3.4) to α = 1, we find that
I(ρAB‖τA) := min
σB∈S(B)
D(ρAB‖τA ⊗ σB) = D(ρAB‖τA ⊗ ρB) , (3.9)
i.e. the minimizer is given by the marginal ρB at α = 1 as noted above. For Iα(ρAB‖τA) and
general α we can determine the minimizer using a quantum Sibson’s identity (see [51, Lem. 3 in
Suppl. Mat.]), which yields the unique minimizer of (3.3) for all α. Namely,
Iα(ρAB‖τA) = Dα(ρAB‖τA ⊗ σ∗B(α)) with σ∗B(α) :=
(
trA
[
τ1−αA ρ
α
AB
]) 1
α
tr
[ (
trA
[
τ1−αA ρ
α
AB
]) 1
α
] . (3.10)
Such a characterization is harder to find for the minimizer in (3.4). The following lemma,
proved in Appendix C, provides a characterization of the minimizer for general α as a fixed-point
of a peculiar non-linear map.
Lemma 5. Let ρAB ∈ S(AB) and τA ≥ 0 such that τA ≫ ρA and α ≥ 12 . Then there exists a
unique state σ˜∗B(α)≫ ρB such that
σ˜∗B(α) =
trA
[((
τA ⊗ σ˜∗B(α)
) 1−α
2α ρAB
(
τA ⊗ σ˜∗B(α)
) 1−α
2α
)α]
tr
[((
τA ⊗ σ˜∗B(α)
) 1−α
2α ρAB
(
τA ⊗ σ˜∗B(α)
) 1−α
2α
)α] . (3.11)
which satisfies I˜α(ρAB‖τA) = D˜α(ρAB‖τA ⊗ σ˜∗B(α))
For α = 1 the fixed-point of this map is clearly given uniquely by σ˜∗B(1) = ρB , as expected.
C. Duality Relations
We will take advantage of the following duality relation for the mutual information:
Lemma 6. Let ρAB ∈ S(AB), τA ≥ 0 such that τA ≫ ρA. Then, for any purification ρABC of
ρAB, we have
I˜α(ρAB‖τA) = −I˜β(ρAC‖τ−1A ) , for α, β ∈
[
1/2,∞), α−1 + β−1 = 2, (3.12)
Iα(ρAB‖τA) = −D˜β(ρAC‖τ−1A ⊗ ρC) for α ∈ [0,∞), β = α−1, (3.13)
Dα(ρAB‖τA ⊗ ρB) = −Dβ(ρAC‖τ−1A ⊗ ρC) for α, β ∈ [0, 2], α+ β = 2, (3.14)
where the inverse is taken on the support of τA.
The first equation is a rather straightforward generalization of the duality relation for the
conditional Re´nyi entropy that was recently established independently in [37, Thm. 10] and in [4].
The second equation similarly generalizes the duality relation in [54, Thm. 2]. We provide a proof
in Appendix B for completeness.
Finally, combining (2.17) and (3.14), we find
V (ρAC‖τ−1A ) = V (ρAB‖τA). (3.15)
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D. Additivity
We are interested in the additivity of the mutual informations Iα and I˜α, which follow imme-
diately from the duality relations established in the previous section. To see this, note that the
inequality trivially holds in one direction by definition—the other direction then follows by apply-
ing the duality relation on both sides for a product purification. (We note that a simple extension
of [4, Th. 10 and 11] also establishes that I˜α(ρAB‖τA) is additive.)
Lemma 7. Let ρAB ∈ S(AB), ωA′B′ ∈ S(A′B′), and τA, κA′ ≥ 0 with τA ≫ ρA, κA′ ≫ ωA′. Then,
Iα
(
ρAB ⊗ ωA′B′‖τA ⊗ κA′
)
= Iα(ρAB‖τA) + Iα(ωA′B′‖κA′), for α ≥ 0, and (3.16)
I˜α
(
ρAB ⊗ ωA′B′‖τA ⊗ κA′
)
= I˜α(ρAB‖τA) + I˜α(ωA′B′‖κA′), for α ≥ 1
2
. (3.17)
So, in particular, we find that the mutual information quantities I↓α(A :B)ρ and I˜
↓
α(A :B)ρ as
well as the conditional entropies H↑α(A|B) and H˜↑α(A|B) are additive for product states (for the
ranges of α indicated in the lemma).
E. Uniform Asymptotic Achievability
The following result forms the core of our proof for the achievability of the strong converse
exponent. It establishes that the mutual information I˜α(ρAB‖τA) can be expressed as a limit of
classical Re´nyi divergences. More precisely, we have the following.
Proposition 8. Let ρAB ∈ S(AB) and τA ∈ S(A) such that τA ≫ ρA. For any α ≥ 12 , we have
1
n
Dα
(Pτ⊗nA ⊗ωnBn (ρ⊗nAB)∥∥ τ⊗nA ⊗ ωnBn) = I˜α(ρAB‖τA) +O
(
log n
n
)
, (3.18)
where ωnBn is the universal state of Lemma 1. Moreover, the implied constants are independent of
α.
Proof. For any σB ∈ S(B), employing the data-processing inequality we find
D˜α
(Pτ⊗nA ⊗ωnBn (ρ⊗nAB)∥∥ τ⊗nA ⊗ ωnBn) ≤ D˜α(ρ⊗nAB ∥∥ τ⊗nA ⊗ ωnBn) (3.19)
≤ D˜α
(
ρ⊗nAB
∥∥ τ⊗nA ⊗ σ⊗nB )+ log gn,d, (3.20)
where we used [37, Prop. 5] in the last step and set d = max{|A|, |B|} for later convenience. Then,
1
n
D˜α
(Pτ⊗nA ⊗ωnBn (ρ⊗nAB)∥∥ τ⊗nA ⊗ ωnBn) ≤ minσB∈S(B) D˜α(ρAB ∥∥ τA ⊗ σB)+ log gn,dn (3.21)
= I˜α(ρAB‖τA) +
log gn,d
n
. (3.22)
The upper bound then follows from the fact that gn,d grows polynomially in n. For the lower
bound, we first invoke Lemma 3, which yields
D˜α
(Pτ⊗nA ⊗ωnBn (ρ⊗nAB)∥∥ τ⊗nA ⊗ ωnBn) ≥ D˜α(ρ⊗nAB ∥∥ τ⊗nA ⊗ ωnBn)− log (vτ⊗nA ⊗ωnBn ) (3.23)
≥ I˜α
(
ρ⊗nAB
∥∥ τ⊗nA )− log (vτ⊗nA ⊗ωnBn ). (3.24)
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where we use the shorthand notation vσ = | spec(σ)|. Next, we recall that Lemma 7 establishes
the additivity of I˜α, in particular I˜α(ρ
⊗n
AB ‖ τ⊗nA ) = nI˜α(ρAB‖τA). Thus, we have
1
n
D˜α
(Pτ⊗nA ⊗ωnBn (ρ⊗nAB)∥∥ τ⊗nA ⊗ ωnBn) ≥ I˜α(ρAB‖τA) + log
(
vτ⊗nA ⊗ωnBn
)
n
. (3.25)
Finally, note that vτ⊗nA ⊗ωnBn ≤ vτ⊗nA vωBn ≤ (n+ 1)
2(d−1) to conclude the proof.
It is important that the correction terms in the above derivation are of the order o
(
n−
1
2
)
. This
allows for the following corollary.
Corollary 9. For any t ∈ R, we have
lim
n→∞
{
t√
n
(
D1+ t√
n
(
Pτ⊗nA ⊗ωnBn (ρ
⊗n
AB)
∥∥∥ τ⊗nA ⊗ ωnBn)− nI(ρAB‖τA))} = t22 log eV (ρAB‖τA) .
(3.26)
Proof. According to Proposition 11 below, the Taylor expansion of I˜α(ρAB‖τA) for α close to 1 is
I˜α(ρAB‖τA) = D(ρAB‖τA ⊗ ρB) + (α− 1)
2 log e
V (ρAB‖τA ⊗ ρB) + o ((α− 1)) . (3.27)
Substituting this into (3.18) with α = 1 + t√
n
yields the desired limit.
In particular this establishes that the function α 7→ I˜α(ρAB‖τA) is a pointwise limit of a sequence
of classical Re´nyi divergences and the convergence is uniform in α. From this we deduce that the
function inherits continuity and monotonicity from the classical analgue.
Corollary 10. The function α 7→ I˜α(ρAB‖τA) is continuous and monotonically increasing. More-
over, the function t 7→ tI˜1+t(ρAB‖τA) is continuous and convex.
Clearly these results immediately specialize to I˜↓α(A :B)ρ and H˜α(A|B)ρ.
F. Differentiability in α
The argument used to derive Corollary 10 does not suffice to establish differentiability of the
sandwiched Re´nyi mutual information.
Proposition 11. Let ρAB ∈ S(AB) and τA ∈ S(A) such that τA ≫ ρA. Then, the function
α 7→ I˜α(ρAB‖τA) is continuously differentiable for α ≥ 12 with
d
dα
I˜α(ρAB‖τA) = ∂
∂α
D˜α(ρAB‖τA ⊗ σB)
∣∣∣
σB=σ˜
∗
B(α)
, (3.28)
where σ˜∗B(α) is the optimizer in Lemma 5. In particular,
d
dα I˜α(ρAB‖τA)
∣∣
α=1
= 12 log(e)V (ρAB‖τA).
Let us remark that continuity of α 7→ I˜α(ρAB‖τA) also follows from the fact that α 7→
D˜α(ρAB‖τA ⊗ σB) is continuous and the duality relation in Lemma 6. However, due to the opti-
mization over σB involved in the definition of I˜α(ρAB‖τA), it is not at all clear that the function is
differentiable. We show this proposition in Appendices C and D.
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4. PROBLEM DEFINITION AND OPERATIONAL QUANTITIES
We define a more general hypothesis testing problem that allows us to treat both problems
discussed in the introduction together.
Let ρAB ∈ S(AB) be a bipartite quantum state on systems A and B and let τA ∈ S(A) be a
state on system A. Throughout this paper we assume that ρA ≪ τA. We are interested in the
following composite hypothesis testing problem:
null hypothesis: state is ρAB (4.1)
alternative hypothesis: state is τA ⊗ σB , for some state σB ∈ S(B). (4.2)
We consider arbitrary bipartite hypothesis tests, given by an operator 0 ≤ QAB ≤ 1 on AB and
define the type-I error and type-II error, respectively, as follows:
α(QAB ; ρAB) := tr
[
(1−QAB)ρAB
]
, and (4.3)
β(QAB ; τA) := max
σB∈S(B)
tr
{
QAB(τA ⊗ σB)
}
. (4.4)
It is convenient to define the quantity αˆ(µ; ρAB , τA) as the minimum type-I error when the type-II
error is below µ, i.e. we consider the following optimization problem:
αˆ(µ; ρAB‖τA) := min
0≤QAB≤1
{
α(QAB ; ρAB)
∣∣∣ β(QAB ; τA) ≤ µ} (4.5)
and note that this quantity can trivially be bounded as
αˆ(µ; ρAB‖τA) ≥ max
σB∈S(B)
min
0≤QAB≤1
tr[QAB(τA⊗σB)]≤µ
tr
[
(1AB −QAB)ρAB
]
(4.6)
≥ min
0≤QAB≤1
tr[QAB(τA⊗τB)]≤µ
tr
[
(1AB −QAB)ρAB
]
(4.7)
=: αˆ(µ; ρAB‖τA ⊗ τB) , (4.8)
for any τB ∈ S(B). The quantity αˆ(µ; ρAB‖τA ⊗ τB) describes the corresponding minimal error
probability for binary hypothesis testing between ρAB and τA ⊗ τB, which is well understood. On
the other hand, the quantity αˆ(µ; ρAB‖τA) is the object of our study here. More precisely, for
any fixed n ∈ N, we consider the following n-fold extension of this composite hypothesis testing
problem:
null hypothesis: state is ρ⊗nAB (4.9)
alternative hypothesis: state is τ⊗nA ⊗ σBn , for some state σBn ∈ S(Bn). (4.10)
Here, it is important to note that σBn is an arbitrary state in S(Bn), and not restricted to product
or permutation invariant states. We are interested in the asymptotic behavior of αˆ
(
µn; ρ
⊗n
AB
∥∥τ⊗nA )
for suitably chosen sequences {µn}n for large n.
5. HOEFFDING BOUND
Our first result considers the case where the error of the second kind goes to zero exponentially
with a rate below the mutual information I(ρAB‖τA). In this case, we find that the error of the
first kind converges to zero exponentially fast, and the exponent is determined by the generalized
Re´nyi mutual information, Iα(ρAB‖τA), for α < 1.
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Theorem 12. Let ρAB ∈ S(AB) and τA ∈ S(A). Then, for any R > 0, we have
lim
n→∞
{
− 1
n
log αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA )} = sup
s∈(0,1)
{
1− s
s
(
Is(ρAB‖τA)−R
)}
. (5.1)
Note that if R ≥ I(ρAB‖τA) the right hand side of (5.1) evaluates to zero, revealing that in
this case the error of the first kind will decay slower than exponential in n. (In fact, we will see in
Theorems 14 and 19, respectively, that the error of the first kind will converge to 1 exponentially
fast in n if R > I(ρAB‖τA), and that it will converge to 12 if R = I(ρAB‖τA).) Furthermore, if
R < I0(ρAB‖τA), we find that the right hand side of (5.1) diverges to +∞ indicating that the
decay is faster than exponential in n. This includes the case where the error of the first kind is
identically zero for sufficiently large n, e.g. in zero-error channel coding.
We also consider the following two special cases:
Corollary 13. Let ρAB ∈ S(AB). Then, for any R > 0, we have
lim
n→∞
{
− 1
n
log αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥ρ⊗nA )} = sup
s∈(0,1)
{
1− s
s
(
Is(A :B
↓)ρ −R
)}
, (5.2)
lim
n→∞
{
− 1
n
log αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥pi⊗nA )} = sup
s∈(0,1)
{
1− s
s
(
log |A| −H↑s (A|B)ρ −R
)}
. (5.3)
This corollary establishes an operational interpretation of the Re´nyi mutual information, I↓α(A :
B)ρ, as well as the Re´nyi conditional entropies, H
↑
α(A|B)ρ, for 0 ≤ α ≤ 1.
In the following, we treat the proof of the achievability and optimality in Theorem 12 separately.
A. Proof of Achievability
The achievability is shown using a quantum Neyman-Pearson test comparing ρ⊗nAB with τ
⊗n
A ⊗
ωnBn , where ω
n
Bn is the universal state defined in Lemma 1. The analysis follows the lines of the
proof of the direct part of the quantum Hoeffding bound given in [3, Sec. 5.5] and further hinges
on the additivity of the mutual information expressed in Lemma 7.
In the following we show that, for any 0 < R < I(ρAB‖τA),
lim inf
n→∞
{
− 1
n
log αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA )} ≥ sup
s∈(0,1)
{
1− s
s
(
Is(ρAB‖τA)−R
)}
. (5.4)
Note that the expression on the right hand side of (5.4) is zero if R ≥ I(ρAB‖τA) and the inequality
thus holds trivially for that case.
Proof of Achievability in Theorem 12. Let us fix any s ∈ (0, 1) for the moment. Moreover, let
{λn}n∈N be real numbers to be specified later and define the sequence of tests
QnAnBn :=
{
ρ⊗nAB ≥ exp(λn) τ⊗nA ⊗ ωnBn
}
, (5.5)
where ωnBn is the universal state introduced in Lemma 1. First, note that the natural representation
of Sn decomposes as UAnBn(pi) = UAn(pi)⊗UBn(pi) and that QnAnBn is permutation invariant as a
direct consequence of Eq. (2.1). Thus, we have
β(QnAnBn ; τ
⊗n
A ) = max
σBn∈S(Bn)
tr
[
QnAnBn (τ
⊗n
A ⊗ σBn)
]
(5.6)
= max
σBn∈S(Bn)
1
|Sn|
∑
pi∈Sn
tr
[
UAnBn(pi)Q
n
AnBn (τ
⊗n
A ⊗ σBn)UAnBn(pi)†
]
(5.7)
= max
σBn∈S(Bn)
tr
[
QnAnBn (τ
⊗n
A ⊗ σ˜Bn)
]
, (5.8)
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where σ˜Bn :=
1
|Sn|
∑
pi∈Sn UBn(pi)σBnUBn(pi)
† is permutation invariant. Lemma 1 then yields
β(QnAnBn ; τ
⊗n
A ) ≤ gn,d tr
[
QnAnBn(τ
⊗n
A ⊗ ωnBn)
]
, (5.9)
where we set d = |B|. Furthermore, using Audenaert et al.’s inequality (2.2) we find
β(QnAnBn ; τ
⊗n
A ) ≤ gn,d exp(−sλn) tr
[(
ρ⊗nAB
)s(
τ⊗nA ⊗ ωnBn
)1−s]
(5.10)
= gn,d exp (−sλn) exp
(
− (1− s)Ds
(
ρ⊗nAB
∥∥τ⊗nA ⊗ ωnBn)) (5.11)
≤ gn,d exp(−sλn) exp
(
− (1− s) Is
(
ρ⊗nAB
∥∥τ⊗nA )) (5.12)
for any λn. Observing that Is
(
ρ⊗nAB
∥∥τ⊗nA ) = n Is(ρAB‖τA) due to the additivity of the mutual
information established in Lemma 7, we find that the choice
λn =
1
s
(
log gn,d + n
(
R− (1− s)Is(ρAB‖τA)
))
(5.13)
achieves the desired bound β(QnAnBn ; τ
⊗n
A ) ≤ exp(−nR).
On the other hand, again using (2.2) and Lemma 7, we find
α(QnAnBn ; ρ
⊗n
AB) = tr
[{
ρ⊗nAB < exp(λn) τ
⊗n
A ⊗ ωnBn
}
ρ⊗nAB
]
(5.14)
≤ exp ((1− s)λn) tr [(ρ⊗nAB)s(τ⊗nA ⊗ ωnBn)1−s] (5.15)
≤ exp
(
(1− s)λn − n(1− s)Is(ρAB‖τA)
)
(5.16)
Substituting (5.13) for λn, we thus find
αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ) ≤ α(QnAnBn ; ρ⊗nAB) ≤ exp(1− ss ( log gn,d + nR− nIs(ρAB‖τA))
)
. (5.17)
Since log gn,d = O(log n), taking the limit n→∞ yields
lim inf
n→∞
{
− 1
n
log αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA )} ≥ 1− ss (Is(ρAB , τA)−R) . (5.18)
Finally, since this derivation holds for all s ∈ (0, 1), we established the direct part.
B. Proof of Optimality
To show optimality, we will directly employ the converse of the quantum Hoeffding bound
established in [39] together with a minimax theorem derived in Appendix A.
Recall that it remains to show that for any R > 0, we have
lim sup
n→∞
{
− 1
n
log αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA )} ≤ sup
s∈(0,1)
{
1− s
s
(
Is(ρAB‖τA)−R
)}
. (5.19)
Proof of Optimality in Theorem 12. We fix σB ∈ S(B) and note that
αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ) ≥ αˆ( exp(−nR); ρ⊗nAB∥∥∥τ⊗nA ⊗ σ⊗nB ) (5.20)
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At this point we can apply the converse of the quantum Hoeffding bound [39] to the expression on
the right-hand side, which yields
lim sup
n→∞
{
− 1
n
log αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA )} (5.21)
≤ lim sup
n→∞
{
− 1
n
log αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥(τA ⊗ σB)⊗n)} (5.22)
≤ sup
s∈(0,1)
{
1− s
s
(Ds(ρAB‖τA ⊗ σB)−R)
}
. (5.23)
Since this holds for all σB ∈ S(B), the limit in (5.21) is in fact upper bounded by
inf
σB∈S(B)
sup
s∈(0,1)
{
1− s
s
(Ds(ρAB‖τA ⊗ σB)−R)
}
(5.24)
The infimum can be restricted to the convex subset Sρ(B) of S(B) of operators in the support of
ρB . It remains to observe that the functional
f : (s, σB) 7→ (1− s)Ds(ρAB‖τA ⊗ σB) = − log tr
[
ρsAB(τA ⊗ σB)1−s
]
(5.25)
is convex in σB for s ∈ (0, 1) due to the operator concavity of t 7→ t1−s and concave in s as was
shown in [2, Lem. 2.1]. Since Sρ(B) is convex, f is also 12 -convexlike. Finally, note that f(s, σB) is
finite for s ∈ [0, 1]. Hence, the minimax theorem (Proposition 21) in Appendix A applies to (5.24).
This, together with the definition of Iα in (3.3), concludes the proof.
6. STRONG CONVERSE EXPONENT
Our second result considers the case where the error of the second kind goes to zero exponentially
with a rate exceeding the mutual information I(ρAB‖τA). In this case, we find that the error of
the first kind converges to 1 exponentially fast, and the exponent is determined by the sandwiched
Re´nyi mutual information, I˜s(ρAB‖τA), with s > 1.
Theorem 14. Let ρAB ∈ S(AB) and τA ∈ S(A) with τA ≫ ρA. Then, for any 0 < R <
I˜∞(ρAB‖τA), we have
lim
n→∞
{
− 1
n
log
(
1− αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ))} = sup
s>1
{
s− 1
s
(
R− I˜s(ρAB‖τA)
)}
. (6.1)
Note that the range of R for which this result is valid can be extended, but here we restrict our
attention to the range where R is sufficiently close to I(ρAB‖τA). For general R > 0 we refer the
reader to a recent analysis of the strong converse exponent by Mosonyi and Ogawa [35] that can
be adapted to cover the situation at hand here. (See also [41] for an earlier discussion of this issue
in classical hypothesis testing.)
Again, we are interested in the following two special cases:
Corollary 15. Let ρAB ∈ S(AB). Then, for suitable R > 0 (see Theorem 14), we have
lim
n→∞
{
− 1
n
log
(
1− αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥ρ⊗nA ))} = sup
s>1
{
s− 1
s
(
R− I˜s(A :B↓)ρ
)}
, (6.2)
lim
n→∞
{
− 1
n
log
(
1− αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥pi⊗nA ))} = sup
s>1
{
s− 1
s
(
R− log |A|+ H˜↑s (A|B)ρ
)}
. (6.3)
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This corollary establishes an operational interpretation of the sandwiched Re´nyi mutual infor-
mation, I˜↓α(A :B)ρ, as well as the sandwiched Re´nyi conditional entropy, H˜
↑
α(A|B)ρ, for α > 1.
Before we commence with the proof, we will discuss the classical Neyman-Pearson test we use
and some results from classical large deviation theory. Following this, we treat the proof of the
achievability and optimality in Theorem 14 separately.
A. Classical Neyman-Pearson Test
To show the direct part we employ a classical Neyman-Pearson test for the pinched state
Pτ⊗n
A
⊗ωn
Bn
(ρ⊗nAB) and the state τ
⊗n
A ⊗ ωnBn . The idea to use a classical Neyman-Pearson test on
the pinched state goes back to [19]. We start by discussing some properties of this test.
Lemma 16. Let ρAB ∈ S(AB), τA ∈ S(A), n ∈ N and µn ∈ R. Consider the test
QnAnBn :=
{
Pτ⊗nA ⊗ωnBn
(
ρ⊗nAB
) ≥ exp(µn) τ⊗nA ⊗ ωnBn} . (6.4)
Let {|φxn〉}xn be a common orthonormal eigenbasis of Pτ⊗n
A
⊗ωn
Bn
(ρ⊗nAB) and τ
⊗n
A ⊗ ωnBn and define
the probability distributions
Pn(xn) =
〈
φxn
∣∣Pτ⊗nA ⊗ωnBn (ρ⊗nAB)∣∣φxn〉, and Qn(xn) = 〈φxn∣∣τ⊗nA ⊗ ωnBn∣∣φxn〉 . (6.5)
Then, with Xn distributed according to the law Pn and X
′
n according to the law Qn, we have
α(QnAnBn ; ρ
⊗n
AB) = Pr [Pn(Xn) < exp(µn)Qn(Xn)] , and (6.6)
β(QnAnBn ; τ
⊗n
A ) ≤ gn,d Pr
[
Pn(X
′
n) ≥ exp(µn)Qn(X ′n)
]
, (6.7)
where d = |B|.
Proof. It is easy to verify that the pinched quantity is permutation invariant, and thus QnAnBn is
permutation invariant as well. Let us evaluate
β(QnAnBn ; τ
⊗n
A ) = max
σBn∈S(Bn)
tr
[
QnAnBn (τ
⊗n
A ⊗ σBn)
]
(6.8)
= max
σBn∈S(Bn)
1
|Sn|
∑
pi∈Sn
tr
[
UAnBn(pi)Q
n
AnBn (τ
⊗n
A ⊗ σBn)UAnBn(pi)†
]
(6.9)
= max
σBn∈S(Bn)
tr
[
QnAnBn (τ
⊗n
A ⊗ σ˜Bn)
]
, (6.10)
where σ˜Bn :=
1
|Sn|
∑
pi∈Sn UBn(pi)σBnUBn(pi)
† is permutation invariant. Lemma 1 then yields
β(QnAnBn ; τ
⊗n
A ) ≤ gn,d tr
[
QnAnBn(τ
⊗n
A ⊗ ωnBn)
]
(6.11)
= gn,d tr
[{
Pτ⊗nA ⊗ωnBn
(
ρ⊗nAB
) ≥ exp(µn) τ⊗nA ⊗ ωnBn} (τ⊗nA ⊗ ωnBn)] . (6.12)
The two operators Pτ⊗nA ⊗ωnBn (ρ
⊗n
AB) and τ
⊗n
A ⊗ ωnBn in (6.12) commute. Let {|φxn〉}xn be a
common orthonormal eigenbasis for these operators and define the probability distributions in (6.5)
as well as the corresponding random variables. Then we can simplify (6.12) by noting that
tr
[{
Pτ⊗nA ⊗ωnBn
(
ρ⊗nAB
) ≥ exp(µn) τ⊗nA ⊗ ωnBn} (τ⊗nA ⊗ ωnBn)] = Pr [Pn(X ′n) ≥ exp(µn)Qn(X ′n)] ,
(6.13)
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which yields (6.7). Finally, it is easy to verify that
α(QnAnBn ; ρ
⊗n
AB) = tr
[{
Pτ⊗nA ⊗ωnBn
(
ρ⊗nAB
)
< exp(µn) τ
⊗n
A ⊗ ωnBn
}
Pτ⊗nA ⊗ωnBn
(
ρ⊗nAB
)]
(6.14)
= Pr [Pn(Xn) < exp(µn)Qn(Xn)] . (6.15)
B. Classical Large Deviation Theory
Our proof will rely on a variant of the Ga¨rtner-Ellis theorem of large deviation theory (see,
e.g., [15, Sec. 2 and Sec. 3.4] for an overview), which we recall here. Given a sequence of random
variables {Zn}n∈N we introduce its asymptotic cumulant generating function as
ΛZ(t) := lim
n→∞
{
1
n
log
(
E [exp(ntZn)]
)}
, (6.16)
if it exists. For our purposes it is sufficient to use the following variant of the Ga¨rtner-Ellis theorem
due to Chen [8, Thm. 3.6] (see also [35, Lem. B.2]).
Proposition 17. Let us assume that t 7→ ΛZ(t) as defined in (6.16) exists and is differentiable in
some interval (a, b). Then, for any z ∈ ( limtցa Λ′Z(t), limtրb Λ′Z(t)), we have
lim sup
n→∞
{
− 1
n
log Pr[Zn ≥ z]
}
≤ sup
t∈(a,b)
{zt− ΛZ(t)} . (6.17)
Finally, in order to evaluate the asymptotic cumulant generating function, we will employ the
asymptotic achievability in Proposition 8, namely the fact that
lim
n→∞
1
n
Dα(Pn‖Qn) = I˜α(ρAB‖τA). (6.18)
C. Proof of Achievability
We are now ready to present the proof of achievability, namely we show that
lim sup
n→∞
{
− 1
n
log
(
1− αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ))} ≤ sup
s>1
{
s− 1
s
(
R− I˜s(ρAB‖τA)
)}
. (6.19)
We restrict our attention to the case where I(ρAB‖τA) < R < I˜∞(ρAB‖τA), for which we provide
a novel proof.
Proof of Achievability in Theorem 14. Given an arbitrary fixed s ∈ (1,∞), we choose a sequence
{µn}n∈N of real numbers as
µn =
1
s
(
log gn,d + nR+ (s − 1)Ds(Pn‖Qn)
)
. (6.20)
Consider the sequence of tests given by Lemma 16. Then, due to (6.7), we have
β(QnAnBn ; τ
⊗n
A ) ≤ gn,d Pr
[
Pn(X
′
n) ≥ exp(µn)Qn(X ′n)
]
(6.21)
≤ gn,d exp(−sµn)
∑
Pn(x)
sQn(x)
1−s (6.22)
= gn,d exp (−sµn) exp ((s− 1)Ds(Pn‖Qn)) . (6.23)
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Hence, the requirement that β(QnAnBn ; τ
⊗n
A ) ≤ exp(−nR) can then be satisfied by the choice (6.20).
Let us now take a closer look at the error of the first kind in (6.6). We find
1− α(QnAnBn ; ρ⊗nAB) = Pr [Pn(Xn) ≥ exp(µn)Qn(Xn)] = Pr [Zn ≥ 0] , (6.24)
where we introduced the sequence of random variables {Zn}n∈N with
Zn(Xn) : =
1
n
(
log Pn(Xn)− logQn(Xn)− µn
)
(6.25)
=
1
n
(
log Pn(Xn)− logQn(Xn)− log gn,d
s
− s− 1
s
Ds(Pn‖Qn)
)
− R
s
. (6.26)
Since β(QnAnBn ; τ
⊗n
A ) ≤ exp(−nR) holds for our test, (6.24) yields
1− αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ) ≥ Pr [Zn ≥ 0] , (6.27)
which implies that
lim sup
n→∞
{
− 1
n
log
(
1− αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ))} ≤ lim sup
n→∞
{
− 1
n
log
(
Pr [Zn ≥ 0]
)}
. (6.28)
Next, let us introduce the function
f : (s, t) 7→ t(R− sI˜1+t(ρAB‖τA) + (s − 1)I˜s(ρAB‖τA)). (6.29)
We want to tackle the asymptotics of (6.28) using the Ga¨rtner-Ellis theorem. We therefore calculate
the asymptotic cumulant generating function, as in (6.16), for t ≥ −12 as follows:
ΛZ(t) = lim
n→∞
{
1
n
log
(
E [exp(ntZn)]
)}
(6.30)
= lim
n→∞
{
1
n
logE
[
Pn(Xn)
t
Qn(Xn)t
]
− t log gn,d
sn
− t(s− 1)
sn
Ds(Pn‖Qn)
}
− tR
s
(6.31)
= t lim
n→∞
{
1
n
D1+t(Pn‖Qn)− s− 1
ns
Ds(Pn‖Qn)
}
− tR
s
(6.32)
= t
(
I˜1+t(ρAB‖τA)− s− 1
s
I˜s(ρAB‖τA)− R
s
)
(6.33)
= −f(s, t)
s
. (6.34)
We used Proposition 8 in the form of (6.18) twice to establish (6.34). Now, Proposition 11 ensures
that ΛZ(t) is continuously differentiable for t ≥ −12 . Furthermore, we have
lim
t→0
Λ′Z(t) = I(ρAB‖τA)−
s− 1
s
I˜s(ρAB‖τA)− R
s
(6.35)
≤ I(ρAB‖τA)− s− 1
s
I(ρAB‖τA)− R
s
=
1
s
(I(ρAB‖τA)−R) < 0 , (6.36)
where we used that R > I(ρAB‖τA) in the last step.
On the other hand, using the convexity of t 7→ φ(t) := tI˜1+t(ρAB‖τA) (cf. Corollary 10) and
φ(0) = 0, we find φ(λt) ≤ λφ(t) for all λ ∈ (0, 1). And, thus, φ′(t) = limλ→1 φ(t)−φ(λt)t(1−λ) ≥
φ(t)
t . Let
now t0 be such that R < I˜t0+1(ρAB‖τA). Then, for any s ≤ t0 + 1, we find
lim
t→t0
Λ′Z(t) ≥ I˜t0+1(ρAB‖τA)−
s− 1
s
I˜s(ρAB‖τA)− R
s
(6.37)
≥ I˜t0+1(ρAB‖τA)−
s− 1
s
I˜t0+1(ρAB‖τA)−
R
s
=
1
s
(
I˜t0+1(ρAB‖τA)−R) > 0 , (6.38)
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where we used that R < I˜t0+1(ρAB‖τA). Hence, we may apply Proposition 17, which yields
lim sup
n→∞
{
− 1
n
log
(
Pr [Zn ≥ 0]
)} ≤ sup
0<t<t0
{−ΛZ(t)} ≤ sup
0≤t≤t0
f(s, t)
s
. (6.39)
Since the above holds for all s ∈ (1, t0 + 1], we indeed find
lim sup
n→∞
{
− 1
n
log
(
1− αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ))} ≤ inf1<s≤t0+1 sup0≤t≤t0 f(s, t)s , (6.40)
It is straightforward to verify that f(s, t) is concave in t and convex in s since t 7→ tI˜1+t(ρAB‖τA) is
convex (cf. Corollary 10). Moreover, we optimize t over a compact convex set and s over a convex
set. Thus, by Proposition 21 in Appendix A applied to −f , we have
inf
1<s≤t0+1
sup
0≤t≤t0
f(s, t)
s
= sup
0≤t≤t0
inf
1<s≤t0+1
f(s, t)
s
(6.41)
= sup
0<t≤t0
inf
1<s≤t0+1
f(s, t)
s
(6.42)
≤ sup
0<t≤t0
f(t+ 1, t)
t+ 1
≤ sup
0<t
f(t+ 1, t)
t+ 1
, (6.43)
where we restricted the optimization to strictly positive t since the inner term vanishes for t = 0
and we simply chose s = t+1 in the penultimate step. The resulting term corresponds to the right
hand side of (6.19) by a suitable change of variable, which concludes the proof.
D. Proof of Optimality
It remains to show that, for all R > 0,
lim inf
n→∞
{
− 1
n
log
(
1− αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ))} ≥ sup
s>1
{
s− 1
s
(
R− I˜s(ρAB‖τA)
)}
. (6.44)
Proof of Optimality in Theorem 14. Analogous to the optimality proof for Theorem 12, we first fix
σB ∈ S(B) and this time apply the converse bound in [34, Thm. IV.9]. This yields
lim inf
n→∞
{
− 1
n
log
(
1− αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ))} (6.45)
≥ lim inf
n→∞
{
− 1
n
log
(
1− αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ⊗ σ⊗nB ))} (6.46)
≥ sup
s>1
{
s− 1
s
(
R− D˜s(ρAB‖τA ⊗ σB)
)}
. (6.47)
Since this holds for all σB ∈ S(B), we may maximize the expression in (6.47) with regards to σB ,
yielding the desired result.
7. STEIN’S LEMMA AND SECOND ORDER
As a direct consequence of our results on the error exponents (Hoeffding bound) and strong
converse exponents, we find the following variant of Stein’s lemma and its strong converse.
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Corollary 18. Let ρAB ∈ S(AB) and τA ∈ S(A) with τA ≫ ρA. Then,
sup
{
R ∈ R : lim
n→∞ αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ) = 0} = (7.1)
inf
{
R ∈ R : lim
n→∞ αˆ
(
exp(−nR); ρ⊗nAB
∥∥∥τ⊗nA ) = 1} = I(ρAB‖τA) . (7.2)
For completeness, we also investigate the second order behavior, namely we investigate the error
of the first kind when the error of the second kind vanishes as exp
( − nI(ρAB‖τA)−√n r). This
analysis takes us a step beyond quantum Stein’s lemma [26, 45]. Paralleling the results in [31, 55]
for simple hypothesis tests, we find that the error of the first kind converges to a constant.
Theorem 19. Let ρAB ∈ S(AB) and τA ∈ S(A) with τA ≫ ρA. Then, for any r ∈ R, we have
lim
n→∞
{
αˆ
(
exp
(− nI(ρAB‖τA)−√n r log e); ρ⊗nAB∥∥∥τ⊗nA )} = Φ
(
r log e√
V (ρAB‖τA)
)
, (7.3)
where Φ is the cumulative standard normal (Gaussian) distribution.
Clearly one can simplify the expression by substituting r′ = r log e, but the advantage of the
above representation is that we see that both sides of the equality are independent of the choice of
base of the logarithm.
A. Proof of Achievability
Let MX(t) := E
[
etX
]
denote the moment generating function of a real random variable X.
We need the following property of moment generating functions, a variant of Le´vi’s continuity
theorem [36, Thm. 2].
Lemma 20. Let 0 < a < b. If a sequence of random variables {Xn}n∈N satisfies limn→∞MXn(t) =
MX(t) for some random variable X and all t ∈ (a, b), then limn→∞Pr[Xn ≤ k] = Pr[X ≤ k] for
all k ∈ R.
Second order achievability is now proven using the hypothesis test of Section 6 together with
Corollary 9 in the following.
Proof of Achievability in Theorem 19. We again use the test in Lemma 16 and set µn = nI(ρAB‖τA)+√
n r log e+ log gn,d. Then, Eq. (6.7) yields
β(QnAnBn ; τ
⊗n
A ) ≤ gn,dB Pr
[
Pn(X
′
n) ≥ exp(µn)Qn(X ′n)
]
(7.4)
≤ gn,dB exp(−µn) Pr [Pn(Xn) ≥ exp(µn)Qn(Xn)] (7.5)
≤ exp (− nI(ρAB‖τA)−√n r log e) . (7.6)
Moreover, using (6.6), we find
α(QnAnBn ; ρ
⊗n
AB) = Pr
[
log Pn(Xn)− logQn(Xn) < nI(ρAB‖τA) +
√
n r log e+ log gn,d
]
(7.7)
= Pr [Yn(Xn) < r] . (7.8)
where we defined the following sequence of random variables:
Yn :=
1√
n
(
lnPn(Xn)− lnQn(Xn)− nI(ρAB‖τA)
log e
− ln gn,dB
)
. (7.9)
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with Xn distributed according to the law Pn as usual.
Now, note that the moment generating function of the sequence {Yn}n, denoted MY (t), can be
evaluated using the fact that
lnMY (t) = lim
n→∞
{
lnE
[
etYn
] }
(7.10)
= lim
n→∞
{
t√
n log e
(
D1+ t√
n
(Pn‖Qn)− nI(ρAB‖τA)
)}− lim
n→∞
{
t√
n
ln gn,d
}
(7.11)
=
t2
2(log e)2
V (ρAB‖τA) . (7.12)
In the last step we used Corollary 9 to evaluate the first term and the fact that log gn,d = O(log n) to
evaluate the second term. Hence, by Lemma 20, the sequence of random variable {Yn}n converges
in distribution to a random variable Y with cumulant generating function lnMY (t), i.e., a Gaussian
random variable with zero mean and variance 1(log e)2V (ρAB‖τA). In particular, this yields
lim
n→∞Pr [Yn < r] = Pr [Y < r] = Φ
(
r log e√
V (ρAB‖τA)
)
. (7.13)
Finally, due to (7.6) we have
lim sup
n→∞
{
αˆ
(
exp
(− nI(ρAB‖τA)−√n r); ρ⊗nAB∥∥∥τ⊗nA )} ≤ limn→∞α(QnAnBn ; ρ⊗nAB) . (7.14)
Combining this with (7.8) and (7.13) concludes the proof.
B. Proof of Optimality
The proof of the optimality follows directly from the bound in Eq. (4.8) and the second order
expansion for binary quantum hypothesis testing independently established in [31] and [55] as
follows.
Proof of Optimality in Theorem 19. The papers [31] and [55] showed that
lim
n→∞
{
αˆ
(
exp
(− nI(ρAB‖τA)−√n r); ρ⊗nAB∥∥∥τ⊗nA ⊗ ρ⊗nB )} = Φ
(
r√
V (ρAB‖τA)
)
. (7.15)
Since αˆ
(
exp(−nI(ρAB‖τA) −
√
n r); ρ⊗nAB
∥∥τ⊗nA ) ≥ αˆ( exp(−nI(ρAB‖τA) − √n r); ρ⊗nAB∥∥τ⊗nA ⊗ ρ⊗nB ),
we obtain the optimality.
Acknowledgements: MT thanks Mila´n Mosonyi for enlightening discussions throughout this
project, for many comments that helped improve the presentation, and for sharing his notes on
the Ga¨rtner-Ellis theorem. We also thank Mark M. Wilde for comments. The current version of
the manuscript is much improved following comments by an anonymous referee. MH is partially
supported by a MEXT Grant-in-Aid for Scientific Research (A) No. 23246071, and by the Na-
tional Institute of Information and Communication Technology (NICT), Japan. MT acknowledges
support from the MOE Tier 3 Grant “Random numbers from quantum processes” (MOE2012-T3-
1-009). The Centre for Quantum Technologies is funded by the Singapore Ministry of Education
and the National Research Foundation as part of the Research Centers of Excellence program.
22
Appendix A: A Minimax Theorem
Here we show a useful minimax theorem, that is essentially a corollary of Ko¨nig’s minimax
theorem [29]. First, we need to introduce a weaker notion of concavity and convexity. A function
f : X × Y → R is 12 -concavelike on X if, for every x1, x2 ∈ X , there exists x3 ∈ X such that
f(x3, y) ≥ 1
2
(
f(x1, y) + f(x2, y)
)
for every y ∈ Y. (A.1)
Analogously, f is 12-convexlike on Y if, for every y1, y2 ∈ Y, there exists y3 ∈ Y such that
f(x, y3) ≤ 1
2
(
f(x, y1) + f(x, y2)
)
for every x ∈ X . (A.2)
Ko¨nig’s minimax theorem now reads as follows [29] (see also [28]). Let Y be a compact Hausdorff
space and let f(x, ·) be lower-semicontinuous for every x ∈ X . Moreover, let f be 12 -concavelike on
X and 12 -convexlike on Y. Then, we have
sup
x∈X
inf
y∈Y
f(x, y) = inf
y∈Y
sup
x∈X
f(x, y). (A.3)
From this we derive the following result.
Proposition 21. Let X ⊂ R+ be convex and let Y be a compact Hausdorff space. Further, let
f : X × Y → R be concave on X as well as 12-convexlike and lower semi-continuous on Y. Then,
sup
x∈X
inf
y∈Y
f(x, y)
x
= inf
y∈Y
sup
x∈X
f(x, y)
x
. (A.4)
Proof. We just need to show that g(x, y) = f(x,y)x satisfies the conditions required for (A.3) to hold.
First, g(x, y) is 12 -convexlike and lower-semicontinuous in y by assumption. It is also
1
2 -concavelike
in x due to the following argument. Let x1, x2 ∈ X with x1 < x2 and y ∈ Y be arbitrary. We have
1
2
(
f(x1, y)
x1
+
f(x2, y)
x2
)
=
x1 + x2
2x1x2
(
x2
x1 + x2
f(x1, y) +
x1
x1 + x2
f(x2, y)
)
(A.5)
≤ x1 + x2
2x1x2
f
(
2x1x2
x1 + x2
, y
)
(A.6)
by the concavity of f(·, y). Thus, choosing x3 = 2x1x2x1+x2 ∈ [x1, x2] ⊂ X , we see that g(x, y) is indeed
1
2 -concavelike according to (A.1).
Appendix B: Proof of Lemma 6
Let us first show that I˜α(ρAB‖τA) = −I˜β(ρAC‖τ−1A ) for pure states ρABC and 1α + 1β = 2. By
symmetry it is sufficient to prove the statement for α ∈ [12 , 1) guaranteeing that β > 1.
Proof of Eq. (3.12) in Lemma 6. First, recall that
exp
(− γ I˜α(ρAB‖τA)) = sup
σB∈S(B)
∥∥∥(τγA ⊗ σγB)× ρAB∥∥∥
α
(B.1)
where we set γ := 1−αα ∈ (0, 1] and we use the shorthand ‖X‖α := (tr(Xα))
1
α for Hermitian
operators X. Also recall that we use L×R to denote the Hermitian operator √LR√L.
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By introducing the purification ρABC , we see that
sup
σB∈S(B)
∥∥∥(τγA ⊗ σγB)× ρAB∥∥∥
α
= sup
σB∈S(B)
∥∥∥ trC [(τγA ⊗ σγB ⊗ 1C)× ρABC]∥∥∥
α
(B.2)
= sup
σB∈S(B)
∥∥∥ trAB [(τγA ⊗ σγB ⊗ 1C)× ρABC]∥∥∥
α
(B.3)
= sup
σB∈S(B)
inf
σC∈S(C)
σC>0
tr
[
σ−γC trAB
[(
τγA ⊗ σγB ⊗ 1C
)× ρABC]] (B.4)
= sup
σB∈S(B)
inf
σC∈S(C)
σC>0
tr
[(
τγA ⊗ σγB ⊗ σ−γC
)
ρABC
]
, (B.5)
where we employed [37, Lm. 12] to establish (B.4). Now, it is easy to verify that S(B) is convex
compact, the set of strictly positive elements of S(C) is convex and the function tr[(τγA ⊗ σγB ⊗
σ−γC )ρABC ] is concave in σB and convex in σC . Thus, Sion’s minimax theorem [52] applies and
yields the following alternative expression:
exp
(− γ I˜α(ρAB‖τA)) = inf
σC∈S(C)
σC>0
sup
σB∈S(B)
tr
[(
τγA ⊗ σγB ⊗ σ−γC
)
ρABC
]
(B.6)
= inf
σC∈S(C)
σC>0
sup
σB∈S(B)
tr
[
σγB trAC
[(
τγA ⊗ σ−γC
)× ρABC]] (B.7)
= inf
σC∈S(C)
σC>0
∥∥∥ trAC [(τγA ⊗ σ−γC )× ρABC]∥∥∥
β
(B.8)
= inf
σC∈S(C)
σC>0
∥∥∥(τγA ⊗ σ−γC )× ρAC∥∥∥
β
. (B.9)
We again used [37, Lm. 12] to establish (B.8) and note that β = α2α−1 =
1
1−γ . Substituting for
γ = −1−ββ in (B.9) establishes the desired equality.
Let us now show that Iα(ρAB‖τA) = −D˜β(ρAC‖τ−1A ⊗ ρC) for pure states ρABC and αβ = 1.
Proof of Eq. (3.13) in Lemma 6. The following quantum Sibson’s identity is adapted from [51,
Lem. 3 in Suppl. Mat.]. Let ρAB ∈ S(AB), τA ∈ S(A), and σB ∈ S(B). For any α > 0, we
have
Dα(ρAB‖τA ⊗ σB) = Dα(ρAB‖τA ⊗ σ∗B(α)) +Dα(σ∗B(α)‖σB), where (B.10)
σ∗B(α) :=
(
trA
[
τ1−αA ρ
α
AB
]) 1
α
tr
[ (
trA
[
τ1−αA ρ
α
AB
]) 1
α
] . (B.11)
Furthermore, as an immediate consequence of the positive definiteness of Dα(σ
∗
B(α)‖σB), we
find that argminσB∈S(B)Dα(ρAB‖τA ⊗ σB) = σ∗B(α) is unique.
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In particular, the following chain of equalities holds for any purification ρABC of ρAB :
Iα(ρAB‖τA) = α
α− 1 log tr
[(
trA
[
τ1−αA × ραAB
]) 1
α
]
(B.12)
=
α
α− 1 log tr
[(
trAC
[
(τ1−αA ⊗ ρα−1AB )× ρABC
]) 1
α
]
(B.13)
=
α
α− 1 log tr
[(
trAC
[
(τ1−αA ⊗ ρα−1C )× ρABC
]) 1
α
]
(B.14)
=
α
α− 1 log tr
[(
(τ1−αA ⊗ ρα−1C )× ρAC
) 1
α
]
(B.15)
= − 1
β − 1 log tr
[((
τ
− 1−β
β
A ⊗ ρ
1−β
β
C
)
× ρAC
)β]
= −D˜β(ρAC‖τ−1A ⊗ ρC) . (B.16)
To establish (B.15) we used that the marginals on AC and B of the pure state
(
τ1−αA ⊗ρα−1C
)×ρABC
have the same eigenvalues. Finally, we substituted β = 1α in (B.16).
Proof of Eq. (3.14) in Lemma 6. We choose a vector |ψ〉 on the joint system such that ρABC =
|ψ〉〈ψ|. Then, using s := α− 1, we find the following chain of equalities:
sD1+s(ρAB‖τA ⊗ ρB) = log tr
[
ρ1+sAB (τ
−s
A ⊗ ρ−sB )
]
= log tr
[
ρABρ
s
AB(τ
−s
A ⊗ ρ−sB )
]
= log 〈ψ|(ρsAB ⊗ 1C)(τ−sA ⊗ IBC)(1AC ⊗ ρ−sB )|ψ〉
= log 〈ψ|(1AB ⊗ ρsC)(τ−sA ⊗ 1BC)(ρ−sAC ⊗ 1B)|ψ〉
= log tr
[
ρAC(1A ⊗ ρsC)(τ−sA ⊗ 1C)ρ−sAC
]
= log tr
[
ρ1−sAC (τ
−s
A ⊗ ρsC)
]
= −sD1−s
(
ρAC
∥∥τ−1A ⊗ ρC) .
Appendix C: Characterization of Minimizers
1. Fre´chet Derivatives
We use the following Fre´chet derivatives, which seem to be useful for our purposes because they
keep us inside the space of normalized density operators. For two density operators σ, ω ∈ S(A)
and a map F from S(A) to P(B), define
∂ωF (σ) := DF (σ)[ω − σ] and ∂ω∂ω′F (σ) := D2F (σ)[ω − σ, ω′ − σ] (C.1)
if the first Fre´chet derivative, DF (σ), and the second Fre´chet derivative, D2F (σ), exist. In this case
we call F differentiable and twice differentiable, respectively. By linearity of the Fre´chet derivative
we have ∂µω1+(1−µ)ω2 = µ∂ω1 +(1−µ)∂ω2 for µ ∈ [0, 1]. Moreover, the second Fre´chet derivative is
symmetric, and hence ∂ω∂ω′ = ∂ω′∂ω.
We will now summarize some properties of these derivatives. (See [5, Sec. V.3 and Sec. X.4]
for definitions and an introduction to matrix Fre´chet derivatives.) First, if the Fre´chet derivatives
exist, we can also write them as directional derivatives
∂ωF (σ) =
∂
∂s
∣∣∣
s=0
F
(
(1− s)σ + sω) and ∂2ωF (σ) = ∂2∂s2 ∣∣∣s=0F ((1− s)σ + sω) . (C.2)
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For example, ∂ωσ = ω − σ and ∂2ωσ = 0. The derivatives satisfy the usual rules of differentiation.
In particular, if both F and G are twice differentiable, we have the chain rules (see, e.g., [5, p. 316])
∂ω(G ◦ F )(σ) = DG(F (σ))
[
∂ωF (σ)
]
, and (C.3)
∂2ω(G ◦ F )(σ) = DG(F (σ))
[
∂2ωF (σ)
]
+D2G(F (σ))
[
∂ωF (σ), ∂ωF (σ)
]
. (C.4)
Hence, in particular ∂ω(tr ◦F )(σ) = tr(∂ωF (σ)) and ∂2ω(tr ◦F )(σ) = tr(∂2ωF (σ)).
We often consider smooth functions g : R+ \ {0} → R+ defined on the positive real axis that
are lifted to positive operators. As a consequence of [5, Lem. V.3.1] we can write the first Fre´chet
derivative as a Hadamard product, i.e. Dg(σ)(A) = g[1](σ)⊙A, where g[1] is the matrix of divided
differences and ⊙ denotes the Hadamard product in an eigenbasis of σ > 0. Here we only need to
know that the diagonal elements of g[1](σ) correspond to the eigenvalues of g′(σ). Taking the trace
it is then easy to verify that
tr
[
Dg(σ)[A]
]
= tr
[
g′(σ)A
]
and, in fact, tr
[
BDg(σ)(A)
]
= tr
[
Bg′(σ)A
]
. (C.5)
for any B that commutes with σ. The first statement and the chain rules (C.3)–(C.4) imply that
∂ω(tr ◦ g ◦ F )(σ) = tr
[
g′(F (σ)) ∂ωF (σ)
]
, (C.6)
∂2ω(tr ◦ g ◦ F )(σ) = tr
[
g′(F (σ)) ∂2ωF (σ)
]
+D2(tr ◦g)(F (σ))[∂ωF (σ), ∂ωF (σ)] , (C.7)
as long as F (σ) > 0 or g is differentiable at zero. In case g′(0) is undefined but F (σ) ≫ ∂ωF (σ)
the equality (C.6) still holds by a continuity argument if we set g′(0) = 0.
Finally, we recall that the trace functional tr ◦ g from S(A) to R is (strictly) convex if g is
(strictly) convex and (strictly) concave if g is (strictly) concave (see, e.g., [7, Thm. 2.10]). Further-
more, if g is twice continuously differentiable with g′′ > 0, then we deduce from (C.7) that
∂2ω(tr ◦ g ◦ F )(σ)) > tr
[
g′(F (σ))∂2ωF (σ)
]
, (C.8)
unless ∂ωF (σ) = 0, and the same holds with opposite sign if g
′′ < 0. Finally, due to the representa-
tion as a directional derivative in (C.2), it is evident that if g is operator convex, then ∂2ωg(σ) ≥ 0
and similarly if g is operator concave, then ∂2ωg(σ) ≤ 0.
2. Characterization of the Optimal Marginal State
In this section we provide the proof of Lemma 5. The argument is split into two parts, presented
in Lemmas 22 and 23, which together imply Lemma 5.
Before we start, note that Lemma 2 allows us to restrict our attention to ρAB ∈ S(AB) is such
that both ρA and ρB and, thus, τA ∈ S(A) have full support. Consider the functional
χα : σB 7→ tr
[(
(τA ⊗ σB)
1−α
2α ρAB(τA ⊗ σB)
1−α
2α
)α]
(C.9)
for α ≥ 12 which corresponds to the trace functionals used in the definition of I˜α(ρAB‖τA). Now
let us first consider the case α ∈ [12 , 1). We see that the directional derivative on the boundary of
S(B) where at least one eigenvalue is zero in a direction that increases the rank diverges to positive
infinity. Since χα is continuous on any compact subset and the boundary of S(B) is compact, this
allows us to conclude that
sup
σB∈S(B)
χα(σB) = max
σB∈Sν(B)
χα(σB) (C.10)
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where Sν(B) := {σB ∈ S(B) : σB ≥ ν1B} for some small constant ν > 0 that depends on the
states ρAB and τB as well as α. This compact set contains states with eigenvalues bounded away
from zero. Next, we consider α > 1. Since χα(σB) diverges to positive infinity when an eigenvalue
of σB approaches zero, we can again write
inf
σB∈S(B)
χα(σB) = min
σB∈Sν(B)
χα(σB) (C.11)
for an appropriate choice of ν > 0. Using the above relations, we define the set of states that
achieve the maximum (for α < 1) or minimum (for α > 1) as follows:
Mα(B) :=
{
argmaxσB∈S(B) χα(σB) if α ∈
[
1
2 , 1
)
argminσB∈S(B) χα(σB) if α ∈ (1,∞)
(C.12)
and note that they are non-empty.
Next we characterize the states that achieve the optimum.
Lemma 22. Let ρAB ∈ S(AB) and τA ∈ S(A) such that τA ≫ ρA, and α ∈ [12 , 1) ∪ (1,∞).
Moreover, let Fα(B) ⊂ {σB ∈ S(B) : σB ≫ ρB} be the fixed-points of the following non-linear
map:
Xα : σB 7→ 1
χα(σB)
trA
[(
(τA ⊗ σB)
1−α
2α ρAB(τA ⊗ σB)
1−α
2α
)α]
(C.13)
Then, Mα(B) = Fα(B).
We stated the lemma for general states but note that in the proof we can readily restrict our
attention to states ρAB such that ρA and ρB have full support.
Proof. We derive a necessary and sufficient condition for a state σB > 0 to be an extremum of
the optimizations in (C.12) as follows. Let α ∈ [12 , 1) ∪ (1,∞) and set γ = 1−αα ∈ (−1, 1] \ {0}.
Moreover,
X = τγ/2ρ1/2, such that χα(σ) = tr
[(
X†σγX
)α]
, (C.14)
where we omitted the identity symbol and dropped the subscripts to make the presentation more
concise in the following. Since χα is either concave (for α < 1) or convex (for α > 1) [16] and the
optimum is taken in the interior, a necessary and sufficient condition for σ to be an optimizer (in
either case) is given if ∂ωχα(σ) = 0 for all ω ∈ S(B).
Using the relation in (C.6), we find the following chain of equalities:
∂ωχα(σ) = α tr
[(
X†σγX
)α−1 · ∂ω(X†σγX)] (C.15)
= α tr
[
σγ/2X
(
X†σγX
)α−1
X†σγ/2 · σ−γ/2(∂ωσγ)σ−γ/2] (C.16)
= α tr
[(
σγ/2XX†σγ/2
)α · σ−γ/2(∂ωσγ)σ−γ/2] (C.17)
= α tr
[
σ−1/2 trA
[(
σγ/2XX†σγ/2
)α]
σ−1/2 · σ(1−γ)/2(∂ωσγ)σ(1−γ)/2] . (C.18)
To derive (C.17) we used the identity f(Y †Y )Y † = Y †f(Y Y †) for Y = σγ/2X, which can be verified
using the polar decomposition for any linear operator Y .
Next we show that the operators{
∆ω = σ
(1−γ)/2(∂ωσγ)σ(1−γ)/2 : ω ∈ S(B)} (C.19)
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span the space of traceless Hermitian operators on HB . Introducing the eigenvalue decomposition
σ =
∑
x λx|x〉〈x| with λx > 0, we can easily verify using [27, Thm. 3.25] that
〈
x
∣∣∆ω∣∣y〉 =
{
(λxλy)
1−γ
2
λγx−λγy
λx−λy 〈x|ω − σ|y〉 if λx 6= λy
γ 〈x|ω − σ|y〉 if λx = λy
. (C.20)
Hence, ∆ω is Hermitian and tr[∆ω] = 0 for all ω ∈ S(B). Next, note that a basis of the traceless
Hermitian operators is given by the operators{
Γxy = |x〉〈y|+ |y〉〈x|, Γ′xy = i|x〉〈y| − i|y〉〈x|, Γ′′xy = |x〉〈x| − |y〉〈y|
}
x 6=y . (C.21)
Furthermore, for every tuple (x, y) with x 6= y there exists an ε > 0 such that the state
ω = σ + εΓxy is still in S(B). For this state, we find that ∆ω = ηΓxy for some real η > 0. An
analogous argument applies to Γ′xy and Γ′′xy. Hence, we have verified that the operators {∆ω}ω∈S(B)
span the space of traceless Hermitian operators.
Now let us return to (C.18). In light of the above, the condition that ∂ωχα(σ) = 0 for all
ω ∈ S(B) translates to the condition that the operator
σ−1/2 trA
[(
σγ/2XX†σγ/2
)α]
σ−1/2 (C.22)
must be proportional to the identity. Hence, the optimum must indeed be a fixed point of the map
given in (C.13).
The following lemma implies that Mα(B) contains exactly one element for α ≥ 12 . In light of
Lemma 22, this then implies that if such a fixed point exists then we must have Mα(B) = Fα(B)
and, hence, both sets must contain exactly one element.
Lemma 23. The map σB 7→ χα(σB) is strictly concave with negative definite Hessian for α ∈ [12 , 1)
and strictly convex with positive definite Hessian for α > 1.
Proof. Let us first focus on the case α ∈ [12 , 1) such that γ = 1−αα ∈ (0, 1]. It suffices to show that
∂2ωχα(σ) < 0 for all ω 6= σ where σ > 0. We use the notation of Lemma 22. Due to (C.8) and the
fact that t 7→ tα has strictly negative second derivative, we have
∂2ωχα(σ) < α tr
[(
X†σγX
)α−1 · ∂2ω(X†σγX)] , (C.23)
unless ∂ω(X
†σγX) = 0. Since we assume that ρB and τA have full support, it suffices to convince
oneself that ∂ωσ
γ 6= 0 for all ω 6= σ in order to verify that (C.23) holds. Now note that
∂2ω
(
X†σγX
)
= X†
(
∂2ωσ
γ
)
X ≤ 0 (C.24)
since t 7→ tγ is operator concave. Plugging this into (C.23), we conclude that ∂2ωχα(σ) < 0.
The argument for α > 1 and γ ∈ (−1, 0) proceeds analogously by noting that t 7→ tα has strictly
positive second derivative and t 7→ tγ is operator convex. Moreover, we only need to consider states
σB with full support in this case.
Appendix D: Differentiability of the Re´nyi Mutual Information
We will need the following Lemma:
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Lemma 24. Let Ω ⊂ X for a Banach space X and let Γ be a convex open set in Y = Rm for
m ∈ N. Moreover, let f : Ω′ × Γ → R be twice continuously Fre´chet differentiable in an open set
Ω′ containing Ω and has a strictly positive Hessian with regards to Γ for all x ∈ Ω. If further
y¯(x) := argminy∈Γ f(x, y) exists in Γ for each x ∈ Ω, then g(x) := f(x, y¯(x)) is continuously
Fre´chet differentiable on Ω with Dg(x) = DX f(x, y)|y=y¯(x), where DX denotes the partial Fre´chet
derivative with regards to X .
Proof. Let us fix any x0 ∈ Ω. Note that the minimum, y¯0 := argminy∈Γ f(x0, y), is unique due to
our assumption of strict convexity. Moreover, the derivative at the minimum satisfies
DYf(x0, y¯0) = 0 (D.1)
where DY denotes the partial Fre´chet derivative with regards to Y. Now pick a basis {ai}i∈[m] of
Y and define Fi(x, y) := DYf(x, y)[ai]. We want to apply the implicit function theorem to the
vector valued map F : Ω′ × Y → Y. By assumption F is continuously differentiable in an open
neighborhood of (x0, y¯0). The derivative with regards to Y is invertible since the Jacobian of F
corresponds to the Hessian of f (with regards to Y), i.e.
(J)i,j = DYFi(x0, y¯0)[aj ] = D2Yf(x0, y¯0)[ai, aj ], (D.2)
and the latter is positive definite by assumption. Hence, y¯(x) is continuously differentiable in some
open neighborhood of x0 and
Dg(x) = DX f(x, y¯(x)) = DX f(x, y)
∣∣
y=y¯(x)
+DYf(x, y)[DX y¯(x)]
∣∣∣
y=y¯(x)
(D.3)
= DX f(x, y)
∣∣
y=y¯(x)
(D.4)
by the law of total differentiation. Since this holds for any x0 ∈ Ω, we conclude the proof.
This now allows us to show Proposition 11, which we restate here for the convenience of the
reader.
Proposition 11 (restated). Let ρAB ∈ S(AB) and τA ∈ S(A) such that τA ≫ ρA. Then, the
function α 7→ I˜α(ρAB‖τA) is continuously differentiable for α ≥ 12 with
d
dα
I˜α(ρAB‖τA) = ∂
∂α
D˜α(ρAB‖τA ⊗ σB)
∣∣∣
σB=σ˜
∗
B(α)
, (D.5)
where σ˜∗B(α) is the optimizer in Lemma 5. In particular,
d
dα I˜α(ρAB‖τA)
∣∣
α=1
= 12 log(e)V (ρAB‖τA).
Proof. We first show that α 7→ I˜α(ρAB‖τA) is continuously differentiable for α ∈
[
1
2 , 1) ∪ (1,∞).
Note that the set of strictly positive definite operators is an open set in the convex set of Hermitian
operators with unit trace. As we have argued in Section C2, χα(σB) takes its optimum in this
set for all values of α under consideration. Clearly, (α, σ) 7→ χα(σ) is twice continuously Fre´chet
differentiable. Moreover, according to Lemma 23, the function σ 7→ χα(σ) has positive definite
Hessian (for α > 1) or negative definite Hessian (for α < 1). Hence, Lemma 24 establishes the
desired continuous differentiability.
It remains to consider the limit α→ 1. Let us first calculate the derivative at α = 1. Note that
lim sup
h→0
{
1
h
(
I˜1+h(ρAB‖τA)− I(ρAB‖τA)
)}
(D.6)
≤ lim sup
h→0
{
1
h
(
D˜1+h(ρAB‖τA ⊗ ρB)−D(ρAB‖τA ⊗ ρB)
)}
(D.7)
=
∂
∂h
D˜1+h(ρAB‖τA ⊗ ρB)
∣∣∣∣
h=0
=
1
2 log(e)
V (ρAB‖τA ⊗ ρB) . (D.8)
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On the other hand, using Lemma 6, we find
I˜1+h(ρAB‖τA)− I(ρAB‖τA) = I(ρAC‖τ−1A )− I˜1−f(h)(ρAC‖τ−1A ), (D.9)
where f : h 7→ h1+2h satisfies f(0) = 0 and f ′(0) = 1. Using this, we find
lim inf
h→0
{
1
h
(
I˜1+h(ρAB‖τA)− I(ρAB‖τA)
)}
(D.10)
= lim inf
h→0
{
1
h
(
I(ρAC‖τ−1A )− I˜1−f(h)(ρAC‖τ−1A )
)}
(D.11)
≥ lim inf
h→0
{
1
h
(
D(ρAC‖τ−1A ⊗ ρC)− D˜1−f(h)(ρAC‖τ−1A ⊗ ρC)
)}
(D.12)
= − ∂
∂h
D˜1−f(h)(ρAC‖τ−1A ⊗ ρC)
∣∣∣∣
h=0
=
1
2 log(e)
V (ρAC‖τ−1A ⊗ ρC), (D.13)
where the final equation follows from (2.17). Employing (3.15) establishes the derivative at α = 1.
In order to show that the derivative is continuous at α = 1, it remains to show that σ˜∗B(α)
converges to σ˜∗B(1) = ρB in the limit α → 1. According to Lemma 5, the optimizer σ˜∗B(α) is the
(unique) solution with full rank to
f(α, σB) = Xα(σB)− χα(σB)σB = 0 (D.14)
Clearly σB 7→ f(1, σB) = ρB − σB has an invertible Jacobian, and thus the implicit function
theorem ensures that σ˜∗B(α) is continuous around α = 1.
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