Abstract Multiple human pose estimation is an important yet challenging problem. In an operating room (OR) environment, the 3D body poses of surgeons and medical staff can provide important clues for surgical workflow analysis. For that purpose, we propose an algorithm for localizing and recovering body poses of multiple human in an OR environment under a multi-camera setup. Our model builds on 3D Pictorial Structures and 2D body part localization across all camera views, using convolutional neural networks (ConvNets). To evaluate our algorithm, we introduce a dataset captured in a real OR environment. Our dataset is unique, challenging and publicly available with annotated ground truths. Our proposed algorithm yields to promising pose estimation results on this dataset.
Introduction
Recovering the body pose is a key task in many applications including surveillance, motion capture, activity recognition and human-machine interfaces. In this work, we address the problem of multiple human 3D pose estimation from multiple views in the scenario of an operating room. Our goal is to estimate the 3D body pose of the surgeons and medical staff.
We focus on the application of human body pose estimation in an operating room for the following reasons. Firstly, human pose estimation in the operating room is a crucial task and it may provide important clue for surgical workflow analysis. This claim is also supported by the fact that the body pose has been characterized as a very discriminative feature for action recognition, a related task to workflow modeling [25] . Secondly, estimating human pose in an operation room is challenging and the problem remains unsolved, because the environment is complex, dynamic and crowded, and people in the scene heavily occlude one another (Figs. 1, 2) .
Surgical workflow models are built in order to derive and analyze statistical properties of a surgery for recovering the phase of the operation, staff training, data visualization, report generation and monitoring. Building a workflow model requires sufficient amount of data from different sources and sensors. For example, measurements are collected from instruments, medical and monitoring devices [36] . A multi-view camera system that automatically estimates the 3D body pose of the surgeons and medical staff is another input modality to the framework of the surgical workflow modeling.
In this work, we propose an algorithm for estimating the 3D body pose of multiple individuals from a multi-view environment. Our approach is built on human tracking as well as 2D and 3D body pose estimation. Human tracking is performed with a multi-view tracker [11] that handles mutual occlusions between the target persons. After the localization and identification of the individuals using the human tracker, we propose to combine a 2D deep part detector with a 2D deep body regressor for generating a distribution of body part hypotheses for each localized individual in all views. We rely on convolutional neural networks (ConvNets) to train the body part detectors and regressor. Finally, we parse the 3D body pose of each individual using the 3D Pictorial Structures (3DPS) model [7] . The 3DPS model is composed of unary, pairwise and ternary potential functions. The unary potentials incorporate the observations to our model; in our case, we rely on the deep part detections across all views. The pairwise and ternary potentials model the human body prior. To ensure temporal consistency between the body poses over time, we have the temporal consistence potential function that incorporates with the human tracker output [10] . We demonstrate the performance of our approach on a new challenging dataset. To that end, we have set up a multiview camera system inside a real operating room where we have recorded different simulated medical operations. Our multi-view dataset is unique and challenging. To our best knowledge, we are the very first ones to introduce such a dataset to the computer vision community. It is publicly available with annotated ground truths. 1 The contributions of our work are twofold. First, we introduce an operating room (OR) dataset which consists of 5 calibrated cameras with up to 5 individuals in the scene. The dataset is composed of 7000 frames per view with 2D and 3D human annotations in every tenth frame. Second, we propose an algorithm for multiple human pose estimation from multiple views. The algorithm combines 3D pictorial struc-1 http://campar.in.tum.de/Chair/MultiHumanOR. tures with deep learning. Finally, we demonstrate promising results in our new dataset.
Related work
In this section, we review the related work on human 3D pose estimation and focus on multiple human from multiview approaches. We refer the reader to [35, 43] for a general analysis of human motion analysis.
Defining the human body as a constellation of parts has been proved to be the effective way for 2D pose estimation [2, 3, 16, 40] . The most notable part-based model is Pictorial Structures for 2D [4, 17, 19] or 3D body pose estimation [7, 13] . The model has been successfully applied on multiple human pose estimation in 2D [3, 16, 40] and 3D [7] as well. However, existing human pose estimation datasets are limited to daily scene and sports, which are relatively simple because the scenes are not crowded and target individual can be easily distinguished in most of the frames. By contrast, we choose to apply our model in the operating room scenario which comprises significantly mutual occlusions between the target individuals and thus is much more challenging than the normal ones. In contrary to the concept of part-based models, the holistic models predict directly the body pose by learning a mapping between features and poses [1, 6, 22, 24, 28, 44, 47, 59] . One very popular method to accomplish this task are random forests for human pose estimation from depth data [21, 41] . However, the current depth sensors (i.e., Kinect) are not directly applicable to the operating room, due to the small working space which causes interference between the sensors.
Recently, deep learning approaches demonstrated promising results on many computer vision tasks, including human pose estimation. Convolutional neural networks (ConvNets), a popular deep learning algorithm, are the current state-ofthe-art approach in human pose estimation [9, 14, 31, 37, 48, 49] . In this work, we also rely on ConvNets for training our body regressor and part detectors.
In 3D human pose estimation, there have been several approaches for multiple human pose estimation using monocular [5, 30, 60] , stereo [20, 39] or multi-view setup [26, [32] [33] [34] . Moreover, the problem of 3D pose estimation has been often combined with tracking [30, 60] . To improve the inferred 3D body in realistic environments, better appearance models have been introduced in [5] , where the 3D pose is inferred by 2D pose lifting. In Ref. [20] , a two-stage algorithm is applied on stereo input for human detection and pose recovery. Similar to our scenario, a multi-view system has been employed in [33, 34] for multiple human body pose estimation. In Ref. [34] , the proposed approach recovers the body poses of two individuals in a studio environment. In contrast, our model operates in an unconstrained environ- ment, such as the operating room. Furthermore, our model is not bounded to a particular number of individuals. Closer to our approach are the frameworks from [26, 32] , although we rely neither on background subtraction [32] nor a massive number of input cameras [32] .
The most related work to our model is the 3D pictorial structures (3DPS) model. We follow similar formulation and apply the 3DPS model on human pose estimation in the operating room. Moreover, we propose to combine the 3DPS model with the 2D deep body regressor of [9] and a deep part detector for producing 2D body part proposals.
Our pose estimation framework takes people tracking results as input. In our implementation, we have relied on the KSP tracker of [11] , which outputs ground-plane trajectories. The KSP tracker has been shown to achieve the state-of-theart tracking performance, and it has been recently extended to people re-identification [42, 54] , tracking interaction objects [55, 56] and tracking cells [51] in biomedical imagery. However, our tracker may take input for any multi-object tracker but not limited to KSP.
The rest of the paper is organized as follows: In Sect. 3, we shortly present the 3DPS model and the deep body regressor and part detectors. The operating room dataset is presented in Sect. 4, followed by our experiments in Sect. 5 and our conclusion in Sect. 6.
Method
Our method adopts the 3D pictorial structures (3DPS) model. The 3DPS model is defined as a Conditional Random Field (CRF) that is composed of unary, pairwise and ternary potential functions. In the rest of this section, we first present the unary potential functions, which are formed by human body deep regressors for each camera view [9] , combined with deep body part detectors. Next, we present the body prior model, as part of the pairwise and ternary potential functions. We follow the same formulation as in [7, 8] to present the 3DPS model.
3D pictorial structures

Model
In 3D pictorial structures (3DPS), a person is represented using an undirected graphical model. In our problem, we consider only the upper body due to the heavy occlusion of the lower body part (Fig. 3) . We follow the same formulation with [8] and model the upper human body with n parts such that a 3D body configuration is given by
Each body part Y i ∈ Λ i is defined by the 3D position in the state space Λ i ⊂ R 3 . Finally, the relation between the body parts is modeled using pairwise and ternary potential functions (Fig. 4) . In the 3DPS model, the posterior for a body configuration y ∈ Y is defined as: It has 9 body joints which are regressed using a ConvNet. A confidence value is obtained for each regressed joint using a second ConvNet for classification. The symmetric joints count for a single class and thus we have in total 6 classes (1 − 6, 2 − 5, 3 − 4, 7, 8, 9). On the right, our 3D human model is presented. We model it using a CRF, where the blue edges correspond to pairwise potentials and the green ones correspond to ternary potentials. The pairwise potentials model the translation between the body parts, while the ternary model the rotation In the following, we briefly present the potential functions. A detailed description of the 3DPS model can be found in [7, 8] .
State space
The state space Λ i comprises the locations that correspond to a candidate body part in the 3D space. Instead of discretizing the whole volume to generate our state space, we reduce the state space using body part detectors for each camera view. More specifically, we form the state space by conducting triangulation of all possible combinations of 2D body part detections of view pairs [7] . We assume that the cameras are calibrated and there is at least one pair of correct body part detections to fully recover a body part in 3D. The final global state space Λ = Λ 1 , Λ 2 , . . . , Λ n includes wrong hypotheses due to false positive detections. Since our method relies on tracking results, for each individual, we can significantly reduce the size of the state space based on the identity. Eventually, a separate state space is formulated for each individual based on the tracking input.
Body part detection
To sample 2D body parts for the state space generation, we rely on estimating a rough 2D body pose and then applying a body part detector around the estimated pose. These two steps are applied on each camera view and for each localized individual. Moreover, instead of relying on engineered features (e.g., HOG [15] or Haar-like [52] ) to model the body parts' appearance in 2D, we learn the features using deep learning, which has demonstrated promising results for the task of human pose estimation [14, 31, 48, 49] . The most well-established deep learning method is convolutional neural networks (ConvNets) [29] , which we employ in our model. The contributions of our ConvNets are twofold: Initially, a ConvNet is used to regress the 2D body pose given the image evidence. As we demonstrate in our experimental section, this rough 2D body pose estimation is usually accurate enough for our problem. Afterward, a ConvNet body part detector is applied for each body part on the area that is constrained by the regressed body pose. Eventually, we use the detections for the generation of the state space as well as for the computation of the unary potential functions of the 3DPS model. In the following, we describe the 2D body pose regressor and body part detectors. We use a ConvNet to regress a rough 2D body pose for each individual. The input to the regression network is a cropped image I c from the camera view c that includes the localized individual. The output is the 2D body pose configuration given by a real-valued vector y = (y 1 , y 2 , . . . , y N ), with y i ∈ R 2 . We also note the 2D body pose estimate with y for the case of the ConvNet, but it is different from Eq. (1). The architecture of the network is borrowed from [9] , as well as the robust loss function for training the ConvNet. We refer to [9] for further details on the network optimization and loss function. Finally, we use the 2D body pose regressor estimates as reference for defining the area from which we sample body part detections. In this way, we radically reduce the number of body part detections which we sample using another ConvNet.
The body part detector is formed by a ConvNet that classifies body parts based on our human model of Fig. 4 . In particular, we train a ConvNet to classify among six different body parts, since we use the same class for the symmetric [27] . However, our experiments demonstrate that the network capacity is sufficient for the body part detection in the operating room body parts. The structure of this ConvNet is presented in Fig. 5 . The network is composed of four convolutional and two fully connected layers. In addition, we use dropout [45] to prevent over-fitting and regularize the network. The training of the network is performed using a soft-max loss at the end of the network and the backpropagation algorithm [29] . During prediction, we uniformly sample body part detections for a radius of 10 pixels around the regressed body part based on the output of the ConvNet regressor. In this manner, we generate body part detections for the state space generation and our unary potentials estimation.
Potential functions
The potential functions of the 3DPS model are particularly designed for multi-view setups. In the following, we present first the unary and then pairwise and ternary potential functions.
Unary potentials
Given the generated state space, each 3D hypothesis has an average confidence that it is defined by the pairs of the triangulated deep part detectors' confidence (i.e., classification ConvNet output). The detection confidence function φ conf i (y i , x) is defined by the average confidence. The reprojection error C(y i ; x) of every triangulated 3D hypothesis contributes to the reprojection error potential function that is computed as:
The body part multi-view visibility potential φ vis i (y i , x) accounts for the number of views in which a body part 3D hypothesis is detected. In order to compute the number of views, every body part 3D hypothesis is projected across all views and we search in a small area (∼5 pixels radius) for body part detection. The accumulated number of visible views is normalized with respect to the total number of camera views. Eventually, the visibility potential is complementary to the reprojection error potential since it penalizes 3D hypotheses that occurred from ambiguous views or false positive detections. The last unary potential term is the temporal consistence function φ temp i (y i , p i ), which acts as a regulariser between previously inferred body poses p and candidate body part 3D hypotheses. To prevent wrongly inferred body poses to influence the current hypotheses, the temporal consistence potential function has a threshold c (set to 10 cm) distance between the candidate hypotheses and the inferred body parts. Inferred poses that lie outside this radius do not contribute to the computation of the temporal consistence potential function. The temporal consistence potential function is given by:
where d(y i , p i ) is the Euclidean distance between the 3D part hypothesis and previously inferred parts and a constant for numerical stability during inference.
Pairwise and ternary potentials
The 3D body prior is encoded in pairwise and ternary potential functions. In detail, we model the kinematic body constraints in terms of translation and rotation between physical body parts using pairwise and ternary potentials respectively [8] . The translation potential corresponds to the translation of the part i to the local coordinate system of the part j, and it is modeled with a multivariate Gaussian distribution as:
where y T i j = y i − y j , μ T i j is the mean and Σ T i j is the covariance. The rotation potential function models a hinge joint (i.e. 1DoF) between two body limbs. In our problem, this corresponds to the joint between the forearm and back arm. A unidimensional Gaussian distribution is used for the rotation and is given by:
where y R i, j,k = arccos(dot (y i − y j , y k − y j )), μ R i jk is the mean and σ R i jk the variance. Finally, all type of potential functions are modeled using ground-truth information of multi-view annotated data.
Model parameters learning
To learn the parameters w of the 3DPS model, we rely on regularised risk minimization and use a Structured SVM (SSVM) solver [50] . The parameters w of the model balance the influence of the potential functions to the inference task. We follow the formulation of [8] and learn a weight for each potential function based on a set of training samples S with labels y s ∈ {−1, 1}. A feature vector (φ s , ψ s ) with the concatenation of all potential functions is constructed for every training sample. We choose to minimize the 0 − 1 loss function that is given by:
where ξ s are the slack variables and C is a constant. The minimization of our energy is performed by the cutting plane algorithm [18] .
3D pose inference
The last step for the 3D body pose recovery of different individuals is the inference. The hypotheses of each individual lie on a separate state space, and our goal is to seek for the hypotheses that maximize the posterior probability of Eq. (1) for each individual h, given as follows:
whereŷ corresponds to the body pose of each individual h. To localization of each individual is performed by the human of tracker of [11] . Relying exclusively on tracking can result in drifts or mixed body parts [8] , but in our problem the tracker did not fail. The inference in the 3DPS model is performed using the max-product algorithm [12] . In addition, we profit from tracking and obtain the trajectory of each individual. To evaluate our approach, we propose the OR dataset that is captured in a real operating room.
OR dataset
The operating room (OR) dataset is composed of five RGB cameras positioned in different locations of a real operating room. In Fig. 2 , we show sample images from different camera views at the same time instant. The main goal of the dataset is to capture the human motion in different phases of a medical operation, in which there is active collaboration between the surgeons and staff. Note that we do not aim to recover the pose of the full body due to significant occlusions in the lower body. We aim to perform upper body 3D pose estimation of multiple individuals. As we have discussed in Sect. 1, the estimated body poses can contribute to the task of medical workflow modeling. Below, we provide details about the dataset formation (Fig. 6 ).
Data acquisition
We have mounted five GoPro ® cameras on the walls of an operating room for capturing the OR dataset. The cameras are placed across the operating room wall not to interfere with the staff and also meet the sterilization requirements. Since, the GoPro ® cameras do not offer an internal wired synchronization system, we have manually synchronized them after the recordings. The camera calibration has been done using the geometrical pattern of the floor [23, 53] . To derive the ground-truth 2D body pose (Fig. 4) , we have manually annotated the image data for all camera views. Afterward, we performed triangulation for generating the 3D body pose ground-truth. The accuracy of the annotation is around 50 mm. In total, we performed two different recordings for creating training and testing datasets. Since the lighting is controlled in OR, the time difference between the recordings of the training and testing datasets does not have any effect on the recording environment. Finally, we performed the calibration, synchronization and annotations tasks for both recordings.
Scenario
The dataset is composed of 5 individuals that interchange roles. The defined roles are two surgeons, an anaesthesiol-ogist and two nurses. In the first recording, all individuals are randomly associated with one role, while the role of each individual changes in the second recording. Hence, we create variations in the body motion for each role. In both recordings, the same medical operation is performed, and thus, there is a repetition in the performed actions.
Data partitioning
The first recording comprises the training dataset, where a small subset of frames is used as validation dataset for hyperparameter selection. The second recording forms the testing data. The training dataset includes 3000 images with up to 5 individuals for each camera view. Similarly, the testing dataset has up to 5 individuals in the scene, but it is composed of 4000 frames. In both cases, we provide annotation in every 10th frame. Note that the patient is a phantom. In the next section, we present the evaluation of the 3DPS model on the OR dataset for 2D and 3D human pose estimation.
Experiments
The task of multiple human pose estimation from multiple views has attracted notable interest recently [7, 8] . In our work, we focus on the OR scenario, where the difficulty of the task increases due to the challenging environment. In this section, we evaluate 2D and 3D human pose estimation on the OR dataset. We create a comparison baseline for the OR dataset that can be used for future evaluations in this dataset.
Our model is composed of 9 body parts (Fig. 4 ) that model the upper body. To learn the potential functions and parameters of the model, we use the training part of the OR dataset. At first, we train the body regression and body part detection ConvNets. The input RGB image to the networks has resolution 120 × 80, while the network parameters are similar to [9] . The learning rate and momentum are set to 0.01 and 0.9, respectively. The dropout is set to be 0.5, and the batch size is set to be 230 samples. Furthermore, we perform data augmentation in both classification and regression ConvNets. The initialisation of the ConvNets' parameters is done randomly using a Gaussian distribution with zero mean and standard deviation of 0.01. We learn the 3DPS model parameters and potential functions of the 3DPS model. The body prior is learned using the ground-truth data of the OR dataset.
The evaluation is divided into the following tasks: analysis of the state space, performance investigation with respect to the number of cameras, 2D human pose estimation and 3D human pose estimation. The analysis of the state space highlights how we profit from the tracking information and how we reduce the amount of computations in comparison with a global state space of all possible body part hypotheses. The examination of the performance w.r.t. to number of cameras provides an overview about the required number of cameras. In the 2D human pose estimation, we evaluate the general performance of the 2D body regression in conjunction with deep body part detector. Finally, the 3D human pose estimation evaluates the performance of our algorithm in each individual. For all evaluations, we rely on the strict PCP evaluation metric [38] for both 2D and 3D body pose estimation. In addition, we provide the error in millimeters (mm) for the 3D body pose results.
State space analysis
Given the identity of each individual obtained by our tracker, the number of body part hypotheses is significantly reduced since we do not triangulate body part detections of different individuals as in [7] . Consequently, the smaller state space accelerates the inference task that is performed in 1fps, given the body part detections. In Fig. 7 , we present the number of 3D body part hypotheses versus the number of 2D joint detection samples for the OR dataset.
The number of recovered 3D hypotheses is the aggregation of the triangulation instances of all combinations of view pairs, given different number of body part detections. In the case of [7] , the triangulation is performed between all individuals due to the unknown identity. As a result, their state space is much larger and the inference is computationally more expensive. It is true that our state space can result in missing body parts in case of occlusions and the missing body parts will be part of the state space of another individual. However, we did not experience this problem in practice (Fig. 8) . 
Performance with variable camera views
We examine the performance of our approach in 3D human pose estimation for different number cameras. The baseline for this experiment is defined by taking the minimum number of cameras that is two. Then gradually, we add more cameras to our framework and perform the evaluation using all combination of the available cameras. The average performance is reported in Fig. 9 for each individual separately. While adding more cameras improves performance, we observe that more than five cameras are not necessary for our setup. Using four cameras, we already achieve good performance.
2D human pose evaluation
We evaluate the performance of the ConvNets to regress and localize the 2D body parts across each camera view. We found it important to train a different model for each cam- Fig. 9 Adaptive number of cameras: the 3D strict PCP score is presented for evaluating with different number of cameras. Each individual benefits differently by employing additional number of cameras, but in all cases adding more cameras brings additional performance era view due to the high variance of the cameras' viewpoint. In this experiment, we focus on 2D body pose estimation of all individuals together in order to estimate a baseline for the 3D pose estimation. To this end, we estimate the PCP scores of all individuals jointly for each camera view to evaluate the regressor ConvNet. The results are summarized in Table 1 . In Table 1 , we observe similar performance of the body parts across the different camera views. The localization of the head and torso is quite precise for all cameras, while the lower arms are proven to be the most challenging body part to be correctly predicted. In general, the full body localization is similar for all camera views.
Moreover, we present the results of [58] in 2D human pose estimation, because it is a related approach. We have trained the model of [58] using the same data as with the ConvNets. The results are summarized in Table 2 and demonstrate the dominance of our approach. The HOG features [15] which form the base of [58] cannot capture effectively the operating room image data. Consequently, the Flexible Mixtures Parts (FMP) model [58] results in poor performance.
The error of the classification ConvNet for the body part detection is also similar for all camera views. In particular, we have 30.30 % error for Camera 1 and 28.73 % for Camera 5. Cameras 2, 3 and 4 have slightly higher classification error We have used the strict PCP performance metric. The last row summarizes the global PCP score The evaluation is presented for each camera view. We have used the strict PCP performance metric 
3D human pose evaluation
In this evaluation, we examine the 3D body pose results of each individual separately. We consider this evaluation as the most crucial for our approach and we summarize the results in Table 3 . It is clear that the head and torso parts are the most easily inferred body parts for the individuals. On the other hand, the PCP score is low for the lower arms, as expected based on the 2D body pose results. The lower arms remain the most difficult part to infer, even with multiple camera views as input. The results on the upper arms are different between the individuals, with the Actor 4 having the best performance. In general, Actor 4 has the best results among the others, stemming from his ideal position that is well captured by Cameras 1 and 5. Additionally, we provide the error in millimeters in Table 4 . In this example, we present the error in millimeters (mm). The last row summarizes the total average error Comparing the global PCP score between the 2D and 3D human pose estimation, we note that the 3D results are around 10 % lower due to the higher dimensional output space. Inference in the 3D space is a more difficult and demanding task than in 2D space, but it does not result in significant lower performance. We provide visual results of the 3D human pose estimation in Figs. 1, 6 and 10 .
In general, we consider our performance accurate enough for producing discriminative 3D body poses which will be valuable for the task of the medical workflow analysis. In future work, we plan to combine our approach with workflow estimation techniques [46, 57] .
Conclusion
We have introduced a unique dataset for human pose estimation that has been captured in a real operating room. The data have been acquired with a multi-view RGB camera system and simulate a medical operation using a phantom as patient. To perform the task of human pose estimation, we have presented our models for 2D and 3D inference applied on this dataset. In our evaluation, we have reported baseline score using our models and related approaches. Finally, our results demonstrate that our algorithms deliver discriminative body poses, which can be a valuable signal for surgical workflow analysis. In future work, we plan to use our body pose estimation models to support the task of predicting the phase of a medical operation. Hubertus Feussner is a surgeon and senior physician at the Klinikum rechts der Isar of the TU München. After studying at the Philipp University Marburg, he continued his medical studies at the Klinikum rechts der Isar. In 1982, he received a doctor's degree. His specialty is minimally invasive surgery/NOTES in addition to the upper gastrointestinal tract and dysphagia. Prof. Dr. Feußner is also member of the German Society of Surgery and president of the section for minimally invasive computer-and telematic-assisted surgery (CTAC) and is active in the field of medical engineering research. 
