In this paper, we design a symbolic output feedback controller of a cyber-physical system (CPS). The physical plant is modeled by an infinite transition system. We consider the situation that a finite abstracted system of the physical plant, called a c-abstracted system, is given. There exists an approximate alternating simulation relation from the c-abstracted system to the physical plant. A desired behavior of the c-abstracted system is also given, and we have a symbolic state feedback controller of the physical plant. We consider the case where some states of the plant are not measured. Then, to estimate the states with abstracted outputs measured by sensors, we introduce a finite abstracted system of the physical plant, called an o-abstracted system, such that there exists an approximate simulation relation. The relation guarantees that an observer designed based on the state of the oabstracted system estimates the current state of the plant. We construct a symbolic output feedback controller by composing these systems. By a relation-based approach, we proved that the controlled system approximately exhibits the desired behavior.
Introduction
Over the past few decades, the control of hybrid systems has been studied [13] . It is a main issue in hybrid systems to find an algorithmic procedure for designing a finite symbolic controller. The physical plant has real-valued variables, and its model is an infinite-state system that has too many uncertainties. Then, finite state abstraction is introduced in verification and synthesis problems of hybrid systems [22] . The behavior of a finite system can be regarded as a process. A simulation / bisimulation relation is a key notion that evaluates correctness between two processes [14] . If there exists a simulation / bisimulation relation, the abstracted plant correctly describes the behavior of the physical plant. But, these relations are often too restrictive in terms of the abstraction because the state set of a hybrid system is infinite [2] . Recently, approximate abstraction is considered with approximate simulation / bisimulation relations. These relations are evaluated by Lyapunov-like functions called simulation / bisimulation functions [10, 11, 12, 16, 21] .
Another key concept between two processes is an alternating simulation relation proposed in [1] . This notion is used not only in multi-agent systems and game automata but also to describe a relationship between a feedback controller and a plant. The control problem of a finite system can be solved by exact alternating simulation relations [22] . Approximated alternating simulation relations are also introduced as well as simulation / bisimulation relations to consider abstraction [10] .
A cyber-physical system (CPS) contains communication networks, which cause disturbances and noises such as data dropouts. A control performance is often degraded by them, so robustness of the CPS is important. An approach to design of a symbolic controller under the existence of disturbances is shown in [3, 4] , and approximated relations are used in [17] . It is shown that the input-output dynamical stability (IODS) is preserved under the abstraction if there exists an approximated alternating simulation relation [18, 19, 20, 23] .
On the other hand, the design methods of the output feedback controller have been proposed. There are a lot of approaches such as game strategies and specification-based estimators [6, 7, 9] . Especially, finite state abstraction is used in [8, 24, 25] . But, these are not based on (alternating) simulation relations. Relation-based approaches can be seen in [5, 26] where an observer-based control problem for discrete event systems is considered. These approaches are based on the exact alternating simulation / bisimulation relations. The output feedback controller based on approximated relations is designed in [15] under the assumption that the relation is based on distance between the state of the physical plant and the state of the abstracted plant.
In this paper, we propose a symbolic output feedback controller without introducing the distance. It is shown that there exists an approximate contractive alternating simulation relation from the proposed symbolic controller to the physical plant. Since the approximate contractive alternating simulation relation has the contraction property, the abstraction error between the physical plant and the symbolic controller does not diverge. Thus, the plant controlled by the proposed output feedback controller approximately exhibits the desired behavior.
The rest of this paper is organized as follows. In Section 2, we define a system as a transition system, and introduce notions of approximated relations. Moreover, we review an approach to design of a symbolic state feedback controller. In Section 3, we design a symbolic observer based on approximated relations. In Section 4, we construct an output feedback controller. It is shown that the controlled plant by the controller approximately exhibits the desired behavior. The proof is shown in Section 5. In Section 6, we consider an example to demonstrate how the proposed controller works.
Preliminaries

Simulation Relations
In this subsection, we review several fundamental notions for transition systems [19, 20] . Definition 1 A system S is a tuple (X, X 0 ,U, r), where:
• X is a set of states;
• X 0 ⊆ X is a set of initial states;
• U is a set of inputs;
• r : X ×U → 2 X is a transition map.
For any x ∈ X, let U(x) = {u ∈ U | r(x, u) = / 0}.
Let S 1 = (X 1 , X 10 ,U 1 , r 1 ) and S 2 = (X 2 , X 20 ,U 2 , r 2 ) be two systems. For a relation R ⊆ X 1 × X 2 ×U 1 × U 2 over the state sets X 1 , X 2 and the input sets U 1 ,U 2 , denoted by R X ⊆ X 1 × X 2 is a projection of R to the state sets X 1 , X 2 defined as follows:
Definition 2 Let S 1 = (X 1 , X 10 ,U 1 , r 1 ) and S 2 = (X 2 , X 20 ,U 2 , r 2 ) be two systems, let κ, λ ∈ R ≥0 , β ∈ [0, 1[ be some parameters, and consider a map d :
holds for all ε ≤ ε and the following two conditions hold for all ε ∈ [κ, ∞[.
We call R(ε) a simulation relation (SR) from S 1 to S 2 if R(ε) is a (0, 0, 0)-acSR from S 1 to S 2 .
Definition 3 Let S 1 = (X 1 , X 10 ,U 1 , r 1 ) and S 2 = (X 2 , X 20 ,U 2 , r 2 ) be two systems, let κ, λ ∈ R ≥0 , β ∈ [0, 1[ be some parameters, and consider a map d :
We call R(ε) an alternating simulation relation (ASR) from
Definition 4 Let S 1 = (X 1 , X 10 ,U 1 , r 1 ) and S 2 = (X 2 , X 20 ,U 2 , r 2 ) be two systems, and let R ⊆ X 1 × X 2 × U 1 × U 2 be a relation. We define the composition of S 1 and S 2 with respect to R, denoted by S := S 1 × R S 2 = (X, X 0 ,U, r) where:
• r : X ×U → 2 X is defined as follows: (x 1 , x 2 ) ∈ r((x 1 , x 2 ), (u 1 , u 2 )) if and only if
If R(ε) is a (κ, β , λ )-acSR or a (κ, β , λ )-acASR from S 1 to S 2 with d, we replace the above definitions of X 0 and r with the following conditions:
,
State Feedback
In this subsection, we review the state feedback control [19, 20] . A physical plant to be controlled, denoted by S = (X, X 0 ,U, r), is a discrete time system, and its state set X is a Euclidean space. Thus, S is an infinite transition system. In order to design a digital controller, we introduce a finite abstracted model of the plant that is implemented in the cyber space. We consider an abstracted systemŜ = (X,X 0 ,Û,r) of the plant S, called a c-abstracted system, such that there exists a (κ, β , λ )-acASR R(ε) ⊆X × X ×Û ×U fromŜ to S. A desired behavior of the plant is described byŜ C = (X C ,X C0 ,Û C ,r C ) based onŜ in such a way that there exists an ASRR C ⊆X C ×X ×Û C ×Û fromŜ C toŜ. Then, the following theorem shows the existence of a symbolic state feedback controller [19, 20] .
, and S = (X, X 0 ,U, r) be systems, let κ, λ ∈ R ≥0 , β ∈ [0, 1[ be some parameters, and consider a map d : U ×Û → R ≥0 . Assume that there exist an
Theorem 1 implies that S C , which is the composition of the abstracted systemsŜ C andŜ, is a controller of S. In the case where the state x of S is fully observed, we can determine the statex ofŜ by the relation R(ε). Then, the statex C ofŜ C is determined by the relationR C . The controller determines a control inputû C ∈Û C such thatr C (x C ,û C ) = / 0. However, in general, all states are not always measured. Moreover, the output value is abstracted by the resolution of sensors. Then, in the next section, we introduce a symbolic observer based on abstracted outputs.
Observer Design
Let Y be a set of outputs, and H : X → Y be an output map of the plant S = (X, X 0 ,U, r). We call (S,Y, H) = (X, X 0 ,U, r,Y, H) a plant with outputs. The observer introduced in this section is based on the concept of observers for discrete event systems [5] . In order that the observer always estimates the current state of the plant, it must simulate any behavior of the plant. Thus, we introduce an abstracted systemŠ = (X,X 0 ,Ǔ,ř) of the plant S, called an o-abstracted system, such that there exists an acSRŘ(ε) from S toŠ. Note thatŠ =Ŝ in general. The acSRŘ(ε) is based on measured outputs of the physical plant and satisfies the following condition:
Definition 5 Let (S,Y, H) be a plant with outputs andŠ be an o-abstracted system, let κ , λ ∈ R ≥0 , β ∈ [0, 1[ be some parameters, and consider a mapď : X ×X → R ≥0 . There exists a (κ , β , λ )-acSŘ R(ε) ⊆ X ×X ×U ×Ǔ from S toŠ withď. Then, we define a systemS = (X,X 0 ,Ũ,r) where:
•X = 2X \ { / 0};
•Ũ =Ǔ;
•r :X ×Ũ → 2X is defined as follows:
r(x,ǔ) = {x ∈X | ∀x ∈x , ∃x ∈x, ∃x ∈ X, ∃u ∈ U, ∃x ∈ r(x, u), ∃ε ∈ [κ , ∞[:
whereŘ X (ε) ⊆ X ×X is the projection of a relation induced byŘ(ε) defined as follows:
We callS an observer of S induced byŠ.
Theorem 2 Let (S,Y, H) be a plant with outputs,Š is an o-abstracted system, and there exists a (κ , β , λ )-acSRŘ(ε) ⊆ X ×X × U ×Ǔ from S toŠ withď for some κ , λ ∈ R ≥0 , β ∈ [0, 1[, and a mapď : X ×X → R ≥0 . The observerS is induced byŠ as in Definition 5. Then, the following relation R (ε) ⊆ X ×X ×U ×Ũ is a (κ , β , λ )-acSR from (S,Y, H) toS withď:
Proof We will show that R (ε) satisfies the conditions of a (κ , β , λ )-acSR from S toS withď.
1. Consider any x 0 ∈ X 0 . Let H(x 0 ) = y 0 . We consider the following statex 0 ofS:
Note that by the (κ , β , λ )-acSRŘ(ε),x 0 is a non-empty set. Recall thatX 0 = 2X 0 \ { / 0}. Then, we havex 0 ∈X 0 . By the definition of R (ε), (x 0 ,x 0 ) ∈ R X (κ ) holds.
2. First, consider any (x,x) ∈ R X (ε). We have ∃x ∈x : (x,x) ∈Ř X (ε).
Choose any u ∈ U(x). By the (κ , β , λ )-acSRŘ(ε), there existsǔ ∈Ũ(x) such that (x,x, u,ǔ) ∈ R(ε). Now, we have (x,x, u,ǔ) ∈ R (ε).
Next, consider any x ∈ r(x, u). Let H(x ) = y . We consider the following statex ofS:
Note that by the (κ , β , λ )-acSRŘ(ε),x is a non-empty set. Moreover, we have
By the definition ofr,x ∈r(x,ǔ) holds. Thus, by the definition of R (ε), (x ,x ) ∈ R X (κ + β ε + λ ď (u,ǔ)) holds.
Theorem 2 implies that for the current statex of the observer, there always existsx ∈x such thatx is an o-abstracted state of the current state x of the plant. Thus,S lists up all candidates ofx.
Output Feedback Control System
In this section, we construct an output feedback system with the observer defined in the previous section.
Definition 6 We define a systemŜ = (X,X 0 ,Û,r) induced byŜ = (X,X 0 ,Û,r) where:
•Û =Û;
•r :X ×Û → 2X is defined as follows:
Intuitively, eachx ∈x corresponds to (at least) one candidate listed up by the observer. Recall that S is induced byŠ that is different fromŜ. Then, we considerx such that each c-abstracted statex ∈x corresponds to (at least) one o-abstracted statex ∈x. The transition mapr is defined only whenr is defined for allx ∈x.
We defineŜ C induced byŜ C as well asŜ induced byŜ.
Definition 7
We define a systemŜ C = (X C ,X C0 ,Û C ,r C ) induced byŜ C = (X C ,X C0 ,Û C ,r C ) where:
•Û C =Û C ;
•r C :X C ×Û C → 2X C is defined as follows:
Then, we have the following main theorems.
Theorem 3 Consider the same condition as Theorem 1. In addition, letŠ = (X,X 0 ,Ǔ,ř) be an oabstracted system, and there exists a (κ , β , λ )-acSRŘ(ε) ⊆ X ×X × U ×Ǔ from S toŠ withď for some κ , λ ∈ R ≥0 , β ∈ [0, 1[, and a mapď : X ×X → R ≥0 . LetS = (X,X 0 ,Ũ,r) be an observer induced byŠ as in Definition 5. LetŜ = (X,X 0 ,Û,r) andŜ C = (X C ,X C0 ,Û C ,r C ) be systems induced by a cabstracted systemŜ andŜ C , respectively as in Definitions 6 and 7. Assume thatR C satisfies (4) , that there exists a mapd :Û ×Ǔ → R ≥0 satisfying (5), and that R(ε) andŘ(ε) satisfy (6) and (7), respectively.
∀û ∈Û, ∀u ∈ U, ∀ǔ ∈Ǔ : 
where the relationsR C ⊆X C ×X ×Û C ×Û and R(ε) ⊆X ×X ×Û ×Ũ are defined by (9) and (10), respectively.R
R(ε) = {(x,x,û,ǔ) | ∃u ∈ U, ∃ε 1 ≥ κ, ∃ε 2 ≥ κ , ∀x ∈x, ∃x ∈ X, ∃x ∈x :
Theorem 4 Consider the same condition as Theorem 3.
where R (ε) is defined by (3) . The definition of R C (ε) corresponds to that of R C (ε) given by (1). Then, Theorem 4 is an extension of Theorem 1 to the output feedback control of the physical plant. The block diagram of the proposed control system is shown in Fig. 1 . When the observerS receives the output y, it updates the estimtionx of the current state of the plant. Then, S C updates the state (x C ,x) by the relation R C (ε). The controller determines a control inputû C ∈Û C (x C ) such that for anyx C ∈x C ,r C (x C ,û C ) = / 0 holds. This is the key idea of our approach. Then, by Theorem 4, the physical plant controlled by the output feedback controllerS C exhibits a desired behavior approximately in the sense of the acASR.
In the case whereŜ andŠ are constructed by discretization of the state set X of the plant, we can define the parameterized relations based on the Euclidean distance on X that measures the abstraction error as shown in the illustrative example.
In the next section, we show the proofs of these theorems.
Proofs of Main Theorems
First, we show two lemmas that are needed in the proofs of the main theorems.
Lemma 1
The relationR C ⊆X C ×X ×Û C ×Û defined by (9) is an ASR fromŜ C toŜ.
Proof We will show thatR C satisfies the conditions of an ASR fromŜ C toŜ.
1. Consider anyx C0 ∈X C0 . We consider the following statex 0 ofŜ:
SinceR C is an ASR,x 0 is a non-empty set. Recall thatX 0 = 2X 0 \ { / 0}, and we havex 0 ∈X 0 . By the definition ofR C , (x C0 ,x 0 ) ∈R CX holds.
First, consider any
By the definition ofR C , the following condition holds:
which implies together with the definition of the ASR that
Next, consider anyx ∈r(x,û). By the definition ofr, we havê
By the definition ofr C , we haver
Thus, from (12), there always existsx C ∈r C (x C ,û C ) satisfying the following condition:
Therefore, by the definition ofR C , (x C ,x ) ∈R CX holds.
Lemma 1 shows thatŜ C is a feedback controller ofŜ.
Lemma 2
The relation R(ε) ⊆X ×X ×Û ×Ũ defined by (10) is a (κ + κ , max{β , β }, max{λ , λ })-acASR fromŜ toS withd.
Proof We will show that R(ε) satisfies the conditions of a (κ + κ , max{β , β }, max{λ , λ })-acASR fromŜ toS withd.
1. Consider anyx 0 ∈X 0 . We consider the following statex 0 ofS:
Since R(ε) andŘ(ε) are a (κ, β , λ )-acASR fromŜ to S and a (κ , β , λ )-acSR from S toŠ, respectively,x 0 is a non-empty set. Recall thatX 0 = 2X 0 \ { / 0}, and we havex 0 ∈X 0 . By the definition of R(ε), (x 0 ,x 0 ) ∈ R X (κ + κ ) holds.
2. First, consider any (x,x) ∈ R X (ε). Choose anyû ∈Û(x). From (6) and (7), there exist u ∈ U anď u ∈Ũ(x) such that (x,x,û,ǔ) ∈ R(ε). By the definition of R(ε), there exist ε 1 ≥ κ and ε 2 ≥ κ such that ε 1 + ε 2 = ε, and the following condition holds:
which implies together with the definition ofr that
By the definition of (κ, β , λ )-acASR fromŜ to S with d, we have the following condition:
Thus, we have the following condition:
r(x, u), ∃x ∈ x∈xr (x,û) :
Next, consider anyx ∈r(x,ǔ). By the definition ofr, we havẽ
By the definition ofr, we haver
which implies together with (13) that there always existsx ∈r(x,û) satisfying the following condition:
Thus, by the definition of R(ε) and (5), we have
By Lemmas 1 and 2,R C and R(ε) are an ASR fromŜ C toŜ and a (κ + κ , max{β , β }, max{λ , λ })-acASR fromŜ toS withd, respectively, which implies together with Theorem 1 that Theorem 3 holds.
Next, we prove Theorem 4. We will show thatR C (ε) satisfies the conditions of a (κ +κ , max{β , β }, max{λ , λ })-acASR fromS C to (S,Y, H) withd C . ((x C0 ,x 0 ),x 0 ) ∈X C0 . By the definition of the composed systems, we have (x C0 ,x 0 ) ∈ R CX and (x 0 ,x 0 ) ∈ R X (κ + κ ). By the proof (1) of Lemma 2, there exists x 0 ∈ X 0 such that
Consider any
which implies together with the definition of R (ε) that we have (((x C0 ,x 0 ),x 0 ), x 0 ) ∈R CX (κ + κ )).
First, consider any
. By the definition of the composed systems, we have (x C ,x,û C ,û) ∈R C and (x,x 0 ,û,ǔ) ∈ R(ε). By the definition of R(ε), there exists u ∈ U(x) such that
which implies together with the definition of R (ε) that we have
Since R(ε) is a (κ + κ , max{β , β }, max{λ , λ })-acASR fromŜ toS withd, there existsx ∈ r(x,û) such that
Thus, we have
By the ASRR C , we have
By the definition of the composed systems, we have
On the other hand, by the definition ofd C and (5), we havē
Therefore, by (14) and (15), we have
6 Illustrative Example
Physical Plant
We consider a physical plant given by
where y c [k] is the output of the plant, and y[k] is the measured value of the sensor. rd Z (y) is a rounded value of y to an integer. We will design a symbolic controller determining the control input u [k] . Data transmission between the plant and the controller is done via unreliable communication channels where data dropouts sometimes occur. If data dropouts occur, the control signal u (resp. the output signal y) is set to be 0 at the plant (resp. at the controller). Assume that data dropouts never occur consecutively. The dynamics of communication channels is modeled by a system shown in Fig. 2 . First, we introduce a system with outputs (S,Y, H) = (X, X 0 ,U, r,Y, H) that represents the dynamics of the plant and the dynamics of the communication channels, where
.032, 0.064}, and Y = Z. H : X → Y is defined as follows:
) is a state of communication channels from the controller to the physical plant (resp. vice versa), and their Boolean values correspond to the state number of Fig. 2 . The transition map r : X ×U → 2 X is defined as follows: 
Note that rd 2 (y) rounds y off to two decimal place. Then, the following relation R(ε) ⊆X × X ×Û ×U is a (0.005, 0.5, 0)-acASR fromŜ to S:
The desired behavior is that y c [k] converges to 1. Then, we introduceŜ C = (X C ,X C0 ,Û C ,r C ) as shown in Fig. 3 whereX C0 = [0 0 0 0] T andÛ C = {0.032, 0.064}. The red arrows in Fig. 3 describe the transitions whenû C = 0.064, and the black arrows describe the transitions whenû C = 0.032.
Then, the following relationR C ⊆X C ×X ×Û C ,Û is an ASR fromŜ C toŜ: Note that rd 1 (y) rounds y off to one decimal place. Then, the following relationŘ(ε) ⊆ X ×X ×U ×Ǔ is a (0.05, 0.5, 0)-acSR from S toŠ:
Output Feedback Control
We construct an observerS = (X,X 0 ,Ũ,r) induced byŠ as shown in Definition 5. Consider the ASR R C , (0.005, 0.5, 0)-acASR R(ε), and (0.05, 0.5, 0)-acSRŘ(ε) defined in the previous subsection. Then, it is shown thatR C satisfies (4) , that R(ε) satisfies (6), and thatŘ(ε) satisfies (7) . Note that U =Û = U. We introduceŜ = (X,X 0 ,Û,r) induced byŜ andŜ C = (X C ,X C0 ,Û C ,r C ) induced byŜ C defined in Definitions 6 and 7, respectively. Now, we use Theorems 3 and 4 to design the output feedback controller S C , whereR C (ε) is a (0.055, 0.5, 0)-acASR fromS C to S.
Simulation Result
By the computer simulation, it is shown that the observerS has 10 states, and that the output feedback controllerS C has 27 states. The occurrences of data dropouts are shown in Fig. 4 . The time response of y c [k] is shown in Fig. 5 . It is shown that y c [k] converges to 1 though sometimes deviates by the input disturbances. The numbers of candidates of the current state are shown in Fig. 6 . Since we haveX ⊆X, it is noticed that the number of candidates listed up by the controller is always larger than that by the observer. 
Conclusion
We consider a symbolic design of an observer that lists up all possible candidates of the current state of the physical plant. In order to design a symbolic output feedback controller, two abstracted systems are introduced. One abstracted system needs an acASR to construct a feedback controller. The other needs an acSR to estimate the state of the plant. They are given independently, which means that the separation principle of the control and the observation holds. We proved that there exists an acASR from the proposed output feedback controller to the physical plant without introducing the distance. It is shown in [18, 19, 20, 23] that the input-output dynamical stability is preserved under an acASR. Thus, it is future work to show the stability of the controlled plant.
