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Abstract—Multi-tenancy leads to improved efficiency, im-
proved scalability, and lower costs. With the recent evolution of
Cloud Computing and Software-as-a-Service (SaaS) in particular,
a flexible and scalable multi-tenant architecture is becoming
highly important. In multi-tenant applications, each tenant has
its own users and administrators and tenants even tend to be
divided into multiple subtenants. As the number of tenants grows,
the number of users and amount of data grows, thus a scalable
architecture for the access control system is needed. The question
arises how to distribute the users and data over multiple database
instances.
In this paper we present a hierarchical data management ap-
proach, taking performance metrics into account, for structuring
the storage of tenant data in large multi-tenant environments.
We introduce a logical representation of the tenants, the tenant
tree, and make a mapping to the physical storage by introducing
three models for load-balancing. Next, we focus on how to
efficiently locate the required data and introduce multiple search
approaches. We characterize the impact on the performance both
theoretically and experimentally. Experiments confirm that the
theoretical analysis is in line with the experimental results. When
the amount of data increases significantly, dividing the data over
multiple datastores in an efficient way will eliminate the overhead
and lead to a performance gain, especially if most of the data is
located at the leaf nodes of the tenant tree.
I. INTRODUCTION
Multi-tenancy [1] enables the serving of multiple clients
or tenants by a single application instance, with isolation
of each tenant’s data. The major benefits include increased
utilisation of available hardware resources and improved ease
of maintenance and deployment. These benefits can result in
lower overall application costs. In a multi-tenant architecture,
a software application is designed to virtually partition its data
and configuration, as illustrated in Figure 1, and each tenant
works in a virtual application instance. Within the application,
every tenant will typically have its own users and adminis-
trators. Some tenants may be divided into multiple subtenants,
each one again having its own users. A reseller for example is a
special tenant, serving multiple customers, its subtenants. The
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Fig. 1: In a multi-tenant application, most of the software
stacks up until the application itself, which is shared by the
different tenants.
PUMA project [2] aims to develop a scalable security solution
for the management and enforcement of user permissions for
Software as a Service (SaaS) applications in a shared (multi-
tenant) infrastructure. This solution offers support for essential
security requirements, such as confidentiality, integrity and
availability.
With the recent evolution of cloud computing [3], a tech-
nology that enables elastic, on-demand resource provisioning,
and SaaS in particular, a multi-tenant architecture has gained
popularity. With cloud computing, an optimal usage of avail-
able resources is recommended to reduce operating costs, as
the infrastructure provider usually charges for the number of
instances used. As the number of tenants grows, a scalable
architecture for authentication and authorization is needed.
While most users belong to a single tenant (or subtenant), some
users might belong to multiple tenants, which introduces extra
challenges for a multi-tenant access control system. Examples978-1-4799-0913-1/14/$31.00 c© 2014 IEEE
include a custom tenant administrator, who is responsible for
multiple (but not all) subtenants, and a freelancer who works
for different tenants.
Performance is a key challenge in multi-tenant environ-
ments, because multiple tenants share the same resources and
hardware utilisation is higher on average, and one tenant might
clog up resources, compromising the performance of all other
tenants. Scalability is another big challenge, especially when
the number of tenants increases [4].
In this paper we focus on the scalability and load-balancing
of the storage component of multi-tenant applications, in
special of the access control system. We present a hierarchical
data management approach, taking performance metrics into
account, for structuring the different tenants and subtenants.
Different physical implementations are possible, and we will
shortly describe the advantages and disadvantages of each
alternative. We characterize the impact on the performance
both theoretically and experimentally.
We will address these three research questions: 1) How
to store, load balance and find tenant data in large multi-
tenant environments with minimal overhead? 2) How does the
proposed model impact the performance of the application?
3) How do tenants impact each other’s performance?
In the next section we will discuss related work. After-
wards, in Section III, we will present a hierarchical model for
managing and storing data, users and roles. We will discuss
how specific data can be searched, and provide a theoretical
analysis of the impact on the performance in Section IV. In
Section V, we will verify our theoretical analysis by different
experiments. In Section VI, we finish with our conclusions and
future work.
II. RELATED WORK
In previous work [5], we described the steps required
to migrate an existing application to a public cloud envi-
ronment, and proposed a solution to add multi-tenancy to
the application. We focused on the use case of a medical
communications application. In this paper, we elaborate the
concept of management and storage of users and roles in a
multi-tenant environment, and focus on the performance and
load distribution of the access control system.
Related to the PUMA project, the work of Decat et
al. [6] [7] is complementary to this paper. They focus on
scalable and confidentiality-aware access control management
for SaaS applications from the point of view of the tenant.
To achieve this, they describe and evaluate the concept of
federated authorization in which authorization is externalized
from the SaaS application and centralized at the tenant [6]. To
improve performance, they also describe a policy decomposi-
tion algorithm for more fine-grained policy deployment [7]. In
this paper, we focus on the performance of the storage part of
the application.
Calero et al [8] describe an authorization model suit-
able for cloud computing in which hierarchical role-based
access control, path-based object hierarchies and federation
are supported. The model described can be used to implement
authentication and roles in a multi-tenancy environment, but
no details are added about where to store the users and roles,
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Fig. 2: Layered architecture with decoupled access control. The
data access component is responsible for selecting the correct
datastore.
especially in large, scalable environments. By contrast, we
focus on how to divide the users over different datasets, and
how this will influence the performance of the authentication
mechanism.
In [9], the design of the Force.com multi-tenant internet
application development platform is described. The storage
uses a set of metadata, data and pivot tables to store all tenant
data generically. Typically, a single database is used for every
tenant. The paper presents a very generic way for storing
custom objects and custom data, which could be used to store
the tenant’s data, but doesn’t really focus on the scalability. By
contrast, we present a scalable model where multiple tenants
can share a single database, and characterize the performance
of the model.
In [10] a solution for access control in cloud environments
is presented. Access policies based on data attributes are used
to enforce authorization. Such could be used to encrypt the
tenants data, combined with the hierarchical model presented
in this paper.
Walraven et al [11] described an architecture of a multi-
tenancy enablement layer, which can be used for data isolation,
feature management and tenant-specific customizations. This
layer could be extended with the hierarchical model presented
in this paper to increase scalability and performance, for build-
ing a middleware for highly scalable multi-tenant applications.
III. ARCHITECTURE OUTLINE
Web applications are usually designed using a multitier
architecture, where the application is separated into multiple
layers, as illustrated in Figure 2. Within the business logic
layer, security is provided by the access control component.
This component should be decoupled from the offered services
as much as possible. The database layer holds the application
data, the different users and (if applicable) roles. As an alter-
native for roles, Attribute-Based Access Control (ABAC) [12]
could also be used. The reasoning behind ABAC is that every
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Fig. 3: The tenant tree, a logical representation of different
tenants and subtenants in a multi-tenant application. Grey
nodes are leaf nodes of the tree.
user, resource and action can have certain attributes related to
them on which policies can define restrictions.
In this section, we focus on the scalability of the database
layer in multi-tenant applications. We will introduce a logical
hierarchical representation of the different tenants and sub-
tenants, and make a mapping to the physical storage. The
data access layer is responsible for load balancing between the
different datastores and holds the decision support for splitting
or merging datastores when applicable.
A. Logical Representation
Tenants and subtenants can be structured hierarchically. In
the rest of this paper, we will refer to this representation as the
tenant tree. At the top level is the SaaS provider, which can be
seen as the root node of the tenant tree. The different tenants
using the application are located on the next level, and can be
seen as child nodes of SaaS provider. Therefore, all tenants
share the same parent. Some tenants can even be divided into
multiple subtenants, for example in the scenario of a reseller.
In this case, the subtenants are child nodes of their respective
parent tenant, making the tenants inner nodes (nodes with child
nodes) of the tree and the subtenants leaf nodes (nodes without
children).
Figure 3 shows an example tenant tree where a multi-tenant
software application, deployed on the public cloud by the SaaS
provider, is used by three different tenants. All tenants have
the same parent, the SaaS provider. Tenant A, a reseller, has
three child nodes, its clients, while tenant C has two child
nodes. Subtenant A1 and tenant B are examples of leaf nodes
(colored in grey), whereas tenant A is an example of an inner
node. Inner nodes also have some tenant data.
B. Physical Storage
By introducing the logical hierarchical representation, the
question arises how and where to store the data for the different
tenants. Data could be split in the same way as the logical
representation, by creating a datastore for each (sub)tenant or
TABLE I: Comparison between the monolithic and fully
distributed model.
Monolithic model Fully distributed model
Cost + single instance, cheaper - multiple instances
needed, higher cost
Implementation + easier to implement,
search less complex
- application needs to sup-
port multiple datastores,
search more complex
Security - only on application level + data isolation, security
both by application and
database
Performance - shared resources, single
tenant can clog-up appli-
cation
+ dedicated instance for
every tenant
Scalability - only usable for limited
number of tenants
+ highly scalable
merge multiple smaller databases. For small applications with
a limited number of tenants, a single datastore can be used.
We distinguish 3 different models for load balancing the data:
1) The monolithic model, where all data is stored in a single
datastore.
2) The fully distributed model where every tenant and
subtenant has its own datastore.
3) The hybrid model which is a mix of both previous
models.
Table I shows a comparison between the monolithic and
fully distributed model. For a new SaaS application with
a limited number of tenants, the provider could start using
the monolithic model for storing all data, and move to the
hybrid model or the fully distributed model as the amount of
tenants and data grows. The monolithic model will be easier to
implement with lower costs, as only a single database instance
is needed. The fully distributed model on the other hand is
more flexible and scalable, with guaranteed data isolation, but
at a higher price. A good architecture should support both
models, making it possible to select the optimal strategy for
every tenant. The application provider could select the optimal
strategy himself, or leave the choise to the tenant. In the
latter case, the provider could offer different the application
in different versions with a different service-level agreement
(SLA), for example basic hosting using the monolithic model,
silver hosting using the hybrid model with a single datastore
for a tenant and its subtenants, and gold hosting using the fully
distributed model.
When storing data from multiple tenants into a single
datastore (monolithic or hybrid model), each data row should
be accompanied by a unique identifier for the tenant, the
tenantId. In addition, add a table containing information about
all different tenants and their corresponding tenantId. When
speaking about tenant data, we can make a distinction between:
1) The tenant users, where all users belonging to a single
tenant are stored.
2) The tenant roles, where the different roles for the tenant
users are stored.
3) The tenant’s application data, specific for the SaaS
application.
Different combinations of the storage models for each data
type are possible. Figure 4 shows an example mapping between
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Fig. 4: Mapping between a part of the tenant tree and the
physical storage of the data for the different tenants and
subtenants.
the the tenant tree and the physical storage of the different
types of data. In this example, all tenant users are stored using
the monolithic model, the application data of tenant C using a
hybrid model, and the roles using the fully distributed model.
The application data of tenant C and subtenants C1 and C2 is
stored in a single colocated datastore.
Apart from selecting the strategy for splitting the data,
which data do we store in which datastore? The main goal is to
store the data at the lowest possible node of the tree, starting at
the root node. For example, when the roles are stored using the
fully distributed model, as in Figure 4, the subtenant-specific
roles are stored at the subtenant datastores. A user who only
belongs to subtenant B1 will have a corresponding role in the
roles datastore of subtenant B1. A tenant administrator, who
manages all subtenants of tenant B, will typically have a tenant
administrator role stored in the roles datastore of tenant B.
A tenant administrator, who manages some (but not all)
subtenants of tenant B will have a custom administrator role,
also stored in the roles datastore of tenant B. Alternatively, we
could give the last user separate roles in the datastores of the
different subtenants, but this introduces a small overhead as
multiple roles are needed for a single user.
IV. DISTRIBUTED SEARCH
By introducing a hierarchical model for users, roles and
tenant data, some data may be distributed over multiple
database instances. This will have an impact on the perfor-
mance and scalability of the application, as the number of
users and amount of tenant data can now be much higher, but
the system might have to search in multiple databases.
The question arises how to efficiently retrieve the needed
data. In this section, we will propose multiple search meth-
ods, followed by a theoretical analysis of the impact on the
performance.
Figure 5 shows an illustrative scenario of a fully distributed
model, with a tenant C and subtenant C2. An authenticated
user “Bob” wants to access the data of subtenant C2. The
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Fig. 5: Example scenario where user “Bob” wants to access
the application data of subtenant C2. The required role can be
stored at different locations in the tenant tree.
authorization system needs to know wether “Bob” has access
to the data of subtenant C2, or more concrete, if this user has
an applicable role for this subtenant. Because the model is
fully distributed, meaning that every tenant and subtenant has
its own roles datastore, the corresponding role for user “Bob”
can be stored in three locations, as illustrated in Figure 5:
1) The roles datastore of subtenant C2.
2) The roles datastore of tenant C.
3) The roles datastore of the SaaS Provider (the root).
Although this example scenario only handles the search for
a role in the roles datastore, a similar scenario can be described
for searching a user or finding some tenant data.
A. Search Methods
When searching for the data, in our example scenario
a corresponding role for user “Bob”, we need to search at
different locations. In general, the data can be stored at any
location along the path from the (leaf) node to the root. We
can do a serial search, starting at a single datastore, e.g. the
leaf datastore, and moving to the next datastore along the path
in case the data is not yet found, or in case the datastores are
stored on different (virtual) machines, we could also perform
a parallel search), searching in all datastores at the same time
and merging the results.
In case of the serial search, we can start at the leaf node,
and move up the tree towards the root node, this is the bottom-
up approach, or we could start at the root and continue down
the tree towards the leaf node (top-down approach). However,
we strongly prefer the bottom-up approach. The bottom-up
approach is easier to implement, as in the top-down approach,
the path from the root to the leaf node needs to be calculated in
advance. Also, when using the top-down approach, all traffic
needs to pass the root node, turning this datastore into a
possible bottleneck.
In most cases, the search can stop when an applicable
role is found. In some scenarios however, roles higher in the
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Fig. 6: Theoretical analysis of the time needed for finding the
tenant data in a 2-level hierarchical structure tenant-subtenant.
The vertical axis denotes the relative response time, where 1
equals the time needed to find the data in a single datastore.
hierarchy could overrule lower roles. This will have a bad
influence on the performance as the authorization system needs
to search all datastores to get all roles. We strongly recommend
to avoid such scenarios, as it will not only have a bad influence
on the performance, but the authorization system will also
become far more complex.
B. Theoretical Analysis
As the number of possibilities for dividing the data over
the datastores is endless, we will breakdown the problem
into two cases, which can be combined for the implemented
model. The symbols used in this section are summarized in
Table II. We will only focus on the distribution of users among
different datastores, but the same approach can be followed for
distribution of roles and/or tenant data (if applicable). When
using the serial search, we will use the bottom-up search, for
the above-mentioned reasons.
As described in the previous section, tenants can be logi-
cally organised in a hierarchical way, and a mapping can be
made to the physical storage locations.
1) Time required to find a user in a datastore: We start our
analysis with the time needed to find a single user in a large
TABLE II: Overview of used symbols.
Symbol Description
tds time to find a record in a single datastore, based
on an indexed parameter
t∗ds time to find a record in a single datastore,based
on a non-indexed parameter
nds number of records in the datastore
ntot total number of records
pds probability that user record is stored in the specific
datastore
dataset. The value is dependent on both the number of users
in the dataset, and the indexing method used.
When searching for an entry in a single table, based on
an indexed parameter, the average time needed has a factor
O(log(n)), when searching on a non-indexed parameter, this
factor is O(n), where n equals the number of rows in the table.
Therefore, in theory, the time needed to find a user in a
single datastore will be equal to
tds = C × log(nds) (1)
t∗ds = C × nds (2)
where tds and t∗ds denote the time needed to find a user (record)
in a dataset, based on an indexed and non-indexed parameter,
nds denotes the number of users in the datastore, and C is an
unknown constant factor.
2) Probability: When we have multiple datastores, the
probability that a random user u is stored in a specific datastore
is equal to
pds = nds/ntot (3)
where ntot equals the number of users in the datastore.
3) Vertical Search: When users are divided over two data-
stores, where one datastore (parent) is the parent of the other
(child), the average time needed to find a random user, using
a bottom-up serial search, can be calculated as
tavg = pchild × t(∗)child + pparent × (t(∗)child + t(∗)parent) (4)
The average time to find a user, using the bottom up serial
search, can be divided into 2 subcases: the case where the user
is stored at the child datastore (probability pchild), and the case
where the user is stored at the parent datastore (probability
pparent). In the first case, the bottom-up algorithm will only
have to search the child datastore. However, in the second
case, the algorithm will start searching in the child datastore,
and continue the search in the parent datastore.
In case of a parallel search, the average time corresponds
to
tavg = max(t
(∗)
child, t
(∗)
parent) (5)
Figure 6 illustrates the time needed for finding a corre-
sponding data row in a 2-level hierarchical structure, existing
of a tenant (parent) and a subtenant(child), using the bottom-
up approach. The horizontal axis denotes the amount of data
stored at the child node, while the vertical axis denotes the
normalised response time, where 1 equals the time needed to
find the data in a single datastore. As can be seen from this
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Fig. 7: Extension to the full model. User “Bob” wants to access
the data of subtenant A1, and needs a role which can be stored
at the subtenant or tenant node.
figure, the distributed serial search on an indexed parameter
will have a bad influence on the performance when data is
split over different datastores, especially if most of the data is
located at the parent node. In all other models, splitting the
data over multiple stores results in better performance, with
an optimum if the amount of data is equally divided over both
stores.
4) Horizontal Search: In case the data is divided over 2
datastores on the same level (ds1 and ds2), for example in the
case of 2 subtenants, we won’t have to search both datastores.
For example, if we want to find out if user “Bob” has access
to subtenant B1, we will only search the roles datastore of
subtenant B1, and not the roles datastore of subtenant B2. So,
in case there are no parent nodes, and data is divided on the
same level, the average time to find a role in datastore ds1 can
be given as
tavg = t
(∗)
ds1 (6)
5) Impact of other subtenants on the performance: We
can easily extend the horizontal and vertical search to a
full hierarchical model. Figure 7 shows a simple tree with
a single tenant and 2 subtenants. In our example scenario
from Section IV, user “Bob” want to access the data of
subtenant A1. While the datastore of subtenant A1 is dedicated,
the datastore of tenant A is shared between all subtenants.
When a subtenant adds extra data to the shared datastore, this
will have an impact on the performance. The total number of
records in the shared datastore is given as
na = n
a
a + n
a1
a + n
a2
a (7)
where naa denotes the number of records added by tenant A and
naa1 and n
a
a2 the number of records added by subtenants A1
and A2. The time needed to find Bob’s role equals
tavg = pa1 × t(∗)a1 + pa × (t(∗)a1 + t(∗)a ) (8)
with probabilities
pa1 = na1/(na1 + n
a1
a ) (9)
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Fig. 8: Theoretical analysis of the impact of other subtenants
on the time needed for finding tenant A1’s data in a full
model. Tenant A1 has a total of 10k records divided over the
2 datastores. The variable na2a denotes the extra rows added to
the shared (parent) datastore by the other subtenants.
pa = n
a1
a /(na1 + n
a1
a ) (10)
Figure 8 illustrates what happens when the number of
records added by the other subtenants (subtenant A2 represents
all other subtenants) increases for both the distributed serial
indexed and non-indexed search. Note that the different curves
in Figure 8a don’t start at the same point, as can be seen in
Figure 8b. As can be seen from this figure, the influence of the
other subtenants on the overall performance of subtenant A1
will decrease as more of the data of subtenant A1 is stored at
the leaf node. Hence, when splitting a datastore vertical, it is
never a good idea to equally divide the data over the tenant
and subtenant.
C. Conclusions
The theoretical analysis shows that in most of the cases,
splitting the data over multiple stores won’t have a bad
influence on the performance of the application. Only when
using a distributed serial search in a 2-level hierarchical (ver-
tical) structure, and when searching on an indexed value, the
performance will be bad when most of the data is stored in the
parent datastore. However, in most structures, the datastores
will not only be split vertical, but also horizontal, and most of
the data will be located at the leaf nodes, yielding much better
performance.
V. EVALUATION RESULTS
In this section, we will verify our theoretical analysis of
the performance by different experiments.
A. Experimental Analysis
To verify our theoretical analysis, we ran some experiments
on 2 different environments. For the first environment, we used
a MySQL dbms on Ubuntu 13.04, running on a virtual machine
with a single core vCPU and 2GB of memory installed. As
a second environment, we configured Microsoft SQL Server
on Windows 2008R2, running on a physical machine with
a 2.8GHz Intel Core i5 (quad core) and 4GB of memory
installed.
During the experiment, we calculated the average time to
find a random user in a 2-level hierarchical structure (tenant-
subtenant), using the distributed serial bottom-up search. Fig-
ure 9 shows the results for both environments, for a total
of 100k, 250k and 500k users. During all experiments, the
average time was calculated by authenticating 10 percent of
the total amount of users. The horizontal axis denotes the
percentage of data stored at the child (subtenant) node, while
the vertical axis denotes the average response time, expressed
in milliseconds.
As can be seen from the figure, the experimental results re-
semble the calculated theoretical times, except for the indexed
serial search on the SQL Server environment. This exception
is due to the fact that response times are very low when using
indexing, making the overhead of searching two databases
bigger than the average time. As in the theoretical analysis,
the distributed indexed search yields better results as more
users are located at the child node. For the distributed non-
indexed search, best results are achieved when data is equally
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Fig. 9: Experimental analysis of the time needed for finding the
tenant data in a 2-level hierarchical structure tenant-subtenant.
divided over both datastores. As the experimental results are
in line with the calculated theoretical results, the theoretical
analysis can be used to optimize the hierarchical structure for
big amounts of data.
B. Conclusions
Experiments confirmed that the results are in line with the
theoretical analysis. Therefore, the theoretical analysis can be
used to build the decision support part of the the data access
layer, for autonomous splitting and merging tenant datastores.
In case of a serial search, there is some small overhead due
to the switching between datastores, but this overhead can be
neglected as the size of the datastore grows. In our evaluation,
we only focused on the two subcases (parent-child and 2 nodes
at the same level), but this can be used for extension to a full
hierarchical structure like the one proposed in Figure 4.
VI. CONCLUSIONS AND FUTURE WORK
As the number of tenants and users in the multi-tenant
application grows, users, roles and tenant data can be split over
multiple datastores. In this paper, we presented a hierarchical
model for the logical representation of the tenant tree and a
mapping to the physical storage. Users, roles and tenant data
can be divided using the monolithic, the fully distributed or the
hybrid model. When data is divided over multiple datastores,
we can make use of a serial (bottom-up or top-down) search,
or a parallel search when the datastores are located on different
machines.
The theoretical and experimental analysis confirmed that
the hierarchical model presented in this paper can be used
to build autonomous high scalable multi-tenant applications
in the cloud. By using the hierarchical model for both the
physical representation of tenants and subtenants, and choosing
a strategy for the physical storage of the different datastores, it
is straightforward to create a mapping between the two models,
making the management of the application less complex.
In future work, we will focus on the elasticity of the SaaS
application and decision support part of the data access layer,
to build an autonomous system for automatic scaling of the
application and data in the public cloud.
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