Abstract -A functional-discrete method for solving the Cauchy problem for first-order ordinary differential equations (ODEs) is proposed. Generally speaking, this method (FD-method) is similar to the Adomian Decomposition Method (ADM). However, we have shown that for some problems the FD-method is convergent whereas the ADM is divergent. The results presented in this paper can easily be generalized to the case of systems of ODEs.
Introduction
In the last two decades, the Adomian decomposition method (ADM) has been the subject of many papers published. This method was first proposed by the American physicist G. Adomian as a method for solving operator equations of general type (see [1] - [3] ). The method is based on the specific analytic representation of the exact solution. More precisely, the solution is represented in the form of rapidly convergent infinite series with easily computable terms (see [4] - [8] and the references therein). In spite of the considerable scientific activity, the necessary and sufficient conditions providing convergence of these series are unknown. This topic was discussed in part in [4] - [6] . In these works, the authors studied the question on the convergence of the ADM as applied to the nonlinear operator equation y − N (y) = f where N (·) is a nonlinear operator in a Hilbert space H. The sufficient conditions providing convergence of the ADM applied to the Cauchy problem on a finite segment was presented in [11] . In [9] authors apply ADM (in a rather modified form) to the Lorenz system. The convergence of ADM applying to the nonlinear Volterra-Fredholm integro-differential equation was studied in [10] .
The author of [8] has proposed a modification of the ADM. Using several numerical examples, he has shown that this modified method converges faster than the ordinary one. Nevertheless, one crucial fact was overlooked in his work, as it turns out, this modified ADM coincides with the fixed point iteration method (see [18] ).
The idea of ADM is similar to the idea of a functional-discrete method, called FD-method, which was first introduced in [15] . In paper [15] FD-method was applied to the SturmLiouville problem and the remarkable convergence results were obtained. Then in [16] - [18] FD-method was successfully applied to several operator equations and, in particular, to the boundary value problems.
The essential difference between ADM and FD-method is expressed by the fact that the last one has a built-in adjustable discretization parameter. Varying this parameter one can provide the convergence of FD-method even when ADM is found to be divergent.
Let us outline the general idea of the FD-method by applying it to the following Cauchy problem:
where
. From now on we assume that N (x, u) is continuous in x on [x 0 , +∞) and infinitely differentiable with respect to u on R, i.e.,
The main idea of the FD-method is to find an approximation to the exact solution u (x) of problem (1.1) in the form of the finite subsum
To define each term of series (1.2), we need to introduce a grid
The functions u (i) (x) ∈ C r−1 ([x 0 , +∞)) are the solutions to the following linear Cauchy problems
with the matching conditions
denotes the well-known Adomian's polynomial (see [12] , [13] ) In the present paper, we consider a particular case of the Cauchy problem (1.1) where
The main result of the paper is presented by the following theorem:
Let the Cauchy problem (1.9) satisfy the following conditions: 
and the series
2. φ (x) is a continuous and bounded function on [x 0 , +∞), with
Then for any initial condition u 0 ∈ R the solution u (x) to problem (1.9) 
where ε, R, C are positive real numbers depending on the input data of the problem only.
2. Theoretical justification of the FD-method's algorithm for solving the Cauchy problem on an infinite interval
To begin with, let us introduce some auxiliary notations. For each real-valued function u (x) defined on a, b , a < b +∞, we denote
For convenience, we will use the following contracted notations:
Before proceeding to the proof of theorem 1.1, we need to prove several auxiliary statements presented below.
Lemma 2.1. Let conditions 2. and 3. of theorem 1.1 be fulfilled and
to the following Cauchy problem with a piece-wise constant argument (see, [19] ):
Proof. Since Eq. can be represented in the form
Thus, it remains only to prove that this solution is bounded by some positive constant µ.
The conditions of the lemma together with the mean value theorem provide us with the following inequality:
Taking into account that the function N (x, u) is continuous, we can easily obtain the inequality N (x, u) −α, ∀u ∈ R. Then, multiplying both sides of equation (2.2) (for i = 1) by u (0) (x) and using the above estimate for N (x, u) we get the following inequality:
Using inequality (2.5), it is not hard to prove that the solution
As a matter of fact, if we suppose that there exist x * , x * ∈ [x 0 , x 1 ] such that x * < x * and
then we immediately obtain from (2.5) the inequality
This contradicts assumption (2.6). Hence,
. In a similar way we can prove that the solution to the Cauchy problem (2.2), (2.3) on [x 1 , x 2 ] also belongs to the segment [−µ, µ], and so on. This completes the proof of the lemma.
The following lemma can be considered as a generalization of Lemma 2.1 from [18] .
Then the following inequalities hold true:
Proof. Throughout the proof we will use the notation
It is well known (see [7] , [12] ) that the Adomian polynomial can be represented in the form of the algebraic sum
Using this representation, we can obtain the estimates
Thus, the lemma has been proved.
The following lemma generalizes lemma 2.2 from [18] .
Lemma 2.3. For any scalar function N (u) ∈ C ∞ (R), the following equality holds true:
The proof of lemma 2.3 repeats almost literally the proof for Lemma 2.2 from [18] . (see [20] , p.278). It remains, therefore, to prove that this solution can be found by the FD-method.
Let us fix any arbitrary infinite mesh
and embed the Cauchy problem (1.9) in a more general problem
Apparently, if we set t = 1, then the solution of (2.8) coincides with the solution of problem (1.9)
On the other hand, if we set t = 0, we will get the basic problem
which is analogous to problem (1.4). Then, we assume that the solution of problem (2.8) can be found in the form of the series
where the coefficients u (j) (x) depend only on x. Substituting (2.10) and (2.11) into (2.8) and collecting coefficients of the same power of t, we obtain the following recurrence sequence of linear problems for u (j+1) (x) (with a piece-wise constant coefficient):
It is easy to see that problems (2.12) are analogous to problems (1.5). We can represent Eq. (2.12) in the equivalent form
The continuous solution to the Cauchy problem (2.13) can be expressed in the following form:
(2.14)
On the other hand, from (2.12) we can obtain an equivalent representation for u (j+1) (x) :
If we differentiate both sides of (2.15) with respect to x, we obtain the equality
(2.16) Equality (2.16) can be expressed in the following form:
From (2.17), (2.18) and lemma 2.1 we obtain the following estimates:
for i = 1, 2, . . . . For abbreviation, we denote (using the result of Lemma 2.1)
Using the notations introduced above, we can obtain from (2.14) the estimates
Combining the last two inequalities and the result of lemma 2.1 and (2.19), we get
Without loss of generality, we can assume that F j+1 (x) 0,[x 0 ,+∞) > 0 and denote
, then rewrite (2.21) in the following form:
It is easy to see that for all h i > 0 the inequality
holds. Thus the inequality
The last inequality together with (2.23) guarantees that the real numbers {Y i },i = 0, 1, . . . defined by the formulas
It is easy to see that (2.24) can be reduced to the form
Thereby, we have
Using the last formula, it is easy to verify that the inequalities
imply the estimates
From now on we assume that the mesh ω (2.7) satisfies the mesh width restriction (2.25). Thus, inequalities (2.19) and (2.20) yield the estimates
Combining (2.26) with (2.27), we obtain the estimate
To proceed with the proof, we need to use the results of lemmas 2.2 and 2.3. The conditions of these lemmas will be satisfied if we define the function N (u) (in the notations of lemma 2.2) in the following way:
Estimate (2.28) yields the following relation:
, j = 0, 1, 2, . . . .
(2.30)
Let us define a sequence
by the following recursive formula:
or, in a more convenient form,
where V 0 = µ.
It is easy to see that ν i V i , ∀i ∈ N {0} , where
We are now in a position to prove that for h in (2.7) sufficiently small assumptions (2.10) and (2.11) hold. In order to do that, it is sufficient to show that the function
has a nonempty open domain of definition. From (2.32) we obtain
Let us express z from (2.35) as a function of g :
Evidently, the function z (g) (2.36) is defined and continuously differentiable in an open neighbourhood of the point g = V 0 . To prove the existence of the inverse function g = g (z)
defined in an open neighbourhood of the point z = 0, it is sufficient to show that z ′ (V 0 ) > 0. The last fact immediately follows from formula (2.36): The last inequality together with (2.37) provides the existence of a point g max such that g max > V 0 , z ′ (g max ) = 0 and z ′ (g) > 0 ∀g ∈ (V 0 , g max ) . R = z max = z (g max ) is the radius of convergence of the power series (2.34). In other words,
for sufficiently small ε > 0, where C is some constant independent of h i , i ∈ N.
It is easy to see that the exact solution of problem (3.1) is u * (x) = sin(x) and problem (3.1) satisfies all conditions of Theorem 1.1.
First, let us try to solve problem (3.1) using the ADM (see [11] ). We approximate the solution by the m-th partial sum m u A of the series
A (x) can be found from the following Cauchy problems:
The results are presented in Fig. 3 .1. The graphs in Fig. 3.1 show that the ADM for the a) b) To apply the FD-method to problem (3.2), we need to introduce a mesh on the segment [0, 1] ω = {0 = x 0 , x i = 0.05i, i = 1, 2, . . . , 20} .
The basic problem is stated as follows:
It admits the analytical solution 
