Abstract-Goal: Most state-of-the-art computer-aided endoscopic diagnosis methods require pixelwise labeled data to train various supervised machine learning models. However, it is a tedious and time-consuming work to collect sufficient precisely labeled image data. Fortunately, we can easily obtain huge endoscopic medical reports including the diagnostic text and images, which can be considered as weakly labeled data. Methods: In this paper, our motivation is to design a new computer-aided endoscopic diagnosis system without human specific labeling; in comparison with most state of the arts, ours only depends on the endoscopic images with weak labels mined from the diagnostic text. To achieve this, we first cast the endoscopic image folder and included images as bag and instances and represent each instance based on the global bag-of-words model. We then adopt a feature mapping scheme to represent each bag by mining the most suspicious lesion instance from each positive bag automatically. In order to achieve self-online updating from sequential new coming data, an online metric learning method is used to optimize the bag-level classification. Results: Our computer-aided endoscopic diagnosis system achieves an AUC of 0.93 on a new endoscopic image dataset captured from 424 volunteers with more than 12k images. Conclusion: The system performance outperforms other state of the arts when we mine the most positive instances from positive bags and adopt the online phase to mine more information from the unseen bags. Significance: We present the first weakly labeled endoscopic image dataset for computer-aided endoscopic diagnosis and a novel system that is suitable for use in clinical settings.
contributions to assisting the medical experts to improve the accuracy of medical diagnosis, training inexperienced clinicians, and searching for similar medical records. Now, many computeraided endoscopic diagnosis systems have been developed, such as bleeding detection [1] , small bowel polyps and ulcers detection [2] , video segmentation [3] , 3-D reconstruction of the digestive wall [4] , and wireless capsule endoscopy (WCE) video summarization [5] . Unfortunately, most of the state-of-the-art methods [6] [7] [8] consider the problem of computer-aided endoscopic diagnosis as a supervised classification problem and require a large-scale image dataset with pixel-level human-labeled ground truth. However, few clinicians are willing to take a tedious and time-consuming job; moreover, the quality of the manual annotation cannot be guaranteed due to the difference of clinicians' experience. Therefore, it is difficult for us to get sufficient endoscopic image dataset with high-quality ground truth. In this paper, we intend to design a new computer-aided endoscopic diagnosis system, which can achieve online learning without human-labeled ground truth. Actually, for each patient, the clinician will record an endoscopic medical report, which includes the endoscopic diagnostic text and images. Two examples of the endoscopic medical reports are shown in Fig. 1(a) . The endoscopic diagnostic text indicates the diagnosis result, i.e., abnormal or normal, which can be considered as the label of the report. The diagnostic images are recorded during the examination, which help to effectively go through the conditions of the digestive tract and the labels of them are closely related to the label of the report. If the report is abnormal, at least one of the images in the corresponding endoscopic image folder is abnormal; otherwise, if the report is normal, all the images in the corresponding endoscopic Fig. 2 . Work flow of the proposed system (CAEDLSM). The system is divided into two phases: initial training phase and online prediction phase. The initial training phase trains an initial metric learner, and the online prediction phase updates the metric learner using new coming samples by adopting the same strategy as the training data to represent them.
image folder are normal. Therefore, in comparison with most computer-aided endoscopic diagnosis methods using pixelwise ground truth by clinicians manually, it is easy to get huge endoscopic medical reports without additional work, including the detailed endoscopic diagnostic text and a folder containing the endoscopic images captured during the examination.
In this paper, we build a computer-aided endoscopic diagnosis system, i.e., computer-aided endoscopic diagnosis system with label self-mining (CAEDLSM), which intends to mine the weak label cues from the endoscopic diagnostic text for the endoscopic images (i.e., only the label of the endoscopic image folder, not each image) and train an online metric learning model accordingly. With the proposed framework, we can greatly save the pixelwise annotation time without reducing the classification accuracy compared with the supervised methods. Here, the endoscopic image folder is cast as bag, and the image in the folder is cast as instance [as shown in Fig. 1(b) ]. A bag is marked as positive if at least one of its instances is abnormal, while all instances in the negative bags are normal. Our framework is shown in Fig. 2 , which consists of two phases: initial training phase and online prediction phase. During the initial training, we adopt the bag-of-words model to represent instances and a feature mapping scheme based on the mined instances to represent bags. Then, we train an initial metric learner, while the model can self-update using more confident new samples during the online prediction phase. Experimental results show that our method not only outperforms other state of the arts with AUC analysis but also can self-update the model incrementally.
In summary, our main contributions are listed as follows. 1) We propose a new computer-aided endoscopic diagnosis system without human-specific labeling by mining discriminative information from endoscopic medical report automatically. Therefore, our method does not need the tedious pixelwise manual annotation. 2) In order to mine the true positive (TP) instances in the positive bags, we design a bilevel voting method in terms of the instance level and bag level, which is very efficient compared with other positive instance selection-based methods. 3) A new endoscopic image dataset is built for evaluation, which collects data from 424 patients and has more than 12k images. To our best knowledge, this is the first weakly labeled endoscopic image dataset. The rest of this paper is arranged as follows. The related works are shown in Section II. The overview of our algorithm is given in Section III. Then, the detailed implementation of our algorithm is in Section IV. Finally, the experimental results and conclusion are presented in Sections V and VI, respectively.
II. RELATED WORKS
In this section, we give an introduction of some representative related works. First, we have a brief description of the research studies in the field of computer-aided endoscopic diagnosis. Then, some start-of-the-art algorithms related to multiple instance learning (MIL) are given, while MIL is widely used to solve the general weak label problem.
A. Computer-Aided Endoscopic Diagnosis Systems
Computer-aided endoscopic diagnosis systems are designed to assist the medical experts to reduce their manual work and improve the accuracy of medical diagnosis, especially when the size of the medical data grows tremendously. Over the past few years, many computer-aided endoscopic diagnosis systems have been proposed, which can be simply divided into two categories depending on the functions, i.e., decision support systems by detecting and/or classifying abnormalities and supportive systems [9] without providing decision support directly.
For decision support systems, they usually train a classifier for specific lesions to distinguish the abnormal characteristics from the normal ones. Depending on the lesions, the decision support systems can be classified to handle bleeding [10] , [11] , Helicobacter pylori [12] , [13] , Crohn's disease [7] , tumors [14] , polyps [15] , ulcers [2] , and cancers [16] , [17] . The commonly used classification models are support vector machine (SVM) [17] , [18] , neural network [19] , fuzzy logic principles [20] , clustering-based methods [21] , and filter-based methods [22] . For supportive systems, they usually provide some support to guide and make a diagnosis easier for clinicians, such as enhancing image quality [23] , detecting informative frames [24] , pose detection for endoscopy [25] , WCE color video segmentation [26] , and feature detection [27] .
Even though these proposed systems (decision support systems and supportive systems) can obtain satisfactory results, they usually need to collect enough pixelwise training samples to build a discriminative model. In practice, the pixelwise manual annotation process is high cost and time consuming, and unrealistic sometimes. Therefore, how to bring the largescale databases becomes the bottleneck for the developing of computer-aided endoscopic diagnosis.
B. MIL Algorithms
MIL is a variation of supervised classification which only provides incomplete label information about the training samples. Unlike the supervised framework, the training labels are only assigned to bags of instances, while the single instance label is uncertain in every bag. However, the label of a bag is closely related to the labels of instances included in the bag. In the binary case, a bag is labeled positive if at least one instance in the bag is positive, while the bag is labeled negative if all the instances in it are negative.
The MIL problem is first put forward in [28] to predict the drug molecule activity level. In addition, MIL is also widely applied in saliency detection [29] , visual tracking [30] , [31] , content-based image retrieval [32] , [33] , and image classification [34] [35] [36] .
The first attempt to solve MIL is learning axis-parallel hyperrectangle concepts (APR) [28] , which finds a hyperrectangle in the feature space containing at least one instance within every positive bag and meanwhile excluding all the instances from negative bags as far as possible. Zhang and Goldman [37] combine the idea of expectation-maximization (EM) with diverse density (DD) [38] and develop an algorithm, i.e., EM-DD, to search for the most likely concept. In [39] , the authors define the bag-level distance metric as the shortest distance between any two instances from each bag. They present two variants of the k-nearest neighbor algorithm (Citation-kNN and BayesiankNN) using this bag-level distance.
In addition to the above traditional methods, several methods try to model MIL as standard supervised single instance learning methods under various constraints derived from the MIL formulation. For example, Andrews et al. [40] present two approaches to modify and extend SVM to deal with MIL problems, namely mi-SVM and MI-SVM, where both of them are formulated as mixed integer quadratic programming problems. With the help of affinity matrix to reflect the instance relations, the positive instances in each positive bag are inferred by a modified random walk on a graph process in [41] . Chen and Wang [42] propose the DD-SVM framework through mapping every bag to a point in a new feature space made up of a collection of instance prototypes according to a DD function. Multiple instance learning via embedded instance selection (MILES) is proposed in [43] , which is based on a novel instance-based feature mapping and the 1-norm SVM model for simultaneous feature selection and classification. Li and Yeung [44] propose a disambiguation method, i.e., multiple-instance learning via disambiguation (MILD) to identify the TP instances in the positive bags. And then, two feature representation schemes, one for instance-level classification (MILD_I) and the other for baglevel classification (MILD_B), are utilized to convert the MIL problem into a standard supervised learning problem. Cheplygina et al. [45] represent each bag by a vector of its dissimilarities to other bags in the training set and treat these dissimilarities as a feature representation.
In the medical domain, there are also many computeraided endoscopic diagnosis systems based on MIL framework [46] . Dundar et al. [47] propose a CH framework by means of learning a convex hull representation of multiple instances. Based on mi-SVM [40] , Melendez et al. [48] use probability estimates instead of decision values to guide the approach to computer-aided detection of tuberculosis on chest X-rays. In addition, some strategies are also developed to deal with the uncertainty resulting from instance relabeling. For diabetic retinopathy screening, Quellec et al. [49] assign a weight to each image feature and each reference signature by an updating procedure. For a new image, a relevance score is computed in order to classify it as either relevant or irrelevant image.
III. OVERVIEW OF OUR METHOD
In this paper, we propose a novel computer-aided endoscopic diagnosis system by directly making use of the endoscopic medical report data. Our algorithm is to assist the clinicians to make a final decision. In our implementation, we first set the keywords corresponding to various specific lesions, such as Gastric Cancer, Esophageal Cancer, and Esophagitis, and then, the weak label of each endoscopic image folder is mined from the text of the endoscopic medical report based on a text matching method, i.e., Knuth-Morris-Pratt [50] . If the diagnostic text does not match any of the keywords, the corresponding label of the endoscopic image folder is annotated as negative; otherwise, the label of the endoscopic image folder is annotated as positive. As shown in Fig. 1(b) , the endoscopic image folder is cast as bag, and the image in the folder is cast as instance. A positive label assigned to a bag indicates that at least one of its instances contains abnormal behaviors, such as cancer, gastritis, or bleeding; otherwise, all instances in the bag are normal.
The flowchart of our system is shown in Fig. 2 . There are two phases in our system: initial training phase which is committed to train an initial metric learner and online prediction phase which focuses on updating the metric learner using new coming samples. For instance representation, we first segment each instance into a set of superpixels and combine the extracted various color and texture features into a vector to represent each superpixel. Then, we use the superpixel-based bag-of-words model to represent instances. For bag representation, we mine the most suspected instance from each positive bag via a bilevel voting strategy and map each bag into an embedded space consisting of the selected instances. For classification, we first use the training samples to learn an initial metric and then use the new coming samples to update it. In comparison with most computer-aided endoscopic diagnosis systems, our algorithm frees clinicians from the hard working to manually label the pixelwise ground truth, which helps us collect large-scale training data and leads to a more robust model. Moreover, our model can self-update, which is more in line with the actual demand for computer-aided diagnosis.
IV. IMPLEMENTATION OF OUR METHOD

A. Notations
We denote B 
B. Instance Representation
To be more effective representation of instances, we first segment each instance as a set of superpixels [51] , which provides an adaptive way of oversegmentation and represents a restricted form of region segmentation. For each instance, we only restrict the number of superpixels to 50, while the region size of superpixels is adaptive. The color and texture of tissue in the human body are important properties that provide very discriminative information for making medical diagnosis, and there are many computer-aided endoscopic diagnosis systems that employ color and texture features, such as [2] , [24] , [52] . Therefore, we also adopt color and texture features for superpixel representation. For color features, there are many types of color space; however, it is hard to determine which one is more effective. Therefore, we adopt the following six color features as descriptors to complement each other: HSI-I histogram (histogram of the I channel of HSI color space), HSV histograms (histograms of the H, S, and V channels of HSV color space), RGB histograms (histograms of the R, G, and B channels of RGB color space), norm RGB histograms (histograms of the R, G, and B channels of the normalized RGB color space which values are normalized via zero-mean normalization method), RG histograms (histograms of the R and G channels of RGB color space which values are normalized by the sum of their own three channels), and Opponent histograms (histograms of the three channels of Opponent color space [53] ). For texture features, we adopt the LBP histogram [54] as descriptor, and the radius, number of sample points, and histogram bins of pattern arrangement are 1, 8, and 256, respectively. For each single histogram, it is divided into 15 bins. Therefore, the dimensions for the seven features are 15, 45, 45, 45, 30, 45 , and 15, respectively. As a result, we extract a 240-dimensional feature vector for superpixel representation. Finally, we use the vector quantization (VQ) technique to cluster the superpixel descriptors into a large number of clusters and encode each superpixel by the centroid of the cluster which it belongs to. Each cluster is denoted as a word that represents a specific local pattern. For example, as shown in Fig. 3 , the descriptors in the 2-D space are clustered into five clusters, and the centroid descriptor of each cluster is used to represent other superpixels belonging to the same cluster instead of their original descriptors. By mapping the superpixel to words, we can represent each instance as a "bag-of-words" [55] . In our paper, the number of clusters is set as d = 200.
C. Automatic Label Mining From Weakly Labeled Data
In the MIL framework, label ambiguity arises from the positive bags, which makes it impossible to train a robust classifier directly. Therefore, in this section, our method aims at mining more discriminative information in separating the positive and negative bags, namely, assigning a weight for each instance in positive bags, which indicates the probability of the corresponding instance to be positive. We can make full use of the weight for instance selection and the construction of bag-level feature mapping. In MILD [44] , the authors also try to identify the TP instances, but the corresponding operation is time consuming. To solve this problem more effectively, we propose a bilevel voting method based on two perspectives, i.e., instance and bag, respectively. 
We assign the label of each instance depending on the distribution of the weight curve V of each positive bag, i.e., the larger the value of V is, the higher possibility of the corresponding instance belongs to be positive.
D. Bag-Level Feature Mapping
To obtain the discriminative representation of bags, we adopt the similar feature mapping scheme to represent B i as a point p(B i ) like in DD-SVM [42] and MILD [44] . To build the baglevel feature space, the instance with the largest weight is selected from each positive bag and all the selected instances are used to form the feature space
Intuitively, if instance θ * i is a TP instance, then a positive bag should obtain a smaller value in terms of the corresponding dimension of p(B i ). Otherwise, a negative bag should obtain a larger value since all instances in the negative bag are far apart from θ * i .
E. Online Metric Learning
In our implementation, we adopt an online metric learning method to optimize the bag-level classification because: 1) most traditional supervised learning methods cannot handle big training data; 2) the bag representation scheme may provide some redundant or irrelevant features, which can reduce the classifier performance; and 3) the classifier performance may deteriorate over time as the new incoming data may deviate from the initial training data. Our previous work [56] , i.e., online metric learning with low rank constraint, learns a similarity function S W (p i , p j ) parameterized by matrix W ∈ R n + ×n + for similarity measurement, which is a bilinear form as
where p i , p j ∈ R n + are the feature vectors of B i and B j . The more similar the pairs of feature vectors are, the higher scores S W assigns. For robustness, the following hinge loss function for the triplet {p r ,p r ,p r } (p r andp r belong to the same class and p r andp r vice versa) is used to measure the cost:
To make the problem tractable, the rank term is approximated by the trace norm · * . 
For the unlabeled query samples, we use the K-NN method to predict their bag-level labels depending on the similarity between them and the labeled ones calculated by (8) . The probability that a query sample q belonging to class c is defined as
where c ∈ {+1, −1}, N k (q) denotes the kth nearest neighbor of q, and 1 c (i) is an indicate function. E c (q) measures the probability of q belonging to class c. Thus, given q, the predicted class of q is the one maximizing the E c (q), as
The unlabeled query samples will be used to update the model if it satisfies the following criterion:
In this paper, = 1.2. All samples are pushed into a queue Q, and when Q is full, the similar matrix W will be iteratively updated using both the labeled data and high confident unlabeled data together.
V. EXPERIMENTS
To validate the performance of our algorithm, we first build a new dataset, i.e., endoscopic image dataset with weak label (EIDWL) for evaluation. We then compare our algorithm with the state-of-the-art algorithms. Finally, we verify the tuning parameters and analyze the computational complexity.
A. Endoscopic Image Dataset With Weak Label
By cooperating with Chinese PLA General Hospital, we collect a total of 424 endoscopic medical reports. Table I gives detailed descriptions of these reports, in which 172 of them are from healthy ones, i.e., there is no visible lesion, and the other 252 are with various lesions, such as gastritis, cancer, and esophagitis. Each endoscopic medical report belongs to a unique AvgImg denotes the average number of images in each report. AllImg denotes the total number of images corresponding to the related lesion. patient and includes the diagnostic text and approximately 3-113 images. To eliminate the impact of invalid regions, such as black background and textual descriptions, only the maximum square including the informative image (as shown in Fig. 6 ) is cropped. Thus, when the original image resolution is 768 × 576, we crop the image to a size of 489 × 409 to test our algorithm. In our implementation, we do not classify the disease and just distinguish between abnormal and normal behavior, i.e., the endoscopic image folder is annotated positive if it contains any abnormal images, while all the images included in the negative folder must be normal.
B. Evaluation Criterion
There are four possible outcomes for a classifier and a bag. TP is that a positive bag is correctly classified as positive; false negative (FN) is that a positive bag is incorrectly classified as negative; true negative (TN) is that a negative bag is correctly classified as negative; and false positive (FP) is that a negative bag is incorrectly classified as positive. In this paper, we use the following criterion to evaluate the performance.
AUC: The receiver operating characteristic (ROC) curve is used to measure the accuracy for multiple threshold values. The ROC consists of true positive rate (TPR) and false positive rate (FPR):
We choose different thresholds and compute the TPR and FPR accordingly to generate the ROC curve. To compare classifiers, we may want to reduce ROC performance to a single scalar value representing expected performance. The common way is to calculate the area under the ROC curve, abbreviated AUC.
C. Baselines and Experimental Setting
Because the weak label problem can be considered as a MIL problem, we have compared our algorithm with the following nine other state-of-the-art MIL frameworks.
1) Axis-parallel concepts (APR) [28] , which finds a hyperrectangle in the feature space containing at least one instance within every positive bag and meanwhile excluding all the instances from negative bags as far as possible. 2) DD [38] , which finds a concept point in the feature space that is close to at least one instance from every positive bag and meanwhile far away from instances in negative bags. 3) EM-DD [37] , which combines the idea of EM with DD, to search for the most likely concept. 4) Citation-kNN [39] , which predicts the label of a bag based on the labels of both the references and citers of that bag. 5) mi-SVM [40] , which maximizes the instance margin with respect to the constraint that at least one instance in each positive bag is classified as positive while all instances in the negative bags are classified as negative. 6) MI-SVM [40] , which aims at maximizing the bag margin directly compared with mi-SVM. 7) MILES [43] , which is based on an instance-based feature mapping and the 1-norm SVM model for simultaneous feature selection and classification. 8) MILD [44] , which identifies the TP instances in the positive bags using a disambiguation method and then one feature representation scheme is utilized to convert the MIL problem into a standard supervised learning problem. [45] , which represents each bag by a vector composed of the dissimilarities between the bag and the other bags in the training set, and treats the vector as a feature representation. In MILD [44] , there are two feature representation schemes, instance-level classification (MILD_I) and bag-level classification (MILD_B). In MILBD [45] , seven alternatives are proposed to define the dissimilarity between bags. Here, we take all of them into consideration. These algorithms can be simply divided into two categories: one for instance-level classification and the other for bag-level classification. Instance-level classification tries to identify the latent label of each single instance and determine the bag label from the instance label, such as APR [28] , DD [38] , EM-DD [37] , mi-SVM [40] , and MILD_I [44] . Baglevel classification formulates the MIL problem as a standard supervised learning framework based on the known bag label, such as Citation-kNN [39] , MI-SVM [40] , MILES [43] , MILD_B [44] , and MILBD [45] .
9) Bag Dissimilarities (MILBD)
All experiments are run on a server with 3.4-GHz i7 processor and 32-GB DRAM. The APR [28] , DD [38] , EM-DD [37] , Citation-kNN [39] , mi-SVM [40] , and MI-SVM [40] are implemented based on MILL 1 [57] , an open-source toolkit for MIL algorithms coded with MATLAB by J. Yang. We use the CVX 2 [58] , [59] (a MATLAB-based modeling system for convex optimization) to solve the SVM problem. The source codes are implemented with MATLAB in all these algorithms.
Compared with our algorithm, the performance of some state of the arts, e.g., SVM-based algorithms, is influenced by parameters. We follow the same parameter selecting routine in [44] , [60] , and [61] to set the parameters. For the 2-norm SVM-based algorithms, such as MILD [44] and MILBD [45] , there are two main parameters, i.e., the cost parameter s and the Gaussian kernel parameter g [44] . In our implementation, both of them are chosen by using a grid-search over the ranges {10 −3 , . . . , 9 × 10 −3 , 10 −2 , . . . , 9 × 10 −2 , 10 −1 , . . . , 9 × 10 −1 , 10 0 , . . . , 9 × 10 0 , 10 1 , . . . , 9 × 10 1 }, and those values giving the minimum two-fold cross-validation error on the training set are selected to set the two parameters. The parameters {s = 1, g = 3 × 10 −3 } for MILD [44] and {s = 1, g = 5 × 10 −3 } for MILBD [45] are fixed for all the subsequent experiments. For the 1-norm SVM-based algorithms, namely MILES [43] , there are three parameters need to be specified, namely σ, λ, and μ. We first fix μ = 0.5 to penalize equally on errors in the positive class and the negative class like in [43] . We then choose the parameters σ and λ using the method similar to the 2-norm SVM. {σ = 2, λ = 1 × 10 −2 } for MILES [43] is chosen for all the subsequent experiments. Ten percent of the dataset is randomly selected as the testing set and the remaining 90% is treated as the training set. The averaged results over ten runs of tenfold cross-validations are summarized. Fig. 7 shows the predicted average AUC and 95% confidence intervals of the results over ten runs of tenfold cross validation.
D. Classification Results
Compared with other methods, we can see that our method achieves the best performance which confirms the effectiveness of our framework. These methods trying to classify a bag by obtaining the single instance label usually cannot achieve better performance, such as DD [38] , APR [28] , mi-SVM [40] , MI-SVM [40] , and MILD_I [44] . Especially, the performances of DD [38] (AUC = 0.65) and APR [28] (AUC = 0.51) are most unsatisfactory. This is mainly because they only attempt to find a single concept or an axis-parallel hyperrectangle to meet the assumption that a positive bag contains at least one positive instance. Furthermore, the endoscopic images usually cover diverse information and the appearance of the same kind of tissue is also significantly different for each individual. These factors will induce a local optimal solution for model training and lead to some normal images incorrectly classified as abnormal. Even though mi-SVM [40] (AUC = 0.72), MI-SVM [40] (AUC = 0.85), and MILD_I [44] (AUC = 0.82) try to solve the problem using a standard supervised framework, they only make use of a very small fraction of instances in the positive bags, which brings the unbalanced training data. EM-DD [37] is an exception with AUC = 0.88. Combining the EM-style approach with the DD [38] , EM-DD [37] avoids local extremum since it makes major changes on the hypothesis when it switches from one instance to another in a bag. MILD_B [44] tries to identify the TP instances in the positive bags using a disambiguation method and learns a bag-level classification with respect to MILD_I [44] , while its AUC reaches 0.87. Both CitationkNN [39] and MILBD [45] are proposed based on the dissimilarities between bags. The difference is that Citation-kNN [39] predicts the label of a bag by considering the bags as the nearest neighbors of it and the bags that count it as their neighbors based on the minimum Hausdorff distance, while MILBD [45] represents each bag by a vector composed of the dissimilarities between the bag and the other bags in the training set and treats the vector as a feature presentation. In contrast, MILBD [45] takes advantage of more information than Citation-kNN [39] (AUC = 0.74) and can obtain a more robust result. By considering of all versions of MILBD [45] , MILBD_meanmin gets the best performance (AUC = 0.87) which is also the third best result only lower than MILES [43] (AUC = 0.90) and our method (AUC = 0.93). MILES [43] treats each instance as a single target concept. To select important features, MILES [43] applies the 1-norm SVM to solve the model. However, there are still some FP dimensions influencing the result. Our methods achieve the best performance than all other state of the arts with a large margin when we mine the most positive instances from positive bags and adopt the online phase to mine more information from the unseen bags. In addition, the results of 95% confidence intervals also verify the robustness of our method.
E. Evaluation of Automatic Label Mining and Online Metric Learning
In order to validate the effectiveness of our automatic label mining method and the classification ability of the online metric learning method, we have carefully designed two competitors. The first is MILD (MILD_I and MILD_B) [44] , where a disambiguation method is used to identify the TP instances in the positive bags, but a traditional SVM model is adopted for classification. Another competitor combines our automatic label mining method with the traditional SVM model as in MILD [44] . The experimental result is shown in Fig. 8 . In comparison, our automatic label mining method with SVM outperforms than MILD_I [44] and MILD_B [44] (AUC: 0.90 versus 0.82 versus 0.87), which demonstrates that our automatic label mining method can more effectively mine the TP instances compared with MILD; instead of SVM, our online metric learning method improves the AUC from 0.90 to 0.93, which indicates that the online phase trains a model with better generalization ability.
F. Varying the Size of Training Dataset
In our implementation, we represent bags based on a feature mapping scheme, which makes the feature dimension closely related to the number of training samples. Therefore, in this section, we evaluate how the size T of the training dataset impacts the performance of the online update phase. We set the value of T as 10%, 30%, 50%, 70%, and 90% of all the data, respectively. For each T , the number of negative training bags is equal to positive ones. For all T , we use the same test set. The other parameters are the same as the above settings. The results are shown in Fig. 9 . We can see that with the increase of training data size, the AUC value is improved gradually, and with the increase of iterations, all situations can achieve very promising performance. These indicate that our method can mine discriminative information to represent bags with higher feature dimension by giving more training samples, and the online strategy effectively improves the performance of the algorithm. The reason for the oscillation in the update phase is that W is updated iteratively by drawing a random triplet (p r ,p r ,p r ). The local interference information may cause the performance disturbance, and with the increase of iterations, more discriminative information is utilized and the oscillation decreases gradually.
G. Varying the Number of Selected Instances
As mentioned above, the ambiguity arises from positive bags, while the number of positive instances in each positive bag is uncertain. We select only one instance from each positive bag based on the assumption that at least one instance from each positive bag is positive. In this section, we extend our algorithm to select K instances from each positive training bag with the largest voting values. The average AUC of tenfold crossvalidation is shown in Fig. 10 . The K is range from 1 to 3 (there exist reports only containing three images). We can see that when K = 2, the algorithm achieves much better performance than K = 1, 3, which may due to the fact that clinicians usually record more than one image to cover all visible lesion regions. However, adding extra instances (K = 3) will deteriorate the performance. Hence, we can assert that some negative instances are selected, while the number of selected instances is more than the actual number of the positive instances in each positive bag.
H. Computation Time
Furthermore, we compare the computational complexity of our method with other state of the arts using the average processing time for model training. For a fair comparison, we record the processing time of our method when the update performance is better than other state of the arts. We summarize the training time consumed by different methods on our EIDWL as shown in Table II . The time is based on the total training time over ten runs of tenfold cross-validations. The parameters are set as mentioned above. In comparison, APR [28] , DD [38] , MI-SVM [40] , 9.83 EM-DD [37] 160.2 Citation-kNN [39] 9.37 mi-SVM [40] 72.38 MI-SVM [40] 10.15 MILES [43] 9.71 MILD_I [44] 3.31 MILD_B [44] 3.15 MILBD_minmin [45] 0.85 MILBD_meanmin [45] 0.88 MILBD_maxmin [45] 0.85 MILBD_meanmean [45] 0.91 MILBD_Maha [45] 12.27 MILBD_EMD [45] 2.22 MILBD_CS [45] 3.40 Ours 0.17 mi-SVM [40] , and EM-DD [37] with the iterative process need more time consuming. MILES [43] speeds high computation cost to deal with the high-dimensional instance-based feature mapping. Overall, the learning process of ours is less than 1/4 of the highest efficient algorithm MILBD [45] in the state of the arts.
VI. CONCLUSION
In order to free the medical expert from labeling the pixelwise ground truth, we design a computer-aided endoscopic diagnosis system, which achieves online learning from the weakly labeled endoscopic image data automatically. By casting endoscopic image folder and included image as bag and instance, we first mine the label of the most suspicious lesion instance from each positive bag and represent each bag via a feature mapping scheme. To achieve a self-online learning, we adopt an online metric learner to train the classifier. For evaluation, we build the first weakly labeled endoscopic image dataset captured from 424 volunteers with more than 12k images. The experimental results validate the performance of our method. In summary, we propose an efficient and updateable framework for the computer-aided endoscopic diagnosis, which can be also applied to other computer-aided diagnosis systems.
