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Abstract
Variational Autoencoders (VAEs) have seen widespread use in learned image
compression. They are used to learn expressive latent representations on which
downstream compression methods can operate with high efficiency. Recently
proposed ‘bits-back’ methods can indirectly encode the latent representation of
images with codelength close to the relative entropy between the latent posterior
and the prior. However, due to the underlying algorithm, these methods can only be
used for lossless compression, and they only achieve their nominal efficiency when
compressing multiple images simultaneously; they are inefficient for compressing
single images. As an alternative, we propose a novel method, Relative Entropy
Coding (REC), that can directly encode the latent representation with codelength
close to the relative entropy for single images, supported by our empirical results
obtained on the Cifar10, ImageNet32 and Kodak datasets. Moreover, unlike
previous bits-back methods, REC is immediately applicable to lossy compression,
where it is competitive with the state-of-the-art on the Kodak dataset.
1 Introduction
The recent development of powerful generative models, such as Variational Autoencoders (VAEs) has
caused a great deal of interest in their application to image compression, notably Ballé et al. (2016a,
2018); Townsend et al. (2020); Minnen & Singh (2020). The benefit of using these models as opposed
to hand-crafted methods is that they can adapt to the statistics of their inputs more effectively, and
hence allow significant gains in compression rate. A second advantage is their easier adaptability to
new media formats, such as light-field cameras, 360◦ images, Virtual Reality (VR), video streaming,
etc. for which classical methods are not currently applicable, or are not performant.
VAEs consist of two neural networks, the encoder and the decoder. The former maps images to
their latent representations and the latter maps them back. Compression methods can operate very
efficiently in latent space, thus realizing a non-linear transform coding method (Goyal, 2001; Ballé
et al., 2016b). The sender can use the encoder to obtain the latent posterior of an image and then use
the compression algorithm to transmit a sample latent representation from the posterior. Then, the
receiver can use the decoder to reconstruct the image from the latent representation they received.
Note that this reconstruction contains small errors. In lossless compression, the sender must correct
for this and has to transmit the residuals along with the latent code. In lossy compression, we omit
the transmission of the residuals, as the model is optimized such that the reconstruction retains high
perceptual quality.
∗Equal contribution.
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Bits-back methods for lossless compression have been at the center of attention recently. They realize
the optimal compression rate postulated by the bits-back argument (Hinton & Van Camp, 1993): For
a given image, the optimal compression rate using a latent variable model (such as a VAE) is given by
the relative entropy between the latent posterior and the prior KL [ q(z |x) || p(z) ] plus the expected
residual error E [− logP (x | z)], where x is the input image, z denotes the stochastic latent repre-
sentation, and p(z) is the prior over the latent space. This quantity is also known as the negative
Evidence Lower BOund (ELBO).
Current bits-back compression methods use variants of the Bits-Back with Asymmetric Numeral
Systems (BB-ANS) algorithm (Townsend et al., 2019, 2020; Ho et al., 2019; Kingma et al., 2019).
BB-ANS can achieve the bits-back compression rate asymptotically by allowing the codes in a
sequence of images to overlap without losing information (hence getting the bits back). The issue
is that the first image requires a string of auxiliary bits to start the sequence, which means that it is
inefficient when used to compress a single image. Including the auxiliary bits, the compressed size of
a single image is often 2-3 times the original size.2
We introduce Relative Entropy Coding (REC), a lossless compression paradigm that subsumes
bits-back methods. A REC method can encode a sample from the latent posterior z ∼ q(z |x) with
codelength close to the relative entropy KL [ q(z |x) || p(z) ], given a shared source of randomness.
Then the residuals are encoded using an entropy coding method such as arithmetic coding (Witten
et al., 1987) with codelength − logP (x | z). This yields a combined codelength close to the negative
ELBO in expectation without requiring any auxiliary bits.
We propose a REC method, called index coding (iREC), based on importance sampling. To encode a
sample from the posterior q(z |x), our method relies on a shared sequence of random samples from
the prior z1, z2, · · · ∼ p(z), which in practice is realised using a pseudo-random number generator
with a shared random seed. The algorithm selects an element zi from the random sequence with high
density under the posterior. Then, the code for the sample is simply ‘i’, its index in the sequence.
Given i, the receiver can recover zi by selecting the ith element from the shared random sequence.
We show that the codelength of ‘i’ is close to the relative entropy KL [ q(z |x) || p(z) ].
Apart from eliminating the requirement for auxiliary bits, REC offers a few further advantages. First,
an issue concerning virtually every deep image compression algorithm is that they require a quantized
latent space for encoding. This introduces an inherently non-differentiable step to training, which
hinders performance and, in some cases, prevents model scaling (Hoogeboom et al., 2019). Since
our method relies on a shared sequence of prior samples, it is not necessary to quantize the latent
space and it can be applied to off-the-shelf VAE architectures with continuous latent spaces. To our
knowledge, our method is the first image compression algorithm that can operate in a continuous
latent space.
Second, since the codelength scales with the relative entropy but not the number of latent dimensions,
the method is unaffected by the pruned dimensions of the VAE, i.e. dimensions where the posterior
collapses back onto the prior (Yang et al., 2020; Lucas et al., 2019) (this advantage is shared with
bits-back methods, but not others in general).
Third, our method elegantly extends to lossy compression. If we choose to only encode a sample
from the posterior using REC without the residuals, the receiver can use the decoder to reconstruct an
image that is close to the original. In this setting, the VAE is optimized using an objective that allows
the model to maintain high perceptual quality even at low bit rates. The compression rate of the model
can be precisely controlled during training using a β-VAE-like training objective (Higgins et al.,
2017). Our empirical results confirm that our REC algorithm is competitive with the state-of-the-art
in lossy image compression on the Kodak dataset (Eastman Kodak Company, 1999).
The key contributions of this paper are as follows:
• iREC, a relative entropy coding method that can encode an image with codelength close to
the negative ELBO for VAEs. Unlike prior bits-back methods, it does not require auxiliary
bits, and hence it is efficient for encoding single images. We empirically confirm these
findings on the Cifar10, ImageNet32 and Kodak datasets.
2Based on the number of auxiliary bits recommended by Townsend et al. (2020).
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• Our algorithm forgoes the quantization of latent representations entirely, hence it is directly
applicable to off-the-shelf VAE architectures with continuous latent spaces.
• The algorithm can be applied to lossy compression, where it is competitive with the state-of-
the-art on the Kodak dataset.
2 Learned Image Compression
The goal of compression is to communicate some information between the sender and the receiver
using as little bandwidth as possible. Lossless compression methods assign some code C(x) to some
input x, consisting of a sequence of bits, such that the original x can be always recovered from C(x).
The efficiency of the method is determined by the average length of C(x).
All compression methods operate on the same underlying principle: Commonly occurring patterns
are assigned shorter codelengths while rare patterns have longer codelengths. This principle was first
formalized by Shannon (1948). Given an underlying distribution P (x),3 where x is the input taking
values in some set X , the rate of compression cannot be better than H[P ] = ∑x∈X −P (x) logP (x),
the Shannon-entropy of P . This theoretical limit is achieved when the codelength of a given x is
close to the negative log-likelihood |C(x)| ≈ − logP (x). Methods that get close to this limit are
referred to as entropy coding methods, the most prominent ones being Huffman coding and arithmetic
coding (Huffman, 1952; Witten et al., 1987).
The main challenge in image compression is that the distribution P (x) is not readily available.
Methods either have to hand-craft P (x) or learn it from data. The appeal in using generative models
to learn P (x) is that they can give significantly better approximations than traditional approaches.
2.1 Image Compression Using Variational Autoencoders
A Variational Autoencoder (VAE, Kingma & Welling (2014)) is a generative model that learns the
underlying distribution of a dataset in an unsupervised manner. It consists of a pair of neural networks
called the encoder and decoder, that are approximate inverses of each other. The encoder network
takes an input x and maps it to a posterior distribution over the latent representations qφ(z |x). The
decoder network maps a latent representation z ∼ qφ(z |x) to the conditional distribution Pθ(x | z).
Here, φ and θ denote the parameters of the encoder and the decoder, respectively. These two
networks are trained jointly by maximizing a lower bound to the marginal log-likelihood logP (x),
the Evidence Lower BOund L(x, φ, θ) (ELBO):
logP (x) ≥ L(x, φ, θ) = Ez∼qφ(z |x) [logPθ(x | z)]︸ ︷︷ ︸
conditional log-likelihood
−KL [ qφ(z |x) || p(z) ]︸ ︷︷ ︸
relative entropy
. (1)
The VAE can be used to realize a non-linear form of transform coding (Goyal, 2001) to perform
image compression. Given an image x, the sender to maps it to its latent posterior q(z |x), and
communicates a sample z ∼ q(z |x) to the receiver (where we omit φ and θ for notational ease).
Our proposed algorithm can accomplish this with communication cost close to the relative entropy
KL [ q(z |x) || p(z) ]. Given z, the receiver can use the decoder to obtain the conditional distribution
P (x | z), which can be used for both lossless and lossy compression. Figure 1 depicts both processes.
For lossless compression, the sender can use an entropy coding method with P (x | z) to encode
the residuals. The cost of communicating the residuals is the negative log-likelihood − logP (x | z)
which yields a combined codelength close to the negative ELBO. (See Figure 12c.)
For lossy compression, the most commonly used approach is to take the mean of the conditional
distribution to be the approximate reconstruction x˜ = Ex∼P (x | z) [x]. This yields a reconstruction
close to the original image, while only having to communicate z. (See Figure 1b.)
The remaining question is how to communicate a sample z from the posterior q(z |x) given the
shared prior p(z). The most widely given answer is the quantization of the latent representations,
which are then encoded using entropy coding (Theis et al., 2017; Ballé et al., 2016a). This approach is
simple to use but has two key weaknesses. First, because of the quantized latent space, the posterior is
3In this paper use roman letters (e.g. x) for random variables and italicized letters (e.g. x) for their
realizations. Bold letters denote vectors. By a slight abuse of notation, we denote p(x = x) by p(x).
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Figure 1: (a) Lossless compression using REC (b) Lossy compression using REC (c) The variances
of the coding distributions of the auxiliary variables. We observe that the individually optimized
values are well approximated by a power-law. (d) The relative entropies of the auxiliary variables are
near or below Ω. ((c) and (d) depict statistics from the 23rd stochastic layer of a 24-layer ResNet
VAE, since this layer contains the majority of the model’s total relative entropy.)
a discrete probability distribution, which is significantly more difficult to train with gradient descent
than its continuous counterpart. It requires the use of gradient estimators and does not scale well with
depth (Hoogeboom et al., 2019). A second known shortcoming of this method is that the codelength
scales with the number of latent dimensions even when those dimensions as pruned by the VAE, i.e.
the posterior coincides with the prior and the dimension, therefore, carries no information (Yang
et al., 2020; Lucas et al., 2019).
An alternative to quantization in lossless compression is bits-back coding (Townsend et al., 2019).
It uses a string of auxiliary bits to encode z, which is then followed by encoding the residuals. When
compressing multiple images, bits-back coding reuses the code of already compressed images as
auxiliary bits to compress the remaining ones, bringing the asymptotic cost close the negative ELBO.
However, due to the use of auxiliary bits, it is inefficient to use for single images.
Relative Entropy Coding (REC), rectifies the aforementioned shortcomings. We propose a REC algo-
rithm that can encode z with codelength close to the relative entropy, without requiring quantization
or auxiliary bits. It is effective for both lossy and lossless compression.
3 Relative Entropy Coding
Relative Entropy Coding (REC) is a lossless compression paradigm that solves the problem of
communicating a sample from the posterior distribution q(z |x) given the shared prior distribution
p(z). In more general terms, the sender wants to communicate a sample z ∼ q(z) to the receiver from
a target distribution (the target distribution is only known to the sender) with a coding distribution
p(z) shared between the sender and the receiver, given a shared source of randomness. That is,
over many runs, the empirical distribution of the transmitted zs converges to q(z). Hence, REC is a
stochastic coding scheme, in contrast with entropy coding which is fully deterministic.
We refer to algorithms that achieve communication cost provably close to KL [ q(z) || p(z) ] as REC
algorithms. We emphasize the counter-intuitive notion, that communicating a stochastic sample from
q(z) can be much cheaper than communicating any specific sample z. For example, consider the
case when p(z) = q(z) = N (z | 0, I). First, consider the naive approach of sampling z ∼ q(z) and
encoding it with entropy coding. The expected codelength of z is∞ since the Shannon entropy of a
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Gaussian random variable is∞. Now consider a REC approach: the sender could simply indicate to
the receiver that they should draw a sample from the shared coding distribution p(z), which has O(1)
communication cost. This problem is studied formally in Harsha et al. (2007). They show that the
relative entropy is a lower bound to the codelength under mild assumptions. As part of a formal proof
they present a REC algorithm, however, it is computationally intractable even for small practical
problems.
3.1 Relative Entropy Coding with Index Coding
We present Index Coding (iREC), a REC algorithm that scales to the needs of modern image
compression problems. The core idea for the algorithm is to rely on a shared source of randomness
between the sender and the receiver, which takes the form of an infinite sequence of random samples
from the prior z1, z2, · · · ∼ p(z). This can be practically realized using a pseudo-random number
generator with a shared random seed. Then, to communicate an element zi from the sequence, it is
sufficient to transmit its index, i.e. C(zi) = i. From i the receiver can reconstruct zi by using the
shared source of randomness to generate z1, z2, . . . and then selecting the ith element.
iREC is based on the importance sampling procedure proposed in Havasi et al. (2019). Let M =
dexp (KL [ q(z) || p(z) ])e. Our algorithm draws M samples z1, . . . ,zM ∼ p(z), then selects zi
with probability proportional to the importance weights Paccept(zm) ∝ q(zm)p(zm) for m ∈ {1, . . .M}.
Although zi is not an unbiased sample from q(z), Havasi et al. (2019) show that considering M
samples is sufficient to ensure that the bias remains low. The cost of communicating zi is simply
logM ≈ KL [ q(z) || p(z) ], since we only need to communicate i where 1 ≤ i ≤M .
Importance sampling has promising theoretical properties, however, it is still infeasible to use in
practice because M grows exponentially with the relative entropy. To drastically reduce this cost, we
propose sampling a sequence of auxiliary variables instead of sampling q(z) directly.
3.1.1 Using Auxiliary Variables
We propose breaking z up into a sequence of K auxiliary random variables a1:K = a1, . . . ,aK with
independent coding distributions p(a1) . . . , p(aK) such that they fully determine z, i.e. z = f(a1:K)
for some function f . Our goal is to derive target distributions q(ak |a1:k−1) for each of the auxiliary
variables given the previous ones, such that by sampling each of them via importance sampling,
i.e. ak ∼ q(ak |a1:k−1) for k ∈ {1, . . .K}, we get a sample z = f(a1:K) ∼ q(z). This implies
the auxiliary coding distributions p(ak) and target distributions q(ak |a1:k−1) must satisfy the
marginalization properties
p(z) =
∫
δ(f(a1:K)− z)p(a1:K)da1:K and q(z) =
∫
δ(f(a1:K)− z)q(a1:K)da1:K , (2)
where δ is the Dirac delta function, p(a1:K) =
∏K
k=1 p(ak) and q(a1:K) =
∏K
k=1 q(ak |a1:k−1).
Note that the coding distributions p(a1) . . . , p(aK) and f can be freely chosen subject to Eq 2.
The cost of encoding each auxiliary variable using importance sampling is equal to the rel-
ative entropy between their corresponding target and coding distributions. Hence, to avoid
introducing an overhead to the overall codelength, the targets q(ak |a1:k−1) must satisfy∑K
k=1 KL [ q(ak |a1:k−1) || p(ak) ] = KL [ q(z) || p(z) ].4 To ensure this, the auxiliary targets
must be the Bayesian posteriors
q(ak |a1:k−1) :=
∫
p(a1:k | z)
p(a1:k−1 | z)q(z)dz for k ∈ {1 . . .K} . (3)
These are the only possible auxiliary targets that satisfy the condition on the sum of the relative
entropies, which we formally show in the supplementary material.
Choosing the forms of the auxiliary variables. Factorized Gaussian priors are a popular choice
for VAEs. For a Gaussian coding distribution p(z) = N (0, σ2I), we propose z = ∑Kk=1 ak,
4We use here the definition KL [ q(x | y) || p(x) ] = Ex,y∼p(x,y)
[
log q(x | y)
p(x)
]
(Cover & Thomas, 2012).
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Data: q(z)
Result: (i1, . . . , iK)
K ←
⌈
KL[ q(z) || p(z) ]
Ω
⌉
M ← dexp (Ω(1 + ))e
S0 ← {()}
for k ← 1 toK do
ak1 , . . . ,akM
R∼ p(ak)
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Result: z
M ← dexp (Ω(1 + ))e
for k ← 1 toK do
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R∼ p(ak)
z ← f(a1i1 , . . . ,aKiK )
(b)
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(c)
Figure 2: (a) iREC encoder (b) iREC decoder (c) Beam search ensures that log q(z)p(z) is close to the
relative entropy. B is the number of beams. Plotted using the 23rd stochastic layer of a 24-layer
ResNet VAE, since this layer contains the majority of the model’s total relative entropy. Here, R∼
indicates sampling using a pseudo-random number generator with random seed R, and arg topB
selects the arguments of the top B ranking elements in a set.
p(ak) = N (0, σ2kI) for k ∈ {1, . . . ,K} such that
∑K
k=1 σ
2
k = σ
2 . The targets q(ak |a1:k−1) in this
case turn out to be Gaussian as well, and their form is derived in the supplementary material.
To guarantee that every auxiliary variable can be encoded via importance sampling, the relative en-
tropies should be similar across the auxiliary variables, i.e. KL [ q(ak |a1:k−1) || p(ak) ] ≈ Ω, where
Ω is a hyperparameter (we used Ω = 3 in our experiments). This yieldsK = dKL [ q(z) || p(z) ] /Ωe
auxiliary variables in total. We initially set the auxiliary coding distributions by optimizing their
variances σ2k on a small validation set to achieve relative entropies close to Ω. Later, we found that
the ratio of the variance σ2k of the k-th auxiliary variable to the remaining variance σ
2 −∑k−1j=1 σ2j
is well approximated by the power law (K + 1 − k)−0.79, as shown in Figure 1c. In practice, we
used this approximation to set each σ2k. With these auxiliary variables, we fulfil the requirement
of keeping the individual relative entropies near or below Ω as shown empirically in Figure 1d. To
account for the auxiliary variables whose relative entropy slightly exceeds Ω, in practice, we draw
M = dexp (Ω(1 + ))e samples, where  is a small non-negative constant (we used  = 0.2 for
lossless and  = 0.0 for lossy compression), leading to a (1 + ) increase of the codelength.
3.1.2 Reducing the Bias with Beam Search
An issue with naively applying the auxiliary variable scheme is that the cumulative bias of importance
sampling each auxiliary variable adversely impacts the compression performance, potentially leading
to higher distortion and hence longer codelength.
To reduce this bias, we propose using a beam search algorithm (shown in Figure 2) to search over
multiple possible assignments of the auxiliary variables. We maintain a set of the B lowest bias
samples from the auxiliary variables and used the log-importance weight log q(z)p(z) as a heuristic
measurement of the bias. For an unbiased sample log q(z)p(z) ≈ KL [ q(z) || p(z) ], but for a biased
sample, log q(z)p(z)  KL [ q(z) || p(z) ]. For each auxiliary variable ak in the sequence, we combine
the B lowest bias samples for a1:k−1 with the M possible importance samples for ak. To choose the
B lowest bias samples for the next iteration, we take the top B samples with the highest importance
weights q(a1:k)p(a1:k) out of theB×M possibilities. At the end, we select a1:K with the highest importance
weight q(f(a1:K))p(f(a1:K)) =
q(z)
p(z) . We found that 10-20 beams are sufficient to significantly reduce the bias
as shown in Figure 2c.
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Table 1: Single image, lossless compression performance in bits per dimension (lower is better).
The best performing bits-back method is highlighted for each dataset. The asymptotic rates are
included in parenthesis where they are different from the single image case. To calculate the number
of bits needed for single images, we added the number of auxiliary bits required to the asymptotic
compression rate as reported in the respective papers.
Cifar10 (32x32) ImageNet32 (32x32) Kodak (768x512)
Non bits-back
PNG 5.87 6.39 4.35
WebP 4.61 5.29 3.20
FLIF 4.19 4.52 2.90
IDF 3.34 4.18 −
Bits-back
LBB 54.96 (3.12) 55.72 (3.88) −
BitSwap 6.53 (3.82) 6.97 (4.50) −
HiLLoC 24.51 (3.56) 26.80 (4.20) 17.5 (3.00)
iREC (Ours) 4.18 4.91 3.67
ELBO (RVAE) [3.55] [4.18] [3.00]
4 Experiments
We compare our method against state-of-the-art lossless and lossy compression methods. Our
experiments are implemented in TensorFlow (Abadi et al., 2015) and are publicly available at
https://github.com/<anonymized>/relative-entropy-coding.
4.1 Lossless Compression
We compare our method on single image lossless compression (shown in Table 1) against PNG, WebP
and FLIF, Integer Discrete-Flows (Hoogeboom et al., 2019) and the prominent bits-back approaches:
Local Bits-Back Coding (Ho et al., 2019), BitSwap (Kingma et al., 2019) and HiLLoC (Townsend
et al., 2020).
Our model for these experiments is a ResNet VAE (RVAE) (Kingma et al., 2016) with 24 Gaussian
stochastic levels. This model utilizes skip-connections to prevent the posteriors on the higher
stochastic levels to collapse onto the prior and achieves an ELBO that is competitive with the current
state-of-the-art auto-regressive models. For better comparison, we used the exact model used by
Townsend et al. (2020)5 trained on ImageNet32. The three hyperparameters of iREC are set to Ω = 3,
 = 0.2 and B = 20. Further details on our hyperparameter tuning process are included in the
supplementary material.
We evaluated the methods on Cifar10 and ImageNet32 comprised of 32× 32 images, and the Kodak
dataset comprised of full-sized images. For Cifar10 and ImageNet32, we used a subsampled test set
of size 1000 due to the speed limitation of our method (currently, it takes ∼ 1 minute to compress a
32× 32 image and 1-10 minutes to compress a large image). By contrast, decoding with our method
is fast since it does not require running the beam search procedure.
iREC significantly outperforms other bits-back methods on all datasets since it does not require
auxiliary bits, although it is still slightly behind non-bits-back methods as it has a ∼ 20% overhead
compared to the ELBO due to using  = 0.2.
4.2 Lossy Compression
On the lossy compression task, we present average rate-distortion curves calculated using the PSNR
(Huynh-Thu & Ghanbari, 2008) and MS-SSIM (Wang et al., 2004) quality metrics on the Kodak
dataset, shown in Figure 3. On both metrics, we compare against JPEG, BPG, Theis et al. (2017)
5We used the publicly available trained weights published by the authors of Townsend et al. (2020).
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Figure 3: Comparison of REC against classical methods such as JPEG, BPG and competing ML-
based methods. (a) PSNR comparisons (b) MS-SSIM comparisons in decibels, calculated using the
formula −10 log10(1−MS-SSIM).
and Ballé et al. (2018), with the first two being classical methods and the latter two being ML-based.
Additionally, on PSNR we compare against Minnen & Singh (2020), who to our knowledge is the
current state-of-the-art.6
As our model we used the architecture presented in Ballé et al. (2018), with the latent distributions
changed to Gaussians and slight modifications in the architecture to accommodate this; see the
supplementary material for precise details. Following Ballé et al. (2018), we trained several models
using Lλ(x, φ, θ) = λD(x, xˆ)−KL [ qφ(z |x) || p(z) ], where xˆ is the reconstruction of the image
x, and D(·, ·) ∈ {MSE,MS-SSIM} is a differentiable distortion metric.7 Varying λ in the loss
yields models with different rate-distortion trade-offs. We optimized 5 models for MSE with
λ ∈ {0.001, 0.003, 0.01, 0.03, 0.05} and 4 models for MS-SSIM with λ ∈ {0.003, 0.01, 0.03, 0.08}.
The hyperparameters of iREC were set this time to Ω = 3,  = 0 and B = 10. As can be seen in
Figure 3, iREC is competitive with the state-of-the-art lossy compression methods on both metrics.
5 Related Work
Multiple recent bits-back papers build on the work of Townsend et al. (2019), who first proposed BB-
ANS. These works elevate the idea from a theoretical argument to a practically applicable algorithm.
Kingma et al. (2019) propose BitSwap, an improvement to BB-ANS that allows it to be applied to
hierarchical VAEs. Ho et al. (2019) extend the work to general flow models, which significantly
improves the asymptotic compression rate. Finally, Townsend et al. (2020) apply the original BB-ANS
algorithm to full-sized images and improve its run-time by vectorizing its implementation.
All previous VAE-based lossy compression methods use entropy coding with quantized latent
representations. They propose different approaches to circumvent the non-differentiability that this
presents during training. Most prominently, Ballé et al. (2016a) describe a continuous relaxation
of quantization based on dithering. Building on this idea, Ballé et al. (2018) introduce a 2-level
hierarchical architecture, and Minnen et al. (2018); Lee et al. (2019); Minnen & Singh (2020) explore
more expressive latent representations, such as using learned adaptive context models to aid their
entropy coder, and autoregressive latent distributions.
6 Conclusion
This paper presents iREC, a REC algorithm, which extends the importance sampler proposed by
Havasi et al. (2019). It enables the use of latent variable models (and VAEs in particular) with
continuous probability distributions for both lossless and lossy compression.
6For all competing methods, we used publicly available data at https://github.com/tensorflow/
compression/tree/master/results/image_compression.
7In practice we used 1−MS-SSIM as the loss function with power factors set to α = β = γ = 1.
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Our method significantly outperforms bits-back methods on lossless single image compression
benchmarks and is competitive with the asymptotic performance of competing methods. On the lossy
compression benchmarks, our method is competitive with the state-of-the-art for both the PSNR and
MS-SSIM perceptual quality metrics. Currently, the main practical limitation of bits-back methods,
including our method, is the compression speed, which we hope to improve in future works.
7 Broader Impact
Our work presents a novel data compression framework and hence inherits both its up and downsides.
In terms of positive societal impacts, data compression reduces the bandwidth requirements for many
applications and websites, making them more inexpensive to access. This increases accessibility to
online content in rural areas with limited connectivity or underdeveloped infrastructure. Moreover,
it reduces the energy requirement and hence the environmental impact of information processing
systems. However, care must be taken when storing information in a compressed form for long time
periods, and backwards-compatibility of decoders must be maintained, as data may otherwise be
irrevocably lost, leading to what has been termed the Digital Dark Ages (Kuny, 1997).
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A Deriving the q(ak | a1:k−1)s - general case
Assume, that we have already chosen f and the auxiliary coding distributions p(ak) for k ∈
{1, . . . ,K}. Now, we wish to find q(ak |a1:k−1) for each k such that the condition
K∑
k=1
KL [ q(ak |a1:k−1) || p(ak) ] = KL [ q(z) || p(z) ] (4)
is satisfied. Observe that
KL [ q(z,a1:K) || p(z,a1:K) ] = KL [ q(z) || p(z) ] + KL [ q(a1:K | z) || p(a1:K | z) ]
= KL [ q(a1:K) || p(a1:K) ] + KL [ q(z |a1:K) || p(z |a1:K) ] , (5)
where the two equalities follow from breaking up the joint KL using the chain rule of relative
entropies in two different ways. Notice, that since z = f(a1:K) is a deterministic relationship,
q(z |a1:K) = p(z |a1:K) = δ (f(a1:K)− z). Hence, we have KL [ q(z |a1:K) || p(z |a1:K) ] = 0.
Using this fact to simplify Eq 5, we get
KL [ q(z) || p(z) ] + KL [ q(a1:K | z) || p(a1:K | z) ] = KL [ q(a1:K) || p(a1:K) ] . (6)
By the chain rule of relative entropies applied K times, and the pairwise independence of the coding
distributions p(ak), we have
KL [ q(a1:K) || p(a1:K) ] =
K∑
k=1
KL [ q(ak |a1:k−1) || p(ak) ] . (7)
Putting together Eqs 6 and 7, we see that our original condition in Eq 4 for the auxiliary targets is
satisfied when KL [ q(a1:K | z) || p(a1:K | z) ] = 0. Applying the chain rule of relative entropies K
times again, the condition can be rewritten as
KL [ q(a1:K | z) || p(a1:K | z) ] =
K∑
k=1
KL [ q(ak |a1:k−1, z) || p(ak |a1:k−1, z) ] = 0. (8)
Due to the non-negativity of relative entropy, the above is satisfied if and only if
KL [ q(ak |a1:k−1, z) || p(ak |a1:k−1, z) ] = 0 ∀ k ∈ {1, . . . ,K}. This further implies, that
q(ak |a1:k−1, z) = p(ak |a1:k−1, z) ∀ k ∈ {1, . . . ,K}. Now, fix k. Then, we have
q(ak |a1:k−1, z) = p(ak |a1:k−1, z)
q(ak, z |a1:k−1)
q(z)
=
p(a1:k | z)
p(a1:k−1 | z) by applying Bayes’ rule to both sides,
q(ak, z |a1:k−1) = p(a1:k | z)
p(a1:k−1 | z)q(z)
q(ak |a1:k−1) =
∫
p(a1:k | z)
p(a1:k−1 | z)q(z)dz by the product rule.
(9)
Thus, we see that the condition in Eq 4 is satisfied precisely, when
q(ak |a1:k−1) =
∫
p(a1:k | z)
p(a1:k−1 | z)q(z)dz ∀k ∈ {1, . . . ,K}, (10)
as required.
B Deriving the q(ak | a1:k−1)s - Gaussian sum case
In this section we derive the form of the coding targets q(ak |a1:k−1) in the case when ak are all
Gaussian distributed, and z =
∑K
k=1 ak. We only derive the result in the univariate case, extending
to the diagonal covariance case is straight forward. However, to keep notation consistent with the
rest of the paper, only in this section we will keep using the boldface symbols to denote the random
quantities and their realizations.
We will make use of a few standard results for Gaussian random variables and their pdfs:
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• Conditional sums: Let z =
∑K
k=1 ak, where z ∼ q(z) = N
(
z | ν, ρ2) and ak ∼
N (ak |µk, σ2k). Then,
p(z |a1:k) = N
(
z
∣∣∣∣∣ ν +
k∑
i=1
(ai − µi), ρ2 −
k∑
i=1
σ2i
)
. (11)
• Product of Gaussian densities:
N (x |µ, σ2)N (x | ν, ρ2) = αN (x,m, s2)
m =
ρ2µ+ σ2ν
ρ2 + σ2
, s2 =
σ2ρ2
ρ2 + σ2
, α = N (µ | ν, ρ2 + σ2) . (12)
• Quotient of Gaussian densities: For ρ2 > σ2,
N (x |µ, σ2)
N (x | ν, ρ2) = αN
(
x,m, s2
)
m =
ρ2µ− σ2ν
ρ2 − σ2 , s
2 =
σ2ρ2
ρ2 − σ2 , α =
ρ2
ρ2 − σ2
1
N (µ | ν, ρ2 − σ2)
(13)
From here, assume that q(z) = N (z | ν, ρ) and p(ak) = N
(
ak |µk, σ2k
)
. Fixing k ∈ {1, . . . ,K}
and starting from Eq 10, we have
q(ak |a1:k−1) =
∫
p(a1:k | z)
p(a1:k−1 | z)q(z)dz
=
∫
p(z |a1:k)p(ak)p(a1:k−1)p(z)
p(z |a1:k−1)p(a1:k−1)p(z) q(z)dz by Bayes’ Rule
= p(ak)
∫
p(z |a1:k)
p(z |a1:k−1)q(z)dz.
(14)
Define µ1:k = ν +
∑k
i=1(ai − µi) and σ21:k = ρ2 −
∑k
i=1 σ
2
i . Then∫
p(z |a1:k)
p(z |a1:k−1)q(z)dz =
∫ N (z |µ1:k, σ21:k)
N (z |µ1:k−1, σ21:k−1)N (z | ν, ρ) dz. (15)
Applying the identity from Eq 13,
N (z |µ1:k, σ21:k)
N (z |µ1:k−1, σ21:k−1) = αN
(
z
∣∣∣∣∣σ21:k−1µ1:k − σ21:kµ1:k−1σ21:k−1 − σ21:k , σ
2
1:kσ
2
1:k−1
σ21:k−1 − σ21:k
)
α =
σ21:k−1
σ21:k−1 − σ21:k
1
N (µ1:k |µ1:k−1, σ21:k−1 − σ21:k) .
(16)
Using the facts that σ21:k−1 − σ21:k = σ2k, µ1:k − µ1:k−1 = ak − µk this can be simplified to
N (z |µ1:k, σ21:k)
N (z |µ1:k−1, σ21:k−1) = αN
(
z
∣∣∣∣∣σ21:k−1σ2k (ak − µk) + µ1:k−1, σ
2
1:kσ
2
1:k−1
σ2k
)
α =
σ21:k−1
σ2k
1
N (ak |µk, σ2k)
=
σ21:k−1
σ2k
1
p(ak)
.
(17)
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Now, applying The identity from Eq 12,
N (z |µ1:k, σ21:k)
N (z |µ1:k−1, σ21:k−1)N (z | ν, ρ) = αN
(
z
∣∣∣∣∣σ21:k−1σ2k (ak − µk) + µ1:k−1, σ
2
1:kσ
2
1:k−1
σ2k
)
N (z | ν, ρ)
= αβN (z |m, s2) ,
β = N
(
ν
∣∣∣∣∣ σ21:k−1σ2k (ak − µk) + µ1:k−1,
r2︷ ︸︸ ︷
σ21:kσ
2
1:k−1
σ2k
+ ρ2
)
=
1√
2pir2
exp
{
− 1
2r2
(
ν − σ
2
1:k−1
σ2k
(ak − µk)− µ1:k−1
)2}
=
1√
2pir2
exp
{
− 1
2r2
σ41:k−1
σ4k
(
ak −
[
µk +
σ2k
σ21:k−1
(ν − µ1:k−1)
])2}
=
σ2k
σ21:k−1
N
(
ak
∣∣∣∣∣ µk + σ2kσ21:k−1 (ν − µ1:k−1), σ
4
k
σ41:k−1
r2
)
=
σ2k
σ21:k−1
N
(
ak
∣∣∣∣∣ µk + σ2kσ21:k−1 (ν − µ1:k−1), σ
2
1:kσ
2
k
σ21:k−1
+
σ4k
σ41:k−1
ρ2
)
(18)
Plugging this back into Eq 14, we get
q(ak |a1:k−1) = p(ak)αβ
∫
N (z |m, s2) dz
= p(ak)αβ
= p(ak)
σ21:k−1
σ2k
1
p(ak)
β
=
σ21:k−1
σ2k
σ2k
σ21:k−1
N
(
ak
∣∣∣∣∣ µk + σ2kσ21:k−1 (ν − µ1:k−1), σ
2
1:kσ
2
k
σ21:k−1
+
σ4k
σ41:k−1
ρ2
) (19)
Thus, the k-th target distribution has the form
q(ak |a1:k−1) = N
(
ak
∣∣∣∣∣ µk + σ2kσ21:k−1 (ν − µ1:k−1), σ
2
1:kσ
2
k
σ21:k−1
+
σ4k
σ41:k−1
ρ2
)
(20)
C Hyperparameter Experiments for Beam Search
Our lossless compression approach has three hyperparameters: Ω,  and B. We tuned these on a small
validation set of 10 images from ImageNet32 by sweeping them, and measuring the performance.
The codelength can get arbitrarly close to the ELBO, but it requires a significant computational cost.
We try to find a good balance between the codelength and the computational cost.
Figure 4 shows the parameter combinations that we tested. We plot 4 metrics:
• 1st row: Overhead in number of bits required compared to the ELBO. A value of 0.2
corresponds to 20% overhead over the ELBO in codelength.
• 2nd row: Time it takes to run the method in seconds.
• 3rd row: Residual overhead. The overhead in codelength when only looking at the residual.
This helps to estimate the bias in the samples, since if there is no bias, this overhead should
be 0.
• 4th row: For how many out of the 10 validation images did the method crash. Every crash
was cause by memory overflow.
Figure 5 depicts the same data, but plotted in two dimensions: overhead vs time.
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Figure 4: Hyperparameters for lossless compression. Ω is referred as ‘KL_per_partition’,  is referred
as ‘extra_samples’ and B is referred as ‘n_beams’. (On a computer, zoom in to see precise figures)
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Figure 5: Pareto frontier of the hyperparameters.
D Auxiliary variables
We plotted the 23rd layer of the RVAE in the main paper to demonstrate how the auxiliary variables
are able to break up the latent variables such that their relative entropies are close to Ω. Here we
include all 24 layers (Figure 6).
E Additional Information on the Setup of Lossy Experiments
We used an appropriately modified version of the architecture proposed by Ballé et al. (2018).
Concretely, we swapped all latent distributions for Gaussians, and made the encoder and decoder
networks two-headed on the appropriate layers to provide both a mean and log-standard deviation
prediction for the latent distributions. For a depiction of our architecture, see Figure 7.
During training, we inferred the parameters of the hyperprior as well (Empirical Bayes). We trained
every model on the CLIC 2018 dataset for 2× 105 iterations with a batch size of 8 image patches. As
done in Ballé et al. (2018), the patches were 256× 256 and were randomly cropped from the training
images. As the dataset is curated for lossy image compression tasks, we performed no further data
preprocessing or augmentation. We found that annealing the KL divergence in the beginning (also
known as warm-up) did not yield a significant performance increase.
15
Figure 7: PLN network architecture. The blocks signal data transformations, the arrows signal the
flow of information. Block descriptions: Conv2D: 2D convolutions along the spatial dimensions,
where the W ×H × C/S implies a W ×H convolution kernel, with C target channels and S gives
the downsampling rate (given a preceding letter “d”) or the upsampling rate (given a preceding letter
“u”). If the slash is missing, it means that there is no up/downsampling. All convolutions operate
in same mode with zero-padding. GDN / IGDN: these are the non-linearities described in Ballé et
al. (2016a). Leaky ReLU: elementwise non-linearity defined as max{x, αx}, where we set α = 0.2.
Sigmoid: Elementwise non-linearity defined as 11+exp{−x} .
F Additional Lossy Compression Results
In this section we present some additional results that clarify the current shortcomings of iREC and
better illustrate its performance on individual images.
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F.1 Actual vs Ideal Performance Comparison
Since iREC is based on importance sampling, the posterior sample it returns will be slightly biased,
which affects the distortion of the reconstruction. Furthermore, since it might require setting the
oversampling rate  > 0 in some cases, as well as having to communicate some minimal additional
side information, the codelength will also be slightly higher than the theoretical lower bound.
We quantify these discrepancies through visualizing actual and ideal aggregate rate-distortion curves
on the Kodak dataset in Figure 8. Concretely, we calculate the actual performance as in the main
text, i.e. the bits per pixel are simply calculated from the compressed file size, and the distortion
is calculated using the slightly biased sample given by iREC. The ideal bits per pixel is calculated
by dividing the KL [ q(z |x) || p(z) ] by the number of pixels, and the ideal distortion is calculated
using a sample drawn from q(z |x).
As we can see, the distortion gap increases in low-distortion regimes. This is unsurprising, since
a low-distortion model’s decoder will be more sensitive to biased samples. Interestingly, the ideal
performance of our model matches the performance of the method of Ballé et al. (2018), even though
they used a much more flexible non-parametric hyperprior and their priors and posteriors were picked
to suit image compression. On the other hand, our model only used diagonal Gaussian distributions
everywhere.
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Figure 8: Actual vs Ideal Performance Comparison
F.2 Performance Comparisons on Individual Kodak Images
Aggregate rate-distortion curves can only serve as a way to compare competing methods, and cannot
be used to assess absolute method performance. To address this, we present performance comparisons
on individual Kodak images juxtaposed with the images and their reconstructions.
17
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
2
4
6
8
(a) Layer 1
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
10
20
30
(b) Layer 2
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
10
20
(c) Layer 3
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(d) Layer 4
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(e) Layer 5
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
10
20
30
40
(f) Layer 6
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(g) Layer 7
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(h) Layer 8
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
2
4
6
(i) Layer 9
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
10
20
30
(j) Layer 10
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
5
10
15
20
(k) Layer 11
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(l) Layer 12
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(m) Layer 13
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(n) Layer 14
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.0
2.5
5.0
7.5
10.0
(o) Layer 15
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(p) Layer 16
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(q) Layer 17
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
5
10
(r) Layer 18
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
20
40
60
80
(s) Layer 19
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
10
20
(t) Layer 20
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
2
4
6
8
(u) Layer 21
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(v) Layer 22
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0
100
200
(w) Layer 23
0 1 2 Ω 4
KL [q(ak|a1:k−1)||p(ak)]
0.00
0.25
0.50
0.75
1.00
(x) Layer 24
Figure 6: Histograms of the relative entropies of the auxiliary variables in a 24 layer RVAE.
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