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SUMMARY
Hypersonic flow analysis is performed on an inflatable aerocapture device called
a “Ballute” for Titan’s Mission. An existing unstructured Cartesian grid methodology
is used as a starting point by taking advantage of its ability to automatically generate
grids over any deformed shape of the flexible ballute. The major effort for this thesis
work is focused on advancing the existing unstructured Cartesian grid methodology.
This includes implementing thermochemical nonequilibrium capability and porting it
to a parallel computing environment using a Space-Filling-Curve (SFC) based domain
decomposition technique.
The implemented two temperature thermochemical nonequilibrium solver governs
the finite rate chemical reactions and vibrational relaxation in the high temperature
regimes of hypersonic flow. In order to avoid the stiffness problem in the explicit
chemical solver, a point implicit method is adopted to calculate the chemical reaction
source term. The AUSMPW+ scheme with MUSCL data reconstruction is adopted
as the numerical scheme to avoid non-physical oscillations and the carbuncle phe-
nomenon. The results for five species air model and for thirteen species N2-CH4-Ar
model to simulate Titan entry are included for verification against DPLR (NASA
Ames’ structured grid hypersonic flow solver).
The efficient parallel computation of any unstructured grid flow solver requires an
adequate grid decomposition strategy because of its complex spatial data structure.
The difficulties of even and block-contiguous partitioning in frequently adapting un-
structured Cartesian grids are overcome by implementing the 3D Hilbert SFC. Grids
constructed by the SFC for parallel environment promise short inter-CPU commu-
nication time while maintaining perfect load balancing between CPUs. The load
xiv
imbalance due to the local solution adaption is simply apportioned by re-segmenting
the curve into even pieces. The detailed structure of the 3D Hilbert SFC and parallel
computing efficiency results based on this grid partition method are also presented.
Finally, a structural dynamics tool (LS-DYNA) is loosely coupled with the present
parallel thermochemical nonequilibrium flow solver to obtain the deformed surface




AUSM: Advection Upstream Splitting Method
AUSMPW: Advection Upstream Splitting Method with Pressure Weight Function
BAAT: Ballute Aeroelastic Analysis Tool
CFD: Computational Fluid Dynamics
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1.1 Hypersonic Flow Analysis on Ballute Aerocapture De-
vice
1.1.1 Ballute Aerocapture
A ballute (Balloon + Parachute = Ballute)[13] is an inflatable drag device, designed
to be used for slowing down a spacecraft in an interplanetary mission. It was originally
referred to an IAD (Inflatable Aerodynamic decelerator). It is typically considered
for aerocapture missions which require the vehicle to remain in orbit while extract-
ing desired scientific data [1]. Aerocapture is a form of areoassist maneuvers that
uses a planet’s atmosphere to slow down the spacecraft to orbital capture veloci-
ties in a single path. It results in significant mass and cost reduction compared to
other propulsive methods [14] [15]. A ballute can also be used for planetary entry
applications, as well as for military applications as a decelerator.
As shown in Figure 1, the ballute gets deployed from the spacecraft at the atmo-
spheric entry interface and is released when the spacecraft gets sufficiently decelerated.
Figure 1: Example of Clamped and Trailing Ballutes [1]
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It is made out of a thin flexible polymer film or Carbon-fiber material with pressur-
ized gas inside so that it can have a significantly larger cross-sectional area per unit
mass, when compared to other types of aerocapture devices such as rigid aero-shells.
A larger cross-sectional area has three advantages in lowering surface heating at the
stagnation point. First, it captures a larger volume of gas and generates more drag
so that it can achieve the same 4V at a higher altitude. Since the gas is thinner at
higher altitudes, the amount of surface heating decreases. Second, the larger radius
has a smaller velocity gradient within the boundary layer, which results in smaller
convective heat transfer. Third, the larger cross-sectional area produces greater shock
stand off distances. It gives the gas a longer vibrational relaxation and chemical reac-
tion time to lower the highly significant translational temperature at the stagnation
point.
Previous studies [16] [17] indicate that the amount of increase in payload mass
using this thin ballute technology is typically more than 100%, compared to rigid
aero-shells, in the most missions that require orbital insertion or entry into planets
with atmospheres. For the Titan organic explorer mission, the ballute to spacecraft
system mass fraction is estimated to be 17% and the aero-shell to spacecraft system
mass fraction is estimated to be 41.5%.
1.1.2 Aerothermodynamic Characteristic of Different Ballute Configura-
tions
Various ballute configurations have been proposed and studied [18] [19] [3] [1] [20]
[21] [22] as shown in Figure 2, and they can be categorized into three elementary
configurations in terms of their flow patterns and aerothermodynamic characteristics:
the towed spherical ballute, the towed toroidal ballute, and the clamped ballute.
The towed spherical configuration can have a single tether, which connects the
spacecraft and the ballute, aligned with the streamlines. Therefore, the tether itself
does not experience severe thermal or mechanical loads. Also, it is relatively easy
2
Figure 2: Example of Clamped and Trailing Ballutes [2]
to manufacture and structurally reliable. However, it is expected to have strong
shock-shock interactions between the spacecraft and the ballute. In 2001, Hornug
[3] performed inviscid perfect gas CFD simulation over two bodies in tandem as
shown in Figure 3. This study observed a strong unsteady shock-shock interaction
in the elliptical trailing body. The interaction of the bow shock of the leading body
(spacecraft) with the shock of the rear body (ballute) caused the violent local increase
in pressure to occur in front of the rear body, which in turn caused a shock wave to
propagate forward and even to upstream of the leading body. This shock was then
washed downstream again, until the leading body’s shock impinged on the rear body,
and the process repeated itself.
The towed toroidal configuration can also expect some unsteady shock-shock inter-
actions but it should not affect the stability of the ballute because the supersonic wake
developed from the parent spacecraft would pass through the toroid hole, as shown
in Figure 4, if the radius of the toroid and the distance to the leading spacecraft are
properly designed. However, a previous study by Rasheed, Fufii, and Hornung [19]
3
Figure 3: Unsteady Flow over a Spacecraft and simple Ballute in Tandem. Mach
number=10, specific heat ratio=1.2. [3]
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showed that the high heat flux resulting from the small minor radius of the torus
would be a major issue for consideration.
Figure 4: Flow over toroidal ballute, Temperature Contour
For the attached clamped ballute configuration, the unsteadiness effects become
significantly reduced when compared to the towed systems. A similar configuration
was also simulated in Hornung’s 2001 paper [3] as shown in Figure 5. This was because
the domain where the shocks dynamically interact becomes significantly smaller when
the spacecraft and the ballute were attached to each other. Even more, this shock-
shock interaction could be completely removed if the junction between the spacecraft
and the ballute was continuously configured.
Previous aerothermodynamics analyses on various ballute configurations have
showed that the negative effects from unsteady shock-shock interactions and the sig-
nificant heating issue could be avoided by selecting the clamped ballute configuration.
Therefore, the present work focuses on predicting the flow environment of a clamped
ballute.
5
Figure 5: Flow over Clamped Ballute Configuration
1.1.3 Preceding Efforts in Ballute Aeroelastic Analysis
Ballutes are made out of flexible material. Therefore, their aeroelastic response to
the aerodynamic loads have been studied by Rohrschneider [2] in a collaborative
effort with the presented work. Rohrschneider used various high and low fidelity
aerodynamic tools, including the unstructured Cartesian grid based perfect gas flow
solver, NASCART-GT, to link them to an existing structural dynamics code, LS-
DYNA. A loosely coupled method is used in this work. The surface pressure obtained
from the converged steady state solution of the aerodynamic tool was transferred to
LS-DYNA as the input load. The converged deformation data obtained from the
steady solution of LS-DYNA was transferred back to the aerodynamics tool as the
input geometry. These processes were repeated until the final deformed shape was
obtained. His work also included the development of BAAT (Ballute Aeroelastic
Analysis Tool), which offers a flexible interface between various aerodynamic and
structural dynamics tools. In order to ensure the credibility of LS-DYNA and of
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the selection of parameters, buckling of an inflated mylar column due to an axial
force, and that of an inflated torus due to a radial force have been tested in his work.
Both these tests showed good comparisons with experimental data. Figure 6 shows
the coupled results of LS-DYNA and the current parallelized unstructured grid flow
solver, NASCART-GT, in the perfect gas mode. It shows a good agreement in the
overall shock structure and the structural deformation.
Figure 6: NASCART-GT and LS-DYNA validation(Right: Mach Number) against
Wind Tunnel Schlieren Photograph[2](Left)
1.1.4 Research Objectives
The overall objective of this thesis is to predict hypersonic nonequilibrium flow envi-
ronment around an interplanetary aerocapture device called ”ballute” by advancing
an existing unstructured Cartesian grid based methodology. The first enhancement
is the parallelization of the flow solver using a space filling curve based grid parti-
tioning strategy. The second enhancement is the incorporation of a thermochemical
nonequilibrium flow solver to simulate high speed and high altitude flow environment.
The present work focuses almost exclusively on inclusion of 3-D inviscid gas dynamics
and reacting flow physics necessary for accurate predictions of surface pressure and
aerodynamic forces for hypersonic bodies. Therefore, rigorous aerothermodynamic
predictions such as of wall temperature and convective heat transfer rate have been
included as recommendations for future development in this thesis. An existing serial
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and perfect gas solver, NASCART-GT is used as the starting point for this work.
Recently, much effort in Cartesian grid technology has been focused on the extension
of the viscous capability [23] [24] [25] [26] [27] [28] [29]. However, only one preceding
work [9] has been done in extending it to the hypersonic regime and even this work
has not been extended to 3D. Cartesian grids have some advantages in calculating
inviscid fluxes over other unstructured grid topologies like tetrahedral or prismatic
grids. A Cartesian grid uses perfectly orthogonal grid cells with the body ”cutting”
through a background computational mesh. Therefore it does not require complex
coordinate transformations or computation of contravariant velocities, so the trunca-
tion error is significantly reduced. Also, the Cartesian grid based approach has the
advantage of relative computational simplicity due to the elimination of the need for
a body fitted mesh. Its ability to automatically generate grids over very complex ge-
ometries by intersecting the solid surface with the mesh releases CFD users from the
agony of the time consuming effort during grid generation processes. In this chapter,
the background and motivation for the present research are discussed in three short
sections. The first is the hypersonic nonequilibrium flow analysis on the ballute. The
second is the development of the hypersonic thermochemical nonequilibrium solver.
The third is the domain decomposition strategy for efficient parallelization.
In this work, effort in developing the parallelized unstructured Cartesian grids
based nonequilibrium flow solver will be used to perform hypersonic flow analysis on
a clamped ballute in the continuum regime of Titan’s atmosphere, which is essential
for aerocapture missions. Titan is the largest moon of Saturn and is the only known
moon in the solar system that has a fully developed atmosphere. The density of the
atmosphere of Titan is actually greater than that of Earth’s with a surface pressure
greater by 50%. The atmosphere is composed mainly of nitrogen, which accounts
for approximately 80% to 98% by volume depending on the altitude and the season,
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with the balance being argon and significant traces of hydrocarbon elements. Hydro-
carbon elements are the building blocks for amino acids, a necessary ingredient for
the formation of life. For this reason, Titan is of significant interest to the scientific
community for the understanding of early formation of life here on Earth.
A thirteen species N2-CH4-AR chemical system is simultaneously solved with two
temperature thermodynamics nonequilibrium model to understand the flow physics
around the ballute. The points of interest in this analysis are the flow properties
within the shock layer and the pressure load on the surface. Since the shock formation
and flow variables are largely dependant on the shape of ballute, its deformation has
to be taken into account for realistic flow analysis using LS-DYNA and BAAT.
1.2 Development of Thermochemical Nonequilibrium Solver
1.2.1 High Temperature Effects in Hypersonic Flow
Hypersonic flow is categorized by certain physical phenomena that do not typically
play an important role in supersonic flow. These effects could be thin shock layers,
high gradient entropy layers, viscous interactions due to the high displacement thick-
ness of boundary layers, and high temperature gas effects.[30] In this subsection, some
of high temperature gas behavior will be discussed with an example of air at 1 atm.
At temperatures less then 500K-800K, the gas stays calorically perfect. Only
translational and rotational internal energy modes are fully excited while the excita-
tion of the vibrational mode and chemical reactions are negligible, as a result specific
heat capacities remains constant. This regime corresponds to M∞ ∼ 3 at ambient
sea level condition.
For temperatures around 800K-2000K, the vibrational mode takes an important
role in sharing the total energy with the translational and rotational modes. Near the
lower temperature limit of this regime, vibrational-transitional(V-T) energy exchange
between harmonic oscillator molecules dominates because most of the molecules are
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near the ground vibrational state. Near the higher limit of this regime, vibrational-
vibrational(V-V) energy exchange becomes significantly active because not only are
vibrationally excited molecules highly populated but also V-V exchange rate is con-
siderably faster than its V-T counter-part. Also, the vibrational oscillation becomes
anharmonic as the temperature approaches the dissociation level. However, results
within the harmonic oscillator approximation are known to be sufficiently accurate
enough for most practical purposes[31]. This regime corresponds to M∞ ∼ 4 to
M∞ ∼7 at ambient sea level conditions.
For temperatures above 2000k-2500k, the vibrational mode is fully excited and
O2 starts dissociating. Around 4000k, O2 is completely dissociated and N2 starts
dissociating. This regime corresponds to M∞ ∼ 9 to M∞ ∼17 at ambient sea level
conditions.
When the temperature reaches 9000k, most of the N2 is dissociated. Coinciden-
tally, this is the temperature around which the both dissociated N and O atoms
become ionized. Around 12000k, all the gases are completely dissociated and about
14% of them are ionized such that there is a sufficient amount of free charges, enough
to make electromagnetic forces(plasma). Radiation emitted and absorbed by the gas
can become important and could eventually modify the energy distribution in the
flow field. At 20000k, double dissociation begins. And finally when it reaches 30000k,
the gas is completely ionized [32]. These regimes correspond to M∞ greater or much
greater than 30.
As stated earlier, these temperature brackets are based on air at 1 atmosphere.
However, the range within which the physics described above occurs is also affected by
the pressure. By the Le Chatelier’s principle, chemical reactions lead to an increase in
the number of moles at lower pressure. Therefore, molecules are more likely dissociate
at higher altitudes.
All of the described effects in the above paragraphs, except for radiation, are
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due to molecular collisions which occur at finite rates. When the collision rates are
much faster than flow rates, then it is called as ’equilibrium flow’. Alternatively,
if the collision rates are much slower than flow rates, it is called as ’frozen flow’.
Unfortunately, neither of these two situations can completely describe the hypersonic
flow over a space/air vehicle. There will always be regions where the collision rates
are in the same vicinity of the flow rates, moreover different species will have different
reaction rates and different vibrational relaxation rates. Therefore, energy transfers
between bulk kinetic energy, translational energies, chemical energies, and vibrational
energies of different species are actively in progress at many locations in a hypersonic
thermochemical nonequilibrium flow. When these effects starts to play dominant
roles then this kind of a flow is called ’nonequilibrium flow’.
When the flow is assumed to be in vibrational equilibrium while computing the
finite chemical reaction rate, then it is called a chemical nonequilibrium model. This
model is appropriate for the state of small departures from chemical equilibrium.
When both the finite vibrational relaxation and finite chemical reaction rate are taken
into account but V-V exchange rates among all polyatomic species are assumed to
be equilibrium, then it is called a two temperatures thermochemical nonequilibrium
model. This model is appropriate for systems composed of polyatomic molecules that
have similar vibration rates.
Aeroassist devices, such as a ballute, are typically operated in nonequilibrium
flight regimes. Figure 7 shows that the thermochemical nonequilibrium effects are
dominant at region c©, which is about 70 to 110km high depending on the speed
in the earth’s atmosphere into which an aeroassist maneuver falls. The physical
explanation for this classification lies in the varying molecular collision rates, which
get reduced at higher altitudes due to relatively larger mean free paths. The mean
free path is linearly proportional to the pressure. Considering that the pressure at
an altitude of 80km in the earth’s atmosphere is around 1Pa and that the highest
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Figure 7: Comparison of vehicle flight regimes in Earth’s atmosphere [4] [5]
Figure 8: Altitude vs. Speed for Ballute flight regime at Titan with −39o entry
flight angle
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pressure that the ballute experiences is about 0.5Pa in Titan’s atmosphere, as shown
in Figure 8, it can be inferred that the aerocapture mission of a ballute in Titan’s
atmosphere occurs in the nonequilibrium flight regime.
In fact, the operating altitude is so high that some parts of the trajectory fall into
free molecular regimes. However, as shown in Figure 8 since most of the deceleration
and deformation occur in the continuum regime, hypersonic flow analysis can be
performed with the continuum assumption. The data in figure 8 has been taken from
reference [33].
1.2.2 Existing Hypersonic Analysis Tools
In the past years, interest in various types of vehicles in hypersonic flow regime
produced numerous structured grid based nonequilibrium flow solvers. According to
recent publications, Laura, DPLR, and Lore are the most frequently referenced and
are intensively validated against each other[34] and also against wind tunnel tests.
LAURA(Langley Aerothermodynamic Upwind Relaxation Algorithm) is mainly
developed by Peter Gnoffo at the NASA Langley Research Center [35] [18] [36] [7]
[37]. It uses Roe’s flux difference splitting scheme with Yee’s second-order symmetric
total variation diminishing scheme to model the inviscid fluxes. Steady state solu-
tion is obtained using either point or line relaxation time integration scheme. The
vibrational energy mode is assumed to be in equilibrium with the electronic energy,
and translational energy is assumed to be in equilibrium with the rotational energy
mode. The code supports multi-block structured grids and MPI communication for
massive parallel computing.
DPLR is initially developed at University of Minnesota by Michael Wright and
Graham Candler [38] [39]. This is further developed at NASA Ames research center
[40] [12] [34]. DPLR(Data-Parallel Line Relaxation) implicit method is optimized
for efficient parallel computing by arranging the body normal dependent data within
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local CPU in order to perform the relaxation process simultaneously in parallel mode.
DPLR uses third order modified Steger-Warming flux splitting scheme with MUSCL
data reconstruction to model the inviscid fluxes. Unlike LAURA, the vibrational
energy mode is separately treated from the electronic energy modes, and translational
energy is assumed to be equilibrium with the rotational and electronic energy mode.
It also supports multi-block structured grids. Some of the present works are validated
against this code.
Lore [41] was developed at the Advanced Operations and Engineering Services
Group in Europe. The flow solver uses modified AUSM scheme with MUSCL data
reconstruction to achieve second-order accuracy coupled with a van Albada limiter.
Time advancement to a steady-state solution is achieved using an alternating direc-
tion line Gauss Seidel implicit relaxation method. The code supports multi-block
structured grids. This code covers a wide range of flight regimes from subsonic to
hypersonic.
The current maturity of structured grid based codes is far beyond that for un-
structured grid solvers in terms of accuracy and comprehensiveness of the physical
models. Much of current effort is focused on the transition model to turbulence and
more sophisticated radiative heat transfer predictions.
1.2.3 Background and Motivations to Use Unstructured Cartesian Grid
Technique for Hypersonic Flow
In order to investigate the optimum configuration for various types of hypersonic
vehicles, a nonequilibrium flow computational fluid dynamics tool with advanced
grid techniques, which can handle complex geometries and flow fields with minimum
user intervention, is desired. In order to fulfill these requirements, several adaptive
unstructured grid solvers have been developed.
Aftosmis and Baron[6] developed a 2D solution adaptive algorithm to resolve a
shock wave in hypersonic chemical nonequilibrium flow, figure 9. This method locally
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refines the computational cells by sub-dividing the existing curvilinear mesh based
on density and mass concentration gradients provided by the developing solution.
This adaptive technique saves considerable amount of computation time compared
to globally refined structured grids, as well as reducing human effort. However, this
method involves the initial effort of generating curvilinear grids and is not adequate
for complex geometries.
Gnoffo and his HEFSS(High Energy Flow Solver Synthesis) colleagues re-engineered
and synthesized the existing analysis capabilities in LAURA (Structured grid hyper-
sonic Navier-Stokes solver focused on external flow) and VULCAN (Structured grid
N-S solver focused on internal flow) into a well known tetrahedral grid based un-
structured grid solver, FUN3D [36] [7], figure 10. The essence of this synthesis was
to significantly reduce the time and effort in generating grids and to obtain more
control over the grid quality around complex shapes by utilizing the advanced grid
topology of FUN3D. However, the stagnation heat was poorly predicted while com-
paring with the results of LAURA. According to their analysis, the primary cause
of heating degradation arises from how the inviscid flow gets processed crossing the
shock and shock layer to the edge of boundary layer; and not from poor formula-
tion of viscous terms across the boundary layer itself. Other researchers [42] [8] also
indicated that it is difficult to obtain second-order accurate flux reconstruction on
stretched tetrahedral cells.
With the above issues from the HEFSS group in mind, Candler and his research
group [8] [43] developed a new implicit unstructured grid solver, figure 11. They
were able to improve the solution by using hexahedral and prismatic structured-like
grids wherever possible, and using tetrahedral grid elements only where necessary,
with the cost of increased user intervention. However, even while using a high-quality
hexahedral grid near the surface, tetrahedral grid introduced errors near the bow
shock. This work demonstrated the basic principle that a good grid design is still
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critical for accurate solutions even in a modern unstructured grid solver.
Figure 9: 2D Curvilinear Adaptive Grids [6]
Figure 10: Structured Grid from LAURA and Tetrahedral Grids from FUN3D over
Cylinder for Hypersonic Test Case [7]
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Figure 11: Quadrilateral-Tetrahedral Hybrid Unstructured Mesh over Cylinder for
Hypersonic Test Case [8]
Figure 12: Cartesian Unstructured Mesh over Cylinder for Hypersonic Test Case
[9]
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One objective of this research is to add inviscid-nonequilibrium chemistry capa-
bility to an existing solution adaptive, unstructured Cartesian grid based, calorically
perfect gas solver, NASCART-GT, as a preliminary phase of developing the unstruc-
tured grid based, hypersonic aerothermodynamics tool. Although, as described in
the earlier section, Cartesian grids have many attractive features in computing invis-
cid fluxes when compared to other grid topologies, only one preceding work had been
done in this area by Tu and Ruffin. In 2001, Tu and Ruffin[9] developed a 2D solution
adaptive Cartesian grid based thermochemical nonequilibrium solver on a completely
different platform from NASCART-GT.
1.2.4 Titan hypersonic flow analysis
For the successful landing of Titan Huygens Probe on January 14, 2005, there have
been many efforts in predicting the flow environment numerically. In 1989, Nelson,
Park, and Whiting [44] initiated the shock layer analysis with an one dimensional
thermochemical nonequilibrium code. This paper also presented the collection of
chemical kinetics of a N2-CH4 system, which has been commonly referred to the Nel-
son model in later literatures. In 1990, Park and Bershader [45]did more a in depth
study of the CN radiation by calculating the major species and conducting shock
tube measurements in the post shock region. In 1997, Koffi-Kpante, Zeitoun, and
Labracherie [46] numerically showed that the radiative heating due to CN can be the
dominating heat transfer mechanism rather than convective heating. Since the con-
tribution of radiative heating is largely dependant on the concentration of methane in
the atmosphere, the uncertainties in the atmospheric composition can cause a large
variation in the predicted total radiative heat. In 2003, for a possible follow up to the
Cassini-Huygens mission, Takashima, Hollis, Zoby, Sutton, Olejniczak, Wright, and
Prabhu [47] conducted preliminary aerothermodynamics study for a Titan aerocap-
ture aeroshell under the NASA In-Space Propulsion program. This study included
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a relatively comprehensive set of species: N2, N , N
+
2 , C, C
+, C2, CH, CH2, CH3,
CH4, H, H
+, H2, CN , CN
+, NH, e−. It compared different ionization reactions
between Nelson’s and Park’s models, which resulted in large variations(more than a
factor of two) in the radiative heat transfer rate. In 2004, Gökçen proposed a new set
of chemical kinetics models for the N2-CH4-Ar system based on recent literatures.
This new model not only includes more detailed reaction steps but the fundamen-
tal reaction rates are also very different from the previous Nelson model. He also
proposed a simplification of the detailed reaction model for the purpose of entering
onto Titan atmosphere to make it practical for CFD calculations. In 2004, Wright,
Bose, and Olejniczak developed a methodology that could fully couple flow field with
radiations. This flow field and radiation coupling addresses a non-adiabatic flow field
thus it significantly reduces the temperature within the shock layers, correcting the
over-predicted radiative heat transfer. It also reduces the convective heat transfer
by reducing the thermal boundary layer edge temperature and decreases the shock
stand off distance by about 20%. In 2006, Wright, Hollis, Bose, and Walpot pub-
lished results using new convective and radiative heating models based on a series of
new shock tube experimental data. In this work, the flow field was not coupled with





where qRcoup is the coupled radiative heat flux, q
R
unc is the uncoupled radiative heat flux,





All the CFD codes mentioned above are structured grid solvers and have similar
thermodynamic and chemical models and only differ in the numerical schemes. Al-
though Titan’s atmosphere contains complex poly atomic molecules such as CH4, it
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has been commonly believed that a two temperature model is sufficient to model all
the vibration and electronic modes since N2 is the strongly dominant species in the
atmosphere.
1.3 Domain Decomposition Strategy for Efficient Paral-
lelization
With the fast growth of high performance computing resources, major focus in compu-
tational fluid dynamics has been placed on the computation of heavily CPU intensive
cases or models which were not able to be attempted ten or twenty years ago. In
many cases, these cases are associated with complex flow fields or geometries which
bring limitations to the structured grid solvers. Therefore, advancing the unstruc-
tured grid solver into a parallel computing environment became an essential task for
CFD developers.
For the current research, the deformation of a thin flexible ballute is obtained
by several coupling iterations between the flow solver and the structure solver, and
this deformation need not be axisymmetric. Therefore it requires a set of full 3D
simulations. Each nonequilibrium flow simulation requires additional CPU time than
a perfect gas solver. In order to resolve this issue, parallelization of the conducting
unstructured grid solver has been performed.
In general, parallel algorithms are categorized into task (or event) decomposi-
tion, that identifies tasks that can be executed concurrently and data (or domain)
decomposition that identifies local data to each task. Parallelization of a computa-
tional fluid dynamics solver is achieved by partitioning the computational domain
into several smaller zones and distributing them to different CPUs, then sharing the
inter-CPU boundary cell information to update the state vectors of the boundary
cells. In this way, parallelization saves the wall clock calculation time by sharing the
total CPU time by multiple processors. The two main conditions of parallel comput-
ing efficiency are load balancing and grid locality (Grid regions computed by each
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processor are compact). Load balancing involves synchronizing the amount of CPU
time per iteration between CPUs. Grid locality involves reducing the communication
time between CPUs by minimizing the inter-CPU boundary surface area. Satisfy-
ing these two conditions are not a challenging task in structured grids solver where
the grids are continuously indexed by constant i,j,k lines. However, in contrast to
structured grids, unstructured grids need a special consideration to meet these two
conditions simultaneously because cell refinement distributions of unstructured grid
are random and cell numbers are scattered. Therefore, unstructured grids need a
domain decomposition strategy that reorganizes or pre-conditions the spatial data
before the execution of parallel computing. In fact, many modern unstructured grid
solvers are already parallelized with adequate domain decomposition strategies which
are suitable for their grid topologies and solver systems.
Well known NASA developed, tetrahedral based, unstructured grid solvers, FUN3D
and USM3D, as well as many other academic unstructured grid solvers, utilize the
MeTiS library for mesh partitioning [48] [43] [49] [50]. MeTiS library [10] [51] [52] is a
set of serial programs for partitioning graphs, partitioning finite element meshes, and
producing fill reducing orderings for sparse matrices. The algorithms implemented in
MeTiS are based on the multilevel recursive-bisection, multilevel k-way, and multi-
constraint partitioning schemes developed by George Karypis [10] [51] [52] and his
colleagues.
The MeTiS library is known as the most efficient available mesh partitioning
tool and is general enough to be applied to various type of unstructured graphs.
However, if there are ways to construct the spatial data which do not require an
iterative partitioning process, the method would be a lot more simplified. Obviously
but ironically, structured grids would be the perfect example for this kind of data
structure.
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Figure 13: Example of MeTiS Algorithm: The sequence of one level coarsening,
finding a separator for the coarse graph, projecting the separator to the original
graph, and refining the separator by dropping vertices[10]
In order to achieve this kind of data structure within unstructured grids, re-
searchers from a wide range of disciplines (i.e. image compression [53], vision sensing,
ground mapping for GPS, motion picture [54], CAD [55], CFD[56]) recently have
adopted the idea of a space-filling curve(SFC).
A SFC is an one dimensional curve that fills every node of a multidimensional
space while preserving the nodal locality. Therefore, 2D or 3D spatial data can be
stored in a single dimensional array and domain decomposition is easily achieved by
chopping this array into even pieces. Also the curve itself can be decomposed into
higher refinement levels so it is quite suitable for adaptive grids as shown in the figure
14. SPCs were first described by the Italian mathematician, Giuseppe Peano [57]. A
year later David Hilbert [58] published a description of another such curve, perhaps
the simplest to describe among all other SFCs. Several other versions were described
by other mathematicians, such as Jordan, Morton, and Moore. While the Hilbert and
22
Morton curves are most suitable for cubic shaped spatial data, the Hilbert curve has
been chosen for the present work. It is known that Hilbert outperforms Morton in
preserving locality [59] [11] [56] because the Hilbert curves always connect the closest
two nodes but Morton does not in some cases.
Figure 14: 2D Hilbert(Top) and Morton(Botton) Space Filling Curve[11]
Therefore, grids constructed by the SFC for parallel environment promise short
inter-CPU communication time by maintaining cells in contiguous blocks and also it
is extremely simple to achieve a good load balancing between CPUs because the SFC




The high flight Mach number associates with the ballute application requires con-
sideration of non-ideal gas effects. These include chemical reactions and excitation
of additional thermal energy modes such as vibrational and electronic excitation. In
the present chapter, the methodology for predicting chemical non-equilibrium effects
is provided, and the next chapter discusses thermochemical nonequilibrium. As is
often done, the term chemical nonequilibrium used here refers to inclusion of finite
chemical reactions but thermal equilibrium. In a thermal equilibrium state, all energy
modes can be described by the Maxwell-Boltzmann distribution. In other words, all
the energy modes (translation, rotation, vibration, electronic energy) are described
by a single temperature. This model is typically useful for hypersonic flow where the
ambient pressure or density is lower than the equilibrium flow regime but higher than
the vibrational non-equilibrium flow regime. For example, a chemical nonequilibrium
model is usually valid at an altitude of 50km to 90km in the Earth’s atmosphere for
30cm radius vehicles. In the altitude of 90km or higher, the thermochemical nonequi-
librium model is required. In altitudes lower than 50km, equilibrium solver is usually
sufficient. This model requires the species conservation equations in addition to mass,
momentum, and energy equations. Also, the thermodynamic properties of the gas
mixture are determined in terms of the individual species properties and their cre-
ation or destruction. Therefore, temperature dependant thermodynamic properties
of each species and their reaction rates with other species are needed for input data.
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2.1 Governing Equations
The conservation form of the mass, momentum, energy, and species equations gov-













where ~U is the conservative state vector, ~F ,~G, ~H are the flux vectors in cartesian














































































where the asterisk superscripts denote the non-dimensional value, which will be
dropped in the following sections.
2.2 Thermodynamic Models













ρ(u2 + v2 + w2) (5)
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where h0i is the heat of formation of the species i at 0K reference temperature. The
thermodynamic properties of each species are modeled by empirical results based
polynomial curve fits as functions of temperatures. These data sets are taken from
reference [5] for air and [60] for all other species. These curve fits are valid in the tem-
perature range of 300 to 30,000K for air and 200 to 20,000K for other species. Other
authors [9] [61] have used partition-function based formulations to model simple-
harmonic vibrational energies instead of using the polynomial curve fits. These meth-
ods are more general and fundamental in the sense that the energies are calculated
from quantum mechanics, but less comprehensive in the aspect of neglecting detailed
physics in the vibrational and electronic modes. Either method is a reasonable way
of representing a thermally perfect gas and it is only a matter of preference while
developing a chemical nonequilibrium solver.
Since the specific heat is a function of temperature, it is computed iteratively from





i=1 ρih0i − 12ρ(u2 + v2 + w2)∑Ns
i=1 ρicv(T = 298k)
(6)












is the specific gas constant of species i.
2.3 Chemical Non-Equilibrium
In a hypersonic flow, a huge amount of the bulk kinetic energy of the flow transforms
into microscopic random motion of the gas molecules as a form of internal energy
when it goes through compression waves. The energized random motion induces
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forceful molecular collisions and hence dissociation of diatomic molecules occur. These
chemical reactions occur at finite rates. Therefore, a set of species conservation
equations has to be solved simultaneously with the flow equation to resolve chemical
nonequilibrium effects.
2.3.1 Chemistry Model
The computation of the chemical source term starts with solving the elementary











where the symbol Xi indicates the species i participating in the reaction, ν
′
and ν”
are the stoichiometric coefficients of the reactants and the products respectively and
Ns is the total number of species. An elementary reaction can occur in both the























where kf and kb denote the forward and backward rate constants respectively. The
state where equations 10 and 11 are equal is said to be in chemical equilibrium. In
the chemical equilibrium state, the production rate is equal to the destruction rate,
hence species concentrations do not change any more. Otherwise, the net rate of
production in terms of molar concentration becomes:
d[Xi]
dt

















The chemical source term in terms of the mass concentration is calculated by





























where Kc can be computed from the standard state Gibb’s free energy per unit mole
ĝP1atmi .
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where the coefficients in equation 16 are taken from Ref. [5].
2.4 Five Species Air Chemical Kinetics Model
At ambient temperature, air is mostly composed of molecular nitrogen (N2), molecular
oxygen (O2), and some other minor species such as argon (Ar), carbon dioxide (CO2),




N+, and e− are produced by thermal dissociation, exchange, and ionization reactions.
For the present work, Dunn/Kang [62], Gupta [5], and Park [63] [64] [65] air models
are implemented as input data. Table 1 shows the implemented list of elementary
reactions and the associated forward reaction rate coefficients in Arrhenius form for
the five-species (N2, O2, NO, N, O) air model, extracted from the detailed models in
the above references. As can be seen from the table, all three models are different.
Overall, the Dunn/Kang model is similar to the Gupta model but some reactions are
an order of magnitude different. For example, O2 colliding O2 dissociation reaction
for Dunn/Kang model is ten times faster than that for Gupta. Park’s model can not
be directly compared to the other two models as it is a totally different temperature
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dependent function, but Park’s model is usually shown to be more reactive according
to current studies. Also, Park’s 93 model is more reactive than Park’s 87 model, and
Park’s 87 model is more reactive than Park’s 85 model. For applications associated
with higher temperature ranges, ionized species such as O+2 , N
+
2 , NO
+, O+, N+, and
e− should also be taken into consideration.
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Table 1: Five species Air Models: Dunn/Kang, Gupta, Park93






O2 + N → 2O + N Dunn/Kang 3.600 · 1018T−1.00a exp(−5.950e + 04/Ta)
Gupta 3.610 · 1018T−1.00b exp(−5.940e + 04/Tb)
Park93 1.000 · 1022T−1.50b exp(−5.950e + 04/Tb)
O2 + NO → 2O + NO Dunn/Kang 3.600 · 1018T−1.00a exp(−5.950e + 04/Ta)
Gupta 3.610 · 1018T−1.00b exp(−5.940e + 04/Tb)
Park93 2.000 · 1021T−1.50b exp(−5.950e + 04/Tb)
O2 + O → 2O + O Dunn/Kang 9.000 · 1019T−1.00a exp(−5.950e + 04/Ta)
Gupta 3.610 · 1019T−1.00b exp(−5.940e + 04/Tb)
Park93 1.000 · 1022T−1.50b exp(−5.950e + 04/Tb)
O2 + O2 → 2O + O2 Dunn/Kang 3.240 · 1019T−1.00a exp(−5.950e + 04/Ta)
Gupta 3.610 · 1018T−1.00b exp(−5.940e + 04/Tb)
Park93 2.000 · 1021T−1.50b exp(−5.950e + 04/Tb)
O2 + N2 → 2O + N2 Dunn/Kang 7.200e · 1018T−1.00a exp(−5.950e + 04/Ta)
Gupta 3.610e · 1018T−1.00b exp(−5.940e + 04/Tb)
Park93 2.000e · 1021T−1.50b exp(−5.950e + 04/Tb)
N2 + O → 2N + O Dunn/Kang 1.900 · 1017T−0.50a exp(−1.130e + 05/Ta)
Gupta 1.920 · 1017T−0.50b exp(−1.131e + 05/Tb)
Park93 3.000 · 1022T−1.60b exp(−1.132e + 05/Tb)
N2 + NO → 2N + NO Dunn/Kang 1.900 · 1017T−0.50a exp(−1.130e + 05/Ta)
Gupta 1.920 · 1017T−0.50b exp(−1.131e + 05/Tb)
Park93 7.000 · 1021T−1.60b exp(−1.132e + 05/Tb)
N2 + O2 → 2N + O2 Dunn/Kang 1.900 · 1017T−0.50a exp(−1.130e + 05/Ta)
Gupta 1.920 · 1017T−0.50b exp(−1.131e + 05/Tb)
Park93 7.000 · 1021T−1.60b exp(−1.132e + 05/Tb)
N2 + N → 2N + N Dunn/Kang 4.085 · 1022T−1.50a exp(−1.130e + 05/Ta)
Gupta 4.150 · 1022T−1.50b exp(−1.131e + 05/Tb)
Park93 3.000 · 1022T−1.60b exp(−1.132e + 05/Tb)
N2 + N2 → 2N + N2 Dunn/Kang 4.700 · 1017T−0.50a exp(−1.130e + 05/Ta)
Gupta 1.920 · 1017T−0.50b exp(−1.131e + 05/Tb)
Park93 7.000 · 1021T−1.60b exp(−1.132e + 05/Tb)
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Table 1: Cont’d
Reaction Model Forward Reaction Rate Coefficients
(kf [cm
3/mole− s])
NO + O2 → N + O + O2 Dunn/Kang 3.900 · 1020T−1.50a exp(−7.550e + 04/Ta)
Gupta 3.970 · 1020T−1.50b exp(−7.560e + 04/Tb)
Park93 5.000 · 1015T 0.00b exp(−7.550e + 04/Tb)
NO + N2 → N + O + N2 Dunn/Kang 3.900 · 1020T−1.50a exp(−7.550e + 04/Ta)
Gupta 3.970 · 1020T−1.50b exp(−7.560e + 04/Tb)
Park93 5.000 · 1015T 0.00b exp(−7.550e + 04/Tb)
NO + O → N + O + O Dunn/Kang 7.800 · 1020T−1.50a exp(−7.550e + 04/Ta)
Gupta 3.970 · 1020T−1.50b exp(−7.560e + 04/Tb)
Park93 1.100 · 1017T 0.00b exp(−7.550e + 04/Tb)
NO + N → N + O + N Dunn/Kang 7.800 · 1020T−1.50a exp(−7.550e + 04/Ta)
Gupta 3.970 · 1020T−1.50b exp(−7.560e + 04/Tb)
Park93 1.100 · 1017T 0.00b exp(−7.550e + 04/Tb)
NO + NO → N + O + NO Dunn/Kang 7.800 · 1020T−1.50a exp(−7.550e + 04/Ta)
Gupta 3.970 · 1020T−1.50b exp(−7.560e + 04/Tb)
Park93 1.100 · 1017T 0.00b exp(−7.550e + 04/Tb)
NO + O → O2 + N Dunn/Kang 3.200 · 109T 1.00a exp(−1.970e + 04/Ta)
Gupta 3.180 · 109T 1.00b exp(−1.970e + 04/Tb)
Park93 8.400 · 109T 1.00a exp(−1.945e + 04/Ta)
N2 + O → NO + N Dunn/Kang 7.000 · 1013T 0.00a exp(−3.800e + 04/Ta)
Gupta 6.750 · 1013T 0.00b exp(−3.750e + 04/Tb)
Park93 6.400 · 1013T−1.00a exp(−3.840e + 04/Ta)
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2.5 Titan Chemical Kinetics Model
In this work, effort in developing the parallelized unstructured Cartesian grids based
nonequilibrium flow solver will be used to perform hypersonic flow analysis on a
clamped ballute in the continuum regime of Titan’s atmosphere. Titan has a fully
developed atmosphere. It’s mean atmospheric density is 1.88kg/m3, which is about
1.6 times denser than the Earth’s. It’s atmospheric height is approximately 1,000km
thick, which is about ten times that of Earth. Its chemical composition varies widely
with altitude. The major species, molecular Nitrogen (N2), composes approximately
80% to 95% of the atmosphere by volume and the lower altitudes usually have higher
concentrations. Methane (CH4) and Argon (Ar) constitute 10% to 1% and 9% to
2%, respectively. The presence of Methane produces many hydrocarbon radicals,
which lead to rapid and complex chemical steps. At high temperatures, products
like N , N+2 , C, C
+, C2, CH, CH2, CH3, H, H
+, H2, CN , CN
+, NH, and e− are
produced. Especially, the production of the Cyano radical CN generates significantly
high radiative emission within the shock layer which can dominate the heat transfer
rate at the wall over convective heat transfer. For the present work, the 13 species
Nelson 89 model [44] and Gökçen 2004 [66] model are implemented as the input data.
As can be seen from Table 2, Gökçen’s model is, in general, less sensitive to minor
changes in temperature, resulting in more stable numerical calculation during the
initial iterations.
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Table 2: Nelson-89 and Gökçen-04 Chemical Reaction Rate Constants for Titan
Atmosphere






C2 + M → C + C + M Nelson 9.86 · 1022T−2.0b exp(−71, 000/Tb)
Gökçen 1.50 · 1016T 0.00b exp(−71, 600/Tb)
CH + M → C + H + M Nelson 1.13 · 1019T−1.0b exp(−40, 193/Tb)
Gökçen 1.90 · 1014T 0.00b exp(−33, 700/Tb)
CN + M → C + N + M Nelson 1.00 · 1023T−2.0b exp(−90, 000/Tb)
Gökçen 2.53 · 1014T 0.00b exp(−71, 000/Tb)
CH4 + M → CH3 + H + M Nelson 2.25 · 1027T−1.87b exp(−52, 900/Tb)
Gökçen 4.70 · 1047T−8.20b exp(−52, 900/Tb)
CH3 + M → CH2 + H + M Nelson 2.25 · 1027T−1.87b exp(−54, 470/Tb)
Gökçen 1.02 · 1016T 0.00b exp(−45, 600/Tb)
CH2 + M → CH + H + M Nelson 2.25 · 1027T−1.87b exp(−50, 590/Tb)
Gökçen 4.00 · 1015T 0.00b exp(−41, 800/Tb)
NH + M → N + H + M Nelson 1.13 · 1019T−1.0b exp(−41, 820/Tb)
Gökçen 1.80 · 1014T 0.00b exp(−37, 600/Tb)
H2 + M → H + H + M Nelson 1.47 · 1019T−1.23b exp(−51, 950/Tb)
Gökçen 2.23 · 1014T 0.00b exp(−48, 350/Tb)
N2 + N2 → N + N + N2 Nelson 7.0 · 1021T−1.6b exp(−113, 200/Tb)
Gökçen 7.0 · 1021T−1.6b exp(−113, 200/Tb)
N2 + N → N + N + N Nelson 3.0 · 1022T−1.6b exp(−113, 200/Tb)
Gökçen 3.0 · 1021T−1.6b exp(−113, 200/Tb)
Exchange Reactions:
Ta = T
C + N2 → CN + N Nelson 1.11 · 1014T−0.11a exp(−23, 000/Ta)
Gökçen 5.24 · 1013T 0.00a exp(−22, 600/Ta)
CN + C → C2 + N Nelson 3.00 · 1014T 0.0a exp(−18, 120/Ta)
Gökçen 5.00 · 1014T 0.00a exp(−13, 000/Ta)
C2 + N2 → CN + CN Nelson 7.10 · 1013T 0.0a exp(−5, 330/Ta)
Gökçen 1.50 · 1013T 0.0a exp(−21, 000/Ta)
H + N2 → NH + N Nelson 2.20 · 1014T 0.0a exp(−71, 370/Ta)
Gökçen 3.00 · 1012T 0.50a exp(−71, 400/Ta)
H2 + C → CH + H Nelson 1.80 · 1014T 0.0a exp(−11, 490/Ta)






This approach considers nonequilibrium in thermal energy modes with two differ-
ent temperatures as well as finite rate chemistry. In addition to the chemical non-
equilibrium system, the current thermochemical non-equilibrium system contains the
combined energy term for vibrational and electronic modes. Therefore, the column






















































































where the asterisk superscripts denote the non-dimensional value, which will be
dropped in the following sections.
3.2 Thermodynamic Models




ρi[(cvi)tr + (cvi)rot]T +
Ns∑
i=1
ρih0i + Eve(Tve) +
1
2
ρ(u2 + v2 + w2) (18)
where (cvi)trand(cvi)rot are the specific heats of fully excited translational and rota-
tional modes respectively, T is the translational-rotational temperature, and Tve is
the vibrational-electronic temperature. The vibrational-electronic energy for the two-
temperature model can be evaluated by subtracting the calorically linear translational-





eve(Tve) = e(Tve)− (cv,tr + cv,rot)Tve − h0i (20)
Here, the internal energy e(Tve) is described by a semi-empirical polynomial curve
fit for thermodynamic properties for a function of vibrational-electronic temperature
from reference [5] for air and [60] for other species.
In the thermal nonequilibrium model, the choice of reaction temperature becomes
somewhat ambiguous due to the presence of more than one temperature. The chem-
ical reaction rates, in general, are functions of collision frequency and the Boltzmann
factor which gives the fraction of collisions above the activation energy. Although
the collision frequency is only related to the translational temperature, it is known
that highly vibrating molecules are more likely to dissociate. Therefore, Park [67]





This reaction temperature model is assumed based on agreement with empirical
results without any theoretical justification. However, this relation has been widely
accepted and has produced many validated results.
Unlike chemical nonequilibrium, since the vibrational-electronic energy is com-
puted as a conservative variable, the translational-rotational temperature can be
computed directly from equation (18). The vibrational-electronic temperature is













where Nsp denotes the number of polyatomic species j.
3.2.1 Vibrational Source Term












where the second term on the RHS in equation (25) is the rate of vibrational energy
production due to the creation and destruction of polyatomic species by chemical
reactions.
The vibrational relaxation time τj is calculated using the molar averaged cor-
relation developed by Millikan and White [68], which is based principally on the
Landau-Teller model [69] [31]. This semi-empirical correlation between empirical vi-
brational relaxation times and the relevant molecular constants leads to estimating
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the rates that are not measured yet. It is valid within a temperature range of 300 to








−1/3 − 0.015µ1/4i,j )− 18.42]
p/101325
(27)





For temperatures above 8000K, Park’s [70] high temperature correction is adopted
as
τPj = (σj c̄jnj) (30)
where nj is the number density of species j, c̄j is the average molecular velocity of















The above effective cross-section value is approximately taken from that originally
developed from nitrogen. Therefore, the total relaxation time contributed by both
τMWj and τ
P






Park’s [67] second correction for higher temperatures suggests that the vibrational
relaxation process obeys somewhat similarly to the diffusion equation with respect
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to the vibrational energy level, rather than a linearly varying Landau-Teller model.
Therefore, Park correlated the relaxation time with respect to the translational tem-
perature and vibrational temperature at the shock wave, which is upstream of the
computing point where the relaxation process is initiated. Therefore, the corrected














s = 3.5exp (−5, 000/Tshock) (35)
In two or three dimensional flows, it is technically very difficult to trace the true
upstream value. And it becomes even more difficult in unstructured grid solvers.
Therefore, the values for Tshock and Tve,shock are usually approximated within a rea-
sonable limit of the model. In the present work, these values are taken from the






Hypersonic flow generally introduces a strong shock wave, leading to extremely large
gradients in the flow properties. In this stiff gradient region, even very small non-
physical oscillations in the initial solution can lead to negative temperatures or pres-
sures. During the initial stage of the present research, minor oscillatory behavior was
observed with the Roe’s approximated Riemann scheme in the regime where the Mach
number is higher than 15. In order to avoid such non-physical oscillation, AUSMPW+
scheme[71] [72] was chosen for the inviscid flux calculation. Also according to the pre-
ceding researches, AUSMPW+ scheme has been known to be more stable and at the
same time less dissipative in hypersonic flows than the Roe’s scheme. AUSMPW+
scheme is a modified version of the AUSM(Advection Upstream Splitting Method)
family schemes. In the present work, an AUSMPW+ scheme adapted for chemical
reacting flows was incorporated into a Cartesian grid solver. Improved stability rel-
ative to Roe’s scheme was observed. The scheme employed in this work is described
below.
The AUSM concept is to use different splittings for the convective fluxes, with
each splitting being some function of an intuitively defined interface Mach number.
AUSMPW scheme with pressure based weight function was introduced to overcome
the carbuncle phenomenon and the overshoot problems behind a strong shock in
AUSM [73] or AUSMD [74] scheme. AUSMPW+ scheme is a more improved and
simplified version of AUSMPW scheme [75] by introducing a new numerical speed of
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sound. The numerical flux of the AUSMPW+ at a given cell interface is given by:
F 1
2






L |α[PL] + P−R |α[PR]) (36)
where [Φ] = (ρ, ρu, ρv, ρw, ρht, ρi, . . . , ρNs−1)
T and [P ] = (0, p, 0, 0, 0, 0, . . . , 0) for the
x-direction. The subscripts 1/2, L and R stand for the value at the cell interface, left,
and right across the cell interface, respectively. where








R [(1− ωp)(1 + fR)− fL],
M̄−R = M
−
R ωp(1 + fR),
(37)











L [(1− ωp)(1 + fL)− fR],
(38)
with
















)2, ps 6= 0,
0, elsewhere,
(40)
The split Mach number and the pressure splitting function for the ASUMPW+ scheme







(M ± 1)2, |M | ≤ 1,
1
2








(M ± 1)2(2∓M)± αM(M2 − 1)2, |M | ≤ 1,
1
2
(1± sign(M)), |M | > 1,
(42)
where α ranges from 0 to 3/16. When α = 0, then the scheme becomes more stable
since the pressure splitting function becomes more diffusive. When α = 3/16, then
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The critical speed of sound at the cell interface in equation 43 has been carefully






























uR)− (γ̃L + 1)/(γ̃LuR)
)0.5
(45)
where γ̃, left and right of a cell interface, are









Here, it should be pointed out that the ratio of the specific heat capacities for
chemical nonequilibrium is modeled based on the frozen specific heats at a given
composition and temperature. This expression, in Equation 46, is not appropriate
in thermal nonequilibrium because the specific heats are no longer only functions of
translational temperature. Therefore, the ratio of specific heats for thermochemical
nonequilibrium is modeled as equation 47.
The Hnormal is the averaged sensible total enthalpy that includes the normal com-
ponent of kinetic energy.
Hnormal = 0.5 · (hsensible,L + 1
2




4.1.2 Point Implicit Method
In chemically reacting flows, chemical characteristic times can be an order of mag-
nitude smaller than the flow characteristic times. Therefore, an explicit treatment
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of the source term, in general, produces a stiffness problem if the time step is taken
based on the flow time. In order to avoid such CFL constraints, the chemical source
term is computed by a point implicit manner incurring an expense of a Ns×Ns matrix
inversion for each cell, while everything else is computed in an explicit manner. In the
present work, a direct method is adopted for the matrix inversion because the num-
ber of species is relatively small. However, the cost of matrix inversion with a direct
method increases with order of N3s . So if a large number of species is computed, then
iterative methods for matrix inversion or even explicit methods with proper relaxation
models are recommended.
Consider the set of species conservation equations discretized for a grid cell of
volume V, noting R as the summation of the species fluxes:
∂[~U ]
∂t
V + R(~Un) = ~ωn+1V (49)
Using a Taylor expansion of the source term:




































Substituting equation 49 into equation 50 yields the following equation:
d~U
dt













V + R(~Un) = ~ωnV (53)
By inverting the matrix by LU decomposition in equation 53 and by multiplying it










Remarks: This method is slightly different from the preceding work done by Tu [9]
and Yahia [61] in the sense that the flux terms are also treated point implicitly. The
currently method is mathematically consistent with the first order Taylor expansion.
4.1.3 MUSCL Data Reconstruction
In the present work, MUSCL (Monotone Upstream-Centered Scheme for Conservation
Laws) data reconstruction is plugged into the AUSMPW+ scheme. The idea behind
the MUSCL approach, developed by Van Leer, was to linearly reconstruct piece-wise
spatial data instead of a constant reconstruction used in the Gudunov scheme. The
expression for the right and left interpolations in general grid spacing are:
WLi+1/2,j,k = Wi,j,k +
εi,j,k∆xi,j,k
2[
(1− k) Wi,j,k −Wi−1,j,k
∆xi,j,k + ∆xi−1,j,k































In the early stage of this work, translational temperature and vibrational temperature
were used as the state variables for the computation of total energy and vibrational
energy. The computation of translational temperature takes an iterative process in the
chemical nonequilibrium formulation, and that of vibrational temperature takes an
iterative process in the thermochemical nonequilibrium formulation. These iterative
processes take up significant amount of CPU time. Therefore, H and eve are used for
the current work.
The different choices of εi,j,k and κ for the MUSCL interpolation yields various
choices of spatial order of accuracies and types. The following table shows different
types of inviscid flux schemes with the corresponding values of εi,j,k and κ.
Table 3: Types of inviscid flux schemes by εi,j,k and κ
ε κ Types of Inviscid Flux Scheme
εi,j,k=0.0 κ=N/A First Order Accurate Inviscid Fluxes
εi,j,k=1.0 κ=-1.0 Second Order Fully Upwind Inviscid Fluxes
εi,j,k=1.0 κ=0.0 Third Order Upwind Biased Inviscid Fluxes
εi,j,k=1.0 κ=1/3 Third Order Upwind Biased Inviscid Fluxes
εi,j,k=1.0 κ=1.0 Second Order Centrally-Differenced Inviscid Fluxes
4.1.4 Grid Refinement Based on Solution Adaption
The solution adaption methodology based on velocity divergence, discussed by Tu [9]
and Marshall [26], provides adequate grid refinement along the shock waves and in
rapid expansion regions, where the velocity divergence is scaled by a characteristic
length of the control volume to obtain a measure of the changing flow properties from
one cell to another.
τd = |∇ · ~V | l3/2 (57)
where l is the cube-root of the cell volume and the power 3
2
is to ensure that the
adaption criteria’s sensitivity diminishes with increasing refinement.
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In this work, it was found that adaption to velocity divergence alone sometimes,
but not always, caused stability problems for reacting flow cases. The problems
were caused during the early stages of solution adaption, when unrefined Cartesian
cells induced step-like shock structures, as shown on the left in Figure 15. Such
non-physical shock shapes could result in excessive dissociation of chemical species
or create energy imbalances between surrounding cells. These kinds of problems,
during the intermediate calculations, sometimes cause instabilities, that could lead to
solution divergence.
Therefore, in the present, the solution adaption methodology based on velocity
divergence has been expanded to species concentration gradients, in order to avoid
the instability problem and also increase the accuracy of solution in the downstream
region of the shock, where the finite-rate chemical reactions happen. The validity
of the numerical simulation of chemical nonequilibrium flows depends critically on
species concentrations at a given state, which govern the energy transfer between
chemistry and other internal energy modes. Therefore, resolving composition gradi-
ents along the flow streamline is necessary to obtain accurate flow solutions. The
stable and accurate solution obtained from species based solution adaption is shown
on the right in Figure 15. Figure 16 shows the evidence of grid adaption based on
species gradient.






where ci and Ns are the mass concentration of species i and the total number of
species, respectively.
The local species gradient τc is then compared to the root mean square value of
the species gradient of the entire set of computational cells, σc.
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Figure 15: Temperature contours of step-like shock formation during early stage of
solution adaption(Left) vs. Enhanced solution with species gradient based solution
adaption(Right)
Figure 16: Velocity divergence and Species gradient based grid adaption and Molar








where N is the total number of computational cells. Finally cells are flagged for




Refine, if τc > αc,min
Coarsen, if τc < αc,max
(60)
Although the selection of the adaption criteria can be different for different cases,
based on sensitivity tests for the adaption parameters, αc,min = 0.1 and αc,max = 1.0
are recommended to adapt most of the cells inside the shock layer and αc,min = 0.4
and αc,max = 1.0 are recommended to adapt all the cells near the stagnation region.
4.1.5 Efficiency of the solver
The presented numerical methods were implemented to an existing unstructured
Cartesian grid flow solver, NASCART-GT, by adding thermochemical nonequilib-
rium capability to the perfect gas solver. The amount of CPU time per iteration
per cell while running NASCART-GT in the perfect gas mode is about 35µsec in a
modern Pentium-4 3.0Ghz machine. The code requires additional CPU time to run in
chemically reacting nonequilibrium mode and this depends on the number of species
and complexity of the reaction steps. For two-temperature, five-species air model
with 17 reaction steps, the amount of CPU time per iteration per cell is approxi-
mately 117µsec. This increase in the CPU time per iteration per cell is attributed to
the computation of the following addition terms:
1. Species fluxes and source terms
2. Vibrational energy fluxes and source term
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3. Representation of total energy by summation individual species
4. Iterative processes for primitive variables (Temperature for chemical nonequi-
librium, Vibrational-electronic temperature for thermochemical nonequilibrium)
The CPU time per iteration per cell required by a structured grid nonequilibrium
solver (DPLR) for the same two-temperature, five-species air model with 17 reaction
steps is 46µsec. Unstructured grid solvers generally take a considerable amount of
additional CPU time when compared to structured grid solvers because of the need
to manage extra memory and also in arranging numerical stencils by interpolations.
However, this drawback of unstructured grid solvers is dwarfed by the significant re-
duction in the man-hours that would be required otherwise in generating a structured
grid around complex geometries.
48
CHAPTER V
REACTING GAS VALIDATION RESULTS
5.1 Chemical Non-Equilibrium Results
A test case for hypersonic flow around a circular cylinder(R=0.5m) was numerically
calculated to validate the present chemical nonequilibrium solver. The freestream
Mach number, angle of attack, temperature and density were M∞ = 12.2, α = 0, T∞ =
266K, P∞ = 43Pa, ρ∞ = 5.6227E − 4kg/m3, respectively. The concentrations of N2
and O2 were assumed to be 79% and 21% by volume respectively. The total number
of flow cells was 9832 and solution adaption was performed after every 100 iterations
based on velocity divergence and species gradients. The top grid shown in Figure 21
confirm good solution adaption along the shock wave and the species gradients in the
post shock region.
Figures 17, 18, and 19 show the distribution of temperature, density, and pres-
sure respectably, along the stagnation stream line. The results indicate that the
ASUMPW+ scheme with MUSCL data reconstruction resolves the stiff gradients
across the shock without any oscillation and shows promising agreement with the
validation data. The overshoot shown in the temperature plot is due to the nonequi-
librium effect between the translation temperature and the finite rate chemical re-
actions. For comparison, the calorically perfect gas results from NASCART-GT are
also shown in the same figures. The nonequilibrium results predict, as expected, a
smaller shock stand-off distance, higher density, and lower temperature than for the
calorically perfect gas. The pressure difference between the calorically perfect gas
and the chemically reacting thermally perfect gas is supposed be to very small across
a normal shock. However, they will be very different across an oblique shock because
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the shock angles are quite different due to the dominating density effects. Figure 20
shows the chemical composition along the stagnation streamline. As can be seen, N2
and O2 begin to dissociate right behind the shock wave and the unstable N atoms
immediately react with the O atoms to form NO. The activation energy of O2 is
much lower than that of N2. Therefore, not only is nearly 90% of O2 dissociated, but
it also absorbs so much of the internal energy of the gas that the backward rate of
N2 dissociation becomes more dominant after X = −0.08.
This case has been compared to DPLR’s(NASA Ames’ structured grid code) and
also with data taken from Barbante’s thesis [76]. They are both inviscid calculations
and use the 5-species Air model. The reaction rate constant used in Barbante’s thesis
is unknown, and Park’s 1990 model has been used in DPLR. Park’s 1990 model is
identical to Park’s 1993 model in terms of the non-ionized species and ionization is
not considered in this validation test. The stagnation line data taken from Barbante’s
and DPLR are compared in Figures 17 to 20. The figures indicate that Barbante’s
method predicts slightly higher temperature and lower density when compared to the
current and DPLR’s results. This is because Barbante used a partition function to
calculate the equilibrium vibrational temperature, and DPLR uses the NASA Lewis
thermodynamic curvefit to model it similar to the present approach. Figures 22 to
29 show the contour plots of the flow properties over a 2D cylinder in comparison to
DPLR. The plot on the top in each figure is the result from the present work, and
the ones below are the results from DPLR. For DPLR, 60 x 40 grids were generated
using GRIDGEN software. As can be seen from the figures, the results from the
present work, in overall, compare well with the DPLR results. Since the current work
uses Cartesian grids, which inherently can not offer shock aligned cell faces, there
are some step-like gradient profiles at the shock front. The slight discrepancies in
chemical compositions near the mid shock layer region are observed in Figures 26




















NASCART (Calorically Perfect Gas)
DPLR
Temperature along Stagnation Line
R = 0.5m






















NASCART (Calorically Perfect Gas)
DPLR
Density along Stagnation Line
R = 0.5m
Figure 18: Density Distribution along Stagnation Line
dissociation of N2 molecules when compared to DPLR in this region. This results



















NASCART (Calorically Perfect Gas)
DPLR
Pressure along Stagnation Line
R = 0.5m
Figure 19: Pressure Distribution along Stagnation Line
































Mass Concentration along Stagnation Lines
R = 0.5m




































Figure 29: O mass concentration Contours
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5.2 Thermochemical Non-Equilibrium Results
5.2.1 Results for Five Species Air Model
A test case for hypersonic flow around a circular cylinder(R=0.05m) was numerically
simulated to test the present thermochemical nonequilibrium solver. Nonequilibrium
effects are more apparent in this case than with the chemical nonequilibrium verifica-
tion case described in the earlier section because the radius of the cylinder here is a
tenth of the previous case. Therefore, this would be a good test case for verifying the
implemented vibrational nonequilibrium model in addition to the chemical nonequi-
librium model. The freestream Mach number, angle of attack, pressure and density
are M∞ = 12.7, α = 0, P∞ = 90Pa, ρ∞ = 0.0016kg/m3, respectively. A total of five
species with 17 reaction steps have been used. The forward reaction rate model has
been taken from Park’s 1993 model. The total number of flow cells was 7352 and the
solution adaption was performed after every 100 iterations based on the velocity di-
vergence and species gradients. The grids shown in figure 30 confirms a good solution
adaption along the shock wave and the species gradients in the post shock region.
Figures 31 to 39 show the flow properties around the hypersonic cylinder. As
expected, the chemical composition contours indicate that the flow exhibits further
nonequilibrium behavior than the results of the previous chapter. A steep rate of
change of the chemical composition is present very close to the wall, and not much
evidence of chemical reactions is found near the shock wave. This chemical nonequi-
librium effect makes for a gradual density rise across the shock layers. On the other
hand, the vibrational-electronic relaxation process responds rapidly from the shock
front and becomes equilibrated with the translational mode from the mid shock layer
region. This case has also been compared to DPLR’s inviscid mode solution. The
plots on the top in each figure are the results from present work, and ones below are
the results from DPLR. Overall, flow properties within the shock layer show good
agreement with DPLR, except that the chemical recombination rates of the present
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work are a bit higher around the top surface of the cylinder as shown in Figure 35
and 36.
Figures 40 to 43 show the distribution of the flow properties along the stagnation
line. The pressure curves show some noticeable under-prediction at the shock front
when compared to DPLR. The agreement becomes better closer to the surface and
finally disagrees by only 0.45% at the surface. The vibrational-electronic temperature
of the current work shows a different relaxation slope compared to the vibrational
temperature of DPLR. This discrepancy is expected because the present work uses
a translational-rotational vs. vibrational-electronic temperature system, and DPLR
uses a translational-rotational vs. vibrational temperature system. Hence, the tem-
perature response to different heat capacities is somewhat different. Strictly speaking,
both the system do not describe the actual physics of the gas molecules. This differ-
ence is also shown in a comparison between DPLR and LAURA in a recent publication
[37], where LAURA also uses the same convention as the present work. The chemical









































Figure 39: O mass concentration Contours
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Temperatures Distribution along Stagnation Line
R = 0.05m
Figure 40: Temperature Distribution along Stagnation Line


















Density Distribution along Stagnation Line
R = 0.05m
Figure 41: Density Distribution along Stagnation Line
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Pressure Distribution along Stagnation Line
R = 0.05m
Figure 42: Pressure Distribution along Stagnation Line



























Molar Concentration Distribution along Stagnation Line
R = 0.05m
Figure 43: Mass Concentration Distribution along Stagnation Line
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(a) NASCART-GT(Inviscid) (b) DPLR(Inviscid) (c) DPLR(Viscous)
Figure 44: Pressure contours over Sphere
5.2.2 Validation against experimental data
A test case for hypersonic flow around a sphere (R=0.05m) was numerically simu-
lated to validate against experimental data. The freestream Mach number, angle of
attack, pressure and density are M∞ = 12.7, α = 0, P∞ = 90Pa, ρ∞ = 0.0016kg/m3,
respectively, which are identical to the previous thermochemical verification case over
a 2D cylinder. The physical modeling and numerical methods are also identical to
the previous case. Figure 44 shows the pressure contours over the sphere. The 3D re-
lieving effect generated a more oblique shock when compared to the pressure contour
of the cylinder, Figure 34, at same freestream conditions. Figure 45 shows the sur-
face pressures compared to the experimental data [77]. The present surface pressure
results agree well with the experimental data and also with the well-validated DPLR
code. A viscous case was also simulated using DPLR with isothermal wall boundary
condition at 290K to investigate non-adiabatic viscous effects on the wall pressure.
As shown in Figure 45, the viscous effect has no impact on the surface pressure.
5.2.3 Results for 13 species Titan Model
The peak dynamic pressure point of the Huygens Probe for Titan’s mission was
simulated as a test case to check the present thermochemical nonequilibrium solver
under a N2-CH4-AR system. The Huygens probe [12], shown schematically in Figure
76













Cp Distribution along Sphere Surface
R = 0.05m
Figure 45: Pressure coefficient distribution along sphere surface
Figure 46: Schematic diagram of Huygens entry probe [12]
46, is a 60 degree half-angle sphere-cone with a diameter of 2.7 m and a nose radius
of 1.25 m.
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The free stream Mach number, angle of attack, pressure and density were M∞ =
18.8585, α = 0, P∞ = 15.621pa, ρ∞ = 0.000296kg/m3, respectively. A total of thir-
teen species with 24 reaction steps were used. The forward reaction rate model was
taken from Gökçen model. The total number of flow cells was 11224 with an nbmin
selection of 512 and solution adaption being performed after every 100 iterations,
based on velocity divergence and species gradients. The input parameter, nbmin, is
the minimum number of surface grid points in the longest direction on the body.
This case was also compared to DPLR’s inviscid mode solution. Figure 47 shows
the NASCART grid and the structured grids for DPLR. A 60 x 40 grid was used
for DPLR. The top section in each figure of 48 to 56 is the result of the present
work, and the bottom section is the results from DPLR. Despite the complexity of
the chemical systems, the value and distribution of flow properties, overall, match
well with the verification data except for some minor discrepancies. The temperature
contours agree pretty well in general and show 2% difference at the stagnation point.
The present work has a better resolved shock wave as discussed in the earlier cylinder
cases. For the density contours, it is interesting to note that both the solvers predict
the location of the highest density point at about +0.07m away from the stagnation
point in the radial direction. The density value of the current work at this point is
about 2% less than that of the verification data. Also, the density and the pressure
contours show that the present work has a slightly higher magnitude in the shock
layers near the mid span. In terms of the chemical compositions, DPLR shows a
bit more reactive than the current work but the distribution of species show similar
patterns.
Figures 57 to 60 show the flow property distribution along the stagnation line.
They also agree well with the verification data except that, again, the present work




























































Temperatures along Stagnation Line



















Density along Stagnation Line


















Pressure along Stagnation Line




























Molar Concentration along Stagnation Line
Figure 60: Mass Concentration Distribution along Stagnation Line
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5.3 Rapid method for surface heating prediction
A conventional way to predict the heat transfer rate is to fully simulate the viscous
region with the Navier-Stokes equations. However, in the conceptual and, perhaps,
preliminary design phase, it may be helpful to have a faster (even if more approximate)
prediction tool. The present work focuses almost exclusively on inclusion of 3-D
inviscid gas dynamics and reacting flow physics necessary for accurate predictions of
surface pressure and aerodynamic forces for hypersonic bodies. In this section, an
approximate method involving coupling of the inviscid flow analysis with an integral
boundary layer method is presented to provide reasonable prediction, including 3-D
reacting flow effects in shorter time than a more accurate Navier-Stokes predection.
This method uses the Thwaites laminar integral boundary layer equation [78] cor-
rected for compressible flow to calculate the skin friction using the flow variables at
the inviscid wall. The obtained skin friction value is related to the convective heat
transfer rate by the Reynolds analogy. Once the convective heat transfer rate is
obtained, radiative equilibrium boundary condition is applied to calculate a new con-
vective heat transfer rate and the wall temperature. This rapid analysis method can
not include any catalytic response of the wall or the complex nature three dimensional
boundary layer flows.
A surface heating prediction was performed on the Huygens probe to demonstrate
the present method. The inviscid solution for this case is taken from the 2D axis-
symmetric Huygens Probe case described in section 5.2.3. Figure 61 and 62 show the
convective heat transfer rate and wall temperature comparison with a Navier-Stokes
simulation of DPLR. A non-catalytic boundary condition is selected for DPLR. An
emissivity value of ε = 0.85 is used for the radiative equilibirum boundary condition
for both simulations. As can be seen in the figures, the rapid, approximated method
gives qualitatively and quantitatively reasonable predictions relative to the verifica-
tion data. The surface temperature predictions are within roughly 10% of the DPLR
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Navier-Stokes results over most of the body. Modification of the procedure would
be needed to provide accurate prediction at the stagnation point since the integral
boundary layer method is not well defined at such a point.
The very preliminary results shown in Figure 61 and 62 demonstrates that the
proposed rapid heat transfer prediction method may be a very useful approach for
those seeking rapid aerothermodynamic prediction. More validation and calibration
is need for the proposed tool, but such future study is warranted. The skin friction
obtained from the integral boundary equation is a function of streamwise velocity
gradient. Figure 61 indicates that the rapid heat transfer method is over-sensitive
to the streamwise velocity gradient obtained from inviscid solution. The source of
this discrepancy is believed to come from the coefficients defined in incompressible
Thwaites method, which are needed to be modified to cover highly compressible

































Convective Heating on Huygens Probe
Emissivity = 0.85 (Radiative Equilibrium B.C.)


























NASCART-GT (Integral Boundary Equation)
DPLR(Navier-Stokes)
Wall Temperature on Huygens Probe
Emissivity = 0.85 (Radiative Equilibrium B.C.)
Figure 62: Wall Temperature on Huygens Probe
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CHAPTER VI
DOMAIN DECOMPOSITION WITH 3D HILBERT SFC
6.1 Structure of Space Filling Curve
For efficient parallel computing in distributed memory systems, load balancing be-
tween different CPUs and minimization of communication time have to be achieved.
However, unlike a structured grid, efficient distribution of grids to each CPU is not
trivial in the case of an adaptive unstructured grid in a shared memory parallel
computing environment. This is because locally clustered cells can be unevenly dis-
tributed in the computational domain and the cell numbers are randomly assigned.
Therefore, a special consideration is needed to reorganize or precondition the unstruc-
tured spatial data prior to parallel computing. In order to achieve the above criteria
for efficient parallel computing, 3D Hilbert Space Filling Curve(SFC) is implemented
in the current work. This chapter describes the internal structure of the three di-
mensional Hilbert SFC and how the computational domain is decomposed using the
SFC. The Hilbert SFC has a very unique and organized internal structure. The SFC
visiting millions of points in 3D space with non-uniform refinement levels might look
somewhat complicated but the 3D Hilbert SFC actually has only twenty four base
elements (only four for 2D), regardless of how complex the curve is. Each of these
twenty four elements has eight nodal points at every turning location of the curve and
any of these nodal points can decompose into higher refinement levels. Each nodal
point corresponds to a cell center of the Cartesian grid. An important character of
this curve is that each of these elements is always refined into the same combinations
of sub-elements in the same order. In Figure 64, the basic twenty four elements are
















































































Figure 63: 3D Space-Filling-Curve in Level 2 to 5
author and they may be differently represented in other sources. All elements have
the exact same shape and are oriented in four directions for all six faces. The curve
within each element has a direction and this direction has to be consistent because
the cell numbers are assigned in that order. Table 4 shows its refinement combina-
tion and the number corresponding to each element number in figure 64. Using these
elements and the refinement order, the 3D SFC can be constructed at multiple levels,
as shown in Figure 63.
Once the SFC fills the space, domain decomposition can be performed by simply
chopping the curve into even array pieces. The implementing code, NASCART-GT,
contains some inactive cells in its array so only the active cells are counted during the
array cutting process. As a 2D analog to the 3D curve, Figure 65 shows how a 2D
domain is decomposed and evenly distributed to 4 CPUs by cell numbering based on
the SFC. Each color represents a CPU index and the numbers inside the cells represent
the actual cell numbers in the computational array of the unstructured grid. The cell
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numbers written on the cell intersections represent the parent cells in a tree data
structure. The parent cells do not participate in computation but are often used for
unrefining the grids or for finding neighbor’s information. 3D domain decomposition
follows the exact same procedure as the 2D example, and the 2D example is shown
simply because it is easy to be understood and illustrated.
For the current work, the 3D Hilbert SFC is implemented in the initial grid gener-
ation routine, and the grid refinement and unrefinement routines of NASCART-GT.
It requires a different method for finding the neighbor pointers and for shifting cell
numbers after the refinement/unrefinement process from the previous algorithm. Ac-
tually, three neighbor pointers, out of six, can be trivially found by knowing the
element number within which the point is located in.
Once the domain is evenly decomposed to the individual CPUs, state vectors of
CPU boundary cells should be communicated among the CPUs that share the CPU
boundary surface. This communication is performed by using usual MPI routines,
and detailed algorithms for the communication will not be discussed in this thesis.
6.2 Destination Cell Flagging Technique
Due to the inherent nature of unstructured grids, where the demarcation for splitting
up the domain by the SFC for different CPUs need not involve smooth boundaries, it
takes a searching procedure to identify these cells, based on their destination CPUs
that they are to communicate with. This process can be somewhat intricate in terms
of efficiently managing the computer memory when a communicating cell has multiple
destinations such ‘A’, ‘B’, ‘C’, and ‘D’ cell in Figure 66, which frequently happens
in 3D. A simple way of flagging these cells would be by creating a memory slot of
the size of the number of communicating cells times the number of communicating
CPUs. However, it would waste a lot of available memory. Therefore, the present
work suggests a simple technique to avoid this memory wasting problem as its idea
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Figure 64: 24 Base Elements of 3D Hilbert Curve
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Table 4: Refinement Combination and Order
Parent Element Child1 Child2 Child3 Child4 Child5 Child6 Child7 Child8
1 16 24 24 10 10 3 3 15
2 11 20 20 13 13 4 4 12
3 18 2 2 23 23 14 14 17
4 21 1 1 19 19 9 9 22
5 15 19 19 9 9 8 8 16
6 12 23 23 14 14 7 7 11
7 17 5 5 24 24 10 10 18
8 22 6 6 20 20 13 13 21
9 3 11 11 5 5 22 22 4
10 8 12 12 1 1 18 18 7
11 20 2 2 21 21 10 10 19
12 23 6 6 17 17 9 9 24
13 7 15 15 2 2 21 21 8
14 4 16 16 6 6 17 17 3
15 19 5 5 22 22 14 14 20
16 24 1 1 18 18 13 13 23
17 13 19 19 12 12 3 3 14
18 9 20 20 16 16 7 7 10
19 5 15 15 4 4 18 18 6
20 2 11 11 8 8 17 17 1
21 14 24 24 11 11 8 8 13
22 10 23 23 15 15 4 4 9
23 6 12 12 3 3 21 21 5
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Figure 65: Domain Decomposition Process in 2D
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Figure 66: Illustration of Communicating Cell Flagging Technique
is illustrated in Figure 66. In the figure, each color of the domains represents a
CPU number, and the number inside of the cells represents the flagging integer to be
stored in the memory. If a cell has multiple destinations, it uses three digits for each
destination of the FORTRAN long integer data type, which has sixteen digits, so that
it can store up to five destinations. As an example, if the state vector information of
cell number 1937483 has to be sent to CPU2, CPU13, CPU14, CPU17, and CPU 31,
then the representation of this flagging interger would be “2,013,014,017,031”. This
technique can be flexibly expanded or contracted based on the total number of CPUs
available and the size of the problem.
6.3 Results
With the method explained in Chapter 2, the decomposed domains are distributed
to multiple CPUs. Figure 67 shows how the domains are distributed to 8 CPUs while
performing the solution adaption. Distinct colors in the figures represent the CPU
numbers. The example shown in the figures are for a M∞=1.2 flow over a 3D sphere
with a 3 degree angle of attack. Figure 67a is the initial grid at 0 iteration. Figure
67b is the intermediate grid at 4000 iterations after the 39th solution adaption while
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developing a bow shock. The figures show that the CPU boundaries dynamically
change as the local regions are finely refined due to the solution adaption.
Figure 68 shows the parallelization efficiency results based on the presented do-
main decomposition method for the case of figure 67. It shows nearly 90% speed
up performance without solution adaption, which is consider as typical efficiency in
unstructured grid based flow solvers [43] [79]. One sources of the 10% sublinear
performance are due to the fact that surface boundary cells require somewhat more
computational time than regular flow cells to enforce boundary condition in Cartesian
boundary formulations. The speed up results with solution adaption show only 57%
parallel efficiency. This is expected because the current thesis work does not include
the parallelization of solution adaption scheme and grid generation.
The sample parallel speed-up results were run on a cluster with 16 AMD Opteron
248 processor with 1MB L2 cache.
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(a) a. Initial Grid
(b) b. Grid after 39th solution adaption
Figure 67: NASCART-GT 3D Decomposition of Solution adapted Grid over 3D
Sphere
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Figure 68: Current Parallel Speed Up vs. No. of CPUs †
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CHAPTER VII
HYPERSONIC FLOW ANALYSIS OF BALLUTE
Hypersonic flow analysis of a clamped ballute in Titan’s aerocapture mission is de-
scribed in this section using the present development of the thermochemical nonequi-
librium solver and the parallelization of unstructured Cartesian grids. In particular,
the flow properties within the shock layer and the surface pressure at the peak dy-
namic pressure have been selected for the focus of analysis. Also, the deformation
of the ballute has been considered for the realistic flow analysis by synthesizing the
preceding ballute aeroelastic analysis [2].
7.1 Mission Description
The Titan’s aerocapture mission and its trajectory using a ballute have been rigor-
ously described in Westhelle and Masciarelli [80], James et al. [81], Miller et al.[33]
[82], Johnson and Lyons [83], and Brown and Richardson [84]. Two reference trajec-
tories, steep and shallow, have been defined for the clamped ballute configuration.
For the current work, the steep trajectory has been selected because it produces a
more intense flow environment around the ballute, and also since the results of the
current work could be compared to the preceding perfect gas results by Rohrschneider
[2].
Along the mission trajectory, the ballute is deployed at an interface of atmospheric
entry at the altitude of 1000 km from Titan’s surface with an entry velocity of 6.51
km/sec. The inertial flight path angle at this point is -31.93 degree. The ballute free-
falls within the free molecular regime. Then, it slowly gets decelerated as it passes
through the transitional regime. At this stage, shock waves form and the ballute
experiences moderate thermal and mechanical loads on its surface. When the ballute
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reaches the continuum regime, the shock wave becomes much stronger. Its thermal
and mechanical loads reach the maximum when it attains the peak dynamic pressure
of 44.5 Pa at an altitude of 530.8 km. At this trajectory point, a velocity of 4.266
km/sec, density of 5.663E − 06kg/m3, temperature of 166 k, pressure of 2.733E-01
pa, and the local speed of sound of 259.9 m/sec define the freestream conditions. The
Knudsen number at this point is 2.69E-03, which falls into the continuum regime.
The atmospheric chemical composition at this altitude is 89.71% Nitrogen, 1.09%
Methane, and 9.2% Argon.
7.2 Ballute Configuration and Structural Consideration
The clamped ballute proposed for the analysis, shown in Figure 69 is a 60 degree
blunted cone with a 1.73 m minor radius torus. The total radius of the ballute,
when undeformed, is 13.83 m. The inner radial part of the cone is made out of a
3.556E-4 m thick Nextel 312 AF-10 ceramic fabric, made by 3M, from the spacecraft
attach point to 6.1m along the radial direction. The remaining part of the ballute
is made out of Upilex polyimide film, made by DUPONT, 5.08E-5 m thick for the
rest of the cone and 3.4E-4 m thick for the torus. The inflating gas is at a pressure
of 2000 pa to avoid radial buckling. The average material temperature at the peak
dynamic pressure point along the trajectory is estimated to be 228oC using radiation
and environment modeling tools: Thermal Synthesizer System (TSS) software, and
Thermal Analysis Kit 2000 (TAK 2000). The solar absorptivity and IR emissivity are
assumed to be α = 0.83 and ε = 0.85 respectably. And the inflating gas used for this
analysis is GN2, whose thermal conductivity is K = 0.0446W/(mK). The material
properties at this temperature are listed in Table 5.
For the realistic hypersonic analysis, the deformation of the ballute due to hyper-
sonic pressure has been simulated by a structural dynamics tool LS-DYNA[85]. Since
the feasibility study of LS-DYNA and its validation on an inflated column and an
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Figure 69: Axis Symmetric Profile of Undeformed Clamped Ballute [2]
Table 5: Material Property at Peak Dynamic Pressure Point
Material: Upilex Nextel
Modulus[Gpa] 3.883 7.00
Poisson Ratio 0.34 0.20
inflated torus already have been performed in the preceding analysis[2], those have
not been repeated in the present work. The pressure feedback from the flow solver is
transferred to the structural dynamics solver as the load input. And the deformation
feedback from the structural dynamics solver is transferred to the flow solver. This
loose coupling process is repeated until the static ballute’s deformation has been ob-
tained. The data transfer between LS-DYNA and the present flow solver was done
via BAAT (Ballute Aeroelastic Analysis Tool) [2]. Figure 70 shows the iteration his-
tory in terms of the torus’ leading edge displacement and it has converged at the 5th
coupling iteration.
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Figure 70: Displacement Convergence History at Flow-Structure Coupling Iteration
7.3 Ballute Hypersonic Flow Analysis
Hypersonic flow analysis was performed on a quarter model of the clamped ballute.
Only the front side was simulated to avoid numerical challenges in computing the
inviscid vacuum zone on the lee side. A total of 187,043 cells were used with solution
adaption set up with amaxd = 1.0, amind = 0.2, amaxc = 1.0, and aminc = 0.4.
The input parameters, amaxd and amind, are the solution adaption parameters for
velocity divergence, and amaxc and aminc are those for species gradient. The solution
adaption was performed every 100 iterations. A total of thirteen species (N2, CH4,
Ar, N , C, C2, CH, CH2, CH3, H, H2, CN , and NH) were used for this simulation
and the forward reaction rates were taken from Gökçen [66]. Figure 71 shows the
grid and the flow pattern around the ballute. As desired, no shock-shock interaction
is observed between the 60 degree cone and the torus, instead one large bow shock
over the ballute is formed. Figures 72 to 76 show the flow properties around and
on the surface of the ballute. The peak surface temperature outside of the thermal
boundary layer is 7870K and it is located at the stagnation point. Its peak pressure
points, 109Pa, and the peak density point, 5.13E-5kg/m3, occur at the inner corner of
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Figure 71: Grids over a clamped ballute, X-plane: Velocity Magnitude, Y-plane:
Mach Number
the torus. The major species, N2, gets dissociated gradually as it passes through the
shock wave and its maximum dissociation of 8.25% by volume occurs near the torus.
Most of the hydrocarbon species (CH4,CH3,CH2,CH) get dissociated immediately
after the shock wave due to their low activation energies. Therefore, only species like
C, H, Ar, N2, N are present as the major species near the surface except in the nose
region. At the nose, the flow is in vibrational and chemical nonequilibrium as it can
be seen from the figures. Figures 77 and 78 show the convective heating value and
wall temperature at X-symmetry plane using the rapid aerothermodynamic prediction
described in Section-5.2.3.1. Emissivity of ε = 0.85 is also used for emissivity in this
case.
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Figure 72: Translational Temperature and Vibrational-Electronic Temperature
Contour, X-plane: V.E. Temp. and Y-plane and surface: Translational Tempera-
ture
108
Figure 73: Pressure and Density Contour, X-plane: Density and Y-plane and sur-
face: Pressure
Figure 74: N2 and N Mole Fraction Contours, X-plane: N2 and Y-plane and surface:
N
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Figure 75: CH4, CH and C Mole Fraction Contours, X-plane: CH4, Y-plane: CH
and surface: C
Figure 76: CN, H2 and H Mole Fraction Contours, X-plane: CN, Y-plane: H2 and
surface: H
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Convective Heating over the Deformed Ballute
Figure 77: Convective Heating from Rapid Aerothemal Analysis Formulations


















Surface Temperature over the Deformed Ballute




The parallelization work was initially developed from the scalar version of NASCART-
GT. The 3D version of the Hilbert SFC was first implemented in the grid generation,
refinement, and unrefinement routines of the code. Then, an algorithm for identify-
ing the communicating cells was deviced, and these identified cells were flagged and
grouped in terms of their destination CPUs. Communication to pass on the state
vector information was programmed using the MPI library. As expected, the domain
decomposition strategy using the 3D Hilbert Space Filling Curve (SFC) provided
evenly distributed and block contiguous grid partitioning and showed 90% efficient
parallel speed up. The additional time to enforce boundary condition in Cartesian
boundary formulations resulted in 10% sub-linear performance. This sub-linear per-
formance can be improved by weighting more time to the boundary cells, rather than
simply dividing the domain based on the same number of cells. The master CPU re-
distributed the work load to each CPU after solution adaption so that load balancing
is still maintained. However, the grid generation part of NASCART-GT including the
grid refinement routine was not parallelized in this thesis work. Therefore, it showed
sub-linear speed-up performance with the solution adaption turned on, but the one
without solution adaption showed an almost linear speed-up. The recommendation
for future work would be to parallelize the grid generation process to achieve a linear
speed-up, even with the solution adaption turned on.
The nonequilibrium flow solver development was started from the calorically per-
fect gas code. The chemical nonequilibrium solver was developed as an initial effort
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by adding the species equations and thermodynamic routines that define a ther-
mally perfect gas. Then, vibrational nonequilibrium was added to compute the two-
temperature thermochemical nonequilibrium part. The credibility of this work was
verified against DPLR (NASA Ames’ structured grid nonequilibrium flow solver). In
general, the present nonequilibrium solver agreed well with the verification code. As
expected, the AUSMPW+ scheme with MUSCL data reconstruction effectively re-
solved the stiff gradients at the shock wave, and the point implicitly treated chemical
source terms did not degrade the existing CFL constraints of the explicit solver. Fu-
ture recommendation for this work would be to expand it to treat hypersonic viscous
flows and to add radiation effects to quantify convective and radiative heat transfer
rates.
As an application of the above two topics, hypersonic flow analysis on a clamped
ballute was performed. In this work, nonequilibrium flow solution was loosely coupled
with an existing structural dynamics code, LS-DYNA, to model the flexible nature
of the ballute surface definition. This structural coupling work was performed by
synthesizing the preceding ballute aeroelastic analysis [2]. Finally, a rapid aerother-
modynamic analysis was performed to calculate the convective heat transfer rate
and the wall temperature. Future recommendation for this work would be to apply
temperature dependent material properties to each panel in the structure model.
This thesis work, from the state-of-the-art point of view, suggests the unstruc-
tured Cartesian grid methodology for the analysis of flexible hypersonic objects, such
as ballutes, by advancing the existing capabilities. Such analysis requires repeat-
ing grid generations and interactions with multidisciplinary tools. This thesis work
demonstrates several advantages of the unstructured Cartesian grids in those kinds
of analyses by involving minimal user intervention. This thesis work also provides a
strong foundation to develop an unstructured grid based hypersonic aerothermody-
namics tool, which is an unsolved task to today’s CFD engineers.
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