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We consider the action of Anosov subgroups of a semi–simple Lie group
on the associated flag manifolds. A systematic approach to construct cocom-
pact domains of discontinuity for this action was given by Kapovich, Leeb
and Porti in [KLP18]. For ∆–Anosov representations, we prove that every
cocompact domain of discontinuity arises from this construction, up to a few
exceptions in low rank. Then we compute which flag manifolds admit these
domains and, in some cases, the number of domains. We also find a new
compactification for locally symmetric spaces arising from maximal represen-
tations into Sp(4n+ 2,R).
1. Introduction
Let Γ be a word hyperbolic group and let G be a semi–simple Lie group. A particularly
well–behaved subset of the representations Hom(Γ, G) are the Anosov representations.
For instance, they have a discrete image and a finite kernel and they form an open subset
of Hom(Γ, G). A definition can be found in Section 2. Examples of Anosov representa-
tions include all discrete injective representations into SL(2,R), quasi–Fuchsian represen-
tations into SL(2,C), representations in the Hitchin component of Hom(pi1S, SL(n,R))
for a closed surface S, and maximal representations from such a group pi1S into a Her-
mitian Lie group.
We want to study the action of an Anosov representation ρ on a flag manifold associated
to G, that is a homogeneous space F = G/P where P ⊂ G is a parabolic subgroup. A
special case is the full flag manifold F∆ = G/B, with B being the minimal parabolic
subgroup. If G = SL(n,R) the elements of flag manifolds are identified with sequences of
nested subspaces of fixed dimensions in Rn. The ρ–action on G/P is generally not proper,
but in [GW12] Guichard and Wienhard described a way of removing a “bad set” from a
suitable flag manifold such that ρ acts properly discontinuously and cocompactly on the
complement. In other words, they constructed cocompact domains of discontinuity:
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Definition 1.1. A domain of discontinuity Ω ⊂ F for ρ is a ρ(Γ)–invariant open subset
such that the action Γ
ρ
y Ω is proper. It is called cocompact if the quotient Γ\Ω is
compact.
Note that we require domains of discontinuity to be open subsets. In contrast, Danciger,
Gueritaud and Kassel [DGK17; DGK18] and Zimmer [Zim17] recently proved that the
Anosov property is equivalent to the existence of certain cocompact domains in RPn or
Hp,q. These domains are closed subsets.
A systematic construction of (open) domains of discontinuity for Anosov representations
was given by Kapovich, Leeb and Porti in [KLP18]. Say we have an Anosov representation
ρ. It comes with a ρ–equivariant limit map ξ : ∂∞Γ → F from the boundary of Γ into
some flag manifold F . We want to find a cocompact domain of discontinuity in a flag
manifold F ′, which may be different from F . To construct such domains, Kapovich, Leeb
and Porti use a combinatorial object called a balanced ideal. That is a subset I of the
finite set G \ (F ×F ′) satisfying certain conditions (see Section 2). They prove that, for
every balanced ideal I, the set
Ωρ,I = F ′ \
⋃
x∈∂∞Γ
{f ∈ F ′ | G(ξ(x), f) ∈ I}
is a cocompact domain of discontinuity.
In this paper, we prove a type of converse to this statement in the case of ∆–Anosov
representations. ∆–Anosov, or Anosov with respect to the minimal parabolic, is the
strongest form of the Anosov property, and far more restrictive than general Anosov
representations.
Theorem 1.2. Let ρ : Γ → G be a ∆–Anosov representation and Ω ⊂ F a cocompact
domain of discontinuity for ρ in some flag manifold F . Then there is a balanced ideal
I ⊂ G\(F∆ × F∆) such that the lift of Ω to the full flag manifold F∆ is a union of
connected components of Ωρ,I .
We can say more if the dimension of the bad set is not too big. To calculate it, we
associate to a semi–simple Lie group G a number mbic(G) which gives a lower bound on
the codimension of the set we have to remove for every limit point x ∈ ∂∞Γ. It increases
with the rank of G, for example mbic(SL(n,R)) = b(n+ 1)/2c. The general definition is
given in Section 3.5. With this we get
Theorem 1.3. Let ρ : Γ→ G be a ∆–Anosov representation and assume that dim ∂∞Γ ≤
mbic(G)− 2. Then there is a 1:1 correspondence of balanced ideals in G\(F∆ × F) and
non–empty cocompact domains of discontinuity in F .
Remark 1.4. A key point for these theorems is that cocompact domains are maximal
among all domains of discontinuity, at least if they are connected. We then establish a
correspondence between minimal fat ideals and maximal domains of discontinuity, even
if they are not cocompact. This approach only works for ∆–Anosov representations:
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Section 3.6 shows an example of an Anosov, but not ∆–Anosov representation which
admits infinitely many maximal domains of discontinuity. They are not cocompact.
Remark 1.5. For some choices of flag manifold F there are no balanced ideals in
G\(F∆ × F) and therefore no cocompact domain of discontinuity in F . But even in
these cases one can sometimes find a cocompact domain of discontinuity in a finite cover
F̂ of F , an oriented flag manifold. In [ST18], a theory analogous to [KLP18] is developed
for oriented flag manifolds. Many arguments of this paper can potentially be extended
to this setting, to show that essentially all cocompact domains in oriented flag manifolds
are of the type described in [ST18].
Examples of ∆–Anosov representations into SL(n,R) include
• representations in a Hitchin component of Hom(pi1S, SL(n,R)) for a closed sur-
face S. These are the connected components containing the composition of dis-
crete injective representations pi1S → SL(2,R) with the irreducible embedding
SL(2,R)→ SL(n,R).
• the composition of a Fuchsian representation with the reducible embedding of
SL(2,R) into SL(3,R) and small deformations thereof. These were studied in
[Bar10]. A similar construction works for all SL(n,R) with odd n.
• representations of free groups ρ : Fk → SL(2n,R) which arise as a sum of discrete
injective representations ρ1, . . . , ρn : Fk → SL(2,R) such that ρi uniformly domi-
nates ρj for all i ≥ j. This means that log λ1(ρi(γ)) ≥ c log λ1(ρj(γ)) for some
constant c > 1 and all γ ∈ Fk, where λ1 denotes the highest eigenvalue. Then ρ is
∆–Anosov, as are small deformations [GGKW17, 7.1].
Next we combine Theorem 1.3 with a criterion for the existence of balanced ideals in the
case G = SL(n,R) or G = SL(n,C). This gives a full description which flag manifolds
admit cocompact domains of discontinuity.
Theorem 1.6. Let Γ be a hyperbolic group, K ∈ {R,C}, and ρ : Γ → SL(n,K) a ∆–
Anosov representation. Choose integers i0, . . . , ik+1 with 0 = i0 < i1 < · · · < ik+1 = n.
Denote by F the corresponding flag manifold
F = {V i1 ⊂ · · · ⊂ V ik ⊂ Kn | dimK V ij = ij}.
Assume that
n ≥
{
2 dim ∂∞Γ + 3 if K = R
2b(dim ∂∞Γ + 1)/2c+ 1 if K = C
and let δ = |{0 ≤ j ≤ k | ij+1 − ij is odd}|. Then
(i) If n is even, a non–empty cocompact open domain of discontinuity for Γ
ρ
y F exists
if and only if δ ≥ 1.
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(ii) If n is odd, a non–empty cocompact open domain of discontinuity for Γ
ρ
y F exists
if and only if δ ≥ 2.
In particular, for surface group representations into SL(n,R) acting on Grassmannians
we get
Corollary 1.7. Let n ≥ 5 and let ρ : pi1S → SL(n,R) be a ∆–Anosov representation
from the fundamental group of a surface S with or without boundary. Then the induced
action pi1S
ρ
y Gr(k, n) on the Grassmannian of k–planes in Rn admits a non–empty
cocompact domain of discontinuity if and only if n is odd and k is even. For small n, the
number of different such domains is
k = 1 k = 3 k = 5 k = 7 k = 9
n = 6 1 2 1
n = 8 1 7 7 1
n = 10 1 42 2227 42 1
Remark 1.8. While we don’t know a general formula for these numbers, they are just
the numbers of different balanced ideals. This is a combinatorial problem and needs
no information about the representation except that it is ∆–Anosov. So we can use a
computer program to enumerate all balanced ideals. Appendix A shows more results
from this enumeration.
In low ranks, e.g. SL(n,R) with n ≤ 4 if Γ is a surface group, the existence of cocompact
domains of discontinuity depends on more information about the geometry of ρ. So we
can’t make general lists like above in these cases. But at least for Hitchin representations
the cocompact domains of discontinuity are also known in low ranks. We will briefly
discuss this in Section 4.2.
Another observation from studying the list of balanced ideals is the existence of a balanced
ideal in Sp(2n,C)\(Lag(C2n)×Lag(C2n)) whenever n is odd. This allows us to construct a
compactification for locally symmetric spaces associated to {αn}–Anosov representations,
which is modeled on the bounded symmetric domain compactification of the symmetric
space. In particular, this includes maximal representations.
Recall that the symmetric space X = Sp(2n,R)/U(n), like any Hermitian symmetric
space, can be realized as a bounded symmetric domain D ⊂ Cn(n+1)/2 [Hel79, Theorem
VIII.7.1]. Concretely, we can take as D the set of symmetric complex matrices Z such
that 1 − ZZ is positive definite. Its closure D in Cn(n+1)/2 is the bounded symmetric
domain compactification of X.
Theorem 1.9. Let n be odd and ρ : Γ → Sp(2n,R) be an {αn}–Anosov representation.
Then there exists a subset D̂ ⊂ Cn(n+1)/2 such that D ⊂ D̂ ⊂ D on which ρ(Γ) acts
properly discontinuously with compact quotient. This quotient Γ\D̂ is a compactification
of the locally symmetric space Γ\D.
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2. Flag manifolds and Anosov representations
In this section we fix some notation and conventions. In particular, we define Anosov
representations and the relative position of flags.
Let G be a connected semi–simple Lie group with finite center and g its Lie algebra.
Choose a maximal compact subgroup K ⊂ G with Lie algebra k ⊂ g and let p = k⊥ be
the Killing orthogonal complement in g. Further choose a maximal subspace a ⊂ p on
which the Lie bracket vanishes. Denote by gα = {X ∈ g | [H,X] = α(H)X ∀H ∈ a} the
restricted root spaces and Σ = {α ∈ a∗ | gα 6= 0} the set of restricted roots. Also choose a
simple system ∆ ⊂ Σ and let Σ± ⊂ Σ be the corresponding positive and negative roots.
Note that any choice of the triple (K, a,∆) is equivalent by conjugation in G (see [Hel79,
Theorem 2.1] and [Kna02, Theorems 2.63, 6.51, 6.57]).
The Weyl group of G is the group W = NK(a)/ZK(a). It can be viewed as a group
of linear isometries of a equipped with the Killing form. A natural generating set of
W is given by ∆, identifying every α ∈ ∆ with the orthogonal reflection along kerα.
As (W,∆) is a finite Coxeter system there is a unique longest element w0 ∈ W , which
squares to the identity. The opposition involution is the map ι(w) = w0ww0 on W . It
restricts to an involution ι : ∆→ ∆ of the simple roots.
Define for ∅ 6= θ ⊂ ∆ the Lie subalgebras
n =
⊕
α∈Σ+
gα, n
− =
⊕
α∈Σ−
gα, pθ =
⊕
α∈Σ+∪span(∆\θ)
gα
and let A,N,N− ⊂ G be the connected Lie subgroups corresponding to a, n, and n−.
Note that N− = w0Nw−10 (choosing any representative for w0 in NK(a)). Let Pθ =
ZG(pθ) be the parabolic subgroup corresponding to θ. The minimal parabolic subgroup
B = P∆ decomposes as B = ZK(a)AN via the Iwasawa decomposition.
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The flag manifolds of G are the spaces Fθ = G/Pθ for non–empty subsets θ ⊂ ∆. For
two such subsets θ, η ⊂ ∆ the set of relative positions is Wθ,η = 〈∆\θ〉\W/〈∆\η〉, where
〈A〉 denotes the subgroup generated by A ⊂W . The relative position map is the unique
map
posθ,η : Fθ ×Fη →Wθ,η
which is invariant by the diagonal action of G and satisfies posθ,η([1], [w]) = w for all
w ∈ NK(a). We will often omit the subscripts θ, η. Two flags f ∈ Fθ and f ′ ∈ Fη are
said to be transverse if posθ,η(f, f ′) = w0.
For any x ∈ Fθ and w ∈Wθ,η the space
Cw(x) = {y ∈ Fη | pos(x, y) = w}
is the Bruhat cell of w relative to x (it is indeed a cell if η = θ = ∆, but not in general).
The Bruhat order ≤ on Wθ,η is the inclusion order on the closures of Bruhat cells, i.e.
for all w,w′ ∈Wθ,η and any (and therefore all) x ∈ Fθ
w ≤ w′ ⇔ Cw(x) ⊂ Cw′(x) ⇔ Cw(x) ⊂ Cw′(x).
Now assume that ι(θ) = θ. Then w0 acts on Wθ,η by left–multiplication.
Definition 2.1. A subset I ⊂Wθ,η is an ideal if w ∈ I implies w′ ∈ I whenever w′ ≤ w.
It is fat if w 6∈ I ⇒ w0w ∈ I for all w ∈ Wθ,η and slim if w ∈ I ⇒ w0w 6∈ I for all
w ∈Wθ,η. It is balanced if it is fat and slim, i.e. w ∈ I ⇔ w0w 6∈ I.
Let
µ : G→ a+
be the Cartan projection defined by the KAK–decomposition. That is, for every element
g ∈ G there are k, ` ∈ K and a unique µ(g) ∈ a+ = {X ∈ a | α(X) ≥ 0 ∀α ∈ ∆} such
that g = k eµ(g) `. k and ` are uniquely defined up to an element in the centralizer of
µ(g).
Definition 2.2. Let θ ⊂ ∆ be non–empty and ι(θ) = θ. A representation ρ : Γ → G is
a θ–Anosov representation if there are constants C, c > 0 such that
α(µ(ρ(γ))) ≥ C|γ| − c ∀α ∈ θ, γ ∈ Γ,
where | · | is the word length in Γ with respect to any finite generating set.
This is only one out of many equivalent definitions of Anosov representations [Lab06;
GW12; KLP14b; KLP14a; GGKW17; BPS16]. See [KLP17, Theorem 1.1] for an overview
and [KLP17; BPS16] for proofs of the equivalences.
The main fact we need about Anosov representations (which is part of many definitions)
is that a θ–Anosov representation ρ : Γ→ G admits a unique limit map
ξ : ∂∞Γ→ Fθ
which is continuous, ρ–equivariant, transverse (meaning that ξ(x) and ξ(y) are transverse
for all x 6= y) and which maps the attracting fixed point of every infinite order element
γ ∈ Γ to the attracting fixed point of ρ(γ).
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3. Domains of discontinuity
In this section, we prove the main results, Theorem 1.2 (which is Theorem 3.18) and
Theorem 1.3 (as Theorem 3.24), after some lemmas.
3.1. Divergent sequences
We first consider the behaviour of divergent sequences (gn) ∈ GN in the semi–simple Lie
group G. As before, let θ, η ⊂ ∆ be non–empty subsets of the simple restricted roots
and assume ι(θ) = θ.
Definition 3.1. A sequence (gn) ∈ GN is θ–divergent if α(µ(gn))→∞ for all α ∈ θ.
Definition 3.2. A θ–divergent sequence (gn) ∈ GN is simply θ–divergent if it has KAK–
decompositions gn = knan`n such that (kn) and (`n) converge to some k, ` ∈ K. Then
g− = [`−1w0] ∈ Fθ and g+ = [k] ∈ Fθ are the repelling and attracting limits of this
sequence.
Remark 3.3. By compactness of K, every θ–divergent sequence in G has a simply θ–
divergent subsequence. The limits (g−, g+) do not depend on the choice of decomposition.
If a simply θ–divergent sequence (gn) ∈ GN has limits (g−, g+) ∈ F2θ , then (g−1n ) is also
simply θ–divergent with limits (g+, g−).
In [KLP18], the following characterization of θ–divergent sequences is used.
Lemma 3.4. Let (gn) ∈ GN be a simply θ–divergent sequence with limits (g−, g+) ∈ F2θ .
Then
gn|Cw0 (g−) → g
+
locally uniformly as functions from Fθ to Fθ (where g+ is the constant function).
Proof. By assumption, we can write gn = kneAn`n with kn → k and `n → ` in K,
An ∈ a+ and α(An) → ∞ for all α ∈ θ. Furthermore, g− = [`−1w0] and g+ = [k]. Now
let (fn) ∈ FNθ be a sequence converging to f ∈ Cw0(g−). Then `nfn → `f ∈ Cw0([w0]).
Since this is an open set, we can assume that `nfn ∈ Cw0([w0]) for all n. By the Langlands
decomposition of Pθ [Kna02, Proposition 7.83] we can write `nfn = [exp(Xn)] with
Xn =
∑
α
Xαn ∈
⊕
α∈Σ−\span(∆\θ)
gα.
All of the roots α appearing in this sum are linear combinations of simple roots with only
non–positive coefficients, and with at least one coefficient of a root in θ being negative.
So α(An)→ −∞ for all such roots α, and therefore
gnfn = [kne
AneXn ] = [kne
AneXne−An ] =
[
kn exp
(∑
α
eα(An)Xαn
)]
→ [k] = g+.
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For the action of a discrete group Γ on a manifold X, there is a useful reformulation
of properness. By [Fra05, Proposition 1], the action is proper if and only if it has no
dynamical relations, in the following sense:
Definition 3.5. Let Γ be a discrete group acting smoothly on a manifold X. Let (γn) ∈
ΓN be a divergent sequence (i.e. no element occurs infinitely many times) and x, y ∈ X.
Then x is dynamically related to y via (γn), x
(γn)∼ y, if there is a sequence (xn) ∈ XN
such that
xn → x and γnxn → y.
We say x and y are dynamically related, x ∼ y, if they are dynamically related via any
divergent sequence in Γ.
Lemma 3.6 is the key step of the proof of proper discontinuity in [KLP18] (Proposition
6.5). It states that flags in Fη can only be dynamically related by the action of ρ if their
relative positions satisfy the inequality (1). Lemma 3.8 is a converse to this statement
in the case θ = ∆: It says that whenever two flags f, f ′ satisfy a relation like (1), then
they are indeed dynamically related.
Lemma 3.6. Let (gn) ∈ GN be a simply θ–divergent sequence and let (g−, g+) ∈ F2θ be
its limits. Let f, f ′ ∈ Fη be dynamically related via (gn). Then
posθ,η(g
+, f ′) ≤ w0 posθ,η(g−, f). (1)
Proof. As f, f ′ are dynamically related, there exists a sequence fn ∈ Fη converging to
f such that gnfn → f ′. We can write fn = hnf for some sequence hn ∈ G converging to
1. Let w = posθ,η(g−, f). Then there exists g ∈ G such that g(g−, f) = ([1], [w]). Define
F = [g−1w0] ∈ Fθ. We get the following relative positions:
posθ,θ(g
−, F ) = w0, posθ,η(g
−, f) = w, posθ,η(F, f) = w0w.
Now hnF → F and since F and almost all of the hnF are in Cw0(g−), we get by
Lemma 3.4 that gnhnF → g+. So
pos(g+, f ′) ≤ pos(gnhnF, gnhnf) = pos(F, f) = w0w = w0 pos(g−, f).
Lemma 3.7. Let (An) ∈ a+N be a ∆–divergent sequence and n+ ∈ N,n− ∈ N−. Then
there exists a sequence (hn) ∈ GN such that hn → n− and eAnhne−An → n+.
Proof. We can write n− = eX− for X− ∈ n− and n+ = eX+ with X+ ∈ n. Let
Hn = X
− + e− adAnX+ and hn = eHn . For all α ∈ Σ+ and Xα ∈ gα we know that
e− adAnXα = e−α(An)Xα converges to 0. As X+ is a linear combination of these, Hn →
X− and thus hn → n−. On the other hand
eAneHne−An = exp(AdeAn Hn) = exp(e
adAnHn) = exp(e
adAnX− +X+)
which converges to n+ = eX+ by a similar argument.
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Lemma 3.8. Let (gn) ∈ GN be a simply ∆–divergent sequence with limits (g−, g+) ∈ F2∆.
Let f, f ′ ∈ Fη and w ∈W∆,η with
pos∆,η(g
−, f) = w, pos∆,η(g
+, f ′) = w0w. (2)
Then f is dynamically related to f ′ via (gn).
Proof. Fix some representative in NK(a) for w and w0. Let gn = kneAn`n be a KAK–
decomposition, such that (kn), (`n) ∈ KN converge to k, ` ∈ K and α(An) → ∞ for all
α ∈ ∆. Then the limits can be written as
g− = [`−1w0] ∈ F∆, g+ = [k] ∈ F∆.
Because of (2) there exist h, h′ ∈ G with
g− = [h] ∈ F∆, f = [hw] ∈ Fη, g+ = [h′] ∈ F∆, f ′ = [h′w0w] ∈ Fη.
So w−10 `h, k
−1h′ ∈ B, which means we can write w−10 `h = nam and k−1h′ = n′a′m′ for
some n, n′ ∈ N , a, a′ ∈ A and m,m′ ∈ ZK(a). Consequently,
f = [hw] = [`−1w0namw] = [`−1(w0nw−10 )w0w],
f ′ = [h′w0w] = [kn′a′m′w0w] = [kn′w0w],
since elements of A and ZK(a) commute with Weyl group elements. By Lemma 3.7
there is a sequence (hn) ∈ GN such that hn → w0nw−10 and eAnhne−An → n′. Let
fn = [`
−1
n hnw0w] ∈ Fη. Then fn → f and
gnfn = [kne
Anhnw0w] = [kne
Anhne
−Anw0w]→ [kn′w0w] = f ′.
3.2. Limit sets
Now let Γ be a non–elementary hyperbolic group and ρ : Γ→ G a representation.
Definition 3.9. Let θ ⊂ ∆ be non–empty and ι–invariant. The limit set of ρ is the set
Λρ,θ = {g+ | ∃(gn) ∈ ρ(Γ)N simply θ–divergent with limits (g−, g+)} ⊂ Fθ
and the set of limit pairs is
Λ
[2]
ρ,θ = {(g−, g+) | ∃(gn) ∈ ρ(Γ)N simply θ–divergent with limits (g−, g+)} ⊂ F2θ .
These limit sets are particularly well–behaved for Anosov representations. Namely, we
have the following well–known facts:
Proposition 3.10. If ρ is θ–Anosov with limit map ξ : ∂∞Γ→ Fθ, then
Λρ,θ = ξ(∂∞Γ), Λ
[2]
ρ,θ = ξ(∂∞Γ)
2.
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The first part can be found e.g. in [GGKW17, Theorem 5.3(3)]. We give a detailed proof
of the second part. We first need two short lemmas.
Lemma 3.11. Let ρ : Γ→ G be a θ–Anosov representation with limit map ξ : ∂∞Γ→ Fθ,
(γn) ∈ ΓN a diverging sequence and (γ−, γ+) ∈ ∂∞Γ2 such that
γn|∂∞Γ\{γ−} → γ+
locally uniformly. Then on Fθ we also have the locally uniform convergence
ρ(γn)|Cw0 (ξ(γ−)) → ξ(γ
+). (3)
Proof. By restricting to a subsequence we can assume that ρ(γn) is simply θ–divergent
with limits (g−, g+) ∈ F2θ , so ρ(γn)|Cw0 (g−) → g+ by Lemma 3.4. Since Λρ,θ = ξ(∂∞Γ),
we have g− = ξ(x) for some x ∈ ∂∞Γ. Let z ∈ ∂∞Γ \ {γ−, x}. Then ξ(z) ∈ Cw0(ξ(x)),
so ρ(γnz) = ρ(γn)ξ(z) → g+, but also γnz → γ+, so g+ = ξ(γ+). The same argument
applied to γ−1n instead of γn shows that g− = ξ(γ−). Finally, since any subsequence of
(γn) has a subsequence satisfying (3), it actually holds for the whole sequence (γn).
Lemma 3.12. Let (γ−, γ+) ∈ ∂∞Γ2. Then there exists a divergent sequence (γn) ∈ ΓN
such that
γn|∂∞Γ\{γ−} → γ+ (4)
locally uniformly.
Proof. Fix a metric on ∂∞Γ. Let P ⊂ ∂∞Γ2 be the set of fixed point pairs of infinite
order elements of Γ. P is dense in ∂∞Γ2 by [Gro87, 8.2.G], so we find a sequence
(γn) ∈ ΓN whose fixed point pairs (γ−n , γ+n ) approach (γ−, γ+). Substituting each γn by
a sufficiently high power, we can assume that γn maps the complement of B1/n(γ−n ) into
B1/n(γ
+
n ) by [Gro87, 8.1.G]. Now let xn → x be any convergent sequence in ∂∞Γ with
x 6= γ−. Once n is large enough such that
d(xn, x) ≤ 13d(x, γ−), d(γ−n , γ−) ≤ 13d(x, γ−), 1/n ≤ 13d(x, γ−),
then xn lies outside of B1/n(γ−n ), so γnxn ∈ B1/n(γ+n ) and therefore γnxn → γ+.
Proof of Λ[2]ρ,θ = ξ(∂∞Γ)
2. We first prove ξ(∂∞Γ)2 ⊂ Λ[2]ρ,θ. Let (γ−, γ+) ∈ ∂∞Γ2 and
let (γn) ∈ ΓN be a divergent sequence satisfying (4), which exists by Lemma 3.12. By
Lemma 3.11 this implies
ρ(γn)|Cw0 (ξ(γ−)) → ξ(γ
+).
Let ρ(γnk) be any simple subsequence of the θ–divergent sequence (ρ(γn)) and (g
−, g+) ∈
F2θ its limits. Then by Lemma 3.4
ρ(γnk)|Cw0 (g−) → g
+,
so g+ = ξ(γ+) since Cw0(ξ(γ−)) ∩ Cw0(g−) 6= ∅. It is not hard to see that (4) implies
γ−1n |∂∞Γ\γ+ → γ−, and repeating the argument for this sequence shows that g− = ξ(γ−).
So (ξ(γ−), ξ(γ+)) ∈ Λ[2]ρ,θ.
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For the other direction, let (g−, g+) ∈ Λ[2]ρ,θ. Then there exists a divergent sequence
(γn) ∈ ΓN such that (ρ(γn)) is simply θ–divergent with limits (g−, g+). Passing to a
subsequence, we can also assume that it satisfies (4) for some pair (γ−, γ+) ∈ ∂∞Γ2,
since Γ y ∂∞Γ is a convergence group action. As before, we can use Lemma 3.11 as well
as Lemma 3.4 to show that g+ = ξ(γ+), and g− = ξ(γ−) by applying the same argument
to the sequence of inverses. So (g−, g+) ∈ ξ(∂∞Γ)2.
3.3. Maximal domains of discontinuity
Recall that we call Ω ⊂ Fη a domain of discontinuity if it is an open Γ–invariant subset
on which Γ acts properly. In this section, we deal with maximal domains of discontinuity,
i.e. those which are not contained in any strictly larger domain of discontinuity.
Definition 3.13. Let Ω ⊂ Fη, Λ ⊂ Fθ, and I ⊂Wθ,η. We define
Ω(Λ, I) = {x ∈ Fη | pos(`, x) 6∈ I ∀` ∈ Λ} ⊂ Fη
I(Λ,Ω) = Wθ,η \ {pos(`, x) | ` ∈ Λ, x ∈ Ω} ⊂Wθ,η
Remark 3.14. It is easy to see that I ⊂ I(Λ,Ω(Λ, I)) and Ω ⊂ Ω(Λ, I(Λ,Ω)). If I is
an ideal and Λ is closed, then Ω(Λ, I) is open (see e.g. [ST18, Lemma 3.35 & Lemma
B.8(ii)] for a detailed proof of this topological fact).
Proposition 3.15. Let ρ : Γ → G be ∆–Anosov with limit map ξ : ∂∞Γ → F∆ and
Λ = ξ(∂∞Γ). Let Ω ⊂ Fη be a maximal domain of discontinuity of ρ. Then I :=
I(Λ,Ω) ⊂W∆,η is a fat ideal and Ω = Ω(Λ, I).
Proof. We first prove that I is an ideal. If not, there are w′ ≤ w with w ∈ I and
w′ 6∈ I. So there exist ` ∈ Λ and x ∈ Ω such that pos(`, x) = w′, i.e. x ∈ Cw′(`). But
Cw(`) ⊂ Fη \ Ω which is closed, so x ∈ Cw′(`) ⊂ Cw(`) ⊂ Fη \ Ω, a contradiction. So I
is an ideal.
If I was not fat, there would be a w ∈ W∆,η with pos(`, x) = w and pos(`′, x′) = w0w
for some `, `′ ∈ Λ and x, x′ ∈ Ω. But (`, `′) ∈ Λ[2]ρ,∆ by Proposition 3.10, so there is a
simply ∆–divergent sequence (ρ(γn)) ∈ ρ(Γ)N with limits (`, `′). So x and x′ would be
dynamically related by Lemma 3.8, a contradiction.
Now Ω ⊂ Ω(Λ, I) and the main theorem of [KLP18] says that I being fat implies Ω(Λ, I)
is a domain of discontinuity. So by maximality Ω = Ω(Λ, I).
Corollary 3.16. Every maximal domain of discontinuity of a ∆–Anosov representation
with limit set Λ is of the form Ω(Λ, I) for a minimal fat ideal I ⊂W∆,η.
Proof. Let Ω be a maximal domain of discontinuity. Then by Proposition 3.15 I(Λ,Ω)
is a fat ideal and Ω = Ω(Λ, I(Λ,Ω)). In general, there could be other ideals generating
the same domain. Let I be minimal among all fat ideals I˜ with Ω(Λ, I˜) = Ω. Then I
is in fact minimal among all fat ideals, as otherwise there would be another fat ideal I ′
with Ω = Ω(Λ, I) ( Ω(Λ, I ′), contradicting maximality of Ω.
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3.4. Cocompactness
The most important fact we need about cocompact domains of discontinuity is that they
are essentially maximal. More precisely:
Lemma 3.17. Let ρ : Γ → G be a representation and Ω ⊂ Fη a cocompact domain
of discontinuity. Then Ω is a union of connected components of a maximal domain of
discontinuity.
Proof. By Zorn’s lemma Ω is contained in some maximal domain of discontinuity Ω˜ ∈ Fη
and it is an open subset. Then also Γ\Ω ⊂ Γ\Ω˜, where Γ\Ω is compact and Γ\Ω˜ is
Hausdorff. So Γ\Ω is closed in Γ\Ω˜ and therefore Ω is also closed in Ω˜.
This immediately leads to our first main theorem.
Theorem 3.18. Let ρ : Γ→ G be a ∆–Anosov representation with limit map ξ : ∂∞Γ→
F∆ and let Ω ⊂ Fη be a cocompact domain of discontinuity for ρ. Then there is a
balanced ideal I˜ ⊂ W such that pi−1η (Ω) is a Γ–invariant union of connected components
of Ω(ξ(∂∞Γ), I˜) ⊂ F∆.
Proof. The natural projection piη : F∆ → Fη is smooth, G–equivariant and proper. This
implies that Ω˜ = pi−1η (Ω) is also a cocompact domain of discontinuity. So by Lemma 3.17
there is a maximal domain of discontinuity Ω̂ ⊂ F∆ and Ω˜ is a union of connected
components of Ω̂. By Corollary 3.16 Ω̂ = Ω(Λ, I) for a minimal fat ideal I ⊂ W . But
since the action of w0 onW has no fixed points, every minimal fat ideal inW is balanced.
This is proved e.g. in [ST18, Lemma 3.34].
We know from [KLP18] that domains constructed from a balanced ideal are cocompact.
The combination of the next two lemmas shows that if the domain is dense, the converse
also holds. That is, if a domain constructed from a fat ideal is cocompact, then this ideal
must be balanced.
Lemma 3.19. Let I ⊂Wθ,η be a fat ideal and Λ the limit set of a θ–Anosov representa-
tion ρ. Let
D(Λ, I) = {x ∈ Fη | ∃` 6= `′ ∈ Λ: pos(`, x),pos(`′, x) ∈ I}
and let Ω0 ⊂ Ω be a ρ(Γ)–invariant union of connected components of Ω := Ω(Λ, I).
Then Ω0 can be cocompact only if Ω0 ∩D(Λ, I) = ∅.
Proof. Assume that Ω0 is cocompact and x ∈ ∂Ω0. Take a sequence (xn) ∈ ΩN0 with
xn → x. Let (hn) ∈ GN be a sequence converging to the identity such that xn = hnx.
By cocompactness, a subsequence of (xn) converges in the quotient. Passing to this
subsequence, there is (gn) ∈ ρ(Γ)N such that gnxn → x′ ∈ Ω0. Clearly gn → ∞ as
otherwise a subsequence of (gnxn) would converge to something in ∂Ω0. Passing to a
subsequence another time we can also assume that (gn) is simply θ–divergent with limits
(g−, g+) ∈ Λ2.
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Now let ` ∈ Λ \ {g−}. Then hn` → ` and thus gnhn` → g+ by Lemma 3.4 since
` ∈ Cw0(g−) and this is an open set. So
pos(g+, x′) ≤ pos(gnhn`, gnhnx) = pos(`, x).
Since x′ ∈ Ω(Λ, I) we know pos(g+, x′) 6∈ I, so pos(`, x) 6∈ I. This holds for every
` ∈ Λ \ {g−}, so x 6∈ D(Λ, I). We have thus proved that ∂Ω0 ∩ D(Λ, I) = ∅. Also
Ω0 ∩D(Λ, I) = ∅ holds by definition.
Lemma 3.20. In the setting of Lemma 3.19 an ideal I ⊂ Wθ,η is slim if and only if
D(Λ, I) = ∅.
Proof. First assume that I is not slim, i.e. there is w ∈ I with w0w ∈ I. Let ` 6= `′ ∈ Λ.
Since `, `′ are transverse there is g ∈ G such that g` = [1] and g`′ = [w0] ∈ Fθ. Let
x = [g−1w] ∈ Fη. Then
posθ,η(`, x) = posθ,η([1], [w]) = w ∈ I, posθ,η(`′, x) = posθ,η([w0], [w]) = w0w ∈ I,
so x ∈ D(Λ, I). Conversely, suppose that x ∈ D(Λ, I). Then there are transverse
`, `′ ∈ Λ ⊂ Fθ such that pos(`, x), pos(`′, x) ∈ I. Let g ∈ G with g` = [1] and g`′ = [w0].
As for any flag, there exist n ∈ N and w ∈ W with gx = [nw] ∈ Fη. Choose any
∆–divergent sequence ak = eAk ∈ A with Ak ∈ a+. Then a−1k nak → 1. Now
posθ,η([w0], [nw]) = posθ,η([w0w
−1
0 akw0], [nww
−1akw]) = posθ,η([w0], [a
−1
k nakw])
and since [a−1k nakw]→ [w] we get pos(`′, x) = pos([w0], [nw]) ≥ w0w and thus w0w ∈ I.
But also w = pos([1], [nw]) = pos(`, x) ∈ I, so I is not slim.
3.5. Dimensions
If the domain Ω comes from a balanced ideal, the “bad set” Fη \Ω fibers over ∂∞Γ. The
dimension of the fiber is bounded by the following quantity, depending only on G:
Definition 3.21. For a subset A ⊂ Σ of the simple roots let
dimA =
∑
α∈A
dim gα.
The we can define the minimal balanced ideal codimension of G
mbic(G) = min
w∈W
w0w 6≥w
dim Ψw, Ψw = Σ
+ ∩ wΣ−.
Dumas and Sanders showed in [DS17, Theorem 4.1] that if the Weyl group W of G has
no factors of type A1, then w0w ≤ w for all w ∈W with `(w) ≤ 1, and that the same is
true for `(w) ≤ 2 ifW also has no factors of type A2, A3 or B2. This implies mbic(G) ≥ 2
resp. mbic(G) ≥ 3 in these cases (and even higher lower bounds if the root spaces are
more than one–dimensional, e.g. in the case of complex groups).
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Example 3.22. For the special linear group we have
mbic(SL(n,R)) =
⌊
n+ 1
2
⌋
, mbic(SL(n,C)) = 2
⌊
n+ 1
2
⌋
.
To see this, recall that the Weyl group of SL(n,R) can be identified with the symmetric
group Sn with its standard generating set of adjacent transpositions. There is also a
simple description of the Bruhat order on Sn: Define, for any permutation w ∈ Sn and
integers i, j
w[i, j] := |{a ≤ i | w(a) ≤ j}|.
Then w ≤ w′ if and only if w[i, j] ≥ w′[i, j] for all i, j [BB06, Theorem 2.1.5]. So w ≤ w0w
if and only if
w[i, j] ≥ w0w[i, j] = |{a ≤ i | w(a) > n− j}|
for all i, j. Since every root space gα is 1–dimensional and |Ψw| = `(w), mbic(G) is
therefore the minimal word length an element w ∈ Sn has to have such that there are
i, j not satisfying this inequality. We can express this problem in a nice graphical way:
Suppose we have n balls in a row which we can permute. What is the minimal length of
a permutation such that for some choice of i and j, if the first i balls were painted red
before, then after the permutation there are more red ones among the last j than among
the first j?
j j
i
The solution of this elementary combinatorial problem can be seen in the right picture.
At least b(n + 1)/2c adjacent transpositions are needed, and the minimum is obtained
e.g. by choosing i = 1 and j = bn/2c. The argument for SL(n,C) is the same except
that the root spaces gα are 2–dimensional.
Similarly to the nonemptiness proof in [GW12, Theorem 9.1], a bound on the dimension
of the limit set can ensure that the domain is dense or connected.
Lemma 3.23. Let ρ : Γ → G be a ∆–Anosov representation with limit map ξ : ∂∞Γ →
F∆. Then
(i) dim ∂∞Γ ≤ mbic(G).
(ii) If I ⊂W∆,η is a balanced ideal and dim ∂∞Γ ≤ mbic(G)− 1, then Ω(ξ(∂∞Γ), I) ⊂
Fη is dense.
(iii) If I ⊂W∆,η is a balanced ideal and dim ∂∞Γ ≤ mbic(G)− 2, then Ω(ξ(∂∞Γ), I) ⊂
Fη is connected.
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Proof. We can assume that η = ∆ in parts (ii) and (iii) as otherwise we could just lift
to F∆. So let I ⊂W be a balanced ideal. We will calculate the covering dimension of
K = Fη \ Ω(ξ(∂∞Γ), I) =
⋃
x∈∂∞Γ
⋃
w∈I
Cw(ξ(x)).
Since I is balanced, K is a continuous fiber bundle over ∂∞Γ with fiber
⋃
w∈I Cw([1])
(see [ST18, Lemma B.8] for details). Since the dimension can be calculated in local
trivializations and the fiber is a CW–complex, dimK = dim ∂∞Γ + dim
⋃
w∈I Cw([1])
[Mor77, Theorem 2]. To bound the latter dimension, we use that dimCw([1]) = dim Ψw
and that all w ∈ I satisfy w0w 6≤ w. Furthermore, it is easy to check that dim Ψw =
dimF∆ − dim Ψw0w for every w ∈W . So we get the estimate
dim
⋃
w∈I
Cw([1]) = max
w∈I
dim Ψw ≤ max
w0w 6≤w
dim Ψw = dimF∆ −mbic(G). (5)
Now if we assume dim ∂∞Γ ≤ mbic(G) − 1, then dimK ≤ dimF∆ − 1. So Ω must be
dense, as otherwise K would contain an open subset and therefore dimK = dimF∆. This
proves (ii).
For part (iii), we can use Alexander duality [Hat10, Theorem 3.44]: For a compact set
K of a closed manifold M , there is an isomorphism Hi(M,M \K;Z) ∼= Hˇn−i(K;Z) for
every i. Since dimK ≤ dimF∆ − 2, and every Čech cohomology group above the cov-
ering dimension vanishes, we have H0(F∆,Ω;Z) = Hˇn(K;Z) = 0 and H1(F∆,Ω;Z) =
Hˇn−1(K;Z) = 0. So by the long exact sequence of the pair (F∆,Ω) there is an iso-
morphsim H0(Ω;Z) ∼= H0(F∆;Z), i.e. Ω is connected.
Finally, for part (i), we just need a balanced ideal which gives equality in (5). This
always exists: Take w′ ∈ W such that w0w′ 6≤ w′ and which realizes the maximum.
Then the ideal generated by w′ is slim and can therefore be extended to a balanced ideal
I by [ST18, Lemma 3.34] with maxw∈I dim Ψw = dim Ψw′ = maxw0w 6≤w dim Ψw. The
corresponding K then satisfies dimF∆ ≥ dimK = dim ∂∞Γ + dimF∆ − mbic(G), so
dim ∂∞Γ ≤ mbic(G).
Theorem 3.24. Let ρ : Γ→ G be a ∆–Anosov representation with limit map ξ : ∂∞Γ→
F∆ and Λ = ξ(∂∞Γ). Assume that dim ∂∞Γ ≤ mbic(G) − 2. Then every non–empty
cocompact domain of discontinuity in Fη is dense and connected and there is a bijection
{balanced ideals in W∆,η} ↔ {non–empty cocompact domains of discontinuity in Fη}
given by I 7→ Ω(Λ, I) and Ω 7→ I(Λ,Ω).
Proof. Let Ω be a non–empty cocompact domain of discontinuity. By Theorem 3.18
pi−1η (Ω) is a union of connected components of Ω(Λ, I˜) for some balanced ideal I˜ ⊂ W .
But by Lemma 3.23 Ω(Λ, I˜) is dense and connected. So pi−1η (Ω) = Ω(Λ, I˜) and Ω is dense
and connected.
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We have to prove that both maps are well–defined and inverses of each other. If Ω is a
non–empty cocompact domain of discontinuity, then it is a union of connected compo-
nents of some maximal domain Ω˜ ⊂ Fη by Lemma 3.17. Since Ω is dense it equals Ω˜ and
is maximal itself. So by Proposition 3.15 I(Λ,Ω) is a fat ideal and Ω = Ω(Λ, I(Λ,Ω)).
Since Ω(Λ, I(Λ,Ω)) is dense and cocompact, Lemma 3.19 shows that D(Λ, I(Λ,Ω)) = ∅,
and by Lemma 3.20 this is equivalent to I(Λ,Ω) being slim, so I(Λ,Ω) is balanced.
Conversely, if I ⊂ W∆,η is a balanced ideal, then Ω(Λ, I) is a cocompact domain of
discontinuity by the main theorem of [KLP18]. It is dense and thus non–empty by
Lemma 3.23(ii). By the above, I(Λ,Ω(Λ, I)) is then a balanced ideal, and since I ⊂
I(Λ,Ω(Λ, I)), they must be equal.
3.6. A representation into Sp(4,R) with infinitely many maximal domains
In this section, we describe an example of a representation (of a free group into Sp(4,R))
which is Anosov (but not ∆–Anosov) and where the analogue of Corollary 3.16 does not
hold, i.e. there are maximal domains of discontinuity which do not come from a balanced
ideal. In fact, it will have infinitely many maximal domains of discontinuity, which are
however not cocompact. It is unclear whether the cocompact domains for general Anosov
representations can still be classified using balanced ideals.
Let Γ = Fm be a free group in m generators and ρ0 : Γ → SL(2,R) the holonomy of a
compact hyperbolic surface with boundary. Such a representation is Anosov with a limit
map ξ0 : ∂∞Γ→ RP1 whose image Λ0 := ξ0(∂∞Γ) is a Cantor set. We will now consider
the representation ρ = ι ◦ ρ0 into Sp(4,R), where
ι : SL(2,R)→ Sp(4,R),
(
a b
c d
)
7→
(
a1 b1
c1 d1
)
,
with 1 being the 2× 2 identity matrix. Here we chose the symplectic form ω = ( 0 1−1 0 ).
Then ρ is {α2}–Anosov (where α2 is the simple root mapping a diagonal matrix to twice
its lowest positive eigenvalue), but not ∆–Anosov. Therefore, it carries a limit map
ξ : ∂∞Γ→ Lag(R4) to the manifold of Lagrangian subspaces.
The space Lag(R4) admits the following (non–injective) parametrization:
Θ: RP1 × RP1 × RP1 → Lag(R4)
([ ab ] , [
c
d ] , [
e
f ]) 7→
〈
ae
af
be
bf
 ,

cf
−ce
df
−de

〉
.
Θ is a smooth surjective map and the non–injectivity is precisely given by
Θ(p, p, r) = Θ(p, p, r′) and Θ(p, q, r) = Θ(q, p,Rr) ∀p, q, r, r′ ∈ RP1
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with R =
(
0 1−1 0
)
.
The action of A ∈ SL(2,R) on Lag(R4) through ι is just
ι(A)Θ(p, q, r) = Θ(Ap,Aq, r).
This results in the following simple description of the dynamical relations by the ρ–action
on Lag(R4):
Lemma 3.25. Let ∼ be the dynamical relation on Lag(R4) by the action of ρ(Γ). Then
for all x, y ∈ Λ0 and p, q, r ∈ RP1 we have
Θ(p, q, r) ∼ Θ(y, y, r) and Θ(p, x, r) ∼ Θ(y, q, r). (6)
These are all dynamical relations.
Proof. Assume that Θ(p, q, r)
(ρ(γn))∼ Θ(p′, q′, r′) via a sequence (ρ(γn)) ∈ ρ(Γ)N. Passing
to subsequences, we can assume that (ρ0(γn)) ∈ SL(2,R)N is simply divergent with limits
(x, y) ∈ Λ0 and that there are sequences (pn), (qn), (rn) ∈ (RP1)N such that
pn → p˜, ρ0(γn)pn → p˜′, qn → q˜, ρ0(γn)qn → q˜′, rn → r˜,
Θ(p˜, q˜, r˜) = Θ(p, q, r), Θ(p˜′, q˜′, r˜) = Θ(p′, q′, r′).
So p˜ ∼ p˜′ and q˜ ∼ q˜′ via (ρ0(γn)). This either means that p˜ = q˜ = x or p˜′ = q˜′ = y, in
which case the relation is of the first type in (6), or that (p˜, q˜′) = (x, y) or (q˜, p˜′) = (x, y),
which is of the second type.
Conversely, let y ∈ Λ0 and p, q ∈ RP1. Since |Λ0| ≥ 3 we find x ∈ Λ0 \ {p, q}, and
by Lemma 3.12 there is a sequence (gn) ∈ ρ0(Γ)N which is simply divergent with limits
(x, y). Then p
(gn)∼ y and q (gn)∼ y, which proves the first relation in (6). For the second
relation let x, y ∈ Λ0 and p, q, r ∈ RP1. If x = p or y = q then it follows from the first
relation. Otherwise, take a simply divergent sequence (gn) ∈ ρ0(Γ)N with limits (x, y).
Then p
(gn)∼ y and q (g
−1
n )∼ x. This shows the second relation in (6).
Proposition 3.26. Let A ⊂ RP1 be a minimal closed subset such that A ∪ RA = RP1.
Then
ΩA = Lag(R4) \ {Θ(p, q, r) | p ∈ Λ0, q ∈ RP1, r ∈ A}
is a maximal domain of discontinuity for ρ.
Proof. ΩA is open since (RP1)3 is compact and Θ therefore is a closed map.
Assume that there was a dynamical relation within ΩA. Then following (6) it would
either be of the form Θ(p, q, r) ∼ Θ(x, x, r) or Θ(p, x, r) ∼ Θ(y, q, r) with x, y ∈ Λ0 and
p, q, r ∈ RP1. In the first case, Θ(x, x, r) is independent of r, so we can assume r ∈ A,
and Θ(x, x, r) can thus not be in ΩA. In the second case, Θ(p, x, r) = Θ(x, p,Rr) can be
in ΩA only if r 6∈ RA and Θ(y, q, r) ∈ ΩA implies r 6∈ A. But by assumption both can
not hold at the same time.
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Finally, assume that ΩA was not maximal, i.e. there was another domain of discontinuity
Ω ⊂ Lag(R4) with ΩA ( Ω. Let
A′ = {r ∈ RP1 | ∀x ∈ Λ0, q ∈ RP1 : Θ(x, q, r) 6∈ Ω}.
Then A′ ( A and A′ is closed. Since A is minimal among closed sets with A∪RA = RP1,
there has to exist some r ∈ RP1\(A′∪RA′). But since r,Rr 6∈ A′ then there are x, y ∈ Λ0
and p, q ∈ RP1 with Θ(y, q, r),Θ(x, p,Rr) ∈ Ω. But these are dynamically related by
Lemma 3.25, a contradiction.
Through the accidental isomorphism PSp(4,R) ∼= SO0(2, 3) the space Lag(R4) can be
identified with the space of isotropic lines in R2,3. The form of signature (2, 3) restricts
to a Lorentzian metric on this space, which is why it is also called the (2 + 1) Einstein
universe. A detailed explanation of its geometry can be found in [Bar+08, Section 5].
We can use this to visualize Θ and the construction of ΩA above: The limit set ξ(∂∞Γ) ⊂
Lag(R4) is a Cantor set on the line {Θ(x, x, ∗) | x ∈ RP1}. If we take two different
points on this line, described by x, y ∈ RP1, their light cones intersect in the circle
{Θ(x, y, r) | r ∈ RP1}, where r acts as a global angle coordinate. If x, y ∈ Λ0 then every
point on the future pointing light ray emanating from x in a direction r is dynamically
related to every point on the past pointing light ray from y in direction r (the red and
blue lines in Figure 1). So by choosing the set A ⊂ RP1, we decide for every angle
whether to take out from our domain all the future or all the past pointing light rays
emanating from the points in the limit set in this direction.
y
x
Θ(x, y, r)r
Figure 1: The parametrization Θ interpreted by intersecting light cones in Lag(R4). The
vertical line is the set of points Θ(x, x, ∗) containing the limit set.
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4. Representations into SL(n,R) or SL(n,C)
4.1. Balanced ideals
The question for which η ⊂ ∆ there exists a balanced ideal inW∆,η is only combinatorial.
For G = SL(n,K) with K ∈ {R,C} the answer is given by the following proposition.
Theorem 1.6 and its corollaries then immediately follow using Theorem 3.24.
A maximal compact subgroup of SL(n,R) is K = SO(n) and for G = SL(n,C) we can
choose K = SU(n). In either case, a maximal abelian subalgebra a of so(n)⊥ resp.
su(n)⊥ are the traceless real diagonal matrices, and a simple system of restricted roots
is given by {αi = λi − λi+1}, where λi : a→ R maps to the i–th diagonal entry.
Proposition 4.1. Let η = {αi1 , . . . , αik} ⊂ ∆ be a subset of the simple roots of SL(n,K),
with 0 = i0 < i1 < · · · < ik < ik+1 = n. Let
δ = |{0 ≤ j ≤ k | ij+1 − ij is odd}|.
If n is even, a balanced ideal exists in W∆,η if and only if δ ≥ 1. If n is odd, a balanced
ideal exists in W∆,η if and only if δ ≥ 2.
Proof. A balanced ideal exists if and only if the action of w0 on W∆,η by left–mul-
tiplication fixes no element of W∆,η (see [KLP18, Proposition 3.29] or [ST18, Lemma
3.34]). This means that ww0w−1 6∈ 〈∆\η〉 for any w ∈ W . The Weyl group of SL(n,K)
can be identified with the symmetric group Sn with its generators ∆ being the adjacent
transpositions. Assume first that n is even. Then w0 is the order–reversing permutation
and its conjugates are precisely the fixed point free involutions in Sn. So the existence
of balanced ideals is equivalent to every involution in 〈∆\η〉 having a fixed point.
Now observe that 〈∆\η〉 is a product of symmetric groups, namely 〈∆\η〉∼= ∏kj=0 Sij+1−ij ,
and that there are fixed point free involutions in Sk if and only if k is even. So a balanced
ideal exists iff at least one of the ij+1 − ij is odd, i.e. δ ≥ 1.
The same argument works if n is odd, except that the conjugates of w0 are then involu-
tions in Sn with precisely one fixed point (every involution has at least one), and so we
need δ ≥ 2 to have none of these in 〈∆\η〉.
For the action on Grassmannians, Proposition 4.1 specializes to the following simple
condition: A balanced ideal exists in W∆,{αk} if and only if n is even and k is odd. We
can enumerate all balanced ideals for n ≤ 10 using a computer and obtain the following
number of balanced ideals in W∆,{αk}:
k = 1 k = 3 k = 5 k = 7 k = 9
n = 2 1
n = 4 1 1
n = 6 1 2 1
n = 8 1 7 7 1
n = 10 1 42 2227 42 1
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In particular, a cocompact domain of discontinuity in projective space RPn−1 or CPn−1
exists if and only if n is even. Interestingly, these are also precisely the dimensions which
admit complex Schottky groups by [Can08].
4.2. Hitchin representations
Let Γ be the fundamental group of a closed surface. A Hitchin representation ρ : Γ →
SL(n,R) is a representation which can be continuously deformed to a representation of the
form ι ◦ ρ0 where ρ0 : Γ→ SL(2,R) is discrete and injective and ι : SL(2,R)→ SL(n,R)
is the irreducible representation. Hitchin representations are ∆–Anosov [Lab06].
Theorem 3.24 together with Example 3.22 shows that if n ≥ 5 then the cocompact
domains of discontinuity of a Hitchin representation in any flag manifold Fη are in 1:1
correspondence with the balanced ideals in W∆,η. These were discussed in Section 4.1.
For completeness, let us also have a look at the cases n ∈ {2, 3, 4}.
In SL(2,R) the Hitchin representations are just the discrete injective representations.
The only flag manifold is RP1, and since the limit maps ξ : ∂∞Γ → RP1 of Hitchin
representations are homeomorphisms, there can be no non–empty domain of discontinuity
in RP1.
In the case of SL(3,R) there is only a single balanced ideal I ⊂ W . By Theorem 3.18
the lift of any cocompact domain of discontinuity to the full flag manifold F∆ must be a
union of connected components of the corresponding domain, which is
Ω(Λ, I) = {f ∈ F∆ | ∀x ∈ ∂∞Γ: f1 6= ξ1(x) ∧ f2 6= ξ2(x)}.
It is known (see [CG93]) that for any Hitchin representation ρ into SL(3,R) there exists
a properly convex open domain D ⊂ RP2 on which ρ acts properly discontinuously and
cocompactly. The image of the limit map of ρ are then the flags consisting of a point on
∂D and the tangent line of D through this point. The domain Ω(Λ, I) ⊂ F∆ therefore
splits into three connected components: One of them (shown in red in Figure 2) consists
of flags (i.e. a point and a line through it in RP2) with the point inside D. The second
component (blue in Figure 2) are flags whose line avoids D, and the third (green) consists
of flags whose line goes through D but with the point being outside.
Only the red component descends to a domain in RP2, and only the blue one to Gr(2, 3),
each forming the unique cocompact domain of discontinuity in these manifolds. The
cocompact domains in the full flag manifold are any unions of one or more of the three
components.
Finally, let’s have a look at SL(4,R). There are ten balanced ideals in W in this case
(see Section A.1.3), corresponding to ten maximal domains of discontinuity in F∆. By
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Figure 2: The three connected components of the maximal domain of discontinuity in
F∆ for a Hitchin representation ρ : Γ → SL(3,R). One exemplary flag out of
every component is shown, appearing as a point on a line in RP2.
dimension arguments as in the proof of Lemma 3.23 all of these domains are dense and
eight of them are connected. The other two domains are
Ω1 = {f ∈ F∆ | ∀x ∈ ∂∞Γ: f1 6⊂ ξ2(x)}, Ω2 = {f ∈ F∆ | ∀x ∈ ∂∞Γ: ξ2(x) 6⊂ f3}.
The topology of these domains does not change when the representation is continuously
deformed, and from the Fuchsian case we can easily see that Ω1 and Ω2 each have two
connected components, all of which are lifts of domains in RP3 or Gr(3, 4), respectively.
The quotient of one of the components in RP3 describes a convex foliated projective
structure on the unit tangent bundle of S [GW08].
Out of the other 8 cocompact domains in F∆, one descends to the partial flag manifolds
F1,2, F2,3 and F1,3, each. Counting all possible combinations of connected components
separately, we have 14 different non–empty cocompact domains of discontinuity in F∆.
5. Symplectic Anosov representations into Sp(4n+ 2,R)
In this section, we will prove Theorem 1.9, i.e. construct a compactification for locally
symmetric spaces modeled on the bounded symmetric domain compactification. We first
recall some facts on this compactification, which can be found in [Hel79] and [Sat80].
Every Hermitian symmetric space can be realized as a bounded symmetric domain in
some CN . That is an open, connected and bounded subset D ⊂ CN such that for every
point x ∈ D there is an involutive holomorphic diffeomorphism from D to itself which
has x as an isolated fixed point. Concretely, to get the symmetric space Sp(2n,R)/U(n)
we can consider the bounded symmetric domain
D = {Z ∈ Sym(n,C) | 1− ZZ is positive definite} ⊂ Cn(n+1)/2.
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The group of holomorphic diffeomorphisms of D is isomorphic to Sp(2n,R) and acts with
stabilizer U(n). We compactify the symmetric space by taking the closureD in Cn(n+1)/2.
This is the bounded symmetric domain compactification of Sp(2n,R)/U(n).
Instead of working with bounded symmetric domains, we will use an equivalent model
of Sp(2n,R)/U(n), the Siegel space. Let ω be a symplectic form on R2n and ωC its
complexification on C2n. Together with the real structure this defines an (indefinite)
Hermitian form
h(v, w) :=
i
2
ωC(v, w) ∀v, w ∈ C2n.
The Siegel space is the subspace Hn0 ⊂ Lag(C2n) of complex Lagrangians L such that
h|L×L is positive definite.
The correspondence between these models uses the Cayley transform: Regard the sym-
metric complex matrices Sym(n,C) as a subset of Lag(C2n) by mapping X ∈ Sym(n,C)
to {(Xv, v) | v ∈ Cn} ∈ Lag(C2n). The Cayley transform on Lag(C2n) is just the action
of the matrix
eipi/4√
2
(−i i
1 1
)
∈ Sp(2n,C).
It mapsD toHn0 andD toHn0, establishing an equivalence of these compactifications.
More generally, let Hpq ⊂ Lag(C2n) be the set of Lagrangians such that h restricted to
them has signature (p, q), meaning that there is an orthogonal basis with p vectors of
positive norm and q vectors of negative norm (and possibly null vectors). Then
Lag(C2n) =
⊔
0≤p,q≤n
p+q≤n
Hpq,
and the Hpq are precisely the orbits of the action of Sp(2n,R) ⊂ Sp(2n,C) on Lag(C2n).
Furthermore, the map
Hpq → Isn−p−q(R2n), L 7→ L ∩ L
makes every Hpq a fiber bundle over the isotropic (n−p−q)–subspaces with fiber the
semi–Riemannian symmetric space Sp(2p + 2q,R)/U(p, q). In particular, this means
Hn0 = Sp(2n,R)/U(n). A more detailed explanation can be found in [Wie16].
Now let ρ : Γ → Sp(2n,R) be an {αn}–Anosov representation and ξ : Γ → F{αn} =
Lag(R2n) its limit map. Important examples of these representations are maximal rep-
resentations from a surface group Γ = pi1S, if either S is a closed surface, or an open
surface and the boundary elements map to Shilov hyperbolic elements of Sp(2n,R). The
following theorem implies Theorem 1.9:
Theorem 5.1. If n is odd, then there exists a balanced ideal I ⊂W{αn},{αn}. Therefore,
X̂ := Hn0 ∩ Ω(ξ(∂∞Γ), I) = {L ∈ Hn0 | dimC L ∩ ξ(x)C < n/2 ∀x ∈ ∂∞Γ}
is Γ–invariant and the quotient Γ\X̂ is a compactification of the locally symmetric space
Γ\Hn0 = Γ\ Sp(2n,R)/U(n).
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Proof. The Weyl group W of Sp(2n,C) can be identified with the group of permuta-
tions pi of {−n, . . . ,−1, 1, . . . , n} with pi(−i) = −pi(i) for all i. In this identification,
the generator αn negates n and −n keeping everything else fixed, while αk for k 6= n
exchanges k with k+ 1 and −k with −k−1. The longest element w0 negates everything.
Denote by [k] ∈ W{αn},{αn} = 〈α1, . . . , αn−1〉\W/〈α1, . . . , αn−1〉 the equivalence class of
permutations which map exactly k positive numbers to positive ones. Then w0[k] = [n−k]
and [k] ≤ [`] in the Bruhat order if and only if k ≥ `. Furthermore, pos(L,L′) = [k] for
two Lagrangians L,L′ ∈ Lag(C2n) if and only if dimC(L ∩ L′) = k.
If n is odd, then I = {[k] | k > n/2} is a balanced ideal, so
Ω := Ω(ξ(∂∞Γ), I) = {L ∈ Lag(C2n) | dimC(L ∩ ξ(x)C) < n/2 ∀x ∈ ∂∞Γ}
is a cocompact domain of discontinuity for ρ by [KLP18]. Here ρ is regarded as a
representation into Sp(2n,C). But because ρ maps into Sp(2n,R), it preserves Hpq and
therefore also X̂. The quotient Γ\X̂ is a closed subset of Γ\Ω and thus also compact.
Note that this is just a special case of a general principle to construct compactifications
for locally symmetric spaces arising from Anosov representations described in [GKW15]
and [KL18]. However, it is a particularly interesting one as this compactification is
modeled on the bounded symmetric domain compactification for Sp(2n,R)/U(n).
A. Lists of balanced ideals
The description of cocompact domains using balanced ideals often reduces finding them
to enumerating balanced ideals, which is a purely combinatorial problem. This means
we can use a computer to do it. This section shows the resulting lists and numbers in
some potentially interesting cases. The program used to compute them was written by the
author together with David Dumas. It can be found online at https://florianstecker.
de/balancedideals/.
A.1. Balanced ideals in An
Assume the Coxeter system (W,∆) defined by the Weyl group and the restricted roots
of G is of type An. For example, G could be the group SL(n + 1,R) or SL(n + 1,C).
We write ∆ = {α1, . . . , αn} in such a way that αiαi+1 ∈ W is an element of order 3.
The following tables show all balanced ideals in W . For every balanced ideal I, it shows
the subset of ∆ it is left– and right–invariant by. This means that for θ, η ⊂ ∆ the
balanced ideals in Wθ,η are precisely those in W whose left–invariance includes ∆\θ and
right–invariance includes ∆\η. We also show the (real resp. complex) dimension of the
set we have to take out of the F∆ for every limit point, and a minimal set of elements of
W generating I as an ideal.
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A.1.1. Balanced ideals in A1
left–invariance right–invariance dimension generators
∅ ∅ 0 1
A.1.2. Balanced ideals in A2
left–invariance right–invariance dimension generators
∅ ∅ 1 α1, α2
A.1.3. Balanced ideals in A3
left–invariance right–invariance dimension generators
{α1, α3} {α1, α2} 4 α3α1α2α1
{α1, α3} {α2, α3} 4 α1α2α3α2
{α2} ∅ 3 α1α2α1, α2α1α3, α2α3α2
∅ {α1} 3 α3α2α1, α1α2α1, α2α1α3
∅ {α2} 3 α1α3α2, α1α2α1, α2α3α2
∅ {α3} 3 α1α2α3, α2α1α3, α2α3α2
∅ ∅ 3 α3α2α1, α1α3α2, α1α2α3
∅ ∅ 3 α3α2α1, α1α2α3, α2α1α3
∅ ∅ 3 α3α2α1, α1α3α2, α1α2α1, α2α3
∅ ∅ 3 α1α3α2, α1α2α3, α2α3α2, α2α1
A.1.4. The number of balanced ideals in A4
There are 4608 balanced ideals in W , so we cannot list them all. Instead, the following
table shows just how many balanced ideals exist in Wθ,η for any choice of θ, η ⊂ ∆
with ι(θ) = θ. The rows correspond to different values of θ (for example 14 stands for
θ = {α1, α4}) while the columns correspond to η.
1234 123 134 124 234 12 13 14 23 24 34 1 2 3 4
1234 4608 35 57 57 35 2 0 3 0 0 2 0 0 0 0
14 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 12 2 5 5 2 1 0 2 0 0 1 0 0 0 0
One feature stands out: There is only a single balanced ideal in W{α1,α4},∆, and it has
no right–invariances at all. In fact, we have the same situation generally in W{α1,αn},∆
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if W is of type An. For an {α1, αn}–Anosov representation into SL(n+ 1,R) with limit
map ξ : ∂∞Γ→ F1,n, this corresponds to the cocompact domain
Ω = F∆ \ {F ∈ F∆ | ∃x ∈ ∂∞Γ, i ≤ n : ξ(1)(x) ⊂ F (i) ⊂ ξ(n)(x)}
which was also constructed in [GW12, 10.2.3] using the adjoint representation.
A.2. {α1, . . . , αp−1}–Anosov representations into SO0(p, q)
Guichard and Wienhard recently identified an interesting class of surface group repre-
sentations they call Θ–positive representations [GW18]. This includes a family of repre-
sentations into SO0(p, q) with p < q which they conjecture to be a union of connected
components and to be θ–Anosov with θ = {α1, . . . , αp−1}. Here we ordered the simple
roots such that non–consecutive ones commute and αp−1αp has order 4. If this conjecture
is true, balanced ideals in Wθ,η induce cocompact domains of discontinuity of these rep-
resentations. Similarly to the table in Section 4.1, the following table shows the number
of balanced ideals in Wθ,η for η = {αk}, i.e. corresponding to domains in Grassmannians
Isk(Rp,q) of isotropic k–subspaces.
k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7
p = 2 0 1
p = 3 0 1 1
p = 4 0 1 2 2
p = 5 0 1 7 14 3
p = 6 0 1 42 616 131 7
p = 7 0 1 429 303742 853168 8137 21
There is always a unique balanced ideal for η = {α2}. It corresponds to the cocompact
domain of discontinuity
Ω = {V ∈ Is2(Rp,q) | V ⊥ ξ(i)(x)⇒ V ∩ ξ(i)(x) = 0 ∀x ∈ ∂∞Γ ∀i ≤ p− 1}
in the space of isotropic planes.
A.3. {α1, α2}–Anosov representations into F4
There is another exceptional family of Θ–positive representations, which are conjectured
to be {α1, α2}–Anosov in a group G with Weyl group of type F4. This table shows
the number of balanced ideals in W{α1,α2},η for different choices of η. Again, 134 is a
shorthand for η = {α1, α3, α4}.
1234 123 134 124 234 12 13 14 23 24 34 1 2 3 4
12 1270 182 140 66 44 16 18 5 14 6 4 1 2 2 0
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