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In face-to-face group situations, social pressure and orga-
nizational hierarchy relegate the less outspoken into silence,
often resulting in fewer voices, fewer ideas, and group-think.
However, in mediated interaction, such as email, it has been
shown that more people join in the discussion. With this
work, we aim to combine the benefits of mediated com-
munication with the benefits and affordances of face-to-face
interaction by adding a mediated back-channel. We describe
Conversation Votes, a tabletop system that augments ver-
bal conversation with a shared anonymous back-channel to
highlight agreement. We then discuss a study of our design
for groups engaged in repeated discussion. Our results show
that anonymous visual back-channels provide a medium for
the underrepresented voices of a conversation and balances
interaction among all participants.
INTRODUCTION
This work introduces an anonymous visual back-channel as
a cue for spoken conversation. A cue is a non-verbal commu-
nication such as a gesture, a facial expression, body posture,
movement, or tone of voice [17, 19, 20, 29, 30]. Visual cues
can enhance words or make their own statement: the mean-
ing of “I love to work” can be redefined by rolling one’s
eyes [29]. Similar cues allow us to successfully negotiate
social interactions, save face [20], and to coordinate actions
quickly and efficiently [22]. In some cases, such as commu-
nicating feelings, non-verbal and visual communication are
significantly more reliable indicators than the spoken word
alone [30].
Considerable work has investigated the creation and con-
veyance of conversational cues in remote spaces [8, 15, 23,
34]. However, little work has been done in the area of col-
located spaces. It may be argued that face-to-face cues are
adequately expressive, and hence no additional cues are re-
quired. One goal for this work is to enable new back-channel
cues that communicate as effectively as traditional back-
channel cues [32] but at a lowered social cost via anonymity.
When speaking or gesturing, an individual draws attention
to himself and affects his social persona, for better or worse
[19]. The weight of being judged and the stigma associated
with a mistake regulates speakers to silence. As US Presi-
dent Abraham Lincoln said, “It is better to remain silent and
be thought a fool than to speak out and remove all doubt.”
While a person’s image could benefit by adhering to this
advice, the net result encourages silence and reliance on the
rest of the group [24].
Figure 1. Above we see a picture of the Conversation Votes table during
a conversation. The visualization shows interaction of the local social
space, allowing participants to evaluate and adjust their contribution.
By providing direct anonymous input in the form of votes, participants
gain additional back-channels to communicate with other group mem-
bers.
The pressure to conform is less prevalent in anonymous and
asynchronous interactions than face-to-face or group inter-
action [2]. Employees in an organization withhold disagree-
ments from employers in face-to-face meetings that they will
divulge via email [34]. Withholding of vital information
can have dire effects for the group. For example, the com-
munication protocol between NASA and their contractors
discouraged individuals from challenging consensus and has
been cited as a factor in the Columbia space shuttle disaster
[18]. With this in mind, we aim to create a shared anony-
mous medium where group participants interject personal
perception into a conversation through a shared visualiza-
tion. The group visualization, in essence, becomes the back-
channel for representing these cues for those without the
opportunity or inclination to interrupt conversation (Figure
1).
In the following sections, we will discuss previous work
in face-to-face interaction, group awareness, and aural aug-
mentation. We next describe the Conversation Votes visual-
ization, focusing on design aspects for audio depiction and
anonymous feedback in a face-to-face setting. This is fol-
lowed by a study of the Conversation Votes that addresses
questions of how participants utilize the visualization to un-
derstand their co-located peers. We conclude by discussing
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Figure 2. The Conversation Votes table interface allows participants to see their interaction and vote to highlight salient moments in conversation.
The most current interaction is highlighted by the larger horizontal central history. To provide a longer historical context, more distant minutes are





our results that show the underrepresented viewpoints be-
come salient with a new anonymous ‘visual voice.’
RELATED WORK
Work related to Conversation Votes covers a wide range of
areas. We briefly touch on three broad areas that are most
relevant: Face to face interaction, group awareness, and au-
ral augmentation.
Face to Face
Face-to-face, people unconsciously perceive subtle cues re-
lated by gesture, body language, and tone [21, 22]. Ethno-
graphical results of the London Underground demonstrate
the keen ability to monitor subtle cues such as moving their
work into a public space or speaking slightly louder to be
sure others can hear. People actively use the same subtle
cues to signal and pass information others might find useful.
Cues are also a significant part of everyday social ritual
[19, 20]. A conversational exchange includes a number of
formalities and common practices irrelevant to information
exchange but necessary to remain socially acceptable. For
example, both visual and aural attention are demanded in
conversation. Visually attending to one’s watch or surround-
ings signals the desire to separate. If these cues are noticed,
parties can separate amiably while ignoring the cues leads
to a bored listener and the stigma of being a dull conversa-
tionalist. These interaction rituals allows people to negotiate
back-channels and tactfully save face in most situations.
Though social protocol developed in all cultures to main-
tain face, interaction patterns shift with each group [35, 36].
An individual might use different body cues, word choice,
and style in groups varied over status, age, experience, skill
set and cultural norms. Whereas one might be extremely
talkative and affable in a group of coworkers, the same per-
son can become silent in the presence of a boss or manager.
This group context affects the interpretation of cues.
Conversation Votes, leverages the idea of visual cues in the
interface. Cues remain interpretable and subtle, as is body
language, while giving participants explicit opportunity to
signal. Computer mediated communication includes effec-
tive cues, such as emoticons, as similar back-channels when
face-to-face is not available. With Conversation Votes we
are not trying to eliminate or replace the face-to-face ele-
ment, but to provide that extra back-channel in face-to-face
interaction.
Group Awareness
DiMicco examined the effects of shared displays on small
group interaction. Small groups met to discuss and solve
problems posed by the investigators. During the meeting,
contribution levels were labeled in a shared visualization
as over-participating, participating, and under-participating.
Utilizing this snapshot of contribution, participants found
themselves seeking a balanced and equal conversation [13].
In a following work, a suite of conversation visualizations
that allowed participants to gain insight into their interaction
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after the session concluded [12]. Post meeting displays, de-
signed to include the conversation history, were found to be
more informative for the group.
A focus group is a common marketing research tool to un-
derstand group perception. In the group, individuals are
asked to respond to a topic, advertisement, or policy. During
recent debates, focus groups were monitored and aggregated
in real-time to provide feedback for television viewers [10,
33]. Focus group members gauged their emotions of ap-
proval and disapproval via handheld dials. However, this
feedback was not visible to those providing the feedback or
those speaking. Conversation Votes provides shared percep-
tion feedback to all members of the group during a conver-
sation.
Using anonymous feedback, the issue of trusting the signal
becomes more important. With fewer repercussions for cre-
ating animosity, an anonymous signal can be used to create
discord for no reason other than to produce a juvenile ar-
gument [16]. In Conversation Votes we use collocation and
mutual accountability to keep the anonymous signals mean-
ingful. People are more trusting and cooperative with known
individuals [9, 31]. The cues gathered from the visualization
can be evaluated with knowledge of the body language and
interactive cues of all present.
Collocated and remote groups benefit from cues through
heightened group awareness. In collocated programming
environments, shared displays highlight changes and conflict
in a development group [7]. This visual feedback allows the
collocated groups to be more agile in their process: develop-
ers saw when they were both editing the same file or related
files and could coordinate their changes more appropriately.
In a remote setting, interfaces re-establish status cues that
enable effortless coordination when face-to-face. Status cues
have been used to indicate a remote presence, the desire
to speak in a teleconference, or to indicate confusion in a
meeting [14, 39].
We explore group awareness in a collocated setting with a
mixture of explicit feedback and anonymous cues. Con-
versation Votes simultaneously presents the aural interaction
history annotated with perception cues.
Aural Augmentation
Audio is experienced serially, one word and one sound after
another. In searching through archived audio, finding a spe-
cific segment of desired information can require review of
all recorded audio. In research, some have sought to provide
tags to index important moments for later review, a method
similar to random access [11]. Others have sought to hasten
aural review by speeding up the playback speed, removing
silence, and providing automatically generated transcripts
[1, 37, 38].
Rather than focusing entirely on word content, others pro-
vide a visual display to augment the aural contribution [15,
25]. Visiphone displayed a synchronous continuous depic-
tion activity in each remote space by monitoring the volume
at each end and combining them into a common visualiza-
tion. As conversational dominance was one of the most cited
observations in Visiphone, it was recommended for use in
marriage counseling sessions as a demonstration tool.
The Conversation Clock provided a real-time and historical
view of collocated group interaction [3, 4, 5]. Providing
a persistent history of the conversation, the Conversation
Clock produced augmented visual cues of conversation dom-
ination, interruption, turn taking, mimicry, and more based
solely on the aural input of participants. Using this visual-
ization, participants reported increased awareness of conver-
sational patterns and found the visualized history revealed
patterns that were otherwise undetected [4].
Audio augmentation and visualization has been explored in
artistic works focused on collocated audio and the interac-
tion of sound [27, 28]. These works use aural input to create
continually changing visualizations. For example, Levin’s
work In-situ detects phonemes and produces depictions of
each based on the aural characteristics of any utterance.
These works demonstrate the benefit visualization provides
in understanding audio and interaction. Conversation Votes
cues act as powerful tags to visually annotate audio during
conversation. While we do not include text, transcripts, and
speech recognition in our visualizations, the annotated vi-
sualization salient moments of conversation are highlighted
through participant feedback.sfeedback.
CONVERSATION VOTES
Conversation Votes falls in a category of visualization called
social mirrors [3, 4, 5]. Much like a traditional mirror, a
social mirror allows us to evaluate and then alter our appear-
ance to others. In the visualization we see a shared persistent
image of all participants’ interaction simultaneously. Social
mirror visualizations present a third person view of inter-
action allowing direct comparison between oneself and all
others at the table.
The Conversation Votes visualization annotates aural activ-
ity with explicit voting feedback on the tabletop display. By
blending the two, the graphical visualization demonstrates
a social opinion of the conversation and an indication of
salient moments for later reference. We see the anonymous
back-channel as a medium for those with less social standing
to offer their opinions [34]. In large groups, conference calls,
or public meetings there is not always the opportunity for all
to speak; participation favors those with higher social rank.
Electronic media, like email, even out this skewed participa-
tion [34], and anonymity in online forums further lowers the
the social cost of entry into conversation [26]. While in some
circumstances, anonymous feedback channels invites abuse
[16], the collocated nature and social norms of conversation
encourages a vested interest in sending appropriate back-
channel signals.
Conversation Votes extends the social mirror framework de-
scribed in [4]. As a social mirror it provides a real-time





Figure 3. The picture above shows the progression of the central his-
tory. Each second, a new sample is taken and appended to the leftmost
end of the progression. All bars in the progression slide to the right to
make room. Additionally, the results of anonymous voting are made
apparent. Rectangles are lengthened and saturated to highlight a pos-
itive vote. Dotted rectangles mark the time a vote took place. Finally,
simultaneous speech can be seen above, as multicolored samples.
conversation. The visualization presents a structured time-
line that highlights speech and voting activity integrated into
the physical environment. Individuals can access additional
knowledge and the cues in a small group without drawing
visual attention away from the group.
The Timeline and History
In designing a table visualization integrated into conversa-
tion, we aim to convey the most important information at a
glance. Our structured timeline highlights the most recent
past while summarizing interaction history.
The Conversation Votes visualization presents the passage of
time as a sequence of rectangular bars. The length of each
rectangle represents the average audio sample for a single
second. As shown in Figure 3, rectangular samples progress
through the table’s center. This center progression shows
one minute of elapsed conversation. Its central location on
the table provides a detailed view of the interaction most
recent in history.
Either side of the center progression depicts older minutes
in the conversation (Figure 2). Details are smaller and less
visible, allowing participants to get a higher level view of
who talks, how long people talk, and who received votes.
The history stacks accumulate to 16 minutes, each stack
consisting showing one minute of samples. The leftmost
stack of rectangles in our images indicate the most current
minute. The full history is replicated above and below the
central progression, making it easily visible from any seat at
the table. As each minute ends, all completed minutes slide
over to make room for a new minute (Figure 4). The time-
line and history provide the structure to view the individual
contributions that make up conversational cues.
Contribution and Voting
t=0s t=23s t=42s
Figure 4. This close up of the historical stacks demonstrates how they
move over time. Each line of samples represents a single minute of time,
the most recent picture furthest to the left. As more samples come in,
the first line increases until the minute is complete. The line then moves
to the right to make room for the next minute.
Figure 5. The voting button pictured above is a handheld plate with
a colored circle indicating where to push. The button could be held
discreetly under the table. There was no tactile feedback in this button,
a light press was sufficient to vote and alter the visualization.
Conversation Votes shows conversational interaction by not-
ing who spoke when and for how long. Individual micro-
phones monitor each speaker, and unique colors identify
each microphone in the visualization. With no votes, the
visualization provides a color coded view of who spoke in
the conversation. The initial uniform length and constant
size of bars are identical for every speaker.
While the visualization automatically captures a conversa-
tion’s aural features, it relies on the participants’ votes to
highlight a salient moment and provide feedback. Partici-
pants cast positive votes and negative votes (Figure 5) at any
time during the conversation to indicate approval or disap-
proval respectively. A positive vote increases the size of the
sampled bars while a negative vote has the opposite effect
on the same set of samples. Additionally, a positive vote
brightens the colored interior of the bar while a negative
vote causes the color to fade into the background. The vote
influences adjacent bars to provide a greater visual impact
while acknowledging the difficulty in pressing a button at
the exact moment an utterance occurs. While a vote will al-
ways occur after the exact instance that inspired a participant
to vote, adjacent bars are adjusted in both directions under
the assumption that salient moments of conversation are not
limited to a single instant.
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Voting buttons can be held in one’s hand discreetly and
pressed with little effort. Participants encourage or discour-
age the current speaker by providing positive indications to
continue or negative feedback as a cue to yield the floor. By
using his or her two buttons, each listener alters the represen-
tation of the current speakers. A viewer sees which speak-
ers provided a greater positive contribution to conversation
by examining the full history. Larger and more saturated
bars distinguish positive contribution at a glance. In our
pilot study, participants found negative votes hurtful. Some
voiced their concern about the animosity created. No one
wanted to end his or her utterance on a negative note when
in such a small group. These same participants agreed that
it might be much more useful in larger, room-filling, groups
and crowds. For this reason, we removed the negative voting
button for our full study.
Simultaneous Speakers
Moments of simultaneous vocalization, indicating excite-
ment, agreement, or contention, proved to be among the
most salient aural features portrayed by the Conversation
Clock [4]. We incorporated this visual cue into Conversation
Votes by showing the two loudest active speakers in each
sample bar. The speaker with greater volume determines the
color of the outer bar while embedded rectangle represents
the second speaker (Figure 3). Previously, overlapped bars
would indicate relative amplitude of each speaker. As the
bar length is no longer indicative of amplitude, the decision
to only show two speakers makes the visualization more leg-
ible.
QUESTIONS
With this work, we address the following questions:
Q1 Do anonymous back-channels encourage less talkative
members to provide more feedback?
Q2 Does receiving votes change a person’s interactions?
Q3 Will conversations still tend toward balanced contribu-
tions with positive feedback visualized?
Q4 Does the visualization adequately convey how partici-
pants view conversation?
USER STUDY
In order to evaluate the Conversation Votes visualization, we
gathered 24 volunteers (13 male / 11 female) to meet in 6
groups. Participants were solicited from around the cam-
pus, but consisted predominately of undergrad and graduate
students in engineering disciplines. We asked each group
to meet once in the HCI Lab and take part in three debates
amongst themselves.
The four participants of a group sat at our rectangular ta-
ble. Participants sit two per side on the long side, taking
advantage of the bilateral symmetry. Prior to beginning the
study, lapel microphones were clipped to each participant’s
collar before calibrating the microphone sensitivity. Partic-
ipants were also given a single button and told to indicate
their approval and encouragement of the current speaker by
pressing it. As there is little sensory feedback when pressing
the buttons, all participants first tested a button press before
beginning the session.
Sessions
A full session lasted about 1.5 hours and consisted of three
15 minute mini-session debates. In order to provide a base
level of activity for comparison, the first mini-sessions were
conducted without the visualization projected. In this ses-
sion, participants were not aware of the visualization’s ap-
pearance and voted knowing only they were marking posi-
tive moments in conversation. The second mini-session be-
gan with a demonstration of the previous topic’s visualiza-
tion, an explanation of how conversation was depicted, and a
live demonstration. The visualization was projected onto the
table for the duration of the topic (Figure 1). The final mini-
session was without the visualization to offer a comparison
with the baseline.
Topics for each mini-session were chosen from a collection
of debate topics for youth debate groups that would be famil-
iar and easily understood by most participants. The debate
nature of the discussion was to provoke a more confronta-
tional style of conversation and included the topics below:
• Should the age at which people gain the right to vote be
lowered to 16?
• Should the Government introduce identity cards and re-
quire each citizen to carry one?
• Should smoking be banned in public places?
Debate questions were assigned prior to each mini-session,
and each group received a unique ordering from the six po-
tential orderings. In case they were not familiar with the
topic, all participants received a summary of arguments for
and against each topic. Participants were free to argue either
side of the issue, explore a topic, and switch sides during
discussion.
Recorded Data
For each mini-session, we logged the aural activity and but-
ton presses used to generate the Conversation Votes visual-
ization. Additional information was collected in the form of
surveys and videotape. For our analysis, we focused on the
following direct and derived measurements:
Leads: For each sampled segment of audio, the loudest
individual after calibration was taken to be the leader of the
conversation at that moment. To calculate the lead mea-
surement over the full conversation, we added all samples
that a participant led in a mini-session. We normalized this
measurement by time to generate comparable values across
all groups.
Turns: Using the logged output of the Conversation Votes
visualization, we counted turns based on the lead speakers.
As we did not want to include back-channels such as “yeah”,
and “mmhmm” as turns, each turn consisted of at least two
seconds of contribution. The turn continues until a different
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speaker assumes the lead. The count was normalized as turns
per minute.
Turn Length: An extension of the last measurement, turn
length was an average of all turns a participant took in a
mini-session.
Votes: Every vote a participant casts was logged and
counted. This measurement indicated the number of times
a single participant voted per minute.
Voting Effect: The visual “bump” a participant receives is
called the voting effect (Figure 6. Voting effect can be cal-
culated as the increase of a participant’s graphical rendering
from a baseline of no votes. This measure is normalized by
the total amount spoken.
Likert Scale Data: To measure individual perspective on the
conversation, mini-sessions concluded with the same brief
questionnaire. We presented participants with three seven
point Likert Scales to measure how adequately everyone’s
viewpoints were represented, how comfortable participants
were in the discussion, and how much their opinion was
altered due the discussion. Additionally, we asked all partic-
ipants to notate the degree of contribution each group mem-
ber made to the conversation.
The second session questionnaire includes an additional
set of seven point Likert scales to investigate the visual-
ization awareness, visualization accuracy, level of voting
anonymity, and degree of altered participation due to the
visualization.
Contribution Estimate Error: As part of the survey follow-
ing each mini-session, participants were asked to estimate
the contribution of each individual by noting a percentage
representing each participant’s contribution. We compared
this attribution to the logged lead data to calculate the abso-
lute estimation error. The Contribution Estimate Error was
the average of all estimate errors made by a participant.
Results
Overall, our investigation demonstrates anonymous voting
creates an effective backchannel to enable some, though not
all, to better assert themselves in conversation. Though this
group was not the less talkative members that we expected,
the group that voted was composed of a less satisfied con-
tingent in the conversation. And while conversation became
Figure 6. Here we see the full contribution of one vote in the visual-
ization. The change in size, indicated by the darker color above and
below, demonstrates the difference a single vote makes. We then divide
by the unweighted contribution. This is the voting effect.
Measure F value p value
Leads F = 0.25 p < 0.79
Turns F = 1.00 p < 0.39
Turn Length F = 3.68 p < 0.04
Votes F = 0.65 p < 0.54
V. Effect F = 1.04 p < 0.37
Represented F = 2.13 p < 0.14
Comfortable F = 0.55 p < 0.59
Opinion F = 0.25 p < 0.79
Error Est F = 3.10 p < 0.063
Table 1. A linear mixed effects model was fit to the data sets to examine
overall changes.
more balanced across all participants, the voting participants
were seen to increase their influence and contribution.
To investigate our hypotheses, participants were classified
and divided for comparative analysis. Similar to prior work,
groups are divided based on aural participation; Heavy con-
tributors spoke more than the leads per minute median value
while light contributors spoke below that same threshold. To
explore voting, participants were grouped into active voters
and less active voters to examine how the voted and divided
into heavily supported and lightly supported based on the
visual effect of received votes. These divisions were de-
termined by the median votes per minute value and median
voting effect value in the initial mini-session.
We begin the analysis by discussing the overall changes in
measures over time before continuing with the comparison
of our imposed splits. Qualitative feedback is interspersed
to provide participant perspective on their interactions.
We fit our data to a Linear Mixed Effects Model with a re-
peated visualization condition to investigate the main effects
using measures of conversation leads, turns, turn length,
votes, voting effect, reported representation, reported com-
fort level, reported change of opinion, and estimated error as
factors. To investigate Q1-Q4 posed earlier, the model in-
cluded variables indicating splits defined above. Our model
also included the hierarchical relationship of participants in
groups to account for natural variances that occurred be-
tween groups.
As can be seen in Table 1, Conversation Votes produced only
modest changes to behavior over all participants. The only
significant difference was in the changing of turn lengths
(F = 3.68, p < 0.04). Follow-up investigation reveals
that turn lengths decreased in the final mini-session. Error
estimation also approached significance, indicating that peo-
ple are modestly better at estimating contribution when they
have a visual representation available. Surveys presented
during the visualization session indicated stronger changes
that these initial results reveal. Participants noted that both
their own and others participation were altered from the pre-
vious session (Table 2). This does turn out to be the case,





















Figure 7. Heavy and Light Contributors tended toward a balanced
conversation in the visualization condition.
Few differences could be found, outside of the defining char-
acteristic, by making comparisons between the splits across
all sessions. Heavy participants tended to speak about 9
seconds more per minute than the less active participants
(F = 38.83, p < .001) and take an additional turn every two
minutes (F = 19.833, p < 0.001). Active voters pressed
their buttons an additional time every 2 minutes (F = 13.47,
p < 0.001), and heavily supported participants received
10% more increase in visual prominence than did the re-
maining participants (F = 11.69, p < 0.002). However,
we see many more interesting difference when the splits are
examined over the course of the session (Table 3).
The first split, between heavy and light participants, is mo-
tivated by previous work demonstrating visual feedback of
group activity tends to balance contribution [6][13]. Our
results with the Conversation Votes supports that finding
(F = 5.42, p < 0.012). Participants noted a change in their
debate, stating “[it] more evenly dispersed conversation. I
was less likely to interrupt.”
Individually, participants paying attention to their own con-
tributions were compelled to change in different ways. Some
felt they were dominating, “I monitored my amount of talk-
ing a bit because I saw a lot of my color showing up.”
Whereas lighter participants tried to chime in more, “I spoke
when I noticed I hadn’t in a while.” Figure 7 highlights the
drive to equal contribution, participants’ leads converge in
the second mini-session and diverge, though not as quickly
Measure Low (1) Result High (7)
Altered You Not at All 3.38 Significant
Altered Others Not at All 3.38 Significant
Anonymous Not at All 5.08 Significant
Comfortable Voting Not at All 4.33 Significant
Look at Vis Rarely 5.16 Often
Encouraged to Speak Less 4.00 More
Table 2. The above table summarizes the results of the second session
likert- scale survey. We see that participants reported being somewhat
altered in their interaction and noticing alteration in others.
Measure F value p value
Comparison between Heavy and Light Participants
Leads F = 5.42 p < 0.012
Turns F = 2.32 p < 0.13
Turn Length F = 0.21 p < 0.82
Votes F = 1.08 p < 0.36
V. Effect F = 0.30 p < 0.75
Represented F = 0.14 p < 0.88
Comfortable F = 0.64 p < 0.54
Opinion F = 0.91 p < 0.42
Error Est F = 0.23 p < 0.80
Comparison between Active and Less Active Voters
Leads F = 5.35 p < 0.013
Turns F = 6.54 p < 0.006
Turn Length F = 0.55 p < 0.59
Votes F = 1.12 p < 0.35
V. Effect F = 0.48 p < 0.63
Represented F = 4.45 p < 0.021
Comfortable F = 0.05 p < 0.96
Opinion F = 0.25 p < 0.79
Error Est F = 0.04 p < 0.96
Comparison between the Heavily and Lightly Supported
Leads F = 2.85 p < 0.080
Turns F = 0.42 p < 0.67
Turn Length F = 1.08 p < 0.36
Votes F = 2.79 p < 0.087
V. Effect F = 0.03 p < 0.98
Represented F = 1.02 p < 0.38
Comfortable F = 0.59 p < 0.57
Opinion F = 0.63 p < 0.54
Error Est F = 0.65 p < 0.54
Table 3. Splitting the participant groups on three different vari-
ables, the linear mixed effects model highlights the differing interaction
emerging from our split categorizations across the visualization condi-
tions.
from the second to third. Overall, the visualization encour-
ages a more equitable distribution of contribution and can be
considered a balancing element in conversation.
An even more interesting story is told when examining dif-
ferences between active and less active voters (Table 3). Un-
like the balancing seen in the previous split, when active vot-
ers can see the results of their votes they drastically increase
their lead in the conversation, diverging from the non-voters
(F = 5.35, p < 0.013). Looking at Figure 8, we see that
both groups are essentially equals in leading conversation
with no visualization present, but active voters speak about
30% more than less active voters with the visualization.
These same active voters reported better representation of
opinions when the visualization was shown (F = 4.45,
p < 0.021). Seen in Figure 9, active participants were sig-
nificantly less satisfied than their less active counterparts that
conversation was providing a full representation of view-


















Figure 8. Though similar contributions were seen without the visualiza-
tion, active voters increased their contribution while less active voters























Figure 9. This graph shows that the most active voters did not feel
representation was comparable until the visualization was present in
mini-session two.
been better utilized with a larger vocabulary of signals. One
participant stated a negative vote would be particularly use-
ful because he looked when he wanted to move on and “felt
someone was talking too much.” Though the channel was
limited, the visualization allowed this group of active voters
not only to speak more, but to feel more satisfied with the
group discussion.
Surprisingly, though voting enables activity and makes par-
ticipants feel better about the debate, receiving a vote made
little difference in our quantitative results. However, it in-
spired the most conversation amongst the participants.
“You could see when the others agreed with you, so it
encouraged you to continue talking.”
“I could get a visual grasp of argument/conversation
successes (i.e. winning others over).”
“[I would] check if others were agreeing with the point
presented (not necessarily by me).”
In spite of our participants receptive comments, the last split
examining the heavily and lightly supported shows no sig-
nificant differences, only two notable differences. These
notable differences in leads (F = 2.85, p < .080) and votes
(F = 2.79, p < 0.087) fall in line with the above quotes.
However, a larger testing pool is needed to confirm those
receiving votes become more talkative and more apt to vote
during the Conversation Votes sessions.
DISCUSSION
The results demonstrate that a conversation visualization
with a voting back-channel can influence conversation and
perception. Below is a brief summary of highlights from the
qualitative and quantitative highlights, noting how it relates
to our original four questions.
Opening a back-channel: With Q1, we sought to show an
anonymous back-channel offered an outlet for those reluc-
tant to speak up. We had expected the light contributors
would utilize the back-channel while heavy contributors fa-
vored speaking. However, our results do not show a sig-
nificant difference in the voting patterns of heavy and light
contributors.
Instead what we see is a population of active voters empow-
ered by the use of feedback in the conversation. These voters
increased their participation over the less active voters in
the second mini-session (Figure 8) while at the same time
indicating opinions across the group were better represented
(Figure 9). Qualitative feedback also indicates the voting
helped understanding of the group to better craft their argu-
ments.
These results present an interesting counter interpretation
as well. The non-voters, who felt adequately represented
in the non visualization sessions were usurped by the ac-
tive voters. While the non-voters did drop in participation
(Figure 8) their drop in representation falls well within the
standard error bars (Figure 9). Indicating that though they
were speaking less, they still felt the group’s opinions were
adequately represented. The back-channel did not serve the
purpose we had thought it would, but it did create a new
medium to better shape conversation contribution.
Participants strive for balance: The social mirror encour-
ages people to have a balanced conversation as posed in
Q3. Previous work found significant change towards balance
when conversation is visualized. Presenting perceived con-
tribution as opposed to raw data did not change this effect.
Participants have commented on seeing who leads the con-
versation and often comment on their own contribution. We
believe this automatic regulation is derived from the com-
bined interest in watching oneself and salience of monitoring
domination in the visualization. Heavy participants report
backing off because of the obvious disparity while lighter
participants report speaking up so some of their contribution
is seen in the history.
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However, we cannot claim that a balanced conversation is a
necessary goal of good conversation. A balanced conver-
sation might be a result of silencing a more informed or
provocative speaker. Further study is necessary to inves-
tigate the definition of quality in conversation, though our
results for Q1 and opening a back-channel indicate that the
balance did not lessen the quality of group conversation.
Awareness of Self and Others: With the visualization, par-
ticipants reported being significantly more aware of others’
contributions. They reported checking the visualization for
agreements and approval of points. The visualization be-
came a testing ground for ideas and feedback into one’s suc-
cess within the rest of the group. Participants also reported
checking for reactions in response to other people’s points.
For Q4, we argue the visualization does adequately convey
how participation view conversation.
The Voice of the Voter: The heaviest voters were less sat-
isfied with the overall representation of ideas. Their vot-
ing could indicate pressure toward other topics. As one
participant stated, the vocabulary of feedback needs to be
expanded. While we removed negative votes for our study,
our quantitative and qualitative results support an expanded
set of cues. We have shown the visualization provides the
necessary back-channel to send cues anonymously, however,
the voters desired a back-channel with more than just the
positive vote.
Social Mirror Karma: In examining Q2, we cannot defini-
tively say receiving votes changed a person’s interaction; our
numbers are not strong enough to be certain. However, com-
bined with the qualitative feedback, we hypothesize what
further work might show.
Heavily supported individuals can be shown to be more
talkative and more active in voting when visual feedback
is present. While a participant mentioned the possibility
of gaming the system by anonymously voting for himself,
an examination of the logs does support this theory. Par-
ticipating in the conversation and being active in the social
mirror seem to correlate with receiving more votes from the
remaining participants, in a sense one must give in order to
receive.
From our own observation we posit both receiving and cast-
ing votes are influenced by engagement in the conversation.
A participant in conversation is likely to speak more and
vote more when a topic is close to his or her knowledge or
interest, encouraging them to influence the social mirror to
support their ideas. Future work should consider measuring
prior knowledge and taking it into account.
CONCLUSION
Conversation is about more than relaying words. Rather than
focusing on the recreation of face-to-face cues in a remote
space, our work encourages the exploration of beneficial
augmentations for collocated spaces.
We have shown that anonymous back-channels are used to
better understand a group and balance participation while
conversing. Participants responded in debates based on the
feedback they received from the table and reported a height-
ened awareness of others opinions and their own interaction.
Further, we have shown that the heaviest voting block are
those who feel conversation is not adequately representing
all viewpoints. Though our feedback is limited in vocab-
ulary, Conversation Votes is our first step in enabling the
underrepresented voices to be heard in a collocated setting.
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