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Abstract
The self-exciting Hawkes process is widely used to model events which occur in
bursts. However, many real world data sets contain missing events and/or noisily
observed event times, which we refer to as data distortion. The presence of such
distortion can severely bias the learning of the Hawkes parameters. To circumvent
this, we propose modelling the distortion function explicitly. This leads to a model
which has an intractable likelihood function which makes it difficult to deploy
standard parameter learning techniques. As such, we develop the ABC-Hawkes
algorithm which is a novel approach to estimation based on Approximate Bayesian
Computation (ABC) and Markov Chain Monte Carlo. This allows the parameters
of the Hawkes process to be learned in settings where conventional methods induce
substantial bias or are inapplicable. The proposed approach is shown to perform
well on both real and simulated data.
1 Introduction
Hawkes processes (Hawkes, 1971) are a class of point processes that are used to model event data
when the events can occur in clusters or bursts. Typical examples include earthquakes (Omi et al.,
2014), stock transaction (Xiao et al., 2017), and social media data (Blundell et al., 2012; Mei and
Eisner, 2017).
The Hawkes process is defined by a conditional intensity function λ(·) which controls the probability
of events occurring at each interval in time, based on the previous history of the process. Typically
λ(·) is assigned a parametric form which allows for a relatively straightforward estimation using
maximum likelihood or Bayesian methods (Veen and Schoenberg, 2008; Rasmussen, 2013). Alterna-
tively, nonparametric estimation of the intensity function has been proposed using a wide variety of
techniques including LTSM neural networks (Mei and Eisner, 2017) and GANs (Xiao et al., 2017).
Typical applications of the Hawkes process assume that the entire history of events has been accurately
observed. However, many real world applications suffer from missing data where some events are
undetected (Mei et al., 2019), or from noisy data where the recorded event times are inaccurate
(Trouleau et al., 2019). We refer to this as data distortion which can occur for several reasons. For
example, in earthquake catalogues it is well known that the occurrence of large earthquakes has a
masking effect which reduces the probability of subsequent earthquakes being detected for a period
of time (Omi et al., 2014). Alternatively, event data may simply not be available for a certain interval
of time, such as in a terrorism data set considered by Tucker et al. (2019).
Distorted (e.g. missing or noisy) data causes serious problems for Hawkes processes. If the model
parameters are learned using only the observed data then the estimation of λ(·) may be severely
biased. As such, a principled learning algorithm needs to consider the impact of the distortion. So
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far, there has only been limited work on learning Hawkes processes in the presence of distorted data.
The main exception to this is when the distortion takes the form of gaps in the observations where
no events are detected at all (Shelton et al., 2018; Le, 2018). In this context, Tucker et al. (2019)
develop a Bayesian estimation algorithm which uses MCMC to impute missing events, and a similar
approach is proposed in Mei et al. (2019) using particle smoothing. In Linderman et al. (2017),
the true generating process is viewed as a latent variable, which can be learned through sequential
Monte Carlo techniques. Other examples look at specific instances of censored (Xu et al., 2017) or
asynchronous data (Upadhyay et al., 2018; Trouleau et al., 2019) for Hawkes processes.
In this paper, we present a more general approach to estimate Hawkes processes in the presence of
distortion, which can handle a much wider class of distortion scenarios, including the case of gaps
in the observed data, the case where there is a reduced probability of detecting events during some
time period, and the case of noise in the recorded observation times. Our approach assumes the
existence of a general distortion function h(·) which specifies the type of distortion that is present.
The resulting Hawkes process likelihood is computationally intractable, since the self-excitation
component involves triggering from the undetected and/or noisy events. To solve this problem,
we propose a novel estimation scheme using Approximate Bayesian Computation (ABC) (Marin
et al., 2012) to learn the Hawkes intensity in the presence of distortion. The resulting algorithm,
ABC-Hawkes, is based on applying ABC using particular summary statistics of the Hawkes process,
with separate convergence thresholds for each statistic.
The paper is organised as follows. In Section 2 we introduce the Hawkes process and the distorted
data setting. Section 3 summarises ABC and introduces the ABC-Hawkes algorithm for parameter
learning in the presence of distorted data. Section 4 provides experimental results using Twitter data
and simulations. We finish with a discussion of our work and contributions, as well as comments on
future research. The R code for our analyses can be found in the supplementary material.
2 Problem Overview
In this section we define the Hawkes process and propose the implementation of distortion functions.
We highlight the problem arising from missing or noisy events, which causes the Hawkes likelihood
function to become computationally intractable.
2.1 Hawkes Processes
The unmarked Hawkes process introduced by Hawkes (1971) is a self-exciting point process of
event times Y = (ti)Ni=1. The occurrence of events causes a short-term increase in the underlying
point process conditional intensity function λ(·), known as self-excitation. This naturally produces
temporal clusters of events, and it is hence an appropriate model for events which occur in bursts.
More formally, a Hawkes process is defined on the interval [0, T ] is a point process with a conditional
intensity function:
λ(t|θ) = λ0(t) +
∑
i:t>ti
ν(ti) (1)
Here, λ0(t) > 0 is the background intensity which defines the equilibrium rate at which events occur.
The excitation kernel ν(t) > 0 controls how much the intensity increases in response to an event at
time t. Typically, the excitation kernel is monotonically decreasing, so that more recent events are
more influential. The choice of kernel varies from application to application. A typical choice for an
unmarked point process is the exponential kernel (Blundell et al., 2012; Rasmussen, 2013; Shelton
et al., 2018):
ν(t) = Kβe−βt. (2)
Given a set of observations Y the likelihood of a Hawkes process is given by (Daley and Vere-Jones,
2003):
p(Y |θ) =
N∏
i=1
λ (ti|θ) e−
∫∞
0
λ(z|θ) dz (3)
where θ is a vector of unknown model parameters which must be learned in order to fit the Hawkes
process to the data. For ease of exposition, we will assume without loss of generality that the
background intensity λ0(t) = µ is constant, and that the excitation kernel is exponential. In this case,
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θ = (µ,K, β). However nothing in our algorithm requires these assumptions, and our method is
equally applicable to any other choice of background rate or kernel function as long as the resulting
Hawkes model is generative.
2.2 Distorted Data
In many applications, the observed data will be distorted, i.e. noisy or containing missing events. This
is often due to data collection issues which result in some events being undetected or observed with
error. We model this distorted data using a distortion function h(·), and now present some examples
of specific choices of this function.
A common type of data distortion is missing data where a subset of the data is not observed. This
is a well-known phenomenon which affects the use of Hawkes processes in earthquake forecasting
since seismic detectors lose their ability to detect smaller earthquakes in the immediate aftermath of
large earthquakes (Omi et al., 2014). In other examples, data from a certain period might simply have
been lost, as is the case in the terrorism data set discussed by (Tucker et al., 2019).
In the case of missing data, let h(t) be a detection function specifying the probability that an event
occurring at time t will be successfully detected, and hence which will be present in Y . The observed
data can be viewed as having arisen from the following generative process: First, a set of (t1, . . . , tK)
is generated from a Hawkes process with some intensity function λ(·). Then, for each event tk for
k = 1, . . . ,K, let Dk = 1 with probability h(tk) and Dk = 0 with probability 1 − h(tk). The
observed data is then the collection of events for which Dk = 1, so that Y = {tk|k : Dk = 1}.
Note that this formulation of missing data is quite general and includes the classic ‘gaps in the data’
scenario as a special case, since this is equivalent to setting h(t) = 0 during the period where gaps
occur, and h(t) = 1 elsewhere. However, our specification is highly flexible and also covers scenarios
where events are not guaranteed to be missing for a certain period of time, but are instead missing
with a (possibly time-dependent) non-zero probability, as in the earthquake scenario.
When data is potentially missing, it is very challenging to learn the θ parameter of the Hawkes process.
If the Hawkes process did not have a self-exciting component, then the likelihood function in the
presence of missing data would be obtained by assuming that the data came from a modified point
process with intensity r(t) = λ(t)h(t), i.e. the product of the intensity function and the detection
function. The parameters of λ(·) could then be learned using a standard method such as maximum
likelihood or Bayesian inference. However, when working with Hawkes processes, the situation is
substantially more complex. The main issue is that undetected events will still contribute to exciting
the process intensity, i.e. the summation in Equation (1) needs to be over both the observed and
unobserved events. The resulting likelihood function hence depends on both the set of observed
events Y and the set of unobserved events which we denote by Yu. This requires integrating out the
unobserved events, to give the likelihood function:
p(Y |θ) ∝
∫
p(Y, Yu|θ)×
∏
ti∈Y
h(ti)
∏
tl∈Yu
(1− h(tl)) dYu (4)
Due to the integral over the unknown number of missing events, this likelihood function is intractable
and cannot be evaluated.
For noisy data, the distortion function h(t) specifies the time at which an event is recorded to have
occurred, give that it truly occurs at time t. For example, h(t) = t + εt where εt ∼ N(0, σ2t )
would be appropriate in a setting where the observation times are corrupted by Gaussian noise, while
h(t) = t+ c for a constant scalar c would be used when there is a fixed delay present in the recording
of all observation times. Such a synchronisation example is studied by Trouleau et al. (2019). As in
the case of missing data, this leads to an intractable likelihood function since the excitation in the
summation from Equation (1) depends on the true observation time ti which is unknown.
The distortion function may be parameterised by a vector of parameters ξ which can denote (e.g.)
the detection probability in the case of missing data, or the noise variance σt in the case of noise. In
some situations these parameters will be known due to knowledge of the underlying machinery used
to detect the events. In other situations, they may be learned from the data.
Since all the above data distortion scenarios make direct learning of the Hawkes process impossible
due to the intractable likelihood, we now propose a novel learning scheme for Hawkes processes with
distorted data based on Approximate Bayesian Computation which we refer to as ABC-Hawkes.
3
3 Approximate Bayesian Computation
ABC is a widely studied learning algorithm for Bayesian inference in models with intractable
likelihood functions (Beaumont et al., 2002; Marjoram et al., 2003; Marin et al., 2012). We will
now review the general ABC framework and then present a version of ABC for learning the Hawkes
process in the presence of distorted data.
Bayesian inference for a parameter vector θ ∈ Θ assumes the existence of a prior pi(θ) and a likelihood
function p(Y |θ) for data Y ∈ Y , with parameter inference based on the resulting posterior distribution
pi(θ|Y ). Traditional tools for posterior inference such as Markov Chain Monte Carlo (MCMC) require
the evaluation of the likelihood function and so cannot be applied when the likelihood is intractable.
However in this case, it may still be possible to generate samples Y (j) from the model. ABC is an
approach to parameter and posterior density estimation which only uses such generated samples,
without any need to evaluate the likelihood (Beaumont et al., 2002).
The core idea of ABC is as follows: We assume that the observed data Y has been generated by
some (unknown) value of θ. For a proposed value of θ(j), we generate pseudo-data Y (j) from the
model p(Y |θ(j)) in a way which does not involve evaluating the likelihood function. If θ(j) is close
to the real θ, then we would also expect Y (j) to be close to the real (observed) data Y . We can hence
accept/reject parameter proposals θ(j) based only on the similarity between Y and Y (j) .
This algorithm crucially depends on how we measure similarity between data sets Y and Y (j).
Typically, low-dimensional summary statistics S(·) on the data are chosen and then compared based
on some distance metric D(·, ·) (Fearnhead and Prangle, 2012). A proposed parameter θ(j) is then
accepted if this distance is less than a chosen threshold . Generally, this procedure will not target
the true posterior pi(θ|Y ), but instead targets the ABC posterior piABC(θ|D(S(Y ), S(Y (j)) < ).
However, if the statistics S(·) are chosen to be the sufficient statistics for the model parameters and
→ 0, then piABC(θ|D(S(Y ), S(Y (j)) < )→ pi(θ|Y ) (Marin et al., 2012).
In most realistic applications, it is not possible to choose a low-dimensional set of summary statistics
which is sufficient for the parameter vector, since only the limited class of distributions that lie in the
exponential family admit a finite dimensional set of sufficient statistics (Brown, 1986). Therefore,
finding suitable summary statistics and an appropriate distance metrics for a particular model is
non-trivial, and is a vital part of designing efficient ABC algorithms (Marin et al., 2012). Some
authors construct summary statistics which are carefully tailored to their application (Aryal and Jones,
2019), while others present a semi-automatic way to constructing summary statistics (Fearnhead and
Prangle, 2012). Bernton et al. (2019) develop a general approach, that uses the Wasserstein Distance
between the observed and synthetic data set, hence eliminating the need for summary statistics
altogether.
3.1 ABC-Hawkes Algorithm
Our core idea is to use ABC perform inference for the Hawkes process with distorted data, which cir-
cumvents the intractability of the likelihood function. This is made possible by the fact that simulating
data from the distorted generative model is straightforward, and can be done by first simulating data
from the Hawkes process with intensity function λ(·) which represents the true (unobserved) data and
then distorting these events based on the function h(·) as discussed in Section 2.2, which gives the
observed data Y . The simulation from λ(·) can be carried out using a standard simulation algorithm
for Hawkes process such as the thinning procedure of Ogata (1981). The distortion of the data is
then carried out by applying h(·) to each simulated data point, which introduces missingness and/or
noise. For example in the case of gaps, this would consist of deleting the simulated observations
which lie within the gap region, while for noise it would consist of adding on noise to the simulated
data, as specified by h(·). The resulting observations are hence a realisation of the Hawkes process
with intensity function λ(·) that has been distorted through h(·).
For ABC-Hawkes we use a variety of the MCMC-ABC algorithm, as shown in Algorithm 1. This is
an extension of the usual Metropolis-Hastings algorithm which essentially replaces the intractable
likelihood function with an estimate based on the simulated data and can be shown to converge
correctly to the ABC posterior piABC(θ|D(S(Y ), S(Y (j)) < ) (Marjoram et al., 2003).
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Algorithm 1 ABC-Hawkes
Input: observed data Y where data is distorted according to a distortion function h(·), the
parameter prior pi(·), the desired number of posterior samples J , a function to compute the P
summary statistics S1(·), . . . , SP (·), the P threshold levels p > 0, and a Metropolis-Hastings
transition kernel q(·|·)
Initialise θ(0)
for j = 1 to J do
θ∗ ∼ q(·|θ(j−1))
Z∗ ∼ p(·|θ∗), where p(·) simulates from a Hawkes process
Y ∗ = h(Z∗)
if |Sp(Y ∗)− S(Y )| < p for all p = 1, . . . , P then
With probability min
{
1, q(θ
(j−1)|θ∗)pi(θ∗)
q(θ∗|θ(j−1))pi(θ(j−1))
}
set θ(j) = θ∗
else
Set θ(j) = θ(j−1)
end if
end for
Output: (θ(1), . . . , θ(J))
The choices of summary statistics S(Y ) and corresponding threshold  are crucial for the application
of ABC (Marin et al., 2012). While the ABC literature offers a wealth of theory on summary statistics,
the actual construction is less prominent and tends to be highly application dependent. In the context
of Hawkes processes, this is complicated by the non-i.i.d. structure of the data, which renders many
existing approaches impossible as they require multiple (bootstrapped) samples of the original data
set: such as using random forests to find summary statistics (Pudlo et al., 2016), or utilising a classifier
or reinforcement learning to judge the similarity between data sets (Gutmann et al., 2018; Li et al.,
2018). However, these approaches are not applicable here as only one data set is available and
bootstrap sampling cannot be used due to the complex dependency structure of self-exciting point
processes.
While there has been some previous literature on ABC for Hawkes processes outside of the distorted
data setting (Ertekin et al., 2015; Shirota and Gelfand, 2017) we found that the presented summary
statistics did not extend well to distorted data. Instead, through extensive simulations we have found
a set of summary statistics which accurately captures the posterior distribution of the Hawkes process
parameters. For ABC-Hawkes, the resulting summary statistics S(Y ) = (S1(Y ), . . . , S7(Y ))) we
use are:
• S1(Y ): The logarithm of the number of observed events in the process. This is highly
informative for the µ and K parameters, since µ controls the number of background events,
while K defines how much total triggering is associated with each event.
• S2(Y ): The median of the event time differences ∆i = ti − ti−1 divided by the mean event
time differences E[∆]. This is highly informative for the parameters of the self-excitation
kernel (e.g. β, for an exponential kernel).
• S3(Y ) . . . S5(Y ): Ripley’s K statistic (Ripley, 1977) for a window size of (1, 2, 4). This
counts the events that happen within the respective window-length of each other. We do not
use a correction for the borders. This captures the degree of clustering in the event sequence
and is hence informative for K and the parameters of the excitation kernel.
• S6(Y ), S7(Y ): The average of the ∆i differences that lie above their 90%-quantile
E[∆i|∆i > q90] and below their medianE[∆i|∆i < q50]. In extensive simulation studies we
found that these complement the other statistics well and lead to an accurate approximation
of the posterior distribution.
When using multiple summary statistics, careful consideration must be made when combining their
information. We choose to work with a separate thresholds p for each of the summary statistics. We
set this to be a quarter of the empirical standard deviation of the summary statistic based on a pilot
run of the simulation. We hence accept a proposed value θ(j) only if D(Sp(Y ), Sp(Y (j)) < p for
all p, using the absolute value function (L1 norm) as the distance metric D(·, ·).
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In the case where the detection function h(·) is parameterised based on an unknown set of hyper-
parameters ξ, these can also be sampled from their posterior distribution at each stage in the above
MCMC algorithm using standard Metropolis-Hastings methods.
4 Experimental Results
We now present experimental results to show the performance of the ABC-Hawkes algorithm. To test
its ability to successfully learn the Hawkes process parameters in the presence of distortion, we will
manually insert data distortion into event sequences where we have access to all the true event times.
This allows us to compare the posterior distribution estimated by ABC-Hawkes on the distorted data
to the ‘true’ posterior which would have been obtained if we had access to the undistorted data. We
will begin with the study of a social media dataset, and then conclude with some examples using
simulated data.
4.1 Twitter Data Example
The occurrence time of tweets on Twitter can be modelled by a Hawkes process since retweets are
well captured by the self-excitation kernel as has previously been shown by Mei and Eisner (2017).
We use a Twitter data-set that was previously analysed by Rizoiu et al. (2017) and describes the
retweet cascade of an article from the New York Times. While this data set is complete (and we
can hence obtain the true posterior distribution), we will manually create a gap in the data to assess
whether the true posterior can be recovered using only this distorted data.
To evaluate ABC-Hawkes, we use the first 150 event times in the tweet data. To artificially create a
gap, we delete all observations from observation t60 to observation t90, to produce the incomplete
data. The priors are chosen to be relatively uninformative for all parameters: µ ∼ U(0.05, 0.85),
K ∼ U(0, 0.9), β ∼ U(0.1, 3). The restriction that K < 1 has been used to ensure that samples
from the Hawkes process contain a finite number of events with probability 1.
We generate samples from the true parameter posteriors using Markov Chain Monte Carlo as
implemented in the Stan (Stan Development Team, 2019) probabilistic programming language, as
applied to the complete data. This represents the idealised ‘ground truth’ posterior that would be
obtained if we had access to the true undistorted data. We apply ABC-Hawkes to the observed data
only (i.e. the incomplete data), with the goal of recovering this true posterior. In the implementation
of the ABC-MCMC algorithm we use independent random walk Gaussian proposal distribution for
the q(·|·) transition kernels, with standard deviations (0.05, 0.05, 0.2) for (µ,K, β) respectively. To
assess the performance of ABC-Hawkes, we compare the obtained posterior to three alternative
methods that could be used: (1) MCMC (using Stan) applied to the incomplete data, which represents
the naive attempt to learn the Hawkes parameters directly using only the observed data and ignoring
the missing data. (2) MCMC (using Stan) applied only to the observations [0, Ta] before the start
of the gap. This is ‘unbiased’ since it uses a sequence of data where all tweets are available, but
is inefficient due to the smaller resulting set. (3) The missing data algorithm suggested by Tucker
et al. (2019), that attempts to imputes the missing events at each iteration of the MCMC so that the
likelihood can be evaluated.
We note that approaches (2) and (3) are only applicable to this specific choice of distortion function
where the distortion consists of no detected events at all during the gap period, and (unlike ABC-
Hawkes), are not applicable to more general types of distortion, as will be discussed in the next
section.
Figure 1 shows the resulting posterior density estimates for all these methods, and Table 1 contains
the posterior means and standard deviations. It can be seen that the ABC-Hawkes algorithm does an
excellent job of recovering the posterior distribution despite the missing data, and is very close to the
true posterior mean for each of the model parameters. In contrast, the naive approach (which ignores
the gap) produces a highly biased posterior which is not close to the true posterior means of µ and K.
Both the approach from Tucker et al. (2019) and the method which uses only the observations prior
to the gap do substantially better than the naive approach, but are inferior to ABC Hawkes.
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Table 1: Twitter data posterior mean (and standard deviation)
Model µ K β
True Posterior 0.53 (0.13) 0.65 (0.10) 0.91 (0.28)
ABC-Hawkes 0.56 (0.17) 0.69 (0.11) 0.92 (0.38)
Naive 0.21 (0.08) 0.80 (0.07) 0.87 (0.23)
Pre-gap only 0.68 (0.13) 0.62 (0.13) 1.49 (0.59)
Tucker et al. (2019) 0.60 (0.14) 0.67 (0.10) 1.05 (0.34)
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Figure 1: Twitter data posterior distributions.
Black represents the true posterior using both observed and missing data. Red represents
ABC-Hawkes using only the incomplete data. The naive approach using only the incomplete
data is green, while the yellow and blue lines respectively show the approach that only uses the
observations before the gap, and the Tucker et al. (2019) imputation method.
4.2 Simulation Study
The above section showed that ABC-Hawkes can accurately recover the true posterior when there are
gaps in the data. However a key advantage of our approach is that it can also be used when the data is
distorted in other ways. To investigate this, we use a simulation study where we generate data from a
Hawkes process and manually distort it. The first type of distortion involves a time-varying detection
rate, while the second involves noisy data.
For both types of distortion, we first sample events from a Hawkes process with parameters θ =
(µ,K, β) = (0.25, 0.5, 0.5) on the interval [0, T ] with T = 500. This complete/true data set
contained 235 observations. The prior distribution for θ is taken to be the same as above and we again
used Stan (Stan Development Team, 2019) to sample from the idealised parameter posterior using the
undistorted data, which acts as a baseline that would be obtained if no distortion were present.
For the first type of distortion, we use an exponentially decaying detection function where an event that
occurs at time t is observed with probability h(t) = 1− c e−mt where c = 1 and m = 1/150. Hence,
earlier events have a lower probability of being observed. Similar detection functions have been
applied in the earthquake literature (Ogata and Katsura, 2006) and hence this is realistic specification.
The resulting incomplete data set contains 189 events. For the second type of distortion, we create a
‘noisy’ version of the data set by adding Gaussian errors (µ = 0, σ = 0.2) to each observation, i.e.
replacing each ti with t′i = ti + εi where εi ∼ N (0, 0.22).
For both distorted data sets, we compute the posterior using ABC-Hawkes on the observed (distorted)
data using the same Metropolis-Hastings transition kernel as above, and compare it to the idealised
posterior computed on the true data. Unlike in the above missing data case, we are not aware of
any other published algorithms which can handle these two types of distortion, so the only other
comparison we make is to the naive method which learns the posterior using the observed data
without taking the distortion into account. In Figure 2, the posterior density estimates are plotted, and
Table 2 shows the posterior means and standard deviations for both scenarios. Again, ABC-Hawkes
manages to learn the model parameters accurately and produces a posterior distribution which is
remarkably close to the true posterior. In contrast, the naive approach is severely biased and does
not get close to the true posterior. We note that the slight overestimation of the posterior variance is
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Table 2: Simulated data posterior mean (and standard deviation)
Distortion Model µ K β
True Posterior 0.28 (0.05) 0.41 (0.10) 0.43 (0.18)
Exp. detection ABC-Hawkes 0.32 (0.07) 0.45 (0.13) 0.35 (0.20)
Naive 0.18 (0.05) 0.53 (0.13) 0.27 (0.15)
Noise ABC-Hawkes 0.28 (0.06) 0.41 (0.13) 0.44 (0.24)
Naive 0.37 (0.05) 0.23 (0.10) 2.29 (0.92)
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Figure 2: Distorted data posterior distributions.
Top row: data distortion through a detection function using exponential decay. Bot-
tom row: data distortion by adding noise. Colours: Black represents the true posterior
using the undistorted data, red represents ABC-Hawkes using the distorted data, and
green represents the naive model using the distorted data.
an inherent issue with ABC that comes from using a non-zero choice of the p parameters (Li and
Fearnhead, 2017).
5 Discussion
In this paper we have demonstrated that it is possible to successfully learn the parameters of a Hawkes
process even when the data is distorted through mechanisms such as missingness or noise. We
have based our algorithm on ABC-MCMC, which has been adapted to the unique structure of a
self-exciting point process. Unlike a naive MCMC approach which ignores the potential distortion,
the resulting ABC-Hawkes algorithm can successfully learn the true posterior distribution that would
have been obtained given access to th undistorted data. The successful performance of ABC-Hawkes
was demonstrated using a variety of realistic data distorting mechanisms.
While our simulation study focused on a simple Hawkes process with a parametrically specified
self-excitation kernel, our approach is much more general than this and can be applied to other
specifications of the Hawkes process as long as the resulting model is generative so that data sets
p(Y |θ) can be simulated conditional on a parameter vector θ. This includes recent specifications of
the Hawkes process using LTSM networks (Mei and Eisner, 2017), which is a potential avenue for
future research.
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Broader Impact
Hawkes processes have been applied in a very wide variety of applications that includes the modelling
and forecasting of earthquakes, crime, terrorism, social media usage, and disease spread. Our work
makes fundamental contributions to the Hawkes process literature by introducing new methodology
that can learn the process parameters even on data sets which are affected by various types of distortion
which are common in practice. Our work therefore has wide implications for the applicability of
Hawkes processes in real-world contexts.
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