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7. Outline
We let AC1 abbreviate the main paper Estimation and Inference with Weak, Semi-
strong, and Strong Identication.
This Supplement includes ve appendices.
Supplemental Appendix A provides (i) a verbal description of the steps in the proofs
of the results in AC1, (ii) the vector  version of Assumption V1, (iii) details concerning
the type 2 null-imposed (NI) robust CS, (iv) su¢ cient conditions for Assumptions B3,
C5, C6, C1, and D1 (in that order), (v) an initial conditions adjustment to the su¢ cient
conditions for Assumptions C1 and D1 that is useful in some time series contexts, and
(vi) a brief discussion of reparametrization in the bivariate probit model with endogene-
ity considered in Han (2009). Su¢ cient conditions for other assumptions in AC1 are
given in Andrews and Cheng (2008a,b).
Supplemental Appendix B gives the proofs of the results in AC1 and states and
proves results for the restricted estimator en:
Supplemental Appendix C veries the assumptions of AC1 for the ARMA(1, 1)
example.
Supplemental Appendix D provides some additional simulation results for the ARMA
(1, 1) example.
Supplemental Appendix E introduces the nonlinear regression example and veries
the assumptions of AC1 for it.
The notational conventions specied at the end of the Introduction to AC1 are used
throughout this Supplemental Material. In addition, let op(1); Op(1); and o(1) denote
terms that are op(1); Op(1); and o(1); respectively, uniformly over a parameter  2 :
Thus, Xn() = op(1) means that sup2 jjXn()jj = op(1); where jjjj denotes the
Euclidean norm. Let ) denote weak convergence of a sequence of stochastic processes
indexed by  2  for some space : The denition of weak convergence of Rv-valued
functions on  requires the specication of a metric d on the space Ev of Rv-valued
functions on : We take d to be the uniform metric. The literature contains several
denitions of weak convergence. We use any of the denitions that is compatible with
the use of the uniform metric and for which the continuous mapping theorem (CMT)
holds. These include the denitions employed by Pollard (1984, p. 65), Pollard (1990,
p. 44), and van der Vaart and Wellner (1996, p. 17). The CMTs that correspond to
these denitions are given by Pollard (1984, p. 70), Pollard (1990, p. 46), and van der
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Vaart and Wellner (1996, Thm. 1.3.6, p. 20). In the event of measurability issues, outer
probabilities are used below implicitly in place of probabilities.
8. Supplemental Appendix A
8.1. Description of Approach
The criterion functions/models considered in AC1 possess the following characteris-
tics:
(i) the criterion function does not depend on  when  = 0 (Assumption A in Section
1),
(ii) the criterion function viewed as a function of  with  xed has a (stochastic)
quadratic approximation wrt  (for  close to the true value of  ) for each  2  when
the true  is close to the non-identication value 0 (Assumption C1 in Section 3.3),
(iii) the (generalized) rst derivative of this quadratic expansion converges weakly as a
process indexed by  2  to a Gaussian process after suitable normalization (Assump-
tion C3 in Section 3.3),
(iv) the (generalized) Hessian of this quadratic expansion is nonsingular asymptotically
for all  2  after suitable normalization (Assumption C4 in Section 3.3),
(v) the criterion function viewed as a function of  has a (stochastic) quadratic approx-
imation wrt  (for  close to the true value) whether or not the true  is close to the
non-identication value 0 (Assumption D1 in Section 3.5),
(vi) the (generalized) rst derivative of this quadratic expansion has an asymptotic
normal distribution, where a matrix rescaling is employed when  is local to the non-
identication value 0 (Assumption D3 in Section 3.5), and
(vii) the (generalized) Hessian of this quadratic expansion is nonsingular asymptoti-
cally, where a matrix rescaling is used when  is local to the non-identication value 0
(Assumption D2 in Section 3.5).
Now, we describe the approach used to establish the asymptotic results. The esti-
mator bn = (bn;bn; bn) is dened to minimize a criterion function Qn() over  2 :
Let n = (n; n; n) denote the true parameter.
Several steps are employed. The rst three steps apply to sequences of true parame-
ters in Categories I and II of Table I.
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Step 1. We consider the concentrated estimator b n() that minimizes Qn() =
Qn( ; ) over  for xed  2  and the concentrated criterion function Qcn() =
Qn(b n(); ): We show that b n() is consistent for  n uniformly over  2  (Lemma
3.1). The method of proof is a variation of a standard consistency proof for extremum
estimators adjusted to yield uniformity over : The proof is analogous to that used in
Andrews (1993) for estimators of structural change models in the situation where no
structural change occurs.
Step 2. We employ a stochastic quadratic expansion of Qn( ; ) in  for given 
about the non-identication point  =  0;n = (0; n); rather than the true value  n;
which is key. By expanding about  0;n; the leading term of the expansion, Qn( 0;n; );
does not depend on  because Qn(; ; ) does not depend on  when  = 0: For each
 2 ; we obtain a linear approximation to b n() after centering around  0;n and
rescaling (Lemma 9.2(b)). At the same time, we obtain a quadratic approximation of
Qcn() (Lemma 9.2(c)). Both results hold uniformly in : The method employed has
two steps.
The rst step of the two-step method involves establishing a rate of convergence
result for b n()  0;n: The second step uses this rate of convergence result to obtain the
linear approximation of b n()   0;n (after rescaling) and the quadratic approximation
of Qcn()   Qn( 0;n; ) (after rescaling) as a function of  : Because Qn( 0;n; ) does
not depend on ; it does not e¤ect the behavior of b n() or bn: The two-step method
used here is like that used by Cherno¤ (1954), Pakes and Pollard (1989), and Andrews
(1999) among others, except that it is carried out for a family of values ; as in Andrews
(2001), rather than a single value, and the results hold uniformly over :
Step 3. We determine the asymptotic behavior of the (generalized) rst derivative
of Qn( ; ) wrt  evaluated at  0;n (Lemma 9.1). Due to the expansion about  0;n;
rather than about the true value  n; a bias is introduced in the rst derivative its mean
is not zero. The results here di¤er between the Category I and II sequences of Table
I. With Category I sequences, one obtains a stochastic term (the mean zero Gaussian
process fG() :  2 g) plus a non-stochastic term due to the bias (K(; 0)b in the
notation of Assumption C5) and the two are of the same order of magnitude. With
Category II sequences, the true n is farther from the point of expansion 0 than with
Category I sequences and, in consequence, the non-stochastic bias term is of a larger
order of magnitude than the stochastic term. In this case, the limit is non-stochastic.
We also determine the asymptotic behavior of the (generalized) Hessian matrix of
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Qn( ; ) wrt  evaluated at  0;n: It has a non-stochastic limit. There is no problem
here with singularity of the Hessian because it is the Hessian for  only, not  = ( ; );
and  is identied.
For Category I sequences, the results of this step combined with those of Step 2
and the condition n1=2( n    0;n) ! (b; 0) gives the asymptotic distributions of (i)
the concentrated estimator b n() viewed as a stochastic process indexed by  2 :
n1=2(b n()  n)) (); where () = (; 0; b) is a Gaussian process indexed by  2 
whose mean is non-zero unless b = 0; and (ii) the concentrated criterion function Qcn():
n(Qcn() Qn( 0;n; ))) (); where () = (; 0; b) is a quadratic form in ():
For Category II sequences, putting the results above together yields: (i) a rate
of convergence result for b n(): sup2 jjb n()    0;njj = Op(jjnjj) that is just fast
enough to obtain a rate of convergence result for b n    n in Step 6 below and (ii)
the (non-stochastic) probability limit () = (; 0; b) of Q
c
n() (after normalization):
jjnjj 1(Qcn() Qn( 0;n; ))!p () uniformly over  2 :
Step 4. For Category I sequences, we use bn = argmin2Qcn(); n(Qcn()  
Qn( 0;n; ))) () from Step 3 (where Qn( 0;n; ) does not depend on ), and the con-
tinuous mapping theorem (CMT) to obtain bn !d  = argmin2 () and n(inf2
Qn() Qn( 0;n; )) = n(inf2Qcn() Qn( 0;n; ))) inf2 (): In this case, bn is
not consistent. Given the asymptotic distribution of bn; the result n1=2(b n()    n) )
() from Step 3, and the CMT, we obtain the asymptotic distribution of b n = b n(bn):
n1=2(b n    n) !d () (Theorem 3.1). This completes the asymptotic results for
(b n; bn) for Category I sequences of true parameters.
Step 5. For Category II sequences, we obtain the consistency of bn by using the
uniform convergence in probability of Qcn() (after normalization) to the non-stochastic
quadratic form, (); established in Step 3, combined with the property that () is
uniquely minimized at the limit 0 of the true values n (Lemma 3.3). The vector
that appears in the quadratic form () is the vector of biases of the (generalized) rst
derivative obtained in Step 3, which appears due to the expansion around  0;n rather
than around  n: The weight matrix of () is the inverse of the Hessian discussed in
Step 3.
Step 6. For Category II sequences, we use the rate of convergence result sup2
jjb n()    0;njj = Op(jjnjj) from Step 3 and a relationship between the bias of the
(generalized) rst-derivative and the (generalized) Hessian (wrt  ) to obtain a rate of
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convergence result for b n = b n(bn) centered at the true value  n: b n    n = op(jjnjj)
(Lemmas 3.4 and 9.3).
Step 7. For Category II and III sequences, we carry out stochastic quadratic ex-
pansions of Qn() about the true value n: The argument proceeds as in Step 2 (but the
expansion here is in ; not in  with  xed, and the expansion is about the true value).
First, we obtain a rate of convergence result for bn n and then with this rate we obtain
the asymptotic distribution of bn   n (after rescaling) using the quadratic approxima-
tion of Qn() in a particular neighborhood of n: The result obtained is consistency
and asymptotic normality (with mean zero) for bn with rate n1=2 for b n for Category
II and III sequences, rate n1=2 for bn for Category III sequences, and rate n1=2jjnjj
(<< n1=2) for bn for Category II sequences (Theorem 3.2). The last rate result is due to
the convergence of n to 0 albeit slowly. With Category II sequences, bn is consistent
and asymptotically normal but with a slower rate of convergence than is standard.
For Category II sequences, the results in this step are complicated by two issues.
First, the (generalized) Hessian matrix for  with the standard normalization is singu-
lar asymptotically because n ! 0 and the random criterion function Qn() becomes
more at wrt  for  in a neighborhood of n the closer is n to 0: This requires a
matrix rescaling of the Hessian based on the magnitude of jjnjj: Second, the quadratic
approximation of the criterion function wrt  around the true value n only holds for
 close enough to n; specically, only for  2 n(n) = f 2  : jj    njj  njjnjj
& jj   njj  ng for constants n ! 0: Thus,  needs to be very close to the true
value  n for the quadratic approximation to hold. It is for this reason that the rate of
convergence result b n  n = op(jjnjj) in Step 6 is a key result. The quadratic approxi-
mation requires  2 n(n) because for such  = (; ; ) we have jjjj=jjnjj = 1+ o(1)
and, hence, the rescaling that enters the Hessian is asymptotically equivalent whether
it is based on  or the true value n: (For example, see the verication of Assumption
Q1(iv) for the LS example in (12.17) to see that the restriction  2 n(n) is required
for the quadratic approximation to hold in this example.)
Step 8. We obtain the asymptotic null distributions of t test statistics for linear and
nonlinear restrictions using the asymptotic distributions of the estimators described in
Steps 1-7 plus asymptotic results for the variance matrix and standard error estimators
upon which the test statistics depend (Theorem 4.1). The latter exhibit non-standard
behavior for Category I sequences because bn is random even in the limit. These results
yield the asymptotic null rejection probabilities and coverage probabilities of standard
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t test for Category I-III sequences.
For Category I sequences, the asymptotic distribution of the t statistic for a linear
or nonlinear restriction that involves both  and  is found to depend only on the
randomness in bn and not on the randomness in b n: This occurs because the former is
of a larger order of magnitude than the latter. When a restriction does not involve ; then
the asymptotic null distribution of the t statistic for Category I sequences usually still
depends on the (asymptotically non-standard) randomness of bn through the standard
deviation estimator and implicitly through the e¤ect of the randomness of bn on the
asymptotic distribution of b n = b n(bn):
Step 9. Next we consider the QLR test for restrictions of the form r() = (r1( );
r2()): The results of Step 4 give half of the asymptotic distribution of the QLR statistic
for Category I sequences, viz., n(inf2Qn() Qn( 0;n; ))) inf2 (): The results
of Step 7 provide half for Category II and III sequences. The requisite other halves of the
asymptotic null distributions of the QLR statistic are similar but minimization is subject
to the restrictions r() = vn; where vn = r(n) is the true value of the restrictions.
That is, one needs to establish the asymptotic distributions of n(inf2r(vn)Qn()  
Qn( 0;n; )); where r(vn) = ( 2  : r() = vng (Theorems 4.2 and 4.3). Determining
these asymptotic distributions is noticeably more complicated than in the unrestricted
case and requires innovations to the arguments given in Steps 1-7.
First, for Category I sequences, the restrictions can a¤ect the values that  can
take on. In consequence, the e¤ective parameter space for  becomes a set of the
form r(vn;1); where vn;1 = r1( n); which is sample-size dependent, rather than :
This requires a new version of the standard argmax/min theorem (see van der Vaart
and Wellner (1996, Lem. 3.2.1). The new version is given in Lemma 9.10 below. To
apply this Lemma, we need to dene and analyze a concentrated restricted estimatore n(; v1;n) that is dened for all  2  in order to determine its asymptotic behaviour
on r(vn;1)  :
Second, because the criterion function Qn() is not necessary smooth (to allow for
quantile estimators, etc.), one cannot use standard methods based on pointwise Taylor
expansions to determine the asymptotic behavior of e n(; v1;n): Instead one has to ap-
proximate the sample-size dependent restricted parameter space for  given ; denotede	n(; v1;n); by a linear subspace dened by the derivatives of the restrictions. This uses
the Cherno¤ (1954) set approximation idea, modied by Andrews (1999) to allow for
data-dependent sequences of sets, and modied further by Andrews (2001) to allow for
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dependence on a parameter :
Third, the quadratic expansion about  0;n; rather than the true value  n; in the
restricted analogue of Step 2 causes new complications. With the unrestricted concen-
trated estimator b n(); a key inequality, a2n(n)(Qn(b n(); )   Qn( 0;n; ))  op(1)
(see (9.11) below), is obtained from the denition of b n(): Qn(b n(); )  inf 2	()
Qn( ; ) + op(n
 1) in (3.2), combined with  0;n 2 	(): However, it is not necessarily
the case that  0;n lies in the restricted parameter space e	n(; v1;n): Hence, the previous
argument fails. Instead, using a new argument, we establish a slightly weaker inequality,
a2n(n)(Qn(
e n(); ) Qn( 0;n; )))  Op(1) (see (9.81) below), which turns out to be
su¢ cient.
The complications that arise in the proofs for the restricted concentrated estima-
tor e n(; v1;n) are responsible for our treatment of restrictions of the form r() =
(r1( ); r2()); rather than more general functions of :
Step 10. Using the asymptotic results from Steps 8 and 9 for Category I-III se-
quences of true parameters, combined with an argument that such sequences determine
the asymptotic size of tests and CSs (viz., Lemma 2.1 of Section 2), we obtain a formula
for the asymptotic size of standard t and QLR tests and CSs (Theorem 4.4). Their be-
havior under Category I sequences determines whether a test over-rejects asymptotically
and whether a CS under-covers asymptotically. Under Category II and III sequences,
they perform asymptotically as desired.
Step 11. We introduce LF and data-dependent robust critical values that yield tests
and CIs that have correct asymptotic size even in the presence of identication failure
and weak identication in part of the parameter space (Theorem 5.1). The adjusted
critical values employ the asymptotic formulae derived in Steps 8-10.
8.2. Assumption V1 for Vector 
The asymptotic behavior of the t statistic relies on Assumption V1, which concerns
the variance matrix estimator. This assumption di¤ers depending upon whether  is
a scalar or a vector. The scalar version in stated in AC1. Here we state the vector
version. When  is a vector, i.e., d > 1; we reparameterize  as (jjjj; !); where
! = =jjjj if  6= 0 and by denition ! = 1d=jj1d jj with 1d = (1; :::; 1) 2 Rd if
 = 0: Correspondingly,  is reparameterized as + = (jjjj; !; ; ): Let + = f+ :
+ = (jjjj; =jjjj; ; );  2 g: Let b+n and +0 be the counterparts of bn and 0 after
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reparametrization.
When  is a vector, let J(+; 0) and V (
+; 0) denote some non-stochastic d  d
matrix-valued functions such that J(+0 ; 0) = J(0) and V (
+
0 ; 0) = V (0): Let




(; !; 0) = (jj0jj; !; 0; ; 0): (8.1)
Let (; !; 0) denote the upper left d  d sub-matrix of (; !; 0):
Assumption V1 below applies when  is a vector.
Assumption V1 (vector ). (i) bJn = bJn(b+n ) and bVn = bVn(b+n ) for some (stochastic)
dd matrix-valued functions bJn(+) and bVn(+) on+ that satisfy sup+2+ jj bJn(+) 
J(+; 0)jj !p 0 and sup+2+ jjbVn(+) V (+; 0)jj !p 0 under fng 2  (0; 0; b) with
jjbjj <1:70
(ii) J(+; 0) and V (
+; 0) are continuous in 
+ on + 80 2   with 0 = 0:
(iii) min((; !; 0)) > 0 and max((; !; 0)) <1 8 2 ; 8! 2 Rd with jj!jj = 1;
80 2   with 0 = 0:
(iv) P (((0; b); 0; b) = 0) = 0 80 2   with 0 = 0 and 8b with jjbjj <1:71
When  is a vector, the matrix (; 0; b) is dened di¤erently from the scalar 
case. It is dened as follows:
(; 0; b) = (; !
(; 0; b); 0); where
!(; 0; b) = (; 0; b)=jj(; 0; b)jj: (8.2)
The upper left d d block of (; 0; b); denoted   (; 0; b); appears in the denom-
inator of the asymptotic t statistic in (4.5). The lower right d  d block of (; 0; b);
denoted (; 0; b); appears in the denominator of the asymptotic t statistic in (4.6).
With the changes above, Theorems 4.1, 4.4(a), and 5.1 hold for the t statistic and t
statistic-based CI in the vector  case.
70The functions J(+; 0) and V (
+; 0) do not depend on !0; only 0:
71Assumption V1 (vector ) di¤ers from Assumption V1 (scalar ) because in the vector  case
Assumption V1(ii) (scalar ) (i.e., continuity in ) often fails, but Assumption V1(ii) (vector ) (i.e.,
continuity in +) holds.
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8.3. Details for the Type 2 Robust CS with NI Critical Values
The type 2 NI robust critical value is dened by replacing H by H(v) (dened
in (5.2)) in (5.8) and in the denitions of hmax and bmax; which are then denoted
bmax(v) and hmax(v): The set H1 is replaced by H1(v) = f(b; 0) : (b; 0) 2 H(v) &
jjbjj  supv02Vr jjbmax(v0)jj + Dg:72 The constants 1; 2; 1(h); and 2(h) in (5.8)
are then denoted 1(v); 2(v); 1(h; v); and 2(h; v): By denition, for any v 2 Vr;
NRP (1(v);2(v);h)   for all h 2 H(v): The NI robust critical value is denotedbcT ;1 ;n(v):
For example, consider the construction of a type 2 robust CS with NI critical values
for the parameter : For each value of v 2 ; one rst obtains the LF critical value
cLFT ;1 (v) and then one calculates1(v) and2(v) based on c
LF
T ;1 (v) and the asymptotic
distribution of Tn and An under the null H0 : 0 = v:
A plug-in version of the type 2 robust critical value requires the replacement of H bybHn throughout (5.8), where bHn is dened as in Section 5.1. Similarly, a plug-in version
of the type 2 NI robust critical value is dened like the type 2 NI robust critical value
but with H replaced by H(v) \ bHn throughout.
Note that for a type 2 robust CS with NI critical values for ; under semi-strong or
strong identication, 1(v)! 0 and 2(v)! 0 as jjbjj ! 1; and the NI robust critical
value converges to the standard critical value.
For h 2 H and v 2 Vr; dene
bcT ;1 (h; v) (8.3)
=
8><>:
cLFT ;1 (v) + 1(v) if A(h)  
cT ;1 (1) + 2(v) + [cLFT ;1 (v) + 1(v)  cT ;1 (1) 2(v)] if A(h) > :
s(A(h)  )
It is shown in the proof of Theorem 5.1 that the asymptotic distribution of bcT ;1 ;n(v)
under fng 2  (0; 0; b) for jjbjj <1 is the distribution of bcT ;1 (h; v):
Theorem 5.1 uses the following df continuity condition.
Assumption NI-Rob2. (i) P (T (h) = bcT ;1 (h; v)) = 0 8h 2 H(v); 8v 2 Vr:
(ii) For some v 2 Vr;2(v) = 0 orNRP (1(v);2(v);h) =  for some point h 2 H(v);
where 1(v) and 2(v) are dened after (5.8).
72In the denition of H1(v); the upper bound on jjbjj does not vary with v; which improves the
smoothness of 1(v) as a function of v:
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8.4. Assumption B3
Assumption B3(i) can be veried using a uniform LLN, e.g., as in Andrews (1992).
Assumption B3 provides su¢ cient conditions for Assumptions B3(ii) and B3(iii).
Assumption B3. (i) Q(; 0) is continuous on  80 2  :
(ii) For any  2 ; Q( ; ; 0) is uniquely minimized by  0 80 2   with 0 = 0:
(iii) Q(; 0) is uniquely minimized by 0 80 2   with 0 6= 0:
(iv) 	() is compact 8 2 ; and  and  are compact.
(v) 8" > 0; 9 > 0 such that dH (	 (1) ;	(2)) < " 81; 2 2  with k1   2k < ;
where dH () is the Hausdor¤ metric.
Assumption B3(v) holds immediately in cases where 	() does not depend on :
When 	() depends on ; the boundary of 	() is often a continuous linear function
of ; as in the ARMA(1, 1) example. In such cases, it is simple to verify Assumption
B3(v).
Lemma 8.1. Assumption B3 implies Assumptions B3(ii) and B3(iii).
8.5. Assumption C5
The following assumption is su¢ cient for Assumption C5.
Assumption C5. (i) For any i  1; the marginal distribution of Wi has a density
function fWi(w; 
) wrt some -nite dominating measure  that does not depend on
; 8 2  :
(ii) fWi(w; 
) is partially di¤erentiable in  and the partial derivative is denoted by
f;Wi(w; 
) 8i  1: Both fWi(w; ) and f;Wi(w; ) are continuous in  8i  1;
8w 2 W ; 8 2  ; where W denotes the support of :
(iii) For some function f;W (w; ) 2 Rd ; n 1
Pn
i=1 f;Wi(w; 
)! f;W (w; ) 8w 2 W,
8 2  :
(iv) m(w; ) is continuous in  uniformly over  2  for  2  with  = 0 8w 2 W
(i.e., sup2 jm(w; ; ) m(w; 0; )j ! 0 as  !  0 = (0; 0) 80 = ( 0; 0) 2 ).
(v)
R
W sup2 jjm(w; )jj  maxi1fsup2N(;) jjf;Wi(w; )=fWi(w; )jj  sup2N(;)
jfWi(w; )jgd(w) < 1; where N(; ) is a -neighborhood of  for some  > 0;
8 2  :
Assumption C5(iii) holds automatically with identically distributed observations.
Assumption C5(v) is used for dominated convergence arguments.
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m(w; )f;W (w; 
)0d(w):
In the ARMA(1, 1) and nonlinear regression models, Assumption C5 can be veried
directly without imposing Assumption C5; see Appendices C and E.
8.6. Assumption C6
Using Assumption C1(iii), the quantities (; 0; b) and (; 0; !0) in Assumptions
C6 and C7 can be simplied, which makes the verication of Assumption C6 easier.
Specically, Assumptions C1(iii) and C2 imply that m(Wi; ) can be partitioned as
(m1(Wi; )
0;m2(Wi; )
0)0; where m2(Wi; ) 2 Rd does not depend on  when  = 0: In
consequence, we can partition the following quantities and obtain certain sub-quantities


















where H22; G2; and K2 do not depend on ; H11() 2 Rdd ; H22 2 Rdd ; G1() 2
Rd ; G2 2 Rd ; K1() 2 Rdd ; and K2 2 Rdd : Dene
G1(; 0) = G1() H12()H 122 G2;
K1(; 0) = K1() H12()H 122 K2;
H11(; 0) = H11() H12()H 122 H12()0;






















 1K1 (; 0)!0; and








Lemma 8.3. Suppose Assumptions C1(iii) and C2-C5 hold. Then,
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(a) (; 0; b) = 1(; 0; b) + 2(0; b) and
(b) (; 0; !0) = 1(; 0; !0) + 2(0; !0):
Comment. By Lemma 8.3, Assumptions C6 and C7 hold if and only if they hold with
1(; 0; b) and 1(; 0; !0) in place of (; 0; b) and (; 0; !0); respectively, because
2(0; b) and 2(0; !0) do not depend on : The quantities 1(; 0; b) and 1(; 0; !0)
are simpler than (; 0; b) and (; 0; !0); because they are based on lower dimensional
vectors, i.e., the d-vectors G1(; 0) +K

1(; 0)b and K

1(; 0)!0:
Using Lemma 8.3 and an argument similar to that used to prove Lemma 2.6 of Kim
and Pollard (1990) (KP) (see Lemma 9.13 below), we obtain the following su¢ cient
condition for Assumption C6 when  is a scalar.73
Assumption C6. (i) d = 1 (i.e.,  is a scalar).
(ii) V ar(G1(1; 0) G1(2; 0)) 6= 0 and V ar(G1(1; 0)+G1(2; 0)) 6= 0; 81; 2 2 
with 1 6= 2; 80 2   with 0 = 0:
Lemma 8.4. Assumption C6 implies Assumption C6.
Next, we provide a primitive su¢ cient condition for Assumption C6: We partition
the covariance kernel 
(1; 2; 0) in Assumption C3 analogously to H(; 0) and obtain

(1; 2; 0) =
"










22(0) 2 Rdd does not depend on : For any 1; 2 2  and 1 6= 2;
(G1(1); G1(2); G2)
0 is normally distributed with mean zero and covariance matrix

G(1; 2; 0) =
264 
11(1; 1; 0) 
11(1; 2; 0) 
12(1; 0)
11(2; 1; 0) 









Typically, the covariance matrix 
G(1; 2; 0) takes the form of an outer product, which
facilitates the verication of Assumption C6, as shown in the examples.
Assumption C6. (i) d = 1 (i.e.,  is a scalar).
(ii) 
G(1; 2; 0) is positive denite, 81; 2 2  with 1 6= 2; 80 2   with 0 = 0:
73Kim and Pollard (1990, Lem 2.6) provides conditions under which the sample paths of a Gaussian
process are maximized at a unique point with probability one. Here the process of interest is a quadratic
function of a Gaussian process.
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Lemma 8.5. Assumption C6 implies Assumption C6; which in turn implies As-
sumption C6.
8.7. Assumptions C1 and D1: Quadratic Expansions for
Sample Average Criterion Functions
The sample criterion function for sample average extremum estimators takes the
form:




 (Wi; ) : (8.8)
For example,  (Wi; ) is the log-likelihood function of the ith observation in the case
of the ML estimator, (Wi; ) is the squared regression residual in the case of the LS
estimator, and (Wi; ) is the check function in the case of the quantile regression esti-
mator.
For Qn() as in (8.8), Q(; 0) = E0(Wi; ):
8.7.1. Su¢ cient Conditions via Smoothness
First, we provide su¢ cient conditions for Assumptions C1 and D1 when  (Wi; ) is
twice continuously di¤erentiable in  on the support ofWi: Let  (Wi; ) and   (Wi; )
denote the rst-order and second-order partial derivatives wrt  and (Wi; ) and
(Wi; ) denote the rst-order and second-order partial derivatives wrt : The sup-
port of Wi for all  2   is contained in a set W :
Assumption Q1. (i) For some function  (w; ) 2 R; Qn() = n 1
Pn
i=1  (Wi; ) :
(ii) (w; ) is twice continuously di¤erentiable in  on an open set containing 8w 2 W :
(iii) Under fng 2  (0; 0; b); for all constants n ! 0;




  (Wi;  ; )    (Wi;  0;n; )

jj = op (1) :




 1 (n) [(Wi; )  (Wi; n)]B 1 (n) jj = op (1), where
n(n) = f 2  : jj    njj  njjnjj and jj   njj  ng:
Assumption Q1(iii) can be veried by a uniform LLN, e.g., see Andrews (1992).
Assumption Q1(iv) is stronger than the stochastic equicontinuity of n 1
Pn
i=1 (Wi; )
over  2 n (n) because part of the re-scaling matrix B 1(n) diverges to innity as
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n ! 0: The verication of Assumption Q1(iv) relies on the fact that n 1
Pn
i=1 (Wi; )
is close to singularity for  2 n (n) :
Lemma 8.6. Suppose Assumptions B1-B2 hold.
(a) Assumption Q1 implies that Assumption C1 holds with








  (Wi; ):











8.7.2. Su¢ cient Conditions via Stochastic Di¤erentiability
Next, we provide su¢ cient conditions for Assumptions C1 and D1 that do not require
point-wise smoothness of (w; ) in  8w 2 W : These su¢ cient conditions rely on
stochastic di¤erentiability of Qn () ; as in Pollard (1985), van der Vaart and Wellner
(1996, Theorem 3.2.16), and Andrews (2001), and on the smoothness of E(Wi; ):
These su¢ cient conditions cover quantile regression estimators, censored and truncated
regression estimators, Huber regression M-estimators, etc.
To provide su¢ cient conditions via stochastic di¤erentiability, we rst dene the
stochastic derivative vectors and the associated remainder terms. Let
(w; ) = (w; n) + (w; n)
0(   n) + r(w; ); (8.9)
where(w; n) is a stochastic derivativewrt  at n and r(w; ) is the remainder term.
Compared with Pollard (1985), the current denition of the remainder term does not
have jj   njj in front of r(w; ) in order to adapt to the weak-identication situation.
The conditions on r(w; ) given in Assumption Q2 below are adjusted accordingly.
Similarly, for any  2 ; let
(w; ; ) = (w; 0;n; ) +  (w; 0;n; )
0(    0;n) + r (w; ; ); (8.10)
where  (w; 0;n; ) is a stochastic partial derivativewrt  at  0;n and r (w; ; )
is the remainder term. Note that  (w; 0;n; ) is a sub-vector of (w; ) evaluated at
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 = ( 0;n; ): (The quantities  (w; 0;n; ) and r (w; ; ) in (8.10) are not derivatives
of (w; n) and r(w; ) that appear in (8.9).)
For fng 2  (0); dene the empirical processes fnr() :  2 g by




(r(Wi; )  Enr(Wi; )); (8.11)
where r(w; ) is dened in (8.9). Also, dene the empirical process fnr () :  2 g;
where nr () = (nr ()
0 ; nr ()
0)0 and r (w; ) is dened in (8.10).






When fWi : 1  i  ng are identically distributed under n; Qn() = En(Wi; ):
Assumption Q2. (i) For some function  (w; ) 2 R; Qn() = n 1
Pn
i=1  (Wi; ) :
(ii) E(Wi; ) is twice continuously di¤erentiable in  on an open set containing 
8 2  .
(iii) Under fng 2  (0; 0; b); for all constants n ! 0;
sup
 2	():jj   0;njjn
an(n)n
 1=2 jnr ( ; )j
[1 + jjan(n)(    0;n)jj]  jj    0;njj
= op(1):




[1 + n1=2jjB(n)(   n)jj]  jjB(n)(   n)jj
= op (1) ;
where n(n) = f 2  : jj    njj  njjnjj and jj   njj  ng:
(v) Under fng 2  (0; 0; b); for all constants n ! 0;
sup







Qn( 0;n; )jj = o(1):










 1 (n) jj = o(1):
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Because the expectation operator is a smoothing operator, E(Wi; ) often is dif-
ferentiable in  even though (Wi; ) is not. For example, Assumption Q2(ii) holds when
(Wi; ) is piece-wise di¤erentiable in  and is only non-smooth in  on a negligible set
of fWi : 1  i  ng: Such cases include quantile regression, censored and truncated
regression models, etc.
Assumptions Q2(iii) and Q2(iv) are generalizations of the stochastic di¤erentiability
condition in Pollard (1985) to the case of drifting sequences of true parameters. In
the special case where (Wi; ) is twice continuously di¤erentiable, Assumptions Q2(iii)
and Q2(iv) can be veried easily by omitting the 1part in the denominators. The
verication is similar to that in Lemma 8.6 above.
When (Wi; ) is not point-wise smooth, Assumptions Q2(iii) and Q2(iv) can be ver-
ied by methods provided in Pollard (1985). For example, empirical process methods
can be used to show nr ( ; )=jj    0;njj = op(1) uniformly for  in a neighbor-
hood of  0;n to verify Assumption Q2(iii). In this case, only the "jj    0;njj" part of
the denominator in Assumption Q2(iii) is used. Similarly, empirical process methods
can be used to show nr () =jjB(n)(   n)jj = op(1) uniformly over n(n) to verify
Assumption Q2(iv). Pollard (1985) provides results for empirical processes based on
i.i.d. random variables. For dependent random variables, the empirical process results
in Doukhan, Massart, and Rio (1995) and Arcones and Yu (1994) can be used. Hansen
(1996) establishes stochastic equicontinuity of empirical process of dependent triangular
arrays, which is suitable for asymptotic results under drifting sequences of true para-
meters. For other references, see Andrews (1994). Also, the Huber-type bracketing
condition in Pollard (1985) applies with dependent random variables.
Assumption Q2(v) is not restrictive. It holds by Assumption Q2(ii) when fWi : i 
1g are identically distributed under  2  :
Assumption Q2(vi) is stronger than uniform continuity of (@2=@@0)Qn() because
part of B 1 (n) diverges when n ! 0: The verication of Assumption Q2(vi) relies on
(@2=@@0)Qn() being almost singular when  is close to 0:





((Wi; )  En(Wi; )); (8.13)
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where (w; ) is dened in (8.9). Also, dene the empirical process fn () :  2 g;
where n() = (n ()0; n()0)0 and  () is as in (8.10).
Lemma 8.7. Suppose Assumptions B1 and B2 hold.
(a) Assumption Q2 implies that Assumption C1 holds with


















Comments. 1. When Qn() is minimized at n under fng 2  (0); DQn() in
Lemma 8.7(b) evaluated at  = n simplies to n 1=2n(n) because (@=@)Qn(n) =
0: With identically distributed observations, this holds under Assumption B3 because
Qn() = En(Wi; ) is minimized at  = n: In Assumption C1, D Qn() is evaluated
at  = ( 0;n; ): The expression for D Qn() in Lemma 8.7(a) does not simplify when
 = ( 0;n; ) because Q

n() is not minimized at ( 0;n; ) under n:
2. In Lemma 8.7, D  Qn () and D2Qn () are both non-random. With identically
distributed observations, D  Qn() and D2Qn() are second-order partial derivatives of
En(Wi; ) wrt  and ; respectively.
Under Assumptions B1, B2, and Q2, Assumption C2(i) holds with




Hence, Em(Wi; ) = (@=@ )E(Wi; ):Assumption C2(ii) holds providedE(Wi; )
is minimized at  when the true parameter is  2  , and Assumption C2(iii) holds
provided E(Wi; ) is minimized at ( 
; ) 8 2  when the true parameter is  2  
with  = 0: With identically distributed observations, Assumptions C2(ii) and C2(iii)
are implied by Assumptions B3 and Q2(ii) with E(Wi; ) = Q(; ).
Assumption C3 can be veried with Gn() = n ( 0;n; ): Assumption C4(i) holds
with H(; 0) = limn!1(@
2=@ @ 0)Qn( 0; ) provided this limit exists, which is always
true for identically distributed observations. The verication of Assumption C5 requires
regularity conditions on the density functions of the observations wrt some dominating
measure for  2  . Assumption C6 can be veried using Lemma 8.5 or 8.4. Assumption
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C7 can be veried using the matrix Cauchy-Schwarz inequality, see Tripathi (1999).
Assumption C8 is implied by Assumption C4 because (@=@ 0)EnD Qn() = D  Qn().
Assumption D2 can be veried directly with the non-random form of D2Qn(n) given
in Lemma 8.7(b). Assumption D3 can be veried by a triangular array CLT provided
Qn() is minimized at n 8n  1: The latter condition yields DQn(n) = n 1=2n (n):
8.7.3. Initial Conditions Adjustment to the Sample Criterion Function
In some stationary time series models, the sample criterion function Qn() depends
on initial conditions and, hence, is not an average of stationary and ergodic random
variables. In such cases, Assumptions Q1 and Q2 can be adjusted to allowQn() to equal
a sample average of stationary summands, n 1
Pn
i=1 (Wi; ); plus a term, Q
IC
n (); that
is asymptotically negligible in a suitable sense. A similar adjustment was introduced in
Andrews (2001).
Assumption Q3. (i) For some function (w; ) 2 R; Qn() = n 1
Pn
i=1 (Wi; ) +
QICn ():
(ii) Assumption C1(ii) holds with Rn() replaced by QICn () QICn ( 0;n; ) and Assump-
tion D1(ii) holds with Rn() replaced by Q
IC
n () QICn (n):
Lemma 8.8. (a) Lemma 8.6 holds with Assumption Q1(i) replaced by Assumption Q3.
(b) Lemma 8.7 holds with Assumption Q2(i) replaced by Assumption Q3.
8.8. Bivariate Probit Model with Endogeneity and
Reparametrization
Next, we briey discuss reparametrization in the simple bivariate probit model with
endogeneity considered in Han (2009) and Han and Vytlacil (2009). The model is
Yi = 1(1 +Di2   "i  0) and
Di = 1(+ Zi   i  0); (8.15)
where (Yi; Di; Zi) is observed, Zi 2 R; and ("i; i) has a bivariate normal distribution
with means zero, variances normalized to equal one, and correlation : Han and Vytlacil
(2009) show that the parameters are identied under some conditions including  6= 0: If
 = 0; then none of the parameters 1; 2; and  are identied. But, a two dimensional
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subspace of the parameter space for these three parameters is identied. Han (2009)
introduces a nonlinear transformation of (1; 2; ); call it (1; 2; ); such that  is not
identied if  = 0; but (1; 2) are identied. He shows that the assumptions in AC1 hold
with  = (1; 2) and  = : This transformation is not unique. One can create other
transformations such that 1 is not identied when  = 0; but the other two transformed
parameters are. See Han (2009) for details concerning the reparameterization that he
provides.
9. Supplemental Appendix B: Proofs
This Appendix contains proofs of the following results given in AC1: (i) the as-
ymptotic size lemma, Lemma 2.1, (ii) the asymptotic distributions of the unrestricted
estimator, (iii) the asymptotic distributions of the t statistic, (iv) the asymptotic dis-
tributions of the restricted estimator and QLR statistic, and (v) the asymptotic size
results for t and QLR CSs.
This Appendix also provides proofs of the su¢ cient conditions given in Supplemental
Appendix A.
9.1. Proof of Lemma 2.1
Proof of Lemma 2.1. Dene gn() = (n1=2jjjj; jjjj; =jjjj; ; ; ); where by de-
nition =jjjj = 1d=jj1d jj if  = 0 and 1d = (1; :::; 1)0 2 Rd : Dene G1 = fg :
gn(n)! g for some fng 2  (0; 0; b) with jjbjj <1g; G2 = fg : gn(n)! g for some
fng 2  (0;1; !0)g; and G = G1 [G2:
First, we show AsySz  minfinfh2H CP (h); CP1g: Let fn 2   : n  1g be a
sequence such that lim infn!1CPn(n) = lim infn!1 inf2 CPn() (= AsySz): Such
a sequence always exists. Let fwn : n  1g be a subsequence of fng such that
limn!1CPwn(wn) exists and equals AsySz: Such a sequence always exists. Below we
show there exists a subsequence fpng of fwng such that CPpn(pn) ! CP (h) for some
h 2 H or limn!1CPpn(pn)  CP1: In consequence, AsySz = limn!1CPpn(pn) 
minfinfh2H CP (h); CP1g:
Now we show that the claim concerning the subsequence fpng holds. To this end,
we show (a) for any sequence fn 2   : n  1g and any subsequence fwng of n;
there exists a subsequence fpng of fwng such that gpn(pn) ! g for some g 2 G and
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(b) for any subsequence fpng of fng and any sequence fpn 2   : n  1g for which
gpn(pn) ! g for some g 2 G; CPpn(pn) ! CP (h) for some h 2 H if g 2 G1 and
lim infn!1CPpn(pn)  CP1 if g 2 G2:
To show (a), let wn;j denote the jth component of wn and p1;n = wn 8n  1:
For j = 1; either (1) lim supn!1 p
1=2
j;n pj;n;j < 1 or (2) lim supn!1 p
1=2
j;n pj;n;j = 1: If
(1) holds, then for some subsequence fpj+1;ng of fpj;ng; p1=2j+1;npj+1;n;j ! bj for some
bj 2 R: If (2) holds, then for some subsequence fpj+1;ng of fpj;ng; p1=2j+1;npj+1;n;j ! 1
or  1: Applying the same argument successively for j = 1; :::; d yields a subsequence
fpng = fpd+1;ng of fwng such that (pn)1=2pn ! b 2 R
d or (pn)
1=2jjpnjj ! 1:
Because   is compact, there exists a subsequence fpn g of fpng such that pn ! 0 2  :
Finally, let fpng be a subsequence of fpn g such that pn=jjpnjj ! !0: By construction,
gpn(pn)! g = (jjbjj; jj0jj; !0; 0; 0; 0); where b 2 (R [ f1g)d :
It remains to show that the vector g constructed in the previous paragraph is in
G: (This is needed because G is dened by the limits of full sequences rather than
subsequences.) To this end, it su¢ ces to show that there exists a sequence fn 2   :
n  1g such that gn(n) ! g and pn = pn 8n  1: Such a sequence fk : k  1g can
be constructed as follows: (i) 8k = pn; dene k = pn and (ii) 8k 2 (pn; pn+1); dene
k = (pn=k)
1=2pn when jjbjj 2 R and 

k = pn when jjbjj =1, and (iii) 

k = pn ; 

k =
pn ; and 









k) 2   for
k large by Assumption ACP(iv). When jjbjj 2 R; gn(n)! g because k1=2k = p
1=2
n pn
8k 2 [pn; pn+1); p1=2n pn ! b as n ! 1; and pn=jjpnjj ! !0 as n ! 1 imply that
k1=2jjkjj ! jjbjj and k=jjkjj ! !0 as k !1: When jjbjj =1; k1=2jjkjj  p
1=2
n jjpnjj
8k 2 [pn; pn+1): Thus, p1=2n jjpnjj ! 1 as n!1 implies jjk1=2

kjj ! 1 as k !1: In
addition, when jjbjj = 1; k=jjkjj = pn=jjpnjj 8k 2 [pn; pn+1) and pn=jjpnjj ! !0
as n!1 implies that k=jjkjj ! !0 as k !1:
To show (b), note that we have shown that for any subsequence fpng of fng and
any sequence fpn 2   : n  1g for which gpn(pn) ! g for some g 2 G; there exists
a sequence fn 2   : n  1g such that gn(n) ! g 2 G and pn = pn 8n  1:
This and Assumptions ACP(i) and ACP(ii) imply (b). This completes the proof of
AsySz  minfinfh2H CP (h); CP1g:
Next, we show AsySz  minfinfh2H CP (h); CP1g: First, we show that H equals
H = fh = (b; 0) : n1=2n ! b 2 Rd ; n ! 0 for some fn 2   : n  1gg: (9.1)
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We have H  H because 0 in H has 0 = 0 since n1=2jjnjj ! jjbjj < 1: To show
H  H; we need to show that for all b 2 Rd and 0 2   with 0 = 0 there exists a
sequence fn 2   : n  1g such that n1=2n ! b and n ! 0: Take n = (n; 0; 0; 0)
with n = b=n
1=2 for n  1: Then, n1=2n = b for all n; n ! 0; and n 2   for n
su¢ ciently large that b=n1=2 <  by Assumption ACP(iv).
Given thatH = H; for any h 2 H; there exists a sequence fn 2   : n  1g such that
fng 2  f0; 0; b) by the denition of H: Then, AsySz = lim infn!1 inf2 CPn() 
lim infn!1CPn(n) = CP (h); where the last equality holds by Assumption ACP(i).
There also exists a sequence fng 2  (0;1; !0) such that CPn(n) ! CP1 by As-
sumption ACP(iii). Thus, AsySz  lim infn!1CPn(n) = CP1: Hence, AsySz 
minfinfh2H CP (h); CP1g as desired. 
9.2. Proofs of Estimation Results
Proof of Lemma 3.1. The rst result of Lemma 3.1(a) is proved along the lines of the
proof of Lemma A1 of Andrews (1993), which is a uniform consistency result under xed
true parameters. Specically, by Assumption B3(ii), given any neighborhood 	0 of  0;
there exists a constant " > 0 such that 8 2 ; inf 2	()=	0 Q( ; ; 0) Q( 0; ; 0) 
": Thus,
P
b n() 2 	()=	0 for some  2 
 P

Q(b n(); ; 0) Q( 0; ; 0)  " for some  2 ! 0; (9.2)













Q(b n(); ; 0) Qn(b n(); ; 0)i+ sup
2
h




Q(b n(); ; 0) Qn(b n(); ; 0)i+sup
2
[Qn( 0; ; 0) Q( 0; ; 0)]+o(n 1)
 2 sup
 2	();2
jQn( ; ; 0) Q( ; ; 0)j+ o(n 1) = op(1); (9.3)
23
where the rst inequality holds by Assumption B3(ii) and the fourth inequality holds
by the denition of b n() in (3.2), and the equality holds by Assumption B3(i). This
completes the proof of the rst result of part (a). The second result of part (a) follows
from the rst result because b n = b n(bn) and bn 2 :
When 0 6= 0; bn !p 0 under fng such that n ! 0 with 0 6= 0 by an analogous
argument to that just given for part (a), but with bn; 0; and=0; in place of (b n(); );
( 0; ); and 	()=	0; respectively, where 0 is some neighborhood of 0; with inf2
and sup2 deleted, and with Assumption B3(iii) used in place of Assumption B3(ii).
Because n ! 0; this completes the proof of part (b). 
The following two Lemmas are used in the proofs of Lemma 3.2 and Theorem 3.1.
Lemma 9.1. Suppose Assumptions B1, B2, C2, C3, and C5 hold. Under fng 2
 (0; 0; b);
(a) when jjbjj <1; n1=2D Qn( 0;n; )) G(; 0) +K(; 0)b; and
(b) when jjbjj =1 and n=jjnjj ! !0 for any !0 2 Rd with jj!0jj = 1;
jjnjj 1D Qn( 0;n; )!p K(; 0)!0 uniformly over  2 :
Comment. Lemma 9.1 implies that an(n)D Qn( 0;n; ) = Op(1):
Dene
Zn() =  an(n)(D  Qn( 0;n; )) 1D Qn( 0;n; ): (9.4)
Lemma 9.2. Suppose Assumptions A, B1-B3, and C1-C5 hold. Under fng 2  (0; 0; b);
(a) an(n)(b n()   0;n) = Op(1);
(b) an(n)(b n()   0;n) = Zn() + op(1); and
(c) a2n(n)

Qn(b n(); ) Qn( 0;n; ) =  12Zn()0D  Qn( 0;n; )Zn() + op(1):
Comment. When jjbjj <1; Lemma 9.2(b) is used to derive the asymptotic distribution
of b n: Lemma 9.2(c) is used in the proof of Lemma 3.2 below.
Proof of Lemma 9.1. First, we decompose D Qn( 0;n; ) as









i=1Enm(Wi;  0;n; ) when n is close to 0; we view this aver-
age expectation as a function of n and we carry out element-by-element mean value








E0;nm(Wi;  0;n; ) +Kn( 0;n; ; en)n
= Kn( 0;n; ; en)n; (9.6)
where en = (en; n; n; n) may di¤er across the rows of Kn( 0;n; ; en); en is on the
line segment connecting n and 0; which implies that en converges to 0 as n ! 0 with
0 = 0; and the second equality holds by Assumption C2(iii) applied with 
 = 0;n
because n = (n; n; n; n) 2   with jjnjj < ; which holds for n large, implies that
0;n = (0; n; n; n) 2   by Assumption B2(ii). Furthermore, ( 0;n; ; en) is in the
domain    0 of Kn(; ) by Assumption B2(ii).
By Assumption C5,
Kn( 0;n; ; en)!p K(; 0) (9.7)
uniformly over  2 : From (9.5)-(9.7), we obtain
D Qn( 0;n; ) = n
 1=2Gn() +K(; 0)n + op(jjnjj): (9.8)
In part (a), in which case n1=2n ! b with jjbjj <1; (9.8) leads to
n1=2D Qn( 0;n; ) = Gn() +K(; 0)n1=2n + op(1)) G(; 0) +K(; 0)b; (9.9)
where the weak-convergence result holds by Assumption C3.
In part (b), in which case n1=2jjnjj ! 1 and n=jjnjj ! !0; (9.8) leads to
jjnjj 1D Qn( 0;n; ) = (n1=2jjnjj) 1Gn()+K(; 0)n=jjnjj+op(1)!p K(; 0)!0
(9.10)
uniformly over  2  using Assumption C3. 
Proof of Lemma 9.2. The proof of part (a) is analogous to the proof of Theo-
rem 1 of Andrews (1999), which in turn uses the method in Cherno¤ (1954, Lemma





b n()   0;n): We have
op(1)  a2n(n)

Qn(b n(); ) Qn( 0;n; )
= an(n)D Qn( 0;n; )
0D
 1=2
  ;n()n; +
1
2
















where the inequality holds 8 2  for n large by (3.2) and the fact that  0;n 2 	()
8 2  for n large, which holds because this condition is equivalent to ( 0;n; ) 2 
8 2  for n large and the latter holds because (i) ( 0;n; ) = (0; n; ) 2 f 2 Rd :
jjjj < g  Z0     8 2  by Assumption B1(ii) provided n 2 Z0; and (ii)
n 2 Z0 for n large by Assumption B1(ii) because n = (n; n; n) ! 0 = (0; 0; 0)
implies that jjnjj < ; and n 2   f 2 Rd : jjjj < g  Z0   for n large.
The rst equality in (9.11) holds by Assumption C1(i) with  = b n(); and the second
equality holds by Lemma 3.1(a), Assumptions C1(ii) and C4, and the implication of
Lemma 9.1 that an(n)D Qn( 0;n; ) = Op(1): Rearranging (9.11) gives kn;k
2 
2jjn;jjOp(1) + op(1): Let n; denote the Op(1) term. Then, we have
(jjn;jj   n;)2  2n; + op(1): (9.12)
Taking square roots gives jjn;jj = Op(1); which together with Assumption C4 com-
pletes the proof of part (a).
Now, we prove part (b). Dene
n() = an(n)(b n()   0;n) and  yn() =  0;n + a 1n (n)Zn(): (9.13)
First, we apply the quadratic approximation in Assumption C1(i) with  =  yn():










0D  ;n()Zn() + op(1); (9.14)
where the op(1) term is obtained from Assumption C1(ii), Lemma 9.1, and  0;n  n !
0:
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Qn(b n () ; ) Qn( 0;n; )












0D  ;n()Zn() + op(1); (9.15)
where the op(1) term in the rst equality is obtained from Assumption C1(ii) and
Lemma 9.2(a).




n ()); where 
y
n() = op(1) and 
yy
n () =
op(1) using Assumptions C3 and C4 and a 1n (n)  n 1=2 ! 0: This and Assumption
B1(ii) lead to




n ()) 2 	() (9.16)
8 2 ; where 2holds with probability that goes to one as n ! 1: Specically,
(9.16) holds because (i) n ! 0 with 0 = 0; (ii) for n large, (n; n; n; n) 2  
satises jjnjj < =2 and jjn   0jj < 0=2 for some  > 0 and 0 > 0 chosen such
that the ball centered at 0 with radius 0 is in Z0, (iii) the latter, 
y
n() = op(1); and
yyn () = op(1) imply that jjyn()jj < ; jjn + yyn ()   0jj < 0 ; n + 
yy
n () 2 Z0,
and  yn() 2 f 2 Rd : jjjj < g  Z0 8 2  with probability that goes to one, and
(iv) f 2 Rd : jjjj < g  Z0  	() \ f = (; ) 2 Rd : jjjj < g by Assumption
B1(ii). Results (iii) and (iv) combine to establish (9.16).
Using (9.16) and (3.2), we have
Qn(b n(); )  Qn( yn(); ) + op(n 1) (9.17)
8 2 : This, (9.14), and (9.15) give
1
2
(n()  Zn())0D  ;n()(n()  Zn())  op(1): (9.18)
Assumption C4 and (9.18) imply that n() = Zn() + op(1); which is the result of
part (b).
Part (c) holds because the rst summand on the right-hand side (rhs) of (9.15) is
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op(1) by Lemma 9.2(b) and Assumption C4. 
Proof of Lemma 3.2. Lemma 9.1(a) and Assumption C4 yield
Zn())  H 1(; 0)(G(; 0) +K(; 0)b) (9.19)
under fng 2  (0; 0; b) when jjbjj <1: Lemma 9.1(b) and Assumption C4 yield
Zn()!p  H 1(; 0)K(; 0)!0 (9.20)
uniformly over  2  under fng 2  (0; 0; b) when jjbjj =1 and n=jjnjj ! !0:
The result of part (a) holds by Lemma 9.2(c), (9.19), Assumption C4, and the CMT.
Replacing (9.19) with (9.20) gives the result of part (b). 
Proof of Theorem 3.1. First we prove part (a). We have bn !d (0; b) by (3.3),
Lemma 3.2(a), Assumptions A, B1(iii), C3, C4(i), C5(iii), and C6, and the CMT. For
details, see the proof of the argmax/min Theorem 3.2.2 in van der Vaart and Wellner
(1996, p. 286). Note that Assumptions C3, C4, and C5(iii) are used to guarantee that
(; 0; b) is continuous on  a.s. and Assumption B1(iii) guarantees that the sequence
of distributions of fbng is tight.
Dene n() = n1=2(b n()   n): We have
n() = n1=2(b n()   0;n)  n1=2( n    0;n)
= Zn()  (n1=2n; 0d) + op(1)
)  H 1(; 0) (G(; 0) +K(; 0) b)  (b; 0d); (9.21)
where the second equality holds by Lemma 9.2(b) and the denition of  0;n and the
weak-convergence result holds by Lemma 9.1(a) and Assumption C4. Furthermore,
joint convergence (n(); bn) ) ((; 0; b); (0; b)) holds because n() and bn are
continuous functions of Zn() and D  Qn( 0;n; ); which converge jointly since the limit
of the latter, H(; 0); is non-random.
To prove part (b), we write




where the rst equality holds by assumption (see the paragraph following (3.3)), the
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second equality holds by the denition of Qcn() given just above (3.3), and the third
equality holds by (3.3). Part (b) follows from Lemma 3.2(a), (9.22), and the CMT. 
Proof of Lemma 3.3. When 0 = 0; bn !p 0 by a standard consistency argument,
such as a simplication of the argument given in the proof of Lemma 3.1(a) with bn; 0;
=0; jjnjj 2(Qcn() Q0;n); and (; 0; !0) in place of (b n(); ); ( 0; ); 	()=	0;
Qn( ; ; 0); and Q( ; ; 0); respectively, where 0 is some neighborhood of 0; and
with inf2 and sup2 deleted. The argument uses Lemma 3.2(b) (which applies be-
cause the set of sequences fng 2  (0;1; !0) with 0 = 0 is the same as the set of
sequences fng 2  (0; 0; b) with jjbjj = 1 and n=jjnjj ! !0) in place of Assump-
tion B3(i). In place of Assumption B3(ii), the argument uses the fact that (; 0; !0)
is continuous on  by Assumptions C4 and C5(iii) and is uniquely minimized at 0
by Assumption C7, and  is compact by Assumption B1(iii). Because n ! 0; this
completes the proof that bn   n !p 0:
When 0 = 0; b n  n !p 0 because jjb n  njj = jjb n(bn)  njj  sup2 jjb n() 
 njj = op(1) by Lemma 3.1(a).
When 0 6= 0; the desired results are given in Lemma 3.1(b). 
The following Lemma is used in the proof of Lemma 3.4, which is used in the proof
of Theorem 3.2 below. Let S = [Id : 0dd ] denote the d  d selector matrix that
selects  out of  :
Lemma 9.3. Suppose Assumptions C2, C4, C5, and C8 hold. Then, K (0; 0) =
 H(0; 0)S 0:
Proof of Lemma 9.3. For notational simplicity, dene a function
hn(;  ) = n 1
nX
i=1
Em(Wi;  ; 
): (9.23)
Let hn  (
;  ) denote the partial derivative of hn(;  ) wrt  ; which is a sub-vector
of ; and let hn (
;  ) denote its partial derivative wrt  : By Assumption C2(ii),
hn(;  ) = 0 8 2  : (9.24)
In (9.24),   enters hn(;  ) through both  and the second argument of hn(; ):
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Taking the derivative of hn(;  ) wrt   gives
hn  (
;  ) + hn (
;  ) = 0 8 2  : (9.25)







; ) = hn (


























The partial derivative (@=@0)Em(Wi;  
; ) on the left-hand side (lhs) of (9.27)
denotes the partial derivative of Em(Wi;  
; ) wrt ; which is a sub-vector of the
true value ; whereas (@=@ 0)Em(Wi;  
; ) on the rhs of (9.27) denotes the partial
derivative wrt  ; which is an argument of the function m(Wi;  ; ):













Enm(Wi;  n; n)
!
S 0: (9.28)






0Enm(Wi;  n; n) = Kn ( n; n; n)! K (0; 0) ; (9.29)
where the equality holds by denition and the convergence follows from Assumption C5.






Enm(Wi;  n; n) =
@
@ 0
EnD Qn ( n; n)! H (0; 0) ; (9.30)
where the equality holds by Assumption C2(i) and the convergence follows from As-
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sumption C8.
Equations (9.28)-(9.30) yield the desired result. 
Proof of Lemma 3.4. From Lemma 9.2(b), we have
knk
 1





 0;n; bn 1 jjnjj 1D Qn   0;n; bn+ op (1)
!p  H 1(0; 0)K (0; 0)!0 = S 0!0; (9.31)
where the convergence in probability holds by Lemma 9.1(b), Assumption C4, bn n =
op (1) (which holds by Lemma 3.3), and n = 0 + o (1) ; and the last equality holds by
Lemma 9.3.
Note that
 n =  0;n + S
0
n (9.32)
by the denition of  0;n: Hence,
knk
 1
b n    n = knk 1 b n    0;n  knk 1   n    0;n
=
 
S 0!0 + op (1)

  knk
 1 S 0n = op (1) ; (9.33)
where the rst equality is straightforward, the second equality uses (9.31) and (9.32),
and the last equality holds because knk
 1 n ! !0: 
Proof of Theorem 3.2. We show n1=2B(n)(bn n) = Op(1) before proving parts (a)























= Op (knk) +
1
2




+ op (1) ; (9.34)
where the inequality holds by (2.1), the rst equality holds by Assumption D1(i) with
 = bn; and the second equality holds by Assumptions D2 and D3, and the fact that bn 2
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n(n) for some n ! 0 with probability that goes to one as n!1: To see the latter,
note that bn   n = op(1) and b n    n = op(1) by Lemma 3.3 and jjnjj 1(b n    n) =
op(1) by Lemma 3.4 when n ! 0: Rearranging (9.34) gives knk
2  2 knkOp (1) +
op (1) : Let 

n denote the Op (1) term. Then, we have
(knk   n)
2  (n)2 + op (1) : (9.35)
Taking square roots gives knk = Op (1) ; which together with Assumption D2 gives
n1=2B(n)(bn   n) = Op(1):
Now, we prove parts (a) and (b) of the Theorem at the same time. Dene
Zn =  n1=2J 1n B 1(n)DQn(n); n = n1=2B(n)(bn   n); and




First, we apply the quadratic approximation in Assumption D1(i) with  = yn: Re-











n + op (1) ; (9.37)
where the op (1) term is obtained from Assumption D1(ii) and the fact that 
y
n 2 n(n)
with probability that goes to one as n ! 1 for some n ! 0: To see the latter, let




n); then (9.36), the structure of B(n); Z

n = Op (1) ; and n
1=2jjnjj ! 1;
yield
 yn    n = n 1=2Op (1) = op(jjnjj) and yn   n = n 1=2 knk
 1Op (1) = op (1) (9.38)
under fng 2  (0; 0; !0):
















n + op (1) ;
where the op (1) term in the rst equality is obtained from Assumption D1(ii) andbn 2 n(n) with probability that goes to one for some n ! 0 as shown above.
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We have yn 2  with probability that goes to 1 as n ! 1 by (9.38), n 2 ; and
Assumption B1(i). In consequence,
Qn(bn)  Qn(yn) + op (1) (9.40)






n   Zn)  op (1) : (9.41)
Assumption D2, (9.39), and (9.41) imply
n = Z







n + op (1) : (9.42)
This, combined with Assumptions D2 and D3, gives the desired results. 
9.3. Proofs of t Asymptotic Distributions
The proof of Theorem 4.1 given below uses the following Lemma. Dene b!n =bn=jjbnjj:
Lemma 9.4. Suppose Assumptions A, B1-B3, C1-C8, and V1 hold.
(a) Under fng 2  (0; 0; b) with jjbjj <1; b!n !d !((0; b); 0; b):
(b) Under fng 2  (0;1; !0); b!n !p !0:
Proof of Lemma 9.4. To prove Lemma 9.4(a), we have
b!n = n1=2bn=jjn1=2bnjj !d ((0; b); 0; b)jj((0; b); 0; b)jj = !((0; b); 0; b) (9.43)
by the CMT, because n1=2bn !d ((0; b); 0; b) by Theorem 3.1(a) and Comment 1
to Theorem 3.1 and P ((; 0; b) = 0) = 0 by Assumption V1(iv) (vector ).
Next, we prove that Lemma 9.4(b) holds when 0 = 0: By Lemma 3.4, jjnjj 1(bn 






jjbnjj + njjnjj jjnjjjjbnjj !p !0: (9.44)
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Under fng 2  (0;1; !0) with 0 6= 0; b!n ! !0 by the CMT given that bn !p 0
by Lemma 3.3. 
Proof of Theorem 4.1. Under the null hypothesis H0 : r(n) = vn; the t statistic




First, we prove Theorem 4.1(a). We start with the case in which  is a scalar.
Because dr = 1; d = 0 implies that r() = 0 8 2  for some  > 0 by Assumption
R(iii). In consequence, r() = [r () : 0] and the denominator of the t statistic in (9.45)
becomes
r(bn)B 1(bn)bnB 1(bn)r(bn)01=2 = r (bn)b  ;nr (bn)01=2 (9.46)
with probability that goes to one as n ! 1 (wp! 1), where b  ;n is the upper left
  sub-matrix of bn:We have: r( n; bn)  r( n; n) = 0 wp! 1 by (i) a mean-value
expansion wrt , (ii) Assumptions R(i) and R(iii), (iii) r() = 0 8 2 ; and (iv)
n ! 0. Hence, we have
r(bn)  r(n) = r(b n; bn)  r( n; bn) + r( n; bn)  r( n; n) = r (e n; bn)(b n    n)
(9.47)
wp! 1; where the rst equality is immediate, the second equality uses r( n; bn)  
r( n; n) = 0 and a mean-value expansion of r(b n; bn) wrt  around  n with e n betweenb n and  n:
Under the conditions of Theorem 4.1(a),
Tn =
r (e n; bn)n1=2(b n    n)
(r (bn)b  ;nr (bn)0)1=2
=
r ( 0; bn)n1=2(b n    n)
(r ( 0; bn)b  ;nr ( 0; bn)0)1=2 + op(1)
= T ;n(bn) + op(1)!d T ((b; 0); b; 0); (9.48)
where the rst equality follows from (9.45)-(9.47), the second equality holds by the
consistency of b n() uniformly over  2  and the continuity of r (); the third equal-
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ity denes T ;n() implicitly, and the convergence follows from the joint convergence
(T ;n(); bn)) (T (; 0; b); (0; b)) and the CMT. The latter joint convergence holds
by n() = n1=2(b n()  n)) (; 0; b) (which is established in (9.21)), Assumptions
V1 (scalar ) and R, Theorem 3.1(a), the uniform consistency of b n() over  2 ;
and the fact that n() and bn can be written as continuous functions of the empirical
process Gn() plus op(1) terms.
In the case of a vector ; (9.48) holds with b  ;n being the d  d upper left sub-
matrix of bn = bn(b+n ) = bJ 1n (b+n )bVn(b+n ) bJ 1n (b+n ) using Assumption V1 (vector ) and
with T ;n(bn) replaced by T ;n(bn; b!n); which is dened implicitly. In this case, the
convergence in (9.48) follows from the joint convergence (T ;n(); bn; b!n)) (T (; 0; b);
(0; b); !
((0; b); 0; b); which holds by the same argument as above plus Lemma
9.4(a) and Assumption V1 (vector ). This completes the proof of part (a).
Next, we prove Theorem 4.1(b). Note that
r(bn)B 1(bn) = [r (bn) : r(bn) 1(bn)]
=  1(bn)[r (bn)(bn) : r(bn)]
=  1(bn)[0 : r(bn)] + op(1) ; (9.49)
where the rst equality follows from the denition of B 1(bn), the second equality is
straightforward, and the third equality follows from bn ! 0 by Lemma 3.1(a).
When  is a scalar, in Theorem 4.1(b), the t statistic becomes
Tn =
n1=2j(bn)jr(bn)  r(n)
(r(bn)b;nr(bn)0)1=2 + op(1) !d T(; b; 0); (9.50)
where the equality follows from (9.45) and (9.49) and Assumption V1 (scalar ) and the
convergence holds by arguments analogous to those used to establish the convergence in
(9.48).
In the case of a vector ; (9.50) holds with b;n being the d  d lower right
sub-matrix of bn = bn(b+n ) = bJ 1n (b+n )bVn(b+n ) bJ 1n (b+n ) using Assumption V1 (vector )
and with T;n(bn) replaced by T;n(bn; b!n); which is dened implicitly. In this case, the
convergence in (9.50) follows from the joint convergence (T;n(); bn; b!n)) (T(; 0; b);
(0; b); !
((0; b); 0; b); which holds by the same argument as used to establish the
convergence in (9.48) plus Lemma 9.4(a) and Assumption V1 (vector ). This completes
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the proof of Theorem 4.1(b).
Next, we prove Theorem 4.1(c). The proof is the same for the scalar and vector 
cases because it relies on Assumption V2 which applies in both cases. First we prove
the result when fng 2  (0;1; !0) and n ! 0: When d = 0; the rst equality in
(9.48) holds by the same arguments as above. This equality, Assumptions V2 and R,
the consistency of bn established in Lemma 3.3, Theorem 3.2(a), and the delta method
together imply that Tn !d N(0; 1):
When d = 1 and fng 2  (0;1; !0) with n ! 0; (9.49) still holds using bn ! 0
by Lemma 3.3(b). Hence, the equality in (9.50) also holds. In this case, the t statistic
becomes
Tn =




(r(bn)b;nr(bn)0)1=2 + op(1) + op(1)
!d N(0; 1); (9.51)
where the rst equality follows from (9.45), (9.49), and a mean-value expansion of r(bn)
wrt  around n with en between bn and n; the second equality holds because (i)
n1=2(b n    n) = Op(1) by Theorem 3.2(a), (ii) n ! 0 and the consistency of bn in
Lemma 3.3, (iii) the continuity of r() in Assumption R, and (iv) Assumption V2, and
the convergence in distribution holds by (i) the consistency of bn; (ii) the continuity of
r(); (iii) n1=2(bn)(bn   n) !d N(0;(0)) by Theorem 3.2(a), where (0) is
the lower right d  d sub-matrix of (0) = J 1(0)V (0)J 1(0); (iv) Assumption
V2, and (v) the delta method.
Under fng 2  (0;1; !0) and n ! 0 6= 0;
n1=2(r(bn)  r(n))!d N(0; r(0)B 1(0)(0)B 1(0)r(0)0) (9.52)
by Theorem 3.2(a) and the delta method. By Assumptions R(i) and V2 and the consis-
tency of bn established in Lemma 3.3,
r(bn)B 1(bn)bnB 1(bn)r(bn)0 !p r(0)B 1(0) (0)B 1(0)r(0)0: (9.53)
The desired result follows from (9.45), (9.52), and (9.53). 
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9.4. Proofs of QLR Asymptotic Distributions and
Restricted Estimator Results and Proofs
In this section, we prove Theorems 4.2 and 4.3 concerning the asymptotic distrib-
ution of the QLR statistic. We also state and prove results concerning the asymptotic
distribution of the restricted estimator en: The QLR proofs rely on some of the results
for the restricted estimator.
When n is the true value, the set of  values that satises the restrictions r() = vn is
r(vn;2); where vn = (vn;1; vn;2) = (r1( n); r2(n)) = r(n): Throughout this section, we
let op(1) and Op(1) denote quantities that are op(1) and Op(1); respectively, uniformly
over  2  (not just over the restricted set r(vn;2)) as n ! 1: Thus, Xn() = op(1)
means that sup2 jjXn()jj = op(1); where jjjj denotes the Euclidean norm.
As in AC1, we dene
an(n) =
(
n1=2 if fng 2  (0; 0; b) and jjbjj <1
jjnjj 1 if fng 2  (0; 0; b) and jjbjj =1:
(9.54)
For notational simplicity, throughout this section we abbreviate an(n) by an and
Qn( 0;n; ) (which does not depend on ) by Q0;n:
9.4.1. Close to  = 0 Results
In this subsection, we provide results for sequences fng 2  (0; 0; b) for which
jjbjj < 1 and fng 2  (0; 0; b) for which jjbjj = 1 and n=jjnjj ! !0 for some
!0 2 Rd with jj!0jj = 1:
The results of this subsection prove Theorem 4.2 and include results that are required
for the proof of Theorem 4.3, which is given in Section 9.4.3 below. The proofs of the
results in this subsection are given in Section 9.4.2.
To obtain the asymptotic distribution of the restricted estimators (e n; en) under
sequences fng 2  (0; 0; b) with jjbjj <1; we need the following assumption. It is not
needed to obtain the asymptotic distribution of the QLR test statistic.
The stochastic process fr(; 0; b) :  2 g is the limit under fng 2  (0; 0; b) with
jjbjj < 1 of the restricted concentrated criterion function after suitable normalization.
It is dened in (4.13).
Assumption C6r. Each sample path of the stochastic process fr(; 0; b) :  2 r;0g
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in some set Ar(0; b) with P0(Ar(0; b)) = 1 is minimized over r;0 at a unique point
(which may depend on the sample path), denoted r(0; b); 80 2   with 0 = 0; 8b
with jjbjj <1:
In Assumption C6r, r(0; b) is random. By Assumption C6r,
r(0; b) = argmin
2r;0
r(; 0; b): (9.55)
The following matrix appears in the asymptotic distribution of the restricted esti-
mators (e n; en):
P? (; 0) = Id   P (; 0): (9.56)
The matrix P? (; 0) projects obliquely onto the orthogonal complement of the space
spanned by the rows of r1; ( 0):
The following result gives the asymptotic distribution of the QLR statistic and the
restricted estimators (e n; en) under sequences fng 2  (0; 0; b) with jjbjj <1:
Theorem 9.1. Suppose Assumptions A, B1-B3, C1-C5, and RQ1 hold. Under fng 2
 (0; 0; b) with jjbjj <1;
(a) n

Qn(en) Q0;n!d inf2r;0 r(; 0; b);
(b) QLRn !d 2(inf2r;0 r(; 0; b)   inf2 (; 0; b))=s(0); provided Assumption
RQ3 also holds, and
(c)
 












tion C6r also holds.
Comments. 1. Theorem 9.1(b) is the same as Theorem 4.2. Hence, to prove Theorem
4.2, it su¢ ces to prove Theorem 9.1.
2. Dene the Gaussian process f r;(; 0; b) :  2 g by
 r;(; 0; b) = SP
?
 (; 0)(; 0; b) + b; (9.57)
where S = [Id : 0dd ] is the d  d selector matrix that selects  out of  : The
asymptotic distribution of n1=2en (without centering at n) under  (0; 0; b) with jjbjj <
1 is given by  r;(r(0; b); 0; b): This quantity appears in the NI-ICS statistic An(vn)
dened in Section 5.2 of AC1.
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3. Suppose the assumptions of Theorem 9.1(c) hold and Assumptions V1 and V2
hold with eJn and eVn in place of bJn and bVn; respectively. Then, in the scalar  case, the
NI-ICS statistic An(vn) satises:

















r(0; b); and r;(; 0) is the upper left dd sub-matrix
of r(; 0): The matrix r(; 0) is dened by
r(; 0) = r( 0; ; 0);
r(; 0) = P
?
 (0)J





P? (0) = Id   P(0); and
P(0) = J
 1(0)r(0)
0  r(0)J 1(0)r(0)0 1 r(0): (9.59)
In the vector  case,  is reparametrized as (jjjj; !); as in Section 8.2 in Supple-
mental Appendix A. Correspondingly,  is reparameterized as + = (jjjj; !; ; ): In
the vector  case, r;(; 0) is replaced in (9.58) by r;(; !

r(; 0; b); 0); where
!r(; 0; b) =  r;(; 0; b)=jj r;(; 0; b)jj (dened analogously to !(; 0; b) in (8.2) in
Supplemental Appendix A) and r;(; !; 0) is the upper left d  d sub-matrix of
r(; !; 0): The matrix r(; !; 0) is dened by
r(; !; 0) = r(jj0jj; !; 0; ; 0) and
r(









(analogously to the denitions in (8.1)), where J(+; 0) and V (
+; 0) are the non-
stochastic d  d matrix-valued functions that appear in Assumption V1 (vector )
in Section 8.2 in Supplemental Appendix A and are such that J(+0 ; 0) = J(0) and
V (+0 ; 0) = V (0):
Note that when the type 2 robust critical value is considered in the vector  case,
h is dened to include !0 2 Rd with jj!0jj = 1 as an element, i.e., h = (b; 0; !0) and
H(v) = fh = (b; 0; !0) : jjbjj <1; 0 2   with 0 = 0; jj!0jj = 1; r(0) = vg:
To prove Theorem 9.1, we start by dening a concentrated restricted estimatore n(; v1) of  : This estimator is restricted only by the restrictions on  : It is dened for
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all  2 ; not just for those  that satisfy the restrictions r2() = vn;2; i.e.,  2 r(vn;2):
This is important for the use of the extended CMT and the extended argmax/min the-
orems below. For given  2  and v = (v1; v2) 2 r(); let
e n(; v1) 2 	r(; v1) and Qn(e n(; v1); ) = inf
 2	r(;v1)
Qn( ; ) + o(n
 1); where
	r(; v1) = f : ( ; ) 2 ; r1( ) = v1g (9.61)
and the o(n 1) term does not depend on :
Let Qcrn (; v1) denote the concentrated restricted criterion function Qn(e n(; v1); )
for  2 : Dene a restricted extremum estimator en(v) 2 r(v2) by
Qcrn (en(v); v1) = inf
2r(v2)
Qcrn (; v1) + o(n
 1): (9.62)
Analogously to bn; we assume en(v) can be written as
en(v) = (e n(en(v); v1); en(v)): (9.63)
In this section, we use the notational simplications:
QLRn = QLRn(vn); en = en(vn); e n() = e n(; vn;1); and en = en(vn); where
vn = (vn;1; vn;2) = r(n) and n = (n; n): (9.64)
Thus, the asymptotic results given below are results that hold when the restrictions are
true.
The rst result is a uniform consistency result for the concentrated estimator e n():
Lemma 9.5. Suppose Assumptions A, B3, and RQ1 hold. Under fng 2  (0); where
0 = (0; 0; 0; 0) and 0 = 0; sup2 jje n()   njj !p 0:
Comment. Assumption RQ1(v) is used in the proof of this Lemma and nowhere else.
Assumption RQ1(vi) is used in the proof of Lemma 9.11 below and nowhere else.
The second result is a uniform rate of convergence result for e n():
Lemma 9.6. Suppose Assumptions A, B1-B3, C1-C5, and RQ1 hold. Under fng 2
 (0; 0; b); 8 2 ;
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(a) an(e n()   0;n) = Op(1) and
(b) an(e n()   n) = Op(1):
Let D  ;n() abbreviate D  Qn( 0;n; ): The key to the results that follow is to
rewrite the quadratic approximation in Assumption C1 as follows: For  2 ;
a2n(Qn( ; ) Q0;n)
= anD Qn( 0;n; )
0an(    0;n) +
1
2





0D  ;n()Zn() +
1
2
qn(an(    n); ) + a2nRn( ; ); (9.65)
where
Zn() =  anD 1  ;n()D Qn( 0;n; );
qn(; ) = (  n(; n))0D  ;n()(  n(; n)); and
n(; n) = Zn() + an( 0;n    n)
=  anD 1  ;n()D Qn( 0;n; )  (ann; 0d): (9.66)
Now, we dene the limits of Zn(); n(; n); and qn(; ): For  2 ; let
Z(; 0) =
(
 H 1(; 0)(G(; 0) +K(; 0)b) if jjbjj <1
 H 1(; 0)K(; 0)!0 if jjbjj =1 & n=jjnjj ! !0:
(9.67)
The split denition of Z(; 0) appears here because, by the denition of an in (3.4),
ann = n
1=2n ! b if fng 2  (0; 0; b) and jjbjj < 1; whereas ann = n=jjnjj ! !0
if fng 2  (0; 0; b); jjbjj = 1; and n=jjnjj ! !0: Note that Z(; 0) is stochastic if
jjbjj <1 because G(; 0) is stochastic, whereas Z(; 0) is nonstochastic if jjbjj =1:
For  2 ; dene
(; 0) =
(
Z(; 0)  (b; 0d) if jjbjj <1




 H 1(; 0)(G(; 0)+K(; 0)b) (b; 0d) if jjbjj <1
 H 1(; 0)K(; 0)!0   (!0; 0d) if jjbjj =1 & n=jjnjj ! !0:
Note that (; 0) = Z(; 0) + limn!1 an( 0;n    n): The di¤erence between (; 0)
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and Z(; 0) is due to the quadratic expansion in Assumption C1 being around  0;n;
rather than around the true value  n: Also, note that if jjbjj < 1; then (; 0) =
(; 0; b); where (; 0; b) is dened in (3.9).
For  2 ; dene
q(; ) = (  (; 0))0H(; 0)(  (; 0)): (9.69)
Next, we dene a minimizer, e n;q(); of the concentrated quadratic approximation
to Qn( ; ) (which is given by the right-hand side of (9.65) with a2nRn( ; ) omitted).
By denition, for  2 ; e n;q() satises e n;q() 2 	r(; vn;1) and
qn(an(e n;q()   n); ) = inf
 2	r(;vn;1)




qn(an(    n); ) = inf
2an(	r(;vn;1)  n)
qn(; ); where (9.71)
an(	r(; vn;1)   n) = f 2 Rd :  = an(    n) for some  2 	r(; vn;1)g:
The restricted concentrated estimators e n() and e n;q() and the criterion function
Qn( ; ) evaluated at these estimators satisfy the following properties.
Lemma 9.7. Suppose Assumptions A, B1-B3, C1-C5, and RQ1 hold. Under fng 2
 (0; 0; b); 8 2 ;
(a) an(e n;q()   n) = Op(1);
(b) a2n(Qn(e n(); ) Q0;n) =  12Zn()0D  ;n()Zn()+ 12qn(an(e n()  n); )+op(1);
(c) a2n(Qn(e n;q(); )   Q0;n) =  12Zn()0D  ;n()Zn() + 12qn(an(e n;q()    n); )
+ op(1);
(d) a2n(Qn(e n(); ) Qn(e n;q(); )) = op(1);
(e) qn(an(e n()   n); ) = qn(an(e n;q()   n); ) + op(1); and
(f) a2n(Qn(e n(); ) Q0;n) =  12Zn()0D  ;n()Zn()+ 12qn(an(e n;q()  n); )+op(1):
We approximate the sequence of sets f	r(; vn;1)  n : n  1g by the linear subspace
 of Rd dened by
 = f 2 Rd : r1; ( 0) = 0g: (9.72)
The approximation is in the sense of Cherno¤ (1954), as modied in Andrews (1999) to
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cover drifting sequences of sets and as modied here to cover uniformity over  2 :We
say that a sequence of sets indexed by  2 ; fAn() : n  1g; is locally approximated





jjn()jj) 8fn() 2 An() : n  1g such that
sup
2
jjn()jj ! 0 and
sup
2
dist(n(); An()) = o(sup
2
jjn()jj) 8fn() 2 s : n  1g such that
sup
2
jjn()jj ! 0: (9.73)
Lemma 9.8. Suppose Assumptions B1 and RQ1 hold. Then, the sequence of sets
f	r(; vn;1)  n : n  1g is locally approximated (at the origin) by the cone  uniformly
over  2 :
The following result is analogous to Lemma 2 in Andrews (1999). Lemma 9.8 is used
in its proof.
Lemma 9.9. Suppose Assumptions A, B1-B3, C1-C5, and RQ1 hold. Then, under
fng 2  (0; 0; b); 8 2 ;
(a) inf2 qn(; ) = inf2an(	r(;vn;1)  n) qn(; ) + op(1) and
(b) a2n(Qn(e n(); ) Q0;n) =  12Zn()0D  ;n()Zn() + 12 inf2 qn(; ) + op(1):
Let en() 2  be the unique random vector that minimizes qn(; ) over  2 :
That is,
qn(en(); ) = inf
2
qn(; ) 8 2 : (9.74)
Correspondingly, let e() 2  be the unique random vector that minimizes q(; );
the asymptotic analogue of qn(; ); over  2 : Specically, dene e() 2  to be such
that
q(e(); ) = inf
2
q(; ) 8 2 : (9.75)
Standard Lagrangian calculations for the minimum of a quadratic form subject to linear
constraints yields a closed form expression for e(): For  2 ;
e() = P? (; 0)(; 0); (9.76)
where P? (; 0) is dened in (9.56), e.g., see Andrews (1999, p. 1361).
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Now, we dene the limit, r(; 0); of the normalized restricted concentrated criterion
function, a2n(Qn(e n(); ) Q0;n): For  2 ;






























r(; 0; b) = (; 0; b)+
1
2
inf2 q(; ) if jjbjj <1
(; 0; !0) +
1
2
inf2 q(; ) if jjbjj =1 and n=jjnjj!!0;
(9.78)
where r(; 0; b) is dened in (4.13), (; 0; b) is dened in (3.8), (; 0; !0) is dened
in (3.8), and the equality for jjbjj < 1 holds because (; 0; b) =  (1=2)Z(; 0)0
H(; 0)Z(; 0):
Note that if  = Rd ; which corresponds to the case where there are no restrictions
on  ; then inf2 q(; ) = 0; r(; 0) = (; 0; b) when jjbjj < 1; and r(; 0) =
(; 0; !0) when jjbjj =1 and n=jjnjj ! !0:
When jjbjj < 1 and Assumption C6r holds or if jjbjj = 1 and n=jjnjj ! !0 and
Assumption C7 holds, we dene the unique minimizer of r(; 0) over the restricted set




When jjbjj <1 and Assumption C6r holds, r(0) = r(0; b) =argmin2r;0 r(; 0; b);
where r(0; b) is dened in (9.55), and 

r(0) is random.
When jjbjj = 1; n=jjnjj ! !0; and Assumption C7 holds, r(; 0) is uniquely
minimized over  2 r;0 by  = 0; i.e., r(0) = 0; because (i) (as shown below)
(0; 0) = 0; which implies that inf2 q(; 0) = q(0d ; 0) = 0; and (ii) (; 0; !0)
is uniquely minimized over  2 r;0   by  = 0 by Assumption C7 80 2   with
0 = 0: Hence, in this case, we have
inf
2r;0
r(; 0) = (0; 0; !0) = !
0
0K(0; 0)H
 1(0; 0)K(0; 0)!0: (9.80)
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Next, we state a result which, in conjunction with Theorem 3.1(b), establishes The-
orem 9.1. It also establishes some key results that are used in the proof of Theorem 4.3
in Section 9.4.3.
Theorem 9.2. Suppose Assumptions A, B1-B3, C1-C5, and RQ1 hold. Then, under
fng 2  (0; 0; b) with jjbjj < 1 and under fng 2  (0; 0; b) with jjbjj = 1 and
n=jjnjj ! !0;
(a) an(e n()   n) = en() + op(1);
(b) Zn()) Z(; 0) and n(; n)) (; 0);
(c) en()) e() and an(e n()   n)) e();
(d) a2n(Qn(e n(); ) Q0;n)) r(; 0);
(e) a2n(Qn(en) Q0;n)!d inf2r;0 r(; 0);
(f) (an(e n    n); en) !d ((r(0); 0); r(0)) provided Assumption C6r also holds
when jjbjj <1 and provided Assumption C7 also holds when jjbjj =1; and
(g) (0; 0) = 0; 

r(0) = 0; en !p 0; and jjnjj 1(e n    n) = op(1) when jjbjj =1
and n=jjnjj ! !0 provided Assumptions C7 and C8 also hold.
Comments. 1. The results in Theorem 9.2(a)-(d) are for processes indexed by  2 :
2. Theorem 9.2(e) for the case jjbjj < 1 establishes Theorem 9.1(a). Theorem
9.2(e) for the case jjbjj < 1; combined with Theorem 3.1(b) and Assumption RQ3,
establish Theorem 9.1(b) and hence Theorem 4.2. Theorem 9.2(f) for the case jjbjj <1
establishes Theorem 9.1(c).
3. Theorem 9.2(g) for the case where jjbjj =1 and n=jjnjj ! !0 is used below in
the proofs of Theorems 4.3 and 9.3.
The proof of Theorem 9.2(f) requires the following extendedargmax/min lemma,
which is analogous to the argmax Lemma 3.2.1 of van der Vaart and Wellner (1996, p.
286), but allows the set over which the max/min is taken to depend on n:
Lemma 9.10. Let Mn; M be stochastic processes indexed by a metric space H: Let
An  H and A0  H be such that dH(An; A0) ! 0; where dH denotes the Hausdor¤
metric. Suppose M is continuous on H almost surely. Suppose there exists a random
element bh 2 A0 such that almost surely M(bh) > suph=2G;h2A0M(h) for every open set
G  A0 that contains bh: Suppose the sequence fbhn 2 An : n  1g satises Mn(bhn) 
suph2AnMn(h) + op(1): If Mn )M; then bhn !d bh:
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Comments. 1. The condition on bh is satised if bh uniquely maximizes M(h) over A0
a.s., A0 is compact, and M is continuous on A0 a.s.
2. Mn ) M means Mn  M in `1(H) in the terminology and notation of van der
Vaart and Wellner (1996).
9.4.2. Proofs of Close to  = 0 Results
Proof of Lemma 9.5. The proof is the same as that for Lemma 3.1(a) with e n()
in place of b n() except that (9.3) needs to be altered because  0 does not necessarily
satisfy the restriction r1( 0) = vn;1 (= r1( n)); which invalidates the fourth inequality in
(9.3). However, the fourth inequality holds with Qn( n; ; 0) in place of Qn( 0; ; 0)
in the second summand on the right-hand side of the fourth inequality because the true
value  n satises the restriction r1( n) = vn;1: With this change, the fth inequality in
(9.3) has the additional term sup2 jQ( n; ; 0)   Q( 0; ; 0)j on the rhs, which is
o(1) by Assumption RQ1(v). This completes the proof. 
Proof of Lemma 9.6. The proof of part (a) is the same as that of Lemma 9.2(a) withe n() in place of b n() and with Lemma 9.5 employed in place of Lemma 3.1(a), except
that the inequality in (9.11) does not hold by the argument given because (3.2) may
not hold with the restricted estimator e n() in place of b n(); and (9.61) cannot be
substituted in the proof for (3.2) because  0;n may not lie in the restricted set 	r(; vn;1):
Instead of the inequality in (9.11), we establish the following inequality:
Op(1)  a2n

Qn(e n(); ) Q0;n : (9.81)
Although the left-hand side of (9.81) is Op(1) whereas that of (9.11) is op(1); (9.81) is
enough for the remainder of the argument in the proof of Lemma 9.2(a) to go through.
We prove (9.81) by showing:
(i) o(1)  a2n sup
2

Qn(e n(); ) Qn( n; ) and
(ii) a2n (Qn( n; ) Q0;n) = Op(1): (9.82)
Condition (i) holds because r1( n) = vn;1; which implies that  n 2 	r(; vn;1); e n()
minimizes (up to an o(n 1) term) Qn( ; ) over  n 2 	r(; vn;1); and a2n  n 1:
To show condition (ii), we apply the quadratic approximation in Assumption C1(i)
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with  =  n to obtain: For  2 ;
a2n (Qn( n; ) Q0;n)
= anD Qn( 0;n; )
0an( n    0;n)
+an( n    0;n)0D  Qn( 0;n; )an( n    0;n) + a2nRn( n; )
= Op(1); (9.83)
where the last equality holds because (1) an( n    0;n) = (ann; 0d); ann = n1=2n =
O(1) if jjbjj <1; and ann = n=jjnjj = O(1) if jjbjj =1; (2)D  Qn( 0;n; ) = Op(1)
by Assumption C4, (3) anD Qn( 0;n; ) = Op(1) by Lemma 9.1, see the Comment
following Lemma 9.1, and (4) a2nRn( n; ) = op(1) by Assumption C1(ii) because jj n 
 0;njj = jj(n; 0d)jj = jjnjj ! 0 since 0 = 0:
Part (b) follows from part (a) and the denitions of  0;n and an: 
Proof of Lemma 9.7. The proof is analogous to the proof of Theorem 2 in Andrews
(1999). To prove part (a), let n;q() = D
1=2
  ;n()an(
e n;q()   n) 8 2 : We have
jjn;q() D1=2  ;n()(an( 0;n    n) + Zn())jj2
= qn(an(e n;q()   n); )
 qn(0; ) + op(1)
= jjD1=2  ;n()(an( 0;n    n) + Zn()jj2 + op(1) = Op(1); (9.84)
where the inequality holds by (9.70) because the true value  n is in 	r(; vn;1) and
the last equality holds by Assumption C4, Lemma 9.1, and jjannjj = O(1): Hence,
n;q() = D
1=2
  ;n()(an( 0;n    n) + Zn()) +Op(1) = Op(1):
Parts (b) and (c) hold by (9.65), Assumption C1, Lemma 9.6, and part (a), using
the fact that part (a) implies that an(e n;q()   0;n)) = Op(1):
Parts (d) and (e) hold by parts (b) and (c), (9.61), and (9.70):
o(1)  a2n sup
2






qn(an(e n()   n); )  qn(an(e n;q()   n); )+ op(1)
 op(1): (9.85)
Part (f) holds by parts (b) and (e). 
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Proof of Lemma 9.8. The proof is similar to the proof of Lemma 4 in Andrews (2002).
Let An() = 	r(; vn;1)    n and mn( ) = r1( )   vn;1: By assumption, mn( n) = 0






and m+n ( ) =
 
mn( )
 b(    n)
!
; (9.86)
where  b 2 R(d  dr1 )d is chosen such that   2 Rd d is nonsingular.










n ( n + n()) and  a

n() = mn( n + n()) = r1( n + n()) 
vn;1 = 0; where the last equality holds because  n + n() 2 	r(; vn;1) since n() 2
An(): Hence, 

n() 2  8 2 ; by the denition of  in (9.72).














m+n ( n)n() + o(jjn()jj)
= 0 + n() + o(jjn()jj); (9.88)
where the last equality uses the continuity of r1; ( ) at  0 and  n !  0 to give    





jjn()  n()jj = o(sup
2
jjn()jj); (9.89)
which veries the rst condition in (9.73), as desired.
Next, the function emn() = m+n ( n + ) for  in a neighborhood N0 of 0 (2 Rd ) is
continuously di¤erentiable on a neighborhood N1 ( N0) of 0 with nonsingular Jacobian
matrix at 0 and emn(0) = 0: Hence, by the inverse function theorem, there exists an












=   1 + o(1): (9.90)
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Given any fn() 2  : n  1g with sup2 jjn()jj ! 0; dene
n() = em 1n ( n()): (9.91)
We have m+n ( n + 

n()) = emn(n()) = emn(em 1n ( n())) =  n(); which implies
that mn( n + 

n()) =  an() = 0; where the last equality holds for n() 2  by
the denition of  in (9.72). That is, r1( n + 

n()) = vn;1 8 2 : In addition,
sup2 jjn()jj ! 0 and Assumption B1(ii) yield ( n + n(); ) 2  8 2  for n
large. These results combine to give n() 2 An() 8 2  for n large.
Element-by-element mean-value expansions yield
n() = em 1n ( n()) = em 1n (0) + @@0 em 1n (0) n() + o(jjn()jj)
= 0 + n() + o(jjn()jj); (9.92)
where the last equality uses (9.90). Hence,
sup
2
dist(n(); An())  sup
2
jjn()  n()jj = o(sup
2
jjn()jj); (9.93)
which veries the second condition in (9.73) and completes the proof. 
Proof of Lemma 9.9. The proof of part (a) is analogous to the proof of Lemma 2 of
Andrews (1999) with (i) qn(; ) in place of qT (); (ii) an( 0;n    n) + Zn() in place
ZT ; and (iii) D  ;n() in place of JT ; provided f	r(; vn;1)    n : n  1g is locally
approximated by the cone (in this case, linear subspace)  dened in (9.72) uniformly
over  2 : The latter holds by Lemma 9.8. The quantities an(	r(; vn;1)   n); anId 
and an play the roles of BT ( 0); BT ; and bT ; respectively, that appear in Assumption
5 of Andrews (1999), which is used in the proof of Lemma 2 of Andrews (1999).
Part (b) holds by part (a), Lemma 9.7(f), (9.70), and (9.71). 
Proof of Theorem 9.2. The proof of part (a) holds by an argument that is analogous
to the argument given in the proof of Theorem 3(a) of Andrews (1999) with (i) an( 0;n 
 n)+Zn() in place ZT ; (ii) D  ;n() in place of JT ; and (iii) indexing of the quantities
by  2 ; which does not create any di¢ culty. Theorem 3(a) of Andrews (1999) relies
on Assumptions 4-6 of that paper. The analogue of Assumption 4 in the present paper
is an(e n()  n) = Op(1); which holds by Lemma 9.6(b). The analogue of Assumption
5 is the local approximation of f	r(; vn;1)   n : n  1g by the cone  uniformly over
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 2 ; which holds by Lemma 9.8. Assumption 6 holds because  is a convex cone.
Lemma 9.9(a) of this paper is used in the proof of part (a) because the proof of Theorem
3(a) of Andrews (1999) makes use of Lemma 2 of Andrews (1999) and Lemma 9.9(a) of
this paper is the analogue of the latter.
The rst result of part (b) holds by (9.19) and (9.20). The second result of part
(b) holds by the rst result, the fact that n(; n) = Zn() + an( 0;n    n) by (9.66),
an( 0;n    n) ! ( b; 0d) if jjbjj < 1; an( 0;n    n) ! ( !0; 0d) if jjbjj = 1 and
n=jjnjj ! !0; and the denition of (; 0) in (9.68).
The rst result of part (c) holds by the CMT because en() is a continuous function
of (n(; n); D  ;n()) and (n(; n); D  ;n()) ) ((; 0); H(; 0)) by part (b) and
Assumption C4. Continuity holds because the oblique projection onto a convex cone 
is both unique and continuous provided the weighting matrix H(; 0) for the oblique
projection is nonsingular, which holds because inf2min(H(; 0)) > 0 by Assumption
C4. The second result of part (c) holds by the rst result of part (c) and part (a).
Part (d) holds by the CMT using Lemma 9.9(b), part (b) of the Theorem, Assump-
tion C4, and (9.77).
To prove part (e), we use the result of part (d), i.e., a2n(Qn(e n(); ) Q0;n)) r(; 0);
and the extended CMT, see van der Vaart and Wellner (1996, Thm. 1.11.1, p. 67),





e n(); ) Q0;n); (9.94)
which holds by (9.61)-(9.63) with v = vn: The extended CMT is a generalization of the
CMT that allows the continuous map to depend on n: The extended CMT is applied here
with the functions gn(x) = inf2r(vn;2) x() 8n  1 and g(x) = inf2r;0 x(); where
x = x() is a real-valued function on : The extended CMT is required here because the
restricted sets r(vn;2) depend on n: For the extended CMT to apply, we need to show
that whenever xn ! x (i.e., sup2 jjxn() x()jj ! 0); where xn and x are real-valued
functions on  with x continuous on ; we have gn(xn) ! g(x): (Continuity of x on
 can be assumed because the limit process r(; 0) in our application has continuous
sample paths a.s.) Suppose xn ! x: Then, we have
jgn(xn)  gn(x)j =
 inf2r(vn;2) xn()  inf2r(vn;2) x()
  inf2 jxn()  x()j ! 0: (9.95)
50
In addition, by standard arguments, gn(x) ! g(x) because x is continuous on  and
dH(r(vn;2);r;0) ! 0 by Assumption RQ1(iv). Hence, we obtain the desired result
gn(xn)! g(x) and the proof of part (e) is complete.
Now, we establish part (f). First, we show en !d r(0): We use the extended
argmax lemma, Lemma 9.10, with H = ; h = ; Mn(h) =  a2n(Qn(e n(); ) Q0;n);
M(h) =  r(; 0); An = r(vn;2); A0 = r;0; bhn = en; and bh = r(0): (The minus
signs inMn(h) andM(h) convert the minimization problem to a maximization problem.)
The conditions of Lemma 9.10 hold because (i) a2n(Qn(e n(); )   Q0;n) ) r(; 0) by
part (d); (ii) r(; 0) is continuous on  a.s. by Assumptions C3-C5, RQ1(i), and
RQ1(ii), (iii) dH(r(vn;2);r;0) ! 0 by Assumption RQ1(iv), (iv) r(0) satises the
condition on bh using Comment 1 to Lemma 9.10 because r(0) uniquely maximizes
 r(; 0) over r;0 by Assumption C6r when jjbjj < 1 and by Assumption C7 when
jjbjj = 1; r;0 is compact by the compactness of  using Assumption B1(iii) and the
continuity of r2() on  using Assumption RQ1(i), and r(; 0) is continuous on r;0
a.s., and (v) en satises the conditions on bhn because en maximizes  a2n(Qn(e n(); ) 
Q0;n) over  2 r(vn;2) up to o(n 1) by (9.62) and (9.64). The result of Lemma 9.10 isen !d r(0):
Using en !d r(0); we complete the proof of part (f). By (9.63) and (9.64),
an(e n    n) = an(e n(en)    n): We have: (i) (an(e n()    n); en) ) (e(); r(0)) as
processes on  by part (c) and en !d r(0); (ii) e() = P? (; 0)(; 0) by (9.76),
and (iii) P? (; 0)(; 0) is a continuous function of  on  a.s. by Assumptions RQ1(i)
and C3-C5. Hence, by the CMT, an(e n(en)  n)!d (r(0); 0) and the convergence
is joint with en !d r(0): This completes the proof of part (f).
The rst result of part (g) holds because
(0; 0) =  H 1(0; 0)K(0; 0)!0   (!0; 0d) = S 0!0   (!0; 0d) = 0; (9.96)
where the second equality holds by Lemma 9.3 which employs Assumption C8.
The second result of part (g) holds because (i) when jjbjj =1; r(0) minimizes





0H(; 0)P (; 0)(; 0) (9.97)
over r;0 by (9.77), (ii) the rst summand on the rhs of (9.97) is uniquely minimized
over r;0 by 0 by Assumption C7, and (iii) the second summand on the rhs of (9.97) is
minimized over r;0 by 0 by the rst result of part (g) and the positive semi-deniteness
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of P (; 0)
0H(; 0)P (; 0):
The third and fourth results of part (g) hold by part (f) and the rst two results of
part (g). 
Proof of Lemma 9.10. The proof is a variation of the proof of Lemma 3.2.1 of van
der Vaart and Wellner (1996, p. 286). First, by the extended CMT, see van der Vaart










The verication of the condition required by the extended CMT, that xn ! x implies
gn(xn)! g(x); is essentially the same as that given in the paragraph containing (9.95).
In the present case, gn(x) = suph2F\An x(h)   suph2An x(h); where x is a real-valued
function on H:
Now, for all closed sets F  H;
lim sup
n!1



























 P (bh 2 F ); (9.99)
where P  denotes outer probability, the rst inequality holds by the denition of bhn; the
second inequality holds by (9.98) and the portmanteau theorem, see Theorem 1.3.4 of van
der Vaart and Wellner (1996, p. 18), the third inequality holds because F c \ A0  A0;
and the last inequality holds by the argument in the following paragraph. Equation
(9.99) and the portmanteau theorem give the result that bhn !d bh:













The contra-positive is: suph2F c\A0M(h)  suph2F\A0M(h) implies bh 2 F; which veries
the last inequality in (9.99). 
9.4.3. Distant from  = 0 Case
Next, we provide results under sequences fng 2  (0;1; !0): We prove Theorem
4.3. We also state and prove results concerning the asymptotic distribution of the
restricted estimator en under fng 2  (0;1; !0):
Let P? (0) denote a dd oblique projection matrix that projects onto the orthog-
onal complement of the space spanned by the rows of r(0):
P? (0) = Id   P(0): (9.102)
The following Theorem shows that the normalized restricted criterion function,
n(Qn(en) Qn(n)); converges in distribution under fng 2  (0;1; !0) to r(0) and





























where J(0) and G
(0) are dened in Assumptions D2 and D3. Note that the nor-
malized unrestricted criterion function, n(Qn(bn) Qn(n)); converges in distribution to
(0) under fng 2  (0;1; !0) by Theorem 3.2(b).
The following Theorem also shows that the normalized restricted estimator, n1=2B(n)
(en   n); is asymptotically normal under fng 2  (0;1; !0):
Theorem 9.3. Suppose Assumptions A, B1-B3, C1-C5, C7, C8, D1-D3, and RQ1 hold.
Under fng 2  (0;1; !0);
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(a) n(Qn(en) Qn(n))!d r(0);
(b) QLRn !d QLR(0)=s(0); provided Assumption RQ3 also holds, and
(c) n1=2B(n)(en n)!d  P? (0)J 1(0)G(0)  N(0d ; P? (0)J 1(0)V (0)J 1(0)
 P? (0)0):
Comment. Theorem 9.3(b) is the same as Theorem 4.3. Hence, to prove Theorem 4.3,
it su¢ ces to prove Theorem 9.3.
The proof of Theorem 9.3 uses the following preliminary results. The rst result
establishes the consistency of en:
Lemma 9.11. Suppose Assumptions A, B1-B3, C1-C5, C7, C8, and RQ1 hold. Under
fng 2  (0;1; !0); en   n !p 0:
Next, by Theorem 9.2(g), we have the following intermediaterate of convergence
result for e n for sequences fng 2  (0;1; !0) with 0 = 0 (which are also in  (0; 0; b)
when jjbjj =1 and n=jjnjj ! !0):
jjnjj 1(e n    n) = op(1): (9.104)
Using this intermediate rate result and Lemma 9.11, we obtain the sharp rate of
convergence for en in the following Lemma.
Lemma 9.12. Suppose Assumptions A, B1-B3, C1-C5, C7, C8, D1-D3, and RQ1 hold.
Then, n1=2B(n)(en   n) = Op(1):
We now prove Theorem 9.3 using Lemma 9.12.

















1=2B(n)(   n)) + n2Rn(); (9.105)
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where





qn() = (  Zn)0Jn(  Zn): (9.106)
Now, the proof of the Theorem is analogous to the proof of Theorem 9.1 using (9.105)
in place of (9.65). The proof of Theorem 9.1 uses Lemma 9.7, Lemma 9.9, and Theorem
9.2. The main changes to the proof of Theorem 9.1 and the accompanying Lemmas and
Theorem are the following:
(i) the dependence of various quantities on  is deleted,







en   n); respectively,74
(iii) the limit quantities Z(; 0); (; 0); H(; 0); q(; ); and r(; 0) are replaced
by Z; Z; J(0); q
(); and r(0); respectively, where
Z =  J 1(0)G(0) and q() = (  Z)0J(0)(  Z); (9.107)
(iv) the normalized parameter space an(	r(; vn;1)  n) is replaced by n1=2B(n)(r(vn)
  n); where
r(v) = f = ( ; ) 2 ; r1( ) = v1; & r2() = v2g for v = (v1; v2); (9.108)
(v) Lemma 9.12 is employed in place of Lemma 9.6,
(vi) the quantity e n;q() is replaced by en;q; where en;q 2 r(vn) is dened to satisfy
qn(n
1=2B(n)(en;q   n)) = inf
2r(vn)
qn(n
1=2B(n)(   n)) + op(1); (9.109)
(vii) the denition of  is changed to
 = f 2 Rd : r(0) = 0g; (9.110)
74The quantities Zn() and n(; n) di¤er by the amount an(n)( 0;n   n) because the quadratic
expansion in Assumption C1 is around  0;n; rather than the true value  n: In contrast, the quadratic
expansion in Assumption D1 is around the true value n: In consequence, the same quantity Zn replaces
both Zn() and n(; n) in the proof of Theorem 9.3.
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and (viii) the quantities P (; 0); P
?
 (; 0); and e() are replaced by P(0); P? (0);
and e; respectively, where e 2  is dened to minimize q() over  2  and e satises
e = P? (0)Z =  P? (0)J 1(0)G(0); (9.111)
where the closed form expression for e is as in Andrews (1999, p. 1361).
With these changes, the proof of Theorem 9.1 yields the proof of the results stated
in Theorem 9.3. 
Proof of Lemma 9.11. When 0 = 0; en   n !p 0 by Theorem 9.2(g) because
sequences fng in  (0; 0; b) with jjbjj = 1 and n=jjnjj ! !0 are in  (0;1; !0)
with 0 = 0: When 0 = 0; e n    n !p 0 because jje n    njj = jje n(en)    njj 
sup2 jje n()   njj = op(1) by Lemma 9.5(a).
When 0 6= 0; en !p 0 holds by an argument analogous to that given in the proof
of Lemma 3.1(a) with en; 0; and =0; in place of (b n(); ); ( 0; ); and 	()=	0;
respectively, where 0 is some neighborhood of 0; with inf2 and sup2 deleted, and
with Assumption B3(iii) in place of Assumption B3(ii), except that (9.3) needs to be
altered. An alteration is needed because 0 does not necessarily satisfy the restrictions
r(0) = vn (= r(n)); which invalidates the fourth inequality in (9.3). However, the
fourth inequality holds with Qn(n; 0) in place of Qn( 0; ; 0) in the second summand
on the right-hand side of the fourth inequality because the true value n satises the
restriction r(n) = vn: With this change, the fth inequality in (9.3) has the additional
term jQ(n; 0)   Q(0; 0)j on the rhs, which is o(1) by Assumption RQ1(vi). This
completes the proof. 
Proof of Lemma 9.12. The proof is the same as the proof that n1=2B(n)(bn  n) =
Op(1); which is given at the beginning of the proof of Theorem 3.2. In the proof, (9.104)
is used in place of Lemma 3.4 and en n = op(1) and e n  n = op(1) by Lemma 9.11 is
used in place of bn n = op(1) and b n  n = op(1) by Lemma 3.3. The key inequality
in (9.34) holds in the present case because the true value n satises the restrictions. 
9.4.4. QLR Statistic with Restrictions on  + 
Here we provide more details concerning the claim in Comment 2 following Theorem
4.2 that the QLR statistic has the same asymptotic distribution for restrictions of the
form r() = (r1( );  + ) as for restrictions of the form r() = (r1( ); ):
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Roughly speaking, the reason the Comment holds is as follows. First, suppose fng 2
 (0; 0; b) with jjbjj < 1: The restrictions do not e¤ect the second component of the
QLR statistic Qn(bn) and we already have its asymptotic distribution after suitable
normalization, so it su¢ ces to focus on the rst component Qn(en): The limit set r;0
is the same whether the restrictions are on  +  or  because n ! 0: This leads to
the same asymptotic distribution of n(Qn(en)   Q0;n) for these two restrictions. Next,
under fng 2  (0;1; !0); weak identication is not an issue and so the QLR statistic
has a 2dr asymptotic distribution whether  +  or  is restricted (as in (4.15)).
Now we provide more details. As just stated, it su¢ ces to focus on the normalized
rst component n(Qn(en) Q0;n):We consider a reparametrization of the model/criterion
function. The original model based on (; ; ) can be reparametrized to depend on
(; ; 1); where 1 =  + : The results of Theorem 9.1(a) can be applied to the
reparametrized model with parameters (; ; 1): Denote the criterion function for the
reparametrized model by Qn(; ; 1) = Qn(; ; 1   ):
First, consider the asymptotic distribution n(Qn(en) Q0;n) under fng 2  (0; 0; b)
with jjbjj <1 with the restrictions based on r() = (r1( );  + ): Given these restric-
tions, for the results of Theorem 9.1(a) we do not need a quadratic expansion to hold
for all 1 in some set 1 that is analogous to  in Assumption C1. Rather, we just
need a version of Assumption C1 to hold for Qn(; ; 1) when 1 = 1;n = n + n;
i.e., for Qn(; ; 1;n): This is obtained for the reparametrized criterion function when
Assumptions C1-C4 hold for the original criterion function:
Qn(; ; 1;n)
= Qn(; ; 1;n   )




(    0;n)0D  Qn( 0;n; 1;n   )(    0;n) +Rn( ; 1;n   )
= Qn(0; ; 1;n) +D Qn( 0;n; 1;n)




(    0;n)0D  Qn( 0;n; 1;n)(    0;n) +Rn( ; 1;n   ) +R2;n( );
where R2;n( ) is dened implicitly by the third equality, the rst equality holds by the
denition of Qn(; ; 1); the second equality holds by Assumption C1 for Qn(); and
the third equality uses the fact that Qn(0; ; ) does not depend on : The additional
remainder term R2;n( ) satises Assumption C1(ii) with R2;n( ) in place of Rn( ; )
57
using Assumptions C2-C4 for Qn(): This relies on the fact that the true values n =
(n; n; n) 2   int() by Assumption B1(i). In consequence, for some set ; we
have n 2   int() for all n and, hence, 1;n    (= n + n   ) is in  for all 
with jjjj  n for all n large, where n ! 0:
Similarly, under the given restrictions, for the results of Theorem 9.1(a) to hold for
Qn(; ; 1); Assumptions B1-B3 and C2-C5 for Qn(; ; 1) do not need to hold for all
1   n 2 : It su¢ ces for them to hold with 1 2  + n  ; which they do by
Assumptions B1-B3 and C2-C5 for Qn(): Assumption A clearly holds for Qn(; ; 1):
This completes the verication of the required assumptions for Qn(; ; 1): In turn, this
completes the proof for sequences fng 2  (0; 0; b) with jjbjj <1:
Next, suppose fng 2  (0;1; !0): We apply the results of Theorem 9.3(a) to the
reparametrized model with criterion function Qn(; ; 1): In addition to Assumptions
C1-C5, we suppose Assumptions D1-D3 and C8 hold for the original criterion function
Qn(): Then, Assumption D1 holds for Qn(; ; 1) by the following calculation. For
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where the rst equality holds by denition, the second equality holds by Assumption
D1 for Qn(); the quantities @Qn(n); @Qn(n); @Qn(n); etc. on the rhs of the
third equality are sub-vectors and sub-matrices of DQn(n) and D2Qn(n) by denition,
and the fourth equality holds by algebra. Equation (9.113) establishes Assumption D1
for Qn(; 1) because the properties of R

n() in Assumption D2(ii) for Qn() yield the
appropriate properties for the remainder Rn() = R
(; 1   ) for Qn(; 1):
Assumptions D2 and D3 for Qn() imply Assumptions D2 and D3 for Qn(; 1) with
the limit quantities J(0) and V (0) changed corresponding to the changes in (9.113)









respectively. Assumption C7 for Qn(; 1) is not needed to obtain the result in 9.1(a) for
the restrictions given because there is a unique value of 1 that satises the restrictions.
Assumption C8 for Qn(; 1) is implied by Assumption C8 for Qn(; ): This completes
the verication of the assumptions needed for Qn(; 1) in Theorem 9.1(a). Combining
this result with the asymptotic distribution of n(Qn(bn) Q0;n); which does not depend
on the form of the restrictions, yields the result of Theorem 9.1(b), which is the same as
the result in Theorem 4.2. This result combined with (4.15) (using the assumption that
Assumption RQ2 holds) yields a 2dr distribution for the QLR statistic under fng 2
 (0;1; !0) when r() = (r1( );  + ); just as it does when r() = (r1( ); ):
This completes the proof of the assertion in the Comment to Theorem 4.2.
9.5. Proofs of Asymptotic Size Results
Proof of Theorem 4.4. We only prove the asymptotic size result of Theorem 4.4 for
the symmetric two-sided CI, which is based on jTnj: The proofs for the one-sided CIs
and the QLR CS, which are based on Tn;  Tn; and QLRn; respectively, are analogous.
For the QLR CS, one uses Theorems 9.1 and 9.3 in place of Theorem 4.1 in the proof
below.
By denition, CPn(n) = Pn(jTnj  z1 =2): By Theorem 4.1 and Assumption V3,
CPn(n)! P (jT (h)j  z1 =2) under fng 2  (0; 0; b) with jjbjj <1 and CPn(n)!
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P (jZj  z1 =2) = 1   under fng 2  (0;1; !0): This implies Assumption ACP(i)-
(iii). Assumption ACP(iv) holds by Assumption B2(ii). Given this, the desired result
holds by Lemma 2.1. 
Proof of Theorem 5.1. The proof of Theorem 5.1(a)(i) for the LF critical value is the
same as that of Theorem 4.4 but with cLFT ;1  (= maxfsuph2H cT ;1 (h); cT ;1 (1)) for
Tn = jTnj; Tn;  Tn; and QLRn in place of z1 =2; z1 ; z1 ; and 2dr;1 ; respectively,
using Assumption LF(i) in place of Assumption V3. For the case of Tn = jTnj; this proof
delivers
AsySz = minf inf
h2H
P (jT (h)j  cLFjtj;1 ); P (jZj  cLFjtj;1 )g; (9.115)
where Z  N(0; 1): The rhs of (9.115) is greater than or equal to 1    because (i)
P (jT (h)j  cLFjtj;1 )  P (jT (h)j  cjtj;1 (h))  1    8h 2 H; where the second in-
equality holds by the denition of the quantile cjtj;1 (h); and (ii) P (jZj  cLFjtj;1 ) 
P (jZj  z1 =2) = 1   : The rhs of (9.115) is less than or equal to 1    because
if cLFjtj;1  = z1 =2; then P (jZj  cLFjtj;1 ) = 1    and if cLFjtj;1  > z1 =2; then
P (jT (hmax)j  cLFjtj;1 ) = P (jT (hmax)j  cjtj;1 (hmax)) = 1   ; where both equali-
ties hold using Assumption LF. Hence, AsySz = 1   : The proofs for Tn = Tn;  Tn;
and QLRn are analogous using Theorems 9.1 and 9.3 in place of Theorem 4.1 when con-
sidering QLR CSs. The assumptions are di¤erent for QLR CSs because of the latter
change.
The proofs of Theorem 5.1(a)(ii) and 5.1(b)(ii) for the NI-LF critical value are the
same as that just given for the LF critical value except thatH; cLFjtj;1 ; hmax; and Assump-
tion LF are replaced by H(v); cLFjtj;1 (v) (= maxfsuph2H(v) cjtj;1 (h); z1 =2g); hmax(v);
and Assumption NI-LF, respectively, for v 2 Vr and the rhs of (9.115) has infv2Vr added.
Theorem 5.1(a)(iii) is proved by verifying Assumption ACP and invoking Lemma
2.1. Consider the case where Tn = jTnj: First, we show ecjtj;1 ;n !p cLFjtj;1  under
fng 2  (0; 0; b) with jjbjj <1: By the construction of ecjtj;1 ;n; it su¢ ces to show that
Pn(An  n) ! 1: This holds if An = Op(1) under fng 2  (0; 0; b) with jjbjj < 1;
because n !1 by Assumption K(i).
When  is a scalar, we have
An =

n1=2b0nb 1;nn1=2bn=d1=2 !d  ()0 1 (; 0)()=d1=2 ; (9.116)
where  and () abbreviate (0; b) and (; 0; b); respectively, and the convergence
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in distribution holds by Theorem 3.1(a) and Assumption V1. By Assumptions B1(iii),
V1(ii), and V1(iii), inf2(; 0) > 0: Hence, An = Op(1) under fng 2  (0; 0; b)
with jjbjj <1; as desired.
When  is a vector, (9.116) holds with (; 0) replaced by (
; !(); 0; !0)
by Theorem 3.1(a), Assumption V1, and the joint convergence (n1=2bn; bn; b!n) !d
((
); ; !()): By Assumptions B1(iii), V1(ii), and V1(iii), inf2;jj!jj=1
min((; !; 0; !0)) > 0: Hence, An = Op(1) under fng 2  (0; 0; b) with jjbjj <1;
as desired.
Using Theorem 4.1(a) and (b), ecjtj;1 ;n !p cLFjtj;1 ; and Assumption V3, we obtain
CPn(n) = Pn(jTnj  ecjtj;1 ;n) ! P (jT (h)j  cLFjtj;1 ) under fng 2  (0; 0; b) with
jjbjj <1: Hence, Assumption ACP(i) holds with CP (h) = P (jT (h)j  cLFjtj;1 ):
By the construction of ecjtj;1 ;n; we have z1 =2  ecjtj;1 ;n  cLFjtj;1 : Hence,
Pn(jTnj  z1 =2)  Pn(jTnj  ecjtj;1 ;n)  Pn(jTnj  cLFjtj;1 ): (9.117)
Under fng 2  (0;1; !0);
Pn(jTnj  z1 =2)! P (jZj  z1 =2) = 1   and
Pn(jTnj  c
LF
jtj;1 )! P (jZj  cLFjtj;1 )  1  : (9.118)
By (9.117) and (9.118), Assumption ACP(ii) holds with CP1 = 1  :
Next, we verify Assumption ACP(iii) by showing ecjtj;1 ;n !p z1 =2 under fng 2




 b0nb 1;nbn=d1=2 !p 1; (9.119)
where the divergence to innity holds because n1=2 1n ! 1 by Assumption K(ii),bn !p 0 6= 0 by Lemma 3.1(b), b;n !p (0) by Assumption V2, where (0)
denote the upper left d  d sub-matrix of (0) = J 1(0)V (0)J 1(0); and (0)
is nonsingular by Assumptions D2 and D3. Hence, Pn(An > n)! 1:
Using jTnj !d jZj by Theorem 4.1(c), ecjtj;1 ;n !p z1 =2; and the continuity of the df
of Z; we obtain CPn(n) = Pn(jTnj  ecjtj;1 ;n)! 1  under fng 2  (0;1; !0) with
0 6= 0: This completes the verication of Assumption ACP(iii). Assumption ACP(iv)
holds by Assumption B2(ii).
Applying Lemma 2.1, we conclude that the nominal 1   type 1 robust two-sided t
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CI has AsySz = 1 : This completes the proof of Theorem 5.1(a)(iii) for Tn = jTnj: The
proofs for one-sided t CIs and QLR CSs are analogous. Note that the use of Theorem
3.1(a) above can be replaced by Lemma 9.2(a), which shows that n1=2bn = Op(1)
under fng 2  (0; 0; b): In consequence, the proof of Theorem 5.1(b)(iii) for QLR CSs
requires Assumptions V1 and V2, but not C6. (The same is true for Theorem 5.1(b)(iv).
But, Theorem 5.1(b)(v) and (b)(vi) require Assumptions V1, V2, and C6 because the
asymptotic distribution of n1=2bn under fng 2  (0; 0; b) given in Theorem 3.1(a) is
required.)
The proofs of Theorem 5.1(a)(iv) and 5.1(b)(iv) for the type 1 NI robust critical
value are analogous to that just given for the type 1 robust critical value except that H;
cLFjtj;1 ; and ecjtj;1 ;n are replaced by H(v); cLFjtj;1 (v); and ecjtj;1 ;n(v); respectively, for
v 2 Vr:
The proof of Theorem 5.1(a)(v) for the type 2 robust critical value is proved by
verifying Assumption ACP and invoking Lemma 2.1. Again, consider the case when
Tn = jTnj: First, under fng 2  (0; 0; b) with jjbjj <1; we have
(jTnj;bcjtj;1 ;n)!d (jT (h)j;bcjtj;1 (h)); (9.120)
because (i) Tn !d T (h) by Theorem 4.1, (ii) An !d A(h) by (9.116), (iii) bcjtj;1 ;n !dbcjtj;1 (h) by the continuous mapping theorem using result (ii), (5.5), (8.3), and the
continuity of s(x) for x 2 [0;1) (which implies that bcjtj;1 (h) is a continuous function
of A(h)); and (iv) the convergence is joint because jTnj and bcjtj;1 ;n are functions of the
same underlying statistics.
Equation (9.120) and Assumption Rob2(i) imply: Under fng 2  (0; 0; b) with
jjbjj <1;
P (jTnj  bcjtj;1 ;n)!d P (jT (h)j  bcjtj;1 (h)) 8h = (b; 0) 2 H: (9.121)
This veries Assumption ACP(i) with CP (h) = P (jT (h)j  bcjtj;1 (h)):
Second, under fng 2  (0;1; !0); we have: (i) An !p 1 by Theorem 4.1(c) with
r() =  plus the fact that the estimator bn in An is centered at 0; rather than at n;
which causes the divergence in probability to1; (ii) s(An )!p 0 by results (i) and (ii)
and the assumption that s(x) ! 0 as x ! 1; and (iii) bcjtj;1 ;n !p cjtj;1 (1) + 2 =
z1 =2 + 2 using result (ii) and (5.5). Result (iii) and jTnj !d jZj for Z  N(0; 1);
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which holds by Theorem 4.1(c), yield: Under fng 2  (0;1; !0);
P (jTnj  bcjtj;1 ;n)!d P (jZj  z1 =2 +2): (9.122)
This veries Assumptions ACP(ii) and ACP(iii) with CP1 = P (jZj  z1 =2 +2):
Lemma 2.1 now gives
AsySz = minf inf
h2H
P (jT (h)j  bcjtj;1 (h)); P (jZj  z1 =2 +2)g: (9.123)
It remains to show that the right-hand side equals 1  : We have
AsySz = minf inf
h2H
(1 NRP (1;2;h)); P (jZj  z1 =2 +2)g  1  ; (9.124)
where NRP (1;2;h) is dened in (5.7) with T (h) = jT (h)j; the equality holds by (5.7)
and (8.3) with T (h) = jT (h)j and (9.123), and the inequality holds by the denitions of
1 and 2 in (5.8), P (jZj  z1 =2) = 1  ; and 2  0:
If 2 = 0; then P (jZj  z1 =2 + 2) = 1    and AsySz  1    by (9.124).
Alternatively, if 2 > 0; we have
AsySz  1 NRP (1;2;h) = 1  ; (9.125)
where the inequality holds using the equality in (9.124) and the equality holds by As-
sumption Rob2(ii). This completes the proof that AsySz = 1  in Theorem 5.1(a)(v)
for the case Tn = jTnj: The proofs of Theorem 5.1(a)(v) and 5.1(b)(v) for the cases
Tn = Tn  Tn; and QLRn are analogous.
The proofs of Theorem 5.1(a)(vi) and 5.1(b)(vi) are analogous to that of Theorem
5.1(a)(v) using Assumption NI-Rob2 in place of Assumption Rob2. 
9.6. Proofs of Su¢ cient Conditions
9.6.1. Assumption B3
Proof of Lemma 8.1. Assumptions B3(i) and B3(iii) and the compactness of 
lead to Assumption B3(iii) by a standard argument. For any  2 ; we have q () =
inf 2	()=	0 Q( ; ; 0) Q( 0; ; 0) > 0; where 	0 is dened in Assumption B3(ii), by
the same argument using Assumption B3(ii) in place of Assumption B3(iii). To show
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inf2 q() > 0; as is required by Assumption B3(ii), it su¢ ces to show q() is continuous
on the compact set : For any  2 ; 	()=	0 is compact and inf 2	()=	0 Q( ; ; 0) =
Q (  () ; ; 0) for some  
 () 2 	() by Assumptions B3(i) and B3(iv). To show
q () is continuous on ; it is equivalent to show Q (  () ; ; 0) is continuous on :
For any " > 0; there exists 1 > 0 such that k 1     (2)k < 1 and k1   2k < 1
implies that jQ ( 1; 1; 0) Q (  (2) ; 2; 0) j < " by the continuity of Q (; 0) : By
Assumption B3(v), for any 1 > 0; there exists a 2 > 0 such that k1   2k < 2
implies that dH (	 (1) ;	(2)) < 1: The condition dH (	 (1) ;	(2)) < 1 implies
that inf 2	(1) k     (2)k < 1: Because 	(1) is compact, there exists   (1) 2
	(1) such that k  (1)    (2)k = inf 2	(1) k     (2)k : Hence, jj  (1)  
  (2) jj < 1 if k1   2k < 2: Take  = min f1; 2g ; then
jQ (  (1) ; 1; 0) Q (  (2) ; 2; 0) j < " (9.126)
for any k1   2k < : Hence,
Q (  (1) ; 1; 0)  Q (  (1) ; 1; 0) < Q (  (2) ; 2; 0) + " (9.127)
for any k1   2k < ; where the rst inequality is implied by the denition of   (1)
and the second inequality holds by (9:126) :
Similarly, we can showQ (  (2) ; 2; 0) < Q ( 
 (1) ; 1; 0)+" for any k1   2k <
: Hence, for any " > 0; there exists  > 0 such that jQ(  (1) ; 1; 0) Q(  (2) ; 2;
0)j < " for any k1   k < : This completes the proof. 
9.6.2. Assumption C5
Proof of Lemma 8.2. We now verify Assumption C5. Without loss of generality,
suppose  2 R: Let fk : k  1g be a sequence that converges to  and suppose k



































where the rst equality holds by Assumption C5(i), the second equality holds by the
dominated convergence theorem (DCT), and the last equality holds by the di¤erentia-
bility of fWi(w; 









jjm(w; )jj  sup
2N(;")
jf;Wi(w; )jd(w) <1; (9.129)
where the equality holds by the mean-value expansion with ek(w) between k and 






W m(w; )f;Wi(w; 
)d(w).
We now showAssumption C5(ii) holds withK( 0; ; 0) =
R
W m(w; 0; )f;W (w; 0)
d(w): To show Assumption C5(ii), we have
sup
2


























jm(w; n; ) m(w; 0; )j f;W (w; 0)d(w); (9.130)
where the rst inequality is obvious, and the second inequality holds by the triangle
inequality. The third line of (9.130) converges to 0 by the DCT under Assumptions
C5(ii), C5(iii), and C5(v) using en ! 0. The fourth line of (9.130) converges to 0
by Assumptions C5(iv) and C5(v). This yields Assumption C5(ii).
Assumption C5(iii) holds by the DCT using Assumptions C5(iv) and C5(v). 
9.6.3. Assumption C6

























A()K(; 0)!0 = K

1(; 0)!0: (9.132)




(G(; 0) +K(; 0) b)
0A()0[A()H(; 0)A()
0] 1A() (G(; 0) +K(; 0)b)
= 1(; 0; b) + 2(0; b): (9.133)
Similarly, we have






= 1(; 0; !0) + 2(0; !0); (9.134)
which completes the proof. 
Lemma 8.4 follows immediately from the following Lemma, which is an extension of
Lemma 2.6 of Kim and Pollard (1990).
Lemma 9.13. Let fZ(t) : t 2 Tg be a univariate Gaussian process with continuous
sample paths, indexed by a -compact metric space T: If V ar(Z(s)   Z(t)) 6= 0 and
V ar(Z(s) + Z(t)) 6= 0; 8s; t 2 T with s 6= t; then, with probability one, no sample path
of Z2() can achieve its supremum at two distinct points of T:
Proof of Lemma 9.13. A sample path of Z2 achieves its supremum only where Z
achieves its supremum or inmum. By Lemma 2.6 of KP, if V ar(Z(s)   Z(t)) 6= 0;
8s 6= t; no sample path of Z achieves its supremum at two distinct points of T with
probability one. By the same argument, no sample path of Z achieves its inmum at
two distinct points in T with probability one.
It only remains to show that with probability one, no sample path of Z has its
supremum equal to minus its inmum at two distinct points. To show this, we use the
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condition
V ar(Z(s) + Z(t)) 6= 0; 8s 6= t: (9.135)
The argument is analogous to that in KP. For each pair of distinct points t0 and t1;
instead of taking the supremum of Z(t) over neighborhoods N0 of t0 and N1 of t1
as in KP, take the supremum of Z(t) over N0 and the supremum of  Z(t) over N1:
Using the notation in KP, Cov(Z(t0); Z(t1)) =  H(t0; t1): By (9.135),  H(t0; t1)
cannot equal both H(t0; t0) and H(t1; t1): Suppose H(t0; t0) >  H(t0; t1) (the other
cases are handled similarly), then h(t0) = 1 >  h(t1); where h(t) = H(t1; t0)=H(t0; t0)
as in KP. The rest of the proof is the same as in KP, except that 1 = supt2N1(h(t))
and  1(z) = supt2N1(Y (t) + h(t)z) are changed to 1 = supt2N1( h(t)) and  1(z) =
supt2N1( Y (t)  h(t)z); respectively. This leads to the desired result Pfsupt2N0 Z(t) =
supt2N1( Z(t))g = 0: 
Proof of Lemma 8.5. For any 1; 2 2 ;
V ar(G1(1; 0) G2(2; 0))
= V ar(G1(1) G2(2)  (H12(1) H12(2))H 122 G2)
= a0
G(1; 2; 0)a > 0; (9.136)
where a = (1; 1; (H12(1)  H12(2))H 122 )0 and the inequality holds by Assumption
C6(ii). Similarly, we can show that V ar(G1(1; 0)+G

1(2; 0)) 6= 0 81; 2 2  with
1 6= 2: Hence, Assumption C6 holds. By Lemma 8.4, Assumption C6 holds as well.

9.6.4. Quadratic Expansions: Assumptions C1 and D1
Proof of Lemma 8.6. We rst prove part (a). Let n be any sequence of constants
such that n ! 0 as n ! 1: By a second-order Taylor expansion of Qn ( ; ) about
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 0;n, for  2 	() with jj    0;njj  n and  2 , we have
jRn( ; )j
=






  (Wi;  
y
0;n(); )    (Wi;  0;n; )
!
(    0;n)







  (Wi;  
y
0;n(); )    (Wi;  0;n; )

= op(
    0;n2); (9.137)
where  y0;n() lies between  and  0;n and the op(
    0;n2) term follows from As-
sumption Q1(iii). This immediately implies Assumption C1 using the jjan(n)(  
 0;n)jjpart of the denominator in Assumption C1(ii).





























= op(jjB(n)(   n)jj2); (9.138)
where yn is between  and n and the op(jjB(n)( n)jj2) term follows from Assumption
Q1(iv). This immediately implies Assumption D1 using the jjn1=2B(n)( n)jjpart
of the denominator in Assumption D1(ii). 
Proof of Lemma 8.7. We rst prove part (a). For any function f(w; ); dene the














n ()  n( 0;n; )

+Qn() Qn( 0;n; ): (9.139)
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= n ( 0;n; )
0(    0;n) + nr (): (9.140)
Under fng 2  (0; 0; b); a second-order Taylor expansion of Qn() wrt  gives




0(    0;n) +
1
2






(    0;n) + o(jj    0;njj2) (9.141)













(    0;n) +
1
2
(    0;n)0
@2
@ @ 0
Qn( 0;n; )(    0;n) + n 1=2nr () + o(
    0;n2):
(9.142)
When D Qn() and D  Qn () take the form as in Lemma 8.7(a), the quadratic
approximation in Assumption C1(i) holds with
Rn( ; ) = n
 1=2nr () + o(
    0;n2): (9.143)
To verify Assumption C1(ii), we have
sup
 2	():jj   0;njjn
ja2n(n)Rn ( ; ) j
(1 +
an (n)      0;n)2
 sup
 2	():jj   0;njjn
ja2n(n)n 1=2nr ()j
(1 +
an (n)      0;n)2 + o(1) = op(1); (9.144)
where the inequality follows from (9.143) and the triangle inequality and the equality is
implied by Assumption Q2(iii) by using [1+ jjan(n)(   0;n)jj]  jjan(n)(   0;n)jj in
the denominator.
Next, we prove part (b). The sample criterion function satises
Qn() Qn(n) = n 1=2 (n ()  n(n)) +Qn() Qn(n): (9.145)
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The expansion in (8.9) gives
n ()  n(n) = n(n)0(   n) + nr(): (9.146)













n)(   n); (9.147)












 1(n) + o (1) ; (9.148)















Qn(n)(   n) + n 1=2nr() + o(kB(n)(   n)k
2):
(9.149)
When DQn() and D2Qn() take the form in Lemma 8.7(b), the quadratic approxi-
mation in Assumption D1 holds with
Rn() = n
 1=2nr() + o(kB(n)(   n)k
2): (9.150)








(1 + n1=2jjB(n)(   n)jj)2
+ o(1) = op (1) ; (9.151)
where the inequality holds by (9.150) and the triangle inequality and the equality is
implied by Assumption Q2(iv) by using [1+n1=2jjB(n)(  n)jj] n1=2jjB(n)(  n)jj
in the denominator. 
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Proof of Lemma 8.8. Lemma 8.8(a) is proved using the proof of Lemma 8.6 with
(9.137) and (9.138) changed to
jRn( ; )j  op(jj    0;njj2) + jQICn ( ; ) QICn ( 0;n; )j and
jRn()j  op(jjB(n)(   n)jj2) + jQICn () QICn (n)j; (9.152)
respectively. By Assumption Q3(ii), Assumptions C1 and D1 follow from the same
arguments as those in the proof of Lemma 8.6.
Lemma 8.8(b) is proved using the proof of Lemma 8.7 with (9.143) and (9.150)
changed to
Rn( ; ) = n
 1=2nr () + o(jj    0;njj2) +QICn ( ; ) QICn ( 0;n; ) and
Rn() = n
 1=2nr() + o(kB(n)(   n)k
2) +QICn () QICn (n); (9.153)
respectively. By Assumption Q3(ii), Assumptions C1 and D1 follow from the same
arguments as those in the proof of Lemma 8.7. 
10. Supplemental Appendix C: Verication
of Assumptions for the ARMA(1, 1) Example
This Appendix veries the assumptions of AC1 for the ARMA(1, 1) example of
Section 6.
First, we give some details concerning the form of the criterion functionQn() for this
example. To specify the quasi-log likelihood function, it is useful to write the innovations
as a function of the observations and the unknown parameters. By repeated substitution




j0(Yt j   0Yt j 1) + t0"0: (10.1)
The Gaussian quasi-log likelihood function for  = (; ; ) conditional on Y0 and "0
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is a constant plus
  n
2







j[Yt j   ( + )Yt j 1] + t"0
!2
: (10.2)
The conditioning value "0 is asymptotically negligible, so for simplicity (and wlog
for the asymptotic results) we set "0 = Y0 in the log likelihood. Thus, the (conditional)


















10.1. ARMA Example: Initial Conditions Adjustment
We use the initial conditions adjustment of the criterion function given in Lemma
8.8(a) of Section 8.7.3. This Lemma implies that it su¢ ces to establish Assumptions
C1-C8 and D1-D3 with Qn() replaced by an approximation Q1n (): Lemma 8.8(a) relies
on Assumption Q3. We verify Assumption Q3 with











































Note that the di¤erence between Q1n () and Qn() is that the sum over j goes to 1 in
the former and to t   1 in the latter. In (10.4), Wt = (Yt; Yt 1)0 and t() depends not
only on Wt but also on Wt 1; :::;W1: This does not a¤ect the results in Lemma 8.8(a).
Lemma 10.1. For the ARMA(1, 1) model, fQICn () : n  1g satises
(a) under fng 2  (0); sup2 jQICn ()j !p 0;
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(b) under fng 2  (0; 0; b);
sup
 2	():jj   0;njjn
ja2n(n)(QICn ( ; ) QICn ( 0;n; ))j
(1 + an(n)jj    0;njj)2
= op(1)
for all constants n ! 0; and




(1 + jjn1=2B(n)(   n)jj)2
= op(1)
for all n ! 0; where n (n) = f 2  : k    nk  njnj and j   nj  ng:
Comments. 1. Lemma 10.1(a) implies that it su¢ ces to establish Assumption B3
with Q1n () in place of Qn():
2. Assumption Q3 holds by Lemma 10.1(b) and 10.1(c).
The proof of Lemma 10.1 is given in Section 10.4 below.
10.2. ARMA Example: Derivation of Formulae for
Key Quantities
The quantities that appear in Assumptions B1-B3, C1-C8, and D1-D3, viz., Q(; 0);
D Qn(); 
(1; 2; 0); D  Qn(); H(; 0); K(; 0); 
G(1; 2; 0); DQn(); D
2Qn();
J(0); and V (0); as well as 
(0; b); and (); are specied in Section 3 of AC1. In
this section, we derive the formulae for these quantities based on the criterion function
Q1n () = n
 1Pn
t=1 t(): (For convenience, the formula forK(; 0) is derived in Section
10.3.4 below.)
The expressions for D Qn() and D  Qn() are the ordinary rst and second partial
derivatives of n 1
Pn
t=1 t() wrt  for t() dened in (10.4). Analogously, DQn() and
D2Qn() are the ordinary rst and second partial derivatives of n 1
Pn
t=1 t() wrt :
Now, we derive the formula for 
(1; 2; 0): For any sequence fng 2  (0) with
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0 = 0; we have

















Cov0( ;t( 0; 1);  ;t+m( 0; 2))










where the rst equality holds by the denition of Gn() in Assumption C3 with  0;n =
(0; n); the second equality holds by strict stationarity for given n and n ! 0; and
the third and fourth equalities hold because f"t : t  1g are independent and have mean
zero plus









when the true parameter is 0 with 0 = 0; using the denitions of ;t() and ;t()
in (6.5). The o¤-diagonal elements in (10.5) are zero because E0"t("
2
t   0)"t j 1 =
E0"t("
2
t   0)E0"t j 1 = 0 8j  0:
Next, we derive the formula for H(; 0); which is shown in Section 10.3.3 to equal
E0  ;t( 0; ): Using the denitions of   ;t(); :::; ;t() in (6.8), when the true pa-
rameter is 0 with 0 = 0; we have













;t( 0; ) =  (1=2) 20 +  30 "2t : (10.7)
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Using these expressions, we obtain
H(; 0) = E0  ;t( 0; ) =


















Now, we calculate the covariance kernel 
G(1; 2; 0) that appears in Assumption
C6: For 0 = 0; we dene
 ;t( 0; 1; 2) = (;t( 0; 1); ;t( 0; 2); ;t( 0; )
0)0; where
;t( 0; ) =   10 "t
1X
k=0




;t( 0; ) =  (1=2) 20 ("2t   0): (10.9)
Using these denitions, for 0 = 0; we have






 ;t( 0; 1; 2); 

 ;t+m( 0; 1; 2))
= V ar0(
















































 1 (1  12) 1 0
(1  12) 1 (1  22) 1 0




The second and third equalities of (10.10) hold using (10.9) and E0"t("
2
t   0)"t j 1 =
E0"t("
2
t   0)E0"t j 1 = 0 8j  0:






























































































k(k   1)k 2Yt k 1: (10.13)
To determine J(0) via the expression J(0) = E0
y
;t(0) given in (10.51) below
(in the verication of Assumption D2), we dene y;t() and t() via
B 1();t()B
 1() = y;t() + 
 1t(); (10.14)
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where ;t() is dened in (10.11)-(10.13) and 
y
;t() is dened by
y;t() =







































The matrix t() is dened by
t() =




















k(k   1)k 2Yt k 1: (10.16)
Now, using J(0) = E0
y
































264 0 0 10 0 0
1 0 0
375 : (10.17)
As shown in Section 10.3.7 below, the matrix n 1
Pn
t=1 
 1t() evaluated at  = n
(! 0) does not contribute to J(0) because its probability limit is zero.
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To derive the formulae for V (0); we dene
y;t() = B
 1();t() = (;t(); ;t () ; 
 1;t ())
0 and








For any sequence fng 2  (0); we have














































264 0 0 10 0 0
1 0 0
375 ; (10.19)
where the rst equality holds because the convergence in distribution result in Assump-
tion D3(i) is obtained by a CLT, see (10.56) below, the second equality holds by def-
inition, and the third equality holds by strict stationarity for given n; n ! 0; and





0 in 0 = (0; 0); which follows straightforwardly
from the form of y;t(0) given in (10.20) below. The last two equalities in (10.19) hold
because
;t(0) =   10 "t
1X
j=0





y;t(0) =   10 "t
1X
j=0




Yt k 1 = 0 8k  0;
(10.20)
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where the last equality holds because "t and Yt j 1 are independent and E0Yt j 1 = 0:
The expression for (0; b) given in (6.19) holds using the expression for (; 0; b)
for this example given in (6.10) plus simplications based on (6.7)-(6.9). In particular,
it uses the block diagonality of H(; 0) in (6.8) and the fact that the second element
of G(; 0) in (6.7) does not depend on : The expression for () in (6.19) uses
the expression for (; 0; b) given just above (6.16) and the equality (; 0; b) =
()22; which holds using the expressions for J(; 0) and V (; 0) in (10.57) and
(10.58) and some calculations.
10.3. ARMA Example: Verication of Assumptions
Here, we verify Assumptions A, B1-B3, C1-C8, and D1-D3 for the criterion function
Q1n () = n
 1Pn
t=1 t():
10.3.1. ARMA Example: Verication of Assumptions A and B1-B3
Assumption A holds immediately given the denition of t() in (10.4).
Assumption B1(i) holds by the denitions of  and  in (6.1). Assumption B1(ii)
holds with Z0 = (L ; U ); where J is between J and J for J = L;U; using the fact
that L < L and U > U imply that, for  = (; ; ) 2 ;  can take values in a
neighborhood of zero for any value of  2 : Assumption B1(iii) holds by the denition
of  in (6.1).
Assumption B2(i) holds by the denition of   in (6.2). Assumption B2(ii) holds by






U ; which guarantee
that, for  = (; ; ) 2 ; a = (a; ; ) 2  8a 2 [0; 1]: Assumption B2(iii) holds







Assumption B3(i) holds with Q(; 0) = E0t() by the following argument. By
Theorem 1 of Andrews (1992), uniform convergence in probability is implied by pointwise
convergence in probability, stochastic equicontinuity, and boundedness of : Pointwise
convergence in probability is implied by mean square convergence. In the present case,
the latter is straightforward, but tedious, to establish by writing out the square that
appears in t(); using the expression Yt =
P1
j=0(n + n)
j("t j 1   n"t j 2) under
n; which is obtained by repeated substitution in (1.1), and using the moment condition
sup2 Ej"tj4 <1; which appears in the denition of  : Because the norming is by n 1;
not n 1=2; stochastic equicontinuity also is straightforward, but tedious, to establish by
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applying Markovs inequality and standard manipulations (along the lines of those in
(10.33) below). For brevity, the details are omitted.
Assumptions B3(ii) and B3(iii) are veried using Assumption B3 and Lemma 8.1
in Supplemental Appendix A. Assumption B3(i) holds because Q(; 0) is a quadratic
function of  and fj : j  1g and the log function is continuous on R+: Assumption
B3(iv) holds because 	() = f = (; ) :  2 [L   ; U   ] &  2 [L; U ]g is
compact 8 2 ;  = [L; U ] is compact, and  is compact by its denition in (6.1).
Assumption B3(v) holds because dH (	 (1) ;	(2)) = j1   2j:
Assumption B3(ii) is veried by showing that when 0 = 0; E0t( ; ) is uniquely
minimized by  0 8 2 : This holds by the following argument. When 0 = 0; by (1.1),
we have Yt = Yt 1 + "t   "t 1 and so Yt = "t: Thus, when 0 = 0; we have
2E0t( ; )  2E0t( 0; )





























using 0 = E0"
2
t 8t = 0; 1; ::: The lhs is zero for  =  0: The rhs is positive for
 = (; ) 6=  0 = (0; 0) 8 2 : This holds by writing =0 = 1 + x and noting that
the function s(x) = log(1 + x) + 1=(1 + x)   1 is uniquely minimized over x 2 R+ at
x = 0: This property of s(x) holds because its derivative, x=(1+x)2; is zero for x = 0; is
strictly negative for x < 0; and is strictly positive for x > 0: Hence, Assumption B3(ii)
holds.
Next, we establish Assumption B3(iii), i.e., Q(; 0) is uniquely minimized by 0
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80 2   with 0 6= 0: Using (10.4), we have
2E0t()  2E0t(0)




























































The rst term on the rhs is uniquely minimized by  = 0 by the argument following
(10.22).
We now show that the second term on the rhs of (10.22) equals zero when (; ) =


















= (   0)20 + E0
 








where the rst equality uses (1.1) and the second equality uses the independence of "t 1
and (Yt 2; "t 2; :::) and E"t 1 = 0: The rhs of (10.23) is zero if  = 0 and is positive if
 6= 0 because 0 > 0:
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= (   0)2200 + 20E0
 






The rhs of (10.24) is zero if  = 0 and is positive if  6= 0 because 0 > 0 and 0 6= 0:
We conclude that when 0 6= 0 the second term on the rhs of (10.22) is zero i¤
(; ) = (0; 0): Hence, Assumption B3
(iii) holds. This completes the verication of
Assumption B3.
10.3.2. ARMA Example: Verication of Assumptions C1 and D1
We verify the quadratic expansions that appear in Assumptions C1 and D1 using
Lemma 8.6, which relies on Assumption Q1. Assumption Q1(i) holds with t() in place
of (Wt; ): (The fact that t() depends on Yt; Yt 1; :::; rather than just Wt; does not
e¤ect the result of Lemma 8.6.) Assumption Q1(ii) holds given the form of t():
Assumption Q1(iii) holds by (i) a uniform LLN for n 1
Pn
t=1   ;t()   En  ;t()
over  2  under fng 2  (0; 0; b) and (ii) the convergence sup2 sup 2	():jj   0;njjn
jEn  ;t( ; ) En  ;t( 0;n; )j ! 0 under fng 2  (0; 0; b) for all constants n ! 0:
The uniform LLN holds by the same type of argument as used to verify Assumption
B3(i) using the denition of   ;t() in (10.11)-(10.13). The convergence in (ii) holds
by fairly straightforward calculations. For example, for the (1; 1) element of   ;t();
the di¤erence is zero for all n  1 and hence the limit is zero. For the (1; 2) element of
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 2	():jj   0;njjn





















t ! 0; (10.25)
where + = maxfjLj; jU jg < 1 and EnY 2t ! E0Y 2t = E0"2t = 0 <1:






































(1 + o(1)); (10.26)
where y;t() and t() are dened in (10.14). In (10.26), the second equality holds
because jj  j   nj + jnj  (1 + n)jnj; and n = o(1): By (10.26) and the fact
that n1=2jnj ! 1 for fng 2  (0;1; !0); to verify Assumption Q1(iv), it su¢ ces







Ent()) over  2 n(n) and the equicontinuity of Ent()=jnj over  2 n(n):




;t() follows by the same argument as used
above to verify Assumption B3(i) with y;t() in place of t(): For brevity, details are
not given.
The stochastic equicontinuity of n 1=2
Pn
t=1(t()  Ent()) follows from the sto-









jkk 1(Yt j 1Yt k 1   EnYt j 1Yt k 1) (10.27)
over  2 n(n) under fng 2  (0;1; !0); see the denition of t() in (10.16). For
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for  > 0 su¢ ciently small, where ajk = 
j+k
# ; # is some number betweenmaxfjLj; jU jg
and 1; the rst inequality holds byMarkovs inequality, the second inequality holds by the





j+k 1   (2=#)j+k 1)2 = 0; which can be established using the
fact that j`=#j < 1 for ` = 1; 2 and using mean value expansions of (1=#)j+k 1
around (2=#)j+k 1 8j; k  0; (ii) V arn(n 1=2
Pn
t=1 Yt j 1Yt k 1)  C 8n  1 for





It remains to show that sup1;22n(n) jnj 1En (t(1)  t(2)) = o(1): It su¢ ces
to show that sup2n(n) jnj 1Ent() = o(1): For any  2 n(n); we have
jnj 1Ent()
= jnj 1(Ent()  Ent( n; )) + jnj
 1Ent( n; ): (10.29)


























using the denition of ;t() in (10.16).
For  2 n(n);








  njnjC (10.31)
for some constant C < 1; where the inequality uses the denition of n(n) and
jEnYt j 1Yt k 1j  EnY 2t  C1 8n  1 for some constant C1 < 1: Combining
(10.30), (10.31), and supn1 jnEn;t(n)j < 1 (which holds by standard calcula-
tions) establishes that the (3, 1) element (i.e., the  element) of the rst term on the
rhs of (10.29) is o(1):
sup
2n(n)
jEn;t()  En;t( n; )j
 sup
2n(n)
 1jEn;t()  nEn;t( n; )j
+ sup
2n(n)
j 1(n   )En;t( n; )j
= o(jnj); (10.32)
using n    = O(njnj) by the denition of n(n) and   L > 0:
The proof for the (3, 3) element (i.e., the  element) of the rst term on the rhs of
(10.29), which is the only other non-zero element of t(); is the same with k(k 1)k 2
in place of kk 1: This completes the proof that the rst summand on the rhs of (10.29)
is o(1):
Let cj = jE0Y1Y1+jj: The second summand on the rhs of (10.29) is O(n) = o(1) by
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the following calculations: for  2 n(n);































where the equality holds by (10.30), the second inequality holds because jj   jnj 
jjj 1n ( n)j  j
j 1
U j nj for some n between  and n by a mean-value expansion




U <1 and n = o(1):
For the (3, 3) element of t( n; ); we obtain j 1n En;t( n; )j  j   njC =
O(n) = o(1) for a constant C < 1 by the same argument as in (10.33) with k(k  
1)k 2 in place of kk 1: This concludes the proof that the second summand on the rhs
of (10.29) is o(1); which completes the verication of Assumption Q1(iv). In turn, this
completes the verication of Assumptions C1 and D1.
10.3.3. ARMA Example: Verication of Assumptions C2-C4
Assumption C2 is veried in AC1.
The empirical process fGn() :  2 g that appears in Assumption C3 is dened in
(6.6). The covariance matrix of the stochastic process fG(; 0) :  2 g that appears in
Assumption C3 is dened and derived in (10.5). The weak convergence Gn()) G(; 0)
holds by the proof of Theorem 1(a) of Andrews and Ploberger (1996, pp. 1339-1340).
Assumption C4(i) holds by a uniform LLN for n 1
Pn
t=1(  ;t( 0;n; ) En  ;t( 0;n;
)) over  2  under fng 2  (0; 0; b) and the convergence result sup2 jEn  ;t( 0;n;
) E0  ;t( 0; )j ! 0: Using the denition of   ;t( 0;n; ) in (6.8), the uniform LLN
holds by the same sort of argument as used to prove Assumption B3(i). For brevity,
the details are not given. The convergence result holds by the same calculations as
in the verication of Assumption Q1(iii), see (10.25). The simplied expression for
H(; 0) = E0  ;t( 0; ) is derived in (10.8).
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Assumption C4(ii) holds because H(; 0) = Diagf(1   2) 1; (220) 1g by (10.8),
inf2(1  2) 1  1; and   L > 0 by the denition of :
10.3.4. ARMA Example: Verication of Assumption C5





































































In addition, we have
E;t() =  (1=2) 2
























































From (10.36), if en ! 0 with 0 = 0 (for non-stochastic en) and  n !  0 = (0; 0);
as in Assumption C5, then
@

















j =   1
1  0
: (10.39)
The convergence is uniform in  2  because (i) jj  maxfjLj; jU jg < 1 8 2  and
(ii) the term (@=@en)EenYt j 1Yt k 1 is well-dened and is bounded in absolute value
uniformly over n  1: This holds because when the true parameter is en; we can write
Yt = (en + en)Yt 1 + ut = 1X
j=0








@en [(en + en)j(en + en)k]Eenus j 1ut k 1: (10.40)
From (10.38), if en ! 0 with 0 = 0 and  n !  0 = (0; 0); as in Assumption C5,
then
@
@enEen;t( n; )! 0 (10.41)
due to the multiplicative terms ; ; 2; ; and 2 that appear in (10.38) and that
converge to 0 when  = en ! 0 and  = n ! 0:
Combining (10.34), (10.39), and (10.41) veries Assumption C5(i) and C5(ii) with
K(; 0) = ( (1  0) 1; 0): Assumption C5(iii) holds because 1  0 6= 0 8 2 :
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10.3.5. ARMA Example: Verication of Assumption C6
Now, we verify Assumption C6 using Assumption C6; which is shown in Lemma
8.5 to be su¢ cient for Assumption C6. Assumption C6(i) holds because  is a scalar.
Assumption C6(ii) requires 
G(1; 2; 0) to be positive denite 81; 2 2  with
1 6= 2; 80 2   with 0 = 0: The expression for 
G(1; 2; 0) given in the rhs matrix
in (10.10) is positive denite because the determinant of the upper left 22matrix is zero




t   0)2 > 0 by the denitions
of  and  in (6.1) and (6.2). This completes the verication of Assumption C6.
Hence, Assumption C6 holds.
10.3.6. ARMA Example: Verication of Assumption C8
Here we verify Assumption C8. Suppose fng 2  (0; 0; b); which implies that










































where the second to last equality uses E0Yt j 1Yt k 1 = E0"t j 1"t k 1 because 0 = 0
and E0"t j 1"t k 1 = 0 for j 6= k because f"t : t  ng are mean zero and independent.


















En;t( ; n)j = n = 0 8n  1: (10.45)
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En;t( ; n)j = n = 0 8n  1: (10.47)




















En;t( ; n)j = n = (1=2)
 2
n ! (1=2) 20 : (10.49)
Combining (10.43), (10.45), (10.47), and (10.49) gives
@
@ 0
EnD Qn( ; n)j = n =
@
@ 0






= H (0; 0) ; (10.50)
where the rst equality holds by (6.5). This completes the verication of Assumption
C8.
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10.3.7. ARMA Example: Verication of Assumption D2










































;t(0) = J(0); (10.51)
where the third equality holds because n1=2jnj ! 1 for fng 2  (0;1; !0); Ent(n)
= 0 by the equation for En;t( n; ) in (10.30) evaluated at  = n and an analo-
gous equation for En;t( n; ); and n
 1=2Pn








k 1Yt k 1 is a martingale di¤erence sequence for t = 1; :::; n
and likewise for n 1=2
Pn







;t(n) to zero which holds by straightforward, but
tedious, calculations that are not given here for brevity, and the convergence in the
last line holds straightforwardly by the form of y;t(n) given in (10.12)-(10.15) and
n ! 0:
The form of the matrix J(0) given in (6.13) is derived in (10.11)-(10.17) above.
Assumption D2 requires that J(0) is nonsingular. To show this, note that J(0) =
E0
y
;t(0); as specied in (10.17), is block diagonal between its (; ) and  elements.
Since (220)
 1 > 0 by the denition of ; it su¢ ces to show that the 2 2 sub-matrix
of E0
y




















Now, by (1.1), Yt = "t + (0 + 0)Yt 1   0"t 1: Hence,
A1t = Yt 1 +
1X
j=1
j0Yt j 1 = "t 1 + t 2; where




and t 2 is independent of "t 1: For  = (1; 2)




















The rhs is positive if 1 6= 0: Alternatively, suppose 1 = 0; then 22 > 0 and the rhs





























 0 > 0: (10.55)
We conclude that 0E0AtA
0
t > 0 8 = (1; 2)0 2 R2 with  6= 0 and, hence,
E0AtA
0
t is positive denite. This completes the verication that J(0) is positive de-
nite.
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10.3.8. ARMA Example: Verication of Assumption D3
Assumption D3(i) is veried as follows. By the denitions in (6.5) and (6.12) and
























1CA!d N(0; V (0)); (10.56)
where the convergence in distribution holds by a triangular array martingale di¤erence
CLT for row-wise stationary random variables, e.g., see Hall and Hyde (1980, Thm.
3.1), and V (0) = limn!1 V arn(n
 1=2Pn
t=1B
 1(n);t(n)): The verication of the
conditions of Hall and Hydes martingale di¤erence CLT is essentially the same as given
in the proof of Thm. 1(b) of Andrews and Ploberger (1996, p. 1339) and uses the
condition Enj
 1=2
n "tj4+  K < 1; which appears in the denition of  in (6.2), to
verify a Lyapounov-type condition. The formula for V (0) given in (6.15) is derived in
(10.18)-(10.20).
To verify Assumption D3(ii), note that the matrix V (0) = V
y(0; 0; 0) is the same
as J(0) = E0
y





2 in place of (220)
 1; see (10.17)




> 0 by the denition of the parameter
spaces  and ; the same argument as used above to show that J(0) is pd also shows
that V (0) is pd. Hence, Assumption D3(ii) holds.
10.3.9. ARMA Example: Verication of Assumptions V1 and V2
Assumption V1(i) (for scalar ) holds with


























by the same type of argument as used to verify Assumption B3(i). Assumption V1(i)
(for scalar ) holds with V (; 0) dened just as J(; 0) is dened, but with
(42) 1E0






in place of (22) 1; by the same type of argument as used to verify Assumption B3(i).
This argument requires the additional condition Ejtj8+2  K in the denition of 
in (6.2).
Assumption V1(ii) holds by the functional forms of J(; 0) and V (; 0):
Next, we verify Assumption V1(iii). By denition, (; 0) = J
 1( 0; ; 0)V ( 0; ; 0)
J 1( 0; ; 0): Because the matrices J(; 0) and V (; 0) are block diagonal between
the parameters (; ) and  and these matrices are equal when their second rows and
columns are deleted, it su¢ ces to show that (i) Assumption V1(iii) holds for (; 0)
replaced by J 1( 0; ; 0) with its second row and column deleted, which we call A
 1();
and (ii) the (2, 2) element of (; 0); call it 22(; 0); is in (0;1) for all  2 :When
0 = 0; we have

























where the rst equality holds by (10.57) and the second equality holds because Yt = "t
under 0 when 0 = 0; which is the case in Assumption V1(iii). We have: jjA()jj <1












8 2  (10.60)
by the Cauchy-Schwarz inequality. This implies min(A 1()) > 0 and max(A 1()) <






t   0)2(220) = 20E0("2t   0)2; which lies in (0;1) because 0 =
V ar("t) > 0 and E0"
4
t <1: This completes the verication of Assumption V1(iii).
Assumptions V1(i) and V1(ii) hold not only under fng 2  (0; 0; b); but also under
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fng 2  (0;1; !0): This and bn !p 0 under fng 2  (0;1; !0); which holds by
Lemma 3.3, imply that Assumption V2 holds.
10.3.10. ARMA Example: Verication of Assumptions RQ and RQ3
Assumptions RQ2(ii) and RQ3 hold with s(0) = bsn = 1 in the ARMA(1, 1) example for
restrictions r() that only involve the parameters (; ) because (i) V (0) and J(0) are
block diagonal between the parameters (; ) and ; where  is the innovation variance,
and (ii) the blocks of V (0) and J(0) that correspond to (; ) are equal whether or
not the innovations are normally distributed. (In contrast, the blocks corresponding to
 are equal under normality, but not for more general error distributions.)
10.4. Proof of the ARMA Initial Conditions Lemma
Proof of Lemma 10.1. To prove part (a), we write
2LQ
IC





























At = At() = Yt   
t 1X
j=0















B2t () = op(1): (10.63)
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where the second equality holds by change of variables with k = j   t; U = maxfU  
















1 ! 0; (10.65)
where the inequality uses EnjY j 1Y k 1j  supn1EnY 21  C < 1 by the Cauchy-








































This completes the proof of part (a).
Next, we establish part (b). By (10.61) and (10.62),
At( 0;n; ) = Yt; Bt( 0;n; ) = 0; and Q
IC
n ( 0;n; ) = 0: (10.67)




 2	():jj   0;njjn
ja2n(n)QICn ( ; )j
(1 + jjan(n)(    0;n)jj)2
= op(1) (10.68)
96
for all constants n ! 0: The lhs of (10.68) is less than or equal to
sup
2:jjn
jnQICn ()j = op(1); (10.69)
where the equality holds by (10.61) and (10.64)-(10.66) because (10.64) and (10.65) hold
with U replaced by n and n ! 0:
Lastly, we establish part (c). It su¢ ces to show that
sup
2n(n)
jQICn () QICn (n)j = op(n 1) (10.70)
for all n ! 0; where n (n) = f 2  : k    nk  njnj and j   nj  ng:
Let At;n = At(n) and Bt;n = Bt(n):
First, suppose  = n: Then, using (10.61), we have
2LjQICn () QICn (n)j
















jAtj  jBt  Bt;nj+ 2n 1
nX
t=1






where the rst inequality uses  = n:
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To bound the rst two terms on the rhs of (10.71), we have
sup
2n(n)


























where the last inequality holds by mean-value expansions of j around jn for j  1 and




















t+k+ jY k 1j+ j   njU
1X
k=0






[k+ + (t+ k)
k 1
+ ]jY k 1j; (10.73)
where the second equality holds by change of variables and the second inequality holds
by mean-value expansions of t+k around t+kn for k  0:
Using (10.72) and (10.73), we have the following bound on the expectation of the

























[k+ + U(t+ k)
k 1
+ ]EnjYt j 1Y k 1j = o(n
 1)
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using EnjYt j 1Y k 1j  supn1EnY 21  C < 1 and + 2 (0; 1): By Markovs in-
equality, (10.74) implies that the lhs quantity with En deleted is op(n
 1); as desired.
Similarly, using (10.72) and (10.73), we have the following bound on the expectation






















Hence, the lhs of (10.75) with En deleted is op(n
 1):



































(t+j+k   t+j+kn )Y j 1Y k 1:
The supremum over  2 n (n) of the absolute value of the rst term on the rhs of
(10.76) is Op(sup2n(n) j
2   2njn 1) = op(n 1) by calculations analogous to those in
(10.64) and (10.65). The expectation of the supremum over  2 n (n) of the absolute




































(t+ j + k)t+j+k 1+ = o(1); (10.78)
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where the inequality holds by mean-value expansions of t+j+k around t+j+kn for t  1;
j; k  0 and the equality holds because + 2 (0; 1): Equation (10.77) implies that the
supremum over  2 n (n) of the absolute value of the second term on the rhs of (10.76)
is op(n 1): Hence, we conclude that the supremum over  2 n (n) of the absolute value
of the lhs of (10.76), which is the third summand in (10.71), is op(n 1):
This completes the verication of (10.70) for the case where  = n:
Lastly, we consider the case where  6= n: We have
jQICn () QICn (n)j = jQICn () QICn (n; ; n)j+ jQICn (n; ; n) QICn (n; n; n)j:
(10.79)
The proof of part (c) for the case where  = n gives sup2n(n) jQICn () QICn (n; ; n)j
= op(n
 1): It remains to show
sup
2n(n)
jQICn (n; ; n) QICn (n; n; n)j = op(n 1): (10.80)
We have



























































The quantity QICn (n; n; n) is the same, but with n in place of : Hence,
jQICn (n; ; n) QICn (n; n; n)j (10.82)
































































Equations (10.83) and (10.84) and Markovs inequality, coupled with (10.82) and
sup2n(n) j  nj  n = o(1); establish (10.80), which completes the proof of part (c).

11. Supplemental Appendix D: ARMA(1, 1)
Numerical Results
This Appendix provides: (i) a table containing the constants cLFT ;1 (v); 1(v); and
2(v) that are used to compute the type 2 NI robust critical values that are used
to construct CIs for the MA and AR CIs, (ii) details concerning the ARMA(1, 1)
simulation computations, and (iii) additional numerical results.
11.1. Table of Constants for Type 2 Robust CIs
with NI Critical Values
Table S-I provides the cLFT ;1 (v); 1(v); and 2(v) values necessary to compute the
type 2 NI robust critical values for the jtj and QLR test statistics for computing CIs for
the MA and AR parameters. These CIs employ the unrestricted ICS An: (The same
values apply to both the MA and AR parameters.) In this case, v denotes the null
hypothesis value of  (or ); which we denote by H0 (or H0) in the Table. For H0 (or
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H0) values between those given in Table S-I, linear interpolation can be used.
Table S-I. Values of NI LF Critical Values and 1(H0) and 2(H0) for Size Correction
in the ARMA(1, 1) Model
jtj H0=H0 0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
cLFjtj;:95(H0) 6.43 6.43 6.43 6.43 6.57 6.81 7.09 7.39 7.69 8.01 8.31
1(H0) 1.22 1.21 1.19 1.12 0.90 0.64 0.32 0.22 0.20 0.19 0.20
2(H0) 0.06 0.06 0.06 0.06 0.06 0.07 0.07 0.06 0.05 0.06 0.06
H0=H0 0.55 0.60 0.625 0.65 0.675 0.70 0.725 0.75 0.775 0.80 0.825
cLFjtj;:95(H0) 8.62 8.94 9.09 9.24 9.40 9.55 9.70 9.86 10.01 10.17 10.25
1(H0) 0.21 0.22 0.22 0.23 0.24 0.25 0.25 0.26 0.26 0.27 0.26
2(H0) 0.05 0.03 0.02 0.03 0.03 0.03 0.03 0.02 0.02 0.02 0.01
QLR H0=H0 0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
cLFQLR;:95(H0) 4.30 4.31 4.32 4.32 4.33 4.32 4.31 4.30 4.29 4.28 4.25
1(H0) 0.60 0.62 0.71 0.73 0.76 0.81 0.82 0.77 0.68 0.64 0.55
2(H0) 0.08 0.08 0.08 0.09 0.10 0.10 0.08 0.09 0.09 0.09 0.09
H0=H0 0.55 0.60 0.625 0.65 0.675 0.70 0.725 0.75 0.775 0.80 0.825
cLFQLR;:95(H0) 4.21 4.13 4.08 4.07 4.09 4.12 4.16 4.22 4.29 4.36 4.37
1(H0) 0.57 0.55 0.54 0.45 0.29 0.18 0.07 0.09 0.11 0.12 0.12
2(H0) 0.06 0.04 0.04 0.03 0.04 0.04 0.04 0.02 0.01 0.00 0.00
11.2. Simulation Details
To achieve an approximately stationary start-up, the rst innovation is set equal
to 0 and the rst 200 realizations of the process are discarded. For purposes of speed,
matrix/vector calculations are employed to compute the time series Yt and the log like-
lihood. In these calculations, lags are truncated at 100:
The matlab function fmincon is used in all cases where optimization is required.
When the optimization is in more than one dimension, such as with the nite-sample
unconstrained optimization, six independent random starting values are used. The ran-
dom starting values are uniformly distributed in the parameter space of the parameters.
When the optimization is one dimensional, such as with the asymptotic results and with
the nite-sample constrained optimization, the starting value for the fmincon function
is obtained by a grid search. In all cases, the grids divide the optimization parameter
space into 50 intervals of equal length.
For the nite-sample and asymptotic results for both the MA and AR parameters,
the constrained and unconstrained criterion functions often are found to have multiple
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local minimum for small values of jbj: Hence, the grid search and multiple starting values
are useful.
In all gures concerning the MA parameter  for which the x axis is b or jbj; such
as Figures 4, 6, and 7 of AC1, the discrete values of b for which computations are made
run from 0 to  20 (although only values from 0 to  15 are reported), with a grid of 0:1
for b between 0 and  5; a grid of 0:2 for b between  5 and  10; and a grid of 1 for b
between  10 and  20: For the analogous gures concerning the AR parameter ; the
same grids are used but the b values are non-negative.
For the nite-sample simulations concerning the MA parameter, for each b; the true
value of  is n =  b=
p
n and the AR parameter is n = 0+n = 0 b=
p
n: The value
of b is restricted such that n belongs to its true parameter space, i.e., n 2 [ 0:85; 0:85]:
Note that the b values are negative. Positive values of b also could be considered, but if
0 is positive, then the range of positive b values is more restricted (by the requirement
that n 2 [ 0:85; 0:85]) than the range of negative b values.
For the nite-sample simulations concerning the AR parameter, for each b; the true
value of  is n = b=
p
n and the MA parameter is n = 0 n = 0  b=
p
n: The value
of b is restricted such that n belongs to its true parameter space, i.e., n 2 [ 0:8; 0:8]:
In Figure 1 of AC1 and Figures S-1 and S-2 below, the asymptotic density of the
ML estimator of the MA parameter  is given by (0; b) (= argmin2 (; 0; b))
for b = 0;  2;  4; and  12: Similarly, in Figures S-11 to S-13 below, the asymptotic
density of the ML estimator of the AR parameter  =  +  is given by (0; b) for
b = 0; 2; 4; and 12 (because its asymptotic distribution is the same as that of the MA
parameter when jbj <1):
In Figure 2 of AC1, the asymptotic density of the ML estimator of  centered at the
true value is equal to the rst element of ((0; b); 0; b) divided by n
1=2 with n = 250;
so that it has the same scale as the nite-sample (n = 250) estimator. In this ARMA




jZj   (1  0) 1b
!
+ b: (11.1)
Figures that give densities for the estimators of  and  are constructed using his-
tograms with 40 bins. Figures that give densities for the estimator of  and for the test


















































Figure S-1. Asymptotic and Finite-Sample (n=250) Densities of the Estimator of the
MA Parameter  in the ARMA(1, 1) Model when 0 = 0:
When determining  for use with the robust CIs, we compute FCPs using n = 500:
11.3. Additional Simulation Results
In this section, we provide additional numerical results to those given in AC1. Figures
S-1 to S-9 provide results analogous to those in AC1, but for  = 0:0 and 0:7; rather than
 = 0:4: Figure S-10 gives asymptotic 0.95 quantile graphs for the jtj and QLR statistics
for tests concerning : Figures S-11 to S-25 provide gures for the AR parameter  that
are analogous to the gures given for the MA parameter :
Tables S-II to S-X provide: (i) asymptotic and nite-sample coverage probabilities
for jtj and QLR CIs for  and  and (ii) FCP results for NI-LF and type 2 robust CIs











































Figure S-2. Asymptotic and Finite-Sample (n=250) Densities of the Estimator of the









































Figure S-3. Asymptotic and Finite-Sample (n=250) Densities of the t Statistic for the











































Figure S-4. Asymptotic and Finite-Sample (n=250) Densities of the t Statistic for the










































Figure S-5. Asymptotic and Finite-Sample (n=250) Densities of the QLR Statistic for











































Figure S-6. Asymptotic and Finite-Sample (n=250) Densities of the QLR Statistic for




























Figure S-7. Coverage Probabilities of Standard jtj and QLR CIs for the MA Parameter




























Figure S-8. Coverage Probabilities of Standard jtj and QLR CIs for the MA Parameter



























Figure S-9. Coverage Probabilities of Robust jtj and QLR CIs for the MA Parameter 
in the ARMA(1, 1) Model when 0 = 0:7;  = 1:5; and s(x) = exp( x=2):
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Figure S-10. Asymptotic 0.95 Quantiles of the jtj and QLR Statistics for Tests


















































Figure S-11. Asymptotic and Finite-Sample (n=250) Densities of the Estimator of the

















































Figure S-12. Asymptotic and Finite-Sample (n=250) Densities of the Estimator of the










































Figure S-13. Asymptotic and Finite-Sample (n=250) Densities of the Estimator of the









































Figure S-14. Asymptotic and Finite-Sample (n=250) Densities of the t Statistic for the











































Figure S-15. Asymptotic and Finite-Sample (n=250) Densities of the t Statistic for the










































Figure S-16. Asymptotic and Finite-Sample (n=250) Densities of the t Statistic for the











































Figure S-17. Asymptotic and Finite-Sample (n=250) Densities of the QLR Statistic for












































Figure S-18. Asymptotic and Finite-Sample (n=250) Densities of the QLR Statistic for













































Figure S-19. Asymptotic and Finite-Sample (n=250) Densities of the QLR Statistic for






























Figure S-20. Coverage Probabilities of Standard jtj and QLR CIs for the AR Parameter
 in the ARMA(1, 1) Model when 0 = 0:
114







(a) Standard |t| CI
b

















Figure S-21. Coverage Probabilities of Standard jtj and QLR CIs for the AR Parameter
 in the ARMA(1, 1) Model when 0 = 0:4:







(a) Standard |t| CI
b

















Figure S-22. Coverage Probabilities of Standard jtj and QLR CIs for the AR Parameter
 in the ARMA(1, 1) Model when 0 = 0:8:
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(b) Robust QLR CI
b

















Figure S-23. Coverage Probabilities of Robust jtj and QLR CIs for the AR Parameter 
in the ARMA(1, 1) Model when 0 = 0;  = 1:5; and s(x) = exp( x=2):







(b) Robust QLR CI
b

















Figure S-24. Coverage Probabilities of Robust jtj and QLR CIs for the AR Parameter 
in the ARMA(1, 1) Model when 0 = 0:4;  = 1:5; and s(x) = exp( x=2):
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(b) Robust QLR CI

















Figure S-25. Coverage Probabilities of Robust jtj and QLR CIs for the AR Parameter 
in the ARMA(1, 1) Model when 0 = 0:8;  = 1:5; and s(x) = exp( x=2):
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Table S-II. Asymptotic Coverage Probabilities (Minimum over b) of Nominal 95%
Standard CIs for  and  in the ARMA(1, 1) Model
0=0 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 Asy Size
jtj 0.523 0.527 0.534 0.552 0.578 0.612 0.642 0.643 0.627 0.523
QLR 0.935 0.933 0.933 0.934 0.935 0.936 0.940 0.941 0.933 0.933
11.3.2. Tables
Table S-II provides the minimum over b asymptotic CPs for  for a range of true 0
values. It shows that the asymptotic size of the jtj CI for  is 0:523:75 Table S-II also
shows that the under-coverage of the standard QLR CI for  is much less severe than
for the jtj CI. It shows that the asymptotic size of the nominal 95% standard QLR CI
for  is 0:933: The results of Table S-II also apply to CIs for :
Table S-III provides a summary of the nite-sample (n = 250) CPs of the CIs for
both  and  based on critical values that are standard (normal or 21), NI-LF, and
type 2 robust (using NI critical values and ICS statistic An). The standard jtj CIs
under-cover considerably. The standard QLR CIs only under-cover by a small amount.
The NI-LF jtj CIs over-cover by a small amount. The type 2 robust jtj CIs are close to
0:95 except for some under-coverage for  when 0 = 0:4 and 0:7: The NI-LF and type
2 robust QLR CIs are quite close to 0:95:
Table S-IV provides analogous results to Table S-III, but for n = 100 and 500: The
results for the standard CIs are very similar to those in Table S-III. The discrepancies
between the CPs and 0:95 for the NI-LF and type 2 robust jtj CIs are magnied for
n = 100 and lessened for n = 500: The CPs for the NI-LF and type 2 robust QLR CIs
are quite close to 0:95 for n = 100 and 500:
Table S-V provides nite-sample FCP results for the NI-LF and type 2 robust CIs for
the MA parameter  for n = 500:76 Table S-V shows that the jtj statistic combined with
the NI-LF critical value yields a CI whose FCPs are very high close to 1:0 for most
values of b and 0: This illustrates the poor performance of NI-LF critical values when
a substantial amount of size correction is required. The NI-LF critical value performs
much better in terms of FCPs when combined with the QLR statistic (because much
75This is based on a grid of 0 values with grid size :05 for j0j  :60 and grid size :025 for :625 
j0j  :825:
76The true values considered are 0 = 0:0; 0:4; and 0:7 and b =  2; 5; 10; and  1: The null
values H0 are provided in the Table. They are selected so that the robust QLR CI has FCP close to
0:50 for those cases where that is possible. When b = 0 or jbj is small, all CIs have FCP greater than
0:50 for all values of H0 in the parameter space.
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Table S-III. Finite-Sample Coverage Probabilities (Minimum over b) of
Nominal 95% CIs for  and  in the ARMA(1, 1) Model, n = 250
jtj QLR
Std LF Rob Std LF Rob
MA 0 = 0:0 0.569 0.965 0.952 0.937 0.951 0.951
0 = 0:4 0.613 0.961 0.943 0.937 0.953 0.951
0 = 0:7 0.673 0.962 0.930 0.944 0.953 0.946
AR 0 = 0:0 0.573 0.967 0.955 0.937 0.952 0.950
0 = 0:4 0.632 0.966 0.953 0.939 0.954 0.953
0 = 0:8 0.660 0.965 0.952 0.936 0.954 0.950
Table S-IV. Finite-Sample Coverage Probabilities (Minimum over b) of
Nominal 95% CIs for  and  in the ARMA(1, 1) Model, n = 100; 500
jtj QLR
Std LF Rob Std LF Rob
n = 100
MA 0 = 0:0 0.572 0.970 0.956 0.936 0.950 0.950
0 = 0:4 0.630 0.971 0.933 0.935 0.951 0.948
0 = 0:7 0.678 0.972 0.903 0.944 0.953 0.946
AR 0 = 0:0 0.589 0.982 0.974 0.938 0.954 0.953
0 = 0:4 0.651 0.982 0.957 0.938 0.953 0.952
0 = 0:8 0.661 0.982 0.952 0.929 0.947 0.946
n = 500
MA 0 = 0:0 0.565 0.956 0.951 0.935 0.951 0.951
0 = 0:4 0.613 0.958 0.946 0.937 0.952 0.951
0 = 0:7 0.676 0.959 0.937 0.944 0.953 0.947
AR 0 = 0:0 0.567 0.965 0.953 0.938 0.952 0.953
0 = 0:4 0.619 0.962 0.955 0.937 0.952 0.953
0 = 0:8 0.662 0.961 0.953 0.936 0.952 0.950
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Table S-V. Finite-Sample False Coverage Probabilities of 95% Least Favorable and Robust
jtj and QLR CIs for the MA parameter  in the ARMA(1, 1) Model, n = 500
0 = 0:0 0 = 0:4 0 = 0:7
b  2  5  10  1  2  5  10  1  2  5  10  1 Avg
H0 0.800 0.410 0.200 0.048 0.000 0.010 0.205 0.290 0.000 0.460 0.570 0.615
jtj
LF 0.97 1.00 1.00 1.00 0.93 0.96 1.00 1.00 0.76 0.99 1.00 1.00 0.97
Rob 0.95 0.78 0.56 0.90 0.91 0.64 0.49 0.49 0.68 0.57 0.44 0.44 0.65
QLR
LF 0.68 0.51 0.55 0.52 0.88 0.52 0.55 0.55 0.59 0.53 0.54 0.53 0.58
Rob 0.67 0.50 0.51 0.49 0.89 0.50 0.51 0.51 0.62 0.51 0.51 0.51 0.56
Table S-VI. Finite-Sample False Coverage Probabilities of 95% Least Favorable and Robust
(with  = 1:5) jtj and QLR CIs for the AR parameter  in the ARMA(1, 1) Model, n = 500
0 = 0:0 0 = 0:4 0 = 0:8
b 2 5 10 1 2 5 10 1 2 5 10 1 Avg
H0 0.800 0.400 0.200 0.110 0.000 0.000 0.200 0.287 0.200 0.625 0.700 0.730
jtj
LF 0.97 0.99 1.00 1.00 0.94 0.97 1.00 1.00 0.69 1.00 1.00 1.00 0.96
Rob 0.93 0.77 0.54 0.56 0.93 0.65 0.49 0.50 0.58 0.57 0.45 0.47 0.62
QLR
LF 0.66 0.52 0.53 0.53 0.88 0.52 0.54 0.54 0.48 0.49 0.51 0.52 0.56
Rob 0.65 0.50 0.50 0.49 0.89 0.50 0.50 0.50 0.51 0.48 0.49 0.49 0.54
less size-correction is needed). The type 2 robust critical values work quite well in terms
of FCPs with both the jtj and QLR statistics. Overall, the type 2 robust QLR CI
performs best, followed closely by the NI-LF QLR CI, followed by the type 2 robust jtj
CI.
Analogous results to those in Table S-V, but for the AR parameter ; are provided
in Table S-VI. Most of the results are quite similar.
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Tables S-VII to S-X provide nite-sample false coverage probabilities of robust jtj
and QLR CIs for  and  for a range of values of  in the ARMA(1, 1) model with
n = 500:
Table S-VII. Finite-Sample False Coverage Probabilities of Robust jtj CIs for the MA
Parameter  for Di¤erent Values of  in the ARMA(1, 1) Model, n = 500
0 = 0:0 0 = 0:4 0 = 0:7
b  2  5  10  1  2  5  10  1  2  5  10  1 Avg
H0 0.800 0.740 0.220 0.110 0.000 0.000 0.210 0.293 0.000 0.410 0.580 0.623
LF 0.968 0.994 1.000 1.000 0.928 0.957 0.997 1.000 0.760 0.958 1.000 1.000 0.964

0:00 0.944 0.395 0.483 0.490 0.912 0.628 0.506 0.512 0.682 0.433 0.491 0.504 0.582
0:50 0.944 0.395 0.483 0.490 0.912 0.628 0.506 0.512 0.682 0.433 0.491 0.504 0.582
1:00 0.944 0.395 0.483 0.490 0.911 0.627 0.506 0.512 0.681 0.433 0.491 0.504 0.581
1:50 0.947 0.415 0.483 0.490 0.911 0.627 0.506 0.512 0.681 0.444 0.493 0.503 0.584
1:75 0.954 0.455 0.484 0.490 0.911 0.627 0.507 0.511 0.680 0.465 0.496 0.503 0.590
2:00 0.958 0.498 0.486 0.489 0.916 0.641 0.508 0.509 0.697 0.490 0.500 0.503 0.600
2:25 0.962 0.544 0.490 0.488 0.917 0.659 0.511 0.508 0.706 0.516 0.504 0.503 0.609
2:50 0.964 0.594 0.495 0.487 0.919 0.680 0.515 0.508 0.718 0.545 0.510 0.503 0.620
2:75 0.966 0.643 0.501 0.486 0.921 0.706 0.520 0.507 0.731 0.576 0.517 0.503 0.631
3:00 0.967 0.694 0.508 0.485 0.924 0.731 0.525 0.506 0.739 0.609 0.524 0.502 0.643
4:00 0.968 0.870 0.547 0.482 0.928 0.831 0.555 0.504 0.758 0.751 0.560 0.503 0.688
5:00 0.968 0.963 0.610 0.480 0.928 0.909 0.603 0.502 0.760 0.878 0.619 0.503 0.727
6:00 0.968 0.990 0.707 0.480 0.928 0.946 0.671 0.501 0.760 0.940 0.697 0.503 0.758
8:00 0.968 0.994 0.936 0.479 0.928 0.957 0.851 0.501 0.760 0.958 0.889 0.506 0.811
10:00 0.968 0.994 0.999 0.477 0.928 0.957 0.974 0.499 0.760 0.958 0.988 0.514 0.835
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Table S-VIII. Finite-Sample False Coverage Probabilities of Robust QLR CIs for the MA
Parameter  for Di¤erent Values of  in the ARMA(1, 1) Model, n = 500
0 = 0:0 0 = 0:4 0 = 0:7
b  2  5  10  1  2  5  10  1  2  5  10  1 Avg
H0 0.800 0.410 0.200 0.048 0.000 0.010 0.205 0.290 0.000 0.460 0.570 0.615
LF 0.678 0.510 0.546 0.524 0.876 0.524 0.546 0.552 0.594 0.531 0.539 0.533 0.579

0:00 0.669 0.497 0.509 0.485 0.887 0.505 0.508 0.510 0.620 0.513 0.511 0.508 0.560
0:50 0.669 0.496 0.509 0.485 0.887 0.505 0.508 0.510 0.619 0.513 0.511 0.508 0.560
1:00 0.669 0.496 0.509 0.485 0.886 0.505 0.508 0.510 0.618 0.513 0.511 0.508 0.560
1:50 0.669 0.496 0.509 0.485 0.886 0.504 0.508 0.510 0.617 0.512 0.511 0.508 0.560
1:75 0.669 0.496 0.509 0.485 0.886 0.504 0.508 0.510 0.616 0.512 0.511 0.508 0.560
2:00 0.671 0.496 0.509 0.485 0.885 0.504 0.508 0.510 0.615 0.512 0.511 0.508 0.560
2:25 0.673 0.495 0.509 0.485 0.884 0.504 0.508 0.510 0.612 0.512 0.511 0.508 0.559
2:50 0.675 0.495 0.509 0.485 0.882 0.504 0.508 0.510 0.609 0.512 0.511 0.508 0.559
2:75 0.676 0.495 0.509 0.485 0.880 0.504 0.508 0.510 0.605 0.511 0.511 0.508 0.559
3:00 0.677 0.494 0.509 0.485 0.878 0.504 0.508 0.510 0.601 0.511 0.511 0.508 0.558
4:00 0.678 0.499 0.509 0.485 0.876 0.510 0.508 0.509 0.595 0.516 0.511 0.508 0.559
5:00 0.678 0.505 0.510 0.485 0.876 0.519 0.509 0.508 0.594 0.524 0.512 0.507 0.561
6:00 0.678 0.509 0.513 0.485 0.876 0.523 0.511 0.507 0.594 0.530 0.513 0.506 0.562
8:00 0.678 0.510 0.523 0.485 0.876 0.524 0.522 0.507 0.594 0.531 0.520 0.506 0.565
10:00 0.678 0.510 0.541 0.485 0.876 0.524 0.540 0.507 0.594 0.531 0.534 0.506 0.569
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Table S-IX. Finite-Sample False Coverage Probabilities of Robust jtj CIs for the AR
Parameter  for Di¤erent Values of  in the ARMA(1, 1) Model, n = 500
0 = 0:0 0 = 0:4 0 = 0:8
b 2 5 10 1 2 5 10 1 2 5 10 1 Avg
H0 0.800 0.725 0.212 0.117 0.000 0.000 0.200 0.287 0.075 0.595 0.705 0.735
LF 0.967 0.990 1.000 1.000 0.942 0.973 0.999 1.000 0.588 0.995 1.000 1.000 0.955

0:00 0.925 0.400 0.495 0.504 0.932 0.656 0.492 0.497 0.501 0.445 0.482 0.517 0.573
0:50 0.925 0.399 0.495 0.504 0.932 0.656 0.492 0.497 0.501 0.445 0.482 0.517 0.572
1:00 0.925 0.399 0.495 0.504 0.932 0.655 0.492 0.497 0.501 0.445 0.482 0.517 0.572
1:50 0.930 0.416 0.495 0.504 0.930 0.655 0.492 0.497 0.500 0.457 0.484 0.517 0.575
1:75 0.941 0.454 0.496 0.504 0.926 0.655 0.493 0.496 0.498 0.476 0.487 0.517 0.581
2:00 0.948 0.496 0.497 0.503 0.929 0.670 0.494 0.495 0.506 0.503 0.491 0.516 0.590
2:25 0.953 0.543 0.500 0.502 0.932 0.688 0.497 0.494 0.520 0.536 0.495 0.516 0.600
2:50 0.958 0.591 0.504 0.502 0.936 0.708 0.502 0.493 0.537 0.566 0.501 0.515 0.612
2:75 0.961 0.635 0.510 0.501 0.938 0.731 0.506 0.492 0.552 0.600 0.507 0.515 0.623
3:00 0.963 0.688 0.517 0.500 0.940 0.756 0.511 0.491 0.564 0.635 0.513 0.515 0.635
4:00 0.967 0.851 0.556 0.498 0.941 0.859 0.542 0.490 0.585 0.794 0.551 0.515 0.681
5:00 0.967 0.951 0.615 0.497 0.942 0.935 0.590 0.487 0.588 0.922 0.612 0.515 0.720
6:00 0.967 0.982 0.709 0.496 0.942 0.965 0.664 0.486 0.588 0.986 0.696 0.516 0.750
8:00 0.967 0.990 0.923 0.497 0.942 0.973 0.851 0.485 0.588 0.995 0.908 0.519 0.803
10:00 0.967 0.990 0.997 0.501 0.942 0.973 0.978 0.484 0.588 0.995 0.997 0.529 0.829
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Table S-X. Finite-Sample False Coverage Probabilities of Robust QLR CIs for the AR
Parameter  for Di¤erent Values of  in the ARMA(1, 1) Model, n = 500
0 = 0:0 0 = 0:4 0 = 0:8
b 2 5 10 1 2 5 10 1 2 5 10 1 Avg
H0 0.800 0.400 0.200 0.110 0.000 0.000 0.200 0.287 0.200 0.625 0.700 0.730
LF 0.662 0.517 0.533 0.535 0.883 0.520 0.538 0.537 0.477 0.489 0.511 0.518 0.560

0:00 0.654 0.504 0.497 0.494 0.896 0.504 0.501 0.501 0.513 0.480 0.487 0.489 0.543
0:50 0.654 0.504 0.497 0.494 0.896 0.503 0.501 0.501 0.512 0.480 0.487 0.489 0.543
1:00 0.654 0.504 0.497 0.494 0.895 0.503 0.501 0.501 0.511 0.480 0.487 0.489 0.543
1:50 0.654 0.503 0.497 0.494 0.894 0.502 0.501 0.501 0.510 0.480 0.487 0.489 0.543
1:75 0.655 0.503 0.497 0.494 0.894 0.502 0.501 0.502 0.509 0.480 0.487 0.489 0.543
2:00 0.656 0.503 0.497 0.494 0.893 0.502 0.501 0.502 0.506 0.480 0.487 0.489 0.542
2:25 0.658 0.503 0.497 0.494 0.891 0.502 0.501 0.502 0.502 0.480 0.487 0.489 0.542
2:50 0.659 0.502 0.497 0.494 0.889 0.502 0.501 0.502 0.498 0.480 0.487 0.489 0.542
2:75 0.660 0.502 0.497 0.494 0.888 0.502 0.501 0.502 0.494 0.480 0.486 0.489 0.541
3:00 0.661 0.502 0.497 0.494 0.886 0.502 0.501 0.502 0.489 0.480 0.485 0.489 0.540
4:00 0.662 0.506 0.497 0.493 0.883 0.508 0.502 0.501 0.479 0.480 0.485 0.488 0.540
5:00 0.662 0.512 0.498 0.493 0.883 0.515 0.502 0.499 0.477 0.484 0.485 0.488 0.541
6:00 0.662 0.516 0.500 0.493 0.883 0.519 0.504 0.499 0.477 0.488 0.486 0.488 0.543
8:00 0.662 0.517 0.510 0.492 0.883 0.520 0.513 0.499 0.477 0.489 0.493 0.488 0.545
10:00 0.662 0.517 0.528 0.492 0.883 0.520 0.531 0.498 0.477 0.489 0.505 0.488 0.549
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12. Supplemental Appendix E: Nonlinear
Regression Example
In this section, we illustrate the verication of the assumptions in AC1 in a second
example, a cross-section nonlinear regression model. We also show that the framework
of Stock and Wright (2000) does not apply to this example.
12.1. Nonlinear Regression Model
This example is a cross-section nonlinear regression model estimated by LS. The
model is
Yi = 
  h (Xi; ) + Z 0i + Ui for i = 1; :::; n; (12.1)
where h(Xi; ) 2 R is known up to the nite-dimensional parameter  2 Rd :When the
true value  is 0; (12.1) becomes a linear model and  is not identied.
Suppose the support of Xi for all  2   is contained in a set X : We assume here
that h (x; ) is twice continuously di¤erentiable wrt ; 8 2 ; 8x 2 X , although the
general theory of AC1 allows for continuous non-smooth functions. Let h (x; ) 2 Rd
and h (x; ) 2 Rdd denote the rst-order and second-order partial derivatives of
h(x; ) wrt :





U2i () =2; where Ui () = Yi   h(Xi; )  Z 0i: (12.2)
When  = 0; the residual Ui () and the criterion function Qn() do not depend on :
Hence, Assumption A holds for this example.
12.2. Parameter Space
In this example, the random variables f(Xi; Zi; Ui) : i = 1; :::; ng are i.i.d. with true
distribution  2 ; where  is a compact metric space with some metric that induces
weak convergence. (The results can be extended to allow for stationary and ergodic ob-
servations under suitable weak dependence conditions, such as strong mixing conditions,
see AC2.) The parameter of interest is  = (; ; ) and the nuisance parameter is ;
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which is innite dimensional. The true parameter space for  is
 = B Z  ; where B = [ b1; b2]  R (12.3)
with b1  0; b2  0; b1 and b2 are not both equal to 0; Z ( Rd) is compact, and 
( Rd) is compact. For any  2 ; the true parameter space for  is





jjh (Xi; ) jj4+"+ sup
2
jjh (Xi; ) jj4+"+ sup
2
jjh (Xi; ) jj2+"

 C;
jjh(Xi; 1)  h(Xi; 2)jj M(Xi)jj1   2jj 81;2 2  for some function
M(Xi); EM(Xi)
2+"  C; EjUij4+"  C; E kZik4+"  C;
P(a
0(h(Xi; 1); h (Xi; 2) ; Zi) = 0) < 1; 81; 2 2  with 1 6= 2; 8a 2 Rd+2
with a 6= 0; min(E(h(Xi; ); Z 0i)0(h(Xi; ); Z 0i))  " 8 2 ; and
min(Edi () di()
0)  " 8 2 g (12.4)
for some constantsC <1 and " > 0; and by denition di() = (h (Xi; ) ; Zi; h (Xi; ))0:
The moment conditions are needed to ensure the uniform convergence of various sample
averages. The other conditions are for the identication of  and  and the identication
of  when  6= 0:
Given the denitions above, the true parameter space   is of the form in (2.3). Thus,
Assumption B2(i) holds immediately. Assumption B2(ii) follows from the form of B
given in (12.3) and the fact that  is a product space and () does not depend on
: Assumption B2(iii) follows from the form of B. Hence, the true parameter space  
satises Assumption B2.
The LS estimator of  minimizes Qn() over  2 : The optimization parameter
space  takes the form
 = B  Z  ; where B = [ b1; b2]  R (12.5)
with b1 > b1; b2 > b

2; Z ( Rd) is compact,  ( Rd) is compact, Z 2 int(Z); and
B 2 int(B): Given these conditions, Assumptions B1(i) and B1(iii) follow immediately.
Assumption B1(ii) holds by taking  < minfb1; b2g and Z0 = int(Z):
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12.3. Criterion Function Limit Assumption
In this example, the function Q(; 0) in Assumption B3(i) is
Q(; 0) = E0U
2
i =2 + E0(0h(Xi; 0) + Z
0
i0   h(Xi; )  Z 0i)2=2; (12.6)
where 0 = (0; 0; 0; 0) and E0 denotes expectation when the distribution of (Xi; Zi;
Ui) is 0: The uniform convergence in Assumption B3(i) holds by the following uniform
WLLN given the moment and smoothness conditions in () in (12.3).
Lemma 12.1. Suppose (i) fWi : i  1g is an i.i.d. sequence under F for all  2
 ; (ii) for some function M1(w) : W ! R+ and all  > 0; jjs(w; 1)   s(w; 2)jj 
M1(w); 81; 2 2  with jj1   2jj  ; 8w 2 W ; (iii) E sup2 jjs(Wi; )jj1+" +
EM1(Wi)  C 8 2   for some C < 1 and " > 0; and (iv)  is compact. Then,
sup2 jjn 1
Pn
i=1 s(Wi; )   E0s(Wi; )jj !p 0 under fng 2  (0) and E0s(Wi; ) is
uniformly continuous on :
Comments. 1. The centering term in Lemma 12.1 is E0s(Wi; ); rather than Ens(Wi;
):
2. The proof of Lemma 12.1 is given in AC2.
Next, we verify Assumption B3 given in Supplemental Appendix A, which is a set of
su¢ cient conditions for Assumptions B3(ii) and B3(iii). Assumption B3(i) holds with
Q(; 0) dened in (12.6) by the continuity of h(x; ) in ; the moment conditions in
(12.4), and the DCT. Assumptions B3(iv) and B3(v) hold because 	() = B  Z is
compact and does not depend on : To verify Assumption B3(ii), we need that when
0 = 0;
Q( ; ; 0) Q( 0; ; 0) = E0(h(Xi; ) + Z
0
i(0   ))2=2 > 0 (12.7)
8 6=  0; 8 2 : The inequality in (12.7) holds unless
P0(h(Xi; ) + Z
0
i(0   ) = 0) = 1 (12.8)
for some  6=  0 and  2 : But P0(a0(h(Xi; ); Zi) = 0) < 1 for all a 2 Rd+1 and
a 6= 0 by (12.4). Hence, (12.8) cannot hold for any (; ) 6= (0; 0): This completes the
verication of Assumption B3(ii).
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To verify Assumption B3(iii), we need that when 0 6= 0;
Q(; 0) Q(0; 0) = E0(h(Xi; )  0h(Xi; 0) + Z
0
i(0   ))2=2 > 0 (12.9)
8 6= 0: The inequality in (12.9) holds unless
P0(0h(Xi; 0)  h(Xi; ) + Z
0
i(0   ) = 0) = 1 (12.10)
for some  6= 0: Because P0(a0(h(Xi; ); h (Xi; 0) ; Zi) = 0) < 1 for all  6= 0 and
a 6= 0 by (12.4); the condition 0 6= 0 implies that (12.10) cannot hold for any  such
that  6= 0: When  = 0; (12.10) becomes
P0((0   )h(Xi; 0) + Z
0
i(0   ) = 0) = 1: (12.11)
Because P0(a
0(h(Xi; ); Zi) = 0) < 1 for all a 2 Rd+1 and a 6= 0 by (12.4), equation
(12.11) cannot hold for (; ) 6= (0; 0): This completes the verication of Assumption
B3:
12.4. Close to  = 0 Assumptions
12.4.1. Assumptions C1 and D1









In consequence, we verify Assumptions C1 and D1 by verifying Assumption Q1 of Sup-
plemental Appendix A. The latter is su¢ cient for the Assumptions C1 and D1 by Lemma
8.6 of Supplemental Appendix A (given Assumptions B1 and B2).
The rst- and second-order partial derivatives of (Wi; ) wrt to  are
 (Wi; ) =  Ui()d ;i() and   (Wi; ) = d ;i()d ;i()0; where





Thus, by Lemma 8.6, we verify that Assumption C1 holds with
D Qn() =  n 1
nX
i=1





The rst- and second-order partial derivatives of (Wi; ) wrt to  are
(Wi; ) =  Ui()B()di() and
(Wi; ) =  Ui()Di() +B()di()di()0B(); where





264 0 01d h(Xi; )
0
0d1 0dd 0dd
h(Xi; ) 0dd h(Xi; )
375 ; (12.15)
and B() depends on ; not jjjj; because  is a scalar. Hence, by Lemma 8.6, we verify











by Lemma 8.6 in Supplemental Appendix A.77
Now, verify Assumption Q1. Assumptions Q1(i) and Q1(ii) hold immediately. As-
sumption Q1(iii) holds because   (Wi; ) does not depend on  : Now we verify Assump-
tion Q1(iv). By (12.13), verication of Assumption Q1(iv) is equivalent to showing the
stochastic equicontinuity (SE) of n 1
Pn
i=1 Ui()h(Xi; )=n; n
 1Pn
i=1 Ui()h(Xi; )
 =2n; and n 1
Pn
i=1B(=n)di()di()
0B(=n) over  2 n(n): We now show the
SE of these three terms under fng 2  (0;1; !0):
77This example illustrates why dening B() using ; not jjjj; is preferred in the scalar 
case. If B() is dened with jjjj in place of ; then di() needs to be replaced by di(; ) =
(h (Xi; ) ; Z
0
i; sgn()h(Xi; )
0)0: The appearance of sgn() complicates matters because it introduces
a dependence of di(; ) on ; which otherwise does not appear, and it is a discontinuous function of
:
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Z 0i (n   )h (Xi; ) =n:
Note that for  2 n(n); we have j=nj = 1 + o(1) and (   n)=n = o(1) be-
cause jj    njj  njnj and n ! 0: Hence, under fng 2  (0;1; !0); the SE
of n 1
Pn
i=1 Ui()h(Xi; )=n is implied by the SE of (i) n
 1=2Pn
i=1 Uih (Xi; ) on
 2 ; (ii) n 1
Pn
i=1 h(Xi; )h(Xi; ) on (; ) 2 ; and (iii) n 1
Pn
i=1 Zih (Xi; )
0
on  2 : The SE of (i) holds by Theorems 1 and 2 of Andrews (1994) using the type
II class with envelope function B(Wi) = Ui sup2 jjh(Xi; )jj; the moment conditions
in (12.4), and the compactness of : The SE of (ii) and (iii) follows from Lemma 12.1.




n by replacing h(Xi; )
with h(Xi; ) in the foregoing argument and using j=nj = 1+ o(1): To verify the SE
of n 1=2
Pn
i=1 Uih (Xi; ) on  2  (element by element), we use the type II class in
Andrews (1994) with envelope function B(Wi) = UiM(Xi) and the Lipschitz condition
in (12.4). The SE of n 1
Pn
i=1 h(Xi; )h(Xi; ) and n
 1Pn
i=1 Zih (Xi; )
0 follows
from Lemma 12.1.
Finally, the SE of n 1
Pn
i=1B(=n)di()di()
0B(=n) follows from Lemma 12.1
using j=nj = 1 + o(1): This completes the verication of Assumption Q1.
12.4.2. Assumption C2
Assumption C2(i) holds in this example with
m(Wi; ) =  Ui()d ;i(): (12.18)
Assumption C2(ii) holds because Em(Wi; 
) =  EUi(h(Xi; ); Z 0i)0 = 0 8 2  :
Assumption C2(iii) holds becauseEm(Wi;  
; ) =  E(Ui+h(Xi; ) h(Xi; ))
 (h(Xi; ); Z 0i)0 = 0 8 2  when  = 0:
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12.4.3. Assumption C3
To verify Assumption C3, we have




(Uid ;i() + n[h(Xi; n)d ;i()  Enh(Xi; n)d ;i()]):
Under fng 2  (0; 0; b); Gn()) G(; 0); where G(; 0) is a Gaussian process with
bounded continuous sample paths and covariance kernel 




0: This weak convergence follows from Andrews (1994, p. 2251) because (i) 
is compact, (ii) the nite-dimensional convergence holds by the CLT for a triangular
array of row-wise i.i.d. random variables, where the Lindeberg condition holds by the
L2+-boundedness of its summands, and n ! 0, and (iii) the stochastic equicontinuity
(SE) holds by applying the type II class (Lipschitz functions) using the di¤erentiability
of h(x; ) in :
12.4.4. Assumption C4
Assumption C4(i) holds in this example with
H(; 0) = E0d ;i()d ;i()
0 (12.20)
by applying a uniform LLN for drifting true distributions, specically, Lemma 12.1,
to n 1
Pn
i=1 d ;i()d ;i(): The continuity of H(; 0) is implied by the continuity of
h(Xi; ) in ; E0 sup2 jjd ;i()d ;i()0jj < 1; and the DCT. Assumption C4(ii) fol-
lows immediately from the conditions in (12.4).
12.4.5. Assumption C5





Em(Wi; ) =  
@
@





)  h(Xi; )  Z 0i(   ))d ;i()
=  Eh(Xi; )d ;i(): (12.21)
131
Next, we verify that Assumptions C5(ii) and C5(iii) hold with
K(; 0) = K( 0; ; 0) =  E0h(Xi; 0)d ;i(): (12.22)
They hold provided Enh(Xi; 1)d ;i(2)! E0h(Xi; 1)d ;i(2) uniformly over (1; 2)
2    as n ! 0 and E0h(Xi; 1)d ;i(2) is continuous in (1; 2): The continu-
ity holds by the continuity of h(Xi; 1)d ;i(2) in (1; 2); E0 sup(1;2)2 jjh(Xi; 1)
d ;i(2)jj < 1; and the DCT. By Lemma 8.2 in AC2, the uniform convergence follows
from the pointwise convergence and the equicontinuity of Eh(Xi; 1)d ;i(2) in (1; 2)
over  2 (): The pointwise convergenceEnh(Xi; 1)d ;i(2)! E0h(Xi; 1)d ;i(2)
holds by the convergence in distribution of n to 0 (since n ! 0 and the metric on
 induces weak convergence) and the L1+ boundedness of h(Xi; 1)d ;i(2) under
 2 ; i.e., sup2 Ejjh(Xi; 1)d ;i(2)jj1+  C < 1 (e.g., see Theorem 2.20 and
Example 2.21 of van der Vaart (1998)). Equicontinuity holds because h(Xi; 1)d ;i(2)
is partially di¤erentiable in (1; 2) and the partial derivatives are uniformly bounded,
i.e., E sup(1;2)2(jjh(Xi; 1)0d ;i(2)jj+jjh(Xi; 1)(@d ;i(2)=@0)jj)  C for some
C <1 for all  2 ():
12.4.6. Assumption C6
Next, we verify Assumption C6: Assumption C6(i) holds because  is a scalar.





where da(1; 2) = a0(h(Xi; 1); h(Xi; 2); Zi): By the conditions in (12.4), P0(da(1; 2)





a(1; 2) > 0 8a 6= 0 and Assumption C6(ii) holds.
12.4.7. Assumption C7
We verify Assumption C7 as follows. Given the form of H(; 0) and K(; 0) in
(12.20) and (12.22), respectively, we have
K(; 0)
0H 1(; 0)K(; 0) (12.23)
= [E0h(Xi; 0)d ;i()]
0[E0d ;i()d ;i()
0] 1[E0d ;i()h(Xi; 0)]  E0h
2(Xi; 0);
where the inequality holds by the matrix Cauchy-Schwarz inequality in Tripathi (1999).
The holds as an equality if and only if h(Xi; 0)a1+ d ;i()0a2 = 0 with probability
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1 for some a1 2 R; a2 2 Rd+1; and (a1; a02) 6= 0: The holds as an equality uniquely
at  = 0 because for any  6= 0; P0(c0(h(Xi; 0); h (Xi; ) ; Zi) = 0) < 1 for any c 6= 0
by (12.4). This completes the verication of Assumption C7.
12.4.8. Assumption C8
Lastly, we verify Assumption C8. To verify Assumption C8, we have
(@=@ 0)EnD Qn( ; n)j = n = End ;i(n)d ;i(n)
0 (12.24)
by the form of D Qn(n) given in (12.14) of AC1. Assumption C8 holds provided
End ;i()d ;i()
0 converges to E0d ;i()d ;i()
0 uniformly over  2  and E0d ;i()
d ;i()
0 is continuous in : This holds by the same argument as in the verication of As-
sumption C5 above by replacing h(Xi; 1)d ;i(2) with d ;i()d ;i()0: The smoothness
and moment conditions are satised by the conditions in (12.4) of AC1.
12.5. Distant from  = 0 Assumptions
12.5.1. Assumption D2




















Under fng 2  (0;1; !0); n 1
Pn
i=1 di(n)di(n)




0 !p E0di()di()0 uniformly over  2  by Lemma 12.1 (stated
earlier in this Appendix) and the continuity of E0di()di()
0 in : The second line of
(12.25) is op(1) because n1=2jnj ! 1; n 1=2
Pn
i=1 Uih(Xi; n)
0 = Op(1); and n 1=2
Pn
i=1
Uih(Xi; n) = Op(1) under fng 2  (0;1; !0). The latter two terms are Op(1) by
the CLT for a triangular array of row-wise i.i.d. random variables under the moment




which is nonsingular by the conditions in (12.4).
12.5.2. Assumption D3




Uidi(n)!d N(0d ; V (0)); where




The convergence in distribution holds by the CLT for a triangular array of row-wise i.i.d.
random variables. Assumption D3(ii) holds because E0di(0)di(0)
0 is non-singular and
E0(U
2
i jXi; Zi) > 0 a.s. by (12.4).
12.6. Key Quantities
In this example, the components of the stochastic processes (; 0; b) and (; 0; b);
the function (; 0; !0); and the matrices J(0) and V (0) that appear in the asymptotic
results in Section 3 of AC1 are
H(; 0) = E0d ;i()d ;i()
0;
K(; 0) =  E0h(Xi; 0)d ;i();

(1; 2; 0) = E0U
2








d ;i() = (h(Xi; ); Z
0
i)
0; di() = (h (Xi; ) ; Zi; h (Xi; ))
0 ; (12.28)
and G(; 0) is a mean zero Gaussian process with covariance kernel 
(1; 2; 0):
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12.7. Variance Matrix Estimators
In this example, we estimate J(0) and V (0) by bJn = bJn(bn) and bVn = bVn(bn);
respectively, where




bVn() = n 1 nX
i=1

















These variance matrix estimators are used to construct t and Wald statistics and also
to construct the identication-category-selection statistic An in (5.3) of AC1.
Assumption V1(i) (scalar ) holds with
J(; 0) = E0di () di()
0 and V (; 0) = E0U
2
i di () di()
0





by Lemma 12.1 using the conditions in (12.4). Assumption V1(ii) holds by the continuity
of h(x; ) and h(x; ) in  and the moment conditions in (12.4).




0 1E0U2i di () di()0  E0di () di()0 1 : (12.31)
Given this, Assumption V1(iii) holds by the nonsingularity conditions in (12.4).
Assumptions V1(i) and V1(ii) hold not only under fng 2  (0; 0; b); but also under
fng 2  (0;1; !0) in this example. This and bn !p 0 under fng 2  (0;1; !0);
which holds by Lemma 3.3 of AC1, imply that Assumption V2 holds.
12.8. Failure of Assumption C of Stock and Wright (2000)
In this section, we show that the main assumption of Stock and Wright (2000)
(SW), Assumption C, fails for the GMM estimator based on the nonlinear LS rst-
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order conditions in the nonlinear regression model of (12.1). The implication is that
the range of applicability of this paper and that of SW are di¤erent, as discussed in
the Introduction of AC1. In particular, in SW the estimator criterion function cannot
be indexed by parameters that determine the strength of identication, whereas in this
paper it does.
Consider the model in (12.1) and, for simplicity, suppose no Z 0i summand appears:
Yi =   h (Xi; ) + Ui: (12.32)
The parameters (; ) in our notation correspond to (; ) in SW. That is,  is strongly
identied and  (= ) is potentially weakly identied. We switch notation from  to
 and back whenever it is convenient. To generate weak identication of  in (12.32),
suppose the true parameters are n = (n; 0; 0); where n = Cn
 1=2 for n  1 for
some 0 < C < 1: The nonlinear LS rst-order conditions yield the following moment
conditions: When (; ) = (n; 0);






To apply SWs results, one takes their Zt = 1 8t and their moment function t() to equal
the function in (12.33), where their t; T;  correspond to our i; n; (; ); respectively.
SWs population moments emT (; ) equal the following:












Next, SW use an identity emT (; ) = emT (0; n) + em1T (; ) + em2(); where
em1T (; ) = emT (; )  emT (0; )










= A1n() + A2(; ); (12.35)
where
A1n() = n
 1=2C  E0h (Xi; 0)
 
h (Xi; )  h (Xi; 0)
h (Xi; )  h (Xi; 0)
!
and (12.36)













The rst component, A1n(); of em1T (; ) has the form required by Assumption C(i)
of SW. It is n 1=2 times a function, call it sn(); that has a limit as n ! 1 uniformly
over  that is continuous and bounded and equals 0 when  = 0: (In fact, in the present
case, sn() does not depend on n so the limit holds trivially.)
However, the second component, A2(; ); does not have the form specied in As-
sumption C(i). It does not depend on n and is not identically zero. In consequence,
Assumption C(i) of SW fails in this example.
In words, SW state The key idea in this paper, made precise in Assumption C
below, is to treat em2() as large for  outside 0; but em1T (; ) as small for all  and
;see p. 1060 of SW. As shown in (12.35)-(12.36), in this example, em1T (; ) is not
small for all  and : The same feature arises in other examples in which a parameter
that determines the strength of identication appears in the estimator criterion function.
13. Supplemental Appendix F: LIML Example
In this example, we consider a linear IV regression model estimated by the ML
estimator, which is the limited information ML (LIML) estimator. We consider ro-
bust QLR-based tests concerning the coe¢ cient  (in our notation) on the endogenous
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variable in the structural equation. The objective of this section is to compare the
robust tests introduced in AC1 with the conditional likelihood ratio (CLR) test of Mor-
eira (2003), the LM test of Kleibergen (2002) and Moreira (2009), and the well-known
Anderson-Rubin (AR) test. The CLR test is known to have approximate asymptotic
optimality properties in the classes of invariant similar tests and invariant tests, see
Andrews, Moreira, and Stock (2006, 2008). Hence, this is a good benchmark test and
model to assess the performance of the robust tests of AC1.
The asymptotic distributions of the LIML estimator and the QLR statistic, which
are obtained here, also are given in Staiger and Stock (1997), Moreira (2003), and
Andrews, Moreira, and Stock (2006). Hence, the point of this section is not to derive
new asymptotic results, but rather, to link the general results of AC1 to existing results
in the literature and, more importantly, to assess the power properties of the robust
tests introduced in AC1. A numerical study is conducted to compare the asymptotic
power of the type 2 robust QLR test with that of the CLR, LM, and AR tests.
In short, we nd that the type 2 robust test based on the NI-ICS statistic has
power that is essentially equal to that of the CLR test. Hence, this robust test has
approximately asymptotically optimal power in the same sense as the CLR test. The
type 2 robust test based on the unrestricted ICS statistic has lower power than the CLR
test in some areas of the parameter space and equal power in others.
13.1. Key Quantities
The structural model is








where (ui ; v

i )
0  N(0;) for a p.d. 2 2 matrix ; (ui ; vi ) and Zi are independent,
f(Z 0i; ui ; vi )0 : i = 1; :::; ng are i.i.d., y1;i; y2;i; ui ; vi 2 R; Zi 2 Rk;  2 R;  2 Rk:78 ;79
78We use the notation of AC1 in which the parameters (; ) are reversed from the usual notation
used in the literature. The reason is that, in AC1, the parameter  is the parameter that determines
the strength of identication of the parameter :
79For simplicity, we consider a model without exogenous variables Xi in either equation. As is well
known, such variables can be projected out and the results given here apply with Zi being viewed
as the projection residual, e.g., see Section 2 of Andrews, Moreira, and Stock (2006) and consider a
population projection in place of a sample projection. Provided Xi includes an intercept, this yields Zi
to have mean zero. Also for simplicity, we assume the errors are normally distributed. The results can
138
The reduced-form equations are
y1;i =   Z 0i + ui;
y2;i = Z
0
i + vi; (13.2)
where ui = ui + v

i ; vi = v

i ; and (ui; vi)
0  N(0;): Note that the reparameterization
between (;) and (;) is one-to-one and  is p.d.
Dene  = vech( 1) = S  vec( 1) 2 R3; where S 2 R34 is a selector matrix.












"i(; ) = (y1;i     Z 0i; y2;i   Z 0i)0 2 R2: (13.3)
Assumption A holds because Qn() does not depend on  when  = 0: Dene "i =
(ui; vi)
0 = "i(0; 0):
Below we verify Assumptions B1-B3, C1-C5, C7, C8, D1-D3, RQ1-RQ3 and provide
key quantities in these assumptions. We do not give all of the details of the verication,
which are similar to those in the nonlinear regression example in Supplemental Appendix
E.
The optimization and true parameter spaces  and  are  = kj=1[ bL;j; bH;j] 
Z and = kj=1[ bL;j; bH;j]Z; where bL;j; bH;j; bL;j; bH;j 2 R; 0  bL;j < bL;j;
0  bH;j < bH;j; bL;j; bH;j are not both 0; for j = 1; :::; k; Z  int(Z)  f 2 R3 :  =
vech(A) for some 2 2 symmetric p.d. matrix Ag;   int()  R; Z;Z;; and 
are compact. Let  denote the distribution of Zi 8i  1: The true parameter space for
 = (; ) is
  = f = (; ) :  2 ;  2 g; where (13.4)
 is some compact subset of  wrt the metric d; and  = f : EZiZ 0i = Ikg;
where d is some metric on the space of distributions on Rk that induces weak conver-
be extended to non-normal nite variance errors, provided (ui ; v

i ) is symmetrically distributed or the
instruments have mean zero. By the discussion above, the latter is not restrictive.
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gence.80 With these denitions, Assumptions B1 and B2 hold.











(log jj+ trace( 10) + (; ; 0)); where
(; ; 0) = E0i(; ; 0)
0 1i(; ; 0)  0 and













Because  is p.d. and Z 0i = 0 a.s. if and only if  = 0; we have (i) when 0 = 0;
8 2 ; i(; ; 0) = 0 if and only if  = 0 and (ii) when 0 6= 0; i(; ; 0) = 0 if and









Q(; 0) = I2 
 I2: (13.6)
Hence, Q(; 0) is minimized at  = vech(
 1
0 ) for any  and : In consequence, As-
sumption B3 is veried using Assumption B3 and Lemma 8.1 in Supplemental Appendix
A.
Denote the rst derivative of "i(; ) wrt  as
q;i() =   (Zi; Zi)0 =  (; 1)0 
 Z 0i 2 R2k: (13.7)
Note that E0q;i(1)
0 10 q;i(2) = a(1)
0 10 a(2)Ik; where a() = (; 1)
0 2 R21.
80There is no loss of generality in assuming EZiZ 0i = Ik because  and Zi in the original model can
be reparameterized as  = (EZiZ 0i)









































 q;i()0  S 0 2 Rk3: (13.8)
Assumption C1 is veried using the su¢ cient condition Assumption Q1 and Lemma 8.6
in Supplemental Appendix A. Assumption Q1 holds by a uniform LLN.







vech ( + "i(; )"i(; )0)
!
2 Rk+3 (13.9)
because 8 2 ; "i(0; ) = "i when 0 = 0 and "i  N(0;):















The weak convergence of the empirical process fGn() :  2 g is straightforward
because q;i()0 =  (; 1)
Zi: The limit process fG(; 0) :  2 g in Assumption C3
is the mean zero Gaussian process with covariance kernel














S  V ar0 ("i 






I4 2 R44 is the identity matrix,K4 2 R44 is the communication matrix that transforms
vec(A) to vec(A0) for any A 2 R44. The equalities for 
(0) hold by Theorem 4.3(iv)
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of Magnus and Neudecker (1979). In (13.11), the o¤-diagonal elements are zeros because
the bivariate normal distribution is symmetric around 0.81







S  (0 
0)  S 0
!
(13.12)
by a uniform LLN, where the o¤-diagonal elements are zeros because "i(0; ) = "i when
0 = 0:









 + E0"i(; )"i(; )0










where the second equality uses (@=@A)(AA0) = A








where the second element is zero because "i(0; ) = "i when 0 = 0:
Assumption C6 is not needed in deriving the asymptotic null distributions of the QLR
statistic for  and the null-imposed ICS statistic.82 Assumption C7 holds by the ma-
trix Cauchy-Schwarz inequality because K(; 0)
0H 1(; 0)K(; 0) = a()
0 10 a(0)
[a()0 10 a()]
 1a()0 10 a(0)Ik: Assumption C8 follows from the switch of E and @









qi(!) = q;i()=jjjj =  (Z 0i!; 0)0 2 R2: (13.15)
81Alternatively, the o¤-diagonal elements are zeros if EZi = 0 and "i has a non-symmetric distribu-
tion.
82If the ICS statistic involves an unrestricted estimator, we assume Assumption C6 holds.
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S  ("i(; )
 I2)q;i() 2 R3: (13.16)
Assumption D1 is veried using the su¢ cient condition Assumption Q1 and Lemma 8.6
in Supplemental Appendix A.








S  (0 







where the zero elements follow from "i(0; 0) = "i: Assumption D3 holds with V (0)
equal to J(0) except that
1
2
S  (0 
0)  S 0 is replaced by 14S(I4 +K4)(0 
 0)S
0:
Because H(; 0) and J(0) are block-diagonal, the rst- and second-order derivatives
of Qn() wrt  do not e¤ect the asymptotic distributions of the estimators and the QLR
statistic for .
We consider the QLR test and CIs involving : In consequence, Assumption RQ2(ii)
holds for the QLR statistic with bsn = 1 and the standard critical value is 21;1 : As-
sumptions RQ1 and RQ3 hold automatically.
13.2. Asymptotic Distributions of the Statistics
Let QLRn(H0) denote the QLR statistic for the null hypothesis H0 :  = H0 ; where
H0 may be di¤erent from the limit 0 of the true value of :
Under fng 2  (0; 0; b) with b 2 Rk; the asymptotic distribution of QLRn(H0) is
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the distribution of
QLR(h; H0) = 2






(; 0; b) =  
(G(; 0)  a()0 10 a(0)b)0
 









 = (1; :::; k) 2 R2k; j  N(0; I2) are i.i.d. for j = 1; :::; k: (13.18)
By construction, fG(; 0) :  2 g is a Gaussian process with covariance kernel
a(1)
0 10 a(2)Ik: Under fng 2  (0;1; !0); QLRn(H0)  21 when H0 = 0:













bn(H0) = n 1 nX
i=1
"i(bn(H0); H0)"i(bn(H0); H0)0: (13.19)
Under fng 2  (0; 0; b) with b 2 Rk; bn(H0)!p 0 by a uniform LLN, bn(H0)!p 0;
and "i(0; ) does not depend on : Under fng 2  (0;1; !0); bn(H0) !p 0 when
H0 = 0 by a uniform LLN and bn(0) !p 0. This replaces the verication of
Assumptions V1(vector ) and V2 for the type 2 robust QLR test and CI because
the asymptotic variance of n1=2(bn(H0)  n) is (a(H0)0 10 a(H0)) 1Ik under fng 2
 (0; 0; bg and fng 2  (0;1; !0):
In this example,
(; 0; b) =  
G(; 0)  a()0 10 a(0)b
a()0 10 a()
: (13.20)
83By denition of bn(); for the restriction H0 :  = H0 ; the restricted estimator en equalsbn(H0): Also, for this restriction, some (lengthy) algebra shows that e;n reduces to eJ 1;n eV;n eJ 1;n;
where eJ;n and eV;n are the upper left d  d blocks of eJn and eVn; respectively, and, in turn,eJ 1;n eV;n eJ 1;n; reduces to the expression in (13.19) for b;n(H0):
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0 10 a(H0)(H0 ; 0; b)
0(H0 ; 0; b)=k
1=2
= ( 2(H0 ; 0; b)=k)1=2: (13.21)
Under fng 2  (0;1; !0); An(H0)  (2k=k)1=2 when H0 = 0:
13.3. Simplied Representation
In this section, we simplify the expressions in (13.18) and (13.21) for the asymp-
totic distributions of QLRn(H0) and An(H0): We show that they correspond to the
asymptotic distributions in Moreira (2003) and Andrews, Moreira, and Stock (2006)
when  = R: Above, we assume  is compact because the general assumptions for non-
linear models used in AC1 rely on boundedness of the parameter space, as is common
in the extremum estimator literature. In the linear model considered here that could be
relaxed.
Dene two independent random variable S and T by
S  N(cb; Ik) and T  N(db; Ik); where





0 a  (a0 10 a) 1=2 2 R;
a? = (1; H0)0; a = (H0 ; 1)0; and a0 = (0; 1)0: (13.22)
Now we show that under fng 2  (0; 0; b) with b 2 Rk; the distributions ofQLR(h; H0)














0S; QT = T
0T; and QST = S 0T: (13.23)
The result for QLR(h; H0) is analogous to the combination of (3.4) and Lemma 4 of
Andrews, Moreira, and Stock (2006), but is obtained by a di¤erent route.




0 a?(); where a?() = (1; )0 2 R2:
Then G(; 0) = 
0a() and a()0 10 a(0)b = ba
(0)
0a(): The chi-square process
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(; 0; b) can be written as







M = 0   ba(0)0 2 Rk2 and
vec(M)  N( a(0)
 b; I2k); (13.24)
and  is dened in (13.18). Dene a 2 2 orthogonal matrix L by









ML = [ML1;ML2] = [
0L1 + cb; 
0L2 + db]
 [S; T ]; (13.25)
where the distribution holds because 0L1; 0L2  N(0; Ik); 0L1 and 0L2 are dependent,
and a(0)0a?(H0) = 0   H0 : By the CMT,



























(QS  QT )2 + 4Q2ST ):
This implies the desired results in (13.23) because QLR(h; H0) = 2((H0 ; 0; b)  
inf2R (; 0; b)) and A(H0 ; 0; b) = ( 2(H0 ; 0; b)=k)1=2:
13.4. Unrestricted ICS Statistic
Next, we provide an unrestricted ICS statistic using a LS estimator of  and show
that the asymptotic distribution of this statistic is a function of S and T: In the numerical
study, we compare the powers of the type 2 robust QLR tests with null-imposed and
unrestricted ICS statistics.
Let bn = (Z 0Z) 1Z 0Y e2 be the LS estimator of  based on the second reduced-form
equation, where Z = (Z1; :::; Zn)0 2 Rnk; Y = (Y1; Y2) 2 Rn2; Yj = (yj;1; :::; yj;n)0 2 Rn
for j = 1 and 2; and e2 = (0; 1)0: The asymptotic variance of n1=2(bn   n) is e020e2Ik:
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; where bn;22 = n 1 nX
i=1
(y2;i Z 0ibn)2: (13.27)
Now we show that under  (0; 0; b) with b 2 Rk;
An ! d A(H0 ; 0; b)  (('1S + '2T )0('1S + '2T )=k)1=2; where
' = ('1; '2)









where a? and a are dened in (13.22). Dene
Sn = (Z
0Z) 1=2Z 0Y a0?  (a0?0a?) 1=2 and
Tn = (Z
0Z) 1=2Z 0Y 10 a  (a0 10 a) 1=2: (13.29)
Note that
'1Sn + '2Tn = [Sn : Tn]' = (e
0
20e2)
 1=2(Z 0Z) 1=2Z 0Y D' (13.30)
= (e020e2)
 1=2(Z 0Z=n)1=2n1=2bn = (e020e2) 1=2n1=2bn + op(1):
Hence,
An = (('1Sn + '2Tn)
0('1Sn + '2Tn))=k)
1=2 + op(1) (13.31)
by (13.27) and (13.30). This implies the desired result because under fng 2  (0; 0; b);
Sn !d S and Tn !d T by arguments analogous to those used to establish Lemma 4 of
Andrews, Moreira, and Stock (2006).
13.5. Simulation Design
The model considered is the same as that in the numerical section in Andrews,
Moreira, and Stock (2006). The parameters that characterize the distributions of the
tests are  = b0b; the number of IVs k; the correlation between the reduced form errors
; and H0   0: The signicance level of the tests is 5% and the parameter space for 
is R: All results are based on 50,000 simulation repetitions.
We plot the power functions of the CLR, LM, and AR tests together with the power
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function of the type 2 robust QLR test. For the robust test, we consider both the
null-imposed ICS statistic An(H0) and the unrestricted ICS statistic An:
For the type 2 robust test, the LF critical value is obtained over discrete values of
 from 0 to 40 with a grid of 1: The transition function s(x) equals exp( 2x) and the
constant D equals 0: The choices of s(x) and D were determined via some experimenta-
tion to be good choices in terms of yielding null rejection probabilities that are relatively
close to the nominal size 5% across di¤erent values of : Given s(x) and D; the choice of
 was determined by maximizing average power against the alternatives plotted in the
gures. The choice set of  runs from 0 to 3 with a grid 0:5: A wide range of  values
yields similar average power.
The conditional critical values for the CLR test are based on Tables in the Supple-
mental Appendix of Andrews, Moreira, and Stock (2006) and are computed with linear
interpolation.
13.6. Results
The results are given in Figure 8 of AC1, as well as Figures S-26 to S-32. Figure
S-26 shows that the robust QLR test based on the NI-ICS statistic has power that is
essentially equal to that of the CLR test. Figures S-27 and S-28 show that the type 2
robust test based on the unrestricted ICS statistic has lower power than the CLR test.
Figure S-29 and S-30 show the coverage probabilities of the two robust QLR tests
as a function of ; which measures the strength of the IVs. The robust test based on
the NI-ICS statistic is close to being asymptotically similar. The robust test based on
the unrestricted ICS statistic over-covers in some scenarios, especially when  is close
to one.
Figure S-31 graphs the density of the QLR statistic under the null hypothesis and
compares it to a chi-square distribution with one degree of freedom 21 (which is its
distribution under strong identication). It is clear that for weak IVs (i.e., small ) the
21 distribution does not provide a good approximation in the upper tail to the actual
asymptotic distribution.
The rst set of graphs in Figure S-32 shows that the 95% quantiles of the asymptotic
distribution of the QLR statistic increase noticeably as  decreases to 0: The second set
of graphs in Figure S-32 show that the standard QLR test, which uses the 95% quan-
tile from the 21 distribution, under-covers noticeably with weak IVs. The asymptotic
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(c ) k=10,ρ=0.5, λ=5
πλ1/2

























Figure S-26. Power Functions for the CLR, Robust QLR, LM, and AR Tests for the
Structural Parameter  in the Linear IV Model, k = 2; 10;  = 0:5;  = 5; 20: The ICS
Statistic for the Robust QLR Test Is the Null-Imposed Wald Statistic.
size of the standard QLR test varies from 60% to 90% depending on the parameter
conguration.
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(c ) k=5,ρ=0.5, λ=5
πλ1/2

























Figure S-27. Power Functions for the CLR, Robust QLR, LM, and AR Tests for the
Structural Parameter  in the Linear IV Model, k = 5;  = 0:95; 0:5;  = 5; 20: The
ICS Statistic for the Robust QLR Test Is the Unrestricted Wald Statistic.

























(c ) k=10,ρ=0.5, λ=5
πλ1/2

























Figure S-28. Power Functions for the CLR, Robust QLR, LM, and AR Tests for the
Structural Parameter  in the Linear IV Model, k = 2; 10;  = 0:5;  = 5; 20: The ICS
Statistic for the Robust QLR Test Is the Unrestricted Wald Statistic.
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(c ) k=5,ρ=0.5, λ=5
λ















Figure S-29. Coverage Probabilities of Robust QLR CIs for the Structural Parameter 
in the Linear IV Model, k = 5;  = 0:95 ; 0:5;  = 5; 20: The ICS Statistics for Rob and
Rob Are the Null-Imposed and Unrestricted Wald Statistics.



















(c ) k=10,ρ=0.5, λ=5
λ















Figure S-30. Coverage Probabilities of Robust QLR CIs for the Structural Parameter 
in the Linear IV Model, k = 2; 5;  = 0:95; 0:5;  = 5; 20: The ICS Statistics for Rob
and Rob Are the Null-Imposed and Unrestricted Wald Statistics.
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Figure S-31. Asymptotic Densities of the QLR Statistic for the Structural Parameter 
in the Linear IV Model when k = 5;  = 0:5 and the 21 Density (Black Line).


























Figure S-32. Asymptotic 95% Quantiles of the QLR Statistic and Asymptotic Coverage
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