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Abstract 
There are many topics about rating individuals, animals, places, things, or abstract ideas that are actively researched. 
When rating about an object is needed to form an opinion it is often given by an expert in the field. These ratings vary 
from one individual expert’s rating to another due to the subjective nature of the evaluation process. How can we 
evaluate the ratings?  How can we find the correlations and similarities among these sets? How can we provide a 
mathematical modelling for a rating problem? This paper provides a procedure for the extension of fuzzy synthetic 
rating modelling on a sample to the entire data set and introduces a k-means clustering method to check the level to 
which there exist similarities among the subsets and classify the dataset automatically for a rating problem. The related 
synthetic rating and an example to illustrate the modelling is given in this work. 
 
© 2015 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Human beings can easily perform synthetic evaluation from several different features or qualities and make 
meaningful decisions intuitively.  However, these decisions are generally subjective in nature; there is no known 
precise formula that our brain can apply to arrive at conclusions. The conclusions often vary from one evaluator to 
another. There is always the possibility of ‘human bias’ in such decision making processes although we are in most 
situations willing to accept the decisions. For example, the decision to hire a faculty member for a university 
teaching/research position is not always based on merits and qualifications but other factors such as how well is the 
prospective candidate a good ‘fit’ for the position in the department? There is no one formula the search committee 
can apply to make this decision although such decisions are made routinely. The decision making problems where 
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human subjectivity is involved do not have a formula or model. It is fuzzy!  In general, the problem of synthetic 
rating does not have a mathematical model representation. 
Suppose a company wants to evaluate its employees for merit raises, the decision always involves some amount 
of subjectivity. How can we evaluate an employee’s qualities as good for a merit raise? The good quality an 
employee must possess is complex and cannot be evaluated by one single value. However, we can decompose good 
qualities into several factors such as knowledge, skill, experience, dependability, and so on. Each of these factors 
can then be assigned a quantifying numeric value and synthetic rating performed. A mathematical formulation 
methodology for synthetic rating may be found in [3], [5], and [6]. 
The synthetic rating work given in [6] uses a fuzzy synthetic rating process involving fuzzy clustering analysis 
using theoretical framework on fuzzy regression and fuzzy neural networks [1], [2] and [4]. The fuzzy synthetic 
rating problem is a mapping from a given factor space F into a fuzzy score space S. We propose a mapping from a 
subset of the factor space consisting of sample points and extending the mapping on the subset to the entire factor 
space F. To build the mapping, we will employ clustering of the sample points using the K-mean process. This work 
will explore the synthetic rating problem. In section 2, we will give an example and set up the synthetic rating 
problem. In section 3, we will give the clustering process and in section 4, we will give the mapping extension 
process and apply it to an example problem. In section 5, we will give the conclusion and further research directions 
for this work.  
2. Sampling and subjective ratings by experts 
The synthetic rating problem is explained in detail in this section using an example. Assume that there is a need to 
decide about the promotions and salary raises for the employees in a company. To evaluate each employee during 
the evaluation month for the employee, the company has a rating system that gives a rating record of each employee 
of the company according to the following six evaluation criteria or sub-indices: skill, knowledge, hardworking, 
responsible, always on time, and courtesy. For every thk employee of the company, ,3,2,1 k , there are the rating 
records as follows: 
1kx -  skill,  
2kx - knowledge ,   
3kx - hardworking,        
4kx - responsible, 
5kx - always on time, and 
6kx - courtesy. 
Using the above rating criterions, how can we get the synthetic evaluation for each employee of the company 
centered on his/her good qualities and talents? First we need to get experts who are familiar with the evaluation 
process to give their numeric representation for each of the indices for a chosen sample of employees. Assume that 
we have a sample size of 12 employees to be evaluated by an expert with respect to the mentioned 6 evaluation 
indexes. Here we denote the synthetic evaluation index as ‘good employee qualities.’ We note that the number of 
sub-indices and what each 
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one represents will vary for each situation and that the above list of sub-indices is only a sample list of sub-indices 
for this evaluation methodology. Suppose further that the expert’s evaluation of each sub-index given as a subset of 
6R is as follows:  
)0.7 0.8, 0.8, 0.9, 0.7, (0.8,1  x , 
)0.9 0.8, 0.9, 0.9, 0.7, (0.9,2  x , 
)0.8 0.7, 0.8, 0.8, 0.8, (0.9,3  x , 
)0.8 0.8, 0.5, 0.4, 0.3, (0.5,4  x , 
)0.9 0.7, 0.5, 0.5, 0.4, (0.3,5  x , 
)0.7 0.9, 0.4, 0.3, 0.5, (0.4,6  x , 
)0.3 0.4, 0.7, 0.8, 0.7, (0.9,7  x , 
)0.2 0.3, 0.7, 0.8, 0.9, (0.7,8  x , 
)0.3 0.4, 0.4, 0.5, 0.4, (0.3,9  x , 
)0.4 0.3, 0.4, 0.4, 0.3, (0.5,10 x , 
)0.6 0.5, 0.6, 0.7, 0.6, (0.5,11  x , 
).0.5 0.6, 0.7, 0.7, 0.5, (0.6,12  x  
Here each sub-index is represented by a number in the unit interval ]1,0[ . It forms a group of sampling points. Each 
scored rating number could also come from a set such as }5,4,3,2,1{ , }10,,2,1{  , or }100,,2,1{  . In such situations, we 
can transfer any set of discrete values into values in the unit interval ]1,0[ , where 1 stands for the highest discrete 
value (excellent rating) and 0 stands for the lowest discrete value (poor rating) that could be assigned. The group of 
employees is evaluated by the same expert with respect to a synthetic evaluation index. Since the synthetic 
evaluation is fuzzy, in this work, we will assume that the expert’s rating for each employee is a triangle fuzzy 
number. Assuming that the evaluator giving the rating is not an expert in fuzzy logic, we can get a triangular fuzzy 
number by asking the following questions: what is the number the evaluator would be most comfortable to assign as 
his/her rating for ‘good employee qualities’? The evaluator is asked to give a central value c; then we can ask: what 
is the lower limit of your rating? The evaluator gives the value l; and we can ask: what is the upper limit of your 
rating? The evaluator gives the value r. Thus we get the triangle fuzzy number (l, c, r) as given in Figure 1. More 
details about this representation may be found in [1] and [2]. Assume that the 12 employees’ synthetic ratings by the 
expert are records as follows: 
1y 0.85) 0.8, (0.78, , 2y 0.91) 0.90, (0.87, , 3y 0.89) 0.85, (0.82, , 
4y 0.80) 0.70, (0.65, , 5y 0.75) 0.65, (0.60, , 6y 0.63) 0.6, (0.50, , 
7y 0.57) 0.55, (0.50, , 8y 0.63) 0.59, (0.56, , 9y 0.33) 0.31, (0.3, , 
10y 0.44) 0.40, (0.35, , 11y 0.63) 0.58, (0.50, , 12y 0.56) 0.53, (0.52, . 
To perform synthetic rating, we first have to find some similarities or patterns to categorize the representation; 
we employ clustering on the sample. 
3. Clustering based on K-Means algorithm 
A well-known clustering algorithm, k-means is one of the simplest unsupervised learning algorithms. In the 
paper, k-means algorithm is used to find clusters and get the evaluation of rating. The main idea is to define k 
centroids, one for each cluster. These centroids should be put as much as possible far away from each other. The 
next step is to take each point belonging to a given data set and associate it to the nearest centroid. We need to re-
calculate k new centroids as centroid of the clusters resulting from the previous step.  
370   Shijun Tang and Rajan Alex /  Procedia Computer Science  61 ( 2015 )  367 – 372 
Once we have these k new centroids, a new binding has to be done between the same data set points and the 
nearest new centroid iteratively. As a result, we may notice that the k centroids change their location step by step 
until no more changes are done. Finally, this algorithm aims at minimizing an objective function, in this case a 
squared error function. The objective function is 
, 
where   is a chosen Euclidian distance measure between a data point  and the cluster center . This is 
an indicator of the distance of the n data points from their respective cluster centers. 
 
The algorithm may be summarized in the follows steps: 
1. Design k points which are initial group centroids. 
2. Classify each point to the group that has the closest centroid. 
3. Calculate the positions of the k centroids again. 
4. Repeat Steps 2 and 3 until the centroids no longer move. 
We can construct a matrix A by putting all sub-indices given as a subset of 6R together when  searching for 
clusters or similarities among set components (subsets) in the whole set. 
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where A is a matrix including m rating sets. For the example, we put the sample size of 12 employees into the matrix 
A given by 
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5.06.07.07.05.06.0
6.05.06.07.06.05.0
6.05.06.07.06.05.0
4.03.04.04.03.05.0
3.04.04.05.04.03.0
2.03.07.08.07.09.0
7.09.04.03.05.04.0
9.07.05.05.04.03.0
8.08.05.04.03.05.0
8.07.08.08.08.09.0
9.08.09.09.07.09.0
7.08.08.09.07.08.0
A  
 
In the paper, we have chosen the four and five clusters (k = 4, 5), and used the Matlab code. The advantage of 
this approach for clustering analysis is that the user can decide on how many clusters for the sample data he wants to 
have.   
For instance, after running the k-means codes, we have obtained the fuzzy clusters as the following: 
},,{ 3211 xxxC  , },,{ 6542 xxxC  , },,,{ 1211873 xxxxC  , },{ 1094 xxC  when 4 k and 
},,{ 3211 xxxC  , },,{ 6542 xxxC  , },{3 87 xxC  , },{ 1094 xxC  , },{ 12115 xxC   when 5 k  
It is worth noting that when k = 5, the clustering classes agree with an earlier work [6] by a different approach.  
However, the flexibility of this method is that the user gets to choose the value of k for the number of clusters 
needed for the modeling. 
For the remaining work we will use the k = 4 clustering classes. Now we propose to find the center for each 
clustering class by taking the average of the ratings for each of the classes.  Thus the center of each class is given as 
follows: 
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*
1c 0.80) 0.77, 0.83, 0.87, 0.73, (0.87, , 
*
2c 0.80) 0.80, 0.47, 0.40, 0.40, (0.40, , 
*
3c 0.40) 0.45, 0.68, 0.75, 0.68, (0.68, , 
*
4c 0.35) 0.35, 0.40, 0.45, 0.35, (0.40, . 
Similarly, the synthetic rating of each class is also gotten by arithmetic averaging as: 
*
1y 0.88) 0.85, (0.82,  
*
2y  0.73) 0.65, (0.58,  
*
3y  0.60) 0.56, (0.52,  
*
4y 0.39) 0.36, (0.33, . 
 Since the central point of each class reflects the evaluation index of a typical object, the synthetic rating of each 
class is called the typical synthetic rating. We can use the synthetic rating classes to rate an object of the space from 
which the sample was initially taken as follows: 
 
4. Extension of the rating on the sample to the space 
Suppose we have m cluster classes, with center ratings *** ,,,
21 m
ccc  and synthetic ratings **2*1 ,,, myyy  , we define 
distances for an arbitrary employee rating ),,,( 002010 nxxxx   as  
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Using the *jf we can get an extension mapping with center, left boundary, and right boundary as follows. 
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Assume that the expert’s rating for the sub-indices is *x )5.0,6.0,5.0,5.0,4.0,5.0( . For the above definitions, 
and the clustering sample as in section 4, we get 
87.11  d , 73.02  d , 14.13  d , 7.04  d  and  
2* d , 
and the triangle membership function with left boundary, center, and right boundary as 
)58.0,53.0,48.0(0  y . 
Next we further analyze the arbitrarily chosen data point.  For this, let us now take 
*x )5.0,6.0,5.0,5.0,4.0,5.0( as 13x , the 13th sample point and apply the test set  to the  matrix A  and use the k-
means algorithm again.  When setting 4 k , for four clusters, we obtain new clusters as },,{ 3211 xxxC  , 
},,{ 6542 xxxC  , },,,{ 1211873 xxxxC  , },,{ 131094 xxxC  . We note that the test set 13x belongs to the fourth cluster 
with the sample points 109, xx . In the cluster 4C , the center data is )4000.0,4333.0,4333.0,4667.0,3667.0,4333.0(* c . 
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We can observe the similarity relationship from figure 2 as follows: the indices 1kx - skill, 2kx - knowledge, 3kx - 
hardworking, are exactly overlapping with that of 9x or 10x sample point, only 4kx - responsible, 5kx - always on 
time, and 6kx - courtesy, are slightly higher than those in 9x or 10x sample point. But the deviations for the criteria 
4kx , 5kx , and 6kx from its center are symmetric and reasonable. Therefore, the Figure 2 confirms that we obtained 
the same results using two different methods, k-means algorithm and, our synthetic rating method [3]. We also infer 
that the test set falls in the same category as obtained by )58.0,53.0,48.0(0  y . Furthermore, Figure 2, suggests that 
the test set has good similarity with the set 9x and 10x . 
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Figure 2 Similarity relationships among the subsets in cluster 4C  
 
5. Conclusion 
 
A simple synthetic rating evaluation process is suggested here. In this work, we have provided an extension of the  
fuzzy synthetic rating on a sample to the entire data set under consideration. We have illustrated the fuzzy synthetic 
rating process through an application problem scenario. We have employed the k-mean clustering process to get the 
clustering among the sample points. Also, we verify that the k-means cluster process produced a synthetic rating 
result that agrees with our work. As future work, the authors would like to explore novel clustering techniques, 
synthetic rating, and provide theoretical formulation to support the comparison of an arbitrary data point of the space 
under consideration with the sample cluster that contains the data point.    
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