This paper is devoted to the existence and Lipschitz continuity of global conservative weak solutions in time for the modified two-component Camassa-Holm system on the real line. We obtain the global weak solutions via a coordinate transformation into the Lagrangian coordinates. The key ingredients in our analysis are the energy density given by the positive Radon measure and the proposed new distance functions as well.
Introduction
In this paper, we consider the Cauchy problem for the following modified twocomponent Camassa-Holm system (M2CH):
(1.1) m t + um x + 2mu x = −ρρ x , t > 0, x ∈ R, ρ t + (ρu) x = 0, t > 0, x ∈ R, where m = u − u xx and ρ = (1 − ∂ 2 x )(ρ −ρ 0 ). System (1.1) is written in terms of velocity u and locally averaged densityρ (or depth, in the shallowwater interpretation) andρ 0 is taken to be constant. As geodesic motion on the semidirect product Lie group with respect to a certain metric, the system (1.1) was firstly proposed in [21] and proved that it allows singular solutions in both variables m and ρ, not just the fluid momentum.
For ρ ≡ 0, system (1.1) becomes the celebrated Camassa-Holm equation (CH): m t + um x + 2u x m = 0, m = u − u xx , which models the unidirectional propagation of shallow water waves over a flat bottom [3] . CH is also a model for the propagation of axially symmetric waves in hyper-elastic rods [14] . It has a bi-Hamiltonian structure and is completely integrable [3] . Its solitary waves are peaked solitons (peakons) [4, 10] , and they are orbitally stable [12, 13] . It is noted that the peakons replicate a feature that is characteristic for the waves of great height -waves of the largest amplitude that are exact traveling wave solutions of the governing equations for irrotational water waves, cf. [6, 11] . The Cauchy problem and initial boundary value problem for CH have been studied extensively [1, 2, 7, 9, 15] . It has been shown that this equation is locally well-posed [7, 9] . Moreover, it has both global strong solutions [5, 7, 9] and blow-up solutions within finite time [5, 7, 8, 9] . It is worthy to point out the advantage of CH in comparison with the KdV equation lies in the fact that CH has peakons and models wave breaking [4, 8] (namely, the wave remains bounded while its slope becomes unbounded in finite time [23] ). Moreover, it possess global weak solutions, see the discussions in [1, 2, 16, 20, 24] .
The Cauchy problem and initial boundary value problem for system (1.1) have been investigated in many works, cf. [17, 18, 19, 22, 25, 26, 27] . However, in the present paper, we reformulate the considered system to a semilinear system of ODEs by means of a transformation between Eulerian and Lagrangian coordinates, which is distinct from those in [18, 19, 22] . As a result, the global existence of conservative weak solution to the system on the real line is constructed. Moreover, it is noted to point out that we introduce some new distances to derive the Lipschitz continuity for the obtained weak solution, which, on the other hand, implies the uniqueness of the weak solution in some sense. Now, let us provide the framework in which we shall reformulate system (1.1). Set γ =ρ −ρ 0 . By using the identity (1 − ∂ 2 x ) −1 f = p * f with the Green function p(x) 1 2 e −|x| (x ∈ R), one can rewrite the Cauchy problem for system (1.1) as follows:
The rest of our paper is organized as follows. In Section 2, we prove the global existence and Lipschitz continuity of the solutions to system (1.2) in Lagrangian coordinates. In Section 3, we state the stability of the obtained solutions under a new distance in the setting of Lagrangian coordinates. In Section 4, the existence of global weak solutions to the system (1.2) is proved. In Section 5, we show the Lipschitz continuity of the weak solution, which implies the uniqueness of the solution with some certain form.
Notations. In the whole paper, we denote by * the spatial convolution. Given a Banach space Z, we denote its norm by · Z . Since all spaces of functions are over R, for simplicity, we drop R in our notations of function spaces if there is no ambiguity.
Global and Lipschitz continuous solutions in Lagrangian coordinates
In this section, we discuss the global existence and Lipschitz continuity of the solutions to system (1.2) in Lagrangian coordinates. For this, let us first introduce the spaces V and V 1 as follows:
Then the characteristics y : R → V 1 , t → y(t, ·) is the solution to
where u is the first component of the solutions to system (1.2). Set
For convenience, denote (2.1) U (t, ξ) = u(t, y(t, ξ)), Γ(t, ξ) = γ(t, y(t, ξ)), R(t, ξ) = γ x (t, y(t, ξ)),
and define the Lagrangian energy cumulative distribution as
Then we can perform the change of variables to write the convolution as an integral with respect to the new variable η. After a straight calculation, one deduces
and
Observe that y is an increasing function for any fixed t, which will be shown later. Then P i and Q i have the following equivalent forms:
3)
Besides, we can check that the following equalities hold:
Next, we introduce another new variable ζ(t, ξ) = y(t, ξ) − ξ, then a new system based on system (1.2) is derived as follows:
Then we have the following Lipschitz estimates for P i and Q i (i = 1, 2, 3).
, where P i and Q i are given by (2.2) and (2.3) with y = ζ +Id, respectively. Then F i and G i are B-Lipschitz from E to H 1 , namely, they are Lipschitz continuous from the bounded sets in E to H 1 . More precisely, let B M be the closed ball with radius M in E. Then for any X,X ∈ E, we have
where i = 1, 2, 3 and the positive constant C M depends only on M .
Proof. We here only prove the estimate for F 1 , the others can be handled in a similar way. Indeed, from (2.2), we rewrite F 1 as
where χ A is the indicator function of some set A. Let h(ξ) = χ {ξ>0} (ξ)e −ξ and define the map P : v → h * v. Thanks to Lemma 2.1 in [20] , the map P is continuous from
Indeed, for any X,X ∈ B M , by using |e
Similarly, so is I 2 . Hence, F 1 is a Lipschitz map from E to H 1 and satisfies (2.6). Therefore, we have proven the lemma. Lemma 2.2. For any initial dataX ∈ E, there exists a time T = T ( X E ) > 0 such that the system (2.5) admits a unique solution in
Proof. Define the map F : E → E by
Then Lemma 2.1 and the standard ODE theory on Banach spaces yield the desired result. Now, we turn our attention to the global existence of the solutions to system (2.5). Here we are interested in a special class of initial data which belong to
For any X 0 ∈ E 0 , thanks to Lemma 2.2, the system (2.5) has a unique short time solution
. For any fixed ξ ∈ R, we can solve the following system (2.7)
by substituting ζ ξ , U ξ , Γ ξ and H ξ in system (2.5) by α, β, κ and δ, respectively. Similar to the proof of Lemma 3.4 in [22] , one can readily get the following result.
Lemma 2.3. Let X ∈ C([0, T ], E) be the solution to system (2.5) with the initial dataX ∈ E 0 . Then (α, β, κ, δ) solves system (2.7) for any fixed ξ. Moreover, for all t ∈ [0, T ] and almost every ξ ∈ R, we have 
According to Lemma 2.3, one can prove the following useful lemma.
Lemma 2.4. The set G is preserved by system (2.5). That is, if the initial data X 0 ∈ G, then the corresponding solution X(t, ·) to system (2.5) also belongs to G for all t ∈ [0, T ]. Furthermore, y ξ (t, ξ) > 0 holds true for almost every
Proof. By Lemma 2.3, (2.9) holds for all t ∈ [0, T ]. Next, for any fixed ξ which satisfies |X(ξ)| ≤ X L ∞ , by system (2.5), we have (Ry ξ ) t = Γ ξt . This leads to (2.11), provided that R(0)y ξ (0) = Γ ξ (0).
From the system (2.7) and (2.8), one has
which together with (2.11) implies (2.12). Finally, we prove (2.10). For this, define
We claim that t * = T . Suppose not, i.e. t * < T . Since y ξ (t) is continuous with respect to t, it follows that y ξ (t * ) = 0, (2.13) which along with (2.12) gives U ξ (t * ) = 0. Thanks to system (2.7) again, one deduces
By system (2.5), together with (2.13) and (2.14), we get
As a matter of fact, if H ξ (t * ) = 0, then (2.11) and (2.12) ensure
which is a contradiction to the uniqueness of the solution to system (2.7). If H ξ (t * ) < 0, then according to (2.15), y ξtt < 0. So, y ξ (t * ) is the strict maximum of y ξ , which also contradicts the definition of t * . Hence, H ξ (t * ) > 0. Then y ξ (t * ) is the minimum of y ξ . Thus, from the definition of t * again, we have t * = T. This is a contradiction to the assumption t * < T . Therefore, y ξ (t) ≥ 0 holds for all t ∈ [0, T ].
Furthermore, we have y ξ (t) > 0 for all t ∈ [0, T ]. Indeed, if there is some t ′ ∈ [0, t] such that y ξ (t ′ ) = 0, then H ξ (t ′ ) < 0 as above arguments. So, y ξ (t ′ ) = 0 is the strict minimum of y ξ , which contradicts the fact y ξ (t) ≥ 0 for all t ∈ [0, T ]. Note that (2.12) implies H ξ (t) ≥ 0 whenever y ξ (t) > 0. Thus, y ξ (t) + H ξ (t) > 0 for t ∈ [0, T ]. Therefore, we complete the proof of the lemma.
With Lemmas 2.2-2.4 in hand, we conclude this section with the following main theorem.
Theorem 2.1. For any initial data X 0 = (ζ 0 , U 0 , Γ 0 , R 0 , H 0 ) ∈ G, the system (2.5) has a unique global solution X(t) = (ζ(t), U (t), Γ(t), R(t), H(t)) ∈ G for all t > 0, and X(t) ∈ C 1 (R + ; E). Moreover, define the mapping S t : G×R + → G as S t (X) = X(t). Then the mapping S t is a continuous semigroup. Furthermore, let M, T > 0 and set
Then there exists a C = C(M, T ) > 0 such that
Proof. By Lemmas 2.3-2.4 and a contraction argument, we obtain a short time solution X(t) ∈ G to system (2.5) with initial data X 0 ∈ G. In addition, the solution has a finite maximal existence time T if and only if
For any T 1 < T and t ∈ [0, T 1 ], in view of Lemma 2.4 and (2.10), H(t, ξ) is an increasing function with respect to ξ. Hence, the limits H(t, ±∞) lim
So, the last equation in system (2.5) leads to
Since Lemma 2.1 implies that U, Γ, P 1 , P 2 and Q 3 are bounded in L ∞ ([0, T ]×R), it follows from (2.17), (2.18) and the Lebesgue dominated convergence theorem that H(t, ±∞) = H 0 (±∞) holds for all t ∈ [0, T 1 ]. Observe that both H(t, ξ) and H 0 (ξ) are increasing with respect to ξ. Thus,
On the other hand, by using Lemma 2.4 and (2.12), one has
By recalling (2.2) and (2.3), one gets
From system (2.5), we obtain
Then C 1 is finite and depends only on T and the initial data. Similar to the proof of Lemma 2.1, for i = 1, 2, 3, we have
where C is also finite and depends only on C 1 . Then from the system (2.5) and (2.19), one gets
which together with Lemma 2.3 and system (2.7) lead to
where
and the positive constant C depends only on C 1 .
Taking advantage of the Gronwall inequality, one deduces that sup t∈[0,T ) X(t) E is finite. Then the standard ODE theory implies that S t is a continuous semigroup. And thus, we have obtained the global existence of the solutions.
In order to prove the theorem, it suffices to show (2.16). Indeed, for any X α , X β ∈ B M , we see X α − X β , S t (X α ) − S t (X β ) ∈ E and
for all t ∈ [0, T ] with any T > 0.
By the second equation in system (2.5), we get
Then the above two inequalities and Lemma 2.1 imply
where C = C(T, M ) > 0. Likewise, from the equations (2.5) 3 and (2.5) 4 , we have 
From the last equation in system (2.5), we infer
which together with (2.20)-(2.23) and Lemma 2.1 yield
Hence, we obtain
where C = C(M, T ) > 0. Making use of the Gronwall inequality again, one reaches (2.16). Therefore, we complete the proof of the theorem.
Stability of the solutions under a new distance
In this section, we investigate the stability of the weak solutions to system (1.2) under a new distance. To this end, let us first denote by G the subgroup of the group of homeomorphisms from R to R as follows:
For any α > 0, we introduce the subsets G α of G by
∞ and there exists some c ≥ 1 such that 1 c ≤ f ξ ≤ c almost everywhere, then f ∈ G α for some α depending only on c and f − Id L ∞ .
Then we have the following lemma.
Then the map Φ defines a group action of G on F.
Proof. For any f ∈ G and X ∈ F, from the facts (ζ, U, Γ,
According to the rule of chain, one gets for almost everywhere ξ ∈ R,
Note that for any f ∈ G, there exists some large enough α > 0, such that f ∈ G α . By Lemma 3.1, there exists some c > 0 such that
By applying (3.1), one can easily check thatX satisfies (2.10)-(2.12). Now, we claim thatX ∈ E. Indeed, by recalling R ∈ L ∞ ∩L 2 and
Then by the change of variables, we have
which along with the fact ζ ∈ W 1,∞ ensures ζ ∈ V. Likewise, H ∈ V. Hence, X ∈ E. And thus,X ∈ G.
Next, notice that both y+H and f belong to the group G. Then,ζ+Id+H = (y + H) • f ∈ G. So,X ∈ F.
On the other hand, in view of the definition of Φ and (3.2), we infer that
for any X ∈ F and f 1 , f 2 ∈ G. Thus, the map Φ defines a group action of G on F. Therefore, we have proven the lemma.
Remark 3.1. By Lemma 3.2, we can consider the quotient space F/G of F with respect to the group action, whose elements consist of [X] defined by
, then the mapping Π is a projection, i.e. Π • Π = Π. Hence, for any X ∈ F and f ∈ G, we have T (X • f ) = T (X). It follows that the mapping [X] → Π(X) is a bijection from the quotient space F/G to F 0 .
Next, we turn to a property of the mapping S t in Theorem 2.1. Lemma 3.3. The mapping S t is equi-variant. That is, for any X ∈ F and f ∈ G, we have
where • is defined in (3.2).
Proof. For any
, respectively. Now, we prove that X(t) • f satisfies (2.11) with the initial dataX 0 . For this, denoteX
Since X(t) is the solution to system (2.5), it follows that
where G 1 is defined in Lemma 2.1. Thanks toŷ(t) = y(t)•f andĤ(t) = H(t)•f, together with the chain rule, we get
Applying the change of variables, and noting that f is increasing, one inferŝ
Since the other terms in system (2.5) can be treated in a similar way, it follows thatX(t) is a solution to system (2.5) with the initialX(0) =X 0 . Then Theorem 2.1 ensures
which completes the proof of the lemma.
Remark 3.2. By Lemma 3.3 and Remark 3.1, we have
If we define the semigroupS t on F 0 as
Then by Theorem 2.1, S t is a continuous semigroup. So isS t .
To obtain the Lipschitz continuity of the solutions to system (2.5), we need to introduce the distances on F and F 0 , respectively. Precisely, for any X α , X β ∈ F, we define
While for any X α , X β ∈ F 0 , we set
where the infimum is taken over all finite sequences {X n } N n=0 ⊂ F 0 satisfying X 0 = X α and X N = X β .
Similar to the arguments in [16] , we can readily get the following result.
where C = C(k) > 0.
(ii) For any X α , X β ∈ F 0 , we have
For any M > 0, set
Remark 3.3. F M 0 and F 0 ∩ B M are equivalent in the sense that
where B M {X ∈ E| X E ≤ M }, and M ′ depends only on M .
Let us define a distance on F M 0 as follows:
where the infimum is taken over all finite sequences
Now, we are in a position to state our main theorem in this section.
whereS t is defined by (3.3).
Proof. By the definitions of d M and J, for arbitrary ǫ ∈ (0, 1), there exist sequences
According to Lemma 3.3 and the similar arguments of Lemma 2.5 in [16] , for k, T > 0 and X ∈ F k , there exists a k ′ depending only on k, T and X E , such
−1 , by using Lemma 3.4, one deduces that
On the other hand, by Remark 3.3, there is some
. Then (3.7) and the triangle inequality imply that
which along with Theorem 2.1 yields
Thus, by using (3.6) and (3.7), one has
which leads to the desired result.
4 Global weak solutions to the system (1.2)
In this section, we shall show that the original system (1.2) has global weak solutions as the initial data (u 0 , γ 0 ) ∈ H 1 × (H 1 ∩ W 1,∞ ). To achieve this, we first introduce some definitions as follows.
2) and z(t, ·) → z 0 as t → 0 + in the sense of distribution, then z = (u, γ) is called a global weak solution to system (1.2). Moreover, if
holds for almost all t > 0, then z is called a global conservative weak solution.
µ is a positive Radon measure whose absolutely continuous part µ ac satisfies
As a result, for any initial data (u 0 , γ 0 , µ 0 ) ∈ D, we can construct a solution to system (2.5) in F with initial data X 0 = L(u 0 , γ 0 , µ 0 ) ∈ F 0 . Thus, the global weak solutions to system (2.5) yields a global conservative weak solution to system (1.2) in the original variables, which is the goal of this section.
for any ξ, such that x = y(ξ) and
for any Borel set B.
(ii) The distance J in (3.4) can be viewed as a map from F/G to D, i.e.
whereS t is defined in (3.2). Then we can prove our main theorem in this section.
is a global conservative weak solution to system (1.2).
Proof. Since Lemma 3.3, it follows from (4.2) that
Then X(t) is the solution to system (2.5) with initial data L(X 0 ). So, for any smooth function φ with the compact support in R + × R, we have , y(t, ξ) )) t − φ x (t, y(t, ξ))y t (t, ξ)]y ξ (t, ξ)dξdt = − R+×R (U (t, ξ)(φ(t, y(t, ξ))) t y ξ (t, ξ) − U 2 (t, ξ)φ x (t, y(t, ξ))y ξ (t, ξ))dξdt = R U (0, ξ)φ(0, y(0, ξ))y ξ (0, ξ)dξ + R+×R (U (t, ξ)y ξ (t, ξ)) t φ(t, y(t, ξ))dξdt (Q 1 (t, ξ)y ξ (t, ξ) + U (t, ξ)U ξ (t, ξ))φ(t, y(t, ξ))dξdt, and − R+×R ( 1 2 u 2 (t, x) + P 1 (t, x))φ x (t, x)dxdt = R+×R (u(t, y(t, ξ))u x (y, y(t, ξ)) + P 1,x (t, y(t, ξ))φ(t, y(t, ξ))y ξ (t, ξ)dξdt = R+×R (U (t, ξ)U ξ (t, ξ) + P 1,ξ (t, ξ))φ(t, y(t, ξ))dξdt = R+×R (U (t, ξ)U ξ (t, ξ) + Q 1 (t, ξ)y ξ (t, ξ))φ(t, y(t, ξ))dξdt.
Hence, we get R+×R (−u(t, x)φ t (t, x) − ( 1 2 u 2 (t, x) + P 1 (t, x))φ x (t, x))dxdt Next, we show that
holds in the sense of distribution. Indeed, by using (2.8), (2.11) and Lemma 2.4, one infers that R+×R P 1,x (t, x))φ x (t, x)dxdt = R+×R P 1,x (t, y(t, ξ))φ x (t, y(t, ξ))y ξ (t, ξ)dξdt = R+×R P 1,ξ (t, ξ)φ x (t, y(t, ξ))dξdt Note that Lemma 2.4 implies that there exists K ⊂ R + with meas(K c ) = 0, such that y ξ (t, ξ) > 0 for any t ∈ K and almost every ξ ∈ R. Given t ∈ K and any Borel set B, thanks to (2.11) again, we obtain µ(t)(B) = y −1 (B)
which along with (4.6) yields that h(t) =
