The Shor quantum factorization algorithm allows the factorization or large integers in logarithmic squared time whereas classical algorithms require an exponential time increase with the bit length of the number to be factored. The hardware implementation of the Shor algorithm would thus allow the factorization of the very large integers employed by commercial encryption methods. We propose some modifications of the algorithm by employing some simplification to the stage employing the quantum Fourier transform. The quantum Hadamard transform may be used to replace the quantum Fourier transform in certain cases. This would reduce the hardware complexity of implementation since phase rotation gates with only two states of 0 and π would be required.
INTRODUCTION
Previously we have compared the central importance of the Fourier transform in classical coherent optical processing systems and in algorithms proposed for implementation in quantum computers noting the similarities, and fundamental differences, between the classical and quantum Fourier transform 1, 2 . In this paper, we consider in more detail the Shor quantum factorization algorithm from a signal processing viewpoint, emphasizing the importance of the quantum Fourier transform (QFT) in its operation. Approximations to the QFT will be considered with the limit being the quantum Hadamard transform, requiring only binary phase control of the wavefunction rather than the fine phase control implied by an exact QFT implementation. However, in many examples of period finding, non-periodic matching leads to spectral leakage effects which will disrupt operation of the quantum Hadamard transform, although it may be possible to improve this with a window function.
THE SHOR ALGORITHM FOR LARGE INTEGER FACTORIZATION
The factorization of large integer numbers into their prime factors is a difficult problem, computations scaling heavily with n, the bit length of the integer. The ease of forming a large number as the product of two smaller factors, but in contrast the considerable difficulty in determining these from the composite number if they are unknown, forms the basis of commercial public key encryption systems such as RSA 3 . Thus efficient factorization algorithms would allow defeating such encryption schemes and so be of great technical importance, as well as having more theoretical applications to discovering new large prime numbers in pure mathematics.
The most efficient classical algorithm is the general number field sieve which scales, for an n-bit number as approximately O(exp ((logn) 1/3 (log log n) 2/3 )). In contrast, the Shor algorithm 4 , by employing the parallelism inherent to quantum computation, scales as O(n 2 (log n(log log n)), i.e. exponentially faster than the best known classical algorithm. However, the physical implementation of a quantum computer capable of implementing the Shor algorithm has proved very difficult due to the necessity to maintain the required superposition states through the many quantum logic gates required to implement the algorithm for realistically useful integer sizes. To date, the largest number factorized using a quantum computer implementing Shor's algorithm is the number 21, which employed optical techniques for its hardware realization. 5 Recently, proposals have been made for the scaling of integrated ion trap based quantum logic gates and the resources estimated to scale such a device to factor the long bit length numbers employed in cryptographic systems. 6 The Shor algorithm 4,7 factorises an integer N by finding the period, r, of a function f(a) = x a mod N, where x must be in the range 1<x<N and co-prime with N. The period r is known as the order and must be an even number for the method to work. Thus if a choice a x results in an odd order, x must be reselected and the f(a) recalculated. Given a suitable r is found, factors of N can be determined by first calculating p 1 = x r/2 -1 and p 2 = x r/2 + 1 . By then calculating the greatest common divisor of p 1 and then p 2 with N, i.e. gcd(p 1,2 , N), two factors of N can be determined. For large numbers, the gcd can be calculated efficiently using the method of continued fractions 7 .
However, employing conventional computing methods requires exponential time in N to determine the factors. The Shor algorithm proposes generating a series of superposition states of the modular functions followed by the Fourier decomposition of the state by a quantum Fourier transform (QFT) operation. Some of these states will comprise a spatially periodic wavefunction, of period r, generated by a successful application of the modular arithmetic procedure for a good choice of x. The unitary transformation effected by the QFT will not result in the collapse of this wavefunction but a concentration of the probability distribution in the location of the detector cell corresponding the value of r. Repeated measurements on successive experiments will then result in a high probability that a detection at this location will be made, enabling the periodicity of the wavefunction r to be determined and hence two factors of N by determining the greatest common divisors of p 1 and p 2 with N 4,7 .
The algorithm requires entanglement of bits in a quantum register and unitary operations on these data that perform parallel computations of the superposition state of the data without collapse of the wavefunction. In order to factor a number N, a number q is chosen such that N 2 <q<2N 2 to create a state in an input quantum register:
from which is computed x a modN for all a values from 0 to q-1 which is accomplished in parallel by the quantum computer. This generates the periodic function whose period, r, can be used to determine a factor of N by the classical procedure outlined above. The results are stored in an output register which is entangled with the first register to produce the entangled state:
Next, a measurement is made on the output register. This will collapse to any of the values in the output register. However, since the output register is entangled with the first register, the first register will partially collapse to a state consistent with this measurement which results in a superposition state of the first register which is a periodic impulselike comb function that can be related to the order, r, from which a factor of N can be derived 4, 7 . However, the period cannot be extracted directly from equation (2) as there is an unknown offset in the comb function, say d, as it is not known to which value of x a modN (in any one period of this function) the output register collapsed. The solution devised
by Shor was to perform a QFT on the superposition state of the first register after the measurement of the second register causes this partial collapse to some unknown value of a, say m. This may be written: This will lead to an impulse-like train with a spacing of 1/r by a standard result for the discrete Fourier transform 9 . In addition, and most importantly, the impulse train will be centred on-axis, the unknown translation, d, of the original impulse train (of periodicity r) having been transformed to a linear phase factor. Since the probability of collapse of the wavefunction is proportional to the modulus squared of its values, this will not affect measurements of the impulse train periodicity 1/r. The high probability of collapse at the location of the peak of the wavefunction will allow the frequency of the impulse train to be determined, and hence the reciprocal value r, thus in turn allowing a factor of N to be found.
This process can perhaps be made clearer by an explicit, simple numerical example. The factorization of the number 15 in to 3 an 5 is often used as example as 15 is the smallest number with two prime factors 13 . We take, for example, a seed value x = 7 and calculate 7 a mod 15 to yield: 1,7,4,13,1,7,4,13…. We see this results in a periodic function of period (order) equal to 4. We divide by 2 and raise the seed to this power i.e. 7 4/2 to give 49 (note that this only works when the order is even; if it is odd we start again with a new trial seed value). Adding and subtracting 1 gives 48 and 50. The gcd of 15 and 48 is 3 and the gcd of 50 is 5, giving us 3 and 5 as the factors of 15. Thus if we can determine the order of the function generated by the modular exponentiation, we can factorize N. The Shor algorithm for determining the periodicity r using this example is summarised in graphical form in Figure 1 below. For large N calculating the modular exponentiation has to be repeated more than N 2 times which is not feasible on a conventional computer. However, if all values can be computed in parallel via a quantum computation, the modular exponentiation can be carried out in O(n 3 ) for a n-bit number N. The period can then be determined from this using the QFT and from this the factors of N. However, to achieve this in O(poly log n) time rather than the exponential time required for a classical implementation requires the entanglement of two quantum registers and a subsequent unitary operation, i..e. a QFT, on the partially collapsed state of one of the registers 4 . However, since the modular exponentiation requires O(n 3 ) and the QFT (n 2 ) quantum gates for implementation, the implementation difficulties of the quantum algorithm are, as has been noted above, very technically demanding. matrix has the mplies that any ng, the unitary on through the om that of the ate through the gorithm. Let us n) described by ( 6 ) which since this operation is unitary maintains the wavefunction superposition state but transforms it to the Fourier coefficients corresponding to input wavefunction, thus: 11 10 01 00 11 10 01 00
where the X n are complex coefficients corresponding to the complex Fourier components at that qubit location in the output array. However, since they comprise the overall wavefunction they will not be directly accessible to measurement. Rather the probability of detection, by a single measurement, will be given by |Ψ| 2 . If the input wavefunction is periodic, e.g. arises from the successful application of the Shor modular exponentiation procedure, the output wavefunction will have multiple peaks in its probability distribution at the output register locations corresponding to the periodicity of the output comb function, as described in Section 2. Thus repeated application of the QFT will yield more detection events at these locations and hence allow determination of the periodicity, 1/r, of the comb function as required to factor the initial input sequence, N. Thus the QFT is more powerful than the FFT in that it can process 2 n inputs in parallel with effectively the same complexity of hardware structure (and so is exponentially faster in computation), as described below. However, the FFT yields N complex frequency components at its output whereas the QFT produces a probability distribution only which collapses to a single detection event upon measurement. This, however, may be very useful and used to solve problems with exponential complexity if applied appropriately, as has been shown in its application to the factoring problem.
The building block for the QFT is the Hadamard gate. This can be written:
This is the basic operation comprising the Hadamard transform and will act on a single qubit state to give:
Thus it can be seen that the Hadamard transform performs a 2-point QFT by implementing the basic FFT building block of the Butterfly operation i.e. the subtraction and addition of the two input signals, albeit in a superposition state 1 .
Thus the FFT decomposition of the QFT can be made using the Hadamard gate as a basic building element together with controlled phase rotation gates described by matrices of the form 7,13 :
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In an extensiv thousand bits when the pha The Hadamard transform (HT) is also a unitary transform and so can employed as part of a quantum algorithm. Indeed, the 2 x 2 Hadamard function plays a central role in generating qubit superposition states as described above. In general, the full HT N by N array can be decomposed into smaller sparse matrices as for the DFT and so a decomposition made similar to that for the fast Fourier transform (FFT) algorithm. The signal flow diagram for the fast HT is thus composed of butterfly operations similar to those of the FFT (for a decimation in time or decimation in frequency implementation) but without the requirement for the additional phase rotation factors necessary in the FFT since only 0 or π phase shifts are needed and these are inherent in the butterfly structures themselves 12 . The HT may thus be considered as the limit of the phase quantization process proposed by Coppersmith 14 and further analysed by Fowler and Hollenburg 15 .
The HT performance when compared to that of the DFT depends strongly on the function to which it is applied. Clearly, it will not produce a single harmonic component if applied to a pure harmonic signal as would the DFT (assuming there are no spectral leakage effects effecting the DFT result i.e. a whole number of harmonic terms fit within the data window of length N employed). Of particular importance to the discussion here is that the HT will transform a comb function impulse train perfectly to a reciprocally spaced comb function [9] [10] [11] [12] . Further similarities to the DFT are also realized, in particular, translations of the comb function will also generate a centred comb function in the reciprocal space but with 0 or π rotations of the appropriate individual impulse terms (rather than a more finely quantized linear phase term which the DFT produces). However, this, as required by the unitary nature of the HT, allows recovery of the original displaced comb function when the inverse HT is applied.
Thus the HT appears to have the desired properties for the very specific requirement of the Shor algorithm, i.e. the transformation of the comb function resulting from the partial collapse of the first quantum register in response to a measurement made on the output register which before measurement holds in a superposition state the results of the modular exponentiation operations, x a mod N , a = 0 to q-1, as detailed in Section 2. There must, therefore, be an additional disrupting factor that prevents results much better than those predicated by the simulation work reported by Fowler and Hollenberg 15 . This factor appears to be due to a spectral leakage phenomenon affecting the accuracy of the HT transform. As has been explained in Section 2, the modular exponential function is periodic. However, and most importantly, this period will not, in the general case, divide the overall period of the q-1 samples of the data window. Since the modular exponential is effectively a sampled function (from a = 0 to q-1) it must be considered, as a well known consequence of the data sampling effect, to be periodically extended beyond the bounds of the data cell 9 . Thus, if a whole number of periods of the modular exponential function are not contained within this data window, a discontinuity will result at the data cell boundaries which, in turn, will lead to spectral leakage effects being apparent in the transformed data array, an effect that is well known in signal processing 9 . This will result in the reciprocal comb function (produced by the HT from the first register comb function) being disrupted. Thus rather than being a sequence of precisely located impulse functions there will be a spreading of spectral energy around each impulse which will in turn adversely affect the probability of the wavefunction collapsing to the precise locations of the data impulses comprising the reciprocal comb function which is required to determine the impulse train periodicity and hence factor the integer N.
A well-known signal processing technique to reduce spectral leakage is the application of a windowing function to the signal prior to transformation to the spectral domain [9] [10] [11] . Window functions smoothly attenuate the signal samples in the data window towards its boundaries, usually to zero, to force a periodicity of the data within the sampling window. In this way, the data samples at the cell extremities are matched to zero with the -1 and q th samples i.e. the last and first samples of the preceding and following data cells. Thus the data samples are contained within an overall envelope function that is now periodic within the q-point data cell. Thus the window function would pre-multiply the comb function prior to transformation. A suitable windowing function might be the Bartlett window as this is a triangular function 10 :
( 1 2 ) that is a function that has a linear dependence on index q and so could be applied to the register contents with a Single Instruction Multiple Data (SIMD) instruction (in a similar manner to the modular exponentiation operations to produce x a mod N). However, the operation must be unitary and so the comb function impulse train cannot be attenuated. Thus, rather than attenuating the impulse train by multiplying by w(m), we instead add w(m) to the comb function. This boosts the central terms in the data window, increasing their relative weight, and so will ameliorate the effect of a non-periodic fit of the data in the window. Since the comb function will not fall to zero at the window edges, this will not be as effective in reducing spectral leakage as multiplying by w(m) but will still aid in reducing its deleterious effects. This, in turn, will increase the probability of detecting the reciprocal comb function impulse locations since they will be less spread and be more sharply peaked due to the reduction in spectral leakage effects. Thus the probability of the collapse of the output wavefunction,| > , at one of the correct locations will be increased and a more reliable result achieved.
CONCLUSION
This paper has described the Shor quantum algorithm for large integer factorisation from a signal processing perspective, emphasising the importance of the quantum Fourier transform as an essential component of the algorithm. A problem will arise in the implementation of the QFT for large integer sizes as the phase control gates necessary for its exact implementation require, nominally, an exponentially fine phase control. Approximations to the QFT that would allow a much coarser phase control are reviewed. A quantum version of the Hadamard transform, requiring only a 0 or π phase control, is considered as this may provide an effective solution for the specific requirement of the Shor algorithm, namely the transformation of a comb function to a reciprocal comb function. The reasons for a possible degradation of performance of the Hadamard transform have been discussed and a possible means to ameliorate this degradation considered by applying a triangular windowing function prior the Hadamard transformation to effect a reduction in spectral leakage effects and so increasing the probability of accurate location of the output impulse function train upon measurement of the output wavefunction.
