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MATRIX KSGNS CONSTRUCTION AND A
RADON–NIKODYM TYPE THEOREM
MOHAMMAD SAL MOSLEHIAN, ANATOLY KUSRAEV, AND MARAT PLIEV
Abstract. In this paper, we introduce the concept of completely positive ma-
trix of linear maps on Hilbert A-modules over locally C∗-algebras and prove an
analogue of Stinespring theorem for it. We show that any two minimal Stine-
spring representations for such matrices are unitarily equivalent. Finally, we
prove an analogue of the Radon–Nikodym theorem for this type of completely
positive n× n matrices.
1. Introduction and preliminaries
The study of completely positive linear maps is motivated by applications of
the theory of completely positive linear maps to quantum information theory,
where operator valued completely positive linear maps on topological algebras
with an involution are used as a mathematical model for quantum operations and
quantum probability. In the article we deal with rather a wide class of algebras,
which is called the class of locally C∗-algebras. This class was first introduced by
Inoue [7]. Later Phillips [15] showed that locally C∗-algebras can be considered
as inverse limits of C∗-algebras. In recent years, Joit¸a has provided a deep theory
of Hilbert A -modules over locally C∗-algebras; see [8, 9]. For basic information
about locally C∗-algebras and Hilbert modules over them the reader is referred
to [6, 8].
A linear map ϕ : A → B between locally C∗-algebras is said to be positive,
if ϕ(a∗a) ≥ 0 for all a ∈ A . A completely positive map ϕ : A → B of lo-
cally C∗-algebras is a linear map such that ϕn : Mn(A ) → Mn(B) defined by
ϕn
(
(aij))
n
i,j=1
)
= (ϕ(aij))
n
i,j=1 is positive. Stinespring [18] showed that a com-
pletely positive linear map ϕ from A to the C∗-algebra L (H) of all bounded
linear operators acting on a Hilbert space H is of the form ϕ(·) = S∗pi(·)S,
where pi is a ∗-representation of A on a Hilbert space K and S is a bounded
linear operator from H to K. Nowadays, the theory of completely positive linear
maps on Hilbert and Krein A-modules is a vast area of the modern analysis (see
[3, 4, 5, 11, 12, 13, 14, 16]).
Throughout the paper, we identify any n×n matrix (ϕij)ni,j=1, whose entries are
linear maps from A to B, with the linear map [ϕ] : Mn(A ) → Mn(B) defined
by
[ϕ]((aij)
n
i,j=1) = (ϕij(aij))
n
i,j=1 .
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If [ϕ] is a completely positive linear map from Mn(A ) to Mn(B), then we say
that [ϕ] is a completely n-positive linear map from A to B. In this case, the map
ϕii is clearly a completely positive linear map from A to B for each 1 ≤ i ≤ n;
see [19]. In this note, we consider a matrix version of KSGNS construction and
prove a Radon–Nikodym type theorem for completely positive n× n matrices of
linear maps on Hilbert A -modules.
A Hilbert A -module M over a locally C∗-algebra A is a right A -module,
equipped with an A -valued inner product 〈·, ·〉 that is C-linear and A -linear in
the second variable and 〈y, x〉 = 〈x, y〉∗ (x, y ∈M) such that A is complete under
the topology generated by the family of seminorms ‖x‖α = ‖〈x, x〉‖
1
2
α , α ∈ ∆.
If the closed two-sided ideal 〈M,M〉 of A generated by {〈x, y〉 : x, y ∈ M}
coincides with A , we say that M is full.
We need some auxiliary information about locally Hilbert spaces. The reader
can find some detailed description in [6, Chap. 2].
Definition 1.1. Let ∆ be a upward directed set, Hα be a Hilbert space for every
α ∈ ∆, Hα be a closed subspace of Hβ, α ≤ β and H = lim−→ Hα =
⋃
α∈∆Hα.
Endow the vector space H with an inductive limit topology, that is the finest
locally convex topology making the maps iα : Hα → H continuous. Then the
topological vector space H is called a locally Hilbert space.
By iα and iαβ we denote the continuous embeddings iα : Hα → H and iα,β :
Hα → Hβ, respectively. Elements of H can be considered as (ξα)α∈∆, where
ξα ∈ Hα and ξβ = iαβξα for all α, β ∈ ∆, α ≤ β. Let H and K be locally
Hilbert spaces with the same index set ∆ and let T be a linear operator from H
to K. Since Hα (Kα) is a closed subspace of Hβ (Kβ) we can define the projection
Pαβ : Hβ → Hα (Rαβ : Kβ → Kα). Consider linear operator T : H → K such
that RαβT = PαβT for every α ≤ β. Put Tα := T |Hα. Recall that for two Hilbert
spaces Hα and Kα, the Banach space of all bounded linear operators from Hα to
Kα is denoted by L (Hα,Kα). Put
L (H,K) := {T : H → K : T = lim
−→
Tα : Tα ∈ L (Hα,Kα)}
Let T = lim
−→
Tα ∈ L (H,K). Consider the adjoint T ∗α of Tα ∈ L (Hα,Kα), α ∈ ∆
and let α ≤ β in ∆, x ∈ Hα, y ∈ Hα. Then
〈T ∗βx, y〉β = 〈x, Tβy〉β = 〈x, Tαy〉α = 〈T ∗αx, y〉α.
Thus we have T ∗β |Kα = T ∗α for every α, β ∈ ∆, α ≤ β. Then there exists a unique
element T ∗ ∈ L (K,H) with
T ∗ = lim
−→
T ∗α such that T
∗|Kα = T ∗α, α ∈ ∆.
The operator T ∗ is called the adjoint of T . It is worth to note that L (H,K) has
a structure of a Hilbert L (H)-module over L (H) with the usual composition
as the right module action and the inner product given by 〈T1, T2〉 = T ∗1 T2 for
T1, T2 ∈ L (H,K). The topology on L (H,K) is generated by the family of
seminorms ‖ · ‖α, α ∈ ∆, where
‖T‖α := ‖T ∗αTα‖α, α ∈ ∆.
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Definition 1.2. A representation of Hilbert A -module M on locally Hilbert
spaces H and K is a continuous linear map Π :M→ L (H,K) with the property
that there is a continuous ∗-representation pi of A on the locally Hilbert space
H such that
〈Π(x),Π(y)〉 = pi(〈x, y〉)
for all x, y ∈ M. A representation Π :M→ L (H,K) of M is nondegenerate if
[Π(M)(H)] = K and [Π(M)∗(K)] = H (throughout the paper, [Y ] denotes the
closed subspace of a topological vector space Z generated by a subset Y of Z).
If M is full, then the ∗-representation pi associated to Π is evidently unique.
A linear map Φ :M→ L (H,K) is called completely positive on M if there is
a completely positive linear map ϕ : A → L (H) such that
〈Φ(x),Φ(y)〉 = ϕ(〈x, y〉)
for all x, y ∈ M.
2. The matrix KSGNS construction
Let M be a Hilbert module over A and let H,K be locally Hilbert spaces. In
all considerations below, we assume that for a locally C∗-algebra A = lim
←−
Aα the
set S(A ) of all continuous C∗ seminorms on A coincides with the indexing set
∆, where H = ⋃α∈∆Hα.
Let Φij :M→ L (H,K) i, j ∈ {1, . . . , n} be given continuous linear maps.
Definition 2.1. An n × n matrix [Φ] := (Φij)ni,j=1 of continuous linear maps
Φij : M → L (H,K) is called completely positive, if there exists a continuous
completely n-positive map [ϕ] from A to L (H) such that
〈[Φ](x), [Φ](y)〉 := (Φij(x)ni,j=1)∗(Φij(y))ni,j=1 = (ϕij〈x, y〉)ni,j=1 (2.1)
for every x, y ∈ M. Then we say that [Φ] is a [ϕ]-completely positive n × n
matrix.
The equality above needs clarification. By (Φij(x)
n
i,j=1)
∗ we mean (Φji(x)∗)ni,j=1,
where Φji(x)
∗ is the adjoint of Φji(x). Thus, in equality 2.1, we have
ϕij〈x, y〉 =
n∑
r=1
Φri(x)
∗Φrj(y).
By CPn(M,L (H,K)) we denote the set of all completely positive n×n matrices
from M to L (H,K).
Theorem 2.2. Let A = lim
←−
Aα be a unital locally C
∗-algebra andM be a Hilbert
A -module over A . Let [ϕ] : A → L (H) be a continuous completely n-positive
map corresponded to a matrix (ϕij)
n
i,j=1 of linear maps from A to L (H), and
[Φ] = (Φij)
n
i,j=1, Φij : M→ L (H,K), i, j ∈ {1, . . . , n} be a [ϕ]-completely posi-
tive n×n matrix. Then there exists a data (piΦ,HΦ,KΦ, SΦ1 , . . . , SΦn ,WΦ1 , . . . ,WΦn ),
where HΦ,KΦ are locally Hilbert spaces; piΦ : M→ L (HΦ,KΦ) is a representa-
tion of the module M on the locally Hilbert spaces HΦ and KΦ, which associated
with the continuous ∗-homomorphism piϕ : A → L (HΦ), the maps SΦi : H → HΦ
and WΦi : K → KΦ are continuous linear operators such that:
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(1) ϕij(a) = (S
Φ
i )
∗piϕ(a)SΦj for every a ∈ A , i, j ∈ {1, . . . , n};
(2) Φij(x) = (W
Φ
i )
∗piΦ(x)SΦj for every x ∈M, i ∈ {1, . . . , n};
(3) HΦ = [{piϕ(A )SΦi (H) : i, j = 1, . . . , n}];
(4) KΦ = [{piΦ(M)SΦi (H) : i = 1, . . . , n}].
Proof. At first, we prove the existence of piϕ, HΦ and SΦ1 , . . . , SΦn . We denote
by (Aα ⊗alg Hα)n the direct sum of n copies of the algebraic tensor product
Aα⊗algHα, α ∈ ∆. It is not difficult to verify that (Aα⊗algHα)n is a semi-linear
product space under
〈 m∑
s=1
(ais ⊗ ξis)ni=1,
l∑
t=1
(bjt ⊗ ηjt)nj=1
〉
α0
=
m,l∑
s,t=1
n∑
i,j=1
〈ξis, ϕij(a∗isbjt)ηjt〉α .
Put Mα := {ζ ∈ (Aα ⊗alg Hα)n) : 〈ζ, ζ〉α0 = 0}. Employing the Cauchy–Schwarz
inequality, we observe that Mα is a subspace of (Aα ⊗alg Hα)n. Then (Aα ⊗alg
Hα)n/Mα becomes a pre-Hilbert space with the inner product defined by
〈ζ1 +Mα, ζ2 +Mα〉 := 〈ζ1, ζ2〉α0
for every α ∈ ∆. The completion of (Aα ⊗alg Hα)n/Mα with respect to the
topology induced by this inner product is denoted by HΦα . Observe that if Mα ⊃
Mβ and α, β ∈ ∆ and therefore there is continuous embeddings jαβ : HΦα → HΦβ .
Put HΦ = lim
−→
HΦα . We denote by ξi the element in lim−→
(
(Aα ⊗Hα)n/Mα
)
, whose
ith component is (1α)α∈∆⊗ (ξα)α∈∆ and all other components are 0. Now we can
define a linear map SΦi : H → HΦ
Si(ξ) = ξi.
Let us denote by ξa,i the element in lim−→
(
(Aα⊗algHα)n/Mα
)
, whose ith component
is a ⊗ ξ and all other components are 0. Let a ∈ A . Consider the linear map
piϕ(a) : lim
−→
(Aα ⊗alg Hα)n → lim−→(Aα ⊗alg Hα)
n defined by
piϕ(a)(ai ⊗ ξi)ni=1 = (aai ⊗ ξi)ni=1.
The linear map piϕ(a) can be extended by linearity and continuity to a linear map,
denoted also by piϕ(a), from HΦ to HΦ. The fact that piϕ(a) is a representation of
A on L (HΦ) is showed in the same manner as in the proof of Theorem 3.3.2 of [9].
It is easy to check that piϕ(ai)S
Φ
i ξi = ξi,a+lim−→
Mα. Therefore the subspace of HΦ
generated by piϕ(ai)S
Φ
i ξi, i ∈ {1, . . . , n}, ξi ∈ H, ai ∈ A is exactly lim−→
(
(A ⊗alg
H)n/Mα
)
.
Let KΦ := (KΦ1 , . . . ,KΦn ), where
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KΦi :=
[⋃n
j=1Φij(M)SΦj (H)
]
. Now we can define piΦ : M → L (HΦ,KΦ) as
follows:
piΦ(x)
( m∑
s=1
piϕ(a1s)S
Φ
1 ξ1s, . . . ,
m∑
s=1
piϕ(ans)S
Φ
n ξns
)
:=
=
( n∑
j=1
m∑
s=1
Φ1j(xajs)ξjs, . . . ,
n∑
j=1
m∑
s=1
Φnj(xajs)ξjs
)
,
where x ∈M, ais ∈ A , ξis ∈ H, 1 ≤ s ≤ m, m ∈ N. We claim that piΦ(x) is well
defined. Indeed, we have
∣∣∣∣∣∣piΦ(x)(
m∑
s=1
piϕ(a1s)S
Φ
1 ξ1s, . . . ,
m∑
s=1
piϕ(ans)S
Φ
n ξns
)∣∣∣∣∣∣2
α
=
∣∣∣∣∣∣(
n∑
j=1
m∑
s=1
Φ1j(xajs)ξjs, . . . ,
n∑
j=1
m∑
s=1
Φnj(xajs)ξjs
)∣∣∣∣∣∣2
α
=
m∑
s,r=1
n∑
i,j=1
n∑
l=1
〈ξis,Φli(xais)∗Φlj(xajr)ξjr〉α
=
m∑
s,r=1
n∑
i,j=1
〈ξis, ϕij(〈xais, xajr〉)ξjr〉α
=
m∑
s,r=1
n∑
i,j=1
〈ξis, (SΦi )∗piϕ(a∗is〈x, x〉ajr)SΦj ξjr〉α
=
m∑
s,r=1
n∑
i,j=1
〈piϕ(ais)SΦi (ξis), piϕ(〈x, x〉)piϕ(ajr)SΦj ξjr〉α =
=
〈 m∑
s=1
n∑
i=1
piϕ(ais)S
Φ
i (ξis), pi
ϕ(〈x, x〉)
( m∑
r=1
n∑
j=1
piϕ(ajr)S
Φ
j ξjr
)〉
α
≤
∣∣∣∣∣∣piϕ(〈x, x〉)∣∣∣∣∣∣
α
∣∣∣∣∣∣(
m∑
r=1
n∑
i=1
piϕ(ai,r)S
Φ
i ξi,r)
∣∣∣∣∣∣2
α
≤ ||x||2α
∣∣∣∣∣∣(
m∑
r=1
n∑
i=1
piϕ(ai,r)S
Φ
i ξi,r)
∣∣∣∣∣∣2
α
for all α ∈ ∆ and therefore piΦ(x) is well defined and continuous. Hence it can
be extended to the whole of KΦ. Now we prove that piΦ is a representation. For
showing this, let x, y ∈ M; ais, bjr ∈ A ; ξis, ηjr ∈ H; 1 ≤ i, j ≤ n; 1 ≤ s ≤ l,
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1 ≤ r ≤ m; n,m ∈ N. Then we have
〈
(piΦ(x))∗piΦ(y)
( m∑
r=1
n∑
j=1
piϕ(bj,r)S
Φ
j ηj,r
)
,
l∑
s=1
n∑
i=1
piϕ(ai,s)S
Φ
i ξi,s
〉
α
=
〈 m∑
r=1
n∑
j=1
Φj(ybjr)ηjr,
l∑
s=1
n∑
i=1
Φi(xais)ξis
〉
α
=
l∑
s=1
m∑
r=1
n∑
i,j=1
〈Φi(xais)∗Φj(ybjr)ηjr, ξis〉α
=
l∑
s=1
m∑
r=1
n∑
i,j=1
〈ϕij(〈xais, ybjr〉)ηjr, ξis〉α
=
l∑
s=1
m∑
r=1
n∑
i,j=1
〈(SΦi )∗pi(a∗is〈x, y〉ajr)SΦj ηjr, ξis〉α
=
〈
pi(〈x, y〉)
( m∑
r=1
n∑
j=1
pi(bj,r)S
Φ
j ηj,r
)
,
l∑
s=1
n∑
i=1
pi(ai,s)S
Φ
i ξi,s
〉
α
for all α ∈ ∆. Thus (piΦ(x))∗piΦ(y) = piϕ(〈x, y〉) on a dense set and hence they
are equal on HΦ. Let Wi, i ∈ {1, . . . , n} be the orthogonal projection from K to
KΦi . Then W ∗i : KΦi → K is an inclusion map. Hence WiW ∗i = IKΦi for every
i ∈ {1, . . . , n}. Now we give a representation for [Φ]. For every x ∈ M and
ξ ∈ H, we have
Φij(x)(ξ) = (W
Φ
i )
∗piΦ(x)SΦj (ξ) for every i, j ∈ {1, . . . , n}.

Definition 2.3. Let [ϕ] and [Φ] be as an Theorem 2.2. We say that a data
(pi,H,K, S1, . . . , Sn,W1, . . . ,Wn), is a Stinespring representation of ([ϕ], [Φ]) if
the conditions (1) − (2) of Theorem 2.2 are satisfied. By Ki, i ∈ {1, . . . , n} we
denote [pi(M)Si(H)]. Such a representation is said to be minimal if
1) H = [
⋃n
i=1 pi
ϕ(A)Si(H)];
2) K = [
⋃n
i=1 pi(M)Si(H)].
Theorem 2.4. Let [ϕ] and [Φ] be as an Theorem 2.2. Assume that
(pi,H,K, S1, . . . , Sn,W1, . . . ,Wn) and (pi
′, H ′, K ′, S ′1, . . . , S
′
n,W
′
1, . . . ,W
′
n)
are minimal Stinespring representations, which associated with the continuous ∗-
homomorphisms piϕ : A → L (H) ((piϕ)′ : A → L (H ′)), respectively. Then
there exist unitary operators U1 : H → H ′, U2 : K → K ′ such that
(1) U1Si = S
′
i, ∀i ∈ {1, . . . , n}; U1piϕ(a) = (piϕ)′(a)U1, ∀a ∈ A .
(2) U2Wi = W
′
i ; ∀i ∈ {1, . . . , n}; U2pi(x) = pi′(x)U1; ∀x ∈M.
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That is, the following diagram commutes, for all a ∈ A , x ∈M, i ∈ {1, . . . , n}
H Si−−−→ H π
ϕ(a)−−−→ H π(x)−−−→ K Wi←−−− KyId yU1 yU1 yU2 yId
H S
′
i−−−→ H ′ (π
ϕ)′(a)−−−−→ H ′ π
′(x)−−−→ K ′ W
′
i←−−− K
Proof. Let us prove the existence of the unitary map U1 : H → H ′. First define
U1 on the dense subspace of H spanned by
⋃n
i=1 pi
ϕ(A)Si(H).
U1
( m∑
s=1
n∑
i=1
piϕ(ais)Si(ξis)
)
:=
m∑
s=1
n∑
i=1
(piϕ)′(ais)S
′
i(ξis) ,
where ais ∈ A , ξis ∈ H, m ∈ N. It is not difficult to check that U1 is a surjective
continuous operator. Denote the extension of U1 to H by U1 itself. Then U1 is
unitary and satisfies the condition in (1). Now define U2 on the dense subspace
spanned by
⋃n
i=1 pi(M)Si(H).
U2
( m∑
s=1
pi(x1s)S1ξ1s + · · ·+
m∑
s=1
pi(xns)Snξns
)
:=
m∑
s=1
pi′(x1s)S
′
1ξ1s + · · ·+
m∑
s=1
pi′(xns)S
′
nξns,
where xis ∈ M, ξis ∈ H, m ∈ N. Using the fact that Si, S ′i are continuous
embeddings for every i ∈ {1, . . . , n} we have
U2
( m∑
s=1
pi(xis)Siξis
)
=
m∑
s=1
pi′(xis)S
′
iξis,
and so U2(Ki) = K
′
i. We can see that U2 is well defined and can be extended to
a unitary map. For showing this, consider
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∣∣∣∣∣∣
m∑
s=1
pi′(x1s)S
′
1ξ1s + · · ·+
m∑
s=1
pi′(xns)S
′
nξns
∣∣∣∣∣∣2
α
=
〈 n∑
i=1
m∑
s=1
pi′(xis)S
′
iξis,
n∑
j=1
m∑
r=1
pi′(xjr)S
′
jξjr
〉
α
=
m∑
s,r=1
n∑
i,j=1
〈pi′(xis)S ′iξis, pi′(xjr)S ′jξjr〉α
=
m∑
s,r=1
n∑
i,j=1
〈ξis, S ′∗i (piϕ)′(〈xis, xjr〉)S ′j(ξjr)〉α
=
m∑
s,r=1
n∑
i,j=1
〈ξis, ϕij(〈xais, xajr〉)(ξjr)〉α
=
m∑
s,r=1
n∑
i,j=1
〈ξis, S∗i piϕ(〈xis, xjr〉)Sj(ξjr)〉α
=
m∑
s,r=1
n∑
i,j=1
〈pi(xis)Siξis, pi(xjr)Sjξjr〉α
=
〈 n∑
i=1
m∑
s=1
pi(xis)Siξis,
n∑
j=1
m∑
r=1
pi(xjr)Sjξjr
〉
α
=
∣∣∣∣∣∣
m∑
s=1
pi(x1s)S1ξ1s + · · ·+
m∑
s=1
pi(xns)Snξns
∣∣∣∣∣∣2
α
for all α ∈ ∆. Hence U2 is well defined and continuous, therefore U2 can be
extended to whole of K. We denote this extension by U2 itself. Evidently U2 is
a surjective continuous operator. We notice that
(pi,H,K, S1, . . . , Sn,W1, . . . ,Wn) and (pi
′, H ′, K ′, S ′1, . . . , S
′
n,W
′
1, . . . ,W
′
n)
are Stinespring representations for ([ϕ], [Φ]). Hence for every i ∈ {1, . . . , n} we
have
Φij(x) =W
∗
i pi(x)Sj =W
′∗
i pi
′(x)S ′j = W
′∗
i U2pi(x)Sj.
Hence
(W ∗i −W ′∗i U2)Ψ(x)Sj = 0,
whence
(W ∗i −W ′∗i U2)pi(x)Sj(ξ) = 0
for all x ∈M, ξ ∈ H, i, j ∈ {1, . . . , n}.
Hence U2Wi = W
′
i for every i ∈ {1, . . . , n}. Finally, we show that U2pi(x) =
pi′(x)U1 on the dense subspace{ m∑
s=1
n∑
i=1
pi(ais)Si(ξis); ais ∈ A , ξis ∈ H, m ∈ N
}
.
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We must recall that every representation pi : M → L(H,K) has the property
pi(xa) = pi(x)pi(a) for every x ∈ M and a ∈ A . Utilizing the fact that pi and pi′
are representations associated with piϕ and (piϕ)′, respectively, we have
U2pi(x)
( m∑
s=1
n∑
i=1
piϕ(ais)Si(ξis)
)
= U2
( m∑
s=1
n∑
i=1
pi(xais)Siξis
)
=
m∑
s=1
n∑
i=1
pi′(xais)S
′
iξis
= pi′(x)
( m∑
s=1
n∑
i=1
(piϕ)′(ais)S
′
i(ξis)
)
= pi′(x)U1
( m∑
s=1
n∑
i=1
piϕ(ais)Si(ξis)
)
.

3. Radon–Nikodym type theorem
Consider a full Hilbert A -module M over a locally C∗-algebra A and locally
Hilbert spaces H,K. Let [Φ], [Ψ] ∈ CPn(M,L (H,K)). We say that [Φ] =
(Φij)
n
i,j=1 is equivalent to [Ψ] = (Ψij)
n
i,j=1, denoted by [Φ] ∼ [Ψ], if
〈[Φ](x), [Φ](x)〉 = 〈[Ψ](x), [Ψ](x)〉
for every x ∈ M. We remark that the relation ∼ is an equivalence relation on
CPn(M,L (H,K)).
Lemma 3.1. Let A be a unital locally C∗-algebra and M be a full Hilbert A -
module over A . LetH,K be locally Hilbert spaces and [Φ], [Ψ] ∈ CPn(M,L (H,K)).
Then Ψ ∼ Φ if and only if the Stinespring constructions associated with Ψ and
Φ are unitarily equivalent.
Proof. Let Ψ ∼ Φ. We must prove that the Stinespring constructions of [Φ] and
[Ψ] are unitary equivalent. For every x ∈M, we have
(Φij(x)
n
i,j=1)
∗(Φij(x))
n
i,j=1 = (ϕij〈x, x〉)ni,j=1 = (Ψij(x)ni,j=1)∗(Ψij(y))ni,j=1
for some continuous completely n-positive map (ϕij). By [9, Theorem 4.1.8],
there exists a unitary operator U1 ∈ L (HΦ,HΨ) such that U1SΦi = SΨi for every
i ∈ {1, . . . , n}. Observe that by the Theorem 2.2 the elements
( n∑
i=1
m∑
s=1
Φ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Φni(xis)ξis
)
;
xis ∈M; ξis ∈ H; 1 ≤ i ≤ n; 1 ≤ s ≤ m; m ∈ N,
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are dense in the locally Hilbert space KΦ. Now for all α ∈ ∆ we have
∣∣∣∣∣∣(
n∑
i=1
m∑
s=1
Φ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Φni(xis)ξis
)∣∣∣∣∣∣2
α
=
m∑
s,r=1
n∑
i,j=1
n∑
l=1
〈ξis,Φli(xais)∗Φlj(xajr)ξjr〉α
=
m∑
s,r=1
n∑
i,j=1
〈ξis, ϕij(〈xis, xjr〉)ξjr〉α
=
m∑
s,r=1
n∑
i,j=1
n∑
l=1
〈ξis,Ψli(xais)∗Ψlj(xajr)ξjr〉α
=
∣∣∣∣∣∣(
n∑
i=1
m∑
s=1
Ψ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Ψni(xis)ξis
)∣∣∣∣∣∣2
α
Since the elements
( n∑
i=1
m∑
s=1
Ψ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Ψni(xis)ξis
)
are dense in the lo-
cally Hilbert space KΨ, there exists a continuous linear operator U2 : KΦ → KΨ
defined by
U2
( n∑
i=1
m∑
s=1
Φ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Φni(xis)ξis
)
=
( n∑
i=1
m∑
s=1
Ψ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Ψni(xis)ξis
)
on a dense subspace of KΦ. Hence it can be extended to the whole space KΦ and
U2W
Φ = WΨ. Let us prove that for every x ∈M the equality U2piΦ(x) = piΨ(x)U1
holds. To this end, take x ∈M. We have
U2pi
Φ(x)
( m∑
s=1
piϕ(a1s)S
Φ
1 ξ1s, . . . ,
m∑
s=1
piϕ(ans)S
Φ
n ξns
)
= U2
( n∑
i=1
m∑
s=1
Φ1i(xa1s)ξ1s, . . . ,
n∑
i=1
m∑
s=1
Φni(xans)ξns
)
=
( n∑
i=1
m∑
s=1
Ψ1i(xa1s)ξ1s, . . . ,
n∑
i=1
m∑
s=1
Ψni(xans)ξns
)
= piΨ(x)
( m∑
s=1
piψ(a1s)S
Ψ
1 ξ1s, . . . ,
m∑
s=1
piψ(ans)S
Ψ
n ξns
)
= piΨ(x)U1
( m∑
s=1
piϕ(a1s)S
Φ
1 ξ1s, . . . ,
m∑
s=1
piϕ(ans)S
Φ
n ξns
)
.
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Since linear continuous operators U2pi
Φ(x) and piΨ(x)U1 coincide on a dense sub-
space of the space HΦ, they coincide on the whole space. Hence the unitarily
equivalence of the Stinespring constructions is established.
On the other hand, assume that the Stinespring constructions of [Φ] and [Ψ]
are unitarily equivalent. Take x ∈M, i, j ∈ {1, . . . , n}. Then we may write
ψij〈x, x〉 =
n∑
k=1
Ψki(x)
∗Ψkj(x)
=
n∑
k=1
(
(WΨk )
∗piΨ(x)SΨi
)∗
(WΨk )
∗piΨ(x)SΨj
=
n∑
k=1
(
(U2W
Φ
k )
∗piΨ(x)U1S
Φ
i
)∗
(U2W
Φ
k )
∗piΨ(x)U1S
Φ
j
=
n∑
k=1
(
(WΦk )
∗U∗2U2pi
Φ(x)SΦi
)∗
(WΦk )
∗U∗2U2pi
Φ(x)SΦj
=
n∑
k=1
(
(WΦk )
∗piΦ(x)SΦi
)∗
(WΦk )
∗piΦ(x)SΦj
=
n∑
k=1
Ψki(x)
∗Ψkj(x) = ϕij〈x, x〉.
Thus [Ψ] ∼ [Φ]. 
Let [Φ], [Ψ] ∈ CPn(M,L (H,K)). We say that [Φ] is dominated by [Ψ] and
denoted by [Φ]  [Ψ], if 〈[Ψ](x), [Ψ](x)〉 ≤ 〈[Φ](x), [Φ](x)〉 for every x ∈M. The
following properties of the relation  are evident:
• Φ  Φ for every Φ ∈ CPn(M,L (H,K));
• If Φ1  Φ2, Φ2  Φ3 then Φ2  Φ3 for every Φ1,Φ2,Φ3 ∈ CPn(M,L (H,K));
• If Φ  Ψ and Ψ  Φ then Ψ ∼ Φ for every Φ,Ψ ∈ CPn(M,L (H,K)).
Let H1,H2 be locally Hilbert spaces with the same some index set ∆. By
H1 ⊕H2 we denote the direct sum topological vector spaces H1 and H2.
Let Π : M → L (H1,H2) be a representation of M on locally Hilbert spaces
H1 and H2. The set
Π(M)′ := {T⊕N ∈ L (H1⊕H2) : Π(x)T = NΠ(x); Π(x)∗N = TΠ(x)∗; x ∈M}
is called the commutant of Π(M).
Lemma 3.2. Let [Φ] ∈ CPn(M,L (H,K)) and (piΦ,HΦ,KΦ, SΦ1 , . . . , SΦn ,WΦ1 , . . . ,WΦn )
be the Stinespring construction associated with [Φ]. If the operator T ⊕ N ∈
piΦ(M)′ is positive, then there exists [ΦT⊕N ] ∈ CPn(M,L (H,K)), defined by the
formula
ΦT⊕Nij (x) = (W
Φ
i )
∗√NpiΦ(x)
√
TSΦj
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Proof. For every x, y ∈M we may write
n∑
k=1
(ΦT⊕Nki )(x)
∗(ΦT⊕Nkj )(y) =
n∑
k=1
(SΦi )
∗√TpiΦ(x)∗
√
NWΦk (W
Φ
k )
∗√NpiΦ(y)
√
TSΦj
= (SΦi )
∗TpiΦ(x)∗
( n∑
k=1
WΦk (W
Φ
k )
∗
)
piΦ(y)TSΦj
= (SΦi )
∗TpiΦ(x)∗piΦ(y)TSΦj
= (SΦi )
∗T 2piϕ(〈x, y〉)SΦj
= ϕijT 2(〈x, y〉).
Employing [9, Lemma 4.2.2] we deduce that [ϕT 2 ] = (ϕijT 2)
n
ij is continuous com-
pletely n-positive map fromA toL (H) and therefore [ΦT⊕N ] ∈ CPn(M,L (H,K)).

Lemma 3.3. Let Π : M → L (H,K) be a representation of a full Hilbert A -
moduleM on locally Hilbert spaces H and K. Then Π(M)′ is a locally C∗-algebra
and T ∈ pi(A )′. Moreover, if the representation Π is nondegenerate, then for
given T ⊕N ∈ Π(M)′ the operator N is uniquely determined by T .
Proof. Let T1 ⊕N1, T2 ⊕N2 ∈ Π(M)′ and ζ ∈ C. We have
T1 ⊕N1 + T2 ⊕N2 = (T1 + T2)⊕ (N1 +N2) ∈ Π(M)′;
ζ(T1 ⊕N1) = ζT1 ⊕ ζN1 ∈ Π(M)′; T ∗1 ⊕N∗1 ∈ Π(M)′;
(T1 ◦ T2)⊕ (N1 ◦N2) ∈ Π(M)′.
Clearly Π(M)′ is a closed subalgebra of the locally C∗-algebra L (H ⊕ K) and
therefore Π(M)′ is a locally C∗-algebra. Take T ⊕N ∈ Π(M)′. Then we have
pi(〈x, y〉)T = 〈Π(x)Π(y)〉T = Π(x)∗Π(y)T =
Π(x)∗NΠ(y) = TΠ(x)∗Π(y) = T 〈Π(x)Π(y)〉 = Tpi(〈x, y〉)
Taking into account that the linear span of the set {〈x, y〉 : x, y ∈ M} is dense
in A we deduce that T ∈ pi(A )′. Assume the representation Π :M→ L (H,K)
is nondegenerate and T ⊕ N ∈ Π(M)′. Since the subspace [Π(M)(H)] is dense
in K for given T the equality Π(x)T (ξ) = N(Π(x)ξ), ξ ∈ H, x ∈ M determines
the operator N . 
The following noncommutative version of the Radon–Nikodym theorem is the
main result of this section.
Theorem 3.4. Let [Φ], [Ψ] ∈ CPn(M,L (H,K)) and [Ψ]  [Φ]. Then there
exists a unique positive linear operator ∆ΦΨ ∈ (piΦ(M)′) such that [Ψ] ∼ [Φ
√
∆Ψ
Φ ].
Proof. Take the Stinespring constructions (piΦ,HΦ,KΦ, SΦ1 , . . . , SΦn ,WΦ1 , . . . ,WΦn )
and also (piΨ,HΨ,KΨ, SΨ1 , . . . , SΨn ,WΨ1 , . . . ,WΨn ) associated with [Φ] and [Ψ], re-
spectively. If [Ψ]  [Φ], then [ψ]  [φ] and by utilizing [9, Lemma 4.2.5] there
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exists a linear continuous operator R : HΦ → HΨ such that
R
( m∑
s=1
piϕ(a1s)S
Φ
1 ξ1s, . . . ,
m∑
s=1
piϕ(ans)S
Φ
n ξns
)
=
( m∑
s=1
piψ(a1s)S
Ψ
1 ξ1s, . . . ,
m∑
s=1
piψ(ans)S
Ψ
n ξns
)
,
where x ∈ M, ais ∈ A , ξis ∈ H, 1 ≤ i ≤ n, 1 ≤ s ≤ m, m ∈ N. Moreover
‖Rα‖ ≤ 1 for all α ∈ ∆ and piψ(a) = piϕR∗R(a) for every a ∈ A . We have
∣∣∣∣∣∣(
n∑
i=1
m∑
s=1
Ψ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Ψni(xis)ξis
)∣∣∣∣∣∣2
α
=
m∑
s,r=1
n∑
i,j=1
n∑
l=1
〈ξis,Ψli(xais)∗Ψlj(xajr)ξjr〉α
=
m∑
s,r=1
n∑
i,j=1
〈ξis, ψij(〈xis, xjr〉)ξjr〉α
≤
m∑
s,r=1
n∑
i,j=1
〈ξis, φij(〈xis, xjr〉)ξjr〉α
=
m∑
s,r=1
n∑
i,j=1
n∑
l=1
〈ξis,Φli(xais)∗Φlj(xajr)ξjr〉α
=
∣∣∣∣∣∣(
n∑
i=1
m∑
s=1
Φ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Φni(xis)ξis
)∣∣∣∣∣∣2
α
.
Since the elements
( n∑
i=1
m∑
s=1
Φ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Φni(xis)ξis
)
are dense in the
space KΦ, we deduce that there exists a unitary operator Q : KΦ → KΨ such
that
Q
( n∑
i=1
m∑
s=1
Φ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Φni(xis)ξis
)
=
( n∑
i=1
m∑
s=1
Ψ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Ψni(xis)ξis
)
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It is clear that ‖Qα‖ ≤ 1 for all α ∈ ∆. Now take an arbitrary element x ∈ M.
Then
QpiΦ(x)
( m∑
s=1
piϕ(a1s)S
Φ
1 ξ1s, . . . ,
m∑
s=1
piϕ(ans)S
Φ
n ξns
)
= Q
( n∑
i=1
m∑
s=1
Φ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Φni(xis)ξis
)
=
( n∑
i=1
m∑
s=1
Ψ1i(xis)ξis, . . . ,
n∑
i=1
m∑
s=1
Ψni(xis)ξis
)
= piΨ(x)
( m∑
s=1
piψ(a1s)S
Ψ
1 ξ1s, . . . ,
m∑
s=1
piψ(ans)S
Ψ
n ξns
)
= piΨ(x)R
( m∑
s=1
piϕ(a1s)S
Φ
1 ξ1s, . . . ,
m∑
s=1
piϕ(ans)S
Φ
n ξns
)
,
where ais ∈ A , ξis ∈ H, 1 ≤ i ≤ n, 1 ≤ s ≤ m, m ∈ N. Since the elements
( m∑
s=1
piϕ(a1s)S
Φ
1 ξ1s, . . . ,
m∑
s=1
piϕ(ans)S
Φ
n ξns
)
are dense in the locally Hilbert space HΦ we have QpiΦ(x) = piΨ(x)R.
Take again x, y ∈ M. Then
piΨ(x)∗Q
( n∑
i=1
m∑
s=1
Φ1i(yais)ξis, . . . ,
n∑
i=1
m∑
s=1
Φni(yais)ξis
)
= piΨ(x)∗
( n∑
i=1
m∑
s=1
Ψ1i(yais)ξis, . . . ,
n∑
i=1
m∑
s=1
Ψni(yais)ξis
)
= piΨ(x)∗piΨ(y)
( m∑
s=1
piψ(a1s)S
Ψ
1 ξ1s, . . . ,
m∑
s=1
piψ(ans)S
Ψ
n ξns
)
= piψ(〈x, y〉)
( m∑
s=1
piψ(a1s)S
Ψ
1 ξ1s, . . . ,
m∑
s=1
piψ(ans)S
Ψ
n ξns
)
= Rpiϕ(〈x, y〉)
( m∑
s=1
piϕ(a1s)S
Φ
1 ξ1s, . . . ,
m∑
s=1
piϕ(ans)S
Φ
n ξns
)
= RpiΦ(x)∗piΦ(y)
( m∑
s=1
piϕ(a1s)S
Φ
1 ξ1s, . . . ,
m∑
s=1
piϕ(ans)S
Φ
n ξns
)
= RpiΦ(x)∗
( n∑
i=1
m∑
s=1
Φ1i(yais)ξis, . . . ,
n∑
i=1
m∑
s=1
Φni(yais)ξis
)
,
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where ais ∈ A , ξis ∈ H, 1 ≤ i ≤ n, 1 ≤ s ≤ m, m ∈ N. Taking into account that
the sums ( n∑
i=1
m∑
s=1
Φ1i(yais)ξis, . . . ,
n∑
i=1
m∑
s=1
Φni(yais)ξis
)
are dense in the locally Hilbert space KΦ we deduce that piΨ(x)∗Q = RpiΦ(x)∗.
We define the operator ∆ΦΨ by ∆
Φ
Ψ = ∆1⊕∆2, where ∆1 = R∗R and ∆2 = Q∗Q.
For every x ∈M the following equalities hold:
∆2pi
Φ(x) = Q∗QpiΦ(x) = Q∗piΨ(x)R = piΦ(x)R∗R = piΦ(x)∆1.
The same equalities are true for the adjoint operator as
piΦ(x)∗∆2 = pi
Φ(x)∗Q∗Q = R∗piΨ(x)∗Q = R∗RpiΦ(x)∗ = ∆1pi
Φ(x)∗.
Hence ∆ΦΨ ∈ (piΦ(M)′) and 0 ≤ ∆ΦΨ ≤ 1. The same calculations as in Lemma 3.2
for every x ∈M give us equalities
(
〈[Φ
√
∆Ψ
Φ (x)], [Φ
√
∆Ψ
Φ (y)]〉
)
ij
=
n∑
r=1
(Φ
√
∆Ψ
Φ
ri (x))
∗Φ
√
∆Ψ
Φ
rj (y)
= (SΦi )
∗∆1pi
ϕ(〈x, y〉)SΦj
= ϕij∆1(〈x, y〉).
Hence, we deduce
〈[Φ
√
∆Ψ
Φ ](x), [Φ
√
∆Ψ
Φ ](x)〉 = [ϕ]∆1(〈x, x〉) = [ψ](〈x, x〉) = 〈[Ψ](x), [Ψ]〉(x),
and [Ψ] ∼ [Φ
√
∆Φ
Ψ]. Assume that there exists another positive operator T ⊕ S ∈
(piΦ(M)′) such that [Ψ] ∼ [Φ
√
T⊕S]. Then [Φ
√
∆Φ
Ψ ] ∼ [Φ
√
T⊕S] and [ϕ∆1 ] = [ϕT ].
Since the representation piΦ is nondegenerate we deduce ∆1 = T and ∆
Φ
Ψ =
T ⊕ S. 
The operator ∆ΨΦ ∈ (piΦ(M)′) is called the Radon–Nikodym derivative of [Ψ]
with respect to [Φ]. We notice that if ∆ΦΨ = ∆1 ⊕ ∆2 is the Radon–Nikodym
derivative of [Ψ] with respect to [Φ], then ∆1 is the Radon–Nikodym derivative
of [ψ] with respect to [ϕ].
For [Φ] ∈ CPn(M,L (H,K)) let
[˜Φ] := {[Ψ] ∈ CPn(M,L (H,K)) : [Ψ] ∼ [Φ]}
Take [Ψ], [Φ] ∈ CPn(M,L (H,K)). We use the notation [˜Ψ] ≤ [˜Φ] when [Ψ] 
[Φ]. For [Φ] ∈ CPn(M,L (H,K)) consider the set
[0, [̂Φ]] := {[˜Ψ] : [Ψ] ∈ CPn(M,L (H,K)) : [˜Ψ] ≤ [˜Φ]}
and
[0, I]Φ := {T ⊕N ∈ piΦ(M)′ : 0 ≤ T ⊕N ≤ I}.
By Theorem 3.4 we deduce the existence of a linear map Υ : [0, [̂Φ]] → [0, I]Φ
such that
[0, [˜Φ]] ∈ [˜Ψ] 7→ Υ([˜Ψ]) = ∆Φ([Ψ]) ∈ [0, I]Φ. (3.1)
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Theorem 3.5. Let [Φ] ∈ CPn(M,L (H,K)). Then the map Υ : [0, [˜Φ]]→ [0, I]Φ
is order-preserving isomorphism.
Proof. By Theorem 3.4, the map Υ : [0, [˜Φ]] → [0, I]Φ is well defined. Let
[Ψ1], [Ψ2] ∈ Cn(M,L (H,K)) and [Ψ1]  [Ψ], [Ψ2]  [Ψ], ∆Φ(Ψ1) = ∆Φ(Ψ2).
Then, by ([9, Theorem 4.2.6], [Ψ1] ∼ [Ψ2]. Hence [˜Ψ1] = [˜Ψ2] and we prove
that Υ is an injective linear map. On the other hand, take an arbitrary op-
erator T ⊕ N ∈ piΦ(M)′ such that 0 ≤ T ⊕ N ≤ I. Utilizing Lemma 3.2
we have [ΦT⊕N ]  [Φ] and ˜[ΦT⊕N ] ≤ [˜Φ]. Hence, the map Υ is surjective. If
[Ψ1]  [Ψ2]  [Φ], then [ψ1]  [ψ2]  [ϕ] and again by using [9, Theorem 4.2.6]
we deduce that ∆1Φ(Ψ1) ≤ ∆1Φ(Ψ2). Since the representation piΦ(M) is nonde-
generate and by employing Lemma 3.3 we get ∆Φ(Ψ1) ≤ ∆Φ(Ψ2). If
0 ≤ T1 ⊕N1 ≤ T2 ⊕N2; T1 ⊕N1, T2 ⊕N2 ∈ piΦ(M)′,
then 0 ≤ T1 ≤ T2 ≤ I, T1, T2 ∈ piϕ(A )′. Hence [ϕT1 ] ≤ [ϕT2 ] and therefore
[ΦT1⊕N1 ]  [ΦT2⊕N2 ]. 
Remark 3.6. In [10], Joit¸a proved a Radon–Nikodym type theorem for completely
positive n × n matrices of maps from locally C⋆-algebra A to the C⋆-algebra
L (H) of all bounded linear bounded operators on a Hilbert space H. If we regard
a completely positive n × n matrix as a completely positive map [ϕ] : Mn(A ) →
Mn(L (H)), then Theorem3.4 can be considered as a Radon–Nikodym theorem
for a module [ϕ]-map in the sense of recent works of ϕ-maps (see for instance
[2, 3, 12, 17]).
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