Abstract-Multi-target tracking in outdoor scenes plays an important role in many computer vision applications. Most previous work on visual information based multi-target tracking does not incorporate depth information and the absence of depth information often leads to mismatching or tracking failures. In this paper, we propose a Depth Structure Association (DSA) approach for RGB-D data based multi-target tracking. DSA encodes depth information in a chain structure, the structure is used by DSA together with appearance and motion information to address object occlusion issues in outdoor scenes. Additionally, the use of DSA has the advantages of regulating a much smaller solution space, greatly reducing the computational complexity. Experimental results on three datasets demonstrate that our DSA approach can significantly reduce object mismatch and tracking failure for long term occlusions.
I. INTRODUCTION
Object tracking is a fundamental problem in computer vision and human-computer interactions, and has many applications in robotics and intelligent vehicle systems. Recent visual multi-target tracking methods [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] have made great progress in addressing the problem, but these methods may fail when there exists complex backgrounds, uneven lighting, and in particular, serious multiple object occlusions.
One solution involves the use of RGB-D sensors, which can provide both range and image data (Fig. 1 ). Popular range sensors include stereo cameras [11] [12] [13] [14] , MicrosoftKinect [15] [16] and laser rangefinders [17] . The availability of range/depth data improves the tracking performance, but how to incorporate the image and depth data effectively is still an open problem.
For traditional RGB data based tracking, tracking-bydetection methods have gained popularity due to the improvement of object detection performance. These methods integrate cues such as appearance, motion, size, and location into an affinity model to measure similarity between detection responses or tracklets in an association optimization framework. To solve the optimization problem for RGB data, Zhang et al. [2] used flow network to find the minimum cost by defining a graph model; Berclaz et al. [3] used the k-shortest path algorithm for searching the solution space in a matching process and Pirsiavash et al. [4] proposed a globally-optimal greedy algorithm based on dynamic programming to search successive shortest paths in a residual graph. These methods can only solve the short-term and partial occlusion problems. Fig. 1 . Depth tells us much. The complex occlusion issues are not addressed among the multi-target in RGB image of left column. However, the D data in right column can provide us another dimension reference, and then we can obtain the depth structure of the targets in ground plan. In this paper, we explore how to utilize this depth structure variation coping with the multitarget association problem in tracking.
Datasets used in their experiments come from surveillance videos with a specific top-view angle, for which the partial occlusion problem is the most common issue. However, a headsup view is the most common on a moving platform where full occlusion issue in dynamic background is unavoidable.
Another line of research for multi-target tracking focuses on the trajectory-level analysis. Typical approaches use trajectory-based CRF energy functions [5] [6], continuous energy minimization [7] , or trajectory-level discrete-continuous CRF models [8] . Although state-of-the-art results have been reported using these approaches, they perform poorly on dynamic backgrounds. Because moving platforms and dynamic backgrounds break the continuity of a trajectory, the objective function typically converges to the wrong local tracklet. Our method however does not impose additional trajectory-level constraints. In order to adapt to the dynamic background, we improve the trajectory-level continuity to the depth-level for the RGB-D data, which solves the occlusion problem.
To the best of our knowledge, this paper proposes the first general multi-target tracking association method for RGB-D data. We extend the traditional Multi-Dimensional Assignment (MDA) problem by combining the traditional 2D vision information and the depth relation. In particular, we reformulate the data association problem by adding the depth variation relation to address complex full occlusions in dynamic backgrounds. We investigate the depth variation relation among the target observations in successive frames in addition to simple spatial-temporal relations based on the appearance and motion features. The complex tracking association problem can then be solved by forming a chain structure with depth variation in depth coordinates. Our method avoids the complex optimization problem by online updating of a depth structure matrix, which records the depth structure variation of the targets in multiple frames. In the matching procedure, we start the searching along a particular depth chain and incorporating the appearance and motion features to get a near optimal solution.
II. DEPTH STRUCTURE ASSOCIATION FOR RGB-D MULTI-TARGET TRACKING

A. RGB-D Data for Tracking
To acquire 3D information, the Microsoft Kinect RGB-D sensor provides a 640 * 480 pixel resolution at 11 bits per pixel. Valid depth data of a target can be obtained after depth detection. The disparity vision plays a key role in stereo camera. Previous work [11] [12] used a pair of forward-looking cameras to obtain the depth data. A laser rangefinder device can also be rotated about one of the main axes of sensor-based coordinate frame.
Generally, we consider a target observation o i with 3D position feature π i = (u i , v i , z i ), appearance feature ϕ i , and motion feature θ i . π i is the 3-dimensional spatial coordinates of the center of detection output, (u i , v i ) denotes the observation's center in the image, and z i denotes the depth value. The depth value can be calculated from the disparity in the stereo camera [11] [12] , the encoding depth technique in Kinect [15] , and the coordinate transformation in rangefinder [17] . In addition, ϕ i represents the HOGC feature [18] which is a unified vector combining the HOG and color features, and θ i denotes the motion feature including velocity and orientation features. These features play key roles in our multi-target tracking method.
B. MDA Problem
Data association for multi-target tracking is the process of partitioning a set of observations into trajectories. Most of the previous approaches for this problem rely on the idea that different trajectories cannot claim the same observation. We define the piece of trajectory as a tracklet, corresponding to an observation. The MDA problem is known to be NP-hard for 3 or more frames association. For a sequence of k frames that consist of N observations each, the optimal partition of N trajectories can be mapped into a k-partite structure of MDA. Given N observations {o 1 , o 2 , · · · , o N }, the problem is formulated as the following optimization problem: Where A i1i2···i k is an affinity measure matrix, in which the element A ij = 1 denotes the affinity between observations o i and o j in adjacent frames, and I\i t represents all observations in all frames other than frame t. X ij = 0 denotes the observation o j follows o i in the assignment matrix X i1i2···i k , which ensures that the linked tracklets have a high similarity over their observations. Note that the constraint on assignment matrix is less than or equal to 1, means the tracklets are not forced to add, end or cross with other trajectories. If X ij =0, the observation o j is not linked with any trajectory in the past and hence represents the start of a new trajectory. In the tracking process, this structure records the new trajectory of target adding and deleting, and changing the similarities over observations during the k frames.
C. Depth Structure Association in RGB-D Data
To solve the MDA problem for RGB-D data, our depth structure association method avoids the difficulties in the complex optimization compared with traditional MDA solutions. The classical vision-based approach attempts to assign the observation more distinguishing parameters from appearance, motion, and trajectory in multi-frame. We start the multi-target association from the depth structure among the observations in successive frames.
We define a matrix D
to describe the depth structure among the observations from frame t − k to frame t, a total of k + 1 frames. Note that the depth structure matrix reflects the depth variation of observations in successive k + 1 frames. Assuming there are N observations labeled by an augmented index set, O = {o i }; 0 ≤ i ≤ N , we use a chain structure to describe this depth relation. D 
The first element "1" means the observation o 1 belongs to chain 1. Note that one observation probably belongs to more than one chain as the elements "1/2" and "2/3" show. In order to define the depth chain structure, we introduce the root-mean-square deviation ε i , to denote the offset from mean 3D position of a chain to 2D vision observation, (u i , v i ):
Where Φ (π i ) is the translation function from image to world coordinates,π m is average 3D position of the m-th chain in world coordinates, and C m denotes the observation's 2D position (u i , v i ) in m-th chain. This constraint includes not only the z i value in depth coordinates, but also the (u i , v i ) data in image coordinates. Using this definition, the target observations in a dense region have high probability of occluding each other, so these observations are divided into the same chain and we assign them each a discriminative depth factor dynamically to avoid ID-switching issue. The parameter offset ε i is used to control the area of each chain and the overlapping area between the chains. The depth factor matrix S i , where each element records the depth score in each chain. We use the example in Eq. (2):
The matrix S and the elements vary in the range (−1, 1) . We define the element s i as a depth factor, which reflects the depth variation relation in each chain and records the score: denotes the depth value of the observation in the neighbor chain of the (t−1)-th frame. So β i measures the depth relation of the observations at the same chain in adjacent frames. We consider the occlusion in Fig. 2 as an example. The depth parameters z
of observations are known, and the green dashed line (in Fig. 2(c) ) is the chain's average depthz t . Then according to the Eq. (6), the depth factor β i , i = 1, 2, 3 can be obtained. In the sigmoid function, β i ∈ (0, 1). With some further analysis, we find that observations with the small depth value (marked with blue points in Fig. 2(c) ) satisfy: 0.5 < β i < 1; and the observations with large depth value (marked with red points Fig. 2(c) ) satisfy: 0 < β i < 0.5. Note that when we substitute β i in the Eq. (5), a large depth value can get a negative depth factor s i and the small depth can get a positive factor. In other words, the observation which is close to viewpoint can be given a large positive depth factor in association, vice versa.
There is another special case in depth chain: a chain with only one observation. This case is illustrated in Fig. 3(c) . In this situation, the chain's average depth is,z = 0, so the depth factor, β i ≈ 0.5. When we invoke Eq. (5), the depth factor is s i ≈ 0. This means that if a chain has only one observation, its depth factor has little influence on the structure variation.
D. Multi-target Tracking via DSA
We propose an iterative approximation inference to solve the MDA problem given the depth structure matrix D (t) i , and depth factor matrix S (t) i . First, let us consider a 4-frame association problem. Suppose there are n a ∼ n d observations for frames t a ∼ t d respectively. Our objective function for the MDA of Eq. (1) can be rewritten as
This k-partite structure (in this case, 4-partite) of the MDA enables enumeration over the trajectory and affinity function values by nested sums over the observations and frames. We leverage the k-partite structure of the problem by noting that a trajectory (a, b, c, d ) is formed by a series of traklet combinations ((a, b), (b, c), (c, d) ), so we can factor the decision matrix X abcd as y ab × g bc × h cd . This transformation reduces the number of decision variables to the order of
We further add the depth chain structure D (t) i to factor the decision matrix. Again, we use the 4-partite example in Eq. (2) to illustrate the tracklet association process:
In the above matrix, the rows d a ∼ d d denote the distribution of the chain structure in frames t a ∼ t d . Each element means the chain's label of one observation as in Eq. (2). We set the searching path y ab , g bc , h cd along the elements with the same chain label. Here, we take the chain "3" as an example, the searching path follows the blue arrows.
Depth heuristic: It is important to know that we have decomposed the decision matrix X abcd in Eq. (7) as y ab , g bc , h cd , the affinity measure should be in accordance with this transformation. We define the affinity probability between two observations with the same label in adjacent frames as:
0, o t h e r w i s e (10) where the affinity function A( * ) measures the affinity of appearance, position and motion feature, which are defined by Gaussian distributions [9] . The parameters C t−1 i and C t j denote the observation's chain label in t − 1 and t frames.
Previous greedy forward methods based only on information observed up to time t are "brittle" since once decision variables are obtained, the trajectory associations are fixed. These methods produce suboptimal solutions, because they ignore the sequential information, let alone the spatial RGB-D information in changing structure. In this paper, we consider the depth variation parameter S (t) i , and step through pairs of observations in the same chain of adjacent frames, updating the decision variables between them while keeping all other decision variables fixed. The depth factor S (t) i can be added into the objective function in Eq. (8): The ratio of mostly tracked trajectories, that are tracked for more than 80% ML(↓)
The ratio of mostly lost trajectories, that are tracked for less than 20% PL(↓)
The ratio of partially lost trajectories, that are tracked in 20-80% Frag. (↓) fragments, the number of times that a ground truth trajectory is interrupted IDS(↓) ID switch, the number of times that a tracked trajectory changes its matched ID Note: For the items with ↑, higher scores indicate better results, for those with ↓, lower scores indicate better results.
We find that the depth factor has been calculated as the affinity probability. We adopt an iterative strategy to search for a global optimal solution of Eq. (11), and find the best decision matrix X abcd . We limit our search step along the descent direction given by the matching baseline in the same depth chain, this can exclude the invalid step connecting two chains with a large depth-span, and allow the search technique quickly converge to a near optimal solution. Moreover, the case that a chain has only one observation will decrease the complexity further. we then use switch labels to finish the observation matching at each iteration. For the selected observation, we try to switch labels with the observation in the same chain. If the new overall affinity probability is higher, we keep this change.
III. EXPERIMENTS Datasets and metrics:
To demonstrate the effectiveness of the proposed approach, we performed extensive experiments on three public datasets: the ISR-UC-SYNC dataset [18] , the SDL dataset [19] and the SDL-Campus dataset [19] . Videos in these datasets are different from surveillance videos and are recorded using a non-static camera. The dynamic background and heads-up vision problems present challenges for tracking in these videos, and most occlusion cases in the real traffic scenes are full occlusions. These datasets consist of both videos from cameras and depth sequences from depth sensors.
In our experiments, we use 4 frames for the association corresponding to a 4-partite structure. We normalize the appearance, position and motion similarity function in Eq. (10) to make them comparable.
To evaluate the tracking performance, we adopt the evaluation metrics [5] [6] defined in Table I . These metrics have been widely used in previous literature for evaluating the performance of tracking. They measure not only the ID of each target, but also the long-term performance of the tracker. Although, frame rates, resolutions and densities are different in the three datasets, we use the same parameter settings and ground truth data in our experiments and our method consistently outperforms previous methods on all three datasets. Therefore our method is not sensitive to parameters. Moreover, the DPM detector [20] we used in experiments is implemented in its generic, publicly available, pre-trained versions, which are not specifically trained for any dataset sequence. In particular, we use the depth value and the depth coordinates for association and use the Nearest Neighbor (NN) method to combine the motion and position features. The third group of baselines contains both vision and depth data and we adopt the proposed association method based on the appearance, motion, position features but without using the depth structure. In other words, all the target observations are associated in a traditional MDA method. TABLE II shows the comparison results of the above methods on three datasets.
Baselines
Comparisons: All three datasets contain both vision and depth data. In order to scan targets at the waist level, the vision and depth sensors are mounted at a height of 0.9m. Long-term and frequent full occlusions occur in these sequences. Additionally, the dynamic background and illumination present challenges for solving the occlusion problem: false detection response. The "NN" and "MDA" methods based mainly on the motion and position features introduce false detection observations in trajectory. Vision cue based methods in the first group of baselines frequently make ID-switching errors. This is because the appearance model is easily confused by the recurring full occlusions, resulting in more fragmentation errors in tracking results.
In this case, the depth factor s i which provides a reference in another dimension for the association problem is especially useful. A low affinity probability is given to the observation at the end of our depth chain, which makes it less likely to be associated with the occluding elements. We can see that our method has the lowest ML, Frag., and IDS errors in TABLE II. Recall and precision is greatly improved using our method. Meanwhile, the time complexity of our method is much lower than the MDA method, because the use of depth structure limits the search to a single chain, not all the observations. Fig. 4 shows the tracking samples on three datasets. The first and second rows of it show the complex occlusion issues. Although the cluttered and dynamic background brings in many challenges, our method can exclude the false detection responses, and keep the target ID correctly. So our method outperforms the methods in other groups of baselines. Therefore the depth information from the RGB-D data can provide another reference to the 2D image, and improve the accuracy and efficiency in multi-target tracking.
IV. CONCLUSION
Data association is a significant challenge for multi-target tracking. Existing approaches have used RGB-D data in detection and tracking, but most of them fail to form a complete association model with the depth data. In this paper, we implemented an RGB-D multi-target tracking method by integrating the depth and vision information into a depth-chain, which was formulated as a depth structure and solved by a depth heuristic searching. Extensive experiments on three public datasets demonstrated that our method is effective for complex tracking problems and advances the state-of-art. Although our data association is accurate and efficient, one limitation of our method is that the unstable detection responses may result in more false detection observations. We may use a detector based on RGB-D data to improve the detection accuracy and provide better detection response for tracking process.
