[1] The currents that cause magnetic storms are usually characterized by the hourly Dst and Asym indices. It is observed and expected physically that the ring current is asymmetric during the main phase of a magnetic storm and becomes symmetric in the recovery phase. We report work utilizing 1-min resolution Sym-H* and Asym-H to study the time development of these currents. As an index of the degree of ring current symmetry we use the ratio (-Sym-H/Asym-H). We show that this index does not behave as expected. Corrections for solar wind dynamic pressure do not change this behavior. We find that the ring current is always asymmetric. Using $160 magnetic storms, we have determined the median response of these indices as a function of time relative to the time of minimum Sym-H. We find that both indices appear to contain offsets. Sym-H* appears to be À19.7 nT too low, and Asym-H appears to be 18.8 nT too high. We also find that in the main phase both median curves can be represented by a single exponential with nearly identical growth times: $6 hours. In the recovery phase double exponentials are needed to obtain reasonable fits to the median curves. The time constants for Sym-H* (5.25 and 64.3 hours) are nearly twice as long as those for Asym-H (2.2 and 20.9 hours). If we subtract the calculated offsets from the measured indices, we obtain a corrected ratio that behaves as expected. In the main phase the ratio is close to 1.0, implying equal Sym-H* and Asym-H, i.e., that either the two currents grow together or that both ground disturbances are caused by the same current. In the recovery phase the ratio increases continuously until both corrected indices approach zero and the ratio becomes meaningless. This is the expected behavior with the main phase current system being converted to a symmetric ring as the ring current decays.
Introduction
[2] Since Chapman [1962] introduced the concept of a polar magnetic substorm, many researchers have believed that the collapse of the tail field during the expansion phase of the substorm is the injection mechanism that creates the ring current. In this scenario, plasma sheet ions are energized and trapped on closed drift paths, eventually producing a symmetric ring current around the Earth. The strength of the ground disturbance produced by the gyration and drift of these ions is believed to be quantified by the hourly Dst (disturbance storm time) index [Sugiura and Kamei, 1991] or more recently by the 1-min resolution Sym-H index [Iyemori et al., 1992] . During injection, ions are present only on the evening and afternoon side of the Earth and therefore produce a highly asymmetric local time profile of magnetic disturbance. This localized equatorial current is connected at either end to a closure path in the ionosphere. This current system is referred to as the partial ring current. A measure of its strength is the Asym-H index. Once injection ceases ions of different energy quickly disperse around the Earth producing a symmetric ring. During a prolonged main phase there may be multiple injections. Ions from earlier injections disperse into a symmetric ring while ions from the latest injection create a partial ring. At such times it is assumed that the Dst index is proportional to the strength of the symmetric ring current because that was the original purpose of the Dst index [Akasofu and Chapman, 1964] ; however, this is not correct and the Dst index can be influenced by a highly asymmetric ring current [Liemohn, 2003] . Similarly, the Asym index was originally proposed to be proportional to the strength of the partial ring current, but it has been shown that the Asym index as well as the Dst index can be influenced by field aligned and ionospheric currents when the stations are longitudinally aligned with a strong electrojet [Friedrich et al., 1999] .
[3] The injection model, first proposed by DeForest and McIlwain [1971] , predicts that the ring current is asymmetric only as long as injection continues. However, by definition, the interval of injection is called the main phase of the magnetic storm. Once injection ceases the ring current begins to decay and the storm enters the recovery phase. Thus according to the injection model the ring current is asymmetric in the main phase and becomes symmetric in the recovery phase of a magnetic storm.
[4] Associated with the injection of plasma sheet plasma into the inner magnetosphere are growth and decay times for both the asymmetric and symmetric ring currents. Previous studies have empirically and theoretically determined the growth times of both to be several hours [Burton et al., 1975; Liemohn et al., 2001; Loewe and Prölss, 1997] . However, the empirically determined decay times of the asymmetric and symmetric ring current are significantly different from each other. Studies of the asymmetric ring current have determined e-folding decay times in the range of about 3 to 6 hours [Burton et al., 1975; Cummings, 1966] . The e-folding decay times of the symmetric ring current are normally much longer than the asymmetric ring current. Values range from a little more than 7 hours to over 24 hours when the symmetric ring current is assumed to have an exponential decay, but there are a number of studies that demonstrate that the recovery phase of some magnetic storms goes through a two step decay process [Burton et al., 1975; Cummings, 1966; Dasso et al., 2002; Ebihara et al., 1998; Hamilton et al., 1988; Kozyra et al., 2002; O'Brien and McPherron, 2000; Roeder et al., 1996] . The two-step recovery phase is believed to be the consequence of two distinct decay processes. The main energy loss mechanisms that cause ring current decay include: (1) change exchange, (2) coulomb scattering, (3) convective out flow, and (4) resonant interactions with plasma waves. Initially, it was conjectured [Hamilton et al., 1988] that the interval of quick recovery was caused by the decay of oxygen ions close to the Earth, and the slower decay by protons further out. Recently, it has been suggested that the quick recovery is caused by convective out flow of ions through the magnetopause perhaps in conjunction with charge exchange for O + ions [Liemohn et al., 1999; O'Brien and McPherron, 2000; Roeder et al., 1996; Takahashi et al., 1990] and the later portion of the recovery phase is thought to be dominated by H + charge exchange [Daglis et al., 1999; Kozyra et al., 2002] . However, a recent study by Liemohn and Kozyra [2005] demonstrated that it is not possible to get a two-phase decay from charge exchange because the ring current is not monoenergetic but rather distributed across a broad range of energies, pitch angles, and L shells. A fast recovery time of less than 10 hours was obtained only with the dayside out flow of ions through the magnetopause.
Early Studies of the Asymmetric Ring Current
[5] Sugiura and Chapman [1960] were one of the first to extensively study the asymmetric ring current using DS 1 , the peak to peak amplitude of a first harmonic fit to the longitudinal profile of DH. This quantity is nearly equivalent to the modern Asym-H index, which is defined as the difference between the maximum and minimum of this profile. It was not until Akasofu and Chapman [1964] that this quantity became associated with the partial ring current within the region of the radiation belts. Sugiura and Chapman [1960] performed a superposed epoch of 74 storms using the start of the SSC as the reference time to superpose both Dst and the first harmonic of the disturbance local time variation DS 1 . For comparison with our work we have digitized the data in Figure 28 of their paper and present the results in the top panel of our Figure 1 . The initial increase in Dst caused by the SSC and the initial phase is followed by a main phase of 20-hour duration. After the minimum in Dst the storm recovery is not complete at 72 hours when their analysis ends. Also plotted in this panel is the DS 1 .index. Initially, this measure of asymmetry increases more rapidly than Dst peaking about 2 hours after the SSC. Thereafter it decreases, becoming equal to Dst at about 7 hours. By the end of the plot at 72 hours, DS 1 has nearly returned to zero.
[6] To illustrate the relative behavior of the indices, we calculated the ratio (Dst/DS 1 ) and plotted it in the bottom panel of Figure 1 . This ratio starts out negative, passes through zero at about 1 hour, becomes 1.0 at 7 hours, and thereafter continues to increase reaching a value of 6 at 72 hours. The standard interpretation of these results is that in the early main phase the ring current is very asymmetric, but by the end of the main phase the symmetric ring has become dominant, and throughout the recovery phase the ring current becomes more and more symmetric. Results similar to those of Sugiura and Chapman [1960] have been documented in both observations [Grafe, 1999; Greenspan and Hamilton, 2000; Hamilton et al., 1988; Le et al., 2004; Roelof, 1987] and models Liemohn et al., 1999] .
[7] However, as we will show below, when we compare our results using the Asym-H and Sym-H* indices to the results of Sugiura and Chapman [1960] they do not agree. The only way we are able to reproduce the Sugiura and Chapman [1960] results is by removing an offset within each of these indices. The discovery of variations and bias within the Dst index is not new and values of the order of a few nT to 10 nT have been observed in Takalo and Mursula [2001] and Häkkinen et al. [2003] . Takalo and Mursula [2001] found a diurnal variation in the Dst index that varies with season. They determined that the variation was due to the uneven distribution of stations in the Dst network. Similarly, Hä kkinen et al. [2003] examined daily and seasonal variability of the Dst index and determined that the individual stations had different baselines such that the average level of activity observed at each station differed by a factor of 10 nT. When they corrected for the variable baselines, they found an additional offset of 3 nT between the official World Data Center Dst index and their calculated Dst index, which they attributed to the uneven station distribution in the Dst ground station network. In addition to determining the different baselines and offset, Häkkinen et al. [2003] propose a new Dst index that includes two additional Southern Hemisphere stations. With these additional stations they are able to remove the 3 nT offset within the index.
Objective
[8] The objective of our study is to examine the response of the Asym-H index and its correlation with the Sym-H* index (i.e., Sym-H with the magnetopause pressure effect removed) as a function of storm phase. Furthermore, we will model the symmetric and asymmetric ring currents for each storm phase and show that a bias is present within each index. Our chief motivation is to determine the fraction of the ground signature produced by the symmetric ring current during different phases of the storm and to determine the causes of the biases in each index. A byproduct of our modeling of the Dst index is the determination of the growth and decay time of the two indices. Finally, we will also examine the phenomena associated with the decay of the currents such as charge exchange and magnetospheric outflow.
Data

SYM and ASYM Indices
[9] The Asym and Sym indices are calculated with data from six ground magnetometer stations that are unevenly scatted in longitude and latitude around the world [Iyemori et al., 1992] . The stations are located at Fredericksburg, Boulder, Tucson, Memambetsu, Martin de Vives, and Cambonla-Foret. To determine these indices, the geomagnetic main field and the quiet solar daily variation are removed from the recorded magnetometer data. Then the data are transformed into a dipole coordinate system. The Sym-H index is the weighted average over the six stations of the deviation of the H component from a quiet day. The weighting factor is the reciprocal of the cosine of magnetic latitude of each station. Sym-H represents the average disturbance of the component that is present at every station, i.e., is thought to be symmetric about the Earth. This component is generally attributed to a symmetric ring current. However, there is additional contribution to the H component of the disturbance caused by the response of the magnetopause current to solar wind dynamic pressure P dyn . For this study we remove its effects using the equation: SYMH* = SYMHÀ8Á ffiffiffiffiffiffiffiffi P dyn p as is done in the work of O'Brien and McPherron [2000] .
[10] If the disturbance variations at all stations at a given universal time are plotted as a function of local time, they will generally produce a curve that has a minimum near dusk and a maximum near dawn. The difference between the largest and smallest values in this profile is called the Asym-H index. In making this calculation the station disturbances are not weighted as done in the Sym-H calculation. If the local time profile was close to a pure sine wave, then this definition would correspond to the peak-to-peak amplitude of the first harmonic of the DS 1 variation as used by Sugiura and Chapman [1960] .
[11] In the Sugiura and Chapman [1960] study described above the Dst and DS 1 indices were employed. The Dst index was calculated from four stations (i.e., Honolulu, Kakioka, Hermanus, and San Juan) in roughly the same manner as the Sym-H index but with a temporal resolution of 1 hour. The DS 1 index was determined from P c n sin(nl s + s n ), where l s denotes the local time, s n is the phase angle, c n is the amplitude in nT, and n is the harmonic index. Note, however, that these authors did not have sufficient data to make instantaneous calculations of this quantity. Instead, they used many storms of comparable magnitude with start times spread in universal time to distribute the four stations at different local times. The harmonic analysis was therefore performed on a statistical average of the DS variation at successive storm times.
Magnetic Storms
[12] For the purposes of this study we defined a magnetic storm as a drop in the hourly Dst index below a value of À50 nT. For all events satisfying this criterion we identified the onset of the main phase of the storm as the time the Figure 1 . The results of a classic study of magnetic storms by Sugiura and Chapman [1960] . The top panel presents results of a superposed epoch analysis of the Dst (asterisks) and Asy (circles) indices using the SSC as epoch zero. The data have been digitized from a plot in the original publication. The bottom panel presents the ratio (-Dst/Asy). Note that Asy exceeds jDstj for first 6 hours.
Sym-H* component drops below À20 nT. Similarly, we defined the end of the recovery phase as the time SymH* rises above À20 nT. The end of the main phase and the beginning of the recover phase are taken to be the time of the minimum of the Sym-H* trace. Altogether 162 magnetic storms were identified in the years 1995-2001.
Solar Wind Data
[13] Solar wind plasma and IMF data for this study were obtained from the ACE and Wind spacecraft. These data were propagated from the spacecraft initial position to the subsolar bow shock 17 R E in front of the Earth. The Weimer variance analysis method [Weimer et al., 2002; Weimer et al., 2003; Bargatze et al., 2005; Weimer, 2004] was employed to determine the direction of the normal to phase fronts defined by the magnetic field vector. The propagation time of the phase fronts between the spacecraft position and the subsolar bow shock is calculated using the normal vector and the solar wind velocity and spacecraft position vectors. Once the solar wind data have been propagated to the bow shock the data were resampled to 1 min resolution. See the original papers for a more detailed explanation of the procedure.
Observations
[14] One hundred and sixty-two storms between 1995 and 2001 were identified with the storm definition given in section 2.2. Data for these storms were assembled as rows of ensemble arrays with the first data point in each storm one day before the minimum of Sym-H* in the storm and the last point four days after minimum. Thus epoch time runs from À1 to +4 days. At each sample time relative to epoch zero we determined the quartiles of the cumulative probability distribution of a number of different variables. Figure 2 presents plots of the quartiles of these distributions as a function of epoch time. The six panels include Asym-H, Sym-H*, the negative ratio of Sym-H* to Asym-H, solar wind VB z , solar wind dynamic pressure, and the AE index. The time axis is in days with t 0 = 0 at the minimum in the Sym-H* index. The three curves in each panel are the quartiles of the cumulative probability distribution of the variable displayed in the panel. As expected, the magnitude of the Asym-H and Sym-H* indices plotted in the top two panels increase during the main phase of the storm and decrease during the recovery phase suggesting that the asymmetric and symmetric ring currents are strengthening and weakening during these phases. Both curves appear to be anticorrelated with one another and seem to grow and decay exponentially. Both indices take a little more than half a day to reach their maximum magnitude, obtaining values that are typical for the main phase of a storm. The two indices appear to take several days to reach their prestorm levels during the recovery phase.
[15] An important feature evident in the top panel is that the Asym-H index does not begin the main phase with a magnitude of zero nor does it reach zero even long after the end of the recovery phase. Furthermore, an examination of the individual magnetic storms reveals that the Asym-H index is never zero. Similar statements can be made for the Sym-H* index, except during intervals of extreme dynamic solar wind pressure. Since the Asym-H index is supposed to represent the strength of the asymmetric ring current this implies that an asymmetric ring current is always present.
[16] The solar wind electric field (forth panel), solar wind dynamic pressure (fifth panel), and AE index (bottom panel) also behave as expected for a typical magnetic storm. In the median trace the solar wind electric field strengthens about a half day before the minimum in Dst and at the minimum rapidly turns northward. Dynamic pressure is elevated throughout the early part of the storm but is a maximum at the beginning of the main phase. The AE index is elevated throughout the initial and main phase of the storm and also in the early recovery phase. It reaches peak amplitude just before the northward turning that ends the main phase. This behavior illustrates the well known result that substorm activity (measured by AE) maximizes in the main phase.
[17] In the third panel of Figure 2 we have plotted the negative of the ratio of Sym-H* to Asym-H. This ratio was selected because the denominator is always a positive number and for most storms the ratio is positive as well. Remember that we have subtracted the dynamic pressure effect by using Sym-H* so there should not be any positive Sym-H* values. On the basis of the results of Sugiura and Chapman [1960] and our intuition concerning storms, we expect the ratio to behave in the following manner. Before the storm the ratio should be a small positive number. As the main phase develops, both Sym-H* and Asym-H increase and the behavior of the ratio depends on their rates of increase. At the beginning of the recovery phase Asym-H should decrease quickly while Sym-H* decays slowly. This would make the ratio rapidly increase to large values indicating that would traditionally indicate the creation of a symmetric ring current.
[18] Contrary to the results of Sugiura and Chapman [1960] and contrary to physical expectations, our ratio does not behave as expected. Panel 3 demonstrates that the ratio is constant throughout the initial and main phase. Then, just before the beginning of the recovery phase the ratio begins to rise as expected. However, about 6 hours into the recovery phase the ratio maximizes and then begins to fall suggesting that the ring current is becoming more asymmetric. By the end of the plot, the ratio is back to the same value it had at the beginning of the plot.
Analysis
[19] The preceding results show that median value of the ratio at quiet times and throughout the main phase is about 1.0. If this is correct, it implies that the two indices are proportional to each other so that their ratio remains constant even as the ring current grows. This seems unlikely to be true from physical arguments. An alternative explanation is that both indices are biased by constant offsets of equal magnitude that dominate the ratio during weak disturbances. As the main phase develops these biases become insignificant and the ratio then begins to reflect the true behavior of the currents these indices measure. This possibility motivated us to examine the relation between Aym-M-H and Sym-H*.
Regression of Asym-H on Sym-H*
[20] Two dimensional histograms showing the dependence of Asym-H on Sym-H* are presented in Figure 3 . These histograms were produced by counting the number of occurrences of a pair of values (Sym-H*, Asym-H) in 10 by 10 nT bins. The raw data have been smoothed by a 2-D filter and contoured for display. All four maps show that there is a general tendency for the two variables to change together in a proportional manner. As Sym-H* becomes more negative, Asym-H becomes increasingly positive. Typically, Asym-H is about half as large as Sym-H*, although Asym-H can take on a wide range of positive values for any specific value of Sym-H*. This variability is probably due to changes in the IMF and substorms. Asym-H responds to both more quickly than does Sym-H*.
[21] Since it is generally believed that the ring current is more symmetric in the recovery phase than in the main phase, we have separated the data according to storm phase. Panels 1 and 3 are data acquired during the main phase, while panels 2 and 4 are for data from the recovery phase. The top two panels represent times when IMF Bz was southward in both phases. For this situation the ring current appears to be equally asymmetric in either phase contrary to expectations. Apparently, when the IMF turns southward during recovery phase Asym-H quickly assumes values appropriate to what it would be in the main phase.
[22] The bottom two panels of Figure 3 show data for IMF Bz northward. Panel 3 is for the main phase and differs little from the main phase situation for IMF Bz southward. Northward IMF during the main phase cannot be strong and persist for long or the storm would not develop. Thus these data must represent short duration IMF fluctuations that do not significantly affect the ratio of the two indices. The bottom panel shows a very different situation for recovery phase with northward IMF. Asym-H is not zero, but it is a much smaller fraction of Sym-H* than at other times. This result is consistent with the traditional notion that the ring current is more symmetric in the recovery phase. Note, however, that the ring current still exhibits some asymmetry even when the IMF is northward in the recovery phase.
[23] In all four of the panels the Asym-H index tends to asymptotically approach a constant value as Sym-H* approaches zero. To illustrate this behavior, we have determined the median Asym-H value as a function of Sym-H*. The results obtained with a bin width of 10 nT are plotted as heavy black lines in each panel. The graphs of median values are not linear as they near the origin and appear to approach a value of about 20 nT. We believe that this value represents a bias in the Asym-H index that must be removed before we can study the behavior of asymmetry as a function of storm phase.
Sugiura and Chapman [1966] Superposed Epoch
[24] Why are the results of this study so dramatically different from those of Sugiura and Chapman [1960] presented in Figure 1 ? One possibility is the manner in which epoch zero has been defined for the magnetic storms. Figure 4 has the same format as Figure 2 , but the traces of the quartiles are significantly different. While the Asym-H and Sym-H* indices are still anticorrelated, both indices rapidly increase just after the SSC, with the Asym-H index reaching a peak about 0.25 days before the Sym-H* index. This is similar to the results of Sugiura and Chapman [1960] ; however, the Asym-H curve is less peaked in our work. The negative of the ratio of Sym-H* to Asym-H is still not the same as the ratio obtained from the data in the work of Sugiura and Chapman [1960] . We believe that this difference is caused by offsets in the two indices used in our study. We investigate this possibility in the following discussion.
[25] The use of the superposed epoch analysis to demonstrate the presence of offsets within the indices might be construed as misleading since this technique combines data from many events. Figure 5 displays Asym-H index, Sym-H* index, and the negative of the ratio of the two for a single storm on 18 September 2000. The x axis is in days with t 0 = 0 at the minimum of the SymH index curve. This figure is typical for many of the storms in this study and shows a number of features similar to those found in the superposed epoch analysis. First, the Asym-H index is anti-correlated with the Sym-H* index. The magnitudes of the two indices reach peaks at nearly the same time (i.e., Asym-H reaches 225 nT about 2 hours before the minimum in Sym-H* that drops to À233 nT). Second, the Asym-H never goes to zero during this storm. [26] Since individual storms display similar variations to those seen in the superposed epoch analysis we can develop a model that is applicable to both types of curves. The shapes of the Asym-H and Sym-H* index curves in Figure 5 during the recovery phase of the magnetic storm suggest that the recovery phase of the storm can be fit with exponential functions. The smooth curves in the top and middle panels are exponential fits with the following functional form:
where A 0R and S 0R represent amplitudes of the exponentials, t AR and t SR represent decay times, and N AR and N SR are offsets. Similar fits were applied to the main phase of the storm.
[27] Exponential fits were found for all of the 162 storms in this study. Table 1 summarizes the mean growth or decay time, offset, and the number of events that were successfully fit in both the main phase and the recovery phase. As a cross check, the superposed epoch curves were also fit with the exponential functions and the growth/decay time and offset were determined. It is important to note that the fits of the individual storms and the superposed epoch curves included 12 to 24 hours of data before the start and end of the storm. If data before and after the end of the storm is not included, then we merely determine the definition of the index cutoff for the start and end of the storm.
[28] However, when we try to make exponential fits to the superposed epoch curves of the two indices during the recovery phase the results do not fit the data very well. Since most storms exhibit an initial rapid recovery followed by a slower recovery we tried a combination of two exponential functions:
where A 1r , A 2R , S 1R , and S 2R represent the amplitudes of the two exponential functions and t 1AR , t 2AR , t 1SR , and t 2SR are the exponential decay times. The combined exponential functions give a good fit to the superposed epoch curves as illustrated in Figure 6 . The fit parameters for the superposed epoch data are summarized in Table 2 .
[29] In Figure 6 the thick background gray curves are the median traces obtained in the superposed epoch analysis. The smooth curves in the foreground are the exponential fits to the median traces. It is immediately obvious that both indices are asymptotic to constant values before and after the storm. Visually, these offsets are about 20 nT in each index.
[30] Tables 1 and 2 quantitatively support the observations made for Figure 6 . The tables show that in both the exponential fits of the main phase and the double exponential fits of the recover phase an offset value is always determined and this offset ranges in magnitude between about 15 nT to 20 nT. The first table also illustrates that the growth time in the main phase is on the order of a quarter day for both the Asym-H and Sym-H* indices. The similar growth time of the main phase explains why the negative ratio of the two indices is nearly constant. During the recovery phase, however, the decay times of the double exponential fits are significantly different. The fastest decay time for the Asym-H index is 0.10 days compared to 0.28 days for the Sym-H* index while the slowest decay time is 0.85 days for the Asym-H index and 2.68 days for the Sym-H* index.
[31] In Figure 7 we compare the ratio (-Sym-H*/Asym-H) calculated in two ways. The dashed line is the median curve obtained by a superposed epoch analysis of the diagnostic ratio in every storm. The solid line is the ratio obtained using model fits to the median curves for the two indices. Both methods produce the same result. Throughout the initial and main phase the ratio of the two indices has a nearly constant value of 1.0. In the beginning of the recovery phase the ratio rapidly increases to about 1.7. However, thereafter it decreases continually reaching a value of about 1.0 at the end of the storm. Taken at face value, this result implies that the asymmetric and symmetric ring current have nearly equal strength and grow at the same rate throughout the main phase. In the initial recovery phase the ring current becomes more symmetric as expected, but then, contrary to expectations, it begins to become more asymmetric as both parts of the current decay. This behavior should be compared to the same ratio calculated from data of Sugiura and Chapman [1960] plotted in Figure 1 . This anomalous behavior suggests that the standard indices are flawed and need to be corrected. This correction is done in the following section.
Removing the Offsets
[32] The existence of offsets in the two indices presents a potential explanation for the anomalous behavior of the Figure 6 . Fits to the superposed epoch curves for Asym-H and Sym-H* indices. The curves at negative times are exponential fits to median curves during the initial and main phase. The curves at positive times are double exponential fits to the medians in the recovery phase. The thicker gray curves in the background are the original data. Horizontal dashed lines show the constant offsets in the medians of the two indices. Figure 7 . The dashed curve is the median curve from a superposed epoch analysis of the ratio -Sym-H*/Asym-H. The solid curve is the same ratio calculated from the fits to the median curves during the main phase and recovery phases.
diagnostic ratio. As the strengths of the currents decrease, the offsets become more important and eventually dominate the ratio. To compensate for this effect, we subtract the offsets from each index and recalculate the ratio. The results are plotted in Figure 8 .
[33] Our new results with corrected indices show that throughout the main phase the ratio of Sym-H* to Asym-H is nearly one. Thus the symmetric and asymmetric ring currents grow at the same rate. Only at the beginning of the recovery phase does the symmetric ring current begin to dominate the ratio. Within 24 hours the ratio is 3:1, and by 60 hours it is 7:1. By this time the strength of both currents have decayed so much that the corrected indices are fluctuating about zero and the ratio is meaningless. The gray circles display the results from the Sugiura and Chapman [1960] analysis. Since Sugiura and Chapman used the SSC as epoch zero and we used the minimum of the main phase we have offset their results by approximately 8 hours so that the rapid rise in their curve matches the rise in ours at the beginning of the main phase. With this offset their results in the recovery phase match ours.
[34] In a superposed epoch analysis in Figure 8 the median behavior becomes less reliable as one departs from epoch zero because of the variable duration of events used in the analysis. Because of this we have repeated our analysis for the subset of storms with sudden commencement. Our results are compared to those of Sugiura and Chapman [1960] in Figure 9 . The two curves are nearly identical and imply that the ratio of symmetric to asymmetric ring current strength grows continually during a storm. Note, however, that the use of the SSC as epoch zero distorts the results. The initial phase and the main phase have rather broad distributions of durations so this analysis mixes intervals with no significant current with intervals with currents. Our approach using the end of the main phase more accurately represents the behavior of the two currents in the main phase. As noted above, the ratio of two currents is nearly constant throughout the main phase.
Discussion
[35] Magnetic storms are characterized by large decreases in the midlatitude H component of the magnetic field. The local time distribution of this decrease is known to be asymmetric with a minimum near dusk. The original goal of this study was to determine how this asymmetry depends on the phase of the storm. Past work and physical arguments both suggest that asymmetry should be low during the initial phase, increase considerably in the main phase, and then rapidly decrease in the recovery phase. To demonstrate the truth of this hypothesis at 1-min time resolution we decided to use the readily available indices of storm strength (Sym-H*) and asymmetry of the disturbance (Asym-H). To create a simple index of this behavior, we corrected Sym-H for solar wind dynamic pressure effects and then calculated the ratio (-Sym-H*/Asym-H). Since by definition Asym-H is always greater than zero, this ratio is well behaved. We expected this ratio to be poorly defined in the initial phase when both indices are small. In the main phase this ratio should become a stable small value as Asym-H becomes larger than Sym-H*. Finally, in the recovery phase Asym-H ought to drop rapidly relative to -Sym-H* allowing the ratio to rise to large values. Figure 8 . The ratio ( -Sym-H*/Asym-H) calculated in two ways is compared to the ratio (Dst/Asy) determined from the classic study of Sugiura and Chapman [1960] . The thick gray background curve is the ratio of offset corrected indices calculated in this study. The overlying black line represents the time interval during which the corrected indices both have magnitudes greater than zero. The thick dashed line is the ratio calculated from the exponential fits with offsets subtracted. The filled circles are the ratio (Dst/ Asy) calculated by scaling the curves in the older work and offsetting the curve in epoch time to correspond to our reference time (see text). Figure 9 . The gray data is the Sugiura and Chapman [1960] results plotted as the ratio of -Sym-H*/Asym-H. The black curve is the superposed epoch curve calculated with the method employed in the work of Sugiura and Chapman.
[36] Contrary to our expectations, the ratio is nearly 1.0 throughout the initial and main phase. This suggests that the ring current is asymmetric at all times with peak to peak amplitude of the asymmetry (Asym-H) equal to Sym-H*. Also contrary to our expectations the ratio begins to rise before the end of the main phase implying that the disturbance is becoming more symmetric in the main phase. This increase continues in the early recovery phase but after about 5 hours the ratio begins to decrease implying that the disturbance is becoming more asymmetric again. By 4 days the ratio is again close to 1.0.
[37] One possible explanation for some of this behavior is that the durations of the phases of various storms are different. Because we used the storm minimum (end of the main phase) as the reference time in our superposed epoch analysis, we would expect the analysis to mix initial and early main phase of some storms. However, close to the end of the main phase and well into the recovery phase this phase mixing should not occur, yet our initial results do not correspond to expectations at these times.
[38] Another explanation that seems more likely is that the anomalous behavior is caused by offsets in both indices. As the magnitudes of the indices decrease at the end of a storm any biases would begin to dominate the ratio. A ratio of 1.0 during quiet times suggests that the offsets are approximately equal in magnitude. We have examined this possibility in several ways as discussed next.
Sym-H* and Asym-H Offsets
[39] Figures 1, 2 , and 4 as well as the models in Tables 1  and 2 suggest that both the Asym-H and Sym-H* indices are biased by constant offsets. Thus we can ask the following questions: have these effects been observed before, how did they get there, and what can be done to remove them? The idea that offsets are present in the Sym-H* index is not new and values on the order of a few to 10 nT have been observed by Takalo and Mursula [2001] and Häkkinen et al. [2003] . Takalo and Mursula [2001] determined a daily variation in the Dst index that varies with season. They found that the variation is due to the uneven distribution of stations in the Dst network. Similarly, Häkkinen et al. [2003] examined daily and seasonal variability of the Dst index. According to their study, the individual stations had different baselines such that the average level of activity differed by a factor of 10 nT. They attribute a large percentage of this offset to the method used to determine the daily averages of the quietest days for each station. If the daily average is calculated using the local midnight average, then the individual stations had different baselines such that the average level of activity differed by a factor of 3 nT. They attribute this activity to a seasonal variation. They were able to eliminate all differences in the quietest day baselines between all the ground stations when they include an additional 2 ground station in the southern hemisphere so that stations were evenly distributed around the globe.
[40] We found in Sym-H* that the average offset of over 100 model fits is about À16.4 nT and in the superposed epoch fits it is about À19.7 nT. This offset is produced by at least three different effects. These include the positive perturbation of the quiet time Chapman-Ferrro current; the negative perturbation of the quiet time ring current; the difference between the effect of the quiet and disturbed tail current. A detailed analysis shows that the expected offset in Sym-H* is
In this expression angular brackets denote an instantaneous local time average of all stations in the Sym-H* network; the superscripts Q and D imply quiet and disturbed; and the subscripts SR, CF, T, respectively, denote symmetric ring, Chapman-Ferraro, and Tail currents.
[41] Much of the Sym-H* offset is probably caused by the solar wind pressure correction. The mean solar wind pressure before the main phase of the substorm is about 2 nPa, which according to the formula translates to a decrease of about 11.3 nT in the Sym-H* index. The difference between quiet and disturbed tail contributions has been estimated by Iyemori and Rao [1996] to be about +20 nT. The contribution of the quiet time ring current is not known but if we assume it is À10 nT then the sum of the three contributions is +20 nT, equal to the value determined in our analysis.
[42] The offset in the Asym-H index has a different origin. The magnitude of this index during quiet times is controlled by the peak-to-peak amplitude of the noise in the local time profile of the H component. Clauer and McPherron [1974] have studied the question of noise in this profile and conclude that it is primarily due to errors in estimating the Sq variation. Under the assumption that the Sq current system flows only on the day side they find that the error in the estimate of Sq at noon has an rms value of about 10 nT. Multiplying this value by 2 ffiffi ffi 2 p = 2.8 to obtain the peakto-peak amplitude, we get 28 nT. However, since this current only flows on the dayside we should divide by a factor of 2, giving a value of about 14 nT. This factor is probably too large since there are also contributions to the fluctuations in the local time profile from the nightside. Thus the values determined in our analysis are consistent with this estimate. The average Asym-H offset from over 100 fits to the main phase was about 16.7 nT and about 18.8 nT according to the superposed epoch analysis. As far as we are aware, there are no other studies suggesting that there is an offset present in the Asym-H data.
[43] We find that the Asym-H offset is always present. The superposed epoch Asym-H plots and the averages of the individual events from our study demonstrated that an offset was present before and after the storm. It might be possible that these offsets are the result of activity occurring before or after the storm. However, a superposed epoch analysis of the quiet days used to calculate the Sym-H* and Asym-H index also indicate the presences of an Asym-H index offset. The mean value for 72 quiet days between 1995 and 2000 is 17.4 nT. This value is within 1.5 nT of the offset determined from the two methods used to calculate the offset in the Asym-H main phase.
[44] In addition to our observations of the Asym-H offset, measurements of the partial ring current during quiet times have been made with magnetospheric magnetic field data from ISEE, AMPTE/CCE, and Polar mission [Le et al., 2004] . These authors found that even during quiet times there is a partial ring current present and has a magnitude of about 0.5 MA and centered around midnight. During moderate storm times, this partial ring current can reach a magnitude of 3 MA and the peak of the of the partial ring current shifts to the premidnight sector.
[45] The modeling work of Liemohn et al. [1999 Liemohn et al. [ , 2001 suggests that convective drift loss at the dayside magneto-sphere of ions on open drift paths is a dominant loss process and these open drift paths serve as a mechanism for creating a partial ring current. While the bulk of the Liemohn et al. [2001] paper concentrates on storm times, their study does also show that even during quiet times open drift paths are present and potentially an asymmetric ring current can always be present. It is thus possible that a portion of the offset we find in Asym-H is real asymmetry rather than noise in the local time profile of the disturbance variation.
Asym-H and Sym-H* Growth/Decay Times
[46] In addition to determining the offset values for the indices we also estimated their growth and decay times in the main and recovery phase of storms from the superposed epoch curves. The growth times for both indices in the main phase are about 6 hours corresponding to the fact that the ratio of the two indices is close to 1.0 throughout the main phase. It also suggests that during this phase the indices represent different aspects of the same current system. On the other hand, the recovery phase behavior of the two indices in the superposed epoch curves is quite different. In the recovery phase we found it necessary to use a double exponential to fit the curves. However, in the individual storms a single exponential curve is adequate. The time constants for the double exponential recovery of Sym-H* are 6.7 and 64.3 hours. For Asym-H the values are 2.4 and 20.4 hours. The Asym-H time constants are both about half of the Sym-H* constants so that the Asym-H index recovers more rapidly than Sym-H*. Thus in the recovery phase the ring current becomes symmetric as it decays.
[47] A few studies have examined the growth time of the Asym-H and Sym-H indices in the main phase [Russell et al., 1974; Gonzalez and Tsurutani, 1987] . However, if we apply the O'Brien and McPherron [2000] results for the decay time during the recovery phase to the growth time of the main phase we find that the growth time of the main phase of this study corresponds to a driving electric field of 5 mV/m, which is larger than the value given in panel 4 of Figure 2 . Such a field would cause Dst to reach À80 nT (this paper's median value) in about 12 hours. This Dst growth time value is similar to what has been reported by Russell et al. [1974] , who found that the electric field should be roughly 2.5 mV m À1 for several hours for Dst to reach À60 nT, and Gonzalez and Tsurutani [1987] , who observed that for about 10 intense storms that the IMF B z should be <À10 nT during time intervals >3 hours for electric field >5 mV m À1 .
[48] A number of studies have previously examined the decay time of both single and double exponential fits to the recovery phase [Burton et al., 1975; Cummings, 1966; Hamilton et al., 1988; Roeder et al., 1996; Ebihara et al., 1998; Dasso et al., 2002; Kozyra et al., 2002] . The decay times of the Asym-H and Sym-H* indices in this study are similar to those found in previous studies that applied a single exponential fit to the magnetic storm recovery phase [Burton et al., 1975; Cummings, 1966] . Cummings [1966] determined e-folding times of Asym-H on the order of 3 to 6 hours and 20 to 27 hours for the Sym-H* index for only three events. Their Asym-H decay values are lower than those determined with our exponential fits to the Asym-H index (7.2 hours), but the exponential fit to the superposed epoch Sym-H* curve in our study (22.8 hours) is similar to the range of Sym-H decay times determined by Cummings [1966] . Burton et al. [1975] calculated a Dst index e-folding time for 7 events of 7.7 hours. This value is considerably less than the one determined from the exponential fit to the superposed epoch, but on the order of the values determined from the average of 109 events (11.5 hours).
[49] Several studies have also shown that the decay time for the recovery phase is controlled by VBs [Burton et al., 1975; O'Brien and McPherron 2000; McPherron and O'Brien, 2001] . O'Brien and McPherron [2000] and McPherron and O'Brien [2001] found that the decay time is a function of the driving electric field. For northward IMF the decay time is 18 hours. As VBs becomes more negative, the decay time decreases exponentially to a value close to 4 hours. The values we find here for our median storm are $5 and 64 hours. The second value is much longer than the 18 hour decay time of pure northward IMF and almost certainly represents some average over successive injections and decays as the ring current recovers. The first value is much shorter than 18 hours and corresponds to a rather strong solar wind electric field. It is likely that many of our storms began recovery simply because of a slow reduction in VBs and so 5 hours is actually a time constant appropriate to an electric field weaker than the field that caused the minimum of Dst, but is not zero.
[50] A single exponential fit of the two indices does an adequate job when applied to individual storm events in this study and in most previous studies, however, we have shown that the recovery phase of the storm characterized by the superposed epoch curves can be better fit with a double exponential that divides the recovery phase into a two step process. The idea that storms have two different decay rates is not a new idea and in fact it is not limited to only two processes [Hamilton et al., 1988; Roeder et al., 1996; Ebihara et al., 1998; Dasso et al., 2002; Kozyra et al., 2002] . These studies associate the two-step process with the combination of two decay mechanisms such as convection of ions out of the front of the magnetosphere, charge exchange, and/or coulomb scattering. Hamilton et al. [1988] associated the fast 9.3 hour decay time of the recovery phase with the charge exchange life time of O + because of their relatively short exchange lifetimes. The slow stage of the recovery phase Hamilton et al. [1988] related to the long charge exchange life time of H + .
[51] A single storm event was observed in the study of Roeder et al. [1996] . They noted that the storm when through a two-step Dst decay process where the first and most rapid step took about 9 hours in total. They show that the relative O + component increased the most during the initial recovery phase and then decreased the fastest during later part of the recovery phase after the fastest decay step. Unfortunately, the study does not speculate on the cause of the decay in the slow stage of the recovery phase.
[52] Ebihara et al.
[1998] developed a time-independent model of the plasma sheet to determine if the first stage of the recovery of Dst is due to O + charge exchange. Their work implies that O + charge exchange is not the cause of the rapid decay because there was no significant change in the ion composition during the initial rapid recovery. They suggest an alternative candidate could be convective outflow of newly injected ions because of the relatively short time required to move ions through the inner magnetosphere.
[53] Dasso et al. [2002] also observed that the recovery phase of the storm goes through a two-step process. Using exponential fits they determined that the e-folding time depends on the magnitude of Dst at storm minimum: t = 0.037 Dst min + 27.45 hours. However, this function was determined using only about 11 storms. Overall, Dasso et al. [2002] give a mean decay time of 14 ± 4 hours for the first 10 hours of the recovery phase, but they find that the mean decay time varies significantly with the length of the interval considered. For example, if 30 hours are considered, then the mean decay time is about 24.0 ± 4.2 hours and if only the first 4 hours are considered, then the mean decay time is about 13.1 ± 7.2 hours.
[54] In our study we find that the e-folding time determined with a single exponential fit of the entire superposed epoch recovery phase (22.5 hours) is similar to the Dasso et al. decay time of 24 hours for the first 30 hours of the recovery phase. However, the average e-folding time of Sym-H* determined from individual fits to 109 storms (11.5 hours) is similar to the Dasso et al. study mean values determined from fits to the first 4 hours to 10 hours of Dst data.
[55] Dasso et al. [2002] believe that the decay time dependence on Dst is due to either a dependence of Dst min on the convective electric field [O'Brien and McPherron, 2000] or due to increased energies and abundances of protons and oxygen ions, which decreases the coulomb collision decay time [Fok et al., 1991] .
[56] As far as we are aware, the most detailed study of the two-step recovery phase has been done by Kozyra et al. [2002] . This study modeled the 4 -6 June 1991 storm and determined that for the two-step recovery phase the fast ring current decay is the result of flow-out of ring current ions at the dayside magnetopause and the slower decay is due to charge exchange. They emphasize that even though the latter is true for the 4 -6 June 1991 storm, charge exchange of both O + and H + could also cause a two-stage decay, but only if the ring current is sharply peaked in energy, pitch angle, and L shell.
[57] In a follow up study by Liemohn and Kozyra [2005] they further examined the issue of the two phase decay as a function of charge exchange as well as ion out flow. Through model simulations they show that they are not able to get a two phase decay through charge exchange alone but demonstrate that the longer decay time is due to charge exchanged while the shorter decay time (<10 hours) was due to out flow loss through the magnetopause. Liemohn and Kozyra [2005] believe that the short decay time cannot be due to charge exchange because the ring current is distributed across a broad range of energies, pitch angles, and L shells.
[58] The two stage recovery phase Sym-H* is explained by either the combined charge exchange events of O + and H + or by the flow out of ions through the magnetopause and change exchange of H + . However, why does the Asym-H index behave in the same way but with time constants that are half those of Sym-H*? If the partial ring current is produced by the flow-out of ions that have been injected from the tail, then how can the Asym-H index be well fit with a two step process? Table 2 indicates the two decay times associated with the Asym-H index are 2.4 hours and 20.4 hours. The short decay time probably represents the flow-out effect [Takahashi et al., 1990] . The larger decay time could be the time it takes for ions on drift paths suddenly converted from open to closed to become symmetrically distributed in local time.
Summary and Conclusions
[59] Our attempt to duplicate the results found in the Sugiura and Chapman [1960] study showed that this is possible only if we remove offsets in the both the Asym-H and Sym-H* indices. Offsets in the two indices are about 18 ± 2 nT depending on which method was used to determine the offset. We suggested that the Sym-H* offset is likely to be a combination of three effects; quiet time Chapman-Ferraro currents; quiet time ring current; the difference between the effect of the tail on quiet and disturbed days. We attribute the offset in the Asym-H index to a combination of two effects: an asymmetric ring current that is always present within the inner magnetosphere and noise in the local time traces introduced by incomplete subtraction of the quiet day variation at each station.
[60] In addition to the offsets we have determined the growth and decay times of both indices. The growth times of both indices are on the order of 6 hours; however, our results for the decay time varies depending upon the method used to determine the e-folding time. If the recovery phase is fit with a single exponential function, then for the Asym-H index the e-folding is less than 8 hours on average and the e-folding time for the Sym-H* index is about 17 hours. However, if the recovery phase is fit with a double exponential function, then the two e-folding times for the Asym-H index are 2.4 hours and 20.4 hours. We associate the two decay times of Asym-H with the convective flow-out time of ions and the time to convert ions on initially open drift paths to closed drift paths symmetric about the Earth. The two decay times for the Sym-H* index are 6.7 and 64.3 hours. We associate the shorter decay time with the convective timescales of the ions and the longer decay time is mostly likely due to charge exchange for H + ions within the ring current.
