Abstract: Let K be a global eld, V an in nite proper subset of the set of all primes of K, and S a nite subset of V. Denote the maximal Galois extension of K in which each p 2 S totally splits by K tot;S . Let M be an algebraic extension of K. A data for an (S; V)-Skolem density problem for M consists of a nite subset T of V containing S, polynomials f 1 ; : : : ; f m 2K X 1 ; : : : ; X n ] satisfying jf i j q = 1 for each non-archimedean prime q 2Ṽ rT , a point a 2 M n , and a positive real number . A solution to the problem is a point x 2 M n such that jx i ? a i j p < for each p 2T and jx i j q 1, jf j (x)j q = 1 for each non-archimedean prime q 2Ṽ rT , i = 1; : : : ; n, j = 1; : : : ; m. For = ( 1 ; : : : ; e ) 2 Gal(K) e let K s ( ) = fx 2 K s j i (x) = x; i = 1; : : : ; eg.
Introduction
Let K be a global eld. Fix a separable closure K s and an algebraic closureK of K. Denote the absolute Galois group of K by Gal(K).
Denote the set of all primes of K by P, all nite (= nonarchimedean) primes by P 0 , and all in nite (= archimedean) primes by P 1 . Each p 2 P is, by de nition, an equivalence class of absolute values. For each p 2 P choose a separable algebraic extension K p of K as follows: If p 2 P 0 , then K p is a Henselization of K at p. If p 2 P 1 is real, then K p is a real closure of K at p. Finally, if p 2 P 1 is complex, then K p = K s . For each p 2 P choose an absolute value j j p of K representing p and, for each prime q ofK lying over p, denote the absolute value ofK which represents q and extends j j p by j j q . For a subset R of P, we denote the set of primes ofK lying over primes in R byR.
Fix an in nite proper subset V of P and a nite subset S of V. Let
be the eld of totally S-adic numbers. This is the maximal Galois extension of K in which each p 2 S totally splits.
The goal of this work is to prove the following result:
Theorem A: Let e be a nonnegative integer. Then, for almost all 2 Gal(K) e , both K s ( ) \ K tot;S and K s ] \ K tot;S are S-Skolem elds with respect to V.
Here \almost all" is used in the sense of the Haar measure of Gal(K) e . For each = ( 1 ; : : : ; e ), the eld K s ( ) is the xed eld of 1 ; : : : ; e in K s . The eld K s ] is the maximal Galois extension of K inside K s ( ).
An algebraic extension M of K is an S-Skolem eld with respect to V if the following holds: Let T be a nite subset of V containing S. Put U = (V r T ) \ P 0 . Let f 1 ; : : : ; f m 2K X 1 ; : : : ; X n ] be q-primitive polynomials for each q 2Ũ. Here a polynomial is q-primitive if its coe cients are q-integrals and at least one of them is a q-unit. Let a = (a 1 ; : : : ; a n ) 2 M n and > 0. Then there is x 2 M n with jx ? aj p < for each p 2T , and jxj q 1, jf i (x)j q = 1 for each q 2Ũ, i = 1; : : : ; m. is a primitive polynomial. Then, there is an algebraic integer x such that g(x) is an algebraic unit.
Indeed, by Theorem A applied to K = Q, V = the set of all prime numbers, S = ;, and e = 0,Q is an S-Skolem eld with respect to V. The result follows then from the case T = ;, m = n = 1, and f 1 = g.
In 1963 Dade Dad] reproved Skolem's result. Cantor and Roquette CaR] proved in 1982 that K tot;S is an S-Skolem eld with respect to V when K is a number eld and P 1 6 V. A weaker version of Theorem A appears in a work of the present authors JR2] from 1995. In that version, V contains only nite primes. Moreover, it proves only that for almost all 2 Gal(K) e the maximal purely inseparable extension of K s ( ) \ K tot;S is S-Skolem with respect to V.
Theorem A improves the main result of JR2] in three ways:
1. Including in nite primes. The set V may contain now in nite primes. Note: V may contain all in nite primes. Here we have to use that each Hilbert subset of a number eld K contains elements which strongly approximate nitely many elements of K.
2. Omitting the perfectness assumption. When char(K) > 0, the S-Skolem elds we nd are now separable over K. We do not need to make them perfect. This was an essential di culty in JR2]. Here we have overcome it by exploiting compactness arguments in a more careful way then in JR2] (See Part B of the proof of Lemma 3.2.) We are indebted to Moret-Bailly for his help at this point.
3. Constructing smaller S-Skolem elds. In addition to the elds K s ( ) \ K tot;S , Theorem A says that almost all elds K s ] \ K tot;S are S-Skolem with respect to V. Consider a nonempty nite subset T of V containing S and put U = (V r T ) \ P 0 . Let O K;U = fa 2 K j jaj p 1 for each p 2 Ug. The main step in the proof of Theorem A (Lemma 3.2) starts from a monic polynomial f 2 O K;U X] which factors into a product of distinct monic irreducible polynomials over K. It constructs a monic polynomial h 0 2 O K;U X] of degree d > deg(f), relatively prime to f, with d distinct roots in K tot;S which are T -close to 0. It also constructs a nonzero element m 2 O K;U , T -close to 0, such that the polynomial maf(X) + h 0 (X) has d distinct roots in K tot;S which are T -close to 0 for each a 2 O K;U . Consider the absolutely irreducible polynomial h(T; X) = mf(X)T +h 0 (X). We know that almost all elds K s ( ) are \PAC over O K;U " (Propositions 1.3 and 1.5). This gives a 2 O K;V and x 2 K s ( ) withh(a; x) = 0. Let h(X) = maf(X) + h 0 (X). As x is a root of h, it follows from the construction that x 2 K tot;S and is T -close to 0. So, x 2 K s ( ) \ K tot;S . As h 2 O K;U X] is monic, x is q-integral for each q 2Ũ. Finally, since gcd(f; h) = 1, there are g; r 2 O K;U X] such that gh + rf = 1. Therefore r(x)f(x) = 1. So, since x is q-integral, f(x) is a q-unit for each q 2Ũ.
For almost all elds K s ] we know only a weaker property than being PAC over O K;U . However, K s ] is Galois over K. Moreover, the Appendix due to Wulf-Dieter Geyer, allows us to construct h 0 as above such thath(T; X) is stable with respect to X. That is, Gal(h(T; X); K(T)) = Gal(h(T; X);K(T)). With For f(X) = P n i=0 a i X i 2 L X], jfj R = j(a 0 ; : : : ; a n )j R . The set V satis es the strong approximation theorem: Let T be a nite subset of V. For each p 2 T consider an element a p of K and let " be a positive real number. Then there exists x 2 O K;V r T such that jx?a p j p < " for each p 2 T CaF, p. 67] . The proof of the proposition below is an adjustment of the proof of FrJ, Thm. 12.7] . Proposition 1.5: The subset O K;P 0 \V \ M K;P 1 \V of O K;V is K-Hilbertian. Proof: Assume without loss that V is co nite in P and let P 1 \ V = fq 1 ; : : : ; q n g. Let We call a polynomial f 2K X] of degree n separable if it has n distinct roots.
We call f N-admissible if in addition it is monic and all its roots are in N. Proposition 1.8: Letq 2Pand let E be a separable algebraic extension of K p , where p =qj K andq =p for 2 Gal(K). Let f 2 K X] be a monic separable polynomial of degree n and let x 1 ; : : : ; x n be its distinct roots. Then, for each " > 0 there is > 0 such that if g is a monic polynomial in E X] of degree n and jg ?fjq < , then g is separable and its roots can be enumerated as y 1 ; : : : ; y n with jy i ? x i jq < " and E(x i ) = E(y i ).
Proof: Ifq 2P 0 , the proposition follows from a combination of the theorem about the continuity of roots of polynomials and Krasner's lemma Ja2, Prop. 12.3] . Ifq 2P 1 , the proposition follows from Sturm's theorem for real roots and from the theorem about the continuity of roots of polynomials for complex roots.
The following lemma replaces JR2, Lemma 1.2]. Lemma 1.9: Let T be a nonempty nite subset of P which contains S. Let f 2 K X] be an N-admissible polynomial of degree n and let x 1 ; : : : ; x n 2 N be its distinct roots.
Then, for each " > 0 there is > 0 with the following property: If (1a) g 2 N X] is a monic polynomial of degree n with jg ? fj T < , then g is N-admissible and for eachq 2T (1b) the roots of g can be enumerated as y 1 ; : : : ; y n with jy i ? x i jq < ". If, in addition, there is a 2 K with jx i ? aj p < " for each p 2 T , i = 1; : : : ; n, then we can choose such that (1a) implies jy i ? aj T < ", i = 1; : : : ; n.
Proof: For each p 2 T Proposition 1.8 gives p > 0 such that if g is a monic polynomial in N X] of degree n and jg ? fjp < p , then g has n distinct roots y 1 ; : : : ; y n with jy i ? x i jp < " and K p N(x i ) = K p N(y i ). In particular, for each p 2 S, y 1 ; : : : ; y n 2 K p . Let = max p2T p and consider a polynomial g as in (1a (c) An absolutely irreducible polynomial h 2 K T; X], separable with respect to X, is K-stable with respect to X if Gal(h(T; X); K(T)) = Gal(h(T; X);K(T)) FrJ, x15.3] . Choose 0 6 = m 2 K such that jmj T < . Since M is weakly PSC over O M;V , Example 1.13 (a) (applied to h; 1 instead of to f; r) gives a 2 O M;V and c 2 M with ma + h(c) = 0. It follows that the monic polynomial h 1 (X) = ma + h(X) 2 M X] of degree d satis es h 1 (c) = 0 and jh 1 ? hj T < . Hence, h 1 satis es the conclusion of (3).
In particular g(X) = h 1 (X) We use the following lemma from linear algebra in the proof of Lemma 2.3.
Lemma 2.2: Let E be a eld, a 1 ; : : : ; a n nonzero elements of E, and x i = (x i1 ; : : : ; x in ), i = 1; : : : ; n ? 1, linearly independent vectors in E n . Suppose By the preceding paragraph and (1b), the second term is compact. So, in order to prove that the middle term is compact, it su ces, by (1c), to prove that C T is compact. ? log j p j p p2R . Then Ker( R ) = U R and R (K R ) = R r if R P 1 . Hence C R = R r = R (O K;V 0 r R ) if R P 1 . There are two cases to consider. Case D1: p 0 2 P 1 . Then V 0 r T = P 0 and T P 1 . By Dirichlet's unit theorem CaF, p. 72, Thm], P 1 (O K;P 0 ) is a lattice of rank s ? 1 in the hyperplane H = f(x p ) p2P 1 j P p2P 1 n p x p = 0g of R s . Here n p are positive integers chosen for the product formula to hold in K. In particular, P 1 (O K;P 0 ) contains s ? 1 linearly independent vectors (x i;p ) p2P 1 , i = 1; : : : ; s ? 1. Their projections on the T -coordinates, namely (x i;p ) p2T , i = 1; : : : ; s?1, contain t linearly independent vectors over R (Lemma 2.2). The latter vectors belong to T (O K;P 0 ). Hence, C T = R t = T (O K;P 0 ) is a quotient of (R=Z) t which is a compact group. Conclude from (1b): C T is compact.
Case D2: p 0 2 P 0 . In this case V 0 r T = P 0 r fp 0 g and T P 1 . Note that P r (P 0 r fp 0 g) = P 1 fp 0 g has s + 1 elements. So, by Dirichlet's unit theorem, The use of compactness of the above group will be through the following lemma. The proof is rather long. So, it may help the reader to know in advance what its main features are. 
Let x i be a root of f i , i = 1; : : : ; r. Then, by (2c),
Now let p 2 T . In order to compute H(K p ) we decompose each f i into its irreducible monic components overK p :
f i = f p;i;1 f p;i;r i;p ;
where r i;p is the number of primes of K(x i ) which lie over p CaF, p. 58, Cor.] . Let x ij be a root of f p;i;j , j = 1; : : : ; r i;p . SinceK p =K is separable (Data 1.7(a)), f p;i;1 ; : : : ; f p;i;r i;p are distinct and therefore
Identify H(O K;U ) with its image in Then, by (4), (5), and Lemma 2.3, We denote the maximal purely inseparable extension of a eld E by E ins . and K by a nite purely inseparable extension K 0 . This construction works because M is assumed in JR2] to be perfect. Here, M being separable over K need not be perfect. So, we decompose f into irreducible factors overK p for each p 2 T . AsK p =K is separable, these factors are distinct. This makes the arguments in Part B of the proof of Lemma 3.2 work.
Cantor and Roquette assume throughout their work CaR] that K is a number eld. They note in CaR, Rem. 1.7] that their proofs work also when K is a function eld of one variable over a nite eld. However, at the beginning of the proof of CaR, Lemma 5.2] they write \we may assume that f(X) is free from multiple roots", where f 2 K X] is a non-constant polynomial. To make this assumption they replace f by its separable kernel. As in the preceding paragraph, this forces a purely inseparable extension of K. So, when char(K) > 0, the proof of CaR] holds only for K tot;S;ins and not for K tot;S . GPR] proves Rumely's local-global principle for K tot;S when K is an arbitrary global eld. However, the proof of GPR, Thm. 4.1] applies CaR, Lemma 5.2] to a polynomial a 0 (X) instead of f(X) which need not be separable. So the proof of Rumely's local-global principle that GPR] gives seems to hold only for K tot;S;ins but not for K tot;S . for each 2 Gal(L=K). In particular, f(x) = f(y + b) 2 (O M;U 0) . Hence, since jf(x)j p = 1 for each p 2 R M , f(x) 2 (O M;U ) , as desired.
Corollary 3.5: Let R be a nite subset of U, a 2K, and > 0. Then there is x 2K with jx ? aj p < 1 for each p 2R and jxj q = 1 for each q 2Ũ rR . Proof: When char(K) = 0 apply Lemma 3.4 with ;; R; U r R; X;K replacing S; T ; U, f(X); M to achieve x.
Suppose char(K) > 0. Take a power q of char(K) with a q 2 K s . Lemma 3.4 with ;; R; U r R; X q ; K s replacing S; T ; U; f(X); M gives y 2 K s with jy ? a q j p < 1 for each p 2 R K s and jyj q = 1 for each q 2 U K s r R K s . Then x = y 1=q satis es jx ? aj p < 1 for each p 2R and jxj q = 1 for each q 2Ũ rR .
In Case A1 of the proof of Theorem 3.7, it becomes necessary to enlarge T (thus shrinking U). Lemma 3.6 takes care of this enlargement. Conclusion of the proof: By assumption, there exists x 2 M with jx?yj T 0 < minf 2 ; 1g, jxj q 1, and jf(x)j q = 1 for each q 2 U 0 N . In particular, if q 2 T N , then, by Claim B, jx ? aj q jx ? yj q + jy ? aj q < . If q 2 R N , then jx ? yj q < 1 and q is nite. Since y and the coe cients of f are q-integral, jf(x) ? f(y)j q < 1. Hence jxj q = jyj q 1 and jf(x)j q = jf(y)j q = 1. Conclude that jxj q 1 and jf(x)j q = 1 for each q 2 U N , as desired.
A data for an (S; V)-Skolem density problem for an algebraic extension M 0 of K consists of a quadruple (T 0 ; f;a; ) in which (14a) T 0 is a nite subset of V containing S; (14b) h 0 ij , i = 1; : : : ; m, j 2 J i , there is x n 2 O M;U with jx n ? a n j T < and h 0 ij (x n ) 2 (OK ;U ) , i = 1; : : : ; m, j 2 J i .
Consider i between 1 and m and p 2Ũ. Since jf i j p = 1, there is j 2 J i with jh ij j p = 1. Then ja ij j p = 1 and therefore jh ij (x n )j p = ja ij h 0 ij (x n )j p = 1. Thus g i (X 1 ; : : : ; X n?1 ) = f i (X 1 ; : : : ; X n?1 ; x n ) satis es jg i j p = 1 for each p 2Ũ. Apply induction to the polynomials g 1 ; : : : ; g m , to get x 1 ; : : : ; x n?1 2 O M;U such that jx l ?a l j T < , l = 1; : : : ; n ? 1, and g i (x 1 ; : : : ; x n?1 ) 2 (OK ;U ) .
The point x = (x 1 ; : : : ; x n ) 2 M n solves the problem with data (T ; f;a; ). (1) ' 0 ( ) = 0 =) ' 00 ( ) 6 = 0 :
If p = 2, this does not work since always ' 00 = 0. We have to switch to the modi ed Hasse-Schmidt derivatives, the second one is given by the expansion (let u; t be independent variables) '(t + u) '(t) + ' 0 (t)u + ' 2] (t)u 2 mod u 3 :
Comparing to Taylor's formula we have (a) () a is a root of multiplicity 2 of ' :
So, instead of (1), the non degeneracy of the critical points in condition (a) for all characteristics is the condition
( ) 6 = 0 :
De nition 1 is made to t the following Proposition 4.2: Let ' = f g 2 K(t) be a Morse function of degree n = deg f > deg g. Then the Galois group of the covering ' : P 1 ! P 1 of degree n is the full symmetric group, i.e.
Gal(f(t) ? xg(t); K(x)) = S n :
Proof: As f(t) ? xg(t) is an irreducible polynomial of degree n in t, its Galois group G is a transitive subgroup of S n . We look at the rami cation of ' over the points of K = A 1 (K): Condition (a) says that the orders of rami cation are all 2, so an equation '(t) = for 2 K has at most double roots in K. Condition (b) says that no two critical points are in the same bre, so an equation '(t) = for 2 K has at least n ? 1 roots in K. Therefore the map ' has the simplest rami cation behaviour over the a ne line, the rami cation group over a nite point x = just permutes two roots of f(t) ? xg(t), i.e. is generated by a transposition. At 1 condition (c) says that the rami cation at 1 is tame. Now the a ne line A 1 has a trivial tame fundamental group, i.e. there is no unrami ed covering of A 1 which is only tamely rami ed at 1. Therefore the Galois group G is generated by the rami cation groups of the nite points, i.e. by transpositions. The proposition follows from the standard fact that a transitive subgroup of a nite symmetric group which is generated by transpositions cannot be proper.
Remark: We proved proposition 4.2 for algebraically closed elds K. But then it holds for all elds K since S n is the maximal Galois group of a polynomial of degree n.
We are now going to construct Morse functions ' = f g where the denominator g is given as a separable polynomial. where i are the roots of D(t) does not vanish. By the theorem on symmetric functions, = (a 1 ; : : : ; a n ) is again a polynomial in the coe cients of f. So the space of polynomials f giving Morse functions ' is given by the inequalities (2) R(a 1 ; : : : ; a n ) 6 = 0; (a 1 ; : : : ; a n ) 6 = 0:
Hence, it is a Zariski-open set in the a ne n-space. To show that it is dense, it su ces to show that it is not empty. We rst assume d > 0 and handle the case d = 0 at the end. We will show that the following polynomial will satisfy the inequalities (2): (3) f(t) = t n + a n?1 t n?1 + + a 2 t 
Condition (3b) can be satis ed e.g. by the inequality a 2 6 = 0. Condition (3a) is for any choice of a n?1 ; : : : ; a 2 satis ed for almost all a 1 2 K.
We prove that f=g is a Morse function in the following four steps.
Claim A: The polynomial equation Now denote the pole of in K( )=K by p. Consider its rami cation over certain sub elds. In equations (5) and (7), the degree of the numerator is larger than the degree of the denominator. Therefore up = vp = 1, so p is a common pole of u and v. >From (5) follows that the other poles of u are the zeros of g 0 ; from (7) follows that the other poles of v are the zeros of g. >From gcd(g; g 0 ) = 1 follows that p is the only common pole of u and v. Since K is algebraically closed, p is purely rami ed over L. It remains to consider the case g = 1, i.e. the construction of Morse polynomials ' = f. If n = 1, all polynomials f satisfy (2), so assume n > 1. We will show that the following polynomial will satisfy the inequalities (2): (3) 0 f(t) = t n + a n?1 t n?1 + + a 2 t 2 + u 1 t + a 0 = f (t) + u 1 t with u 1 transcendental over K and f 2] 6 = 0 which may be satis ed by a 2 6 = 0. We prove this again in four steps as in the case d > 0. 
