We consider the measurement of the third cumulant of current fluctuations arising from a point contact, employing the transitions that they cause in a quantum detector connected to the contact. We detail two generic detectors: a quantum two-level system and a harmonic oscillator. In these systems, for an arbitrary relation between the voltage driving the point contact and the energy scales of the detectors, the results can be expressed in terms of an effective detector temperature T eff . The third cumulant can be found from the dependence of T eff on the sign of the driving voltage. We find that proper ordering of the fluctuation operators is relevant in the analysis of the transition rates. This is reflected in the effective Fano factor for the third cumulant measured in such setups: it depends on the ratio of the voltage and an energy scale describing the circuit where the fluctuations are produced.
Quantum detectors for the third cumulant of current fluctuations
We consider the measurement of the third cumulant of current fluctuations arising from a point contact, employing the transitions that they cause in a quantum detector connected to the contact. We detail two generic detectors: a quantum two-level system and a harmonic oscillator. In these systems, for an arbitrary relation between the voltage driving the point contact and the energy scales of the detectors, the results can be expressed in terms of an effective detector temperature T eff . The third cumulant can be found from the dependence of T eff on the sign of the driving voltage. We find that proper ordering of the fluctuation operators is relevant in the analysis of the transition rates. This is reflected in the effective Fano factor for the third cumulant measured in such setups: it depends on the ratio of the voltage and an energy scale describing the circuit where the fluctuations are produced. 
I. INTRODUCTION
The statistics of current fluctuations in mesoscopic conductors have been at the center of interest within the last decade or so. This statistics can be described by the characteristic function, which is the Fourier transform of the probability density for a given value of the current. Characteristic functions for many different types of systems have been calculated, ranging from the simple case of a tunnel junction with Poisson-distributed currents to point contacts with binomial distribution and to more complicated systems composed for example of superconductors. 1, 2 Along with the characteristic function, the fluctuations can be described by the cumulants or moments of the distribution, the latter being of the form
͑1͒
where ␦I͑t i ͒ = I͑t i ͒ − ͗I͘, I͑t͒ is the instantaneous value of the current, and the brackets ͗·͘ refer to ensemble averaging. The typically described observable is then the Fourier transform of M n ͑0,t 2 − t 1 , ... ,t n − t 1 ͒ with respect to the time differences t i − t 1 and often only the limit where all the frequencies are taken to zero is known.
As many of the studied systems require quantum mechanics for their description, a natural question is the proper generalization of Eq. ͑1͒ to include the fact that the current operator Î͑t͒ may not commute with itself at different times. The answer to this question depends on how the fluctuations are to be measured. Levitov, Lee, and Lesovik suggested the use of a spin coupled to the fluctuating current as an imaginary detector. 3 More precisely, when the coupling is turned on at time t = 0, the angle of the spin coupled only to the fluctuating current Î͑t͒, with no average fields, starts to precess along with the current. Then the angle at a later time t, averaged over the fluctuations, is
Here T and T denote the time-and anti-time-ordering operators and g is the coupling constant. This combination of time-ordering operators is also called the Keldysh ordering. For a classical current, ignoring noncommutativity, Eq. ͑2͒ would yield the characteristic function of the charge Q = ͐ 0 t I͑t͒ transmitted in a conductor in a given time t. Hence, Eq. ͑2͒ is one possible generalization of the characteristic function for a quantum current operator. In the language of quantum two-level systems ͑TLS's͒ or qubits, Eq. ͑2͒ describes the dephasing of a nonbiased ͑zero-level-spacing͒ qubit.
The advantage of the spin detector is the fact that the Keldysh-symmetrized characteristic function of a point contact with transmission probability T n for channel n is a product of binomial characteristic functions, described by the probability T n of success. For example, the first three moments of the distribution of currents measured in that way are
Here G 0 = e 2 / h and the summation goes over the spin and the different transverse channels in the point contact. Such a characteristic function thus has a transparent classical interpretation.
But spin precession or qubit dephasing in real time is difficult to measure. Also, the Levitov-Lee-Lesovik spin detector responds to finite frequencies only at short measure-ment times. An alternative method is to measure the excitation and relaxation rates of a quantum system subject to a fluctuating force produced by the current. This is the approach taken in the present paper. These transition rates determine the static state of the density matrix for the system, which can in many cases be described by an effective temperature. Measuring the effective temperature is much simpler than spin precession, and it also gives access to the finite-frequency moments of the noise. In this paper we discuss how two simple quantum detectors behave in response to a non-Gaussian fluctuating force. An exact solution of this problem with the full characteristic function of fluctuations is not known to us, and therefore we resort to expanding in the cumulants of these fluctuations up to the third cumulant.
It turns out that in this case the proper way to define the third-order correlation function is by time-ordering two of the current fluctuation operators and leaving the third one free ͓cf., Eq. ͑3͔͒. 4 The transitions in the detector in this case are sensitive to the frequency dependence of the third cumulant, 5 and the relevant Fano factor "measured" in this process depends on the relation between different frequency scales of the problem: If the detector is "close" to the noise source, so that the frequency dependence is given by the voltage V applied over the scatterer, the third cumulant strength is characterized by F 2 − F 3 =2͚ n T n 2 ͑1−T n ͒ / ͚ n T n . This factor is very small for a tunnel junction, but finite for other types of scatterers. However, placing the detector further from the noise source introduces another frequency scale into the problem, characterizing the circuit between the source and the detector. For voltages above this frequency scale, the third cumulant effect on relaxation is characterized by the "usual" Fano factor F 3 . In this limit one reproduces our results in Ref. 4 , where we assumed that the frequency dependence is solely governed by the circuit. Besides the Fano factor, also the dependence on the voltage V is different in the two limits: in the first case it is logarithmic and in the second case linear.
Alternative "on-chip" detector schemes for measuring non-Gaussian fluctuations have been suggested in Refs. [6] [7] [8] [9] [10] [11] [12] , and a few schemes have already been experimentally realized; see Refs. 13-16.
Frequency scales and different regimes
The noise-source-detector system can be characterized with a few frequency and energy scales whose relative magnitudes determine the detector response. The main frequency scales are that coming from the detector level spacing ⍀ / ប, one characterizing the circuit connecting the noise source and the detector, say c ͑for an example, see Ref. 4͒, and the rate ⌫ env of transitions in the detector induced by its own environment. Furthermore, the fluctuations in a point contact are characterized by two further scales, given by the temperature T and the voltage V over the contact.
In this work, we assume that the level broadening is sufficiently weak-i.e., ប⌫ env Ӷ⍀-such that it can be taken into account perturbatively. The detector response will depend on the ratios between the voltage and the detector level spacing, eV / ⍀ ͑or, at a finite temperature, on k B T / ⍀͒, and on the ratio ប c / ⍀. Finally, the response depends on the relative magnitude of the transition rates coming from the noise source and of those coming from the Gaussian bath.
II. EFFECT OF THE THIRD CUMULANT ON AN ARBITRARY DETECTOR
Consider the system depicted in Fig. 1 . A non-Gaussian noise source is coupled to a detector whose state we aim to describe. The Hamiltonian of the system can be decoupled into
Here H det is the Hamiltonian of the detector, specified in Secs. ͑4͒ and ͑5͒. It is in general described through a set of collective variables with mutually noncommuting operators Â i . This detector is coupled to its own environment described by H env through the coupling H ecoup . We assume this environment to be Gaussian, such that we can model it via an ensemble of harmonic oscillators,
where â ͑ †͒ is the bosonic annihilation ͑creation͒ operator of an oscillator in the bath, n its eigenfrequency, and j is the coupling constant from this oscillator to the system variable Â .
Finally, the noise source is described by H noise and coupled to the detector via H coup . The latter connects in general a set of collective variables of the noise source to another set of variables of the detector. As we aim to describe the measurement of current fluctuations, we explicitly assume that the previous is the current operator Î in the noise source. 18 Thus the coupling is of the form Another source for the transition rates is the intrinsic Gaussian environment of the detector, which can be modeled via an ensemble of harmonic oscillators. Up to the third order in the coupling coefficient g, the transition rates in the detector depend on the second and third cumulant of the fluctuations. As the latter is odd in the driving average current through the noise source, its effect can be measured by detecting the change in the rates when the sign of the driving average current is reversed.
where g i are dimensionless coupling constants. We further assume that Î commutes with Â i .
Including the effects of H coup up to the third order in the coupling g i , we do not have to specify H noise , but it suffices to concentrate on the different correlators ͑cumulants͒ of Î. For simplicity, we include the effect of the average current on the detector Hamiltonian H det , such that we can take ͗Î͘ = 0. Here the brackets ͗·͘ denote quantum averaging over the density matrix of the noise source. In particular, we concentrate on the noise power spectral density,
and the partially time-ordered third cumulant 4,19
In the static system considered in this paper, these correlators are independent of the time t 0 . Assume the uncoupled detector is described via the energy eigenstates ͉n͘ with energies E n -i.e., H det ͉n͘ = E n ͉n͘. Without coupling to the environment, the state of the detector is described by a density matrix nm det ͑t͒ which in general may show coherent oscillations between the different states. Assume now we turn on the couplings H coup and H ecoup at some time t 0 . If H coup or H ecoup do not commute with H det , after some time nm det ͑t͒ tends into a diagonal steady state form. 6 These diagonal entries P n ϵ nn det ͑t ӷ t 0 ͒ are obtained from a detailed-balance relation of the form
In addition, the total probability has to be conserved-i.e., ͚ n P n = 1. Here ⌫ m→n is the total transition rate from the energy eigenstate m to the eigenstate n, due to the coupling to the environment. Up to the third order in the coupling constants g i and i , the transition rates originating from the coupling to the oscillator bath and the noise source are uncorrelated and we may write
Here
is the transition rate from state m to state n due to the coupling of the detector to its Gaussian bath with temperature T e , up to the second order in the coupling constants j . Here A mn ϵ͗m͉Â ͉n͘ and mn ϵ͑E m − E n ͒ / ប. In what follows, we use a shorthand notation 2 ϵ͚ j j 2 . The transition rates induced by the noise source are of the form 4,20
The rate from the third-order term is 4
͑5͒
Here is a positive infinitesimal. In this paper, this integral is evaluated for two generic detectors in the case of noise originating from a point contact.
III. FREQUENCY-DEPENDENT SECOND AND THIRD CUMULANTS OF A POINT CONTACT
A general scheme for calculating arbitrarily ordered frequency-dependent current correlators from the scattering theory was laid out by Salo, Hekking, and Pekola ͑SHP͒ in Ref. 5 . Their results are applied here in order to calculate the response of our generic detectors to the third-order current fluctuations. SHP decompose the operator describing the current through a given scatterer to "in" and "out" parts, Î = Î in − Î out , 21 and show that time ordering between two current operators Î͑t 1 ͒ and Î͑t 2 ͒ can be expressed in terms of ordering between Î in and Î out . For the latter, they find that a timeordered product of a pair of ͑in,in͒ or ͑out,out͒ operators is the same as the unordered pair and that time ordering a pair of ͑in,out͒ operators corresponds to an ordering where Î out is placed to the left of Î in .
A practically important noise source is a point contact with an energy independent scattering matrix. A "point contact" in this case refers to a system through which the electron time of flight, D , is much smaller than the other time scales of the problem. In this case, the second-order correlator can be written in the form S I ͑͒ = S I Q ͑͒ + S I exc ͑͒, where the vacuum fluctuations are S I Q ͑͒ =2បG͑͒ and the excess noise is given by 7, 22 S I
Here G is the conductance of the point contact, V is the voltage applied over it, and F 2 = ͓͚ n T n ͑1−T n ͔͒ / ͚ n T n is the Fano factor characterizing the transmission eigenvalues T n of the contact. Written in this way, the excess noise is a symmetric function of frequency, and thus it contributes to excitation as much as to relaxation. For the partially time-ordered third cumulant in the case of a point contact, one can deduce from the results of SHP
The functions A͑ 1 ͒ and B͑ 2 ͒ are defined as
where f͑E͒ is a Fermi function.
In an electric circuit containing reactive elements, the fluctuation spectra are modified in a frequency-dependent way. These types of modifications can be fairly generally calculated with a Langevin approach ͑see, for example, Refs. 24 and 25; for an exception relevant for the third cumulant, see Ref. 26͒. In the case of a time-independent average current, the noise spectra are modified according to
where G͑͒ is a function characterizing the circuit. In what follows, we choose
typical for a circuit with reactive elements next to the point contact.
Below, we aim to calculate the outcome of these spectra on two generic detectors coupled to the noise source: a quantum two-level system and a harmonic oscillator.
IV. QUANTUM TWO-LEVEL SYSTEM
The general Hamiltonian for a quantum two-level system is
where z/x are Pauli matrices and B z/x the effective magnetic fields. We assume that such a system is coupled to the noise source via a coupling Hamiltonian
The field pointing to the y direction would not add any more generality to our model. The average current I can be included in the classical control field by defining B z ϵ B z +2បgI / e, so we can only concentrate on the fluctuations ␦Î.
The ground and excited states of this system are given by ͉0͘ =−␤͉ ↑ ͘ + ␣͉ ↓ ͘ and ͉1͘ = ␣͉ ↑ ͘ + ␤͉ ↓ ͘, with ␣ = cos͑ /2͒, ␤ = sin͑ /2͒ and = arctan͑B z / B x ͒. The energies of these states are E 0/1 = ϯ⍀/2, ⍀ ϵ ͱ B x 2 + B z 2 . Now, the second-order contribution to the excitation rates is
and the third-order contribution can be obtained from
͑11͒
Here we used the fact that z 11 =− z 00 = cos͑͒. Note that the matrix element ͉ z 01 ͉ 2 = sin 2 ͑͒ is common for both rates. The corresponding relaxation rates ⌫ 1→0 ͑2/3͒ can be obtained from the excitation rates with the substitution ⍀ → −⍀.
In the case of a point contact at a vanishing temperature ͑k B T Ӷ eV , ⍀͒, the second-order excitation and relaxation rates are given by
The calculation of the integrals required for the third-order effect in this case is detailed in the Appendix. The general result with an arbitrary ratio between eV and ប c can be found analytically, but it is too long to be written down here.
In the limit ⍀Ͻ͉eV͉ Ӷប c we obtain
and ⌫ 1→0 ͑3͒ =−⌫ 0→1 ͑3͒ . For ͉eV͉ Ͻ⍀, the contributions to the ex-citation rates from the third cumulant vanish, but there is a contribution to the relaxation rate,
This contribution becomes small in the limit ប c ӷ⍀.
For ͉eV͉ ӷ⍀, these rates tend to ±⌫ close ͑3͒ with
Note that for a tunnel junction, F 2 = F 3 , and there is no contribution from the third cumulant to the transition rates. For other types of contacts, the rates are determined according to
. This is the same as the zerofrequency Fano factor one would get for an unordered third cumulant. 5 In the opposite limit where the voltage by far exceeds the scale ប c / e set by the circuit, the frequency dependence is governed by c and the third-cumulant effect on the excitation rate is given by
and again ⌫ 1→0 ͑3͒ =−⌫ 0→1 ͑3͒ . This is the result one would obtain by assuming ␦ 3 I c ͑ 1 , 2 ͒ϷG͑ 1 ͒G͑ 2 ͒G͑− 1 − 2 ͒␦ 3 I͑0,0͒ as was done in Ref. 4 . The third-order contributions to the relaxation rates induced by the noise source are plotted in Fig. 2 for a few example cases. Now let us analyze the detection of noise with the twolevel system via the steady-state occupation probabilities P 0 and P 1 =1− P 0 of the states ͉0͘ and ͉1͘. These satisfy the detailed-balance condition, Eq. ͑4͒. Analogous to the equilibrium system, we can define an effective temperature of the quantum two-level system,
The contributions from the second and third cumulants can be separated by considering what happens to T TLS when the voltage across the point contact is reversed. We define the average temperature T TLS ϵ͓T TLS ͑V͒ + T TLS ͑−V͔͒ / 2 and the difference ⌬T TLS ϵ T TLS − T TLS ͑−V͒. In the lowest order in the coupling constant g, the previous is then independent of the third cumulant, whereas the latter is directly proportional to it. The limiting case expressions for T TLS and ⌬T TLS depend on the relative strengths of the relaxation and excitation rates from the bath and from the noise source and on the magnitude of the circuit frequency scale c . The previous is easiest to characterize through the ratio of the differences between relaxation and excitation they cause ͑this is essentially the "friction" strength in classical models͒,
For ⍀Ӷk B T e , ͉eV͉, we then get an asymptotic expression for T TLS ,
͑19͒
For ͉eV͉ ӷ k B T e , ⍀, there is another asymptotic expression
͑20͒
The latter equation is valid for an arbitrary ratio between ⍀ and kT e .
The effective temperature T TLS as a function of the voltage V is plotted in Fig. 3 for a few types of junctions and in Fig. 4 for a few values of c .   FIG. 2 . ͑Color online͒ Third-order contributions to the excitation ͑solid lines͒ and relaxation ͑dashed lines͒ rates of a quantum two-level system coupled to a point contact. The rates are plotted for four different types of contacts with equal conductance G: tunnel contact ͑blue circles, F 2 = F 3 =1͒, dirty interface ͑Ref. 27͒ ͑black squares, F 2 =1/2, F 3 =1/4͒, diffusive wire ͑Ref. 28͒ ͑green stars, F 2 =1/3, F 3 =1/15͒, and a chaotic cavity ͑Ref. 29͒ ͑red triangles, F 2 =1/4, F 3 =0͒. The other parameters used in this plot are = / 4 and ប c =20 ⍀. Inset shows the low-voltage region. The rates are proportional to the dimensionless constant GR K where
2 is the resistance quantum.
The antisymmetric part ⌬T TLS of the temperature with respect to the voltage through the scatterer depends strongly on whether the frequency dependence is governed by the voltage or by the circuit. In the previous case, for ⍀ Ӷ k B T e , ͉eV͉ Ӷប c ͑noise source "close" to the detector͒, the asymptotic expression for ⌬T TLS is
For a noise source placed "far" from the detector-i.e., ⍀ , ប c Ӷ ͉eV͉ , kT e -we get Other parameters are as in Fig. 3 . The curve for ប c = 100 ⍀ is in the logarithmic regime, Eq. ͑21͒, for all plotted voltages, and it is characterized by the Fano factor F 2 − F 3 . The curves for ប c ഛ 1 are in the linear regime, Eq. ͑22͒, and the case ប c =10 ⍀ has a crossover between the two. Inset shows the low-voltage regime, reflecting the behavior described in Eq. ͑14͒. rithmic term in V ͓Eq. ͑21͔͒ is absent, whereas for a chaotic cavity F 3 = 0 and the absence of the linear term ͓Eq. ͑22͔͒ leads to a positive-definite ⌬T TLS / V. For other types of junctions, there is a crossover from positive ⌬T TLS / V to a negative ⌬T TLS / V roughly when eV exceeds ប c .
The relative temperature change ⌬T TLS / T TLS is thus logarithmic in V for ⍀ , k B T e Ӷ ͉eV͉ Ӷប c and linear for ͉eV͉ ӷ⍀, k B T e , ប c .
V. HARMONIC OSCILLATOR
Below, we discuss two schemes for using a quantum harmonic oscillator as a detector of the current fluctuations. The first scheme couples a displaced oscillator to the fluctuations through the position operator x and the second scheme through the second power of the momentum operator, p 2 . It turns out that at least up to the third order in the coupling operators g i , i , the first scheme is insensitive to the third cumulant, whereas the latter follows quite closely the qubit scheme. First, we note that a simple harmonic oscillator coupled to the fluctuations via its position operator-i.e., Â = x-directly implies ⌫ ͑3͒ = 0 as Eq. ͑5͒ requires that all the matrix elements between the initial, the final, and one or more intermediate states be nonzero. This cannot be satisfied as x couples only the neighboring states.
A. Displaced harmonic oscillator coupled to the position operator
The restriction due to the vanishing matrix elements may be overcome by considering a displaced harmonic oscillator, so that the effective coupling is to x − x 0 , where x 0 is a scalar displacement. However, one can quite generally show that even in this case the resulting ⌫ ͑3͒ =0. To be specific, consider a harmonic oscillator coupled to the fluctuating current. The Hamiltonian for the oscillator is
Assume the fluctuating current is coupled to the xЈ coordinate; i.e., the coupling is described by
Due to the average current term I b , the oscillator potential minimum is shifted from x =0 to x 0 =− ͱ 2បgI b / ͑e ͱ m 0 3 ͒. Defining a new displaced operator x ϵ xЈ − x 0 we get, neglecting the unimportant scalar terms,
͑23͒
In what follows, we assume that I b can be controlled separately from the current flowing through the noise source. This type of a separation of average and noise currents was discussed, for example, in Ref. 31 .
We proceed in the usual way by defining the harmonic oscillator annihilation and creation operators,
Now the energy eigenstates ͉n͘ of the "average" Hamiltonian are those of the number operator N ͉n͘ = â † â ͉n͘ = ͉n͘. The fluctuations are coupled to the operator Â ϵ ͱ 2mប 0 ͑x + x 0 ͒. This has a finite matrix element A n,n±1 between the neighboring states due to the operator x. Moreover, the displacement x 0 makes the diagonal matrix element Â nn also finite and independent of the level index n. Similar to the two-level system, we can write the second-order excitation and relaxation rates due to the external noise from a point contact at k B T Ӷ ͉eV͉ , ប 0 ,
The third-order contribution to the excitation rate is
and the relaxation rate ⌫ n+1→n
͑3͒
can be obtained by replacing 0 by − 0 inside the integrals ͑but not in the prefactor͒.
These integrals are the same as for the quantum two-level system, Eq. ͑11͒, up to a sign between them. But as shown in the Appendix, the two integrals give exactly the opposite contribution under quite general conditions, and therefore ⌫ ͑3͒ vanishes.
B. Coupling to the square of the momentum or position operator
Assume one could vary the mass of the harmonic oscillator via the fluctuating current. In this case, the coupling to the fluctuations would be of the form 32
Such an operator Â = ͑â † − â ͒ 2 has finite matrix elements between next-nearest-neighbor energy levels n and n + 2 of the oscillator, A n,n+2 = ͱ͑n+1͒͑n+2͒, and diagonal matrix elements A n,n =−2n − 1. To be able to further describe the system with an effective temperature, we assume that the coupling to the bath is much weaker than the coupling to the noise source, and the previous can hence be neglected. Now the second-order contribution to the transition rates due to the current fluctuations at T = 0 are
The third-order contribution to the excitation rate is The third-order rate has thus the same level-dependent prefactor as the second-order rate. Therefore, we can again define an effective temperature, which now is of the form
This is independent of the level index n, provided the fluctuations coupling linearly to x or p can be neglected. Because of the similar form of the rate expressions as in the qubit case, the behavior of the effective temperature is similar to the qubit, provided the prefactor cos͑͒ in Eqs. ͑15͒, ͑16͒, ͑21͒, and ͑22͒ is replaced by −1 and the matrix element z 01 by ͑n +1͒͑n +2͒. In the case of coupling to x 2 instead of p 2 ͑i.e., varying the spring constant rather than the mass͒, the only difference is the inverted sign of the thirdcumulant contributions to the rates.
VI. EXPERIMENTAL DETECTOR REALIZATIONS
To exemplify the measurement of the third cumulant through the polarization of a qubit coupled to the fluctuating current, we consider three specific examples: a persistent current ͑or a flux͒ qubit, 33,34 a phase qubit, 35, 36 and a charge qubit. 37 The fluctuation measurement schemes with these qubits are illustrated in Fig. 7 . Apart from the measurement schemes, we aim to discuss typical values for the coupling constant g, level splitting ⍀, circuit frequency scale c , and dimensionless constant ⌳ characterizing the ratio between the intrinsic and induced noise. In all cases, the level splitting ⍀ / ប turns out to be of the order of a few GHz at minimum. Also, for all systems the relevant reactive element causing dispersion of noise is the inductance L of the lines feeding the noise current, and therefore the frequency scale c =1/͑GL͒, where G is the conductance of the shot noise source. As L is typically of the order of some 10 pH and R may vary between some 10 ⍀ to some 100 k⍀, we have c ranging between 10 3 and 10 6 GHz. This means that unless special care is taken to make a large inductance, ប c / ⍀ is at least a few hundred.
However, note that at least in diffusive wires and chaotic cavities, there is an additional frequency scale given by the inverse dwell time 1 / D or the inverse screening time 1/ sc . [38] [39] [40] For example, for a diffusive wire of length L =1 m and diffusion constant D = 100 cm 2 / s, we have 1/ D Ϸ 10 GHz. When 1 / D or 1 / sc is less than min͉͑eV͉ / ប , c ͒, these have to be taken into account separately. FIG. 7 . Fluctuation measurement schemes using superconducting qubits: ͑a͒ persistent current qubit, ͑b͒ phase qubit, and ͑c͒ charge qubit.
With the qubits, the detection takes place by applying a steady current through the noise source and measuring the occupation number 11 of the higher qubit state many times-i.e., averaging over the realizations of current fluctuations. The effective temperature is then k B T eff = ⍀ lnͩ 1 − 11 11 ͪ.
The third-cumulant effect can be controlled by tuning the phase through the average fields B x and B z . When either of these fields vanishes, also the third-cumulant effect should vanish.
The temperature measurement of the harmonic oscillator depends on its realization: For a true oscillator based on a resonant LC circuit, the temperature should be measured either by measuring the current noise power in the oscillator, or coupling it to a nonlinear system, say a superconducting quantum interference device ͑SQUID͒, and measuring its response. If the realization is a current-biased Josephson junction, the temperature detection can be done via the measurement of the thermal escape rate as in Ref. 31 .
Voltage fluctuations could also be coupled to the qubits or oscillators. Typically these would couple to the perpendicular external field component compared to the current fluctuations. However, the frequency dependence of the third cumulant of voltage fluctuations is not known to us and the response of the qubits might in this case be somewhat different.
A. Persistent current qubit
In the persistent current qubit, a fluctuating current is easiest to couple to the qubit current through the mutual inductance M as in Fig. 7͑a͒ . 33 In the basis defined by the clockwise and anticlockwise current, this corresponds to coupling to z . In this case, the coupling constant g is of the order of
where ⌬I qb is the difference between the currents corresponding to the two qubit states. This is of the order of the critical current I c of the Josephson junctions. Using M Ϸ 2 pH and I c Ϸ 3 A close to the experimental values, 33, 34 we get g Ϸ 0.01. Finally, with the intrinsic relaxation time T 1 = 1 ms, ⍀ / ប = 10 GHz, R = R K , and =0, we get ⌳ Ϸ 0.003; i.e., the intrinsic bath effect is almost negligible.
B. Phase qubit
With the scheme depicted in Fig. 7͑b͒ , the external current fluctuations can be again coupled to the diagonal element of the qubit Hamiltonian-i.e., z . The coupling strength is In such qubits, the relaxation due to the intrinsic bath is slower than p / 1000, which implies ⌳Ͻ0.1. Therefore, the intrinsic bath should also here be negligible.
C. Charge qubit
Coupling a charge qubit in a form of the Cooper-pair box 37 to current fluctuations takes place via the operator x in the natural charge basis of the qubit. This is accomplished by coupling the fluctuations to the flux controlling the Josephson energy of the Cooper-pair box. Due to this slightly different type of a coupling, the phase should be defined as = arctan͑B x / B z ͒, but otherwise the rate expressions stay the same. In this case, the coupling strength is given by
where M is the mutual inductance and I c ͑⌽ x ͒ is the critical current of the box at the average external flux ⌽ x . With M = 2 pH and I c = 300 nA, g can be made to vary between almost zero ͓the "sweet spot" where the first derivative of I c ͑⌽ x ͒ vs ⌽ x vanishes͔ to some 10 −3 . A higher coupling strength can be obtained by increasing I c and thereby going away from the strict charge basis as in Ref. 42 .
D. Cooper-pair box in a resonant circuit
Coupling the fluctuations to a flux controlling the Josephson coupling of a Cooper-pair box placed in a resonant circuit, one may control the effective capacitance of the resonator. [43] [44] [45] Such a setup corresponds to that studied in Sec. V B. The coupling strength g depends on the relative ratio between the Josephson and charging energies E J and E C of the Cooper-pair box. For E J =10E C , the relative capacitance modulation ⌬C / C can be of the order of 0.05 for a change ⌬⌽ x = ប /2e in the external flux. 44 The coupling constant in this case is For M = 100 pH and 0 = 100 GHz, we would hence obtain g ϳ 10 −4 . This is quite a small value, and using this scheme would require optimization of the E J / E C ratio and maximizing both M and 0 .
E. Current-biased SQUID
Instead of directly controlling the bias current of the Josephson junction as in the phase qubit scheme above, one
