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ABSTRACT
In 1916, Albert Einstein predicted the existence of gravitational waves based on his new
theory of general relativity. He predicted an accelerating mass with a non-zero quadrupole
moment would emit energy in the form of gravitational waves. Often referred to as ripples
in space-time, gravitational waves are extremely small by the time reach Earth, potentially
having traveled hundreds of megaparsecs. It is common for these ripples in space-time to
stretch and squeeze matter 1000 times smaller than the width of a proton.
Laser interferometer observatories were first built in the 1990s in the US and Europe, and
as sensitivity improvements were made, the chance of making the first direct observation
with a ground-based interferometer improved. Eventually, the Advanced Laser Interferometer Gravitational Wave Observatory (aLIGO) became sensitive to gravitational waves and
the first detection was made on September 14th , 2015 (GW150914). This date marks the
beginning of the gravitational wave astronomy era. Since this discovery, LIGO and Virgo
have completed three observing runs and over 90 detections not just from binary black holes
(BBH), but binary neutron stars (BNS) and black hole neutron star mergers (BHNS).
The rate at which detections are made in the ground based gravitational wave detector
network has increased as sensitivity improvements are made in the detectors. One limiting
noise source in these detectors is quantum noise. Quantum noise is made up of radiation
pressure noise and shot noise. This dissertation focuses on several experiments centered
around improving the quantum noise in the next generation of gravitational wave detectors.
Chapter one provides general background knowledge of gravitational waves. It reviews
the minor derivations required to produce gravitational waves according to general relativity, as well as astrophysical sources that produce these waves. Additionally, noise sources,
primarily quantum, and the standard quantum limit (SQL) are examined. Chapter two details the workings of an optical spring. The ensuing chapters review experiments conducted
in the quantum optics lab. Chapter three discusses the room temperature optomechanical
squeezed light experiment and the corresponding subtraction technique analysis. Chapter

ix

four examines concepts for a double optical spring. Chapter five outlines the process of
achieving power stabilization of a laser, passively, without the use of any feedback. Chapter
six discusses the main work of this thesis, a displacement measurement of a Fabry-Perot cavity that beats the SQL. And finally, Chapter seven outlines future experiments that could
be implemented, given our current experimental set up.

x

1.

GRAVITATIONAL WAVES

Over a hundred years ago, Albert Einstein famously produced his General Theory of Relativity in which he outlines the interaction between space, time, and matter [1]. He proposed that
instead of looking at gravity as a Newtonian force, it should be thought of as the curvature
of space-time. This space-time he described, was the mathematical construct of the three
spatial dimensions with a fourth time-based dimension. Einstein also proposed the existence
of gravitational waves[2]. Analogous to an accelerating electric charge produces electromagnetic radiation, he proposed that the right combination of accelerating mass would produced
gravitational radiation. This gravitational radiation takes the form of ripples in space-time,
propagating radially away from its source. We now know this theory to be correct, with the
first direct measurement of gravitational wave motion observed by the Laser Interferometry
and Gravitational wave Observatory (LIGO) in 2015.
An insight into why Einstein sought after revising Newtonian gravity can be seen through
the concept of causality. In relativistic physics, this is the idea that information cannot travel
faster than the speed of light. This poses a problem in the Newtonian picture by imagining
two objects separated by a large distance. Classically, if one of these objects move, one
would expect the other object to experience a change in its gravitational force instantly.
This cannot be the case when considering causality however. This would allow an advanced
civilization the ability to operate a radio system powered by gravitation, with no delay due
to information having to propagate [3]. Because of causality, Einstein also theorized the
propagation of gravitational information must travel at the speed of light.
The first attempt at measuring gravitational waves came from Joseph Weber in the 1960s.
He used aluminum bars as a gravitational antennae. However, because of the scale of these
waves, this method was never successful, even after attempts to improve it [4]. An example
of this experiment can be found in the ’High Bay’ in the LSU physics department.
The first indirect evidence of gravitational waves came from observations of the HulseTaylor binary (PSR1913+16). Because one of the stars is pulsar, Hulse and Taylor were
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able to closely monitor the orbital period of the binary neutron star system. They found the
orbit to be decaying in agreement with general relativistic predictions of energy loss through
gravitational radiation [5]. Hulse and Taylor received the 1993 Nobel Prize in Physics for
this discovery.
The idea for a ground-based interferometric gravitational wave detector was also proposed
in the 1960s. In the 1980s the 40 meter instrument was completed at Caltech and in the
mid 1990s the initial LIGO, VIRGO, and GEO 600 detectors were all constructed. Now, in
2022, we have a network of a new generation of ground-based gravitational wave detectors
with plans for spaced-based interferometers hopefully to come soon [6, 7].
In this chapter, we attempt to build on some context that aids better understanding
of the experiments described in later chapters. We begin with a short overview of the
mathematical constructs in general relativity that lead to gravitational waves. This leads
to the astrophysical sources that produce gravitational waves, and the detectors that search
for these signals. We will explore some of the noise sources that limit gravitational wave
detectors, and delve deeper into quantum noise. The chapter concludes by providing a brief
recap of detections made thus far.
1.1.

Gravitational Waves in General Relativity

In order to understand gravitational waves, we must first examine special relativity, how
one connects the three spacial dimensions with time, and Einstein’s field equation. This is
accomplished by first considering the equation for the distance between two points in three
dimensional space
dl2 = dx2 + dy 2 + dz 2 .

(1.1)

Einstein showed that the three spacial dimensions and time were in fact not independent,
and that his concept of space-time was invariant. This leads to the special case of a flat
space-time metric, referred to as Minkowski space [3, 8]
ds2 = −c2 dt2 + dx2 + dy 2 + dz 2 ,
2

(1.2)

where c is the speed of light. A more convenient way of writing Eq 1.2 however utilizes
the Einstein Summation Notation, in which upper and lower indices that are identical are
implicitly summed. For example, the definition of a dot product between two vectors in the
summation notation would be,
A · B = ηµν Aµ B ν = −A0 B 0 + A1 B 1 + A2 B 2 + A3 B 3 .

(1.3)

In this notation, the subscripts and superscripts range from 0 to 3 and represent t, x, y, and
z. Applying this format to Eq 1.2 yields,
ds2 = gµν dxµ dxν ,

(1.4)

where gµν is the metric tensor. For flat Minkowski space-time where there is no gravitational
field the metric tensor is gµν = ηµν , where ηµν is defined as


ηµν

 −1 0 0

 0 1 0

=
 0 0 1


0 0 0


0 

0 

.
0 


1

(1.5)

Here we have made the change in units that c = 1 and dropped it from the equation.
Empirically we know that the speed of light is 3 × 108 meters per second, which just means
we are working in units where 1 second is equal to 3 × 108 meters.
Introducing mass, we move into the realm of general relativity. We know from general
relativity that energy and mass cause curvatures in space-time. The relationship between
energy, mass, and space-time are neatly represented by the Einstein field equations,
1
8πG
Rµν − Rgµν = 4 Tµν
2
c

(1.6)

where Rµν is the Ricci tensor, R is the Ricci scalar, G is the Newtonian gravitational constant, and Tµν is the energy-momentum tensor. This system of equations can be thought of
3

equations of motion for masses described by the metric.
The weakness of the gravitational waves far from the source allows us to express the
metric tensor for gravitational waves as the Minkowski metric, with the addition of a small
perturbation to flat space-time. Mathematically, this is represented by
gµν = ηµν + hµν ,

(1.7)

where hµν is the perturbation and hµν  1. This weak field approximation is valid when
studying gravitational waves from astrophysical objects very far away. Additionally, in this
limit the energy-momentum tensor goes to zero. Finally, we chose a gauge transformation
called the transverse traceless gauge. Mathematically, this means we are considering a waveform propagating in a direction orthogonal to its periodic movement, as well as a metric
whose trace sums to zero. Applying these conditions and the weak field approximation
allows us to write 1.6 as


1 ∂2
∇ − 2 2
c ∂t
2


hµν = 0.

(1.8)

Equation 1.8 is now in the familiar form of a wave equation. The solutions of which are
h = h0 e

|k|t
−k·x
c

.

(1.9)

In equation 1.9, bold face lettering indicates a vector quantity. Additionally k is the wave
number, h0 is the amplitude of the wave, and would be propagating in the direction k̂ =

k
.
|k|

This is a particularly interesting result as it implies a wave of gravitational radiation would
propagate with speed c.
If we consider a wave such as this one travelling in the +z direction by using the small
perturbation hµν and recall we are in the transverse traceless gauge, it must be that hµν has
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the form



hµν



 0 0 0

 0 a b

=
 0 b −a


0 0 0

0 

0 

.
0 


0

(1.10)

Figure 1.1. Diagram showing how a group of point masses, arranged in a circle, would move
according to each polarization of a gravitational wave, h+ and hx .
In this form, we can rewrite Eq 1.10 as the sum of two components, hµν = ah+ + bhx
where





 0 0 0

 0 1 0

h+ = 
 0 0 −1


0 0 0
5

0 

0 


0 


0

(1.11)

and





 0 0 0

 0 0 1

hx = 
 0 1 0


0 0 0

0 

0 

.
0 


0

(1.12)

Equations 1.11 and 1.12 represent two orthogonal polarizations of a gravitational wave.
h+ is called the “plus” polarization, and hx the “cross” polarization. The motion due to h+
expands one direction (x) and contracts the other (y), as seen from the opposite signs of h11
and h22 . The hx polarizations motion is similar, but rotated 45◦ with respect to the h+ axis.
This motion can be seen in Fig 1.1 [9].
1.2.

Gravitational Wave Sources

In order to study the source of gravitational waves, it is useful to instead examine the well
known and analogous case of radiation for moving electric charges. Starting with the multipole expansion for electric charges, the electric monopole, dipole, and quadrupole moments
are given by [10]
Z
Q=

Z
p=

d3 rρ(r),

(1.13)

d3 rρ(r)r,

(1.14)

d3 rρ(r)ri rj .

(1.15)

and
1
Qij =
2

Z

In these formulas, ρ(r) is the charge density and in the case of the quadrupole we are
using the familiar Einstein summation notation. In order for electric radiation to occur, we
require a time varying electric moment term. Examining the first term, the electric monopole
moment, it follows that there can be no contribution from this term, since the total charge
of an isolated system cannot change. In other words: conservation of electric charge. This
means that the lead contribution to electric radiation from moving charge is due to the dipole
6

moment. This is the idea that we apply to gravitational radiation.
With this example in mind, let’s consider the mass moments of a system in order to
construct a mathematical framework for gravitational radiation. Again, examining the first
three terms of a multipole expansion, we can define the gravitational monopole, dipole and
reduced quadrupole as [3],
Z
M=

Z
d=

d3 rρg (r),

(1.16)

d3 rρg (r)r,

(1.17)

and
Z
Iµν =

1
d3 r(xµ xν − δµν r2 )ρg (r),
3

(1.18)

where we have instead the mass density ρg . Starting with the mass monopole (Eq 1.16), we
can see that the second time derivative of this term is zero due to conservation of mass. We
can also see that the first time derivative of Eq 1.17, ḋ, gives the linear momentum of the
system. This quantity must be constant due to conservation of momentum, meaning d̈ =
0.1 This leaves the first non-zero contribution to gravitational radiation as the quadrupole
moment and can be written as
hµν =

2G ¨
Iµν
Rc4

,

(1.19)

t− R
c

where R is the distance from the observer to the source.
Equation 1.19 is important for a few different reasons. First, it relies solely on the
quadrupole moment, it tells us that spherically symmetric systems won’t produce gravitational waves. Secondly, this also gives some insight into how weak these signals are.
Examining the constants in equation 1.19, and approximating a distance R of on the order
s2
¨
of one billion light years, gives hµν ≈ 10−70 kgm
2 × Iµν . This sheds some light into the re-

quirement behind the extremely massive objects that we require in order to have a hope of
making observations of this quantity.
1 One could decide to model the dipole after the magnetic dipole instead, but this again leads to the second time derivative
being zero due to conservation of angular momentum.
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We can, however, take this one step further to get a rough estimate of the gravitational
wave strain amplitude expected for an average astrophysical binary system. Evaluating
equation 1.19 with the help of equation 1.18, gives the hxx (h+ ) and hxy (hx ) components
[3],

Ixx =

2M r02



1
2
cos (2πforb t) −
,
3

(1.20)

and
Ixy = 2M r02 cos(2πforb t)sin(2πforb t),

(1.21)

where r0 is the distance separating the two inspiralling objects and forb is the orbital frequency. Taking the time derivatives for equation 1.19 yields
hxx = −hyy =

32π 2 G
2
M r02 forb
cos(4πforb t)
Rc4

(1.22)

and
hxy = hyx =

32π 2 G
2
M r02 forb
sin(4πforb t).
Rc4

(1.23)

From here, we can make simplifications by noting the Schwarzschild radius sr =
2
using the Newtonian mechanics expression for orbital frequency forb
=

GM
,
16π 2 r03

2GM
c2

and

and express

the total gravitational wave amplitude by adding equations 1.22 and 1.23 in quadrature,
|h| ≈

rs1 rs2
.
r0 R

(1.24)

Equation 1.24 allows us to get an estimate for the gravitational wave amplitude. Taking the
individual component masses to be 1.4M (M ≈ 3 × 1030 kg), the orbital distance r0 = 20
km, forb = 400 Hz, and the location of the binary to be in the nearest cluster of galaxies,
R = 4.5 × 1023 m, yields
|h| ≈ 10−21 m.

(1.25)

This quantity is for two neutron stars orbiting each other. We will now explore other gravi-
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tational wave sources.
1.2.1.

Binary Systems

Compact binary coalescence (CBC) systems are the only astrophysical source that aLIGO
has detected so far. They comprise of two objects, on the solar mass scale, orbiting into each
other and forming a larger object. Examples of these include binary neutron stars (BNS),
binary black holes (BBH), and black hole neutron star (BHNS) binaries. The first indirect
evidence of gravitational waves due to a CBC system was the Hulse-Taylor binary pulsar
that has been tracked since 1974 [5]. The first direct measurement of gravitational waves
came from aLIGO’s 2015 detection of a BBH system. This detection, named GW150914,
comprised of two black holes with individual component masses of 36+5
−4 M

and 29+4
−4 M

[11]. The final black hole mass was 62+4
−4 M (note 36 + 29 6= 62) with a peak gravitational
wave strain of 1 × 10−21 . In 2017, aLIGO made a detection of a BNS system, named
+.04
GW 170817 [12], where the sum of the two individual component masses was 2.74−.01
M

with the mass ratio ranging from .4 − 1.0 depending on the model used. GW170817 was
also the first detection with electromagnetic follow up, allowing us to look at the system
with both electromagnetic and gravitational radiation. Since 2015, there have been over 90
detections [13, 14] of all three types, with many more expected during the fourth observing
run (tentatively planned for December 2022).
1.2.2.

Supernovae

Supernovae were first identified as a potential source of gravitational waves in 1971 by Ruffini
and Wheel [15, 16]. The general idea is that the asymmetries that occur during a star’s
collapse lead to a changing quadrupole moment required to produce gravitational radiation.
These signals are not as strong however, with predictions of GW energies in the range of
10−12 to 10−8 M c2 [17]. In order to reach the target h ≈ 10−21 , the distance of a supernovae
would need to be D < 1 − 100kpc. The event rate for this to occur is quite low, as this
only encompasses the Milky Way and Magellanic Clouds. As of today, there have been no
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gravitational wave supernovae detections.
1.2.3.

Pulsars

Rapidly rotating neutron stars are theorized to produce continuous sources of gravitational
waves. We know that a time changing quadrupole moment is required, so a spherically
symmetric ball of mass rotating on an axis won’t produce a signal on its own. However,
because of their tilted magnetic fields, a time dependent quadrupole moment is created
when they spin [18]. This creates an even weaker signal than discussed in the supernovae
section, and would require distances less than 1 kpc. Another way gravitational radiation
can arise from a source such as this one is through asymmetric mass distributions. When a
pulsar has a mountain, it loses rotational energy due to power radiated through gravitational
waves. This gravitational wave amplitude can be calculated by [19],

h0 =

5 GIzz |f˙rot |
2 c3 d2 frot

!
,

(1.26)

where frot is the pulsar’s rotational frequency, Izz is the principal moment of inertia, and
d is the puslars distance. The size of the mountain affects the principal moment of inertia
and therefore the gravitational wave amplitude. So far, there is no significant evidence for a
signal from any known pulsar systems.
1.2.4.

Stochastic Gravitational Wave Background

Many astrophysical sources are theorized to contributed to a stochastic gravitational wave
background. These include the three previously mentioned sources, as well as cosmic strings
and pre big bang scenarios [20]. The stochastic gravitational wave background is expected
to come from these sources that are too far away to be individually resolved, leading to a
signal of continuous and constant amplitude. Currently, aLIGO has obtained no data that
display evidence of a stochastic gravitational wave signal. However, from this fact we are
able to set an upper limit of the energy density on a stochastic background, Ω0 < 1.7 × 10−7 .
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Figure 1.2. Gravitational wave spectrum depicting expected sources, the frequency at which
the sources would occur, and what type of detectors would be able to measure in that
frequency band. Note that cosmic microwave background is not pictured, occurring at
frequencies close to 10−16 Hz. [21].
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1.3.

Gravitational Wave Detectors

Using interferometry to detect gravitational waves was first proposed in the late 1960s [22].
Figure 1.3 shows a simple Michelson interferometer. In this set up, a laser source is split
on a beam splitter into two arms of the cavity, x and y. The light travels down these two
perpendicular arms before reaching the end mirrors. The light is reflected back, recombining
at the beam splitter and finally reaching a detection port, where the light from the two
arms is able to interfere. If the length of the two arms remains unchanged, the signal at the
detection port is unchanged as well. If something changes the optical path length of one of
the two arms however, this changes the interference pattern observed at the detection port.

Figure 1.3. Example of a simplified interferometric design aLIGO uses to detect gravitational
waves. Each arm is 4 km in length. [23]
It is useful to derive an expression for the expected gravitational wave amplitude one
12

could hope to measure with such a device. Lets first start with the metric from Eq 1.4, but
here we recognize that the total space-time interval, ds2 , is always zero [22, 24, 25]
ds2 = gµν dxµ dxν = c2 dt2 − (1 + hsin(kz − ωt))dx2 = 0,

(1.27)

where we take the x̂ and ŷ directions to be along the axes of the interferometer and assume
a gravitational wave polarization of h+ travelling in the ẑ direction. Because the gravitation
wave amplitude is known to be small, h  1, so



h
cdt = 1 + sin(kz − ωt) dx
2

(1.28)

For an interferometer with 4km long arms, the light travel time ( Lc )is much less than the
period ( 2π
) of the wave. Thus we can integrate equation 1.28 to give
ω


L
h
.
∆t = 1 − sinωt
2
c

(1.29)

Note that when there is no gravitational wave, or h = 0, the travel time in the cavity is just
L
.
c

A passing gravitational wave changes the travel time by

δ∆t =


h
L
sinωt
.
2
c

(1.30)

The change in the length of one of the arms as measured by the light can be written as
∆L = cδ∆t. Solving for δ∆t allows us to write Eq 1.30 as
∆L
h
= sinωt.
L
2

(1.31)

The left hand side of Eq 1.31 is known as the strain and is directly proportional to the
gravitational wave amplitude ( ∆L
≈ h). Assuming an arm length of 4km, with a target
L
gravitational wave amplitude calculated in Equation 1.25, the approximate change in arm
length of the aLIGO detectors is ∆L ≈ 4 × 10−18 m. For reference, the approximate size of
a proton is ∼ 8 × 10−16 m [26].
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Figure 1.4. Schematic of the Michelson interferometer used in aLIGO [27]. The explanation
and description of the different subsystems found in the detector can be found in Table 1.
In order to surpass the sensitivity requirements to detect gravitational waves, many upgrades must be made to the simplified Michelson interferometer described in Fig 1.3. A
diagram of the layout that closer represents the aLIGO detectors can be seen in Fig 1.4.
Additionally, the many subsystems described in Fig 1.4 can be found in Table 1.
1.4.

Noise Sources in Gravitational Wave Detectors

In order to obtain sensitivity levels relevant to expected gravitational wave amplitudes, many
noise sources must be studied and mitigated. The output of the aLIGO detectors is the sum
of any gravitational wave signals plus the addition of any noise sources accumulated along
the way in the detector. If these noise sources are reduced, the instruments sensitivity is
increased, meaning the detector is able to see farther into the universe. With continued noise
mitigation, the benefits also include more accurate parameter estimation of the astrophysical
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Table 1. Description of acronyms found in the simplified optical layout of the aLIGO detector
(Fig 1.4).
Acronym

Definition

PSL

Prestablized Laser

Description

Refers to several stabilization techniques applied to
the laser before it enters the interferometer.
EOM
Electro-optic Modula- Modulates the phase of the light at three frequencies
tor
which is used for length and agular controls.
IMC
Input Mode Cleaner
Cavity is locked such that only the fundamental
(0,0) Gaussian mode is transmits through. This
additionally has the benefits of filtering the polarization, suppresses beam jitter, and suppresses frequency noise of the laser.
REFL
Reflection Port
Photodiode used for sensing and auxiliary degrees
of freedom.
PRM
Power Recycling Mir- Forms one side of a larger system called the power
ror
recycling cavity (PRC) located on the input side
of the detector. The PRC increases the amount
of circulating light in the interferometer arms by
reflecting light that has returned returned from the
arms.
POP
Pick-off Power
Photodiode used for sensing and auxiliary degrees
of freedom.
ITM/ETM Input Test Mass / End The mirrors that form the 4 km long arm cavities.
Test Mass
SRM
Signal Recycling Mir- Forms one side of a larger system called the signal
ror
recycling cavity (SRC) located on the output side of
the detector. This system enhances the frequency
response of the signal that is received by the output
photodetectors.
OFI
Output Faraday Isola- Prevents light from reflecting off elements downtor
stream and re-entering the cavity.
AS
Antisymmetric Port
Sometimes referred to as the dark port, the AS
reads the change in optical power via the interference between the two fields from the two arms.
OPO
Optical
Parametric The source of the squeezed vacuum injected on the
Oscillator
output side of the detector. Installed between O2
and O3.
OMC
Output Mode Cleaner Cleans the modes spatially by removing sidebands
from the carrier light.
DCPD
Output Photodiode
Used to measure the differential arm length
(DARM) of the detector. Additionally the DCPD
signals can be cross correlated to average out sensing noise, revealing noise that is correlated between
the two detectors.
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sources that create these signals. Additionally, better sky localization of the source of the
signal, improves also with the addition of more detectors. We can construct a noise budget

Figure 1.5. Advanced LIGO noise budget for design sensitivity.[28, 29]
that is the sum of all individual noise sources in the detector to better understand where
improvements can be made. An example of a theoretical calculation giving the optimal
design sensitivity of aLIGO can be found in Fig 1.5. The current noise budget for the
LIGO Livingston Observatory (LLO) can be found in Fig 1.6. As seen from Fig 1.6 some of
the dominating noise sources include quantum noise, thermal noise, seismic noise, residual
gas, and scattered light. At high frequencies (f > 200Hz), quantum noise is the limiting
noise source, specifically shot noise. In the middling frequency regions (f ≈ 100Hz), the
effects of thermal motion, shot noise, quantum radiation pressure, and scattered light are
all significant noise sources. At low frequencies (f < 10Hz) the main noise contributions
16

arise from seismic noise. In the following few subsections, we will explore each of the more
common and limiting noise sources. Quantum noise is saved for the following section, as a
more in depth analysis of the role it plays in the LIGO detectors is required.

Figure 1.6. LIGO Livingston Observatory noise budget during the third observing run [27].

1.4.1.

Thermal Noise

The test mass that reside in LIGO’s ability to remain at rest has a fundamental limit.
This limit is often called thermal noise, but can also be described as Brownian motion.
Brownian motion, discovered by Robert Brown in 1828, is the result of molecules having nonzero temperature and the corresponding kinetic energy associated with it. Brown originally
discovered this concept, but the understanding of Brownian motion was vastly improved
by Einstein later on. Thermal noise is also a type of displacement noise, which can be
characterized by an amplitude of motion on each test mass. It is also one of the limiting
factors around 100 Hz, aLIGO’s most sensitive frequency band [3].
Thermal noise can be decomposed into a suspension thermal noise and the internal noise
of the test masses. The internal test mass thermal noise is the dominant term, and comes
from the coating Brownian motion of the mirror changing the length of the cavity arms [30].
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This quantity can be modeled by measuring the mechanical losses of the system and using
the fluctuation-dissipation theorem to calculate the amount of thermal fluctuations [31]
x2 (ω) =

4kB T0
Re [Y (ω)] .
ω2

(1.32)

In Eq 1.32, kB is the Boltzmann constant, T0 is the absolute temperature, and Y (ω) is the
mechanical admittance of the system. Note the dependence on the fundamental constant
kB . Similar methods can provide numerical models as well, as seen in [32].
Suspension thermal noise arises from losses in the fused silica fibres in the final suspension
stage that hold the test masses. Pendulum style modes are created from the suspended test
masses, creating a violin mode (ffund = 510 Hz) and a vertical stretching mode (f = 9 Hz).
The geometry of the glass fibres are chosen such that these frequencies do not occur near
100 Hz. The thermal noise contribution from the suspensions can be calculated using a
finite-element model [33].
1.4.2.

Seismic and Vibration Noise

Seismic noise is the vibration of the terrestrial environment around the detector location,
and like thermal noise, is a displacement noise. Unlike thermal noise however, it is not a
fundamental noise source. Meaning, it does not rely on any known fundamental constant,
like thermal noise relied on kB or how we will see quantum noise relies on h̄ [3] 2 .
Seismic noise has many sources. These sources occur at lower frequencies (f < 10 Hz), but
also limit the detectors capabilities at these frequencies. The first and generally strongest
source is human activity. The first step in mitigating this is to build sites that are far
removed from civilization. The vibrations created by passing trains, semi-trucks, or even
cars are noisy enough to introduce unwanted vibrations into the detector. Additional sources
are earthquakes and ocean waves hitting the shores of nearby coastlines. These effects are
mitigated through a quadrupole pendulum suspension system and active seismic isolation
[34].
2 With

the exception of gravitational gradient noise, a form of seismic noise. This noise depends on Newton’s constant.
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1.4.3.

Scattered Light

As the laser beam moves towards the detection port, encountering any optical component
can cause some of the light to scatter off at imperfect angles. This scattered light can then
bounce off other components in the detector that might not be seismically isolated, causing
a phase shift in the signal if that light then recombines with the main beam. This concept
is pictured in Fig 1.7.
An expression for the noise introduced by scattered light can be given by [25]
r
hscat (f ) =

Pscat
TFxscat (f )2k,
Pmain

(1.33)

where Pscat and Pmain are the power in the scattered and main beams respectively, TF is

Figure 1.7. Light scatters off of a mirror, hits a moving surface, and eventually recombines
with the main laser beam. This introduces additional phase in the laser light, which shows
up as phase noise in the DARM output. [35]
the optical transfer function relating the mirror at which the light scatters and the main
beam output port, xscat is the amplitude of the displacement of the scattering surface at a
frequency f , and k is the wavenumber of laser light. The phase shift spectral density of the
injected field due to the motion of the surface doing the scattering can be given by [36],
δSIN =

4πxscat
,
λ

where λ is the wavelength of light.
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(1.34)

The main technique for mitigating scattered light is through baffles. When areas with
high amounts of scattered light are found, a material is installed in the location surrounding
that specifically absorbs the laser light instead of reflecting it. Light may still hit these
baffled surfaces, but because it is absorbed and the light does not recombine with the main
beam, and the noise due to scattered light is reduced.

Figure 1.8. Example of how scattered light shows up in h(t) (left) and the transmitted light
monitor (right). Note the frequency range (∼ 10 − 100 and the long time frames that these
can occur (10’s of seconds). [37]

1.5.

Quantum Noise and the Standard Quantum Limit

This section serves as an introduction to quantum noise found in the aLIGO detectors. Quantum noise has long been known to be a potentially limiting noise source in interferometers. As
Carlton Caves famously wrote in his 1980 work on Quantum-Mechanical Radiation-Pressure
Fluctuations:
The interferometers now being developed to detect gravitational waves work
by measuring small changes in the positions of free masses. There has been a
controversy whether quantum-mechanical radiation-pressure fluctuations disturb
this measurement. This Letter resolves the controversy: They do.
–
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1.5.1.

Shot Noise and Quantum Radiation Pressure Noise

The electromagnetic field’s vacuum fluctuations entering at the anti-symmetric port fundamentally limits the output of the detector [38, 39]. This noise is described as Quantum noise,
and has two components: shot noise and radiation pressure noise. Shot noise arises from the
statistical fluctuations in our ability to count the number of photons incident on a photodetector and radiation pressure noise is due to the small changes in the mirrors position due
to the uncertainty of the moment of photons hitting the mirror. These concepts require a
much more involved discussion.
Recall that an interferometer is measuring the change in length of the arms, or the change
in phase of the light in the two arms, via an interference pattern. This means that we are
fundamentally limited in this technique by our ability to detect small changes in laser power.
The output power of the interferometer can be expressed by [3],
Pout = Pin cos2 (kx Lx − ky Ly ) ,

(1.35)

where Lx and Ly are the lengths of each arm in the detector. This equation shows that
the interferometer is measuring the path length through precise measurements of the output
power.
Focusing on shot noise, we must consider the quantization of light. Recall that light comes
in the form of finite particles called photons. Counting the number of photons incident on
a photodetector is equivalent to measuring the optical power. We can use the Poisson
distribution to count a number of discrete, independent events,
p(N ) =

N̄ N e−N̄
,
N!

(1.36)

where N̄ is the mean number per counting interval. Note that when N̄  1 the standard
√
deviation σ = N̄ . Assuming a mean number of photons lasting over an interval τ seconds,
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we can define the fractional precision of a measurement of the photon arrival rate as
√
1
σN̄
n̄τ
=√ ,
=
n̄τ
N̄
n̄τ

(1.37)

where n̄ is the arrival rate. This can be rewritten in terms of the power where we have made
the substitution that each photon carries an energy h̄ω = 2πh̄c/λ,
σN̄
=
N̄

r

4πh̄c
.
λPin τ

(1.38)

For the sake of this calculation we have used Pout = Pin /2, which maximizes the sensitivity
to length changes. In practice aLIGO operates just above a dark fringe (Pout ≈ 0). The important part to note here is that in terms of gravitational wave strain for this interferometer,
photon shot noise is inversely proportional to the square root of power,
1
hshot (f ) =
L

r

h̄cλ
.
2πPin

(1.39)

Equation 1.39 is a significant result as it says if this were the only limit of quantum noise
in the detector, we could get around the shot noise problem by arbitrarily increasing the
amount of circulating power in the cavity. Shot noise reduction would only be limited by
the power limits of our optical equipment. This, as you may have guessed by now, is not the
full story. We must now consider the complement to imprecision noise, radiation pressure
noise.
Radiation pressure noise arises from the discreteness of light. That is, the individual
photons reflecting off of the test masses exert a force on the mirror’s surface. This force can
be characterised by an electromagnetic wave of power P reflecting normally from a lossless
mirror [3],
Frad =
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P
.
c

(1.40)

Shot noise causes this force to fluctuate in strength, according to,
σF =

σP
.
c

(1.41)

This can be rewritten as an amplitude spectral density,
r
F (f ) =

2πh̄Pin
.
cλ

(1.42)

This force is applied to each test mass in both arms of the detector. If the input power is
split between the two arms, the fluctuations in the force will cause the masses to move by,
x(f ) =

1
F (f ),
m(2πf )2

(1.43)

or,
1
x(f ) =
mf 2

r

h̄Pin
.
8π 3 cλ

(1.44)

One additional photon into an arm of the detector means one less photon in the other, or
in other words, these power fluctuations are anti-correlated. This has the effect of doubling
the effects seen at the output of the interferometer. Therefore, the radiation pressure noise
in terms of gravitational wave strain is then,
2
1
hrp (f ) = x(f ) =
L
mf 2 L

r

h̄Pin
.
2π 3 cλ

(1.45)

Equation 1.45 is a significant result because it tells us two things. First, unlike shot noise and
Equation 1.39, radiation pressure noise is frequency dependent, and goes as 1/f 2 . Secondly,
unlike shot noise, it scales as the square root of power. We now see why we cannot arbitrarily
increase the laser power in order to improve shot noise: doing so causes an increase in
radiation pressure noise. The balance between these two quantities is called the Standard
Quantum Limit (SQL) and is discussed in Section 1.5.4.
An astute reader may notice that the aLIGO noise budget (Figure 1.6) and Equation
1.39 seem to be contradicting each other. We have claimed that shot noise is frequency
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independent while displaying a noise budget where shot noise is increasing as frequency is
increased. This is reconciled from the fact that shot noise is indeed frequency independent,
but the response of the detector to shot noise is not [3, 40].
1.5.2.

Quadratures and Uncertainties

The total electric field incident on a photodetector can be written as the sum of two quadratures, X1 the amplitude quadrature, and X2 the phase quadrature. The electric field is then
[41, 42, 43],
E(t) =  (X1 (t)cos(ωt) + X2 (t)sin(ωt)) .

(1.46)

X1 and X2 are mathematically represented as

X1 (t) = a(t) + a† (t),

(1.47)


X2 (t) = −i a(t) − a† (t) ,

(1.48)

and

√
where a† and a are the raising and lowering operators (defined as a |ni = n |n − 1i and
√
a† |ni = n + 1 |n + 1i). These two quadratures can be broken down into a static and
fluctuating part,
X1,2 = X̄1,2 + δX1,2 (t).

(1.49)

We can write an arbitrary quadrature Xθ as
Xθ = X1 (t)cosθ + X2 (t)sinθ.

(1.50)

This can be seen visually in Figure 1.9. The amplitude and phase of the electric field
are plotted in polar coordinates, where the horizontal and vertical axes are X1 and X2
respectively. θ and ρ represent the phase and amplitude where δρ and δθ represent a small
change in those quantities.
The Heisenberg Uncertainty Principle places a limit on the precision of two non-commuting
24

Figure 1.9. Electric field diagram in amplitude-phase space. The smaller arrows represent
amplitude and phase modulation via the sidebands of the signal. Note that in the amplitude
modulation case only the amplitude noise is changed and in the phase modulation only phase
noise is changed.
variables. Just as there is a limit to the minimum product between the uncertainty in the
position and momentum, or ∆x∆p ≥ h̄/2, so exists a similar relationship for the amplitude
and phase quadratures of light.
From quantum mechanics we know that the raising and lower operators do not com

mute, or a, a† = 1. Using this commutation relation, and Equations 1.47 and 1.48, the
commutation relation for X1 and X2 is,
[X1 , X2 ] = 2i.

(1.51)

∆X1 ∆X2 ≥ 1,

(1.52)

Thus, just like ∆a∆a† ≥ 1,

where we have normalized h̄ = 1 for convenience. Much like other uncertainty relationships,
Equation 1.52 tells us that the product of the two uncertainties has an absolute minimum,
but nothing is constraining the individual uncertainties. That is, for example, if ∆X1 were
to be lowered, all that is required is ∆X2 increase by a reciprocal amount.
Next we examine how these uncertainties apply to two well known examples in quantum
mechanics: the vacuum state and coherent state of an electromagnetic field. The vacuum
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state is quantum state with the lowest possible energy, or in terms of the raising and lower
operators, a |0i = 0. The energy of such a state is given by Eα = h̄ω (|α|2 + 1/2) with α = 0.
It is notable that the value of E0 is not zero.
The coherent state is often not described as a numbered state as they do not represent
a well defined phase [42]. Instead it is represented by the ground state displaced by a
displacement operator D by an amount α away from the ground state: |αi = D(α) |0i. The
family of states |αi are known as the coherent states and are a good description of a classical
laser. The coherent state is an Eigenstate of the lowering operator, or a |αi = α |αi. We

Figure 1.10. Amplitude-phase space representation of the uncertainties of the quadratures
of an electromagnetic field for the vacuum and coherent state.
can once again apply the amplitude-phase space to these new states, as seen in Fig 1.10.
As before, an arrow is used to represent the amplitude, but now a shaded area is used to
represent the uncertainty in X1 and X2 . The vacuum state is centered at the origin to
represent the state having zero amplitude. The vacuum and coherent states have an equal
amount of uncertainty in each quadrature, represented by the shaded circle. In this notation,
we can also write down the probability of distribution of photons in the coherent state,
2

|α|2n e−|α|
P (n) = | hn| |αi | =
,
n!
2

26

(1.53)

or, with n̄ = hα| N |αi = hα| a† a |αi = |α|2 ,
P (n) =

n̄n e−n̄
,
n!

(1.54)

which is the familiar Poissonian distribution.
1.5.3.

Squeezed Light

As seen from Equation 1.52, there is nothing constraining the individual uncertainties of
the amplitude and phase of light, but only the product. This means we are free to lower
one as long as the other is increased by the same amount. We are only limited by our
experimental ability to do so. This concept is referred to as a squeezed state of light, where
an amplitude squeezed state has ∆X1 < 1 and a phase squeezed state has ∆X2 < 1. This can
be represented visually by altering the shaded uncertainty region to be elliptical, such as in
Figure 1.11. Squeezed states are a technique very important to aLIGO and some experiments
detailed later in this document. aLIGO currently uses squeezed states by injecting squeezed
states that have an uncertainty in one quadrature that is lower than normal, where vacuum
fluctuations would normally enter the dark port.
1.5.4.

The Standard Quantum Limit

As we saw from Equations 1.39 and 1.45, changing the amount of power in the cavity of the
detector changes both shot noise and radiation pressure noise. Quantum radiation pressure
√
noise (QRPN) scales as QRPN ∝ P and shot noise as SN ∝ √1P . We also know that shot
noise is frequency independent and QRPN scales as 1/f 2 . We can combine the equations for
shot noise and QRPN to give a total quantum noise hQ , sometimes referred to as the optical
readout noise,
hQ =

q
h2sn (f ) + h2qrpn (f ).

(1.55)

This equation has a minimum value when a power is chosen such that hsn (f ) = hqrpn (f ).
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Figure 1.11. Phase Diagram depicting squeezed vacuum and coherent states. The vacuum
state is still centered at the origin, due to it having zero amplitude, but the uncertainty in
each quadrature is no longer equal. We still require ∆X1 ∆X2 ≥ 1, but while simultaneously
having ∆X1 < 1. The coherent state is an example of phase squeezed light where ∆X2 < 1.
Solving for this power yields,
P0 = πcλmf 2 .

(1.56)

We can then plug P0 into Equation 1.55 to give,
hSQL

1
=
πf L

r

h̄
,
m

(1.57)

where f is the measurement frequency, L is the length of the cavity, and m is the mass of
the mirrors. This quantity represents the lowest possible total quantum noise at a given
frequency and is referred to as the Standard Quantum Limit (SQL).
We can also think about the SQL as the collection of all minimum points of the total
quantum noise curve as we vary the amount of power, as in Figure 1.12. Starting at an
arbitrary low power (blue curve), we increase the total power and as a result in the higher
frequency region the shot noise decreases and in the lower frequency region the QRPN
increases.
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Figure 1.12. Total quantum noise for varying levels of power. This calculation uses λ = 545
nm, m = 10 kg, and L = 4000 m. Low, medium, and high power correspond to 104 , 105 ,
and 106 W respectively. The standard quantum limit is shown as the collection of points
that correspond to the minimum total quantum noise, for each power level.

1.6.

Gravitational Wave Detections

This section serves as an overview of some of the highlights of the first three observing runs.
Detections are named after the date and time they are observed, according to coordinated
universal time (UTC). During the first observing run, events were only named after the day
on which they occurred. Starting in O3, events now include the time as well. These events
are named for the year, month, day, hour, minute, and second, in that order. As an example,
an event detected on January 15th , 2020 at 04:23:09 UTC time is called GW200115 042309.
GW150914 was the first ever direct evidence of gravitational waves. Since then LIGO,
Virgo, and KAGRA have made 89 additional detections spanning three observing runs.
A full visual catalog of all detections so far can be found in Fig 1.13. A grey line connects each component mass in the system, with an arrow pointing to the resulting final
mass after coalescence. Section 1.2.1 discussed the first BBH and BNS systems discovered. GW200105 162426 and GW200115 042309 (abbreviated GW200105 and GW200115)
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Figure 1.13. Visual catalog of LIGO detections between O1 and O3b [44].
were two detections, 10 days apart, of the first neutron star-black hole binaries discovered
[45]. GW200105 was discovered by LLO and Virgo, while GW200115 was discovered by all
three detectors. The individual component masses of these detections were 8.9+1.2
−1.5 M and
+1.8
+.7
1.9+.3
−.2 M for GW200105 and 5.7−2.1 M and 1.5−.3 M for GW200115, with a 90% credible

level. The secondary masses in these two systems are consistent with observed neutron star
masses. No tidal deformability or EM counterpart evidence was found with either of these
detections.
Another detection of interest was gravitational wave signal GW190521. GW190521 had
+17
the highest individual component masses at 85+21
−14 M and 66−18 M of any detection to date

[46]. The final mass that created this signal was 142+28
−16 M , meaning that roughly 9M
of energy was dispersed into the universe at the time of collision in the form of gravitational radiation. Additionally, this detection is the first strong observational evidence for an
intermediate mass black hole (mass range defined as 102 − 103 M ).
During O3a, GW190814 was also of particular interest [47]. This gravitational wave signal
originated from a 23M black hole and a 2.6M object that is still unidentified. The reason
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behind the ambiguity on the secondary mass in the binary system arises from what is called
the mass gap, that is, astrophysical objects with a mass between 2.5 − 5M . A neutron
star has an upper mass limit before it will collapse in on itself, forming a black hole. While
studied intensely [48, 49, 50], this upper limit is currently unknown. The well constrained m2
in the GW190814 signal, falling between 2.5-2.67 M makes it either the heaviest neutron
star or lightest black hole observed in a binary system. A similar system was observed in
O3b (GW200210 092254) [14] with individual component masses of 23M and 2.8M . No
electromagnetic follow up was detected on either of these events, nor any measurable tidal
effects. These detections are exciting discoveries as they help shine new light on astrophysical
objects in the lower mass gap.
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2.
2.1.

OPTICAL SPRINGS
Optical Spring

All the experiments discussed in this document make use of an optical spring (OS), as such
it is useful to explore this optomechanical feature more in depth. Cavities that include
an optical spring are important to study, as they provide a way to couple the motion of
the mirror to the radiation pressure of the system. An example of such a system can be

Figure 2.1. Example of optical cavity used in experiments discussed in this document. The
mirror on the left is referred to as the input coupler and has a fixed position.
seen in Fig 2.1. The laser is incident from the left on a stationary input mirror and the
cavity is completed by a mirror attached to a cantilever, which is free to move. In order to
understand how the optical spring effect is created, let us first consider the relationships of
light at different points in the cavity. Note that this calculation assumes that the motion of
the mirror is slow compared to the cavity’s optical response. The electric field amplitudes
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at different points in the cavity can be written as,
d = τ a − ρh

(2.1)

f = eiθ d

(2.2)

g = −f

(2.3)

h = eiθ

(2.4)

b = ρa + τ

(2.5)

θ=

ω0 L
mod(2π),
c

(2.6)

where θ is the amount of phase accumulated by the light, L is the length of the cavity, ω0 is
the angular frequency of laser light, and τ and ρ are the transmissivity and reflectivity of the
cantilever mirror, respectively. This calculation is assuming a lossless mirror, or ρ2 + τ 2 = 1.
These equations can be solved for the light incident upon the cantilever,

f = eiθ d

(2.7)

= eiθ (τ a + ρf eiθ )

(2.8)

= eiθ τ a + ρf e2iθ

(2.9)

τ eiθ
a
1 − ρe2iθ

(2.10)

=

Additionally, the amount of power in the cavity can be shown to be [51],

Pcav =

4 1
P0 ,
T 1 + δγ2

where T = τ 2 , P0 is the power incident on the cavity, and δγ =

(2.11)
θc
Lγ

is the detuning of the

cavity from resonance in terms of the linewidth of the cavity, γ 3 . The amount of power in
the cavity can then be seen in Equation 2.10 to vary as it is detuned away from resonance.
When the cavity is on resonance, or the length of the cavity is an integer multiple of half
3 Unless

otherwise stated all detunings will be discussed in terms of the linewidth of the cavity.
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Figure 2.2. Power in the optomechanical cavity as a function of the detuning in terms of
cavity linewidth.
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its wavelength, the amount of light in the cavity is at a maximum. This relationship can
additionally be seen in Fig 2.2.
The radiation pressure force due to the light hitting the cantilever mirror is given by,

F =

2P
c

(2.12)

where P is the amount of power on the cantilever mirror. If the change in this force is slow
compared to the response time of the cavity, then

δF =

2 dP
δL.
c dL

(2.13)

This linear relationship between the force exerted on the cantilever mirror and its position
is analogous to Hooke’s Law, hence the reason this system is referred to as an optical spring.
By Hooke’s Law and Eq 2.13, one can see that the optical spring constant is,
K=−

2 dP
.
c dL

(2.14)

This quantity can be computed from differentiating Eq 2.11 with respect to detuning,
and therefore L. This yields,
K=−

64P0
δγ
T 2 cλ0 (1 + δγ2 )2

(2.15)

This quantity can be seen in Fig 2.3. The minimum and maximum optical spring constants
occur at a detuning of ± √13 .
2.2.

Fast Optical Spring

The derivation in the previous section of the optical spring assumes that the motion of the
movable mirror is slow, such that the light circulating inside the cavity responds to the
motion of the mirror instantly. With frequencies high enough, this approximation can be
poor. Specifically, if the frequency of motion is comparable to the cavity response time,
γ −1 . For the experiments discussed later in the document, the cavity linewidth is between
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Figure 2.3. Optical Spring constant as a function of the detuning of the cavity. The spring
constant is in arbitrary units.
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500kHz - 600kHz, while the maximum measurement frequency is roughly 100kHz. As higher
frequencies are sample, an optical spring that accounts for the speed of the cantilever mirror
is important.
In addition to getting rid of the above approximation, the movable mirror is also assumed
to have a non-zero transmissivity. The resulting equation for the full optical spring constant
becomes [51, 52, 53, 54],
Kos = K0

δγ2

1
,
+ (1 + iΩδ )2

(2.16)

where
p
16πPin T1 R1 R23 δγ
√
.
K0 =
cλ0 (1 − R1 R2 )3 1 + δγ2

(2.17)

Ri and Ti are the reflectivity and transmissivity of the input mirror (i = 1) and end mirror
(i = 2), λ0 is the wavelength of laser light inside the cavity, δγ is detuning of the cavity in
terms of linewidths, Ω is angular frequency, c the speed of light, and Pin is the input power.
Going back to the limit that the frequency of the movable mirror’s motion is small compared to the cavity linewidth (Ω  γ) equations 2.16 and 2.17 reduce to [51, 52, 53, 54],

Kos = K0

2iΩ
1−
γ(1 + δγ2 )


(2.18)

with K0 this time being
p
16πPin T1 R1 R23
δγ
√
K0 =
.
cλ0 (1 − R1 R2 )3 (1 + δγ2 )2
2.3.

(2.19)

Damping

Because equation 2.18 is complex, the individual components of this quantity are analyzed.
The real portion is K0 , which is the spring constant. The imaginary component however
represents the amount of damping present is defined as [51]
Γos =

Imag(Kos )
−2K0
=
MΩ
M γ(1 + δγ2 )

37

(2.20)

where M is the reduced mass of the two mirrors, or
M=

m1 m2
.
m1 + m2

(2.21)

When the mass of the input mirror is much larger than the movable mirror, equation 2.21 can
be approximated as just the mass of the cantilever mirror. For the experimental parameters
in the following chapters the ratio of the two masses is approximately
2.4.

m1
m2

≈

.01kg
10ng

= 106 .

Stability Requirements

For an optomechanical system such as this one to be stable, it must be that the spring
constant and damping coefficient are positive (Γos , K0 > 0). However, as seen from equations
2.19 and 2.20, the equation for the damping coefficient contains a −K0 term. Thus, a positive,
and therefore restoring, spring constant implies a negative damping coefficient. This then
leads to instabilities via a negative damping force. Conversely, a negative optical spring
constant (anti-restoring force) implies a positive damping coefficient, but because the force
the cantilever mirror experiences is anti-restoring, this system is unstable as well.
Feedback controls can be introduced in order to keep a system like this stable. With a
positive spring constant and a negative damping coefficient, the use of a feedback loop can
add damping to the system such that the total damping coefficient is positive. The most
common method of doing this is through the use of electronic feedback [55, 56], although
it is possible through the use of a second optical spring [53, 57]. This idea is also further
explored in Chapter 4.
2.5.

Experimental Parameters

The previous sections were an overview for a generic optical spring cavity. This section will
briefly go over some of the specifics of the Fabry-Perot cavity that create the optical spring
that is used in the experiments following this chapter. An in depth description of the design
process can be found in Ref [41].
The cavity consists of two mirrors, and input mirror and a cantilever mirror. The input
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mirror is a .5 inch highly reflective mirror with a radius of curvature of 1cm. Additionally,
the length of the cavity is roughly 1 cm long. The cantilever mirror used in the experiments
to follow is housed on a chip, as seen in Figure 2.4. The mirror-pad itself is made up of
alternating layers of aluminum gallium arsenide (AlGaAs) and gallium arsenide (GaAs),
while the cantilever is made of GaAs. The cantilever mirror has a fundamental resonance
of approximately 900 Hz and a mass of 50 ng. The cantilever mirror has additional higher
order resonances at 3.7 kHz, 15.5 kHz and 28.5 kHz that are the coupling from the Yaw,
Pitch, and Side-to-Side modes respectively.

Figure 2.4. Autocad drawing (left) and picture of mirror chip (right) that houses the cantilever mirror used in the Fabry-Perot cavity.
The Fabry-Perot cavity is housed in a vacuum chamber where a turbo and ion pump are
used to keep intracavity pressures on the order of 10−8 torr. The vacuum chamber is equipped
with a cryostat, in order to reduce the effects of thermal noise. The cryostat can achieve
a minimum temperature of 16K inside the cavity, however generally experimental data is
taken between 25 − 30K. The cavity itself sits atop an optical breadboard that is suspended
in order to isolate and damp out outside vibration from the system, as seen in Figure 2.5.
This suspension system has several resonances between 1 and 30 Hz. It provides suppression
of ( ff0 )2 at frequencies much larger than the resonance frequency, f0 . For reference, this
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corresponds to a reduction in seismic vibrations by a factor of 1000 at 1 kHz [41].

Figure 2.5. The metal pieces that form a triangle above the optical equipment is the suspension system that is suspending the optical breadboard, isolating it from mechanical vibrations.

Figure 2.6. Example of an optically anisotropic, birefringent material interacting with unpolarized light. The indice of refraction is different for the two different polarizations so the
light bends different amounts.
It is also worth noting that this cavity experiences a non-zero amount of birefringence,
despite being purely linear. Birefringence is a property of a material to have varying refractive
indices depending on the polarization of light incident on it. In a Fabry-Perot cavity, this has
the effect of changing the resonant condition for the two polarizations. If two light sources
are completely identical, except for the polarization of the light, the detunings of the two
sources will be different. For most experiments described in this thesis, a single polarization
is fed into the cavity, except for Chapter 4 where this effect is taken into consideration.
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3.

SQUEEZING AND SUBTRACTION MEASUREMENTS

3.1.

Squeezing Experiment

Squeezed light is an important tool in improving sensitivity of gravitational wave detectors.
Squeezed light is light with quantum noise lower in one quadrature than the other, making use
of the fact that the product of the two quadratures have an absolute minimum uncertainty,
X1 X2 ≥ 1. This section overviews a room temperature ponderomotively squeezed light
experiment, and is adapted from Ref [55].
3.1.1.

Intro and Motivation

Squeezed light is created by redistributing the uncertainty of light in one quadrature, to that
of another, orthogonal quadrature. In practice this is done through two methods: nonlinear
optical materials [58, 59, 60, 61, 62], or through the use of optomechanical squeezers. This
experiment makes use of the latter. Optomechanical squeezing can be generated independent
of the optical wavelength, with a tunable frequency dependence of the squeezing quadrature
via the optical spring [63], and in the long term Optomechanical squeezers have great potential to be miniaturized. How the uncertainty is redistributed via the optical spring can
be seen in Figure 3.1.
The coherent light source entering the cavity has some amount of photon number fluctuation, ∆N . This photon number fluctuation corresponds to a fluctuating radiation pressure
force on the cantilever mirror. Because of the optical spring effect, this corresponds to an
uncertainty in the position of the mirror. This can then be thought of as an uncertainty in
the length of Fabry-Perot cavity instead. If there is an uncertainty in the length then there
must be an uncertainty in phase accrued by the light while resonant inside the cavity. Thus,
light entering the cavity is initially unsqueezed (∆X1 = ∆X2 ) and exiting the cavity is is
amplitude squeezed (X1 < 1 or X2 > 1).
Overcoming thermal noise [65] has been a fundamental challenge to observing optomechanically generated squeezing beyond cryogenic temperatures. Reducing the quantum noise
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Figure 3.1. Basic optomechanical squeezer. Consist of a Fabry-Perot cavity with a movable mirror on one end. Light initially unsqueezed exits this cavity with squeezing in the
amplitude quadrature (anti-squeezed in phase quadrature). [64]
below shot noise in such a system is only possible if the motion of the oscillator has a significant contribution from quantum radiation pressure noise (QRPN), and is not overwhelmed
by thermal fluctuations. Our mechanical oscillators are designed to have extremely low
broadband thermal noise [66, 67, 68, 53] and have been used to observe QRPN [56]. The
thermal noise of these oscillators is sufficiently low to not overwhelm the effect of QRPN.
Even so, thermal noise does limit the amount of measurable squeezing generated.
For gravitational wave detection, the squeezed light source needs to be broadband over
three decades in the audio-frequency band, compact, and operating stably 24/7 at room
temperature. Here, we present a measurement of squeezing produced by an OM system
comprising a Fabry-Perot interferometer with a micro-scale mirror as a mechanical oscillator
at room temperature, where for the first time OM squeezing has been observed in a room
temperature system, at frequencies as low as tens of kilohertz and extending more than a
decade away from the mechanical resonance. This observation of broadband OM squeezing
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at room temperature presents a new avenue for building quantum OM resources at room
temperature that are independent of laser wavelength.
3.1.2.

Experimental Setup

Our experimental setup consists of two main subsystems – the optomechanical cavity and
the detection system, as shown in Figure 3.2. The optomechanical system is a Fabry-Perot
cavity, housed in a vacuum chamber (∼ 10− 7 torr), pumped with a 1064 nm Nd:YAG NPRO
laser. One of the two mirrors of this cavity is supported by a low-noise single-crystal microcantilever (similar to that employed in [56]), with a mass of 50 ng, a fundamental frequency
of 876 Hz, and a mechanical quality factor of 16,000. The other mirror is a 0.5 inch diameter
mirror with radius of curvature 1 cm. The cavity is just under 1 cm long, has a finesse of
around 11,500, and a HWHM linewidth (γ) of 650 kHz.

Intensity
Stabilization

PDlock

PM
BS 1

AM

Cavity
Faraday
Isolator

Laser

Piezo
mirror

LO

BS 2

PDsqz
A

B

Figure 3.2. An overview of the main subsystems in the experiment. First, the classical
intensity noise of an 1064 nm Nd:YAG laser is suppressed by an intensity stabilization
servo using an amplitude modulator (AM) as the actuator. The light is then sent to an
optomechanical cavity – the input mirror is a mechanically rigid macro-mirror, and the
output mirror is a low-noise micro-scale mirror supported by a single-crystal micro-cantilever.
The light inside this cavity gets squeezed due to the radiation pressure interaction between
the circulating light and the movable micro-mirror. The cavity is locked by picking off 15%
of the transmitted power through BS1 on PDlock , and feeding back that signal to a phase
modulator (PM). The remaining 85% of the light is interfered with a local oscillator on BS2
which reflects 96.5% and transmits 3.5% of the light. The phase between the local oscillator
(LO) and signal is locked by feeding back the DC part of the fringe detected on PDsqz to a
piezo mirror in the LO path. The signal from PDsqz is also sent into the spectrum analyser
for measurement.
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We lock the cavity blue detuned about 0.33γ away from resonance, using the strong
optical spring (145 kHz) created by the detuned operation [63]. The optical spring has a
strong suppression due to its rigidity, but is unstable, so electronic feedback at frequencies
near the optical spring is used to stabilize the system using the transmitted light for the
error signal. We use radiation pressure as the actuator for locking, as detailed in detail in
Ref. [69], with one difference: in this experiment, we use a phase modulator as our actuator
instead of an amplitude modulator. We can treat the instability of the optical spring in
the same way, except for a slightly modified plant transfer function. The open loop gain
of the cavity locking loop is below one at all frequencies less than 140 kHz. Since we must
obtain a signal to stabilize the optical spring while leaving the squeezed light available to
be independently measured, we split the light exiting the cavity at a beam-splitter (BS1 ),
using 15% of the total light to obtain the feedback error signal. This method introduces
some common phase noise between the local oscillator and cavity field, which is included in
our noise budget.
3.1.3.

Methods

Traditionally, balanced homodyne detection is used to characterize squeezing, since it cancels
classical intensity noise of the local oscillator and does not introduce loss. In our setup,
however, we use a different method to measure the squeezing. This is because the classical
intensity noise is sufficiently small to not require cancellation, and the level of squeezing we
expect is low, making it insensitive to a small loss. The beam transmitted from the cavity
(signal) is combined with a local oscillator (LO) beam on a 96.5%-3.5% beam splitter (BS2 ),
as shown in Figure 3.2. We then measure the port that has 96.5% signal and 3.5% LO on a
photodetector (PDsqz ). The output of PDsqz is low-pass filtered, amplified, and then fed back
to a piezoelectric crystal driving the length of the LO path. This loop suppresses relative
path length fluctuations between the signal and the LO, but only at frequencies well below
the measurement band. The loop has a unity gain frequency of less than 1 kHz, and has an
open loop gain of less than -40 dB at the measurement frequencies. This eliminates the need
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Figure 3.3. A phasor diagram showing how the tunable homodyne detector selects the
measurement quadrature. The sum of the local oscillator (LO) field (blue) and the signal
field (red) selects the quadrature that is being measured (green). In the entire manuscript,
we report this angle φS as the measurement quadrature. We determine the quadrature by
knowing the power in all the three fields, and the visibility. The dashed green circle represents
a contour of constant detection power. In order to keep the shot noise reference unchanged,
we choose to always lock PDsqz with a constant total detected power, and vary the LO power
to change the measurement quadrature. This has the effect of changing the angle θ of the
LO.
to correct the squeezing spectrum for the response of the feedback loop. Additionally, there
is no cross over between the homodyne loop and the cavity loop because their frequency
regions of actuation are disjoint. Note that since PDsqz is an out-of-loop detector for both
the cavity-locking as well as the homodyne-locking loop, a sub-shotnoise measurement on it
is an indication of squeezing [70]. The lock maintains PDsqz at a constant DC voltage level,
which we use to calibrate the shot noise level. The measurement quadrature is determined
by the relative path length between the signal and LO. In the laboratory, the measurement
quadrature can be tuned by changing either the lockpoint level, or the LO power, or both.
An diagram how changing the LO power can change the measurement quadrature can be
seen in Figure 3.3.
In order to compare the measured noise to shot noise, we measure the shot noise level by
turning off the homodyne lock, blocking the signal port, and tuning the LO power to get the
same voltage on PDsqz as our lockpoint. This allows us to measure a spectrum of PDsqz that
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Figure 3.4. Classical laser intensity noise and dark noise, shown relative to shot noise.
Since we always keep the total detected power on PDsqz constant (and just change the local
oscillator (LO) power to change the measurement quadrature), the relative dark noise and
classical laser intensity noise can just be scaled to that power. Note that RIN pictured here
has been scaled by +25 dB for visibility.
contains shot noise of the light, classical intensity noise, and the dark noise of PDsqz . We
then average this spectrum over our measurement band to obtain the reference level (0 dB).
Classical relative intensity noise (RIN) is suppressed by an intensity stabilization servo (ISS)
√
to about 8 × 10−9 / Hz, and contributes less than −20 dB of the noise on PDsqz . This can
be seen in Figure 3.4. The RIN level is independently measured by performing a correlation
measurement between PDsqz and another pick-off between the ISS and the PM. Dark noise
accounts for about -12 dB of the shot noise level and is not subtracted.
Finally, we also will show results of a correlation measure of the squeezed light. This
measurement is beneficial as it does not rely on a precise calibration of shot noise, and
provides additional corroboration of our squeezing claims. In order to see how this is done,
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first consider splitting an intensity squeezed beam onto two photodetectors. For convenience,
let’s split it as 50%. The amplitude quadrature of the two fields hitting the photodetectors
may then be written as
e−r x1 + c − y1
√
a1 =
2
−r
e x1 + c + y 1
√
b1 =
,
2

(3.1)
(3.2)

where x1 is the vacuum that has been squeezed by the factor e−r , c represents any classical
noise that might be present, and y1 is the vacuum that enters at the beamsplitter.
If we measure the the averaged cross power spectrum of the resulting photocurrents, but
don’t take the absolute value, we find
hSab i =


1 −2r
e
+ Sc − 1 αβ,
2

(3.3)

where we have normalized shot noise to 1, and assumed detector a has a relative gain of
α, and detector b has a relative gain β, and Sc is the power spectrum of the classical noise
scaled to shot noise. All the cross terms between x1 , y1 and c will average to 0, as they are
uncorrelated. If the original field is squeezed, then that requires e−2r + Sc < 1, which would
then imply hSab i < 0. Note that if this is not satisfied, such that we have classical noise
that destroys the squeezing, then e−2r + Sc > 1, which requires hSab i > 0. Therefore, by
looking at the sign of the average cross power spectrum, one can definitively prove whether
squeezing is present or not.
To interpret this, when the beam is limited by classical noise, the power fluctuations
hitting both PDs are identical and positively correlated. If the beam is exactly shot noise
limited, the power fluctuations hitting the two PDs are uncorrelated. With a perfectly
amplitude squeezed beam, the power fluctuations are exactly anti-correlated.
We may write the individual power spectra as
Sa
Sb
e−2r + Sc + 1
=
=
.
α2
β2
2
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(3.4)

Then define the normalized correlation as
hSab i
e−2r + Sc − 1
.
C=√
= −2r
e
+ Sc + 1
Sa Sb

(3.5)

This is convenient because it supplies a unitless measure of the nature of the noise, and is
independent of the relative gain of the photodetectors. This C is similar to the square root
of coherence, but retains phase information. In fact, the coherence may be written as CC ∗ .
We can see that if the field is entirely classical so that Sc dominates, then C = +1.
Likewise if the beam is exactly shot noise limited without squeezing, then C = 0. Finally,
for an infinitely squeezed field with no classical noise, C = −1.
To simplify, let’s call the total noise PSD of the original beam relative to shot noise
R = e−2r + Sc , in which case
hSab i
R−1
C=√
.
=
R+1
Sa Sb

(3.6)

This leads to
R=

1+C
.
1−C

(3.7)

Thus, by measuring C, we have a method to measure the amount of noise relative to shot
noise independent of our ability to calibrate shot noise.
3.1.4.

Results and Discussion

The result of the homodyne measurement of the signal is shown in Fig. 3.5. For a quadrature
angle of 12°±2° from the amplitude quadrature, we observe up to 0.7 ± 0.1 dB of squeezing
(equivalent to a 15 ± 2 % reduction in the PSD), from 30 kHz to 60 kHz. The distribution of
squeezing is studied in detail by measurements of other quadratures of the homodyne signal.
In order to do this without changing the locking loop or shot noise, we keep the homodyne
locking offset the same, and vary the LO power. This allows us to change the measurement
quadrature in a shot noise invariant way. In Figure 3.6(a), we show this measurement as a
function of sideband frequency and quadrature. To understand the observed squeezing, a
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Figure 3.5. Measured spectrum and modeled noise budget at 12° quadrature. All quadrature angles are referenced so that 0° corresponds to the amplitude quadrature of the cavity
transmission. This figure shows the measured spectrum relative to shot noise. We show the
shot noise measurement in blue, which is used to obtain an average shot noise level. All the
data in the paper is scaled to this average shot noise level. The spectrum for total measured
noise at 12° is shown in orange, showing squeezing from 30 kHz to 60 kHz, with maximum
squeezing of 0.7 ± 0.1 dB (corresponding to a 15 ± 2% reduction in PSD) near 45 kHz. We
also show the total budgeted noise in dashed green which is a quadrature-sum of quantum
noise, thermal noise, classical laser noise, cavity-feedback noise, and differential phase noise.
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Figure 3.6. Measured and budgeted noises on PDsqz at fourteen different quadratures, distributed more densely near the squeezing quadrature, and sparsely elsewhere. The black
contour line corresponds to shot noise. The regions inside it are squeezed, (shown by the
yellow-orange shades) and the region outside it are antisqueezed (shown by the upper pink
shades) . (a) Squeezing is observed from 10° to 17° and from 30 kHz to 70 kHz. One of the
mechanical modes of the cantilever can be seen at 27 kHz. (b) Budgeted noise relative to
shot noise. The color scheme is same as (a). As is characteristic of optomechanical (OM)
squeezing below the optical spring frequency, the higher quadrature shot noise crossing for
all frequencies occurs at the same quadrature. The upper part of the shot noise contour is
nearly perfectly horizontal.
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detailed noise budget of the system is developed. The total budgeted noise in the squeezing
quadrature is shown in Figure 3.5, and in a quadrature dependent way in Figure 3.6(b).
This noise budget includes a model [71] that predicts the contribution of quantum noise and
previously measured thermal noise [72] for the measured cavity and homodyne parameters;
measured cavity-feedback injected noise and differential phase noise between the LO and the
cavity. Finally, the extra loss in the detection path is obtained by comparing measurement
and noise budget at all frequencies and quadratures.
Further details on the noise budget can be found in Figures 3.7 and 3.8. As we see, the
overall behavior of the system is similar in the measurement as well as noise budget, most
importantly the squeezing quadrature. Additional information on the creation of the noise
budget can be found in Appendix 7.2.
For additional evidence of squeezing, we have also performed a correlation measurement
on the squeezed light. Extending the approaches in Refs. [73, 74, 75, 76, 77], we demonstrate
that these correlations are a way to characterize a squeezed light source without measuring
shot noise. The light exiting the cavity, after combination with the LO, is split equally
between two photodetectors, as shown in figure 3.9(a). As described in the SI, if the light
is limited by classical noise, positive correlations should be observed in the two photocurrents. Shot noise limited light should produce zero correlations, and intensity squeezed light
should produce negative correlations. We measure the cross power spectrum between the
two photodetectors and confirm that negative correlations are observed, as shown in Figure
3.9(b). The cross-spectrum is negative from 33 kHz to 62 kHz, and positive elsewhere, which
agrees with the measured spectrum in Figure 3.5. For explicit comparison, we convert this
correlation to the squeezing factor. This squeezing factor is shown in Figure 3.9(c) in dashed
purple. This provides unconditional evidence that the light is squeezed at these frequencies
and at this quadrature.
Additionally, in the same plot, we also show the squeezing spectrum obtained using the
traditional way of measuring shot-noise separately (solid orange). The orange curve corresponds to a shot-noise calibrated measurement at 13.5°. This spectrum is obtained by
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Figure 3.7. Noise budget: Contributing noise sources compared to the measurement as a
function of quadrature, averaged over a 1 kHz bin. Note that a 20 dB offset has been added
to the differential phase noise in order to be visible on the same axis. Measured noise is
shown in orange. Also shown are the contributions from quantum noise (with excess loss)
in purple, thermal noise in red, differential phase noise in brown, and cavity-feedback noise
in pink. The quadrature sum of all these contributions is shown in dashed green. All noises
are relative to shot noise and are shown in dBs.
interpolating the shot-noise calibrated measurements over various quadratures and using
the interpolated data-set to minimize the residual between the correlation-calibrated measurement and the shot-noise-calibrated measurement. The quadrature that minimizes this
residual is φ = 13.5◦ . This would be possible if the correlation measurement was made at
a slightly different quadrature as compared to the shot-noise calibrated measurement. The
difference between the quadratures can be attributed to the error in inference of quadrature
due to uncertainty in measurement of optical power. Once this error in measurement quadrature between the two methods is accounted for, the two methods are in excellent agreement
with each other.
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Figure 3.8. Noise budget: Contributing noise sources compared to the measurement as a
function of frequency at the squeezing quadrature, 12°. Measured noise is shown in orange.
Also shown are the contributions from quantum noise (with excess loss) in purple, thermal
noise in red, differential phase noise in brown, and cavity-feedback noise in pink. The
quadrature sum of all these contributions is shown in dashed green. All noises are relative
to shot noise and are shown in dBs.

3.2.

Subtraction Technique

This section expands upon the previously mentioned squeezing experiment. The squeezing
experiment makes use of a subtraction technique used to get rid unwanted noise sources. The
following section delves deeper into this subtraction technique and analyzes the squeezing
data without the use of this technique.
3.2.1.

Intro

A ponderomotively squeezed light source potentially has some advantages over squeezed light
sources that use nonlinear crystals. Ponderomotive squeezing has been measured in the presence of a strong optical spring, but one limitation to the amount of squeezing measured was

53

Figure 3.9. Calibration of squeezing by using correlations instead of measuring shot-noise.
(a) Setup for correlation measurement: We set the local oscillator (LO) such that the field
after BS2 is amplitude squeezed and pass it through a 50-50 beamsplitter (BS3 ). We then
perform a cross-spectrum measurement of the two outputs and normalize it to the individual
spectra. This quantity can only be negative if the input beam is squeezed in the amplitude
quadrature. (b) Measurement of negative correlations. The existence of these negative
correlations provides a verification of squeezing, and allows for a shot-noise independent
way of verifying the existence of amplitude squeezing. (c)(purple): Squeezing spectrum
calibrated by using the negative correlations, without measuring shot-noise (see 3.7 in SI).
(orange): Spectrum calibrated by separately measuring shot-noise.
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excess noise injected by the feedback needed to stabilize the optical spring. Since the extra
noise is measured, it could in principle be removed from the squeezing measurement by time
domain subtraction. Here, we demonstrate that for the purposes of noise characterization,
the same result may be obtained using the coherence. Applying either of these methods to
impure squeezed states raises the question of whether the noise subtraction can improve the
squeezed state, or only remove the added feedback noise. We show that the technique may
be used to partially purify the squeezed state.
Quantum noise is currently a limiting noise source in the LIGO,VIRGO, and KAGRA
gravitational wave detectors. Squeezed light is a technique used to reduce shot noise in
an interferometric gravitational wave measurement [38, 39]. This technique redistributes
uncertainty of properties of the light in a way that is useful to the experiment. This is
generally done in one of two ways: through crystal squeezers or ponderomotively.
Ponderomotive squeezed light makes use of a strong optical spring to create amplitude
squeezed light coming out of a cavity. An optical spring from a single laser is inherently
unstable and requires a feedback signal to stabilize it. However, current technological limitations limit our ability to stabilize a strong optical spring without imparting excess noise
into the system. In theory, since the excess noise due to the stabilization system can measured, it could be subtracted from final measurement in order to reveal a measurement below
that of the shot noise of the photodetector. We employ this idea to show mathematically
and experimentally that through clever manipulation of the data available, that a squeezed
light system can be measured even when it would otherwise be hidden due to excess noise.
This idea builds upon the technique and experimental set up used in [55].
3.2.2.

Theory

Here we show that given two signals with some correlated, and some uncorrelated noise, that
subtraction of the signals in the time domain can remove some or all of the correlated noise.
Further, we show that an alternative method that only uses the coherence results in exactly
the same noise power spectrum as the ideal time domain subtraction.
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We denote the signal of the squeezing photodetector in the frequency domain as S1 =
A + λB, where A is the signal that would be present without feedback, B is feedback noise,
and λ is the transfer function of the extra noise from the locking photodetector to the
squeezing photodetector. We further denote S2 = B + C, where C represents any noise
present in the measurement of this signal that does not get imprinted on the squeezed beam.
Finally, we define a subtracted signal S3 = S1 − αS2 , where α is a parameter that may be
varied to optimize the subtraction. The power spectral density of S3 may be written as

S33 = SAA + (λ − α)2 SBB + α2 SCC ,

(3.8)

where SAA denotes the power spectral density of A, and so on. Finding the minimum of the
resulting PSD:
∂S33
=0
∂α
SBB
⇒α=λ
SBB + SCC

(3.9)

We deduce from Eq 2.2 and 2.3, to conclude the minimum value of the PSD:
S33,min = SAA +

λ2 SBB SCC
SBB + SCC

(3.10)

One may see that if there is no noise in the measurement of the feedback noise (SCC =
0), then the resulting PSD is equal to SAA , and all of the feedback noise is removed as
expected. However, applying this technique in practice is somewhat difficult because it
requires knowledge of SBB , SCC and λ at all frequencies.
Here we present an alternative technique that relies on measuring the coherence between
the two photodetectors. The coherence between the two signals is defined as:
C12 (f ) =

| < S12 > |2
S11 S22
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(3.11)

HV
LB1005

PDm

Figure 3.10. Overview of experimental setup. P Dsqz is used as the main output for the
cavity, P Dlock is used as feedback for cavity stability, and P Dm is used to take a snapshot
of feedback noise in the system, to be subtracted out later.
where S11 = SAA + λ2 SBB , S22 = SBB + SCC , and S12 = λSBB . We define the subtracted
noise as
M = S11 (1 − C12 )


2
λ2 SBB
= S11 1 −
(SAA + λ2 SBB )(SBB + SCC )
λ2 SBB SCC
= SAA +
SBB + SCC

(3.12)

So M = S33 . Further, if one performs a good measurement of the feedback noise, so that
SBB  SCC , we find:
M ≈ SAA + λ2 SCC

3.2.3.

(3.13)

Methods

As seen in Figure 3.10, the experimental setup consists of the optomechanical system and a
subsystem used to detect transmitted light from the cavity. The optomechanical cavity is a
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Figure 3.11. Measurement and full noise budget at the squeezing quadrature. This plot uses
the same color scheme of Fig 3.12. Squeezing is seen from approximately 35 - 70 kHz in
the subtracted (blue) measurement. The unsubtracted measurement at a minimum is 6 dB
above shot noise; squeezing is not observed.
Fabry-Perot cavity with laser light from a 1064 nm Nd:YAG NPRO laser. The mirrors of
this cavity consist of one stationary mirror and one single crystal microresonator free to move
under the effects of radiation pressure. The output of the cavity is split via beam splitter
1 (BS1) where 15% of the transmitted cavity light is incident on a photo detector (named
P Dlock ) used to lock the cavity. The remaining 85% of the transmitted light is combined
with a local oscillator (LO) on BS2 and sent to a photo detector for measurement (P Dsqz ).
For additional information on equipment used and setup, this experimental setup is similar
to that in [55].
In order to accurately compare our measurements to shot noise, we first require a measurement of it. This is done by blocking the homodyne port and tuning the LO so that
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Figure 3.12. Average noise level of both subtracted and unsubtracted measurements, noise
budget, and sources of the budget, between 45 and 46 kHz. The subtracted measurement
(blue) and budgeted noise (brown) drop below shot noise (green) between 12 and 24 degrees,
indicating squeezing. The budgeted noise is made of the quadrature sum of the differential
phase noise (purple), quantum noise (red), and thermal noise (orange). Note that differential
phase noise is used to obtain the final budget but is small enough to not appear in the plot
above.
the amount of power on P Dsqz is the same as when the cavity is locked. This allows us to
measure a spectrum that contains shot noise, dark noise of the photo detector, and classical
intensity noise. An average of this spectrum is then used as the 0 dB point for the following
measurements.
By taking a measurement of equation 3.12 we are eliminating the feedback noise from our
measurement. We then take the square root of this quantity, so that it is in units of ASD,
and divide by the average shot noise level to obtain the final quantity,
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p
S11 (1 − C12 (f ))
U=
.
SNave

(3.14)

For the entirety of this experiment signal one is P Dsqz and signal two is picked off from just
after the amplitude modulator in the path that feeds back to the cavity (P Dm ).
3.2.4.

Results and Discussion

An example of this quantity (in dB), maximized in the squeezing quadrature can be found in
figure 3.11. At a quadrature of 18.4◦ , we observe a maximum amount of squeezing between
44.9 and 46 kHz of .61 dB, or 7% in units of PSD. This result is obtained by looking at the
subtraction measurement using equation 3.14. The regular FFT of the noise on P Dsqz (pink
curve in Figure 3.11) is not near the shot noise level of the PD, and squeezing would not be
observed, in this case and in all quadratures where squeezing is observed with the subtracted
measurement.
In order to better understand the extent of squeezing in our system, we also make similar
measurements at 21 different quadratures. This is done by varying the LO power while
simultaneously keeping the offset on the homodyne lock at the same point, so that new shot
noise measurements aren’t required. These measurements, in addition to a detailed noise
budget and its components, can be seen in Figure 3.12. Each point represents the average
noise level between 45 and 46 kHz. Squeezing is observed between 12 and 24 degrees for the
subtracted measurement only.
The whole noise spectrum is then organized by quadrature to fully map out where squeezing is seen, as seen in Figure 3.13. This figure shows us two things. First, similar to the
previous section and the squeezing result, the budgeted noise agrees with the measured subtracted noise. Additionally the bottom panel shows that for for all quadrature angels over
the entire frequency range of measurement, no squeezing is observed, if not for the subtraction technique. In fact, at no point in the unsubtracted data does the noise with respect
to shot noise go below 2 dB. We do see similar areas where the noise is reduced the most,
0 − 15◦ , but this does confirm the need for the subtraction method.
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Figure 3.13. Top: Subtracted noise measurement at 21 different quadratures. Black contour
lines represent a noise level of 1. The region inside the black lines are squeezed.
Middle: Noise budget for subtracted measurement.
Bottom: Unsubtracted measured noise on P Dsqz . No squeezed areas are found in this
measurement.
All: In all panels, the higher order mechanical resonances can be seen by vertical white
regions at 3.6, 16, and 27kHz. In addition, all panels use the same color scale.
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4.

DOUBLE OPTICAL SPRING

4.1.

Intro

Previous experiments have used an optical spring that require the use of a feedback control
system to stabilize the cavity [55, 56, 69, 78]. Depending whether the cavity is positively
or negatively detuned, the radiation pressure on the cantilever mirror due to the circulating
field inside the cavity can act as either a restoring or anti-restoring force and as a damping
or anti-damping force. For a positive detuned cavity, where the resonant frequency of the
cavity is less than the frequency of the laser (sometimes referred to as blue detuned), the
system experiences a positive restoring force but an anti-damping force. Similarly, when
negatively detuned (red detuned), the system is controlled by a positive damping force but
anti-restoring force. For this reason, for a cavity with a single carrier field, the system is
never stable by itself, and requires active feedback. Introducing feedback controls for systems
such as this have fundamental limits, generally due to noise being introduced into the system
via the feedback control loop. This experiment demonstrates a technique that obviates the
need of an active feedback control by using radiation pressure from a second optical field.
4.2.

Theory

In order to understand the how a stable system is created by the use of a second optical field,
let us first return to the equations for the optical spring constant and damping coefficient
that were introduced in Chapter 2. The optical spring constant can be given by,
p
16πPin T1 R1 R23
δγ
√
K0 =
.
3
cλ0 (1 − R1 R2 ) (1 + δγ2 )2

(4.1)

Here we note the explicit dependence of K0 on the detuning of the cavity, δγ . In particular,
the sign of detuning, or whether the cavity is blue or red detuned, will result in a similar
sign for K0 . The sign of K0 determines whether the system experiences a restoring force or
anti-restoring force, where K0 > 0 is restoring and K0 < 0 is anti-restoring.
Next, also recall that the light circulating in the cavity responds to the mirror’s motion.
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One effect this delay has is the response of the cavity lags behind the motion of the cavity.
This creates a viscous force with a damping coefficient given by [53, 57, 79],
Γos =

−2K0
.
M γ(1 + δγ2 )

(4.2)

This viscous damping force can be thought of conceptually as the cavity response lagging
the motion of the mirror. Here we note the dependence of Γos , again on the detuning of
the cavity, as well as K0 . From these two expressions, we can see that we can never have
Γos > 0 and K0 > 0 simultaneously for a single laser. This means that the system will never
experience a restoring force and a damping force, which is the ultimately the requirement
for a stable system.
We can however introduce a second optical field. If the total damping coefficient and
optical spring of the system can be given by Γtotal = Γ1 + Γ2 and Ktotal = K1 + K2 , where
the subscripts 1 and 2 represent the carrier field and sub carrier field respectively, then we
can find a combination of input powers and detunings of each field such that Γtotal > 0 and
Ktotal > 0.
This can be accomplished by having a carrier field with a large, positive detuning and a
small, negatively detuned subcarrier field. The large, positive detuned carrier field creates a
restoring force while also creating a small anti-damping force. The small, negatively detuned
subcarrier field counteracts this by a strong damping force but weaker anti-restoring force,
giving the total forces acting on the system restoring and damping, thus making the system
stable.
As seen in Figure 4.1, the entire range of stability can be mapped out. We also encounter different regions where the optical spring constant and damping cooefficient differ
from Γtotal > 0 and Ktotal > 0. These regions are anti-stable Γtotal < 0 and Ktotal < 0,
dynamically unstable Γtotal < 0 and Ktotal > 0, and statistically unstable Γtotal > 0 and
Ktotal < 0. Note that these definitions of regions of stability vary between Refs [57] and [53]
due to a sign difference in the definition of Γtotal , where here we have stuck with the sign
convention of Ref [53].
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Figure 4.1. Graphical representation of the different regions of stability as a function of
the detuning of the carrier and sub carrier field. Γtotal > 0 and Ktotal > 0 corresponds to
a stable region, anti-stable Γtotal < 0 and Ktotal < 0, dynamically unstable Γtotal < 0 and
Ktotal > 0, and statistically unstable Γtotal > 0 and Ktotal < 0. Note the overall optical
rigidity is excluded from this calculation, only the overall sign of Γtotal and Ktotal < 0 is
included. The red dot corresponds to the detuning of the measurements made later in the
chapter.
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4.3.

Experiment

In order to accomplish Γtotal > 0 and Ktotal > 0 experimentally, we must take special care of
the detunings of each laser entering the cavity. Here we do this by locking the frequencies
of the lasers together by a known, constant amount. This can be seen in Figure 4.2 with
the use of two acousto-optic modulators (AOM). The frequencies of the lasers initially are
roughly the same, but laser 2 is fed through two AOM’s where it interfers with the first
laser to read the beat frequency. The beat frequency is demodulated and fed back to the
laser frequency input of laser 2, effectively locking the two lasers frequencies together at a
difference equal to the beat frequency. This beat frequency can then be calculated instead
as a difference in detunings of the carrier and sub carrier beams by using the linewidth of
the cavity (HWHM) of roughly 500kHz.

Figure 4.2. Experimental setup used to create the double optical spring effect. This setup
initially locks the cavity with the use of active feedback, but the SA used in the feedback
loop is turned off when the second laser is introduced.
It is worth noting that two AOM’s are required because the minimum frequency change
due to these AOM’s is on the order of 100 MHz. Since the linewidth of the cavity is roughly
500kHz, this minimum change is much too large. Thus, as an example, we shift forward
by 102MHz using the first AOM and then shift back by 100MHz, creating a much more
reasonable separation between the two lasers.
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In order to create the double optical spring effect, we first lock the cavity with a single laser
(laser 1 in Figure 4.2) with the use of active feedback discussed in previous chapters. The
second laser is then introduced and the feedback controls can then be turned off. Through
this method, the cavity remains locked on average some time between 10’s of minutes to
hours, depending on how well the random frequency drift of the two laser’s is controlled.
4.4.

Discussion

Figure 4.3. Raw data squeezing data using the double optical spring that has not been
processed with the subtraction technique. The color scale numbers correspond to the amount
above shot noise,in dB, with 0 equal to shot noise level. No values below 15 dB above shot
noise are observed and thus no squeezed light.
With the cavity sufficiently stable without the use of active feedback, we can now perform
measurements with the cavity in this configuration. We can filter light from both lasers before
it enters the cavity, making the carrier p polarization and the sub carrier s polarization.
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When the light exits the cavity we are able to filter each beam onto separate photodetectors
through the use of a polarizing beam splitter.
Through the use of the two AOM’s, the lasers are frequency locked together at a frequency
of 2.7MHz. The total difference in detuning can be given by d = ∆F/γ + δbi where ∆F is the
difference in laser frequency and δbi is the shift in the resonance condition for the different
polarizations, due to the birefringence of the microresonator mirror. The measured detuning
difference due to the birefringence of the mirror is δbi = 6.87. The detuning of the carrier
beam can be measured by using the power incident on P DM at the time of measurement,
the power incident on P DM at the maximum optical spring frequency (where δ =

√1 ),
3

and

using equation 2.11. The carrier beam detuning is measured to be δc = 1.38. With a cavity
linewidth of γ = .52 MHz, the difference in detunings can be calculated to give 1.68. This
yields a subcarrier detuning of δsc = −.30. These detunings correspond to the red dot in
Figure 4.1.
We repeat the squeezing measurement process discussed in Chapter 3.1 with these parameters. We vary the amount of local oscillator incident on PDsqz in order to control the
measurement quadrature. This is done for 19 different angles and the data is interpolated
between measurement angle to create Figure 4.3. Here we see that similar to Chapter 3.2,
that no squeezed light is observed at any quadrature for this unsubtracted measurement.
For quadrature angles between -30 and -42 there does seem to be a large reduction of the
noise over all other angles, but this is still 15 dB over the shot noise level.
Next we apply the subtraction technique to this data, as seen in Figure 4.4. Here we see
this data is much closer to shot noise levels across all quadratures angles, but there seems to
be some baseline noise level at roughly 10 dB above shot noise. The distinct vertical lines
at roughly 3, 16, and 27 kHz are the yaw, pitch, and side-to-side modes of the cantilever,
respectively.
Many attempts at finding this excess noise source were made. Our current best guess
at the source of it is some kind of polarization contamination coming from the combining
and separation of the beams before and after the cavity. While this work was successful
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in demonstrating the use of the double optical spring to stabilize the cavity, more work is
required before this concept is used in other experiments, especially ones where ultra high
sensitivity is required.

Figure 4.4. Double optical spring squeezing data using the subtraction method described in
3.2. No squeezed light is observed.
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5.

5.1.

PASSIVE LASER POWER STABILIZATION VIA RADIATION PRESSURE
Introduction

This chapter goes over a technique used to passively stabilize laser power fluctuations.
Laser power stabilization is important for many modern experiments, since power noise
can limit their sensitivity[80, 81]. Currently, interferometric gravitational wave detectors
require the most stringent power stability levels, where a relative power noise (RPN) of
roughly 2× 10−9 Hz−1/2 is required at 10 Hz by the Advanced LIGO detectors [82]. A third
generation of gravitational wave detectors is currently being planned, which will most likely
require even higher power stability. So far strict requirements at low frequencies were mostly
achieved using active power stabilization schemes, where an in-loop photodetector is used
in conjunction with a feedback control loop. Those schemes are usually limited by noise
sources coupling in the in-loop detector, and often require a large power detection which can
exceed the power threshold of the in-loop sensors [83]. Recently, an alternative technique
was demonstrated in which the full beam power of the laser and its fluctuations are sensed
via a Michelson interferometer with a movable mirror [84]. In this chapter, we propose to
use a movable mirror in a Fabry-Perot cavity with a strong optical spring. The proposed
technique presented in this paper is passive, and thus does not require a power sensor. We
show here that this technique can provide large suppressions of classical power fluctuations
such as to produce a beam in transmission of the cavity which is shot noise limited. In [84],
a transfer and a sensing beam are used with a single movable cantilever mirror, in order
to demonstrate active power stabilization from 1 Hz to 10 kHz. Here, we instead use a
Fabry-Perot cavity with a strong optical spring to passively stabilize the power fluctuations
transmitted by the cavity. Unlike other power stabilization techniques employing optical
cavities [85], the experiment proposed here provides power noise reduction below the cavity
pole. This is an advantage, since it dispenses the use of long and high finesse cavities for
This chapter was previously published as Torrey Cullen et al, ”Passive laser power stabilization via an optical spring,” Opt.
Lett. 47, 2746-2749 (2022). https://doi.org/10.1364/OL.456535. © 2022 Optica Publishing Group. Reprinted by permission
of Optics Letters.
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stabilization at low frequencies.
5.2.

Derivation of Optical Spring Suppression

We first start with a cavity comprised of a movable end mirror pumped with a laser (see
Figure 5.1). By detuning the cavity away from its resonance, an optical spring effect [41]
is formed, whose dynamic response reduces power fluctuations in transmission of the cavity.
To show that an optical spring can passively stabilize the power fluctuations of a laser we
first start with the equation of motion of the movable mirror:
mẍ = Frad + Fres + Fext ,

(5.1)

where Frad is the force on the mirror due to radiation pressure, Fres is the restorative spring
force, Fext is any external force, such as thermal noise, and m is the mass of the mirror. Eq
5.1 then becomes:
mẍ =

2Pcirc
− kx + Fext ,
c

(5.2)

where c is the speed of light, k is the spring constant corresponding to the restorative
mechanical spring force of the movable mirror, and Pcirc is the circulating power in the
cavity. Converting this equation to the frequency domain yields:
−mΩ2 x̃ =

2P̃circ
− kx̃ + F̃ext .
c

(5.3)

The power fluctuations (∆Pcirc ) inside the cavity are dependent on the motion of the
movable mirror and on the change of the maximally circulating power (∆Pmax ) at resonance
in the cavity. These fluctuations can be written as:
∆Pcirc =

dPcirc
dPcirc
∆x +
∆Pmax .
dx
dPmax

(5.4)

The circulating power in the cavity can be written in terms of the detuning (δ, in units of
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linewidth) and the maximum power circulating in the cavity (Pmax ) as [41]:
Pcirc (δ) =

Pmax
.
1 + δ2

(5.5)

Additionally, the position of the movable mirror can be written in terms of the detuning as
[41]:
x=

δλA
,
8π

(5.6)

where λ is the wavelength of light and A, the total losses of the mirrors, including their
transmissivity, in which A = 0 is two perfectly reflective mirrors. Given the equations for
power in terms of detuning (Eq 5.5) and position in terms of detuning (Eq 5.6), it is useful
to rewrite Eq 5.4 as:
∆Pcirc =

dPcirc dδ
dPcirc
∆x +
∆Pmax .
dδ dx
dPmax

(5.7)

Plugging in respective derivatives into Eq 5.7 yields:
∆Pcirc = −

∆Pmax
16πPmax δ
∆x
+
.
λA(1 + δ 2 )2
1 + δ2

(5.8)

Solving Eq. 5.3 for ∆x to use in Eq 5.8 yields:
∆Pcirc =

Kos ∆Pcirc
∆Pmax
cKos ∆Fext
+
+
,
2
2
2
m(Ω − Ωfund )
1+δ
2m(Ω2 − Ω2fund )

(5.9)

where we have dropped the tilde notation and made the substitution for the optical spring
constant Kos : [51]
Kos =

32πPmax δ
.
λAc(1 + δ 2 )2

(5.10)

Note that this equation for the optical spring constant assumes that the response of the
cavity is sufficiently slow such that it may be regarded as instantaneous. Solving Eq 5.9 for
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the intracavity power fluctuations yields,
∆Pcirc



∆Pmax
Ω2 − Ω2fund
=
1 + δ 2 Ω2 − Ω2os − Ω2fund


Ω2os
c
,
− ∆Fext
2
Ω2 − Ω2os − Ω2fund

(5.11)

where Ωfund is the resonance frequency of the fundamental mode of the cantilever mirror and
Ωos is the optical spring frequency, where both are defined as:
Kos =mΩ2os ,

(5.12)

k =mΩ2fund .
Additionally, an independent calculation of this expression can be found in [64].
For frequencies much smaller than the cavity pole, the connection between power fluctuations at the cavity input (∆Pin ) and the intracavity power fluctuations on resonance is

∆Pmax = P B ∗ ∆Pin ,

(5.13)

where PB is the power buildup of the cavity. Hence, as seen from Eq 5.11, for frequencies
much less than the optical spring resonance frequency (Ω  Ωos ) and much greater than
the fundamental mode of the cantilever mirror (Ω  Ωfund ), the power fluctuations in the
cavity are reduced compared to the injected field’s power fluctuations by a factor of ( ΩΩos )2 .
We can also see that the external force, Fext , imprints power fluctuations on the laser beam
and will limit the stability achievable by this scheme. We have chosen an entirely classical
derivation due to the fact that quantum radiation pressure effects are evaded when measuring
the amplitude quadrature in transmission of the cavity [86].
5.3.

Experiment

The schematic of the experiment used to demonstrate this power fluctuation reduction is
shown in Figure 5.1. It consists of an optomechanical cavity kept at cryogenic temperatures (on the order of 30 K). The cavity is pumped with a 1064 nm Nd:YAG nonplanar
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ring oscillator (NPRO) laser and is housed in a vacuum chamber kept at 10−8 torr. The
movable mirror used in this setup is a cantilever mirror [41] with a mass of 50 nanograms, a
fundamental frequency of 876 Hz, and a quality factor of around 25400. We note here that
this quality factor is much larger than in previous experiments (16000) [86, 55] due to the
reduced temperature and pressure of the cryogenically cooled cavity. The input mirror in
the cavity is a 0.5 inch diameter, rigidly mounted mirror with a radius of curvature of 1 cm.
The cavity is just under 1 cm long, with a pole greater than 100kHz. Inside the vacuum
chamber there is a vibration isolation platform which all the optics are mounted to, reducing
seismic vibrations above 100 Hz.
Cryostat
~30 K

Laser

Injected
White Noise

PDM

AM2

AM1
SA

Spectrum
analyzer

Input Mirror Cantilever
Mirror

PDL

Figure 5.1. Simplified experimental setup of the passive laser power stabilization scheme via
an optical spring.
The requirement to keep a system like this stable is a positive optical spring constant
and a positive damping coefficient [53, 57] which is not the case for our system. To keep
the configuration of the cavity stable we employ a feedback loop actuating on an amplitude
modulator (AM2 in Fig 5.1). This ensures the cavity stays at a constant detuning during
a measurement. This feedback loop uses a photodetector (PDL in Fig 5.1) in transmission
of the cavity as the in-loop sensor and applies relevant correction signals to AM2 only for
frequencies close to the optical spring frequency . Another photodetector in transmission of
the cavity is used to monitor the power noise of the stabilized beam, labeled PDM . Additional
details describing the experimental setup can be found in [55, 56].
In order to demonstrate the power stabilization we inject white noise into the amplitude
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modulator before the cavity, AM1 , at a voltage yielding a baseline relative power fluctuations
of around 2 × 10−5 Hz−1/2 . This is done to mimic experimental conditions of Figure 4 in [84],
and to demonstrate that a large noise suppression is possible, since the free running relative
power noise of the laser is at roughly 4 × 10−6 Hz−1/2 without the noise injection.
5.4.

Results

Power Noise Spectrum Post Cavity
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Figure 5.2. Amplitude spectral density measurements showing reduction of classic power
noise. The free running noise of the laser is injected with a 2 V white noise signal to bring
the overall noise level up to approximately 2 × 10−5 Hz−1/2 . The blue curve represents a
cavity detuning of 3.6 linewidths and the red curve a detuning 1.5 linewidths. The large
features at 3.7 kHz, 15.5 kHz and 28.5 kHz are the coupling from the Yaw, Pitch, and
Side-to-Side modes respectively of the cantilever mirror.
Figure 5.2 shows the results of the laser power stabilization for different optical spring
strengths. The blue and red curves represent the cavity locked at a detuning corresponding
to an optical spring frequency of 53 ± 2 kHz and 150 ± 3 kHz respectively. These optical
spring frequencies correspond to a power transmitted by the cavity and incident on PDM of
15.2 and 70 µW respectively. Additionally, the input power for both these measurements
is 6.5mW. The black curve is the free running noise of the laser with the injected white
noise from the spectrum analyser, which is measured at a photodetector just after AM1 ,
not pictured in Fig 5.1. As seen from Fig 5.2, the injected noise is suppressed by a greater
amount with a stronger optical spring, as expected from Eq 5.11. The maximum suppression
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of the stronger optical spring measurement occurs at 7900 Hz with a stabilized noise level
of 1.6 × 10−7 Hz−1/2 . This corresponds to the optical spring suppressing the injected noise
by a factor of 125. The blue curve measured for a cavity detuning of 3.6 linewidths has a
steeper feature below 10 kHz due to being thermal noise limited, whereas the red curve (1.5
linewidths detuned) is mainly shot noise limited. Above 10kHz, both curves are limited by
the noise suppression provided by the optical spring.
Figure 5.3 compares the highest power noise suppression measurement (red curve) with
an uncorrelated sum of fundamental limits of this experiment (blue curve) and the power
noise suppression by the optical spring. These fundamental limits are comprised of relative
shot noise and thermal noise of the cantilever mirror added in quadrature. The total limit
for the relative power noise detected by PDM can be obtained by dividing Eq. 5.11 by the
mean circulating power Pcirc , since, below the cavity pole, the classical RPN transmitted by
the cavity (RPNM ) should be the same as the classical RPN inside the cavity. Hence, the
amplitude spectral density (ASD) of the RPN at PDM is:
RPNM

2

2
Ω2 − Ω2fund
= RPNin
Ω2 − Ω2os − Ω2fund
2 
2

Ω2os
2hc
cFext,ASD
,
+
−
2
2Pcirc
Ω2 − Ω2os − Ωfund
λPM
2



(5.14)

where RPNin and Fext,ASD are the ASD of the RPN at the input of the cavity, and of the
external force.
The first term in Eq 5.14 represents the power noise suppression by the optical spring.
The third term in Eq 5.14 is the relative shot noise of the measured power on PDM , where h
is Planck’s constant, and PM is the mean power transmitted by the cavity and detected on
PDM . This relative shot noise level is additionally corroborated by measuring the shot noise
of the photodetector experimentally. Both by experimental methods and the relative shot
noise term in Eq 5.14 the average shot noise level was 7.3 × 10−8 Hz−1/2 and is depicted by
the brown curve in Fig 5.3. The next part in the fundamental limits curve is the thermal
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Figure 5.3. 70 µW measurement with its associated fundamental noise limitations, which
includes relative shot noise, the calculated (modeled) RPN, and projected suppression of the
cavity. The circulating power corresponding to 70 µW of transmitted power is 250 mW.
noise term contribution:
2


RPNtn =

Ω2

Ω
−

− Ω2fund
Ω2os − Ω2fund



cΩfund
2πPcirc

s

2πkb T m
,
Qf

(5.15)

where ffund is the fundamental resonance frequency of the cantilever mirror, Q is the structural quality factor of the movable mirror, T is the temperature, and kb is the Boltzmann
constant. This equation was calculated by substituting Fext in Eq 5.14 by the thermal noise
force considering structural damping [65] and is the minimum relative power noise in transmission of the cavity, limited by thermal noise of the movable mirror. This quantity is a
similar result as obtained in [84, 87], but here with a dependence on the intracavity power.
This is an advantage for this scheme since a trade off of using a mirror with high spring
constant can be made by increasing the intracavity power.
Because the beam is not perfectly centered on the movable mirror, we see a coupling
of the cantilever modes, pitch (3.7kHz), yaw (15.5kHz), and side-to-side (28.5 kHz), in our
measurement. If the beam was perfectly aligned these features would not exist. In order
to account for this in our fundamental limits we use a modeling code that uses the two
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photon formalism [71] that accounts for the centering of the beam when calculating thermal
noise. The result for the thermal noise model in this experiment is shown by the lilac
curve in Figure 5.3. The temperature recorded for these measurements refer to the upper
limit of the temperature of the cavity. This is because the cryostat introduces mechanical
vibrations strong enough to interfere with the locking capabilities of the cavity. For this
reason, the cryostat compressor is turned off and the cavity slowly warms as the measurement

1 )
RPN( Hz

is performed. Generally, by the time a measurement is finished the cavity is at 30K.
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Figure 5.4. Full budget with extended axes to show the full effect of the optical spring
suppression. At the fundamental resonance frequency, or Ω = Ωfund , the suppression term
(first term of Eq 5.14) goes to zero.
The final contribution to the total limit is the residual input noise limited by the suppression by the optical spring. This is calculated by taking the free running injected noise
and multiplying by the suppression term (first term) in Eq 5.14. This term is linear on a
log scale for frequencies Ωfund  Ω  Ωos , as seen in Fig 5.4. This term also flattens out
for frequencies Ω < Ωfund . For the parameters of the stronger optical spring measurement,
the optical spring has the potential to provide a power noise suppression of approximately
3 × 104 at 10 Hz. This factor is quite large and thermal or quantum noise typically limit the
performance at low frequency.
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5.5.

Conclusion

Given these parameters, we find the total budget agrees with the measured spectrum for
most frequencies. At low frequencies, the experiment is limited by seismic noise, hence the
additional noise in the measurement with respect to the blue curve in Figure 5.3. In theory,
it is possible to lock a Fabry-Perot cavity like this one without the use of feedback, instead
using a large, positively detuned carrier beam and a small, negatively detuned sub-carrier
beam [53, 57]. This has been tested to show the stability of the double optical spring effect,
but not yet on its ability to stabilize the power of the laser. In this regime however, it would
be possible to lock the cavity and have the power stabilized without the use of feedback
anywhere.
In order to achieve a lower RPN and a larger power in transmission of the cavity, the
input power, and therefore the circulating power, needs to be increased. This reduces the
contribution from thermal noise and shot noise, as shown in Eq. 5.14. In this experiment, the
circulating power of 250 mW was limited by the damage threshold of the micro-oscillators.
However, the suspended mirrors described in [88], as well as [89], utilizes parameters that
could provide a total RPN close to the needs of current gravitational wave detectors. With a
5-mg suspended mirror having a resonance on the order of 10 Hz, Q of 1 × 105 , an intracavity
power of 200 W, and a temperature of 20K, we find that the RPN for such a system would be
1.4 × 10−9 Hz−1/2 at 10 Hz and 4.4 × 10−10 Hz−1/2 at 100 Hz. These parameters are realizable
and would give the RPN levels necessary for aLIGO.
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6.

SURPASSING THE STANDARD QUANTUM LIMIT USING
AN OPTICAL SPRING

6.1.

Introduction

Through quantum mechanics and the Heisenberg uncertainty principle, there exists a standard quantum limit (SQL) on high precision measurements. Ground based gravitational
wave detectors such as LIGO have achieved sensitivities that approach the SQL at frequencies near 100 Hz [90, 91]. In this chapter, we develop a technique that could allow
interferometeric gravitational wave detectors to reach sensitivities below the SQL.
In an interferometric measurement such as LIGO, quantum noise exists in two parts: shot
noise (imprecision noise) and quantum backaction (radiation pressure noise). Shot noise
scales inversely with laser power and radiation pressure noise (RPN) scales proportionally
to laser power. The uncertainty principle for these two quantities is given by
S imp S rpn ≥ h̄2 /4

(6.1)

The SQL may be derived by analyzing this relationship. A spectral density for the imprecision and radiation pressure noise can be given by [92, 93]
S imp =

x2zpf
4Γmeas

(6.2)

S rpn =

h̄2 Γmeas
x2zpf

(6.3)

where Γmeas is a measurement rate and xzpf is the RMS of the oscillator’s zero-point fluctuations[92,
93]. By analysing the equation of motion for a damped harmonic oscillator the mechanical
susceptibility of the system is
X̃
1
= χ(Ω) =
.
2
m(Ω0 − Ω2 − iΓm Ω)
F̃
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(6.4)

Equations 6.2, 6.3, and 6.4 lead to the total quantum noise (qn) in the system, given by
S qn (Ω) = S imp + |χ(Ω)|2 S rpn (Ω).

(6.5)

This quantity can be minimized with respect to the measurement strength to determine the
corresponding level of minimum noise,
opt

Γ

x2zpf
.
(Ω) =
2h̄|χ(Ω)|

(6.6)

Plugging this into Eq 6.5 yields what is known as the SQL,
SSQL = h̄|χ(Ω)|.

(6.7)

This quantity in the free mass regime for a two mirror Fabry-Perot cavity configuration, as
tested in this work, is given by [94, 95],
r
SSQL =

h̄ 1
,
2m πf

(6.8)

where m is the mass and f is the frequency. The differences between the calculation between
of the SQL with the mechanical susceptability (Eq. 6.7) and in the free mass regime (Eq.
6.8) can be found in Figure 6.1. Systems are generally not able to measure at SQL sensitivity
or below due to other noise sources precluding it.
A variety of proof-of-principle sub-SQL techniques have been explored [96, 97, 98, 99].
One method is using injected squeezed light, something that was accomplished by the detector group at aLIGO. In that work, a sub-SQL measurement of up to 3 dB below was made
by making use of injected squeezed vacuum states and by subtracting unwanted classical
noises from the measurement [100]. Another method is using a variational readout which
makes use of a second field, often originating from the same laser source, to change the measurement quadrature [91, 100]. We make use of a third method, by creating strong quantum
correlations between radiation pressure and shot noise in an optomechanical system via an
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Figure 6.1. Comparing the difference in calculation methods of the SQL. The orange curve
uses the free mass regime and is represented by Eq 6.8 where the blue curve uses the mechanical susceptibility and the code from [71].
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optical spring. Not until recently has someone been able to experimentally demonstrate
any interferometric measurement with sensitivity below the SQL [92, 101]. The Mason et
al. experiment utilized a cryogenically cooled high quality factor Si3 N4 membrane resonator
dispersively coupled to a Fabry Perot cavity. This allowed a sensitivity measurement up to
1.5 dB below the SQL, at frequencies on the order of megahertz. We go beyond this previously ground breaking measurement by performing the experiment in the audio band, and
forgoing dispersive coupling by instead employing a linear two-mirror cavity with a movable
mirror. This operating range and optical setup is more akin to the current design of ground
based gravitational wave detectors.
Previous experiments performed by our group [55, 86] were performed at room temperature. In order to surpass the SQL, two main upgrades to our system must be made. First,
thermal noise must be combatted. This is realized with the addition of a cryostat cooler,
bringing the cavity down to approximately 30 K. Secondly, the frequency noise of the laser
begins to limit noise levels at cryogenic temperatures. Frequency noise is addressed with the
addition of a delay line interferometer.
6.2.

Experiment

Our experimental setup consists of three main subsystems: the optomechanical (OM) cavity
and associated feedback, a 100 meter delay line interferometer, and an intensity stabilization
server (ISS). The OM cavity is a Fabry-Perot cavity housed in a vacuum chamber (≈ 10−8
torr) and is cooled cryogenically (30 K). The cavity is pumped with a Nd:YAG non-planar
ring oscillator (NPRO) laser with wavelength 1064 nm. The Fabry-Perot consists of a half
inch input mirror with a radius of curvature of 1 in and a second mirror that is attached to
a low-noise single-crystal GaAs microcantilever. The cantilever mirror is a 70 µm diameter
mirror consisting of 23 pairs of GaAs/AlGaAs similar to [55, 56]. Additionally, it has a mass
of 50 ng and a fundamental resonance frequency of 876 Hz. The cavity created by these two
mirrors is about 1 cm long.
The delay line interferometer is created by a 100 meter long optical fiber and has two
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Figure 6.2. Light from a 1064 nm Nd:YAG laser is passed through two amplitude modulators
(AM) before being injected into the optomechanical cavity, which sits on a suspended optical
breadboard to reduce seismic motion and is housed in a vacuum chamber at 10−8 Torr
(shown in shaded gray). A micrograph of the single-crystal microresonator, comprising a 70µm diameter GaAs/AlGaAs mirror pad supported by a GaAs cantilever, is included in the
diagram. The microresonator is connected to a 4 K cryostat via a flexible heat link. Light
exiting the cavity is measured on a photodetector (P DL ) where the signal is subsequently
fed to a servo amplifier (SA) and to an AM, in order to stabilize the cavity at a constant
detuning. An intensity stabilization servo (ISS) is used to stabilize the laser power to shot
noise by feeding back to the first AM.
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functions. First, it is used to suppress the laser frequency noise (LFN). The interference of
the two paths in the delay line is measured on two photodetectors, P DF and P D2 in Fig. 6.2,
and the two signals are subtracted from one another and sent to a PID controller to stabilize
these fluctuations. This allows the interferometer to be locked to a stable value in order
to facilitate its second function: precisely calibrating the LFN. With a precise calibration
of the LFN and a measurement scheme described at lengths in Methods, we can study the
noise spectrum free of LFN. Additionally an intensity stabilization servo (ISS) is used to
suppresses classical relative intensity noise.
At room temperature, thermal noise is much larger than the SQL, so we introduce a two
stage cryocooler. The minimum temperature reached on the sample holder is 16 K. However,
the large mechanical vibrations introduced by the cryostation compresser frequently result
in a loss of the cavity lock. For this reason, the cryostation compressor is turned off and the
cavity slowly warms as a measurement is performed. All temperatures recorded refer to the
final temperature at the end of the calibration and measurement process.
To compare the measured noise to the SQL we make use of modified measurement scheme
from previous experiments. The ISS and cryostation reduce classical intensity noise (CIN)
and thermal noise below the SQL, but laser frequency noise still remains. A precise measurement of the LFN can be subtracted at the time of measurement.
The light transmitted through the optomechanical cavity is maximized on PDL . The
signal from PDL is sent through a servo amplifier (SA) before being sent to the second AM
to lock the cavity. We lock the cavity with a detuning of δγ = 3.1 where δγ is the detuning in
terms of linewidths of the cavity. The linewidth of the cavity (half width half maximum) is
520 kHz. Given a detuning of 3.1 linedwiths, the corresponding circulating power is 71 mW
and the optical spring frequency is 67 kHz. The mechanical quality factor of the cantilever
at cryogenic temperatures is 25000 ± 2200.
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6.3.

Results

The result of this cryogenic subtraction based technique can be found in Fig. 6.3. At an upper
limit temperature of 29 K, we observe up to a 2.8 dB reduction below the SQL. Additionally,
the frequency band at which any amount below the SQL is observed is between 50 kHz 74 kHz, with the maximum reduction occurring at 62.2 kHz. This maximum reduction
corresponds to a 72% reduction in the power spectral density. The orange and green curve
represents the expected quantum and thermal noise respectively, as calculated by Ref [71].
Not pictured in Figure 2 is a measured noise level due to the electronics noise of the system,
where we have found it to be insignificant.
By changing the optical spring frequency we can adjust at which frequency the reduction
occurs at. In this sense, we can create a tunable sub-SQL device. In Fig. 6.5, we show
the total range of our tunable sub-SQL device. The optical spring frequency range that we
observe sensitivities at or below the SQL is 41.3 kHz - 91.4 kHz. As seen in the top and
bottom panels, at an optical spring frequency of 41.3 and 91.4 kHz, the calibrated noise
measurement shown has the most sensitive portion equal to the SQL. For all optical spring
frequencies in between, we see a reduction below the SQL. For the full range of optical spring
strength, the measurement frequency range where sub-SQL sensitivity is observed is between
40 kHz - 74 kHz. Such tunability could be exploited for LIGO and other interferometric
experiments if there is a certain frequency range of interest.
The main limitations of this experiment lie in the noise floor for our system. We are
currently limited by the quantum and thermal noise of the system. As an example, the
thermal noise of the system crosses the SQL at 33 kHz, as seen in Figure 6.3. This limits
the frequencies at which we expect a sub-SQL measurement at.
An at length discussion of the calibration technique can be found in the Methods section.
Here we discuss the uncertainties associated with the experiment. There are two main
contributions to the total experimental uncertainty: the uncertainty associated with our
measure of the total noise, or our calibration technique, and the uncertainty in the magnitude
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Figure 6.3. Calibrated noise measurement in √m
The orange and green curve represent
Hz
the total quantum and thermal noise of the system respectively. The purple curve is the
quadrature sum of the two, showing these two noise contributions are the main contributions
to the limiting noise source of the experiment. This measurement realized a maximum 72%
reduction below the SQL, or 2.8 dB.
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Figure 6.4. This plot is similar to that of Figure 6.3 where we have divided the main
calibrated spectrum by the SQL curve to obtain a ratio instead.
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of the SQL of our system, stemming from an uncertainty in the mass of the movable mirror
(see Equation 6.8).
For a robust sub-SQL claim, we require that the uncertainty in the calibration technique
be much less than the amount we beat the SQL by. For this reason it is important to constrain
an uncertainty in the calibration process. This can be done through testing the repeatability
of the calibration process with a fixed line, fed in through a Electro-Optic Modulator (EOM).
We send a single frequency signal in, and measure the frequency response of this signal. This
process was repeated to show that each measurement never had variations greater than 1%
of each other, setting the uncertainty due to the calibration process at just under 1%.
Additionally, we must take into consideration how well we know the SQL for our system.
In the free mass regime, this solely depends on the mass. In ref [56], the mass of the movable
mirror was estimated to be 50 ng. This was done through a calibrated measurement of the
thermal noise of the system, in which Cripe et al. estimates a ±10% uncertainty in the mass.
This propagated through the SQL free mass formula corresponds to a 5% uncertainty in the
SQL of our system. If we consider the ratio of our calibrated measurement to the SQL as our
final quantity, such as the blue curve in Fig. 6.3, the total relative error of the experiment
is 5.1%. This is a significant value, as it is indeed less than the amount we are beating the
SQL. This number is also calculated explicitly in Section 6.6.
The displacement sensitivity of this system has been shown to beat a long standing goal in
the quantum optics community. The results presented here show that the standard quantum
limit can be beaten at frequencies and using mechanical systems relevant to gravitational
wave detectors. Additionally, the creation of a tunable sub-SQL device has the potential to
produce better gravitational wave detector sensitivity through the use of a detuned signal
recycling cavity.
6.4.

Laser frequency noise

This section describes the process we use to convert the measured signal on a photodetector,
initially in

√V ,
Hz

to a displacement measurement in
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√m .
Hz

This requires an intermediary step
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Figure 6.5. Changing the detuning of the cavity via the optical spring effect tunes the
frequency region at which we see a reduction below the SQL. 41.3 kHz and 91.4 kHz are the
lower and upper limit, respectively, of the optical frequencies which yield and interferometric
displacement measurement at or below the SQL. For optical spring frequencies between these
values we measure some reduction below the SQL.
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Figure 6.6. Full data set of the tunable SQL. This plot is similar to Figure 6.5 with the
addition of two more intermediary data points.
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of first converting from

√V
Hz

to

√Hz
Hz

by using a Mach-Zender interferometer with a 100 m

delay line. This can be done by examining the electric field incident on the photodetector
at the end of the delay line. The light arriving at P D1 and P D2 is comprised of two
contributions, one from each arm of the delay line. This can be written as,
E = c1 + c2 eiωL/c ,

(6.9)

where the first term is from the shorter arm, and the second term is due to the phase accrued
by the light in the longer arm. Because the difference between the length of the two arms
(L) can be related to the time (τ ) the light takes to traverse the path, Equation 6.9 can be
rewritten as,
E = c1 + c2 eiωτ .

(6.10)

The photodetector measures the square of the quantity which is,
V =|c1 + c2 eiωτ |2

(6.11)

=A + Bcos(ωτ ),
where c1 and c2 have been rewritten in terms of new constants A and B. A and B represent
the offset and amplitude of the interference pattern respectively. These quantities can be
determined experimentally by driving the temperature of the monolithic laser crystal, which
changes the frequency of the light produced by the laser. This process is also beneficial as
it allows for an imperfect visibility when the two paths of the delay line interfere.
The derivative with respect to ω of Eq. 6.11 is then,
dV
= −Bτ sin(ωτ ).
dω

(6.12)

τ is obtained by sending a signal into a phase modulator (PM) and finding the frequency
f at which the signal on P D1 is minimized. The second harmonic is used because the first
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happens to lie on the PM’s, resonance making the signal noisy. Because of this τ is then,
τ = 2/f.

(6.13)

An example of the measurement of τ can be found in Figure 6.7
We can then solve for the phase delay of the light, ωτ , using Equation 6.11,
ωτ = cos−1

VL − A
,
B

(6.14)

where VL is the average value of the offset on P D1 . This value is kept constant via a PID
controller and is fed back to the frequency tuning input of the laser. Plugging this into Eq
6.12 yields,
dV
VL − A
= −Bτ sin(cos−1
).
dω
B
V
Hz

The quantity in Eq 6.15 has units of
measured at P DL , from

√V
Hz

to

(6.15)

and is used to convert the light exiting the cavity,

√Hz .
Hz

Now that we have a quantity in

√Hz ,
Hz

we can use the length of the cavity, L, and the

wavelength of light in the cavity, λ, to convert to a displacement measurement. By multiplying the spectrum in

√Hz
Hz

by

L
,
c/λ

we obtain a quantity in

√m .
Hz

With our measurement

in the proper units, the following section now focuses on how we subtract off this precisely
calibrated laser frequency noise measurement.
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6.5.

Calibration

In order study the light exiting the cavity without laser frequency noise, we measure the
frequency noise directly and subtract it from the measurement. In this experiment, this
is done by first considering the power spectrum of the two signals, one from the feedback
locking photodetector, P DL , and the other at the end of the delay line, P DF ,

P DL : S11 = (F 2 + C12 )λ21

(6.16)

P DF : S22 = F 2 + Sn2

(6.17)

where F is the frequency noise of the laser, C1 is the signal from the transmitted light of the
cavity, λ1 is the factor used to represent the ratio of gains between the two photodetectors,
and Sn is the shot noise contribution of P DF . The cross correlation of the two signals can
be written as,
S12 = λ1 F 2 .

(6.18)

The coherence between the two signals is defined as,
C=

hS12 i2
.
S11 S22

(6.19)

Plugging Equations 6.16, 6.17, 6.18 into Equation 6.19
C=

F4
.
(C12 + F 2 )(F 2 + Sn2 )

(6.20)

Rearranging Equation 6.20 for C1 , we find a frequency noise free measurement of the cavity
can obtained by measuring the quantity,
C1 = F (

1
F2
− 1) 2 .
CS22
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(6.21)

6.6.

Uncertainty

The total uncertainty can be calculated by considering the ratio of the measurement to the
SQL as a function of two, or
f (A, B) =

A
B

(6.22)

where A is the calibrated measurement and B is the SQL. Since both of these quantities
have an associated uncertainty, the uncertainty in the ratio of the two becomes
 2


2
2
A
d
d
2
2
∆f (A, B) = ∆
= ∆A
f (A, B) + ∆B
f (A, B)
B
dA
dB
∆A2 A∆B 2
=
+
B2
B2
"
 

2 
2 # 21
∆B
A
A
∆A
+
∆
=
.
B
B
A
B
2

(6.23)

The total relative error of the ratio between the measurement and the SQL can then be
calculated by,
A
∆B
∆f (A, B)
= A =
f (A, B)
B

"

∆A
A

2


+


1
= .012 + .052 2
≈ 5.1%.
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∆B
B

2 # 21
(6.24)

7.

FUTURE WORKS

Through the use of the mechanisms described in previous sections, we have made strides of
improving the sensitivity of optical sensing in lab based experiments. With these new levels
of sensitivity, there a few experiments that I would have liked to do, but didn’t have the
time. The following section describes a few follow up experiments that could be done in the
future.
7.1.

A System with no Feedback

Chapter 4 described a system that did not require an active feedback loop in order to keep
the cavity locked. Chapter 5 described a system that did not require active feedback to
stabilize the power fluctuations of the laser itself. Here I propose a combination of these two
ideas to create a system that requires no active feedback anywhere in the system. The double
optical spring setup could be used to stabilize the cavity, whereas the power stabilization of
the optical spring could be used to damp out any power fluctuations of the laser. In theory
this should work, but a few experimental challenges must first be overcome.
First, as described in previous sections, the mechanical vibrations introduced by the croystat interferes with the locking capabilities of the cavity. For this reason, when measurements
are performed at cryogenic temperatures the following sequence takes place: the cavity is
cooled, the cryostat is turned off, cavity is locked, measurement is performed. The problem
with this process is that as soon as the cryostat is turned off, the cavity immediately begins warming. The rate of this warming is not linear, but at low temperatures is roughly
2 K/minute. This means that the cavity is shrinking4 at a rate that will cause the cavity
to break after 7-10 minutes.5 For these reasons, this experiment should be done at room
temperature.
The room temperature requirement of this experiment is not necessarily a challenge, but
4 The

copper rods that hold the mirrors in place are expanding due to the increase in temperature, which pushes the cantilever
mirror closer to the input mirror, hence the shrinking.
5 For reference, I have taken data where I allow the cavity to warm up naturally from 20 K to 280K overnight and measured
the output accordingly. The cavity goes through one free spectral range roughly once every 25 minutes.
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a few things should be mapped out ahead of time. First, the power suppression has not
been tested at room temperature. I think this should be tested first, with the use of a single
laser, which can be done rather trivially. As seen from equation 5.15, the dependence on
temperature on this experiment goes as,
s
RPNtn α

T
,
Q

(7.1)

where T is the temperature and Q is the quality factor. Because the quality factor changes
with temperature, we would expect this suppression term to differ at room temperature by
a factor of,
q

280

RPNroom
16000
≈ 4.
=q
RPNcryo
30

(7.2)

25000

This factor of 4 being shown first could be significant because of the second problem with
the double optical spring experiment. In this experiment, the source of the polarization cross
contamination that we believe caused the excess noise was never found. If this source isn’t
found in the future, we might find that the suppression is worse by a factor larger than 4,
which wouldn’t be an object of the suppression technique.
7.2.

Ground state of harmonic oscillator

In theory, any mechanical object’s motion can be described by quantum mechanics. In
practice however, creating systems to yield macroscopic objects in a quantum state is very
difficult. These quantum states are often masked by its thermal environment. In the case
of this experiment, we have a mechanical harmonic oscillator in which we can measure the
position of with high precision. This allows careful treatment of the motional energy of the
object as a harmonic oscillator. Because of our extreme sensitivity in this experiment, it is
possible to get very close to the ground state energy of our harmonic oscillator. This section
briefly describes this process and the some challenges that one might face when doing so.
Recall that the harmonic oscillator’s energy can be expressed through the quantized ex-
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pression,
1
En = h̄ω(n + ) =
2




p2
2 2
+ mω x /2 ,
2m

(7.3)

where x and p are the displacement and momentum of the oscillator. If we assume the
displacement and momentum to be zero-mean, we can approximate this quantity through
the use of an integral over the entire frequency space. This, as you can imagine, would
propose some problems experimentally because of technical noise sources in the experiment.
Most significantly, below 400 Hz there is a large spike in seismic motion that would destroy
any chance of a low occupation number measurement. We can get around this by integrating
at frequencies near the optical spring frequency and scaling that as a fraction of the total
energy En . This is something that has already done in practice by many, including at LIGO
[102]. Figure 7.1 from [102] shows a collection of experiments that have done a similar thing.
Our experiment has the potential to be a beneficial contribution to this list as we have an
oscillator at 50 ng, which would slot into this data quite nicely between the Rossi ’18 and
Matsumoto ’16 data points.
A similar method to this could be done here, where instead of integrating over 100-200
Hz, we would integrate the expression
Z
n≈

S[ω] dω
,
2x2zp 2π

(7.4)

at frequencies near the optical spring. In this expression S[ω] is the measured spectrum in
p
meters and xzp is the motional zero point fluctuations, given by xzp = h̄/(2mω). This
process can be problematic in practice however because of two issues. First, our current
calibration method eliminates the optical spring peak from the data when we convert from
√V
Hz

to

√m .
Hz

We need a calibration method that includes that information in it. Secondly,

we need to account for shot noise imprinted on the feedback loop. The shot noise that is
imprinted contributes to the total motion of the oscillator via the feedback but is not a
physical motion. Currently, a naive calculation currently sets the lower limit of this phonon
occupation number between 0 and 1.
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Figure 7.1. A catalog of the measurement of phonon occupation numbers from ref [102].
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APPENDIX A. DERIVATION OF COMMUTATION BETWEEN
X1 AND X2
The full proof of Equation 1.51 is seen here. Starting with the definition of a commutator,
[X1 , X2 ] = X1 X2 − X2 X1 .

(7.5)

Using the definitions of X1 and X2 in terms of the raising and lower operators this becomes,
X1 X2 − X2 X1 = −i(a + a† )(a − a† ) + i(a − a† )(a + a† )
= −i(aa + a† a − aa† + a† a† ) + i(aa − a† a + aa† − a† a† )

= 2i aa† − a† a


= 2i a, a†
[X1 , X2 ] = 2i,


where we have made use of a, a† = 1.
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(7.6)

APPENDIX B. SQUEEZED LIGHT EXPERIMENT NOISE BUDGET
This section serves as a supplement to Chapter 3.1’s noise budget, where we break down
different noise signatures that make up the total noise and how they are measured in our
experiment.
The squeezed light measurement is compared to a noise budget, shown in the bottom panel
of Figure 3.6. The total budgeted noise shown is the quadrature sum of individual contributions from measured thermal noise, quantum noise, classical laser noises, cavity-feedback
noise, and differential phase noise between the signal and LO. It uses experimentally measured cavity parameters, thermal noise, BS1 and BS2 reflectivities and homodyne visibility,
listed in Table B1. The quadratures for which squeezing is obtained depend on the various
OM parameters of the cavity, such as the detuning, circulating power, losses, as well as the
thermal noise. We measure the cavity detuning, intracavity power and losses by measuring
transfer functions from amplitude modulations on input to transmitted light. The thermal
noise is measured by a cross-spectrum measurement in the amplitude quadrature without
the local oscillator [72]. We have also separately calibrated all the beam splitters, the mirror
reflectivities, and the homodyne visibility. These measured quantities are then used to predict the squeezing using a numerical model based on Ref. [71]. In this model, we also include
the effect of the unbalanced homodyne with an imperfect visibility and common-mode laser
noises.
We then characterize the impact of technical noises by measuring their contribution. First,
we measure the contribution of noise injected by the cavity locking system. The dominant
source of this noise is shot noise at PDlock due to 15% transmission of BS1 . In order to measure
this feedback noise, we measure the coherence between PDsqz and the amplifier output that
is fed to the phase modulator at input. This coherence when multiplied with the spectrum of
PDsqz gives us the contribution of feedback noise. We do this at all measurement quadratures
independently. We find that the impact of feedback noise is minimized at 17 degrees, akin
to other intracavity displacement noises like thermal noise.
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In principle, this cavity-feedback noise could be subtracted from the final result, as it
is a measured quantity, but we choose not to do so for the sake of simplicity. Instead, we
chose to pick-off the LO beam just after the cavity-feedback phase modulator, so that there
is common mode rejection of this locking loop phase noise at the homodyning stage at BS2 .
The common mode rejection by the homodyne detection also allows us to cancel frequency
noise originating from the NPRO laser, without requiring a frequency stabilization servo.
Any scheme to measure squeezing not purely in the amplitude quadrature requires mixing
the signal beam with an LO that is phase coherent with it, and so one always has the ability
to reject common mode noise in this fashion. Also note that there is no risk of generating
apparent squeezing after BS2 by deriving the LO from the cavity locking field (e.g. from
feedback-squashing of the in-loop field), because the LO and signal fields are both out-of-loop
[70].
Additionally, displacement fluctuations that are relative between the LO and the signal
path cause an effective phase noise in the measurement. We refer to this as the differential
phase noise, and we measure it by analyzing the measured noise at 17°. At this quadrature,
all displacement noises including the feedback noise are canceled, and the quantum noise
contribution is at the shot noise level. So we attribute all noise above shot noise at 17
degrees to this relative phase noise. It may also be worth noting that the large peak in
the differential phase noise near ∼ 40 kHZ is due in part to electronics noise, but mostly
to the resonance of the piezo used to control the LO phase . This could be improved by
re-engineering the piezo mount to have a higher resonance. We calculate the contribution of
phase noise in all other quadratures by assuming that it is maximum at 90°quadrature and
scaling it sinusoidally.
Finally, we are left with excess loss in the detection path. We fit this loss by adding a
frequency and quadrature independent loss to the noise budget. We find an excess loss of
22 ± 1%, which agrees with the measured loss of 21 ± 8%. Note that optical loss is the
only effect where a single scalar would be sufficient to explain the measurement over all
quadratures and frequencies. All of the above contributions to the noise budget are shown in
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Figure 3.8 and 3.7: as a function of measurement quadrature in Figure 3.7, and as a function
of frequency in the squeezing quadrature in Figure 3.8.
BS1 reflectivity
BS2 reflectivity
Input coupler transmission
Cantilever mirror transmission
Cavity losses
Cavity linewidth HWHM (γ)
Cavity detuning
Homodyne visibility
Intracavity power


2

Signal power tẼS


2
LO power rẼLO


2
Detected power |Esqz |
Detection inefficiency and extra losses

85 %
96.5 %
50 ppm
250 ppm
250 ± 20 ppm
650 kHz
0.33γ
0.93
260 ± 30 mW
58 ± 4 µW
0 - 30 ± 3 µW
49 ± 3 µW
21 ± 8 %

Table B1. Experimental parameters determined from measurements in the lab
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APPENDIX C. REMOTE LAB CONTROL DURING THE COVID19 PANDEMIC
In march 2020, LSU closed temporarily due to the Covid-19 Pandemic. While day to day
operations were restored within a few weeks, lab work during this time was nearly impossible.
With the use of a few remote desktop programs, work was done in order to circumvent not
being able to be physically in the lab. With how the quantum optics lab at LSU is currently
setup, having two people to take data is optimal. However, because of the pandemic, only
one person physically in the lab at a time was allowed. To get around this, I wrote code
for a person to remotely control some functions in the lab that would normally be done in
person. This section overviews that work and what was done during this time.
In order to take a sub-SQL measurement for example, up to ten data sets must be transferred off of the SR785 machine. Additionally, several SIM960’s are used for locking capabilities of the cavity. The following script creates a simple GUI panel used in this data taking
process. This panel was created so that someone could assist in the data taking process
without being physically in the lab.
import numpy as np
import matplotlib
import webbrowser,wx,os,sys,glob,multiprocessing,netgpib,subprocess,time,serial
matplotlib.use(’wxagg’)
import matplotlib.pyplot as plt
import serial.tools.list_ports
from epics import caget, caput, cainfo
#These imports are homemade scripts, example of one below. Ask other for them if interested.
import fft_group_SINGLE_FFT_function
import fft_group_ALL_function
import time_series_SINGLE_function
import SIM960_panel_ready
class MyApp(wx.App):
def __init__(self):
super(MyApp,self).__init__(clearSigInt=True)
self.InitFrame()
def InitFrame(self):
frame = Frame(None, ’QOL Panel’)
frame.Show()
class Frame(wx.Frame):
def __init__(self, parent, title):
wx.Frame.__init__(self, parent, title=title, size=(830, 380))
self.panel = wx.Panel(self,wx.ID_ANY)
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#Bind(wx.EVT_CLOSE, self.OnCloseWindow)
self.sb = self.CreateStatusBar()
self.sb.SetStatusText(’Ready’)
self.Show(True)
#define buttons on panel
self.btn = wx.Button(self.panel,wx.ID_ANY,"Collect SR785 FFT Only",(5,45))
self.btn.Bind(wx.EVT_BUTTON,self.runScript,self.btn)
self.btn3 = wx.Button(self.panel,wx.ID_ANY,"Collect SR785 FFT Group",(5,90))
self.btn3.Bind(wx.EVT_BUTTON,self.runScript2,self.btn3)
self.btn4 = wx.Button(self.panel,wx.ID_ANY,"Collect SR785 Swept Sine",(5,135))
self.btn4.Bind(wx.EVT_BUTTON,self.runScript3,self.btn4)
self.btn6 = wx.Button(self.panel,wx.ID_ANY,"Integrator Toggle", (461,85))
self.btn6.Bind(wx.EVT_BUTTON,self.IntegratorToggle,self.btn6)
self.btn7 = wx.Button(self.panel,wx.ID_ANY,"Offset Toggle", (331,85))
self.btn7.Bind(wx.EVT_BUTTON,self.OffsetToggle,self.btn7)
self.btn8 = wx.Button(self.panel,wx.ID_ANY,"Integrator Gain", (461,130))
self.btn8.Bind(wx.EVT_BUTTON,self.IntegratorSet,self.btn8)
self.btn9 = wx.Button(self.panel,wx.ID_ANY,"Change Offset", (331,130))
self.btn9.Bind(wx.EVT_BUTTON,self.OffsetSet,self.btn9)
self.btn10 = wx.Button(self.panel,wx.ID_ANY,"Offset Ramping", (331,175))
self.btn10.Bind(wx.EVT_BUTTON,self.RampOffset,self.btn10)
self.btn11 = wx.Button(self.panel,wx.ID_ANY,"Change Setpoint", (193,175))
self.btn11.Bind(wx.EVT_BUTTON,self.SetpointSet,self.btn11)
self.btn12 = wx.Button(self.panel,wx.ID_ANY,"Connect", (670,185))
self.btn12.Bind(wx.EVT_BUTTON,self.SIMConnect,self.btn12)
self.btn13 = wx.Button(self.panel,wx.ID_ANY,"Update Epics", (193,85))
self.btn13.Bind(wx.EVT_BUTTON,self.SIMQuery,self.btn13)
self.btn14 = wx.Button(self.panel,wx.ID_ANY,"List Epics", (193,130))
self.btn14.Bind(wx.EVT_BUTTON,self.ListEpics,self.btn14)
self.btn15 = wx.Button(self.panel,wx.ID_ANY,"Collect Time2 (FFT Group)",(5,180))
self.btn15.Bind(wx.EVT_BUTTON,self.runScript4,self.btn15)
self.browserbutton = wx.Button(self.panel,wx.ID_ANY,"Open Agilent",(5,270))
self.browserbutton.Bind(wx.EVT_BUTTON, self.openOsc1,self.browserbutton)
self.browserbutton = wx.Button(self.panel,wx.ID_ANY,"Open Rigol",(5,315))
self.browserbutton.Bind(wx.EVT_BUTTON, self.openOsc2,self.browserbutton)
#General positioning and panel clean up.
font1 = wx.Font(18, wx.FONTFAMILY_ROMAN, wx.FONTSTYLE_NORMAL, wx.FONTWEIGHT_BOLD)
font2 = wx.Font(16, wx.FONTFAMILY_ROMAN, wx.FONTSTYLE_NORMAL, wx.FONTWEIGHT_NORMAL)
font3 = wx.Font(10, wx.FONTFAMILY_ROMAN, wx.FONTSTYLE_NORMAL, wx.FONTWEIGHT_NORMAL)
font4 = wx.Font(10, wx.FONTFAMILY_ROMAN, wx.FONTSTYLE_NORMAL, wx.FONTWEIGHT_BOLD)
font5 = wx.Font(16, wx.FONTFAMILY_ROMAN, wx.FONTSTYLE_NORMAL, wx.FONTWEIGHT_BOLD)
txt1 = wx.StaticText(self.panel, label=’SR785’, pos=(40,5))
txt2 = wx.StaticText(self.panel, label=’SIM960’, pos=(332,5))
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txt3
txt4
txt5
txt6

=
=
=
=

wx.StaticText(self.panel,
wx.StaticText(self.panel,
wx.StaticText(self.panel,
wx.StaticText(self.panel,

label=’General’, pos=(205,45))
label=’Offset’, pos=(350,45))
label=’Integrator’, pos=(468,45))
label=’SCOPES’, pos=(10,230))

txt1.SetFont(font1)
txt2.SetFont(font1)
txt3.SetFont(font2)
txt4.SetFont(font2)
txt5.SetFont(font2)
txt6.SetFont(font5)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(5,30), size=(170,5), style=wx.LI_HORIZONTAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(190,30), size=(400,5), style=wx.LI_HORIZONTAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(190,70), size=(123,5), style=wx.LI_HORIZONTAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(328,70), size=(115,5), style=wx.LI_HORIZONTAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(458,70), size=(132,5), style=wx.LI_HORIZONTAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(5,220), size=(820,5), style=wx.LI_HORIZONTAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(5,255), size=(110,5), style=wx.LI_HORIZONTAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(180,5), size=(5,213), style=wx.LI_VERTICAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(318,40), size=(5,178), style=wx.LI_VERTICAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(448,40), size=(5,178), style=wx.LI_VERTICAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(595,5), size=(5,213), style=wx.LI_VERTICAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(118,228), size=(5,130), style=wx.LI_VERTICAL)
integratorSTAT = wx.StaticText(self.panel, label=’Integrator’, pos=(608,40))
offsetSTAT = wx.StaticText(self.panel, label=’Offset’, pos=(638,70))
setpointSTAT = wx.StaticText(self.panel, label=’Setpoint’, pos=(620,100))
pidSTAT = wx.StaticText(self.panel, label=’Control’, pos=(627,130))
integratorSTAT.SetFont(font4)
offsetSTAT.SetFont(font4)
setpointSTAT.SetFont(font4)
pidSTAT.SetFont(font4)
functionTXT = wx.StaticText(self.panel, label=’FUNCTION’, pos=(608,15))
statusTXT = wx.StaticText(self.panel, label=’STATUS’, pos=(699,15))
valueTXT = wx.StaticText(self.panel, label=’VALUE’, pos=(767,15))
integToggleTXT = wx.StaticText(self.panel, label=’’, pos=(722,41))
offsetToggleTXT = wx.StaticText(self.panel, label=’’, pos=(722,71))
integGainTXT = wx.StaticText(self.panel, label=’’, pos=(770,41))
offsetGainTXT = wx.StaticText(self.panel, label=’’, pos=(770,71))
setpointTXT = wx.StaticText(self.panel, label=’’, pos=(770,101))
pidControlTXT = wx.StaticText(self.panel, label=’’, pos=(722,131))
NA1TXT = wx.StaticText(self.panel, label=’N/A’, pos=(713,101))
NA2TXT = wx.StaticText(self.panel, label=’N/A’, pos=(770,131))
self.integToggleTXT = integToggleTXT
self.offsetToggleTXT = offsetToggleTXT
self.integGainTXT = integGainTXT
self.offsetGainTXT = offsetGainTXT
self.setpointTXT = setpointTXT
self.pidControlTXT = pidControlTXT
self.histstatusTXT = histstatusTXT
functionTXT.SetFont(font3)
statusTXT.SetFont(font3)
valueTXT.SetFont(font3)
integToggleTXT.SetFont(font4)
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offsetToggleTXT.SetFont(font4)
NA1TXT.SetFont(font4)
pidControlTXT.SetFont(font4)
integGainTXT.SetFont(font4)
offsetGainTXT.SetFont(font4)
setpointTXT.SetFont(font4)
NA2TXT.SetFont(font4)
histstatusTXT.SetFont(font4)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(605,30), size=(215,5), style=wx.LI_HORIZONTAL)
#status block
wx.StaticLine(self.panel, wx.ID_ANY, pos=(605,60), size=(215,5), style=wx.LI_HORIZONTAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(605,90), size=(215,5), style=wx.LI_HORIZONTAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(605,120), size=(215,5), style=wx.LI_HORIZONTAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(690,10), size=(5,142), style=wx.LI_VERTICAL)
wx.StaticLine(self.panel, wx.ID_ANY, pos=(758,10), size=(5,142), style=wx.LI_VERTICAL)
self.SIMQuery(self)
self.blocked = str(105)
self.unblocked = str(20)
#Define functions used for button commands.
def find_arduino(serial_number):
for pinfo in serial.tools.list_ports.comports():
if pinfo.serial_number == serial_number:
return serial.Serial(pinfo.device)
raise IOError("Could not find an arduino - is it plugged in?")
self.Show()
def openOsc1(self, event):
bashCommand = "sh ~/Downloads/runagilent.sh"
os.system(bashCommand)
def openOsc2(self, event):
webbrowser.open(’http://192.168.0.68/’)
def onNewWindow(self, event):
url = event.GetURL()
print url
webbrowser.open(url)
def GetName(self, e):
dlg = wx.TextEntryDialog(self.panel, ’Path to save FFT?’,"path-save","",
style=wx.OK)
dlg.ShowModal()
filename =dlg.GetValue()
x = dlg.GetValue()
dlg.Destroy()
return x
def onOK(self, event):
print ’onOK handler’
def onCancel(self, event):
self.closeProgram()
def closeProgram(self):
self.Close()
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def SIMQuery(self, e):
a = SIM960_panel_ready.SRquery(7,’ICTL?’)
caput(’SIM960_IGAIN_ENABLE_SET’,int(a))
a = SIM960_panel_ready.SRquery(7,’INTG?’)
caput(’SIM960_IGAIN’,float(a))
a = SIM960_panel_ready.SRquery(7,’OCTL?’)
caput(’SIM960_OFFSET_ENABLE_SET’,int(a))
a = SIM960_panel_ready.SRquery(7,’OFST?’)
caput(’SIM960_OFFSET’,float(a))
a = SIM960_panel_ready.SRquery(7,’SETP?’)
caput(’SIM960_SETPOINT’,float(a))
a = SIM960_panel_ready.SRquery(7,’AMAN?’)
caput(’SIM960_REMOTE’,int(a))
self.ListEpics(self)
def ListEpics(self, e):
igain_enable = int(caget(’SIM960_IGAIN_ENABLE_SET’))
self.integToggleTXT.SetLabel(str(igain_enable))
igain = float(caget(’SIM960_IGAIN’))
self.integGainTXT.SetLabel(str(igain))
offset_enable = int(caget(’SIM960_OFFSET_ENABLE_SET’))
self.offsetToggleTXT.SetLabel(str(offset_enable))
offset = float(caget(’SIM960_OFFSET’))
self.offsetGainTXT.SetLabel(str(offset))
setpoint = float(caget(’SIM960_SETPOINT’))
self.setpointTXT.SetLabel(str(setpoint))
connection = int(caget(’SIM960_REMOTE’))
self.pidControlTXT.SetLabel(str(connection))
self.histstatusTXT.SetLabel(’EPICS has been listed’)
def SIMConnect(self, e):
if SIM960_panel_ready.SIM960_Connect() == 1:
self.pidControlTXT.SetLabel(’1’)
self.histstatusTXT.SetLabel(’PID Control ENABLED’)
else:
self.pidControlTXT.SetLabel(’0’)
self.histstatusTXT.SetLabel(’PID Control DISABLED’)
def IntegratorToggle(self, e):
if SIM960_panel_ready.Integrator_Toggle() == 1:
self.integToggleTXT.SetLabel(’1’)
self.histstatusTXT.SetLabel(’Integrator turned ON’)
else:
self.integToggleTXT.SetLabel(’0’)
self.histstatusTXT.SetLabel(’Integrator turned OFF’)
def OffsetToggle(self, e):
if SIM960_panel_ready.Offset_Toggle() == 1:
self.offsetToggleTXT.SetLabel(’1’)
self.histstatusTXT.SetLabel(’Offset turned ON’)
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else:
self.offsetToggleTXT.SetLabel(’0’)
self.histstatusTXT.SetLabel(’Offset turned OFF’)
def SetpointSet(self, e):
dlg = wx.TextEntryDialog(self.panel, ’Input Setpoint between -10.000 & 10.000’,"Offset
Voltage","", style=wx.OK)
dlg.ShowModal()
x = dlg.GetValue()
x = float(x)
SIM960_panel_ready.Setpoint_Value_Change(x)
temptxt = ’Setpoint changed to ’+str(x)+’V’
self.setpointTXT.SetLabel(str(x))
self.histstatusTXT.SetLabel(temptxt)
def IntegratorSet(self, e):
dlg = wx.TextEntryDialog(self.panel, ’Input Integrator Gain between 10E-2 &
5E5’,"Integrator Gain","", style=wx.OK)
dlg.ShowModal()
x = dlg.GetValue()
x = float(x)
SIM960_panel_ready.Integrator_Value_Change(x)
temptxt = ’IGAIN changed to ’+str(x)
self.integGainTXT.SetLabel(str(x))
self.histstatusTXT.SetLabel(temptxt)

def OffsetSet(self, e):
dlg = wx.TextEntryDialog(self.panel, ’Input Offset Voltage between -10.000 & 10.000’,"Offset
Voltage","",
style=wx.OK)
dlg.ShowModal()
x = dlg.GetValue()
x = float(x)
SIM960_panel_ready.Offset_Value_Change(x)
temptxt = ’Offset changed to ’+str(x)+’V’
self.offsetGainTXT.SetLabel(str(x))
self.histstatusTXT.SetLabel(temptxt)
def RampOffset(self, e):
dlg = wx.TextEntryDialog(self.panel, ’Input lower bound between -10.000 & 10.000’,"Lower
Bound","",
style=wx.OK)
dlg.ShowModal()
lower = dlg.GetValue()
lower = float(lower)
dlg = wx.TextEntryDialog(self.panel, ’Input upper bound between -10.000 & 10.000’,"Upper
Bound","",
style=wx.OK)
dlg.ShowModal()
upper = dlg.GetValue()
upper = float(upper)
dlg = wx.TextEntryDialog(self.panel, ’Input number of intervals’,"Number of Intervals","",
style=wx.OK)
dlg.ShowModal()
step_size = dlg.GetValue()
step_size = float(step_size)
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step_array = np.linspace(lower,upper,step_size)
for i in range(len(step_array)):
if (step_array[i] > (upper)):
return
SIM960_panel_ready.SRcommand(7, ’OFST %e’ % step_array[i])
caput(’SIM960_OFFSET’, round(step_array[i],4))
temptxt = ’Offset changed to ’+str(round(step_array[i],4))+’V’
self.offsetGainTXT.SetLabel(str(round(step_array[i],4)))
self.histstatusTXT.SetLabel(temptxt)
wx.Yield()
time.sleep(.5)

SIM960_panel_ready.EpicsQuery()
#runScript 1-3 are functions that require the SR785 communication python file. ctorr23@lsu.edu
if interested.
def runScript(self, e):
dlg = wx.TextEntryDialog(self.panel,’New Directory Name?’,"path-save","",style=wx.OK)
dlg.ShowModal()
dir = dlg.GetValue()
dlg.Destroy()
os.system("mkdir {0}".format(dir))
dlg = wx.TextEntryDialog(self.panel,’Name of Files?’,"path-save","",style=wx.OK)
dlg.ShowModal()
filename =dlg.GetValue()
dlg.Destroy()
x = dir + ’/’ + filename
self.sb.SetStatusText(’Working...’)
temptxt = "Data saved to {0}".format(x)
self.histstatusTXT.SetLabel("Collecting SR785 Data")
wx.Yield()
fft_group_SINGLE_FFT_function.FFT1(x)
self.sb.SetStatusText(’Ready’)
self.histstatusTXT.SetLabel(temptxt)
def runScript2(self,e):
dlg = wx.TextEntryDialog(self.panel,’New Directory Name?’,"path-save","",style=wx.OK)
dlg.ShowModal()
dir = dlg.GetValue()
dlg.Destroy()
os.system("mkdir {0}".format(dir))
dlg = wx.TextEntryDialog(self.panel,’Name of Files?’,"path-save","",style=wx.OK)
dlg.ShowModal()
filename =dlg.GetValue()
dlg.Destroy()
x = dir + ’/’ + filename
temptxt = "Data saved to {0}".format(x)
self.sb.SetStatusText(’Working...’)
self.histstatusTXT.SetLabel("Collecting SR785 Data")
wx.Yield()
fft_group_ALL_function.ALL(x)
self.sb.SetStatusText(’Ready’)
self.histstatusTXT.SetLabel(temptxt)
def runScript3(self,e):
dlg = wx.TextEntryDialog(self.panel,’New Directory Name?’,"path-save","",style=wx.OK)
dlg.ShowModal()
dir = dlg.GetValue()
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dlg.Destroy()
os.system("mkdir {0}".format(dir))
dlg = wx.TextEntryDialog(self.panel,’Name of Files?’,"path-save","",style=wx.OK)
dlg.ShowModal()
filename =dlg.GetValue()
dlg.Destroy()
self.sb.SetStatusText(’Working...’)
x = dir + ’/’ + filename
swept_sine_printFFTSR785_function.sweptsin1(x)
self.sb.SetStatusText(’Ready’)
def runScript4(self,e):
dlg = wx.TextEntryDialog(self.panel,’New Directory Name?’,"path-save","",style=wx.OK)
dlg.ShowModal()
dir = dlg.GetValue()
dlg.Destroy()
os.system("mkdir {0}".format(dir))
dlg = wx.TextEntryDialog(self.panel,’Name of Files?’,"(For LFN must include V_L or
AMP)","",style=wx.OK)
dlg.ShowModal()
filename =dlg.GetValue()
dlg.Destroy()
self.sb.SetStatusText(’Working...’)
x = dir + ’/’ + filename
time_series_SINGLE_function.Time1(x)
self.sb.SetStatusText(’Ready’)
def OnCloseWindow(self, e):
self.Destroy()
def moveFiles(self,e):
dlg = wx.TextEntryDialog(self.panel, ’New Directory Name:’,"path-save","",
style=wx.OK)
dlg.ShowModal()
dirname =dlg.GetValue()
print dirname
dlg.Destroy()
os.system("mkdir {0}".format(dirname))
dlg2 = wx.TextEntryDialog(self.panel, ’Enter the files you want to move + *.dat. EX:
2020-08-06.184447*.dat’,"File-to-save?","",
style=wx.OK)
dlg2.ShowModal()
filename =dlg2.GetValue()
os.system("mv {0} {1}".format(filename,dirname))
dlg2.Destroy()
print("Moved Successfully")

def storeplot(self):
dlg = wx.TextEntryDialog(self.panel, ’Path to FFT (Including /, example:
test57/’,"path-save","",
style=wx.OK)
dlg.ShowModal()
dirname =dlg.GetValue()
filename = glob.glob(’./{0}’.format(dirname)+’*FFT1.dat’)
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data = np.loadtxt(’{0}’.format(filename[0]))
x = data[:,0]
y = data[:,1]
return x,y
#note: This function is for a motor attached to an arduino used to block the light input to
the cavity.
def arduino_function(self,arduino_status):
if self.arduino_status == self.blocked:
print ’path b’
self.arduino.write(self.unblocked)
self.arduino_status = self.unblocked
print self.arduino_status
return self.arduino_status
else:
print ’path a’
self.arduino.write(self.blocked)
self.arduino_status = self.blocked
print self.arduino_status
return self.arduino_status
def arduino_function_run(self,arduino_status):
print self.arduino_status
self.arduino_status = self.arduino_function(arduino_status)
class MyPanel(wx.Panel):
def __init__(self,parent):
super(MyPanel,self).__init__(parent=parent)
button = wx.Button(parent=self,label="Link Example", pos = (20,80))
button.Bind(wx.EVT_BUTTON,handler=self.onSubmit)
def onSubmit(self,event):
webbrowser.open(’lsu.edu’)
app=MyApp()
app.MainLoop()

An example of the function used to download the data off the SR785 can be found below. For
space saving reasons, this is only a small cut, with more functionality available upon request.
Also note this script is adapted from one written by Yoichi Aso, modified by Nicholas Demos
and C.M. Reed.
import re
import sys
import optparse
import time
import struct
import netgpib
import termstatus
import telnetlib
import epics
from time import sleep
def FFT1(pathname):
tn = telnetlib.Telnet(’192.168.0.74’,1234)
def scQuery(command):
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tn.write(command)
sleep(0.2)
data = tn.read_eager()
data = data[2:]
return data
filetime = time.strftime("%Y-%m-%d.%H%M%S",time.gmtime()) # Date string for data file
(default)
(options, args) = parser.parse_args()
bData=[]
units=[]
measGrp=[]
measurement=[]
view=[]
#########################################################################
#################Download Data and Create File for FFT1##################
#########################################################################
for disp in range(numDisp):
print(disp)
gpibObj.command(’I1CP,1’) #AC couple Ch1
gpibObj.command(’I2CP,1’) #AC couple Ch2
gpibObj.command(’MEAS0,0’) # Change measurement to FFT1
gpibObj.command(’VIEW0,0’) # Disp 0 = LogMag
gpibObj.command(’UNDB0,0’) # dB OFF
gpibObj.command(’PSDU0,1’) #psd units on
gpibObj.command(’UNPK0,2’) # PK Unit Vrms
gpibObj.command(’DISP0,1’) # Live display on
print(’Units Set. Press Enter when averaging is complete.’)
raw_input(’Press Enter when averaging is complete.’)
print(str(disp))
i=int(gpibObj.query("MEAS?"+str(disp)))
#Get the number of points on the Display
numPoint = int(gpibObj.query(’DSPN?’+str(disp)))
print(’Transferring data...’)
# 801 points x 4 bytes/point = 3204 is the maximum buffer needed
bData.append(gpibObj.query("DSPB?0",buf=4096,IFCCheck=False))
#gpibObj.waitIFC()
units.append(gpibObj.query("UNIT?%d"%disp)[:-1])
# query params / sanity check
if int(gpibObj.query("MGRP?"+str(disp))) == 0:
measGrp.append(’FFT’)
else:
print >> sys.stderr, "Error: Measurement group is not set to FFT."
sys.exit(1)
i=int(gpibObj.query("MEAS?0"))
print(i)
if i == 0:
measurement.append(’FFT 1’)
elif i == 1:
measurement.append(’FFT 2’)
elif i ==9:
measurement.append(’Coherence’)
elif i == 10:
measurement.append(’Cross Spectrum’)
elif i == 14:
measurement.append(’User Function 1’)
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elif i ==15:
measurement.append(’User Function 2’)
elif i == 2:
measurement.append(’Power Spectrum 1’)
elif i ==3:
measurement.append(’Power Spectrum 2’)
elif i ==12:
measurement.append(’Capture 1’)
else:
print >> sys.stderr, "Error: Measurement type not specified."
sys.exit(1)
i=int(gpibObj.query("VIEW?"+str(disp)))
view.append({0: ’Log Magnitude’, 1: ’Linear Magnitude’,
2: ’Magnitude Squared’, 3: ’Real Part’, 4: ’Imaginary Part’,
5: ’Phase’, 6: ’Unwrapped Phase’, 7: ’Nyquist’, 8: ’Nichols’}[i])
## get other parameters
#Input Source
i=int(gpibObj.query("ISRC?"))
inputSource={0: ’Analog’, 1: ’Capture’}[i]
#Input Mode
i=int(gpibObj.query("I1MD?"))
CH1inputMode={0: ’Single ended’, 1: ’Differential’}[i]
i=int(gpibObj.query("I2MD?"))
CH2inputMode={0: ’Single ended’, 1: ’Differential’}[i]
#Grounding
i=int(gpibObj.query("I1GD?"))
CH1Grounding={0: ’Float’, 1: ’Grounded’}[i]
i=int(gpibObj.query("I2GD?"))
CH2Grounding={0: ’Float’, 1: ’Grounded’}[i]
#Coupling
i=int(gpibObj.query("I1CP?"))
CH1Coupling={0: ’DC’, 1: ’AC’, 2:’ICP’}[i]
i=int(gpibObj.query("I2CP?"))
CH2Coupling={0: ’DC’, 1: ’AC’, 2:’ICP’}[i]
#Input Range
result=gpibObj.query("I1RG?")
match=re.search(r’^\s*([-+\d]*),.*’,result)
CH1Range=str(float(match.group(1)))
match=re.search(r’\d,(\d)’,result)
i=int(match.group(1))
CH1Range=CH1Range+{0: ’dBVpk’, 1: ’dBVpp’, 2: ’dBVrms’, 3: ’Vpk’, 4: ’Vpp’,
5: ’Vrms’, 6: ’dBEUpk’, 7: ’dBEUpp’, 8: ’dBEUrms’,
9: ’EUpk’, 10: ’EUpp’, 11: ’EUrms’}[i]
result=gpibObj.query("I2RG?")
match=re.search(r’^\s*([-+\d]*),.*’,result)
CH2Range=str(float(match.group(1)))
match=re.search(r’\d,(\d)’,result)
i=int(match.group(1))
CH2Range=CH2Range+{0: ’dBVpk’, 1: ’dBVpp’, 2: ’dBVrms’, 3: ’Vpk’, 4: ’Vpp’,
5: ’Vrms’, 6: ’dBEUpk’, 7: ’dBEUpp’, 8: ’dBEUrms’,
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9: ’EUpk’, 10: ’EUpp’, 11: ’EUrms’}[i]
#Auto Range
i=int(gpibObj.query("A1RG?"))
CH1AutoRange={0: ’Off’, 1: ’On’}[i]
i=int(gpibObj.query("I1AR?"))
CH1AutoRangeMode={0: ’Up Only’, 1: ’Tracking’}[i]
i=int(gpibObj.query("A2RG?"))
CH2AutoRange={0: ’Off’, 1: ’On’}[i]
i=int(gpibObj.query("I2AR?"))
CH2AutoRangeMode={0: ’Normal’, 1: ’Tracking’}[i]
#Anti-Aliasing Filter
i=int(gpibObj.query("I1AF?"))
CH1AAFilter={0: ’Off’, 1: ’On’}[i]
i=int(gpibObj.query("I1AF?"))
CH2AAFilter={0: ’Off’, 1: ’On’}[i]
# frequency span
fSpan=gpibObj.query("FSPN?0")[:-1]
# frequency resolution
fRes=int(gpibObj.query("FLIN?0"))
fRes={0:100, 1:200, 2:400, 3:800}[fRes]
# number of averages
nAvg=int(gpibObj.query("NAVG?0"))
avgMode=int(gpibObj.query("FAVM?0"))
avgMode={0:"None", 1:"Vector", 2:"RMS", 3:"PeakHold"}[avgMode]
winFunc=int(gpibObj.query("FWIN?0"))
winFunc={0:"Uniform", 1:"Flattop", 2:"Hanning", 3:"BMH", 4:"Kaiser",
5:"Force/Exponential", 6:"User", 7:"[-T/2,T/2]",8:"[0,T/2]",
9:"[-T/4,T/4]"}[winFunc]

# Open file
dataFile = open(pathname+’FFT1_meta.dat’,’w’)
#Write metadata to file.
dataFile.write(’# SR785 Noise Measurement\n’)
dataFile.write(’#Title: ’+options.title+’\n’)
dataFile.write(’#Memo: ’+options.memo+’\n’)
dataFile.write(’#Instrument ID: ’+idnString+’#\n’)
dataFile.write(’#---------- Measurement Parameters ----------\n’)
dataFile.write(’#Measurement Group: %s\n’%’, ’.join(measGrp))
dataFile.write(’#Measurements: %s\n’%’, ’.join(measurement))
dataFile.write(’#View: %s\n’%’, ’.join(view))
dataFile.write(’#Unit: %s\n#\n’%’, ’.join(units))
dataFile.write(’#---------- Input Parameters ----------\n’)
dataFile.write(’#Input Source: %s\n’%inputSource)
dataFile.write(’#Input Mode: %s, %s\n’%(CH1inputMode,CH2inputMode))
dataFile.write(’#Input Grounding: %s, %s\n’%(CH1Grounding,CH2Grounding))
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dataFile.write(’#Input Coupling: %s, %s\n’%(CH1Coupling,CH2Coupling))
dataFile.write(’#Input Range: %s, %s\n’%(CH1Range,CH2Range))
dataFile.write(’#Auto Range: %s, %s\n’%(CH1AutoRange,CH2AutoRange))
dataFile.write(’#Auto Range Mode: %s, %s\n’%(CH1AutoRangeMode,CH2AutoRangeMode))
dataFile.write(’#Anti-Aliasing Filter: %s, %s\n#\n’%(CH1AAFilter,CH2AAFilter))
dataFile.write(’#---------- Measurement Setup ----------\n’)
dataFile.write(’#Frequency Span: %s\n’%fSpan)
dataFile.write(’#Frequency Resolution: %s\n’%str(fRes))
dataFile.write(’#Number of Averages: %s\n’%str(nAvg))
dataFile.write(’#Averaging Mode: %s\n’%avgMode)
dataFile.write(’#Window function: %s\n#\n’%winFunc)
dataFile.write(’#Temperatures:’)
# write the data
dataFile.write(’#---------- Instrument Data -----------\n’)
dataFile.write(’## Frequency(Hz) ’)
for disp in range(numDisp):
dataFile.write(’Disp%d(%s) ’%(disp+1,units[disp]))
dataFile.write(’\n’)
dataFile.close()
dataFile = open(pathname+’FFT1.dat’,’w’)
df=float(fSpan)/(numPoint-1)
f=0
for b in range(numPoint): #Loop for frequency bins
dataFile.write(’%.7e ’%f)
for disp in range(numDisp):
d=struct.unpack(’f’,bData[disp][4*b:4*(b+1)])[0]
dataFile.write(’%.7e ’%d)
dataFile.write(’\n’)
f=f+df
dataFile.close()
print("done.")
gpibObj.close()
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