The electron transport at low and very low energy (10 eV-2 keV) is investigated with a Monte Carlo (MC) code in silicon and aluminum. The elastic scattering with nuclei is described by Mott's model of partial waves, whereas the inelastic collisions with electrons are described by the complex dielectric function theory. Comparisons of MC simulations with electron emission yields (EEY) and energy loss spectra experimentally measured in ultrahigh vacuum on Ar-etched samples are given. The practical ranges and the ionizing dose calculations are presented down to 10 eV for electrons in silicon and aluminum. The simulation results show a correlation between the EEY and the ionizing doses. At low energy, while the electrons stay in the first ∼10 nm from the surface due to the elastic scattering, the EEY increases and the ratio of the ionizing dose over the incident energy decreases. Above 200 eV, when the electrons go deeper into the solid due to the inelastic scattering, the EEY decreases and the ionizing dose ratio increases.
Ionizing Dose Calculations for Low Energy
Electrons in Silicon and Aluminum devices which has recently reached about 14 nm [4] requires the use of more and more accurate radiation transport codes. For instance, advanced electronics devices of small dimensions are demonstrated to be sensitive to single event effects induced by secondary electrons created along the track of heavy ions and protons [5] . Some devices with a technological node of ∼16 nm having a sensitive volume of some tens of nanometers, and a critical charge of some tenths of fC are demonstrated to be sensitive to incident electrons [5] , [6] . At these scales, the radiation transport modeling shall be accurate over small distances of few nanometers and very low energies of few tens of electronvolts. Hence, the prediction of risk of single event effects requires some accurate electron transport codes valid down to a few electronvolts at scales of some nanometers. Such kind of transport necessitates the development of specific models based on an accurate description of physics. Some authors have worked in the past to develop such kind of electron transport codes (references [7] - [14] and the references therein). Recently, a new module dedicated to low-energy electron transport has been implemented in Geant4 [15] . This electromagnetic model of Geant4 called MicroElec performs the electron transport down to ∼16 eV in silicon [9] - [11] . It has been used to improve the modeling of heavy ion track structures below a radial distance of 10 nm [10] . The Geant4-MicroElec library extension [9] - [11] has also been employed to investigate the sensitivity of advanced devices to incident electrons [5] , [6] . For now, the Geant4-MicroElec model is only valid down to ∼16 eV for a single material (silicon). Some other codes have been implemented over the past years for silicon [8] , [12] - [14] . ONERA in collaboration with CNES has developed its own code: OSMOSEE [16] , [17] . In this code dedicated to low-energy electron emission, the implemented physical models were initially specific to aluminum. On the other side, the Geant4-MicroElec library extension is based on the complex dielectric function theory and could be easily adapted to different materials. In a collaborative effort, this paper proposes to extend the domain of validity of such kind of approaches to different materials and down to a few electronvolts. At these low energies additional phenomena (not included in MicroElec), for example surface plasmon excitations or phonons, must be taken into account. Up to now, three materials (aluminum, silver, and silicon) have been implemented in the code OSMOSEE for energies between 10 eV and 2 keV [18] . This enables the estimation of some relevant parameters, such as the ionizing dose and the range of electrons, useful for new generation devices of small dimensions.
In this paper, simulations from the Monte Carlo (MC) code OSMOSEE are compared with experimental measurements of EEY and energy loss spectra obtained in ultrahigh vacuum on Ar-etched samples with a facility entirely dedicated and designed to electron emission [19] , [20] .
II. LOW-ENERGY MONTE CARLO CODE
In matter, the trajectory of electrons is driven by two main mechanisms: the elastic and the inelastic scatterings. In the code OSMOSEE, the elastic interactions (i.e., deflection by nuclei) are described by Mott's model (or partial waves) from the code ELSEPA [21] . The inelastic scattering (i.e., collisions with electrons) is described by the complex dielectric function theory [9] , [13] , [22] and optical data [23] . The code takes into account surface plasmon excitations, phonons, and the crossing of the surface potential barrier [16] , [17] . The MC procedure is a standard one. Random numbers are used to determine the type of interaction, the distance traveled between collisions, and the characteristics of the interaction (scattering angles, energy transfers). It has been described in previous papers [16] , [17] . Paths and energy losses are calculated until the electron is emitted out of the solid or until its energy falls under an energy threshold. This energy cutoff equals eχ + E G + V for semiconductors and E F +W for metals, with E G the energy bandgap, eχ the electron affinity, V the valence bandwidth, E F the Fermi level, and W the work function.
In Section III, the principle of the simulation method (complex dielectric function theory) is briefly summarized. A comparison with experimental measurements is presented in Section IV. Finally, the practical ranges and the ionizing dose profiles are presented for silicon and aluminum targets in Section V.
III. INELASTIC MEAN FREE PATHS
In the complex dielectric function theory, the total inelastic mean free path λ can be calculated using (1) where a 0 = 5.29 × 10 −11 m is the Bohr radius, T the kinetic energy of the incident electron, and ε ( ω, q) the exact dielectric function of the solid with ω and q the energy and momentum transferred to the electrons of the solid [22] 
The first step of this method is to model the imaginary part of the inverse of the dielectric function (energy loss function) that contains all information on the electronic band structure of the solid. The energy loss function for q = 0 may be obtained from optical data [22] , [23] and modeled with a sum of Drude type functions (2) with A(k), (k, 0), and E(k, 0), respectively, the height, the width, and the energy of the k-peak on the energy loss function at q = 0 [9] . The function is a Heaviside function used to model the energy threshold E bk (k) of the k-shell
The methods to extend this function to all momentums q have been described by different authors [7] , [9] , [13] , [22] , [24] . Following Kuhr and Fitting [13] , we used two dispersion relations (3) and (4) to model the energy shift and the plasmon damping with E pl the volume plasmon energy in the free electron gas theory, m the electron mass, Z the atomic number, and β a constant
Consistency of the fitting [7] , [9] , [22] is given by three sumrules (5), (6) , and (7), with I the mean excitation potential. The maximum discrepancy was of less than 8% for silicon and of less than 12% for aluminum
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To get the total inelastic mean free path λ, one has to integrate (1) over energy ω and momentum q transfers. The boundaries in q are determined [7] , [9] , [24] by the law of conservation of energy and momentum (8) given for nonrelativistic electrons
The boundaries in energy transfer ω are obtained with respect to the Pauli principle [7] , [9] , [13] , [24] . In the MC code OSMOSEE, the bottom of the valence band has been chosen as an energy reference for electrons in semiconductors, and the bottom of the conduction band as an energy reference for electrons in metals. Equation (9) provides the total inelastic mean free path λ for electrons in silicon [25] , E being the total energy of the electron in the solid. For aluminum, E G + V is replaced by E F . The total inelastic mean free path λ calculated with (9) is shown in Fig. 1 for silicon
At high energy, the total inelastic mean free paths available in the literature are in good agreement with one another, however below 50 eV, the scatter within the data is significant. The colored area in Fig. 1 shows an image of the dispersion of the data from the literature [8] , [9] , [12] , [14] , [26] , [27] . Within the dielectric function theory, uncertainties may arise from the fitting of the optical data but also from the dispersion relations that were chosen. Moreover, the dielectric function theory is based on the first born approximation Fig. 1 . Total inelastic mean free path for electrons in silicon (after [25] ). Full [8] , dashed [12] , and dotted [9] , [26] lines represent calculations. Dots refer to experimental data from [9] and [27] , and crosses are used for calculations from a reference therein [27] . The colored area is an image of the dispersion of the data from the literature ( [8] , [9] , [12] , [14] , [26] , [27] and the references therein).
that may fail at low energy because of exchange effects in electron-electron interactions [9] . We did not consider corrections for exchange effects in this paper. An uncertainty on the definition of the mean free paths of electrons can have a significant impact on the final results. Above 100 eV, the discrepancies between the values coming from different simulations [8] , [9] , [12] , [26] are lower than 12%. It leads to transport calculations in relatively good agreement with one another. This is discussed further in the paper (Section V). Below 100 eV, the uncertainty is far larger. The dispersion of the data is symbolized by the colored region in Fig. 1 . Our calculation is relatively close to the experimental data provided in the references [9] , [26] . The discrepancy with the mean free path calculated by Fitting et al. [12] is in the order of 28% at 10 eV. The discrepancy with Shinotsuka's data [26] is similar (21%). Above 100 eV, these discrepancies are respectively of about 4.7% and 12% with these two models.
To get the partial mean free path of the ith shell ionization, the boundaries for the energy transfer are E bi and (E + E bi )/2 with E bi the binding energy for the ith shell. The maximum energy transfer (E + E bi )/2 takes into account the exchange effects between the primary and the secondary electrons. The inverse partial mean free paths λ −1 calculated for each shell are reported in Fig. 2 for silicon. One finds again some discrepancies between the different models. These discrepancies are of the order of 30% in average over the whole energy range.
A fairly good agreement is found with Gryzinski's model [28] , and with the recent calculations of Llovet et al. [29] which take into account the deformed wave function for electrons in the first born approximation. The first born approximation used in the MC code assumes that the initial and final states of the incident electron are plane waves. This approximation is demonstrated to be Contributions for the core electrons to the total inelastic mean free path for silicon. The data come from [14] , calculations with Gryzinski's formula [28] and the code of Llovet et al. [29] freely available on the NIST website.
adequate to describe inelastic collisions for small binding effects [30] . However, it is less relevant for incident electrons having an energy close to a ionization threshold where the distortion of the incident electron wave function can be important [29] , [30] . Nevertheless, the mean free paths calculated from (9) are shown to be reliable on the whole energy range for MC simulations (Fig. 2) . At energies higher than 10 keV, it is necessary to take into account relativistic corrections into (8) .
The previous calculations describe the interactions of electrons in the bulk solid. To study the electron transport at low energy, additional phenomena such as surface plasmon excitations and phonons must be considered. The surface plasmon excitations have been modeled introducing in the energy loss function the dispersion relation for plasmons near the surface: ε( ω, q) + 1 = 0 [24] . As a first approximation, the energy loss function to use in the previous equations is then Im[(−1/(ε( ω, q) + 1))]. As surface plasmons may only occur in the first few nanometers from the surface (i.e., Bregrenzung effect), following [16] , [17] , [31] a dependence of the electron depth has been added to the surface plasmon mean free path [25] . Phonons energy losses are simply taken into account assuming only the emission of an optical phonon [32] . It is based on the mean free paths recently calculated by Akkerman and Murat [32] . The energy loss is taken equal to 0.05 eV for silicon [33] . No production of secondary electrons is considered during this interaction.
IV. EEY AND ENERGY LOSS SPECTRA
The transport of low-energy electron is of great importance for some applications subject to the multipactor effect. The risk of multipactor discharge is driven by the EEY. This quantity has been extensively studied and a lot of data exist in the literature for comparisons with our simulations. However, there are few data below 1 keV [34] , [35] and even less for samples with a fairly controlled surface state. [25] ) and (b) aluminum. Full and dashed lines are MC simulations [13] . Dots are experimental measurements from [34] and ONERA (including [20] ). Except for the first points, both the experimental (<10%) and the numerical (∼3%) uncertainties are smaller than the size of the symbols used to plot the data.
The EEY is closely related to the mean free paths of the incident electrons and is a good candidate to check the consistency of the model. In the following, the code OSMOSEE is compared with experimental measurements of EEY and energy loss spectra. All measurements are performed in the ultrahigh (10 −9 − 10 −10 mbar) vacuum facility located at ONERA. A full description of this facility, entirely dedicated and designed for the study of electron emission can be found in [19] and [20] . It uses an ELG-2 electron gun from Kimball Physics and an ion gun from Tectra for Ar-etching. The electron beam is pulsed during EEY measurements to limit the surface conditioning effect and is continuous during spectra acquisition. During Ar-etching, the ion gun energy is of 1 keV, and the angle of incidence is normal to the surface. The facility uses an Omicron hemispherical electron analyzer that can record spectra from 2 to 2000 eV. Before being mounted in the measurement system, all samples are washed with ethanol. Prior to measurements, Auger electron spectroscopy is used to monitor the surface composition and cleanliness. During EEY measurements, the sample is negatively biased to −9 V.
The EEY is defined as the ratio between the number of electrons emitted by a solid over the number of incident electrons. Fig. 3 shows the total EEY for silicon [ Fig. 3(a) ] and aluminum [ Fig. 3(b) ] targets.
MC simulations from the code OSMOSEE are found to be in relatively good agreement with our experimental measurements. The mean discrepancy is found to be of 19.3% for silicon (13% without the first three points) and of 18.5% for aluminum (10.3% without the first point). For silicon, the uncertainty of the experimental EEY is of 0.06 (10%) at 11 eV, and then falls below 0.05 (8%) for energies higher than 21 eV, and below 0.03 (4%) for energies higher than 191 eV. The uncertainties are of the same order of magnitude for aluminum. The simulated EEY has been estimated by the MC method with a counting rate of around ∼1000 electrons that represents an error of around 3%. Our results are also in relatively good agreement with Bronstein and Fraiman's [34] experimental data on vacuum evaporated samples and with the MC simulations of Kuhr and Fitting [13] . The root-meansquare deviation (RMSD) values are given in Fig. 3 . The mean deviation between our experimental data and Bronstein and Fraiman's data is found to be of 0.24 for silicon (16.5% without the first points) and of 0.15 for aluminum (17.5% without the first point). Similarly, the mean deviation between our MC simulations and Bronstein and Fraiman's data is of 0.16 for silicon (10.3%) and of 0.075 for aluminum (9.2%). For both silicon and aluminum, our MC simulations remain within the experimental uncertainties. However, our MC simulations are closer to Bronstein and Fraiman's data than our experimental measurements. Since our measurements are performed on bulk solids, for easily oxidized materials such as silicon and aluminum, a capping layer of oxide may remain on the sample after Ar-etching. This may explain the discrepancy at very low energy between our data and Bronstein and Fraiman's [34] . Nevertheless, considering there are only a few experimental measurements of EEY below 1 keV and that these measurements exhibit a large scatter [35] , the agreement between the data of Fig. 3 is found to be quite good.
The energy spectrum is an interesting quantity to estimate the consistency of a MC code. For instance, at high energy it gives the contribution of primary (or backscattered) electrons. Most of the backscattered electrons are reflected by the surface after a single elastic interaction and no energy loss. However, the electrons that have been backscattered after experiencing a single inelastic interaction will be emitted out of the target material with a typical energy loss ω representative of the interaction. On an energy spectrum, that leads to a typical peak at the characteristic energy E = E 0 − ω with E 0 the incident electron beam energy. Usually for backscattered electrons, the spectra are given in function of the energy loss ω = E 0 − E. The part of the energy loss spectrum corresponding to the backscattered electrons in silicon is reported in Fig. 4 .
A relatively good agreement is found between MC simulations and experimental measurements (Fig. 4) . The peaks corresponding to the volume plasmon excitation (vp) and its multiples appear clearly at ω = 16.8, 33.6, and 50.8 eV. The surface plasmon excitation (sp) corresponds to the shoulder at 11.6 eV. It is less noticeable than the volume plasmon excitations on both simulated and experimental spectra [36] , [37] . The discrepancies between spectra (height and width of the peaks) may mainly result from the experimental setup (angle between the electron beam and the sample, angle between the sample and the analyzer) or the surface state (oxidation).
At lower energy, the energy spectrum gives the contribution of the secondary electrons from which Auger electrons are Fig. 4 . Energy loss spectrum for backscattered electrons in silicon (after [25] ). Our experimental spectrum corresponds to E 0 = 1990 eV with an accuracy of 0.1 eV, whereas our MC spectrum (dashed line with an accuracy of 0.5 eV) and the experimental measurements of Cao et al. [36] are for E 0 = 1000 eV. The RMSD calculations are given for the energy loss axis. [15] , [39] easily identified. The Auger electrons are secondary electrons born from collisions with core electrons of the solid. They are emitted out of the solid with a typical energy E that depends on the core levels involved in the interaction. This energy may be described by the formula of Chung and Jenkins [38] 
In the formula, an upcoming electron collides with an electron from the v-shell. To fill the newly created vacancy, an electron from the x-shell goes to the v-shell. This electron loses the difference in energy between the x-shell and the v-shell. It transmits this excess of energy to an electron in the y-shell that becomes nearly free. Table I reports the energies for the Auger transitions involving the L1-shell and L 2,3 -shell in silicon along with their probabilities. Fig. 5 shows the MC results for an energy spectrum of Auger electrons in silicon. Our MC simulations are in fairly good agreement with the MC simulations and the experimental results of Cao et al. [36] for the L 2,3 VV and the L1L 2,3 V transitions.
V. IONIZING DOSES

A. Verification
The ionizing dose is the deposited energy by unit of mass of a target material subsequent to interactions with the electrons Fig. 5 . Energy spectrum for the L 2,3 VV and L1L 2,3 V Auger transitions in silicon at E 0 = 1000 eV (after [25] ). Full lines are the MC simulation and the experimental measurements of [36] . The dashed line is our MC simulation given with an accuracy of 1 eV. The RMSD value is given for the energy loss axis. Fig. 6 . Ionizing dose profiles in eV/nm for electrons of energy E 0 = 100 eV and E 0 = 1 keV in silicon. The data come from [8] , [9] (after [25] ). of the solid. The code OSMOSEE enables the calculation of ionizing dose profiles down to a few electronvolts. As depicted in Fig. 6 , at 1 keV MC simulated ionizing doses from the code OSMOSEE are in relatively good agreement with those of Akkerman et al. [8] and of Valentin et al. [9] . However, at 100 eV there is a significant discrepancy with the calculations of Valentin et al. [9] who use the Geant4-MicroElec library extension.
The discrepancies between those codes may be mainly explained by two parameters: the energy cutoff at which the electrons come to rest in the solid, and the mean free paths. The effect of the energy cutoff is detailed in Section V-C. In their codes, Valentin et al. [9] use an energy cutoff of 16.7 eV, and Akkerman et al. [8] of 5 eV. In the code OSMOSEE, this energy is equivalent to eχ = 4.05 eV in the vacuum for silicon. Similarly, for aluminum, the energy cutoff is equivalent to W = 4.25 eV in the vacuum. MC simulations strongly depend on the implemented elastic and inelastic mean free paths. The probability of the elastic scattering is depicted in Fig. 7 for the code OSMOSEE, the Geant4-MicroElec model of Valentin et al. [9] , and the calculations of Akkerman et al. [8] . It presents at low energy a large dispersion from model to model (Fig. 7) . Probability of elastic scattering calculated from the elastic and inelastic mean free paths for electrons in silicon in [8] and [9] and in the code OSMOSEE (after [25] ).
The total number of elastic scatterings along the path of an incident electron will depend on the relative importance of the elastic mean free path compared to the inelastic mean free path. As can be seen in Fig. 7 at 1 keV, the probabilities of the elastic interaction given by the three models are close to one another. That leads to dose profiles in relatively good agreement (Fig. 6 ). On the other hand, as can be seen in Fig. 7 , at 100 eV, Valentin et al. [9] give a probability of elastic scattering 20% larger than the two other works that remain close to each other. Accordingly, the dose profile of [9] is relatively different from the two others. In the case of Valentin et al. [9] , the electrons undergo a larger number of elastic interactions before being stopped by some inelastic interactions which will produce some important energy losses. The transport of electrons is a kind of random walk motion that limits the penetration of the electrons deeply in the target material. In the case of the two others simulations (code OSMOSEE and [8] ), the number of elastic interactions is far lower (Fig. 7) . That allows the electrons to go deeper in the material. In comparison with elastic interactions, during inelastic interactions, the electrons are deflected with a small angle, except at very low energy. As a result, the electrons tend to continue their trajectory and may go further in the solid. This trend can be seen on the ionizing dose profiles of Fig. 6 . In addition, the three codes employ different elastic cross sections. Down to ∼50 eV, the code OSMOSEE uses the cross sections from the code ELSEPA of Salvat et al. [21] . Similarly, Valentin et al. [9] use cross sections from the ICRU database [40] which is based on the code ELSEPA. However, below 50 eV, the Mott's model (or partial waves) has been extrapolated down to 10 eV in the code OSMOSEE, whereas Akkerman et al. [8] and Valentin et al. [9] employ the cross sections for CS 2 from ab initio calculations by Bettega et al. [41] .
B. Ionizing Dose Profiles
In this section, we present calculations of ionizing dose profiles for incident electrons of energy between 10 eV and 1 keV. In the code OSMOSEE, the ionizing doses are calculated by tracking the secondary electrons until they cannot be emitted out of the solid. The ionizing dose is plotted as a function of the depth of the target material in Fig. 8 for silicon. Fig. 9 shows that the ionizing dose calculations are very close for silicon and aluminum. For example, at 200 eV, the maximum discrepancy is of 15%.
Figs. 8 and 9 show that from 20 to 200 eV, the ionizing dose near the surface increases while the electrons go slightly deeper into the solid. On the contrary, above 200 eV, the ionizing dose near the surface decreases while the electrons go strongly deeper into the solid. This behavior must be compared with the practical range [42] of electrons. Fig. 10(a) shows the practical range of electrons in silicon and Fig. 10(b) in aluminum.
At low energy, below ∼100 eV, the range of incident electrons remains constant. It does not increase with the incident energy [14] , [42] (Fig. 10) . At these energies, the transport of electrons is mainly driven by the elastic scattering. Indeed at Fig. 10 . Practical ranges for electrons (a) in silicon (after [25] ) and (b) in aluminum. The data come from [8] , [9] , [14] , [43] , [45] . The practical range is estimated with 100 000 incident electrons which correspond to a statistical uncertainty of ∼3%. The depth uncertainty is of ∼ 10%. low energy, the elastic mean free path becomes an order of magnitude lower than the inelastic mean free path. At these energies, the electrons follow a random walk motion until an inelastic interaction forces them to stop in the solid. As a result, the practical range stabilizes and does not decrease anymore with the decreasing energy. Accordingly, between 10 eV up to around 100 eV the range of incident electrons remains constant with a value of a few nanometer. It shows that, for simulations of new generation devices of small dimensions, the electron transport may be stopped at a very low energy to be accurate. In this range of energy, the incident electrons deposit their energy near the surface in a volume that remains identical whatever the incident energy is. Accordingly, the ionizing dose increases with the increasing energy. Beyond this energy range, the practical range increases faster, and the ionizing dose is deposited deeper in the material. As a result, the ionizing dose level decreases with the increasing energy.
This behavior is opposite to the behavior of the EEY. The correlation between the deposited energy and the EEY is obvious in Fig. 11 , which represents the fraction of deposited energy in function of the energy of incidence. This ratio in percentage is defined as the deposited energy per electron over the energy of incidence. It is interesting to see that the minima for the fraction of the deposited energy are perfectly correlated with the maxima of the EEY for both silicon and aluminum.
Following [8] and [9] , the ionizing doses were estimated through a radial distribution at low energy. Fig. 12(a)-d shows the ionizing dose distributions of electrons as a function of their depth z and their radius r in silicon. The electrons are entering the surface with a normal incidence at the center of the z = 0 nm line. This radial dose profile for electrons represents an average dose level, which is not representative of the deposited dose of a single incident electron. It can be seen as a probability for an electron in the track to deposit its energy radially, and may still be useful to calculate the radial extensions of heavy ions tracks that produce a large amount of secondary electrons along their path [5] , [6] . We can see on these figures that below 100 eV the electrons deposit their energy in the first nanometers from the electron beam impact. At higher energy, as they travel deeper into the solid, their deposited energy is spread through a wider volume. As a result, their deposited energy is lower near the surface. The case of silicon is shown in Fig. 12 . Similar calculations have been performed for aluminum. The radial dose profile for aluminum is very close to the one of silicon and is not shown here.
C. Discussion
At low energy, the accuracy of the spatial extension of the ionizing dose can be discussed. There may be a relatively large difference between the place where a particle loses its energy and where the electron/hole pairs are created by the subcascades. Thus, tracking all the secondary electrons is of a great importance for the accuracy of the calculations. For instance, the ionizing dose profiles strongly depend on the energy cutoff at which the secondary electrons are killed. Fig. 13 shows different dose profiles calculated according to different approximations. The full line represents a dose profile when only the tracking of primary electrons is performed. The full tracking of secondary electrons (dashed line in Fig. 13 ) leads to a significant difference. The ionizing dose is deposited more than twice as deep as in the previous case. And the dose at the surface is reduced by a factor two. When the energy cutoff is increased at 30 eV, the production of secondary electrons is limited, and the ionizing dose profile tends to the case where only primary electrons are tracked (dotted line versus full line in Fig. 13) .
At high energy, the use of a higher energy cutoff does not change significantly the ionizing dose profile. An example is given for E 0 = 500 eV in Fig. 13 . The extension of the dose due to the secondary electrons is of a few nanometers. At high energy, it becomes negligible compared to the range of the primary electrons that is superior to 10 nm.
Besides, the ionizing dose directly depends on the secondary emission yield: the total deposited energy is the difference between the energy brought to the material by the incident beam reduced to the amount of energy that escapes by means of secondary electron emission. Since the backscattering of electron is mainly driven by the elastic scattering, at low energy the ionizing dose will depend closely on the accuracy of this scattering process.
VI. CONCLUSION
The transport of electrons in silicon and in aluminum is investigated with a MC code down to 10 eV. The MC code is based on the complex dielectric function theory and takes into account surface plasmon excitations, phonons, and the surface potential barrier. Simulations from the code are compared with experimental measurements of EEY and energy loss spectra performed in ultrahigh vacuum on Ar-etched samples. The EEY is given below 2 keV and down to 20 eV. Simulation results are in good agreement with experimental data. For the EEY, the discrepancy is of less than 19% between our experimental measurements and our simulations above 50 eV for aluminum and silicon. Our data performed on bulk solids are also consistent with Bronstein and Fraiman's measurements on ultrahigh evaporated samples. For the energy loss spectra of silicon, the peaks corresponding to the Auger electrons, to the volume plasmon excitations and its multiples are well defined. These results enable the calculations of practical ranges and ionizing doses down to 10 eV for aluminum and silicon. At low energy, below 100 eV, the practical range is demonstrated to reach a plateau region and stabilizes to some few nanometers for both silicon and aluminum. Accurate range/energy functions are of a great interest in the formulation of new accurate secondary emission model [42] . The ionizing dose profiles that have been calculated for energies down to 10 eV are demonstrated to be closely related to the secondary EEY. The ionizing dose depth profiles commonly calculated at higher energies neglect the effect of the secondary EEY, however, the deposited energy is reduced by the amount of electrons that get out from the irradiated material. The deposited ionizing dose is negatively correlated with the EEY. It is reduced by nearly 10% when the EEY reaches a value of 1. The effect will be larger for materials with high secondary emission capacity that can overpass a value of 2.
