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Many transport processes in nature exhibit anomalous diffusive properties with nontrivial scaling of
the mean square displacement, e.g., diffusion of cells or of biomolecules inside the cell nucleus, where
typically a crossover between different scaling regimes appears over time. Here, we investigate a class of
anomalous diffusion processes that is able to capture such complex dynamics by virtue of a general waiting
time distribution. We obtain a complete characterization of such generalized anomalous processes,
including their functionals and multipoint structure, using a representation in terms of a normal diffusive
process plus a stochastic time change. In particular, we derive analytical closed form expressions for the
two-point correlation functions, which can be readily compared with experimental data.
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Diffusive transport is usually classified in terms of the
mean square displacement (MSD):MSDðtÞ¼h(RðtÞ−R0)2i,
where RðtÞ is a time-dependent stochastic vector, either the
position or the velocity, and R0 is its initial value. Motivated
by numerous experimental results of the last decade (see
Refs. [1,2] and the references therein), we usually distinguish
between normal and anomalous diffusive processes for which
theMSDscales linearly in time or as a power law, respectively
[1–6]. However, because of the improvement of experimental
techniques, evidence of more complicated nonlinear MSDs,
characterized by different scaling regimes over the measure-
ment time, has been found in recent experiments of diffusion
in biophysical systems [7–22]. Here, we investigate a general
class of anomalous diffusive processes that can capture such
complicatedMSDbehavior bymeansof a generalizedwaiting
time distribution. We provide a complete characterization of
these processes including (i) the stochastic description of the
microscopic diffusive dynamics, (ii) evolution equations for
the probability density function (PDF) of the process and its
associated time-integrated observables, and (iii) the multi-
point correlation functions. Our general model includes as
a special case the continuous time random walk (CTRW),
which is widely used to model MSDs with a power-law
scaling [15,18,21]. Even though CTRWs have been in the
focus of theoretical research on anomalous diffusion for
almost two decades, the full characterization of CTRWs in
terms of (i)–(iii) has not yet been presented. In this Letter we
provide the key for such a complete stochastic description by
using the stochastic calculus of random time changes.
The stochastic trajectory of a CTRW YðtÞ is expressed in
terms of coupled Langevin equations [23]:
_XðsÞ ¼ F(XðsÞ)þ σ(XðsÞ)ξðsÞ; ð1aÞ
_TðsÞ ¼ ηðsÞ; ð1bÞ
where for convenience we focus on a process in one
dimension. The CTRW is then given by YðtÞ ¼ X(SðtÞ),
where the process S is defined as the inverse of T or, more
precisely, as the collection of first passage times:
SðtÞ ¼ inf
s>0
fs∶TðsÞ > tg: ð2Þ
The dynamics of X is that of a normal diffusive process
in the operational time s. Thus, FðxÞ and σðxÞ satisfy
standard conditions [24] and we adopt the Itô convention
for the multiplicative term of Eq. (1a). We also require
ξðsÞ to represent white Gaussian noise with hξðsÞi ¼ 0
and hξðs1Þξðs2Þi ¼ δðs2 − s1Þ. The noise ηðsÞ models the
waiting times of the anomalous diffusion process in the
operational time s, which we assume to be independent
from the X process; i.e., the noises ξðsÞ and ηðsÞ are
statistically independent. In the case of a CTRW, ηðsÞ
is a one-sided stable Lévy noise of order 0 < α ≤ 1 [25]
leading to the characteristic function of T: he−λTðsÞi ¼
e−sλ
α
. In physical terms, T represents the elapsed physical
time of the process.
In order to extend this picture to arbitrary waiting times,
we consider ηðsÞ as a more general type of noise, which
can be modeled by a general one-sided Lévy process with
finite variation [25,26]. Such a process satisfies the minimal
assumptions needed to assure independent and stationary
waiting times and causality of T. A complete characteri-
zation of ηðsÞ is given by its characteristic functional:
G½kðsÞ ¼
D
e−
R þ∞
0
kðsÞηðsÞds
E
¼ e−
R þ∞
0
Φ(kðsÞ)ds: ð3Þ
Here, the so-called Laplace exponent Φ is a non-negative
function with Φð0Þ ¼ 0 and a monotonically decreasing
first derivative. Different functional forms of Φ correspond
to different distribution laws of the waiting times and,
consequently, of the renewal process T. The renewal nature
of T is expressed by Eq. (1b) as TðsÞ ¼ R s0 ηðs0Þds0. The
characteristic function he−λTðsÞi is thus directly obtained
from Eq. (3) by setting kðs0Þ ¼ λΘðs − s0Þ, leading to
he−λTðsÞi ¼ e−sΦðλÞ. Clearly, this implies that T is a sum
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over waiting time increments Δt¼RΔs0 ηðs0Þds0 over a small
time step Δs with characteristic function he−λΔti¼e−ΔsΦðλÞ,
which can be used to simulate the process YðtÞ within a
suitable discretization scheme [27]. Remarkably, the full
multipoint statistics of T becomes easily accessible because
the functional Eq. (3) contains the information about the
whole noise trajectory. By choosing Φ suitably, many
different waiting time statistics can be captured; i.e.,
YðtÞ can be modeled according to the observed dynamics.
If we choose a power lawΦðλÞ ¼ λα, we recover the CTRW
case with waiting times characterized by a diverging first
moment. If instead ΦðλÞ ¼ λ, T is simply a deterministic
drift, T ¼ s, and YðtÞ reduces to a normal diffusion
(Brownian limit) with waiting times following an expo-
nential distribution [1].
Along with the properties of YðtÞ, we also study those
of its time-integrated observables, which are naturally
defined as functionals of the stochastic trajectory [28]:
WðtÞ ¼
Z
t
0
U(YðrÞ)dr; ð4Þ
whereUðxÞ is a smooth integrable function. Clearly, if YðtÞ
is a velocity and UðxÞ ¼ x, WðtÞ is the corresponding
position. When YðtÞ is a normal diffusion, the joint PDF
Pðw; y; tÞ ¼ hδ(w −WðtÞ)δ(y − YðtÞ)i is provided by the
celebrated Feynman-Kac (FK) formula [28]. The FK theory
provides the crucial connection between the stochastic
description of the process in the diffusive limit and the
evolution equation for the PDF. When YðtÞ is anomalous
instead, the computation of the joint PDF reveals profound
challenges. In the CTRW case, the problem could only be
addressed before now by using a time discretized descrip-
tion in terms of master equations leading to a fractional FK
equation with a fractional substantial derivative [29,30]. In
the following, we provide the missing link between the
diffusive description of CTRWs and the fractional FK
equation and generalize the connection to arbitrary wait-
ing times.
The monotonicity of T and S implies [31]
Θ(s − SðtÞ) ¼ 1 − Θ(t − TðsÞ); ð5Þ
which, together with the continuity of the paths of SðtÞ and
the corresponding Itô formula, provides the relation
δ(t − TðsÞ) ¼ δ(s − SðtÞ) _SðtÞ: ð6Þ
Formally, this equation and the following ones in which
derivatives of SðtÞ appear are to be interpreted in their
corresponding integral forms,with _SðtÞ¼limΔt→0½SðtþΔtÞ−
SðtÞ=Δt being a shorthand notation for the stochastic
increment of the time change. We can then describe the
time-changed process YðtÞ and its functional WðtÞ through
the time-changed Langevin equations [32]
_YðtÞ ¼ F(YðtÞ) _SðtÞ þ σ(YðtÞ)ξ(SðtÞ) _SðtÞ; ð7aÞ
_WðtÞ ¼ U(YðtÞ): ð7bÞ
TheFK formula describes the time evolution of theFourier
transform of Pðw;y;tÞ: Pˆðp;y;tÞ¼heipWðtÞδ(y−YðtÞ)i [28],
with h…i being an average over the realizations of both the
noises ξðsÞ and ηðsÞ in the anomalous case. In the following,
gˆðkÞ ¼ Rþ∞0 eikxgðxÞdx denotes the Fourier transform of
gðxÞ and ~fðλÞ ¼ Rþ∞0 e−λtfðtÞdt the Laplace transform of
fðtÞ. Our derivation begins with the Itô formula for the joint
time-changed process ZðtÞ ¼ ½YðtÞ;WðtÞ [33]:
f(ZðtÞ) ¼ fðZ0Þ þ
1
2
Z
t
0
∂2f
∂y∂w (ZðtÞ)d½Y;Wt
þ
Z
t
0
∂
∂y f(ZðtÞ)dYðtÞ þ
Z
t
0
∂
∂wf(ZðtÞ)dWðtÞ
þ 1
2
Z
t
0
∂2
∂y2 f(ZðtÞ)d½Y; Yt
þ 1
2
Z
t
0
∂2
∂w2 f(ZðtÞ)d½W;Wt; ð8Þ
where the square brackets denote the quadratic varia-
tion of two processes [24]. By using the time-discretized
form of Eqs. (7a) and (7b), the exact relation ½Y; Yt ¼R
t
0 σ
2(YðτÞ) _SðτÞdτ [32,34] and the fact that ½W;Wt ¼
0 ¼ ½Y;Wt, we obtain
f(ZðtÞ) ¼ fðZ0Þ þ
Z
t
0
∂
∂wf(ZðτÞ)U(YðτÞ)dτ
þ
Z
t
0
∂
∂y f(ZðτÞ)F(YðτÞ) _SðτÞdτ
þ 1
2
Z
t
0
∂2
∂y2 f(ZðτÞ)σ
2(YðτÞ) _SðτÞdτ
þ
Z
t
0
∂
∂y f(ZðτÞ)σ(YðτÞ)ξ(SðτÞ) _SðτÞdτ: ð9Þ
If we now evaluate Eq. (9) for f(ZðtÞ) ¼ eikYðtÞþipWðtÞ
and take its ensemble average, we derive an equation for
ˆˆPðp; k; tÞ. We remark that the last integral on the rhs of
Eq. (9) disappears due to the independence of the incre-
ments of ξðsÞ. Indeed, if we make the inverse transform
and recall the Fokker-Planck operator of Eq. (1a),
LFPðyÞ ¼ −ð∂=∂yÞFðyÞ þ 12 ð∂2=∂y2Þσ2ðyÞ, we obtain
the equation
∂
∂t Pˆðp; y; tÞ ¼ ipUðyÞPˆðp; y; tÞ þ LFPðyÞ
∂
∂t
×
Z
t
0
eipWðτÞδ(y − YðτÞ) _SðτÞdτ

: ð10Þ
We still need to relate the expression in brackets in
Eq. (10) to Pˆðp; y; tÞ. We start by manipulating directly
Pˆðp; y; tÞ. First, we make the change of variables τ ¼ SðrÞ
in Eq. (4), so that we can write
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WðtÞ¼Ws(SðtÞ); WsðsÞ¼
Z
s
0
U(XðτÞ)ηðτÞdτ; ð11Þ
where the noise ηðsÞ explicitly appears because r ¼ TðτÞ
via Eq. (2). We then use 1 ¼ Rþ∞0 δ(s − SðtÞ)ds to write
Pˆðp; y; tÞ ¼
Z þ∞
0
eipWsðsÞδ(y − XðsÞ)δ(s − SðtÞ)ds

:
ð12Þ
As a third step, we compute the Laplace transform of
Eq. (12). By using Eq. (5), we find the relationRþ∞
0 δ(s − SðtÞ)e−λtdt ¼ ηðsÞe−λTðsÞ, which provides
~ˆPðp; y; λÞ ¼
Z þ∞
0
he−λTðsÞþipWsðsÞηðsÞδ(y − XðsÞ)ids:
ð13Þ
This can be further simplified by expressing the
ηðsÞ-dependent part of the integrand as a derivative
of the characteristic functional G½kðlÞ with kðlÞ ¼
fλ − ipU½XðlÞgΘðs − lÞ. By performing the average with
respect to ηðsÞ first and using Eq. (3), we derive
~ˆPðp; y; λÞ ¼ Φ½λ − ipUðyÞ
λ − ipUðyÞ
×
Z þ∞
0
e−λTðsÞþipWsðsÞδ(y − XðsÞ)ds

:
ð14Þ
Now we need to show that the two integrals in brackets
in Eqs. (10) and (14) coincide. Indeed, the inverse Laplace
transform of the integral in Eq. (14) is given byRþ∞
0 e
ipWsðsÞδ(y − XðsÞ)δ(t − TðsÞ)ds. This can then be
cast into the integral of Eq. (10) by using Eq. (6) and the
continuity of the paths of S, which implies that no jump
terms appear in the expansion of the stochastic integral in
Eq. (10) as a discrete sum. Consequently, we can use
Eq. (14) in Eq. (10) to write the generalized FK formula:
∂
∂tPˆðp;y;tÞ¼ ipUðyÞPˆðp;y;tÞþLFPðyÞ
 ∂
∂t− ipUðyÞ

×
Z
t
0
Kðt−τÞeipUðyÞðt−τÞPˆðp;y;τÞdτ; ð15Þ
where the memory kernel is related to Φ by
~KðλÞ ¼ ΦðλÞ−1: ð16Þ
If we set p ¼ 0, we obtain a generalized Fokker-Planck
equation for Pðy; tÞ ¼ hδ(y − YðtÞ)i:
∂
∂t Pðy; tÞ ¼ LFPðyÞ
∂
∂t
Z
t
0
Kðt − τÞPðy; τÞdτ: ð17Þ
In the special case where WðtÞ corresponds to the
position, i.e., UðxÞ ¼ x, Eq. (15) yields a generalized
Klein-Kramers equation exhibiting retardation effects
[35,36]. TheBrownian limit is achieved forKðtÞ ¼ 1, where
Eqs. (15) and (17) reproduce the standard FK formula [28],
as well as the Fokker-Planck and Klein-Kramers equations
[37], respectively. In the CTRW case,ΦðλÞ ¼ λα, so that the
integral operators in Eqs. (15) and (17) coincide with the
fractional substantial derivative [35,36] and the standard
Riemann-Liouville operator, respectively, thus recovering
the well-known CTRW results [29,35,36,38–40]. We high-
light that this derivation of Eq. (15) provides the generali-
zation of the Feynman-Kac theorem to anomalous processes
with arbitrary waiting time distributions.
We now focus on deriving the multipoint statistics of
YðtÞ and WðtÞ. Arbitrary two-point functions of YðtÞ are
expressed as
hf(Yðt1Þ; Yðt2Þ)i ¼
Z þ∞
0
Z þ∞
0
hf(Xðs2Þ; Xðs1Þ)i
× hðs2; t2; s1; t1Þds2ds1; ð18Þ
where hðs2; t2; s1; t1Þ ¼ hδ(s2 − Sðt2Þ)δ(s1 − Sðt1Þ)i is
the two-point PDF of SðtÞ. Using Eq. (5) we obtain
hðs2;t2;s1;t1Þ¼ð∂2=∂s2∂s1ÞhΘ(t2−Tðs2Þ)Θ(t1−Tðs1Þ)i.
Therefore, the Laplace transform of h is related to
the two-point characteristic function Zðλ2; s2; λ1; s1Þ ¼
he−λ2Tðs2Þe−λ1Tðs1Þi:
~hðs2; λ2; s1; λ1Þ ¼
1
λ1λ2
∂2
∂s2∂s1 Zðλ2; s2; λ1; s1Þ: ð19Þ
The computation of Z follows straightforwardly by dis-
tinguishing the two cases t2 > t1 and t2 < t1 and by
recalling the independence of the increments of TðsÞ:
Zðλ2; s2; λ1; s1Þ ¼ Θðs2 − s1Þe−s1Φðλ1þλ2Þe−ðs2−s1ÞΦðλ2Þ
þ Θðs1 − s2Þe−s2Φðλ1þλ2Þe−ðs1−s2ÞΦðλ1Þ:
ð20Þ
This result can then be substituted in Eq. (19) to derive
~hðs2; λ2; s1; λ1Þ
¼ δðs2 − s1Þ
Φðλ1Þ − Φðλ1 þ λ2Þ þ Φðλ2Þ
λ1λ2
e−s1Φðλ1þλ2Þ
þ Θðs2 − s1Þ
Φðλ2Þ½Φðλ1 þ λ2Þ − Φðλ2Þ
λ1λ2
× e−s1Φðλ1þλ2Þe−ðs2−s1ÞΦðλ2Þ
þ Θðs1 − s2Þ
Φðλ1Þ½Φðλ1 þ λ2Þ − Φðλ1Þ
λ1λ2
× e−s2Φðλ1þλ2Þe−ðs1−s2ÞΦðλ1Þ: ð21Þ
With the explicit expression for ~h the average
hf(Yðt2Þ; Yðt1Þ)i can be calculated for arbitrary X dynam-
ics. Moreover, correlation functions of WðtÞ can also be
easily derived using
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h ~Wðλ1Þ ~Wðλ2Þi ¼
1
λ1λ2
Z þ∞
0
Z þ∞
0
hU(Xðs2Þ); U(Xðs1Þ)i
× ~hðs2; λ2; s1; λ1Þds2ds1: ð22Þ
The corresponding formulas for higher orders are derived
in full analogy, thus providing access to the complete
multipoint structure of YðtÞ andWðtÞ. If XðsÞ has the usual
form, hXðs1ÞXðs2Þi ¼ Hðs2 − s1Þ, in the stationary regime,
with H being a smooth decreasing function, the inverse
transform of Eq. (18) can be made explicitly:
hYðt1ÞYðt2Þi ¼ f1ðt2Þ þ
Z
t1
0
KðτÞf2ðt2 − τÞdτ; ð23Þ
where the transient terms can be shown to disappear
for t2 > t1 → ∞ using Tauberian theorems. Here, we
define the functions: ~f1ðλÞ¼½ΦðλÞ=λ ~H(ΦðλÞ) and ~f2ðλÞ¼
f½ΦðλÞ2=λg ~H(ΦðλÞ). The specific form of these functions
can be obtained once both X and Φ are specified.
Equation (23) is remarkable because the two-point function
is expressed in terms of an integral of single-time functions,
highlighting a simple underlying structure.
As a specific example, we consider ηðsÞ as a tempered
Lévy-stable noise with tempering index μ and stability
index 0 < α ≤ 1 interpolating between exponentially dis-
tributed (μ → ∞) and power-law distributed (μ ¼ 0) wait-
ing times [41–44]. This implies that ΦðλÞ ¼ ðμþ λÞα − μα
and thus KðtÞ ¼ e−μttα−1Eα;α(ðμtÞα) [45]. We consider the
case when XðsÞ is given as an Ornstein-Uhlenbeck process
½FðxÞ ¼ −γx; σðxÞ ¼ ﬃﬃﬃﬃﬃ2σp in Eq. (1a)], such that YðtÞ
intermediates between a CTRW and a normal diffusive
oscillator. The MSD of the time-averaged YðtÞ process as a
functionof time exhibits anα-dependent plateau for t → ∞ in
the CTRW limit (μ ¼ 0) highlighting the ergodicity breaking
of the process [29]. For μ ≠ 0we see that theMSD shows the
CTRW scaling for short times, but it converges to zero for
t → ∞ as in the Brownian limit, confirming the ergodic
nature of this anomalous process [Fig. 1(a)]. This highlights
that the MSD needs to be observed for a sufficiently long
time to properly assess ergodicity breaking. We also obtain
the associated two-point correlation functions. The effect of
μ ≠ 0 is clearly visible [Figs. 1(b) and 1(c)], which allows us
to distinguish between a CTRW and a process with waiting
times distributed according to a tempered Lévy-stable law.
Remarkably, the functions fiðtÞ with i ¼ 1; 2 are given in
analytical form in this case:
f1ðtÞ ¼
σ
γðγ − μαÞ ½−μ
α þ γgðα; γ; μ; tÞ; ð24aÞ
f2ðtÞ¼
σ
γ

1
γ−μα
½μ2α− γ2gðα;γ;μ; tÞ
þ 1
Γð1−αÞ t
−αe−μtþ μ
α
Γð1−αÞγð1−α;μtÞ

; ð24bÞ
where γða; xÞ ¼ R x0 tα−1e−tdt is the incomplete gamma
function and we define the new function gðα; γ; μ; tÞ as an
infinite series of confluent Kummer functions:
gðα; γ; μ; tÞ ¼
X∞
n¼0
ð−1Þn(ðγ − μαÞtα)n
Γð1 þ αnÞ Mðαn; 1þ αn;−μtÞ:
ð25Þ
We now apply our formalism to MSD data exhibiting
crossover scaling between subdiffusive and normal diffu-
sive regimes, as is frequently observed in experiments
[15,17,18]. Figure 1(d) shows the MSD of mitochondria
diffusing in mating S. cerevisiae cells, depleted of actin
microfilaments, obtained with Fourier imaging correlation
spectroscopy [17]. The crossover from a transient sub-
diffusive scaling with α ¼ 0.66 to normal diffusion cannot
be captured quantitatively by the tempered Lévy-stable Φ
since the curvature at the crossover between the two pure
power laws cannot be modulated. We suggest instead a
more flexible double power-law form:
ΦðλÞ ¼ d1
	
λ
d2


α1
	
1 þ
	
λ
d2


1=β

ðα2−α1Þβ
; ð26Þ
interpolating between power laws with exponents α1;2,
with curvature tuned by the parameter β. Using a purely
diffusive XðsÞ process together with a least-squares method
to determine the parameters of Eq. (26) yields an excellent
model of the experimental data across the double power-
law region. With the appropriate Φ, our results immediately
FIG. 1 (color online). (a)–(c) Here, XðsÞ is an Ornstein-
Uhlenbeck process (γ ¼ 1, σ ¼ 1=2), ηðsÞ is a tempered Lévy-
stable noise (α ¼ 0.25), and UðxÞ ¼ x. (a) MSD of W¯ðtÞ ¼
WðtÞ=t (for initial position x0 ¼ 0). (b),(c) two-point correlation
functions of Y and W¯ (for x0 ¼ σ=γ and finite t). (d) Fit of the
MSD data of mitochondria diffusing in S. cerevisiae cells
depleted of actin microfilaments of Ref. [17] green markers.
Here, XðsÞ is pure diffusion [FðxÞ ¼ 0; σðxÞ ¼ 1 in Eq. (1a)] and
Φ is given by Eq. (26) with α1 ¼ 1, α2 ¼ 0.66.
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predict the quantitative form of the higher-order correlation
functions of the diffusion process and its observables,
which can be readily tested. Our framework also allows
for a straightforward simulation of the underlying diffusion
process by implementing the coupled Langevin equa-
tions (1a) and (1b). In this way, one can predict many
other quantities of interest, e.g., first passage time statistics,
providing further testable predictions of the anomalous
model with generalized waiting times.
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