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Abstract
The structure of bivariate spline space over arbitrary triangulation is complicated because the dimension of a multivariate spline
space depends not only on the topological property of the triangulation but also on its geometric property. A new vertex coding
method to a triangulation is introduced in this paper to further study structure of the spline spaces. The upper bound of the dimension
of spline spaces over triangulation given by L.L. Schumaker is slightly improved via the new vertex coding method. The structure
of multivariate spline spaces S12 () and S13 () over arbitrary triangulation are studied via the method of smoothness cofactor and
the structure matrix of multivariate spline ring by Luo and Wang. A kind of sufﬁcient conditions on judging non-singularity of the
S12 () and S13 () spaces over arbitrary triangulation is given, which only depends on the topological property of the triangulation.
From the sufﬁcient conditions, a triangulation strategy is presented at the end of the paper. The strategy ensures that the constructed
triangulation is non-singular (or generic) for S12 and S13 .
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
It is well known that spline is an important approximation tool in computational geometry, and it is widely used in
CAGD, scientiﬁc computations and many engineering ﬁelds. The study on the univariate splines began in the thirties
of last century, while the work of Collatz (1938) and Schoenberg (1946) was representative. The study on multivariate
splines has been widely developed during the last 30 years.
Let  be a triangulation of a planar polygon region. We denote by Sk () the multivariate spline of degree k with
smoothness order  over . A fundamental problem is to study the structure of multivariate spline spaces. Many results
have been given in [1–5,8–14,19–26,28], etc. Dahmen and Micchelli [12,13] obtained the dimensions of the spaces
D(X) and ∇(X) by Box spline method. The dimension formulae are known for k3+ 2 [15], = 1, k5 [20],
= 1, k = 4 [3,27] and k = 3+ 1 for “non-degenerate” triangulations [6].
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There are some unsolved problems in the study of the dimension of multivariate spine spaces. One of them is the
instability of the dimensions of S12() and S13() spaces. Some researchers, such as Diener [14], Shi [23,24] and Du
[16], etc. considered the corresponding problems over a special triangulation named Morgan–Scott triangulation.
For any given triangulation on the plane, Schumaker [22] gave a classical formula on the lower and the upper bound of
the dimension of multivariate spline space over arbitrary triangulation. Obviously, the lower bound given by Schumaker
seems to be optimum, that is, the lower bound formula can be reached by the spline spaces over “non-degenerate”
triangulations. As we will see in this paper, the upper bound formula can be improved. Any improvement over the
upper bound formula makes the structure of multivariate spline spaces more explicit.
In order to deeply study the dimension of multivariate spline spaces, Luo [18] proposed a concept of structure
matrix in [18] under the frame of the smoothing cofactor method [28]. By using the concept and the vertex cod-
ing method introduced in this paper, we continue to study the structure of S12() and S13() spaces over arbitrary
triangulation.
This article is organized as follows: In Section 2, we present the generator basis of module, the matrix of generator
basis and some related known results on the dimension of spline spaces. In Section 3, we introduce a new coding
index to vertices of triangulation and then provide an improved upper bound of the dimension of bivariate spline over
arbitrary triangulation. In Section 4, we discuss the relationship between the topological properties of the triangulation
and its structure matrix, and give a kind of sufﬁcient conditions on judging the non-singularity of S12() and S13()
spaces over arbitrary triangulation. In Section 5, we present a strategy of construction of generic triangulation (see [7],
in fact the deﬁnition of “generic” implies that the dimension of Sk() depends only on the topology structure of the
triangulation and is independent of the geometric positions of the triangulation) for S12() and S13() based on any
given scattered planar points. In this paper, “generic” is equivalent to “non-singular”.
2. Preliminary knowledge
Let Ti, Tj ∈  be any two adjacent triangles sharing an common edge i,j : li,j (x, y)= 0. If s(x, y) ∈ Sk (), then
s(x, y)|Ti − s(x, y)|Tj = qi,j (x, y)(li,j (x, y))+1,
where qi,j (x, y) ∈ Pk−−1 is called the smoothing cofactor of s(x, y) on i,j . For an interior vertex vi of , let
i,j , j = 1, 2, . . . , Ei be the edges passing through vi . The following global conformality condition in Sk () is
deﬁned by [28]:
Ei∑
j=1
(li,j (x, y))
+1qi,j (x, y) ≡ 0 for all interior vi in .
The study of the structure of bivariate spline space is intrinsically equivalent to ﬁnding all solutions of a system of
algebraic equations, i.e., ﬁnding solutions qj (x) ∈ K[X] (j = 1, 2, . . . , k)
n∑
j=1
aij (X)qj (X) = 0, i = 1, 2, . . . , n,
where all aij (X) ∈ K[X] are known polynomial functions.
It can be easily veriﬁed that all the solutions of the algebraic system of equations constitute a prime module over the
polynomial ring K[X]. Winker [29] extended Gröbner Basis approach into the module, and presented an algorithm
of constructing generator basis of the module. But the algorithm is complicated for determining the number of the
generator basis of the module. The ﬁrst author of this article proposed a new method of solving the system of algebra
equations on polynomial ring in [17,18]. Clearly, one can observe, from Lemma 4 in [18], that a generator basis of
the conformality equation at an interior vertex is composed of some vectors of degree 1 and some constant vectors in
general cases, which makes the expression of the smoothing cofactors to be more explicit and promote us to further
study the multivariate spline spaces.
In order to discuss the structure of multivariate spline spaces, we introduce the following deﬁnitions for a given
triangulation.
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Deﬁnition 2.1. For a given triangulation , we deﬁne
Boundary vertex: A vertex lied on the boundary of .
Interior vertex: Non-boundary vertex in .
Singular interior vertex: An interior vertex for which the adjacent edges of each edge are collinear.
Interior edge: An edge of which at least one of the endpoints is an interior vertex.
True interior edge: An interior edge of which both endpoints are interior vertices.
n-True interior edge: A true interior edge with n interior vertices on it.
Quasi-interior edge: An interior edge of which one of its endpoints is an interior vertex and the other is a boundary
vertex.
n-Quasi-interior edge: A quasi-interior edge with n vertices (n − 1 interior vertices and 1 boundary vertex)
on it.
Global cross-cut edge: Both endpoints of this edge are boundary vertices.
n-Global cross-cut edge: A global cross-cut edge with n vertices on it.
The following notations are used in this paper:
N the number of interior vertices of ,
V the number of all vertices of ,
E0 the number of interior edges of ,
Ev the number of edges with different slopes passing through vertex v,
L the number of global cross-cut edges of .
In [22], Schumaker proposed a lower bound and a upper bound on dimension of spline space.
Theorem 2.2 (Schumaker [22]). Suppose that the vertices of the partition  are numbered in such a way that each
pair of consecutive vertices in the list are corners of a common subset in . For each i = 1, 2, . . . , N , denoted by ei
and e˜i the number of edges with different slopes and the number of edges with different slopes attached to the ith vertex
but not attached to any of the ﬁrst i − 1 vertices in the list, respectively, and let
i =
k−∑
j=1
(+ j + 1 − jei)+,
˜i =
k−∑
j=1
(+ j + 1 − j e˜i)+.
Then
dim Sk ()
(
k + 2
2
)
+
(
k − + 1
2
)
E0 − k
2 + 3k − 2 − 3
2
N +
N∑
i=1
i = lb
and
dim Sk ()
(
k + 2
2
)
+
(
k − + 1
2
)
E0 − k
2 + 3k − 2 − 3
2
N +
N∑
i=1
˜i .
In this paper, we also study the structure of Sk () in the cases of = 1, k = 2 and 3. For this purpose, we introduce
some preliminaries of the structure matrix of S1k ().
For any interior vertex v, we denote by l1, l2, . . . , lEv the edges passing through vertex v with different slopes.
It is easily known from the method of smoothing cofactor that for an edge lt passing through but not penetrating
vertex v, there is only one corresponding smoothness cofactor on, denoted by qt , and that for an edge lm pen-
etrating vertex v, there are two corresponding smoothness cofactors on lm, denoted by qm1(x, y) and qm2(x, y).
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Let qm(x, y) = qm1(x, y) + qm2(x, y). Then the conformality equation at v can be written as
Ev∑
i=1
qi(x, y)l
2
i (x, y) = 0. (1)
Let l1 and l2 be regarded as two basic edges with different slopes at v. Then the other Ev − 2 edges can be linearly
represented by l1 and l2,
l3 = k1l1 + k2l2, l4 = k3l1 + k4l2, . . . , lEv = k2Ev−5l1 + k2Ev−4l2.
It is known fromLemma 4 of [17] or [18] that the generator basis of the solution space of the corresponding conformality
equation at v is composed of 2 generator bases of degree 1 and Ev − 3 generator bases of degree 0 (constant vectors).
The Ev − 1 generator bases have the following form [28,18]:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
k21 l1 + 2k1k2l2 k22 l1 −l1
k21 l2 k
2
2 l2 + 2k1k2l1 −l2
k1k3(k2k3 − k1k4) k2k4(k1k4 − k2k3) k3k4 −k1k2
k1k5(k2k5 − k1k6) k2k6(k1k6 − k2k5) k5k6 0 −k1k2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. . .
k1k2Ev−5(k2k2Ev−5 − k1k2Ev−4) k2k2Ev−4(k1k2Ev−4 − k2k2Ev−5) k2Ev−5k2Ev−4 0 · · · 0 −k1k2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
After dividing −k1k2 into the last Ev − 3 rows of the above matrix, the generator basis becomes⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f 1,1v (l) f
2,1
v (l) f
3,1
v (l)
f 1,2v (l) f
2,2
v (l) f
3,2
v (l)
A1,1 A2,1 A3,1 1
A1,2 A2,2 A3,2 0 1
...
...
...
...
...
. . .
A1,Ev−3 A2,Ev−3 A3,Ev−3 0 · · · 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2)
which is called the matrix of generator basis at the vertex v, where all Ai,j are constants, and all f i,jv (l) are linear
combinations of l1 and l2. Let
Mv =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1,1 A1,2 · · · A1,Ev−3
A2,1 A2,2 · · · A2,Ev−3
A3,1 A3,2 · · · A3,Ev−3
1 0
1
. . .
0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3)
Mv is called the matrix of generator basis of degree 0 on the vertex v. From the above discussion, for an edge li passing
through v but do not penetrate v, the corresponding smoothness cofactor is of the form
qi(x, y) =
Ev−3∑
k=1
(k)v (x, y)A
i,k + (1)v (x, y)f i,1v (l) + (2)v (x, y)f i,2v (l);
for an edge lj penetrating v, the two corresponding smoothness cofactors are of the form
qj1(x, y) + qj2(x, y) =
Ev−3∑
k=1
(k)v (x, y)A
j,k + (1)v (x, y)f j,1v (l) + (2)v (x, y)f j,2v (l),
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where {(k)v (x, y) ∈ Pk−(+1)}, (1)v (x, y), (2)v (x, y) ∈ Pk−(+2) are unknown polynomials. Obviously, since all
smoothness cofactors in S12() are constants, it follows that (1)v (x, y) and (2)v (x, y) must be 0 and {(k)v (x, y)} are
constants. Similarly, in S13() each of {(k)v (x, y)} is a linear polynomial and (1)v , (2)v are constants. Let (k)v , (1)v and
(2)v stand for 
(k)
v (x, y), 
(1)
v (x, y) and (2)v (x, y), respectively, without confusion.
Now we can establish the constrained equations from the expression of the smoothness cofactors. To simplify our
discussion, we label the vertices of a triangulation by vi (i = 1, 2, . . . , N) and denote by {f 1vi (l), f 2vi (l), Aki (k =
1, . . . , Evi − 3)} the elements of a column of the matrix (2) of the generator basis at the vertex vi .
(1) Constrained equation on 2-true interior edge: Suppose that vi, vj are the endpoints of a 2-true interior edge eh, and
that qh(x, y) is the corresponding smoothness cofactor on eh. From the matrices of the generator basis at vi and
vj , we have
qh(x, y) =
Evi −3∑
m=1
(m)vi A
m
i + (1)vi f 1vi (l) + (2)vi f 2vi (l),
qh(x, y) =
Evj −3∑
m=1
(m)vj A
m
j + (1)vj f 1vj (l) + (2)vj f 2vj (l),
and the constrained equation
Evi −3∑
m=1
(m)vi A
m
i −
Evj −3∑
m=1
(m)vj A
m
j = (1)vj f 1vj (l) + (2)vj f 2vj (l) − (1)vi f 1vi (l) − (2)vi f 2vi (l).
(2) Constrained equation on k-true interior edge: Suppose that v1, v2, . . . , vk are the k vertices of a k-true interior edge,
q1(x, y), q2(x, y), . . . , qk−1(x, y) are the corresponding smoothness cofactors on the k − 1 segments of the edge.
From the matrix of generator basis on the vertices v1, v2, . . . , vk , we have
q1(x, y) =
Ev1−3∑
m=1
(m)v1 A
m
1 + (1)v1 f 1v1(l) + (2)v1 f 2v1(l),
q1(x, y) + q2(x, y) =
Ev2−3∑
m=1
(m)v2 A
m
2 + (1)v2 f 1v2(l) + (2)v2 f 2v2(l),
...
qk−2(x, y) + qk−1(x, y) =
Evk−1−3∑
m=1
(m)vk−1A
m
k + (1)vk−1f 1vk−1(l) + (2)vk−1f 2vk−1(l),
qk−1(x, y) =
Evk−3∑
m=1
(m)vk A
m
k + (1)vk f 1vk (l) + (2)vk f 2vk (l).
Then qk−1(x, y) can be calculated from the ﬁrst k − 1 equations, which must be equal to qk−1 in the kth equation.
Therefore, we obtain the constrained equation,
k−1∑
i=1
Evi −3∑
m=1
(−1)(k−1)−i(m)vi Ami −
Evk−3∑
m=1
(m)vk A
m
k = , (4)
where  presents the corresponding linear combination of the generator basis of degree 1 of the relevant vertices.
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Since there will be no conformality equation at a boundary vertex vk of a k-quasi-interior edge, qk−1(x, y) can be
calculated from the ﬁrst k − 1 equations without any condition as (4). Hence, there is no constrained equation on any
k-quasi-interior edge of . Similarly, there is no constrained equation on any global cross-cut edge.
By summarizing all the constrained equations, we can obtain the following system of equations:
G(, 1)−→X = −→B ,
where
−→
X = ((1)v1 , (2)v1 , . . . , 
(Ev1−3)
v1 , 
(1)
v2 , 
(2)
v2 , . . . , 
(Ev2−3)
v2 , . . . , 
(1)
vN
, (2)vN , . . . , 
(EvN −3)
vN ),
−→
B is a columnvectorwhose components are the corresponding algebraic combinations off 1vi (l), f
2
vi
(l) (i=1, 2, . . . , N).
Especially, −→B = −→0 in S12() and −→B is the corresponding linear combinations of f 1vi (l), f 2vi (l) (i = 1, 2, . . . , N) in
S13(). The corresponding coefﬁcient matrixG(, 1), composed of all elements of generator basis of degree 0, is called
the structure matrix of the multivariate spline spaces S1k ()(k2). The number
	(, 1) = row number of G(, 1) − rank(G(, 1))
is called the singularity number [18] of the spline space S1k ().
For S12() and S13() spaces, the following conclusions were given.
Theorem 2.3 (Luo and Wang [18]). For arbitrary triangulation , if 	(, 1)2, then  is generic for S13 .
Theorem 2.4 (Luo and Wang [18]). For arbitrary triangulation , if 	(, 1) = 0, then  is generic for S12 .
3. Index of vertices and an improved upper bound of the dimension
3.1. Index of vertices in triangulation
For a given ordering manner t to the vertices of triangulation , the interior vertices are denoted by v1, v2, . . . , vN
and the boundary vertices are denoted by vN+1, . . . , vV . An order to a vertex of  is deﬁned as
O(vi) =
{
i if vi is an interoir vertex,
0 if vi is a boundary vertex.
An index m(t)i of vi is deﬁned as follows:
1. m(t)i = 0, i = N + 1, N + 2, . . . , V , i.e., for the boundary vertices;
2. for each interior vertex vi (i = 1, . . . , N), m(t)i is deﬁned by the number of all the true interior edges (include n-true
interior edges), quasi-interior edges(include n-quasi-interior edges) and global cross-cut edges which satisfy
(a) all interior edges passing through vi have different slopes, and
(b) there exists at least one vertex (including boundary vertex) on the edge or the collinear edges whose order is less
than O(vi).
It is obvious that the index set {m(t)i }Ni=1 can be various values depending on the coding methods.
3.2. Improvement of the upper bound
For any given coding modes t of the vertices of , we deﬁne
	(t)i :=
k−∑
j=1
(+ j + 1 − jm(t)i )+.
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Theorem 3.1. Let  be a triangulation. Then
dim Sk ()
(
k + 2
2
)
+ min
t
N∑
i=1
d

k (m
(t)
i ) + L
(
k − + 1
2
)
=
(
k + 2
2
)
+
(
k − + 1
2
)
E0 − k
2 + 3k − 2 − 3
2
N + min
t
N∑
i=1
	(t)i , (5)
where dk (n) = 12 (k − − [(+ 1)/(n − 1)])+((n − 1)k − (n + 1)+ (n − 1)[(+ 1)/(n − 1)] + n − 3).
Since 	(t)i  ˜i (i = 1, . . . , N) for any coding method t of the vertices of , it is obvious that the upper bound in
Theorem 3.1 is not greater than the upper bound in Theorem 2.2.
Before proving Theorem 3.1, the following lemma needs to be proved.
Lemma 3.2. For a given triangulation  and any coding manner t to , E0 =∑Ni=1m(t)i + L.
Proof. Suppose l is an arbitrary interior edge in triangulation  with exactly n (n2) vertices. Without loss of
generality, let the n vertices be ordered by i1, i2, . . . , in with i1 > i2 > · · ·> in−1 in. Let
m
(t)
i |l =
{1 if there is at least one vertex on l whose order is less than O(vi),
0 otherwise.
(1) If l is an n-true interior edge, we have
n∑
j=1
m
(t)
ij
|l =
n−1∑
j=1
m
(t)
ij
|l = n − 1.
(2) If l is an n-quasi-interior edge, then vin is a boundary vertex and
n∑
j=1
m
(t)
ij
|l =
n−1∑
j=1
m
(t)
ij
|l = n − 1.
(3) If l is an n-global cross-cut edge, then vin−1 , vin are boundary vertices and
n∑
j=1
m
(t)
ij
|l =
n−2∑
j=1
m
(t)
ij
|l = n − 2.
Hence, when l takes over all interior edges of , it immediately follows from the above discussion that E0 =∑N
i=1 m
(t)
i + L. Which completes the proof. 
Now we prove Theorem 3.1.
Proof of Theorem 3.1. It is easily known from (1) that the conformality equation at vi ∈  can be written as
Evi∑
j=1
qj (x, y)l
+1
j (x, y) = 0, qj (x, y) ∈ Pk−−1.
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Suppose the conformality equations in vN, vN−1, . . . , vi+1 have been considered, we consider the following confor-
mality equation at vi :
m
(t)
i∑
j=1
qj (x, y)l
+1
j (x, y) = −
Evi∑
j=m(t)i +1
qj (x, y)l
+1
j (x, y), (6)
where lj (j = 1, . . . , m(t)i ) are the edges satisfying the conditions (a) and (b) in Section 3.1.
Evidently qi(x, y) (i = m(t)i + 1, . . . , ni) can be obtained from the conformality equations in vN, vN−1, . . . , vi+1.
So the dimension of the solution space of Eq. (6) is not greater than dk (m(t)i ).
1. If l is an n-true interior edge, let the orders of this n vertices be i1 > i2 > · · ·> in and q1(x, y), . . . , qn−1(x, y) be
the corresponding smoothness cofactors on the n − 1 segments of l.
1a. If vin is an endpoint of l, we have
q1(x, y) = C1(x, y),
q1(x, y) + q2(x, y) = C2(x, y),
...
qn−2(x, y) + qn−1(x, y) = Cn−1(x, y), (7)
where all Ci(x, y) ∈ Pk−−1 have been already computed out by the conformality equations at vi1 , . . . , vin−1 .
From (7), the q1, . . . , qn−1 are uniquely determined.
1b. If vin is not an endpoint of l. Since min |l = 0, the two smoothing cofactors q(1)in (x, y) and q
(2)
in
(x, y) on l at vin
cannot be directly determined by the conformality equation at vin . Therefore a constraint equation can be gotten
by
q
(1)
in
(x, y) + q(2)in (x, y) = d(x, y) · l+1(x, y), d(x, y) ∈ Pk−2−2. (8)
2. If l is an n-quasi-interior edge, let the orders of this n vertices be i1 > i2 > · · ·> in−1 >O(vin)= 0. Obviously vin is
a boundary vertex. The discussion is similar to 1a.
3. If l is an n-global cross-cut edge, let the orders of this n vertices be i1 > i2 > · · · O(vin−1)=O(vin)= 0. Obviously
vin−1 , vin are boundary vertices. There are no conformality equations at vin−1 , vin . From the conformality equations
at v1, v2, . . . , vin−2 , we have
q1(x, y) + q2(x, y) = D1(x, y),
q2(x, y) + q3(x, y) = D2(x, y),
...
qn−2(x, y) + qn−1(x, y) = Dn−2(x, y), (9)
where all Di(x, y) ∈ Pk−−1 have been computed out by the conformality equations at vi1 , . . . , vin−2 . From (9), it
easily follows that the dimension of the solution spaces of (9) is
(
k−+1
2
)
.
The following inequality can be veriﬁed from the discussions in the above three cases that
dim Sk ()
(
k + 2
2
)
+
N∑
i=1
d

k (m
(t)
i ) + L
(
k − + 1
2
)
. (10)
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Next we are going to prove
d

k (m
(t)
i ) = m(t)i
(
k − + 1
2
)
− k
2 + 3k − 2 − 3
2
+
k−∑
j=1
(+ 1 − j (m(t)i − 1))+. (11)
Since
d

k (m
(t)
i ) =
1
2
(
k − −
[
+ 1
m
(t)
i − 1
])
+
(
(m
(t)
i − 1)k − (m(t)i + 1)+ (m(t)i − 1)
[
+ 1
m
(t)
i − 1
]
+ m(t)i − 3
)
.
(1) When k − [(+ 1)/(m(t)i − 1)], we have
d

k (m
(t)
i )
= 1
2
(
k − −
[
+ 1
m
(t)
i − 1
])
+
(
(m
(t)
i − 1)k − (m(t)i + 1)+ (m(t)i − 1)
[
+ 1
m
(t)
i − 1
]
+ m(t)i − 3
)
= 1
2
⎛⎝m(t)i (k − )(k − + 1) − (k − )(k + + 3) +
[
+ 1
m
(t)
i − 1
]
(2− m(t)i + 3)
−(m(t)i − 1)
[
+ 1
m
(t)
i − 1
]2⎞⎠
= m(t)i
(
k − + 1
2
)
− k
2 + 3k − 2 − 3
2
+ 1
2
(
2
[
+ 1
m
(t)
i − 1
]
(+ 1) − (m(t)i − 1)
[
+ 1
m
(t)
i − 1
]([
+ 1
m
(t)
i − 1
]
+ 1
))
= m(t)i
(
k − + 1
2
)
− k
2 + 3k − 2 − 3
2
+
k−∑
j=1
(+ 1 − j (m(t)i − 1))+.
(2) When k − < [(+ 1)/(m(t)i − 1)], we have
m
(t)
i
(
k − + 1
2
)
− k
2 + 3k − 2 − 3
2
+
k−∑
j=1
(+ 1 − j (m(t)i − 1))+
= m(t)i
(k − + 1)(k − )
2
− k
2 + 3k − 2 − 3
2
+ (+ 1)(k − ) − (m(t)i − 1)
(k − + 1)(k − )
2
= −k
2 − 3k + 2 + 3+ 2(+ 1)(k − ) + (k − )(k − + 1)
2
= 0 = dk (m(t)i ).
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Hence Eq. (11) holds. Since E0 =∑Ni=1 m(t)i + L, it is shown from (10) and (11) that
dim Sk ()
(
k + 2
2
)
+ L
(
k − + 1
2
)
+
N∑
i=1
⎡⎣m(t)i (k − + 12
)
− k
2 + 3k − 2 − 3
2
+
k−∑
j=1
(+ 1 − j (m(t)i − 1))+
⎤⎦
=
(
k + 2
2
)
+
(
k − + 1
2
)
E0 − k
2 + 3k − 2 − 3
2
N +
N∑
i=1
⎡⎣k−∑
j=1
(+ j + 1 − jm(t)i )+
⎤⎦
.
It is easy to see from the arbitrariness of the coding method t that the proof of Theorem 3.1 is completed. 
It is obvious from Theorems 2.2 and 3.1 that the upper bound and the lower bound of dim Sk () are equal when
m
(t)
i + 2 or m(t)i (k + 1)/(k − ) for every vi (i = 1, 2, . . . , N).
Corollary 3.3. For a given triangulation , if there is a coding manner t such that m(t)i  + 2 for every vi (i =
1, 2, . . . , N), then Sk () space is non-singular over triangulation  (or  is generic for Sk ), and
dim Sk () =
(
k + 2
2
)
+
(
k − + 1
2
)
E0 − k
2 + 3k − 2 − 3
2
N .
Corollary 3.4. For a given triangulation , if there is a coding manner t such that m(t)i (k + 1)/(k − ) for every
vi (i = 1, 2, . . . , N), then
dim Sk () =
(
k + 2
2
)
+
(
k − + 1
2
)
E0 − k
2 + 3k − 2 − 3
2
N +
N∑
i=1
⎡⎣k−∑
j=1
(+ j + 1 − jm(t)i )+
⎤⎦ ,
i.e., the equality in (5) holds.
3.3. Examples
Some examples are listed in this section to illustrate our result more clearly. The vertex orders that give the lowest
possible values for the upper bound in Theorem 2.2 are considered in the following examples.
Example 3.1. Consider the spaceS13(1), where1 is shown in Fig. 1.Obviously, ei=3 (i=1, 2, 3), e˜1=3, e˜2=2, e˜3=
2,mi = 3 (i = 1, 2, 3). From [22], 16 dim S13(1)18. Our result gives a better estimate 16 dim S13(1)16,
i.e., dim S13(1) = 16. In fact, since ei = mi (i = 1, 2, 3), this triangulation is non-singular for arbitrary Sk space.
Moreover, dim Sk (1) = lb.
Example 3.2. Consider the space S12(2), where 2 is shown in Fig. 2. If we code the vertices as shown in Fig. 2,
then
e1 = 2, e2 = 3, e3 = 3, e4 = 3, e5 = 5,
e˜1 = 2, e˜2 = 2, e˜3 = 2, e˜4 = 2, e˜5 = 2,
m1 = 2, m2 = 3, m3 = 3, m4 = 2, m5 = 4.
From [22], 8 dim S12(2)12. And we obtain 8 dim S12(2)9. Obviously, our upper bound is better. In fact,
the dim S12(2) = 9 can be gotten via the formula in [22].
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Example 3.3. Coding the vertices in 3 as shown in Fig. 3, then
e1 = 2, e2 = 4, e3 = 2, e4 = 4, e5 = 2, e6 = 4, e7 = 3,
e˜1 = 2, e˜2 = 3, e˜3 = 2, e˜4 = 3, e˜5 = 2, e˜6 = 2, e˜7 = 0,
m1 = 2, m2 = 4, m3 = 2, m4 = 3, m5 = 2, m6 = 2, m7 = 3.
Ref. [22] gives 72 dim S14(3)85, 128 dim S15(3)147, and our result shows 72 dim S14(3)73,
128 dim S15(3)129. Obviously, our result improves the upper bound in Theorem 2.2.
Example 3.4. Consider the space S23 (4). Coding the vertices as shown in Fig. 4, then e1 = 5, e2 = 5, e3 = 5;
e˜1 = 5, e˜2 = 4, e˜3 = 3. If the slopes of edges attached to every interior vertex are different, then mi = e˜i . But if
one of the slopes of l4, l5, l6 is the same to the slope of v or w, then the three interior vertices can be ordered such
that mi4 (i = 1, 2, 3) (for example, if l4 or l5 is collinear with v, the order of the interior vertices is shown as in
Fig. 4). According to Corollary 3.3, the triangulation for S23 space is non-singular. However, it seems that this conclusion
cannot be obtained from Theorem 2.2, which implies the advantage of the improvement of the upper bound.
Z. Luo et al. / Journal of Computational and Applied Mathematics 220 (2008) 34–50 45
1
23
4
5
6
7
Fig. 3.
1 2
3
l8
l9
l1
l2
l3
l4
l5l6
l7
u
v w
Fig. 4.
4. The relation between topological properties of triangulation and its structure matrix
For a given triangulation on R2, let m(t)i be deﬁned as in Section 3.1.
Deﬁnition 4.1. For a given triangulation  and a coding manner t, let
m(t) =
∑
vi
(3 − m(t)i )+
and
m() = min
all t
m(t).
We call m(t) and m() the corresponding number depending on the coding manner t to the triangulation  and the
corresponding number of , respectively.
Now, we present the main result of this paper.
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Theorem 4.2. Let  be an arbitrary planar triangulation. Then the inequality
	(, 1)m()
holds for the spline spaces S12(), S13().
To prove this theorem, the following preparing work are necessary. Suppose that a matrix D has the following form:
D =
⎛⎜⎜⎜⎜⎝
D11 D12 D13 · · · · · · D1n
0 D22 D23 · · · · · · D2n
...
. . .
. . .
...
0 · · · 0 Dmm · · · Dmn
⎞⎟⎟⎟⎟⎠ ,
where Dij (j i) is a matrix block. Dii (i = 1, . . . , m) has one of the following form:(
Mri×ni
Ini
)
and (0si×ti Isi ),
where ri, ni, si , ti are all constants and ri0, ni0, si0, ti0, Mri×ni is a matrix with ri rows and ni columns,
0si×ti is 0 matrix with si rows and ti columns, and Ini is the identity matrix of order ni . We call D a quasi-diagonal
block matrix.
For every Dii in D, deﬁne
di =
⎧⎨⎩ ri if Dii =
(
Mri×ni
Ini
)
, ni > 0,
0 if Dii = (0si×ti , Isi ).
If ni = 0 (it means Dii does not exist), we deﬁne di = row number of Dij (j > i).
Lemma 4.3. For the quasi-diagonal block matrix D, rank(D)row of D −∑mi=1 di .
Proof. Let Bi = (0, . . . , 0,Dii, . . . , Din). Then D = (BT1 , BT2 , . . . , BTm)T. For every Bi (1 im), we wipe off the
ﬁrst di rows of matrix Bi and get a new matrix, denoted by B ′i (if di = 0, we do not wipe off any row of matrix Bi ,
B ′i = Bi). It is obvious that each B ′i has the following form:
B ′i = (0, . . . , 0,D′ii , . . . , D′in),
where D′ii = Ini or (0si×ti , Isi ), 1 im. Let D′ = (B ′T1, B ′T2, . . . , B ′Tm)T. Then
D′ =
⎛⎜⎜⎜⎜⎝
D′11 D′12 D′13 · · · · · · D′1n
0 D′22 D′23 · · · · · · D′2n
...
. . .
. . .
...
0 · · · 0 D′mm · · · D′mn
⎞⎟⎟⎟⎟⎠ .
It is known from the form of D′ii (1 im) that the matrix D′ is full rank of row and the rank of matrix D′ is row of
D −∑mi=1 di . Since matrix D′ is obtained by wiping off some rows of D,
rank(D)rank(D′) = row of D −
m∑
i=1
di .
The proof is completed. 
Proof of Theorem 4.2. For any given coding manner t to the triangulation, we establish the structure matrix accord-
ing to the following procedure: For all interior vertices from v1 to vN , we write out all the corresponding conformality
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equations. For v1, there are m(t)1 edges connected to v1 with boundary vertices, and no any constrained equation on
these m(t)1 edges. So the number of constrained equations for v1 should be Ev1 −m(t)1 ; For vi , there are m(t)i edges such
that either no any constrained equation or the constrained equations have been considered by the ﬁrst i − 1 vertices,
hence the number of the constrained equations at vi is Evi −m(t)i . Therefore the system of equations is obtained by the
above method,
G(, 1)−→X = −→B ,
where
G(, 1) =
⎛⎜⎜⎜⎜⎝
V1,1 V1,2 · · · V1,N
V2,1 V2,2 · · · V2,N
...
...
...
VN,1 VN,2 · · · VN,N
⎞⎟⎟⎟⎟⎠ ,
X = ((1)v1 , (2)v1 , . . . , 
(Ev1−3)
v1 , 
(1)
v2 , 
(2)
v2 , . . . , 
(Ev2−3)
v2 , . . . , 
(1)
vN
, (2)vN , . . . , 
(EvN −3)
vN )
and
−→
B = (B1, B2, . . . , BN)T,
column number of (Vi,j ) = Evj − 3, i = 1, . . . , N ,
row number of (Vs,t ) = row number of (Bt ) = Evs − m(t)s (s = 1, . . . , N).
Then the above system of equations can be written as the following n systems of equations:
(V1,1 V1,2 · · ·V1,N )X = B1, (12.1)
(V2,1 V2,2 · · ·V2,N )X = B2, (12.2)
...
(VN,1 VN,2 · · ·VN,N)X = BN . (12.N )
The system of equations (12.i) is made up of Evi − m(t)i equations, which are generated from the corresponding
Evi − m(t)i constrained equations at vi according to the above procedure. The Ev1 − m(t)1 equations in the system of
equations (12.1) contain unknown constants (1)v1 , . . . , 
(Nv1−3)
v1 . To the system of equations (12.2), we claim that the
Nv2 − m(t)2 equations in (12.2) do not contain unknown constants (1)v1 , . . . , 
(Nv1−3)
v1 . In fact, suppose there exists one
constrained equation containing an unknown constants (k)v1 in (12.2), then this constrained equation is related with v1.
According to the procedure for establishing the structure matrix, it should be considered in the previous process of v1.
Hence, this constrained equation must be in the system of equations (12.1), which implies that V2,1 = 0.
Similarly to the case of v2, the system of equations (12.i) does not contain the unknown vectors
(1)v1 , . . . , 
(Ev1−3)
v1 , 
(1)
v2 , . . . , 
(Ev2−3)
v2 , . . . , 
(1)
vi−1 , . . . , 
(Evi−1−3)
vi−1 .
Thus, we have Vi,j = 0 (j < i).
Since Vi,i in the system of equations (12.i) is obtained by wiping off the ﬁrst m(t)i rows of the matrix of the generator
basis of degree 0 at the vertex vi , we have:
(1) if mi < 3, then
Vi,i =
(
M
(3−m(t)i )×(Evi −3)
IEvi −3
)
,
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(2) if m(t)i 3, then Vi,i = (0(Evi −m(t)i )×(m(t)i −3), IEvi −m(t)i ). Hence, G(, 1) is of the form
G(, 1) =
⎛⎜⎜⎜⎜⎝
V1,1 V1,2 · · · V1,N
0 V2,2 · · · V2,N
...
. . .
...
0 · · · 0 VN,N
⎞⎟⎟⎟⎟⎠ .
From the form of Vi,i , we know that G(, 1) is a quasi-diagonal block matrix and di = (3 − m(t)i )+. Finally from
Lemma 4.3 we have
rank(G(, 1))row number of (G(, 1)) −
N∑
i=1
di .
Thus 	(, 1)m(k) and the proof is completed from the arbitrariness of the manner t. 
We have to point out the following facts: For G(, 1), if Evj = 3, then the column number of Vi,j (i = 1, . . . , N)
are all zero and Vi,j (i = 1, . . . , N) do not exist. If Evs = m(t)s , row number of Vs,t (t = 1, . . . , n) are all zero and
Vs,t (t = 1, . . . , N) do not exist.
One can easily prove from Theorems 2.3, 2.4 and 4.2 that the following conclusions hold.
Theorem 4.4. Suppose that  is a planar triangulation. If m()2, then the triangulation  is non-singular
(or generic) for S13 .
Theorem 4.5. Suppose that  is a planar triangulation. If m() = 0, then the triangulation  is non-singular
(or generic) for S12 .
5. Strategy of non-singular triangulation
In this section, we give a strategy of triangulation  for a set of scattered points in the plane which ensures the
non-singularity of S12() and S
1
3() (or  is generic for S12 and S13 ).
For a given scattered planar point set 
, denoted the total number of points in 
 by n. We ﬁx a convex polygonal
boundary of 
, and denote the boundary vertices by B1, B2, . . . , Bm.
Step I: Let Bj , Bj+1, Bj+2 be three adjacent boundary points,
1. If there exists vertex v which satisﬁes the following conditions:
(1) vBj , vBj+1, vBj+2 have different slopes;
(2) they do not intersect with other edges;
(3) satisﬁes the minmax criterion,
connect vBj , vBj+1, vBj+2, then a new polygon determined by the new boundary points B1, . . . , Bj , v,
Bj+2, . . . , Bm is obtained, and v is denoted by v1.
2. If there exist no vertex satisfying the above conditions, then we connect BjBj+2 directly and get a new polygon
with boundary points B1, . . . , Bj , Bj+2, . . . , Bm. For the new boundary, we repeat the above process until a vertex
v satisfying the above conditions is found and denoted as v1.
It is obvious that m13.
Step II: By repeating step I, v2, . . . , vj are ﬁxed successively, the desired initial triangulation 0 is obtained, and the
relevant indexes satisfying mi3 (i = 2, . . . , ).
After obtaining the triangulation 0, some points of 
 are still possibly remained in the interior of some triangles or
on some edges of the triangulation 0.
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Step III:
1. For any remained point in a triangle of 0, denoted vj+1, we connect it with the three vertices of this triangle. Then
we get a new triangulation 1. It is obvious that mj+13.
2. Repeat step III1 until there is no vertex located in the interior of triangle of 1. Suppose the vertices obtained by
Step III are vj+2, . . . , vk , then obviously mi3 (i = j + 2, . . . , k).
Step IV: For the triangulation obtained at present, there also possibly have some points of 
 located on some edges
of 1. These vertices can be ordered (arbitrarily) and are denoted by vk+1, . . . , vn. For any vi (i = k + 1, . . . , n) lying
on edge e (e must be a common edge of two triangles), we connect vi with the vertices of these two triangles and obtain
the ﬁnal triangulation. This process implies that mi3 (i = k + 1, . . . , n).
In this paper, a triangulation strategy is given in order to ensures the non-singularity of S12() and S
1
3(). The
uniqueness and optimization of the triangulation and the self-adaptive non-singular triangulation of any given scattered
data will be discussed in consequent papers.
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