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CLASSIFICATION OF EQUIVARIANT VECTOR BUNDLES
OVER TWO-SPHERE
MIN KYU KIM
Abstract. We classify equivariant topological complex vector bundles over
two-sphere under a compact Lie group (not necessarily effective) action. It is
shown that nonequivariant Chern classes and isotropy representations at (at
most) three points are sufficient to classify equivariant vector bundles except
a few cases. To do it, we calculate homotopy of the set of equivariant clutch-
ing maps. In other papers, we also give classifications over two-torus, real
projective plane, Klein bottle.
1. Introduction
In topology, nonequivariant complex vector bundles can be classified just by
calculating their Chern classes under a dimension condition [P]. However, there
is no such general result on equivariant vector bundles. Instead, a few results on
extreme cases are known. Let us mention four of them. Let a compact Lie group
G act on a topological space X.
• If G is trivial, then G-vector bundles over X are just nonequivariant vector
bundles, and are classified by their Chern classes in H∗(X).
• In [At, Proposition 1.6.1], [S, p. 132], G-vector bundles over a free G-space
X are in one-to-one correspondence with nonequivariant vector bundles
over X/G, and are classified by Chern classes in H∗(X/G).
• For a closed subgroup H of G and any point x in X = G/H, G-vector
bundles over X are classified by their isotropy representations at x which
are contained in Rep(Gx). For this, see [S, p. 130], [B, Proposition II.3.2].
In [CKMS], G-vector bundles over X = S1 are classified by their isotropy
representations at (at most) two points.
Since invariants live in H∗(X), H∗(X/G), Rep(Gx), these results might be consid-
ered to have three different types. In this paper, we classify equivariant topological
complex vector bundles over two-sphere under a compact Lie group (not necessarily
effective) action. Readers will see those different types at once in it. By develop-
ing ideas and machineries of it, classification over two-torus is given in [Ki1] which
shows that our method is not restrictive. Classifications over real projective plane
and Klein bottle are also obtained as corollaries in [Ki2], [Ki3]. After these, clas-
sification of equivariant holomorphic vector bundles over Riemann sphere under a
holomorphic complex reductive group (not necessarily effective) action will follow
which is an equivariant version of Grothendieck’s Theorem for holomorphic vector
bundles on Riemann sphere [G], and is the motivation for the paper.
To state main results, we need introduce several notations. It is well-known that
a topological action on S2 by a compact Lie group is conjugate to a linear action
[Ko, Theorem 1.2], [CK]. Let a compact Lie group G act linearly (not necessarily
effectively) on the unit sphere S2 in R3 through a representation ρ : G → O(3).
Let VectG(S
2) be the set of isomorphism classes of topological complex G-vector
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bundles over S2 with the given G-action. For a bundle E in VectG(S
2) and a point
x in S2, denote by Ex the isotropy Gx-representation on the fiber at x. It is needed
to decompose VectG(S
2) as the sum of more simple subsemigroups. For this, some
terminologies are introduced. Put H = kerρ, i.e. the kernel of the G-action on S2.
Let Irr(H) be the set of characters of irreducible complex H-representations which
has a G-action defined as
(g · χ)(h) = χ(g−1hg)
for χ ∈ Irr(H), g ∈ G, h ∈ H. Sometimes, we also use the notation Irr(H) to denote
the set of isomorphism classes of irreducible complex H-representations themselves.
For χ ∈ Irr(H), an H-representation is called χ-isotypical if its character is a
multiple of χ. We slightly generalize this concept. For χ ∈ Irr(H) and a compact
Lie group K satisfying H ⊳K < G and K · χ = χ, a K-representation W is called
χ-isotypical if resKH W is χ-isotypical, and denote by VectK(S
2, χ) the set{
[E] ∈ VectK(S2)
∣∣ Ex is χ-isotypical for each x ∈ S2 }
where S2 delivers the restricted K-action. In [CKMS], the (isotypical) decomposi-
tion of a G-bundle is defined, and from this a semigroup isomorphism is constructed
to satisfy
VectG(S
2) ∼=
⊕
χ∈Irr(H)/G
VectGχ(S
2, χ)
where Gχ is the isotropy subgroup of G at χ. As a result, our classification is
reduced to VectGχ(S
2, χ) for each χ ∈ Irr(H). Details are found in [CKMS, Section
2].
The classification of VectGχ(S
2, χ) is highly dependent on the Gχ-action on
the base space S2, i.e. on the image ρ(Gχ), and classification is actually given
case by case according to ρ(Gχ). So, we need to describe ρ(Gχ) in a moderate
way. For this, we would list all possible ρ(Gχ)’s up to conjugacy, and then assign
an equivariant simplicial complex structure of S2 to each finite ρ(Gχ). Cases of
nonzero-dimensional ρ(Gχ) are relatively simple and separately dealt with as special
cases. First, let us define some polyhedra. Let Pm for m ≥ 3 be the regular m-gon
on xy-plane in R3 whose center is the origin and one of whose vertices is (1, 0, 0).
Then,
(1) |Km| is defined as the boundary of the convex hull of Pm, S = (0, 0,−1),
N = (0, 0, 1),
(2) |KT| is defined as the tetrahedron which is the boundary of the convex hull
of four points (13 ,
1
3 ,
1
3 ), (− 13 ,− 13 , 13 ), (− 13 , 13 ,− 13 ), (13 ,− 13 ,− 13 ), and which
is inscribed to |K4|,
(3) |KI| is defined as an icosahedron which has the origin as the center.
With these, denote natural simplicial complex structures on |Km|, |KT|, |KI| by Km,
KT, KI, respectively. Then, it is well-known that each closed subgroup of SO(3) is
conjugate to one of the following subgroups [R, Theorem 11]:
(1) Zn generated by the rotation an through the angle 2π/n around z-axis,
(2) Dn generated by an and the rotation b through the angle π around x-axis,
(3) the tetrahedral group T which is the rotation group of |KT|,
(4) the octahedral group O which is the rotation group of |K4|,
(5) the icosahedral group I which is the rotation group of |KI|,
(6) SO(2) which is the set of rotations around z-axis,
(7) O(2) which is defined as 〈SO(2), b〉,
(8) SO(3) itself.
Note that T ⊂ O, and pick an element o0 of O \T so that O = 〈T, o0〉. And, denote
by Z the centralizer {id,− id} of O(3). In Section 2, it is shown that each closed
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subgroup of O(3) is conjugate to an R-entry of Table 1.1 (there is no literature on
this as far as the author knows). In the table, the notation × means internal direct
product of two subgroups in O(3). Henceforward, it is assumed that ρ(Gχ) = R
for some R. Let O(3) and their subgroups act naturally on R3. To each finite R,
we assign a simplicial complex KR of Table 1.1 where KO is defined in the below.
Each |KR| is invariant under the natural R-action on R3 as shown in Section 3,
and is also invariant under the Gχ-action defined through ρ. So, we assume that
|KR| delivers the Gχ-action, and that KR delivers the Gχ-action inherited from it.
Henceforward, we consider |KR| as the base space instead of the usual two-sphere
S2 when R is finite.
R KR DR d
−1
Dn, n > 1 Kn [v0, b(e0)] S
Zn Kn |e0| S
Dn×Z, odd n K2n [v0, b(e0)] S
〈an,−b〉, odd n K2n [b(e0), v1] ∪ [v1, b(e1)] S
Zn × Z, odd n K2n |e0| S
Dn×Z, even n Kn [v0, b(e0)] S
〈an,−b〉, even n Kn [v0, b(e0)] S
〈−an, b〉, odd n/2, n > 2 Kn/2 |e
0| S
〈−an, b〉, even n/2 Kn [v0, b(e0)] S
〈−an,−b〉, odd n/2, n > 2 Kn [b(e0), v1] ∪ [v1, b(e1)] S
〈−an,−b〉, even n/2 Kn [v0, b(e0)] S
Zn × Z, even n, n > 2 Kn |e0| S
〈−an〉, odd n/2, n > 2 Kn/2 |e
0| S
〈−an〉, even n/2 Kn |e0| S
T KT [v
0, b(e0)] b(f−1)
O KO [v
0, b(e0)] b(f−1)
I KI [v
0, b(e0)] b(f−1)
〈T,−o0〉 KT [v
0, b(e0)] b(f−1)
T× Z KO |e
0| b(f−1)
O× Z KO [v
0, b(e0)] b(f−1)
I× Z KI [v
0, b(e0)] b(f−1)
O(3) {v0} v0
O(2)× Z {v0} S
〈SO(2),−b〉 {v0} S
〈SO(2),−a2〉 {v0} S
SO(3) {v0} v0
O(2) {v0} S
SO(2) {v0} S
Table 1.1. KR, DR, d−1 for closed subgroup R
In dealing with equivariant vector bundles over two-sphere, we need to consider
isotropy representations at a few points (at most three points) of |KR|. To specify
those points, we introduce some more notations. When m ≥ 3, denote by vi the
vertex exp
(
2pii
√−1
m
) ∈ R2 of Km, and by ei the edge of Km connecting vi and
vi+1 for i ∈ Zm. These notations are illustrated in Figure 10.1. When we use the
notation Zm to denote an index set, it is just the group Z/mZ of integers modulo
m. In Section 3, Km, vi, ei for m = 1, 2 are also defined. We would define similar
notations for KT, KI. For KT, KI, pick two adjacent faces in each case, and call
them f−1 and f0. And, label vertices of f−1 as vi for i ∈ Z3 to satisfy
(1) v0, v1, v2 are arranged in the clockwise way around f−1,
(2) v0, v1 are contained in f−1 ∩ f0.
For i ∈ Z3, denote by ei be the edge connecting vi and vi+1, and by f i the face which
is adjacent to f−1 and contains the edge ei.We distinguish the superscripts −1 and
4 MIN KYU KIM
2 only for f i, i.e. f−1 6= f2 in contrast to v−1 = v2, e−1 = e2. These notations are
illustrated in Figure 4.1.(a). Here, we define one more simplicial complex denoted
by KO which is the same simplicial complex with K4 but has the same convention
of notations vi, ei, f−1, f i with KT, KI. Also, put |KO| = |K4|. These notations are
illustrated in Figure 4.2.(a). With these notations, we explain forDR-entry of Table
1.1. To each finite R, we assign a path DR (called the (closed) one-dimensional
fundamental domain) in |KR| which is listed in the third column of Table 1.1 where
b(σ) is the barycenter of σ for any simplex σ and [x, y] is the shortest path in |K|
for any simplicial complex K and two points x, y in |K|. And, let d0 and d1 be
boundary points of DR such that d
0 is nearer to v0 than d1. Here, we define one
more point d−1 for each finite R which is listed in the fourth column in Table 1.1. If
R is one-dimensional, then denote by DR the one point set {v0 = (1, 0, 0)}, and let
d−1, d0, d1 be equal to S, v0, v0, respectively. Similarly, if R is three-dimensional,
then denote by DR the one point set {v0 = (1, 0, 0)}, and let d−1, d0, d1 be all equal
to v0. So far, we have defined d−1, d0, d1 for each R. Then, {S,N} or {d−1, d0, d1}
are wanted points according to R, and we will consider the restriction E|{S, N} or
E|{d−1, d0, d1} for each E in VectGχ(S2, χ). Define the following semigroup which
will be shown to be equal to the set of all the restrictions:
Definition 1.1. For χ ∈ Irr(H), assume that ρ(Gχ) = R for some R of Table 1.1.
(1) If R = Zn, 〈an,−b〉, SO(2), 〈SO(2),−b〉, then let AGχ(S2, χ) be the semi-
group of pairs (WS ,WN ) in Rep(Gχ)
2 satisfying
i) WS is χ-isotypical,
ii) res
Gχ
(Gχ)x
WS ∼= resGχ(Gχ)x WN for x = d0, d1.
And, let pvect : VectGχ(S
2, χ) → AGχ(S2, χ) be the semigroup homomor-
phism defined as [E] 7→ (ES , EN ).
(2) Otherwise, let AGχ(S
2, χ) be the semigroup of triples (Wd−1 ,Wd0 ,Wd1) in
Rep
(
(Gχ)d−1
)× Rep ((Gχ)d0)× Rep ((Gχ)d1) satisfying
i) Wd−1 is χ-isotypical,
ii) Wd1 ∼= gWd0 if there exists g ∈ Gχ such that gd0 = d1,
iii) for any two points x, x′ of three points d−1, d0, d1,
res
(Gχ)x
(Gχ)x∩(Gχ)x′ Wx
∼= res(Gχ)x′(Gχ)x∩(Gχ)x′ Wx′ .
And, let pvect : VectGχ(S
2, χ) → AGχ(S2, χ) be the semigroup homomor-
phism defined as [E] 7→ (Ed−1 , Ed0 , Ed1).
See Definition 8.1 for the superscript g. Well-definedness of pvect is proved in
Lemma 8.2 and Lemma 11.1. Put I = {0, 1} and I+ = {−1, 0, 1}. And, denote
a triple (Wd−1 ,Wd0 ,Wd1) by (Wdi)i∈I+ . Especially, if ρ(Gχ) = SO(3), O(3), then
AGχ(S
2, χ) is equal to the set{
(Wdi)i∈I+ ∈ Rep
(
(Gχ)v0
)3 ∣∣∣ Wdi ’s are the same χ-isotypical representation},
and pvect becomes an isomorphism by classification over homogeneous space.
Now, we can state main results. Let c1 : VectGχ(S
2, χ) → H2(S2) be the map
defined as [E] 7→ c1(E). Denote by lR the number |Gχ|/|Gχ(DR)| where Gχ(DR)
is the subgroup of Gχ preserving DR.
Theorem A. Assume that ρ(Gχ) = R is equal to one of Zn, Dn, T, O, I. Then,
pvect is surjective, and
pvect × c1 : VectGχ(S2, χ)→ AGχ(S2, χ)×H2(S2)
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is injective. More precisely, bundles in p−1vect(W) for each W in AGχ(S
2, χ) have all
different Chern classes, and c1
(
p−1vect(W)
)
is equal to
{
χ(id)
(
lRk + k0
) ∣∣ k ∈ Z }
where k0 is dependent on W.
Theorem B. Assume that ρ(Gχ) = R is equal to one of Zn×Z with odd n, 〈−an〉
with even n/2. For each W in AGχ(S
2, χ), its preimage p−1vect(W) has exactly two
elements which have the same Chern class. Also, [E⊕E1] 6= [E⊕E2] for any bundles
E, E1, E2 in VectGχ(S
2, χ) such that pvect([E1]) = pvect([E2]) and [E1] 6= [E2].
Theorem C. Assume that ρ(Gχ) = R for some R of Table 1.1 which is not equal
to any group appearing in the above two theorems. Then, pvect is an isomorphism.
Theorem C says that isotropy representations at some points classify equivariant
vector bundles for some R’s. Comparing to this, Theorem A, B might be unsatis-
factory to some readers because statements on Chern classes, especially k0, are not
so concrete. To handle this, we show the following:
Theorem D. Assume that ρ(Gχ) = R for some R appearing in Theorem A, B.
Then, VectGχ(S
2, χ) is isomorphic to VectR(S
2) as semigroups, and VectR(S
2) is
generated by line bundles. Also, AR(S
2, id) is generated by all the elements with
one-dimensional entries. The number of such elements is equal to{ |RS | × |RN | if R = Zn,
|Rd−1 | × |Rd0 | × |Rd1 | if R 6= Zn
where Rx is the isotropy subgroup at x ∈ S2 and we denote simply by id the trivial
character of the trivial group.
In Section 13, we calculate Chern classes of line bundles in VectR(S
2), and from
this we obtain k0. Also in Section 13, we explain for the reason why we prove the
isomorphism of Theorem D only for R’s appearing in Theorem A, B.
This paper is organized as follows. In Section 2, we list all closed subgroups
of O(3) up to conjugacy. In Section 3, we give an equivariant simplicial complex
structure KR on S2 according to finite R, and investigate equivariance of S2 by cal-
culating isotropy subgroups at vertices and barycenters of |KR|. Section 4∼12 are
divided into three parts. In Section 4∼9, we first deal with cases when KR = KT,
KO, KI. In Section 4, we introduce a new simplicial complex denoted by K¯R which
is just a disjoint union of faces of KR, and consider |KR| as a quotient space of
the underlying space |K¯R|. Also, we consider an equivariant vector bundle over S2
as an equivariant clutching construction of an equivariant vector bundle over |K¯R|.
For this, we define equivariant clutching map. In Section 5, we investigate relations
among VectGχ(S
2, χ), AGχ(S
2, χ), and homotopy of the set of equivariant clutch-
ing maps. From these relations, it is shown that our classification in most cases is
obtained by calculation of the homotopy. In Section 6, we develop our machinery
called equivariant pointwise gluing which glues an equivariant vector bundle over a
finite set through a map called equivariant pointwise clutching map. In calculation
of the homotopy, equivariant pointwise clutching map plays a key role because an
equivariant clutching map can be considered as a continuous collection of equivari-
ant pointwise clutching maps. Here, the concept of representation extension enters
with which equivariant pointwise gluing is described in the language of representa-
tion theory. In this way, the homotopy is techniquely related to AGχ(S
2, χ), and
calculation of it becomes reduced to calculation of a relative (nonequivariant) ho-
motopy. So, we prove a lemma on relative homotopy in Section 7. In Section 8, we
prove technical lemmas needed in dealing with equivariant clutching maps through
equivariant pointwise clutching maps. In Section 9, we prove main theorems for
cases when KR = KT, KO, KI. In Section 10∼11, we second deal with cases when
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KR = Km for some m ∈ N. In Section 10, we rewrite what we have done in Section
4, 5, 8 to be in accordance with Km. In Section 11, we prove main theorems for the
cases when KR = Km. In Section 12, we third prove Theorem C for cases when R
is one-dimensional. In Section 13, we prove Theorem D. Section 14 is the appendix
on representation extension.
2. Closed subgroups of O(3)
In this section, we list all closed subgroups of O(3) up to conjugacy. In this
section, the notation × is internal direct product of two subgroups in O(3). Since
Z is the centralizer of O(3), O(3) = SO(3)× Z and this gives the exact sequence
0→ Z →֒ O(3) pr−→ SO(3)→ 0
where pr |SO(3) is the identity map. First, we deal with finite subgroups.
Proposition 2.1. Let R be a finite subgroup of O(3) such that R * SO(3).
(1) If pr(R) is conjugate to Zn, then
R is conjugate to
{
Zn × Z if n is odd,
Zn × Z or 〈−an〉 if n is even.
(2) If pr(R) is conjugate to Dn, then
R is conjugate to

Dn×Z or 〈an,−b〉 if n is odd,
Dn×Z, 〈an,−b〉,
〈−an, b〉, or 〈−an,−b〉 if n is even.
(3) If pr(R) is conjugate to T, then R is conjugate to T× Z.
(4) If pr(R) is conjugate to O, then R is conjugate to O× Z or 〈T,−o0〉.
(5) If pr(R) is conjugate to I, then R is conjugate to I× Z.
Proof. We may assume that pr(R) is equal to one of Zn, Dn, T, O, I. Denote by Rrot
the subgroup R∩SO(3). Then, Rrot is an index two subgroup of R. Denoting pr(R)
by K, Rrot ⊂ K because pr |SO(3) is the identity map. Also, since the preimage
pr−1(g) of g ∈ SO(3) is equal to {g,−g}, it is obtained that R ⊂ K × Z. Here are
two possibilities. First, if Z = ker pr ⊂ R, then |R| = 2|K| so that
(2.1) R = K × Z
from R ⊂ K × Z. Second, if Z * R, then pr |R is injective and |R| = |K| so that
(2.2) |K| = 2|Rrot|
because Rrot is an index two subgroup of R. For an element g0 ∈ K −Rrot and its
preimage pr−1(g0) = {g0,−g0}, R is equal to 〈Rrot, g0〉 or 〈Rrot,−g0〉 because K =
〈Rrot, g0〉 is the injective image of R. However, if R = 〈Rrot, g0〉, then R ⊂ SO(3)
and this contradicts the assumption. So, we obtain
(2.3) R = 〈Rrot,−g0〉.
In the remaining proof, we apply (2.1), (2.2), (2.3) to each possible K.
If K = Zn with odd n and Z ⊂ R, then R = Zn ×Z. If K = Zn with odd n and
Z * R, then K has no index two subgroup so that there exists no possible Rrot in
K. That is, there exists no such R. Therefore, a proof of (1) for odd n is obtained.
If K = Zn with even n and Z ⊂ R, then R = Zn × Z. If K = Zn with even n
and Z * R, then there is the unique index two subgroup 〈a2n〉 of K which should
be equal to Rrot. Since an ∈ K − Rrot, R = 〈Rrot,−an〉 = 〈−an〉 and this is the
proof of (1) for even n.
If K = Dn with odd n and Z ⊂ R, then R = Dn×Z. If K = Dn with odd n
and Z * R, then there is the unique index two subgroup Zn of Dn which should
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be equal to Rrot. Since b ∈ K −Rrot, R = 〈Rrot,−b〉 = 〈an,−b〉 and this is a proof
of (2) for odd n.
If K = Dn with even n and Z ⊂ R, then R = Dn×Z. If K = Dn with even n
and Z * R, then index two subgroups of Dn are Zn, 〈a2n, b〉, 〈a2n, anb〉 which are
candidates for Rrot for some R. If Rrot = Zn, then R = 〈Rrot,−b〉 = 〈an,−b〉. If
Rrot = 〈a2n, b〉, then R = 〈Rrot,−an〉 = 〈−an, b〉. If Rrot = 〈a2n, anb〉, then R =
〈Rrot,−an〉 = 〈−an, anb〉 = 〈−an,−b〉. Therefore, a proof of (2) for even n is
obtained.
If K = T or I, then it is well-known that K has no index two subgroup because
T ∼= A4 and I ∼= A5. So, Z * R can not happen. Therefore, we obtain a proof for
(3) and (5).
If K = O and Z ⊂ R, then R = O × Z. If K = O and Z * R, then T
is the only index two subgroup of O, so Rrot = T. Since o0 ∈ O − T, we have
R = 〈Rrot,−o0〉 = 〈T,−o0〉, and this is a proof of (4).  
In Proposition 2.1, it can be observed that
(1) Dn with n = 1 is conjugate to Zn with n = 2,
(2) 〈−an, b〉 with n = 2 is conjugate to 〈an,−b〉 with n = 2,
(3) 〈−an〉 with n = 2 is conjugate to 〈an,−b〉 with n = 1,
(4) 〈−an,−b〉 with n = 2 is conjugate to 〈an,−b〉 with n = 2,
(5) Zn × Z with n = 2 is conjugate to Dn×Z with n = 1.
To avoid these repetition, we have put conditions ‘n > 1’ or ‘n > 2’ in five R-entries
of Table 1.1.
Second, we deal with closed nonzero-dimensional subgroups of O(3).
Proposition 2.2. Let R be a nonzero-dimensional closed subgroup of O(3) such
that R * SO(3).
(1) If pr(R) is conjugate to SO(2), then R is conjugate to the group SO(2)×Z
= 〈SO(2),−a2〉.
(2) If pr(R) is conjugate to O(2), then R is conjugate to 〈SO(2),−b〉 or O(2)×
Z.
(3) If pr(R) is conjugate to SO(3), then R is conjugate to O(3).
Proof of this is done in a similar way with Proposition 2.1. We have explained
for R-entry of Table 1.1. Here, we calculate some isotropy subgroups for later use.
Lemma 2.3. For each one-dimensional R of Table 1.1 and its natural action on
S2, isotropy subgroups Rv0 and Rv0 ∩RS are calculated as in Table 2.1.
R Rv0 Rv0 ∩RS
O(2) × Z 〈b,−a2〉 〈−a2b〉
〈SO(2),−b〉 〈−a2b〉 〈−a2b〉
〈SO(2),−a2〉 〈−a2〉 〈id〉
O(2) 〈b〉 〈id〉
SO(2) 〈id〉 〈id〉
Table 2.1. Isotropy subgroups at v0 = (1, 0, 0) for closed one-
dimensional subgroups of O(3)
3. Equivariant simplicial complex structures for finite subgroups of
O(3)
Let a finite R of Table 1.1 act naturally on S2. In this section, we explain for
KR- andDR-entries of Table 1.1, and investigate equivariance of |KR| by calculating
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isotropy subgroups at some points. We do these for pr(R) = Zn, Dn, and then for
pr(R) = T, O, I.
First, we define Km and its vi, ei for m = 1, 2 as promised in Introduction.
Denote byK1 the simplicial complex which is the same with K4 but has the following
notations:
v0 = (1, 0, 0),
b(e0) = (−1, 0, 0),
[v0, b(e0)] = [(1, 0, 0), (0, 1, 0)]∪ [(0, 1, 0), (−1, 0, 0)],
|e0| = P4.
And, denote by K2 the simplicial complex which is the same with K4 but has the
following notations:
vi = exp
(
πi
√−1
)
,
b(ei) = exp
( 2π(2i+ 1)√−1
4
)
,
|ei| = [vi, b(ei)] ∪ [b(ei), vi+1]
for i ∈ Z2. Also, let |K1| and |K2| be equal to |K4|. Here, we remark that if KR = K1
and DR = |e0| in Table 1.1, then d0 and d1 are defined as v0. So, we have finished
defining Km for all natural number m. Similarly, denote by Pm for m = 1, 2 the
regular polygon P4. For reader’s convenience, we list all possible R’s with KR = K1
or K2.
R n KR
Dn 2 K2
Zn 1 K1
Zn 2 K2
Dn×Z, odd n 1 K2
〈an,−b〉, odd n 1 K2
Zn × Z, odd n 1 K2
Dn×Z, even n 2 K2
〈an,−b〉, even n 2 K2
Table 3.1. Groups with KR = K1 or K2
Lemma 3.1. There are eight R’s in Table 1.1 which satisfy pr(R) = Zn, Dn and
KR = K1, K2. They are listed in Table 3.1.
Now, we explain for KR-entry of Table 1.1 when pr(R) = Zn, Dn . Denoting by
mR the number |R|/|Rv0 |, we can check that KR is equal to KmR . Since R · v0 is
equal to the set of vertices of KmR in xy-plane, |KR| and KR are R-invariant for
each R. Here, we calculate Rv0 .
Lemma 3.2. For each finite R of Table 1.1 such that pr(R) = Zn, Dn, isotropy
subgroups Rv0 , Rv0 ∩ RS are calculated as in Table 3.2 when R acts naturally on
S2.
Proof. By calculation, Rv0 = 〈b〉 for R = Dn×Z with odd n, and Rv0 = 〈−an/2n , b〉
for R = Dn×Z with even n. Other R’s are subgroups of one of these two. So,
Rv0 = R ∩ (Dn)v0 is easily calculated, and from this the group Rv0 ∩ RS is also
obtained.  
We calculate other isotropy subgroups.
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R Rv0 Rv0 ∩ RS
Dn, n > 1 〈b〉 〈id〉
Zn 〈id〉 〈id〉
Dn×Z, odd n 〈b〉 〈id〉
〈an,−b〉, odd n 〈id〉 〈id〉
Zn × Z, odd n 〈id〉 〈id〉
Dn×Z, even n 〈−a
n/2
n , b〉 〈−a
n/2
n b〉
〈an,−b〉, even n 〈−a
n/2
n b〉 〈−a
n/2
n b〉
〈−an, b〉, odd n/2, n > 2 〈−a
n/2
n , b〉 〈−a
n/2
n b〉
〈−an, b〉, even n/2 〈b〉 〈id〉
〈−an,−b〉, odd n/2, n > 2 〈−a
n/2
n 〉 〈id〉
〈−an,−b〉, even n/2 〈−a
n/2
n b〉 〈−a
n/2
n b〉
Zn × Z, even n, n > 2 〈−a
n/2
n 〉 〈id〉
〈−an〉, odd n/2, n > 2 〈−a
n/2
n 〉 〈id〉
〈−an〉, even n/2 〈id〉 〈id〉
Table 3.2. Isotropy subgroup at v0 for pr(R) = Zn or Dn .
Lemma 3.3. Let R be a finite group in Table 1.1 such that pr(R) = Zn, Dn .
Isotropy subgroups Rb(e0), Rb(e0) ∩RS , Rx are calculated as in Table 3.3 where x is
a point in PmR − {vi, b(ei)|i ∈ ZmR}.
R KR Rb(e0) Rb(e0) ∩ RS Rx
Dn, n > 1 Kn 〈anb〉 〈id〉 〈id〉
Zn Kn 〈id〉 〈id〉 〈id〉
Dn×Z, odd n K2n 〈−a
(n+1)/2
n b〉 〈−a
(n+1)/2
n b〉 〈id〉
〈an,−b〉, odd n K2n 〈−a
(n+1)/2
n b〉 〈−a
(n+1)/2
n b〉 〈id〉
Zn × Z, odd n K2n 〈id〉 〈id〉 〈id〉
Dn×Z, even n Kn 〈−a
n/2
n , anb〉 〈−a
n/2+1
n b〉 〈−a
n/2
n 〉
〈an,−b〉, even n Kn 〈−a
n/2+1
n b〉 〈−a
n/2+1
n b〉 〈id〉
〈−an, b〉, odd n/2, n > 2 Kn/2 〈−a
n/2
n , a
2
nb〉 〈−a
n/2+2
n b〉 〈−a
n/2
n 〉
〈−an, b〉, even n/2 Kn 〈−a
n/2+1
n b〉 〈−a
n/2+1
n b〉 〈id〉
〈−an,−b〉, odd n/2, n > 2 Kn 〈−a
n/2
n , anb〉 〈−a
n/2+1
n b〉 〈−a
n/2
n 〉
〈−an,−b〉, even n/2 Kn 〈anb〉 〈id〉 〈id〉
Zn × Z, even n, n > 2 Kn 〈−a
n/2
n 〉 〈id〉 〈−a
n/2
n 〉
〈−an〉, odd n/2, n > 2 Kn/2 〈−a
n/2
n 〉 〈id〉 〈−a
n/2
n 〉
〈−an〉, even n/2 Kn 〈id〉 〈id〉 〈id〉
Table 3.3. Isotropy subgroups for pr(R) = Zn, Dn .
Proof. Since the R-action on |KR| is simplicial, any element g in Rx fixes the whole
PmR . Therefore, Rx = 〈id〉 or 〈−an/2n 〉 for even n, and it is easy to calculate Rx.
Observing thatRb(e0) is isomorphic to a subgroup of Z2×Z2 and thatRx ⊂ Rb(e0)
and Rb(e0)/Rx ∼= 〈id〉 or Z2, we can calculate Rb(e0) case by case.  
Remark 3.4. In the cases of 〈an,−b〉 with odd n and 〈−an,−b〉 with odd n/2, it is
observed that |Rv0 | > |Rb(e0)|, so R does not act transitively on b(ei)’s. And, in the
case of 〈−an,−b〉 with odd n/2, we additionally calculate Rb(e1) = 〈−an/2n , a3nb〉. 
Here, we explain for DR.
Lemma 3.5. For each finite R of Table 1.1 such that pr(R) = Zn, Dn, the R-orbit
of the DR-entry in Table 1.1 covers PmR , and DR is a minimal path satisfying such
a property. So, any interior point x of DR is not moved to other point in DR by R.
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Proof. First, observe that |Rv0 | = |Rb(e0)| if and only if R acts transitively on
b(ei)’s because R acts transitively on vi’s and |KR| has the same number of vi’s
and b(ei)’s. And, R acts transitively on b(ei)’s if and only if the R-orbit of |e0|
cover PmR . By Table 3.2 and 3.3, |Rv0 | = |Rb(e0)| except two cases 〈an,−b〉 with
odd n and 〈−an,−b〉 with odd n/2. If |Rv0 | = |Rb(e0)| and Rb(e0)/Rx ∼= Z2, then
[v0, b(e0)] can be moved to [b(e0), v1] by R so that the R-orbit of [v0, b(e0)] covers
PmR . In the other side, if |Rv0 | = |Rb(e0)| and Rb(e0) = Rx, then the R-orbit of
[v0, b(e0)] does not cover PmR . If |Rv0 | < |Rb(e0)|, then the R-orbit of |e0| does
not cover PmR because R does not act transitively on b(e
i)’s, but the R-orbit
of [b(e0), v1] ∪ [v1, b(e1)] covers PmR because R acts transitively on vi’s. So, the
remaining of proof is done by comparing Table 3.2 with Table 3.3.  
Now, we repeat these arguments for R’s satisfying pr(R) = T,O, I.
Lemma 3.6. For each finite R of Table 1.1 such that pr(R) = T,O, I, |KR| is
R-invariant. And, R act transitively on vertices, edges, faces of KR, respectively.
Remark 3.7. For later use, we need understand the case of R = T × Z because it
is not equal to the full symmetry of |KR| = |KO|. In this case, Rb(f−1) is equal to
Tb(f−1) ∼= Z3. Also, −a24,−a24b are in T×Z because b, a24 ∈ T. Here, −a24, −a24b are
reflections through the xy-plane, xz-plane, respectively. 
Lemma 3.8. For each finite R of Table 1.1 such that pr(R) = T, O, I, isotropy
subgroups Rv0 , Rb(e0), Rx are in Table 3.4 where x is an interior point of [v
0, b(e0)].
In the table, the notation ∼= is used when an isotropy subgroup is not equal to
Zn = 〈an〉 or Dn = 〈an, b〉 for some n but isomorphic to one of them.
Lemma 3.9. For each finite R of Table 1.1 such that pr(R) = T,O, I, the R-orbit
of the DR-entry in Table 1.1 covers |K(1)R |, and DR is a minimal path satisfying
such a property.
We summarize all results of Section 2, 3 in Table 3.4 so that it will be repeatedly
referred. In Table 3.4, Rd−1 is also calculated. In Section 8, 11, we need the
following lemma on isotropy subgroups:
Lemma 3.10. For each finite R of Table 1.1 such that R 6= Zn, 〈an,−b〉 for any
n, isotropy subgroups Rdi ’s satisfy
(1) Rd−1 ∩Rdi = R[d−1,di] and [d−1, di] ⊂ |KR|Rd−1∩Rdi for i ∈ I,
(2) Rd0 ∩Rd1 = RDR and DR ⊂ |KR|Rd0∩Rd1
where RX for a subset X of |KR| is the subgroup of R fixing X.
Proof. For the natural R-action on S2 and two points x 6= ±x′ of S2, we have
(*) Rx ∩Rx′ = RC and C = (S2)Rx∩Rx′
where C is the great circle containing x and x′. From this, we easily obtain proof
for cases when KR = KT, KO, KI, or Km with m ≥ 3. Then, there are remaining 8
cases by Lemma 3.1. Four cases of these are Zn or 〈an,−b〉 for some n so that four
cases are remaining. We can apply (*) to three of remaining four. The remaining
case is Zn × Z with n = 1. Proof for this is easy.  
4. Equivariant clutching construction
Let a compact Lie group Gχ act linearly (not necessarily effectively) on S
2
through a representation ρ : Gχ → O(3). Assume that ρ(Gχ) = R for some fi-
nite R in Table 1.1. In the below, our treatment is different according to R. First,
we deal with cases when pr(R) = T,O, I in Section 4∼9. In a similar way, we deal
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R KR DR Rv0 Rb(e0) Rx Rd−1
Dn, n > 1 Kn [v0, b(e0)] 〈b〉 〈anb〉 〈id〉 Zn
Zn Kn |e0| 〈id〉 〈id〉 〈id〉 Zn
Dn ×Z, odd n K2n [v0, b(e0)] 〈b〉 〈−a
(n+1)/2
n b〉 〈id〉 〈an,−b〉
〈an,−b〉, odd n K2n [b(e0), b(e1)] 〈id〉 〈−a
(n+1)/2
n b〉 〈id〉 〈an,−b〉
Zn × Z, odd n K2n |e0| 〈id〉 〈id〉 〈id〉 Zn
Dn ×Z, even n Kn [v0, b(e0)] 〈−a
n/2
n , b〉 〈−a
n/2
n , anb〉 〈−a
n/2
n 〉 〈an,−b〉
〈an,−b〉, even n Kn [v0, b(e0)] 〈−a
n/2
n b〉 〈−a
n/2+1
n b〉 〈id〉 〈an,−b〉
〈−an, b〉, odd n/2, n > 2 Kn/2 |e
0| 〈−a
n/2
n , b〉 〈−a
n/2
n , a
2
nb〉 〈−a
n/2
n 〉 〈a
2
n,−anb〉
〈−an, b〉, even n/2 Kn [v0, b(e0)] 〈b〉 〈−a
n/2+1
n b〉 〈id〉 〈a
2
n,−anb〉
〈−an,−b〉, odd n/2, n > 2 Kn [b(e0), b(e1)] 〈−a
n/2
n 〉 〈−a
n/2
n , anb〉 〈−a
n/2
n 〉 〈a
2
n,−b〉
〈−an,−b〉, even n/2 Kn [v0, b(e0)] 〈−a
n/2
n b〉 〈anb〉 〈id〉 〈a
2
n,−b〉
Zn × Z, even n, n > 2 Kn |e0| 〈−a
n/2
n 〉 〈−a
n/2
n 〉 〈−a
n/2
n 〉 Zn
〈−an〉, odd n/2, n > 2 Kn/2 |e
0| 〈−a
n/2
n 〉 〈−a
n/2
n 〉 〈−a
n/2
n 〉 〈a
2
n〉
〈−an〉, even n/2 Kn |e0| 〈id〉 〈id〉 〈id〉 〈a2n〉
T KT [v
0, b(e0)] ∼= Z3 ∼= Z2 〈id〉 ∼= Z3
O KO [v
0, b(e0)] ∼= Z4 ∼= Z2 〈id〉 ∼= Z3
I KI [v
0, b(e0)] ∼= Z5 ∼= Z2 〈id〉 ∼= Z3
〈T,−o0〉 KT [v
0, b(e0)] ∼= D3 ∼= Z2 × Z2 ∼= Z2 ∼= D3
T× Z KO |e
0| 〈−a24, b〉 〈−a
2
4〉 〈−a
2
4〉
∼= Z3
O× Z KO [v
0, b(e0)] ∼= D4 ∼= Z2 × Z2 ∼= Z2 ∼= D3
I × Z KI [v
0, b(e0)] ∼= D5 ∼= Z2 × Z2 ∼= Z2 ∼= D3
O(3)
O(2) × Z {v0} 〈b,−a2〉 〈SO(2),−b〉
〈SO(2),−b〉 {v0} 〈−a2b〉 〈SO(2),−b〉
〈SO(2),−a2〉 {v0} 〈−a2〉 SO(2)
SO(3)
O(2) {v0} 〈b〉 SO(2)
SO(2) {v0} 〈id〉 SO(2)
Table 3.4. KR, DR, and isotropy subgroups
with cases when pr(R) = Zn,Dn in Section 10∼11. Then, cases of one-dimensional
R’s are dealt with.
Assume that pr(R) = T,O, I. Let K¯R be the simplicial complex ∐f∈KRf, i.e.
the disjoint union of faces of KR. In this section, we would consider |KR| as the
quotient of the underlying space |K¯R| = ∐f∈KR |f |. And, we would consider an
equivariant vector bundle over |KR| as an equivariant clutching construction of an
equivariant vector bundle over |K¯R|. For this, we would define equivariant clutching
map and its generalization preclutching map. And, we state equivalent conditions
under which a preclutching map is an equivariant clutching map. Before these, we
need introduce notations on some relevant simplicial complices. Since we should
deal with various cases at the same time, these notations are necessary. Examples
of the notations are illustrated in Figure 4.1 and Figure 4.2.
First, we define some notations on KR and K¯R. We denote simply by π, |π|
natural quotient maps from K¯R, |K¯R| to KR, |KR|, respectively. By definition,
|π|
∣∣
|f | is bijective for each face f ∈ K¯R. From this, the Gχ-actions on KR, |KR|
induce Gχ-actions on K¯R, |K¯R| so that π, |π| are equivariant, respectively. We use
notations v¯, e¯, f¯ to denote a vertex, an edge, a face of K¯R, respectively. We use the
notation x¯ to denote an arbitrary point of |K¯(1)R |. When v¯, e¯, f¯ , x¯ are understood,
we use notations v, e, f, x to denote images π(v¯), π(e¯), π(f¯ ), |π|(x¯), respectively.
Denote by f¯−1, f¯ i faces of K¯R such that π(f¯−1) = f−1 and π(f¯ i) = f i, and denote
by v¯i, e¯i simplices of f¯−1 such that π(v¯i) = vi and π(e¯i) = ei. And, denote by d¯0,
d¯1 points of |f¯−1| such that |π|(d¯0) = d0 and |π|(d¯1) = d1, and denote by D¯R the
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f0
f−1f2
e0
e1
e2
v0
v1
v2
(a) KT near v
0 seen from above
f¯0
f¯−1f¯2
v¯01
v¯00v¯
0
2
v¯10
v¯20
v¯12
v¯21
e¯0
e¯1
e¯2
c(e¯0)
c(e¯2)
(b) K¯T near {v¯
0
j | j ∈ Z3}
vˆ00,−
vˆ00,+
vˆ10,−
vˆ10,+
vˆ20,−vˆ20,+
vˆ02,+
vˆ02,−
vˆ21,+ vˆ21,−
vˆ01,−vˆ
0
1,+
vˆ12,+
vˆ12,−
eˆ0
eˆ1
eˆ2c(eˆ2)
c(eˆ0)
|c|
|c|
|c|
(c) LˆT near {vˆ
0
j,± | j ∈ Z3}
Figure 4.1. Relation between KR, K¯R, LˆR in the case when
KR = KT and jR = 3
path |π|−1(DR) ∩ |f¯−1|, i.e. D¯R = [d¯0, d¯1]. Define the integer jR as the cardinality
of π−1(vi) for i ∈ Z3, i.e. jR = 3, 4, 5 according to KR = KT, KO, KI, respectively.
Let B be the subset { b(f¯) | f¯ ∈ K¯R } of |K¯R| on which R (and Gχ) acts transitively
by Lemma 3.6, and B is often confused with |π|(B) = { b(f) | f ∈ KR }. So far, we
have defined superscript i for simplices in K¯R. Next, we define x¯j with subscript j
for any point x¯ of |K¯(1)R |.
Notation 4.1.
(1) For a vertex v¯ in K¯(1)R and v = π(v¯), we label vertices in π−1(v) with v¯j to
satisfy
i) π−1(v) = {v¯j | j ∈ ZjR},
ii) v¯0 = v¯,
iii) in each face |f¯j | containing v¯j for j ∈ ZjR , we can take a small neigh-
borhood Uj of v¯j so that |π|(Uj)’s are arranged in the counterclockwise
way around v.
(2) For a non-vertex x¯ in |K¯(1)R | and x = |π|(x¯), we label two points in |π|−1(x)
with {x¯j | j ∈ Z2} to satisfy x¯0 = x¯.
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For simplicity, we denote (v¯i)j , (d¯
i)j by v¯
i
j , d¯
i
j , respectively.
We need introduce two more simplicial complices. Denote by L¯R and LˆR the
1-skeleton K¯(1)R of K¯R and the disjoint union ∐e¯∈L¯R e¯, respectively. Then, L¯R is a
subcomplex of K¯R, and can be regarded as a quotient of LˆR. These relations are
expressed by two natural simplicial maps
ıL¯ : L¯R → K¯R, pL¯ : LˆR → L¯R
where ıL¯ is the inclusion and pL¯ is the quotient map whose preimage of each vertex
and edge of L¯R consists of two vertices and one edge of LˆR, respectively. Two maps
on underlying spaces are denoted by
ı|L¯| : |L¯R| → |K¯R|, p|L¯| : |LˆR| → |L¯R|.
The Gχ-actions on K¯R, |K¯R| naturally induce Gχ-actions on these relevant simpli-
cial complices L¯R, LˆR and their underlying spaces. We need introduce notations
on simplices of LˆR and points of |LˆR|. We use notations vˆ and eˆ to denote a vertex
and an edge of LˆR, respectively. And, we use the notation xˆ to denote an arbitrary
point in |LˆR|. When vˆ, eˆ, xˆ are understood, we use notations v¯, e¯, x¯ to denote
pL¯(vˆ), pL¯(eˆ), p|L¯|(xˆ), respectively. Two edges eˆ, eˆ
′ of LˆR (and their images e¯, e¯′ in
L¯R) are called adjacent if eˆ 6= eˆ′ and π(pL¯(eˆ)) = π(pL¯(eˆ′)). And, two faces f¯ , f¯ ′ of
K¯R are called adjacent if their images f, f ′ are adjacent.
Next, we introduce superscript i and subscripts +,− for vertices and edges of
LˆR. Before it, we introduce a simplicial map. Let c : LˆR → LˆR be the simplicial
map whose underlying space map |c| : |LˆR| → |LˆR| is defined as
for any adjacent eˆ, eˆ′ ∈ LˆR, each point xˆ in |eˆ| is sent to the point |c|(xˆ) in
|eˆ′| to satisfy |π|(p|L¯|(xˆ)) = |π|(p|L¯|(c(xˆ))).
For example, eˆ and c(eˆ) are adjacent for any edge eˆ in LˆR. Easily, c and |c| are
Gχ-equivariant. For notational simplicity, we define c also on edges of L¯R to satisfy
c(pL¯(eˆ)) = pL¯(c(eˆ)) for each edge eˆ.
Notation 4.2.
(1) For a vertex v¯ in L¯R, we label two vertices in p−1L¯ (v¯) with vˆ± to satisfy
pL¯(c(vˆ+)) = v¯1 and pL¯(c(vˆ−)) = v¯−1 = v¯jR−1.
(2) For a non-vertex x¯ in |L¯R|, we label the point in p−1|L¯|(x¯) with xˆ+ or xˆ−, i.e.
xˆ+ = xˆ−.
For simplicity, denote xˆ± for x¯ = v¯i, v¯ij , d¯
i, d¯ij by vˆ
i
±, vˆ
i
j,±, dˆ
i
±, dˆ
i
j,±, respectively.
So, if d¯i is a barycenter of an edge, then dˆi+ = dˆ
i
−. And, denote by eˆ
i the edge in
LˆR such that pL¯(eˆi) = e¯i for i ∈ Z3.
Until now, we have finished introducing notations in Figure 4.1. By using these
notations, we introduce one-dimensional fundamental domain in |LˆR|. For D¯R =
[d¯0, d¯1] ⊂ |K¯R|, we define DˆR in |LˆR| as [dˆ0+, dˆ1−] so that p|L¯|(DˆR) = D¯R. And,
denote by DˆR the set (|π| ◦ p|L¯|)−1(DR) in |LˆR| which is equal to
[dˆ0+, dˆ
1
−]
⋃
|c|([dˆ0+, dˆ1−]) ⋃ ( ⋃
v∈DR
(π ◦ pL¯)−1(v)
)
.
The union of thick points and edges of Figure 4.2.(b) is DˆR in the case of R = T×Z.
For convenience in calculation, we parameterize each edge of |LˆR| linearly by
s ∈ [0, 1] to satisfy
(1) vˆ+ = 0, vˆ− = 1, b(eˆ) = 1/2 for each vertex v¯ of K¯R and each edge eˆ of LˆR,
(2) |c|(s) = 1− s for each edge eˆ of LˆR and s ∈ |eˆ|.
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v0
v1
v2
e0
e1
e2
f−1
f0
f1
(a) KO
b b
b b
b b
b b
b
b
b
b
bb
bb
vˆ00,−
vˆ00,+
vˆ01,−
vˆ01,+vˆ
0
2,−
vˆ02,+
vˆ03,−
vˆ03,+
vˆ10,−
vˆ10,+ vˆ
1
1,−
vˆ11,+
vˆ12,−
vˆ12,+vˆ
1
3,−
vˆ13,+
c(eˆ0)
eˆ0
eˆ2 eˆ1c(eˆ2) c(eˆ1)
(b) LˆR near DˆR
Figure 4.2. LˆR and DˆR in the case when R = T×Z, KR = KO,
DR = |e0|
We repeatedly use this parametrization.
Now, we describe an equivariant vector bundle over |KR| as an equivariant clutch-
ing construction of an equivariant vector bundle over |K¯R|. Let VB be a Gχ-vector
bundle over B such that (res
Gχ
H VB)|b(f¯) is χ-isotypical at each b(f¯) in B. If we de-
note by Vf¯ the isotropy representation of VB at each b(f¯), then VB
∼= Gχ×(Gχ)b(f¯)Vf¯
because Gχ acts transitively on B. And, res
(Gχ)b(f¯)
H Vf¯ ’s are all isomorphic because
they are all χ-isotypical. We define VectGχ(|KR|, χ)VB as the set
{
[E] ∈ VectGχ(|KR|, χ)
∣∣ E|B ∼= VB }.
Similarly, VectGχ(|K¯R|, χ)VB is defined. Observe that VectGχ(|K¯R|, χ)VB has the
unique element [FVB ] for the bundle FVB = Gχ ×(Gχ)b(f¯−1) (|f¯−1| × Vf¯−1) because
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|K¯R| ∼= Gχ ×(Gχ)b(f¯−1) |f¯−1| is equivariant homotopically equivalent to B. Hence-
forward, we use trivializations
(4.1)
|f¯ | × Vf¯ for
(
res
Gχ
(Gχ)b(f¯)
FVB
)∣∣
|f¯ |,
|e¯| × res(Gχ)b(f¯)(Gχ)b(e¯) Vf¯ for
(
res
Gχ
(Gχ)b(e¯)
FVB
)∣∣
|e¯|
for each face f¯ and edge e¯ ∈ f¯ . Observe that each E ∈ VectGχ(|KR|, χ)VB can be
constructed by gluing the pull-back bundle |π|∗E along edges. Let us describe this
more precisely. Let |˜π| be the bundle morphism covering |π|
|π|∗E |˜pi|−−−−→ Ey y
|K¯R| |pi|−−−−→ |KR|.
Consider the following equivalence relation ∼ on vectors of |π|∗E :
for any two u, u′ in |π|∗E, u ∼ u′ if and only if |˜π|(u) = |˜π|(u′).
Since |˜π| is equivariant, the quotient |π|∗E/ ∼ of |π|∗E through the relation delivers
the equivariant vector bundle structure inherited from |π|∗E. Here, note that it
suffices to define the relation only on vectors in |π|∗E∣∣|L¯R| to define the quotient
which is trivially isomorphic to E. We call the construction of the bundle |π|∗E/ ∼
equivariant clutching construction. Since FVB
∼= |π|∗E for any E, we may rewrite
the construction by using FVB instead of |π|∗E. Pick an equivariant isomorphism
A¯ : FVB → |π|∗E. Then, the relation ∼ induces the following equivalence relation
∼′ on vectors of FVB :
for any two u, u′ in FVB , u ∼′ u′ if and only if A¯(u) ∼ A¯(u′).
Then, the quotient FVB/ ∼′ delivers the equivariant vector bundle structure in-
herited from FVB , and trivially (FVB/ ∼′) ∼= E. Let us describe the relation on
vectors in FVB
∣∣
|L¯R| more precisely. By using trivialization (4.1) of FVB , the quo-
tient FVB/ ∼′ can be also constructed by gluing FVB along edges through
(4.2) |e¯| × Vf¯ −→ |c(e¯)| × Vf¯ ′ , ( p|L¯|(xˆ), u ) 7→
(
p|L¯|
(|c|(xˆ)), ϕeˆ(xˆ) u )
via some continuous maps
ϕeˆ : |eˆ| → Iso(Vf¯ , Vf¯ ′)
for each edge eˆ, xˆ ∈ |eˆ|, u ∈ Vf¯ where e¯ = pL¯(eˆ) and e¯ ∈ f¯ , c(e¯) ∈ f¯ ′. Here, the
notation Iso with no subscript means the set of nonequivariant isomorphisms. The
union Φ =
⋃
eˆ∈LˆR ϕeˆ is called an equivariant clutching map of E with respect to VB .
The relation ∼′ on vectors in FVB ||L¯R| is defined by Φ, and the quotient FVB/ ∼′ is
denoted by FVB/Φ. And, the equivariant vector bundle FVB/Φ is called determined
by Φ with respect to VB .When we use the phrase ‘with respect to VB’, it is assumed
that we use the bundle FVB and its trivialization (4.1) in gluing. Equivariance of
|˜π| and A¯ guarantees equivariance of Φ, i.e.
(g · Φ)(xˆ) = gΦ(g−1xˆ)g−1 = Φ(xˆ)
for all g ∈ Gχ, xˆ ∈ |LˆR|. We denote by pΦ the quotient map from FVB to FVB/Φ.
Here, note that Φ is defined on |LˆR|. That is why we define LˆR. Sometimes, we
regard Φ as the map
p∗|L¯|FVB → p∗|L¯|FVB , (xˆ, u) 7→
(|c|(xˆ),Φ(xˆ)u)
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by using trivialization (4.1) for each (xˆ, u) ∈ |eˆ| × Vf¯ where e¯ ∈ f¯ . An equivariant
clutching map of some bundle in VectGχ(|KR|, χ)VB with respect to VB is called
simply an equivariant clutching map with respect to VB, and let ΩVB be the set of all
equivariant clutching maps with respect to VB . In the next section, we will see that
we need calculate the (nonequivariant) homotopy π0(ΩVB ) to classify equivariant
vector bundles. To do it, we need to restrict an equivariant clutching map in ΩVB
to DˆR. We explain for this. Let ΩDˆR,VB be the set
{Φ|DˆR | Φ ∈ ΩVB}.
If two equivariant clutching maps coincide on DˆR, then they are identical by equiv-
ariance and definition of one-dimensional fundamental domain. So, the restric-
tion map ΩVB → ΩDˆR,VB , Φ 7→ Φ|DˆR is bijective, and we obtain a bijection
π0(ΩVB )
∼= π0(ΩDˆR,VB ) between two homotopies. It is conceivable that it is easier
to deal with ΩDˆR,VB than ΩVB because of smaller domain of definition. This is
why we restrict an equivariant clutching map to DˆR. We call a map Φ in ΩVB the
extension of Φ|DˆR in ΩDˆR,VB . And, denote the bundle FVB/Φ also by FVB/ Φ|DˆR .
Next, we define preclutching map, a generalization of equivariant clutching map.
Let C0(|LˆR|, VB) be the set of continuous functions Φ on |LˆR| satisfying Φ||eˆ|(xˆ) ∈
Iso(Vf¯ , Vf¯ ′) for each eˆ and xˆ ∈ |eˆ| where e¯ ∈ f¯ , c(e¯) ∈ f¯ ′. Note that we can
define the quotient FVB/Φ also for any Φ ∈ C0(|LˆR|, VB) as we have done in (4.2)
though FVB/Φ need not deliver a suitable equivariant vector bundle structure or
even nonequivariant vector bundle structure. Let C0(DˆR, VB) be the set{
Φ|DˆR
∣∣∣ Φ ∈ C0(|LˆR|, VB) }.
A function Φ in C0(|LˆR|, VB) or a function ΦDˆR in C0(DˆR, VB) is called a preclutch-
ing map with respect to VB . Then, it is a natural question under which conditions a
preclutching map becomes an equivariant clutching map. We can answer this ques-
tion for a preclutching map in C0(|LˆR|, VB). A preclutching map Φ in C0(|LˆR|, VB)
is an equivariant clutching map with respect to VB if and only if it satisfies the
following conditions:
N1. Φ(|c|(xˆ)) = Φ(xˆ)−1 for each xˆ ∈ |LˆR|,
N2. For each vertex v¯ ∈ K¯R,
Φ(vˆjR−1,+) · · ·Φ(vˆj,+) · · ·Φ(vˆ0,+) = id
for j ∈ ZjR ,
E1. Φ(gxˆ) = gΦ(xˆ)g−1 for each xˆ ∈ |LˆR|, g ∈ Gχ.
We explain for this more precisely. As a slight generalization of the classical result
[At, p. 20, 21], if Φ satisfies Condition N1., N2., then the quotient FVB/Φ becomes
a nonequivariant vector bundle though it need not be an equivariant vector bundle.
Moreover, if Φ also satisfies Condition E1., then FVB/Φ becomes an equivariant
vector bundle so that Φ is an equivariant clutching map with respect to VB . We
will answer the same question for a preclutching map in C0(DˆR, VB) in Section 8.
5. Relations among VectGχ(S
2, χ)VB , AGχ(S
2, χ), π0(ΩVB )
In this section, we investigate relations among
VectGχ(S
2, χ)VB , AGχ(S
2, χ), π0(ΩVB ).
Our classification of the paper is based on these relations. Before it, we state
two basic facts on equivariant vector bundles. First, two equivariantly homotopic
equivariant clutching maps give isomorphic equivariant vector bundles.
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Lemma 5.1. For two maps Φ and Φ′ in ΩVB , if Φ and Φ
′ are homotopic in ΩVB ,
i.e. [Φ] = [Φ′] in π0(ΩVB ), then
[
FVB/Φ
]
=
[
FVB/Φ
′] in VectGχ(S2, χ)VB .
Proof. This is a slight generalization of the classical result [At, Lemma 1.4.6. and
Section 1.6.]. So, we omit the proof.  
Lemma 5.1 gives a sufficient condition for isomorphism. Sometimes, we need an
equivalent condition. When we consider a map in ΩVB as defined on p
∗
|L¯|FVB , we
have the following equivalent condition:
Lemma 5.2. For any Φ and Φ′ in ΩVB ,
[
FVB/Φ
]
=
[
FVB/Φ
′] in VectGχ(S2, χ)VB
if and only if there is a Gχ-isomorphism Θ : FVB → FVB such that (p∗|L¯|Θ)Φ =
Φ′(p∗|L¯|Θ) where p
∗
|L¯|Θ : p
∗
|L¯|FVB → p∗|L¯|FVB is the pull-back of Θ.
p∗|L¯|FVB
p∗
|L¯|
Θ
−−−−→ p∗|L¯|FVByΦ yΦ′
p∗|L¯|FVB
p∗
|L¯|
Θ
−−−−→ p∗|L¯|FVB
Proof. This is also a slight generalization of the classical result [At, p. 22, (ii) and
Section 1.6.]. First, we prove sufficiency. Let A : FVB/Φ → FVB/Φ′ be a Gχ-
isomorphism. Then, we can show that there exists the Gχ-isomorphism A¯ : FVB →
FVB satisfying the following commutative diagram
(5.1)
FVB
A¯−−−−→ FVBypΦ ypΦ′
FVB/Φ
A−−−−→ FVB/Φ′.
From this, (p∗|L|A¯)Φ = Φ
′(p∗|L|A¯) is obtained.
Next, we prove necessity. If we put A¯ = Θ, there exists the unique Gχ-
isomorphism A satisfying (5.1) by the assumption. So, we obtain a proof.  
Consider the map ıΩ : π0(ΩVB ) → VectGχ(S2, χ)VB mapping [Φ] to
[
FVB/Φ
]
.
This is well-defined by Lemma 5.1, and also surjective because each bundle in
VectGχ(S
2, χ)VB can be considered as an equivariant clutching construction. Then,
the map pΩ : π0(ΩVB )→ AGχ(S2, χ) defined as pΩ = pvect◦ıΩ satisfies the following
diagram:
(5.2) π0(ΩVB )
ıΩ
//
pΩ
''O
OO
OO
OO
OO
OO
O
VectGχ(S
2, χ)VB
AGχ(S
2, χ)

pvect
.
Let ppi0 : ΩVB → π0(ΩVB ) be the natural quotient map. For different elements in
AGχ(S
2, χ), their preimages through (pΩ◦ppi0)−1 do not intersect each other so that
we obtain a decomposition of ΩVB . We describe this decomposition more precisely.
For each (Wdi)i∈I+ ∈ AGχ(S2, χ), put
VB = Gχ ×(Gχ)d−1 Wd−1 , FVB = Gχ ×(Gχ)d−1 (|f¯−1| ×Wd−1),
and by using these define Ω(W
di
)
i∈I+
as the subset (pΩ ◦ ppi0)−1
(
(Wdi)i∈I+
)
of ΩVB .
Henceforward, we will use these VB and FVB whenever we deal with Ω(Wdi )i∈I+ .
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Then, given a bundle VB, the set ΩVB is equal to the disjoint union⋃
(W
di
)
i∈I+∈AGχ (S2,χ) with Wd−1=Vf¯−1
Ω(W
di
)
i∈I+
.
Since ΩVB and ΩDˆR,VB are in one-to-one correspondence, we may consider ıΩ, pΩ,
ppi0 as defined also on π0(ΩDˆR,VB ), π0(ΩDˆR,VB ), ΩDˆR,VB , respectively. So, if we
define ΩDˆR,(Wdi )i∈I+
as the subset (pΩ ◦ ppi0)−1
(
(Wdi)i∈I+
)
of ΩDˆR,VB , then we
obtain the decomposition of ΩDˆR,VB
(5.3)
⋃
(W
di
)
i∈I+∈AGχ (S2,χ) with Wd−1=Vf¯−1
ΩDˆR,(Wdi )i∈I+
.
From this decomposition, it suffices to focus on ΩDˆR,(Wdi )i∈I+
to understand ΩDˆR,VB .
Now, we state a classification result.
Proposition 5.3. (1) Assume that π0(ΩDˆR,(Wdi )i∈I+
) is nonempty and c1 :
π0(ΩDˆR,(Wdi )i∈I+
)→ H2(S2), [ΦDˆR ] 7→ c1(FVB/ ΦDˆR) is injective for each
(Wdi)i∈I+ in AGχ(S
2). Then, pvect is surjective, and
pvect × c1 : VectGχ(S2, χ)→ AGχ(S2, χ)×H2(S2)
is injective.
(2) Assume that π0(ΩDˆR,(Wdi )i∈I+
) consists of exactly one element for each
(Wdi)i∈I+ in AGχ(S
2, χ). Then, pvect is an isomorphism.
Proof. We prove only (1), and (2) is easier. Surjectivity of pvect is trivial by assump-
tion. For arbitrary [E] 6= [E′] in VectGχ(S2, χ), if pvect([E]) 6= pvect([E′]), then there
is nothing to prove. Assume that two elements [E] 6= [E′] in the set VectGχ(S2, χ)
satisfy pvect([E]) = pvect([E
′]) = (Wdi)i∈I+ for some (Wdi)i∈I+ . Then, it suffices
to show c1(E) 6= c1(E′) to prove injectivity. Put VB = Gχ ×(Gχ)d−1 Wd−1 . Then,
E|B ∼= E′|B ∼= VB because their isotropy representations at d−1 are all Wd−1 . That
is, [E] and [E′] are in VectGχ(S
2, χ)VB . Since ıΩ is surjective, E
∼= FVB/Φ and
E′ ∼= FVB/Φ′ for some Φ and Φ′ in ΩVB , especially in Ω(Wdi )i∈I+ . By Lemma 5.1,
[Φ] 6= [Φ′] in π0(Ω(W
di
)
i∈I+
) because [E] 6= [E′]. So, c1
(
FVB/Φ
) 6= c1(FVB/Φ′) by
assumption. Therefore, we obtain a proof for injectivity.  
By this lemma, we only have to calculate π0(ΩDˆR,(Wdi )i∈I+
) to classify equivari-
ant vector bundles in many cases. In fact, we can apply this lemma except the case
when R = ρ(Gχ) is equal to Zn×Z with odd n or 〈−an〉 with even n/2 as we shall
see in Section 11. When we can not apply this lemma, we should apply Lemma 5.2
directly.
6. Equivariant pointwise clutching map
Let Φ be an equivariant clutching map determining E in VectGχ(S
2, χ)VB , i.e.
the map Φ glues FVB along |L¯R| to give E. Let us investigate this gluing process
pointwisely. For each x¯ ∈ |L¯R| and x = |π|(x¯), let x¯ = π−1(x) = {x¯j |j ∈ Zm} for
some m. Then, the map Φ glues the (Gχ)x-bundle
(
res
Gχ
(Gχ)x
FVB
)∣∣
x¯
along x¯ to give
the (Gχ)x-representation Ex, and we call this process equivariant pointwise gluing.
Here, note that (Gχ)x¯j < (Gχ)x for each j ∈ Zm and
(6.1) res
(Gχ)x
(Gχ)x¯j
Ex ∼= (FVB )x¯j
by equivariance of Φ. In dealing with equivariant clutching maps, technical difficul-
ties occur in equivariant pointwise gluings because gluing by Φ can be considered
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as just a continuous collection of equivariant pointwise gluings at points in |L¯R|.
In this section, we prove results on equivariant pointwise gluing. To deal with
equivariant pointwise gluing, we need the concept of representation extension. For
compact Lie groups N1 < N2, let W2 be an N2-representation and W1 be an N1-
representation. Then, W2 is called a representation extension or an N2-extension
ofW1 if res
N2
N1
W2 ∼=W1. For example, Ex is an (Gχ)x-extension of (FVB )x¯j for each
j ∈ Zm by (6.1). And, let extN2N1 W1 be the set
{W2 ∈ Rep(N2) | resN2N1 W2 ∼=W1}.
Let us investigate equivariant pointwise gluings more precisely under a little bit
general setting. Let a compact Lie group N2 act on a finite set x¯ = {x¯j | j ∈ Zm}
for m ≥ 2, and let N0 and N1 be the kernel of the action and the isotropy subgroup
(N2)x¯0 , respectively. Let F be an N2-vector bundle over x¯. Consider an arbitrary
map
ψ : x¯→ ∐j∈Zm Iso(Fx¯j , Fx¯j+1)
such that ψ(x¯j) ∈ Iso(Fx¯j , Fx¯j+1). Call such a map pointwise preclutching map with
respect to F. By using ψ, we glue Fx¯j ’s, i.e. a vector u in Fx¯j is identified with
ψ(x¯j)u in Fx¯j+1 for each j. Let F/ψ be the quotient of F through this identification,
and let pψ : F → F/ψ be the quotient map. Let ıψ : Fx¯0 → F/ψ be the composition
of the natural injection ıx¯0 : Fx¯0 → F and the quotient map pψ.
(6.2) Fx¯0
ıx¯0
//
ıψ

F
F/ψ
~~
pψ
|
|
|
|
|
|
|
|
We would find conditions on ψ under which the quotient F/ψ inherits an N2-
representation structure from F and the map ıψ becomes an N1-isomorphism from
Fx¯0 to res
N2
N1
(F/ψ). For notational simplicity, denote
ψ(x¯j′ ) · · ·ψ(x¯j+1)ψ(x¯j)u
by ψj
′−j+1u for u ∈ Fx¯j and j ≤ j′ in Z.
Lemma 6.1. For a pointwise preclutching map ψ with respect to F, the quotient
F/ψ carries an N2-representation structure so that pψ is N2-equivariant and ıψ is
an N1-isomorphism if and only if the following conditions hold :
(1) ψm = id in Iso(Fx¯j ) for each j ∈ Zm. So, ψk is well-defined for all k ∈ Zm.
(2) ψj3−j1 = gψ(x¯j2 )g
−1 in Fx¯j1 for each j1 ∈ Zm, g ∈ N2 when g−1x¯j1 = x¯j2
and gx¯j2+1 = x¯j3 for some j2, j3 ∈ Zm.
Proof. To begin with, it is obvious that ıψ is surjective. And, note that ıψ is
injective if and only if Condition (1) holds.
Next, we show that F/ψ carries an N2-representation structure such that pψ is
equivariant if and only if Condition (2) holds. The possible group action on F/ψ
to guarantee equivariance of pψ is as follows:
g · u = pψ(gu¯)
for each g ∈ N2, u ∈ F/ψ, u¯ ∈ p−1ψ (u). This is well-defined if and only if pψ(gu¯) =
pψ(gψ
l(u¯)) for each l ∈ Z, i.e. ψkgu¯ = gψlu¯ for some k. Putting u¯′ = gu¯, this can
be written as ψku¯′ = gψlg−1u¯′. Since gψlg−1 = (gψg−1)l, this holds for each l if
and only if it holds for l = 1, i.e. Condition (2). This gives a proof.  
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A pointwise preclutching map satisfying (1), (2) of Lemma 6.1 is called an equi-
variant pointwise clutching map with respect to F. LetA be the set of all equivariant
pointwise clutching maps with respect to F, and we topologize A with the subspace
topology of
∏
j∈Zm Iso(Fx¯j , Fx¯j+1). An N2-representationW is called determined by
ψ ∈ A with respect to F if W ∼= F/ψ. In the next corollary, we can see that repre-
sentation extension is related to equivariant pointwise clutching map and especially
guarantees nonemptiness of A.
Corollary 6.2. For an N2-extension W of Fx¯0 , assume that there exists an N2-
morphism p : F →W such that p|Fx¯j is a nonequivariant isomorphism for each j ∈
Zm. Let ψ be the pointwise preclutching map defined by ψ(x¯j) = (p|Fx¯j+1 )−1◦(p|Fx¯j )
for j ∈ Zm. Then, ψ is in A, and there is an N2-isomorphism ı : W → F/ψ such
that pψ = ı ◦ p, i.e. ψ determines W with respect to F. Especially, A is nonempty.
Proof. Easy check.  
To calculate π0(ΩVB ) later, we need to understand topology of A. For this, we
would consider F/ψ as an additional structure over the fixed Fx¯0 for each ψ ∈ A
as follows:
Lemma 6.3. Define a operation ⋆ψ of N2 on Fx¯0 as g ⋆ψu = ı
−1
ψ pψ(gu) for ψ ∈ A,
g ∈ N2, u ∈ Fx¯0 . Then,
(1) ⋆ψ is an N2-action on Fx¯0 such that ıψ : (Fx¯0 , ⋆ψ) → F/ψ is an N2-
isomorphism.
(2) g ⋆ψ u = ψ
m−jgu = gψku when gx¯0 = x¯j and gx¯k = x¯0. Especially,
g ⋆ψ u = gu for g ∈ N1.
Henceforth, we consider F/ψ as (Fx¯0 , ⋆ψ).
Proof. To prove (1), we show that ıψ(g ⋆ψ u) = g · ıψ(u) for each g ∈ N2, u ∈ Fx¯0
as follows:
ıψ(g ⋆ψ u) = ıψ(ı
−1
ψ pψ(gu)) = pψ(gu),
g · ıψ(u) = g · pψ(u) = pψ(gu).
Since F/ψ already delivers an N2-action and ıψ is bijective, this shows that ⋆ψ is
an action. Therefore, we prove (1).
Next, we prove (2). Note that ı−1ψ pψ|Fx¯0 is an identity. Using this,
g ⋆ψ u = ı
−1
ψ pψ(gu) = ı
−1
ψ pψ(ψ
m−jgu) = ψm−jgu.
Also, ψm−jgu = gψku by Lemma 6.1.(2). Therefore, we prove (2).  
To obtain more precise results on A, we assume that the N2-bundle F over x¯
satisfies one of the following two conditions:
F1. N2 fixes x¯ = {x¯j | j ∈ Zm} with m = 2, and Fx¯0 ∼= Fx¯1 ,
F2. N2 acts transitively on x¯ = {x¯j | j ∈ Zm} with m ≥ 2.
These conditions are not too restrictive as the following example shows:
Example 6.1. Given the bundle FVB over |K¯R| of Section 4, let x¯ = π−1(x) =
{x¯j | j ∈ Zm} for each x¯ ∈ |L¯R|, x = |π|(x¯), some m ≥ 2. Put N2 = (Gχ)x and
F =
(
res
Gχ
(Gχ)x
FVB
)∣∣
x¯
. By Table 3.4 and definition of FVB , we can check that F
satisfies Condition F1. or F2. according to x¯. Given a map Φ in ΩVB , we can define
a map ψ in A as follows:
(1) if x¯ is a vertex, then ψx¯(x¯j) = Φ(xˆj,+) for each j ∈ ZjR ,
(2) if x¯ is not a vertex and x¯ = p|L¯|(xˆ), then
ψ(x¯0) = Φ(xˆ) and ψ(x¯1) = Φ
(|c|(xˆ)).
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Then, we have F/ψ ∼=
(
FVB/Φ
)
x
for each x. 
Let Aj be the set
{ψ(x¯j) | ψ ∈ A},
and let Aj,j′ be the set
{(ψ(x¯j), ψ(x¯j′ )) | ψ ∈ A}.
In the below, it will be witnessed that A is homeomorphic to Aj or Aj,j′ in many
cases.
Lemma 6.4. Assume that F satisfies Condition F1. Then, A is homeomorphic to
nonempty A0 = IsoN2(Fx¯0 , Fx¯1) through the the evaluation map
A → A0, ψ 7→ ψ(x¯0).
Proof. By Lemma 6.1.(1), each ψ ∈ A satisfies ψ2 = id so that ψ is determined
by ψ(x¯0). From this, A is homeomorphic to A0 through the evaluation. And, ψ
satisfies Lemma 6.1.(2) if and only if ψ(x¯j) is IsoN2(Fx¯j , Fx¯j+1)-valued because N2
fixes x¯0, x¯1. Nonemptiness is guaranteed by Condition F1.  
In the remaining of this section, we assume that F satisfies Condition F2. so
that F ∼= N2 ×N1 Fx¯0 . Under this assumption, the zeroth homotopy of A will be
related to extN2N1 Fx¯0 . For this, we need a technical lemma. We would express a
map ψ in A as m endomorphisms of Fx¯0 . This will be useful in dealing with A.
For each j ∈ Zm, pick an element gj ∈ N2 such that gj x¯j = x¯0, and denote by g
the m-tuple (gj)j∈Zm . Also, express a pointwise preclutching map ψ by the m-tuple
(ψ(x¯j))j∈Zm . For each ψ = (ψ(x¯j))j∈Zm , define the map
ψg : x¯→ Iso(Fx¯0), x¯j 7→ gj+1ψ(x¯j)g−1j ,
and express it by the m-tuple (gj+1ψ(x¯j)g
−1
j )j∈Zm . And, denote by Ag the set
{ ψg | ψ ∈ A }.
Here, we consider an action of IsoN1(Fx¯0) on these ψg’s. For B ∈ IsoN1(Fx¯0), denote
by BψgB
−1 the m-tuple
(Bgj+1ψ(x¯j)g
−1
j B
−1)j∈Zm .
Then, this action preserves Ag as follows:
Lemma 6.5. (1) For ψ ∈ A and B ∈ IsoN1(Fx¯0), put
ψ′(x¯j) = g−1j+1Bgj+1ψ(x¯j)g
−1
j B
−1gj
for each j ∈ Zm so that ψ′ satisfies BψgB−1 = ψ′g. Then, ψ′ ∈ A.
(2) For two elements ψ, ψ′ in A, F/ψ ∼= F/ψ′ as N2-representation if and only
if BψgB
−1 = ψ′
g
for some B ∈ IsoN1(Fx¯0).
Proof. To prove (1), we would show that ψ′ satisfies two conditions of Lemma 6.1.
It is easy to show that ψ′ satisfies Condition (1) of Lemma 6.1. Condition (2) of
Lemma 6.1 is written as (ψ′)j3−j1u = gψ′(x¯j2)g
−1u in Fx¯j1 for j1 ∈ Zm, g ∈ N2
when gx¯j2 = x¯j1 and gx¯j2+1 = x¯j3 . Here,
gψ′(x¯j2 )g
−1
=g
(
g−1j2+1Bgj2+1ψ(x¯j2 )g
−1
j2
B−1gj2
)
g−1
=
(
gg−1j2+1Bgj2+1g
−1
)(
gψ(x¯j2)g
−1
)(
gg−1j2 B
−1gj2g
−1
)
.
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Note that gg−1j2+1 = g
−1
j3
(gj3gg
−1
j2+1
) and gg−1j2 = g
−1
j1
(gj1gg
−1
j2
) where gj3gg
−1
j2+1
and
gj1gg
−1
j2
are in N1. With these,
gg−1j2+1Bgj2+1g
−1 = g−1j3 (gj3gg
−1
j2+1
)B(gj3gg
−1
j2+1
)−1gj3
= g−1j3 Bgj3 ,
and
gg−1j2 B
−1gj2g
−1 = g−1j1 (gj1gg
−1
j2
)B−1(gj1gg
−1
j2
)−1gj1
= g−1j1 B
−1gj1
because B ∈ IsoN1(Fx¯0). So,
gψ′(x¯j2 )g
−1 =
(
g−1j3 Bgj3
)(
gψ(x¯j2)g
−1
)(
g−1j1 B
−1gj1
)
=
(
g−1j3 Bgj3
)
ψj3−j1
(
g−1j1 B
−1gj1
)
=
(
g−1j3 Bgj3
)(
g−1j3 B
−1gj3ψ
′(x¯j3−1)g
−1
j3−1Bgj3−1
)
· · ·(
g−1j1+1B
−1gj1+1ψ
′(x¯j1)g
−1
j1
Bgj1
)(
g−1j1 B
−1gj1
)
= ψ′(x¯j3−1) · · ·ψ′(x¯j1 )
in Fx¯j1 , and this proves (1).
Next, we prove (2). For sufficiency, assume that F/ψ ∼= F/ψ′. Considering
F/ψ as (Fx¯0 , ⋆ψ) by Lemma 6.3, there exists an N2-isomorphism B : (Fx¯0 , ⋆ψ) →
(Fx¯0 , ⋆ψ′), and especially B ∈ IsoN1(Fx¯0) by Lemma 6.3.(2). So, Bgj ⋆ψ g−10 u =
gj ⋆ψ′ Bg
−1
0 u for each j ∈ Zm, u ∈ Fx¯0 , and if we substitute B−1u into u, this is
written as
(Bgjψ
jg−10 B
−1)u = (gjψ′
j
g−10 )u
by Lemma 6.3.(2). Substituting j = 1 in this, we obtain Bg1ψg
−1
0 B
−1 = g1ψ′g−10
on Fx¯0 . By using this and mathematical induction, we would show BψgB
−1 = ψ′
g
.
Assume that Bgjψg
−1
j−1B
−1 = gjψ′g−1j−1 on Fx¯0 from j = 1 to j = k − 1. Then,
(gkψ
′g−1k−1)(gk−1ψ
′g−1k−2) · · · (g1ψ′g−10 )
= gkψ
′kg−10
= Bgkψ
kg−10 B
−1
= (Bgkψg
−1
k−1B
−1)(Bgk−1ψg−1k−2B
−1) · · · (Bg1ψg−10 B−1)
= (Bgkψg
−1
k−1B
−1)(gk−1ψ′g−1k−2) · · · (g1ψ′g−10 ).
Comparing the first line with the last, we have Bgkψg
−1
k−1B
−1 = gkψ′g−1k−1. By
mathematical induction, we obtain Bgjψg
−1
j−1B
−1 = gjψ′g−1j−1 on Fx¯0 for each j ∈
Zm, and this shows BψgB−1 = ψ′g.
Last, we prove necessity of (2). By assumption, we have Bgj+1ψg
−1
j B
−1 =
gj+1ψ
′g−1j for each j ∈ Zm on Fx¯0 . Then,
Bgjψ
jg−10 B
−1
=(Bgjψg
−1
j−1B
−1)(Bgj−1ψg−1j−2B
−1) · · · (Bg1ψg−10 B−1)
=(gjψ
′g−1j−1)(gj−1ψ
′g−1j−2) · · · (g1ψ′g−10 )
=gjψ
′jg−10
for each j ∈ Zm on Fx¯0 . Acting these on Bg0u for u ∈ Fx¯0 , we obtain
Bgjψ
ju = gjψ
′jBu
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because B ∈ IsoN1(Fx¯0). And, this is written as Bgj ⋆ψ u = gj ⋆ψ′ Bu by Lemma
6.3.(2). This means that B is equivariant for 〈N1, gj|j ∈ Zm〉 so that B is an N2-
isomorphism between (Fx¯0 , ⋆ψ) and (Fx¯0 , ⋆ψ′). Therefore, we obtain proof.  
This lemma means that each orbit ofAg under the IsoN1(Fx¯0)-action corresponds
to a representation. More precisely, we have the following:
Theorem 6.6. Assume that F satisfies Condition F2. Then, the map
π0(A) −→ extN2N1 Fx¯0 , [ψ] 7→ F/ψ
is bijective. So, A is nonempty if and only if Fx¯0 has an N2-extension.
Proof. To begin with, we show that each N2-extension of Fx¯0 is obtained as F/ψ
for some ψ ∈ A. Let W be an N2-extension of Fx¯0 such that resN2N1 W is equal to
Fx¯0 . Consider a map p : N2 ×N1 Fx¯0 → W, [g, u] 7→ gu. Since F ∼= N2 ×N1 Fx¯0 ,
the map p satisfies conditions of Corollary 6.2. Therefore, there exists ψ such that
F/ψ ∼=W by Corollary 6.2. That is, surjectivity is proved.
Next, we show that two ψ and ψ′ in A are connected by a path in A if and only
if F/ψ ∼= F/ψ′. First, we show sufficiency. Let ψt for t ∈ [0, 1] be a continuous path
in A such that ψ0 = ψ and ψ1 = ψ′. Then, all (Fx¯0 , ⋆ψt)’s are isomorphic because
the path of their characters are in the discrete space Rep(N2). Second, we show
necessity. If F/ψ ∼= F/ψ′, then Lemma 6.5 says that BψgB−1 = ψ′g so that ψg
and ψ′
g
are connected in Ag by a path because IsoN1(Fx¯0) is a product of general
linear groups by Schur’s Lemma. Since the map from A to Ag sending ψ to ψg is a
homeomorphism, ψ and ψ′ are connected by a path in A, and we obtain necessity.
Therefore, we obtain injectivity.
Nonemptiness is clear from the one-to-one correspondence.  
Denote by Aψ the path-component of A
{ ψ′ ∈ A | F/ψ ∼= F/ψ′ },
and by Aψ,g the path-component of Ag
{ ψ′
g
∈ Ag | F/ψ ∼= F/ψ′ }.
Note that Aψ and Aψ,g are homeomorphic. To calculate homotopy of equivariant
clutching maps in next sections, we need to calculate π1(Aψ) for each ψ ∈ A. To
do it, we would investigate the shape of Aψ.
Lemma 6.7. For each ψ ∈ A, Aψ is homeomorphic to
IsoN1(F/ψ)
/
IsoN2(F/ψ).
Proof. In Lemma 6.5.(2), we have shown that Aψ,g is equal to the orbit of ψg
by IsoN1(Fx¯0). To understand this orbit, we need to know the isotropy subgroup
IsoN1(Fx¯0)ψg , i.e.
{B ∈ IsoN1(Fx¯0) | BψgB−1 = ψg}.
By definition, BψgB
−1 = ψg is expressed as Bgj+1ψ(x¯j)g−1j B
−1 = gj+1ψ(x¯j)g−1j
for each j ∈ Zm. Since gj+1ψg−1j = gj+1g−1j gjψg−1j = (gj+1g−1j )ψk on Fx¯0 for some
k by Lemma 6.1.(2), this is written as
B(gj+1g
−1
j ⋆ψ B
−1u) = gj+1g−1j ⋆ψ u.
Since g0 ∈ N1, we have N2 = 〈N1, gj+1g−1j |j ∈ Zm〉. Therefore, B ∈ IsoN1(Fx¯0)ψg
if and only if B ∈ IsoN2(Fx¯0 , ⋆ψ). Therefore, Aψ,g is homeomorphic to the quotient
IsoN1(F/ψ)/ IsoN2(F/ψ) because (Fx¯0 , ⋆ψ)
∼= F/ψ.  
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In some special cases, we can understand Aψ more precisely. Denote by Ajψ the
set
{ ψ′(x¯j) | ψ′ ∈ Aψ },
and by Aj,j′ψ the set
{ (ψ′(x¯j), ψ′(x¯j′ )) | ψ′ ∈ Aψ }.
Proposition 6.8. Assume that N2 = 〈N0, a0〉 with some a0 ∈ N2 such that a0x¯j =
x¯j+1 for each j ∈ Zm so that N2/N0 ∼= Zm and N1 = N0. Then,
(1) A pointwise preclutching map ψ with respect to F is in A if and only if
ψm = id, ψ(x¯0) ∈ IsoN0(Fx¯0 , Fx¯1), and ψ(x¯j) = aj0ψ(x¯0)a−j0 for each j ∈
Zm.
(2) A,Aψ are homeomorphic to A0,A0ψ for any ψ ∈ A, respectively.
(3) If Fx¯0 is N0-isotypical, then Aψ is simply connected for each ψ in A.
Proof. For (1), we only have to show that ψ satisfies two conditions of Lemma 6.1 if
and only if ψm = id, ψ(x¯0) ∈ IsoN0(Fx¯0 , Fx¯1), and ψ(x¯j) = aj0ψ(x¯0)a−j0 for j ∈ Zm.
First, we prove sufficiency. If we substitute each h ∈ N0 into g in Condition (2)
of Lemma 6.1, ψ(x¯j) is N0-equivariant for each j ∈ Zm. Also, if we substitute aj0
into g in the same formula, then we obtain ψ(x¯j) = a
j
0ψ(x¯0)a
−j
0 . Next, we prove
necessity. Note that ψ(x¯j) = a
j
0ψ(x¯0)a
−j
0 is N0-equivariant for each j ∈ Zm because
N0 is normal in N2 and ψ(x¯0) is N0-equivariant. An arbitrary g in N2 is expressed
as aj0h for some h ∈ N0, j ∈ Zm. Then, since g−1x¯j1 = x¯j2 and gx¯j2+1 = x¯j3 with
j2 = j1 − j, j3 = j1 + 1 for each j1 ∈ Zm, we have
gψ(x¯j2)g
−1u = (aj0h)ψ(x¯j2 )(a
j
0h)
−1u
= aj0ψ(x¯j2 )a
−j
0 u
= aj+j20 ψ(x¯0)a
−j−j2
0 u
= aj10 ψ(x¯0)a
−j1
0 u
= ψ(x¯j1 )u
for each u ∈ Fx¯j1 so that ψ satisfies Condition (2) of Lemma 6.1. Therefore, we
obtain a proof of (1).
(2) is easy because a map ψ in A is determined by ψ(x¯0).
Before we prove (3), we prove that the N0-character of Fx¯0 is fixed by N2.
Assume that Fx¯0 is χ-isotypical for some χ ∈ Irr(N0). By Theorem 6.6, existence
of ψ guarantees existence of an N2-extension, say V. For each g ∈ N2, we have
(6.3) gFx¯0
∼= resN2gN0g−1
gV ∼= resN2N0 gV ∼= resN2N0 V ∼= Fx¯0
by using normality of N0. By Definition 8.1,
gFx¯0 is (g ·χ)-isotypical so that g ·χ = χ
for each g.
Now, we prove (3). Put Fx¯0
∼= lU for some l ∈ N and U ∈ Irr(N0). We already
know that the character of U is fixed by N2. Let U¯ be an N2-extension of U whose
existence is guaranteed by Theorem 14.1. By Corollary 14.2, F/ψ is isomorphic
to (l0U¯ ⊗ Ω(0)) ⊕ · · · ⊕ (lm−1U¯ ⊗ Ω(m − 1)) for some lk’s in Z so that l =
∑
lk.
Schur’s Lemma says that IsoN0(F/ψ)
∼= IsoN0(lU) ∼= GL(l,C) and IsoN2(F/ψ) ∼=
GL(l0,C) × · · · × GL(lm−1,C). So, IsoN0(F/ψ)/ IsoN2(F/ψ) is homeomorphic to
GL(l,C)/GL(l0,C)× · · · ×GL(lm−1,C). By long exact sequence of homotopy of a
fibration,
−→ π1
(
GL(l0,C)× · · · ×GL(lm−1,C)
)
i−→ π1
(
GL(l,C)
)
−→ π1
(
GL(l,C)/GL(l0,C)× · · · ×GL(lm−1,C)
)
−→ 0.
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Here, i is surjective. So, the quotient space is simply connected, and we obtain a
proof of (3).  
Proposition 6.9. Assume that N2 = 〈N0, a0, b0〉 with some a0, b0 ∈ N2 such
that a0x¯j = x¯j+1 and b0x¯j = x¯−j+1 for each j ∈ Zm. So, N2/N0 ∼= Dm and
N1 = 〈N0, b0a0〉. Then, A, Aψ are homeomorphic to A0, A0ψ for any ψ ∈ A,
respectively.
Proof. If we restrict the action to 〈N0, a0〉, then the proof is the same with Propo-
sition 6.8.(2).  
Proposition 6.10. Assume that N2 = 〈N0, α1, α2, α3〉 with some αi’s in N2 such
that α1x¯j = x¯−j+1, α2x¯j = x¯j+2, α3x¯j = x¯−j+3 for each j ∈ Zm with m = 4. So,
N2/N0 ∼= Z2 ×Z2 and N1 = N0. Then, A, Aψ are homeomorphic to A0,3, A0,3ψ for
any ψ ∈ A, respectively.
Proof. It suffices to show that each ψ in A is determined by ψ(x¯0), ψ(x¯3). Substi-
tuting g = αi in Lemma 6.1.(2), we obtain
ψ(x¯2) = α3ψ(x¯0)α
−1
3 , ψ(x¯1) = α2ψ(x¯3)α
−1
2 ,
so we obtain a proof.  
We often need to restrict our arguments on A to {x¯j , x¯j′} as follows: let Aj,j′
with j 6= j′ be the set of equivariant pointwise clutching maps with respect to the
N2({x¯j , x¯j′})-bundle
(
resN2N2({x¯j ,x¯j′}) F
)|{x¯j ,x¯j′} whereN2({x¯j , x¯j′}) is the subgroup
preserving {x¯j , x¯j′}. Here, each ψ in Aj,j′ is defined on {x¯j , x¯j′}, and satisfies
ψ(x¯j) ∈ Iso(Fx¯j , Fx¯j′ ) and ψ(x¯j′ ) ∈ Iso(Fx¯j′ , Fx¯j ).
We need to know if the restricted bundle
(
resN2N2({x¯j ,x¯j′}) F
)|{x¯j ,x¯j′} satisfies Con-
dition F1. or F2. If F satisfies Condition F1., then
x¯ = {x¯j , x¯j′} and
(
resN2N2({x¯j,x¯j′}) F
)|{x¯j ,x¯j′} = F
so that the restricted bundle trivially satisfies Condition F1. And, it is trivial that
A = Aj,j′ . If F satisfies Condition F2., then
(
resN2N2({x¯j ,x¯j′}) F
)|{x¯j,x¯j′} satisfies
Condition F2. because N2({x¯j , x¯j′}) acts transitively on {x¯j , x¯j′}. We obtain a
useful lemma on Aj,j′ .
Lemma 6.11. The map resj,j′ : A → Aj,j′ , ψ 7→ resj,j′ (ψ) is well-defined where
resj,j′ (ψ)(x¯j) = ψ
j′−j(x¯j), resj,j′ (ψ)(x¯j′ ) = ψj−j
′
(x¯j′ ).
And, we have the isomorphism
resN2N2({x¯j ,x¯j′})(F/ψ)
∼=
(
resN2N2({x¯j ,x¯j′}) F
)|{x¯j ,x¯j′}/ resj,j′ (ψ)
for each ψ ∈ A.
Proof. By Lemma 6.1, we can check that resj,j′(ψ) is in Aj,j′ . And, the injection
from
(
resN2N2({x¯j,x¯j′}) F
)|{x¯j ,x¯j′} to F induces the isomorphism through presj,j′ (ψ)
and pψ.  
Since any ψ in A glues all fibers of F to obtain a single vector space F/ψ, ψ might
be considered to glue each pair of fibers of F. That is, ψ determines the function ψ¯
defined on x¯ × x¯ −∆ sending a pair (x¯, x¯′) to the element ψ¯(x¯, x¯′) in Iso(Fx¯, Fx¯′)
such that each u in Fx¯ is identified with ψ¯(x¯, x¯
′)u in Fx¯′ by ψ, i.e. ψ¯(x¯, x¯′) satisfies
pψ(u) = pψ(ψ¯(x¯, x¯
′)u) where ∆ is the diagonal. Call ψ¯ the saturation of ψ. Since
the index j is not used in defining ψ¯, it is often convenient to use ψ¯ instead of
ψ. Denote by A¯ the set {ψ¯| ψ ∈ A}, and call it the saturation of A. And, denote
F/ψ, pψ also by F/ψ¯, pψ¯, respectively.
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7. Some lemmas on fundamental groups
In this section we prove three lemmas needed to calculate homotopy of equivari-
ant clutching maps. Two of them are just rewriting of Schur’s Lemma. The other
is on relative homotopy.
Lemma 7.1. For χ ∈ Irr(H), let W be a χ-isotypical H-representation. For the
natural inclusion ı : IsoH(W )→ Iso(W ), the map
ı∗ : π1(IsoH(W ))→ π1(Iso(W ))
is injective and equal to the multiplication by χ(id) up to sign.
Proof. An example is given instead of a detailed proof. Let U0 be an irreducible
H-representation with the character χ. Put W = 2U0. Assume that χ(id) = 3. By
Schur’s Lemma, IsoH(W ) ∼= GL(2,C) and ı is a map from GL(2,C) to GL(6,C)
such that
(
a b
c d
)
7→

a 0 0 b 0 0
0 a 0 0 b 0
0 0 a 0 0 b
c 0 0 d 0 0
0 c 0 0 d 0
0 0 c 0 0 d
 .
Then, proof for this case is easily followed.  
Lemma 7.2. For χ ∈ Irr(H), let N2 be a compact Lie group such that H⊳N2 and
N2/H ∼= Zm, and let W be an N2-representation such that resN2H W is χ-isotypical.
For the natural inclusion ı : IsoN2(W ) → IsoH(W ), the map ı∗ : π1(IsoN2(W )) →
π1(IsoH(W )) is surjective.
Proof. As in (6.3), the character χ is fixed by N2. Let U be an irreducible H-
representation whose character is equal to χ, and let U¯ be an N2-extension of U
whose existence is guaranteed by Theorem 14.1. Then, W can be decomposed as
⊕k∈Zm lkU¯k for some nonnegative integers lk’s by Corollary 14.2 where we denote
by U¯k the representation (U¯ ⊗ Ω(k)). Then, Schur’s Lemma says that
IsoN2(W )
∼= IsoN2(l0U¯0)× · · · × IsoN2(lm−1U¯m−1),
∼= GL(l0,C)× · · · ×GL(lm−1,C),
IsoH(W ) ∼= GL(l,C)
where l =
∑
lk. Since ı is the natural inclusion from to GL(l0,C)×· · ·×GL(lm−1,C)
to GL(l,C), we obtain a proof.  
Here, recall a notation.
Notation 7.3. Let X be a topological space. For two points y0 and y1 in X and
a path γ : [0, 1]→ X such that γ(0) = y0 and γ(1) = y1, denote by γ the function
defined as
γ : π1(X, y0) −→ π1(X, y1), [σ] 7→ [γ−1.σ.γ].
Lemma 7.4. Let X be a path connected topological space with an abelian π1(X).
Let A and B be path connected subspaces of X. Also, let ı1 and ı2 denote inclusions
from A and B to X, respectively. Pick two points y0 ∈ A, y1 ∈ B, and a path
γ : [0, 1] → X such that γ(0) = y0 and γ(1) = y1. Then, we have a one-to-one
correspondence
Π : π1(X, y1)
/{
γ
(
ı1∗π1(A, y0)
)
+ ı2∗π1(B, y1)
}
−→
[
[0, 1], 0, 1;X,A,B
]
,
[σ] 7−→ [γ.σ].
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Proof. The only issue is well-definedness of Π and Π−1 which is just a tedious
check.  
8. Equivariant clutching maps on one-dimensional fundamental
domain
Assume that ρ(Gχ) = R for some finite R in Table 1.1 such that pr(R) = T,O, I.
In this section, we find conditions on a preclutching map ΦDˆR in C
0(DˆR, VB) to
guarantee that ΦDˆR be the restriction of an equivariant clutching map as promised
in Section 4. By using this, we show that ΩDˆR,(Wdi )i∈I
is nonempty for each
(Wdi)i∈I+ ∈ AGχ(S2, χ). For these, we define notations on equivariant pointwise
clutching maps with respect to the (Gχ)x-bundle
(
res
Gχ
(Gχ)x
FVB
)||pi|−1(x) for each
x¯ ∈ |L¯R| and x = |π|(x¯), and prove some lemmas on them. Then, we apply results
of Section 6 in dealing with ΩDˆR,(Wdi )i∈I+
. Concrete calculation of homotopy of
equivariant clutching maps for each case is done in the next section.
First, we define a set Ax¯ of equivariant pointwise clutching maps for each x¯ in
|L¯R|. For each x¯ in |L¯R| and x = |π|(x¯), put x¯ = |π|−1(x) = {x¯j |j ∈ Zm} form = jR
or 2 according to whether x¯ is a vertex or not. Then, let Ax¯ be the set of equivariant
pointwise clutching maps with respect to the (Gχ)x-bundle
(
res
Gχ
(Gχ)x
FVB
)|x¯, i.e.
N2 = (Gχ)x and F =
(
res
Gχ
(Gχ)x
FVB
)|x¯ in notations of Section 6 (see Example
6.1). Here, we need to explain for codomain of maps in Ax¯. For each x¯ ∈ |L¯R| and
ψx¯ ∈ Ax¯, ψx¯(x¯j) is in
Iso
(
(FVB )x¯j , (FVB )x¯j+1
)
for j ∈ ZjR or Z2. If x¯j ∈ |f¯ | and x¯j+1 ∈ |f¯ ′| for some f¯ , f¯ ′, then ψx¯(x¯j) is
henceforth regarded as in Iso
(
Vf¯ , Vf¯ ′
)
. This is justified because we have fixed the
trivialization
(
res
Gχ
(Gχ)b(f¯)
FVB
)∣∣
|f¯ | = |f¯ | × Vf¯ for each face f¯ ∈ K¯R. We define one
more set Ae¯ of equivariant pointwise clutching maps for each edge eˆ and its images
e¯ = pL¯(eˆ), |e| = |π|(|e¯|). For each xˆ in |eˆ| and x¯ = p|L¯|(xˆ), put
x¯′0 = x¯, x¯
′
1 = p|L¯|(|c|(xˆ)), and x¯′ = {x¯′j |j ∈ Z2}.
Consider the set Axˆ of equivariant pointwise clutching maps with respect to the
(Gχ)|e|-bundle
(
res
Gχ
(Gχ)|e|
FVB
)|x¯′ where (Gχ)|e| is the subgroup of Gχ fixing |e|,
i.e. N2 = (Gχ)|e| and F =
(
res
Gχ
(Gχ)|e|
FVB
)|x¯′ in notations of Section 6. As for Ax¯,
each map ψxˆ in Axˆ is considered to satisfy
ψxˆ(x¯
′
0) ∈ Iso(Vf¯ , Vf¯ ′) and ψxˆ(x¯′1) ∈ Iso(Vf¯ ′ , Vf¯ )
when x¯′0 ∈ |f¯ | and x¯′1 ∈ |f¯ ′|. Here, observe that Axˆ is in one-to-one correspondence
with Ayˆ for any two xˆ, yˆ in |eˆ|, i.e. an element ψxˆ in Axˆ and an element ψyˆ in Ayˆ
are corresponded to each other when ψxˆ(x¯
′
j) = ψyˆ(y¯
′
j) for j ∈ Z2. This is because
the (Gχ)|e|-bundle
(
res
Gχ
(Gχ)|e|
FVB
)|x¯′ is all isomorphic regardless of xˆ ∈ |eˆ|. It is
very useful to identify all Axˆ’s for xˆ ∈ |eˆ| in this way, so we denote the identified
set by Ae¯. That is, each element ψe¯ in Ae¯ is considered as contained in Axˆ for any
xˆ ∈ |eˆ| according to the context.
Next, we would define a Gχ-action on saturations. First, we define notations on
saturations. For each x = |π|(x¯) and ψx¯ ∈ Ax¯, denote saturations of Ax¯ and ψx¯ by
A¯x and ψ¯x, respectively. Since index set is irrelevant in defining A¯x, the saturation
depends not on x¯ but on x. This is why we use the subscript x instead of x¯. For
any g ∈ Gχ, the function g · ψ¯x is contained in A¯gx where g · ψ¯x is defined as
(g · ψ¯x)(y¯, y¯′) = gψ¯x(g−1y¯, g−1y¯′)g−1
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for any y¯ 6= y¯′ in π−1(gx). That is, we obtain gA¯x = A¯gx. Especially, it is easily
shown that g · ψ¯x = ψ¯x for each g ∈ (Gχ)x by equivariance of ψx¯. From this, it is
noted that if g′x = gx for some g′, g ∈ Gχ, then g′ ·ψ¯x = g ·ψ¯x because g′ = g(g−1g′)
with g−1g′ ∈ (Gχ)x, i.e. g · ψ¯x is dependent on gx. We have defined a Gχ-action on
saturations. Since Ax¯ and A¯x are in one-to-one correspondence, Ax¯’s also deliver
the Gχ-action induced from the Gχ-action on A¯x’s, i.e. g · ψx¯ ∈ Agx¯ for each
ψx¯ ∈ Ax¯ is defined and Agx¯ = gAx¯. Here, we prove a useful lemma on this action.
Before it, we explain for the superscript g, and state an elementary fact.
Definition 8.1. Let K be a closed subgroup of a compact Lie group G. For a given
element g ∈ G and W ∈ Rep(K), the gKg−1-representation gW is defined to be
the vector space W with the new gKg−1-action
gKg−1 ×W →W, (k, u) 7→ g−1kgu
for k ∈ gKg−1, u ∈ W.
Lemma 8.2. Let G be a compact Lie group acting on a topological space X. And,
let E be an equivariant vector bundle over X. Then, gEx ∼= Egx for each g ∈ G and
x ∈ X. Also,
resGxGx∩Gx′ Ex
∼= resGx′Gx∩Gx′ Ex′
for any two points x, x′ in the same component of the fixed set XGx∩Gx′ .
By Lemma 8.2 and Lemma 3.10, pvect is well-defined in cases when pr(R) =
T,O, I.
Lemma 8.3. For each x¯ ∈ |L¯R|, x = |π|(x¯), g ∈ Gχ, ψx¯ ∈ Ax¯, we have an
(Gχ)gx-isomorphism(
res
Gχ
(Gχ)gx
FVB
)|gx¯/g · ψ¯x ∼= g( ( resGχ(Gχ)x FVB)|x¯/ψ¯x ).
Proof. Put L = 〈g, (Gχ)x〉, and let k0 ∈ N be the smallest natural number satisfying
gk0 ∈ (Gχ)x where such a number exists because R = ρ(Gχ) is finite. To prove
this lemma by using Lemma 8.2, we would construct an L-bundle F over the orbit
Lx = {x, gx, · · · , gk0−1x}. Put F¯ = ( resGχL FVB)|Lx¯ over Lx¯, and consider the
nonequivariant bundle F over the orbit Lx whose fiber Fgkx at gkx is equal to
F¯ |gkx¯
/
(gk · ψ¯x) for k = 0, · · · , k0−1. And, let P : F¯ → F be the map such that the
restriction of P to F¯ |gkx¯ is equal to pgk·ψ¯x where pgk·ψ¯x : F¯ |gkx¯ → F¯|gkx¯
/
(gk · ψ¯x)
is the quotient map of (6.2). Then, we would define an L-action on F as lu = P (lu¯)
for each l ∈ L, u ∈ F , and any u¯ ∈ P−1(u) so that P becomes L-equivariant. As
long as this is well-defined, it is easily shown that it becomes an action because it
is defined by the L-action on F¯ through P. So, we would prove well-definedness of
the action. For this, it suffices to show P (lu¯) = P (lu¯′) for each l ∈ L and each u¯, u¯′
in F¯ satisfying P (u¯) = P (u¯′). If u¯ ∈ (FVB )gkx¯j and u¯′ ∈ (FVB )gkx¯j′ for some j, j′,
then P (u¯) = P (u¯′) is written as
(*) (gk · ψ¯x)(gkx¯j , gkx¯j′ )u¯ = u¯′.
Note that lu¯ ∈ (FVB )lgkx¯j and lu¯′ ∈ (FVB )lgk x¯j′ . And, put l = gk
′
l′ with l′ ∈ Lgkx
and some integer k′ so that lgkx¯ = gk+k
′
x¯ because l′ fixes gkx¯. Remembering that
the restriction of P to F¯ |lgkx¯ = F¯ |gk+k′ x¯ is equal to pgk+k′ ·ψ¯x , P (lu¯) = P (lu¯′) is
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shown as
(gk+k
′ · ψ¯x)(lgkx¯j , lgkx¯j′ )lu¯
=gk
′
(gk · ψ¯x)(g−k
′
lgkx¯j , g
−k′ lgkx¯j′ )g−k
′
lu¯
=gk
′
l′l′−1(gk · ψ¯x)(l′gkx¯j , l′gkx¯j′ )l′u¯
=gk
′
l′(l′−1gk · ψ¯x)(gkx¯j , gkx¯j′ )u¯
=l(gk · ψ¯x)(gkx¯j , gkx¯j′)u¯
=lu¯′
where we use (*) in the last line. So, we obtain well-definedness of L-action on F .
By definition, isotropy representations Fx and Fgx are equal to representations(
res
Gχ
(Gχ)x
FVB
)|x¯/ψ¯x and ( resGχ(Gχ)gx FVB)|gx¯/g · ψ¯x,
respectively. Then, the lemma follows from Lemma 8.2.  
To investigate ΩDˆR,(Wdi )i∈I+
, we need prove a basic lemma on relations between
Ae¯i and Ax¯ for x¯ = v¯i or v¯i+1. Also, we prove lemmas on evaluation of equivariant
pointwise clutching maps.
Lemma 8.4. Put v¯k = |π|−1(vk) = {x¯j | x¯j = v¯kj for j ∈ ZjR} for k = i, i + 1.
And, put v¯′i = {v¯i0, v¯i1} and v¯′i+1 = {v¯i+10 , v¯i+1−1 } so that v¯i1, v¯i+1−1 ∈ c(e¯i).
(1) Ax¯ ⊂ Ae¯i for each interior x¯ in |e¯i|.
(2) Ae¯i = Ax¯ for each interior x¯ 6= b(e¯i) in |e¯i|. Moreover, Ae¯i = Ab(e¯i) if
(Gχ)b(ei) = (Gχ)x for x = |π|(x¯).
(3) A0v¯i ⊂ A0e¯i and AjR−1v¯i+1 ⊂ A1e¯i .
(4) For each ψv¯i in Av¯i , we have ψv¯i(v¯i0) = ψe¯i(v¯i0) for the unique ψe¯i ∈ Ae¯i ,
and
res
(Gχ)vi
(Gχ)|ei|
{(
res
Gχ
(Gχ)vi
FVB
)|v¯i/ψv¯i} ∼= ( resGχ(Gχ)|ei| FVB)|v¯′i/ψe¯i .
(5) For each ψv¯i+1 in Av¯i+1 , we have ψv¯i+1(v¯i+1−1 ) = ψe¯i (v¯i+1−1 ) for the unique
ψe¯i ∈ Ae¯i , and
res
(Gχ)vi+1
(Gχ)|ei|
{(
res
Gχ
(Gχ)vi+1
FVB
)|v¯i+1/ψv¯i+1} ∼= ( resGχ(Gχ)|ei| FVB)|v¯′i+1/ψe¯i .
Proof. (1) follows from (Gχ)|ei| ⊂ (Gχ)x when x = |π|(x¯). (2) follows from (Gχ)|ei| =
(Gχ)x. Similarly, since (Gχ)|ei| ⊂ Gχ(v¯′i) and (Gχ)|ei| ⊂ Gχ(v¯′i+1), (3) holds
by Lemma 6.11 where Gχ(v¯
′i) and Gχ(v¯′i+1) are subgroups of Gχ preserving v¯′i
and v¯′i+1, respectively. The first statement of (4) follows by (3) and Lemma 6.4.
By Lemma 6.11, we have the second statement of (4). Similarly, (5) is also ob-
tained.  
Lemma 8.5. Assume that pr(R) = T, O, I and R 6= T × Z. For each vertex v¯ in
K¯R, the evaluation map Av¯ → A0v¯, ψv¯ 7→ ψv¯(v¯) is homeomorphic.
Proof. Put v = |π|(v¯). In these cases, Rv ∼= Zm or Dm with m = jR by Table 3.4,
and proof is done by Proposition 6.8.(2) and 6.9.  
Lemma 8.6. Assume that R = T × Z. For each vertex v¯ in K¯R, the evaluation
map
Av¯ → A0v¯ ×A−1v¯ , ψv¯ 7→
(
ψv¯(v¯0), ψv¯(v¯−1)
)
is homeomorphic.
Proof. Put v = |π|(v¯). In these cases, Rv ∼= Z2×Z2 by Table 3.4, and proof is done
by Proposition 6.10.  
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Now, we state conditions on a preclutching map ΦDˆR in C
0(DˆR, VB) to guarantee
that ΦDˆR be the restriction of an equivariant clutching map. When R = T × Z,
pick an element t0 ∈ (Gχ)b(f−1) such that t0v0 = v1. So, t0 satisfies t0v¯0j = v¯1j and
t0v¯
0
j,± = v¯
1
j,± for j ∈ Z4 as illustrated in Figure 4.2. Also, we define a terminology.
Definition 8.7. For x¯ ∈ |L¯R|, x = |π|(x¯), ψx¯ ∈ Ax¯, Φ ∈ C0(|LˆR|, VB), the map ψx¯
or its saturation ψ¯x is called determined by Φ if Φ satisfies the following condition:
ψ¯x
(
p|L¯|(xˆ), p|L¯|(|c|(xˆ))
)
= Φ(xˆ)
for each xˆ ∈ (|π| ◦ p|L¯|)−1(x). The condition is concretely written as
(1) if x¯ is a vertex, then
ψx¯(x¯j) = Φ(xˆj,+) and ψ
−1
x¯ (x¯j) = Φ(xˆj,−)
for each j ∈ ZjR ,
(2) if x¯ is not a vertex, then
ψx¯(x¯0) = Φ(xˆ0,+) and ψx¯(x¯1) = Φ(|c|(xˆ0,+)).
Theorem 8.8. Assume that pr(R) = T, O, I. Then, a preclutching map ΦDˆR in
C0(DˆR, VB) is in ΩDˆR,VB if and only if there exists the unique ψx¯ ∈ Ax¯ for each
x¯ ∈ D¯R and x = |π|(x¯) satisfying
E2. ψ¯x
(
p|L¯|(xˆ), p|L¯|(|c|(xˆ))
)
= ΦDˆR(xˆ) for each xˆ ∈ DˆR,
E3. for each x¯, x¯′ ∈ D¯R and their images x = |π|(x¯), x′ = |π|(x¯′), if x′ = gx for
some g ∈ Gχ, then ψ¯x′ = g · ψ¯x.
The set (ψx¯)x¯∈D¯R is called determined by ΦDˆR .
Proof. For necessity, it suffices to construct a map Φ in ΩVB such that Φ|DˆR = ΦDˆR .
For this, we would define Φ on DˆR, and then extend the domain of definition of Φ
to the whole |LˆR|. First, we define Φ on DˆR so that each ψx¯ is determined by Φ, i.e.
each ψx¯ and Φ satisfy Definition 8.7. Then, Condition E2. says that Φ|DˆR = ΦDˆR .
Next, we define Φ(xˆ) = g−1Φ(gxˆ)g for each xˆ ∈ |LˆR| and some g ∈ Gχ such that gxˆ
is in DˆR. We need prove well-definedness of this. Assume that yˆ = gxˆ and yˆ
′ = g′xˆ
are in DˆR for two elements g, g
′ in Gχ so that yˆ′ = g′g−1yˆ. And, let y and y′ be
images of yˆ and yˆ′ through |π| ◦ p|L¯|, respectively. Then, y′ = g′g−1y. These give
us ψ¯y′ = (g
′g−1) · ψ¯y by Condition E3. From this, we obtain
g′−1Φ(yˆ′)g′ = g′−1ψ¯y′
(
p|L¯|(yˆ
′), p|L¯|(|c|(yˆ′))
)
g′
= g−1ψ¯y
(
p|L¯|(yˆ), p|L¯|(|c|(yˆ))
)
g
= g−1Φ(yˆ)g
where we use equivariance of |c|. So, well-definedness is proved. It is easily checked
that Φ satisfies Condition N1., N2., E1. Therefore, Φ is the wanted equivariant
clutching map.
For sufficiency, assume that ΦDˆR = Φ|DˆR for some Φ ∈ ΩVB . Then, we should
choose the unique ψx¯ ∈ Ax¯ for each x¯ ∈ D¯R satisfying Condition E2. and E3.
When we show that ψx¯’s satisfy Condition E3., the condition x
′ = gx holds only if
x′, x are equal points or x′, x are different vertices by definition of one-dimensional
fundamental domain. The second situation happens only in the case ofR = T×Z by
Table 1.1, and in other cases DR contains only one vertex. So, proof for sufficiency
is different according to R.
First, assume that R 6= T×Z. At each x¯ ∈ D¯R, the unique ψx¯ in Ax¯ is determined
by Φ because Φ satisfies Condition N1., N2., E1. Moreover, it can be checked that
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ψx¯ is the unique element satisfying Condition E2. for each x¯ by Lemma 8.5. And,
as we have seen in the above, we do not need to consider Condition E3. in these
cases.
Second, assume that R = T × Z. At each x¯ ∈ D¯R, the unique ψx¯ in Ax¯ is
determined by Φ because Φ satisfies Condition N1., N2., E1. Easily, these ψx¯’s
satisfy Condition E2., E3. so that it remains to show their uniqueness. For x¯ ∈
D¯R − {v¯0, v¯1}, ψx¯ is the unique element satisfying Condition E2. by Lemma 6.4.
Condition E2. says that
(*) ψv¯0(v¯
0) = ΦDˆR(vˆ
0
+), ψ
−1
v¯1 (v¯
1) = ΦDˆR(vˆ
1
−).
And, Condition E3. says that ψ¯v1 = t0 · ψ¯v0 , and from this it is obtained that
(**) ψv¯1(v¯
1) = t0ΦDˆR(vˆ
0
+)t
−1
0 .
Formulas (*), (**) say that two values ψv¯1(v¯
1) and ψv¯1(v¯
1
−1) = (ψ
−1
v¯1 (v¯
1))−1 are de-
termined by ΦDˆR . And, this means that ψv¯1 is unique by Lemma 8.6. By Condition
E3., uniqueness of ψv¯0 is also obtained.  
Remark 8.9. This theorem holds even though we might omit the word ‘unique’
in the statement of the theorem because uniqueness is not used in the proof of
necessity. 
By using Theorem 8.8, we would describe ΩDˆR,VB through Ax¯’s. Define the
following set of equivariant pointwise clutching maps on d¯i’s.
Definition 8.10. Denote by A¯Gχ(S
2, VB) the set
{(ψd¯i)i∈I | ψd¯i ∈ Ad¯i and ψ¯d1 = g · ψ¯d0 if d1 = gd0 for some g ∈ Gχ}.
An element (ψd¯i)i∈I in A¯Gχ(S
2, VB) is determined by ΦDˆR ∈ ΩDˆR,VB if ψd¯i ’s and
ΦDˆR satisfy Condition E2. and E3. of Theorem 8.8. Also, a triple (Wdi)i∈I+ in
AGχ(S
2, χ) is determined by (ψd¯i)i∈I in A¯Gχ(S
2, VB) if Wd−1 ∼= Vf¯−1 and Wdi is
determined by ψd¯i with respect to
(
res
Gχ
(Gχ)di
FVB
)||pi|−1(di) for each i ∈ I.
By Theorem 8.8, we can see that for each ΦDˆR ∈ ΩDˆR,VB there exists an element
(ψd¯i)i∈I in A¯Gχ(S
2, VB) which is determined by ΦDˆR . In fact, it can be checked
that this element is unique by the proof of Theorem 8.8.
Corollary 8.11. The set ΩDˆR,VB is equal to the set{
ΦDˆR ∈ C0(DˆR, VB)
∣∣∣ ΦDˆR(xˆ) ∈ A0e¯0 for each xˆ ∈ [dˆ0+, dˆ1−], and
ΦDˆR(dˆ
0
+) = ψd¯0(d¯
0), ΦDˆR(dˆ
1
−) = ψ
−1
d¯1
(d¯1) for some (ψd¯i)i∈I ∈ A¯Gχ(S2, VB)
}
.
Proof. To prove this corollary, we would rewrite Theorem 8.8 by using Ae¯0 and
A¯Gχ(S
2, VB). By Theorem 8.8, a preclutching map ΦDˆR is in ΩDˆR,VB if and only
if a set Ψ = (ψx¯)x¯∈D¯R is determined by ΦDˆR . As we have seen in the proof of the
theorem, gx = x′ with x 6= x′ in Condition E3. is possible only when x and x′
are di’s (of course, more precisely when they are vertices). So, Ψ is determined by
ΦDˆR if and only if (ψd¯i)i∈I satisfies Condition E2. and E3. and (ψx¯)x¯∈D¯R−{d¯i|i∈I}
satisfies Condition E2. Here, (ψd¯i)i∈I satisfies Condition E2. if and only if
(*) ΦDˆR(dˆ
0
+) = ψd¯0(d¯
0) and ΦDˆR(dˆ
1
−) = ψ
−1
d¯1
(d¯1).
Lemma 8.4.(3) says that (*) implies ΦDˆR(xˆ) ∈ A0e¯i for xˆ = dˆ0+, dˆ1−. So, (*) could be
redundantly rewritten as
(**) ΦDˆR(dˆ
0
+) = ψd¯0(d¯
0), ΦDˆR(dˆ
1
−) = ψ
−1
d¯1
(d¯1), and ΦDˆR(xˆ) ∈ A0e¯0
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for xˆ = dˆ0+, dˆ
1
−. And, (ψd¯i)i∈I satisfies Condition E3. if and only if
(***) (ψd¯i)i∈I ∈ A¯Gχ(S2, VB).
Next, we deal with ψx¯’s in (ψx¯)x¯∈D¯R−{d¯i|i∈I}. They satisfy Condition E2. if and
only if ψx¯(x¯) = ΦDˆR(xˆ+) for each x¯ in x¯ ∈ D¯R − {d¯i|i ∈ I}. And, this is satisfied
if and only if ΦDˆR(xˆ+) ∈ A0x¯ = A0e¯0 and we have chosen ψx¯’s such that ψx¯(x¯) =
ΦDˆR(xˆ+) for each x¯. In summary, three conditions of this, (**), (***) are equivalent
conditions for Ψ to be determined by ΦDˆR . Therefore, we obtain a proof.  
By using this corollary, we would show nonemptiness of ΩDˆR,(Wdi )i∈I+
. For this,
we need a lemma.
Lemma 8.12. For each (Wdi)i∈I+ ∈ AGχ(S2, χ), if we put
VB = Gχ ×(Gχ)d−1 Wd−1 , FVB = Gχ ×(Gχ)d−1 (|f¯−1| ×Wd−1),
then each Ax¯ for x¯ ∈ [d¯0, d¯1] is nonempty. And, we can pick an element (ψd¯i)i∈I
in A¯Gχ(S
2, VB) which determines (Wdi)i∈I+ .
Proof. For each i ∈ I, put x¯ = |π|−1(di) = {x¯j |x¯j = d¯ij for j ∈ Zm} for m = jR or
2. If we put Fi =
(
res
Gχ
(Gχ)di
FVB
)|x¯ and N2 = (Gχ)di , then N1 = (Gχ)d¯i . Example
6.1 says that Fi satisfies Condition F1. or F2. Definitions of Fi and FVB say that
(Fi)x¯0
∼= res(Gχ)d−1(Gχ)d−1∩(Gχ)di Wd−1
because (Gχ)x¯0 = (Gχ)[d¯−1,d¯i] = (Gχ)[d−1,di] is equal to (Gχ)d−1∩(Gχ)di by Lemma
3.10. This implies
(Fi)x¯0
∼= res(Gχ)di(Gχ)d−1∩(Gχ)di Wdi
by Definition 1.1.(4), i.e. Wdi is a (Gχ)di -extension of (Fi)x¯0 . So, Theorem 6.6 says
that Ad¯i is nonempty. Moreover, we obtain nonemptiness of Ax¯ for x¯ ∈ [d¯0, d¯1]
by Lemma 8.4. To prove the second statement, pick an element ψd¯i in Ad¯i which
determines Wdi . If d
1 = g · d0 for some g ∈ Gχ, then the element g · ψ¯d0 in A¯d¯1
satisfies
F1
/
g · ψ¯d0 ∼= gWd0 ∼=Wd1
by Lemma 8.3 and Definition 1.1.(2). So, we may assume that ψ¯d1 = g · ψ¯d0 .
And, Wd−1 ∼= Vf¯−1 by definition of VB . Then, (ψd¯i)i∈I is in A¯Gχ(S2, VB) which
determines (Wdi)i∈I+ . Therefore, we obtain a proof.  
Proposition 8.13. For each (Wdi)i∈I+ ∈ AGχ(S2, χ), the set ΩDˆR,(Wdi )i∈I+ is
nonempty.
Proof. Put VB = Gχ ×(Gχ)d−1 Wd−1 so that ΩDˆR,(Wdi )i∈I+ is contained in ΩDˆR,VB .
First, we would describe ΩDˆR,(Wdi )i∈I+
by using Corollary 8.11. By Lemma 8.12,
we can pick an element (ψd¯i)i∈I in A¯Gχ(S
2, VB) which determines (Wdi)i∈I+ . By
Theorem 8.8 and Definition 8.10, each element ΦDˆR in ΩDˆR,(Wdi )i∈I+
satisfies
ΦDˆR(dˆ
0
+) = ψ
′¯
d0(d¯
0), ΦDˆR(dˆ
1
−) = ψ
′−1
d¯1
(d¯1)
for some (ψ ′¯
di
)i∈I ∈ A¯Gχ(S2, VB), i.e. (ψ ′¯di)i∈I is determined by ΦDˆR . Easily,
ψ ′¯
di
∈ (Ad¯i)ψd¯i for i ∈ I because (ψ ′¯di)i∈I should determine (Wdi)i∈I+ . Moreover,
Lemma 8.4 says that both ψ ′¯
d0
(d¯0) and ψ′−1
d¯1
(d¯1) are in (Ae¯0)0 which determine
res
(Gχ)d0
(Gχ)|e0|
Wd0 and res
(Gχ)d1
(Gχ)|e0|
Wd1 , respectively. Since (Gχ)|e0| = (Gχ)d0 ∩ (Gχ)d1
by Lemma 3.10 and these two representations are isomorphic by definition of
AGχ(S
2, χ), Theorem 6.6 says that ψ ′¯
d0
(d¯0) and ψ′−1
d¯1
(d¯1) ( of course, also ψd¯0(d¯
0)
and ψ−1
d¯1
(d¯1) ) are in the same component (Ae¯0)0ψ
e¯0
of (Ae¯0)0 for some ψe¯0 ∈ Ae¯0 .
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Since ψd¯0(d¯
0) and ψd¯1(d¯
1) do exist, such a ψe¯0 exists and (Ae¯0 )ψe¯0 is nonempty.
So, ΩDˆR,(Wdi )i∈I+
is expressed as
{
ΦDˆR ∈ C0(DˆR, VB)
∣∣∣ ΦDˆR(xˆ) ∈ (Ae¯0 )0ψe¯0 for each xˆ ∈ [dˆ0+, dˆ1−], and
(8.1)
ΦDˆR(dˆ
0
+) = ψ
′¯
d0(d¯
0), ΦDˆR(dˆ
1
−) = ψ
′−1
d¯1
(d¯1) for some (ψ ′¯di)i∈I ∈ A¯Gχ(S2, VB)
such that ψ ′¯di ∈ (Ad¯i)ψd¯i for i ∈ I
}
.
However, we can construct a continuous function Φ′
DˆR
: [dˆ0+, dˆ
1
−] → (Ae¯0)0ψ
e¯0
⊂
Iso(Vf¯−1 , Vf¯0) such that Φ
′
DˆR
(dˆ0+) = ψd¯0(d¯
0) and Φ′
DˆR
(dˆ1−) = ψ
−1
d¯1
(d¯1) because
ψd¯0(d¯
0) and ψ−1
d¯1
(d¯1) are in the nonempty path connected (Ae¯0)0ψ
e¯0
. Since Φ′
DˆR
is
contained in the set (8.1), we obtain a proof.  
9. Proof for cases when pr(ρ(Gχ)) = T,O, I
Now, we are ready to calculate homotopy of equivariant clutching maps.
Proposition 9.1. Assume that pr(R) = T, O, I and R 6= T, O, I. Then, Theorem
C holds for these R’s.
Proof. We prove the proposition only for the case of ρ(Gχ) = T×Z. Proof for other
cases are similar. We would show that π0(ΩDˆR,(Wdi )i∈I+
) is one point set for each
(Wdi)i∈I+ ∈ AGχ(S2, χ) by Proposition 5.3.(2). Put
VB = Gχ ×(Gχ)d−1 Wd−1 , FVB = Gχ ×(Gχ)d−1 (|f¯−1| ×Wd−1)
for each (Wdi)i∈I+ ∈ AGχ(S2, χ).
By Proposition 8.13, we know that π0(ΩDˆR,(Wdi )i∈I+
) is nontrivial. For two
arbitrary ΦDˆR and Φ
′
DˆR
in ΩDˆR,(Wdi )i∈I+
, let (ψd¯i)i∈I and (ψ
′¯
di
)i∈I in A¯Gχ(S
2, VB)
be two elements determined by ΦDˆR and Φ
′
DˆR
, respectively. We would construct a
homotopy connecting ΦDˆR and Φ
′
DˆR
in ΩDˆR,(Wdi )i∈I+
. First, we show that we may
assume that (ψ ′¯
di
)i∈I = (ψd¯i)i∈I . Since ψd¯i and ψ
′¯
di
for i ∈ I determine the same
representation Wdi , these two are in the same path component of Ad¯i by Theorem
6.6. Take paths γi : [0, 1] → Ad¯i for i ∈ I such that γi(0) = ψ ′¯di and γi(1) = ψd¯i .
In the case of R = T×Z, we have d1 = t0 · d0, and t0 · γ0 satisfies (t0 · γ0)(0) = ψ ′¯d1
and (t0 · γ0)(1) = ψd¯1 by Definition 8.10. So, we may also assume that γ1 = t0 · γ0.
Recall that the parametrization on |eˆ0| = [vˆ0+, vˆ1−] by s ∈ [0, 1] satisfies vˆ0+ = 0,
b(eˆ0) = 1/2, vˆ1− = 1. We construct a homotopy L(s, t) : [dˆ
i
+, dˆ
i+1
− ]× [0, 1]→ A0e¯i as
L(s, t) = γi
(
(1− 3s)t
)
(d¯i) for s ∈ [0, 13 ],
L(s, t) = ϕ′i(3s− 1) for s ∈ [ 13 , 23 ],
L(s, t) = γi+1
(
(3s− 2)t
)−1
(d¯i+1) for s ∈ [ 23 , 1].
Then, Lt for each t ∈ [0, 1] is in ΩDˆR,(Wdi )i∈I+ by Corollary 8.11, and L connects
Φ′
DˆR
with L1 in ΩDˆR,(Wdi )i∈I+
which determines (ψd¯i)i∈I . So, if we put Φ
′
DˆR
= L1,
then we may assume that ΦDˆR and Φ
′
DˆR
determine the same element (ψd¯i)i∈I in
A¯Gχ(S
2, VB).
Now, we construct a homotopy between ΦDˆR and Φ
′
DˆR
. As in the proof of Propo-
sition 8.13, ψd¯0(d¯
0) and ψ−1
d¯1
(d¯1) are in the same component (Ae¯0 )0ψe¯0 for some ele-
ment ψe¯0 in Ae¯0 , and ΦDˆR , Φ′DˆR have values in (Ae¯0 )
0
ψ
e¯0
. Here, note that (Ae¯0 )ψe¯0 is
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simply connected by Lemma 3.8 and Proposition 6.8.(3). By simply connectedness,
we can obtain a homotopy L′(s, t) : [dˆ0+, dˆ
1
−]× [0, 1]→ A0e¯0 as
L′(s, t) ∈ (Ae¯0 )0ψ
e¯0
, L′(0, t) = ψd¯0(d¯
0), L′(1, t) = ψ−1
d¯1
(d¯1),
L′(s, 0) = ΦDˆR(s), L
′(s, 1) = Φ′
DˆR
(s)
for s, t ∈ [0, 1]. Then, L′ connects ΦDˆR and Φ′DˆR in ΩDˆR,(Wdi )i∈I+ by Corollary
8.11. Therefore, we obtain a proof. Here, we remark that simply connectedness is
critical in obtaining L′.  
Proposition 9.2. Assume that R is equal to one of T, O, I. Then, Theorem A
holds for these cases.
Proof. When ρ(Gχ) is given, put
VB = Gχ ×(Gχ)d−1 Wd−1 , FVB = Gχ ×(Gχ)d−1 (|f¯−1| ×Wd−1)
for each (Wdi)i∈I+ ∈ AGχ(S2, χ). We can pick an element (ψd¯i)i∈I in A¯Gχ(S2, VB)
which determines (Wdi)i∈I+ by Lemma 8.12. In these cases, we have
D¯R = [v¯
0, b(e¯0)], (Gχ)v0/H ∼= ZjR ,
(Gχ)b(e0)/H ∼= Z2, (Gχ)x/H = 〈id〉
by Table 3.4. By using these, path components of Av¯0 , Ab(e¯0) are simply connected
by Proposition 6.8.(3), and we have A0e¯0 = IsoH(Vf¯−1 , Vf¯0) by Lemma 6.4. Here,
Av¯0 , Ab(e¯0), Ae¯0 are all nonempty by Lemma 8.12. Since d1 6= gd0 for any g ∈ Gχ,
ψ ′¯
d0
and ψ ′¯
d1
in the set (8.1) have no relation. So, the set (8.1) is rewritten as{
ΦDˆR ∈ C0(DˆR, VB)
∣∣∣ ΦDˆR(xˆ) ∈ IsoH(Vf¯−1 , Vf¯0) for each xˆ ∈ [vˆ0+, b(eˆ0)],
and ΦDˆR(vˆ
0
+) ∈ (Av¯0)0ψ
v¯0
, ΦDˆR
(
b(eˆ0)
) ∈ (Ab(e¯0))0ψ
b(e¯0)
}
.
Since path components (Av¯0 )0ψ
v¯0
and (Ab(e¯0))0ψ
b(e¯0)
are simply connected, the homo-
topy π0(ΩDˆR,(Wdi )i∈I+
) is in one-to-one correspondence with the homotopy π1
(
IsoH(Vf¯−1 , Vf¯0)
)
by Lemma 7.4, and the injection ı0 from Ω0 to ΩDˆR,(Wdi )i∈I+
induces the bijection
π0(ı0) : π0(Ω0)→ π0(ΩDˆR,(Wdi )i∈I+ )
where Ω0 is defined as{
ΦDˆR ∈ C0(DˆR, VB)
∣∣∣ ΦDˆR(xˆ) ∈ IsoH(Vf¯−1 , Vf¯0) for each xˆ ∈ [vˆ0+, b(eˆ0)],
and ΦDˆR(vˆ
0
+) = ψv¯0(v¯
0), ΦDˆR
(
b(eˆ0)
)
= ψb(e¯0)(b(e¯
0))
}
.
Now, we would show that Chern classes of equivariant vector bundles determined
by different classes in π0
(
ΩDˆR,(Wdi )i∈I+
)
with respect to VB are all different by
calculating Chern class. For this, we use the parametrization on L¯R introduced in
Section 4. For notational simplicity, put ∗ = ψv¯0(v¯0) and ∗′ = ψb(e¯0)(b(e¯0)). Let
γ0 : [0, 1/2] → IsoH(Vf¯−1 , Vf¯0) be an element of the set Ω0 such that γ0(0) = ∗
and γ0(1/2) = ∗′. Also, let σ0 : [0, 1/2] → IsoH(Vf¯−1 , Vf¯0) be a loop such that
σ0(0) = σ0(1/2) = ∗ and [σ0] is a generator of π1(IsoH(Vf¯−1 , Vf¯0), ∗). Here, we
introduce some notations.
Notation 9.3. For some H-representations W1 and W2, let X1 and X2 be two
spaces IsoH(W1,W2) and IsoH(W2,W1), respectively. For paths δ1, δ2 : [a, b]→ X1
satisfying δ1(b) = δ2(a), denote by δ1.δ2 : [a, b]→ X1 the path defined by
(δ1.δ2)(t) =
{
δ1(a+ 2(t− a)), t ∈ [a, a+b2 ],
δ2(a+ 2(t− a+b2 )), t ∈ [a+b2 , b].
EQUIVARIANT VECTOR BUNDLES OVER TWO-SPHERE 35
For paths δ3 : [a, b] → X1 and δ4 : [b, c] → X1 satisfying δ3(b) = δ4(b), denote by
δ1 ∨ δ2 : [a, c]→ X1 the path defined by
(δ3 ∨ δ4)(t) =
{
δ3(t), t ∈ [a, b],
δ4(t), t ∈ [b, c].
Also, for a path δ : [a, b] → X1 denote by δ∗ : [1 − b, 1 − a] → X2 the path
δ∗(t) = δ(1 − t)−1.
Note that σ0.γ0 ∈ Ω0 ⊂ ΩDˆR,(Wdi )i∈I+ . We would show that the difference
between c1
(
FVB/σ0.γ0
)
and c1
(
FVB/γ0
)
is 12χ(id), 24χ(id), 60χ(id) according to
R = T, O, I, respectively. Here, lR = 12, 24, 60 because the number of edges of
KT, KO, KI is 6, 12, 30 and DR is a half of an edge at each case, respectively. For
the calculation, we need to describe the equivariant clutching maps precisely. Let
Φ = ∪ ϕeˆ in ΩDˆR,(Wdi )i∈I+ be the extension of γ0, i.e. ϕeˆ0(t) = γ0(t) for t ∈ [0, 1/2].
By Condition N1., ϕc(eˆ0)(t) = γ0(1 − t)−1 for t ∈ [1/2, 1]. Pick an element c0 of
(Gχ)b(e0) such that c0b(e¯
0) = b
(
c(e¯0)
)
. By equivariance of Φ,
ϕc(eˆ0)(t) = Φ(t)
= c0Φ(c
−1
0 t)c
−1
0
= c0ϕeˆ0(c
−1
0 t)c
−1
0
= c0γ0(t)c
−1
0
for t ∈ [0, 1/2]. Again by Condition N1.,
ϕeˆ0(t) = ϕc(eˆ0)(1 − t)−1
= c0γ0(1− t)−1c−10
for t ∈ [1/2, 1]. This gives ϕeˆ0 = γ0 ∨ c0γ∗0c−10 and ϕc(eˆ0) = c0γ0c−10 ∨ γ∗0 . Let
Φ′ = ∪ϕ′eˆ be the extension of σ0.γ0. Then,
ϕ′eˆ0 = σ0.γ0 ∨ c0(γ∗0 .σ∗0)c−10 and
ϕ′c(eˆ0) = c0σ0.γ0c
−1
0 ∨ γ∗0 .σ∗0
by using (σ0.γ0)
∗ = γ∗0 .σ
∗
0 . Replacing only ϕeˆ and ϕc(eˆ0) of Φ with ϕ
′
eˆ and ϕ
′
c(eˆ0),
we obtain a new nonequivariant clutching map, say Φ1. Here, Φ1 becomes an
nonequivariant clutching map because Φ1 = Φ on vertices of L¯R. The difference
c1
(
FVB/Φ1
)−c1(FVB/Φ) is equal to ±2χ(id) ( say +2χ(id) ) by Lemma 7.1 because
ϕ′eˆ0 contains two generators σ0 and c0σ
∗
0c
−1
0 . We would repeat this argument for
other edges. Pick edges eˆ and c(eˆ) such that {eˆ, c(eˆ)} 6= {eˆ0, c(eˆ0)}. Then, there
exists the unique g0 ∈ Gχ up to H such that g0eˆ0 = eˆ. By equivariance,
ϕeˆ = g0 · ϕeˆ0
= g0 · (γ0 ∨ c0γ∗0c−10 )
= g0γ0g
−1
0 ∨ g0c0γ∗0c−10 g−10 ,
and
ϕ′eˆ = g0σ0.γ0g
−1
0 ∨ g0c0γ∗0 .σ∗0c−10 g−10 .
Replacing only ϕeˆ and ϕc(eˆ0) of Φ1 with ϕ
′
eˆ and ϕ
′
c(eˆ0), we obtain a new nonequivari-
ant clutching map, say Φ2, is obtained, and the difference c1
(
FVB/Φ2
)−c1(FVB/Φ1)
is also equal to 2χ(id) because g0 preserves the orientation. In this way, if we replace
all ϕeˆ of Φ with ϕ
′
eˆ to obtain Φ
′, then the difference c1
(
FVB/Φ
′)−c1(FVB/Φ) is equal
to lRχ(id). Proposition 5.3 and these calculations prove the proposition.  
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10. Equivariant clutching maps when pr(ρ(Gχ)) = Zn, Dn
Assume that ρ(Gχ) = R for some finite R in Table 1.1 such that pr(R) =
Zn, Dn . We redefine notations introduced for cases of pr(R) = T, O, I to be in
accordance with these cases, and mimic what we have done in Section 4, 5, 8 with
those notations. In our treatment of cases when R = Zn, 〈an,−b〉, there are some
differences with other cases which are caused by existence of fixed points.
v¯0N v¯
1
N
v¯2N
N
e¯0N
e¯1N
K¯R,N
v¯0S v¯
1
S
v¯2Sv¯
3
S
S
e¯0S
e¯1S
e¯2S
e¯3S
K¯R,S
pi
v0
v1
v2
S
N
e0
e1
Figure 10.1. π : K¯R → KR when KR = K4
First, we rewrite Section 4. In these cases, KR = KmR with mR = n/2, n, 2n by
Table 1.1. Denote by KR,S the lower simplicial subcomplex of KR whose underlying
space |KR,S | is equal to |KR| ∩ {(x, y, z) ∈ R3 | z ≤ 0}, and by KR,N the upper
part. Let LR be the subcomplex KR,S ∩ KR,N of KR lying on the equator z = 0.
Put B = {S,N} ⊂ |KR| on which R (and Gχ) acts. Since each |KR,q| for q ∈ B has
a simple equivariant structure for Rq, we consider KR as the union of two pieces
KR,q for q ∈ B, not of all faces of KR. Denote by K¯R the disjoint union ∐q∈B KR,q,
and denote by K¯R,q the subcomplex KR,q of K¯R so that |K¯R| = ∐q∈B |K¯R,q|. We
denote simply by π and |π| natural quotient maps from K¯R and |K¯R| to KR and
|KR|, respectively. Let L¯R = π−1(LR), and let L¯R,q be the subcomplex L¯R ∩ K¯R,q
of K¯R for q ∈ B. The subset |π|−1(B) in |K¯R| is often confused with B in |KR|.
The injection from L¯R to K¯R and its underlying space map are denoted by ıL¯ and
ı|L¯|, respectively. The Gχ-actions on KR, |KR| induce Gχ-actions on LR, K¯R, L¯R,
and their underlying spaces. We do not need define LˆR. Here, we introduce the
following notations:
v¯iq = L¯R,q ∩ π−1(vi),
e¯iq = L¯R,q ∩ π−1(ei),
D¯R = |L¯R,S | ∩ |π|−1(DR),
D¯R = |π|−1(DR),
d¯i
′
= |L¯R,S | ∩ |π|−1(di
′
)
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for q ∈ B, i ∈ ZmR , i′ ∈ I. Some notations are illustrated in Figure 10.1. Also, let
c : L¯R → L¯R be the simplicial map whose underlying space map |c| : |L¯R| → |L¯R|
satisfies
x¯ 6= |c|(x¯) and |π|(x¯) = |π|(|c|(x¯))
for each x¯ ∈ |L¯R|. And, put x¯0 = x¯ and x¯1 = |c|(x¯) for each x¯ ∈ |L¯R|. Now, we
describe an equivariant vector bundle over |KR| as equivariant clutching construc-
tion by using an equivariant vector bundle over |K¯R|. Pick a Gχ-vector bundle VB
over B such that (res
Gχ
H VB)|q is χ-isotypical at each q in B. We denote by Vq the
isotropy representations of VB at q for each q ∈ B. Then, we have
(10.1) VB ∼= Gχ ×(Gχ)S VS and res(Gχ)SH VS ∼= res(Gχ)NH VN
when R 6= Zn, 〈an,−b〉. Define VectGχ(|KR|, χ)VB and VectGχ(|K¯R|, χ)VB as before.
We observe that VectGχ(|K¯R|, χ)VB has the unique element [FVB ] for the bundle
FVB =
{ ∐q∈B |K¯R,q| × Vq if R = Zn, 〈an,−b〉,
Gχ ×(Gχ)S (|K¯R,S | × VS) if R 6= Zn, 〈an,−b〉.
Henceforward, we use trivializations
(10.2)
|K¯R,q| × Vq for
(
res
Gχ
(Gχ)q
FVB
)∣∣
|K¯R,q|,
|e¯iq| × res(Gχ)q(Gχ)b(e¯iq) Vq for
(
res
Gχ
(Gχ)b(e¯iq)
FVB
)∣∣
|e¯iq |
for each q and i. Then, each E in VectGχ(|KR|, χ)VB can be constructed by gluing
FVB
∼= |π|∗E along |L¯R,q|’s through
|L¯R,q| × Vq → |L¯R,q′ | × Vq′ , (x¯, u) 7→ (|c|(x¯), ϕq(x¯)u)
via continuous maps
ϕq : |L¯R,q| → Iso(Vq, Vq′ )
for x¯ ∈ |L¯R,q|, u ∈ Vq, B = {q, q′} as we have done in Section 4. The union
Φ = ∪q∈B ϕq is called an equivariant clutching map of E with respect to VB . This
construction of E is denoted by FVB/Φ. The map Φ is defined on |L¯R|, and we also
regard Φ as a map
ı∗|L¯|FVB → ı∗|L¯|FVB , (x¯, u) 7→
(|c|(x¯),Φ(x¯)u)
by using trivialization (10.2) for each q ∈ B, (x¯, u) ∈ |L¯R,q| × Vq. Also, Φ should
be equivariant. An equivariant clutching map of some bundle in VectGχ(|KR|, χ)VB
with respect to VB is called simply an equivariant clutching map with respect to
VB, and let ΩVB be the set of all equivariant clutching maps with respect to VB .
And, if we define ΩD¯R,VB as the set
{ Φ|D¯R | Φ ∈ ΩVB },
then the restriction map ΩVB → ΩD¯R,VB is bijective, and π0(ΩVB ) ∼= π0(ΩD¯R,VB ).
We call an equivariant clutching map Φ the extension of Φ|D¯R . And, denote also by
FVB/ Φ|D¯R the bundle FVB/Φ. Let C0(|L¯R|, VB) be the set of functions Φ defined
on |L¯R| satisfying Φ||L¯R,q|(x¯) ∈ Iso(Vq , Vq′) for x¯ ∈ |L¯R,q| and B = {q, q′}. We can
define the quotient FVB/Φ for any Φ in C
0(|L¯R|, VB). And, let C0(D¯R, VB) be the
set
{ Φ|D¯R | Φ ∈ C0(|L¯R|, VB) }.
A function Φ in C0(|L¯R|, VB) or a function ΦD¯R in C0(D¯R, VB) is called a pre-
clutching map with respect to VB . A preclutching map Φ in C
0(|L¯R|, VB) is an
equivariant clutching map with respect to VB if and only if it satisfies the following
conditions:
N1′. Φ(|c|(x¯)) = Φ(x¯)−1 for each x¯ ∈ |L¯R|,
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E1′. Φ(gx¯) = gΦ(x¯)g−1 for each x¯ ∈ |L¯R|, g ∈ Gχ.
More precisely, if Φ satisfies Condition N1′., then the quotient FVB/Φ becomes a
nonequivariant vector bundle. And, if Φ also satisfies Condition E1′., then FVB/Φ
becomes an equivariant vector bundle, i.e. Φ is an equivariant clutching map with
respect to VB.
Second, we rewrite Section 5. We obtain Lemma 5.1 and 5.2 by replacing p|L¯|
with ı|L¯|. Define ıΩ, pΩ, ppi0 as before by replacing ΩDˆR,VB with ΩD¯R,VB .We decom-
pose ΩD¯R,VB . When R = Zn, 〈an,−b〉, denote a pair (WS ,WN ) in AGχ(S2, χ) by
(Wq)q∈B . And, pick the Gχ-vector bundle VB over B such that VB|q =Wq for each
(Wq)q∈B ∈ AGχ(S2, χ) and q ∈ B. Define ΩD¯R,(Wq)q∈B = (pΩ ◦ ppi0)−1
(
(Wq)q∈B
)
.
Then, we obtain ΩD¯R,VB = ΩD¯R,(Wq)q∈B because VB and (Wq)q∈B can be regarded
as the same Gχ-bundle over B. When R 6= Zn, 〈an,−b〉, put
VB = Gχ ×(Gχ)d−1 Wd−1 , FVB = Gχ ×(Gχ)d−1 (|f¯−1| ×Wd−1)
for each (Wdi)i∈I+ ∈ AGχ(S2, χ). Then, we obtain the decomposition of ΩD¯R,VB by
replacing ΩDˆR,(Wdi )i∈I+
of (5.3) with ΩD¯R,(Wdi )i∈I+ . Proposition 5.3 holds if
(1) we replace (Wdi)i∈I+ , ΩDˆR,(Wdi )i∈I+ with (Wq)q∈B, ΩD¯R,(Wq)q∈B when R =
Zn, 〈an,−b〉, respectively.
(2) we replace ΩDˆR,(Wdi )i∈I+
with ΩD¯R,(Wdi )i∈I+ when R 6= Zn, 〈an,−b〉.
Third, we rewrite Section 8. To begin with, we define some sets of equivariant
pointwise clutching maps. For each x¯ in |L¯R| and x = |π|(x¯), put x¯ = |π|−1(x) =
{x¯j |j ∈ Z2}, and let Ax¯ be the set of equivariant pointwise clutching maps with
respect to the (Gχ)x-bundle
(
res
Gχ
(Gχ)x
FVB
)|x¯. Also for each edge e¯ in L¯R, π(e¯) = e,
x¯ in |e¯|, put x¯ = |π|−1(x) = {x¯j |j ∈ Z2}, and let Ae¯ be the set of equivariant point-
wise clutching maps with respect to the (Gχ)|e|-bundle
(
res
Gχ
(Gχ)|e|
FVB
)|x¯ where
Ae¯’s for different x¯’s are identified as in Section 8. We can define saturations on
Ax¯ and elements of it, and also group actions on saturations. Evaluation maps
Ax¯ → A0x¯ and Ae¯ → A0e¯ are bijective for any x¯ ∈ |L¯R|, e¯ ∈ L¯R. With these, we can
rewrite Theorem 8.8.
Theorem 10.1. Assume that pr(R) = Zn,Dn . Then, a preclutching map ΦD¯R in
C0(D¯R, VB) is in ΩD¯R,VB if and only if there exists the unique ψx¯ ∈ Ax¯ for each
x¯ ∈ D¯R satisfying the following conditions:
E2′. ψx¯(x¯) = ΦD¯R(x¯) for each x¯ ∈ D¯R,
E3′. for each x¯, x¯′ ∈ D¯R and x = |π|(x¯), x′ = |π|(x¯′), if x′ = gx for some g ∈ Gχ,
then ψ¯x′ = g · ψ¯x.
The set (ψx¯)x¯∈D¯R is called determined by ΦD¯R .
In cases when R = Zn, 〈an,−b〉, Theorem 10.1 is sufficient to calculate the homo-
topy π0(ΩD¯R,VB ), but in other cases we need more. In the remaining of this section,
assume that R 6= Zn, 〈an,−b〉. With exactly the same definition of A¯Gχ(S2, VB),
we can rewrite Corollary 8.11.
Corollary 10.2. The set ΩD¯R,VB is equal to the set{
ΦD¯R ∈ C0(D¯R, VB)
∣∣∣ ΦD¯R(x¯) ∈ A0e¯ for each x¯ and any e¯ such that x¯ ∈ |e¯|, and
ΦD¯R(d¯
0) = ψd¯0(d¯
0), ΦD¯R(d¯
1) = ψd¯1(d¯
1) for some (ψd¯i)i∈I ∈ A¯Gχ(S2, VB)
}
.
By using this, we would show nonemptiness of ΩD¯R,(Wdi )i∈I+ . For this, we need
a lemma.
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Lemma 10.3. For each (Wdi)i∈I+ ∈ AGχ(S2, χ), if we put
VB = Gχ ×(Gχ)d−1 Wd−1 , FVB = Gχ ×(Gχ)d−1 (|K¯R,S | ×Wd−1),
then each Ax¯ for x¯ ∈ [d¯0, d¯1] is nonempty. And, we can pick an element (ψd¯i)i∈I
in A¯Gχ(S
2, VB) which determines (Wdi)i∈I+ .
Proof. For each i ∈ I, put x¯ = |π|−1(di) = {x¯j |x¯j = d¯ij for j ∈ Z2}. If we put
Fi =
(
res
Gχ
(Gχ)di
FVB
)|x¯ and N2 = (Gχ)di , then N1 = (Gχ)d¯i . By Table 3.4 and
(10.1), at least one of Fi’s satisfies Condition F2. except two cases R = Zn × Z
with odd n, 〈−an〉 with even n/2. Then, we obtain nonemptiness as in Lemma 8.12
in these cases. In the remaining two cases, (Gχ)x¯ = H for each x¯ ∈ [d¯0, d¯1] by Table
3.4, and Fi’s satisfy Condition F1. because res
(Gχ)S
H VS
∼= res(Gχ)NH VN by (10.1).
So, we obtain nonemptiness by Lemma 6.4. The second statement is proved as in
Lemma 8.12.  
By using these, we obtain nonemptiness of ΩD¯R,(Wdi )i∈I+ .
Proposition 10.4. For each (Wdi)i∈I+ ∈ AGχ(S2, χ), the set ΩD¯R,(Wdi )i∈I+ is
nonempty.
11. Proof for cases when pr(ρ(Gχ)) = Zn, Dn
In this section, we calculate homotopy of equivariant clutching maps in cases
when pr(R) = Zn, Dn .We parameterize each edge |e¯iS | in |K¯R,S | for 0 ≤ i ≤ mR−1
by the interval [i, i + 1] linearly to satisfy v¯iS 7→ i when mR ≥ 3. The vertex v¯0S is
parameterized by 0 or mR according to context. First, we deal with cases when
R = Zn, 〈an,−b〉. Similarly to Lemma 8.2, we easily obtain the following lemma:
Lemma 11.1. Assume that R = Zn, 〈an,−b〉. Then,
res
Gχ
(Gχ)x
ES ∼= resGχ(Gχ)x EN
for each E in VectGχ(|KR|, χ) and x ∈ |LR|.
Proof. In these cases, the great circle passing through N,S, x is fixed by (Gχ)x
because Gχ fixes B. From this, we obtain a proof by Lemma 8.2.  
This lemma says that pvect is well-defined in cases when R = Zn, 〈an,−b〉. In
other cases, pvect is well-defined by Lemma 8.2 and Lemma 3.10. For a path γ
defined on [0, 1], define a path γ−i on [i, i+ 1] as γ−i(t) = γ(t− i) for i ∈ Z.
Proposition 11.2. Assume that R = Zn. Then, Theorem A holds for the case.
Proof. For simplicity, we prove the proposition only when mR = n ≥ 3. Other cases
are similarly proved. For each (Wq)q∈B in AGχ(S
2, χ), pick the Gχ-bundle VB over
B such that VB|q =Wq for q ∈ B. Proof is similar to Proposition 9.2.
In this case, (Gχ)x = H for each point x in |LR| by Table 3.4 so that Ax¯ = Ae¯
and A0x¯ = IsoH(VS , VN ) by Lemma 6.4 for each x¯ ∈ |L¯R,S | and e¯ ∈ L¯R,S which are
nonempty by Lemma 10.3. Let g0 be an element in Gχ such that ρ(g0) = an, i.e.
g0d
0 = d1. Similarly to Corollary 10.2, ΩD¯R,(Wq)q∈B = ΩD¯R,VB is equal to{
ΦD¯R ∈ C0(D¯R, VB) | ΦD¯R(x¯) ∈ IsoH(VS , VN ) for each x¯ ∈ D¯R,
and ΦD¯R(d¯
1) = g0ΦD¯R(d¯
0)g−10
}
by Theorem 10.1. Pick a point ∗ in IsoH(VS , VN ), and put ∗′ = g0 ∗ g−10 . Since
IsoH(VS , VN ) is path-connected, we may assume that each element ΦD¯R in ΩD¯R,VB
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has ∗, ∗′ at d¯0, d¯1, respectively. Then, it is easy that π0(ΩD¯R,VB ) ∼= Z by Lemma
7.4.
Let γ0 : D¯R = [0, 1]→ IsoH(VS , VN ) be an arbitrary element of ΩD¯R,VB such that
γ0(0) = ∗, γ0(1) = ∗′, and let σ0 : [0, 1]→ IsoH(VS , VN ) be a loop such that σ0(0) =
σ0(1) = ∗ and [σ0] is a generator of π1
(
IsoH(VS , VN ), ∗
)
. So, σ0.γ0 is contained in
ΩD¯R,VB . We would show that the difference c1
(
FVB/σ0.γ0
) − c1(FVB/γ0) is equal
to nχ(id) up to sign where lR = n. For this, we need to describe the equivariant
clutching maps precisely. Let Φ = ∪q∈B ϕq be the extension of γ0, i.e. ϕS(t) = γ0(t)
for t ∈ [0, 1]. By equivariance of Φ,
ϕS(t) = g
i
0ϕS(t− i)g−i0
= gi0γ0(t− i)g−i0
= gi0(γ0)−i(t)g
−i
0
for 0 ≤ i ≤ n− 1 and t ∈ [i, i+ 1]. That is,
ϕS = γ0 ∨
(
g0(γ0)−1g−10
) ∨ · · · ∨ (gn−10 (γ0)−n+1g−n+10 ).
And, let Φ′ = ∪q∈B ϕ′q be the extension of σ0.γ0. Then,
(11.1) ϕ′S = (σ0.γ0) ∨
(
g0(σ0.γ0)−1g−10
) ∨ · · · ∨ (gn−10 (σ0.γ0)−n+1g−n+10 ).
Here, gi0(σ0.γ0)−ig
−i
0 for 0 ≤ i ≤ n− 1 is equal to
gi0(σ0)−i g
−i
0 . g
i
0(γ0)−i g
−i
0 ,
and we can move gi0(σ0)−i g
−i
0 ’s in (11.1) (nonequivariantly) homotopically to ∗.
For example,
[(σ0.γ0) ∨
(
g0(σ0)−1 g−10 . g0(γ0)−1 g
−1
0
)
]
=[(σ0.γ0.g0σ0g
−1
0 ) ∨
(
g0(γ0)−1 g−10
)
]
=[
(
σ0.γ¯
−1
0 (g0σ0g
−1
0 ).γ0
) ∨ (g0(γ0)−1 g−10 )]
=[(σ0.σ0.γ0) ∨
(
g0(γ0)−1 g−10
)
].
Since ϕ′S contains n σ0’s, difference between Chern classes is nχ(id) up to sign by
Lemma 7.1. And, we can conclude that c1 on ΩD¯R,VB is injective and its image
is equal to the set {χ(id)(nk + k0) | k ∈ Z} where k0 is dependent on the pair.
Therefore, we obtain a proof by Proposition 5.3.(1).  
Proposition 11.3. Assume that R = 〈an,−b〉. Then, Theorem C holds for the
case.
Proof. For simplicity, we prove the proposition only when mR ≥ 3. Other cases are
similarly proved. For each (Wq)q∈B in AGχ(S
2, χ), pick the Gχ-bundle VB over B
such that VB |q =Wq for q ∈ B.
In this case, (Gχ)x = H and A0x¯ = IsoH(VS , VN ) for each interior x¯ ∈ D¯R and
its image x = |π|(x¯) by Table 3.4 and Lemma 6.4. Here, IsoH(VS , VN ) is nonempty
by Lemma 10.3. Similarly, A0x¯ = Iso(Gχ)x(VS , VN ) is nonempty for x¯ = d¯0, d¯1 and
its image x = |π|(x¯). Similarly to Corollary 10.2, ΩD¯R,(Wq)q∈B = ΩD¯R,VB is equal
to {
ΦD¯R ∈ C0(D¯R, VB) | ΦD¯R(x¯) ∈ IsoH(VS , VN ) for each x¯ ∈ D¯R,
and ΦD¯R(x¯) ∈ A0x¯ for x¯ = d¯0, d¯1
}
by Theorem 10.1. Then, we obtain a proof by Lemma 7.4 because the inclusion
from Iso(Gχ)x(VS , VN ) to IsoH(VS , VN ) for x = d
0, d1 induces surjection in the level
of fundamental groups by Lemma 7.2.  
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Proposition 11.4. Assume that R is equal to one of the following:
Dn×Z, even n, 〈−an,−b〉, odd n/2, 〈−an, b〉, odd n/2,
Zn × Z, even n, 〈−an〉, odd n/2.
Then, Theorem C holds for these cases.
Proof. Proof is similar to Proposition 9.1.  
Proposition 11.5. Assume that R = Dn . Then, Theorem A holds for the case
where lR = 2n.
Proof. Proof is similar to Proposition 9.2.  
Proposition 11.6. Assume that R is equal to one of the following:
Dn×Z, odd n, 〈−an, b〉, even n/2, 〈−an,−b〉, even n/2.
Then, Theorem C holds for these cases.
Proof. For each (Wdi)i∈I+ in AGχ(S
2, χ), put VB = Gχ ×(Gχ)d−1 Wd−1 . In these
cases, Ax¯ is nonempty for each x¯ ∈ D¯R by Lemma 10.3. Let us investigate Ax¯ more
precisely. First, (Gχ)x = H and A0x¯ = IsoH(VS , VN ) for each interior x¯ ∈ D¯R and
its image x = |π|(x¯) by Table 3.4 and Lemma 6.4. Also, (Gχ)x/H ∼= Z2 for x = d0
or d1 (say it d0), and ρ
(
(Gχ)x
)
has an element of the form −ainb fixing S for some
i by Table 3.4. From this, (Gχ)d0 fixes the great circle containing S,N, d
0 so that
VS and VN are (Gχ)d0-isomorphic as in Lemma 11.1. And, A0d¯0 is homeomorphic
to Iso(Gχ)d0 (VS , VN ) by Lemma 6.4. Pick an element ψd¯1 in Ad¯1 which determines
Wd1 . Note that d
0 and d1 are not in a Gχ-orbit because one is a vertex and the
other is not a vertex in DR by Table 1.1. Similarly to (8.1) of Proposition 8.13,
ΩD¯R,(Wdi )i∈I+ is equal to{
ΦD¯R ∈ C0(D¯R, VB) | ΦD¯R(x¯) ∈ IsoH(VS , VN ) for each x¯ ∈ D¯R,
ΦD¯R(d¯
0) ∈ Iso(Gχ)d0 (VS , VN ), and ΦD¯R(d¯1) ∈ (Ad¯1)0ψd¯1
}
by Theorem 10.1 which is nonempty by Proposition 10.4. Here, (Ad¯1)ψd¯1 is simply
connected by Proposition 6.8 because (Gχ)d1/H ∼= Z2 and d¯1, |c|(d¯1) are in a
Gχ-orbit by Table 3.4. And, the inclusion from Iso(Gχ)d0 (VS , VN ) to IsoH(VS , VN )
induces surjection in the level of fundamental groups by Lemma 7.2. Therefore, we
obtain a proof by Lemma 7.4.  
Now, we deal with remaining two cases R = Zn × Z with odd n or 〈−an〉 with
even n/2. For a path γ defined on [0, 1], define a path γtr on [0, 1] as γtr(t) = γ(1−t)
for t ∈ [0, 1].
Proposition 11.7. Assume that R = Zn × Z with odd n or 〈−an〉 with even n/2.
For each triple (Wdi)i∈I+ ∈ AGχ(S2, χ), we have
π0(ΩD¯R,(Wdi )i∈I+ )
∼= Z.
And, c1
(
FVB/Φ
)
is constant for Φ in ΩD¯R,(Wdi )i∈I+ when VB = Gχ×(Gχ)d−1 Wd−1 .
Proof. In these cases, Ax¯ is nonempty for each x¯ ∈ D¯R by Lemma 10.3. Since
(Gχ)x = H for each x¯ ∈ D¯R and its image x = |π|(x¯) by Table 3.4, the triple
satisfies
Wd−1 = VS and Wdi ∼= res(Gχ)SH VS
for i ∈ I by Definition 1.1, i.e. each triple is determined by the third entry Wd−1 .
So, ΩD¯R,(Wdi )i∈I+ = ΩD¯R,VB because VB is also determined by Wd−1 . And, A0x¯ =
A0e¯ = IsoH(VS , VN ) for x¯ ∈ |L¯R,S |, e¯ ∈ L¯R,S by Lemma 6.4 so that π0(A0x¯) ∼= Z by
Schur’s Lemma because VS is H-isotypical.
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Let g0 ∈ Gχ be an element such that
(1) ρ(g0) = −an+1/2n if ρ(Gχ) = Zn × Z with odd n,
(2) ρ(g0) = −an/2+1n if ρ(Gχ) = 〈−an〉 with even n/2.
In both cases, g0v¯
i
S = v¯
i+1
N for each i ∈ ZmR in L¯R. Similarly to Corollary 10.2,
ΩD¯R,(Wdi )i∈I+ = ΩD¯R,VB is equal to{
ΦD¯R ∈ C0(D¯R, VB) | ΦD¯R(x¯) ∈ IsoH(VS , VN ) for each x¯ ∈ D¯R,
and ΦD¯R(d¯
1) = g0Φ
−1
D¯R
(d¯0)g−10
}
by Theorem 10.1. Pick an element ∗ in A0
d¯0
= IsoH(VS , VN ), and put ∗′ = g0∗−1g−10
in A0
d¯1
= IsoH(VS , VN ). Since IsoH(VS , VN ) is path-connected, we may assume that
each element ΦD¯R in ΩD¯R,VB satisfies
ΦD¯R(d¯
0) = ∗ and ΦD¯R(d¯1) = ∗′.
So, π0(ΩD¯R,VB )
∼= Z by Lemma 7.4 because π1
(
IsoH(VS , VN )
) ∼= Z.
Next, we calculate the first Chern class. Our calculation is done in a similar
way with Proposition 11.2. Pick an arbitrary element ΦD¯R in ΩD¯R,VB such that
ΦD¯R(d¯
0) = ∗ and ΦD¯R(d¯1) = ∗′. Put γ(t) = ΦD¯R(t) on t ∈ [0, 1]. Take a loop
σ0 : [0, 1] → IsoH(VS , VN ) such that σ0(0) = σ0(1) = ∗ and [σ0] is a generator of
π1(IsoH(VS , VN ), ∗). To prove our result, we only have to show that c1
(
FVB/σ0.γ
)
=
c1
(
FVB/γ
)
where σ0.γ is in ΩD¯R,VB by Corollary 10.2. Let Φ = ∪q∈B ϕq be the
extension of γ, i.e. ϕS(t) = γ(t) on t ∈ [0, 1]. Then, equivariance of Φ shows that
ϕS(t) = g0ϕN (g
−1
0 t)g
−1
0
= g0ϕS(g
−1
0 t)
−1g−10
= g0γ(t− 1)−1g−10
for t ∈ [1, 2]. That is, ϕS = γ ∧ g0γ−1−1g−10 on [0, 2]. By using this, if Φ′ = ∪q∈B ϕ′q
is the extension of σ0.γ, then we have
ϕ′S = σ0.γ ∧ g0
(
(σ0)
−1
−1 . γ
−1
−1
)
g−10
= σ0.γ ∧
(
g0(σ0)
−1
−1g
−1
0 . g0γ
−1
−1g
−1
0
)
on [0, 2]. Here, two generators [σ0] in π1
(
IsoH(VS , VN ), ∗
)
and
[
g0(σ0)
−1
−1g
−1
0
]
in
π1
(
IsoH(VS , VN ), ∗′
)
cancel each other in π1(IsoH(VS , VN )). This is in contrast
with the calculation of Proposition 11.2. Since the whole ϕS and ϕ
′
S are equiv-
ariantly determined by γ and σ0.γ as in the proof of Proposition 9.2, we obtain
c1
(
FVB/σ0.γ
)
= c1
(
FVB/γ
)
.  
The proposition says that Proposition 5.3 does not applies to these two cases.
So, we need to apply Lemma 5.2 to these cases. For this, we prove two technical
lemmas.
Lemma 11.8. Assume that R = Zn × Z with odd n or 〈−an〉 with even n/2. For
each (Wdi)i∈I+ ∈ AGχ(S2, χ), put VB = Gχ×(Gχ)d−1 Wd−1 . Let ηS : |K¯R,S |×VS →
|K¯R,S | × VS be a (Gχ)S-isomorphism. For an element g in Gχ such that gS = N,
let ηN : |K¯R,N | × VN → |K¯R,N | × VN be defined by ηN (x) = gηS(g−1x)g−1. Then,
(1) η = ∪q∈B ηq is the unique Gχ-isomorphism of FVB extending ηS .
(2) For a map Φ =
⋃
q∈B ϕq in ΩVB , the map Φ
′ =
⋃
q∈B ϕ
′
q with ϕ
′
q =
ηq′ϕqη
−1
q is also an equivariant clutching map satisfying the following com-
mutative diagram
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|L¯R,q| × Vq
ηq ||L¯R,q|
//
ϕq

|L¯R,q| × Vq
ϕ′q

|L¯R,q′ | × Vq′
ηq′ ||L¯
R,q′
|
// |L¯R,q′ | × Vq′
when B = {q, q′}.
Proof. Well-definedness is an only issue here, and normality of (Gχ)S = (Gχ)N in
Gχ is used for this.  
Remark 11.9.
(1) In this lemma, η gives a Gχ-isomorphism between FVB/Φ and FVB/Φ
′.
(2) Let ηS,t for t ∈ [0, 1] be a homotopy of (Gχ)S-isomorphisms of |K¯R,S |×VS .
Let Φ′t =
⋃
q∈B ϕ
′
q,t for each t ∈ [0, 1] be the equivariant clutching map
determined by ηS,t and Φ in this lemma. Then, FVB/Φ
′
0 and FVB/Φ
′
1 are
Gχ-isomorphic by Lemma 5.1. 
Lemma 11.10. Assume that R = Zn × Z with odd n or 〈−an〉 with even n/2.
For each (Wdi)i∈I+ ∈ AGχ(S2, χ), put VB = Gχ ×(Gχ)d−1 Wd−1 . Then, each Gχ-
isomorphism η = ∪q∈B ηq of FVB is equivariantly homotopic to a Gχ-isomorphism
η′ = ∪q∈B η′q of FVB such that
η′S ||e¯0S |∪|e¯1S| = γ ∧ (γ
tr)−1
for some loop γ : D¯R = [0, 1] → IsoH(VS) satisfying γ(v¯0S) = γ(v¯1S) = id where
(γtr)−1 is defined on [1, 2].
Proof. Note that RS = ZmR/2 for both cases, and pick an element g1 ∈ (Gχ)S
such that g1v¯
0
S = v¯
2
S . Consider |K¯R,S | as the quotient |L¯R,S |× [0, 1]/|L¯R,S|× 0, and
parameterize points of it by (x¯, t) with x¯ ∈ |L¯R,S | and t ∈ [0, 1]. Let γi : [1/2, 1]→
IsoH(VS) be paths such that
γi(1/2) = ηS(v¯
i
S), γi(1) = id, γ2(t) = g1γ0(t)g
−1
1
for each t, i ∈ {0, 2}. Then, define
η′S : |L¯R,S | × [0, 1/2]
⋃ (
∪i=0,2 (v¯iS × [1/2, 1])
)
−→ IsoH(VS)
to satisfy
η′S(x¯, t) = ηS(x¯, 2t) for t ∈ [0, 1/2],
η′S(v¯
i
S , t) = γi(t) for t ∈ [1/2, 1], i ∈ {0, 2}.
We can extend η′S to |L¯R,S | × [0, 1/2]
⋃(|e¯0S | ∪ |e¯1S |)× [1/2, 1]. Then, η′S is equiv-
ariantly extended to all |K¯R,S | so that η′S is a (Gχ)S-isomorphism of |K¯R,S | × VS .
Since η′S is defined on |K¯R,S |, η′S ||L¯R,S| is a (nonequivariantly) homotopically triv-
ial map when we consider η′S ||L¯R,S| as a map from S1 to IsoH(VS). Let α : |e¯0S | ∪
|e¯1S | → IsoH(VS) be the restriction η′S ||e¯0S |∪|e¯1S|. Note that α(v¯0S) = α(v¯2S) = id .
Since η′S ||L¯R,S | is the Gχ-orbit of α, α should be also (nonequivariantly) homo-
topically trivial. Therefore, we may assume that α = γ ∧ (γtr)−1 for some loop
γ : D¯R → IsoH(VS) satisfying γ(v¯0S) = γ(v¯1S) = id .  
Now, we can prove Theorem B.
Proof of Theorem B. For each (Wdi)i∈I+ , put VB = Gχ×(Gχ)d−1Wd−1 . Since ΩD¯R,VB
=ΩD¯R,(Wdi )i∈I+ as we have seen in the proof of Proposition 11.7, we have p
−1
vect
(
(Wdi)i∈I+
)
= VectGχ(S
2, χ)VB . So, it suffices to show that the set VectGχ(S
2, χ)VB has exactly
two elements for each VB to prove the first statement.
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Let Φ = ∪q∈B ϕq be a map in ΩVB . Put Φ(d¯0) = ∗ and Φ(d¯1) = ∗′. Let g0 ∈ Gχ
be the element in the proof of Proposition 11.7 such that g0v¯
i
S = v¯
i+1
N for each i.
We would determine which classes of ΩD¯R,VB give isomorphic equivariant vector
bundles. Take a loop σ0 : D¯R = [0, 1] → IsoH(VS) such that σ0(0) = σ0(1) = id
and [σ0] is a generator of π1
(
IsoH(VS), id
)
. For each Gχ-isomorphism η = ∪q∈B ηq
of FVB , we may assume that ηS ||e¯0S |∪|e¯1S| = σ
j
0 ∧ (σtr0 )j−1 for some j ∈ Z by Lemma
11.10. Put
ϕ′S(x¯) = ηN (|c|(x¯))ϕS(x¯)ηS(x¯)−1
for all x¯ ∈ D¯R. By equivariance,
ηN (|c|(x¯)) = g−10 ηS
(
g0|c|(x¯)
)
g0 = g
−1
0 ηS(x¯+ 1)g0.
Since ηS ||e¯0
S
|∪|e¯1
S
| = σ
j
0 ∧ (σtr0 )j−1,
ϕ′S(x¯) = g
−1
0 σ
tr
0 (x¯)
j g0 ϕS(x¯) σ0(x¯)
−j
for x¯ ∈ D¯R. And, this path is nonequivariantly homotopic to ϕS(x¯)σ0(x¯)−2j in[
[0, 1], 0, 1; IsoH(VS , VN ), ∗, ∗′
]
. Since each class in ΩD¯R,VB is nonequivariantly ho-
motopic to one of ϕS(x¯)σ0(x¯)
i for i ∈ Z by Proposition 11.7, this says that the
equivariant vector bundle determined by an equivariant clutching map on D¯R
with respect to VB depends only on the parity of i by Lemma 5.2. Therefore,
VectGχ(S
2, χ)VB have two different Gχ-bundles. By the arguments on parity, we
similarly obtain the second statement.  
12. Proof for cases when pr(ρ(Gχ)) = SO(2), O(2)
Assume that ρ(Gχ) = R for some one-dimensional R in Table 1.1. In these
cases, S2 can not have equivariant simplicial complex structure. So, we introduce
new notations. Consider the disjoint union S¯2 = S2S ∐ S2N of the lower and upper
hemispheres S2S and S
2
N of S
2, and denote by S¯2S and S¯
2
N hemispheres S
2
S and S
2
N
in S¯2, respectively. Denote by π the natural quotient maps from S¯2 to S2. Denote
by S¯1S and S¯
1
N boundaries of S¯
2
S and S¯
2
N in S¯
2, respectively. And, denote by S¯1
the disjoint union S¯1S ∐ S¯1N which is the preimage of the equator through π. Put
B = {S,N} ⊂ S2 on which R (and Gχ) acts. The subset π−1(B) in S¯2 is often
confused with B in S2. Denote by v¯0q be the point π
−1(v0) ∩ S¯1q for q ∈ B where
v0 = (1, 0, 0). Note that if R = SO(2), 〈SO(2),−b〉, then R fixes B, and otherwise R
acts transitively on B. We can redefine notations VB , FVB , Φ, FVB/Φ, ıΩ, pΩ, ppi0 ,
ΩVB , · · · of Section 10 by replacing |KR|, |K¯R|, |K¯R,q|, |L¯R|, |L¯R,q| with S2, S¯2, S¯2q ,
S¯1, S¯1q , respectively. Here, notations for cases when R = SO(2), 〈SO(2),−b〉 and
R 6= SO(2), 〈SO(2),−b〉 are redefined in the same way with cases when R = Zn,
〈an,−b〉 and R 6= Zn, 〈an,−b〉 of Section 10, respectively.
Put x¯ = {x¯j | j ∈ Z2} with x¯0 = v¯0S and x¯1 = v¯0N . Let Av¯0S be the set of equivari-
ant pointwise clutching maps with respect to the (Gχ)v0 -bundle
(
res
Gχ
(Gχ)v0
FVB
)|x¯.
Proposition 12.1. Assume that R is equal to one of the following:
O(2)× Z, O(2), 〈SO(2), −a2〉.
Then, Theorem C holds for these cases.
Proof. Put VB = Gχ ×(Gχ)d−1 Wd−1 for each (Wdi)i∈I+ in AGχ(S2, χ). By Propo-
sition 5.3.(2), we only have to show that π0(Ω(W
di
)
i∈I+
) consists of exactly one
element for each (Wdi)i∈I+ . First, we show nonemptiness of Av¯0
S
. For those R’s,
the (Gχ)v0 -bundle F =
(
res
Gχ
(Gχ)v0
FVB
)|x¯ satisfies Condition F2. by Table 3.4.
Since d0 = d1 = v0, we have Wd0 ∼= Wd1 which is an (Gχ)v0 extension of Fx¯0 =
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res
(Gχ)S
(Gχ)S∩(Gχ)v0 Wd−1 by Definition 1.1. This means that Av¯0S is nonempty by Theo-
rem 6.6 as in the proof of Lemma 8.12. Pick an element ψv¯0
S
inAv¯0
S
which determines
Wd0
Consider the evaluation map at v¯0S
Ω(W
di
)
i∈I+
→ (Av¯0
S
)0ψ
v¯0
S
, Φ 7→ Φ(v¯0S).
By definition of Ω(W
di
)
i∈I+
, the isotropy representation (FVB/Φ)d0 for each Φ is
isomorphic to Wd0 so that Φ(v¯
0
S) is contained in (Av¯0S )0ψv¯0
S
, i.e. the evaluation map
is well-defined. We show that it is a one-to-one correspondence. For those R’s, Gχ
acts transitively on S¯1. So, each map Φ in ΩVB is determined by Φ(v¯
0
S) through
equivariance, and the evaluation is injective. For each ψ in (Av¯0
S
)ψ
v¯0
S
, we construct
a map Φ to satisfy
Φ(gv¯0S) = gψ(v¯
0
S)g
−1.
for each g ∈ Gχ, especially Φ|x¯ = ψ. We can show that this is a well-defined
equivariant clutching map with respect to VB so that the evaluation is surjective.
And, it induces the bijection from π0(Ω(W
di
)
i∈I+
) to a one point set π0
(
(Av¯0
S
)ψ
v¯0
S
)
.
Therefore, we obtain a proof.  
Proposition 12.2. Assume that R is equal to one of SO(2), 〈SO(2),−b〉. Then,
Theorem C holds for these cases.
Proof. Pick a Gχ-vector bundle VB over B such that VB|q = Wq for each pair
(Wq)q∈B ∈ AGχ(S2, χ) and q ∈ B. By Proposition 5.3.(2), we only have to show
that π0(Ω(Wq)q∈B ) consists of exactly one element for each (Wq)q∈B . For those R’s,
the (Gχ)v0 -bundle F =
(
res
Gχ
(Gχ)v0
FVB
)|x¯ satisfies Condition F1. by Table 3.4 and
Definition 1.1. This means that A0
v¯0
S
is isomorphic to nonempty IsoH(VS , VN ) by
Proposition 6.4. Consider the evaluation map at v¯0S
Ω(Wq)q∈B → A0v¯0
S
, Φ 7→ Φ(v¯0S).
In these cases, Gχ acts transitively only on S¯
1
S , but each map Φ in ΩVB is de-
termined by Φ(v¯0S) through equivariance and inverse. It can be shown that the
evaluation is bijective as in Proposition 12.1. And, it induces the bijective map
from π0(Ω(Wq)q∈B ) to π0
(A0
v¯0
S
)
which is one-point set. Therefore, we obtain a
proof.  
13. Equivariant line bundles over effective Gχ/H-actions
In this section, we prove Theorem D and calculate Chern classes. Since H is the
kernel of the Gχ-action on S
2, S2 delivers the Gχ/H-action. Since ρ(Gχ) = R for
some R of Table 1.1 by assumption, we may assume that Gχ/H is equal to R and
the Gχ/H-action is equal to the R-action on S
2.
Proof of Theorem D. We prove this only for the case when R = Zn because other
cases are proved similarly. Let U be the H-representation with the character χ.
Let U¯ be a (Gχ)q-extension of U for q ∈ B whose existence is guaranteed by
Theorem 14.1. Pick a bundle E in VectGχ(S
2, χ), and put (Wq)q∈B = pvect(E).
Then, Wq’s are direct sums of U¯ ⊗Ω(l)’s by Corollary 14.2 because (Gχ)q/H ∼= Zn
for q ∈ B. Pick arbitrary direct summands U¯ ⊗Ω(l0) and U¯ ⊗Ω(l1) ofWS andWN ,
respectively. Define (W ′q)q∈B by
W ′S = U¯ ⊗ Ω(l0) and W ′N = U¯ ⊗ Ω(l1).
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By definition of AGχ(S
2, χ), the pair (W ′q)q∈B is contained in AGχ(S
2, χ). Since
p−1vect
(
(W ′q)q∈B
)
is nonempty by Theorem A, there exists a bundle L with rank
χ(id) in VectGχ(S
2, χ). Existence of L proves the isomorphism by [CKMS, Lemma
2.2]. By similar arguments, we can show that AR(S
2, id) is generated by all the
elements with one-dimensional entries. By using this and Theorem A, B, we can
show that VectR(S
2) is generated by line bundles.
Now, we calculate the number of elements in AR(S
2, id) with one-dimensional
entries. By Definition 1.1, each pair (Wq)q∈B in Rep(R)2 is in AR(S2, id), i.e.
there is no relation between WS and WN . Since the number of one-dimensional
representations in Rep(R) is equal to n = |RS | = |RN |, we obtain a proof.  
Remark 13.1. We explain for the reason why we prove the isomorphism of Theorem
D only for R’s appearing in Theorem A, B. In the proof of Theorem D, existence
of (Gχ)q-extensions of U for all q or (Gχ)di -extensions of U for all i is critical
according to R. But, such existence is not guaranteed if Rq or Rdi is isomorphic
to D2m for some m by [CMS, Corollary 3.5.(2)], and almost all R’s appearing in
Theorem C satisfy that Rq or Rdi is isomorphic to D2m for some q or i according
to R. So, we can not obtain the isomorphism for such R’s. The inextensibility does
not happen in dealing with equivariant vector bundles over circle. 
In the below, we use the notationW to denote an element in AR(S
2, id) with one-
dimensional entries. We would calculate Chern classes of line bundles in VectR(S
2).
Especially, we would calculate k0 of Theorem A which is dependent onW. Denote
it by k0(W) to stress its dependency. By Theorem A, k0(W) is determined up
to lR · Z, i.e. k0(W) lives in ZlR . More precisely, Theorem A says that k0(W) is
congruent modulo lR to c1(L) for any line bundle L ∈ p−1vect(W). So, we will calculate
c1(L) (mod lR) for one bundle L in p
−1
vect(W). In doing so, c1(L) is expressed by
using W = (Lq)q∈B or W = (Ldi)i∈I+ according to R. When n ∈ N is understood,
put ξ0 = exp(2π
√−1/n), and let Ω(l) for l ∈ Zn be the one-dimensional Zn-
representation satisfying an · v = ξl0v for each v ∈ C. Then, we have the following
well-known result:
Lemma 13.2. Assume that R = Zn. For any line bundle L in VectR(S2), if Lq ∼=
Ω(lq) for q ∈ B, lq ∈ Zn, then c1(L) ≡ lN − lS (mod n).
We obtain similar results for cases when R = Dn, Zn × Z with odd n, or 〈−an〉
with even n/2.
Lemma 13.3. Assume that R = Dn . For any line bundle L in VectR(S
2), if
Lq ∼= Ω(lq) for q ∈ B, lq ∈ Zn, then lN ≡ −lS (mod n), and c1(L) is congruent
modulo 2n to { −2lS if Ld0 ∼= Ld1 ,
−2lS + n if Ld0 ≇ Ld1 .
Proof. The first statement easily follows from the relation banb
−1 = a−1n . To prove
the second statement, we would construct line bundles L′ in VectR(S2) such that
L′q ∼= Ω(lq). Pick the R-bundle VB over B such that
an · v = ξlq0 v and b · v = v
for q ∈ B and v ∈ Vq = C. And, define FVB as ∐q∈B |K¯R,q| × Vq such that
g · (x¯, v) = (g · x¯, g · v)
for g ∈ R, q ∈ B, x¯ ∈ |K¯R,q|, v ∈ Vq. We calculate Ax¯. Let ϕ0 be the element id in
Iso(VS , VN ) = Iso(C). Then, we can show the following:
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(1) A0
v¯0
S
= {ϕ0, −ϕ0}. And, ϕ0, −ϕ0 determine 〈b〉-representations Ω(0), Ω(1),
respectively.
(2) A0
b(e¯0
S
)
= {ξ−lS0 ϕ0, −ξ−lS0 ϕ0}. And, ξ−lS0 ϕ0, −ξ−lS0 ϕ0 determine 〈anb〉-
representations Ω(0), Ω(1), respectively.
(3) A0x¯ = Iso(VS , VN ) = Iso(C) for each interior x¯ of [v¯0S , b(e¯0S)].
By using the parametrization on |L¯R,S |, we can define two equivariant clutching
maps Φ and Φ′ with respect to VB which satisfy
Φ(t) = exp
(
− 4πt lS
√−1
n
)
ϕ0 and Φ
′(t) = exp
(
− 4πt
(
lS +
n
2
)√−1
n
)
ϕ0
for t ∈ [0, n]. And, we can show the following:
(1) L′d−1 ∼= Ω(lS), L′d0 ∼= Ω(0), L′d1 ∼= Ω(0), and c1(L′) ≡ −2lS (mod 2n) for
L′ = FVB/Φ,
(2) L′d−1 ∼= Ω(lS), L′d0 ∼= Ω(1), L′d1 ∼= Ω(1), and c1(L′) ≡ −2lS (mod 2n) for
L′ = FVB/− Φ,
(3) L′d−1
∼= Ω(lS), L′d0 ∼= Ω(0), L′d1 ∼= Ω(1), and c1(L′) ≡ −2lS + n (mod 2n)
for L′ = FVB/Φ
′,
(4) L′d−1
∼= Ω(lS), L′d0 ∼= Ω(1), L′d1 ∼= Ω(0), and c1(L′) ≡ −2lS + n (mod 2n)
for L′ = FVB/− Φ′.
Images of these four line bundles through pvect are four W’s in AR(S
2, id) whose
Wd−1-entry is isomorphic to Ω(lS). Therefore, we obtain a proof.  
Remark 13.4. We explain for how to calculate k0(W) for cases when R = T, O,
I. Let W = pvect(L) for some line bundle L in VectR(S
2). Then, it suffices to
calculate c1(L) (mod lR). Note lR = |R| in these cases. For a 2-Sylow subgroup P
of R, observe that the restricted P -action on S2 is conjugate to Dm for some m.
Then, we can calculate c1(L) (mod 2m) by applying Lemma 13.3 to res
R
P L where
|Dm | = 2m. For other prime number p dividing |R| and a p-Sylow subgroup P of R,
observe that the restricted P -action on S2 is conjugate to Zp, and we can calculate
c1(L) (mod p) by applying Lemma 13.2 to res
R
P L where |Zp| = p. So, we can
calculate c1(L) (mod lR) by Chinese Remainder Theorem because lR = |R|. 
Lemma 13.5. Assume that R = Zn × Z with odd n. For any line bundle L in
VectR(S
2), if Lq ∼= Ω(lq) for q ∈ B, lq ∈ Zn, then lN ≡ lS (mod n), and c1(L) is
trivial.
Proof. The first statement easily follows because an and − id commute in R. To
prove the second statement, we would construct a line bundle L′ in VectR(S2) such
that L′q ∼= Ω(lq). Pick the R-bundle VB over B such that
an · v = ξlq0 v and − id ·v = v
for q ∈ B and v ∈ Vq = C. And, define FVB as ∐q∈B |K¯R,q| × Vq such that
g · (x¯, v) = (g · x¯, g · v)
for g ∈ R, q ∈ B, x¯ ∈ |K¯R,q|, v ∈ Vq. Then, we can define the equivariant clutching
map Φ with respect to VB which satisfies Φ(x¯) = id ∈ Iso(VS , VN ) = Iso(C) for each
x¯ ∈ L¯R,S . For L′ = FVB/Φ, the Chern class c1(L′) is trivial. Since two equivariant
vector bundles in VectR(S
2) with the same isotropy representation at each di have
the same Chern class by Theorem B, we obtain a proof.  
Lemma 13.6. Assume that R = 〈−an〉 with even n/2. For any line bundle L in
VectR(S
2), if Lq ∼= Ω(lq) for q ∈ B, lq ∈ Zn/2, then lN ≡ lS (mod n/2), and c1(L)
is trivial.
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Proof. Similarly to Lemma 13.3 and Lemma 13.5, the first statement can be proved
by using the fact that R is a cyclic group. To prove the second statement, we
would construct a line bundle L′ in VectR(S2) such that L′q ∼= Ω(lq). Put c0 =
exp
(
2pilS
√−1
n
)
so that c20 = ξ
lS
0 where ξ0 = exp
(
2pi
√−1
n/2
)
. Pick the R-bundle VB
over B such that
−an · v = c0v
for q ∈ B and v ∈ Vq = C. And, define FVB as ∐q∈B |K¯R,q| × Vq such that
g · (x¯, v) = (g · x¯, g · v)
for g ∈ R, q ∈ B, x¯ ∈ |K¯R,q|, v ∈ Vq. Then, the remaining is the same with Lemma
13.5.  
14. Appendix: representation extension
Let N0 and N2 be compact Lie groups such that N0⊳N2 and N2/N0 ∼= Zm. Let
a0 be a fixed generator of N2/N0, and let Ω(l) be the representation defined by
N2/N0 × C→ C, (a0, z) 7→ exp(2πl
√−1/m)z
for l ∈ Zm. We also consider Ω(l) to be an N2-representation via the projection
N2 → N2/N0. Then, we obtain the following result from [CMS]:
Theorem 14.1. For U ∈ Irr(N0), if the character of U is fixed by N2, then there
exists an N2-extension of U. If U¯ is an N2-extension of U, then the number of
mutually nonisomorphic N2-extensions of U is m and they are U¯⊗Ω(l) for l ∈ Zm.
Proof. By [CMS, Theorem 3.2.], U has m mutually nonisomorphic N2-extensions.
Call one of them U¯ . By [CMS, Proposition 3.1.] and its proof, each extension of U
is expressed as U¯ ⊗ Ω(l) for some l ∈ Zm.  
Corollary 14.2. Let U be an irreducible N0-representation whose character is
fixed by N2, and U¯ be an N2-extension of U. If W be an N2-representation such
that resN2N0 W is U -isotypical, W is a direct sum of U¯ ⊗ Ω(l)’s.
Proof. First, we prove that the induced representation indN2N0 U is isomorphic to the
direct sum ⊕l∈Zm(U¯⊗Ω(l)). By Frobenius reciprocity, HomN2(U¯⊗Ω(l), indN2N0 U) ∼=
HomN0(res
N2
N0
U¯ ⊗ Ω(l), U) is one-dimensional, and this means that each U¯ ⊗ Ω(l)
for l ∈ Zm is a subrepresentation of indN2N0 U by Schur’s Lemma. So, indN2N0 U is
isomorphic to the direct sum ⊕l∈Zm(U¯ ⊗ Ω(l)).
We may assume that W is irreducible. We only have to show that W is one
of U¯ ⊗ Ω(l)’s. Since resN2N0 W is U -isotypical, resN2N0 W ∼= lU for some integer l. By
Frobenius reciprocity, HomN2(W, ind
N2
N0
U) ∼= HomN0(resN2N0 W,U). Since resN2N0 W is
isomorphic to lU, we obtain that HomN0(res
N2
N0
W,U) is l-dimensional by Schur’s
Lemma. But, since U¯ ⊗Ω(l)’s are all different andW is irreducible, Schur’s Lemma
says that HomN2(W, ind
N2
N0
U) is at most one-dimensional, i.e. l ≤ 1. Therefore, l is
equal to 1, and this gives a proof.  
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