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FULL-PATH LOCALIZATION OF DIRECTED POLYMERS
ERIK BATES
Abstract. Certain polymer models are known to exhibit path localization in
the sense that at low temperatures, the average fractional overlap of two inde-
pendent samples from the Gibbs measure is bounded away from 0. Nevertheless,
the question of where along the path this overlap takes place has remained unad-
dressed. In this article, we prove that on linear scales, overlap occurs along the
entire length of the polymer. Namely, we consider time intervals of length εN ,
where ε > 0 is fixed but arbitrarily small. We then identify a constant number of
distinguished trajectories such that the Gibbs measure is concentrated on paths
having, with one of these distinguished paths, a fixed positive overlap simulta-
neously in every such interval. This result is obtained in all dimensions for a
Gaussian random environment by using a recent non-local result as a key input.
1. Introduction
In statistical physics, the phenomenon of localization refers to the tendency of dis-
ordered systems, especially at low temperatures, to revert to one of a small number
of energetically favorable states, even as the size of the system diverges. Beginning
with Anderson’s formative work [2], it has been a general goal to describe conditions
(e.g. the presence of random impurities, random interaction strengths, or random
geometry) under which localization occurs. Often, for a given model, a main chal-
lenge is to characterize free energy non-analyticities—which may be already difficult
to rigorously detect—as separators between non-localized and localized phases. If
this can be done, it gives rise to the task of more precisely quantifying the system’s
behavior in either regime, the localized phase being more physically anomalous and
thus harder to predict.
This paper focuses on such questions for directed polymers in random environ-
ment. Defined in the next section, this model was introduced by Huse and Henley
[17] to study interfaces of the Ising model subject to random impurities, and later
adopted in the mathematics literature by Imbrie and Spencer [18] as a model for
polymer growth in random media. At low temperatures, directed polymers exhibit
localization properties which have been a frequent object of study over the last forty
years; a nearly complete survey is provided in the book of Comets [9], and related
models are discussed in [15].
Most of the literature on localization has focused on the polymer’s endpoint dis-
tribution, but very recently there has been progress in proving pathwise localization.
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2 ERIK BATES
For certain random environments at sufficiently low temperature, it is now known
that if two polymers are sampled independently under the same environment, then
with non-vanishing probability they will intersect for a non-vanishing fraction of
their length. However, owing to the global nature of this property, the results to
date provide little information on the local structure needed to produce this effect;
for instance, where these intersections occur. The main purpose of this paper is to
provide a first result in this direction, stated as Theorem 1.3 in Section 1.3.
Interestingly, the central input to the proof is a recent non-local path localization
result from [5]. This plan of attack is natural from the perspective of random walks
(from which polymers are defined), whose structure of i.i.d. increments frequently
allows one to translate between local and global information. For directed polymers,
however, there is no obvious renewal feature to function in the same way. Fortu-
nately, we identify as a weak surrogate a multi-temperature free energy expression
(4.2) that permits one to analyze isolated segments of the polymer. This technique
is summarized in Section 1.4 and may be of independent interest.
1.1. The model: directed polymers in Gaussian environment. Let σ =
(σi)i≥0 denote simple random walk on Zd starting at the origin. We will write P to
denote the law of σ in the space
Σ := {σ = (σi)i≥0 ∈ (Zd){0,1,... } : σ0 = 0, ‖σi − σi−1‖ = 1 for all i ≥ 1}, (1.1)
equipped with the standard cylindrical sigma-algebra. Expectation with respect to
P will be denoted by E(·).
Next let g = (g(i, x) : i ≥ 1, x ∈ Zd) be a collection of i.i.d. standard normal
random variables, supported on some probability space (Ω,F ,P). Expectation ac-
cording to P will be denoted by E(·). The infinite collection g is called the disorder
or random environment, and defines a family of Hamiltonians on Σ,
HN (σ) :=
N∑
i=1
g(i, σi), N ≥ 1.
At inverse temperature β ≥ 0, the associated Gibbsian polymer measure is given by
µN,β(dσ) :=
1
ZN (β)
eβHN (σ) P (dσ), (1.2)
where
ZN (β) := E(e
βHN (σ))
is the random normalization constant known as the partition function. As a function
of N , the partition function grows exponentially with a limiting rate p(β) called the
free energy.
Theorem A ([7, Proposition 1.4]). There exists a function p : [0,∞) → R such
that
lim
N→∞
E logZN (β)
N
= p(β) for all β ≥ 0. (1.3)
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Moreover, for every u > 0 and β > 0,
P
(∣∣∣ logZN (β)
N
− E logZN (β)
N
∣∣∣ > u) ≤ exp(−Nu2
2β2
)
. (1.4)
Consequently, for every β ≥ 0,
lim
N→∞
logZN (β)
N
= p(β) P-a.s. and in Lα(P) for all α ∈ [1,∞). (1.5)
Given this paper’s methods, the following observation will help avoid some tech-
nical concerns.
Remark 1.1. A priori, the validity of (1.5) might depend on the fact that the
random variables defining HN (·) also appear in HM (·) for M ≥ N . On the contrary,
because of (1.4), the statement (1.5) is still true if one takes
HN (σ) =
N∑
i=1
gN (i, σi), (1.6)
where now g = (gN (i, x) : 1 ≤ i ≤ N, x ∈ Zd) is an i.i.d. collection even across N .
Henceforth, we will take (1.6) as the definition of HN . The distribution of µN,β does
not change; only the joint law of (µN,β)N≥1 is affected, and we will not be concerned
with the latter object.
We will be interested in the relationship between p(β) and the overlap function,
R(σ1, σ2) :=
1
N
N∑
i=1
1{σ1i=σ2i }, σ
1, σ2 ∈ Σ,
where the dependence of R(·, ·) on N is understood. The degree to which the
model localizes can be measured by the typical size of R(σ1, σ2) when σ1 and σ2
are sampled independently from µN,β. For instance, if β = 0, then µN,0 returns the
simple random walk P , and classical results give the overlap’s rate of decay:
R(σ1, σ2) 

N−1/2 if d = 1,
N−1 logN if d = 2,
N−1 if d ≥ 3.
Considering that R(σ1, σ2)→ 0 as N →∞ in any one of these cases, it is a striking
fact that when disorder is introduced at sufficiently large β > 0, this overlap remains
bounded away from 0 (in various senses made precise in Section 1.2). As suggested
earlier, the free energy provides an understanding of this dichotomy as a phase
transition between high and low temperatures. In the following statements, the
function β2/2 appears because it is the logarithmic moment generating function of
the standard normal distribution.
Theorem B ([13, Theorem 3.2]). There exists a critical inverse temperature βc =
βc(d) ∈ [0,∞) such that
0 ≤ β ≤ βc ⇒ p(β) = β2/2,
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β > βc ⇒ p(β) < β2/2.
The high temperature phase 0 ≤ β < βc is thought to indicate a polymer measure
still resembling simple random walk; a result to this effect is [13, Theorem 1.2].
On the other hand, in the low temperature phase β > βc, the polymer measure
is expected to be so attracted by favorable regions in the random environment
that it concentrates near them. The question then is how to relate the condition
p(β) < β2/2 to this localization, as measured by the overlap function.
Remark 1.2. The function logZN (·) is a logarithmic moment generating function
and thus convex. It thus follows from (1.3) that p(·) is also convex and hence
differentiable almost everywhere. It is believed (see [9, Conjecture 6.1]) that there
are actually no points of non-differentiability, and moreover that p′(β) < β for all
β > βc. If this is true, then p
′(β) < β is equivalent to the low-temperature condition
p(β) < β2/2.
1.2. Background. The model we have defined makes sense if g is replaced by any
family of disorder variables. The i.i.d. assumption is completely standard, and it is
only out of methodological necessity that we have assumed Gaussianity. The Gauss-
ian case happens to be one of the few for which some version of path localization
has been rigorously established, but the phenomenon is anticipated in much greater
generality.
The first path localization result for (1.2) appeared in [9, Theorem 6.1], although
the relevant computation was already present in the work of Carmona and Hu
[7, Lemma 7.1]. Adopting a Gaussian-integration-by-parts idea used in continuous
models [10, 14] and earlier in the spin glass literature [1, 11, 21, 19], one can show1
that if p(·) is differentiable at β, then
lim
N→∞
E
[ˆ
Σ×Σ
R(σ1, σ2) µ⊗2N,β(dσ
1, dσ2)
]
= 1− p
′(β)
β
. (1.7)
In particular, when p′(β) < β (by Remark 1.2, this is the presumed characteriza-
tion of low temperature), the average overlap between independent polymer paths
has a nonzero limiting expectation. In other words, if σ1 and σ2 are sampled in-
dependently from µN,β, then there is a nonzero chance that their fractional overlap
R(σ1, σ2) is at least some fixed positive number. For as elegantly simple as (1.7) is
to prove, it only tells us that the previous sentence is true on an event of nonzero
P-probability. One should like said probability to be asymptotically equal to 1,
meaning the specific realization of the disorder is irrelevant.
Such was the advancement provided by Chatterjee [8], for sufficiently large β and
a certain class of bounded random environments rather than Gaussian. Bates and
Chatterjee [5] subsequently proved an analogous (but less quantitative) statement
in the Gaussian case, and then bootstrapped that statement to a stronger one.
Theorem C ([5, Theorem 1.6]). Assume β > 0 is a point of differentiability for
p(·) with p′(β) < β. Then for every ε > 0, there exist integers J = J(β, ε) and
1The identity (1.7) is verified in full, for a very general Gaussian disordered system, in [5,
Corollary 3.10].
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N∗ = N∗(β, ε) and a number δ = δ(β, ε) > 0 such that the following is true for all
N ≥ N∗. With P-probability at least 1−ε, there exist paths σ1, . . . , σJ ∈ Σ such that
µN,β
( J⋃
j=1
{
σ ∈ Σ : R(σj , σ) ≥ δ}) ≥ 1− ε.
In this sense, µN,β concentrates on highly frequented paths and places no mass
elsewhere. The (random) distinguished trajectories σ1, . . . , σJ might be called “fa-
vorite paths”, representing the preferred regions or “favorite corridors” of the poly-
mer measure.
While this brief overview has mentioned essentially all that has been proved
about path localization (at least for the discrete model considered in this paper),
much more is known about localization of the endpoint distribution µN,β(σN ∈ ·).
The state-of-the-art goes well beyond the Gaussian case, and there is even a one-
dimensional exactly solvable model [20] admitting an explicit limiting law for the
endpoint distribution [12]. The reader is referred to [4] for a review of the literature.
Finally, a somewhat orthogonal direction of work considers directed polymers in
heavy-tailed random environments, mostly in the d = 1 case. In this setting, the
degree of localization is much greater (e.g. [3, Theorem 2.1]), and so the interesting
questions arise from taking β = βN → 0, where the rate of decay is determined by
the index of the heavy tail [22, 6]. Further discussion can be found in [9, Section
6.4]; see also [23].
1.3. Main result. The goal of this article is to go beyond the single statistic
R(σ1, σ2). Although it serves as a natural gauge for localization, it does little to
illuminate the geometry of localized polymers. For instance, if we know R(σ1, σ2)
is bounded away from zero, can we say something about the set of i ∈ {1, 2, . . . , N}
for which σ1i = σ
2
i ? Our main result addresses this question.
For integers a ≤ b, let va, bw denote the integer interval {a, a + 1, . . . , b}. Given
1 ≤ a ≤ b ≤ N , consider the restricted overlap,
Rva,bw(σ1, σ2) := 1
b− a+ 1
b∑
i=a
1{σ1i=σ2i }, σ
1, σ2 ∈ Σ.
By examining these restricted overlaps, we will prove that the intersection set men-
tioned above is dense in v1, Nw. Mirroring the language of Theorem C, we make
this assertion precise as follows.
Theorem 1.3. Assume β > 0 is a point of differentiability for p(·) with p′(β) < β.
Then for every ε > 0, there exist integers J = J(β, ε) and N∗ = N∗(β, ε) and
a number δ = δ(β, ε) > 0 such that the following is true for all N ≥ N∗. With
P-probability at least 1− ε, there exist paths σ1, . . . , σJ ∈ Σ such that
µN,β
( J⋃
j=1
{
σ ∈ Σ : Rva,bw(σj , σ) ≥ δ whenever b− a+ 1 ≥ εN}) ≥ 1− ε.
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So at low temperatures and up to negligible events, a sample from the polymer
measure localizes around one of a fixed number of distinguished paths, and this
localization takes place along the entire length of the path; that is, in every interval
of size at least εN . It is this latter part that is the contribution of the present article.
An important comment is that the statement of Theorem 1.3 concerns fixed β,
which can be arbitrarily close to βc. Prior to this result, it was only possible to make
guarantees about localization away from the polymer’s endpoint if β were sent to
∞. Indeed, because p′(·) is bounded (see [9, Proposition 2.1(iii)]), the identity (1.7)
implies localization at a large fraction of times when β is sufficiently large, but even
this leaves open the possibility of some linearly sized interval on which localiza-
tion does not occur. Theorem 1.3 rules out this behavior at all low temperatures
satisfying p′(β) < β.
A difficult and important question left open is the optimal dependence of J and δ
on ε. The proof method in this paper likely leads to very poor bounds. Furthermore,
can one prove localization on scales finer than linear? This would be a necessary
step toward showing that, at least in d = 1, the polymer measure concentrates on a
favorite corridor of O(1) width; see [15, Section 12.9(6)].
1.4. Outline of proof. Consider a weaker version of Theorem 1.3 in which we re-
place general subintervals va, bw by only “regular” subintervals: (0, NL ], (NL , 2NL ], . . . ,
( (L−1)NL , N ], where L is some large integer. Our first observation is that Theorem
1.3 will be implied by this special case, which is stated as Theorem 2.1. Indeed,
for a given ε > 0, we can choose L large enough that the regular subintervals are
somewhat smaller than εN and thus actually contained in any interval I of size εN .
In this way, positive overlap in the regular subintervals will imply positive overlap
in I. While this idea is simple enough, the proof requires some technical care to
account for the fact that time is discrete, and N may not be divisible by L. This is
the content of Section 2.
Another difficulty of Theorem 1.3 is that we demand the same distinguished path
σj to be used in every subinterval va, bw of appropriate size. The steps of the previ-
ous paragraph do not remove this requirement, and so our second reduction is to a
version of Theorem 2.1 that allows the index j to depend on which regular subin-
terval ( (`−1)NN ,
`N
L ] is considered. This yet weaker result is stated as Theorem 3.1,
and the reduction argument is given in Section 3. The rough idea is to concatenate
segments of distinguished paths in order to produce a larger set but still of O(1)
size, so that whenever a path σ had intersected two distinct distinguished paths in
consecutive subintervals, it will now intersect a single concatenated path in both
subintervals. This procedure can carried out by demanding slightly less overlap in
each regular subinterval.
Having made the above reductions, we are left to prove that for each regular subin-
terval, one can (with high probability) find a bounded number of paths such that
a sample from the Gibbs measure will (with high probability) have non-vanishing
overlap in the given subinterval with at least one of these paths. This statement
could be easily proved if one were able to apply Theorem C within each subinterval
FULL-PATH LOCALIZATION OF DIRECTED POLYMERS 7
and then take an appropriate union bound. The seeming obstruction is that the
marginal of µN,β in a given subinterval is not a polymer measure of the same form
as µN,β. Moreover, this marginal depends on the environment at all times, not just
those within the subinterval. Nevertheless, we can regard these marginals as poly-
mer measures with respect to random reference measures. That is, we replace P
in (1.2) by a random measure which, crucially, is determined entirely by the envi-
ronment outside the given subinterval. Correspondingly, the Hamiltonian HN (·) is
replaced by a sum depending only on the environment inside said subinterval, the
remaining disorder having been absorbed into the random reference measure.
In this setup, Theorem C still does not quite apply because it assumes a specific
reference measure P . Fortunately, we can appeal to a more general result of [5] from
which Theorem C was derived. We recall this general result as Theorem D in Section
5. The only hypothesis to check is that µN,β still admits a limiting free energy with
respect to the random reference measures. To prove this fact, we introduce in
Section 4 a “multi-temperature free energy” that, as a special case, can ignore the
disorder in a given subinterval. Convergence of this generalized free energy is stated
in Theorem 4.1 and proved using modifications of standard techniques. Finally,
Theorem D is invoked in Section 5, where further technical issues are addressed en
route to proving Theorem 3.1.
2. Reduction to regular subintervals
Given positive integers N and L, let 0 = n0(N) ≤ n1(N) ≤ · · · ≤ nL(N) = N be
any sequence satisfying
n`(N)− n`−1(N) ∈
{⌊N
L
⌋
,
⌈N
L
⌉}
for all ` = 1, . . . , L. (2.1)
We will think of L as fixed throughout, and then such a sequence will be chosen
and fixed for each N . In other words, we partition the integer interval v1, Nw into L
parts of the form vn`−1(N)+1, n`(N)w, whose sizes are as close to equal as possible.
For the sake of exposition, let us call these parts regular subintervals. The fractional
overlap between σ1, σ2 ∈ Σ in the `th subinterval will be denoted by
R(`)(σ1, σ2) := Rvn`−1(N)+1,n`(N)w(σ1, σ2)
=
1
n`(N)− n`−1(N)
n`(N)∑
i=n`−1(N)+1
1{σ1i=σ2i }.
(2.2)
When we are not varying N , we will simply write n` in place of n`(N).
The following special case of Theorem 1.3 will allow us to prove the general case.
Theorem 2.1. Assume β > 0 is a point of differentiability for p(·) with p′(β) < β.
Then for every ε > 0 and positive integer L, there exist integers J = J(β, ε, L) and
N∗ = N∗(β, ε, L) and a number δ = δ(β, ε, L) > 0 such that the following is true for
all N ≥ N∗. With P-probability at least 1− ε, there exist paths σ1, . . . , σJ ∈ Σ such
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that
µN,β
( J⋃
j=1
L⋂
`=1
{
σ ∈ Σ : R(`)(σj , σ) ≥ δ}) ≥ 1− ε.
Given this result, we now show that Theorem 1.3 readily follows by identifying
regular subintervals lying within a given interval va, bw of size at least εN .
Proof of Theorem 1.3. Given ε ∈ (0, 1], let L ≥ 2 be the integer satisfying 2/L ≤
ε < 2/(L− 1). Consider any subinterval va, bw ⊂ v1, Nw of size b− a+ 1 ≥ εN . Our
choice of L guarantees that vn`−1(N) + 1, n`(N)w ⊂ va, bw for some ` ∈ v1, Lw.
Let us first address the case when b − a + 1 ≤ 2εN + 1. In particular, assuming
N ≥ L, we have
b− a+ 1 < 4N
L− 1 + 1 ≤
8N
L
+ 1 ≤ 9N
L
.
Asymptotically we know (n` − n`−1) ∼ N/L as N → ∞, but let us just use the
trivial bounds
N
2L
≤
⌊N
L
⌋
≤ n` − n`−1 ≤
⌈N
L
⌉
≤ 2N
L
for all N ≥ L. (2.3)
For any σ1, σ2 ∈ Σ, the containment vn`−1 + 1, n`w ⊂ va, bw now gives
1
n` − n`−1
n∑`
i=n`−1+1
1{σ1i=σ2i } ≤
2L
N
b∑
i=a
1{σ1i=σ2i } ≤
18
b− a+ 1
b∑
i=a
1{σ1i=σ2i }.
Therefore,
R(`)(σj , σ) ≥ δ ⇒ Rva,bw(σj , σ) ≥ δ/18.
If b − a + 1 > 2εN + 1, then we can partition va, bw into disjoint subintervals, all
having sizes at least εN but no larger than 2εN + 1. The above argument applies
to each of these subintervals, and so
R(`)(σj , σ) ≥ δ for all ` = 1, . . . , L ⇒ Rva,bw(σj , σ) ≥ δ/18.
We can now deduce Theorem 1.3 from Theorem 2.1 by replacing δ with δ/18. 
3. Reduction to independent subintervals
We continue using the notation of regular subintervals introduced in Section 2,
where the task of proving Theorem 1.3 was reduced to showing Theorem 2.1. In
this section, we reduce Theorem 2.1 to the following, yet weaker statement.
Theorem 3.1. Assume β > 0 is a point of differentiability for p(·) with p′(β) < β.
Then for every ε > 0 and positive integer L, there exist integers J = J(β, ε, L) and
N∗ = N∗(β, ε, L) and a number δ = δ(β, ε, L) > 0 such that the following is true for
FULL-PATH LOCALIZATION OF DIRECTED POLYMERS 9
all N ≥ N∗. With P-probability at least 1− ε, there exist paths σ1, . . . , σJ ∈ Σ such
that
µN,β
( L⋂
`=1
J⋃
j=1
{
σ ∈ Σ : R(`)(σj , σ) ≥ δ}) ≥ 1− ε.
Assuming this result, it remains to show that the same overlapping distinguished
path can be taken in all L regular subintervals (i.e. exchanging the intersection and
the union in the above display). We now argue that this can be done by increasing
J an O(1) amount and choosing δ appropriately smaller.
Proof of Theorem 2.1. Let ε > 0 and a positive integer L be given. Then take
J , N∗, and δ ∈ (0, 1] as in Theorem 3.1 so that for all N ≥ N∗, the following
event occurs with P-probability at least 1 − ε. There exists a random set of paths
D1 = {σ1, . . . , σJ} ⊂ Σ such that
µN,β
( L⋂
`=1
⋃
σ′∈D1
{
σ ∈ Σ : R(`)(σ′, σ) ≥ δ}) ≥ 1− ε. (3.1)
We will henceforth assume this event occurs.
Set K := d12/δe. By possibly making N∗ larger, we may assume N is such that
bN/Lc ≥ K. (3.2)
We note for later that this assumption implies⌈dN/Le
K
⌉ (2.3)
≤
⌈2N/L
K
⌉
≤ 3N/L
K
, (3.3)
and also that δ ≤ 1 implies
12
δ
≤ K ≤ 12
δ
+ 1 ≤ 13
δ
. (3.4)
Given D1, let us perform the following inductive procedure.
For each ` = 1, . . . , L, partition the interval vn`−1 + 1, n`w into K subintervals
vm(`)k−1 + 1,m(`)k w, k = 1, . . . ,K, whose sizes are as close to equal as possible. That
is, we choose a sequence
n`−1 = m
(`)
0 ≤ m(`)1 ≤ · · · ≤ m(`)K = n` (3.5a)
satisfying
m
(`)
k −m(`)k−1 ∈
{⌊n` − n`−1
K
⌋
,
⌈n` − n`−1
K
⌉}
for all k = 1, . . . ,K. (3.5b)
By (3.2), we have m
(`)
k −m(`)k−1 ≥ 1 for each k, and so the following trivial bounds
are valid:
N
4LK
(2.3)
≤ n` − n`−1
2K
≤ m(`)k −m(`)k−1 ≤
2(n` − n`−1)
K
(2.3)
≤ 4N
LK
. (3.6)
For ` ≤ L − 1, set D`+1 = D` ∪ D+` , where the supplementary set D+` is formed
as follows. Consider an ordered pair (σ′, σ′′) ∈ D` × D` with σ′ 6= σ′′. For each
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k ∈ v1,K − 1w, and each t ∈ vn` + 1, n`+1w, determine whether there exists a
nearest-neighbor path between σ′
m
(`)
k
and σ′′t consisting of exactly t−m(`)k steps. Let
t
(`)
k (σ
′, σ′′) be the minimal such t; more formally,
t
(`)
k (σ
′, σ′′) := inf{t ∈ vn` + 1, n`+1w : ∃σ ∈ Σ, σm(`)k = σ
′
m
(`)
k
, σt = σ
′′
t }. (3.7)
If t
(`)
k (σ
′, σ′′) <∞, say σ˜ is a nearest-neighbor path connecting σ′
m
(`)
k
and σ′′
t
(`)
k (σ
′,σ′′)
in exactly t
(`)
k (σ
′, σ′′)−m(`)k steps (if there are multiple such paths, chose one accord-
ing to some arbitrary rule). Then include the following concatenated path, which
we call P(`)k (σ′, σ′′), as an element of D+` (see Figure 1):
0 = σ′0
first m
(`)
k steps of σ
′
7→ σ′
m
(`)
k
follow σ˜7→ σ′′
t
(`)
k (σ
′,σ′′)
continue on σ′′7→ · · · (3.8)
Figure 1. Example construction of P(`)k (σ′, σ′′) in d = 1. Time is
visualized in the horizontal direction. The path σ′ ∈ D` is shown as
the solid curve with circles, σ′′ ∈ D` as the solid curve with diamonds,
and the connecting path σ˜ as the solid curve with squares. The
concatenated path P(`)k (σ′, σ′′) ∈ D`+1 is displayed as the dashed
trajectory, with a dashed vertical line marking the time t
(`)
k (σ
′, σ′′)
of earliest possible connection from σ′
m
(`)
k
to σ′′ terminating in the
time interval vn` + 1, n`+1w.
Once the above procedure has been performed for all ordered pairs (σ′, σ′′) ∈
D` × D` with σ′ 6= σ′′, the construction of the set D+` is complete. Note that
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|D+` | ≤ |D`|(|D`| − 1)(K − 1), and so |D`+1| ≤ K|D`|2, which leads to the upper
bound
|DL| ≤ K2L−1−1|D1|2L−1
(3.4)
≤
(13
δ
)2L−1−1
J2
L−1
.
In particular, |DL| is bounded by a constant independent of N .
We now claim that⋃
σ′∈DL
L⋂
`=1
{σ ∈ Σ : R(`)(σ′, σ) ≥ δ2/104} ⊃
L⋂
`=1
⋃
σ′∈D1
{σ ∈ Σ : R(`)(σ′, σ) ≥ δ}. (3.9)
In light of (3.1) and the above observation regarding the cardinality of DL, the
containment (3.9) establishes the conclusion of Theorem 2.1 after replacing J by(
13
δ
)2L−1−1
J2
L−1
and δ by δ2/104. In order to prove (3.9), we reduce to the following
claim.
Claim 3.2. Suppose σ ∈ Σ is such that for some ` ∈ v1, L−1w, there exist σ′, σ′′ ∈ D`
such that
R(`)(σ′, σ) ≥ δ, (3.10a)
R(`+1)(σ′′, σ) ≥ δ. (3.10b)
Then there is σ′′′ ∈ D`+1 such that
R(`
′)(σ′′′, σ) = R(`
′)(σ′, σ) for all `′ ∈ v1, `− 1w, (3.11a)
R(`)(σ′′′, σ) ≥ δ2/104, (3.11b)
R(`+1)(σ′′′, σ) ≥ δ. (3.11c)
Indeed, assume Claim 3.2 holds. Any σ belonging to the right-hand side of
(3.9) has R(1)(σ1, σ) ≥ δ and R(2)(σ2, σ) ≥ δ for some σ1, σ2 ∈ D1. So there is
σ1,2 ∈ D2 such that R(1)(σ1,2, σ) ≥ δ2/104 and R(2)(σ1,2, σ) ≥ δ. Since there is
also σ3 ∈ D1 ⊂ D2 satisfying R(3)(σ3, σ) ≥ δ, we can repeat the process to produce
σ1,2,3 ∈ D3 satisfying R(1)(σ1,2,3, σ), R(2)(σ1,2,3, σ) ≥ δ2/104 and R(3)(σ1,2,3, σ) ≥ δ.
Continuing in this way, one arrives at σ1,...,L ∈ DL such that R(`)(σ1,...,L, σ) ≥ δ2/104
for all ` ∈ v1, Lw. That is, σ belongs to the left-hand side of (3.9). 
Proof of Claim 3.2. Let σ ∈ Σ and assume (3.10) for some σ′, σ′′ ∈ D`. If σ′ = σ′′,
then (3.11) holds by taking σ′′′ equal to σ′ = σ′′.
If instead σ′ 6= σ′′, we recall the subintervals of vm(`)k−1 + 1,m(`)k w, k ∈ v1,Kw,
introduced in (3.5). We have
K∑
k=1
m
(`)
k∑
i=m
(`)
k−1+1
1{σ′i=σi} =
n∑`
i=n`−1+1
1{σ′i=σi} = (n` − n`−1)R(`)(σ′, σ)
(2.3)
≥ δN
2L
.
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Therefore, there must be at least two distinct values of k ∈ v1,Kw for which
m
(`)
k∑
i=m
(`)
k−1+1
1{σ′i=σi} ≥
δN
4LK
, (3.12)
since otherwise we would have the contradictory bound
K∑
k=1
m
(`)
k∑
i=m
(`)
k−1+1
1{σ′i=σi} < (K − 1)
δN
4LK
+
⌈n` − n`−1
K
⌉ (3.3)
≤ δN
4L
+
3N/L
K
(3.4)
≤ δN
2L
.
Let us call these two values k1 and k2, where k1 < k2. We will now argue that the
time t
(`)
k1
(σ′, σ′′) defined in (3.7) is finite, and that the path σ′′′ = P(`)k1 (σ′, σ′′) defined
in (3.8) satisfies (3.11). Before doing so, we note that by the construction of σ′′′,
i ≤ m(`)k1 ⇒ σ′′′i = σ′i, (3.13)
i ≥ t(`)k1 (σ′, σ′′) ⇒ σ′′′i = σ′′i . (3.14)
Now, we know that σ′′t = σt for some t ∈ vn` + 1, n`+1w, simply by the fact
that R(`+1)(σ′′, σ) > 0. We claim that any such t must satisfy t ≥ t(`)k1 (σ′, σ′′). (In
particular, t
(`)
k1
(σ′, σ′′) is finite.) Indeed, by (3.12) there is some s ∈ vm(`)k2−1 +1,m
(`)
k2
w
for which σ′s = σs. Therefore, by following σ′ from σ′m(`)k1
to σ′s = σs, and then
following σ from σs to σt = σ
′′
t , we will have constructed a nearest-neighbor path
connecting σ′
m
(`)
k1
to σ′′t in exactly t − m(`)k1 steps; see Figure 2. By definition, this
means t ≥ t(`)k1 (σ′, σ′′). Consequently, the following implication is true for all t ≥
n` + 1:
σt = σ
′′
t ⇒ t ≥ t(`)k1 (σ′, σ′′)
(3.14)⇒ σ′′′t = σ′′t .
In particular, we have R(`+1)(σ′′′, σ) ≥ R(`+1)(σ′′, σ) ≥ δ, thus verifying (3.11c). On
the other hand, (3.11a) follows from (3.13) because m
(`)
k1
> n`−1. Finally, to obtain
(3.11b), observe that
R(`)(σ′′′, σ)
(3.13)
≥ 1
n` − n`−1
m
(`)
k1∑
i=m
(`)
k1−1+1
1{σ′i=σi}
(3.12)
≥ δN
(n` − n`−1)4LK
(2.3)
≥ δ
8K
(3.4)
≥ δ
2
104
.
(3.15)

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Figure 2. Overlap considerations in Claim 3.2. As in Figure 1, σ′
and σ′′ are displayed as solid curves with circles and diamonds, re-
spectively, and σ′′′ = P(`)k1 (σ′, σ′′) is the dashed trajectory. The path
σ under consideration is shown as a solid curve without decoration,
and its intersections with σ′′′ are marked as filled circles or diamonds.
On one hand, because σ′′′ agrees with σ′ at least until time m(`)k1 , it
retains all overlap with σ incurred by σ′ up to that point; this ob-
servation leads to (3.11a) and (3.15). On the other, σ is known to
intersect with σ′ in some later interval vm(`)k2−1+1,m
(`)
k2
w, and so all its
intersections with σ′′ past time n` must occur after σ′′′ has coincided
with σ′′, which occurs at time t(`)k1 (σ
′, σ′′); hence (3.11c) follows from
(3.10b).
4. Multi-temperature free energy
As outlined in Section 1.4, our proof strategy in Section 5 will require us to isolate
the Hamiltonian on each regular subinterval vn`−1 + 1, n`w. Mechanically, this can
be done by letting the inverse temperature β depend on time and setting it equal to
zero outside the interval vn`−1 + 1, n`w. As it turns out, it will be easier to take the
complementary route of setting the inverse temperature to zero inside vn`−1 +1, n`w,
and keeping it unchanged outside. Either choice changes the free energy, of course,
and we will need to show that a statement analogous to (1.5) still holds. It will
not be any more difficult, however, to allow the inverse temperature to assume a
different value on each interval vn`−1 + 1, n`w, ` ∈ v1, Lw.
In what follows, we will use the notation PN,L to denote the partition
PN,L : 0 = n0(N) ≤ n1(N) ≤ · · · ≤ nL(N) = N,
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which is chosen to satisfy (2.1). Let β = (β1, . . . , βL) ∈ [0,∞)L and consider the
Hamiltonian
HβPN,L(σ) :=
L∑
`=1
β`
n∑`
i=n`−1+1
gN (i, σi).
The associated partition function will be written as
ZPN,L(β) := E(e
HβPN,L (σ)).
The concentration result below shows that the multi-temperature expression
1
N logZPN,L(β) is well-approximated by an average of single-temperature free en-
ergies. Ultimately, we will need only the asymptotic statement (4.2), but with
minimal extra effort we can prove (4.1) as an intermediate step.
Theorem 4.1. For any L ≥ 1, there exist positive constants C1 = C1(L, d) and
c2 = c2(L) such that for every u > 0, N ≥ L2, β ∈ [0,∞)L, and PN,L satisfying
(2.1), we have
P
(∣∣∣ logZPN,L(β)
N
−
L∑
`=1
E logZn`−n`−1(β`)
N
∣∣∣ > u) ≤ C1Nd exp(− c2 Nu2
β2max
)
, (4.1)
where βmax := max{β1, . . . , βL, 1}. Consequently,
lim
N→∞
logZPN,L(β)
N
=
1
L
L∑
`=1
p(β`) P-a.s. and in Lα(P) for all α ∈ [1,∞). (4.2)
In the proof, we will use the following simple lemma.
Lemma 4.2. Let X be a random variable taking values in (a, b) with mean Υ, where
−∞ ≤ a < b ≤ ∞. Let f : (a, b)→ R be a monotone function, and denote the mean
of f(X) by Υf . If |f(Υ) − Υf | > 2u > 0, then the event {|f(X) − y| > u} has
positive probability for every y ∈ R.
Proof. We prove the contrapositive. That is, assume f(X) ∈ [y − u, y + u] with
probability one, for some y ∈ R. Without loss of generality, we may assume f is
non-decreasing; if not, we apply the argument to−f . IfX is an almost sure constant,
then f(Υ) = Υf . Otherwise, there exists δ > 0 such that each of {X ≤ Υ− δ} and
{X ≥ Υ + δ} occur with positive probability. In this case, we must have
y − u ≤ f(Υ− δ) ≤ f(Υ) ≤ f(Υ + δ) ≤ y + u.
Of course, we also know Υf ∈ [y − u, y + u], and so |f(Υ)−Υf | ≤ 2u. 
Proof of Theorem 4.1. We proceed by induction on L. Our inductive hypothesis is
that for any u > 0, any integer N ≥ L2, and any partition
PN,L : 0 = n0(N) < n1(N) < · · · < nL(N) = N
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that is valid in the sense of (2.1), we have
P
(∣∣∣∣ logZPN,L(β)N −
L∑
`=1
E logZn`−n`−1(β`)
N
∣∣∣∣ > u)
≤ 2L(2N + 1)d exp
(
− Nu
2
18L2β2max
)
,
(4.3)
where (1.4) provides the base case of L = 1. Once we prove the inductive step, (4.3)
will yield (4.1) with C1 = 3
d · 2L and c2 = 1/(18L2). Then, by standard arguments,
it follows that
lim
N→∞
∣∣∣ logZPN,L(β)
N
−
L∑
`=1
E logZn`−n`−1(β`)
N
∣∣∣ = 0 P-a.s. and in Lα(P), α ∈ [1,∞).
The above display is seen to be equivalent to (4.2) once we recall (1.3). Therefore,
the rest of the proof is establishing the induction. We thus assume (4.3) and consider
any βL+1 ∈ [0,∞) and any partition
PN,L+1 : 0 = n0(N) < n1(N) < · · · < nL(N) < nL+1(N) = N,
where now N ≥ (L+ 1)2.
Define the set Di := {x ∈ Zd : P (σi = x) > 0} for each integer i ≥ 1. Observe
that for any fixed realization of the disorder g, if we condition on the value of σi for
some i ∈ v1, Nw, then by the Markov property of the random walk, the vectors
(gN (1, σ1), . . . , gN (i, σi)) and (gN (i, σi), . . . , gN (N, σN ))
are conditionally independent with respect to P . Using this observation when i =
nL, we have
ZPN,L+1(β, βL+1) =
∑
x∈Zd
E(e
H
(β,βL+1)
PN,L+1 (σ) | σnL = x)P (σnL = x)
=
∑
x∈DnL
[
E
(
exp
{ L∑
`=1
β`
n∑`
i=n`−1+1
gN (i, σi)
} ∣∣∣∣ σnL = x)P (σnL = x)
× E
(
exp
{
βL+1
nL+1∑
i=nL+1
gN (i, σi)
} ∣∣∣∣ σnL = x)].
To condense notation, let us write
A(x) := E
(
exp
{ L∑
`=1
β`
n∑`
i=n`−1+1
gN (i, σi)
}
;σnL = x
)
,
B(x) := E
(
exp
{
βL+1
nL+1∑
i=nL+1
gN (i, σi)
} ∣∣∣∣ σnL = x).
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Note that
A :=
∑
x∈DnL
A(x) = ZP¯N,L(β1, . . . , βL), (4.4)
where
P¯nL,L : 0 = n¯0(nL) ≤ n¯1(nL) ≤ · · · ≤ n¯L(nL) = nL
is the partition of v1, nLw into L parts induced by PN,L+1. That is,
n¯`(nL(N)) = n`(N), ` = 0, . . . , L.
We are thus interested in the limit of
logZPN,L+1(β, βL+1)
N
=
1
N
log
(
A
∑
x∈DnL
A(x)
A
B(x)
)
=
logZP¯nL,L(β)
N
+
1
N
log
∑
x∈DnL
A(x)
A
B(x).
(4.5)
Since N ≥ (L+ 1)2, we necessarily have N/(L+ 1) ≥ L+ 1 and thus
dN/(L+ 1)e
bN/(L+ 1)c ≤
L+ 2
L+ 1
. (4.6)
Therefore,
nL ≥ N −
⌈ N
L+ 1
⌉
≥ N − L+ 2
L+ 1
⌊ N
L+ 1
⌋
≥ N − L+ 2
L+ 1
N
L+ 1
=
N
(L+ 1)2
((L+ 1)2 − L− 2) ≥ N
(L+ 1)2
L2 ≥ L2,
(4.7)
and so the first term in the final expression of (4.5) is subject to the estimate (4.3).
That is,
P
(∣∣∣∣ logZP¯nL,L(β)N −
L∑
`=1
E logZn¯`−n¯`−1(β`)
N
∣∣∣∣ > u)
= P
(∣∣∣∣ logZP¯nL,L(β)nL −
L∑
`=1
E logZn`−n`−1(β`)
nL
∣∣∣∣ > NnLu
)
≤ 2L(2nL + 1)d exp
(
− nL
(
N
nL
u
)2
18L2β2max
)
(4.7)
≤ 2L(2N + 1)d exp
(
− N
(
N
nL
u
)2
18(L+ 1)2β2max
)
.
(4.8)
We are now left with the task of controlling the second term in the final expression
of (4.5).
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Since all variables in g are i.i.d., we have the following equality in law with respect
to P:
B(x)
P
= ZN−nL(βL+1) for each x ∈ DnL . (4.9)
In particular, E logB(x) is constant among such x, and so taking this constant as
the value of y, we conclude the following from Lemma 4.2 with f(t) = log t. If∣∣∣∣ log ∑
x∈DnL
A(x)
A
B(x)−
∑
x∈DnL
A(x)
A
logB(x)
∣∣∣∣ > 2u,
then
| logB(x)− E logB(x)| > u for some x ∈ DnL .
Also note that the following holds for all ` ∈ v1, L+ 1w, in particular ` = L+ 1:
n` − n`−1 ≥
⌊ N
L+ 1
⌋ (4.6)
≥ L+ 1
L+ 2
⌈ N
L+ 1
⌉
≥ N
L+ 2
≥ N
(L+ 1)2
.
Consequently,
P
(
1
N
∣∣∣∣ log ∑
x∈DnL
A(x)
A
B(x)−
∑
x∈DnL
A(x)
A
logB(x)
∣∣∣∣ > 2u)
≤ P
( ⋃
x∈DnL
{ | logB(x)− E logB(x)|
N
> u
})
(4.9),(1.4)
≤ |DnL | exp
(
− (N − nL)
(
u NN−nL
)2
2β2L+1
)
≤ (2N + 1)d exp
(
− N
(
u NN−nL
)2
2(L+ 1)2β2L+1
)
.
(4.10)
Moreover, by writing∣∣∣∣E logZN−nL(βL+1)− ∑
x∈DnL
A(x)
A
logB(x)
∣∣∣∣
≤
∑
x∈DnL
A(x)
A
|E logB(x)− logB(x)|,
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we can repeat the previous estimate to obtain
P
(
1
N
∣∣∣∣E logZN−nL(βL+1)− ∑
x∈DnL
A(x)
A
logB(x)
∣∣∣∣ > u)
≤ P
( ⋃
x∈DnL
{ | logB(x)− E logB(x)|
N
> u
})
≤ (2N + 1)d exp
(
− N
(
u NN−nL
)2
2(L+ 1)2β2L+1
)
.
(4.11)
Together, (4.10) and (4.11) yield
P
(
1
N
∣∣∣∣E logZN−nL(βL+1)− log ∑
x∈DnL
A(x)
A
B(x)
∣∣∣∣ > 3u)
≤ 2(2N + 1)d exp
(
− N
(
u NN−nL
)2
2(L+ 1)2β2L+1
)
.
(4.12)
Putting together (4.5), (4.8), and (4.12), we conclude
P
(∣∣∣ logZPN,L+1(β, βL+1)
N
−
L+1∑
`=1
E logZn`−n`−1(β`)
N
∣∣∣ > u)
≤ P
(∣∣∣∣ logZP¯nL,L(β)N −
L∑
`=1
E logZn¯`−n¯`−1(β`)
N
∣∣∣∣ > unLN
)
+ P
(
1
N
∣∣∣∣E logZN−nL(βL+1)− log ∑
x∈DnL
A(x)
A
B(x)
∣∣∣∣ > uN − nLN
)
≤ 2L(2N + 1)d exp
(
− Nu
2
18(L+ 1)2β2max
)
+ 2(2N + 1)d exp
(
− N
(
u
3
)2
2(L+ 1)2β2L+1
)
= 2(L+ 1)(2N + 1)d exp
(
− Nu
2
18(L+ 1)2(βmax ∨ βL+1)2
)
,
which verifies the inductive step needed for (4.3). 
5. Proof of Theorem 3.1
In preparation for the proof, we introduce the main input, Theorem D, from
[5]. The statement is exactly the same as Theorem C but holds for more general
Gaussian disordered systems. So that there is no confusion caused by duplicate
notation, let us introduce a generic setting.
Let (Ω,F ,P) be an abstract probability space, and (ΣN )N≥1 a sequence of Polish
spaces equipped respectively with probability measures (νN )N≥1. For each N , we
consider a centered Gaussian field (HN (σ))σ∈ΣN defined on Ω. Regarding this field
FULL-PATH LOCALIZATION OF DIRECTED POLYMERS 19
as a Hamiltonian, we denote the associated Gibbs measure by
νN,β(dσ) :=
eβHN (σ)
ZN (β) νN (dσ), where ZN (β)
:=
ˆ
ΣN
eβHN (σ) νN (dσ). (5.1)
We make the following assumptions:
• There is a deterministic function P : [0,∞)→ R such that
lim
N→∞
logZN (β)
N
=P(β) P-a.s. and in L1(P), for every β ≥ 0. (A1)
• For every σ ∈ ΣN ,
VarHN (σ) = N. (A2)
• For every σ1, σ2 ∈ ΣN ,
RN (σ1, σ2) := Corr(HN (σ1),HN (σ2)) = 1
N
Cov(HN (σ1),HN (σ2)) ≥ 0. (A3)
• For each N , there exist measurable real-valued functions (ϕi,N )∞i=1 on ΣN
and i.i.d. standard normal random variables (Zi,N )
∞
i=1 defined on Ω such
that for each σ ∈ ΣN ,
HN (σ) =
∞∑
i=1
Zi,Nϕi,N (σ) P-a.s., (A4)
where the series on the right converges in L2(P).
Theorem D ([5, Theorem 1.2]). Assume (A1)–(A4). If β > 0 is a point of dif-
ferentiability for P(·) with P ′(β) < β, then for every ε > 0, there exist integers
J = J(β, ε) and N∗ = N∗(β, ε) and a number δ = δ(β, ε) > 0 such that the following
is true for all N ≥ N∗. With P-probability at least 1−ε, there exist σ1, . . . , σJ ∈ ΣN
such that
νN,β
( J⋃
j=1
{
σ ∈ ΣN : R(σj , σ) ≥ δ
}) ≥ 1− ε.
Returning to the polymer setting, we consider the following modifications to the
random environment: restricting to times inside the interval vn`−1 + 1, n`w, and
restricting to times outside the interval. The resulting Hamiltonians will be written
as
H
(`)
N (σ) :=
∑
i∈vn`−1+1,n`w
gN (i, σi),
Ĥ
(`)
N (σ) :=
∑
i∈v1,Nw\vn`−1+1,n`w
gN (i, σi).
If we partition g into the following pair of independent sub-collections,
g(`) := {gN (i, x) : N ≥ 1, i ∈ vn`−1 + 1, n`w, x ∈ Zd},
ĝ(`) := {gN (i, x) : N ≥ 1, i ∈ v1, Nw \ vn`−1 + 1, n`w, x ∈ Zd},
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then H
(`)
N (·) is a function of g(`), while Ĥ(`)N (·) is a function of ĝ(`). We will write
P
ĝ(`)
to denote the probability measure obtained by conditioning P on ĝ(`), and E
ĝ(`)
will denote expectation with respect to P
ĝ(`)
(i.e. integrating over just g(`)). While
the law of g(`) is no different under P
ĝ(`)
than under P, these notational devices will
make clearer how we invoke Theorem D and avoid the slightly more cumbersome
P( · | ĝ(`)).
Next, for each ` ∈ v1, Lw we introduce the following probability measure on Σ:
µ̂
(`)
N,β(dσ) =
1
Ẑ
(`)
N (β)
eβĤ
(`)
N (σ) P (dσ), Ẑ
(`)
N (β) := E(e
βĤ
(`)
N (σ)).
Observe that
µN,β(dσ) =
1
ZN (β)
eβH
(`)
N (σ) eβĤ
(`)
N (σ) P (dσ)
=
Ẑ
(`)
N (β)
ZN (β)
eβH
(`)
N (σ) µ̂
(`)
N,β(dσ) =
1
Z
(`)
N (β)
eβH
(`)
N (σ) µ̂
(`)
N,β(dσ),
(5.2)
where
Z
(`)
N (β) :=
ZN (β)
Ẑ
(`)
N (β)
. (5.3)
Anticipating the eventual use of Theorem D, we will think of
• µ̂(`)N,β as νn`−n`−1 (now a random measure depending on ĝ(`));
• P
ĝ(`)
as P;
• H(`)N as Hn`−n`−1 ;
• µN,β as νn`−n`−1,β;
• Z(`)N (β) as Zn`−n`−1(β); and
• R(`)(·, ·) as Rn`−n`−1(·, ·).
With these choices, we first need to verify (A1).
Proposition 5.1. For each ` ∈ v1, Lw and any β ≥ 0, the following statement holds
P-almost surely:
lim
N→∞
logZ
(`)
N (β)
n` − n`−1 = p(β) Pgˆ(`)-a.s. and in L
α(Pgˆ(`)) for all α ∈ [1,∞). (5.4)
Proof. If β = 0, then Z
(`)
N (0) = 1 is deterministic, and so (5.4) holds trivially with
p(0) = 0. Consequently, we may assume β > 0.
By Theorem 4.1, we know
lim
N→∞
logZN (β)
N
= p(β), lim
N→∞
log Ẑ
(`)
N (β)
N
=
L− 1
L
p(β), (5.5)
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where the limits are P-almost sure and in Lα(P) for every α ∈ [1,∞). By definition
(5.3), the following limit thus holds in the same senses:
lim
N→∞
logZ
(`)
N (β)
n` − n`−1 = p(β).
(5.6)
In particular, since (5.6) holds P-almost surely, Fubini’s theorem guarantees the
following: For almost every realization of ĝ(`), (5.6) holds P
ĝ(`)
-almost surely. This
proves the first part of (5.4).
Meanwhile, for any ε > 0 and α ≥ 1, Markov’s inequality gives
P
(
E
ĝ(`)
∣∣∣ logZN (β)
N
− E logZN (β)
N
∣∣∣α > ε) ≤ ε−1E∣∣∣ logZN (β)
N
− E logZN (β)
N
∣∣∣α
= ε−1
ˆ ∞
0
P
(∣∣∣ logZN (β)
N
− E logZN (β)
N
∣∣∣α > u) du
(1.4)
≤ ε−1
ˆ ∞
0
exp
(
− Nu
2/α
2β2
)
du = CN−α/2,
where C depends on α and β but not on N . By taking α > 2, we can apply
Borel–Cantelli to determine that with P-probability one,
lim sup
N→∞
E
ĝ(`)
∣∣∣ logZN (β)
N
− E logZN (β)
N
∣∣∣α ≤ ε.
By taking a countable sequence εk ↘ 0, we further deduce
lim
N→∞
E
ĝ(`)
∣∣∣ logZN (β)
N
− E logZN (β)
N
∣∣∣α = 0 P-a.s.
Therefore, in light of (1.3), with P-probability one we have 1N logZN (β) converg-
ing to p(β) in Lα(Pgˆ(`)). Since α can be taken arbitrarily large, it follows that
said convergence occurs in Lα(Pgˆ(`)) for all α ∈ [1,∞). Recalling (5.5), we know
1
N log Ẑ
(`)
N (β)→ L−1L p(β) also with P-probability one. Moreover, in this almost sure
case, the convergence is a deterministic statement with respect to P
ĝ(`)
. From (5.3),
we now have that
lim
N→∞
E
ĝ(`)
∣∣∣ logZ(`)N (β)
n` − n`−1 − p(β)
∣∣∣α = 0 P-a.s.
We have thus verified both parts of (5.4). 
Given Proposition 5.1, we can make a statement approaching Theorem 3.1.
Corollary 5.2. Let ` ∈ v1, Lw, and assume β > 0 is a point of differentiability
for p(·) with p′(β) < β. Then with P-probability one, the following is true. For
every ε > 0, there exist integers J = J(β, ε, ĝ(`)) and N∗ = N∗(β, ε, ĝ(`)) and a
number δ = δ(β, ε, ĝ(`)) > 0 such that for all N ≥ N∗, the following event has
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P
ĝ(`)
-probability at least 1− ε:
E
(`)
N,J,δ,ε :=
{
∃σ1, . . . , σJ ∈ Σ : µN,β
( J⋃
j=1
{
σ ∈ Σ : R(`)(σj , σ) ≥ δ}) ≥ 1− ε}.
Proof. Because ĝ(`) and g(`) are independent, the law of the latter given the former
remains i.i.d. standard normal. Therefore, (5.2) is a representation of µN,β in the
form of (5.1). Proposition 5.1 verifies that in this representation, the assumption
(A1) holds. Also, it is trivial to check that
Cov(H
(`)
N (σ
1, σ2)) = (n` − n`−1)R(`)(σ1, σ2) ≥ 0, σ1, σ2 ∈ Σ.
In particular, we have
VarH
(`)
N (σ) = n` − n`−1, σ ∈ Σ. (5.7)
Thus (A2)–(A4) also hold, and we can apply Theorem D to obtain the result.
There is the inconsequential subtlety that n`(N+1)−n`−1(N+1) may be equal to
n`(N)−n`−1(N), and so (5.7) is not in exact agreement with (A2) as we increment
N by units of 1. Nevertheless, it is possible to consider finitely many sequences
(N
(k)
i )i≥1, k ∈ v1,Kw, such that
n`(N
(k)
i+1)− n`−1(N (k)i+1) = n`(N (k)i )− n`−1(N (k)i ) + 1 for all i ≥ 1,
as needed for (A2), and
{1, 2, . . . } ⊂
K⋃
k=1
∞⋃
i=1
{N (k)i }.
Applying Proposition 5.1 to these K subsequences would yield J = J(k), N∗ =
N∗(k), and δ = δ(k). Then the desired final statement holds with
J = max
k=1,...,K
J(k), N∗ = max
k=1,...,K
N∗(k), δ = min
k=1,...,K
δ(k).

Recall that g is supported on a probability space we denote (Ω,F ,P). Following
Corollary 5.2, we can define the events of the form
Ê
(`)
N,J,δ,ε := {Pĝ(`)(E
(`)
N,J,δ,ε) ≥ 1− ε}. (5.8)
Let us postpone verification that such a set is measurable, and proceed directly to
the proof of Theorem 3.1.
Proof of Theorem 3.1. Let ε > 0 and L be given. In the notation of Corollary 5.2,
it suffices to find J , N∗, and δ such that
P
( L⋂
`=1
E
(`)
N,J,δ,ε/L
)
≥ 1− ε for all N ≥ N∗, (5.9)
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since the event
⋂L
`=1E
(`)
N,J,δ,ε/L implies the existence of σ
1, . . . , σJL ∈ Σ such that
µN,β
( L⋂
`=1
JL⋃
j=1
{σ ∈ Σ : R(`)(σj , σ) ≥ δ}
)
≥ 1− ε.
The conclusion of Theorem 3.1 then follows by replacing J with JL. The remainder
of the proof is thus establishing (5.9).
Let ε′ = ε′(ε, L) be a positive number to be specified later. Take (δk)k≥1 to be
any decreasing sequence tending to 0 as k →∞. From Corollary 5.2, we know
P
( ∞⋃
J=1
∞⋃
k=1
∞⋃
N∗=1
∞⋂
N=N∗
Ê
(`)
N,J,δk,ε′
)
= 1 for each ` ∈ v1, Lw.
Since ÊN,J,δk,ε′ ⊂ ÊN,J+1,δk,ε′ , we can choose J = J(β, ε′, L) sufficiently large that
P
( ∞⋃
k=1
∞⋃
N∗=1
∞⋂
N=N∗
Ê
(`)
N,J,δk,ε′
)
≥ 1− ε′ for each ` ∈ v1, Lw.
By the assumption δk > δk+1, we also have Ê
(`)
N,J,δk,ε′ ⊂ Ê
(`)
N,J,δk+1,ε′ , and so we can
choose k = k(β, ε′, L, J) sufficiently large that
P
( ∞⋃
N∗=1
∞⋂
N=N∗
Ê
(`)
N,J,δk,ε′
)
≥ 1− 2ε′ for each ` ∈ v1, Lw.
Henceforth we simply write δ = δk. Finally, we choose N∗ = N∗(β, ε′, L, J, δ) suffi-
ciently large that
P
( ∞⋂
N=N∗
Ê
(`)
N,J,δ,ε′
)
≥ 1− 3ε′ for each ` ∈ v1, Lw.
Now, whether or not Ê
(`)
N,J,δ,ε′ occurs depends only on ĝ
(`). When Ê
(`)
N,J,δ,ε′ does
occur, the event E
(`)
N,J,δ,ε′ has Pĝ(`)-probability at least 1− ε′. Hence
P(E(`)N,J,δ,ε′) ≥ (1− 3ε′)(1− ε′) ≥ 1− 4ε′ for each ` ∈ v1, Lw, N ≥ N∗,
and thus
P
( L⋂
`=1
E
(`)
N,J,δ,ε′
)
≥ 1− 4Lε′ for all N ≥ N∗.
To complete the proof, we set ε′ = ε/(4L) and note that
P
( L⋂
`=1
E
(`)
N,J,δ,ε
)
≥ P
( L⋂
`=1
E
(`)
N,J,δ,ε′
)
≥ 1− ε for all N ≥ N∗.

To conclude the section, we return to the technical issue of measurability for the
set Ê
(`)
N,J,δ,ε defined in (5.8).
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Proposition 5.3. For any integers N ≥ L, J ≥ 1, ` ∈ v1, Lw, and numbers δ, ε > 0,
we have Ê
(`)
N,J,δ,ε ∈ F .
We will make use of two lemmas.
Lemma 5.4. If r is a non-constant rational function in n real variables, then for
any t ∈ R, the set {x ∈ Rn : r(x) = t} has zero Lebesgue measure.
Proof. Let us write r = f/g, where f and g are polynomials. Then r−t = (f−tg)/g,
which vanishes if and only if f − tg = 0. By hypothesis, f − tg is not identically
equal to 0, and so this polynomial may only vanish on a set of Lebesgue measure
zero [16]. 
Lemma 5.5. Let X ∈ Rn be a random vector supported on (Ω,F ,P). Suppose that
f : Rn+m → R is a continuous function such that
P(f(X,y) = t) = 0 for every y ∈ Rm, t ∈ R.
Then the map y 7→ P(f(X,y) ≥ t) is continuous from Rm to [0, 1], for any t ∈ R.
Proof. Fix y ∈ Rm and t ∈ R, and let ε > 0 be given. By hypothesis, we can choose
h > 0 so small that P(f(X,y) ∈ [t − h, t + h]) < ε. Next choose K ⊂ Rn to be a
compact set sufficiently large that P(X /∈ K) < ε. By uniform continuity of f on
K × (y + [−1, 1]m), we may choose δ > 0 sufficiently small that
X ∈ K, δ ∈ Rm, ‖δ‖ < δ ⇒ |f(X,y + δ)− f(X,y)| ≤ h.
It now follows that whenever ‖δ‖ < δ, we have
P(f(X,y + δ) ≥ t) ≥ P(X ∈ K, f(X,y) ≥ t+ h) ≥ P(f(X,y) ≥ t)− 2ε,
as well as
P(f(X,y + δ) < t) ≥ P(X ∈ K, f(X,y) < t− h) ≥ P(f(X,y) < t)− 2ε.
The two previous displays together imply
|P(f(X,y + δ) ≥ t)− P(f(X,y) ≥ t)| ≤ 2ε.
As ε is arbitrary, the continuity of the map y 7→ P(f(X,y) ≥ t) has been proved. 
Proof of Proposition 5.3. Recall the set Di = {x ∈ Zd : P (σi = x) > 0}, for i ≥ 1.
For every finite N , the random Hamiltonian HN (·) depends only on a finite set of
random variables, namely
gN := {gN (i, x) : 1 ≤ i ≤ N, x ∈ Di}.
As before, let us partition this collection is the following disjoint sub-collections:
g
(`)
N := {gN (i, x) : i ∈ vn`−1 + 1, n`w, x ∈ Di},
ĝ
(`)
N := {gN (i, x) : i ∈ v1, Nw \ vn`−1 + 1, n`w, x ∈ Di}.
We will restrict our attention to these finite collections and thus regard all sub-
sequent statements as concerning only finite-dimensional vectors. In keeping with
this finite-dimensional perspective, we will write ΣN to denote the set of the (2d)
N
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possible simple random walk paths starting at the origin and consisting of N steps.
It is natural to regard µN,β and µ̂
(`)
N,β as measures on ΣN , as opposed to Σ defined
in (1.1). Similarly, it makes sense to take (2.2) as a definition of R(`)(σ1, σ2) for
σ1, σ2 ∈ ΣN .
Now consider subsets of ΣN of the form
S
(`)
σ1,...,σJ ,δ
:=
J⋃
j=1
{σ ∈ ΣN : R(`)(σj , σ) ≥ δ}, σ1, . . . , σJ ∈ ΣN , δ > 0, ` ∈ v1, Lw.
The event E
(`)
N,J,δ,ε from Corollary 5.2 can be expressed as
E
(`)
N,J,δ,ε =
⋃
σ1,...,σJ∈ΣN
{µN,β(Sσ1,...,σJ ,δ) ≥ 1− ε}
=
{
max
σ1,...,σJ∈ΣN
µN,β(Sσ1,...,σJ ,δ) ≥ 1− ε
}
=
∞⋂
n=1
∞⋃
q=1
{(
1
|ΣN |J
∑
σ1,...,σJ∈ΣN
µN,β(Sσ1,...,σJ ,δ)
q
)1/q
≥ 1− ε− 1
n
}
.
By monotonicity, it is evident that
P
ĝ(`)
(E
(`)
N,J,δ,ε)
= lim
n→∞ limq→∞Pĝ(`)
((
1
|ΣN |J
∑
σ1,...,σJ∈ΣN
µN,β(Sσ1,...,σJ ,δ)
q
)1/q
≥ 1− ε− 1
n
)
.
(5.10)
Now we observe that the quantity is
1
|ΣN |J
∑
σ1,...,σJ∈ΣN
µN,β(Sσ1,...,σJ ,δ)
q
is a non-constant rational function in the variables {eg(i,x) : i ≥ 1, x ∈ Di}. More-
over, it remains non-constant even if the realization of ĝ
(`)
N is fixed (assuming
n`−1(N) < n`(N), which is true for all N ≥ L). Therefore, Lemma 5.4 tells us
that the map
(g
(`)
N , ĝ
(`)
N ) 7→ (
(
1
|ΣN |J
∑
σ1,...,σJ∈ΣN
µN,β(Sσ1,...,σJ ,δ)
q
)1/q
satisfies the hypotheses of Lemma 5.5 (note that eg(i,x) is a continuous function of
g(i, x) and has a density with respect to Lebesgue measure). In turn, Lemma 5.5
guarantees the continuity—in particular, measurability—of the map
ĝ(`) 7→ P
ĝ(`)
((
1
|ΣN |J
∑
σ1,...,σJ∈ΣN
µN,β(Sσ1,...,σJ ,δ)
q
)1/q
≥ 1− ε− 1
n
)
.
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Consequently, (5.10) exhibits ĝ(`) 7→ P
ĝ(`)
(E
(`)
N,J,δ,ε) as the limit of measurable func-
tions, implying that this map is also measurable. In particular, the event Ê
(`)
N,J,δ,ε
considered in (5.8) is measurable. 
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