Abstract. In this note we consider the Schrödinger equation on compact manifolds equipped with possibly degenerate metrics. We prove Strichartz estimates with a loss of derivatives. The rate of loss of derivatives depends on the degeneracy of metrics. For the non-degenerate case we obtain, as an application of the main result, the same Strichartz estimates as that in the elliptic case. This extends Strichartz estimates for Riemannian metrics proved by to the non-elliptic case and improves the result by Salort [10] . We also investigate the optimality of the result for the case on S 3 × S 3 .
Introduction
In this note we consider the Schrödinger equation
posed on an arbitrarily smooth compact manifold M without boundaries (all compact manifolds considered in the note are without boundaries), where ρ is a smooth positive function and a jk is a possibly degenerate uniformly bounded (co)metric on M , see Section 2 for the precise definition. We then prove Strichartz estimates with a loss of derivatives, and the rate of loss of derivatives depends on the degeneracy of a jk . As an application we extend Strichartz estimates for Riemannian metrics obtained by [3] to pseudo Riemannian metrics. After the pioneer work of Strichartz [12] , Strichartz estimates for Schrödinger equations have been extensively studied by many authors under various conditions on underlying manifolds. In particular, it was shown by Bourgain [2] that, on the 2-dimensional torus T 2 = (R/2πZ) 2 , the following L 4 -Strichartz estimate with an arbitrarily small loss holds:
On arbitrarily compact n-dimensional Riemannian manifolds (M, g) without boundary, Burq, Gérard and the second author of this note proved in [3] that
where (p, q) satisfies p ≥ 2, for n ≥ 3, and that this is sharp in the sense that similar estimates fail with s ≤ s(n) if n ≥ 3 and with s < s(2) if n = 2. Strichartz estimates on non-compact manifolds have also been investigated under some conditions on the geodesic flow and asymptotic conditions on the metric; see, e.g., [8, 4] and references therein.
However, the non-elliptic case is less understood than the elliptic case. In [10] , Salort proved Strichartz estimates with a loss of derivatives degeneracy of the metric, see Remark 2.5. Recently Godet and the second author [5] (see, also Wang [13] ) showed that the solution to the following non-elliptic Schrödinger equation
Moreover, it was also proved that (3) fails if ||u 0 ||
is replaced by ||u 0 || H s (T 2 ) with s < 1 p in contrast to (1) . The purpose of the present note is extending this result to more general compact manifolds. To explain our result in a simple setting we first consider a non-degenerate case. Let M = M 1 × M 2 be a product of two compact Riemannian manifolds (M 1 , g 1 ) and (M 2 , g 2 ), and g = g 1 + g 2 a canonical Riemannian metric on M . The Laplace-Beltrami operator ∆ g = ∆ g 1 + ∆ g 2 , associated to g, is essentially self-adjoint on C ∞ (M ) with respect to the measure dµ = | det g|dx. Then we consider a non-degenerate second-order differential operator −∆ g 1 + ∆ g 2 on C ∞ (M ), which is symmetric with respect to dµ. A direct computation yields that (−∆ g 1 + ∆ g 2 ) 2 ≤ (−∆ g + 1) 2 on C ∞ (M ) and −∆ g 1 + ∆ g 2 commutes with −∆ g + 1. Hence −∆ g 1 + ∆ g 2 is essentially selfadjoint on C ∞ (M ) by Nelson's commutator theorem (see [9, Theorem X. 36 ]) and admits a unique self-adjoint realization, which we denote by the same symbol. By Stone's theorem,
is the solution to the following Schrödinger equation:
The following statement is a simple consequence of the main result (see Theorem 2.1).
Theorem 1.1. Let M be as above, n = dim M ≥ 2 and (p, q) satisfy the admissible condition:
Then there exists C > 0 such that for any
This note is organized as follows. In the next section we state the main result. Section 3 is devoted to the proof of main theorems. In Section 4, we show that Theorem 1.1 is sharp for the case on S 3 × S 3 in the sense that (5) fails if we replace ||u 0 ||
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Main result
Let M be a n-dimensional compact manifold with a smooth positive density dµ and set
Consider the Schrödinger equation
where P is a second-order differential operator on M which, in local coordinates, is of the form
with the summation convention, where ρ is a smooth real-valued function on M and a jk is a smooth real-valued (2, 0)-tensor on M . Then we suppose the following:
(H2) There exists a rank m submatrix (b jk ) m j,k=1 of (a jk ) n j,k=1 with 1 ≤ m ≤ n such that | det(b jk ) m j,k=1 | ≥ c with some positive constant c > 0 independent of x ∈ M . (H3) P is essentially self-adjoint on C ∞ (M ) with respect to dµ.
The hypothesis (H3) might be replaced by other assumptions assuring the existence of the dynamics. We denote the self-adjoint realization of P by the same symbol P . Note that these assumptions are independent of the choice of local coordinates. Indeed, if P becomes − ρ −1 ∂ j a jk ρ∂ k after making the change of coordinates, then ρ and a jk again fulfill (H1), (H2) and (H3) with the same m. For σ > 0 we say that (p, q) is σ-admissible if
Now we are in a position to state the main result. 
Furthermore, if there exists a smooth Riemannian metric g 0 on M such that P commutes with ∆ g 0 , then (9) also holds for m = n = 2 and for n ≥ 3, m = 2.
Remark 2.2. In the case m = n the result of Theorem 2.1 extends [3] (see also [11] ) to the non-degenerate case.
Lemma 3.3 and the Sobolev inequality imply
, t ∈ R.
Compared to this bound we have a gain of 1 p regularities in (9) , which is the same as for the elliptic case, even for the degenerate case.
As a corollary we also have Strichartz estimates for usual admissible paris with a loss of derivatives depending on the degeneracy of metrics.
Corollary 2.4. Let n ≥ 2, σ ≥ m/2 and σ > 1. Then, for any σ-admissible pair (p, q),
where
Furthermore, if there exists a smooth Riemannian metric g 0 on M such that P commutes with ∆ g 0 , then (10) also holds for (m, σ) = (2, 1). In particular, for any n 2 -admissible pair (p, q) we have
Proof. We fix p ≥ 2 arbitrarily and let
mp . An interpolation between (9) with the trivial bound
, where θ ∈ [0, 1] and
Choosing σ = m 2θ we obtain desired estimates.
Remark 2.5. While this note is concerned with the compact manifold case only, Theorem 2.1 still holds for the operator P of the form (7) posed on R n such that P satisfies (H1), (H2) and (H3). The proof is essentially same. Since γ(n − m 2 ) = 1 our result is an improvement of [10] in which Strichartz estimates with a loss of derivatives 1 p + ε for arbitrarily small ε > 0 have been proved for (n − m 2 )-admissible pair, under the additional assumption that the energy estimate is satisfied (see Lemma 3.3).
Proof of Theorem 2.1
In this section we prove Theorem 2.1. Let g 0 be a Riemannian metric on M and ∆ g 0 the associated Laplace-Beltrami operator. Note that the ellipticity of ∆ g 0 implies the norm equivalence
Firstly we record several known results on the semiclassical functional calculus and the square function estimates with respect to the semiclassical spectral multiplier ϕ(−h 2 ∆ g 0 ). Let us recall the definition of semiclassical pseudodifferential operator (h-PDO for short), which will be used throughout the paper. To a symbol a ∈ C ∞ (R 2n ) and h ∈ (0, 1] we associate the h-PDO, a(x, hD) :
It is well known as the Calderón-Vaillancourt theorem that a(
Using h-PDO's, one obtains an approximation theorem of the semiclassical spectral multiplier and the square function estimates.
Then there exists a sequence ψ j ∈ C ∞ 0 (U ×R n ; R) such that the following statements are satisfied:
• ψ j are supported in {(x, ξ) ∈ U × R n ; κ(x) ∈ supp χ 1 , |ξ| 2 g 0 ∈ supp ϕ}, where
is the principal symbol of −∆ g 0 .
• For any integer N ≥ 0 and σ ∈ [0, N ] there exists C N,σ > 0 such that for any h ∈ (0, 1],
In particular, for any 1 ≤ p ≤ q ≤ ∞ there exists C p,q > 0 such that for any h ∈ (0, 1],
Proposition 3.2 ([3]
). Consider a 4-adic partition of unity on [1, ∞):
Then, for any q ∈ [2, ∞),
For the proof of Propositions 3.1 and 3.2, we refer to [3] . If P commutes with ∆ g 0 (and so hence does with ϕ(−h 2 ∆ g 0 )), then using Proposition 3.2, the energy conservation ϕ(−h 2 ∆ g 0 )e −itP = e −itP ϕ(−h 2 ∆ g 0 ) and the norm equivalence
one can see by a similar argument as that in [3] that Theorem 2.1 follows from the following semiclassical Strichartz estimates:
However, this is not in the case for our Hamiltonian P in general. To overcome this difficulty we use the following energy estimate instead of the energy conservation.
Lemma 3.3. For any s ∈ R there exists C s > 0 such that for any u 0 ∈ H s (M ) and t ∈ R,
Proof. We may assume t ≥ 0 without loss of generality since the proof for the opposite case is analogous. We put v = (1 − ∆ g 0 ) s 2 e −itP u 0 which solves
and its symbol, in local coordinates, is given by
with some symbol r 1 of order zero, where |ξ| 2 a := a jk (x)ξ j ξ k is the principal symbol of P and {·, ·} is the Poisson bracket (see, e.g., Hörmander [6] ). We also learn by the symbolic calculus that the symbol of the adjoint B * is of the form
with some symbol r 2 of order zero. In particular, B − B * has a bounded symbol and hence is bounded on L 2 (M ) by the Calderón-Vaillancourt theorem. Now we compute
Integrating with respect to t then implies the assertion.
We next state the following micro-localized dispersion estimate which is crucial to prove semiclassical Strichartz estimates. Proposition 3.4. For any ϕ ∈ C ∞ 0 (R) supported in (0, ∞) and for sufficiently small α > 0, there exists C α > 0 such that for any h ∈ (0, 1], |t| ≤ αh and any u 0 ∈ C ∞ 0 (M ),
Proof. The proof is essentially same as that in Salort [10] and we hence outline it only. By virtue of Proposition 3.1 and the partition of unity argument, it suffices to show that, in each local coordinates, the following dispersion estimate holds:
where |t| ≤ α, h ∈ (0, 1], f ∈ C ∞ 0 (R n ), ψ ∈ C ∞ 0 (R 2n ) and P may be of the form (7) . To prove this bound we use the semiclassical WKB approximation. More precisely, it has been proved by Salort [10, Propositions 3 and 4] that for any integer N ≥ 1 there exists α N > 0 such that
where J N (t, h) is a semiclassical Fourier integral operator of the form
Furthermore Salort [10] also proved that J N (t, h) is bounded on L 2 (R n ) with a uniform bound in |t| ≤ α N and h ∈ (0, 1], and satisfies the following dispersion estimate:
which, together with the above error bound, implies (13) 
, using the change of variable t → (t − s)h 1−γ and (12), we have
for |t − s| ≤ αh γ and t = s. The T T * -argument due to [7] then provides the following.
Corollary 3.5. Let n ≥ 2, ϕ as above. Then, for any interval I h with length |I h | h and any σ-admissible pair (p, q) there exists C > 0 such that for any h ∈ (0, 1],
where χ I h is the characteristic function of I h .
Proof of Theorem 2.1. If P commutes with ∆ g 0 then (9) easily follows from Corollary 3.5 and Proposition 3.2. We hence consider the case when P does not commutes with ∆ g 0 only.
The proof is a slight modification of [1, Proposition 5.4] . Let 3 ≤ m ≤ n. By virtue of the interpolation theorem, it suffices to show the endpoint estimate:
Let ϕ, ψ ∈ C ∞ 0 (R) be such that supp ϕ, supp ψ ⋐ (0, ∞) and ψ ≡ 1 on supp ϕ. We write ϕ h := ϕ(−h 2 ∆ g 0 ) and ψ h := ψ(−h 2 ∆ g 0 ) for simplicity. Since u = ϕ h e −itP u 0 solves
we obtain the Duhamel formula
By virtue of Proposition 3.1, the symbol of
We thus learn by the symbolic calculus that
which implies 
where, in the last line, we have used the bound [ϕ h , P ] = O L 2 →L 2 (h −1 ), Hölder's inequality with respect to t and the bound |J 0 | ≤ h. We similarly obtain the same bound for j = N :
Then we consider v j = θ j (t)ϕ h e −itP u 0 , which solves
and hence obeys the Duhamel formula
A same argument as in the case j = 0 and Corollary 3.5 then imply
Summing over h = 2 −j with j ∈ N, using Proposition 3.2 and (11) we obtain
.
Applying Lemma 3.3 to the second term of the right hand side implies
, which completes the proof.
4. Optimality of Theorem 1.1
In this section we prove the following, which shows that the loss of derivatives 1 p in Theorem 1.1 is sharp for the case on S 3 × S 3 .
Proposition 4.1. Suppose that S 3 is endowed with the standard metric. Let (p, q) satisfy the admissible condition (4) with n = 6. Then the estimate
fails for s < Proof of Proposition 4.1. Let us recall the group structure of S 3 . We can view S 3 as the unit sphere in the quaternion field and this endows S 3 with a group structure with the identity element (1, 0, 0, 0). More precisely, using a bijective homomorphism
we have S 3 ∼ = SU(2) and the induced group law on S 3 is given by (x 1 , x 2 , x 3 , x 4 ) · (y 1 , y 2 , y 3 , y 4 ) = (x 1 y 1 − x 2 y 2 − x 3 y 4 − x 4 y 4 , x 1 y 2 + x 2 y 1 + x 3 y 4 − x 3 y 4 ,
Note that the right and left multiplication maps R x , L x : S 3 → S 3 , defined by R x y = y · x and L x y = x · y, respectively, are orthogonal maps and hence isometries with respect to the standard metric on S 3 . Furthermore, if f ∈ C ∞ (S 3 ) then f (x · y) ∈ C ∞ (S 3 x × S 3 y ) and f (x · y) satisfies the following stationary problem:
where we have used Lemma 4.2. Hence if (15) holds then
Since isometries preserve the volume element, using the change of variable x → x · y −1 , we have ||f (x · y)|| .
Next we choose ψ ∈ C ∞ 0 (R 3 ) supported in a sufficiently small ball U centered at the origin and, with a large parameter λ ≥ 1, define ϕ λ ∈ C ∞ (S 3 ) by ϕ λ (x 1 , x 2 , x 3 , x 4 ) = ψ(λx 2 , λx 3 , λx 4 ), (x 2 , x 3 , x 4 ) ∈ U λ , 0, otherwise, where U λ = {z ∈ R 3 ; λz ∈ U } ⊂ U . Note that ϕ λ is supported near (1, 0, 0, 0). Then the L q norm of ϕ λ reads For sufficiently large λ, this implies s ≥ 3 (1) Let G be a d-dimensional compact Lie group endowed with a bi-invariant Riemannian metric g. Then the above argument still works if we replace S 3 × S 3 with G × G and hence Proposition 4.1 can be extended to the solution to (i∂ t + ∆ gx − ∆ gy )u(t, x, y) = 0; u| t=0 = u 0 ∈ L 2 (G x × G y ).
(2) It is an interesting open problem to provide a proof of the optimality of Theorem 1.1 without using group structures.
