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Abstract
We provide a rigorous mathematical study of an asymptotic model describing Darcy flow with free boundary in
a small amplitude/large wavelength approximation. In particular, we prove several well-posedness results in critical
spaces. Furthermore, we also study how the solution decays towards the flat equilibrium.
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1 Introduction
Since the pioneer works of Boussinesq [3], the derivation and study of asymptotic models for free boundary flows
(usually, the water waves problem) are a hot research area (the interested reader can refer to [32]).
In this paper we study an asymptotic model for the intrusion of water into oil sand. This is known as the Muskat prob-
lem [33]. The study of the (full) Muskat problem has received a lot of attention in the last years, and, as a consequence,
there is a large literature available (we refer to [26] for a recent survey of the available results). More precisely, this
work considers the following one-dimensional equation∂t f =−νΛ
3 f −Λ f +∂x
(
H, f
(
νΛ3 f +Λ f
))
,
f
∣∣
t=0 = f0
(ADν)
1
where A,B = AB −BA denotes the commutator between A and B , the Bond number ν ≥ 0 represents the ratio
between capillarity and gravitational effects. and the Hilbert transformH and the Calderon operator Λ are defined as
the following Fourier multiplier operators
Ĥ f (n)=−isgn(n) fˆ (n), Λ̂ f (n)= |n| fˆ (n) . (1.1)
Equation (ADν) was derived by the authors as an asymptotic model for the Darcy flow in porous media under the
assumption that the amplitude over the wavelength, a quotient known as steepness, is small [27] (see also [9, 28, 30]).
In the gravity driven case (when ν= 0) the equation (ADν) reads as∂t f +Λ f =Λ
(
f Λ f
)
+∂x
(
f ∂x f
)
,
f
∣∣
t=0 = f0.
(AD0)
Although (ADν) and (AD0) seem semilinear fourth and second order nonlocal PDE respectively (due to terms like f ∂4x f
and f ∂2x f ), the commutator structure of the nonlinearity implies that they are a quasilinear third and a fully nonlinear
first order nonlocal PDE respectively (see Lemma 3.1 below).
There are several motivations to study asymptotic models of free boundary Darcy flow. One of them arises from com-
putational reasons. The idea is then, to simulate the asymptotic model to obtain an accurate description of the full
problem at a lower computational cost. In that regards, let us briefly emphasize that the one-phase Muskat prob-
lem reveals itself as somehow harder (computationally speaking) than the two-phase Muskat problem. Let us try to
briefly explain the reasons for this “paradoxical" fact. In the case when there are two fluids, the gravity drivenMuskat
problem reads as the following single nonlocal pde [13]
∂t f = p.v.
∫
R
(
∂x f (x)−∂x f (x− y)
)
y(
f (x)− f (x− y)
)2+ y2 dy.
Simplified models for this case where provided (following heuristic ideas) by Córdoba, Gancedo & Orive [15] (see
also [31]). Remarkably, when the one phase Muskat problem is considered, the previous pde has to be modified and
one is forced to study the following system of a nonlocal pde and an integral equation [12]
∂t f (x)= p.v.
∫
R
̟(x− y) y
y2+ ( f (x)− f (x− y))2 dy −∂x f (x)p.v.
∫
R
̟(x− y) f (x)− f (x− y)
y2+ ( f (x)− f (x− y))2 dy,
−∂x f (x)= p.v.
∫
R
̟(β)B(x, f (x),β, f (β))dβ · (1,∂x f (x))+
̟(x)
2
,
where B denotes the kernel of ∇⊥∆−1, i.e.
B(x1,x2, y1, y2)=
(
− x2− y2
(x2− y2)2+ (x1− y1)2
,
x1− y1
(x2− y2)2+ (x1− y1)2
)
.
Thus, to write the amplitude of the vorticity in terms of the interface, one needs to invert an operator as in Córdoba,
Córdoba, & Gancedo [12]. This is, mathematically and computationally, a challenging issue.
Another reason is the possibility of finding new finite time singularity scenarios. In particular, for the two-phase
Muskat problem, Castro, Córdoba, Fefferman, Gancedo & López-Fernández [5] proved the existence of turning waves,
i.e. interfaces that can be parametrized as a smooth graphs at time t = 0 but that become smooth curves that cannot
be parametrized as graphs after a finite time (see also [2,16–18,24]). We observe that these turning waves are interfaces
such that there exists 0< T1 <∞ and
limsup
t→T1
‖∂x f (t)‖L∞ =∞.
In the case of the one-phase Muskat problem, Castro, Córdoba, Fefferman, Gancedo [6] proved the existence of curves
that self intersect in finite time in what is called a splash singularity (see also [19, 21–23]. It remains as an interesting
openproblemwhether theMuskat problemcanhave a cusp singularity, i.e. a singularitywhere the slope and curvature
of the interface blows up while the interface remains a graph (see [4, 8, 10, 11, 25, 29] for global existence results). In
that regards, we are optimistic enough to think that such an scenario should be simpler to prove (or discard) in an
asymptotic model rather than the full problem. Taking this into consideration, the results of this paper then give
conditions that excludes finite time blow ups of turning type.
2
1.1 Functional spaces
The space domain considered in the present article is the one-dimensional torus. i.e. T= R
/
2π Z. The domain T can
also be understood as the interval [−π,π] endowed with periodic boundary conditions. Let f (x) denote a L2 function
on T. Then, its Fourier transform is an ℓ2 (Z) sequence defined as
fˆ (n)= fˆn =
1p
2π
∫
T
f (x)e−ix ndx,
for any n ∈Z, with inverse Fourier transform
f (x)= 1p
2π
∑
n∈Z
fˆ (n) eix n .
Then, we define the L2−based (homogeneous) Sobolev spaces H˙α(T)
H˙α(T)=
{
u(x) such that ‖u‖2
H˙α(T)
:=
∑
k
|k|2α |uˆ(k)|2 <∞
}
,
In the present workwewill need to define Sobolev spaces with fractional derivatives and integrability indexes different
from two, i.e. spacesW˙ s,p (T) for s ∈R and p ∈ [1,∞]. Weprovidehere a characterizationof such spaces using using the
theory of Littlewood-Paley (see Appendix A). If we consider the dyadic block△q we can hence define the semi-norm
‖u‖W˙ s,p (T) =
(∑
q∈Z
2pqs
∥∥△qu∥∥pLp (T)
)1/p
.
It is well-known that
‖u‖W˙ s,2(T) ∼ ‖u‖H˙ s (T) ,
in the sense that there exists a positive absolute constant C > 0 s.t. 1
C
‖u‖H˙ s (T) É ‖u‖W˙ s,2(T) ÉC ‖u‖H˙ s (T).
Let us recall the following embedding, valid for mean-free distributions on the one-dimensional torus:
H˙1/2 (T) ,→ Lp (T) , ∀ p ∈ [1,∞) ,
and in particular the following inequality holds true for any u ∈ H˙1/2∩Lp ,
‖u‖Lp ÉC
p
p ‖u‖H1/2 .
We also recall that H s (T) for s > 1/2 embeds continuously in L∞ (T) with bound
‖u‖L∞ É
C
η
‖u‖
H
1
2+η
. (1.2)
Similarly, we define the (homogeneous) Wiener spaces A˙α(T) and Wiener spaces with weight as
A˙α(T)=
{
u(x) such that ‖u‖A˙α(T) :=
∑
k
|k|α |uˆ(k)| <∞
}
.
A˙αν (T)=
{
u(x) such that ‖u‖A˙αν (T) :=
∑
k
|k|α eν|k | |uˆ(k)| <∞
}
,
respectively. Obviously, A˙α = A˙α0 and the functions in Asν are analytic in the complex strip
Sν =
{
x+ i y, |y | < ν
}
.
We observe that the equation (ADν) conserves the average of a solution f . Thus, without losing generality, we can
assume this average to be zero. Thus, from this point onwards we identify the spaces H˙ s (T) and H s (T), A˙s (T) and
As (T) and A˙sν (T) and A
s
ν (T). Then, the previously defined semi-norms when restricted to average-free functions are
in fact genuine norms.
3
1.2 A word on scaling
We observe that, when ν= 0, equation (ADν) is left invariant by the scaling
fλ(x, t)=
1
λ
f (λx,λt). (1.3)
Remarkably, this scaling is the same as in the full Muskat problem (see [20]). Then, we note that the following spaces
are critical for this scaling
L∞
(
0,T ; A˙1(T)
)
, L∞
(
0,T ; H˙3/2(T)
)
, L∞
(
0,T ;W˙ 1,∞(T)
)
.
Let us now consider the equation (ADν) for ν> 0. In such setting (ADν) reads, when expanded, as
∂t f +νΛ3 f +Λ f = ν
[
Λ
(
f Λ3 f
)
−∂x
(
f ∂3x f
)]
+
[
Λ
(
f Λ f
)
+∂x
(
f ∂x f
)]
. (1.4)
There is no scale invariance satisfied by the equation (1.4). Despite this fact we can rewrite (1.4) as
1
2
∂t f +νΛ3 f −νΛ
(
f Λ3 f
)
+ν∂x
(
f ∂3x f
)
=−1
2
∂t f −Λ f +Λ
(
f Λ f
)
+∂x
(
f ∂x f
)
, (1.5)
and then study separately the homogeneity of the left- and right-hand-side of (1.5). Concerning the right-hand-side
the deductions of above still hold and it invariant with respect to the scaling (1.3). The left-hand-side of (1.5) is invari-
ant with respect to the scaling
fλ (x, t)=
1
λ
f
(
λx,λ3 t
)
. (1.6)
We remark that the space L∞t (R+) is invariant respect both the dilations t 7→ λt and t 7→ λ3t which characterize re-
spectively (1.3) and (1.6). Then, the spaces
L∞
(
0,T ; H˙3/2 (T)
)
, L∞
(
0,T ; A˙1 (T)
)
are, in a certain sense relatively to scale invariance, reasonable critical spaces to consider for the equation (1.4).
2 Main results & Discussion
2.1 Results for the gravity driven case (AD0)
Our first result proves the existence of solution for analytic initial of arbitrary size.
Theorem 2.1. Let f0 ∈ A11(T) be the initial data for (AD0). Then there exist a short enough time T ,
0< T ≤ 1
4‖ f0‖A11
and a unique mild solution to (AD0)
f ∈ L∞
(
0,T ;A11
)
∩C
(
[0,T ],A10.5
)
.
This result is a sort of Cauchy-Kovalevsky Theorem. However, we emphasize that the solution is less regular in time
(merely L∞ instead of continuous) but maintains its original strip of analyticity.
Furthermore, we are able to prove a result establishing the decay of certain norms of the solution:
Proposition 2.2. Assume that the solution to (AD0) satisfies
sup
0≤t≤T
∥∥ f (t)∥∥A˙1 É 1,
then
sup
0≤t≤T
max
y
f (y, t)Émax
y
f0(y),
inf
0≤t≤T
min
y
f (y, t)≥min
y
f0(y),
and, as a consequence,
sup
0≤t≤T
∥∥ f (t)∥∥L∞ É ‖ f0‖L∞ .
4
This result seems the analog of the maximum principles known for the full Muskat problem [14]. In particular, when
compared to the results in [14,18], it seems that the model equation (AD0) is less stable than the full Muskat problem.
Once the local solution for analytic data is known, we turn our attention to the global solution for initial data satisfying
certain size restrictions in critical spaces. Then, our well-posedness result for Wiener class initial data reads as follows
Theorem 2.3. Let f0 ∈ A1 be the initial data for (AD0). Assume that∥∥ f0∥∥A˙1 < 1/2,
then the Cauchy problem (AD0) is globally well-posed and admits a unique solution
f ∈ L∞
(
R+;A1 (T)
)
∩M
(
R+;A2 (T)
)
,
verifying ∥∥ f (t)∥∥A1 É ∥∥ f0∥∥A1 ,
and ∥∥ f (t)∥∥A0 É ∥∥ f0∥∥A0 e−(1−2‖ f0‖A1 )t .
We observe that this is a global existence and decay for initial data in a critical space.
The next result we prove in the present manuscript is a global existence result for initial data in H
3
2 ∩H 32+ε, ε> 0, we
suppose the initial data to be small in H
3
2 and of arbitrary size in H
3
2+ε. Very recently D. Cordoba and O. Lazar proved
in [20] that it possible to construct global solutions for the 2D (full) Muskat problem when the initial data is small in
the space H3/2 and also belongs to H5/2.
The following theorem establishes a similar result for the evolution equation (AD0);
Theorem 2.4. Let us suppose f0 ∈H
3
2 ∩H 32+ε, ε> 0 There exists a constant C > 0 such that, if f0 is such that
∥∥ f0∥∥
H
3
2
<min
1 , ε
2
C
(∥∥ f0∥∥
H
3
2+ε
log
∥∥ f0∥∥
H
3
2 +ε
+1
)2
 ,
the Cauchy problem (AD0) is globally well-posed and admits a unique solution f such that for any T > 0
f ∈C0, 12−ϑ
(
[0,T ) ;H1+ϑ(ε+1)
)
∩L∞
(
[0,T ) ;H
3
2+ε
)
∩L2
(
[0,T ) ;H2+ε
)
,
1
2(ε+1) Éϑ<
1
2
.
In other words, the initial datamust be small in H3/2 even for large ǫ. Furthermore, if the initial data is large inH3/2+ε,
then the size condition for the initial data in H3/2 is even more restrictive.
Themethodology used in order to proveTheorem2.4 differs completely from theoneused in [20], since (AD0) presents
a nonlinearity of polynomial type we will be able to use tools characteristic of the paradifferentail calculus, we refer
the reader to [1, Chapter 2]; we will hence decompose the nonlinearity in an infinite sum of elementary packets on
which we will be able to highlight some nontrivial regularizing properties of the equation (AD0).
2.2 Results for the gravity-capillary driven case (ADν)
We are able to extend Theorem 2.3 to the case with surface tension:
Theorem 2.5. Let ν> 0 be a fixed parameter and f0 ∈ A1 be the initial data for (ADν). Assume that∥∥ f0∥∥A˙1 < 1/2,
then the Cauchy problem (ADν) is globally well-posed and admits a unique solution
f ∈ L∞
(
R+;A1 (T)
)
∩M
(
R+;A4 (T)
)
,
verifying ∥∥ f (t)∥∥A1 É ∥∥ f0∥∥A1 ,
and ∥∥ f (t)∥∥A0 É ∥∥ f0∥∥A0 e−(1−2‖f0‖A1 )(1+ν)t .
5
Remark 2.6. We observe that the size condition is ν−independent.
The following result is a result analogous of the one stated in Theorem 2.4 for the system (ADν) when ν> 0:
Theorem 2.7. Let us suppose that f0 is zeromean function on T, f0 ∈H2 (T) such that∥∥ f0∥∥H2(T) É 1C min
{
1, ν−
1
4
}
. (2.1)
Then there exists a unique solution f ∈ C
(
R+;H2
)
∩L2
(
R+;H
7
2
)
of the Cauchy problem (ADν) such that for any t > 0
∥∥ f (t)∥∥2H2(T)+∫t
0
[
ν
∥∥Λ3/2 f (s)∥∥2H2(T)+∥∥Λ1/2 f (s)∥∥2H2(T)]ds É ∥∥ f0∥∥2H2(T) .
2.3 Discussion
In this paper we prove several well-posedness results for an asymptotic model of free boundary Darcy flow. Most
of them are global existence results in scale invariant spaces. In that regards, our results should be understood as
nonlinear stability results rather than linear stability (even if some size conditions are imposed on the initial data).
These results excludes the existence of turning waves singularities but leave open the door to cusp singularities. The
occurrence of such behavior will be the object of future research.
3 Gravity driven system (AD0)
3.1 Proof of Theorem 2.1
We look for a solution of the form
f (x, t)= λ
∞∑
ℓ=0
λℓ f (ℓ)(x, t),
where λ= λ( f0) will be chosen below. Then, the existence of solution is reduced to the summability of a series where
each term satisfy a linear problem. A similar idea can be tracked back to the works of Oseen [34] (see also [9]). Indeed,
matching the appropriate terms, we find that f (ℓ) satisfies
∂t f
(ℓ)+Λ f (ℓ) =
ℓ−1∑
j=0
Λ
(
f ( j )Λ f (ℓ− j−1)
)
+∂x
(
f ( j )∂x f
(ℓ− j−1)
)
,
with initial data
f (ℓ)(x,0)= 0 if ℓ 6= 0
and
f (0)(x,0)= f0
λ
otherwise.
Then
f (0) = e−tΛ f0
λ
,
and we can solve recursively for the other f (ℓ). In particular, using that the solution of
∂tu(x, t)+Λu(x, t)= F (x, t), u(x, t)= g (x)
is given by
uˆ(k, t)= e−t |k | gˆ (k)+
∫t
0
e−(t−s)k Fˆ (k, s)ds,
we find that
f̂ (ℓ)(k, t)=
ℓ−1∑
j=0
∞∑
n=−∞
∫t
0
e−(t−s)|k |
[
|k|
(
f̂ ( j )(n, s)|k−n|áf (ℓ− j−1)(k−n, s))+ ik ( f̂ ( j )(n, s)i (k−n)áf (ℓ− j−1)(k−n, s))] .
Thus, using
|k||k−n|−k(k−n) ≤ |k−n|2+|n||k−n|− (k−n)2 −n(k−n),
6
we have that
á∂x (H,aΛb)= aˆ(k−n)bˆ(n) (|k||k−n|−k(k−n))
É 2
∣∣aˆ(k−n)bˆ(n)|n||k−n|∣∣ . (3.1)
Thus, we obtain that
| f̂ (ℓ)(k, t)| ≤ 2
ℓ−1∑
j=0
∞∑
n=−∞
∫t
0
e−(t−s)|k || f̂ ( j )(n, s)||n||k−n||áf (ℓ− j−1)(k−n, s)|ds.
We now fix 1≪R and consider the partial sum
fR (x, t)=λ
R∑
ℓ=0
λℓ f (ℓ)(x, t).
Then, fR satisfies
∂t fR +Λ fR =
R∑
ℓ=0
λℓ+1
ℓ−1∑
j=0
Λ
(
f ( j )Λ f (ℓ− j−1)
)
+∂x
(
f ( j )∂x f
(ℓ− j−1)
)
=
R∑
ℓ=1
ℓ−1∑
j=0
Λ
(
λ j+1 f ( j )λℓ− j−1+1Λ f (ℓ− j−1)
)
+∂x
(
λ j+1 f ( j )λℓ− j−1+1∂x f (ℓ− j−1)
)
,
We estimate
λ‖ f (0)‖A11 ≤ ‖ f0‖A11 . (3.2)
Define
ν(ℓ)=R−ℓ+1.
Applying Tonelli’s theorem, we find that
‖ f (ℓ)‖A1
ν(ℓ)
≤ 2
ℓ−1∑
j=0
∞∑
k=−∞
∞∑
n=−∞
∫t
0
e−(t−s)|k ||k|eν(ℓ)|k || f̂ ( j )(n, s)||n||k−n||áf (ℓ− j−1)(k−n, s)|ds
≤ 2
ℓ−1∑
j=0
∞∑
k=−∞
∞∑
n=−∞
∫t
0
e(ν(ℓ)+1)|k || f̂ ( j )(n, s)||n||k−n||áf (ℓ− j−1)(k−n, s)|ds
where we have used
|k| ≤ e |k |.
Nowwe observe that, since 0≤ j ≤ ℓ−1 and 0≤ ℓ− j −1≤ ℓ−1
ν(ℓ)+1=R− (ℓ−1)+1≤R− j +1= ν( j ),
and
ν(ℓ)+1= R− (ℓ−1)+1≤R− (ℓ− j −1)+1= ν(ℓ− j −1).
Thus,
‖ f (ℓ)(t)‖A1
ν(ℓ)
≤ 2
ℓ−1∑
j=0
∞∑
k=−∞
∞∑
n=−∞
∫t
0
eν( j )|n|eν(ℓ− j−1)|k−n|| f̂ ( j )(n, s)||n||k−n||áf (ℓ− j−1)(k−n, s)|ds
≤ 2
ℓ−1∑
j=0
∫t
0
‖ f ( j )(s)‖A1
ν( j )
‖ f (ℓ− j−1)(s)‖A1
ν(ℓ− j−1)
ds.
We define the numbers
Aℓ = 2‖ f (ℓ)(t)‖A1
ν(ℓ)
, A0 = 1.
These numbers satisfy
Aℓ ≤
ℓ−1∑
j=0
∫t
0
A jAℓ− j−1ds.
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Then, we prove by induction that
Aℓ ≤Cℓtℓ,
where Cℓ are the Catalan numbers. It is known that the Catalan numbers grow like 4
ℓ. We also observe that
ν(ℓ)≥ 1
for ℓ≤R. As a consequence, we have the bound
‖ fR (t)‖A11 ≤λ‖ f
(0)‖A11 +λ
R∑
ℓ=1
λℓ‖ f (ℓ)(t)‖A11
≤λ‖ f (0)‖A11 +λ
R∑
ℓ=1
λℓ‖ f (ℓ)(t)‖A1
ν(ℓ)
≤λ‖ f (0)‖A11 +
λ
2
R∑
ℓ=1
λℓAℓ
≤λ‖ f (0)‖A11 +
λ
2
R∑
ℓ=1
λℓCℓt
ℓ
≤ ‖ f0‖A11 +
λ
2
∞∑
ℓ=1
(4λt)ℓ,
where we have used (3.2). We choose λ= ‖ f0‖A11 and note that, for t < 1/4‖ f0‖A11 , we obtain the bound
‖ fR (t)‖A11 ≤ ‖ f0‖A11 +
‖ f0‖A11
2
4‖ f0‖A11 t
1−4‖ f0‖A11 t
.
Thus, we have a bound
fR ∈ L∞(0,T ;A11).
This bound is independent of R and then, using Weierstrass M-theorem in the space L∞(0,T ;A11), we can pass to the
limit as R→∞ and obtain
lim
R→∞
fR = f ∈ L∞(0,T ;A11).
Furthermore, fR satisfies
f̂R (k, t)= e−t |k | fˆ0+
R∑
ℓ=1
ℓ−1∑
j=0
∞∑
n=−∞
∫t
0
e−(t−s)|k |
(
λ j+1 f̂ ( j )(n, s)λℓ− j−1+1áf (ℓ− j−1)(k−n, s)) [|k||k−n|−k(k−n)] .
Then, using the Cauchy theorem for the product of series, the limit is a mild solution of our problem
f̂ (k, t)= e−t |k | fˆ0+
∞∑
n=−∞
∫t
0
e−(t−s)|k |
(
f̂ (n, s) f̂ (k−n, s)
)
[|k||k−n|−k(k−n)] .
3.2 Proof of Proposition 2.2
We start this section with an auxiliary Lemma that establishes an integral formula for the nonlinear term
Lemma 3.1. The nonlinear term ∂x (H,uΛu) admits the representation
∂x ([H,u]Λu)=
1
16π2
p.v.
∫
T
p.v.
∫
T
u(x)−u(x− y)
sin2(y/2)
u(x− y)−u(x− y − z)
sin2(z/2)
dzdy + (∂xu(x))2
= 1
4π
p.v.
∫
T
u(x)−u(x− y)
sin2(y/2)
Λu(x− y)dy + (∂xu(x))2
Proof of Lemma 3.1. First, we observe that

H, f

g = 1
2π
p.v.
∫
T
(
f (x− y)− f (x)
)
g (x− y)
tan(y/2)
dy,
H
(
Hg
)
(x)= 1
2π
p.v.
∫
T
Hg (x− y)
tan(y/2)
dy = 1
4π2
p.v.
∫
T
p.v.
∫
T
g (x− y − z)
tan(z/2)
1
tan(y/2)
dz dy. (3.3)
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Thus, we obtain that
∂x (H,uΛu)=
∂x
2π
p.v.
∫
T
u(x− y)−u(x)
tan(y/2)
H∂xu(x− y)dy
= ∂x
4π2
p.v.
∫
T
u(x− y)−u(x)
tan(y/2)
p.v.
∫
T
∂xu(x− y − z)
tan(z/2)
dzdy
= ∂x
4π2
p.v.
∫
T
p.v.
∫
T
u(x− y)−u(x)
tan(y/2)
∂xu(x− y − z)
tan(z/2)
dzdy
= I1+ I2+ I3,
where
I1 =
1
4π2
p.v.
∫
T
p.v.
∫
T
∂xu(x− y)
tan(y/2)
∂xu(x− y − z)
tan(z/2)
dzdy,
I2 =−
∂xu(x)
4π2
p.v.
∫
T
p.v.
∫
T
1
tan(y/2)
∂xu(x− y − z)
tan(z/2)
dzdy,
I3 =
1
4π2
p.v.
∫
T
p.v.
∫
T
u(x− y)−u(x)
tan(y/2)
∂2xu(x− y − z)
tan(z/2)
dzdy.
We have that
I1 =
1
4π2
p.v.
∫
T
p.v.
∫
T
−∂yu(x− y)
tan(y/2)
∂xu(x− y − z)
tan(z/2)
dzdy
= 1
4π2
p.v.
∫
T
p.v.
∫
T
∂y
(
u(x)−u(x− y)
)
tan(y/2)
∂xu(x− y − z)
tan(z/2)
dzdy
= 1
8π2
p.v.
∫
T
p.v.
∫
T
u(x)−u(x− y)
sin2(y/2)
∂xu(x− y − z)
tan(z/2)
dzdy
− 1
4π2
p.v.
∫
T
p.v.
∫
T
u(x)−u(x− y)
tan(y/2)
∂x∂yu(x− y − z)
tan(z/2)
dzdy
= 1
8π2
p.v.
∫
T
p.v.
∫
T
u(x)−u(x− y)
sin2(y/2)
∂xu(x− y − z)
tan(z/2)
dzdy
+ 1
4π2
p.v.
∫
T
p.v.
∫
T
u(x)−u(x− y)
tan(y/2)
∂2xu(x− y − z)
tan(z/2)
dzdy
= 1
8π2
p.v.
∫
T
p.v.
∫
T
u(x)−u(x− y)
sin2(y/2)
−∂zu(x− y − z)
tan(z/2)
dzdy − I3
= 1
16π2
p.v.
∫
T
p.v.
∫
T
u(x)−u(x− y)
sin2(y/2)
u(x− y)−u(x− y − z)
sin2(z/2)
dzdy − I3.
Using that, for zeromean functions,
H(Hg )=−g ,
together with (3.3), we find that
I2 = (∂xu(x))2.
Thus, collecting every term, we conclude the result.
Proof of Proposition 2.2. Define Xt such that
M(t)= f (Xt , t)=max
y
f (y, t).
We observe thatM(t) is a.e. differentiable. To see that take two t ≤ s and assume thatM(t)≥M(s), then
|M(t)−M(s)| =M(t)−M(s)= f (Xt , t)− f (Xs , s)≤ f (Xt , t)± f (Xt , s)− f (Xs , s)É f (Xt , t)− f (Xt , s).
As a consequence, the boundedness of
∥∥∂t f ∥∥L∞ is a sufficient condition for M(t) to be Lipschitz. Now Rademacher
Theorem gives us the a.e. differentiability of M . Furthermore, one can prove that the derivative verifies the following
equality
d
dt
M(t)= ∂t f (Xt , t)
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almost everywhere in time. Using Lemma 3.1, we find that
d
dt
M(t)= 1
4π
∫
T
M(t)−u(Xt − y)
sin2(y/2)
(
Λu(Xt − y)−1
)
dy.
Using that
|Λu| É ‖u(t)‖A1 ,
we conclude
max
y
f (y, t)Émax
y
f0(y).
If we define xt such that
m(t)= f (xt , t)=min
y
f (y, t),
we can repeat the previous steps and conclude the result.
3.3 Proof of Theorem 2.3
Step 1: a priori estimates
We start the proof providing the appropriate a priori estimates in A1. We have that
d
dt
∥∥ f (t)∥∥A1 +∥∥ f (t)∥∥A2 É ∥∥∂2x (H, f Λ f )∥∥A0 .
In Fourier variables, we have that
á∂2x (H, f Λ f )= á∂xΛ( f Λ f )+∂2x ( f ∂x f )
= fˆ (k−m) fˆ (m)p(k,m),
with
p(k,m)= ik (|k||k−m|−k(k−m)) = ik|k||k−m|
(
1− k(k−m)|k||k−m|
)
.
We observe that p 6= 0 if and only if 0< |k| < |m|. We find that
|p(k,m)| É |k|2|k||k−m| ≤ 2|m|2|k−m|.
Thus, ∥∥∂2x (H, f Λ f )∥∥A0 É 2∥∥ f ∥∥A1 ∥∥ f ∥∥A2 .
As a consequence, we find the inequality
d
dt
∥∥ f (t)∥∥A1 +∥∥ f (t)∥∥A2 (1−2∥∥ f (t)∥∥A1)É 0.
Step 2: Approximated solutions and passing to the limit
To construct solutions we consider the regularized problem where the initial data is localized in Fourier space. In
other words, given f0, we consider (AD0) with the initial data f N0 where
f N0 =
N∑
n=−N
fˆ0(n)e
inx .
Then, invoking Theorem 2.1, there exists a local analytic solution which also enjoys continuity in time. For this local
solution we can apply the previous energy estimates and, consequently, we can pass to the limit.
Step 3: Uniqueness
We argue by contradiction: let’s assume that there exist two different solutions f1 and f2 starting from the same initial
data. Then, one can prove that the difference g = f1− f2 satisfies
d
dt
‖g‖A0 +‖g‖A1 ≤ ‖g‖A1 (‖ f1‖A1 +‖ f2‖A1 ).
Then, one concludes the uniqueness using Gronwall’s inequality.
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Step 4: Decay
We have that
d
dt
∥∥ f (t)∥∥A0 +∥∥ f (t)∥∥A1 É ∥∥∂x (H, f Λ f )∥∥A0 .
Recalling (3.1), we find that ∥∥∂x (H, f Λ f )∥∥A1 É 2∥∥ f ∥∥2A1 .
As a consequence, we find the inequality
d
dt
∥∥ f (t)∥∥A0 +∥∥ f (t)∥∥A1 (1−2∥∥ f (t)∥∥A1)É 0.
Using the Poincaré-like inequality ∥∥ f (t)∥∥A0 É ∥∥ f (t)∥∥A1 ,
we find the exponential decay ∥∥ f (t)∥∥A0 É ∥∥ f0∥∥A0 e−(1−2‖ f0‖A1 )t .
3.4 Proof of Theorem 2.4
Step 1: a priori estimates
Equipped with the local existence of smooth solution emanating from an analytic initial data, the proof of Theorem
2.4 reduces to the derivation of appropriate energy estimates in the right Sobolev spaces. Thus, we consider f to be a
(space-time) smooth solution of the periodic problem (AD0).
Step 1.1: L2 estimates.
As the main nonlinear cancellation is already present at the L2 (T) level, for the sake of clarity, we start with the global
estimate for this low energy norm. Thus, our first goal is to prove that, if
∥∥ f (t)∥∥H3/2(T) is small enough, then
∥∥ f (t)∥∥2L2(T)+∫t
0
∥∥Λ1/2 f (s)∥∥2L2(T)ds É ∥∥ f0∥∥2L2(T) . (3.4)
Let us multiply equation (AD0) for f and integrate by parts. Then, we deduce
1
2
d
dt
∥∥ f (t)∥∥2L2(T)+∥∥Λ1/2 f (t)∥∥2L2(T) =∫
T
f
((
Λ f
)2− (∂x f )2)dx,
=
∫
T
f (H−1)∂x f (H+1)∂x f dx,
=N
(
f , f , f
)
,
(3.5)
where
N
(
g1,g2,g3
)
=
∫
T
g1 (H−1)∂xg2 (H+1)∂xg3 dx. (3.6)
In order to conclude the inequality (3.4), we have to prove that following inequality holds true∣∣N (g ,h,h)∣∣ÉC ∥∥g∥∥H3/2 ‖h‖2H1/2 . (3.7)
Indeed, if we denote as
(
gˆn
)
n∈Z ,
(
hˆn
)
n∈Z the Fourier transform of g and h respectively and use Plancherel Theorem,
we can rewriteN
(
g ,h,h
)
as
N
(
g ,h,h
)
=
∑
n∈Z
k+m=n
gˆn
(
−isgnm−1
)
(im) hˆm
(
−isgnk+1
)
(ik) hˆk ,
=
∑
n∈Z
k+m=n
gˆnmk hˆm hˆk
(
1+ sgnm sgnk
)
.
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We observe that, if the addends are nonzero, k and n must verify
0É k Én or n É k É 0.
In other words,
|k| ≤ |n|.
Furthermore, using the previous cancellation to find a symmetry in the series, we find that
N
(
g ,h,h
)
= 4
∑
0ÉkÉn
(n−k)k Re
(
gˆn hˆn−k hˆk
)
. (3.8)
Thus, ∣∣N (g ,h,h)∣∣É 4 ∑
0ÉkÉn
|n−k| |k|
∣∣gˆn∣∣ ∣∣hˆn−k ∣∣ ∣∣hˆk ∣∣ ,
but since 0É k É n we deduce that
(n−k)k Én3/2 (n−k)1/4k1/4,
from where, using the ℓ2−ℓ2 Cauchy-Schwartz inequality, we can obtain the following
∣∣N (g ,h,h)∣∣É 4(∑
n
n3
∣∣gˆn∣∣2)1/2
(∑
n
∣∣∣∣∣∑
k
(n−k)1/4
∣∣hˆn−k ∣∣ k1/4 ∣∣hˆk ∣∣
∣∣∣∣∣
2)1/2
. (3.9)
Let us define the following distribution
H (x)=F−1
((∣∣hˆn ∣∣)n)(x) .
We observe that, as long as
(∣∣hˆn ∣∣)n ∈ ℓ2, H is a L2 function. We prove now that if h ∈ H3/2 then (∣∣hˆn ∣∣)n ∈ ℓ1, so the
embedding ℓ1 ,→ ℓ2 closes the argument. Indeed
∑
n
∣∣hˆn ∣∣É (∑
n
|n|3
∣∣hˆn ∣∣2)1/2 (∑
n
|n|−3
)1/2
,
ÉC ‖h‖H3/2 .
Using the auxiliary distribution H we can rewrite (3.9) as∣∣N (g ,h,h)∣∣É 4∥∥g∥∥H3/2 ∥∥Λ1/4H Λ1/4H∥∥L2 . (3.10)
Using Hölder inequality and Sobolev embeddings we deduce that∥∥Λ1/4H Λ1/4H∥∥L2 É ‖H‖2
W˙
1
4 ,4
ÉC ‖H‖2
H1/2
,
but
‖H‖2
H1/2
=
∑
n
|n|
∣∣Hˆn ∣∣2 =∑
n
|n|
∣∣hˆn ∣∣2 = ‖h‖2H1/2 ,
whence we deduce from (3.10) that ∣∣N (g ,h,h)∣∣ÉC ∥∥g∥∥H3/2 ‖h‖2H1/2 .
As a consequence, we find that (3.5) now reads
1
2
d
dt
∥∥ f (t)∥∥2L2(T)+∥∥Λ1/2 f (t)∥∥2L2(T) ≤C ∥∥ f ∥∥H3/2 ∥∥ f ∥∥2H1/2 , (3.11)
from where we find the desider inequality (3.4).
We need now to find the appropriate bound for the higher order energy given by the H3/2 norm.
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Step 1.2: dyadic estimates.
Let us apply the truncation operator△q to the equation (AD0). We then multiply the resulting equation for△q f and
integrate in space to obtain:
1
2
d
dt
∥∥△q f ∥∥2L2 +∥∥△qΛ1/2 f ∥∥2L2 = Aq −Bq , (3.12)
with
Aq =
∫
△q
(
f Λ f
)
△qΛ f dx,
Bq =
∫
△q
(
f ∂x f
)
△q∂x f dx.
Using now Bony decomposition (A.2), we can split the previous terms as follows
Aq = T A1,q +T A2,q +T A3,q +RAq ,
Bq = T B1,q +T B2,q +T B3,q +RBq ,
where
T A1,q =
∫
Sq−1 f
(
△qΛ f
)2dx, T B1,q =∫Sq−1 f (△q∂x f )2dx,
T A2,q =
∑
|q−q ′|É4
∫[
△q ,Sq ′−1 f
]
△q ′Λ f △qΛ f dx, T B2,q =
∑
|q−q ′|É4
∫[
△q ,Sq ′−1 f
]
△q ′∂x f △q∂x f dx,
T A3,q =
∑
|q−q ′|É4
∫(
Sq ′−1−Sq
)
f △q△q ′Λ f △qΛ f dx, T B3,q =
∑
|q−q ′|É4
∫(
Sq ′−1−Sq
)
f △q△q ′∂x f △q∂x f dx,
RAq =
∑
q ′>q−4
∫
△q
(
△q ′−1 f Sq ′+2Λ f
)
△qΛ f dx, RBq =
∑
q ′>q−4
∫
△q
(
△q ′−1 f Sq ′+2∂x f
)
△q∂x f dx.
We have to estimate these eight terms. The terms T A1 and T
B
1 are the more singular. We will make use of the commu-
tation properties (3.7) to estimate such terms. First of all we remark that
T A1,q −T B1,q =N
(
Sq−1 f ,△q f ,△q f
)
,
where the trilinear operatorN is defined in (3.6). We can hence use inequality (3.7) and (A.3) in order to deduce∣∣∣T A1,q −T B1,q ∣∣∣ÉC ∥∥ f ∥∥H3/2 ∥∥△qΛ1/2 f ∥∥2L2 ,
ÉCbq2−2qs
∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥2H s , (3.13)
for any s Ê 3/2.
Next we handle the remainder terms RAq ,R
B
q . Indeed, we have that
RAq =
∑
q ′>q−4
∫
△q
(
△q ′−1 f Sq ′+2Λ f
)
△qΛ f dx,
É
∑
q ′>q−4
∥∥△q ′−1 f ∥∥
L
2p
p−2
∥∥Sq ′+2Λ f ∥∥Lp ∥∥△qΛ f ∥∥L2 .
Since H
1
2 (T) ,→ Lp (T) for any p ∈ [2,∞) we can say that∥∥Sq ′+2Λ f ∥∥Lp .pp ∥∥ f ∥∥H3/2 .
Moreover due to the localization in the Fourier space and the fact that q ′ > q−4 we deduce∥∥△q ′−1 f ∥∥
L
2p
p−2
∥∥△qΛ f ∥∥L2 . ∥∥△q ′−1 f ∥∥
L
2p
p−2
2q/2
∥∥△qΛ1/2 f ∥∥L2 ,
. 2q
′/2∥∥△q ′−1 f ∥∥
L
2p
p−2
∥∥△qΛ1/2 f ∥∥L2 ,
.
∥∥△q ′−1Λ1/2 f ∥∥
L
2p
p−2
∥∥△qΛ1/2 f ∥∥L2 .
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Using (A.3) we deduce that
RAq . bq2
−2qspp
∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥H s ∥∥Λ1/2 f ∥∥
W˙
s,
2p
p−2
. (3.14)
Using the Sobolev inequality (1.2), we can also obtain the following estimate for the term RAq :
RAq =
∑
q ′>q−4
∥∥Sq ′+2Λ f ∥∥L∞ ∥∥△q ′−1Λ1/2 f ∥∥L2 ∥∥△qΛ1/2 f ∥∥L2 ,
. bq2
−2qs 1
δ
∥∥ f ∥∥
H
3
2+δ
∥∥Λ1/2 f ∥∥2H s ,
(3.15)
for any 0< δ≪ 1.
A very similar procedure allows us to deduce the following bound
RBq . bq2
−2qspp
∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥H s ∥∥Λ1/2 f ∥∥
W˙
s,
2p
p−2
, (3.16)
RBq . bq2
−2qs 1
δ
∥∥ f ∥∥
H
3
2+δ
∥∥Λ1/2 f ∥∥2H s . (3.17)
We turn now our attention to the element T A2 . Using Lemma A.1 we obtain∣∣∣T A2,q ∣∣∣≤ ∑
|q−q ′|É4
∥∥[△q ,Sq ′−1 f ]△q ′Λ f ∥∥L2 ∥∥△qΛ f ∥∥L2 ,
≤
∑
|q−q ′|É4
2−q
∥∥△qΛ f ∥∥L2 ∥∥Λ f ∥∥Lp ∥∥△q ′Λ f ∥∥
L
2p
p−2
,
.
∑
|q−q ′|É4
∥∥△qΛ1/2 f ∥∥L2 ∥∥Λ f ∥∥Lp ∥∥△q ′Λ1/2 f ∥∥
L
2p
p−2
,
. bq2
−2qspp
∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥H s ∥∥Λ1/2 f ∥∥
W˙
s,
2p
p−2
.
(3.18)
As a consequence, we can conclude the following bound:∣∣∣T A2,q ∣∣∣. bq2−2qs 1δ ∥∥ f ∥∥H 32+δ ∥∥Λ1/2 f ∥∥2H s . (3.19)
Similarly, we can deduce the bounds∣∣∣T B2,q ∣∣∣. bq2−2qspp ∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥H s ∥∥Λ1/2 f ∥∥
W˙
s,
2p
p−2
, (3.20)∣∣∣T B2,q ∣∣∣. bq2−2qs 1δ ∥∥ f ∥∥H 32 +δ ∥∥Λ1/2 f ∥∥2H s . (3.21)
The estimates ∣∣∣T A3,q ∣∣∣+ ∣∣∣T B3,q ∣∣∣. bq2−2qs ∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥2H s , (3.22)
can be easily obtained since the terms composing the elements T A3,q , T
B
3,q are all localized in dyadic annuli, and hence
such terms are more regular than the ones estimated above. We note that
1
2
d
dt
∥∥△q f ∥∥2L2 +∥∥△qΛ1/2 f ∥∥2L2 ÉCbq2−2qs [∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥2H s +pp ∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥H s ∥∥Λ1/2 f ∥∥
W˙
s,
2p
p−2
]
,
where we have used (3.13), (3.14), (3.16), (3.18), (3.20) and (3.22). Now, multiplying the above equation for 22qs and
summing in q ∈Z, we obtain
1
2
d
dt
∥∥ f ∥∥2H s +∥∥Λ1/2 f ∥∥2H s ÉC [∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥2H s +pp ∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥H s ∥∥Λ1/2 f ∥∥
W˙
s,
2p
p−2
]
. (3.23)
Using (3.13), (3.15), (3.17), (3.19), (3.21) and (3.22) instead we deduce
1
2
d
dt
∥∥ f ∥∥2H s +∥∥Λ1/2 f ∥∥2H s ÉC [∥∥ f ∥∥H3/2 + 1δ ∥∥ f ∥∥H 32+δ
]∥∥Λ1/2 f ∥∥2H s . (3.24)
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Step 1.3: H3/2 estimates
We can now simply consider the estimate (3.23) in which we set s = 3/2 and
p = pε =
1
ε
,
in order to deduce
1
2
d
dt
∥∥ f ∥∥2H3/2 +∥∥Λ1/2 f ∥∥2H3/2 ÉC (∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥2H3/2 + 1pε ∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥H3/2 ∥∥Λ1/2 f ∥∥W˙ 32 , 2pp−2
)
.
Next we remark that H
3
2+ε ,→ W˙
3
2 ,
2p
p−2 , whence
1
2
d
dt
∥∥ f ∥∥2H3/2 +∥∥Λ1/2 f ∥∥2H3/2 ÉC (∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥2H3/2 + 1pε ∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥H3/2 ∥∥Λ1/2 f ∥∥H 32+ε
)
. (3.25)
Step 1.4: H
3
2+ε estimates
We invoke the estimate (3.24) with s = 32 +ε and 0< δ≪ ε:
1
2
d
dt
∥∥ f ∥∥2
H
3
2 +ε
+
∥∥Λ1/2 f ∥∥2
H
3
2+ε
ÉC
(∥∥ f ∥∥H3/2 + 1δ ∥∥ f ∥∥H 32 +δ
)∥∥Λ1/2 f ∥∥2
H
3
2 +ε
.
Using interpolation between Sobolev spaces we deduce
∥∥ f ∥∥
H
3
2+δ
É
∥∥ f ∥∥1− δε
H3/2
∥∥ f ∥∥ δε
H
3
2+ε
,
from where we obtain that
1
2
d
dt
∥∥ f ∥∥2
H
3
2+ε
+
∥∥Λ1/2 f ∥∥2
H
3
2+ε
ÉC
(∥∥ f ∥∥H3/2 + 1δ ∥∥ f ∥∥1− δεH3/2 ∥∥ f ∥∥ δεH 32+ε
)∥∥Λ1/2 f ∥∥2
H
3
2+ε
. (3.26)
Step 1.5: closing the estimates
In this section we conclude the high order energy estimates. We sum up (3.25) and (3.26) to find that
1
2
d
dt
(∥∥ f ∥∥2H3/2 +∥∥ f ∥∥2H 32+ε)+ (∥∥Λ1/2 f ∥∥2H3/2 +∥∥Λ1/2 f ∥∥2H 32+ε)
ÉC
(
1+ 1p
ε
)∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥2H3/2 +C ((1+ 1pε
)∥∥ f ∥∥H3/2 + 1δ ∥∥ f ∥∥1− δεH3/2 ∥∥ f ∥∥ δεH 32+ε
)∥∥Λ1/2 f ∥∥2
H
3
2 +ε
. (3.27)
We define
β=β
(
f0
)
=
∥∥ f0∥∥
H
3
2+ε∥∥ f0∥∥
H
3
2
> 1.
We want now to absorb the contribution of
1
δ
∥∥ f ∥∥1− δε
H3/2
∥∥ f ∥∥ δε
H
3
2+ε
∥∥Λ1/2 f ∥∥2
H
3
2 +ε
appearing in the right hand side of (3.27) in the parabolic term in the left hand side of the same estimate. In order to
do so wemust split the proof according to the explicit value of β:
Case 1: βÉ 2. In such setting we fix δ= ε/2, hence βδ/ε/δÉ 23/2/ε. Thus
1
δ
∥∥ f ∥∥1− δε
H3/2
∥∥ f ∥∥ δε
H
3
2 +ε
= 1
δ
∥∥ f ∥∥
H
3
2
βδ/ε É 2
3/2
ε
∥∥ f ∥∥
H
3
2
. (3.28)
So, if the initial data is small enough in H3/2, then (3.28) is as small as needed in order to absorb the desired term.
Case 2: β> 2. In such setting we can define
δ= δ
(
f0
)
= ε logβ2< ε.
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The value of δ has been defined so that
βδ/ε = 2.
We compute
1
δ
∥∥ f ∥∥1− δε
H3/2
∥∥ f ∥∥ δε
H
3
2+ε
= 1
δ
∥∥ f0∥∥
H
3
2
βδ/ε = 2
ε logβ2
∥∥ f0∥∥
H
3
2
,
We want to make sure that
2C
ε logβ2
∥∥ f0∥∥
H
3
2
< 1/2.
Thus, simplifying the previous expression, we obtain that our goal is to prove that the following inequality holds
∥∥ f0∥∥
H
3
2
log
(∥∥ f0∥∥
H
3
2 +ε∥∥ f0∥∥
H
3
2
)
=
∥∥ f0∥∥
H
3
2
(
log
∥∥ f0∥∥
H
3
2 +ε
− log
∥∥ f0∥∥
H
3
2
)
< ε log2
4C
.
We will now use the algebraic inequality −x logx ≤px, x ∈ [0,1] to obtain
∥∥ f0∥∥
H
3
2
log
(∥∥ f0∥∥
H
3
2+ε∥∥ f0∥∥
H
3
2
)
=
∥∥ f0∥∥
H
3
2
(
log
∥∥ f0∥∥
H
3
2+ε
− log
∥∥ f0∥∥
H
3
2
)
,
≤
∥∥ f0∥∥1/2
H
3
2
(∥∥ f0∥∥1/2
H
3
2 +ε
log
∥∥ f0∥∥
H
3
2+ε
+1
)
,
It is now clear that, under the assumptions of the statement, we have that
∥∥ f0∥∥1/2
H
3
2
(∥∥ f0∥∥1/2
H
3
2+ε
log
∥∥ f0∥∥
H
3
2+ε
+1
)
< ε log2
4C
. (3.29)
In other words, we can now collect the estimates (3.28) and (3.29) to obtain that if the initial data satisfies the condition
∥∥ f0∥∥
H
3
2
<min
1 , ε
2 log2 2
16C2
(∥∥ f0∥∥
H
3
2+ε
log
∥∥ f0∥∥
H
3
2 +ε
+1
)2
 ,
then
1
δ
∥∥ f ∥∥1− δε
H3/2
∥∥ f ∥∥ δε
H
3
2+ε
∥∥Λ1/2 f ∥∥2
H
3
2+ε
< 1
2
∥∥Λ1/2 f ∥∥2
H
3
2 +ε
.
Thus, due to the previous energy estimates, we can absorb the contribution from the nonlinear terms and conclude
that ∥∥ f (t)∥∥2H3/2 +∥∥ f (t)∥∥2H 32+ε +
∫t
0
(∥∥Λ1/2 f (s)∥∥2H3/2 +∥∥Λ1/2 f (s)∥∥2H 32+ε)ds É ∥∥ f0∥∥2H3/2 +∥∥ f0∥∥2H 32+ε . (3.30)
The above equation implies hence that smooth solutions stemming from small H3/2 initial data are nonlinearly stable
in H
3
2 ∩H 32+ε.
Step 1.6: estimates for the time derivative
The purpose of this section is to find estimates for the time derivative of the solution. In particular, we want to obtain
the following∫t
0
∥∥∂t f (s)∥∥2H1 ds ÉC {(∥∥ f0∥∥2H3/2 +∥∥ f0∥∥2H 32+ε)
[
1+
(∥∥ f0∥∥2H3/2 +∥∥ f0∥∥2H 32+ε)
(
1+ 1p
ε
)]
+
∥∥ f0∥∥3H3/2 +∥∥ f0∥∥3H 32+ε
}
. (3.31)
We multiply (AD0) by ∂tΛ2 f and integrate in T× (0,T ) to obtain
∥∥∂tΛ f ∥∥2L2
T
L2 +
(∥∥ f (t)∥∥2
H
3
2
−
∥∥ f0∥∥2
H
3
2
)
= I1+ I2. (3.32)
where
I1 =
∫T
0
∫
T
Λ
(
f Λ f
)
∂tΛ
2 f dxds,
and
I2 =
∫T
0
∫
T
∂x
(
f ∂x f
)
∂tΛ
2 f dxds.
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Using the identity Λ2 =−∂2x and integrating by parts we can deduce the following equalities
I1 =
∫T
0
∫
T
∂x f Λ f ∂tΛ∂x f dxds+
∫T
0
∫
T
f Λ∂x f ∂tΛ∂x f dxds,
= I1,1+ I1,2,
I2 =−
∫T
0
∫
T
(
∂x f
)2
∂t∂
2
x f dxds−
∫T
0
∫
T
f ∂2x f ∂t∂
2
x f dxds,
= I2,1+ I2,2.
We hence obtained that
I1,2+ I2,2 =
1
2
∫T
0
∫
T
f ∂t
[(
Λ∂x f
)2− (∂2x f )2]dxds,
= 1
2
N
(
f ,∂x f ,∂x f
) ∣∣∣∣T
0
− 1
2
∫T
0
N
(
∂t f ,∂x f ,∂x f
)
ds,
= J1+ J2.
The term J1 can be estimated using (3.7) and we deduce
J1 .
∥∥ f (T )∥∥3H3/2 +∥∥ f0∥∥3H3/2 . (3.33)
The term J2 can be estimated in a similar way. In particular, we obtain for any ǫ> 0
J2 .
∫T
0
∥∥∂t f ∥∥H1 ∥∥Λ3/2 f ∥∥2L4 ds,
.
∫T
0
∥∥∂t f ∥∥H1 ∥∥ f ∥∥H3/2 ∥∥Λ1/2 f ∥∥H3/2 ds,
É ǫ
∥∥∂t f ∥∥2L2
T
H1 +
C
ǫ
∥∥ f ∥∥2L∞
T
H3/2
∥∥Λ1/2 f ∥∥2L2
T
H3/2 .
(3.34)
We have to estimate the term I1,1+ I2,1. We find that
I1,1 =
∫T
0
∫
T
∂x f Λ f ∂tΛ∂x f dxds,
∼
∫T
0
∫
T
Λ
2 f Λ f ∂tΛ f dxds,
.
∥∥Λ2 f ∥∥
L2
T
L
2pε
pε−2
∥∥Λ f ∥∥L∞
T
Lpε
∥∥∂tΛ f ∥∥L2
T
L2 ,
.
1p
ε
∥∥Λ1/2 f ∥∥
L2
T
H
3
2+ε
∥∥ f ∥∥L∞
T
H3/2
∥∥∂t f ∥∥L2
T
H1 ,
É η
∥∥∂t f ∥∥2L2
T
H1 +
C
η
p
ε
∥∥Λ1/2 f ∥∥2
L2
T
H
3
2+ε
∥∥ f ∥∥2L∞
T
H3/2 ,
(3.35)
where η > 0 is arbitrary. The term I2,1 is completely analogous to I1,1 and can be handled in a similar way and we
obtain the estimate
I2,1 É η
∥∥∂t f ∥∥2L2
T
H1 +
C
η
p
ε
∥∥Λ1/2 f ∥∥2
L2
T
H
3
2+ε
∥∥ f ∥∥2L∞
T
H3/2 .
Using the estimates (3.33), (3.34), (3.35) in (3.32) we obtain that
(
1−2η
)∥∥∂t f ∥∥2L2
T
H1
ÉC
[∥∥ f0∥∥2
H
3
2
−
∥∥ f (T )∥∥2
H
3
2
+
∥∥ f (T )∥∥3H3/2 +∥∥ f0∥∥3H3/2 + 1η
(∥∥Λ1/2 f ∥∥2L2
T
H3/2 +
1p
ε
∥∥Λ1/2 f ∥∥2
L2
T
H
3
2+ε
)∥∥ f ∥∥2L∞
T
H3/2
]
.
We fix η= 1/4 and use (3.30) in order to deduce the bound
∥∥∂t f ∥∥2L2
T
H1
2
ÉC
{(∥∥ f0∥∥2H3/2 +∥∥ f0∥∥2H 32+ε)
[
1+
(∥∥ f0∥∥2H3/2 +∥∥ f0∥∥2H 32+ε)
(
1+ 1p
ε
)]
+
∥∥ f0∥∥3H3/2 +∥∥ f0∥∥3H 32+ε
}
.
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Step 2: Approximated solutions and passing to the limit
Using the apriori estimates provided before the proof of Theorem 2.4 become a standard approximation argument
which we outline here. Let us define the truncation operator
Jnu (x)=
1p
2π
∑
|k |Én
uˆke
i k ·x =F−1
((
1{|k |Én} (k) uˆk
)
k
)
. (3.36)
We apply this truncation operator to the initial data f0. Then, this truncated initial data is analytic and, invoking
Theorem 2.1, we obtain the existence of smooth (in time and space) local solution approximate solutions. We can use
the previous estimates (3.30) to deduce that the local approximate solutions are actually globally defined as H3/2+ε
functions. The sequence of approximate solutions
(
fn
)
n is bounded uniformly in n and T in the spaces
L∞
(
[0,T ) ;H
3
2 ∩H 32+ε
)
∩L2
(
[0,T ) ;H2∩H2+ε
)
,
so there exists a weak limit
f ∈ L∞
(
[0,T ) ; H
3
2+ε
)
∩L2
(
0,T ; H2+ε
)
.
Furthermore, estimate (3.31) ensures that the sequence fo approximate solutions
(
fn
)
n is uniformly bounded in
H1
(
[0,T ) ;H1
)
,
from where, using interpolation, we deduce that(
fn
)
n is uniformly bounded in H
1−ϑ
(
[0,T ) ;H1+ϑ(ε+1)
)
, ϑ ∈ [0,1] .
Setting
ϑ ∈
[
1
2(ε+1) ,
1
2
)
, (3.37)
we deduce that (
fn
)
n is uniformly bounded inC
0, 12−ϑ
(
[0,T ) ;H1+ϑ(ε+1)
)
.
We obtain that
(
fn
)
n is equicontinuous-in-time. We can hence apply Ascoli-Arzelá theorem in order to deduce that
there exists a f ∈C0, 12−ϑ
(
[0,T ) ;H1+ϑ(ε+1)
)
such that, taking a subsequence if necessary, fn → f inC0,
1
2−ϑ
(
[0,T ) ;H1+ϑ(ε+1)
)
as long as ϑ satisfies (3.37). It is a classical argument to prove that f solves (AD0) and that it is unique.
4 Gravity-capillarity driven system (ADν)
4.1 Proof of Theorem 2.5
Step 1: a priori estimates
We only prove the a priori estimates, since the approximation procedure is standard and it can be done using a
Galerkin scheme. We have that
d
dt
∥∥ f (t)∥∥A˙1 +ν∥∥ f (t)∥∥A4 +∥∥ f (t)∥∥A2 É ∥∥∂2x (H, f (νΛ3 f +Λ f ))∥∥A0 .
As before, ∥∥∂2x (H, f Λ f )∥∥A0 É 2∥∥ f ∥∥A1 ∥∥ f ∥∥A2 .
In Fourier variables, we have that
á∂2x (H, f Λ3 f )= á∂xΛ( f Λ3 f )−∂2x ( f ∂3x f )
= fˆ (k−m) fˆ (m)p(k,m),
with
p(k,m)= ik
(
|k||k−m|3−k(k−m)3
)
= ik|k||k−m|3
(
1− k(k−m)
3
|k||k−m|3
)
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Again p 6= 0 if and only if 0< |k| < |m|. We find that
|p(k,m)| É 2|k||k||k−m|3 ≤ 2|m|2|k−m|3.
Thus, using the interpolation inequality (valid for 0≤ r ≤ 3)
‖u‖Ar É ‖u‖1−r/3A0 ‖u‖
r/3
A3
,
we find that ∥∥∂2x (H, f Λ3 f )∥∥A0 É 2ν∥∥ f ∥∥A1 ∥∥ f ∥∥A4 .
As a consequence, we find the inequality
d
dt
∥∥ f (t)∥∥A˙1 +ν∥∥ f (t)∥∥A4 +∥∥ f (t)∥∥A2 É 2∥∥ f ∥∥A1 ∥∥ f ∥∥A2 +2ν∥∥ f ∥∥A1 ∥∥ f ∥∥A4 ,
and we conclude the result.
Step 2: Decay
We have that
d
dt
∥∥ f (t)∥∥A0 +ν∥∥ f (t)∥∥A3 +∥∥ f (t)∥∥A1 É 2∥∥ f ∥∥2A1 +2ν∥∥ f ∥∥A1 ∥∥ f ∥∥A3 ,
thus,
d
dt
∥∥ f (t)∥∥A0 + (ν∥∥ f (t)∥∥A3 +∥∥ f (t)∥∥A1 )(1−2∥∥ f ∥∥A1)É 0.
From here we conclude using a Poincaré type inequality.
4.2 Proof of Theorem 2.7
Step 1: a priori estimates
Step 1.1: L2 estimates.
For the sake of clarity, we first perform L2 energy estimates for (ADν) and we study the particular commutation prop-
erties of the nonlinearity of (ADν). We multiply (ADν) by f and integrate in T to deduce the following
1
2
d
dt
∥∥ f (t)∥∥2L2 +ν∥∥Λ3/2 f (t)∥∥2L2 +∥∥Λ1/2 f (t)∥∥2L2 =N ( f , f , f )+M( f , f , f ) ,
whereN is defined in (3.6) andM is defined as
M
(
g1,g2,g3
)
= ν
∫
T
g1
(
Λ
3g2 Λg3+∂3xg2 ∂xg3
)
dx. (4.1)
Our goal now is to prove that ∣∣M(g ,h,h)∣∣ÉCν∥∥g∥∥H2(T) ‖h‖1/2H1/2(T) ‖h‖3/2H3/2(T) . (4.2)
Indeed, using Pancherel theorem, we can write
M
(
g ,h,h
)
= ν
∑
n,k
gˆn hˆn−k hˆk (n−k)3k
(
sgn(n−k) sgnk+1
)
. (4.3)
As it was done in the proof of (3.7) we observe that the non-zero contributions arise in the set
0< k < n or n < k < 0.
Thus, taking advantage of this symmetry,
M
(
g ,h,h
)
= 4ν
∑
0<k<n
(n−k)3k Re
(
gˆn hˆn−k hˆk
)
,
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which entails the inequality ∣∣M(g ,h,h)∣∣É 4 ∑
0<k<n
(n−k)3k
∣∣gˆn∣∣∣∣hˆn−k ∣∣∣∣hˆk ∣∣ .
Since the summation set is localized in the Fourier modes 0< k < n we can deduce the inequality
(n−k)3k < n2 (n−k)k,
thus, we can estimate as follows: ∣∣M(g ,h,h)∣∣ÉC ∥∥g∥∥H2 ‖h‖2W˙ 1,4 ,
ÉC
∥∥g∥∥H2 ‖h‖2H5/4 ,
ÉC
∥∥g∥∥H2 ‖h‖H1 ‖h‖H3/2 ,
ÉC
∥∥g∥∥H2 ‖h‖1/2H1/2 ‖h‖3/2H3/2 .
Equipped with (4.2), we can hence conclude the proof of the L2 estimates. In fact using Young inequality we deduce
that ∣∣M( f , f , f )∣∣Éα ∥∥ f ∥∥2H1/2 + Cν4/3α ∥∥ f ∥∥4/3H2 ∥∥ f ∥∥2H3/2 .
Using (3.7) and the continuous embedding of H2 into H3/2 we obtain that∣∣N ( f , f , f )∣∣ÉC ∥∥ f ∥∥H3/2 ∥∥ f ∥∥2H1/2 ,
ÉC
∥∥ f ∥∥H2 ∥∥ f ∥∥2H1/2 .
From here, taking α= 1/4 and if ∥∥ f (t)∥∥H2 É 1C min
{
1,ν−
1
4
}
for all t ∈ [0,T ] ,
we deduce that ∣∣N ( f , f , f )∣∣+ ∣∣M( f , f , f )∣∣É ν
2
∥∥ f ∥∥2H3/2 + 12 ∥∥ f ∥∥2H1/2 ,
lead us to
d
dt
∥∥ f (t)∥∥2L2 +∫t
0
(
ν
∥∥Λ3/2 f (s)∥∥2L2 +∥∥Λ1/2 f (s)∥∥2L2)ds É ∥∥ f0∥∥2L2 . (4.4)
Step 1.2: H2 estimates.
Wewant now to prove globalH2 estimates for (ADν) stemming from small initial data. We apply the dyadic truncation
△q to the left of (ADν), we multiply the resulting equation for△q f and integrate in x obtaining
1
2
d
dt
∥∥△q f ∥∥2L2 +ν∥∥△qΛ3/2 f ∥∥2L2 +∥∥△qΛ1/2 f ∥∥2L2 = Aq −Bq +Cq +Dq , (4.5)
where
Aq =
∫
△q
(
f Λ f
)
△qΛ f dx,
Bq =
∫
△q
(
f ∂x f
)
△q∂x f dx,
Cq = ν
∫
△q
(
f Λ3 f
)
△qΛ f dx,
Dq =
∫
△q
(
f ∂3x f
)
△q∂x f dx.
We can use the estimates performed before (see in particular the r.h.s. of (3.24)) in order to deduce∣∣Aq −Bq ∣∣ÉCbq2−4q ∥∥ f ∥∥H2 ∥∥Λ1/2 f ∥∥2H2 . (4.6)
We can hence now focus on the purely nonlinear part which is characteristic of (ADν) when ν > 0, i.e. −ν
(
Cq +Dq
)
.
We can use Bony decomposition A.2 in order to decompose Cq andDq as
Cq = TC1,q +TC2,q +TC3,q +RCq ,
Dq = TD1,q +TD2,q +TD3,q +RDq ,
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where
TC1,q =
∫
Sq−1 f △qΛ3 f △qΛ f dx TD1,q =
∫
Sq−1 f △q∂3x f △q∂x f dx
TC2,q =
∑
|q−q ′|É4
∫[
△q ,Sq ′−1 f
]
△q ′Λ3 f △qΛ f dx, TD2,q =
∑
|q−q ′|É4
∫[
△q ,Sq ′−1 f
]
△q ′∂3x f △q∂x f dx,
TC3,q =
∑
|q−q ′|É4
∫(
Sq ′−1−Sq
)
f △q△q ′Λ3 f △qΛ f dx, TD3,q =
∑
|q−q ′|É4
∫(
Sq ′−1−Sq
)
f △q△q ′∂3x f △q∂x f dx,
RCq =
∑
q ′>q−4
∫
△q
(
△q ′−1 f Sq ′+2Λ3 f
)
△qΛ f dx, RDq =
∑
q ′>q−4
∫
△q
(
△q ′−1 f Sq ′+2∂3x f
)
△q∂x f dx.
We remark now that
−ν
(
TC1,q +TD1,q
)
=M
(
Sq−1 f ,△q f .△q f
)
.
We can apply the estimate (4.2) and (A.3) in order to deduce the bound∣∣M(Sq−1 f ,△q f .△q f )∣∣ÉCν∥∥ f ∥∥H2 ∥∥△qΛ1/2 f ∥∥1/2L2 ∥∥△qΛ3/2 f ∥∥3/2L2 ,
ÉCbq2−4qν
∥∥ f ∥∥H2 ∥∥Λ1/2 f ∥∥1/2H2 ∥∥Λ3/2 f ∥∥3/2H2 .
Next we focus on the remainder terms. Using Hölder inequality, Sobolev embeddings, (A.3) and interpolation of
Sobolev spaces it is possible to deduce the following estimate∣∣∣RCq ∣∣∣ÉC ∑
q ′>q−4
∥∥Sq ′+2Λ3 f ∥∥L2 ∥∥△q ′−1 f ∥∥L4 ∥∥△qΛ f ∥∥L4 ,
ÉC
∑
q ′>q−4
∥∥Sq ′+2Λ2 f ∥∥L2 ∥∥△q ′−1Λ f ∥∥L4 ∥∥△qΛ f ∥∥L4 ,
ÉCcq2−4q
∥∥ f ∥∥H2 ∥∥Λ5/4 f ∥∥2H2 ∑
q ′>q−4
22(q−q
′)cq ′ ,
ÉCbq2−4q
∥∥ f ∥∥H2 ∥∥Λ5/4 f ∥∥2H2 ,
ÉCbq2−4q
∥∥ f ∥∥H2 ∥∥Λ1/2 f ∥∥1/2H2 ∥∥Λ3/2 f ∥∥3/2H2 .
In the above estimates we have that
bq = cq
((
1p<422q
′)
⋆q ′ cq ′
)
q
,
which is ℓ2 as long as
(
cq
)
q
∈ ℓ1. Similar computations holds for the term RDq , fromwhere we deduce that∣∣∣RDq ∣∣∣ÉCbq2−4q ∥∥ f ∥∥H2 ∥∥Λ1/2 f ∥∥1/2H2 ∥∥Λ3/2 f ∥∥3/2H2 .
Next we study the term TC2,q . Using Lemma A.1 we obtain∣∣∣TC2,q ∣∣∣É ∑
|q−q ′|É4
2−q
∥∥Λ f ∥∥L∞ ∥∥△q ′Λ3 f ∥∥L2 ∥∥△qΛ f ∥∥L2 .
Now, since
∥∥△q ′Λ3 f ∥∥L2 . 2 3q′2 ∥∥△q ′Λ3/2 f ∥∥L2 and as a consequence of 2q ′ ∼ 2q for ∣∣q−q ′∣∣É 4 we find that∣∣∣TC2,q ∣∣∣ÉC ∑
|q−q ′|É4
∥∥ f ∥∥H2 ∥∥△q ′Λ3/2 f ∥∥L2 ∥∥△qΛ3/2 f ∥∥L2 ,
ÉCbq2−4q
∥∥ f ∥∥H2 ∥∥Λ3/2 f ∥∥2H2 .
We can apply the very same computations to TD2,q , which give∣∣∣TD2,q ∣∣∣ÉCbq2−4q ∥∥ f ∥∥H2 ∥∥Λ3/2 f ∥∥2H2 .
The terms TC3,q , T
D
3,q enjoy analog bounds ans are the overall more regular terms, being composed by elements local-
ized in dyadic annuli, thus
ν
∣∣Cq +Dq ∣∣ÉCνbq2−4q [∥∥ f ∥∥H2 ∥∥Λ1/2 f ∥∥1/2H2 ∥∥Λ3/2 f ∥∥3/2H2 +∥∥ f ∥∥H2 ∥∥Λ3/2 f ∥∥2H2] . (4.7)
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Collecting (4.6) and (4.7) in (4.5), multiplying the resulting inequality for 24q , summing up in q ∈Z and applying Young
convexity inequality we conclude the following inequality
1
2
d
dt
∥∥ f ∥∥2H2 +ν∥∥Λ3/2 f ∥∥2H2 +∥∥Λ1/2 f ∥∥2H2 É (14 +C ∥∥ f ∥∥H2
)∥∥Λ1/2 f ∥∥2H2 +C (ν∥∥ f ∥∥H2 +ν 43 ∥∥ f ∥∥ 43H2
)∥∥Λ3/2 f ∥∥2H2 .
From the previous inequality, if the initial data satisfies
∥∥ f0∥∥H2(T) É 1C min
{
1, ν−
1
4
}
, (4.8)
we obtain the desired global bound
∥∥ f (t)∥∥2H2(T)+∫t
0
[
ν
∥∥Λ3/2 f (s)∥∥2H2(T)+∥∥Λ1/2 f (s)∥∥2H2(T)]ds É ∥∥ f0∥∥2H2(T) . (4.9)
Step 2: Approximated solutions and passing to the limit
The proof is again a standard approximation argument. Using the projection operator defined in (3.36), we consider
the approximated problems∂t fn +νΛ
3 fn +Λ fn =−Jn
[
ν
[
Λ
(
fn Λ
3 fn
)
−∂x
(
fn ∂
3
x fn
)]
+
[
Λ
(
fn Λ fn
)
+∂x
(
fn ∂x fn
)]]
,
fn
∣∣
t=0 =Jn f0.
(4.10)
We can now define the space
H˜n =
{
u ∈D′
∣∣∣ u ∈H2, suppuˆ ⊂ Bn (0) } .
Using Cauchy-Lipschitz theorem and the estimate (4.9) we deduce that if f0 satisfies the smallness hypothesis (4.8)
then fn ∈ C1
(
R+;H˜n
)
∩L2
(
R+;H
7
2
)
. Moreover
(
∂t fn
)
n is uniformly bounded in L
2
(
R+;H−N
)
for N sufficiently large,
and invoking Aubin-Lions lemma we deduce that
(
fn
)
n is compact in L
2
(
[0,T ] ;H
7
2−ǫ
)
, ∀ ǫ,T > 0.
Passing to a subsequence if necessary we obtain the convergence fn → f in L2
(
[0,T ] ;H
7
2−ǫ
)
and the limit element f
satisfies the energy inequality (4.9), so
f ∈C
(
R+;H2
)
∩L2
(
R+;H
7
2
)
.
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A Elements of Littlewood-Paley theory.
A tool that will be widely used all along the paper is the theory of Littlewood–Paley, which consists in doing a dyadic
cut-off of the frequencies. Let us define the (homogeneous) truncation operators as follows:
△qu =
∑
n∈Z3
uˆnϕ
( |nˇ|
2q
)
ei nˇ·x , for q ∈Z,
where u ∈D′
(
T
3
)
and uˆn are the Fourier coefficients of u. The function ϕ is a smooth function with compact support
such that
suppϕ⊂ C
(
3
4
,
8
3
)
,
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and such that for all t ∈R, ∑
q∈Z
ϕ
(
2−q t
)
= 1.
Let us define further the low frequencies cut-off operator
Squ =
∑
q ′Éq−1
△q ′u.
The dyadic decomposition turns out to be very useful also when it comes to study the product between two distribu-
tions. We can in fact, at least formally, write for two distributions u and v
u =
∑
q∈Z
△qu; v =
∑
q ′∈Z
△q ′v ; u · v =
∑
q∈Z
q ′∈Z
△qu ·△q ′v. (A.1)
Paradifferential calculus is a mathematical tool for splitting the above sum in three parts
u · v = Tuv +Tvu+R (u,v) ,
where
Tuv =
∑
q
Sq−1u△qv, Tvu =
∑
q ′
Sq ′−1v △q ′u, R (u,v)=
∑
k
∑
|ν|É1
△ku△k+νv.
The following almost orthogonality properties hold
△q
(
Sqa△q ′b
)
=0, if
∣∣q−q ′∣∣Ê 5,
△q
(
△q ′a△q ′+νb
)
=0, if q ′ < q−4, |ν| É 1,
and hence we will often use the following relation
△q (u · v)=
∑
|q−q ′|É4
△q
(
Sq ′−1v △q ′u
)
+
∑
|q−q ′|É4
△q
(
Sq ′−1u△q ′v
)
+
∑
q ′Êq−4
∑
|ν|É1
△q
(
△q ′a△q ′+νb
)
,
=
∑
|q−q ′|É4
△q
(
Sq ′−1v △q ′u
)
+
∑
q ′>q−4
△q
(
Sq ′+2u△q ′v
)
.
In the paper [7] J.-Y. Chemin and N. Lerner introduced the following decomposition which will be very useful in our
context
△q (uv)= Sq−1u△qv +
∑
|q−q ′|É4
{[
△q ,Sq ′−1u
]
△q ′v +
(
Sq ′−1u−Squ
)
△q△q ′v
}
+
∑
q ′>q−4
△q
(
Sq ′+2v △q ′u
)
, (A.2)
where the commutator
[
△q ,a
]
b is defined as[
△q ,a
]
b =△q (ab)−a△qb.
There is an interesting relation of regularity between dyadic blocks and full function in the Sobolev spaces, i.e.∥∥△q f ∥∥Lp (T) ÉCc(p)q 2−qs ∥∥ f ∥∥W s,p (T) , (A.3)
with
∥∥∥∥{c(p)q }q∈Z
∥∥∥∥
ℓp (Z)
≡ 1, if p = 2 we denote
{
c(2)q
}
q
=
{
cq
}
q
for simplicity. In the same way we denote as bq a se-
quence in ℓ1 (Z) such that
∑
q
∣∣bq ∣∣É 1.
Finally we state a lemma that shows that the commutator with the dyadic block in the vertical frequencies is a regu-
larizing operator. The proof of such lemma can be found in [35].
Lemma A.1. Let Td be a d-dimensional torus and p,r, s real positive numbers such that p,r, s ∈ [1,∞] and 1p = 1r + 1s .
There exists a constant C such that for all vector fields u and v on Td we have the inequality∥∥[△q ,u]v∥∥Lp ÉC2−q ‖∇u‖Lr ‖v‖Ls .
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