Abstract The present study establishes a general formulation to represent the behavior and variation of an ensemble of complex climate models in terms of the global mean surface temperature response to atmospheric CO 2 increase. The response parameters of this formulation provide a set of metrics that extends the conventional concept of climate sensitivity and quantifies transient temperature changes with sufficient simplicity and transparency to serve studies on climate change mitigation. Two commonly used metrics for transient and equilibrium climate sensitivity are analytically derived from the formulation, such that conventional estimates of equilibrium climate sensitivity based on standard numerical experiments for quadrupling CO 2 increase are properly scaled down to the reference level of doubling CO 2 . The characteristics and variations of a specific ensemble of complex climate models can be simulated with a statistical model built using the principal components (PCs) of the response parameters. This approach is applied to the probabilistic assessment of temperature changes as well as to the diagnosis of the base ensemble. In current complex climate models, the ratio of transient-to-equilibrium sensitivity decreases with an increase of equilibrium sensitivity, as identified in variations associated with two specific PCs that characterize coherence between transient temperature response and properties of heat uptake by the ocean.
surface temperature in response to radiative forcing. ECS is defined as the equilibrium temperature increase following a doubling of the atmospheric CO 2 concentration, and TCR is defined as the temperature increase that occurs when the CO 2 concentration is doubled following an increase at a rate of 1 % per year. Both metrics play a crucial role in studies on climate change mitigation (Allen et al. 2009; Meinshausen et al. 2009; Rogelj et al. 2012; Schaeffer et al. 2015) ; their likely ranges, which are documented in the Intergovernmental Panel on Climate Change (IPCC) assessment reports, are the basis of the assessment of mitigation scenarios in terms of specific temperature targets. The temperature increase is examined using simplified climate models (Allen et al. 2009; Good et al. 2011; Hooss et al. 2001; Meinshausen et al. 2011a) or integrated assessment models (Nordhaus 2010; van Vuuren et al. 2011) , where a model's climate response is supposed to be consistent with the assessed likely ranges or a Bbest^estimate value.
In the Fifth Assessment Report (AR5) of Working Group (WG) III (Clarke et al. 2014 ), mitigation scenarios were assessed using a simplified climate model tuned to the median and 90 % range of the AOGCM ensemble provided by the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. 2012) . In CMIP5, two basic experiments with idealized CO 2 increase pathways were conducted: a conventional experiment with a 1 % per year increase and one new experiment with abrupt quadrupling. TCR is directly evaluated from the former, while ECS is estimated from the latter in a rather elaborate way (Flato et al. 2013) . Integration time following the abrupt quadrupling is normally limited to 150 years, well before the climate reaches an equilibrium state. Therefore, linear regression analysis to extrapolate the equilibrium state (Gregory et al. 2004 ) is used as a standard method based on a global linearized energy budget
where N is energy imbalance at the top of the atmosphere, F is radiative forcing, λ is the climate feedback parameter defined here as the ratio of forcing to equilibrium temperature change, and T S is the global mean surface temperature change with respect to an initial (preindustrial) state. Using annual means from a model output, N values are regressed against T S , and F and λ are determined as being the intercept and slope of the regression line, respectively. Assuming that λ is constant, and that the CO 2 forcing logarithmically increases with its atmospheric concentration, T S at equilibrium (N ¼ 0) is determined for CO 2 quadrupling, and ECS is simply half of its magnitude.
There are some issues that should be clarified regarding this linear forcing-feedback framework. An ECS value estimated with constant λ found in a transient state is termed effective climate sensitivity. As reviewed in Knutti and Rugenstein (2015) , effective climate sensitivity varies depending on forcing magnitudes (Meraner et al. 2013 ) and over time as the system approaches equilibrium (Senior and Mitchell 2000; Williams et al. 2008; Li et al. 2013; Armour et al. 2013; Andrews et al. 2015) , owing to changes in spatial patterns of warming and heat uptake by the ocean (Winton et al. 2013; Geoffroy et al. 2013b; Rose et al. 2014) . Limitations of the linear framework are also affected by the definition of forcing, which involves complexities in dealing with cloud adjustment processes to a CO 2 perturbation (Gregory and Webb 2008; Zelinka et al. 2013; Kamae et al. 2015; Chung and Soden 2015) and further adjustments in the atmosphere and ocean circulations (Merlis 2015; Rugenstein et al. 2016) . Moreover, there are considerable uncertainties and a wide range of disparities among existing studies regarding the estimation of climate sensitivity .
Although the present study does not directly shed light on these uncertainties, it serves as a viable interface between climate and mitigation studies by making the best possible use of the two idealized CO 2 increase experiments within the linear framework. This is also motivated by the planning of the next CMIP phase (Eyring et al. 2015) , in which these two experiments are supposed to be mandatory as a part of basic set of experiments chosen to provide continuity across past and future CMIP phases. Successive applications of a common methodology to updated AOGCMs may reduce the problem of a potentially biased Bensemble of opportunity ( Tebaldi and Knutti 2007) .
Method
The present study follows the linear approach but formulates the transient states of Eq. (1) from the two CO 2 experiments using an impulse response (IR) model (Hooss et al. 2001) :
where t is time, the sum of exponential terms divided by λ corresponds to an impulse response function, and A i and τ i are the i-th components of amplitude and the time constant, respectively. A i values are dimensionless and are scaled so that their sum is unity. This equation is equivalent to other types of linear models including the convolution of a step response function (Good et al. 2011) . Differences between the present and previous studies exist in implementation; while previous methods basically refer only to the abrupt quadrupling experiment, the present method derives forced signals from both the abrupt quadrupling and the 1 % per year increase experiments, together with given equilibrium warming in response to quadrupling CO 2 , as described below. Equation (2) is also equivalent to a set of one-dimensional (vertically layered) energy balance equations (Appendix A). The number of layers corresponds to the number of exponential terms with different time constants; the physical parameters in the energy balance equations, such as heat content and heat exchange coefficients, are directly transformed from the IR parameters, and vice versa. Hereafter, an IR model with n exponential terms and its equivalent energy balance model are termed IR(n) and EB(n), respectively. The CMIP5 data archive provides output from the two idealized CO 2 increase experiments for the 27 AOGCMs listed in Table S1 . The present study uses time series of the global mean temperature over 150 years for the abrupt quadrupling experiment and over 140 years for the 1 % per year increase experiment, both of which are branched from the preindustrial control experiment. To calculate anomalies from the preindustrial state and to correct possible drifting errors, a linear fit of the corresponding control time series from the branch time is subtracted from the CO 2 increase series.
CO 2 forcing is generally approximated by the following formula (Myhre et al. 1998 )
where C is the CO 2 concentration, C 0 is its unperturbed level (278 ppm), and α is a scaling factor set to 5.35 Wm . While this formula is used extensively for the assessment of CO 2 forcing as well as in the calculation of the temperature response using a simplified climate model, doubling the CO 2 forcing F C 2C 0 ð Þof 3.71 Wm , which depends on α as well as C 0 , significantly differs from the evaluated forcing in AOGCMs, which is termed effective forcing. For a subset of CMIP5 AOGCMs (23 models) the multi-model mean with a 90 % range has been reported at 3.44 ± 0.84 Wm −2 . This difference and the models' spread imply a different implementation of the physical schemes that govern the radiative balance and rapid (≪1 y) adjustment processes in the troposphere. These are accounted for as forcing in the standard method in each AOGCM. Regarding λ, one of the existing studies using EB(2) (Geoffroy et al. 2013b ) has dealt with its time-variant behavior by incorporating an additional term corresponding to the efficacy of ocean heat uptake (Winton et al. 2010) .
To deal with these issues on a practical level, the present method uses the following quadratic formula in place of Eq. (3) when the CO 2 concentration is greater than the doubled value (2C 0 ):F
where β is a dimensionless control parameter defined such that f (3) and (4) and their first derivatives in terms of F C are continuous at C ¼ 2C 0 . The equilibrium temperature response to the first doubling (C 0 to 2C 0 ) is not necessarily the same as that to the second doubling (2C 0 to 4C 0 ), implying potential inadequacy of the assumptions of constant λ or of the logarithmic increase in CO 2 forcing, or both. Such nonlinearity is model-dependent and is partly manipulated here by introducing β.
Although the forcing and feedback parameters in these formulations using constant α are different from those in the standard method, denoted by F G and λ G hereafter, their ratio, corresponding to the temperature change, should be the same. This means that forcing based on one definition can be converted to the other by multiplying the ratio of λ and λ G . Furthermore, potential errors in F G that arise from estimating it using fixed λ G can be corrected by β to some extent. It is understood that the two methods are merely based on different viewpoints for distinguishing forcing from feedback, and that such a difference does not raise issues in a practical sense because of the consistency with regard to the temperature.
The response parameters of IR(n) and the forcing amplification factor of β for a specific AOGCM are determined so as to minimize the sum of squared residuals in fitting IR(n) to the AOGCM output. The present method relies on the estimate of the equilibrium temperature increase due to CO 2 quadrupling in existing studies (Andrews et al. 2012; Forster et al. 2013; Sherwood et al. 2014) . The abrupt quadrupling series, normalized by the equilibrium increase, is used first to determine A i and τ i based on an integrated form of Eq. (2) for step response:
Subsequently, the 1 % increase series is used to determine λ and β based on the numerical integration of Eq. (2). ECS is directly calculated from Eq. (5) at t ¼ ∞ with the fixed doubled CO 2 forcing. TCR is also analytically calculated from another integrated form of Eq. (2) for ramp response:
Here, the nonlinear forcing term is not activated because the CO 2 forcing is within the doubled concentration level. This equation expresses that the magnitude of transient temperature increase per unit forcing is time-dependent to some extent, which means that a linear model partly allows such time-dependent behavior apart from time-varying climate feedbacks and ocean heat uptake .
3 Results and discussion
Representation of individual AOGCMs
The derivation of ECS and TCR based on the present method for one specific AOGCM (CanESM2) and the results for the all models are illustrated in Fig. 1 . The temperature response (T S ) to changes in CO 2 forcing and associated energy imbalance (N) are well represented by IR(3) ( Fig. 1a and b) , which ensures that the estimated ECS and TCR are consistent with the realized temperature increases. In the coordinate system in Fig. 1b , the procedures of fitting IR to AOGCM outputs from the abrupt and transient CO 2 increase experiments respectively correspond to adjustment of the slope of IR using a given equilibrium temperature for CO 2 quadrupling (y-intercept) and scaling of the x-axis relative to the fixed forcing level of CO 2 doubling. ECS and TCR determined in this way are indicated by cross marks in Fig. 1b .
The results of fitting IR(3) to each model output are illustrated in Supplementary Fig. S1 . A variety of temperature responses characterized by magnitude, the evolution of changing rate, and the relative difference between the instantaneous and gradual increases of forcing are well represented by IR(3). It is understood that the behavior of complex climate models can be captured by a few response functions owing to the discrete nature of characteristic timescales for heat uptake by the ocean (Jarvis and Li 2011) . Fig. 1c compares the model means of fitting residuals in IR(2) and IR(3) for the abrupt CO 2 increase, and in IR(3) for the 1 % CO 2 increase. Compared with IR(2), which has also performed well in previous studies (eg, Caldeira and Myhrvold 2013; Geoffroy et al. 2013a) , IR(3) is advantageous when dealing with instantaneous forcing changes such as those occurring in the initial period of about 15 years following an abrupt increase. For the 1 % increase, IR(2) (not shown) is virtually identical to IR(3).
The TCR values derived from IR(3) are in good agreement with those from direct calculations within a range of about 0.15°C (Fig. 1d) . In contrast, ECS values show systematic differences between the present and standard methods. In almost all cases, the derived ECS values are lower than the standard values presented as half of the equilibrium response to CO 2 quadrupling in existing studies (Andrews et al. 2012; Forster et al. 2013; Sherwood et al. 2014) by 0.2°C on average and 0.8°C at most. Possible overestimation by the standard method has also been reported in a previous study (Long and Collins 2013) . In the present formulation, this occurs because the β values are greater than one for most AOGCMs, which means a greater response to the second doubling of the CO 2 concentration compared with the first doubling, and the ECS estimate is properly scaled down to be consistent with its definition. Table 1 contains IR(3) and other relevant parameters including ECS and λ G based on the standard method. For a few AOGCMs presenting relatively large β, implementation of the forcing nonlinearity yields a good fit of the 1 % increase response. However, the behavior of one model (FGOALS-g2) appears to be an exception. This model has the largest β among all models, which causes a discrepancy between the model output and the IR fitting toward the end of the 1 % increase run, where the CO 2 concentration reaches the level of quadrupling. This discrepancy implies that the magnitude of the equilibrium temperature response depends not only on the final forcing level but also on the history of forcing changes. Because the IR model and other forms of linear response models cannot address such a hysteresis effect, this model is excluded from the statistics and the subsequent analysis. Other relatively large differences between AOGCM output and IR(3) fitting are attributed to model-inherent internal a b c d ) with the same slope as that of the blue solid line, which determines ECS and TCR estimates. (c) Time series of root mean square errors of T S over the CMIP5 models for quadrupling CO 2 with IR(3) and IR(2) and for a 1 % per year CO 2 increase with IR(3). For the latter experiment, IR(2) is almost identical to IR(3). The inset panel focuses on the first 20 years. (d) TCR and ECS for the CMIP5 models estimated through IR(3) fitting, compared with those estimated with the standard method Table 1 Response parameters of the CMIP5 models based on IR (3) ECS(*) variations. Some models show relatively large variations on a multi-decadal timescale which may cause fitting errors depending on the phase and magnitude of the multi-decadal variation at the initial state of the CO 2 increase experiments.
The time evolution of the abrupt quadrupling is characterized by pairs of A i and τ i . Their respective model means are (23.6 %, 0.77 y), (34.5 %, 9.14 y), and (41.9 %, 265 y) for IR(3), compared with (54.9 %, 3.59 y) and (45.1 %, 222 y) for IR(2). The component with the longest time constant, greater than 100 years in most models, is responsible for slow responses relevant to the ocean heat uptake. The partition between the slow component and the remaining components indicates that the latter (the sum of A 0 and A 1 in the case of IR(3)) is dominant despite a few exceptions.
One way to validate these parameters is to check the heat content of equivalent EB(n). The effective ocean depths of each layer (Appendix A) are 33, 162, and 1,272 m on average for IR(3), compared with 81 and 1,235 m for IR(2). Although the scale separation of these heat content parameters is reasonable, the total depth (h T in Table 1 ) is substantially lower than the real value that corresponds to the sum of the mean ocean depth (about 3700 m) and other marginal components in the climate system. Moreover, variation in the total depth among the CMIP5 models is rather large, and a few extremes appear to be unacceptable from a physical perspective. This difference arises from the longest time constant, which is generally too short for the real ocean. This implies that the deep ocean does not significantly affect the surface temperature change for 150 years. In fact, increasing the order of IR is ineffective because of overfitting. IR(3) is nevertheless a practical choice for mitigation studies that address the 21st century and at most a few subsequent centuries, and such limitations could be removed to some extent if the estimation of the equilibrium temperature increase is improved. Besides the issue of the time-and state-dependent effective climate sensitivity, it is also implied that the regression method is not very robust due to possible drifting errors of AOGCMs, which may be state-dependent and cause difficulties in detecting subtle temperature changes toward an equilibrium state.
Statistical properties of the response parameters
The system of IR(3) and the forcing approximation presents seven independent parameters. The characteristics of a specific ensemble of AOGCMs such as CMIP5 can be represented by a a b c d e f Fig. 2 Histograms of PC scores for the CMIP5 models compared with the probability density of normal distribution fitting to the CMIP5 scores. Numerical values in each panel are the variance (σ 2 ) and the p-value of the two-sided chi-squared probability following the null hypothesis that a sample comes from a normal distribution based on D'Agostino and Pearson tests statistical model that covers the variation of AOGCMs and the covariance structure of those parameters. Here, A 1 , A 2 , τ 0 , τ 1 , τ 2 , and TCR are selected as a base set of IR(3) parameters with which a statistical model using principal component (PC) analysis is built. This model comprises a set of normal distributions representing variations of six PC scores for the CMIP5 models. These PC scores correspond to the response parameters transformed into the space represented by the orthogonal basis functions determined so that the variance of a specific ensemble, here CMIP5, is best captured. As shown in Fig. 2 , the normality for all PCs in terms of skew and kurtosis is acceptable. The contribution ratios of PC1 through PC6 are about 42, 22, 16, 15, 3, and 2 %, respectively. These probability distributions are used to generate a large number of simulated parameters, or a specific parameter set corresponding to the PC scores at given quantiles. The choice of TCR as a representative of climate sensitivity is suitable because of its normality, to some extent, and because it allows for a better interpretation of resulting PCs, compared to ECS or λ, which are now derived from Eqs. (5) logarithmic conversion is applied to τ i because of its asymmetric distribution. β is excluded from the variable set for the PC analysis for simplicity in diagnosing the results. Instead, a multivariate normal distribution is used that incorporates the correlation between β and each of the six PCs. A logarithmic conversion is also applied to β. Simulated parameters with appropriate joint probability densities can be applied to probabilistic assessment of the temperature change in mitigation scenarios. The statistical approach using PCs also facilitates the diagnosis of AOGCMs in terms of the temperature response and ocean heat uptake. Here, variation in the CMIP5 models is examined in comparison with 10,000 statistical samples, focusing on the relationship between ECS and TCR.
Although it is recognized that TCR is linearly correlated with ECS in the CMIP5 ensemble (Flato et al. 2013 ), they are not exactly proportional, as shown in Fig. 3 . The ratio of TCR to ECS ranges from 0.46 to 0.70, with an average of 0.60, and shows a tendency of decreasing with increased ECS. This tendency is consistent with their nonlinear relationship found in a wider range of sensitivity (Knutti et al. 2005; Millar et al. 2015) . There are few explanations in previous studies regarding how such a nonlinear relationship emerges and to what extent it is considered to be linear. The present statistical model ensures the nonlinear relationship and allows more quantitative examination of this issue via large samples to complement the restricted AOGCMs data. The probability densities produced by the statistical simulations cover the CMIP5 distributions very well. Moreover, simulated distributions of other parameters generally conform to those of the CMIP5 models ( Supplementary Fig. S2 ). It appears that the statistical simulations produce a more symmetrical distribution with a broader range than the base ensemble. This difference may be acceptable considering that the ensemble size of the CMIP5 models is restricted. Variation in climate sensitivity is related mostly to the variations in PC1, PC3, and PC4. Although the contributions of these components to ECS are comparable, their contributions to TCR differ significantly (Fig. 3b) . PC4 has the greatest contribution to TCR variation despite its relatively low overall variance, and the 90 % range of TCR associated with PC4 is almost proportional to that of ECS. Inter-model variation in the TCR-to-ECS ratio, which generally shows a decrease with increasing ECS, is explained mostly by variations in PC1 and PC3. More details including physical aspects are described in Supplementary Information.
Implications for studies on climate change mitigation
In recent discussions concerning climate change mitigation, the temperature response in a transient state, typically at the end of the 21st century, is generally referenced (Clarke et al. 2014) rather than that at equilibrium. Although TCR is a useful metric for describing a transient regime, the realized temperature increases at a reference point in time in a wide range of mitigation scenarios differ significantly from the response to the 1 % per year CO 2 increase, which defines TCR. Here, to investigate the performance of IR (3) and to understand the extent to which the temperature response is constrained by TCR or ECS in plausible future scenarios, numerical time integrations of Eq. (2) are conducted by applying forcing of the four Representative Concentration Pathways (RCPs; Fig. 4a ) (Moss et al. 2010 ). This is accomplished by using the 10,000 simulations of IR(3) parameters mentioned above. The forcing includes non-CO 2 components from various anthropogenic sources as well as volcanic aerosols and solar variability. The use of these non-CO 2 components depends on each AOGCM and each component is processed differently, resulting in different effective forcing and efficacy of changes in temperature (Hansen et al. 2005) . For simplicity, the present computation uses standardized forcing data (Meinshausen et al. 2011b ), which ignores efficacy differences but incorporates nonlinear amplification when the total forcing exceeds the level of CO 2 doubling.
The increases in temperatures averaged over 2081-2100 relative to the observed warming in 1986-2005 (0.61°C; Fig. 4b, c) are mostly comparable to the CMIP5 RCP experiments , Table 12 .2), despite different ensembles of AOGCMs and different treatment of non-CO 2 forcing. However, the median temperature increase in 1986-2005 is about 0.8°C, which is about 0.2°C higher than the observed level. Although the observed increase is well within the simulated range based on the CMIP5 models, it underlines the need for more thorough understanding of the various components of forcing and the temperature response to each, as well as uncertainties of natural climate variability and observed temperatures (Fyfe et al. 2016) . It is expected that forcing uncertainty related to non-CO 2 agents as well as to model-dependent forcing adjustments and climate feedbacks will be reduced by more careful characterization of effective radiative forcing planned in the Radiative Forcing Model Intercomparison Project (Pincus et al. 2016) in the next CMIP phase.
The robustness of TCR and ECS as metrics for quantifying temporal temperature increases in RCPs is demonstrated in Fig. 4d-i . These illustrations depict the joint probability density for different combinations of temperature increase during specific periods and the conventional metrics of climate sensitivity; the temperature and climate sensitivity values are divided by their medians for comparison. The kurtosis along the one-to-one line, displayed by contours at fixed levels with an exponential interval, gives a rough estimate of the robustness of quantifications using either TCR or ECS. In general, ECS is found to be less robust in all pathways. However, the robustness of TCR appears to depend on periods and pathways. It is higher in 1986-2005 than in 2081-2100 and higher in RCP4.5 and RCP6.0 than in RCP2.6 and RCP8.5 during the latter period. Although RCP2.6 and RCP8.5 are rather comparable in terms of the normalized temperature increase, the absolute magnitude of the uncertainty range is significantly greater in RCP8.5.
One reason for relatively low robustness of TCR is its deviation from the pathway of the 1 % per year CO 2 increase, which is most evident in RCP2.6 (Fig. 4a ). An additional reason is the uncertainty of the forcing amplification represented by β, which is significant only in RCP8.5. In fact, the temperature increase in RCP8.5 calculated without this effect is as well constrained by TCR as that during the 1986-2005 period (Fig. 4i) . Among many possible forcing pathways, a lower-end scenario such as RCP2.6 and a higher-end case such as RCP8.5 are often the focus of particular attention because they are key to anticipating extreme situations of stringent mitigation and are instrumental in risk management. Although climate sensitivity potentially plays a crucial role in discussions aiming to set a specific temperature goal and corresponding risk level, the present exercise implies that using a single metric of climate sensitivity is insufficient for such purposes.
Conclusion
The global mean surface temperature change in a variety of AOGCMs in response to CO 2 forcing is well represented by a linear impulse response model with three exponential terms, IR(3), with a minimum set of parameters. Forcing and feedback uncertainties in AOGCMs are combined and represented by a feedback parameter incorporating the forcing nonlinearity effect using its quadratic form. This formulation facilitates the treatment of uncertainties in a practical and transparent way, where the ECS estimate is properly scaled to be consistent with its definition. ECS and TCR are derived from the response parameters, and IR(3) is applicable to an arbitrary forcing evolution. In this regard, the model's parameters are considered to be a set of metrics used to quantify the temperature response in a more general way instead of using a single metric such as TCR or ECS. The same formulation can be applied to additional non-CO 2 forcing with appropriate efficacy factors for the forcing agents.
The characteristics of a specific ensemble of AOGCMs like CMIP5 can be represented by a statistical model built on the principal components of the response parameters. This model generates a large number of simulated parameters for the probabilistic assessment of temperature change, which reflects the variation of the ensemble with an appropriate joint probability density. The principal components are also useful for diagnosing variations among AOGCMs with respect to temperature response and ocean heat uptake. The proportionality between TCR and ECS is not very robust in the CMIP5 ensemble, and the ratio of TCR to ECS generally decreases with an increase of ECS. The statistical property of CMIP5 is in fact subject to Bensemble of opportunity^and should be compared to or revised by the ensemble of next generation of AOGCMs. The present method makes the best possible use of the two basic CO 2 increase experiments in a linear modeling framework and can be applied seamlessly to future ensembles.
coordinating support and led the development of software infrastructure in partnership with the Global Organization for Earth System Science Portals.
Appendix A. Relationship between IR and EB formulations IR(n) is derived from its equivalent n-layer energy balance equations, termed EB(n), through Laplace transform (Li and Jarvis 2009 ). EB(2) is given by
in a matrix form, where T 1 is the temperature anomaly in the sub-surface layer, ζ with subscript 'S' and '1' is the heat content of the surface and sub-surface layers, respectively, and λ 1 is the heat exchange coefficient between the two layers. Taking the Laplace transform of this equation with zero initial conditions yields
in the s domain, and solved for T S s ð Þ in a transform function form as
This equation is arranged in a partial fraction expansion form
and the comparison of the above two equations gives the following relations
Considering that the inverse Laplace transform of equation (A4) is the impulse response function with a sum of two exponentials, equations (A5)-(A8) are transformed by substituting a i and b i with 1=λ ð ÞA i =τ i and À1=τ i into
Similarly, EB(3) having the third layer denoted with subscript '2'
is transformed into
Again, comparing this with its partial fraction expansion form
the following relations are obtained
These equations are transformed with A i and τ i into
Note that a i and b i in the partial fraction expansion form are associated with the eigenvalues and the eigenvectors of the system of the differential equations, where b i corresponds to the eigenvalues, and a i corresponds to the inverse of the matrix that contains the eigenvectors in its columns. When numerical computation is applied, differential equations in a diagonalized form
are efficiently integrated, where v
À1
jk is an element of the inverse eigenvectors matrix, and subscript k is the layer index denoting each of 'S' and numbers from 1 to n À 1. Assuming a linear change of forcing ΔF t ð Þ during a time step from t to t þ Δt, the time integration is calculated as 
The heat content ζ k is converted into effective ocean depth h k for reference. The conversion factor used in the present study is the product of the density of sea water (1.03 × 10 3 kg m −3
), the specific heat of sea water (4.18 × 10 3 J kg
), and the fraction of the earth surface covered by the ocean (0.71).
