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A patient-specic virtual upper airway model is important for clinical,
education and research applications of the human upper airway such as ob-
structive sleep apnea (OSA), airow modeling, and speech production. In
this thesis, we present the methods for the segmentation and reconstruction
of the human upper airway from multi-modal 3D dentofacial images such
as cone-beam computed tomography (CBCT), magnetic resonance (MR)
images, and laser surface scan. The nasal cavity and paranasal sinuses are
automatically segmented from CBCT images by using novel level set meth-
ods. A graph-based segmentation method is developed to segment thin
structures from volumetric medical images such as the nasal passage from
MR images. A laser surface scan of the dental study model is registered to
MR images to visualize the upper airway.
We present an automated method for the segmentation of the nasal
cavity and paranasal sinuses from CBCT images. Gaussian mixture model
thresholding and morphological operators are rst employed to automati-
cally locate the region of interest and to initialize the active contour. Sec-
ond, the active contour driven by the Kullback-Leibler (K-L) divergence
energy implemented via the level set is used to segment the upper airway.
A new approach is proposed to handle the K-L divergence asymmetry to
directly minimize the K-L divergence energy on the probability density
function of the image intensity. Finally, to rene the segmentation result,
we introduce an anisotropic localized active contour which denes the local
area based on shape prior information. Our segmentation method is shown
viii
to have the capability to delineate the nasal cavity and paranasal sinuses
from CBCT images, and have potential for clinical usage. Segmentation
results conrm that the proposed method is more accurate than current
CBCT segmentation methods such as global or localized region-based level
set.
We propose a graph-based method for the segmentation of thin volu-
metric structures such as the nasal passage in MR images. First, a novel
sheetness lter based on the eigenvalues of the second order local struc-
ture (Hessian) is applied. Second, the medial surface of the structure is
estimated by using gradient vector ow. Third, the sheetness measure, me-
dial surface location, and local thickness obtained from the above steps are
used as the shape prior in a graph cut method to nally segment the ob-
jects. The proposed method is then applied to segment the nasal passage
from MR images. Segmentation results demonstrates that the method is
more accurate than the min-cut graph cut and the sheetness lter level set
method in segmentation of the nasal passage. It is the rst study on the
nasal passage segmentation from MR images.
We develop a method to integrate a laser surface scan of the dental study
model and head MR images to extract and visualize the upper airway. The
advantage of this approach is only non-radiation imaging modalities are
involved. The proposed method consists of the segmentation of the teeth
and pharyngeal airway from MR images using level set techniques, and the
registration of the laser surface scan to MR images of the head. The reason
to register the tooth structures to MR images is that the scanned dental
model is superior to MRI in imaging the tooth crown.
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In conclusion, the thesis presents three image processing methods for
the modeling of the human upper airway from multimodal 3D dentofacial
images. The experiments described in the thesis demonstrate the perfor-
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In this chapter, we introduce the work done in this thesis. The motivation
for segmentation of the human upper airway from cone-beam computed to-
mography (CBCT) and magnetic resonance (MR) images is rst presented.
In the next section, previous studies of the segmentation of the upper airway
are reviewed. The objectives and outline of the thesis are then presented
and this is followed by the contributions of the thesis.
1.1 Motivation
The human upper airway is that part of the anatomy associated with the
nose, mouth and vocal tract, including the pharyngeal airway, laryngeal air-
way, and adjacent structures, as shown in Fig. 1.1. It plays an important
role in breathing, eating and speaking. Disorders of the upper airways, such
as nasopharyngeal cancer (NPC), obstructive sleep apnea (OSA) and rhi-
nosinusitis, are widespread. The incidence of NPC in southern China and
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South East Asia is documented as 15-30/100,000 person-years among males
[2]. It is reported that at least 1 in 5 American adults has at least mild OSA
[3]. Chronic rhinosinusitis, which is inammation of the nose and paranasal
sinuses, is estimated to aect 14.2% of US adults [4]. A patient-specic vir-
tual model of the upper airway is important for clinical, education and
research applications. Clinical applications include virtual endoscopy [5],
OSA studies [6], treatment planning for anaesthetists, and surgery in the
ear-nose-throat and maxillary-facial areas. Virtual endoscopy oers a less
invasive solution for the diagnosis of cancer and other disorders [7]. In
the treatment of OSA, the detection and characterization of the sites of
obstruction in the upper airway are of particular importance in therapy
planning. In surgery planning, a patient-specic model can be used by sur-
geons to determine the surgical site and to visualize the patient's anatomy
before the operation. In educational applications, the availability of such a
virtual model can be used in a simulation system [8] to enhance the experi-
ence of medical professionals and improve patient safety. A virtual model
can also play an important role in studying the shape of vocal tract for
speech production research [9].
Medical imaging is important for the study of upper airway. Popular
human upper airway imaging modalities are lateral cephalometric radiogra-
phy, computed tomography (CT), CBCT and magnetic resonance imaging
(MRI). Since the teeth, being an adjacent structure in the oral cavity, can
be considered as a part of the upper airway, the laser scanned surface of the
dental study model is also included in our study. Fig. 1.2 shows samples
of these imaging modalities. Cephalometric radiography is commonly used
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Figure 1.1: Anatomy of the upper airway. (Source: Wikipedia)
to obtained the 2D lateral image of the upper airway. CT provides high
quality images of the upper airways and the surrounding hard tissues such
as bones and teeth. CBCT can present similar images as CT but employs
much lower radiation doses. From MRI, we can view the upper airways and
the adjacent soft tissues. The dental surface scan, which is created using a
laser scanner, is a digitized representation of the dental plaster model. The
traditional imaging modality employed to examine the human upper airway
is lateral cephalometric radiography which has the common limitations of
all 2D medical imaging modalities, i.e. it cannot reveal the information in
the transverse plane or obtain volumetric information. CT has been shown
to be an useful tool for the diagnosis and treatment of upper airway related
diseases. While providing good quality 3D image, CT scanning involves a
relatively high radiation dosage.




Figure 1.2: Imaging modalities of the upper airway. (a) Lateral cephalo-
metric radiography. (b) CT image. (c) CBCT image. (d) MR image. (e)
Dental plaster model. (f) Laser scanned surface.
the human upper airway. Compared to other 3D medical imaging modali-
ties, it oers many advantages such as higher resolution, smaller machine
size and lower cost. The radiation dose is signicantly lower than that of
conventional CT. Currently, a CBCT scan of the entire upper airway re-
quires eective doses of about 68-368 Sv [10] compared with the 994-1160
Sv [11] from multi-slice medical CT. Furthermore, CBCT imaging of the
lateral pharyngeal recess, where most NPCs originate, with the subject in
the upright position is found to be superior to imaging using multi-detector
helical CT with the subject in the supine position [12].
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Magnetic resonance imaging (MRI) may be used as an alternative 3D
imaging modality to visualize and diagnose the upper airway. The advan-
tages of MRI include the ability to image with no ionizing radiation and
the superior contrast of soft tissues. The disadvantage of MRI is that the
air-lled regions and the hard tissues such as bone and teeth both appear
as dark regions. Consequently, MRI is not well-suited for imaging of the
teeth. A 3D model of the teeth is traditionally a dental plaster model cre-
ated from a dental impression. A laser scanner can be employed to digitized
the dental cast to obtain a surface model.
To create a suitable patient specic 3D model of the human upper air-
way from MR or CBCT images, accurate image segmentation is required.
Since slice by slice manual image segmentation is time consuming and te-
dious, an automated method is more desirable. The segmentation of the
upper airway from MRI or CBCT images can be very challenging due
to noise, artifacts [13] and the complex anatomy of the nasal cavity, the
paranasal sinus, and the laryngeal airway.
1.2 Previous work
In this section, previous studies on the segmentation of the upper airway
from MR and CBCT images are described.
1.2.1 Segmentation of upper airway from CBCT
In recent years, researchers have documented various methods for the au-
tomated or semi-automated segmentation of the upper airway from CBCT
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[14]. Ogawa et al. [15] used a simple grey level manual thresholding method
to segment the 3D upper airway from CBCT. Manual thresholding is fast
and easy to implement but its performance is signicantly reduced when
there is prominent noise and artifacts. Furthermore, the threshold may
have to be changed manually for dierent data sets. Another disadvantage
is that users have to dene the region of interest interactively. In a recent
study [16], it was reported that, even after many rounds of human interac-
tion, threshold methods still produce inaccurate results, especially in the
segmentation of the nasal passage. Celenk et al. [17] applied principal
component analysis (PCA) and 3D Gaussian smoothing to detect and visu-
alize the upper airway while using manual thresholding as the segmentation
method.
Shi et al. [18] proposed an active contour model to automatically seg-
ment the upper airway from CBCT. Cheng et al. [19] described a modied
gradient vector eld snake to segment the CBCT airway images. The active
contour models in [18] and [19] are edge-based methods which are sensitive
to noise and weak edges, and the contour must be initialized close to the
object boundary.
The above studies apply only to the pharyngeal upper airway and do not
include the nasal cavity and paranasal sinuses. To study the shape of the
entire upper airway, Stratemann et al. [20] attempted to segment the upper
airway from the nasal passage to the hypopharynx by manual thresholding.
They reported that manual editing by hand was required after thresholding
because of noise, artifacts and inhomogeneous image intensity.
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1.2.2 Segmentation of upper airway from MR images
A few methods have been proposed for the segmentation of the upper air-
way from MR images. Liu et al. [21] used fuzzy connectedness to segment
the pharyngeal airway. In their method, post-processing manual editing by
the user to correct the segmentation result is required. Abbott et al. [22]
applied k-means clustering to segment the nasopharyngeal and hypopha-
ryngeal airway from MR images. Their method depends on the number of
clusters and the initialization of the seeds. Welch et al. [23] proposed to
use slice by slice manual thresholding to segment the upper airway MRI.
Segmentation of MR upper airway image is also important in studies
of the vocal tract. Behrends and Wismuller [24] proposed to use 3D region
growing to segment the vocal tract. Since there are adjacent structures
having similar image intensity with the upper airway, 3D region growing
technique tends to suer from the leakage problem. Ventura et al. [25]
attempted to use gray level manual thresholding to segment the upper
airway. Bresch and Narayanan [26] proposed to use the snake active contour
with model constraints. Its application is limited to the segmentation of
the 2D midsagittal plane.
Although the nasal passage is an important part of the upper airway, all
the above works did not deal with the segmentation problem of the nasal
passage from MR images.
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1.2.3 Remaining upper airway modeling problem
While many methods have been proposed for the segmentation of the upper
airway from CBCT images, the segmentation of the nasal cavity and para
nasal sinuses has not been addressed. Similarly, no one has proposed a
method for the segmentation of the nasal passage from MR images. Solving
the above two remaining problems are the main objectives of this thesis.
1.3 Thesis objectives and outline
1.3.1 Objectives
The aims of our research are:
 To develop an automated method for the segmentation of the nasal
cavity and paranasal sinuses from CBCT images of the head.
 To develop a graph-based method to extract thin volumetric struc-
tures from 3D medical images and apply it to segment the nasal passage
from MR images of the head.
 To register the digitized dental study model to MR images of the




The thesis is divided into six chapters. The remaining chapters of the thesis
are organized as follows:
 Chapter 2: This chapter presents the background of the thesis. First,
the chapter introduces basic knowledge of the human upper airway anatomy,
then followed by an overview of the imaging modalities such as MRI, CT,
and CBCT. Finally, we review related image segmentation methods.
 Chapter 3: This chapter presents a scheme for automatic segmenta-
tion of the nasal cavity and paranasal sinuses from CBCT images by using
novel level set methods.
 Chapter 4: This chapter proposes a graph-based method for the seg-
mentation of the thin and elongated structures from volumetric medical
images. The proposed method is applied to segment the nasal passage
from MR images of the head.
 Chapter 5: This chapter describes an approach to integrate the laser
scanned surface dental model to the MR image of the head for modeling the
upper airway. First the tooth surfaces are extracted from MR images. The
scanned surface dental study model is then registered to the tooth surfaces.
The pharyngeal airway is also segmented to reconstruct the surface model.
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 Chapter 6: This chapter summarizes the results, concludes the thesis,
and suggests future research.
1.4 Thesis contributions
The main contributions of the thesis are the algorithms for the segmenta-
tion and reconstruction of the human upper airway from multi-modal 3D
dentofacial images such as MRI, CBCT, and laser surface scans. A patient-
specic virtual model of upper airway is useful for users to study the human
upper airway in clinical, education and research applications. Our novel
algorithms allow users to examine the complex anatomy of human upper
airway such as the nasal cavity and paranasal sinuses from CBCT, nasal
passage from MRI, and the teeth from MRI and laser surface scan. The
signicant contributions of the thesis are described as follows:
 We propose a scheme to automatically segment the nasal cavity and
paranasal sinus from CBCT images. Our proposed method employs K-L
divergence energy in a coarse-to-ne active contour model implemented
via the level set by introducing a method to directly minimize the K-L
divergence energy on image intensity in coarse segmentation. In ne seg-
mentation, we use the anisotropic localized region-based active contour to-
gether with the shape prior in the segmentation of long and narrow objects.
 We introduce a multi-scale sheetness detection lter, based on the
second order local structure of the image, that is robust to noise and step
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edges and propose an approach for estimating the medial surface of the
sheet-like structures by using the gradient vector eld. We incorporate the
sheetness detection lter response and the structural geometric informa-
tion into the graph-cut framework to segment the thin, elongated, and low
contrast objects in the presence of prominent noise and nearby structures
with similar image intensity. The proposed scheme is applied to segment
the nasal passage from MR images of the head.
 We model the upper airway by segmenting the pharyngeal airway
from MR images and registering the laser surface scanned dental model to
MR images. Our proposed method integrates the scanned model with MR
images to avoid problems such as the high radiation exposure of CBCT
or CT, low resolution and contrast of MRI, and the limited anatomical




This chapter introduces relevant anatomical concepts and medical imaging
techniques, and reviews related image segmentation methods. In Section
2.1, we describe the anatomy of the upper airway, which is the region of
interest of this thesis. We discuss the imaging modalities used in our study
in Section 2.2. Finally, we give a review of related segmentation methods
in Section 2.3.
2.1 Upper airway anatomy
In this thesis, we aim to develop algorithms for the segmentation of the
human upper airway. In this section, we describe the anatomy of the
human upper airway in detail. The human upper airway consists of all
the anatomic airway structures above the level of the vocal cords. The
main components of the human upper airway are the nose and nasal cav-
ity, paranasal sinus, oral cavity, and pharynx. The paranasal sinus is the
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group of air-lled spaces inside the maxillofacial bones and comprises the
maxillary sinuses, frontal sinuses, ethmoidal sinuses, and sphenoidal sinuses
(Fig. 2.1). The oral cavity is the airspace in front of the oropharynx. It is
surrounded by the teeth, soft palate and tongue.
Figure 2.1: Illustration of paranasal sinus. (Source: cancer.gov)
2.1.1 Pharynx
The pharynx consists of the nasopharyngeal, oropharyngeal, and hypopha-
ryngeal airway (Fig. 2.2). The lowest portion of the pharynx is the hy-
popharyngeal airway which opens to the larynx. The highest portion of
the pharynx is the nasopharyngeal airway. It is behind the nose, and con-
nected to the nasal cavity. The lateral pharyngeal recess, where most NPCs
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originate, is at the back of the nasopharyngeal airway. The oropharyngeal
airway is at the bottom of the oral cavity, separated from the nasopharyn-
geal airway by the palate. The oropharyngeal airway is important for OSA
studies.
Figure 2.2: Illustration of Pharynx. (Source:Wikipedia)
2.1.2 Nose and nasal cavity
The nose and nasal cavity are the main opening of the airway to outside.
The nose is a structure of soft and hard tissues covering the front part of
the nasal cavity. The nasal cavity is the empty space above and behind the
nose. The air is warmed, humidied, and ltered when passing through the
nasal cavity. The nasal cavity is divided into two by the nasal septum. In
each side of the nasal cavity, there are three long, narrow and curled bone
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shelves named the nasal turbinate which divides the airway into four long
and narrow nasal passages. The functions of these narrow nasal passage
are directing the air and maximizing the contact area between the passing
air and the air climate controlled surface. Fig. 2.3 shows the nasal passages
inside the nasal cavity.
Figure 2.3: Illustration of nasal cavity. (Source: from [1])
2.2 Imaging modalities
The upper airway medical imaging modalities includes the 2-D cepholo-
grams, MRI, CT, CBCT and the digital dental study model. The 2D
cephalogram is the traditional method to examine the upper airway which
has the common limitations of all 2D medical imaging modalities. CT scan-
ning provides high quality image of the upper airway in 3D but involves
relatively high radiation. In this section, we introduce CBCT, MRI, and
the laser surface scan which are the imaging modalities used in this thesis.
15
2.2.1 Conebeam CT
While providing 3D images similar to CT, CBCT is dierent from conven-
tional CT in the imaging process. It uses a panel X-ray imaging device
and a cone shaped X-ray beam which are mounted at the opposite sides
while the subject's head is positioned in between (Fig. 2.4). The X-ray
beam and the panel will rotate around the subject's head and obtain the
projection information. After getting the beam projection at dierent posi-
tions, an algorithm such as the Feldkamp-Davis-Kreiss (FDK) ltered back
projection algorithm [27] is applied to generate the 3D volumetric image.
Fig. 2.5 shows samples of the CBCT 2D slice images from one of our data
sets.




Figure 2.5: CBCT images of human upper airway.
Compared to other 3D medical imaging modalities, CBCT oers many
advantages [28]:
 Low cost: the cost of a CBCT scan is usually lower than a CT scan
or MRI scan. The size of the CBCT scanner is also smaller than the size
of a CT scanner which can help to reduce the operating cost.
 Lower radiation dose than conventional CT: a CBCT scan has a much
lower radiation doses (68-368 Sv [10]) than multi-slice CT scan (994-1160
Sv [11]). The lower bound of the CBCT eective dose of radiation is
17
almost comparable to the periapical dentition survey (13-100 Sv).
 High image resolution: CBCT provides isotropic sub-millimeter image
resolution in the range of 0.125 mm to 0.4 mm. It is often better than the
highest resolution of CT scan. Although, CT scan image resolution in x, y
direction can be as small as 0.25 mm, the distance between two continuous
slices in the z direction is often in the range of 1-2 mm.
 Fast scanning time: As CBCT can obtain images in one rotation, scan
time is short (less than 20 seconds). Conventional CT may take around
2 minutes for one scan while MRI may take longer at around 10-15 minutes.
2.2.2 Magnetic resonance imaging
Magnetic resonance imaging (MRI) is a non-invasive imaging technique
that creates 3-D images of internal body structures by using magnetic eld
and radio waves. An MRI scanner creates a strong and uniform magnetic
eld around and receives the radio frequency signal emitted from the body
imaged. Fig. 2.6 shows an MR scanner in the image acquisition process.
The source of the signal is the hydrogen nuclei. The image intensity of each
tissue is estimated from T1 or T2 relaxation times which vary due to the
dierent level of hydrogen density in each tissue. MRI provides excellent
image quality of soft tissues compared to CT or CBCT. Fig. 2.7 shows the
samples of the upper airway MR images from one of our data sets. One
18
of the advantages of MRI is that it has no ionizing radiation. The disad-
vantage of MRI is that it takes a relatively long time for data acquisition
which may increase motion artefact due to breathing and swallowing.




Figure 2.7: MR images of human upper airway.
2.2.3 Digitized dental study model
In process of acquiring digital data of the dentition, a variety of methods
have been introduced. Dental study models have been scanned by range
scanners for visulization and storage. We digitize the dental study models
with a commercially available laser scanner (Konica Minolta VIVID 900).
The object is scanned by a plane of laser light coming from the scanner. The
plane of laser light is moved across the eld of view by a mirror, rotated
by a precise galvanometer. This laser light is reected from the surface
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of the scanned object. Each scan line is observed by a single frame, and
captured by the 2D area camera. The contour of the surface is derived from
the shape of the image of each reected scan line. The bundled software
merges the range data from all the scans to reconstruct the complete 3-D
surface scan. The spatial resolution is 0.22 mm horizontally and 0.16 mm
vertically. Depth resolution depends on the surface quality of the object,
but is typically 0.1 mm. The 3-D image data is stored as a VRML (Virtual
Reality Modeling Language) le. Fig. 2.8 shows an example of the 3D laser
surface scanned dental study model.
To preprocess the laser surface scan, we use RapidForm to de-noise the
surface model by deleting meshes which have fewer than 500 triangles. The
Gaussian lter is also applied to smooth the surface.
Figure 2.8: 3D Surface model of the dental study model.
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2.3 Medical image segmentation
Medical image segmentation is the process of partitioning images of the
anatomical structures to separate them from their surrounding environ-
ment. The segmented structures often belong to dierent cells, tissue
classes, or organs. Medical image segmentation is challenging due to the low
contrast, noise, and inhomogeneous image intensity. Various approaches
have been developed to handle image segmentation tasks. In this section,
we review segmentation techniques which are related to the work described
in this thesis.
2.3.1 Otsu thresholding
Thresholding is an image segmentation method in which a threshold is ap-
plied to create a binary image from a gray scale image. The threshold
value can be assigned manually or estimated automatically from the image.
Otsu's method [29] is a popular automatic thresholding in which the thresh-
old value is estimated from the image histogram. The algorithm assumes
that there are two classes of pixels in the image, then searches the optimum
threshold to minimize the intra-class variance. Otsu showed that minimiz-
ing the intra-class variance is equal to maximizing the inter-class variance
which can be estimated from class mean and probability. The algorithm
is ecient as class mean and probability can be updated iteratively when
searching for the optimum threshold value. If k is a threshold level such
that 0  k  L where L is the maximum gray level for a certain image,
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2.3.2 Morphological processing
Instead of processing image based only on its pixel value such as in thresh-
olding, image morphology [30] uses a set of basic operators that process
image based on geometrical shape of the object. Morphological operators
use two sets of pixels: the original image and a structuring element. The
shape of the structuring element can be designed to suit a wide range of
applications. Morphological operators shift the structuring element over
the input image to probe if the input image ts to the structuring element.
The value of each pixel in the output image is the result of the compari-
son between the corresponding pixels of the structuring element and the
original image. Various types of basic operators are dened by the rules
as in the set theory. The size and shape of the structuring element can be
changed to design a morphological operator that is sensitive to a specic
shape of input image.
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The most basic morphological operations are dilation and erosion. Dila-
tion adds pixels while erosion removes pixels from object boundaries. The
dilation of A by structuring element B is dened as:
AB = B  A =
[
Ab (2.3)
with b 2 B. The dilation of A by B is the locus of the points covered by





where A b is the translation of A by  b.
Various morphology operators, such as opening, closing, skeleton, and
pruning, are obtained by the combination of dilation and erosion. These
operators can be used to develop algorithms for many image processing
tasks such as image segmentation, feature detection, image ltering, and
classication.
2.3.3 Active Contour
Variational methods are the approaches to solve a complex problem by
formalizing it as an optimization problem. To solve a problem in a vari-
ational approach, an energy function is designed so that it will be at an
extrema when the solution is achieved. Various optimization algorithms
then can be applied to search the energy extrema. In common methods, an
energy function is usually minimized (maximized) by iteratively decreasing
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(increasing) through gradient descent.
Active contours [31] is a variational method that has been employed to
solve the problem of image segmentation. An energy function is dened by
the image features and a closed curve, i.e the contour, that partitions the
image into the background and object. The energy is then minimized by
iteratively evolving the contour. The image segmentation problem can now
be solved by designing an energy function that converges when the curve
is at the object boundary.
First, we provide a formal denition for the curve. A curve  (p) is
a mapping  (p) : p 2 [a; b] ! X where X is a topological space within
domain 
 2 R2. Curve evolution can be considered as the process of
constructing a series of curves  (p; t) where t denotes the articial time, i.e
the evolution steps. Each curve at t + 1 is described by estimating how it
diers from the curve at t by the following equation:







= V ( (p; t); t) (2.6)
and V : R2  R+ is a vector eld represents the motion of each point on
the curve.
The vector eld V is a linear combination of the unit tangent T and the
unit normal N . Movement in the T direction does not change the overall
shape of the contour. Hence, the tangent term can be removed from the
ow because only the normal component of V contributes to the motion
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of the contour. After removing T component, the gradient of E( ) can be
dened as:
r E = hr E;NiN (2.7)




To implement the variational active contours, we must design a numeri-
cal representation of the curve. At the beginning, the curves is represented
by control points connected together as splines or \snake" [31]. The energy
function of the snake employs not only low-level information from the im-
age itself but \higher-level" knowledge of the object. Parameterizing the




(Eint(v(s)) + Eimage(v(s)) + Econ(v(s)))ds (2.9)
where Eint represents the internal energy of the snake due to bending,
Eimage is often estimated from the image gradient, Econ is computed from
the prior knowledge about the object. The authors in [31] proposed a
method to iteratively minimize the Esnake.
2.3.4 Level set method
One of the disadvantages of the snake is the contour topology can not
self-change after it starts evolving. This disadvantage is addressed by in-
troducing the level set active contour [32]. In the level set method,   is the
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zero level of a higher-order functional  : 
 ! R (Fig. 2.9). The signed
distance function (SDF) is often chosen as the higher-order function:
(x) =
8>>>>>>>>><>>>>>>>>>:
 d(x; ) ; x inside  
0 ; x on  
d(x; ) ; x outside  
(2.10)
where
d(x; C) = inf
y2 
kx  yk (2.11)
Figure 2.9: Illustration of the level set method (Source: Wikipedia)
After convergence, the curve, i.e the segmentation result, can be recov-
ered from the level set as:
  = fxj(x) = 0g (2.12)
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To deform the curve  , we must compute the energy functional to evolve
the contour. The contour energy is rewritten as E() instead of E( ). The




There are two main types of active contour: edge-based and region-
based. Edge-based active contours [33] often utilize image gradient to locate
the object boundaries. It is often sensitive to image noise, weak edges
and contour initialization. The region-based active contour uses image
statistic information, such as mean, variance image intensities [34], and
histogram [35], of the regions inside and outside of the contour to nd
the optimal image boundary. Region-based active contour is more robust
against contour initialization, weak edges, and image noise. One example
of region-based active contours is the Chan - Vese [34] method:








ju0(x; y)  c2j2dxdy (2.14)
where c1 and c2 are the mean image intensities of the object and background,
respectively and ; v; 1; 2 are weight coecients. Chan-Vese method uses
H as the approximation of the smooth Heaviside function. The region





1 ; (x) <  











The image area adjacent to the curve C is represented by the derivative of
H((x)), a smoothed Dirac delta function:
(x) =
8>>>>>>>>><>>>>>>>>>:
1 ; (x) = 0







Chan-Vese method evolves the contour based on the mean image inten-
sities of the background and object. It can be applied in various imaging
applications on condition that there are dierences between background
and object mean intensity. It is one of the most popular region-based ac-
tive contours because of its wide range of applications, robustness, and
straight forward implementation.
2.3.5 Graph-cut image segmentation
In graph theory, a cut is the partition of the vertices in the graph into two
disjoint subsets. The cut can be dened by a set of edges that have its
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nodes from both subset. In the ow network, a s   t cut is the cut where
the source node s and the sink node t is in dierent subsets.
In graph cut image segmentation, image I is represented by a graph
G = (V;E) where V is a set of nodes and E is a set of edges e = fp; qg. Each
edge e(p; q) connects a pair of neighboring nodes p and q and is assigned
a nonnegative weight w(p; q). The image segmentation task is redened
as nding the cut which divides the graph into subset graphs representing
the background and the object. Fig. 2.10 illustrates the graph cut image
segmentation. To accommodate the cut, two special terminal nodes s and t
are added to the set of nodes: V = fs; tg[P where s is a source node, t is a
sink node and P is the set of non-terminal nodes. A cut is the partitioning
of the graph into two separate subsets S and T with the conditions that
s 2 S and t 2 T , i.e s   t cut. The cost of a cut C = fS; Tg is dened as
the sum of weights of all the edges (p; q) with p 2 S and q 2 T .
Figure 2.10: Illustration of graph cut image segmentation. (Source: Wiki-
media)
One of the most popular approaches in graph-cut methods is the use
of the minimum cut - the cut with minimum cost - to segment the image.
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As proved by Ford and Fulkerson [36], the min-cut and max-ow problems
are equivalent. Instead of solving the min-cut problem, the maximum ow
from the source s to the sink t is computed. Boykov and Kolmogorov [37]
proposed a fast augmenting path algorithm to eciently solve the min-
cut/max-ow problem in the grid path. In their method, the weights of
the edges connecting two non-terminal nodes are the neighbor term while
the weights of the edge connecting one terminal node are the regional term.
Given a vector A, a set of label \object" or \background" for every node
in the graph, the cost function of the cut is dened as:
E(A) = R(A) +B(A) (2.17)












1 ifAp 6= Aq
0 ifAp = Aq
(2.20)
In graph cut, the regional term is the negative log-likelihoods:
Rp(\object") =   lnPr(Ipj\object") (2.21)
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Rp(\background") =   lnPr(Ipj\background") (2.22)
where Ip is the image intensity of pixel p, and the Pr is the histogram of
the objects and background. The boundary term Bp;q between two pixels
p and q is set as:







where dist is the distance between the two pixels and  is the \camera
noise".
Boykov and Jolly [38] proposed interactive graph cuts for image seg-
mentation using the hard constraints interactive dened by the user. The
user sets the hard constraint by manually painting an image region as back-
ground or object. A high regional cost is then set to each pixels of these
regions to force them to be object or background following user selection.
Compared to level set, graph cut has many advantages. Graph cut
produces the nal result as the global optimal of the energy while the
contour can be trapped at local optima in level set. Graph cut is solved
more eciently in the discrete optimization framework. Graph cut is more
applicable as there are less parameters to adjust. The disadvantage of
graph cut is that it requires more computer memory.
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Chapter 3
Automatic segmentation of the nasal
cavity and paranasal sinuses from
cone-beam CT images
3.1 Introduction
The human upper airway is that part of the anatomy associated with the
nose, mouth and vocal tract, including the pharyngeal airway, laryngeal
airway, and adjacent structures (Fig. 3.1). Disorders of the upper airways,
such as nasopharyngeal cancer (NPC) [2], obstructive sleep apnea (OSA)
[3] and rhinosinusitis [4], are widespread. Cone-beam CT (CBCT) is a
promising modality for capturing images of the human upper airway. Al-
though dierent thin bones structures and soft tissues in CBCT images
are poorly discriminated, the boundaries between empty spaces and soft
tissues or bones are well-dened [39]. Compared to other 3D medical imag-
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ing modalities, it oers many advantages such as higher resolution, smaller
machine size and lower cost.
(a)
(b)
Figure 3.1: Anatomy of the upper airway. Images are extracted from one
of our data sets.
To create a suitable patient specic 3D model of the human upper
airway from CBCT images, accurate image segmentation is required. Since
slice by slice manual image segmentation is time consuming and tedious,
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an automated method is more desirable. The automatic segmentation of
the upper airway region including the nasal cavity and paranasal sinuses
from CBCT images can be very challenging due to noise, artifacts [13]
and the complex anatomical structure. The noise and poor contrast of a
CBCT paranasal sinuses image compared to a conventional CT image can
be seen in Fig. 3.2. In recent years, researchers have documented various
methods for the automated or semi-automated segmentation of the upper
airway from CBCT [14]. Thresholding methods [15],[17],[40] were widely
used but they are not sucient to handle the prominent noise and artifact,
especially in the segmentation of the nasal passage region [16],[20]. There
are several approaches [18],[19] based on edge-based active contour which
are sensitive to noise and weak edges, and the contour must be initialized
close to the object boundary. Most of the above work was applied only to
the pharyngeal upper airway and did not include the nasal cavity and the
paranasal sinuses.
(a) (b)
Figure 3.2: Comparison of CBCT (a) and CT image (b).
In this chapter, we present a multi-step scheme for the automated seg-
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mentation and reconstruction of the nasal cavity and paranasal sinuses from
CBCT images by employing a coarse-to-ne active contour model [41]. We
use the Kullback-Leibler (K-L) [42] divergence as the region-based energy
to drive the active contour toward the upper airway boundary during the
coarse segmentation. We propose a new approach to handle the asymme-
try of K-L divergence to directly minimize K-L divergence of the image
intensity probability density function (pdf). Localized region-based active
contour [43] is a method designed to handle image intensity inhomogene-
ity. During the proposed ne segmentation, a novel anisotropic localized
region-based active contour is introduced to rene the coarse segmentation.
The rest of the chapter is organized as follows. We describe the scheme
for the automatic segmentation of CBCT images of the nasal cavity and
paranasal sinuses in Section 3.2. The experimental results are presented in
Section 3.3 and discussed in Section 3.4. Section 3.5 concludes the chapter.
3.2 Materials and Method
3.2.1 Materials
Approval for using and image processing of the CBCT images of adult
patients was given by the National University of Singapore Institutional
Review Board. All persons gave their informed consent prior to their in-
clusion in the study. The CBCT images were anonymized and stored on
a dierent PC for algorithm development and testing. We have managed
to obtain 10 CBCT data sets of the upper airway that includes the nasal
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cavity and paranasal sinus. Four data sets are obtained using an i-CAT
scanner with 0.25 mm x 0.25 mm x 0.25 mm spatial resolution, 640 x 640
image, at 120 kVp and 5 mAs. The other six data sets are obtained using a
Kavo 3D eXam scanner with 0.2 mm x 0.2 mm x 0.2 mm spatial resolution,
416 x 416 image, at 85 kVp and 5 mAs. The images are stored as DICOM
le sets.
3.2.2 Method
A novel approach for the automated segmentation of the nasal cavity and
paranasal sinuses from CBCT images is proposed. A new coarse-to-ne
region-based active contour implemented via the level set method is applied
to accurately delineate the upper airway. A procedure to automatically
dene the region of interest and to initialize the contour is introduced to
automate the entire process.
The system owchart is shown in Fig. 3.3. The input is a CBCT data
set of the human head, and the output is the 3D virtual model of the nasal
cavity and paranasal sinuses. Automatic thresholding and morphological
operations [30] are employed to estimate the region of interest and the
initial contour. The proposed coarse-to-ne region-based active contour is
then applied to evolve the initial contour to the desired boundary.
Region of interest estimation and contour initialization
Unlike most upper airway segmentation approaches, we propose an auto-
mated method for identifying the ROI. In the rst step, adaptive thresh-
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Figure 3.3: Flow chart of the nasal cavity and paranasal sinuses segmen-
tation scheme
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olding based on Gaussian mixture model (GMM) tting is employed to
delineate the head shape. GMM models the probability density distribu-
tion of a d-dimensional continuous-valued data vector z as a weighted sum
of a set of Gaussian probability density functions. Given K components,






(z   uk)T 1k (z   uk)] (3.1)
where uk is the mean and k is the covariance matrix. The expectation-
maximization (EM) algorithm is employed to estimate the Gaussian dis-
tributions parameters. The threshold is calculated from these parameters.
We estimate the threshold by applying GMM to the ten slices at the mid-
dle of the volumetric image. The GMM is applied twice, the rst time to
segment the air and the second time to remove the bone. In the rst run,
we aim to segment the air with two-component GMM. The air threshold
value is computed as:
Tair = air + air (3.2)
where Tair is the threshold, and air and air are the intensity mean and
standard deviation estimated from the GMM. As we do not want to seg-
ment the bone, after thresholding the air, we again apply two-component
GMM thresholding on the soft tissues and the bone. The bone threshold
is estimated as:
Tbone = s + s (3.3)
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where Tbone is the bone threshold, and s and s are the GMM estimates of
the soft tissue intensity mean and variance. After thresholding, the head
and neck including the soft and hard tissues are separated from air in a
binary image. However, the airway and the outside air are still connected
through the openings of the airway, i.e. the nostrils. Morphological opera-
tors are applied to close the openings and ll up the airway to create the
ROI as the head and neck volume (Fig. 3.4b, Fig. 3.4c).
Before evolving toward the object boundary, the active contour is usu-
ally required to be initialized manually. We automate this step by rst
segmenting the upper airway coarsely. This segmentation is dened as the
overlap of the air region after thresholding and the head and neck region
after hole-lling. Morphological opening is applied to merge the upper air-
way into one cluster. There are usually some undesired small clusters such
as the ear air space in the head and neck volume at this stage. By labeling
each cluster to compare the size, we can identify the biggest cluster, i.e the
nasal cavity and paranasal sinus. Due to noise and the complexity of the
anatomy, the segmentation result often includes many undesired artifacts.
Hole-lling morphological operators are used to remove these artifacts both
inside and outside the airway. The result is then used as the initialization
of the active contour. The initialization procedure is illustrated in Fig. 3.4.
Level set segmentation
Given an image I dened in domain 
, our task is to partition the image
into two regions by evolving the initialized closed curve C toward the object




Figure 3.4: Human head CBCT image (a), after morphology closing(b),
hole-lling operator(c), and contour initialization (d).
zero of a higher dimension function. In our work, we employ the signed
distance function as the level set function. The curve C is thus dened as:
C = fxj(x) = 0g (3.4)
In our coarse segmentation phase, K-L divergence is employed as the
energy. K-L divergence is a measure of mutual information between two
pdfs, i.e how much information is shared between P and Q. Hence, it is
tempting to use K-L divergence as the energy to maximize the dierence
between the probability distributions of the background and object. Myro-
nenko and Song [44] proposed to use the asymmetric K-L as the external
force for the edge-based active contour. However, for a region-based active
contour, directly maximizing symmetrical K-L divergence in the image in-
tensity domain is not straightforward [35],[45], and applications of K-L
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divergence to region-based active contours are limited. Houhou et al. [45]
proposed to segment texture images by transforming the image to a vector
feature space using a texture descriptor and applied the K-L divergence
active contour on this descriptor. In [46], K-L is merely used as a param-
eter to control the components of Chan-Vese (C-V) [34] energy in image
segmentation. In our work, we employ K-L divergence as two components:













with pu(zj(x)) and pv(zj(x)), expressed as a function of (x), represent-
ing intensity histograms in the image regions inside and outside the contour,
respectively. pu and p

v are intensity histograms but are considered to be
adaptive parameters independent of (x).
Dierent from previous approaches[35][45], when evolving the contour,
pv and p

u (in Fu and Fv) respectively are not considered as functions of
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where K is a Gaussian kernel, and Au and Av are the areas of the image
regions inside and outside of the curve, respectively.
In the ne segmentation phase, we implement the localized active con-















where  is the parameter to penalize the length of the curve. The function
B(x; y), which is used to set the local area, is an important parameter for
the localized energy. Employing B(x; y) as a ball or a sphere [43], it is
showed that the optimized size of the local area depends on the size of
the object of interest and the distance to nearby cluster. Furthermore, the
processing time is aected by the size of the local area. In our work, an
anisotropic shape such as an ellipse is required to handle eectively the
long and narrow objects present in the images (Fig. 3.5). Since this elon-
gated part of the nasal passage lies in the direction of the anteroposterior
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22 ; k x  f1 k + k y   f2 k r
(3.9)
where f1 and f2 are the foci of the ellipse, r is the major axis. The locations
of x relative to f1 and f2 dene the shape and direction of the ellipse. Since
it is maximized at y = x and decreases to zero when y moves far away from
x, only pixels close to x are involved in our energy term.
Figure 3.5: The local area is dened at each point along the contour. The
small yellow dot represents the point x, the green color circle the isotropic
local area, and the red ellipse our anisotropic local area.
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(H(y)(I(y)  ux)2 + (1 H(y))(I(y)  vx)2)dy (3.10)

























((I(y)  ux)2   (I(y)  vx)2)dy
+(x)div(
5(x)
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Implementation
We implement the segmentation scheme in Matlab and C++. Due to its
high computational cost, the active contour is implemented in C++. To
evolve the contour, we implement a popular narrow band level set method.
We exploit the fact that only the level set function of pixels close to the
contour is involved in driving the contour. Five lists of pixels with distances
from the contour less than or equal to two are kept to compute the second
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order derivative of . There are two more lists to keep track of the pixels
which move from the outside to the inside of the contour and vice versa.
After each iteration, based on the number and gray level of the pixels
moving between the interior and exterior area, the pdf functions pu and pv
and the local mean ux and vx are updated.
There are four parameters in the proposed approach that aects the
segmentation result. First, in the initialization step, morphological closing
and opening are used to close the openings and to merge the separated
portions of the upper airway. The structuring elements are disks of size 20
and 5. Their sizes are set based on the size of the airway openings and the
distance between the sinuses. Second, during coarse segmentation, the size
of the local area parameters f1 and f2 are xed at 10 and 5, respectively.
The sizes are based on the smallest width of the nasal passages. One may
set f2 by visually inspecting the most narrow part of the nasal passage.
Third, in the ne segmentation step, the parameter , which inuences the
curve smoothness, is set to 0.1.
Validation
The manual segmentations (ground truth) of the nasal cavity and paranasal
sinuses are performed by a clinician. The proposed method is validated by
comparing the automatic segmentation results with the manual segmen-
tation results. We use ve segmentation performance metrics, the Dice
coecient (DC), the volumetric overlap error (VOE), precision, recall, and
F-score to evaluate our segmentation result. The Dice coecient and vol-
umetric overlap error are based on true-positive (TP), false-positive (FP),
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true-negative (TN) and false-negative (FN) values. DC measures the ra-
tio between the volume of the correctly segmented airway and the total
volume of ground truth and the segmented airway. As DC is an agree-
ment measure, a larger number indicates a better match to the ground
truth. Volume is a popular metric of upper airway segmentation [14]. How-
ever, volume may not be sucient to measure segmentation accuracy as
under-segmentation and over-segmentation compensate each other to some
extent. Consequently, VOE, which measures the ratio between the volume
of incorrect segmentation and the volumes of both ground truth and the
segmented airway, is chosen as the validation metric. To further investi-
gate under-segmentation and over-segmentation, precision and recall can
be used. Precision is the fraction of the segmented volume that is correct.
Recall is the fraction of the ground truth which is segmented. F-score, the
harmonic mean of precision and recall, can be used as a combination of
precision and recall. The performance metrics are dened as follows:
TP =
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where V (O) is the ground truth volume and V (C) is the segmentation
result volume.
The mean and standard deviation of above metrics are calculated to
compare the segmentation accuracy of the proposed method with three
relevant methods: Chan-Vese level set (CVL), localized Chan-Vese level
set (LCVL) [43] and Bhattacharyya distance level set (BDL) [35]. CVL is
the most popular region-based level set image segmentation method. Simi-
lar to our method, BDL expands the region-based active contour by using
the histogram distance as energy. LCVL handles the image intensity in-
homogeneity by localizing Chan-Vese energy which we improve with the
anisotropic local area. To demonstrate the statistical signicance improve-
ment of our method, the paired Student t-test on Dice, VOE, and F-score




In this section, we show examples of the results obtained from the 10 im-
ages in our data sets. The results demonstrate the ability of the proposed
algorithm to segment objects in noisy images with highly irregular shapes,
such as the paranasal sinuses (Figs. 3.6a-3.6f) and the narrow and long
nasal passages (Figs. 3.6g-3.6i).
In Fig. 3.7, we illustrate the improved segmentation by using the
anisotropic local area to help the contour to expand in the direction of
the anteroposterior axis (Fig. 3.7c). In contrast, the isotropic localized
active contour is trapped in an incorrect position (Fig. 3.7b).
We show the 3D upper airway surface model reconstructed from our
segmentation results in Figs. 3.8 and 3.9. The volumetric segmentation
result is transformed to the 3D mesh by applying the marching cube algo-
rithm [47]. We present both the external view as well as the interactive
y-through images. Fig. 3.8 shows the 3D surface model of the paranasal
sinus and nasal cavity. The image in Fig. 3.9 gives the 3D visualization of
the pharyngeal recess.
The proposed segmentation scheme exploits the strengths of both the
global and localized region-based active contour. The global region-based
active contour is less sensitive to initialization but does not perform well
when there is inhomogeneity in the image. The localized region-based ac-
tive contour can deal with inhomogeneity but is required to be initialized





Figure 3.6: Segmentation of the paranasal sinuses ((a)-(f)) and nasal
cavity ((g)-(i)). The images are from three subjects, for each subject, three
slices from various regions are displayed in order: (a),(b),(g); (c),(d),(h);
(e),(f),(i). The green contour is the manual segmentation; the red contour
is the result of our segmentation scheme.
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(a) (b) (c)
Figure 3.7: Comparison between Anisotropic and isotropic Localized
region-based active contour: original image (a); isotropic localized active
contour result (b); anisotropic localized active contour result (c).
(a) (b) (c)
(d) (e) (f)
Figure 3.8: The 3D surface models of the nasal cavity and paranasal sinus
from three data sets. For each subject, two images from dierent views are
displayed in order: (a),(b);(c),(d);(e),(f) .
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Figure 3.9: The 3D surface model of the pharyngeal recess in application
of virtual y-through. Pharyngeal recess is the position where most NPCs
originate.
shows that our method can handle images with inhomogeneous intensity
and complex shapes. Fig. 3.10d shows that the localized region-based ac-
tive contour [43] fails to segment the thin walls between the small paranasal
sinuses. Figs. 3.10e and Fig. 3.10f illustrates the case when the global
region-based active contours [34][35] miss some regions of the airway be-
cause of the image inhomogeneity. Original image and manual segmenta-
tion are shown in Fig. 3.10a and Fig. 3.10b, respectively.
3.3.2 Quantitative result
Our results are compared with three relevant methods: CVL, LCVL, and
BDL. The quantitative segmentation performances for each method are
presented in Fig. 3.11. The mean accuracy of the proposed method is
95.421.28% by Dice, 9.242.37% by VOE, 94.490.53% by precision,




Figure 3.10: Visual comparison of paranasal sinuses segmentation be-
tween our method (c) and other relevant methods: localized region-based
active contour (d), Chan-Vese level set (e) and Bhattacharyya distance
level set (f). Original image and manual segmentation are shown in (a)
and (b), respectively.
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methods by three metrics DICE, VOE, and F-score, our method achieves
statistically signicant improvement in term of segmentation accuracy. The
paired student t-test is used to determine if the result from the proposed ap-
proach is signicantly dierent from the result from the compared methods.
The null hypothesis is that the mean of our result is equal to the means of
the results of the compared methods. The null hypothesis is rejected with
(p < 0:05) in all comparisons.
Figure 3.11: Segmentation result comparison. Statistically signicant
dierences (p < 0:05) is denoted with .
In terms of eciency, the proposed method was tested on a PC with 1.7
GHz CPU, 10 GB of RAM. The computation times for the initialization,
coarse segmentation, and ne segmentation steps were approximately 13,
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16, and 26 minutes, respectively.
3.4 Discussion
This study presents an automated method for the segmentation of the nasal
cavity and paranasal sinuses. Our method is shown to outperform all three
relevant methods in term of accuracy with Dice and VOE as the metrics.
The proposed segmentation scheme achieves a higher accuracy primarily
because both the global and local information are used. During coarse
segmentation, the robustness of the region-based level set method allows
the contour to evolve toward the airway boundary, automatically changing
topology if necessary. During the ne segmentation phase, the localized
active contour helps the contour converge at the desired boundary of the
long and narrow nasal passages. If only global region-based level sets (like
CVL [34] or BDL [35]) are employed, the accuracy would be signicantly
reduced by the inhomogeneous image. On the other hand, if only the
localized active contour like LCVL[43] is applied, the segmentation result
would depend highly on contour initialization. To automate our system,
we used classical image processing methods such as thresholding based
on GMM tting and morphological operations to dene the ROI and to
initialize the active contour. By incorporating all the above features, we
were able to build an automated scheme to segment and reconstruct the
nasal cavity and paranasal sinuses from CBCT images.
The result shows that our method has a smaller value using the pre-
cision metric than that of other methods. The precision metric is the
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fraction of the segmented volume that is correct. If the segmented object
is fully overlapped by the ground truth object, the precision value is 100%.
However, this metric cannot be used along to evaluate the segmentation
method as it does not measure the degree to which the object is misclassi-
ed as background. If a segmentation method has a relatively high value
of precision and a low value of recall, it is possible that a large portion of
the object has been misclassied as background, i.e., under-segmentation.
Our method achieves a better balance between precision and recall with
a higher F-score. Other methods give higher precision but much lower re-
call which suggests under-segmentation of the nasal cavity and paranasal
sinuses. Such under-segmentation may result in a failure to detect the nar-
row links between sinuses. It may also result in wrongly detecting blockages
of the nasal passage where none exists.
In the coarse segmentation phase, our scheme handles the segmenta-
tion task with relatively few parameters by maximizing the dierence of
the entire image intensity histogram. Employing a single statistic such as
mean image intensity in [34] is not sucient and gives poor results due to
the strong presence of noise and the complex anatomy of the nasal cavity
and paranasal sinus. Maximizing the K-L divergence, as we have done, is
equivalent to minimizing the mutual information between the object and
background, which is the most desired segmentation outcome assuming
that the background and object image contain dierent information con-
tent. Consequently, our method shows an improved performance compared
to [35] which uses the Bhattacharyya distance to measure the histogram
dierence.
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In our segmentation scheme, the localized active contour in ne segmen-
tation benets from using the coarse segmentation result for initialization.
We further improve on it by using an anisotropic local area to segment the
long and narrow nasal passage. Consequently, we achieve a higher accuracy
segmentation result compared to the isotropic localized active contour [43].
The proposed automatic segmentation scheme of nasal cavity and paranasal
sinuses is of direct clinical relevance. It will provide an automatic solution
for creating the 3D model from CBCT images. The surface model might be
helpful for a physician to visualize the upper airway when interpreting the
CBCT images. Furthermore, a simulated system for medical training in
upper airway related surgery can be built from the surface model. The 3D
surface model can also be employed in vocal tract study as the initial static
shape. A CBCT airway segmentation scheme will provide extra informa-
tion in the case of patients who have already undergone CBCT scans for
other treatments such as orthodontics without the need of a high radiation
dose of MSCT. As CBCT uses much less radiation than conventional CT,
a patient who currently has to undergo a CT scan for diagnosis of medical
conditions related to the nasal cavity or paranasal sinus [48] can consider
CBCT as an alternative. Finally, while the cost and high radiation dose
of CT prevents it from being an eective screening method, CBCT can be
considered for high risk patients in area such as NPC screening.
Although we have achieved signicantly better results, there are cases
where inaccurate segmentation occurs. Due to the partial volume eect,
the thin bone in the paranasal sinus sometimes appears in the image with
low intensity. Our method can misclassify these bone regions as noise and
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give an incorrect segmentation as in Fig. 3.6c. In skull base surgery, a
surgeon usually enters by the nose and breaks through the paranasal sinus
bones and soft tissues, but must avoid the vital structures [49]. Treatment
planning or surgical simulation based on the 3D model created from the
incorrect segmentation results would obviously be undesirable. Currently
our scheme has been tested on limited data sets. If the accuracy and
reliability of our results can be validated with a larger number of data sets,
it can be further evaluated for clinical use.
3.5 Conclusion
We have proposed a scheme for automatic segmentation of the nasal cav-
ity and paranasal sinuse from CBCT image. The results from proposed
method are shown to be an improvement compared to the current CBCT
segmentation methods such as global or localized region-based active con-
tour. The result can also be shown as the 3D surface model for visualiza-
tion. To improve the segmentation result, a lter to detect the bone may
be incorporated in our segmentation scheme. Expanding our scheme to
segment other structures in CBCT images such as bone or teeth are other
possibilities for future work.
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Chapter 4
Segmentation of thin volume
structure: application to the nasal
passage in head MRI
4.1 Introduction
The accurate segmentation of objects from volumetric medical images is one
of the most important tasks in many clinical, education, and research ap-
plications. The reconstructed model from the segmentation result is useful
for diagnosis, visualization, and treatment planning. In some applications,
the objects of interest are thin and long, i.e. sheet-like structures, which
presents additional diculties. Fig. 4.1 shows the anatomy of the nasal
passages which are sheet-like structures. Fig. 4.2 shows one slice of an MRI
dataset; the nasal passage appear as dark narrow structures in the image.
Other examples of sheet-like structures in volumetric medical images are
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the temporal muscle and knee muscle in MR images, and the various thin
bones such as sternum, ribs, and most of the skull bones in CT and CBCT
images.
Figure 4.1: Nasal passage anatomy.(Source: perforatedseptum.com)
There are two classes of elongated objects in volumetric medical imag-
ing: tube-like structures and sheet-like structures. While many methods
have been developed for the segmentation of tubular structures, there are
very few for the segmentation of sheet-like objects. Westin et al. [50]
suggested using the structure tensor and adaptive thresholding to segment
thin structures. Given 1; 2; 3 (0  1  2  3) as the eigenvalues of




used in adaptive thresholding. A challenge is that adaptive thresholding is
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Figure 4.2: Nasal passage in MR image.
usually sensitive to noise and leakages, and is not well-suited to inhomoge-
neous intensity. Descoteaux et al. [51] introduced a multi-scale sheetness
measure that was inspired by the Frangi lter [52]. Their measure com-
bined three ratios Rsheet; Rblob; Rnoise to enhance sheet-like structures and
eliminate noise and blobs. The multi-scale sheetness measure is used as the
energy function in the level set method. Being a variational approach, their
method is sensitive to initialization, and consequently the segmentation re-
sult could be trapped in local minima. Krcah et al. [53] proposed to use the
sheetness measure [51] as the boundary term in the graph cut method for
the segmentation of the femur bone. Using only this measure may produce
oversegmentation due to the strong response to the sheetness measure at
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step edges. Reinbacher et al. [54] presented an interactive method based on
total variation to segment thin volumetric structures. Edge direction and
volume constraint were introduced to the convex functional which can be ef-
ciently solved to obtain the global optimal segmentation result. However,
the interactive segmentation of complex 3D structures, which is usually
spread over a large volume, may require extensive user interaction.
We propose a graph-based method for the segmentation of thin volu-
metric structures. The contributions of our work presented in this chapter
include:
- introducing a multi-scale sheetness detection lter, based on the sec-
ond order local structure of the image, which is robust to noise and step
edges,
- proposing an approach for estimating the medial surface of the sheet-
like structures by using GVF,
- incorporating the sheetness detection lter response and the structural
geometric information into the graph-cut framework to segment the thin,
elongated, and low contrast objects in the presence of prominent noise and
nearby structures with similar image intensity.
The rest of the chapter is organized as follow. The background and
related works are introduced in Section 4.2. The proposed graph-cut based
segmentation method is described in Section 4.3. Experimental results are





The Hessian matrix H, which is created by symmetrically combining the
second order partial derivatives of a 3D image I(x; y; z), describes the sec-









The eigenvectors and eigenvalues of the Hessian matrix can be combined
as lters to dierentiate tube-like, sheet-like, and blob-like structures. To
suppress noise and adapt the lter to multi-scale structures, Gaussian con-
volution is applied to the second order derivative, for example:
Ixx() = (Gxx())  I (4.2)
where G is the Gaussian function and  is the standard deviation.  con-
trols the scale of the lter and can be varied to detect multi-scale structures.
In the pioneering work of Frangi et al. [52], lters based on the Hessian
matrix eigenvalues were developed to detect tube-like structures, which
have the characteristic that 1 is small, while 2 and 3 are large. In
their work, which aimed only to detect tubular structures, the sheet-like
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structures were considered undesirable and hence suppressed. In [51], the
sheetness lter was proposed to detect sheet-like structures.
4.2.2 Graph-cut segmentation
In graph cut segmentation, image I is represented by a graph G = (V;E)
where V is a set of nodes and E is a set of edges e = fp; qg. Each edge e(p; q)
connects a pair of neighboring nodes p; q and is assigned a nonnegative
weight w(p; q). A cut divides the graph into subset graphs representing
the background and the object. One of the most popular approaches in
graph-cut methods is the use of the minimum cut [37].
In medical imaging, there are many cases where classic graph-cut meth-
ods fail to segment the object due to weak object boundaries and the
existence of nearby objects with similar intensities. Furthermore, graph-
cut methods have a well-known shrinking bias. To handle these diculties,
shape priors were introduced to improve the classical graph cut method.
Das et al. [55] presented a method to constrain the segmentation result
to a \compact shape". It was achieved by setting the boundary term in
[37] to a large value if the graph node assignment failed to keep the ob-
ject in a \compact shape". Slabaugh and Unal [56] proposed an iterative
segmentation process in which an ellipse was regularly tted to the latest
segmentation result as a new shape prior. To handle more general shapes,
Veksler [57] introduced the \star shape prior" graph-cut which was able
to segment a wide class of objects which included convex objects. In [58],
the authors presented a \connectivity prior" term to force the segmented
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regions to be connected.
The graph cut with shape prior has been employed to segment tubular
structures such as vessels. It was applied to segment vessels using a 3D
geometrical moment-based detector of cylindrical shapes [59]. In [60], the
estimated radius of the tube was used as a soft constraint to force the
cut close to the estimated tube surface. Zhu and Chung [61] proposed to
build the graph using only pixels in the surrounding region of the tube.
The distance to the center line of the tube was used to estimate the object-
background prior probabilities in the regional term of the graph cut energy.
4.3 Materials and method
4.3.1 Materials
To evaluate our method, we apply it to the segmentation of the nasal
passage from head MR images. MRI data sets were obtained using a 1.5
Tesla Siemens MR scanner in a T1 Fast Low Angle Shot (FLASH) imaging
sequence with 1 mm thickness, 0.4883 mm x 0.4883 mm spatial resolution,
512 x 352 image, 240mm FOV, 9.93 ms TR and 4.86 ms TE. Twenty MRI
data sets are used for the validation of our method.
4.3.2 Method
In this section, we describe in detail our approach to segment thin and
elongated volumetric structures. There are three main processing steps:
sheet-like structure detection, medial surface estimation, and graph cut
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segmentation which utilizes the sheetness lter response and the estimated
geometric information. The system owchart is shown in Fig. 4.3.
Figure 4.3: Flow chart of the proposed thin volume structure segmenta-
tion scheme
Sheetness lter
For the detection of a sheet-like structure and estimation of its orientation,
the eigenvalues j1j  j2j  j3j and the corresponding eigenvectors v1; v2;
and v3 of the Hessian matrix are used. The eigenvectors decompose the
local second order structure of the image into three orthonormal directions.
Their eigenvalues can be used to detect the sheet-like structure, in this case
j1j  0; j2j  0 and j3j  0. The eigenvector v3 represents the surface
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normal vector while v1 and v2 are the two directional vectors.
To detect a tube-like structure, Frangi et al. [52] introduced three
ratios to suppress noise, blob-like structures, and sheet-like structures. For
segmenting a thin volumetric structure, Descoteaux et al. [51] proposed to
use two ratios to suppress noise and blob-like structures and one ratio to
enhance sheet-like structures. In our work, we use one ratio to enhance the
sheet-like structures and one ratio to suppress noise. We also introduce a
new term to suppress the step edge response.






In a sheet-like structure, RB may be unstable because both j1j and j2j
are much smaller than j3j. Consequently, in [51], a new Rblob is proposed
as Rblob = j2j3j j1j j2jj3j j. In both the above works, the sheet-like ratio is
dened as RA as in Eq. (4.3). We propose to replace these two ratios RB




Rsheet can be used to classify the three types of structures: sheet-like, blob-
like and tube-like.







order structureness" to suppress the noise as RC is small when there is no
object in the surrounding region. Xiao et al. [62] showed that Frangi's
\second order structureness" was a special case of a structure strength mea-
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sure. In our work, adopting the structure strength measure, we dene a










(12 + 23 + 13) (4.5)
The step edges at the object boundary has a relatively strong response to
the Hessian-based lter and hence can be wrongly detected as sheet-like
structures. However, the step edges have a stronger gradient which can be
utilized to lter them out. Similar to [60], we propose to use the gradient
magnitude to suppress the step edges:
Redge = jjr(G()  I)jj (4.6)
Combining the above three ratios, the single scale sheetness lter is dened
similar to [52] as:
S =
8>>>><>>>>:











To detect sheet-like structures with varying thickness, the sheetness mea-
sures are computed for all scales in the range min    max. The
maximum sheetness measure over all scales  is chosen as the multi-scale
sheetness response:
Smulti = maxfS()g with min    max (4.8)
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The normal vector of the structure is the particular eigenvector v3 associ-
ated with the maximum sheetness response.
Medial surface estimation
To estimate the medial surface of the thin volume structure, we propose to
use the sheetness lter response Smulti and GVF. GVF [63] is the vector eld
   !




jr !V j2 + jrIj2j !V  rIj2dxdydz (4.9)
where  is the regularization parameter.
The magnitude of GVF is used in to obtain the medial surface response
M :
RGVF = jjVGVFjj (4.10)





where  is the weighted parameter. GVF was initially designed to evolve
the active contour in image segmentation applications [63] and was subse-
quently used to skeletonize 3D surface models [64]. GVF is large at the
object boundary and smoothly decreases toward the homogeneous image
region. If the objects are sheet-like structures, GVF will vanish at the
object medial surface and hence can be used as a measure of the medial
surface response M .
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Graph-cut segmentation
To accurately segment the sheet-like structures, the sheetness lter re-
sponse, medial surface, and structure thickness are incorporated into the
graph-cut segmentation framework as prior knowledge. The sheetness lter
response is used to estimate the prior probability of a pixel belonging to
object or background. As the sheetness measure is concentrated near the
medial surface, it is required to spread the sheetness measure to the entire
object. Around every pixel on the estimated medial surface, we distribute
the sheetness measure as an ellipsoid whose center is the medial surface
point and the three axes are in the same orientation as the three eigenvec-
tors of the sheetness lter. The length of the axis, which is in the surface
normal orientation, is equal to half the local thickness.
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In graph-cut frame work[37], given a set of label A for every node p
in the graph, the cost function is described by regional term R(A) and
boundary term B(A):
E(A) = R(A) +B(A) (4.12)








Bp;q (boundary term) (4.14)
The regional term Rp(Ap) is the penalty for assigning node p to the label
set Ap. In the classic graph-cut method [65], the penalty is dened based
only on the image intensity histogram. In the proposed method, similar
to [61], the image histogram and the sheetness measure are combined to





where P1 and P2 are prior probabilities based on the image intensity his-
togram and sheetness lter response, respectively. P1 denotes the probabil-
ity of the opposite label.
The boundary term Bp;q describes the coherence between two neighbor-
hood pixels p; q. It is usually large when 2 pixels have similar intensity. We
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use a neighbor term similar to [37]:




where edge is the weighted parameter. After dening the terms in the graph
cut framework, we can use min-cut to obtain global optimal segmentation
result.
Implementation
We implement the segmentation scheme in Matlab and C++. The sheet-
ness lter is developed in Matlab while the graph cut algorithm is carried
out using the C++ graph cut implementation of Boykov-Kolmogorov [37].
Our formulation contains four parameters, ; ; ; , which are the weights
in the sheetness lter and the the medial surface response. In our work, we
set  = 0:5,  = 600,  = 10 6,  = 0:01.
4.3.3 Validation
Qualitative validation
The segmentation result of our method is qualitatively compared to manual
segmentation and two other methods: Boykov min-cut [37] and sheetness
lter level set [51].
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Quantitative validation
The manual segmentation (ground truth) of the nasal passage is done by a
clinician. The accuracy of the proposed method, Boykov min-cut [37], and
sheetness lter level set [51] are estimated by comparing their segmenta-
tion results with the ground truth. We use two segmentation performance
metrics, F-score and volumetric overlap error (VOE), which are suitable
for measuring segmentation accuracy when the size of the object is much
smaller than the size of the image. The measurement of VOE is based
on true-positive (TP), false-positive (FP), true-negative (TN) and false-
negative (FN) values. VOE is the ratio between the error segmentation
volume and the ground truth volume. Precision is the fraction of the seg-
mented volume that is correct. Recall is the fraction of the ground truth
that is segmented. F-score, the harmonic mean of precision and recall,
is used as a combined measure of precision and recall. The performance
metrics are dened as follows:
TP =
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F-score = 2 precision recall
precision + recall
(4.24)




In this section, we rst show examples of the results obtained with our
data set. The results demonstrate the ability of the proposed algorithm to
segment thin volume structures such as the nasal passage in MR images
(Figs. 4.4a-4.4f). We show the 3D nasal passage reconstructed from our
segmentation results in Fig. 4.5. In Fig. 4.6, we see the improved segmen-
tation of our method compared to Boykov min-cut [37] and sheetness lter
level set [51].
Quantitative results
The proposed method was tested on a 1.7 GHz CPU, 10 GB of RAM per-
sonal PC. The computation times for the priors estimation and the segmen-
tation were approximately 5 seconds and 1 second, respectively. We com-
pare our method with two related methods: Boykov min-cut and sheetness





Figure 4.4: Segmentation of the nasal passage. (a),(c),(e) show the results
of proposed segmentation scheme ; (b),(d),(f) show the respective manual
segmentation.
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Figure 4.6: Visual comparison of nasal passage segmentation between our
method (a) and other relevant methods: min-cut (b), sheetness lter level
set (c) . Manual segmentation are shown in (d).
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Table 4.1. The mean accuracy of the proposed method is 69.101.46% for
F-score, and 4.674.42% for VOE. Our method shows a large improvement
in accuracy compared to min-cut and sheetness lter level set.
Table 4.1: Segmentation result comparison
F-score (%) VOE(%)
Min-cut 52.722.24 110.9143.92
Sheetness level set 49.295.45 73.3922.51
Our method 69.101.46 4.674.42
4.5 Discussion
This study presents a method for the segmentation of thin volume struc-
tures from 3D medical images. Our approach starts by obtaining a novel
sheetness lter response, then estimating the medial surface and local thick-
ness of the structure. In next step, the sheetness lter response, medial sur-
face position and local thickness are incorporated as the prior probability
in a min-cut segmentation. Consequently, our method takes advantage of
both the global optimization of graph cut and the robustness of the sheet-
like structure model estimation. By utilizing structural shape information,
we can handle the presence of noise and nearby similar objects, and avoid
the shrinking bias of the min-cut method.
Comparison results of the ground truth and segmented nasal passage
by our method are displayed in Figs. 4.4a-4.4f. The images show that
incorrect segmentation tends to be at thinnest region of the nasal passage.
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In the under-segmentation case, the contrast between the nasal passage and
the background is usually very low which may lead to segmentation errors.
With regard to over-segmentation, bone may be mistakenly detected as
nasal passage since it is small, of similar image intensity, and very close to
the nasal passage.
A visual comparison of our method is shown in Fig. 4.6. Fig. 4.6b
and Fig. 4.6c show the segmentation result of min-cut and sheetness l-
ter level set, respectively. Min-cut, without the sheetness lter, wrongly
segments the background which has similar image intensity as the nasal
passage. In [51], only eigenvalues of Hessian matrix are employed, and the
response from the step-edge is sometimes stronger than the sheet-like struc-
ture response. Consequently, there is under-segmentation of the sheetness
structure and at the same time over-segmentation of the step-edge.
While our method achieves a signicant improvement over the meth-
ods of Min-cut and level-set, further improvements are required for full
clinical use. Our method includes three processing steps which could be
enhanced separately. In the sheetness lter step, the step-edge suppression
term could be replaced by an advanced edge detection and edge linking
method. The medial surface estimation could be enhanced by applying
a graph traversal algorithm. The graph traversal method could combine
information from the medial surface response, the medial surface direction,
and the elongated structure of the nasal passage to extract the medial sur-
face. At each visiting node of the traversal graph, either thresholding or a
shortest path algorithm could be applied to decide if the node should be
added to the medial surface. In the third step of our approach, graph cut
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is applied to nally segment the nasal passage. The boundary term of the
graph cut in the proposed method is a standard estimation which could be
improved by incorporating constraints such as the local sheet-like structure
thickness and the distance from the medial surface. In addition, one may
consider applying graph-based segmentation methods such as random walk
or power watershed instead of using graph-cut.
In a dierent approach, a user interaction system could be combined
with the proposed method to create a semi automated system. Users could
interactively edit the immediate result of our method after each step. The
medial surface mesh would be created for users to visualize. The mesh
could then be manually deformed by changing the positions of the control
points. Interactive graph-cut image segmentation methods could also be
used in the segmentation step. Users could set the constraints such as the
bounding box or background-object priors in graph-cut image segmentation.
To handle the image leaking problem, a tool to estimate the narrowest link
between the two blobs may be helpful as it can be used to locate the image
leaks position and stop them.
The proposed method has been applied to segment the nasal passage
from head MR images. However, the algorithm can be generalized to sheet-
like structures in other domains. The sign of 3 can be used to detect if the
structure is brighter or darker than the background. Since the nasal passage
is darker than the background, we remove the pixels where 3 > 0 (Eqn.
4.7). If the thin structure is brighter than the background, the pixels where
3 > 0 should be ltered out instead. The scale range in the multi-scale
sheetness response should be set according to the range of the structure's
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thickness measured in number of pixels. The values of parameters  and
 in general can be kept. The parameters  and  should be set based on
the maximum of the Hessian eigenvalue and the gradient in the image.
4.6 Conclusion
A graph based method for the segmentation of thin, sheet-like volumetric
structures from 3D medical images has been presented. We demonstrate
that our method can locate, seperate and segment the sheet-like structures
in 3D medical images by segmentation of nasal passage from head and
neck MRI. Experimental results show that the proposed algorithm is more
accurate than min-cut and sheetness lter level set. In future, we plan to
expand our scheme to segment other thin volume structures in MR images
such as muscles or bones.
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Chapter 5
Registration of MR images and
dental surface scans for upper airway
modeling
5.1 Introduction
In this chapter, we propose to model the upper airway using the laser
scanned dental model and MR images of the head. Our proposed method
avoids problems such as the radiation exposure of CBCT or CT, low reso-
lution and contrast of MRI, and limited anatomical coverage of the dental
study model. A case study is presented to demonstrate the performance
of the proposed method. Fig. 5.1 shows multi-modal images of the case
study we used in this chapter.
MRI is an important modality for imaging the human upper airway.




Figure 5.1: We integrate the laser scanned dental model (a) and the
MR images of the head (b) by the segmentation of the teeth (c) from MR
images and register the laser scanned dental model to the reconstructed
tooth surface model (d) .
tissues. It is also a safe imaging modality as no radiation is used. The
upper airway consists of the nasal cavity and paranasal sinuses, pharyngeal
airway, oral cavity and surrounding structures such as the teeth. While
MRI provides high quality images of soft tissues, it does not dierentiate
between hard tissue and air which are shown as dark regions. Consequently,
it is almost impossible to extract a good quality 3D surface model of the
teeth from MR images.
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A good quality 3D surface model of the tooth is necessary in various
airway applications. In OSA study, it is reported that OSA has strong
relation to sleep bruxism, i.e tooth grinding [66] and this can be investi-
gated using a tooth surface model. In speech production or upper airway
airow modeling, the ability to separate the upper and lower tooth models
is important for the simulation of jaw motion. In MR images, the occlusion
between the upper teeth and lower teeth are not visible and they appear
to be merged.
The dental impression is a common technique for the dentist to create
patient specic dental study models. The study model, which is cast from
the dental impression, can be digitized using various methods. The laser
scanned surface dental model is a highly accurate representation of the
dentition with superior resolution of the teeth and the gum. A typical
laser scanner, such as the Minolta VIVID90, has an accuracy of 0:22
mm, 0:16 mm, and 0:1 mm in the x, y, and z directions, respectively.
However, in applications such as airway modeling, using just the study
model, which only provides information about the dentition and adjacent
structures of the oral cavity, is not sucient.
In the context of clinical applications, the upper airway model built by
our proposed method can be useful for many applications such as OSA,
airow modeling, and speech production. The pharyngeal upper airway
volume is reported to be useful in the diagnosis of OSA. The location of
any obstruction in the upper airway can be predicted by measuring the
airway section area on the 3D model. The study of upper airway airow
and speech production research usually starts with a static upper airway
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model which can be created by the proposed approach.
5.2 Tooth surface model extraction fromMR
images
In this section, we present the method to reconstruct the tooth surface
from MR images. In the pre-processing step, we use anisotropic diusion
to denoise the MR images. The level set method is applied to segment the
teeth, following which the marching cube algorithm is employed to recon-
struct the tooth surface. After this step, we have two tooth surface models,
one from the laser scan of the dental study model and the second recon-
structed from MR images. To clarify, we will use the name \laser surface
scan" for the former and \reconstructed tooth surface" for the latter.
5.2.1 Anisotropic diusion
Anisotropic diusion [67] is used in our work as the pre-processing step to
denoise the MR images. It reduces noise by iteratively applying an adaptive
weighted Laplacian operator to the image. The weight is decreased in
regions with high gradient, thus preserving edges. Given an image I and




where rI is the image gradient, div is the divergence operator, and c is the
diusion coecient. c(rI) is designed to preserve the edge feature in the
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where parameter K controls the sensitivity to the edge features of the
image.
We apply anisotropic diusion to the MR images of the head as the rst





Figure 5.2: Anisotropic diusion of MR images: before(a) and after (b).
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5.2.2 Tooth segmentation from MR images
In this section, we propose to segment the teeth from MR images by using
the level set method. Similar to the approach in [68], the algorithm starts
by segmenting the teeth from one single slice of the MR images and sub-
sequently proceeds slice by slice in a tracking scheme. The segmentation
result of each slice is used as the contour initialization for the next slice.
Given an image I dened in domain 
, our task is to partition the
image into two regions by evolving the closed curve C toward the object
boundary. In the level set method, the contour is represented as level zero
of a higher dimensional function  : 
! R. After convergence, the curve
C, i.e the segmentation result, can be extracted from the level set function
 as:
C = fxj(x) = 0g (5.3)
In our work, the Chan-Vese level set [34] is used to segment the teeth
from MR images. The Chan-Vese level set is a region-based active contour
method in which the active contour evolves to maximize the dierence
between the object and background mean intensity. Chan-Vese's energy is
dened as:









where c1; c2 are the mean image intensities of the object and background,
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respectively, ; v; 1; 2 are weight coecients. Fig. 5.3 shows samples of
the segmentation of the teeth from MR images.
(a) (b)
Figure 5.3: Segmentation of the teeth from MR images: lower jaw (a)
and upper jaw (b).
5.2.3 Marching cubes surface reconstruction
Given the 3D image of a object, the marching cubes algorithm [47] can
be used to reconstruct the 3D surface model. To handle the problem of
insucient computer memory for a large volumetric image, the algorithm
sequentially processes 2D slices of the 3D image. In each voxel, based on a
pre-dened threshold, the algorithm assigns a logical value to the eight ver-
tices of the voxel, four each from the two adjacent slices. Since our images
have been segmented using the level set method, thresholding is applied
to the level set function with the threshold set as zero. After thresholding,
vertices are classied as either inside the contour (threshold < value), i.e.
object, or outside the contour (threshold  value), i.e. background. If all
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eight vertices of a voxel are from the same class, the entire voxel is either
inside or outside of the object, and hence there is no surface reconstructed
from this voxel. However, if there are vertices of both classes in one single
voxel, the voxel will be considered to be on the object boundary and be
intersected by the surface. The marching cubes algorithm is designed to
eciently generate the intersection plane of the surface and these voxels.
Since there are eight vertices in each voxel and two classes of vertex,
i.e. object and background, there are 28 = 256 possible patterns of the
intersection plane. Since many of these patterns are symmetrical, it is
demonstrated that the number of cases to be handled can be reduced to
only 14 [47]. Fig.5.4 illustrates the 14 patterns of the intersection plane
which are used by the algorithm.
Figure 5.4: Fourteen topological patterns of the intersection plane in
marching cube algorithm. (Source: Diane Lingrand)
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5.2.4 Surface extraction results
The 3D model of the teeth reconstructed from MR images is shown in Fig.
5.5. We can see the tooth surface is not of very high quality. The disad-
vantages of MRI, such as low image resolution and no contrast between
teeth, air, and bones, severely aect the image segmentation result and
subsequently the reconstructed teeth surface. The adjacent jaw bones and
air can be over-segmented as teeth. The occlusion is not presented, and
the upper and lower teeth are merged as one single surface. However, part
of the tooth surface is accurately reconstructed and may be useful for the
registration of the laser surface scan.
5.3 Registration of laser surface scan to the
reconstructed teeth surface
We propose to register the laser surface scan of the dental study model to
the tooth surface reconstructed from MR images by a coarse-to-ne regis-
tration method. In coarse registration, a rigid transformation is estimated
from a set of corresponding point pairs which are manually selected from
the two surface models. The rigid transformation is then used to coarsely
register the laser surface scan to the reconstructed teeth model. After this
step, the two surface models are in a relatively good alignment. To improve
the registration accuracy, the iterative closest point (ICP) algorithm [69]
is applied to minimize the alignment error. ICP is a registration method




Figure 5.5: Tooth surface reconstructed from MR images: left (a) and
right (b) view.
Since the two models have been initially aligned, the local minima in this
case is possible to be the global optimal registration result.
5.3.1 Landmark-based coarse registration
The most reliable method for registering two overlapping surfaces is man-
ually selecting a set of corresponding point pairs and estimating an opti-
92
mal rigid transformation that aligns these corresponding points. Let X
and Y be, respectively, the two point sets of N corresponding point pairs
X = fx1; x2; :::; xNg and Y = fy1; y2; :::; yNg which are selected from the
laser surface scan and the reconstructed teeth surface. The transformation
T (R; t) consists of the two components, a rotation R and a translation t,
used in the coarse rigid registration of X to Y . T is estimated by minimiz-






w2i (Rxi + t  yi)2 (5.5)
where wi is the parameter that weights the inuence of point pair xi; yi in
the registration. The solution of this problem has been proposed by Green
[70] and described in Algorithm 5.1.
5.3.2 Fine registration using ICP
In ne registration, ICP is applied to nally align the laser surface scan to
the reconstructed teeth surface. In ICP, a disparity function d is dened




w2i jjT (xi)  yijj2 (5.6)
Minimizing of Eqn. 5.6 in general is a nonlinear optimization. Besl and
McKay proposed to use an iterative point-based registration, i.e. ICP, to
solve this nonlinear optimization. Algorithm 5.2 describes the details of
ICP. The algorithm iteratively searches the transformation that minimizes
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Algorithm 5.1: Corresponding point pairs rigid registration
Input : Two set of corresponding point pairs X;Y .
Output : The rigid transformation T (R; t).












2 Compute the the displacement from the centroid to each point:exi = xi   cx and eyi = yi   cy




4 Compute the singular value decomposition of H: H = UVT
where UTU = VTV = I.
5 R = Vdia(1; 1; det(VU))UT
6 t = cy  Rcx
the disparity function until it converges to a local minimum. Consequently,
the two models that are the inputs to ICP should not be initially severely
misaligned. In our work, the rigid transformation estimated from the coarse
registration is used to initialize the ICP. Since the coarse registration is
relatively reliable, the two models should be in a relatively good alignment
position initially.
We apply ICP to nally register the laser surface scan to the recon-
structed tooth surface. The registration result is shown in Fig. 5.6. We
use the closest point disparity function to measure the registration error.
The registration error of each point on the surface of the laser scanned den-
tal model is the closest distance from this point to the the reconstructed
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Algorithm 5.2: Fine registration by using ICP








i as the closest point of x
(k)
i
3 Find transformation T (k) between two point sets using Algorithm
5.1






5 Repeat step 2 to 4 until the d(T (k+1))  d(T (k)) < 




tooth surface. The color visualization of the registration error shows that
most of the back teeth are registered with error of less than 1.5 mm which
is considered acceptable given the low resolution of the MR images. The
registration error of the front teeth is higher due to the over segmentation
when the teeth are connected to the air. In this case, the high registration






Figure 5.6: Registration of the laser surface scan to the reconstructed
teeth surface in three dierent views. The color varies from red to green
indicates the level of registration error. The distribution range is from -3
mm to 3 mm in this measure. If the registration error is out of range, there
is no color. Out of range happens at the gingiva area on the laser surface
scan as the reconstructed tooth surface does not include gingiva.
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5.4 Pharyngeal airway segmentation
In this section, an approach for the automated segmentation and recon-
struction of the 3D pharyngeal upper airways surface model from MRI is
presented. A localized region-based active contour implemented via the
level set method is applied to accurately delineate the upper airway. A
procedure to automatically dene the region of interest and to initialize
the active contour is introduced to automate the entire process.
5.4.1 Automatic initialization
The rst step in our pharyngeal airway segmentation is dening the region
of interest (ROI). The shape of the pharyngeal upper airway is a non-closed
structure with connections to the outside. Identifying a correct ROI will
prevent the active contour from leaking out of the pharyngeal upper airways
region. Furthermore, a correct ROI reduces the size of the processed image
area, thus reducing computation time and memory requirements.
In most upper airway segmentation methods, users are required to set
the ROI manually. To make our scheme fully automatic, we apply classical
image segmentation methods to identify the ROI. In the rst step, Otsu
thresholding is employed to extract the head shape. Morphological opera-
tors are applied to close the openings and ll up the airway to create the
ROI as the head and neck volume. After the above morphological opera-
tions, we will have the ROI which is the head and neck shape. With this
constraint, the active contour will be contained inside the head and neck
region.
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Before evolving toward the object boundary, the active contour is usu-
ally required to be initialized manually by user. In our scheme, we auto-
mate this step by initially segmenting the pharyngeal upper airway using
Otsu thresholding and morphological processing. First, Otsu thresholding
is applied to segment the pharyngeal airway. There are usually some un-
desired clusters (such as the bones) that are also segmented at this stage.
By labeling each cluster to compare the size, we can identify the biggest
cluster, i.e pharyngeal airway. Due to noise and the complexity of the
airway anatomy, the segmentation result often includes undesired artifacts.
Hole-lling morphological operators are employed to remove these artifacts
inside the pharyngeal airway. The segmentation result is then used as the
initialization of the active contour.
5.4.2 Level set segmentation
In this section, we use the localized active contour based on Chan-Vese
energy to segment the pharyngeal airway from MR images. The localized















where  is the parameter to penalize the length of the curve; F is the
Chan-Vese energy; function B(x; y), which is used to set the local area
98
surrounding point x, is dened as:
B(x; y) =
8>>>><>>>>:
0 ; k x  y k> r
1 ; k x  y k r
(5.8)
5.4.3 Segmentation results
We apply the above pipeline to automatically segment the pharyngeal air-
way from MR images. Fig. 5.7 shows the 2D sample result. The marching
cubes algorithm is also applied on the segmentation result to build the 3D
surface model of the pharyngeal airway from MR images. The pharyngeal
surface model is shown in Fig. 5.8.
(a) (b)
Figure 5.7: Segmentation of the pharyngeal airway from MR images using
level set method.
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(a) (b) (c) (d)
Figure 5.8: Segmentation of the pharyngeal airway from MR images.
5.5 Visualization of the upper airway
After the registration of the laser surface scan to head MR images and the
segmentation of the pharyngeal airway from MR images, we can visualize
the upper airway model by embedding these surface models into the volu-
metric MR images. As the reconstructed tooth surface is created from MR
images, it can be shown in the volume MR images at its original location.
In the registration between the two tooth surface models, the model recon-
structed from MR images is xed while the surface scan is transformed.
Consequently, after registration, the surface scan model is aligned to the
reconstructed tooth surface and can then be shown at the correct location
in the volume MR images. Since the pharyngeal airway surface model is
also reconstructed from the MR images, no registration of the pharyngeal
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airway surface is required.
The sectional visualization of the entire upper airway is shown in Fig.
5.9. We can see the three orthogonal planes, each is a slice of the MR image
in its orthogonal direction. The three planes can be moved by the user to
visualize the entire volume image. The surface scan model is embedded in
this 3D space allowing the user to inspect the entire upper airway.
5.6 Discussion and Concluding Remarks
This chapter describes a method to integrate laser surface scan and head
MR images to extract and visualize the upper airway. The proposed
method consists of the segmentation of the teeth and pharyngeal airway
using level set techniques, and the registration of the laser scanned dental
modal to MR images. First, we propose to segment the teeth from MR
images to build the 3D tooth surface model. Second, the laser scanned
surface dental model is registered to the 3D reconstructed teeth surface
in a coarse-to-ne method. The registered laser surface scan and the pha-
ryngeal airway surface model are displayed with the head MR images in a
sectional visualization program.
The integration of laser surface scans and MRI is carried out by a
coarse-to-ne surface-to-surface registration. There are other registration
approaches such as point correspondence, surface-to-volume, and volume-
to-volume registration. To achieve an acceptable result, point correspon-
dence registration methods usually require the user to choose a large num-
ber of corresponding points. The user must also possess a high level of ex-
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perience to identify the exact anatomic locations. To use volume-to-volume
registration, we need to convert the laser surface scan to a volumetric image
by re-sampling and lling up the empty space inside the surface boundary.
Volume-to-volume registration is usually done by matching location and
image intensity of the volumetric images. As the digital dental model has
only one color for the entire surface, the volume-to-volume registration is
obviously not a feasible approach. Surface-to-volume registration is com-
plicated and more suitable for applications which deform the surface to the
volumetric image in non-rigid registrations. In our application, as we prefer
to maintain the high resolution of the laser scan dental surface, surface-to-
surface rigid registration is considered a more applicable approach.
In general, an automated registration of the laser scan dental model to
MR images is more desirable. However it is challenging to automatically
match two dierent point sets when there is only a partial overlap. Conse-
quently, our registration method requires a coarse registration by manually
selecting a small set of corresponding point pairs. The ne segmentation
is an automated method but its result is aected by the coarse registra-
tion. Furthermore, since we register the laser scan dental model to the
reconstructed tooth surface model, a relatively good quality of the recon-
structed model is necessary for the registration.
We further demonstrate the ability of our method to model and visualize
the MRI upper airway by the automated segmentation of the pharyngeal
airway. A combination of classic segmentation methods is used to locate the
region of interest and initialize the contour. A localized level set is then
applied to segment the pharyngeal airway. Finally the marching cubes
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algorithm is employed to generate the 3D surface model of the pharyngeal
airway. Both the pharyngeal airway surface model and the laser scanned
dental model are embedded into the head MRI in a sectional visualization
application.
One of the shortcomings of our current work is the lack of quantitative
results. For clinical use, the performance of the proposed method should be
validated with a large number of data sets. Therefore acquiring more data
would be one of the most important tasks for future work. The image seg-
mentation and registration results could then be quantitatively compared





Figure 5.9: Sectional visualization of the upper airway from MRI and




Conclusion and Future Work
This chapter concludes the thesis with an overview of the study and sug-
gestions for future work.
6.1 Overview
A patient-specic virtual upper airway model is important for clinical, ed-
ucation and research applications of the human upper airway such as OSA,
airow modeling, and speech production. In this thesis, we have presented
the methods for the segmentation and reconstruction of the human up-
per airway from multi-modal 3D dentofacial images such as CBCT, MRI
(magnetic resonance imaging), and laser surface scan. The nasal cavity
and paranasal sinuses are automatically segmented from CBCT images by
using novel level set methods. A graph-based segmentation method is de-
veloped to segment thin structures from volumetric medical images such
as the nasal passage from MR images. A laser surface scan of the dental
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study model is registered to MR images to visualize the upper airway.
6.1.1 Segmentation of the nasal cavity and paranasal
sinuses from CBCT images
We have presented an automated method for the segmentation of the nasal
cavity and paranasal sinuses from CBCT images. Gaussian mixture model
thresholding and morphological operators are rst employed to automati-
cally locate the region of interest and to initialize the active contour. Sec-
ond, the active contour driven by the K-L divergence energy implemented
via the level set is used to segment the upper airway. A new approach
is proposed to handle the K-L divergence asymmetry to directly minimize
the K-L divergence energy on the probability density function of the image
intensity. Finally, to rene the segmentation result, we have introduced an
anisotropic localized active contour which denes the local area based on
shape prior information. Our segmentation method is shown to have the
capability to delineate the nasal cavity and paranasal sinuses from CBCT
images, and have potential for clinical usage. Segmentation results conrm
that the proposed method is more accurate than current CBCT segmenta-
tion methods such as global or localized region-based level set.
6.1.2 Segmentation of thin volumetric structure: ap-
plication to nasal passage in head MRI
We have proposed a graph-based method for the segmentation of thin vol-
umetric structures such as the nasal passage in MR images. First, a novel
106
sheetness lter based on the eigenvalues of the second order local struc-
ture (Hessian) is applied. Second, the medial surface of the structure is
estimated by using gradient vector ow. Third, the sheetness measure, me-
dial surface location, and local thickness obtained from the above steps are
used as the shape prior in a graph cut method to nally segment the ob-
jects. The proposed method is then applied to segment the nasal passage
from MR images. Segmentation results demonstrates that the method is
more accurate than the min-cut graph cut and the sheetness lter level set
method in segmentation of the nasal passage. It is the rst study on the
nasal passage segmentation from MR images.
6.1.3 Registration of MR images and dental surface
scans for upper airway modeling
We have developed a method to integrate a laser surface scan of the dental
study model and head MR images to extract and visualize the upper airway.
The advantage of this approach is only non-radiation imaging modalities
are involved. The proposed method consists of the segmentation of the
teeth and pharyngeal airway from MR images using level set techniques,
and the registration of the laser surface scan to MR images of the head. The
reason to register the tooth structures to MR images is that the scanned
dental model is superior to MRI in imaging the tooth crown.
The surface-to-surface registration is the most feasible approach in this
application. First, the teeth are segmented from MR images using level
set method to build the 3D tooth surface model. A coarse-to-ne registra-
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tion based on ICP algorithm is applied to align the laser scanned dental
study model to the reconstructed tooth surface model. The registered
laser scanned dental study model and the reconstructed pharyngeal airway
surface model are shown with the MR images in a sectional visualization
system.
6.2 Future work
Our CBCT segmentation scheme has been tested on limited data sets as
CBCT scan does not always include the nasal cavity and paranasal sinus.
If the accuracy and reliability of our results can be validated with a larger
number of data sets and with CT scan of the same subjects, it can be
further evaluated for clinical use. As our method can misclassify the thin
bone regions in CBCT images as noise and give an incorrect segmentation,
a lter to detect these bones may be incorporated in our segmentation
scheme to improve the result. Expanding the proposed scheme to segment
other structures in CBCT images such as bone or teeth are also possibilities
for future work.
Our graph-based method for the segmentation of thin structures from
volumetric medical images has only been applied to the nasal passage in
MR images of the head. In future, we plan to extend the method to segment
other thin volume structures in head MRI such as muscles or bones and
also to thin structures in other imaging modalities, such as CBCT (cone
beam computed tomography) or CT (computed tomography).
The segmentation result of the nasal passage from MRI can be incorrect
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due to the low contrast or the thin bones which are very close to the nasal
passage. The distribution of the sheetness measure can be further modied
to be more suitable to the anatomical features of the nasal passage.
In our work, user interaction is still necessary for the registration of
the laser scanned dental model to MR images of the head. Users have to
choose a slice and manual initialize the active contour in this slice for tooth
segmentation. To align the two tooth models, corresponding point pairs
are manually selected. Automated segmentation of teeth from MR images
can be a potential topic for future work. In an other approach, if markers
are applied to indicate the corresponding point pairs in MR images and
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