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ABSTRACT
THE STRONG CM LIFTING PROBLEM &
THE RELABELLING ACTION ON THE EQUICHARACTERISTIC
UNIVERSAL DEFORMATION SPACE OF P-DIVISIBLE SMOOTH FORMAL
GROUPS OVER Fp
Taisong Jing
Ching-Li Chai
It is known that an abelian variety over a finite field may not admit a lifting
to an abelian variety with complex multiplication in characteristic 0. In the first
part of the thesis, we study the strong CM lifting problem (sCML): can we kill the
obstructions to CM liftings by requiring the whole ring of integers in the CM field
act on the abelian variety? We give counterexamples to question (sCML), and prove
the answer to question (sCML) is affirmative under the following assumptions on the
CM field L: for every place v above p in the maximal totally real subfield L0, either
v is inert in L, or v is split in L with absolute ramification index e(v) < p− 1. The
equicharacteristic universal deformation space of a p-divisible smooth formal group
over an algebraic closure of Fp is a smooth formal scheme equipped with a naturally
defined action by the automorphism group of the formal group via “changing the
label on the closed fiber”. In the second part of the thesis, an algorithm to compute
this relabelling action is described, and some asymptotic properties of the action
are obtained as the automorphism of the formal group approaches identity.
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Part I
The Strong CM Lifting Problem
1
Chapter 1
Introduction to Part I
In this article we study the following question concerning lifting abelian varieties
over a finite field to characteristic 0:
Strong CM lifting (sCML): Let (A,OL ↪→ End(A)) be a g-dimensional
abelian variety over Fq with an action by the whole ring of integers
in the CM field L of degree 2g. Does there exist a local domain R
of characteristic 0 with residue field Fq, an abelian scheme A over R
equipped with a CM structure L ↪→ End0(A) := End(A) ⊗Z Q, such
that AFq is L-linearly isomorphic to A?
We give counterexamples to question (sCML) and show that it has an affirmative
answer under the following additional assumptions on L: for every place v above p
in the maximal totally real subfield L0, either v is inert in L, or v is split in L with
absolute ramification index e(v) < p− 1.
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History. If we drop the assumption thatOL acts on A and only require End0(A)
contains L, the resulted CM lifting question, denoted by (CML) in [1], was first
addressed by F. Oort in [18] (Thm. B). A sharper version proved in [1] (3.5.6)
said that if g ≥ 2, in any isogeny class of abelian varieties over k with p-rank
at most g − 2, there exists an abelian variety that does not admit a CM lifting to
characteristic 0. Moreover, there are effective controls on the finite fields over which
such examples can be constructed. Therefore (CML) does not hold in general. The
question (sCML) can be considered as a first step in studying which abelian variety
over Fq admits a CM lifting.
Approach. The question of CM lifting is local and geometric in nature; i.e., it
is equivalent to consider a parallel CM lifting question about the p-divisible groups
attached to the abelian variety over Fp. A p-divisible group is said to be an F -
linear CM p-divisible group if it admits an action by a commutative semisimple
Qp-algebra F such that [F : Qp] is equal to the height of the p-divisible group;
if moreover OF acts on the p-divisible group, then we say it is an OF -linear CM
p-divisible group. As an analogy to the notion of CM type for a CM abelian variety
over C, an F -linear isogeny invariant called p-adic CM type can be assigned to
an F -linear CM p-divisible group in characteristic 0. The p-adic CM type turns
out to determine the F -linear isogeny class of the CM p-divisible group; if we only
consider OF -linear CM p-divisible groups over a complete discrete valuation ring
of characteristic 0 with residue field Fp, then the p-adic CM type even determines
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the OF -linear isomorphism class. Similar to the definition of reflex field for a CM
type, we have the notion of reflex field for a p-adic CM type, which is the smallest
possible field over whose ring of integers there exists an OF -linear CM p-divisible
group with the prescribed p-adic CM type.
The question of CM lifting is reduced to the following question on lifting sub-
groups of certain CM p-divisible groups:
Let F := L ⊗Q Qp, Φ be a subset of Hom(F,Qp), and F ′ be the reflex
field of (F,Φ). Let XΦ be the unique OF -linear CM p-divisible group
over R0 := OB(Fp)·F ′ , where B(Fp) := W (Fp) ⊗ Q. A subgroup of the
closed fiber (XΦ)Fp is said to be potentially liftable, if there exists a
finite extension R/R0 such that the subgroup lifts to a finite locally free
subgroup scheme of (XΦ)R. What are the potentially liftable subgroups
of (XΦ)Fp?
Complete lists of potentially liftable subgroups for all Φ running over the subsets
of Hom(F,Qp) that are compatible with the involution ι on F induced from the
complex conjugation would allow us to answer the question (CML) completely.
If we content ourselves with OF -stable potential liftable subgroups, then we can
answer the question (sCML) completely.
Main results. We first point out a constraint on the field of definition of a
potential liftable subgroup. This constraint comes from the residue field of the reflex
field assocated to the p-adic CM type (4.1.1). If the reflex field has a “small” residue
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field for all p-adic CM types compatible with ι, then we obtain counterexamples to
(sCML) (4.1). We also deduce a classification result about when this obstruction
coming from small residue field can happen (4.1.2).
On the other hand, we will show that for a certain class of CM types Φ, all
OF -stable subgroups of (XΦ)Fp are potentially liftable; see (6.1.2), (6.1.3), (7.2.1),
and (7.2.3). This leads to a lot of examples of abelian varieties over k with OL-
action such that they admit CM liftings over characteristic 0 with actions by orders
(usually smaller than OL) in L. As a corollary, we prove that the answer to the
question (sCML) is affirmative when every place v of L0 above p is inert in L; see
(6.1.5) and (7.2.5).
A complete answer to the question on potential liftable subgroups of (XΦ)Fp
requires us to consider all finite subgroups of the geometric generic fiber of X , and
compute the reductions over Fp of their scheme-theoretic closures. We do not know
any such attempts in the past except for some very special cases, e.g., when dimX
or codimX is 1. In the thesis, we will study an example of OF -linear CM p-divisible
group XΦ with dimension 2 and height 4 over a complete discrete valuation ring with
residue field Fp, where F is a p-adic local field of degree 4 with inertia degree 2 and
absolute ramification index 2, satisfying in addition that Gal(F/Qp) ∼= Z/4. The
answer is surprising to us: whether a finite subgroup of the geometric generic fiber
of XΦ has an OF -stable reduction is completely determined by its order. Namely,
if the order is p2n, then the reduction is equal to (XΦ)Fp [π
n
0 ], i.e., the kernel of
5
multiplication on (XΦ)Fp by π
n
0 , where π0 is a uniformizer of OF ; if the order is p2n+1,
then the reduction is a certain subgroup G between (XΦ)Fp [π
n
0 ] and (XΦ)Fp [π
n+1
0 ],
and we have a precise description on G; see (Theorem 8.1.1). As a corollary, if L is
a degree 4 CM field such that Lp ∼= F , then up to prime-to-p L-linear isogeny over
Fp there are only three abelian varieties (A/Fq, L ↪→ End0(A)) that admit L-linear
CM liftings to characteristic 0.
The computations in the example above indicates that the subgroups of the ge-
ometric generic fiber of XΦ seem to “try very hard” to have an OF -stable reduction,
though in characteristic 0 they may be far from being OF -stable. Based on this
observation, we can ask the following question.
Let Φ be a primitive p-adic CM type for F . Is there a general condition
on the p-adic CM type Φ, such that there exists an integer d(Φ) (equal
to 1 in the example above) which only depends on Φ, satisfying that
for any finite locally free subgroup scheme G of an OF -linear CM p-
divisible group with p-adic CM type Φ over a complete discrete valuation
ring in mixed characteristic, the closed fiber of G contains an OF -stable
subgroup with index uniformly bounded by pd(Φ)?
This is true when #Φ = 1 or [F : Qp]−1. In these cases, anOF -linear CM p-divisible
group with p-adic CM type Φ in mixed characteristic has dimension or codimension
1, and all finite locally free subgroup schemes have OF -stable reductions; in other
words, d(Φ) = 0 in these cases. The main example we study in this article is the
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first example that does not belong to these cases. We do not know any further
examples or necessary constraints on Φ so far.
In the example of the OF -linear CM p-divisible group XΦ with dimension 2 and
height 4, as a corollary of the computation on the reductions of its finite locally free
subgroup schemes, we obtain a complete list of the closed fibers of all F -linear CM
p-divisible groups in mixed characteristic with the same p-adic CM type as XΦ. This
leads to a counterexample to (sCML). Furthermore, in this new counterexample the
reflex field is equal to F and hence its residue field is not “small”. Therefore this
counterexample does not fall in the framework of chapter 4. In other words, the
obstruction coming from small residue field of the reflex field does not exhaust all
the obstructions to strong CM liftings.
Tools. The main tool we employ in computations is the theory of Kisin modules
from p-adic Hodge theory. For each p-adic CM type Φ for F , we construct via Kisin
modules a class of OF -linear CM p-divisible groups with p-adic CM type Φ over the
ring of integers in any finite extension of the reflex field; see (5.1). An important
unresolved problem in integral p-adic Hodge theory is that the theory does not
behave well under base change. However, this base change problem for OF -linear
CM p-divisible groups has a satisfactory solution; see (3.1.1). We would like to
thank C.-L. Chai for that observation. Therefore we are able to tell whether the
constructions are compatible with base change; see (5.1.8). For each positive integer
m, the pm-torsion points on the geometric generic fiber of the constructed p-divisible
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group become rational over a certain finite abelian extension of the base ring. We
can explicitly write down the Kisin module after such a base change with the help of
the theory of Lubin-Tate formal group law. These constructions and computations
serve as the foundation of our approach on the strong CM lifting problem, but they
are interesting in their own right as well.
One advantage of using Kisin modules is that, for a p-divisible group or its
finite locally free subgroup scheme over a complete discrete valuation ring of mixed
characteristic, we can write down the Dieudonne module of the closed fiber in a
direct way from its Kisin module. To be more specific, a Kisin module is a W (κ)[[u]]-
module equipped with a Frobenius φ satisfying certain additional conditions, where
κ is a perfect field of characteristic p. We can associate a p-divisible group or a
finite locally free subgroup scheme in mixed characteristic to a Kisin module, and
roughly speaking the Dieudonne module of the closed fiber is the quotient module
by “modulo u”; for a precise statement, see (3.2) or [1] (B.4.17). The localized
W (κ)((u))-module of the Kisin module carries the information on the generic fiber.
For a finite locally free subgroup scheme of X , this localized W (κ)((u))-module
is generated by certain “Frobenius eigenvectors” that corresponds to the torsion
points; see (5.2.4). Hence, in order to lift a certain subgroup of (XΦ)Fp , it suffices to
find an appropriate collection of torsion points such that the attached W (κ)((u))-
module contains a lifting of the Dieudonne module of the subgroup; see (6.4.3).
This computation is possible because of our knowledge on the torsion points, based
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on the explicit information on their coordinates provided by the Lubin-Tate theory;
see (5.3.5). If G is pm-torsion, and Mm is the Kisin module after base change to
the extension of R0 over which the p
m-torsion points of (XΦ)Qp become rational, the
idea described above is shown in the following diagram:
Geometry
Algebra
generic fiberclosed fiber
G/R G/Frac RG/Fp
finite Kisin module N
=N0∩p−mMm/Mm
localized Kisin module N0
=W (k)((u)){Frobenius eigenvectors}
Dieudonne module N
=N mod u
oo //
Part I of the thesis is organized as follows. We first give a counterexample to
(sCML) in chapter 2. After some preliminaries on CM p-divisible groups and Kisin
modules in chapter 3, the obstruction that causes this counterexample will be ex-
plained and classified in chapter 4. In chapter 5.1, we construct a specific class
of CM p-divisible groups and compute their torsion points via Kisin modules and
Frobenius eigenvectors. In chapter 6 and 7, we establish positive results on (sCML).
In chapter 8, we compute the first complete list of potentially liftable subgroups in
the nontrivial cases, and deduce a new counterexample to (sCML) that does not
fall in the previous framework.
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Chapter 2
A Counterexample
Throughout this article, let p be a prime number, q be a power of p, and k := Fp.
For a perfect field κ of characteristic p, let W (κ) be the ring of Witt vectors over κ,
and let B(κ) := W (κ)[1
p
]. Denote the Frobenius automorphism on B(κ) by σ. For
a p-adic local field F , we denote its maximal unramified subextension of Qp by F ur,
and its residue field by κF . Let L be a CM field of degree 2g, L0 be its maximal
totally real subfield, and ι be the complex conjugation.
We first give a counterexample to (sCML). In this subsection, we consider the
example where p = 3, L = Q(
√
5,
√
−3). The maximal totally real subfield L0 =
Q(
√
5), in which p is inert. Denote the completion of L at its unique place above
p by F . Pick and fix an isomorphism of F ur with B(Fp2) in B(k). The degree 4
extension F ∼= F ur[π]/(π2 + p) is Galois. The involution on F induced by complex
conjugation on L sends π to −π and acts trivially on B(Fp2); we still denote this
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involution by ι. Define τ : F → F such that τ |B(Fp2 ) = σ, τ(π) = π. The Galois
group Gal(F/Qp) = 〈τ |τ 2 = 1〉 × 〈ι|ι2 = 1〉.
Let B be an abelian surface over k with OL-action, such that the Dieudonne
module M attached to B[p∞] with OF -action is as follows: M = W (k)[π]/(π2 +
p)e1 ⊕ W (k)[π]/(π2 + p)e2, where the OF -action is π · ei = πei, a · e1 = ae1, a ·
e2 = a
σe2 for a ∈ W (Fp2), and the OF -linear Frobenius and Verschiebung maps are
defined by Fe1 = V e1 = e2, Fe2 = V e2 = pe1. See (3.1) for the existence of such an
abelian surface. We claim B does not have an L-linear CM lifting to characteristic
0.
Suppose R is complete discrete valuation ring of characteristic 0 with residue
field k = Fp, E is its fraction field, and fix Qp to be an algebraic closure of E.
Let A be a CM abelian scheme with sufficiently many complex multiplications by
L over R, and X := A[p∞] be the associated p-divisible group. The p-divisible
group X is an F -linear CM p-divisible group; see (3.1) for the definitions and basic
properties. Then there exists a subset Φ of Hom(F,Qp) such that Lie(X ) ⊗E Qp
splits into
∏
i∈Φ
(Qp)i as an F -module, where the index of (Qp)i indicates the action
of F on Qp is given by the embedding i. This Φ is called the p-adic CM type of
X , and it is compatible with ι in the sense that Φ
∐
Φ ◦ ι = Hom(F,Qp); for more
on its properties, see (3.1). Because of the structure of Gal(F/Qp), Φ is invariant
under either τ or τι. Therefore the reflex field F ′ for (F,Φ) is a ramified quadratic
extension over Qp, and the residue field κF ′ = Fp.
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It has been observed in [1] (3.8) that a “small” residue field of the reflex field
for (F,Φ) will prevent a CM lifting over characteristic 0 with p-adic CM type Φ.
For the convenience of the readers, we include a sketch of their argument and
deduce a constraint on the reduction Xk. Let Y be an OF -linear CM p-divisible
group over OF ′ with p-adic CM type Φ; for its existence, see [1] 3.7.3 (1). Let
ρ : Gal((F ′)ab/F ′) → O×F be the Galois representation associated to Y . If another
Galois representation ρ′ : Gal((F ′)ab/F ′) → O×F agrees with ρ when restricted to
IabF ′ , then we say ρ
′ is an unramified twist of ρ. An unramified twist of ρ is also
the Galois representation associated to an OF -linear CM p-divisible group over OF ′
(see [1] 1.4.3.2). Take a splitting of Gal((F ′)ab/F ′) ∼= Ẑ × IabF ′ , where IabF ′ is the
maximal abelian quotient of the inertia subgroup IF ′ , then after twisting ρ with the
unramified character χ : Gal((F ′)ab/F ′)
pr1−−→ Ẑ
(ρ|bZ)−1−−−−→ O×F , we may assume ρ carries
IabF ′ onto its entire image. In particular, this implies for any positive integer m, the
field generated by the pm-torsion points on XQp is a totally ramified finite extension
of F ′. We denote this extension by F ′m.
With the same p-adic CM type, Y ×SpecOF ′ SpecR and X are F -linearly isoge-
neous, hence there exists a finite locally free subgroup scheme G of Y×SpecOF ′ SpecR
such that X is F -linearly isomorphic to (Y ×SpecOF ′ SpecR)/G. Suppose G is
of pm-torsion. Without loss of generality we may assume E contains F ′m. Then
there exists a finite locally free subgroup G1 of Y ×SpecOF ′ SpecF
′
m such that
G1 ×SpecF ′m SpecE ∼= G ×SpecR SpecE. Take G1 to be the scheme-theoretic clo-
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sure of G1 in Y ×SpecOF ′ SpecOF ′m , and let Y1 := (Y ×SpecOF ′ SpecOF ′m)/G1. Then
X is F -linearly isomorphic to Y1 ×SpecOF ′m SpecR.
Since F ′m is totally ramified over F
′, its residue field κF ′m = κF ′ = Fp. Over the
closed fiber, X := Xk is F -linearly isomorphic to (Y1 ×SpecOF ′m SpecκF ′m) ×SpecκF ′m
Spec k. Now suppose the closed fiber X := Xk has a compatible OF -action. This
implies that G1 ×SpecOF ′m Spec k is invariant under the OF -action on (Y ×SpecOF ′
SpecOF ′m)×SpecOF ′mSpec k, therefore G1×SpecOF ′mSpecκF ′m is invariant under theOF -
action on (Y ×SpecOF ′ SpecOF ′m)×SpecOF ′m SpecκF ′m , too. So Y1 ×SpecOF ′m SpecκF ′m
is an OF -linear CM p-divisible group and its base change to Spec k is OF -linearly
isomorphic to X. In other words, X together with its OF -structure descents to Fp.
Now we claim B[p∞] together with its OF -structure does not descent to Fp. In
fact, the Lie algebra Lie(B[p∞]) ∼= ke1 ⊕ kπe1, where the actions of OFur/p = Fp2
on the two summands are both induced from the chosen embedding F ur ↪→ B(k).
Such an Fp2-action does not descent to Fp. Thus B does not have an L-linear CM
lifting, and we obtain a counterexample to the question (sCML).
The key point of this counterexample is that the residue field of the reflex field
F ′ does not contain the residue field of F . This implies that if B has an L-linear
CM lifting, then B[p∞] together with the OF -structure descents to a “small” field,
and there will be an extra symmetry on the representation of OF on Lie(B[p∞]).
The importance of the representation OF → Endk(Lie(B[p∞])) was noticed and
studied in §4 of [1] in terms of Lie types. We take the next section to review the
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basic facts from the CM theory of p-divisible groups, and then in §4 we will classify
the counterexamples caused by the extra symmetry described above.
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Chapter 3
Preliminaries
3.1 CM p-divisible groups
In this subsection we review some facts on CM p-divisible groups. Let R be
either a complete discrete valuation ring of mixed characteristic (0, p), or a field of
characteristic p. Let X be a p-divisible group over R, and F be a commutative
semisimple Qp-algebra of dimension ht(X), where ht(X) is the height of X. We
say X is a F -linear (resp. OF -linear) CM p-divisible group, if F ↪→ End0(X) (resp.
OF ↪→ End(X)). If X is an F -linear CM p-divisible group over R, then relative
to the decomposition F =
∏
Fi as a finite product of p-adic local fields, X is
isogeneous to
∏
Xi, where Xi is an Fi-linear CM p-divisible group over R.
If F is a p-adic local field, then an F -linear CM p-divisible group X over a field
of characteristic p is isoclinic; see [1] 3.7.1.6.
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Let F be a finite dimensional commutative semisimple Qp-algebra, and (X,α :
OF → End(X)) be an OF -linear CM p-divisible group over a field κ of characteristic
p, then Lie(X) is a finitely generated OF ⊗Z κ-module. Let [Lie(X)] be its class
in the Grothendieck group Rκ(OF ) of the category of finitely generated OF ⊗Z κ-
modules, this class is called the Lie type of the OF -linear CM p-divisible group
X.
When κ = k let us look at the structure of the Grothendieck group Rk(OF ).
Suppose F =
∏
Fi as a finite product of p-adic local fields, then Rk(OF ) = Rk(OFi),
so we may assume F is a p-adic local field. Let κF be the residue field of F , eF be
the ramification index of F/Qp. Then we have OF ⊗Z k ∼=
∏
i∈Hom(Fur,Qp)
OF ⊗OFur ,i
k, and each OF ⊗OFur ,i k ∼= k[t]/teF . For each i ∈ Hom(F ur,Qp) there exists a
canonical isomorphism εi : Rk(OF ⊗OFur ,i k)
∼=−→ Z that sends each effective class to
its dimension over k. They induce a canonical isomorphism
Rk(OF ⊗Z k)
∼=−→
∏
i∈Hom(Fur,Qp)
Rk(OF ⊗OFur ,i k)
Q
εi−−→∼=
∏
i∈Hom(Fur,Qp)
Z
A class δ in Rk(OF ) is called a Lie type, if for any i ∈ Hom(F ur,Qp) the component
δi satisfies 0 ≤ εi(δ) ≤ eF . Denote the set of Lie types in Rk(OF ) by LT(OF ).
Define ε : Rk(OF )→ Z to be the homomorphism
ε : δ 7→
∑
i∈Hom(Fur,Qp)
εi(δ)
We call ε(δ) the dimension of δ, and ε(δ)
[F :Qp] the slope of δ. Two Lie types are said to
be isogeneous if they have the same slope. These definitions naturally generalize to
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the situation when F is a finite product of p-adic local fields. When δ = [Lie(X)],
these definitions are all compatible with the corresponding definitions for the p-
divisible group X; see [1] (4.2.6) (i), (ii) and (iii).
For each Lie type δ ∈ Rk(OF ), up toOF -linear isomorphism there exists a unique
OF -linear CM p-divisible group (X,α : OF → Endk(X)) over k with [Lie(X)] = δ;
see [1] (4.2.6) (iv).
Let F be a finite dimensional commutative semisimple Qp-algebra. If F =
∏
Fi
as a finite product of p-adic local fields, then Hom(F,Qp) =
∐
Hom(Fi,Qp). A
p-adic CM type Φ for F is a subset of Hom(F,Qp), and the reflex field F ′ of Φ
is the p-adic local field fixed by the open subgroup {g ∈ Gal(Qp/Qp)|gΦ = Φ}
of Gal(Qp/Qp). Suppose R is a complete discrete valuation ring of characteristic
0 with residue characteristic p, and Frac R is embedded in Qp. For an F -linear
CM p-divisible group X over R, there exists a p-adic CM type Φ for F such that
Lie(X ) ⊗R Qp ∼=
∏
i∈Φ
(Qp)i as F ⊗Qp Qp-modules, where the index of (Qp)i indicates
the action of F on Qp is given by i : F → Qp; this Φ is called the p-adic CM type of
X . The cardinality of Φ is equal to the dimension of X .
The p-adic CM type of F -linear CM p-divisible groups is invariant under isoge-
nies. Conversely, if the residue field of R is algebraically closed and two F -linear
CM p-divisible groups over R have the same p-adic CM type, then they are F -
linearly isogeneous. There exists an OF -linear CM p-divisible group (X , α : OF →
EndR(X )) over R with p-adic CM type Φ if and only if Frac R contains the re-
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flex field F ′. If we assume the residue field of R is algebraically closed, then the
OF -linear CM p-divisible group with p-adic CM type Φ over R is unique up to an
OF -linear isomorphism; see [1] (3.7.3) and (3.7.4).
Suppose F is a p-adic local field. Define a map from the set of p-adic CM types
to Rk(OF ):
ξ : 2Hom(F,Frac R) → Rk(OF )
such that under the identification Rk(OF ) ∼=
∏
i∈Hom(Fur,Qp)
Rk(OF ⊗OFur ,i k)
Q
εi−−→∼=∏
i∈Hom(Fur,Qp)
Z, the component εi(ξ(Φ)) is equal to #{ϕ ∈ Φ|ϕ|Fur = i}. If R is a
complete discrete valuation ring of characteristic 0 with residue field of characteristic
p, and X is an OF -linear CM p-divisible group over R with p-adic CM type Φ, then
its reduction (XΦ)k is an OF -linear CM p-divisible group with Lie type ξ(Φ); see [1]
(4.2.3). These definitions and properties naturally generalize to the situation when
F is a finite product of p-adic local fields.
Proposition 3.1.1. Let κ be a perfect field of characteristic p, and R be a complete
discrete valuation ring of characteristic 0 with residue field κ. Suppose X1 and
X2 are OF -linear CM p-divisible groups over R with the same p-adic CM type Φ.
Let X1 and X2 be their closed fibers over κ, respectively. Then for any OF -linear
isomorphism γ : X1 → X2, there exists a unique OF -linear isomorphism γ̃ : X1 →
X2 such that γ̃κ = γ.
Proof. Let αi : OF ↪→ End(Xi) be the OF -structure on Xi for i = 1, 2. For every
map SpecR′ → SpecR, let (αi)R′ : OF ↪→ End((Xi)R′) be the induced OF -structure
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on (Xi)R′ . Let R̃ be the ring of integers in the compositum Frac R · B(κ), then
there exists an OF -linear isomorphism θ̃ : (X1)R̃ → (X2)R̃ because they have the
same p-adic CM type Φ. We first show any OF -linear isomorphism between (X1)κ
and (X2)κ over the closed fiber has a unique lifting to an OF -linear isomorphism
between (X1)R̃ and (X1)R̃. Let β : (X1)κ → (X2)κ be an OF -linear isomorphism
over the closed fiber. Then β◦(θ−1|κ) is an OF -linear automorphism of (X2)κ. Since
(α2)κ(OF ) is equal to its own centralizer in End((X2)κ), there exists b ∈ OF such
that β ◦ θ−1κ = (α2)κ(b). Then (α2)R̃(b) ◦ θ is a lifting of β to R̃. By the faithfulness
of the specialization functor Y  Yκ for p-divisible groups over the Noetherian local
ring R̃ (see [1] (1.4.2.3)), this lifting is unique.
Let Γ : (X1)R̃ → (X2)R̃ be the lifting of γκ. We claim Γ descents to an OF -linear
isomorphism γ̃ : X1 → X2. In fact, it suffices to check the restriction Γn : X1[pn]R̃ →
X2[pn]R̃ descents to R for each positive integer n. Since the reduction Γn|k is defined
over a finite extension of κ, Γn is actually defined over a finite Galois étale extension
of R. Again by the faithfulness of the specialization functor for p-divisible groups
over R̃, it suffices to check the condition of finite Galois descent over the closed
fiber, which is satisfied because γκ over κ descends to γ over κ.
Remark 3.1.2. The closed fibers X1 and X2 are indeed OF -linearly isomorphic be-
cause they have the same Lie type. We would like to thank C.-L. Chai for his
observation on (3.1.1).
Suppose L is a CM field of degree 2g, and L0 is its maximal totally real subfield,
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and ι is the complex conjugation. Let S0 and S be the set of places above p in L0
and L, respectively. Then for each place v ∈ S0, Lv := L⊗L0 L0,v is a 2-dimensional
commutative L0,v-algebra, and the involution in Aut(Lv/L0,v) is induced by ι. For
any field κ of characteristic p, the Grothendieck group Rκ(OL) is naturally isomor-
phic to
∏
v∈S0
Rκ(OLv). If A is a g-dimensional abelian variety over κ with OL-action,
then Lie(A) is a finitely generated module over OL ⊗Z κ, and we define the class
[Lie(A)] in Rκ(OL) to be the Lie type of A. The Lie type of the abelian variety A
is equal to the Lie type of its attached p-divisible group A[p∞] via the natural iso-
morphism Rκ(OL)
∼=−→ Rκ(OL⊗Z Zp), and the latter is further naturally isomorphic
to
∏
v∈S0
Rκ(OL,v) ∼=
∏
w∈S
Rκ(OL,w). When κ = k, we define a class in Rk(OL) to be a
Lie type, if for each w ∈ S its component in Rk(OL,w) is a Lie type in the sense of
(3.1). Denote the set of Lie types in Rk(OL) by LT(OL, p).
Suppose A is a g-dimensional abelian variety over k with complex multiplication
by L. The decomposition L ⊗Q Qp =
∏
v∈S0
Lv induces an L-linear isogeny A[p
∞] ∼∏
v∈S0
A[v∞], and each A[v∞] is an Lv-linear CM p-divisible group over κ. If we
denote the CM structure L ↪→ End0k(A) by α0, then the dual abelian variety A∨
has an L-action (α0)∨ ◦ ι via the composition of the dual action with the complex
multiplication, and (A,α0) is L-linearly isogeneous to (A∨, (α0)∨ ◦ ι). If we look at
the attached p-divisible groups, it implies for each place v ∈ S0, the Lv-linear CM
p-divisible group A[v∞] has a symmetric Newton polygon, which is equivalent to
saying dimA[v∞] is equal to [L0,v : Qp]. If we know the whole ring of integers OL
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operates on A, then A[v∞] is an OLv -linear CM p-divisible group with dimension
[L0,v : Qp]. Conversely, if for every v ∈ S0, Xv is an OLv -linear CM p-divisible group
over k with dimension [L0,v : Qp], then there exists an abelian variety A over k with
OL-action such that A[p∞] is OL ⊗Z Zp-linearly isomorphic to
∏
v∈S0
Xv.
Let F0 =
n∏
i=1
F0,i be a finite dimensional commutative semisimple Qp-algebra,
where each F0,i is a p-adic local field. Let F :=
n∏
i=1
Fi, where Fi is a 2-dimensional
commutative semisimple F0,i-algebra. Let ι be the involution in Aut(F/F0) such
that ι|Fi is nontrivial for all i = 1, 2, · · · , n. We say a p-adic CM type Φ for F is
compatible with ι, if Φ
∐
Φ ◦ ι = Hom(F,Qp).
Analogous to the question (CML) and (sCML) for abelian varieties (see chapter
for the statement), we can formulate the following questions (CML) and (sCML)
for p-divisible groups:
(CML) (resp. (sCML)) relative to (F, F0) for (X,F ↪→ End0(X) (resp.
(X,OF ↪→ End(X)): Let F, F0, ι be as above. Let X be an F -linear
CM p-divisible group (resp. OF -linear CM p-divisible group) over k.
Does there exist an F -linear CM p-divisible group X over a complete
discrete valuation ring of characteristic 0 with residue field k, such that
the p-adic CM type of X is compatible with ι, and the closed fiber of X
is F -linearly isomorphic to X?
If we drop the requirement that the p-adic CM type is compatible with ι, then the
answer to (sCML) is trivially affirmative. The compatibility condition with ι on
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the p-adic CM type is for the purpose of algebraization; see (3.1.3) below.
Proposition 3.1.3. The answer to question (CML) for (A,L ↪→ End0(A)) (resp.
(sCML) for (A,OL ↪→ End(A))) is affirmative if and only if the answer to question
(CML) (resp. sCML) relative to (Lp, L0,p) for (A[p
∞]k, Lp ↪→ End0(A[p∞]k)) (resp.
(A[p∞]k,OL,p ↪→ End(A[p∞]k))) is affirmative.
Proof. First of all, the question (sCML) for abelian varieties is equivalent to the
apparently weaker version when Fq is replaced by k by deformation theory; see [1]
(4.1.9).
Second, in the question (sCML) for abelian varieties over k, we may assume the
base ring of the CM lifting is a complete discrete valuation ring of characteristic 0
with residue field k. To see this, let D be a local domain of characteristic 0 with
residue field k, and A be a CM lifting over D of A. Since A is of finite type over D,
we may assume D is Noetherian. By taking the completion along a minimal prime
of characteristic 0, we may assume D is a complete local Noetherian domain. For
such D, the residue field of every maximal ideal m in D[1
p
] is a finite extension of
B(k) ([9] (7.1.9)), therefore by a base change to SpecD/(m∩D) if necessary, we may
assume D is a 1-dimensional complete local Noetherian domain of characteristic 0
with residue field k. Then by a base change to the normalization of SpecD and
restricting to an irreducible component of characteristic 0, we may assume D is a
complete discrete valuation ring R of characteristic 0 with residue field k, and we
have produced a CM lifting over R of A.
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Because of the two facts above, the necessity is obvious. For sufficiency, let A
be an abelian variety over k with complex multiplication by OL. Suppose R is a
complete discrete valuation ring of characteristic 0 with residue field k, and Xp is
an Lp-linear CM lifting of A[p
∞] with p-adic CM type compatible with ι. By Serre-
Tate theorem, there exists a formal abelian scheme A over R to serve as an L-linear
CM lifting of A, and the p-adic CM type Φ of A is compatible with the complex
conjugation ι, i.e., Φ
∐
Φ ◦ ι = Hom(L,Qp). By [1] (2.2.3) A is algebraizable, and
the sufficiency direction is proved.
At the end of this section we state several questions related to (CML) and
(sCML) for p-divisible groups relative to (F, F0).
Definition 3.1.4. Let R0 be a local domain of characteristic 0 with residue field κ0
of characteristic p. Let X be a p-divisible group over R0. We say a finite subgroup
G of Xκ0 is potentially liftable, if there exists a local domain R that is finite over
R0 with residue field κ, and a finite locally free subroup scheme G of XR, such that
Gκ = Gκ.
Based on this definition, we can ask the following question on potentially liftable
subgroups of CM p-divisible groups:
Let Φ be a p-adic CM type for F , and F ′ be the reflex field. Define
R0 := OF ′·B(k). Let XΦ be an OF -linear CM p-divisible group over R0
with p-adic CM type Φ. What are the potentially liftable subgroups of
(XΦ)k?
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A complete list of potentially liftable subgroups for all Φ that are compatible with
ι allows us to answer (CML) for p-divisible groups relative to (F, F0) completely; if
we content ourselves with all the OF -stable potentially liftable subgroups, then we
can answer (sCML) for p-divisible groups relative to (F, F0) completely.
Another related question concerns the interaction between the p-adic CM type of
an F -linear CM p-divisible group in characteristic 0 and the Lie type of its reduction
in characteristic p.
Let Φ be a p-adic CM type for F . Consider the family of F -linear CM
p-divisible groups X with p-adic CM type Φ over a complete discrete
valuation ring of characteristic 0 with residue field k, such that OF
operates on the closed fiber Xk via the induced CM structure F ↪→
End0(Xk). Let LTI(F,Φ) be the set of Lie types of Xk when X runs over
the family above. What can we say about LTI(F,Φ)?
When F = Lp, suppose Φ =
∐
v∈S0
Φv under the disjoint union Hom(Lp,Qp) =∐
v∈S0
Hom(Lv,Qp). It is clear that
∏
v∈S0
LTI(Lv,Φv) is contained in the LTI(Lp,Φ).
Note that Φ is compatible with ι if and only if for each v ∈ S0, Φv is compatible
with ι. The answer to question (sCML) for (X,OL,p ↪→ End(X)) is affirmative if
for each v ∈ S0, the v-component [Lie(A[v∞])] ∈ Rk(OLv) of [Lie(A)] ∈ Rk(OL)
falls into at least one of the sets LTI(Lv,Φv)’s, when Φ runs over the p-adic CM
types for Lv compatible with ι.
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3.2 Kisin modules
We take this subsection to review some facts on the theory of Kisin modules, which
will be used extensively in this paper. Let κ be a perfect field of characteristic
p. Let S := W (κ)[[u]], and let φ : S → S be the endomorphism of S such that
φ(u) = up, and φ|W (κ) = σ. Let S0 := S[ 1u ] = W (κ)((u)). For any S-module M,
let M0 := S0 ⊗S M. Let E/B(κ) be a finite (totally ramified) extension, π be a
uniformizer in OE, and E(u) = ue + ae−1ue−1 + · · · + a1u + a0 be the Eisenstein
monimal polynomial of π over OE; in particular, e is equal to the ramification index
of E/B(κ), p|ai for all i = 0, 1, · · · , e− 1, and a0 = pc with c ∈ W (κ)×.
Let BTφ/S (resp. (Mod/S) ) be the category of finitely generated S-modules M
that are free (resp. that are killed by a power of p and have projective dimension
1), and are equipped with a φ-linear endomorphism φM : M → M, such that the
cokernel of 1 ⊗ φM : φ∗M = S ⊗φ,M M → M is killed by E(u). The objects in
BTφ/S (resp. (Mod/S) ) are called Kisin modules (resp. finite Kisin modules). We
give BTφ/S and (Mod/S) the structure of exact categories (in the sense of Quillen)
induced from the abelian category of S-modules. The conditions in the definition
guarantee that there exists a unique S-homomorphism ψM : M → φ∗M such that
(1⊗ φM) ◦ ψM = E(u)Id. We say M is connected if when n is sufficiently large,
ψnM := φ
(n−1)∗ψM ◦ φ(n−2)∗ψM ◦ · · · ◦ φ∗ψM ◦ ψM : M→ φn∗M
has image contained in (u, p)φn∗M. The full subcategory of connected objects of
BTφ/S (resp. (Mod/S) ) are denoted by BT
φ,f
/S (resp. (Mod/S)
c).
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Let p-div/OE (resp. p-Gr/OE) be the category of p-divisible groups (resp. finite
locally free group schemes with order equal to a power of p) over OE, and let
(p-div/OE)f (resp. (p-Gr/OE)c) be the full subcategory of connected objects. By
[12] (2.2.22), when p > 2 there exists equivalences of exact categories:
p-DivKis : BT
φ
/S → p-div/OE, p-GrKis : Mod/S→ p-Gr/OE
When p = 2, it was proved in [11] (1.2.8) that there exists an equivalence between
the subcategories:
p-DivKis : BT
φ,f
/S → (p-div/OE)
f , (p-GrKis)
c : (Mod/S)c → (p-Gr/OE)c
For a Kisin module M in BTφ/S, let X be the associated p-divisible group over OE
under p-DivKis, then rankSM = htX , where htX is the height of X ; it is a conse-
quence of the isomorphism (1.2.9) in [11]. The Lie algebra Lie(X ) ∼= φ∗M/ψM, see
[1] (B.4.16).
Let X be a p-divisible group over OE, and assume it is connected when p = 2.
Let M be the attached Kisin module. Let X be the closed fiber of X , and let M
be the attached Dieudonne module. It was proved in [1] B.4 that M is canonically
isomorphic to M/uM, with the σ-linear Frobenius endomorphism F : M → M
given by φM mod u, and the Verschiebung homomorphism V : M →Mσ given by
1
c
ψM mod u.
Suppose M∨ is the Kisin module attached to the Serre dual X ∨. The de-
scription of M∨ was given in §3 of [13]. Namely, M∨ is naturally isomorphic
26
to HomS(M,S), with φM∨(T ) :=
1
c
(1 ⊗ T ) ◦ ψM for T ∈ M∨, and ψM∨(T ) :=
cT ◦ (1⊗φM). To be more explicit, let (e1, e2, · · · , en) be an S-basis of M, and sup-
pose φM(e1, e2, · · · , en) = (e1, e2, · · · , en)A, where A is an n×n matrix with entries
in S. Let (e∨1 , e
∨
2 , · · · , e∨n) be the dual S-basis of M∨, then φM∨(e∨1 , e∨2 , · · · , e∨n) =
(e∨1 , e
∨
2 , · · · , e∨n) · 1cE(u)(A
−1)t.
For a Kisin module M in (Mod/S)c, the condition that M is killed by a power
of p implies M0 has finite length over S0. If lengthS0M
0 = d, then the associated
finite locally free group scheme G over OE has order pd.
To see this, first by a devissage argument it suffices to prove the case when M
is killed by p. The condition that the projective dimension of M (as an S-module)
is equal to one then implies that M is a free κ[[u]]-module of finite rank. Let G
be the associated finite locally free group scheme over OE. It suffices to prove
the order of G is equal to prankκ[[u]]M. Applying (3.2), we are reduced to proving
the order of a finite p-torsion group G over κ is equal to prankκM , where M is the
attached Dieudonne module. Without loss of generality, we may and do assume κ is
algebraically closed. Therefore G has a filtration with each subquotient isomorphic
to Z/pZ, µp, or αp. Then it becomes clear since each of them has order p and the
rank of the attached Dieudonne module over κ is equal to one, too.
If X1 → X2 is an isogeny between two p-divisible groups over OE, then the
attached S-module homomorphism M1 →M2 is injective, and Coker(M1 →M2)
is the Kisin module in (Mod/S)c attached to Ker(X1 → X2).
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Let M be a finitely generated S-module M which is killed by a power of p. The
projective dimension of M is equal to 1 if and only if u is regular for M. In fact,
by a straightforward devissage argument we can show that M has finite projective
dimension, then the statement above follows from Auslander-Buchsbaum Theorem.
As a corollary, the projective dimension of a submodule N of M is also equal to 1,
and the projective dimension of the quotient M/N is equal to 1 if and only if N is
saturated in M in the following sense:
Definition 3.2.1. Let M be a finitely generated S-module. A submodule N ⊂M
is said to be saturated (in M) if N = N0 ∩M.
In combination with the equivalence between the category of finite Kisin modules
and finite locally free group schemes with order equal to a power of p, we deduce
Corollary 3.2.2. Let M be a finite Kisin module, and G be the associated finite
locally free group scheme over OE. Then a finite Kisin submodule N ⊂ M corre-
sponds to a finite locally free subgroup scheme H ⊂ G if and only if N is saturated
in M.
If we know a submodule of a finite Kisin module is saturated, we can simplify
the condition to check whether it is a Kisin submodule.
Proposition 3.2.3. Let M be a finite Kisin module, and N ⊂ M be a saturated
submodule. Then N is a finite Kisin submodule if and only if N is invariant under
φM.
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Proof. It suffices to check under the assumption in the proposition, the cokernel of
1 ⊗ φM|φ∗N : φ∗N → N is killed by E(u). Since the cokernel 1 ⊗ φM : φ∗M → M
is killed by E(u), for any x ∈ N at least we know there exists a ∈ φ∗M such that
(1⊗ φM)(a) = E(u)x. We need to show a ∈ φ∗N.
If we base change to S0, (1 ⊗ φM)0 : (φ∗M)0 → M0 is surjective because M0
is killed by pm for some m and E(u) is a unit in S0/pm. On the other hand, both
(φ∗M)0 and M0 are S0-modules of finite length and their lengths are equal, so a
surjective S0-homomorphism between such two modules must be an isomorphism.
In particular, this tells (1⊗φM)0 is injective, and so is its restriction to (φ∗N)0 → N0.
Again because the two modules have equal lengths, the restriction (1⊗ φM)0|(φ∗N)0
is an isomorphism. In particular, for any given x ∈ N, there exists b ∈ (φ∗N)0 such
that (1⊗ φM)(b) = E(u)x.
In summary, we have E(u)x = (1⊗ φM)(a) = (1⊗ φM)(b). By the injectivity of
1⊗ φM, we have a = b ∈ φ∗M ∩ φ∗N0 = φ∗(M ∩N0) = φ∗N.
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Chapter 4
An obstruction on the Lie type for
a CM Lifting to a certain p-adic
CM type
4.1 Counterexamples to (sCML)
With the notion of Lie types for OF -linear CM p-divisible groups, it is straightfor-
ward to summarize the argument in §2 into the following proposition.
Proposition 4.1.1. Let F =
n∏
i=1
Fi be a finite dimensional commutative semisimple
Qp-algebra, where each Fi is a p-adic local field. Let Φ be a p-adic CM type for F ,
and F ′ be the reflex field for (F,Φ). Let κFi be the residue field of Fi, and κF ′ be the
residue field of F ′. Suppose R is a complete discrete valuation ring of characteristic
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0 with residue field k, and X is an F -linear CM p-divisible group over R with p-adic
CM type Φ. If Xk has a compatible OF -action, then the class of [Lie(Xk)] in the
Grothendieck group Rk(OF ) is in the image of homomorphism RκF ′ (OF )→ Rk(OF )
induced by the inclusion κF ′ ↪→ k.
In particular, if there exists 1 ≤ i ≤ n such that κFi is not contained in κF ′,
then there exists an OF -linear CM p-divisible group X ′ over k such that X ′ does
not admit an F -linear CM lifting over characteristic 0 with p-adic CM type Φ. 
In other words, if Φ is a p-adic CM type such that the residue field of the reflex
field is “small”, then there is an extra symmetry on the Lie types when we consider
the reduction of CM p-divisible groups with p-adic CM type Φ. In terms of question
(LTI) for p-divisible groups (see (3.1)), the statement of Proposition (4.1.1) can be
written as LTI(Φ, F ) ⊂ Im(RκF ′ (OF )→ Rk(OF )).
Let (F, F0) be a pair as in (3.1). Based on Proposition (4.1.1), if there ex-
ists an OF -linear CM p-divisible group X over k such that [Lie(X)] is not in
Im(RκF ′ (OF ) → Rk(OF )) for all p-adic CM types Φ for F that are compatible
with ι, then X is a counterexample to question (sCML) relative to (F, F0) for p-
divisible groups. Concerning question (sCML) for abelian varieties, if (Lp, L0,p) is
equal to one of the following pairs (F, F0), then the answer to question (sCML) for
abelian varieties is negative.
• F = B(Fp2)[π]/(π2 − p), F0 = B(Fp2). The Grothendieck group Rk(OF )
is naturally isomorphic to ZHom(B(Fp2 ),Qp). For all p-adic CM types Φ for F
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compatible with ι, one can check κF ′ = Fp $ κF = Fp2 . Let X be an OF -
linear CM p-divisible group over k with Lie type equal to (2, 0) or (0, 2), then
X does not have an F -linear CM lifting over characteristic 0 with p-adic CM
type compatible with ι.
• Suppose p ≡ 3 mod 4, and F = B(Fp2)[π]/(π4 − p), F0 = B(Fp2)(π2) ⊂ F .
The Grothendieck group Rk(OF ) is naturally isomorphic to ZHom(B(Fp2 ),Qp).
For all p-adic CM types Φ for F compatible with ι, one can check κF ′ = Fp $
κF = Fp2 . Let X be an OF -linear CM p-divisible group over k with Lie type
equal to (4, 0), (3, 1), (1, 3), or (0, 4), then X does not have an F -linear CM
lifting over characteristic 0 with p-adic CM type compatible with ι.
When p > 2, the following proposition says that the list above gives all the
“essential” counterexamples to question (sCML) caused by the extra symmetry in
Proposition (4.1.1)1.
Proposition 4.1.2. Suppose p > 2. Let L be a CM field, L0 be its maximal totally
real subfield. Let ι be the complex conjugation on L. Let S0 be the set of places of
L0 above p.
(a) Let v ∈ S0, and Lv := L⊗L0 L0,v. Let κv be the residue field of Lv when Lv
is a field, or the residue field of L0,v when Lv ∼= L0,v × L0,v. Suppose for all p-adic
CM types for Lv that are compatible with ι, the residue field of the reflex field does
1We have found another counterexample to question (sCML) that does not come from this
extra symmetry. This example will come out in a future article.
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not contain κv, then there are only two possibilities for (Lv, L0,v):
(1) F = B(Fp2)[π]/(π2 − p), F0 = B(Fp2).
(2) p ≡ 3 mod 4, F = B(Fp2)[π]/(π4 − p), F0 = B(Fp2)(π).
(b) Let X =
∏
v∈S0
X[v∞] be an OL,p-linear CM p-divisible group over k, where
each X[v∞] is an OL,v-linear CM p-divisible group. For a p-adic CM type Φ for Lp,
let κ′Φ be the residue field of the reflex field F
′
Φ. If for all p-adic CM types Φ for Lp
that are compatible with ι, [Lie(X)] is not contained in Im(Rκ′Φ(OL) → Rk(OL)),
then there exists a place v ∈ S0, such that (Lv, L0,v) and the OLv-linear CM p-
divisible group X[v∞] are in the list given in (4.1).
Proof. We first prove (b) assuming (a). If [Lie(X)] is not contained in the image
of Rκ′Φ(OL) → Rk(OL), then there exists v ∈ S0 such that [Lie(X[v
∞])] is not
contained in Im(Rκ′Φ(OLv)→ Rk(OLv)). Note that Φ =
∏
v∈S0
Φv where each Φv is a
p-adic CM type for Lv. Let κ
′
Φv
be the residue field of the reflex field of Φv, then
κ′Φv ⊂ κ
′
Φ. Therefore [Lie(X[v
∞])] is not contained in Im(Rκ′Φv (OLv) → Rk(OLv)),
either. In particular, this implies κ′Φv does not contain κv. Note that Φ is compatible
with ι if and only if each Φv is compatible with ι. Hence when Φ runs over the
p-adic CM types for Lp that is compatible with ι, Φv also runs over the the p-adic
CM types for Lv that is compatible with ι. Therefore v satisfies the assumptions in
(a), and (b) is proved.
Now we prove (a). Let F := Lv, and F0 := L0,v. Let n := [κF : Fp], e := [F :
F ur]. Fix an embedding of F in Qp. Let K be the Galois closure of F in Qp, and
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let Kt be the maximal tamely ramified subextension of K, Kur be the maximal
unramified extension of K. Denote d := [Kur : F ur]. Let ζe be a fixed primitive
e-th root of unity in Qp. Let G := Gal(K/Qp), Γ := Gal(K/F ur), H := Gal(K/F ),
P := Gal(K/Kt). The various fields and Galois groups are shown in the following
diagram:
K
F
Kt
Kur
F ur
Qp
P
tt
tt
tt
H
??
??
??
??
?
Γ
JJJ
JJJ





G/Γ
The set Hom(F,Qp) is naturally identified with G/H. If we fix an embedding of
F ur ∼= B(Fpn) ↪→ Qp, then HomFur(F,Qp) is identified with Γ/H.
We first show F/F0 must ramify. If F/F0 splits, we write F ∼= F0,1 × F0,2,
where the second index indicates the two copies of F0. The set Hom(F,Qp) =
Hom(F0,1,Qp)
∐
Hom(F0,2,Qp). Take one embedding i ∈ Hom(F0,1,Qp) and let
Φ := {i}
∐
(Hom(F0,2,Qp)\{i ◦ ι}). The reflex field F ′ = F0, hence κF ′ = κF ,
contradiction.
If F/F0 is inert, then ι induces an involution on Hom(F
ur,Qp). There is a natural
fiberation Res : Hom(F,Qp)→ Hom(F ur,Qp) by restriction. Identify Hom(F ur,Qp)
with the Gal(F ur/Qp) ∼= Z/n-torsor {1, 2, · · · , n}, then ι sends i to i + n2 modulo
n. Take Φ′ := {1, 2, · · · , n
2
}, and Φ := Res−1(Φ′), then Φ is compatible with ι. If
g ∈ G stabilizes Φ, g must induce identity on Hom(F ur,Qp). This implies κF ′ ⊃ κF ,
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contradiction.
Now we may and do assume F/F0 ramifies. Next we show F is tamely ramified
over F ur. Because F and F0 are completions of a CM field and its maximal totally
real subfield, and the involution ι is induced by the complex conjugation, we deduce
that the action of ι on G/H commutes with the left action by G. Since F ur0 = F
ur,
ι induces an involution on Γ/H.
We say a subset Λ ⊂ Γ/H is compatible with ι if Λ
∐
ιΛ = Γ/H. Define S :=
the set of subsets of Γ/H that are compatible with ι. Then Γ acts on S because
the action of Γ commutes with ι. We claim the action of Γ on S is transitive.
Otherwise, let S ′
∐
S ′′ be two disjoint Γ-orbits on S, and take Λ′,Λ′′ from S ′,S ′′
respectively. Let σ be the Frobenius automorphism on F ur, and θ be a lift of σ in
G. Define Φ := Λ′
∐
θΛ′′
∐
θ2Λ′′
∐
· · ·
∐
θn−1Λ′′, then Φ is compatible with ι. The
assumption that κF ′ + κF implies the existence of g ∈ G\Γ such that gΦ = Φ.
Suppose gΓ = θsΓ where 1 ≤ s ≤ n − 1, then Λ′ = g−1θsΛ′′. This contradicts the
fact that Λ′ and Λ′′ are in different Γ-orbits.
Note that #S = 2 e2 . We have assumed p > 2, hence as a normal p-subgroup of
Γ, P = Gal(K/Kt) must act trivially on S. In other words, it stablizes each Λ ∈ S.
We claim this forces P = 〈1〉. Otherwise, take g 6= 1 in P . Because the action of Γ
on Γ/H is faithful, there exists x ∈ Γ/H such that gx 6= x. Therefore there exists
Λ ∈ S that contains both x and ι(g(x)). Since g stabilizes Λ, this implies g(x) and
ι(g(x)) are both in Λ, contradiction. This proves that F is tamely ramified over
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F ur.
Now we may and do F is a tamely ramified extension over F ur. There exists
a Teichmuller lift ω ∈ W (Fpn)× such that F = B(Fpn)[π]/(πe − ωp). Under our
assumption, the Galois closure K = B(Fpnd)×[π]/(πe−ωp), where d is the smallest
positive integer such that: (a) e|pnd − 1; (b) there exists an e-th root of ωp−1 in
W (Fpnd)×.
Let τ be the automorphism on K that fixes B(Fpnd) and sends π to ζeπ. Let
σ : K → K be the automorphism that induces Frobenius on B(Fpnd) and sends π
to γπ. Then G = 〈σ, τ |σnd = 1, τ e = 1, στσ−1 = τ p〉, and we may identify G/H
with the complete set of representatives {τ iσj|0 ≤ i ≤ e− 1, 0 ≤ j ≤ n− 1}. Since
F ur0 = F
ur and [F : F0] = 2, we have F0 = B(Fpn)(π2), hence the action of ι on
G/H sends τ iσj to τ i+
e
2σj. Now the question has turned to a concrete property on
a metacyclic group G with clearly described group structure. It is a routine exercise
to conclude that all the possibilities are what we have stated in the proposition.
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Chapter 5
The construction of a special class
of OF -linear CM p-divisible groups
and their torsion points
Let F be a p-adic local field, Φ ⊂ Hom(F,Qp) be a nonempty p-adic CM type for F
valued in Qp, and F ′ be the reflex field. Let E ⊃ F ′ be a p-adic local field, and e(E)
be its ramification index over Qp. Each uniformizer π ∈ OE and positive integer m
give a subgroup (1 + πmOE)× πZ of E×. Let E(π, r) be the corresponding totally
ramified extension of E via local class field theory. With any pair of (E, πE) where
E contains F ′ and πE is a uniformizer in OE, we will construct the Kisin module
of an OF -linear CM p-divisible group X with p-adic CM type Φ over OE, such that
for any m ≥ 1 the pm-torsion points on XQp are rational over E(−πE,me(E)).
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5.1 The construction of Kisin modules
We first give a generalized definition of the reflex norm of the p-adic CM type (F,Φ)
and some other related notions to serve as the ingredients of the construction.
Definition 5.1.1. Let Γ be a commutative ring, N be a finitely generated free
Γ-module of rank n. For x ∈ EndΓ(N), define the determinant det(x) ∈ Γ to be the
induced endomorphism on ΛnN under the natural identification EndΓ(Λ
nN)
∼=−→ Γ.
If x ∈ N , define the characteristic polynomial Px,N(t) to be det(t − x ⊗ 1) for
t− x⊗ 1 ∈ EndΓ[t](M ⊗Γ Γ[t]).
Let M be a finitely generated projective Γ-module. There exists a finitely gen-
erated free Γ-module N such that M is a direct summand of N : N = M ⊕M ′.
For x ∈ EndΓ(M), let x̃ be the extension of x to EndΓ(N) by setting x̃|M ′ = Id.
Define the determinant det(x) ∈ Γ to be det(x̃). If x ∈ N , define the characteristic
polynomial Px,M(t) to be det(t− x̃⊗ 1) for t− x̃⊗ 1 ∈ EndΓ[t](M ⊗Γ Γ[t]).
Proposition 5.1.2. ([6] 1.2) The definition of determinant and characteristic poly-
nomial for an endomorphism on a finitely generated projective module does not
depend on the choice of N and M ′.
In particular, if K is a field and Γ is a finite dimensional commutative semi-
simple K-algebra, then every finitely generated Γ-module V is projective, hence we
can define det(x) and Px,V (t) for every x ∈ EndΓM . The following proposition can
be viewed as an analogy of the fact that the degree of a characteristic polynomial
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for a linear transformation on a vector space is equal to the dimension of the vector
space.
Proposition 5.1.3. Let K be a field, Γ be a finite dimensional commutative semi-
simple K-algebra, and V be a finitely generated Γ-module. For any x ∈ EndΓV ,
dimK Γ[[t]]/Px,V (t) = dimK V
Proof. Suppose Γ = K1×K2×· · ·×Kn, then V = V1⊕V2⊕· · ·⊕Vn, where Mi is a
finite dimensional K-vector space. Write the Γ-endomorphism x as (x1, x2, · · · , xn)
under the isomorphism EndΓ(V ) ∼= EndK1(V1)×EndK2(V2)× · · ·EndKn(Vn). Then
Px,V (t) = (Px1,V1(t), Px2,V2(t), · · · , Pxn,Vn(t)). Hence
dimK Γ[[t]]/Px,V (t) =
n∑
i=1
dimK Ki[[t]]/Pxi,Vi(t) =
n∑
i=1
[Ki : K] dimKi Vi = dimK V
Definition 5.1.4. Let K be a field, K be a finite dimensional commutative semisim-
ple K-algebra, Φ be a subset of Hom(K, K). Let K′ ⊂ K be the reflex field. Let E
be a finite extension of K′, and A be an intermediate field between E and K. Let
VΦ,E be an E ⊗K K-module such that VΦ,E ⊗E K ∼=
∏
ϕ∈Φ
(K)ϕ, where the subscript
ϕ indicates the K-action on the corresponding component.
For x ∈ E×, define its reflex norm with respect to Φ as the determinant of
x viewed as an A ⊗K K-endomorphism on the A ⊗K K-module VΦ,E, denoted by
NΦ,E,A⊗KK(x). Define PΦ,x,A⊗KK(u) ∈ A⊗QpF [u] to be the characteristic polynomial
of x.
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Remark 5.1.5. (a) When A = K and K is a finite extension of K, we recover the
usual definition of the reflex norm E× → K×.
(b) If Φ1
∐
Φ2 = Φ3 and E contains the reflex field of Φ1 and Φ2, then VΦ1,E ⊕
VΦ2,E
∼= VΦ3,E as a direct sum as E ⊗K K-modules. In particular, this implies
NΦ1,E,A⊗KK(x)NΦ2,E,A⊗KK(x) = NΦ3,E,A⊗KK(x), and PΦ1,x,A⊗KK(u)PΦ1,x,A⊗KK(u) =
PΦ3,x,A⊗KK(u). When Φ = Hom(K, K) is the set of all the homomorphisms of K
into K, the corresponding reflex norm of x ∈ E× is simply NmE/A(x), and its
characteristic polynomial is the characteristic polynomial of x over A.
(c) For a finite extension E ′/E, one can check NΦ,E,A⊗KK◦NmE′/E = NΦ,E′,A⊗KK.
Now let K = Qp, K = F be a p-adic local field, Φ be a p-adic CM type for
F , F ′ be the reflex field, and E is an extension over F ′. Let A = B(κE). Let
πE be a uniformizer in OE. Let E(u) be the minimal Eisenstein polynomial of
πE over B(κE). Define c :=
NmE/B(κE)(−πE)
p
, then cp is the constant term of E(u).
Let Φc be the complement of Φ in Hom(F,Qp), then E(u) = PΦ,πE ,B(κE)⊗QpF (u) ·
PΦc,πE ,B(κE)⊗QpF (u).
Define M to be the rank 1 free W (κE)[[u]] ⊗Zp OF -module W (κE) ⊗Zp OF e.
There is a natural identification
1⊗φ : φ∗M = W (κE)[[u]]⊗φ,W (κE)[[u]] (W (κE)[[u]]⊗ZpOF e)
∼=−→ W (κE)[[u]]⊗ZpOF e
Define the φ-linear endomorphism φM : M→M by φM(e) := 1cPΦc,πE ,B(κE)⊗QpF (u)e,
and define the W (κE)[[u]] homomorphism ψM : M → φ∗M by ψM(e) = (1 ⊗
φ)−1(cPΦ,πE ,B(κE)⊗QpF (u))e.
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Proposition 5.1.6. The p-divisible group associated to the Kisin module M con-
structed above is an OF -linear CM p-divisible group over OE with p-adic CM type
Φ.
Proof. Everything is clear from the definition of M except for the statement on the
p-adic CM type. The Lie algebra Lie(X ) is naturally isomorphic to
φ∗M/ψMM
∼=−→
µ
W (κE)[[u]]⊗Zp OF/(PΦ,πE ,B(κE)⊗QpF (u))
Define a F -linear homomorphism on Qp ⊗Zp OF -modules
L : Qp ⊗OE (W (κE)[[u]]⊗Zp OF/(PΦ,πE ,B(κE)⊗QpF (u))) →
∏
i∈Φ
(Qp)i
1⊗ (f(u)⊗ y) 7→ (f(πE) · i(y))i
Here the index i for Qp indicates the F -action is given by i : F → Qp. The
F -linear homomorphism L is well-defined because of Cayley-Hamilton Theorem.
It is surjective because by Dedekind’s theorem the embeddings of F in Qp are
linearly independent. Count the Qp-dimension of the left hand side by (5.1.3):
dimQp Qp ⊗OE (W (κE)[[u]] ⊗Zp OF/(PΦ,πE ,B(κE)⊗QpF (u))) = dimE(B(κE)[[u]] ⊗Qp
F/(PΦ,πE ,B(κE)⊗QpF (u))) = #Φ. Hence L is an F -linear isomorphism and the Propo-
sition follows.
It is an immediate corollary of (3.2) that
Proposition 5.1.7. The Dieudonné module of the closed fiber Xk of the p-divisible
group constructed above is given by M := W (κE)⊗ZpOF e, Fe = pNΦ,E,B(κE)⊗QpF (−πE)
e,
V e = NΦ,E,B(κE)⊗QpF (−πE)⊗ e. 
41
The construction is compatible with base change in the following sense.
Proposition 5.1.8. Suppose E ′ ⊃ E ⊃ F ′ are p-adic local fields. Let κE and κE′
be the residue field of E,E ′, respectively. Let E∗ := B(κE′) ·E. Suppose πE′ , πE are
uniformizers in E ′, E such that NmE′/E∗(−πE′) = −πE. Let M,M′ be the Kisin
modules constructed above with (E, πE) and (E
′, πE′), respectively. If we denote the
p-divisible group associated to M,M′ by X ,X ′, then X ′ is OF -linearly isomorphic
to X ×SpecOE SpecOE′ via a canonical isomorphism.
Proof. Let X and X ′ be the closed fiber of X and X ′ over κE and κE′ , respec-
tively. By (3.1.1), we only need to show X ×SpecκE SpecκE′ is OF -linearly isomor-
phic to X ′. It suffices to prove in the situations when E ′/E is totally ramified
or unramified. When E ′/E is totally ramified, E∗ = E. Proposition 5.1.7 it suf-
fices to show NΦ,E,B(κE)⊗QpF (−πE) = NΦ,E′,B(κE)⊗QpF (−πE′), which follows from
the condition NmE′/E(−πE′) = −πE. When E ′/E is unramified, πE′ = πE and
E ′ = B(κ′E) ·E. One can show for any x ∈ OE ⊂ OE′ , we have NΦ,E,B(κE)⊗QpF (x) =
NΦ,B(κ′E)·E,B(κ′E)⊗QpF (x), this finishes the proof.
The following proposition is also a direct application of (3.1.1).
Proposition 5.1.9. Let E be a p-adic local field that contains F ′, κE be the residue
field of E, and πE be a uniformizer of OE. Let M be the Kisin module constructed
with (E, πE). Let κ be an extension of κE, and E
∗ := B(κ) · E. Define M∗ :=
M ⊗W (κE) W (κ), and φM∗ to be the natural extension of φM. Let X and X ∗ be
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the p-divisible group attached to M and M∗. Then X ∗ is OF -linearly isomorphic to
X ×SpecOE SpecOE∗ via a canonical isomorphism.
5.2 Torsion points
Let κ be a perfect field of characteristic p, and E be a finite totally ramified extension
over B(κ). Let πE be a uniformizer in OE, and E(u) be its minimal Eisenstein
polynomial over B(κ). Assume the constant term of E(u) is equal to pc, where
c ∈ W (κ)×. Let X be a p-divisible group over OE (connected if p = 2), and let M
be the attached Kisin module. By the theory of Kisin modules, to find a torsion
point on X is equivalent to solve a certain equation on p−∞M/M as follows.
Lemma 5.2.1. Let m ≥ 1 be a positive integer. Then there is a natural one-to-one
correspondence between the pm-torsion points on X and the set
{x ∈ p−mM/M|φM(x) =
1
c
E(u)x}
Proof. When p > 2, the equivalence between finite Kisin modules and finite locally
free group schemes killed by a power of p covers the etale group scheme Z/pm.
The attached Kisin module M(Z/pm) is isomorphic to (S/pm) · e, with φµe =
1
c
E(u)e, ψµe = c ⊗ e. Then the statement follows directly from the identification
between Hom(Z/pm,X [pm]) and HomS/pm(M(Z/pm), p−mM/M). When p = 2, we
can take a detour via their Cartier dual by the identification Hom(Z/pm,X [pm]) ∼=
Hom(X ∗[pm], µpm). The details are left as exercises.
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Let X be the p-divisible group over OE associated to the Kisin module M con-
structed in (5.1). By CM theory we know the pm-torsion points on XQp generate
an abelian extension of E. Let Gal(Eab/E) and IabE be the abelianized absolute
Galois group of E and its inertia subgroup. If we would expect the Galois repre-
sentation ρ : Gal(Eab/E) → O×F attached to X to bring IabE onto the image of ρ,
then there exists a splitting Gal(Eab/E) ∼= Ẑ × IabE such that the first component
acts on X [pm] trivially, and the action of the second component is compatible with
the reflex norm O×E
NΦ,E−−−→ O×F  O
×
F /p
m via local class field theory. In particular,
1 + pmO×E acts trivially on X [pm]. This hope guides us to search for the solution to
φM(x) =
1
c
E(u)x in the Kisin module after a base change to a class field of E.
The theory of Lubin-Tate formal group law provides us with information on the
explicit Eisenstein polynomial of a class field of E. Let us take a brief review on the
set up of Lubin-Tate theory. Let E be a p-adic local field and π be a uniformizer.
Let κE be the residue field, and N := [κE : Fp]. Let h(x) be a degree pN polynomial
in OE[[x]] such that h(x) ≡ πx + terms of degree ≥ 2 and h(x) ≡ xp
N
mod π.
For any positive integer r, let h(r)(x) := h ◦ h ◦ · · · ◦ h be the r-th iteration of
h(x). Since x|h(x), we deduce h(r−1)(x)|h(r)(x). Define hr(x) := h
(r)(x)
h(r−1)(x)
. It is
clear that hr(x) is an Eisenstein polynomial of degree p
Nr − pN(r−1) over E. There
exists a unique one dimensional formal group law Fh(X, Y ) over OE such that
Fh ◦ h = h ◦ Fh. For any a ∈ OE, there exists a unique element [a]h ∈ OE[[x]]
such that [a]h(x) = ax+ terms of degree ≥ 2 and Fh ◦ [a]h = [a]h ◦Fh; in particular
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h = [π]h. The p-divisible group Xh attached to Fh is an OE-linear one dimensional
CM p-divisible group over OE, and the roots of h(r)(x) are the coordinates of πr-
torsion points on Xh. The field E(π, r) generated by these coordinates is an abelian
extension of E with Galois group O×E/πr, and it corresponds to the open subgroup
(1 + πrOE)× πZ of E× via local class field theory.
Lemma 5.2.2. Let r be a positive integer. For any y1, y2 ∈ OE[[x]] such that
y1 ≡ y2 mod π, we have h(r)(y1) ≡ h(r)(y2) mod πr+1.
Proof. Let logF (x) be the logarithm of the Lubin-Tate formal group law Fh(X, Y ),
it satisfies a functional equation logF (x) = g(x) +
1
π
logF (x
pN ) for some g(x) =
x+ terms of degree ≥ 2; see [8] (I.8.3.6). For any α(x) ∈ OE[[x]] and β(x) ∈ E[[x]]
and any positive integer k, we have logF (α(x)) ≡ logF (β(x)) mod πk if and only if
α(x) ≡ β(x) mod πk by [8] (I.2.2). Since logF ◦h(r) = πr ◦ logF , it suffices to check
logF (y1) ≡ logF (y2) mod π. Let ν be a valuation on E such that ν(π) = 1. It
follows from the functional equation that logF (x) =
∞∑
i=0
aix
i, where pNj|i if ν(ai) =
−j. This guarantees aiyi1 ≡ aiyi2 mod π when y1 ≡ y2 mod π, and the lemma now
follows.
Corollary 5.2.3. For any positive integer r, h(r−1)(xp
N
) ≡ h(r−1)(x)hr(x) mod πr.

Let X be the p-divisible group over OE associated to the Kisin module M
constructed in (5.1). Now we are ready to compute the coordinates of the torsion
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points on the geometric generic fiber of X in the sense of Lemma 5.2.1, after a base
change to an abelian extension of E. First let us make some notations:
• Let F ′ be the reflex field of the p-adic CM type (F,Φ), E be a finite extension
of F ′, πE be a uniformizer in OE, and κE be the residue field. Let e(E) be the
absolute ramification index of E. Define n := [κF ∩ κE : Fp], N := [κE : Fp].
• Let h(x) be a degree pN polynomial in OE[[x]] such that h(x) ≡ −πEx +
terms of degree ≥ 2 and h(x) ≡ xpN mod π. Let h(r)(x) := h ◦ h ◦ · · · ◦ h,
and hr(x) :=
h(r)(x)
h(r−1)(x)
for all positive integers r.
• Let m be a positive integer, and M := me(E). Let πm be a root of the
Eisenstein polynomial hM(x). Let Em := E(πm) = E(−πE,M) be the abelian
extension of E given by Lubin-Tate theory.
• Let E(u) and Em(u) be the minimal Eisenstein polynomial of πE and πm over
B(κE), and let cp and cmp be the constant terms of E(u) and Em(u).
• Let M and Mm be the Kisin modules constructed as in (5.1) with (E, πE)
and (Em, πm), and let X and Xm be the associated p-divisible groups.
• Define v := (NΦ,E(u),B(κE)⊗QpF (u)(h
(M−1)(u)))φ
N−1+φN−2+···+φ+1e ∈ Mm; see
(5.1.4) for the definition of ΛΦ,E,B(κE)⊗QpF (h
(M−1)(u)).
• For any subgroup A of the finite abelian group p−mOF/OF , define N0A to be
the S0-module S0{η · v|η ∈ A}, define NA to be the saturated finite Kisin
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module N0A ∩ (p−mMm/Mm). Let GA be the pm-torsion finite locally free
subgroup scheme of Xm attached to NA.
• For each τ ∈ Hom(B(κE) ∩ F,Qp), choose an embedding iτ ∈ Hom(F,Qp)
such that iτ |B(κE)∩F = τ . Let Φτ := {i ∈ Φ|i|B(κE)∩F = τ}. Define Sτ :=
{α ∈ Gal(Qp/B(κE))/Gal(Qp/E)|α−1 ◦ iτ ∈ Φτ}. Define a homomorphism
φ : OB(κE)·iτ (F )[[u]] → OB(κE)·iστ (F )[[u]], such that φ|W (κE) = σ, φ|iτ (F ) =
iστ ◦ i−1τ , and φ(u) = up. Define f̃τ,m(u) :=
∏
α∈Sτ
(α∗hM)(u), g̃τ,m(u) :=∏
α∈Sτ
(α∗h
(M−1))(u), and gτ,m(u) := g̃τ,m(u)
φN−n+φN−2n+···+φn+1.
Proposition 5.2.4. Notations are as above, then:
(a) The element v in Mm satisfies φMm(v) ≡ 1cmEm(u)v mod p
m. In p−mM/M,
all solutions x to φMm(x) =
1
cm
Em(u)x have the form η · v, where η runs over
p−mOF/OF .
(b) There exists an OF -linear isomorphism between X ×SpecOE SpecOEm and
Xm, and all the pm-torsion points on XQp are rational over Em.
(c) The mapping A 7→ GA is a one-to-one correspondence from the subgroups
of p−mOF/OF to the pm-torsion finite locally free subgroup schemes of Xm, and we
have #GA = #A.
(d) Under the identification of
Mm := W (κE)⊗Zp OF [[u]]e
∼=−→
⊕
τ∈Hom(B(κE)∩F,B(κE))
OB(κE)·iτ (F )[[u]]eτ
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we have a concrete description of φMm and v:
φMmeτ = f̃στ,m(u)eστ , v =
∑
τ∈Hom(B(κE)∩F,B(κE))
(
n−1∏
i=0
gσ−iτ,m(u)
φi)eτ
Remark 5.2.4.1. It follows from CM theory and local class field theory that all
the pm-torsion points on XQp are rational over a certain totally ramified abelian
extension of E, i.e., the fixed field of the kernel of the associated Galois representa-
tion Gal(Qp/E) → O×F ⇒ (OF/pm)×. The computation here on torsion points via
Kisin modules allows us to tell this kernel explicitly: it corresponds to the subgroup
(1 + πME OE) × (−πE)Z ⊂ E× via the reciprocity map E× → Gal(Qp/E) in local
class field theory.
Proof. With the element v defined as above, we can compute φMmv =
(NΦ,E(u),B(κE)⊗QpF (u)(h
(M−1)(u)))φ
N+φN−1+···+φ · 1
cm
· PΦc,πm,B(κE)⊗QpF (u)e
= NΦ,E(u),B(κE)⊗QpF (u)(h
(M−1)(up
N
))(NΦ,E(u),B(κE)⊗QpF (u)(h
(M−1)(u)))φ
N−1+···+φ·
1
cm
· PΦc,πm,B(κE)⊗QpF (u)e
≡ NΦ,E(u),B(κE)⊗QpF (u)(hM(u))(NΦ,E(u),B(κE)⊗QpF (u)(h
(M−1)(u)))φ
N−1+···+φ+1·
1
cm
· PΦc,πm,B(κE)⊗QpF (u)e mod p
m
= NΦ,E(u),B(κE)⊗QpF (u)(NmEm(u)/E(u)(u− πm))·
1
cm
· PΦc,πm,B(κE)⊗QpF (u)v
= PΦ,πm,B(κE)⊗QpF (u) ·
1
cm
· PΦc,πm,B(κE)⊗QpF (u)v
= 1
cm
Em(u)v
Since φMm commutes with the OF -action on Mm, (a) now follows. In particular,
we have found #(OF/pm) = m[F : Qp] different pm-torsion points in Xm. Since
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ht(Xm) = [F : Qp], all the pm-torsion points on (Xm)Qp are rational over Em.
By the construction of hM(x) and πm, we can check NmEm/E(−πm) = −πE. By
Proposition 5.1.8 we know X ×SpecOE SpecOEm is OF -linearly isomorphic to Xm
and (b) is proved.
The correspondence in (c) is obviously bijective. To check #GA = #A, recall we
have proved in Proposition 3.2 that #GA = plengthS0N
0
A , and it is clear that #A =
plengthZA. If we look at the natural filtration 0 ⊂ N0A[p] ⊂ N0A[p2] ⊂ · · · ⊂ N0A[pm] =
N0A, each subquotient N
0
A[p
i]/N0A[p
i−1] is equal to k((u)){η · vm|η ∈ A[pi]}. Its
dimension over k((u)) is equal to dimFp A[p
i]/A[pi−1]. This implies
lengthS0N
0
A =
m∑
i=1
dimk((u)) N
0
A[p
i]/N0A[p
i−1] =
m∑
i=1
dimFp A[p
i]/A[pi−1] = lengthZA
To see (d), with the definition of Sτ , one can check
NΦ,E(u),B(κE)⊗QpF (u)(f(u)) = (
∏
α∈Sτ
α∗f(u))τ
Then (d) follows from a careful examination of the definition of v under the identi-
fication Mm
∼=−→
⊕
τ∈Hom(B(κE)∩F,B(κE))
OB(κE)·iτ (F )[[u]]eτ .
Remark 5.2.5. Let d be a positive integer and d
√
πm be a d-th root of πm. The
minimal Eisenstein polynomial of d
√
πm over B(κE) is Em(u
d), and its constant
term is equal to pcm. Let Mm,d be the Kisin module constructed in (5.1) with
(Em( d
√
πm), d
√
πm). Its associated p-divisible group is naturally isomorphic to the
base change of Xm to OE[ d
√
πm]. If we replace u with u
d in the definition of v
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and denote it by v(ud), then all the solutions x to φMm,d(x) =
1
cm
Em(u
d)x in
p−mMm,d/Mm,d have the form η · v(ud), where η runs over p−mOF/OF .
5.3 Some technical lemmas
We establish a few lemmas on properties of the polynomial h(M−1)(u). The proper-
ties will be stated in terms of Newton polygons.
Let us review the basic notions about Newton polygons: let (F, ν) be a discrete
valuation field, OF be the valuation ring. Let f(t) =
d∑
i=r
ait
i ∈ F [t, t−1], where
ar, ad 6= 0. The Newton polygon NP(f) of f(t) is the convex hull of
d⋃
i=r
(i, ν(ai))+R2+,
where R2+ := {(x, y) ∈ R2|x ≥ 0, y ≥ 0}. We define the slopes of NP(f) as the slopes
of the segments on the boundary of the polygon to the left of x = d. If λ is a slope
of NP(f), we define the multiplicity of λ as the length of the projection to x-axis of
the corresponding segment.
If f(t) is a polynomial over F , the valuation v on F uniquely extends to the
splitting field of f . The slopes of a polynomial’s Newton polygon are related with
the valuations of its roots in the following way.
Proposition 5.3.1. Suppose f(t) is a monic polynomial with a nonzero constant
term. If the valuations of all the nonzero roots of f are equal to −λ1 < −λ2 <
· · · < −λk with multiplicities a1, a2, · · · , ak, respectively, then the slopes of NP (f)
are λ1 > λ2 > · · · > λk with lengths a1, a2, · · · , ak, respectively.
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Recall that the Minkowski sum of two sets S1 and S2 in a vector space is defined
as S1 + S2 := {v1 + v2|vi ∈ Si}. We have an immediate corollary from Proposition
5.3.1.
Corollary 5.3.2. The Newton polygon NP(fg) is equal to the Minkowski sum
NP(f) + NP(g).
Let K be a field. For each formal power series g(t) ∈ K((t)), there exists a
unique integer r such that g(t) = xrg0(t) and g0(t) ∈ K[[t]]×. We define this integer
r to be the order of g(t), denoted by ordug(t), or simply ordug for short. The
following lemma will be extensively used in the future computations.
Lemma 5.3.3. Let F be a p-adic local field with residue field κF , and π be a
uniformizer in OF . Suppose f(t) =
d∑
i=r
ait
i ∈ F [t, t−1], where ar, ad 6= 0. Let
h := min{ν(ai)|r ≤ i ≤ d}. Let cil be the unique elements in κF for i = r, r+1, · · · , d
and l = h, h + 1, · · · such that ai =
∞∑
l=h
πj〈cil〉, where 〈x〉 is the Teichmuller lift for
x ∈ κF . Define gj(t) :=
d∑
i=r
〈cij〉ti. Suppose the slopes of NP(f) are λ1 > λ2 > · · ·λs
with multiplicities α1, α2, · · · , αs, respectively. Then we have the following esti-
mates:
ordugl ≥ d−
k−1∑
j=1
αj − (i−
k−1∑
j=1
αj), ifh−
k−1∑
j=1
λjαj < l < h−
k∑
j=1
λjαj, k = 1, 2, · · ·
ordugl = d−
k∑
j=1
αj, if l = h−
k∑
j=1
λjαj, k = 0, 1, 2, · · ·
Proof. By the definitions of gj(u) we can write f(t) =
∞∑
j=h
πjgj(t). For each l ≥ h,
there exists a positive integer k such that h −
k−1∑
j=1
λjαj ≤ l < h −
k∑
j=1
λαj. First
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suppose h −
k−1∑
j=1
λjαj < l < h −
k∑
j=1
λαj. If n = min{i|ci,l 6= 0}, then ν(an) ≤ i.
Because the point Pn = (n, v(an)) is inside the Newton polygon, we deduce that n
is larger than or equal to the x-coordinate of the intersection of NP(f) with y = i.
The x-coordinate of the intersection is equal to d −
k−1∑
j=1
αj − (i −
k−1∑
j=1
αj) from the
information on the slopes of NP (f). Therefore ordugl ≥ d −
k−1∑
j=1
αj − (i −
k−1∑
j=1
αj).
Second, suppose l = h−
k∑
j=1
αj where k is a non-negative integer. Let n0 := d−
k∑
j=1
αj.
Because (d−
k∑
j=1
αj, l) is a vertex on NP(f), ν(an0) must be equal to l, and any other
n such that ν(an) = l must be larger than d−
k∑
j=1
αj. This proves the estimates on
the orders of gl(u).
Now we study the Newton polygons of the polynomials h(M−1)(u) and hM(u)
that we have defined over E in (5.2). Choose the valuation ν on E such that
ν(πE) = 1.
Proposition 5.3.4. The following statements are true:
(a) The vertices of NP(hM(u)) are (p
MN − p(M−1)N , 0), (0, 1), and the slope of
NP(hM(u)) is − 1(pMN−p(M−1)N ) with multiplicity p
MN − p(M−1)N .
(b) The vertices of NP(h(M−1)(u)) are (p(M−1)N , 0), (p(M−2)N , 1), · · · , (1,M −1),
the slopes of NP(h(M−1)(u)) are − 1
(p(M−1)N−p(M−2)N ) > −
1
(p(M−2)N−p(M−3)N ) > · · · >
− 1
(pN−1) , with multiplicites p
(M−1)N − p(M−2)N , p(M−2)N − p(M−3)N , · · · , pN − 1, re-
spectively.
(c) For any positive integer D, there exists ĥ(M−1)(u) ∈ OE[u, u−1] such that
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h(M−1)(u)ĥ(M−1)(u) ≡ 1 mod πDE , the vertices of NP(ĥ(M−1)(u)) are (−p(M−1)N , 0),
(−Dp(M−1)N + (D − 1)p(M−2)N , D − 1), and the slope of NP(ĥ(M−1)(u)) is equal to
− 1
(p(M−1)N−p(M−2)N ) with multiplicity (D − 1)(p
(M−1)N − p(M−2)N).
Proof. From the definition of hM(u) we know it is an Eisenstein polynomial of
degree (1 − p−N)pMN , hence all its roots have valuation 1
(1−p−N )pMN , this proves
(a) by Proposition 5.3.1. Since h(M−1)(u) = u
M−1∏
i=1
hi(u), there are exactly p
iN −
p(i−1)N roots of h(M−1)(u) with valuation 1
piN−p(i−1)N , this proves (b) by Corollary
5.3.2. Then apply Lemma 5.3.3 we deduce there exist Ai(u) ∈ OE[u, u−1]× for
i = 0, 1, · · · ,M − 1 such that h(M−1)(u) =
M−1∑
i=0
πiEAi(u), and orduAi = p
(M−1−i)Nd.
Note that (h(M−1)(u))−1 exists in the p-adic completion of OE((u)) as
(h(M−1)(u))−1 = A−10 (1 +
∞∑
k=1
A−10 Akπ
k
E)
−1 =
∞∑
k=0
πkE(
∑
i1+i2+···+it=k
ij>0
A
−(t+1)
0 Ai1 · · ·Ait)
If we define ĥ(M−1)(u) :=
D−1∑
k=0
πkE(
∑
i1+i2+···+it=k
ij>0
(−1)tA−(t+1)0 Ai1 · · ·Ait), then ĥ(M−1) is
defined in OE[u, u−1]. Let us estimate the order of A−(t+1)0 Ai1 · · ·Ait . If i1 ≥ 2, then
after replacing (i1, i2, · · · , it) with (1, i1 − 1, i2, · · · , it), the order will change by
−orduA0 + orduA1 + orduAi1−1 − orduAi1 < −pMN(1− 2p−N) ≤ 0
For the same reason, if ij > 1 then after splitting ij into 1 and ij − 1, the order
of A
−(t+1)
0 Ai1 · · ·Ait also decreases. Hence, among the indices (i1, i2, · · · , it) such
that i1 + i2 + · · · + it = k, the order of A−(t+1)0 Ai1 · · ·Ait is the lowest only when
t = k and i1 = i2 = · · · = ik = 1. Therefore ordu(
∑
i1+i2+···+it=k
ij>0
A
−(t+1)
0 Ai1 · · ·Ait) =
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orduA
−(k+1)
0 A
k
1 = −(k + 1)pMN + kp(M−1)N . (c) now follows.
Now suppose E is an unramified p-adic local field. Define the endomorphism φ
on E(u) such that φ|E = σ, and φ(u) = up. If i > 0 and f(u) ∈ E(u) can be written
as f0(u
d) such that pi|d, then f(u) is contained in the image of φi : E(u) → E(u),
therefore f(u)φ
−i
is well-defined.
Lemma 5.3.5. Suppose E is an unramified extension over Qp and we take πE =
p. Let d,D be positive integers and suppose D ≤ M . Suppose we have integers
x1 > x2 > · · · > xr > y1 > y2 > · · · > ys, such that pysd is an integer. Let
l ≤ r be the largest integer such that xl > y1 + N ; we treat l = 0 if such an
xl does not exist. Then there exists gk ∈ E[u] for k = 0, 1, · · · , D − 1 such that
h(M−1)(ud)φ
x1+···+φxr−φx1−N−···−φxl−N−φy1−···−φys ≡
D−1∑
k=0
pkgk mod p
D with
ordugk ≥

dp(M−1)N((1− p−N)(pk+1 + · · · pl) + pxl+1 + · · ·+ pxr − py1 − · · · − pys)
if 0 ≤ k ≤ l − 1
dp(M−1)N(pxk+1 + · · ·+ pxr − py1 − · · · − pys)
if l ≤ k ≤ r − 1
dp(M−1)N(−(k − r + 1)py1 − · · · − pys)
if k ≥ r
Proof. Replace h(M−1)(ud)−1 by ̂h(M−1)(ud). Recall that h(M−1)(ud)φN−1 ≡ hM(ud)
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mod pM , we deduce
h(M−1)(ud)φ
x1+···+φxr−φx1−N−···−φxl−N−φy1−···−φys
≡ hM(ud)φ
x1−N+φx2−N+···+φxl−Nh(M−1)(ud)φ
xl+1+···+φxr ĥ(M−1)(ud)φ
y1+···+φys
mod pD
By the definition of φ, for any f(x) ∈ E[u, u−1], the slopes of NP(f(ud)φi) are equal
to the quotient of the slopes of NP(f) by pid. Hence by Lemma (5.3.4) the slopes
of
NP(hM(u
d)φ
x1−N+φx2−N+···+φxl−Nh(M−1)(ud)φ
xl+1+···+φxr ĥ(M−1)(ud)φ
y1+···+φys )
are:
− 1
px1 (p(M−1)N−p(M−2)N )d > −
1
px2 (p(M−1)N−p(M−2)N )d > · · · >
− 1
pxr (p(M−1)N−p(M−2)N )d > −
1
py1 (p(M−1)N−p(M−2)N )d > · · ·
The multiplicity of each slope − 1
pxi (p(M−1)N−p(M−2)N )d is p
xi(p(M−1)N−p(M−2)N)d, and
the multiplicity of − 1
py1 (p(M−1)N−p(M−2)N )d is (D − 1)p
y1(p(M−1)N − p(M−2)N)d. Then
the statement follows by a direct application of Lemma 5.3.3.
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Chapter 6
Strong CM lifting to a p-adic CM
type induced from an unramified
local field
6.1 Main results of the Chapter
Definition 6.1.1. Let Γ0 be a complete discrete valuation ring of characteristic
0 and residue characteristic p. Let κ0 be the residue field of R0. Let X be a p-
divisible group over Γ0. A finite subgroup G of Xκ0 is said to be potentially liftable,
if there exists a finite extension Γ over Γ0 with residue field κ, and a finite locally
free subgroup scheme G of XR, such that Gκ = Gκ.
Let F be a p-adic local field, π be a uniformizer in OF , e be the absolute
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ramification index, κF be the residue field, and let n := [κF : Fp]. In this section
we prove the following theorem:
Theorem 6.1.2. Let a be an integer such that 1 ≤ a ≤ n−1. Let i0 ∈ Hom(F ur,Qp),
Φ′ := {i0, i0 ◦σ, · · · , i0 ◦σa−1} ⊂ Hom(F ur,Qp), and let Φ be the p-adic CM type on
F induced from Φ′. Let X be the OF -linear CM p-divisible group over W (k) with
p-adic CM type Φ. Then every OF -stable subgroup G of Xk is potentially liftable.
Theorem (6.1.2) has the following consequences:
Corollary 6.1.3. Notations are as in (6.1.2). Then every OF -linear CM p-divisible
group over k with dimension ae admits an F -linear CM lifting to characteristic 0
with p-adic CM type Φ.
Proof. Every OF -linear CM p-divisible group Y over k with dimension ae is L-
linearly isogeneous to Xk, hence there exists an OF -stable subgroup G of Xk such
that Y is OF -linearly isomorphic to Xk/G. By Theorem (6.1.2), there exists a finite
totally ramified extension R over W (k) and a finite locally free subgroup scheme G
of XR, such that Gk = G. Then XR/G is an F -linear CM lifting of Y with p-adic
CM type Φ.
Remark 6.1.4. In the context of question (LTI) for p-divisible groups (see (3.1)),
Corollary (6.1.3) implies LTI(F,Φ) = {the set of Lie types of dimension ae}. So
the F -linear isogeny constraint is the only constraint on LTI(F,Φ); cf. (3.1).
Corollary 6.1.5. We have the following positive results on (sCML):
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(a) Let K0 be a p-adic local field, K be a degree 2 unramified extension of K0.
Then the answer to question (sCML) relative to (K,K0) for p-divisible groups is
affirmative.
(b) Let L be a CM field, and L0 be its maximal totally real subfield. If for every
place v of L0 above p, v is inert in L, then for the CM field L the answer to question
(sCML) for abelian varieties is affirmative.
Proof. (b) follows from (a) by Proposition (3.1.3), so it suffices to prove (a). Let ι be
the involution in Aut(K/K0). Let eK be the absolute ramification index of K, nK
be the inertia degree of K. The set of embeddings Hom(Kur,Qp) is isomorphic to
{1, 2, · · · , nK} as Gal(Kur/Qp) ∼= Z/nK-torsors. The involution on {1, 2, · · · , nK}
induced by ι sends i to i + nK
2
mod nK . Take a p-adic CM type for K
ur to be
Φ′ := {1, 2, · · · , nK
2
}, and let Φ be the p-adic CM type for K induced from Φ′.
Then Φ is compatible with ι, i.e., Φ
∐
Φ ◦ ι = Hom(K,Qp). Now if Y is an OK-
linear CM p-divisible group with dimension [K0 : Qp] = nK2 · eK , then by Corollary
(6.1.3) we deduce that Y admits a K-linear CM lifting with p-adic CM type Φ
compatible with ι. This proves (a).
Here is the plan to prove Theorem (6.1.2). We have constructed the Kisin
module of X in (5.1). For each m ≥ 1, after a base change to the totally ramified
abelian extension such that the pm-torsion points on XQp are rational, we have also
computed the finite Kisin modules attached to the pm-torsion finite locally free
subgroup schemes in Proposition (5.2.4). If such a finite Kisin module reduces to
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an OF -stable Dieudonné module by (3.2), then the associated finite locally free
subgroup scheme is the lifting of an OF -stable subgroup.
6.2 Examples of potentially liftable subgroups
To illustrate the approach to prove Theorem (6.1.2), in this subsection we consider
the example when F = B(Fp4) is unramified over Qp of degree 4. Take an identifi-
cation of Hom(F,B(k)) with {1, 2, 3, 4} as Gal(F/Qp) ∼= Z/4-torsors. Take a p-adic
CM type Φ = {2, 3}. The reflex field F ′ is equal to F . Take h(x) = px+xp4 , it satis-
fies the requirement in the theory of Lubin-Tate formal group laws as in (5.2). Follow
the notations in (5.2), the Eisenstein polynomial h2(x) :=
h(2)(x)
h(x)
=p+(px+xp
4
)p
4−1
defines a totally ramified abelian extension F2 over F with Galois group ∼= OF/p2.
Note that the constant term of h2(x) is equal to p. Let π2 be a root of h2(x), and
take R = OF2·B(k) = W (k)[π2]. Let X be the OF -linear CM p-divisible group over
R with p-adic CM type Φ, so the p2-torsion points on XQp are rational over Frac R.
Let X be the closed fiber of X . We will show some examples of liftable OF -stable
subgroups of X.
The Kisin module attached to X is isomorphic to M ∼=
4⊕
i=1
W (k)[[u]]ei, where
OF acts on the i-th component by the embedding i. For simplicity we identify
OF with its image in W (k) under the first embedding. By (5.2.4 (d)), the φ-linear
homomorphism φM is defined as φMei = ei+1 if i = 1, 2, and φMei = h2(u)ei+1 if
i = 3, 4. Here we have identified ej+4 with ej.
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By Proposition (5.2.4(d)), the solutions to φM(x) = h2(u)x in p
−2M/M have
the form η · v where η ∈ p−2OF/OF , and
v := h(u)φ
3+φ2e1 + h(u)
φ3+1e2 + h(u)
φ+1e3 + h(u)
φ2+φe4
where φ is the endomorphism on W (k) that induces σ on W (k) and sends u to
up. Note that by our definition, the coefficients of h(u) are in fact integers in Z,
therefore h(u)φ = h(up).
The finite Kisin modules attached to p2-torsion subgroup schemes of X are
given by NA := W (k)((u)){η · v|η ∈ A} ∩ p−2M/M where A runs over all the
subgroups of p−2OF/OF . The Dieudonné module of the closed fiber is given by
NA/(NA ∩ u(p−2M/M)) ∼= (NA + u(p−2M/M))/u(p−2M/M), which we denote by
“NA mod u” from now on for simplicity.
On the other hand, the Dieudonné module of X := Xk is isomorphic to M :=
M/uM ∼=
4⊕
i=1
Mi =
4⊕
i=1
W (k)ei, where OF acts by the i-th embedding on the i-th
component, Fei = ei+1 for i = 1, 2, Fei = pei+1 for i = 3, 4, V ei+1 = pei for i = 1, 2,
and V ei+1 = ei for i = 3, 4. Let us look at a few examples of the Dieudonné modules
attached to OF -stable subgroups of X, and show they are liftable.
Example 6.2.1. Let N := p−1M3/M3, it is an OF -stable Dieudonné module. Con-
sider p−1v =
p−1((up
4
+ pu)φ
3+φ2e1 + (u
p4 + pu)φ
3+1e2 + (u
p4 + pu)φ+1e3 + (u
p4 + pu)φ
2+φe4)
≡ p−1up7+p6e1 + p−1up
7+p4e2 + p
−1up
5+p4e3 + p
−1up
6+p5e4 mod M
60
Therefore u−(p
5+p4)(p−1v) ≡ p−1e3 mod u. Therefore if we take A := 〈p−1〉, then
NA mod u = N . Since the associated finite group scheme GA has order p, we
deduce that NA mod u = N . In fact, the reduction of any cyclic subgroup scheme
of X with order p is equal to the finite subgroup of X associated to N .
Remark 6.2.2. We have actually shown a stronger fact u−(p
5+p4)(p−2v) ≡ p−1e3
mod up
6−p4M. This fact will be useful later.
Example 6.2.3. Let N := p−1M3/M3 ⊕ p−1M4/M4, it is an OF -stable Dieudonné
module. For any η1 = p
−1ζ1 with ζ1 ∈ W (Fp4)×, we have
η1 · v ≡ p−1ζ1up
7+p6e1 + p
−1ζσ1 u
p7+p4e2 + p
−1ζσ
2
1 u
p5+p4e3 + p
−1ζσ
3
1 u
p6+p5e4 mod M
We have seen N〈η1〉/uN〈η1〉 = p
−1M3/M3, so we need another η2 ∈ p−2OF/OF to
produce a lifting of p−1e4. If ζ2 ∈ W (Fp4)× is Zp-linearly independent from ζ1, then
there exists λ1, λ2 ∈ W (Fp4) such that λ1ζ1 + λ2ζ2 = 0, λ1ζσ1 + λ2ζσ2 = 1. Thus
modulo M we have
λσ
3
1 (p
−1ζ1 · v) + λσ
3
2 (p
−1ζ2 · v)
≡ p−1(λσ31 ζ1 + λσ
3
2 ζ2)u
p7+p6e1 + p
−1(λσ
3
1 ζ
σ
1 + λ
σ3
2 ζ
σ
2 )u
p7+p4e2 + p
−1up
6+p5e4
Therefore u−(p
6+p5)(λσ
3
1 (p
−1ζ1 · v) + λσ
3
2 (p
−1ζ2 · v)) ≡ p−1e4 mod u. If we take
A := 〈p−1ζ1〉 × 〈p−1ζ2〉, then NA mod u = p−1M3/M3 ⊕ p−1M4/M4 = N .
Example 6.2.4. Let N := p−1M2/M2 ⊕ p−1M3/M3, it is an OF -stable Dieudonné
module. This time we base change to X ×SpecW (k)[π2] SpecW (k)[ p
√
π2] to carry out
the computation1, where p
√
π2 is a p-th root of π2. Let M
′ be the Kisin module
1Note that every p2-torsion subgroup of X ′ := X ×SpecW (k)[π2] SpecW (k)[ p
√
π2] is the base
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attached to X ×SpecW (k)[π2] SpecW (k)[ p
√
π2]. By Remark (5.2.5), if we replace u
with up in the formula for v and denote it by v′ := v(up), then the p2-torsion points
on X ′ correspond to η · v′, where η ∈ p−2OF/OF . Take A := 〈p−2〉. By Example
(6.2.1), we already have u−(p
6+p5)(p−1v′) in NA as a lifting of p
−1e3, and we need to
find another element in NA to lift p
−1e2. Consider
p−2v′ = p−2(h(up)φ
3+φ2e1 + h(u
p)φ
3+1e2 + h(u
p)φ+1e3 + h(u
p)φ
2+φe4)
= p−2(h(u)φ
4+φ3e1 + h(u)
φ4+φe2 + h(u)
φ2+φe3 + h(u)
φ3+φ2e4)
By Corollary 5.2.3, h(u)φ
4−1 ≡ h2(u) mod p2, hence in N0A we know h(u)−φ−1(p−2v′)
is equal to
p−2(h(u)φ
4+φ3−φ−1e1 + h2(u)e2 + h(u)
φ2−1e3 + h(u)
φ3+φ2−φ−1e4)
≡ (p−2up8+p7−p5−p4 + p−1(up7−p5 + up8−p5−p4+p3 − up8+p7−p5−2p4+1−
up
8+p7−2p5−p4+p))e1 + (p
−2up
8−p4 + p−1(1− up8−2p4+1))e2 + (p−2up
6−p4+
p−1(u−p
4+p2 − up6−2p4+1))e3 + (p−2up
7+p6−p5−p4 + p−1(up
6−p5−p4+p3+
up
7−p5−p4+p2 − up7+p6−p5−2p4+1 − up7+p6−2p5−p4+p))e4
This vector is not yet in p−2M/M since the coefficient of e3 has a negative order
in u. However, since u−(p
6+p5)(p−1v′) is a lifting of p−1e3, we can use it to “strike
out” the coefficient of p−1e3. Let w := h(u)
−φ−1(p−2v′) − (u−p4+p2 − up6−2p4+1) ·
change of a p2-torsion subgroup of X , so to lift the associated subgroup of X to a finite locally
free p2-torsion subgroup scheme of X ×SpecW (k)[π2] SpecW (k)[ p
√
π2] is the same as to lift it to a
finite locally free p2-torsion subgroup scheme of X . We make the base change here for the aim of
convenience in computation.
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u−(p
6+p5)(p−1v′), then we have
w = (h(u)−φ−1(p−2v′)− p−1(u−p4+p2 − up6−2p4+1)e3)−
(u−p
4+p2 − up6−2p4+1)(u−(p6+p5)(p−1v′)− p−1e3)
We have seen the first term in the sum is in p−2M/M and it reduces to p−1e2 modulo
u, and by Remark (6.2.2) we know the second term is divisible by up
7−p5−p4+p2 .
Therefore we deduce w ≡ p−1e2 mod u. This proves NA mod u = p−1M2/M2 ⊕
p−1M3/M3 = N .
6.3 The correspondence between subgroups and
Lie types
To prove Theorem (6.1.2), we need a description of the Dieudonné modules attached
the OF -stable subgroups of an OF -linear CM p-divisible group. Such a description
also allows us to write down the Lie type of the quotient OF -linear CM p-divisible
group directly from the OF -stable subgroup. We take this subsection to set up some
definitions on such a description.
Let F be a p-adic local field. Let X be an OF -linear CM p-divisible group
with Lie type δ. In the natural isomorphism Rk(OF ) ∼=
∏
τ∈Hom(Fur,Qp)
Rk(OF ⊗OFur ,τ
k)
Q
ετ−−→
∏
τ∈Hom(Fur,Qp)
Z (see (3.1)), denote the image of δ by (δτ )τ∈Hom(Fur,Qp). The
Dieudonné module attached to Xδ is
Mδ ∼=
⊕
τ∈Hom(F,Qp)
Mδ,τ
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where Mδ,τ ∼= W (k) ⊗τ,OurF OF eτ is a free W (k) ⊗τ,OFur OF -module of rank 1.
The Frobenius and Verschiebung maps satisfy FMδ,τ = π
e−δστ
F Mδ,στ and VMδ,στ =
πδστF Mδ,τ .
If G is an OF -stable subgroup of X, then its attached Dieudonné module is⊕
τ∈Hom(Fur,Qp)
π−dτF Mδ,τ/Mδ,τ , where the dτ ’s are non-negative integers. This module
is stable under F and V , this implies
δστ − eF ≤ dστ − dτ ≤ δστ , for all τ ∈ Hom(F ur,Qp)
Definition 6.3.1. Let δ = (δτ )τ∈Hom(Fur,Qp) be a Lie type. A vector of non-negative
integers
d = (dτ )τ∈Hom(Fur,Qp) ∈
⊕
τ∈Hom(Fur,Qp)
Nτ
is defined to be δ-admissible, if δστ − e ≤ dστ − dτ ≤ δστ for all τ . It is said to be
δ-admissible and reduced, if moreover we have min dτ = 0. Two δ-admissible d and
d′ are called equivalent, if dτ − d′τ is a constant that does not depend on τ .
If d = (dτ ) is δ-admissible, we denote Nδ(d) :=
⊕
τ∈Hom(Fur,Qp)(π
−dτ
F Mδ,τ/Mδ,τ )
and let G(d) be the associated finite subgroup scheme of Xδ. We also denote the
Dieudonné module M(d) :=
⊕
τ∈Hom(Fur,Qp)
π−dτF Mδ,τ , and let X(d) be the associated
p-divisible group over k. Clearly from the definition we have:
Proposition 6.3.2. The mapping [d] 7→ X(d) is a one-to-one correspondence be-
tween the equivalent classes of δ-admissible vectors and the OF -isomorphic classes of
OF -linear p-divisible groups isogeneous to Xδ. Moreover, the Lie type [Lie(X(d))] =
(δτ − dτ + dσ−1τ )τ∈Hom(F ur,Qp) ∈ Rk(OF ).
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6.4 The proof of Theorem (6.1.2)
In this subsection we prove Theorem (6.1.2). Notations are as in the beginning of
the section. We first claim it suffices to prove in the case when F is unramified over
Qp. To see this, recall that Φ is induced from the p-adic CM type Φ′ for F ur. Let Y
be the OFur -linear p-divisible group over W (k) with p-adic CM type Φ′, then X is
OF -linearly isomorphic to the Serre tensor construction Y ⊗OFur OF . Now suppose
G is an OF -stable finite subgroup of Xk. The following lemma (6.4.1) reduces the
potential liftablity of G to an OFur-stable finite subgroup of Yk.
Lemma 6.4.1. Let F/F0 be a totally ramified finite extension of degree d between p-
adic local fields, and π be a uniformizer of F . Let Y be an OF0-linear CM p-divisible
group over k, and X := Y ⊗OF0 OF be the Serre tensor construction. Let Y ↪→ X
be the canonical embedding, and Yi be the image of Y under the endomorphism
πi ∈ End(X) for i = 0, 1, · · · , d − 1. Then for every OF -stable finite subgroup
G ⊂ X, there exists an OF0-stable finite subgroup Gi ⊂ Xi for i = 0, 1, · · · , d − 1,
such that G =
d−1∏
i=0
Gi.
Proof. The Dieudonné module N attached to Y splits into
⊕
τ∈Hom(Fur,Qp) Nτ , where
Nτ is a free W (k) ⊗τ,OurF OF0-module of rank 1. Let Mτ := OF ⊗OF0 Nτ , then the
Dieudonné module M attached to X is naturally isomorphic to
⊕
τ∈Hom(Fur,Qp) Mτ .
Let Nτ,i := OF0πi ⊗OF0 Nτ for i = 0, 1, · · · , d − 1, then the Dieudonné module
attached to Yi is
⊕
τ∈Hom(Fur,Qp)Nτ,i.
Since G is OF -stable, there exists a sequence of non-negative integers (aτ ) such
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that the Dieudonné module attached to G is
⊕
τ∈Hom(Fur,Qp) π
−aτMτ/Mτ . Let π0 be
a uniformizer of OF0 . Note that π−aτMτ/Mτ =
⊕d−1
i=0 π
−[aτ+i
d
]
0 Nτ,i/Nτ,i. For each i,
define Pi :=
⊕
τ∈Hom(Fur,Qp) π
−[aτ+i
d
]
0 Nτ,i/Nτ,i as a submodule in p
−∞Nτ,i/Nτ,i. Since
Y is OF -stable, we know the Frobenius endomorphism F sends Nτ,i to πδτ0 Nτ,i
for some integer δτ , hence on M we know F sends Mτ to π
dδτMστ . Therefore
aτ − dδτ ≤ aστ . This implies [aτ+id ] − δτ ≤ [
aστ+i
d
], hence Pi is a finite Dieudonné
module.
Let Gi be the finite subgroup of Xi that corresponds to Pi. Then Gi is OF0-
stable, and G =
d−1∏
i=0
Gi.
From now on we may and do assume that F is unramified over Qp. Take an iden-
tification between the Gal(F/Qp) ∼= Z/n-torsors Hom(F,B(k)) and {1, 2, · · · , n},
such that Φ = {2, 3, · · · , a + 1}. The reflex field F ′ of (F,Φ) is equal to F . Take
h(x) = px + xp
n
, and construct h(r)(x), hr(x) for all positive integers r as in (5.2).
Let πn be a root of hn(x), and p
n√πn be a pn-th root of πn. Define R := W (k)[ pn
√
πn].
Let M be the Kisin module constructed in §5 over R using the uniformizer pn√πn,
and let X be the associated p-divisible group. By (5.2.4) all pn-torsion points
on XQp are already rational over Frac R. By Proposition (5.2.4) and Remark
(5.2.4(d)), the pn-torsion points on X are in one-to-one correspondence with {η ·
v|η ∈ p−nOF/OF}, where v =
a∑
i=1
h(n−1)(up
n
)φ
n−1+φn−2+···+φn−a−1+i+φi−2+φi−3+···+1ei+
n∑
i=a+1
h(n−1)(up
n
)φ
i−2+φi−3+···+φi−a−1ei.
Let X := Xk be the closed fiber, it is the OF -linear CM p-divisible group over k
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with Lie type ξ(Φ). From the definition of Φ, if a vector of integers d = (di)i=1,2,··· ,n is
ξ(Φ)-admissible, then 0 ≤ di+1−di ≤ 1 when 1 ≤ i ≤ a, and−1 ≤ di+1−di ≤ 0 when
a+1 ≤ i ≤ n. Define qi := min{i−1, n+1−i, a, n−a} for each i = 1, 2, · · · , n. One
can easily check that for a positive integer r, there exists a reduced ξ(Φ)-admissible
d ∈ Nn such that the i-th component di is equal to r if and only if 1 ≤ r ≤ qi.
Take a set of Qp-basis {ζi|i = 1, 2, · · · , n} of F ur = B(Fpn), without loss of
generality we may assume ζi ∈ W (Fpn)×. By Dedekind’s Theorem the matrix
[ζσ
j
i ]0≤i,j≤n−1 is non-degenerating. Hence we can rearrange the order of the rows
such that for any 1 ≤ l ≤ n, the submatrix formed by first l rows and l columns
is non-degenerating. So there exists a unique vector λl = (λl,0, λl,1, · · · , λl,l) in
(W (k))l+1 such that (λl,0, λl,1, · · · , λl,l) · [ζσ
j
i ]0≤i,j≤l = (0, 0, · · · , 0, 1).
Definition 6.4.2. Suppose (s, r) is a pair of integers such that 1 ≤ s ≤ n, 1 ≤ r ≤ qs.
Define
A(r)s :=

∏r+s−a−2
i=0 〈p−rζi〉, if s ≥ a+ 1∏r−1
i=0 〈p−(a+1−s+r)ζi〉, if s ≤ a
as subgroups of p−nOF/OF .
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Define integers
D(s, r) :=

pn
2
(ps−1 − ps+r−a−2 − ps+r−a−3 − · · · − ps−a−1)
if a+ 1 ≤ s ≤ n, s+ r ≤ n
pn
2
(ps−1 − ps−2 − ps−3 − · · · − ps−a−1)
if a+ 1 ≤ s ≤ n, s+ r = n+ 1
pn
2
(ps−1 − pr−1 − pr−2 − · · · − ps−a−1)
if 1 ≤ s ≤ a, r ≤ n− 1− a
pn
2
(ps−1 − ps−2 − ps−3 − · · · − ps−a−1)
if 1 ≤ s ≤ a, r = n− a
From the definition it is clear that D(s, r) > 0.
For an element x ∈ p−nM0/M0, we define ordux to be the smallest integer d
such that u−dx ∈ p−nM/M and u−dx 6= 0 mod u. If ordu(x1 − x2) ≥ D, we write
x1 ≡ x2 mod ordu ≥ D.
Proposition 6.4.3. For each pair of (s, r) that satisfies the condition in (6.4.2),
there exists w
(r)
s ∈ NA(r)s such that w
(r)
s ≡ p−res mod ordu ≥ D(s, r).
Proof. We divide the problem into the case when a+ 1 ≤ s ≤ n and 1 ≤ s ≤ a.
(i) First suppose a + 1 ≤ s ≤ n. Prove by induction on r. Suppose 1 ≤ r ≤
min{s− 1, n+ 1− s, a, n− a} and we have proved for smaller r’s. Define
v∗ :=
s+r−a−2∑
k=0
λσ
a+2−r
s+r−a−2,kh
(n−1)(up
n
)−φ
s−2−···−φs−a−1(p−rζk · v)
Then by the choice of λs+r−a−2 one can easily check that the coefficient of ei in
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v∗ − p−res vanishes for a + 2 − r ≤ i ≤ s. Now we examine the coefficients for ei
with i ≤ a+ 1− r or i ≥ s+ 1.
When 1 ≤ i ≤ a + 1 − r, the coefficient of ei is equal to the product of
p−r(
s+r−a−2∑
k=0
λσ
a+2−r
s+r−a−2,kζ
σi
k ) with
h(n−1)(up
n
)φ
n−1+···+φmax{s−1,n−a−1+i}−φmin{s−2,n−a−2+i}−···−φmax{s−a−1,i−1}+φmin{s−a−2,i−2}+···+1
The number of h(n−1)(up
n
)φ
j
-factors with j > 0 is equal to (n− 1)−max{s− 1, n−
a− 1 + i}+ 1. Because r ≤ min{s− 1, n+ 1− s, a, n−a} implies s− 1 ≤ n− r, and
i ≤ a+1−r implies n−a−1+i ≤ n−r, we have (n−1)−max{s−1, n−a−1+i}+1 ≥
(n − 1) − (n − r) + 1 = r. Hence by Lemma 5.3.5, we can write this coefficient as
p−r(g0 + pg1 + p
2g2 + · · ·+ pr−1gr−1), such that
ordugk ≥ pn
2
(pmax{s−1,n−a−1+i} − pmin{s−2,n−a−2+i} − · · · − pmax{s−a−1,i−1})
If s+ r ≤ n, then n− a− 1 + i ≥ n− r ≥ s, hence the above lower bound is
≥ pn2(ps − ps−2 − · · · − ps−a−1) ≥ pn2(ps−1 − ps+r−a−2 − · · · − ps−a−1) = D(s, r)
If s+ r = n+ 1, that lower bound is ≥ d(ps−1− ps−2− · · · − ps−a−1) = D(s, r), too.
Similarly, when i ≥ s+ r+ 1, we can also prove the order of the coefficient of ei
has order ≥ D(s, r).
When s+ 1 ≤ i ≤ s+ r, by Lemma 5.3.5, the coefficient of ei is equal to
p−r(
s+r−a−2∑
k=0
λσ
a+2−r
s+r−a−2,kζ
σi
k )h
(n−1)(up
n
)φ
i−2+···+φs−1−φi−a−2−···−φs−a−1
= p−r(g0 + pg1 + p
2g2 + · · ·+ pr−1gr−1)
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with estimates on the order of the gk’s as follows. If k ≤ i − s − 1, we have
ordugk ≥ pn
2
(ps−1−pi−a−2−· · ·−ps−a−1) ≥ D(s, r). If i−s ≤ k ≤ r−1, we deduce
ordugk ≥ pn
2
(−(k − (i− s) + 1)pi−a−2 − pi−a−3 − · · · − ps−a−1).
So far we have been able to write v∗ as
p−res +
∑
i≤a+1−r
or
i≥s+r+1
v∗i ei +
∑
s+1≤i≤s+r
r−1∑
j=0
hi,jp
−r+jei
knowing:
(a) when i ≤ a+ 1− r or i ≥ s+ r + 1, orduv∗i ≥ D(s, r).
(b1) when s+ 1 ≤ i ≤ s+ r and j ≤ i− s− 1, orduhi,j ≥ D(s, r).
(b2) when s + 1 ≤ i ≤ s + r and i − s ≤ j ≤ r − 1, orduhi,j ≥ pn
2
(−(j − (i −
s) + 1)pi−a−2 − · · · − ps−a−1).
Now we define
w(r)s := v
∗ −
∑
(i,j)as in (b2)
hi,jw
(r−j)
i
Note that r − j ≤ r − i + s ≤ min{i − 1, n + 1 − i, a, n − a}, so by induction
hypothesis we have constructed w
(r−j)
i ∈ N0A(r−j)i
= W (k)((u)){p−(r−j)ζt · v|0 ≤ t ≤
i + (r − j) − a − 2}. Because i + (r − j) ≤ i + r − (i − s) ≤ r + s, and r − j < r,
hence we have N0
A
(r−j)
i
⊂ N0
A
(r)
s
. Thus this w
(r)
s is indeed defined in N0
A
(r)
s
. Next we
verify ordu(w
(r)
s − p−res) ≥ D(s, r). Write w(r)s − p−res =∑
i≤a+1−r
or
i≥s+r+1
v∗i ei +
∑
s+1≤i≤s+r
j≤i−s−1
hi,jp
−r+jei −
∑
s+1≤i≤s+r
j≥i−s
hi,j(w
(r−j)
i − p−r+jei)
We have shown the first two terms in the above formula have orders higher than or
equal to D(s, r). For the last term, by induction hypothesis ordu(w
(r−j)
i −p−r+jei) ≥
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D(i, r− j), and we have shown orduhi,j ≥ d(−(j− (i−s)+1)pi−a−2−pi−a−3−· · ·−
ps−a−1), therefore we are reduced to the inequality which is an easy exercise:
D(i, r − j) + pn2(−(j − (i− s) + 1)pi−a−2 − pi−a−3 − · · · − ps−a−1) ≥ D(s, r)
(ii) In the case when 1 ≤ s ≤ a, we prove by a descending induction on s and an
ascending induction on r. Suppose we have proved for a larger s and a smaller r.
Define
v∗ :=
r−1∑
k=0
λσ
s−r+1
r−1,k h
(n−1)(up
n
)−φ
−1−φ−2−···−φ−a−1+s−φs−2−···−1(ζk · v)
Note that −a − 1 + s + n ≥ 0 so every factor is well defined. By the definition of
λr−1, the coefficient of ei vanishes for s− r + 1 ≤ i ≤ s− 1.
The coefficient of es is equal to p
−(a+1−s+r)hn(u
pn)φ
−1+···+φ−a−1+s . Since hn(u) is
an Eisenstein polynomial of degree pn
2 − pn(n−1), we can write
p−(a+1−s+r)hn(u
pn)φ
−1+···+φ−a−1+s = p−res +
a−s+r∑
j=0
p−(a+1−s+r)+jhs,j
where orduhs,j ≥ (pn
2+n−pn2)p−a−1+s if j ≤ a+1−s, and orduhs,j > 0 if a+2−s ≤
j ≤ a − s + r. Note that (pn2+n − pn2)p−a−1+s ≥ D(s, r). Apply Lemma 5.3.5 to
study the coefficients of other ei’s, we can write v
∗ as:
p−res +
∑
i≤s−r
or
i≥a+r+2
v∗i ei +
∑
s≤i≤a+r+1
a−s+r∑
j=0
hi,jp
−(a+1−s+r)+jei
knowing:
(a) when i ≤ s− r or i ≥ a+ r + 2, orduv∗i ≥ D(s, r).
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(b1′) when i = s and j ≤ a+ 1− s, orduhs,j ≥ D(s, r).
(b2′) when i = s and a+ 2− s ≤ j ≤ a− s+ r, orduhs,j > 0.
(c1′) when s+ 1 ≤ i ≤ a and j ≤ a− s, orduhi,j ≥ D(s, r).
(c2′) when s + 1 ≤ i ≤ a and a − s + 1 ≤ j ≤ a − s + r, orduhi,j ≥ pn
2
(−(j −
a+ s)pi−a−2 − pi−a−3 − · · · − ps−a−1).
(d1′) when a+ 1 ≤ i ≤ a+ r + 1 and j ≤ i− s− 1, orduhi,j ≥ D(s, r).
(d2′) when a + 1 ≤ i ≤ a + r + 1 and i − s ≤ j ≤ a − s + r, orduhi,j ≥
pn
2
(−(j − i+ s+ 1)pi−a−2 − pi−a−3 − · · · − ps−a−1).
Define
w(r)s := v
∗ −
∑
(i,j)as in(b′2),(c′2),(d′2)
hi,jw
((a+1−s+r)−j)
i
One can check for the pairs of (i, j) as in (b′2), (c′2), and (d′2), A
((a+1−s+r)−j)
i ⊂ A
(r)
s
and w
((a+1−s)+r)−j)
i has been constructed. Hence w
(r)
s is indeed defined in N0
A
(r)
s
. By
a easy exercise similar to that in the case when a + 1 ≤ s ≤ n, one can check
ordu(w
(r)
s − p−res) ≥ D(s, r).
Now for any reduced ξ(Φ)-admissible vector d = (ds)s ∈ Nn, we define a sub-
group A(d) ⊂ p−nOF/OF such that #A(d) = p
nP
s=1
ds
, and A
(r)
s ⊂ A(d) for all
s = 1, 2, · · · , n and r = 1, 2, · · · , ds. We first make several combinatorical defini-
tions before we actullay define A(d):
• Define a set H(d) := {(s, r)|1 ≤ s ≤ n, 1 ≤ r ≤ ds} ⊂ {1, 2, · · · , n} × N∗.
• For k = 1, 2, · · · , a, define Γk := {(n, k), (n−1, k), · · · , (a+1, k), (a, k−1), (a−
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1, k − 2), · · · }.
• Define hk := #(H(d) ∩ Γk), L :=
a∑
j=1
hj − 1, and mi := k if
a∑
j=k+1
hj ≤ i ≤
a∑
j=k
hj − 1.
By the definition of the Γk’s, one can check the condition that d is ξ(Φ)-admissible
and reduced implies H(d) ⊂
a⋃
k=1
e−1⋃
t=0
Γk.
Definition 6.4.4. With the above notations, define h(d) := the largest integer k such
that H(d) ∩ Γk 6= ∅, and A(d) :=
e−1∏
t=0
L∏
l=0
〈p−mlζl〉 ⊂ p−h(d)OF/OF .
Proposition 6.4.5. We have #A(d) = p
nP
s=1
ds
, and A
(r)
s ⊂ A(d) for all s =
1, 2, · · · , n and r = 1, 2, · · · , ds.
Proof. To compute #A(d), note that dimFp A(d)[p
k]/A(d)[pk−1] is equal to #{i|mi =
k} = hk. Hence we have lengthZpA(d) =
a∑
k=1
hk =
a∑
k=1
#(H ∩ Γk) = #H =
n∑
s=1
ds,
and #A(d) = p
nP
s=1
ds
.
Suppose 1 ≤ s ≤ n and 1 ≤ r ≤ ds. If s ≥ a + 1, then A(r)s =
s+r−a−2∏
k=0
〈p−rζk〉.
Note that ds ≥ r implies hr ≥ s+ r − a− 1, hence
a∑
j=r
hj − 1 ≥ s+ r − a− 2. As a
result, ml ≥ r for any 0 ≤ l ≤ s + r − a− 2. This proves A(r)s ⊂ A(d). Similarly if
s ≤ a, then Ars =
r−1∏
k=0
〈p−(a+1−s+r)ζk〉. Note that ds ≥ r implies ha+1−s+r ≥ r, hence
a∑
j=a+1−s+r
hj − 1 ≥ r− 1. As a result, ml ≥ a+ 1− s+ r for any 0 ≤ l ≤ r− 1. This
proves A
(r)
s ⊂ A(d).
By a combination of Proposition (6.4.3) and (6.4.5), we deduce that NA(d)
mod u = N(d), where NA(d) mod u is short for NA(d)/(NA(d) ∩ u · p−nM/M).
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This proves for every reduced ξ(Φ)-admissible vector d ∈ Nn, G(d) lifts to a fi-
nite locally free subgroup scheme GA(d) of X . For a general ξ(Φ)-admissible vector
d′ ∈ Nn, there exists a reduced ξ(Φ)-admissible vector d and a non-negative integer
i, such that d′ = d + (i, i, · · · , i). If we compose the isogenies X i−→ X π−→ X/GA(d),
the reduction of Ker(π ◦ pi) is equal to G(d′). This finishes the proof of Theorem
(6.1.2).
Remark 6.4.6. From the definition we can see A(d) is in fact ph(d)-torsion, where
the integer h(d) is defined in (6.4.4). Therefore in Theorem (6.1.2), for each OF -
stable subgroup G of Xk, we can have control on the extension R/W (k) such that
G admits a lifting to a finite locally free subgroup scheme of XR. Similarly, in
Corollary (6.1.3), we can also have control on the endomorphism ring of the CM
lifting and the ramification of the base ring of the CM lifting.
74
Chapter 7
Strong CM lifting to a p-adic CM
type induced from a local field
with small ramification
7.1 Non-potentially-liftable subgroups
Let F be a p-adic local field. Let n be the inertia degree of F , Φ be a p-adic
CM type for F , F ′ be the reflex field. Let X be the (unique) OF -linear CM p-
divisible group over OF ′·B(k) with p-adic CM type Φ. In chapter 6 we considered
the examples where Φ is induced from a p-adic CM type Φ′ for F ur, such that Φ′
has the form {i0, i0 ◦ σ, · · · , i0 ◦ σa} for some i0 ∈ Hom(F ur,Qp) and 1 ≤ a ≤ n− 1.
In these examples, the reflex field F ′ = F ur. It was proved in (6.1.2) that every
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OF -stable subgroup G of Xk is potentially liftable. As a corollary, every OF -linear
CM p-divisible group Y over k of dimension ae admits an F -linear CM lifting to
characteristic 0 with p-adic CM type Φ.
For other p-adic CM types Φ, this potential liftability result on OF -stable sub-
groups of Xk may fail to hold. We have seen such examples in chapter 2 and 4.
We showed that for a p-adic CM type (F,Φ), if we denote the residue field of the
reflex field by κF ′ , then a potentially liftable OF -stable subgroup of Xk descends to
an OF -stable subgroup of XκF ′ . As a corollary, if κF ′ is “small”, i.e., κF ′ does not
contain κF , then there exist non-potentially-liftable OF -stable subgroups of Xk.
In this subsection we give more examples of p-adic CM types (F,Φ), such that
κF ′ is not small, but there still exist non-potentially-liftable OF -stable subgroups
of Xk.
Example 7.1.1. Let F = B(Fp5). Identify Hom(F,B(k)) with {1, 2, 3, 4, 5} as
Gal(F/Qp) ∼= Z/5-torsors, and take Φ := {2, 4}. Let π1 be a (p5 − 1)-th root of −p
in Qp, and take E := B(k)(π1). Let X be the OF -linear CM p-divisible group over
OE with p-adic CM type Φ. By (5), the attached Kisin module M ∼=
5∑
i=1
W (k)[[u]]ei,
on which the action of OF on the i-th component is given by the i-th embedding,
and φMei = ei+1 for i = 1, 3, φMei = (p+u
p5−1)ei+1 for i = 2, 4, 5. By [1] (B.4), the
Dieudonné module of the closed fiber is M/uM ∼=
5∑
i=1
W (k)ei. If we denote W (k) ·ei
by Mi, then FMi = Mi+1 for i = 1, 3, FMi = pMi+1 for i = 2, 4, 5, VMi = pMi−1
for i = 2, 4, VMi = Mi−1 for i = 1, 3, 5. By (5.2) we know all the p-torsion points
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on XQp are rational over E, and the finite Kisin modules attached to finite locally
free subgroup schemes of order p have the form of W (k)((u)){η · v} ∩ p−1M/M,
where η ∈ p−1OF/OF and
v := up
4+p2e1 + u
p3+1e2 + u
p4+pe3 + u
p2+1e4 + u
p3+pe5
By [1] (B.4), it is clear that the Dieudonné module of the closed fiber of every
finite locally free subgroup schemes of order p is equal to p−1M4/M4. On the other
hand, one can check p−1M2/M2 is also OF -stable and stable under F, V . However,
the observation above implies that the corresponding OF -stable subgroup of Xk is
non-potentially-liftable.
Example 7.1.2. Let F = B(Fp3)[π]/(πe + p), where e ≥ 2 and we assume e|p3 −
1, so F/Qp is Galois. Identify Hom(F ur, B(k)) with {1, 2, 3} as Gal(F ur/Qp) ∼=
Z/3-torsors. Let Res : Hom(F,Qp) → Hom(F ur, B(k)) be the restriction map, let
ϕ be an embedding of F in Res−1(3), and define Φ := Res−1({2, 3})\{ϕ}. Let
h(x) := −πx + xp3 , let h(r)(x) be the r-th iteration of h(x), and hr(x) := h
(r)(x)
h(r−1)(x)
for all positive integers r. Let π1 be a root of he(x) in Qp, and let E := B(k)(π1).
The minimal polynomial of π1 over B(k) is E(u) =
∏
γ∈Gal(F ·B(k)/B(k))
(γ∗he(x)), its
constant term is equal to p. Let E0(u) :=
∏
γ∈Gal(F ·B(k)/B(k))
(γ∗h
(e−1)(x)). Let X
be the OF -linear CM p-divisible group over OE with p-adic CM type Φ. By (5),
the attached Kisin module M ∼=
3∑
i=1
W (k)[π][[u]]/(πe − p)ei, where φMe1 = e2,
φMe2 = he(u)e3, φMe3 = E(u)e1. By [1] (B.4), the Dieudonné module of the closed
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fiber is M/uM ∼=
3∑
i=1
W (k)[π]/(πe + p)ei. If we denote W (k) · ei by Mi, then
FM1 = M2, FM2 = πM3, FM3 = pM1, V M1 = M3, V M2 = pM1, V M3 = π
e−1M2
Let φ be the endomorphism on W (k)[π][[u]]/(πe + p) that induces σ on W (k),
fixes π, and sends u to up. Let v := E0(u)
φ2h(e−1)(u)φe1 + E0(u)h
(e−1)(u)φ
2
e2 +
E0(u)
φh(e−1)(u)e3. By (5.2) we know all the p-torsion points on XQp are rational
over E, and the finite Kisin modules attached to finite locally free subgroup schemes
of order p have the form of W (k)((u)){η · v} ∩ p−1M/M, where η ∈ p−1OF/OF .
Note that E0(u)(resp. h
(e−1)(u)) is a monic polynomial of degree ep3(e−1) (resp.
p3(e−1)) in W (k)[u] (resp. W (k)[π][[u]]/(πe + p)). So v ≡ uep3e−1h(e−1)(u)φe1 +
uep
3e−3
h(e−1)(u)φ
2
e2 + u
ep3e−2h(e−1)(u)e3 mod p. By the definition of h
(e−1)(u), one
can check that there exist gi(u) ∈ OFur [u], such that h(e−1)(u) ≡
e−1∑
i=1
πigi(u) mod p,
gi(u) ∈ OFur((u))×, and ordugi(u) = p3e−3−3i. When η = π−j with 1 ≤ j ≤ e, we
have π−j ·v ≡ π−j(uep3e−1
j−1∑
i=1
πigi(u)
φe1+u
ep3e−3
j−1∑
i=1
πigi(u)
φ2e2+u
ep3e−2
j−1∑
i=1
πigi(u)e3)
mod M.
(a) If e > p + 1, then one can check u−ep
3e−3−p3(e−j)+2(π−j · v) ≡ cπ−1e2 mod u,
where c ∈ W (k)×. In particular, the Dieudonné module of the closed fiber of the
corresponding finite locally free subgroup scheme is equal to π−1M2/M2, which
corresponds to an OF -stable subgroup of X . We denote this subgroup of order p
by G2. Because for every η ∈ p−1OF/OF , there exists some 1 ≤ j ≤ e such that η
differs from π−j by a unit in OF , this proves all finite locally free subgroup schemes
of order p reduce to G2 over k. On the other hand, one can check π
−1M3/M3 is
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also stable under F, V and the OF -action. Let G3 be the corresponding subgroup
of Xk. The observation above implies that G3 is non-potentially-liftable.
(b) If e < p+ 1, then
u−ep
3e−2−p3e−3(π−1v) ≡ cπ−1e3 mod u
and
u−ep
3e−3−p2(p−1v) ≡ c′π−1e2 mod u
where c, c′ ∈ W (k)×. Thus G2 and G3 are both potentially liftable.
The p-adic CM type in Example (7.1.2) can be viewed as a generalization of
the p-adic CM type we considered in chapter 6. However, the example shows that
a large ramification index of F increases the subtlety in the CM lifting problem.
Nevertheless, in the next subsection we will show that as long as the ramification
index of F is small (less than p − 1), we can still prove a result that is similar to
(6.1.2).
7.2 Positive results on question (sCML)
Let F be a p-adic local field, π be a uniformizer in OF , κF be its residue field.
Let n be the inertia degree of F , e be the ramification index of F . Suppose F0 is
a subextension in F/F ur such that e0 := [F0 : F
ur] < p − 1. Define d0 := e/e0.
Denote W (k)[x]/(xe0 − p) by R0. The fraction field Frac R0 is the unique tamely
ramified extension of B(k) with degree e0.
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In this subsection we prove the following theorem:
Theorem 7.2.1. Let a be an integer such that 0 ≤ a ≤ n− 1, and t be an integer
such that 0 ≤ t ≤ e0 − 1. Take i0 ∈ Hom(F ur,Qp), and define Φ′′ := {i0, i0 ◦
σ, · · · , i0 ◦ σa−1} ⊂ Hom(F ur,Qp). Let Φ∗ be a set of t embeddings of F0 into Qp
that induce i0◦σa on F ur. Let Φ′ ⊂ Hom(F0,Qp) be the union of Φ∗ and the pullback
of Φ′′. Let Φ ⊂ Hom(F,Qp) be pullback of Φ′. Let X be the OF -linear CM p-divisible
group over R0 with p-adic CM type Φ. Then for every OF -stable subgroup G of Xk,
there exists a finite extension R over R0, such that G lifts to a finite locally free
subgroup scheme of XR.
Remark 7.2.2. It suffices to prove Theorem (7.2.1) in the case when t ≥ 1 and
F = F0. In fact, if t = 0 then we are reduced to (6.1.2). We may assume F = F0
because X is OF -linearly isomorphic to a Serre tensor construction from an OF0-
linear CM p-divisible group over R0 with p-adic CM type Φ
′. For details of the
argument, see the beginning of (6.4).
Theorem (7.2.1) has the following consequences:
Corollary 7.2.3. Notations as in (7.2.1). Then every OF -linear CM p-divisible
group over k with dimension ae+td0 admits an F -linear CM lifting to characteristic
0 with p-adic CM type Φ.
Proof. Every OF -linear CM p-divisible group Y over k with dimension ae + td0 is
L-linearly isogeneous to Xk, hence there exists an OF -stable subgroup G of Xk such
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that Y is OF -linearly isomorphic to Xk/G. By Theorem (7.2.1), there exists a finite
extension R over W (k) and a finite locally free subgroup scheme G of XR, such that
Gk = G. Then XR/G is an F -linear CM lifting of Y with p-adic CM type Φ.
Remark 7.2.4. In the context of question (LTI) for p-divisible groups (c.f. 3.1),
Corollary (7.2.3) implies LTI(F,Φ) = {the set of Lie types of dimension ae+ td0}.
Corollary 7.2.5. We have the following positive results on (sCML):
(a) Let K0 be a p-adic local field with absolute ramification index e(K0) < p− 1,
let K ∼= K0 × K0. Then the answer to question (sCML) relative to (K,K0) for
p-divisible groups is affirmative.
(b) Let L be a CM field, and L0 be its maximal totally real subfield. If for every
place v of L0 above p, v is either inert in L, or split in L with absolute ramification
index e(v) < p − 1, then for the CM field L the answer to question (sCML) for
abelian varieties is affirmative.
Proof. (b) follows from (a) and (6.1.5), so it suffices to prove (a). Let n(K0) be the
inertia degree of K0. We mark the two K0-components of K by K0,1 and K0,2. Let ι
be the K0-involution on K such that ι flips the two components. The set of embed-
dings Hom(K,Qp) is naturally isomorphic to Hom(K0,1,Qp)
∐
Hom(K0,2,Qp), and
the involution ι interchanges between Hom(K0,1,Qp) and Hom(K0,2,Qp). The set
of embeddings Hom(Kur0,1,Qp) is isomorphic to {1, 2, · · · , n(K0)} as Gal(Kur0 /Qp) ∼=
Z/n-torsors. Take a p-adic CM type for Kur0,1 to be Φ′ := {1, 2, · · · , a− 1}. Take Φ∗
to be a set of t embeddings of K0,1 into Qp such that they induce the a-th embedding
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on Kur0,1. Let Φ be the p-adic CM type for K such that Φ is equal to the union of
Φ∗ and the pullback of Φ′.
Let Y be an OK-linear CM p-divisible group over k and suppose dimY = [K0 :
Qp] = n(K0)e(K0), as in the assumption question (sCML) relative to (K,K0) for
p-divisible groups. The splitting OK ∼= OK0,1 × OK0,2 induces Y ∼= Y1 × Y2, where
Yi is an OK0,i-linear CM p-divisible group over k. The question (sCML) is trivial
if Y1 or Y2 is etale. From now on we assume dimY1, dimY2 > 0. Write dimY1 as
ae(K0) + t, where 0 ≤ a ≤ n(K0)− 1 and 0 ≤ t ≤ e(K0)− 1. The dimension of the
Serre dual Y ∨2 is also equal to ae(K0)+ t. Therefore by Corollary (7.2.3), Y1 and Y
∨
2
both admit K0-linear CM liftings with p-adic CM type Φ. We denote the liftings
by Y1 and Y2, respectively. Then Y1 ×Y∨2 is a K-linear CM lifting of Y1 × Y2. The
p-adic CM type Φ̃ of Y1 × Y∨2 is equal to Φ̃ := Φ
∐
(Φ ◦ ι)c, which is compatible
with ι in the sense that Φ̃
∐
Φ̃ ◦ ι = Hom(K,Qp). This proves (a).
Now we prove Theorem (7.2.1) under the assumption that t ≥ 1 and F = F0.
There exists a finite extension R1 over R0, such that the p
n-torsion points on XQp
are rational over Frac R1. Let us recall from chapter 5 the construction of R1 and
the Kisin module of XR1 . Let N be the smallest integer such that n|N and e0|p
N−1
pn−1 .
The field B(FpN ) · F0 ∼= B(FpN )[π0]/(πe00 + p) is Galois over Qp, and it contains the
reflex field of (F,Φ). Let h(x) = −π0x + xp
N
, and define h(r)(x) := h ◦ h ◦ · · · ◦ h
to be the r-th iteration of h, hr(x) :=
h(r)(x)
h(r−1)(x)
for all positive integers r as in the
theory of Lubin-Tate formal group laws. Let πn be a root of hne0(x), let p
n√πn be
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a pn-th root of πn. Define R1 := W (k)[ p
n√πn], and K1 := Frac R1. By (5.2.4) all
the pn-torsion geometric points on XQp are rational over K1. We make the remark
that in fact the pn-torsion points are already rational over B(k)(πn), here we take
a further pn-th root of πn for the convenience in the later computations.
The Eisenstein minimal polynomial of pn
√
πn over B(k) is
E(u) :=
∏
γ∈Gal(F0·B(k)/B(k))
(γ∗hne0)(u
pn)
The constant term of E(u) is equal to p. Denote the natural restriction map from
Hom(F,Qp) to Hom(F ur,Qp) by Res. According to our definition of the p-adic CM
type Φ for F , there exists an identification between Hom(F ur,Qp) and {1, 2, · · · , n}
as Gal(F ur/Qp) ∼= Z/n-torsors, such that Φ = Res−1({2, 3, · · · , a+ 1})
∐
Φ∗, where
Φ∗ is a subset of Res−1(a + 2). Choose an embedding i∗ ∈ Hom(F,Qp) such that
ia+2 induces a+ 2 on F
ur. Define S∗ := {α ∈ Gal(K1/B(k))|α−1 ◦ i∗ ∈ Φ∗}. Define
f(u) :=
∏
γ∈S∗
(γ∗hne0)(u
pn), f(u) := E(u)/f(u). By (5.2.4), the Kisin module M
attached to XR1 is isomorphic to
n⊕
j=1
W (k)[π0][[u]]/(π
e0
0 + p)ej, on which φM(ei) =
ei+1 if 1 ≤ i ≤ a, φM(ea+1) = f(u)ea+2, and φM(ei) = E(u)ei+1 if a+ 2 ≤ i ≤ n.
The endomorphism φ on W (k)[[u]] extends on W (k)[π0][[u]]/(π
e0
0 +p), such that
φ|W (k) = σ, φ(π0) = π0, and φ(u) = up. Define
f0(u) :=
∏
γ∈S
(γ∗h
(ne0−1))(up
n
)φ
N−n+φN−2n+···+φn+1
E0(u) :=
∏
γ∈Gal(F0·B(k)/B(k))
(γ∗h
(ne0−1))(up
n
)φ
N−n+φN−2n+···+φn+1
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Then the pn-torsion points on XR1 are in one-to-one correspondence with {η · v|η ∈
p−nOF/OF}, where v =
a+1∑
i=1
E0(u)
φn−1+φn−2+···+φn−a−1+i+φi−2+φi−3+···+1f0(u)
φn−a−2+iei+
n∑
i=a+1
E0(u)
φi−2+φi−3+···+φi−a−1f0(u)
φi−a−2ei. For a subgroup A of p
−nOF/OF , define
N0A := W (k)((u)){η · v|η ∈ A}, NA := N0A ∩ p−nM/M. Let GA be the finite locally
free subgroup scheme associated to NA. When A runs over the finite subgroups
of p−nOF/OF , GA enumerates all finite locally free pn-torsion subgroup schemes
of XR1 . Denote NA/(NA ∩ up−nM/M) ∼= (NA + up−nM/M)/(up−nM/M) by NA
mod u, then NA mod u is the Dieudonné module of the closed fiber of GA.
7.3 Technical lemmas
We state a few properties on E0(u) and f0(u) in terms of their Newton polygons.
For the definition and basic properties of Newton polygons, see (5.3). We take a
valuation ν on B(k)[π0]/(π
e0
0 + p) such that ν(π0) = 1. Denote the Newton polygon
of a polynomial g(u) by NP(g(u)). In general suppose K is a field, for each formal
power series g(x) ∈ K((x)), there exists a unique integer t such that g(x) = xtg0(x)
and g0(x) ∈ K[[x]]×. We define this integer t to be the order of g(x), denoted by
ordug(x), or simply ordug for short. The following proposition is a straightforward
application of Lemma (5.3.3).
Proposition 7.3.1. Let d := pNne0(1 + p−n + · · ·+ p−(N−n)).
(a) The vertices of NP(E(u)) are (de0(p
n − 1), 0), (0, e0), and the slope of
NP(E(u)) is equal to − 1
d(pn−1) with multiplicity e0d(p
n − 1).
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(b) The vertices of NP(E0(u)) are
(de0, 0), (de0p
−n, e0), · · · , (de0p−N(ne0−1), e0(Ne0 −
N
n
))
the slopes of NP(E0(u)) are
− 1
d(1− p−n)
> − 1
d(p−n − p−2n)
> · · · > − 1
d(p−N(ne0−1)+n − p−N(ne0−1))
with multiplicities e0d(1−p−n), e0d(p−n−p−2n), · · · , e0d(p−N(ne0−1)+n−p−N(ne0−1)),
respectively.
(c) There exists a polynomial Ê0(u) ∈ W (k)[π0][u, u−1]/(πe00 − p) such that
E0(u)Ê0(u) ≡ 1 mod pn. The vertices of NP(Ê0(u)) are (−de0, 0), (de0(−n+ (n−
1)p−n), (n−1)e0), and the slope of NP(Ê0(u)) is equal to − 1d(1−p−n) with multiplicity
e0d(n− 1)(1− p−n).
(d) The vertices of NP(f0(u)) are
(dt, 0), (dtp−n, t), (dtp−2n, 2t), · · · , (dtp−N(ne0−1), t(Ne0 −
N
n
))
the slopes of NP(f0(u)) are
− 1
d(1− p−n)
> − 1
d(p−n − p−2n)
> · · · > − 1
d(p−N(ne0−1)+n − p−N(ne0−1))
with multiplicities td(1 − p−n), td(p−n − p−2n), · · · , td(p−N(ne0−1)+n − p−N(ne0−1)),
respectively.
Apply Lemma (5.3.3), we can deduce the following propery of E0(u) and f0(u).
Note that if i > 0 and a polynomial θ(u) ∈ F [u] can be written as θ0(ud) such that
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pi|d, then θ(u) is contained in the image of φi : F [u] → F [u], therefore θ(u)φ−i is
well defined.
Lemma 7.3.2. Suppose we have integers x1 > x2 > · · · > xr > y1 > y2 > · · · > ys,
such that ys + n ≥ 0 and y1 + n ≥ xr. Let α be an integer such that y1 + n ≥ α.
Let l ≤ r − 1 be the largest integer such that xl > y1 + n; we treat l = 0 if such an
xl does not exist. Then there exists gk(u) ∈ OF ur [u] for k = 0, 1, · · · , ne0 − 1, such
that we can write
E0(u)
φx1+···+φxr−φx1−N−···−φxl−N−φy1−···−φysf0(u)
φα ≡
ne0−1∑
k=0
πk0gk mod p
n
with the following estimates on ordugk:
(a) If α ≤ y1, then
ordugk ≥

d((re0 − k)pxr − e0(py1 + · · ·+ pys) + tpα), for k ≤ re0 − 1
d(−(k − re0 + e0)py1 − e0(py2 + · · ·+ pys) + tpα), for k ≥ re0
(b) If y1 < α < xr, then
ordugk ≥

d((re0 − k)pxr − e0(py1 + · · ·+ pys) + tpα), for k ≤ re0 − 1
d((re0 + t− k)pα − e0(py1 + · · ·+ pys))
for re0 ≤ k ≤ re0 + t− 1
d(−(k − re0 − t+ e0)py1 − e0(py2 + · · ·+ pys)), for k ≥ re0 + t
(c) If α ≥ xr, then
ordugk ≥

d((re0 + t− k)pxr − e0(py1 + · · ·+ pys)), for k ≤ re0 + t− 1
d(−(k − re0 − t+ e0)py1 − e0(py2 + · · ·+ pys)), for k ≥ re0 + t
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7.4 The proof of Theorem (7.2.1)
The Dieudonné module of Xk is isomorphic to M/uM ∼=
n⊕
i=1
Mi, where Mi is a free
W (k)[π0]/(π
e0
0 − p)-module of rank 1. The Frobenius and Verschiebung maps act
by
FMi = Mi+1 for 1 ≤ i ≤ a, FMa+1 = πe0−t0 Ma+2, FMi = pMi+1 for a+ 2 ≤ i ≤ n
VMi+1 = pMi for 1 ≤ i ≤ a, V Ma+2 = πt0Ma+1, V Mi+1 = Mi for a+ 2 ≤ i ≤ n
If G is an OF -stable subgroup of Xk, then the Dieudonné module N attached to G
is equal to
n⊕
i=1
π−di0 Mi/Mi, where the di’s are non-negative integers satisfying
0 ≤ di+1 − di ≤ e0, for 1 ≤ i ≤ a
t− e0 ≤ da+2 − da+1 ≤ t
−e0 ≤ di+1 − di ≤ 0 for a+ 2 ≤ i ≤ n
Such a vector d = (di)i ∈ Nn is called ξ(Φ)-admissible in the sense of (6.3). If
moreover, min di = 0, then we say d is ξ(Φ)-admissible and reduced. For a ξ(Φ)-
admissible d, define N(d) to be the Dieudonné module
n⊕
i=1
π−di0 Mi/Mi, and let G(d)
be the associated OF -stable subgroup of Xk. The mapping d 7→ G(d) is a one-to-
one correspondence between ξ(Φ)-admissible vectors and OF -stable subgroups of
Xk. Define X(d) to be the quotient Xk/G(d), it is also an OF -linear CM p-divisible
group, and we can write down its Lie type directly from d; see (6.3.2). We will first
prove for every ξ(Φ)-admissible and reduced vector d ∈ Nn, there exists a subgroup
A ⊂ p−nOF/OF such that NA mod u = N(d).
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Define qi :=

min{(i− 1)e0, (n− a)e0 − t} if i ≤ a+ 1
min{ae0 + t, (n− a)e0 − t} if i = a+ 2
min{(n+ 1− i)e0, ae0 + t} if i ≥ a+ 3
for each i =
1, 2, · · · , n. One can easily check that for a positive integer r, there exists reduced
ξ(Φ)-admissible d ∈ Nn such that the i-th component di is equal to r if and only if
1 ≤ r ≤ qi.
Take a set of Qp-basis {ζi|i = 1, 2, · · · , n} of F ur = B(Fpn), such that for any
0 ≤ l ≤ n − 1, the submatrix [ζσji ]0≤i,j≤l is non-degenerating; c.f. (6.4). Take
λl = (λl,0, λl,1, · · · , λl,l) in (W (k))l+1 such that (λl,0, λl,1, · · · , λl,l) · [ζσ
j
i ]0≤i,j≤l =
(0, 0, · · · , 0, 1).
Definition 7.4.1. Suppose (s, r) is a pair of integers such that 1 ≤ s ≤ n, 1 ≤ r ≤ qs.
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Write r = ire0 − jr, where 0 ≤ jr ≤ e0 − 1. Define A(r)s :=
ir+s−a−3∏
i=0
e0−1∏
j=jr
〈p−irζiπj0〉 ×
ir+s−a−3∏
i=0
e0−t−1∏
j=0
〈p−(ir−1)ζiπj0〉×
ir+s−a−4∏
i=0
jr−1∏
j=e0−t
〈p−(ir−1)ζiπj0〉
if a+ 2 ≤ s ≤ n, e0 − t ≤ jr ≤ e0 − 1
ir+s−a−2∏
i=0
e0−t−1∏
j=jr
〈p−irζiπj0〉 ×
ir+s−a−3∏
i=0
e0−1∏
j=e0−t
〈p−irζiπj0〉 ×
ir+s−a−3∏
i=0
jr−1∏
j=0
〈p−(ir−1)ζiπj0〉
if a+ 2 ≤ s ≤ n, 0 ≤ jr ≤ e0 − t− 1
ir−1∏
i=0
e0−t−1∏
j=jr−t
〈p−(a+1−s+ir)ζiπj0〉 ×
ir−2∏
i=0
e0−1∏
j=e0−t
〈p−(a+1−s+ir)ζiπj0〉×
ir−2∏
i=0
jr−t−1∏
j=0
〈p−(a+1−s+ir)ζiπj0〉
if 1 ≤ s ≤ a+ 1, t ≤ jr ≤ e0 − 1
ir−1∏
i=0
e0−1∏
j=e0+jr−t
〈p−(a+2−s+ir)ζiπj0〉 ×
ir−1∏
i=0
e0−t−1∏
j=0
〈p−(a+1−s+ir)ζiπj0〉×
ir−2∏
i=0
e0+jr−t−1∏
j=e0−t
〈p−(a+1−s+ir)ζiπj0〉
if 1 ≤ s ≤ a+ 1, 0 ≤ jr ≤ t− 1
as subgroups of p−nOF/OF .
Define integers
D(s, r) :=

d(ps−1 − e0(ps−2 + ps−3 + · · ·+ ps−a−1)− (ire0 − jr)ps−a−2)
if a+ 2 ≤ s ≤ n
d(ps−1 − e0(ps−2 + ps−3 + · · ·+ ps−a−1)− (ire0 − jr + t)ps−a−2)
if 1 ≤ s ≤ a+ 1
By the assumption on (s, r), when a + 2 ≤ s ≤ n we have ire0 − jr ≤ ae0 + t, and
when 1 ≤ s ≤ a+ 1 we have ire0 − jr ≤ ae0. Note that e0 < p− 1, hence in either
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case we have D(s, r) ≥ d(ps−1 − e0(ps−2 + ps−3 + · · ·+ ps−a−1)− (ae0 + t)ps−a−2) ≥
d(ps−1 − (p− 2)(ps−2 + ps−3 + · · ·+ ps−a−1)− (a+ 1)e0ps−a−2) > 0.
For an element x ∈ p−nM0/M0, we define ordux as the smallest integer d such
that u−dx ∈ p−nM/M and u−dx 6= 0 mod u.
Proposition 7.4.2. For each pair of (s, r) that satisfies the condition in (7.4.1).
Write r = ire0− jr, where 0 ≤ jr ≤ e0− 1. Then there exists w(r)s ∈ NA(r)s such that
w
(r)
s ≡ p−irπjr0 es mod ordu ≥ D(s, r).
Proof. When a + 2 ≤ s ≤ n we prove by an increasing induction on r. When
1 ≤ s ≤ a+ 1 we prove by a decreasing induction on s and an increasing induction
on r. By the definition of A
(r)
s , the argument will differ depending on the range of
jr, too. We will prove the case when a + 2 ≤ s ≤ n and e0 − t ≤ jr ≤ e0 − 1. The
details for the other cases will be left as exercises.
Suppose we have proved the statement for smaller r’s. Define
v∗ :=
ir+s−a−3∑
k=0
λσ
a+3−ir
ir+s−a−3,kE0(u)
−φs−2−···−φs−a−1u−p
s−a−2td(p−irζkπ
jr
0 · v)
Then by the choice of λir+s−a−3 one can check in v
∗ the coefficient of ei vanishes for
a + 3 − ir ≤ i ≤ s − 1. Now we examine the coefficients for ei with i ≤ a + 2 − ir
or i ≥ s.
When 1 ≤ i ≤ a+ 1− ir, the coefficient of ei is the product of a scalar in W (k)
with p−irπjr0 · u−p
s−a−2td, f0(u)
φn−a−2+i , and
E0(u)
φn−1+···+φmax{s−1,n−a−1+i}−φmin{s−2,n−a−2+i}−···−φmax{s−a−1,i−1}+φmin{s−a−2,i−2}+···+1
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The number of E0(u)
φj -factors with j > 0 is equal to n− 1−max{s− 1, n−a− 1 +
i}+ 1 = min{n− s+ 1, a+ 1− i}, and n− s+ 1 ≥ ir because r ≤ qs, a+ 1− i ≥ ir
because of the assumption on the range of i. Therefore apply Lemma 7.3.2, modulo
M we can write it as p−irπjr0 (g1 + π0g1 + π
2
0g2 + · · ·+ π
ire0−jr−1
0 gire0−jr−1), with
ordugk ≥ d(pmax{s−1,n−a−1+i} − e0(pmin{s−2,n−a−2+i} + · · ·+ ps−a−1)
+pn−a−2+it− ps−a−2t)
≥ D(s, r)
When i = a+ 2− ir, the coefficient of ei is the product of a scalar in W (k) with
p−irπjr0 and
u−p
s−a−2tdE0(u)
φn−1+···+φn+1−ir−φs−2−···−φmax{s−a−1,a+1−ir}+φmin{s−a−2,a−ir}+···+1f(u)φ
n−ir
This time n − ir ≥ s − 1 > s − 2, and ire0 − jr − 1 ≤ (ir − 1)e0 + t − 1 (Note
that here we use the condition that jr ≥ e0 − t). Hence by Lemma 7.3.2 (b),
modulo 1 we can write it as p−irπjr0 (g1 + π0g1 + π
2
0g2 + · · · + π
ire0−jr−1
0 gire0−jr−1),
with ordugk ≥ d((t − (e0 − jr) + 1)pn−ir − e0(ps−2 + · · · + ps−a−1) − tps−a−2) ≥
d(ps−1 − e0(ps−2 + · · ·+ ps−a−1)− (ire0 − jr)ps−a−2) = D(s, r)
When i ≥ s+ ir + 1, the coefficient of ei is the product of a scalar in W (k) with
p−irπjr0 u
−ps−a−2tdE0(u)
φi−2+···+φmax{i−a−1,s−1}−φmin{i−a−2,s−2}−···−φs−a−1f0(u)
φi−a−2
, with estimates on the order of the gk’s. The number of E0(u)
φj(j > 0)-factors is
i− 2−max{s− 1, i− a− 1}+ 1 = min{i− s, a}. If ir ≤ a, then min{i− s, a} ≥ ir.
Hence by Lemma 7.3.2 (a) (b), modulo 1 we can write this coefficient as p−irπjr0 (g1+
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π0g1 + π
2
0g2 + · · ·+ π
ire0−jr−1
0 gire0−jr−1), with
ordugk ≥ d(pmax{s−1,n−a−1+i} − e0(pmin{s−2,n−a−2+i} + · · ·+
ps−a−1) + pi−a−2t− ps−a−2t)
≥ D(s, r)
If ir = a + 1, then i ≥ s + ir + 1 implies i − a − 2 ≥ s; at the same time,
ire0−jr−1 ≤ (ir−1)e0 +t−1 (Note that here we use the condition that jr ≤ e0−t).
Hence by Lemma 7.3.2(b), modulo 1 we can write this coefficient as p−irπjr0 (g1 +
π0g1 + π
2
0g2 + · · ·+ π
ire0−jr−1
0 gire0−jr−1), with
ordugk ≥ d((t− (e0 − jr) + 1)pi−a−2 − e0(ps−2 + · · ·+ ps−a−1)− tps−a−2]
≥ d[ps − e0(ps−2 + · · ·+ ps−a−1)− tps−a−2)
≥ D(s, r)
When s+ 1 ≤ i ≤ s+ ir, the coefficient of ei is the product of a scalar in W (k)
with
p−irπjr0 u
−ps−a−2tdE0(u)
φi−2+···+φmax{i−a−1,s−1}−φmin{i−a−2,s−2}−···−φs−a−1f0(u)
φi−a−2
From the assumption on s and i we know i ≤ s + ir. If ir ≤ a or if ir = a + 1 and
i ≤ s+a, then i−a−2 ≤ s−2, hence by Lemma 7.3.2 (a), modulo 1 we can write it
as p−irπjr0 (g1+π0g1+π
2
0g2+· · ·+π
ire0−jr−1
0 gire0−jr−1) with the following estimates on
the order of the gk’s: ordugk ≥ d(ps−1−e0(pi−a−2+· · ·+ps−a−1)+tpi−a−2−tps−a−2) ≥
D(s, r) when k ≤ (i − s)e0 − 1, and ordugk ≥ d(−(k − (i − s)e0 + e0 − t)pi−a−2 −
e0(p
i−a−3 + · · ·+ ps−a−1)− tps−a−2) when k ≥ (i− s)e0. If ir = a+ 1 and i = s+ ir,
because i − a − 2 = s − 1, and ire0 − jr − 1 ≤ ae + t − 1 (Note that here we use
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the condition that jr ≤ e0 − t), hence apply Lemma 7.3.2 (c) we can write it as
p−irπjr0 (g1 + π0g1 + π
2
0g2 + · · ·+ π
ire0−jr−1
0 gire0−jr−1) with ordugk ≥ D(s, r).
When i = s, the coefficient of es is equal to p
−irπjru−p
s−a−2tdf0(u)
φs−a−2 . Note
that f0(u) is a monic Eisenstein polynomial of degree p
s−a−2td. By Proposition
7.3.1(d) and Lemma (5.3.3), we can write it as p−irπjr0 (g0 + π0g1 + π
2
0g2 + · · · +
πire0−jr−10 gire0−jr−1) with g0 = 1, and ordugk ≥ −kps−a−2d.
Now let us summarize the estimates above and write down a representation of
v∗. The formula will differ slightly according to whether ir ≤ a or ir = a+ 1.
(i) First suppose ir ≤ a, then we can write
v∗ = p−irπjr0 es +
∑
i≤a+2−ir, or i≥s+ir+1
v∗(i)ei+
∑
s+1≤i≤s+ir
ire0−jr−1∑
j=0
hi,jp
−irπjr+j0 ei +
ire0−jr−1∑
j=1
hs,jp
−irπjr+j0 es
knowing:
(a) when i ≤ a+ 2− r or i ≥ s+ ir + 1, orduv∗(i) ≥ D(s, r).
(b1) when s+ 1 ≤ i ≤ s+ ir and j ≤ (i− s)e0 − 1, orduhi,j ≥ D(s, r).
(b2) when s + 1 ≤ i ≤ s + ir and j ≥ (i − s)e0, orduhi,j ≥ d(−(j − (i − s)e0 +
e0 − t)pi−a−2 − e0(pi−a−3 + · · ·+ ps−a−1)− tps−a−2).
(c) when i = s and 1 ≤ j ≤ ire0 − j1 − 1, orduhi,j ≥ −jps−a−2d.
For each j satisfying 0 ≤ j ≤ ire0− jr, there exists a unique pair of (i′r, j′r) with
0 ≤ j′r ≤ e0 − 1 such that i′re0 − j′r = ire0 − jr − j = r − j. For each 1 ≤ i ≤ n, let
εi,j be the unit in W (k) such that ε
−1
i,j p
−irπjr+j · ei = p−i
′
rπj
′
r · ei. Now we define
w(r)s := v
∗ −
∑
(i,j)as in (b2) and (c)
hi,jεi,jw
(r−jd0)
i
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By induction hypothesis we have already constructed w
(r−jd0)
i in NA(r−j)i
. One can
check that under the conditions on the range of i, j, we indeed have A
(r−j)
i ⊂ A
(r)
s .
Next we verify ordu(w
(r)
s − p−irπjr0 es) ≥ D(s, ir). Write w
(r)
s − p−irπjr0 es as
∑
i≤a+2−ir
or
i≥s+ir+1
v∗(i)ei +
∑
s+1≤i≤s+ir
j≤(i−s)e−1
hi,jp
−irπjr+jei −
∑
s+1≤i≤s+ir
j≥(i−s)e
hi,jεi,j(w
(r−jd0)
i −
ε−1i,j p
−irπjr+jei)−
∑
1≤j≤ire0−jr−1
hs,j(w
(r−jd0)
s − ε−1s,jp−irπjr+jes)
We have shown the first two terms in the formula have orders higher than or equal
to D(s, r). For the third term, by the induction hypothesis and the choice of εi,j
we know ordu(w
(r−j)
i − ε−1i,j p−irπjr+jei) ≥ D(i, r− j), and we have shown orduhi,j ≥
d(−(j− (i− s)e0 + e0− t)pi−a−2− e0(pi−a−3 + · · ·+ ps−a−1)− tps−a−2), therefore we
are reduced to the inequality which is an easy exercise:
pi−1 − e0(pi−2 + · · ·+ pi−a−1)− (ire0 − jr − j)pi−a−2
−(j − (i− s)e0 + e0 − t)pi−a−2 − e0(pi−a−3 + · · ·+ ps−a−1)− tps−a−2
≥ ps−1 − e0(ps−2 + · · ·+ ps−a−1)− rps−a−2
For the fourth term, since ordu(w
(r−j)
s − ε−1s,jp−irπjr+jei) ≥ D(s, r − jd0), and
orduhs,j ≥ −jps−a−2d, hence its order is greater than or equal to D(s, r − j) −
jps−a−2d = D(s, r).
(ii) If ir = a+ 1, then according to the estimates on the cofficient of each ei, we
can write
v∗ = p−irπjr0 es +
∑
i≤a+2−ir, or i≥s+ir
v∗(i)ei+
∑
s+1≤i≤s+ir−1
ire0−jr−1∑
j=0
hi,jp
−irπjr+j0 ei +
ire0−jr−1∑
j=1
hs,jp
−irπjr+j0 es
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knowing:
(a′) when i ≤ a+ 2− r or i ≥ s+ ir, orduv∗(i) ≥ D(s, r).
(b1′) when s+ 1 ≤ i ≤ s+ ir − 1 and j ≤ (i− s)e0 − 1, orduhi,j ≥ D(s, r).
(b2′) when s + 1 ≤ i ≤ s + ir − 1 and j ≥ (i − s)e0, orduhi,j ≥ d(−(j − (i −
s)e0 + e0 − t)pi−a−2 − e0(pi−a−3 + · · ·+ ps−a−1)− tps−a−2).
(c′) when i = s and 1 ≤ j ≤ ire0 − j1 − 1, orduhi,j ≥ −jps−a−2d.
Define w
(r)
s := v∗−
∑
(i,j)as in (b2′) and (c′)
hi,jεi,jw
(r−jd0)
i , by the same argument as in
the case when ir ≤ a we can prove ordu(w(r)s − p−irπjr0 es) ≥ D(s, ir), too.
This finishes the inductive proof of the proposition.
Now for any reduced ξ(Φ)-admissible vector d = (ds)s ∈ Nn, we define a sub-
group A(d) ⊂ p−nOF/OF such that #A(d) = p
nP
s=1
ds
, and A
(r)
s ⊂ A(d) for all
s = 1, 2, · · · , n and r = 1, 2, · · · , ds. We first make a few combinatorical definitions:
• Define a subset H(d) ⊂ {1, 2, · · · , n} × N∗ as H(d) := {(s, r)|1 ≤ s ≤ n, 1 ≤
r ≤ ds}.
• For k = 1, 2, · · · , a + 1, l = 0, 1, · · · , e0 − 1, define Γk,l := {(n, ke0 − l), (n −
1, ke0 − l), · · · , (a + 2, ke0 − l), (a + 1, ke0 − l − t), (a, (k − 1)e0 − l − t), (a−
1, (k − 2)e0 − l − t), · · · }.
• Define hk,l := #(H(d) ∩ Γk,l), d′l :=
a+1∑
j=1
hk,l − 1, and mi,l := k if
a+1∑
j=k+1
hj,l ≤
i ≤
a+1∑
j=k
hj,l − 1.
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By the definition of the Γk,l’s, one can check that if d is ξ(Φ)-admissible and reduced,
then H(d) ⊂
a+1⋃
k=1
e0−1⋃
l=0
Γk,l, and one can also prove the following chain of inequality:
hk,e0−1 ≥ hk,e0−2 ≥ · · · ≥ hk,e0−t ≥ hk,e0−t−1 − 1 ≥ hk,e0−t−2 − 1 ≥ · · · ≥ hk,0 − 1 ≥
hk+1,e0−1 − 1 ≥ hk+1,e0−2 − 1 ≥ · · · .
Definition 7.4.3. With the above notations, define h(d) := the largest integer k such
that H(d) ∩ Γk,l 6= ∅ for some 0 ≤ l ≤ e0 − 1. Define A(d) :=
e0−1∏
l=0
d′l∏
j=0
〈p−mj,lπl0ζj〉 ⊂
p−h(d)OF/OF .
Proposition 7.4.4. We have #A(d) = p
nP
s=1
ds
and A
(r)
s ⊂ A(d) for all s = 1, 2, · · · , n
and r = 1, 2, · · · , ds.
Proof. The first statement is a direct corollary of the fact that H(d) ⊂
a+1⋃
k=1
e0−1⋃
l=0
Γk,l.
For the second statement, we can write r = ire0 − jr with 0 ≤ jr ≤ e0 − 1.
The definition of A
(r)
s differs according to the range of s and jr. Similarly as in
Proposition 7.4.2, we give a proof when a+ 2 ≤ s ≤ n and e0− t ≤ jr ≤ e0− 1, and
the details for the other cases will be left as exercises.
The fact that (s, ire0 − jr) ∈ H and s ≥ a + 2, jr ≥ e0 − t implies hir,jr ≥
s + ir − a − 2. Moreover, for any j ≥ jr, hir,j ≥ hir,jr ≥ s + ir − a − 2; hence
a+1∑
i=ir
hi,j−1 ≥ s+ir−a−3. For any j ≤ e0−t−1, hir−1,j ≥ hir−1,0 ≥ hir,e0−1 ≥ hir,jr ;
hence
a+1∑
i=ir−1
hi,j−1 ≥ s+ir−a−3. For any e0−t ≤ j ≤ jr−1, hir−1,j ≥ hir−1,0−1 ≥
hir,e0−1 − 1 ≥ hir,jr − 1; hence
a+1∑
i=ir−1
hi,j − 1 ≥ s + ir − a − 4. This proves A(r)s is
contained in A(d).
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By a combination of Proposition (7.4.2) and (7.4.4), we deduce that NA(d)
mod u = N(d). This proves for every reduced ξ(Φ)-admissible vector d ∈ Nn,
G(d) lifts to a finite locally free subgroup scheme GA(d) of XR1 . For a general ξ(Φ)-
admissible vector d′ ∈ Nn, there exists a reduced ξ(Φ)-admissible vector d and a
non-negative integer i, such that d′ = d + (i, i, · · · , i). If we compose the isogenies
XR1
i−→ XR1
π−→ XR1/GA(d), where π : XR1 → XR1/GA(d) is the quotient isogeny, then
the reduction of Ker(π ◦ pi) is equal to G(d′). This finishes the proof of Theorem
(7.2.1).
Remark 7.4.5. From the definition of A(d) we can see it is in fact ph(d)-torsion,
where the integer h(d) is defined in (7.4.3). Therefore in Theorem (7.2.1), for each
OF -stable subgroup G of Xk, we can have control on the extension R/W (k) such
that G admits a lifting to a finite locally free subgroup scheme of XR. Similarly, in
Corollary (7.2.3), we can also have control on the endomorphism ring of the CM
lifting and the ramification of the base ring of the CM lifting.
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Chapter 8
A first complete list of potentially
liftable subgroups
Let F be a p-adic local field, Φ be a primitive p-adic CM type for F , F ′ be the reflex
field. Let X be the (unique) OF -linear CM p-divisible group over R0 := OF ′·B(k)
with p-adic CM type Φ. A subgroup G of X := Xk is said to be potentially liftable,
if there exists a finite extension R over R0 and a finite locally free subgroup scheme
G of XR such that Gk = G. A complete list of potentially liftable subgroups of Xk
would allow us to identify which F -linear CM p-divisible groups admit an F -linear
CM lifting with p-adic CM type Φ. In (6.1.2), for a class of p-adic CM types Φ, we
proved that every OF -stable subgroup of Xk is potentially liftable. We will prove the
same property for a broader class of p-adic CM types in (7.2), and give examples of
other p-adic CM types such that not every OF -stable subgroup of Xk is potentially
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liftable in (7.1).
In general to give a complete list of potentially liftable subgroups of Xk, we need
to let R run over all the finite extensions of R0, and compute the reductions of all
finite locally free subgroup schemes of XR. When dimX = 1 or codimX = 1, as
we will explain in (8.1.5 (b)), the computation is trivial simply because the closed
fiber Xk “does not have many subgroups”. In this chapter, we will compute a first
non-trivial example.
8.1 The main theorem
we first set up the example and make some definitions to state the main theorem
and its corollaries. Let p > 2, F = B(Fp2)[π0]/(π20 − εp), where ε ∈ W (Fp2)× is a
Teichmuller lift and is not a square. The degree 4 extension F/Qp is Galois, and
Gal(F/Qp) is a cyclic group of order 4 generated by the automorphism τ : F → F ,
such that τ |B(Fp2 ) = σ, and τ(π0) = ε
p−1
2 π0. Throughout this section, we denote
ε
p−1
2 by λ for simplicity.
A primitive p-adic CM type for F has the form of {i0, i0 ◦ τ}, where i0 is an
embedding of F into Qp. We identify F with its image in Qp by i0 when there is
no danger of confusion. Take an identification between Hom(F ur,Qp) and {1, 2} as
Gal(F ur/Qp) ∼= Z/2-torsors such that i0|Fur = 1.
The reflex field F ′ of (F,Φ) is equal to F . Let X be the OF -linear CM p-divisible
group over R0 = W (k)[π0]/(π
2
0 − εp). The closed fiber X := Xk is an OF -linear CM
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p-divisible group over k. The Grothendieck group Rk(OF ) of the category of finitely
generated OF ⊗Z k-modules is isomorphic to Rk(OF ⊗OFur ,1 k)×Rk(OF ⊗OFur ,2 k) ∼=
Z × Z. The Lie type of X is defined to be [Lie(X)] = (1, 1) in Rk(OF ). Define a
Dieudonné module M as follows: (a) M = W (k)[π]/(π2 − εp)e1 ⊕W (k)[π]/(π2 −
εσp)e2; (b) there is an OF -action on M defined by: α · e1 = αe1, α · e2 = ασe2 for
α ∈ W (Fp2), and π0 · ei = πei; (c) the OF -linear Frobenius and Verschiebung maps
on M are defined by:
Fe1 = −ε−1λ−1πe2, Fe2 = −ε−1πe1, V e1 = −πe2, V e2 = −λ−σπe1
The p-divisible group attached to M is OF -linear with Lie type (1, 1), hence is OF -
linearly isomorphic to X. Therefore M is OF -linearly isomorphic to the Dieudonné
module attached to X. We say an OF -basis e1, e2 of M is “good”, if the conditions
(a), (b), (c) above are satisfied. If e′1, e
′
2 is another good OF -basis of M , then there
exists ζ ∈ O×F such that e′1 = ζe1, e′2 = ζσe2.
One can check dimkM/(FM + VM) = 2, so the a-number of X is equal to 2.
The set of αp embedded in X is in bijective correspondence with P1(k), i.e., the set
of lines in π−10 M/M
∼= ke1+ke2. Define the following equivalent relation∼ on P1(k):
[a1, b1] ∼ [a2, b2] if and only if there exists c ∈ F×p2 such that [a1c, b1c
p] = [a2, b2] in
P1(k). Denote the equivalent classes on P1(k) by L. The set L can be naturally
identified with {0,∞}
∐
{k×/(F×p2)
p−1} by considering a/b for [a, b] ∈ P1(k). For
each subgroup G of X with order p, as an αp embedded in X, we can associate to
G an element δ0(G) in L. By our definition, δ0(G) does not depend on the choice
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of the good OF -basis e1, e2 in M , so it is a well-defined invariant for subgroups G
of X with order p. Similarly, suppose G is a subgroup of X such that X[πn0 ] ⊂ G
for some integer n, and [G : X[πn0 ]] = p, then the Dieudonné module N attached to
G is between π−n0 M/M and π
−(n+1)
0 M/M . Thus we can also associate to G a well-
defined invariant δn(G) ∈ L by looking at the direction of the k-line N/(π−n0 M/M)
in π
−(n+1)
0 M/π
−n
0 M .
Now we are ready to state the main results of this section:
Theorem 8.1.1. Notations are as above.
(1) Suppose R is a finite extension of R0 and G is a finite locally free subgroup
scheme of XR with order pt, where t is an integer. Then we have the following
descriptions on the closed fiber G := Gk as a subgroup of X:
(a) If t = 2n is even, then G = X[πn0 ].
(b) If t = 2n + 1 is odd, then X[πn0 ] is contained in G with index p, and the
invariant δn(G) is equal to either [1] or [λ] in L.
(2) Conversely, for each subgroup H of X such that X[pn] ⊂ H with index p
and δn(H) = [1] or [λ], there exists a finite extension R of R0 and a finite locally
free subgroup scheme H of XR such that Hk = H.
In particular, the closed fiber G is OF -stable if and only if the order of G is an
even power of p.
Theorem (8.1.1) has the following consequences:
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Corollary 8.1.2. Let X be the OF -linear CM p-divisible group over k with Lie type
(1, 1). If Y is an F -linear CM p-divisible group over k, then Y admits an F -linear
CM lifting with p-adic CM type compatible with τ 2 if and only if:
either (a) Y is F -linearly isomorphic to X;
or (b) Y is F -linearly isomorphic to X/G, where G is a subgroup of X with
order p, and δ0(G) = [1] or [λ].
In particular, if Y is OF -linear, then Y admits an F -linear CM lifting with
p-adic CM type compatible with τ 2 if and only if [Lie(Y )] = (1, 1) in Rk(OF ).
Proof. Saying a p-adic CM type Φ for F is compatible with ι is equivalent to saying
Φ has the form {i0, i0◦τ} for some i0 ∈ Hom(F,Qp). Sufficiency follows immediately
from Theorem (8.1.1 (2)). For necessity, suppose R a complete discrete valuation
ring of characteristic 0 and residue field k, Y is an F -linear CM p-divisible group
over R lifting Y with p-adic CM type Φ compatible with τ 2. Then Φ must be
primitive. Let F ′ be the reflex field, R0 := OF ′·B(k), and X be the OF -linear CM
p-divisible group over R0 with p-adic CM type Φ. Then Y is F -linearly isogeneous
to X , and the necessity of the statement also follows from Theorem (8.1.1 (1)). For
the last statement, we need to show that if Y is OF -linear and the Lie type of Y is
equal to (2, 0) or (0, 2), then Y does not admit an F -linear CM lifting with p-adic
CM type compatible with τ 2. It is easy to check that under such conditions, there
exists an F -linear isogeny X → Y such that the Dieudonné module attached to Y
is equal to π−10 M1⊕M2 or M1⊕ π−10 M2. Therefore Y is isomorphic to X/G, where
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G is a subgroup of X with order p and δ0(G) = 0 or ∞. This G is not potentially
liftable by (b).
Remark 8.1.3. As a corollary, the answer to question (sCML) relative to (F, F ur)
for p-divisible groups is negative. Note that the reflex field F ′ of Φ is equal to F ,
so the residue field κF ′ is not “small” in the sense of (4.1.1). Thus we obtain a new
counterexample to question (sCML) that does not fall in the framework in chapter
4.
Corollary 8.1.4. Suppose p > 2, L is a CM field and L0 is its maximal totally real
subfield. If there exists a place v of L0 above p such that the inertia degree of v is
2 and v ramifies in L, then the answer to question (sCML) for abelian varieties is
negative. 
Proof. The completion L0,v is a degree 2 unramified extension over Qp, and Lv is
a degree 2 ramified extension over L0,v. It is an easy exercise in number theory to
show that when p > 2, Lv ∼= B(Fp2)[π0]/(π20 − p) or B(Fp2)[π0]/(π20 − εp), where ε
is a Teichmuller lift in W (Fp2)× and is not a square. Then the statement follows
from (8.1.3) and (4.1.1).
The most interesting phenomenon revealed by Theorem (8.1.1) is that, no matter
how arbitrary the subgroup scheme G in characteristic is, its reduction G seems to
“try very hard” to be OF -stable. It is natural to ask the following question:
Let F be a p-adic local field, Φ be a primitive p-adic CM type for F . Let
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F ′ be the reflex field of Φ. Let X be the OF -linear CM p-divisible group
with p-adic CM type Φ over R0 := OF ′·B(k). Is there a general condition
on the p-adic CM type Φ, such that there exists an integer d(Φ) which
only depends on Φ, satisfying that for any finite extension R/R0 and
any finite locally free subgroup scheme G of XR, the closed fiber G := Gk
contains an OF -stable subgroup with index uniformly bounded by pd(Φ)?
Remark 8.1.5. (a) If we drop the assumption that Φ is primitive, we can easily
produce a class of finite locally free subgroup schemes G with arbitrarily large order,
such that G does not contain any nontrivial OF -stable subgroups. In fact, suppose
Φ is induced from a p-adic CM type Φ1 for F1 $ F . Let X1 be the OF1-linear CM p-
divisible group with p-adic CM type Φ1 over R0. Then X is OF -linearly isomorphic
to the Serre tensor construction X1 ⊗OF1 OF . For any finite locally free subgroup
scheme G1 of X1, when we embed it into X via the natural homomorphism X1 → X ,
the closed fiber of G1 does not contain any OF -stable subgroups of X .
(b) When #Φ = 1 or [F : Qp] − 1, we can take d(Φ) = 0. In fact, if G ⊂ X
is a subgroup, take a filtration 0 = G0 ⊂ G1 ⊂ G2 ⊂ · · · ⊂ Gs = G, such that
the index of Gi in Gi+1 is equal to p for i = 0, 1, · · · , s− 1. The a-number of each
X/Gi is equal to 1 since either the dimension or the codimension is equal to 1.
Hence Gi+1/Gi is the unique subgroup of X/Gi with order p and Gi+1/Gi must be
OF -stable. This proves every subgroup G of X is OF -stable.
(c) In the example we compute in this section, #Φ = 2 and [F : Qp] = 4. This
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is a first nontrivial example concerning this question. As a corollary of Theorem
(8.1.1), we can say d(Φ) = 1 in our example.
In the rest of the section we prove Theorem (8.1.1). The proof is organized as
follows. For each positive integer m, there exists a finite extension Em/Frac R0
such that the pm-torsion points on XQp are rational over Em. In (8.2), we recall the
constructions from chapter 5 on the Kisin module Mm attached to XOEm . As m runs
over all the positive integers, we compute the closed fibers of the pm-torsion finite
locally free subgroup schemes G of XOEm . The finite Kisin module N attached
to G is a W (k)[[u]]-module, and the Dieudonné module of the closed fiber Gk is
N/(N ∩ (up−mMm/Mm)) ∼= (N + up−mMm/Mm)/(up−mMm/Mm), which we will
denote by N mod u in the future. At the end of subsection (8.2), we reduce the
statements in Theorem (8.1.1) about the closed fiber Gk to the existence of certain
special elements in N; see (8.2)(a), (b), and (c). On the other hand, the generators
of the localization N0 := W (k)((u)) ⊗W (k)[[u]] N have been computed in (5.2). In
(8.3) we write these generators into explicit forms. In order to compute N mod u,
we need to find a W (k)[[u]]-basis of N before the localization. This can be viewed
as an analogy of finding a lattice in a vector space. We show several examples in
(8.4), and then summarize a general linear algebra approach in (8.5). This approach
successfully computes the closed fiber Gk in the case when the geometric generic
fiber of G is generated by at most two elements; see (8.6). The remaining essential
case is when the geometric generic fiber of G is generated by three elements. In
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that case, it is difficult to apply directly the linear algebra approach in (8.5); see
the example (8.6.3) at the end of (8.6). In (8.7), we explain how the Serre dual of
XOEm comes to rescue for the problem. Finally in (8.8) we compute the closed fiber
Gk via a detour by Serre dual in the case when the geometric generic fiber of G is
generated by three elements, and complete the proof of Theorem (8.1.1).
If M is a Kisin module (or a finite Kisin module), and x is an element in
M0 := W (k)((u)) ⊗W (k)[[u]] M, then we define ordux to be the smallest integer d
such that u−dx ∈M. If ordu(x1 − x2) ≥ D, we also write x1 ≡ x2 mod ordu ≥ D.
8.2 The Kisin modules attached to X and its base
changes
Now we prepare to prove Theorem (8.1.1). We first recall the constructions from
chapter 5 on the Kisin module attached to X , and its base changes to finite exten-
sions of R0.
Take h(x) = −π0x+xp
2
. For all positive integer r, define h(r)(x) := h◦h◦ · · · ◦h
to be the r-th iteration of h, hr(x) :=
h(r)(x)
h(r−1)(x)
. For all positive integers m, Let πm
be a root of h2m(x) in Qp, and define Em := F (πm). Let Em(u) be the minimal
Eisenstein polynomial of πm over B(k); so Em(u) = h2m(u)h2m(u), where h2m(u)
is the conjugate of h2m(u) under π0 7→ −π0. One can check the constant term of
Em(u) is equal to −εp. Let Mm be the Kisin module constructed as in chapter 5
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with (Em, πm), and let Xm be the associated p-divisible group over OEm . By (5.2.4),
Xm is the OF -linear CM p-divisible group over OEm with p-adic CM type Φ, and all
the pm-torsion points on its geometric generic fiber are rational over Em. By (3.1.1)
and (5.1.8), Xm is isomorphic to XOEm , and the isomorphism induces identity over
the closed fiber. Thus to prove Theorem (8.1.1), it suffices to compute the closed
fibers of pm-torsion finite locally free subgroup schemes of Xm when m runs over all
positive integers.
By (5.1), the Kisin module Mm = W (k)[[u]] ⊗Zp OF e with the natural OF -
action, and the (φ,OF )-linear endomorphism φMm (which we will abbreviate as φm
in the future) is defined as φme = PΦ,πm,B(k)⊗QpF (u), the characteristic polynomial
of the natural action of πm on the W (k) ⊗Qp F -module (Em)i0 ⊕ (Em)i0◦τ , where
the index indicates the F -structure. For the convenience of computation, we iden-
tify W (k)[[u]] ⊗Zp OF e with W (k) ⊗1,OFur OF [[u]]e1 ⊕ W (k) ⊗2,OFur OF [[u]]e2 ∼=
W (k)[π][[u]]/(π2 − εp)e1 ⊕W (k)[π][[u]]/(π2 − εσp)e2. Under such an identification,
one can check that a · e1 = ae1, a · e2 = aσe2 for a ∈ OFur , and π0 · ei = πei. The
(φ,OF )-linear endomorphism φm is defined by φm(e1) = τ2(h2m(u))e2, φm(e2) =
τ1(h2m(u))e1, where τ1 (resp. τ2) is the W (k)[[u]]-isomorphism from F ·B(k)[[u]] =
B(k)[π0]/(π
2
0−εp)[[u]] to W (k)[π]/(π2−εp)[[u]] (resp. W (k)[π]/(π2−εσp)[[u]]) that
sends π0 to π (resp. λ
−1π).
Let Xm be the closed fiber of Xm, let M(Xm) be the attached Dieudonné module;
by [1] (B.4) M(Xm) ∼= Mm/uMm. If we still use ei to stand for the image of ei in
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M(Xm), one can check that e1, e2 is a “good” OF -basis of M(Xm) (see the beginning
of the section for the definition of a “good” OF -basis of M(Xm)). Now suppose G
is a pm-torsion finite locally free subgroup scheme of Xm, #G = pt. Let N be the
attached finite Kisin submodule. To prove Theorem (8.1.1(1)), it suffices to show:
(8.2.a) When t = 2n is even, there exists w
(n)
s ∈ N for s = 1, 2, such that
w
(n)
s ≡ xsπ−nes mod u, where xs ∈ W (k)×.
(8.2.b) When t = 2n+ 1 is odd, there exists w ∈ N such that w ≡ x1π−(n+1)e1 +
x2π
−(n+1)e2 mod u, where x1, x2 ∈ W (k)×, and x1/x2 ∈ (F×p2)
p−1 or λ(F×p2)
p−1.
Here xi means the image of xi in k
× modulo p.
Conversely, to prove Theorem (8.1.1(2)) it suffices to show:
(8.2.c) for every x1, x2 ∈ W (k)× such that x1/x2 ∈ (F×p2)
p−1 or λ(F×p2)
p−1, there
exists a positive integer m and a pm-torsion finite locally free subgroup scheme
G of Xm such that #G = p2n+1 and we can find an element w in N satisfying
w ≡ x1π−(n+1)e1 + x2π−(n+1)e2 mod u.
8.3 The finite Kisin modules attached to finite
locally free subgroup schemes
To achieve the goals in 8.2, we need a precise description on the finite Kisin modules
attached to pm-torsion finite locally free subgroup schemes of Xm.
The endomorphism φ on W (k)[[u]] extends to φ : W (k)[π][[u]]/(π2 − εp) →
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W (k)[π][[u]]/(π2 − εσp), such that φ|W (k) = σ, φ(π) = π, and φ(u) = up. Similarly
we can define φ : W (k)[π][[u]]/(π2− εσp)→ W (k)[π][[u]]/(π2− εp) in the same way.
According to (5.2.4), if we define
v := τ2(h
(2m−1)(u))φτ1(h
(2m−1)(u))e1 + τ1(h
(2m−1)(u))φτ2(h
(2m−1)(u))e2
then all the solutions x ∈ p−mMm/Mm to φmx = 1−εEm(u)x have the form of η · v
with η ∈ p−mOF/OF . For any subgroup A of p−mOF/OF , let N0A := W (k)((u)){η ·
v|η ∈ p−mOF/OF}, and NA := N0A ∩ p−mMm/Mm. Let GA be the associated
finite locally free subgroup scheme. When A runs over subgroups of p−mOF/OF ,
GA enumerates all pm-torsion finite locally free subgroup schemes of Xm. Denote
NA/(NA ∩ up−mM/M) ∼= (NA + up−mMm/Mm)/(up−mMm/Mm) by NA mod u,
then NA mod u is the Dieudonné module of the closed fiber of GA.
Now we derive a more precise formula for η · v. By the definition of h(2m−1)(u),
we can write h(2m−1)(u) ≡
2m−1∑
i=0
πi0Ai(u) mod p
m, such that Ai(u) ∈ W (Fp2)((u))×
and orduAi = p
2(2m−1−i). Therefore
v := τ2(h
(2m−1)(u))φτ1(h
(2m−1)(u))e1 + τ1(h
(2m−1)(u))φτ2(h
(2m−1)(u))
= (
2m−1∑
n=0
An(u)(λ
−1π)n)φ(
2m−1∑
n=0
An(u)π
n)e1+
(
2m−1∑
n=0
An(u)(λ
−1π)n)(
2m−1∑
n=0
An(u)π
n)φe2
=
2m−1∑
n=0
πn(
n∑
k=0
Ak(u)
φAn−k(u)λ
−kσ)e1 +
2m−1∑
n=0
πn(
n∑
k=0
Ak(u)
φAn−k(u)λ
−(n−k))e2
Recall that λ = ε
p−1
2 and ε is a Teichmuller lift, so λ1+σ = ε
p2−1
2 . Because ε /∈
W (Fp2)×\(W (Fp2)×)2, we deduce ε
p2−1
2 = −1. Hence we have λ−σ = −λ and we
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can then rewrite the above formula for v as:
2m−1∑
n=0
πn(
n∑
k=0
Ak(u)
φAn−k(u)(−λ)k)e1 +
2m−1∑
n=0
(λ−1π)n(
n∑
k=0
Ak(u)
φAn−k(u)λ
k)e2
Definition 8.3.1. Define
π1 := π π2 := τπ = λ
−1π
bn :=
∑
λ2iA2i(u)
φAn−2i(u), cn :=
∑
λ2i+1A2i+1(u)
φAn−2i−1(u)
yj := bj − cj, zj := bj + cj
Under the notations above, v =
2m−1∑
n=0
πn1 yne1 +
2m−1∑
n=0
πn2 zne2.
Now we derive a more precise formula of η · v for η ∈ p−mOF/OF . Let ν be the
valuation on F such that ν(π) = 1.
Definition 8.3.2. Suppose η ∈ p−mOF/OF and k is the smallest integer such that
η ∈ p−kOF/OF . Let α ∈ W (Fp2)× and β ∈ W (Fp2) be the unique elements such
that η = p−k(α + π0β) (resp. η = p
−kπ0(α + π0β)) when ν(η) = −2k (resp.
ν(η) = −2k + 1). Define
v[η, r, 1] := εk(αy−ν(η)−r + βy−ν(η)−r−1)
v[η, r, 2] := εk(λ2k+ν(η)ασz−ν(η)−r + β
σλ2k+ν(η)+1z−ν(η)−r−1)
Under such notations, one can check η·v =
2∑
s=1
2m∑
r=1
π−rs v[η, r, s]es; when r > −ν(η)
we treat v[η, r, s] as zero. This formula will be refered to as the presentation of η · v
in the future.
Before we dive into the computations, let us look into the definitions of the
yi, zi’s and v[η, r, s]’s, and derive some properties of them.
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Proposition 8.3.3. Define d := 1 + p. The following statements about bi, ci, yi, zi
are true:
(1) bi, ci are both units in W (k)((u)), and
min{ordubi, orduci} = p4m−2−id,max{ordubi, orduci} = p4m−1−i(1− p−1 + p−2)d
(2) If min{ordubi, orduci} = ordubi(resp. orduci), then min{ordubi+2, orduci+2} =
orduci+2(resp. ordubi+2).
(3) yi, zi are both units in W (k)((u)), and orduyi = orduzi = p
4m−2−id.
(4) u−p
4m−2−idyi ≡ (−1)[
i+1
2
]u−p
4m−2−idzi mod u.
(5) v[η, r, s] is a unit in W (k)((u)), and orduv[η, r, s] = p
4m−2+ν(η)+rd; in partic-
ular, it is independent of s and increasing in r.
(6) For any 2 ≤ i ≤ 2m, yizi−2−ziyi−2 is a unit in W (k)((u)), and ordu(yizi−2−
ziyi−2) = orduyi + orduzi−2 = orduzi + orduyi−2 = d(p
4m−i + p4m−2−i).
(7) Let i, j be different integers between 0 and 2m−1, and suppose γ ∈ W (Fp2)×.
Then γyiyj±γσλzizj, γzizj±γσλyiyj, and γyizj±γσλziyj are all units in W (k)((u)),
and their orders are all equal to d(p4m−2−i + p4m−2−j).
Proof. (1) and (2) are clear by a direct examination of each summand in the defi-
nition of bi, ci and using the elementary lemma (8.3.4) below. (3) is because of (1),
and (4) follows from (2). (5) is clear by the definition of v[η, r, s].
To see (6), note that yizi−2−ziyi−2 = (bi−ci)(bi−2 +ci−2)−(bi+ci)(bi−2−ci−2) =
2bici−2 − 2bi−2ci, then the statement follows from (1) and (2).
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To see (7), when we expand them based on bi, ci, bj, cj, the coefficient of bibj,
bicj, cibj, and cicj is γ±γσλ. If p|γ±γσλ, it implies that λσ+1 ≡ γσ
2−1 = 1 mod p,
contradiction to the fact that λσ+1 = ε
p2−1
2 = −1. Moreover, by (1) there is a
unique term among bibj, bicj, cibj, and cicj that has the lowest order, and this order
is equal to d(p4m−2−i + p4m−2−j). This proves the statement.
Lemma 8.3.4. Let x = y+ z, x, y, z ∈ W (k)((u)). If y is a unit in W (k)((u)) and
orduz > orduy, then x is also a unit in W (k)((u)) and ordux = orduy. 
8.4 Examples of reductions of finite locally free
subgroup schemes
We take this subsection to compute a few examples of NA and NA mod u.
Example 8.4.1. Let m ≥ 1, η ∈ p−1OF/OF , and A = 〈η〉 ∼= Z/p. Then NA =
W (k)((u)){η · v} ∩ p−1M/M. In the presentation η · v =
2∑
i=1
2∑
j=1
π−ji v[η, j, i]ei, we
know v[η, j, 1] and v[η, j, 2] are both units in W (k)((u)), and their orders are both
equal to p4m−2+ν(η)+jd. Let w := u−p
4m−2+ν(η)+jd(η · v), then w ≡
2∑
i=1
xiπ
−1
i ei mod u
for x1, x2 ∈ W (k)×, and the goal of (8.2.b) is achieved.
Example 8.4.2. Let m ≥ 2, η ∈ (p−2OF/OF )\(p−1OFOF ), A = 〈η〉 ∼= Z/p2. Let
v1 := η · v =
2∑
i=1
4∑
j=1
π−ji v[η, j, i]ei, and v2 := (pη) · v =
2∑
i=1
2∑
j=1
π−ji v[pη, j, i]ei. We
want to produce w
(1)
1 and w
(1)
2 by a linear combination of v1, v2 with coefficients
in W (k)((u)), such that w
(1)
i ≡ π−1i ei mod u. A natural candidate for w
(1)
1 is
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given by (v[pη, 1, 2]v[η, 1, 1] − v[η, 1, 2]v[pη, 1, 1])−1(v[pη, 1, 2]v1 − v[η, 1, 2]v2). By
the construction of w
(1)
1 , we have
w
(1)
1 − π−11 e1 = (v[pη, 1, 2]v[η, 1, 1]− v[η, 1, 2]v[pη, 1, 1])−1·
2∑
s=1
4∑
r=2
(v[pη, 1, 2]v[η, r, s]− v[η, 1, 2]v[pη, r, s])es
It suffices to:
(8.4.2.a) Show v[η, 1, 1]v[pη, 1, 2]− v[η, 1, 2]v[pη, 1, 1] is a unit in W (k)((u)) and
estimate its order (in u);
(8.4.2.b) For s = 1, 2 and r > 1, show ordu(v[pη, 1, 2]v[η, r, s]−v[η, 1, 2]v[pη, r, s])
is greater than ordu(v[pη, 1, 2]v[η, 1, 1]− v[η, 1, 2]v[pη, 1, 1]).
Write η = p−2(α+π0β) or p
−2π0(α+π0β) according to ν(η) = −4 or −3, where
α ∈ W (Fp2)×, β ∈ W (Fp2). By the definition of v[η, r, s] and v[pη, r, s],
v[pη, 1, 2]v[η, 1, 1]− v[η, 1, 2]v[pη, 1, 1]
= ε3(αy−ν(η)−1 + βy−ν(η)−2)(α
σλ2+ν(pη)z−ν(pη)−1 + β
σλ3+ν(pη)z−ν(pη)−2)−
ε3(ασλ2+ν(η)z−ν(η)−1 + β
σλ3+ν(η)z−ν(η)−2)(αy−ν(pη)−1 + βy−ν(pη)−2)
= ε3αασλ2+ν(η)(y−ν(η)−1z−ν(η)−3 − z−ν(η)−1y−ν(η)−3) + Higher order terms
By Proposition (8.3.3)(6) and Lemma 8.3.4, it is a unit with order equal to
d(p4m+1+ν(η) + p4m−1+ν(η))
Now for s = 1, 2 and r ≥ 2,
orduv[η, r, s] ≥ dp4m−2+ν(η)+r ≥ dp4m+ν(η)
and
orduv[pη, r, s] ≥ dp4m−2+ν(pη)+r ≥ dp4m+2+ν(η)
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Hence ordu(v[pη, 1, 2]v[η, r, s]− v[η, 1, 2]v[pη, r, s]) ≥ d(p4m+1+ν(η) + p4m+ν(η)).
Based on the estimates above, we deduce that ordu(w
(1)
1 −π−11 e1) ≥ d(p4m+ν(η)−
p4m−1+ν(η)). In particular we have found w
(1)
1 such that it reduces to π
−1
1 e1 modulo u.
The desired w
(1)
2 can be constructed similarly. Thus the goal of (8.2.a) is achieved.
Example 8.4.3. Letm ≥ 3, η ∈ (p−3OFOF )\(p−2OFOF ), andA = 〈η〉 ∼= Z/p3. Take
A1 := 〈pη〉 ∼= Z/p2. By Example (8.4.2), we have constructed w(1)s in NA1 ⊂ NA
such that ordu(w
(1)
s −π−1s es) ≥ d(p4m+µ(pη)−p4m−1+µ(pη)). Define w := u−dp
4m+ν(η)
(η ·
v −
2∑
s=1
v[η, 1, s]w
(1)
s ), then we have
w =
2∑
s=1
6∑
r=2
u−dp
4m+ν(η)
v[η, r, s]π−rs es − u−dp
4m+ν(η)
2∑
s=1
v[η, 1, s](w(1)s − π−1s es)
The order of the second term is ≥ d(p4m+ν(pη) − p4m−1+ν(pη))− dp4m+ν(η) > 0. Note
that orduv[η, r, s] is increasing in r and does not depend on s, so u
−dp4m+ν(η)v[η, 2, s]
are units in W (k)[[u]] and orduu
−dp4m+ν(η)v[η, r, s] > 0 when r > 2. Thus we deduce
w ≡
2∑
s=1
xsπ
−2
s es mod u, where xs ∈ W (k)×. This achieves the goal of (8.2.b).
Example 8.4.4. Let m ≥ 1, η1, η2 ∈ p−1OF/OF , and A = 〈η1〉 × 〈η2〉 ∼= Z/p× Z/p.
Let αi ∈ W (Fp2)× and βi ∈ W (Fp2) be the unique elements such that wi = p−1(αi+
π0βi) or p
−1π0(αi + π0βi) depending on ν(ηi) = −2 or −1. We may further assume
that if ν(η1) = ν(η2), then α1 mod p, α2 mod p are Fp-linearly independent. In
fact, if otherwise, there exists γ ∈ Zp such that α2 ≡ γα1 mod p, then we can
replace η2 with η2 − γη1, to reduce to the situation when ν(η1) 6= ν(η2). Without
of loss of generality we assume ν(η1) ≤ ν(η2).
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Define w
(1)
1 := (v[η1, 1, 1]v[η2, 1, 2] − v[η2, 1, 1]v[η1, 1, 2])−1(v[η2, 1, 2](η1 · v) −
v[η1, 1, 2](η2 · v)). Then w(1)1 − π−11 e1 is equal to
(v[η1, 1, 1]v[η2, 1, 2]−v[η2, 1, 1]v[η1, 1, 2])−1
2∑
s=1
(v[η2, 1, 2]v[η1, 2, s]−v[η1, 1, 2]v[η2, 2, s])
We claim v[η1, 1, 1]v[η2, 1, 2]− v[η2, 1, 1]v[η1, 1, 2] is a unit in W (k)((u)), with order
equal to d(p4m−1+ν(η1) +p4m−1+ν(η2)). To verify this, we divide the situation into the
case when ν(η1) < ν(η2) and the case when ν(η1) = ν(η2).
When ν(η1) < ν(η2), then ν(η1) = −2, ν(η2) = −1. So v[η1, 1, 1]v[η2, 1, 2] −
v[η2, 1, 1]v[η1, 1, 2] = ε
2(α1y1 +β1y0)α
σ
2λz0−ε2(ασ1y1 +βσ1 λy0)α2y0 = ε2(α1ασ2λy1z0−
ασ1α2y0z1) + Higher order terms. By Proposition 8.3.3 (7), we see the claim is true.
When ν(η1) = ν(η2),
v[η1, 1, 1]v[η2, 1, 2]− v[η2, 1, 1]v[η1, 1, 2]
= ε2(α1y−ν(η1)−1 + β1y−ν(η1)−2)α
σ
2z−ν(η2)−1−
ε2(ασ1y−ν(η1)−1 + β
σ
1 λy−ν(η1)−2)α2y−ν(η1)−1
= ε2(α1α
σ
2 − ασ1α2)y−ν(η1)−1z−ν(η1)−1 + Higher order terms
Since we have assumed α1 mod p, α2 mod p are Fp-linearly independent, (α1ασ2 −
ασ1α2) is a unit in W (Fp2), and the claim follows.
So for s = 1, 2, we have
ordu(v[η2, 1, 2]v[η1, 2, s]− v[η1, 1, 2]v[η2, 2, s])
−ordu(v[η1, 1, 1]v[η2, 1, 2]− v[η2, 1, 1]v[η1, 1, 2])
≥ d(p4m+ν(η1) + p4m−1+ν(η2))− d(p4m−1+ν(η1) + p4m−1+ν(η2))
= d(p4m+ν(η1) − p4m−1+ν(η1))
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In particular, this implies w
(1)
1 reduces to π
−1
1 e1 modulo u. Similarly we can find
w
(1)
2 that reduces to π
−1
2 e1 modulo u, and the goal of (8.2.a) is achieved.
8.5 Linear algebra lemmas
Now we summarize a linear algebra approach from the examples we computed
above. For a square matrix C, we denote the entry on the i-th row, j-th column by
C[i, j], and its cofactor by Ci,j.
Lemma 8.5.1. Suppose A ⊂ p−mOF/OF , v1, v2, · · · , v2n are elements in N0A, and
for each 1 ≤ i ≤ 2n we have a presentation vi =
2∑
s=1
2m∑
r=1
vi,r,sπ
−r
s es, where vi,r,s ∈
W (k)((u)). Define an 2n× 2n matrix
C :=

v1,n,1 v2,n,1 · · · v2n,n,1
v1,n,2 v2,n,2 · · · v2n,n,2
v1,n−1,1 v2,n−1,1 · · · v2n,n−1,1
v1,n−1,1 v2,n−1,2 · · · v2n,n−1,2
...
...
v1,1,1 v2,1,1 · · · v2n,1,1
v1,1,2 v2,1,2 · · · v2n,1,2

Suppose detC ∈ W (k)((u))×, and there exists a positive integer D such that
ordu(
2n∑
l=1
vl,i,jCs,l)− ordu detC ≥ D
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for i, s = 1, 2, and j ≥ n + 1. Define w(n)s :=
2n∑
l=1
(detC)−1Cs,lvl for s = 1, 2. Then
w
(n)
s ∈ NA and w(n)s ≡ π−ns es mod ordu ≥ D.
Proof. By the definition of C, one can check
w(n)s = π
−n
s es +
2∑
i=1
∑
j≥n+1
2n∑
l=1
(detC)−1Cs,lvl,i,jπ
−j
i ei
then it follows from the assumption on the order of (detC)−1
2n∑
l=1
Cs,lvl,i,j.
To apply Lemma (8.5.1), the key step is to show detC is a unit in W (k)((u)),
and estimate ordu detC. With this aim, now we make some definitions for matrices
of special types that will show up in our computations, and establish a few technical
lemmas.
Let R be a commutative ring with 1, and ordu : R
× → Z be a discrete valuation
on R; here we are not assuming that R is the valuation ring with respect to ordu.
Let k be a positive integer, and C be a k × k matrix with entries in R. We denote
the set of permutations on {1, 2, · · · , k} by Pk.
Definition 8.5.2. We say C is dominated by the diagonals, if for any permutation
σ ∈ Pk,
k∑
j=1
ordu(C[σ(j), j]) ≥
k∑
j=1
ordu(C[j, j]); if the inequality is strict, then we
say C is strictly dominated by the diagonals. We say C is faithfully dominated by the
diagonals, if C is dominated by the diagonals, and ordu detC =
k∑
j=1
ordu(C[j, j]).
We say C is in pairwise order, if for any pair of (i1, j1), (i2, j2) with i1 < i2, j1 < j2,
orduC[i1, j1] + orduC[i2, j2] ≤ orduC[i1, j2] + orduC[i2, j1]; if the inequality is strict,
then we say C is strictly in pairwise order.
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In general, let J1
∐
J2
∐
· · ·
∐
Jt be a partition of {1, 2, · · · , k}, we say C is dom-
inated by the diagonal blocks (J1|J2| · · · |Jt), if for any permutation σ ∈ Pk, there ex-
ists a permutation τ such that τ(Ji) = Ji for i = 1, 2, · · · , t, and
k∑
j=1
ordu(C[σ(j), j])
is≥
k∑
j=1
ordu(C[τ(j), j]); if the inequality is strict, then we say C is strictly dominated
by the diagonal blocks (J1|J2| · · · |Jt). We say C is in pairwise order relative to parti-
tion (J1|J2| · · · |Jt), if for any pair of (i1, j1), (i2, j2) such that i1, j1 ∈ Jr1 , i2, j2 ∈ Jr2
with r1 < r2, we have orduC[i1, j1] + orduC[i2, j2] ≤ orduC[i1, j2] + orduC[i2, j1]; if
the inequality is strict, then we say C is strictly in pairwise order relative to partition
(J1|J2| · · · |Jt).
The following lemma is straightforward by the formula
detC =
∑
σ∈Pk
(−1)sgn(σ)
k∏
j=1
C[σ(j), j]
Lemma 8.5.3. Notations as in Definition (8.5.2). Then:
(a) If C is (strictly) in pairwise order, then C is (strictly) dominated by the
diagonals.
(b) If C is strictly dominated by the diagonals, then C is faithfully dominated
by the diagonals.
(c) If C is (strictly) in pairwise order relative to partition (J1|J2| · · · |Jt), then
C is (strictly) dominated by the diagonal blocks (J1|J2| · · · |Jt).
(d) If C is strictly dominated by the diagonal blocks (J1|J2| · · · |Jt), and each
block that consists of the rows and columns in Ji is faithfully dominated by the
diagonals, then C is faithfully dominated by the diagonals.
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8.6 The proof of Theorem (8.1.1) in the special
case
Let A be a finite abelian p-group. Let r(A) be the largest positive integer r such
that (Z/p)r can be embedded in A; this r(A) is called the p-rank of the A. The p-
rank of A is also the smallest integer k such that A can be generated by k elements.
Suppose A is a subgroup of p−mOF/OF , then we have r(A) ≤ r(p−mOF/OF ) = 4.
Let G := GA be the associated pm-torsion finite locally free subgroup scheme of
Xm. If r(A) = 4, then p−1OF/OF ⊂ A, hence X [p] ⊂ G. This implies the isogeny
X → X/G factors through X p−→ X , and the problem is reduced to another finitely
locally free subgroup scheme with a smaller order. So we may assume r(A) ≤ 3.
In this subsection we prove Theorem 8.1.1 in the case when G = GA such that
r(A) ≤ 2. Suppose A = 〈η1〉×〈η2〉, ηi ∈ (p−miOF/OF )\(p−mi+1OF/OF ) for i = 1, 2.
Suppose #A = pt, then m1 + m2 = t. Without loss of generality we assume
ν(η1) ≤ ν(η2). Let αi ∈ W (Fp2)× and βi ∈ W (Fp2) be the elements such that
ηi = p
−mi(αi + π0βi) or p
−miπ0(αi + π0βi), depending on whether ν(ηi) = −2mi or
−2mi + 1. Define the following integer associated to A:
L(A) := 4m− 2 + ν(η1) + d
t+ 1
2
e
Proposition 8.6.1. Notations and assumptions as above. Then:
(a) If t = 2n, then for s = 1, 2 and r = 1, 2, · · · , n, there exists w(r)s ∈ NA such
that ordu(w
(r)
s − π−rs es) ≥ d(pL(A)+1 − pL(A)).
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(b) If t = 2n + 1, then there exists w ∈ NA, such that w ≡ π−(n+1)1 α1e1 +
(−1)cπ−(n+1)2 ασ1λ2m1+ν(η1)e2 mod ordu ≥ d(pL(A)+1 − pL(A)), where c = [
−ν(η1)−n
2
].
Before proving Proposition (8.6.1), we show that it implies Theorem (8.1.1)(1)
in the case when G = GA such that r(A) ≤ 2, and also implies Theorem (8.1.1)(2).
It suffices to show the goals (8.2) (a), (b), and (c) are achieved. (8.6.1)(a) obviously
implies (8.2)(a). Recall that π1 = π, π2 = λ
−1π, so the element w in (8.6.1)(b)
can be written as w ≡ α1π−(n+1)e1 + (−1)cλ2m1+ν(η1)+n+1ασ1π−(n+1)e2. Let x1 := α1,
x2 := (−1)cλ2m1+ν(η1)+n+1ασ1 . Because −1 and λ
2
= εp−1 are both in (F×p2)
p−1,
it is then clear that x1/x2 ∈ (F×p2)
p−1 or λ(F×p2)
p−1. Thus (8.2) (b) is achieved.
Concerning (8.2) (c), if we let η2 = 0, η1 = p
−2n−1α1 or p
−2n−1π0α1 where n runs
over non-negative integers and α1 runs over W (Fp2)×, then Proposition (8.6.1)(b)
implies that for each [c1, c2] ∈ P1(k) such that c1/c2 ∈ (F×p2)
p−1 or λ(F×p2)
p−1, there
exists a finite locally free subgroup scheme G satisfying δn(Gk) = [c1/c2] in L.
Therefore Theorem (8.1.1)(2) is proved once we prove Proposition (8.6.1).
The plan to prove Proposition 8.6.1 is as follows: we apply Lemma (8.5.1) to
prove (a). For (b), we “knock out” the unwanted entries in the presentation of η1 ·v
by using the constructed lifts of π−rs es, where s = 1, 2 and r = 1, 2, · · · , n.
First suppose t = 2n. Define an order ≺ on {pjηi ·v|i = 1, 2, j = 0, 1, · · · ,mi−1}
such that pjηi · v ≺ pj
′
ηi′ · v when: (a) ν(pjηi) < ν(pj
′
ηi′); or (b) ν(p
jηi) = ν(p
j′ηi′)
and i < i′. Let vl = p
jlηil · v be the l-th element in the set under this order. Then
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define a matrix (cf. Lemma 8.5.1)
C :=

v[pj1ηi1 , n, 1] v[p
j2ηi2 , n, 1] · · · v[pj2nηi2n , n, 1]
v[pj1ηi1 , n, 2] v[p
j2ηi2 , n, 2] · · · v[pj2nηi2n , n, 2]
v[pj1ηi1 , n− 1, 1] v[pj2ηi2 , n− 1, 1] · · · v[pj2nηi2n , n− 1, 1]
v[pj1ηi1 , n− 1, 2] v[pj2ηi2 , n− 1, 2] · · · v[pj2nηi2n , n− 1, 2]
...
...
v[pj1ηi1 , 1, 1] v[p
j2ηi2 , 1, 1] · · · v[pj2nηi2n , 1, 1]
v[pj1ηi1 , 1, 2] v[p
j2ηi2 , 1, 2] · · · v[pj2nηi2n , 1, 2]

If we delete the first row of C and add the row of
(v[pj1ηi1 , r, s], v[p
j2ηi2 , r, s], · · · , v[pj2nηi2n , r, s])
on top of the remaining (2n− 1)× 2n matrix for s = 1, 2 and r ≥ n+ 1, we denote
the new 2n × 2n matrix by C(1, r, s). Similarly, we can delete the second row of
C and add (v[pj1ηi1 , r, s], v[p
j2ηi2 , r, s], · · · , v[pj2nηi2n , r, s]) on the top to get a new
2n× 2n matrix; we denote it by C(2, r, s).
Proposition 8.6.2. Notations as above, then the 2n × 2n matrices C,C(1, r, s),
and C(2, r, s) are all faithfully dominated by the diagonals, for s = 1, 2, r ≥ n+ 1.
In particular, their determinants are all units in W (k)((u)).
Proof. Define a partition of {1, 2, · · · , 2n} = J1
∐
J2
∐
· · ·
∐
Jn where Ji := {2i −
1, 2i}. By the definition of the matrices and the estimates on the orders of their
entries by Proposition 8.3.3 (5), one can check all the matrices considered in the
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Proposition are strictly dominated by the diagonal blocks (J1|J2| · · · |Jn). Each 2×2
diagonal block of C has the form v[pjη1, r, 1] v[pj+1η1, r, 1]
v[pjη1, r, 2] v[p
j+1η1, r, 2]
 ,
 v[pjη1, r, 1] v[pjη2, r, 1]
v[pjη1, r, 2] v[p
jη2, r, 2]

or  v[pjη2, r, 1] v[pjη1, r, 1]
v[pjη2, r, 2] v[p
jη1, r, 2]

By computations similar to those in Example 8.4.2 and Example 8.4.4, it is straight-
forward to check that these blocks are all faithfully dominated by the diagonals.
Therefore by Lemma 8.5.3 (d), the matrix C is faithfully dominated by the diago-
nals. For C(k, r, s) where k = 1, 2, s = 1, 2, and r ≥ n + 1, all the diagonal blocks
are the same as those of C except for the first 2× 2 block on the upper left corner,
and a direct examination of that block will prove they are faithfully dominated by
the diagonals, too.
For the last statement, note that the matrices are strictly dominated by their
diagonal blocks (J1|J2| · · · |Jn), and the determinants of all the blocks are units in
W (k)((u)), by Lemma 8.3.4 we deduce that the determinants of the 2n×2n matrices
C,C(1, r, s), C(2, r, s) are all units in W (k)((u)).
Now we are ready to prove Proposition 8.6.1.
Proof of Proposition 8.6.1:
(a) In this case m1 + m2 = 2n. Prove by induction on n. Suppose we have
proved for all the subgroups A ⊂ p−mOF/OF with order equal to p2n
′
and n′ < n.
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Let A1 := 〈pη1〉 × 〈pη2〉 if m2 > 0, and 〈p2η1〉 if m2 = 0. Then #A1 = p2(n−1)
and L(A1) > L(A). By the induction hypothesis we have already produced w
(r)
s
for s = 1, 2 and r = 1, 2, · · · , n − 1. Now it suffices to produce w(n)s . With
vl = p
jlηil · v for l = 1, 2, · · · , 2n and matrix C defined before Proposition (8.6.2),
we have shown detC ∈ W (k)((u))×, so to apply Lemma (8.5.1) it remains to
prove ordu(
2n∑
l=1
v[pjlηil , r, s]Ck,l) > ordu detC for k, s = 1, 2 and r ≥ n + 1. But
2n∑
l=1
v[pjlηil , r, s]Ck,l is equal to detC(k, r, s), and by Proposition (8.6.2) ordu detC
and ordu detC(k, r, s) are equal to the sum of the orders of their diagonal entries,
respectively. By their definition one can check ordu detC(k, r, s) − ordu detC ≥
d(p4m−2+ν(ηs)+r − p4m−2+ν(η1)+n) ≥ d(p4m−1+ν(η1)+n − p4m−2+ν(η1)+n) = d(pL(A)+1 −
pL(A)). By Lemma (8.6.2), we deduce the existence of w
(n)
s in NA such that
ordu(w
(n)
s − π−ns es) ≥ d(pL(A)+1 − pL(A)).
(b) In this case m1+m2 = 2n+1. By our assumption ν(η1) ≤ ν(η2), so m1 > m2.
Let A1 := 〈pη1〉 × 〈η2〉, then #A = p2n, hence by (a) we can produce w(r)s ∈
NA1 ⊂ NA for s = 1, 2 and r = 1, 2, · · · , n, such that w
(r)
s ≡ π−rs es mod ordu ≥
d(pL(A1)+1−pL(A1)). Define w := u−dpL(A)(η1 ·v−
2∑
s=1
n∑
r=1
v[η1, r, s]w
(r)
s ), then we have
w =
2∑
s=1
2m1∑
r=n+1
u−dp
L(A)
v[η1, r, s]π
−r
s es −
2∑
s=1
n∑
r=1
u−dp
L(A)
v[η1, r, s](w
(r)
s − π−rs es). The
order of the second term is ≥ d(pL(A1)+1−pL(A1)−pL(A)) ≥ d(pL(A)+1−pL(A)) because
L(A1) ≥ L(A) + 1. In the first term, note that orduv[η1, r, s] ≥ dpL(A)+1 when
r ≥ n+ 2, and v[η1, n+ 1, 1] ≡ α1y−ν(η1)−n−1 mod ordu ≥ dpL(A)+1, v[η1, n+ 1, 2] ≡
ασ1λ
2m1+ν(η1)z−ν(η1)−n−1 mod ordu ≥ dpL(A)+1. Therefore the proposition follows
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from Proposition (8.3.3)(4). 
Therefore to complete the proof of Theorem 8.1.1(1), the remaining situation
is when r(A) = 3. In that case, we will meet difficulties if we still try to apply
Lemma (8.5.1) directly, since the crucial proposition (8.6.2) may no longer hold.
This phenomenon is reflected by the following example.
Example 8.6.3. Let m ≥ 2, take α ∈ W (Fp2)×\Z×p . Let η1 = p−2, η2 = p−2α,
and η3 = p
−2π, and take A = 〈η1〉 × 〈η2〉 × 〈η3〉. The presentations of ηi · v are:
η1 · v =
4∑
r=1
y4−rπ
−r
1 e1 +
4∑
r=1
z4−rπ
−r
2 e2, η2 · v =
4∑
r=1
αy4−rπ
−r
1 e1 +
4∑
r=1
ασz4−rπ
−r
2 e2, and
η3 · v =
3∑
r=1
y3−rπ
−r
1 e1 +
3∑
r=1
λz3−rπ
−r
2 e2. If we follow the linear algebra approach in
(8.5) and form the 6× 6 matrix:
C =

y1 αy1 y0
z1 α
σz1 λz0
y2 αy2 y1 y0 αy0
z2 α
σz2 λz1 z0 α
σz0
y3 αy3 y2 y1 αy1 y0
z3 α
σz3 λz2 z1 α
σz1 λz0

One can check that
detC ≡ −λ(α− ασ)2y1z1(y21z20 − z21y20) mod ordu > d(2p4m−2 + 4p4m−3)
However, y21z
2
0 − z21y20 = (b1 − c1)2b20 − (b1 + c1)2b20 = −4b1c1b20 has order equal to
d(3p4m−2 + p4m−4), hence ordu(y1z1(y
2
1z
2
0 − z21y20)) = d(3p4m−2 + 2p4m−3 + p4m−4) >
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d(2p4m−2 + 4p4m−3). So ordu detC > d(2p
4m−2 + 4p4m−3) =
6∑
j=1
orduC[j, j], in par-
ticular the matrix C is not faithfully dominated by the diagonals.
However, a look into the Serre dual of Xm will come to rescue for this example.
Recall that τ 2 ∈ Gal(F/Qp) is the involution on F , and the p-adic CM type Φ
satisfies Φ
∐
Φ ◦ τ 2 = Hom(F,Qp). Let ρ : OF → End(Xm) be the OF -structure on
Xm, if we define the OF -linear structure ρ∗ : OF → End(X ∨m) on the Serre dual X ∨m
by ρ∗(x) = ρ(ι(x))∨, then Xm and X ∨m are both OF -linear with the same p-adic CM
type. Since the OF -isomorphism class of OF -linear CM p-divisible groups over R
is uniquely determined by the p-adic CM type (see 3.1), we know Xm and X ∨m are
OF -linearly isomorphic.
For a finite locally free pm-torsion subgroup scheme G of Xm, denote the Cartier
dual (Xm[pm]/G)∨ by G⊥;m; it is a finite locally free pm-subgroup scheme of X ∨m.
In our example 8.6.3, take m = 2, let G = GA be the finite locally free p2-torsion
subgroup scheme associated to A, then one can check G⊥;2 is a cyclic group of order
p2; in particular, it is associated with a subgroup A′ with p-rank 1. Hence we can
apply Theorem 8.1.1 to G⊥;2 in X ∨, and deduce that G⊥;2k is not OF -stable. That
implies Gk is not OF -stable, too. Thus, we can take a detour via the Serre dual X ∨
and reduce to the solved case. To prove Theorem 8.1.1 in the general case when
G = GA where the p-rank of A is equal to 3, we need more explicit information on
G⊥;m. This will constitute the next subsection.
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8.7 The Serre dual
Recall from (8.2) that the Kisin module Mm attached to Xm is ∼= W (k)[[u]][π]/(π2−
εp)e1⊕W (k)[[u]][π]/(π2−εσp)e2, and φm(e1) = τ2(h2m(u))e2, φm(e2) = τ1(h2m(u))e1,
where τ1 (resp. τ2) is the W (k)[[u]]-isomorphism from F ·B(k)[[u]] = B(k)[π0]/(π20−
εp)[[u]] to B(k)[π]/(π2 − εp)[[u]] (resp. B(k)[π]/(π2 − εσp)[[u]]) by sending π0 to π
(resp. λ−1π). Let g1(u), g2(u) be the polynomial in W (k)[u] such that h2m(u) =
g1(u) + π0g2(u). Then in matrix form we can write
φMm(e1, πe1, e2, πe2) = (e1, πe1, e2, πe2)·
g1(u) −εpg2(u)
−g2(u) g1(u)
g1(u) −εσpλ−1g2(u)
−λ−1g2(u) g1(u)

The Kisin module attached to X ∨ is M∨m = HomW (k)[[u]](Mm,W (k)[[u]]). If we
denote the dual basis of {e1, πe1, e2, πe2} by {e∨1 , (πe1)∨, e∨2 , (πe2)∨}, then
φM∨m(e
∨
1 , (πe1)
∨, e∨2 , (πe2)
∨)
is given by
(e∨1 , (πe1)
∨, e∨2 , (πe2)
∨) · 1
−ε

g1(u) g2(u)
εpg2(u) g1(u)
g1(u) λ
−1g2(u)
εσpλ−1g2(u) g1(u)

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Here recall that −εp is the constant term of the Eisenstein polynomial Em(u). Take
µ ∈ W (k)× such that µσ−1 = −ε−1. Define
ê1 := µ(πe1)
∨, πê1 := −µe∨1 , ê2 := µ(πe2)∨, πê2 := −µe∨2
then M∨ = W (k)[[u]][π]/(π2 − εp)ê1 ⊕ W (k)[[u]][π]/(π2 − εσp)ê2, with φM∨ ê1 =
τ2(h2m(u))ê2, φM∨ ê2 = τ1(h2m(u))ê1. If we twist the natural OF -structure on M∨m
by ι, i.e., define a · e1 = ae1, a · e2 = aσe2 for a ∈ W (Fp2), and π0 · ei = −πei
for i = 1, 2, then the mapping that sends ei to êi is an OF -linear isomorphism of
Kisin modules from Mm to M
∨
m. The natural W (k)[[u]]-bilinear pairing 〈, 〉 : Mm×
M∨m → W (k)[[u]] is a perfect pairing that is compatible with the OF -structures,
i.e., 〈x · v, w〉 = 〈v, x · w〉 for x ∈ OF , v ∈Mm, and w ∈M∨m.
The pairing 〈, 〉 : Mm ×M∨m → W (k)[[u]] naturally extends to (Q ⊗Z Mm) ×
(Q ⊗Z Mm) → B(k)[[u]]. For any positive integer n, it induces a pairing 〈, 〉n :
p−nMm/Mm × p−nM∨m/M∨m → p−nW (k)[[u]]/W (k)[[u]], by defining 〈v, w〉n :=
pn〈v, w〉. If N is the finite Kisin module attached to a finite locally free pn-torsion
subgroup scheme G of X , then its orthogonal complement N⊥;n is the finite Kisin
module attached to G⊥;n (see the end of Example (8.6.3) for the definition of G⊥;n).
The following lemma allows us to extract the information of N⊥;n from N, and vice
versa.
Lemma 8.7.1. Let D be a positive integer, and l be an integer between 1 and 2n.
Assumptions and notations on N and N⊥;n are as above.
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(a) If N ≡ π−lMm/Mm mod ordu ≥ D, then
N⊥;n ≡ π−(2n−l)M∨m/M∨m mod ordu ≥ D
and vice versa.
(b) If N ≡ π−lMm/Mm + W (k)[[u]] ·
2∑
i=1
µiπ
−(l+1)
i ei mod ordu ≥ D with µi ∈
W (k)[[u]]×, then N⊥;n ≡ π−(2n−1−l)M∨m/M∨m +
2∑
i=1
µ̂iπ
−(2n−l)
i êi mod ordu ≥ D,
where µ̂i ∈ W (k)[[u]]× satisfy λµ1µ̂1 + µ2µ̂2 ≡ 0 mod u; and vice versa.
Proof. First look at (a). Let Mm be the Dieudonné module attached to X = (Xm)k.
The Dieudonné module attached to Gk is π−lMm/Mm, so the Dieudonné module
associated to G⊥;nk is the orthogonal complement of π−lMm/Mm under the induced
pairing p−nMm/Mm × p−nM∨m/M∨m → p−nW (k)/W (k), which is easily seen to be
π−(2n−l)M∨m/M
∨
m. Therefore for π
−j
i êi with i = 1, 2 and j = 1, 2, · · · , 2n − l, there
exist their lifts in N⊥;n in the forms of vi,j = π
−j
i êi +
2∑
s=1
2n∑
r=2n−l+1
hi,j,s,rπ
−r
s ês, where
hi,j,s,r ∈ uW (k)[[u]]. Because they are orthogonal to N, for each i′ = 1, 2 and j′ =
1, 2, · · · , l, the pairing 〈π−j
′
i′ ei′ , vi,j〉n ≡ 0 mod ordu ≥ D. Take j′ = 1, this implies
orduhi,j,s,2n ≥ D. Take j′ = 2, 3, · · · , l inductively, we deduce that orduhi,j,s,r ≥
D for all i, j, s, r. This proves (a). (b) can be proved in the same way, only to
notice that under our definitions of ê1 and ê2, we have 〈π−(l+1)1 e1, π
−(2n−l)
1 ê1〉 =
λ〈π−(l+1)2 e2, π
−(2n−l)
2 ê2〉 6= 0.
Proposition (8.7.1) has the following immediate corollary:
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Corollary 8.7.2. If X[πi] is contained in Gk with index p, then X[π2n−1−i] is con-
tained in G⊥;nk with index p, and vice versa. If that is the case, let δi(Gk) and
δ2n−1−i(G⊥;nk ) be the classes of Gk and G
⊥;n
k in L, then δi(Gk) = λδ2n−1−i(G
⊥;n
k ). In
particular, δi(Gk) = [1] or [λ] if and only if δ2n−1−i(G⊥;nk ) = [1] or [λ]. 
If we define
v̂ := τ2(h
(2m−1)(u))φτ1(h
(2m−1)(u))ê1 + τ1(h
(2m−1)(u))φτ2(h
(2m−1)(u))ê2
then all the solutions x ∈ p−mM∨m/M∨m to φM∨m(x) =
1
−εEm(u)x have the form
η · v̂, η ∈ p−mOF/OF . For any subgroup A of p−mOF/OF , define N̂A
0
:= W (k){η ·
v̂|η ∈ A}, and N̂A := N̂A
0
∩ p−mM∨m/M∨m. Let ĜA be the associated finite locally
free subgroup scheme of X ∨m, then they enumerate all pm-torsion finite locally free
subgroup schemes when A runs over subgroups of p−mOF/OF . Now supppose
n ≤ m, A is a subgroup of p−nOF/OF , and NA,GA are the corresponding pn-
torsion finite Kisin modules and finite locally free subgroup schemes of Xm. The
definition below provides a direct and concrete way to write down the subgroup
p−nOF/OF attached to N⊥;n and G⊥;n.
Definition 8.7.3. Define a symmetric Qp-pairing on F as follows:
〈a+ bπ, c+ dπ〉 := (ad+ bc) + (ad+ bc)σ, a, b, c, d ∈ B(Fp2)
It induces a symmetric pairing p−nOF/OF × p−nOF/OF → p−nZ/Z:
〈a+ bπ, c+ dπ〉n := pn((ad+ bc) + (ad+ bc)σ)
For any subgroup A ⊂ p−nOF/OF , let A⊥;n be its orthogonal complement.
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Under the definitions above, when n ≤ m one can check (NA)⊥;n = N̂A⊥;n , and
hence G⊥;nA = ĜA⊥;n . Moreover, the following proposition illustrates the relation
between the structure of A and A⊥;n; we leave the details to readers.
Definition 8.7.4. Suppose A ⊂ p−nOF/OF is a subgroup. for all positive integers i,
denote the kernel of A
πi−→ A by A[πi]. For i = 1, 2, · · · , 2n, define
Ri(A) := dimFp A[π
i]/A[πi−1]
Since dimFp π
−i
0 OF/π
−(i−1)
0 OF = 2, we know Ri(A) can only take value 0, 1, or
2.
Proposition 8.7.5. Suppose A is a subgroup of p−nOF/OF . Then we have:
(a) If A ∼=
4∏
i=1
Z/pni with 0 ≤ ni ≤ n, then A⊥;n ∼=
4∏
i=1
Z/pn−ni.
(b) Ri(A
⊥;n) +R2n+1−i(A) = 2 for all i = 1, 2, · · · , 2n. 
Now we can prove Theorem 8.1.1 for GA in the case when A ∼= Z/pi × Z/pi ×
Z/pj ⊂ p−mOF/OF , where i ≥ j. In fact, by Proposition 8.7.5 we know A⊥;i ∼=
Z/pi × Z/pi−j has p-rank at most 2, hence Theorem (8.1.1) for GA follows from
Proposition (8.6.1) and Corollary (8.7.2). Explore this idea further we will be able
to prove Theorem 8.1.1 for GA in the general case when the p-rank of A is equal to
3 in the next subsection.
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8.8 The proof of Theorem (8.1.1) in the general
case
Suppose G = GA is a finite locally free pm-torsion subgroup scheme of X , and
A =
3∏
i=1
〈ηi〉, where ηi ∈ (p−miOF/OF )\(p−(mi−1)OF/OF ) with m1 ≥ m2 ≥ m3 ≥ 1.
Suppose #A = pt, so t = m1 + m2 + m3. Let αi ∈ W (Fp2)× and βi ∈ W (Fp2) be
the elements such that ηi = p
−mi(αi + π0βi) or p
−miπ0(αi + π0βi), depending on
whether ν(ηi) = −2mi or −2mi + 1.
By the argument at the end of the previous subsection, we may assume m1 > m2.
We may also assume that X [π] * G, otherwise the isogeny X → X/G factors
through X π−→ X and we may reduce to a subgroup scheme with a smaller order.
This assumption translates into R1(A) < 2. Because we have assumed the p-rank
of A is 3 and the p-rank is equal to R1(A) +R2(A), we deduce that R1(A) = 1 and
R2(A) = 2.
Definition 8.8.1. Assumptions on A are as above. Define
L(A) := 4m− 2 + ν(η1) + d
t+ 1
2
e
and
D(A) :=

d(pL(A) − pL(A)−1) if ν(η1) = −2m1 + 1 andm1 = m2 +m3
d(pL(A)+1 − pL(A)) otherwise
Proposition 8.8.2. Assumptions on A are as in the beginning of the subsection.
Then:
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(a) If t = 2n, then there exists w
(r)
s ∈ NA for s = 1, 2 and r = 1, 2, · · · , n, such
that ordu(w
(r)
s − π−rs ei) ≥ D(A).
(b) If t = 2n + 1, then there exists w ∈ NA such that w ≡ π−(n+1)1 α1e1 +
(−1)cπ−(n+1)2 ασ1λ2m1+ν(η1)e2 mod ordu ≥ d(pL(A)+1 − pL(A)), where c = [
−ν(η1)−n
2
].
Before we prove Proposition 8.8.2, we first explain how to deduce Theorem
8.1.1(1) from it under the assumption on A as in the beginning of the subsection.
It suffices to prove (8.2)(a) and (b). When m1 ≥ m2 +m3, they follow immediately
from Proposition 8.8.2; see the argument after Proposition (8.6.1). In general we
prove by induction on m3. When m3 = 1, since we have assumed m1 > m2, we
always have m1 ≥ m2 + 1 = m2 + m3. Suppose m3 ≥ 2 and we have proved the
theorem for smaller m3. We may assume m1 ≤ m2 + m3 − 1. Then A⊥;m1 ∼=
Z/pm1 × Z/pm1−m3 × Z/pm1−m2 by Proposition 8.7.5. But now m1 − m2 < m3,
hence (8.2)(a) and (b) follows from induction hypothesis and Corollary (8.7.2), and
Theorem 8.1.1 is proved.
In the rest of this subsection we prove Proposition 8.8.2. Once (a) is proved, for
(b) one can construct w by knocking out the unwanted entries in the presentation
of η1 · v by using the constructed lifts of π−rs es, where s = 1, 2 and r = 1, 2, · · · , n.
The argument is similar to that in the proof of Proposition 8.6.1 (b) and is left as
an exercise.
Now we look at Proposition 8.8.2 (a). We point out that it suffices to prove
the case when m1 = m2 + m3. In fact, suppose m1 − 2 ≥ m2 + m3 and we have
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proved the claim for (m1 − 2,m2,m3). Let A′ := 〈p2η1〉 × 〈η2〉 × 〈η3〉, then we
have already produced w
(r)
i ∈ NA′ ⊂ NA for i = 1, 2 and r = 1, 2, · · · , n − 1 by
induction hypothesis. Define v∗1 := η1 · v −
2∑
s=1
n−1∑
r=1
v[η1, r, s]w
(r)
s , v∗2 := pη1 · v −
2∑
s=1
n−1∑
r=1
v[pη1, r, s]w
(r)
s , then v∗1, v
∗
2 ∈ NA and
v∗1 ≡
2∑
s=1
2m1∑
r=n
v[η1, r, s]π
−r
s es, v
∗
2 ≡
2∑
s=1
2m1−2∑
r=n
v[pη1, r, s]π
−r
s es mod ordu ≥ D(A′)
Define
w
(1)
1 := (v[pη1, n, 2]v[η1, n, 1]− v[η1, n, 2]v[pη1, n, 1])−1(v[pη1, n, 2]v∗1 − v[η1, n, 2]v∗2)
One can check that v[pη1, n, 2]v[η1, n, 1]−v[η1, n, 2]v[pη1, n, 1] is a unit in W (k)((u))
and has order d(p4m−2+ν(η1)+n + p4m+ν(η1)+n). Since
orduv[pη1, n, 2] ≥ orduv[η1, n, 2] ≥ dp4m−2+ν(η1)+n
and
−(d(p4m−2+ν(η1)+n + p4m+ν(η1)+n)) + dp4m−2+ν(η1)+n +D(A′) ≥ D(A)
we deduce that
w
(1)
1 ≡ (v[pη1, n, 2]v[η1, n, 1]− v[η1, n, 2]v[pη1, n, 1])−1(v[pη1, n, 2]
2∑
s=1
2m1∑
r=n
v[η1, r, s]π
−r
s es − v[η1, n, 2]
2∑
s=1
2m1−2∑
r=n
v[pη1, r, s]π
−r
s es)
mod ordu ≥ D(A)
and it is routine to check that the right hand side is further congruent to π−n1 e1
modulo ordu ≥ D(A). Similarly we can construct w(n)2 ∈ NA such that w
(n)
2 ≡ π−n2 e2
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mod ordu ≥ D(A), too. Thus the claim in Proposition 8.8.2 (a) for (m1,m2,m3)
will be proved.
Therefore now we are reduced to the case when m1 = m2 + m3. We divide the
situation into the case when ν(η1) = −2m1 and ν(η1) = −2m1 + 1. We first assume
ν(η1) = −2m1.
Prove by induction on m3. First suppose m3 = 1, so m1 = m2 + 1. Define
A1 := 〈pη1〉 × 〈η2〉 × 〈η3〉 and A2 := 〈η1〉 × 〈η2〉. They are both subgroups of index
p in A. We will produce two vectors v′1 and v
′
2 from NA1 and NA2 , respectively, and
then produce the desired w
(n)
1 and w
(n)
2 by a linear combination of v
′
1 and v
′
2.
By Proposition 8.7.5 (1), A⊥;m21 = 〈η̂1〉 × 〈η̂2〉, with
η̂1 ∈ (p−m2OF/OF )\(p−(m2−1)OF/OF )
and
η̂2 ∈ (p−(m2−1)OF/OF )\(p−(m2−2)OF/OF )
Moreover, by Proposition 8.7.5 (2) we know R2m2(A
⊥;m2
1 ) = 2 − R1(A1) = 1, so
ν(η̂1) = −2m2. Write η̂1 = p−m2(α̂1 + π0β̂1), where α̂1 ∈ W (Fp2)×, β̂1 ∈ W (Fp2).
Since the p-rank of A⊥;m21 is 2, by Proposition 8.6.1, we deduce that N̂A⊥;m21
≡
π−(m2−1)M + W (k)[[u]] · (π−m21 α̂1ê1 + (−1)c1π−m22 α̂1
σê2) mod ordu ≥ D(A⊥;m21 ),
where c1 = [
−ν( bη1)−(m2−1)
2
]. By Lemma 8.7.1 we deduce there exists
v′1 ≡
2∑
i=1
xiπ
−(m2+1)
i ei mod ordu ≥ D(A
⊥;m2
1 )
where xi ∈ W (k)[[u]]× such that λx1α̂1 + (−1)c1x2α̂1σ ≡ 0 mod u.
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On the other hand, since the p-rank of A2 is 2, by Proposition 8.6.1 we deduce
there exists v′2 ≡ π
−(m2+1)
1 α1e1 + (−1)c2π
−(m2+1)
2 α
σ
1e2 mod ordu ≥ D(A2), where
c2 = [
−ν(η1)−m2
2
]. Note that L(A) = L(A2) = 4m − 3 − m2 = L(A⊥;m21 ) − 1, so
D(A2), D(A
⊥;m1
1 ) ≥ D(A). One can check the determinant of
 x1 x2
α1 (−1)c2ασ1

is a unit in W (k)[[u]], therefore by a linear combination of v′1, v
′
2 we can produce
w′1 and w
′
2 in NA such that w
′
i ≡ π
−(m2+1)
i ei mod ordu ≥ D(A). This finishes the
proof when m3 = 1.
Now suppose m2 ≥ 2, m1 = m2 +m3 and we have proved Proposition 8.8.2 for
a smaller m3. Define A1 := 〈p2η1〉 × 〈η2〉 × 〈η3〉, by Proposition 8.7.5 (a) we know
A⊥;m1−21 = 〈η̂1〉×〈η̂2〉×〈η̂3〉, and if we assume η̂i ∈ (p−m
′
iOF/OF )\(p−(m
′
i−1)OF/OF ),
then m′1 = m2 + m3 − 2, m′2 = m2 − 2, m′3 = m3 − 2. By Proposition 8.7.5 (b)
we know ν(η̂1) = −2(m2 + m3 − 2) = −2(n − 2). By the induction hypothesis,
we know ̂N
A
⊥;(m1−2)
1
reduces to π−(n−3)M∨1 ⊕ π−(n−3)M∨2 modulo u, hence as its or-
thogonal complement under the Weil pairing p−(n−2)Mm/Mm× p−(n−2)M∨/M∨m →
p−(n−2)W (k)[[u]]/W (k)[[u]], there exists w
(r)
s ∈ NA1 for s = 1, 2 and r = 1, 2, · · · , n−
1, such that w
(r)
s = π−rs es +
2∑
i=1
2n−4∑
j=n
π−ji hi,j,r,sei, with hi,j,r,s ∈ uW (k)[[u]].
Define A2 := 〈p2η̂1〉 × 〈η̂2〉 × 〈η̂3〉 ⊂ A⊥;m1−21 . Then by induction hypothesis
we know there exists ŵ
(l)
k ∈ N̂A2 for k = 1, 2 and l = 1, 2, . . . , n − 4 such that
ŵ
(l)
k ≡ π
−l
k êk mod ordu ≥ D(A2). Since the ŵ
(l)
k ’s are orthogonal to the w
r
s’s,
by computing 〈w(r)s , ŵ(l)k 〉m1−2 inductively for l = 1, 2, · · · , n − 4, we can deduce
orduhi,j,r,s ≥ D(A2) = d(p4m+3−n − p4m+2−n) for n+ 1 ≤ j ≤ 2n− 4 and all i, r, s.
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Since η̂1·v̂ =
2∑
i=1
2n−4∑
j=1
π−ji v[η̂1, j, i]êi is also orthogonal to w
(r)
s , and orduv[η̂1, j, i] ≥
dp4m+1−n when j ≥ n− 1, so when r ≤ n− 2 we can deduce
2∑
i=1
〈v[η̂1, n− 3, i]π−(n−3)i êi, hi,n,r,sπ−ni ei〉m2−2 ≡ 0 mod ordu ≥ dp4m+1−n
Similarly if we consider the pairing between pη̂1 · v̂ and w(r)s when r ≤ n− 2, we get
2∑
i=1
〈v[pη̂1, n− 3, i]π−(n−3)i êi, hi,n,r,sπ−ni ei〉m2−2 ≡ 0
mod ordu ≥ d(p4m+3−n − p4m+2−n)
Because 〈π−(n−3)1 ê1, π−n1 e1〉 = λ〈π
−(n−3)
2 ê2, π
−n
2 e2〉, if we denote
T :=
 λv[η̂1, n− 3, 1] v[η̂1, n− 3, 2]
λv[pη̂1, n− 3, 1] v[pη̂1, n− 3, 2]

then we can write the equations in matrix form as
T
 h1,n,r,1 h1,n,r,2
h2,n,r,1 h2,n,r,2
 =
 x11 x12
x21 x22

with ordux11, ordux12 ≥ dp4m+1−n, and ordux21, ordux22 ≥ d(p4m+3−n − p4m+2−n).
Then by a direct computation of T−1 one can deduce that orduhi,n,r,s ≥ d(p4m+1−n−
p4m−1−n) for all i, s, and r ≤ n− 2.
When r = n− 1, we will have h1,n,n−1,1 h1,n,n−1,2
h2,n,n−1,1 h2,n,n−1,2
 ≡ T−1
 λv[η̂1, n− 2, 1] v[η̂1, n− 2, 2]
λv[pη̂1, n− 2, 1] v[pη̂1, n− 2, 2]

mod ordu ≥ d(p4m+1−n − p4m−1−n)
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Now we consider the following elements in NA1 :
v1 = η1 · v, v2 = pη1 · v, v2k+1 = w(n−k)1 , v2k+2 = w
(n−k)
2 , for k = 1, 2, · · · , n− 1
If we follow the linear algebra approach in 8.5 with the presentations
vi =
2∑
s=1
2n∑
r=1
vi,r,sπ
−r
s es
v1 =
2∑
s=1
2n∑
j=1
v[η1, j, s]π
−j
s es, v2 =
2∑
s=1
2n−2∑
j=1
v[pη1, j, s]π
−j
s es
w(r)s = π
−r
s es +
2∑
i=1
2n−4∑
j=n
π−ji hi,j,r,sei
we will form the 2n× 2n matrix:
C ≡

v[η1, n, 1] v[pη1, n, 1] h1,n,n−1,1 h1,n,n−1,2 0 · · · 0
v[η1, n, 2] v[pη1, n, 2] h2,n,n−1,1 h2,n,n−1,2 0 · · · 0
v[η1, n− 1, 1] v[pη1, n− 1, 1] 1
v[η1, n− 1, 2] v[pη1, n− 1, 2] 1
...
... 1
v[η1, 1, 1] v[pη1, 1, 1]
. . .
v[η1, 1, 2] v[pη1, 1, 2] 1

mod ordu ≥ d(p4m+1−n − p4m−1−n)
By Lemma (8.5.1), it suffices to show detC is a unit in W (k)((u)), and
ordu(detC)
−1Ck,lvl,r,s ≥ D(A) = d(p4m−1−n − p4m−2−n)
for k = 1, 2, l = 1, 2, · · · , 2n, r = n+ 1, n+ 2, · · · , 2n, and s = 1, 2.
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With the given form for the matrix C, detC is equal to the determinant of the
following 2× 2 matrix:
C0 :=
 v[η1, n, 1] v[pη1, n, 1]
v[η1, n, 2] v[pη1, n, 2]
−
 h1,n,n−1,1 h1,n,n−1,2
h2,n,n−1,1 h2,n,n−1,2
 · v[η1, n− 1, 1] v[pη1, n− 1, 1]
v[η1, n− 1, 2] v[pη1, n− 1, 2]

One can check
detC ≡ ε2n−1(α̂1+σ1 λ(yn−1zn−3 − zn−1yn−3))−1(λα1α̂1yn−3yn−2 + ασ1 α̂σ1zn−3zn−2)·
(λα1α̂1yn−1yn + α
σ
1 α̂
σ
1zn−1zn) mod ordu > d0(p
−(n−2) + p−n)
By Proposition 8.3.3, the three factors above
(yn−1zn−3 − zn−1yn−3)−1, (λα1α̂1yn−3yn−2 + ασ1 α̂1
σzn−3zn−2)
and
(λα1α̂1yn−1yn + α
σ
1 α̂1
σzn−1zn)
are all units in W (k)((u)), with orders equal to −d(p4m+1−n+p4m−1−n), d(p4m+1−n+
p4m−n), and d0(p
4m−1−n + p4m−2−n), respectively. So we have proved detC is a unit
in W (k)((u)) with order equal to d0(p
4m−n + p4m−2−n).
The cofactors Ck,l for k = 1, 2 and l = 1, 2 are equal to the four entries of the 2×2
matrix C0. One can check by a direct computation of C0 to see orduC1,1, orduC2,1 ≥
dp4m−n, and orduC1,2, orduC2,2 ≥ dp4m−2−n.
Now suppose k = 1, 2, r ≥ n + 1 and s = 1, 2, we have orduv1,r,s ≥ dp4m−1−n
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and orduv2,r,s ≥ dp4m+1−n from the definition of the presentations, then
ordu(detC)
−1Ck,1v1,r,s ≥ d(p4m−1−n − p4m−2−n)
ordu(detC)
−1Ck,2v2,r,s ≥ d(p4m+1−n − p4m−n)
On the other hand, when l ≥ 3, orduvl,r,s ≥ d(pL(A2)+1 − pL(A2)) = d(p4m+3−n −
p4m+2−n), hence ordu(detC)
−1Ck,lvl,r,s ≥ d0(p4m+3−n−p4m+2−n−p4m−n−p4m−2−n).
Thus in total we have ordu(detC)
−1Ck,lvl,r,s ≥ d(p4m−1−n−p4m−2−n) for all k = 1, 2,
l = 1, 2, · · · , 2n, r = n + 1, n + 2, · · · , 2n, and s = 1, 2. This means w(n)k :=
2n∑
l=1
(detC)−1Ck,lvl ∈ NA satisfies ordu(w(n)k − π
−n
k ek) ≥ d(p4m−1−n − p4m−2−n) by
Lemma (8.5.1). That lower bound is exactly equal to D(A), thus Proposition 8.8.2
is proved in the case when ν(η1) = −2m1.
Finally we are left with the case when ν(η1) = −2m1 + 1. We still prove by
induction on m3. Now m1 + m2 + m3 = 2n is even, and m1 = m2 + m3. Since we
have assumed R1(A) = 1, this means we may assume ν(ηi) = −2mi for i = 2, 3.
Pick η∗i ∈ p−mOF/OF such that πη∗i = ηi and define A∗ := 〈η∗1〉 × 〈η∗2〉 × 〈η∗3〉;
the orders of the three factors are equal to m1,m2 + 1,m3 + 1, respectively. By
Proposition 8.7.5 we know (A∗)⊥;m1 = 〈η̂∗1〉×〈η̂∗2〉×〈η̂∗3〉 with the orders of the three
factors equal to m1,m1 −m3 − 1 = m2 − 1, and m1 −m2 − 1 = m3 − 1. Moreover,
since R2m1((A
∗)⊥;m1) = 2−R1(A∗) = 0, we deduce that ν(η̂∗1) = −2m1 + 1.
When m3 ≥ 2, the induction hypothesis guarantees the existence of ŵ∗(r)s ∈
̂N(A∗)⊥;m1 for s = 1, 2 and r = 1, 2, · · · , n − 1. such that ordu(ŵ
∗(r)
s − π−ri ei) ≥
D((A∗)⊥;m1). Note that m1 ≥ (m2−1)+(m3−1)+2, so D((A∗)⊥;m1) = d0(p4m−1−n−
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p4m−2−n) = D(A). When m3 = 1, the p-rank of (A
∗)⊥;m1 is equal to 2 and Propo-
sition 8.6.1 also implies the existence of such ŵ
∗(r)
i . Then by Lemma 8.7.1 there
exists w
∗(r)
s ∈ NA∗ for s = 1, 2 and r = 1, 2, · · · , n + 1, such that w∗(r)s ≡ π−rs es
mod ordu ≥ D(A). Since NA = π ·NA∗ , the proof of Proposition 8.8.2 is completed.
8.9 A final remark
Let R runs over the finite extensions of R0, it is unexpected from Theorem (8.1.1)
that whether the reduction of a finite locally free subgroup scheme G in XR is OF -
stable is completely determined by its order. We finally comment that if we have
known Theorem (8.1.1)(1)(b) for all odd positive integers t, then there is in fact a
simple proof to deduce Theorem (8.1.1)(1)(a) for all even positive integers t.
Since the reflex field of the p-adic CM type (F,Φ) is F = B(Fp2)[π0]/(π20 − εp)
itself, there exists an OF -linear CM p-divisible group Y over OF with p-adic CM
type Φ, such that the associated Galois representation ρ : Gal(F ab/F )→ O×F carries
IabF onto the image of ρ; see [1](3.7.3). This implies any p
i-torsion geometric point on
Y is rational over a totally ramified extension Fi over F . Let Y := YFp2 . Since YR0
is OF -linearly isomorphic to X , it suffices to prove for every finite totally ramified
extension E of F and every finite locally free subgroup scheme G of YOE such that
#G = p2n, the closed fiber G := Gk is equal to Y [πn].
We prove by induction on n. Suppose we have proved for all smaller n’s. Take
a filtration G2 ⊂ G1 ⊂ G such that the rank of G/G1 and G1/G2 are both equal to p.
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Denote Gi as the closed fiber of Gi. By induction hypothesis we may assume G2 =
Y [π−(n−1)]. Note that Y/G2 isOF -linearly isomorphic to Y . The subgroup G1/G2 ⊂
Y/G2 has order p, and since Y/G2 ∼= Y is local-to-local type we know G1/G2 ∼= αp.
We have seen the Dieudonné module attached to Y/G2 is OF -linearly isomorphic
to M = W (Fp2)[π]/(π2− εp)e1⊕W (Fp2)[π]/(π2− εσp)e2, where the OF -structure is
defined by a·e1 := ae1, a·e2 := aσe2 for a ∈ W (Fp2), and π0·ei := πei. TheOF -linear
Frobenius and Verschiebung maps are defined by Fe1 = −ε−1λ−1πe2, V e1 = −πe2,
and Fe2 = −ε−1πe1, V e2 = −λ−σπe1. The Dieudonné module M ′ attached to X/G1
is equal to M + W (k) · x, where x ∈ p−1M/M . It is easy to check a(M) = 2. We
claim the Dieudonné module M ′ is OF -stable if and only if a(M ′) = 2. In fact, to
make Fx ∈M ′ we must have x ≡ π−1(x1e1 +x2e2) mod M with x1, x2 ∈ Fp2 , then
Fx ≡ −(ε−1xσ2e1 + ε−1λ−1xσ1e2), V x ≡ −(λ−σx−σ2 e1 + x−σ1 e2) mod πM1 ⊕ πM2
It is clear that a(M ′) = 2 if and only if Fx and V x mod p are linearly depen-
dent over Fp2 modulo πM1 ⊕ πM2. This is further equivalent to the degeneracy of
the 2 × 2 matrix
 ε−1xσ2 ε−1λ−1xσ1
λ−σx−σ2 x
−σ
1
. Note that xi ∈ Fp2 , hence xσi = x−σi .
The determinant is therefore equal to ε−1(x1x2)
σ(1 − λ−σ−1) = 2ε−1(x1x2)σ, since
λ−σ−1 = ε−
p2−1
2 = −1. Thus a(M ′) = 2 if and only if x1 = 0 or x2 = 0, which is
clearly equivalent to saying M ′ is OF -stable.
As a result, since the order of G1 is an odd power of p, by our assumption
we have known G1 is not OF -stable. Hence a(M ′) = 1. As a result, there is a
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unique Dieudonné module M ′′ ⊃ M ′ with lengthM ′′/M ′ = p, which is necessarily
the Diedonne module attached to Y/G2. But M
′′ := π−1M ∼= M obviously satisfies
that condition, hence G/G2 = (Y/G2)[π], G = Y [π
n].
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Part II
The Relabelling Action On The
Equicharacteristic Universal
Deformation Space of p-divisible
Smooth Formal Groups over Fp
143
Chapter 9
Introduction to Part II
Let X be a connected p-divisible group over Fp. The universal deformation space
of X is a smooth formal scheme SpfR over W (Fp). There is a natural action by
Aut(X) on SpfR by “changing the label on the closed fiber”, which we will refer
to as the relabelling action throughout this paper. The equacharacteristic univer-
sal deformation space of X is SpfR/pR, and the action by Aut(X) induced from
the relabelling action will be referred to as the equicharacteristic relabelling ac-
tion. On the other hand, let G be the formal group associated to X, then the
universal deformation space and the equicharacteristic deformation space of G are
naturally isomorphic to those defined for X. The relabelling action and equichar-
acteristic relabelling action can be defined in the same way, and these definitions
are compatible with the corresponding notions for X. The relabelling action and
the equicharacteristic relabelling action by ρ ∈ Aut(X) will be denoted by Rρ and
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Rρ, respectively.
The relabelling action was first studied by Lubin and Tate in [14] in the one-
dimensional case. In this second part of the thesis, we study the relabelling action,
especially the equicharacteristic relabelling action, for X in general dimensions. For
ρ ∈ Aut(X), an algorithm of computing Rρ is given, and some asymptotic properties
of Rρ in Aut(R/pR) as ρ→ 1 in Aut(X) are obtained.
The relabelling action is interesting mainly due to the following two applications:
Stable homotopy theory. Since Quillen’s discovery in [19], the connection be-
tween formal groups and stable homotopy theory have been heavily studied by
algebraic topologists. In the case when G is one-dimensional with height h, the au-
tomorphism group Aut(G) is also known as the Morava group in stable homotopy
theory ([15] Lec. 19). The relabelling action induces an action by Aut(G) on a
cohomology theory E∗h, which is called the Morava E-theory ([15] Lec. 22). For a
finite complex X, there exist spectral sequences whose E2 terms are group coho-
mologies of the Morava group with coefficients in E∗h(X), such that E
∗∗ converges
to an approximation of the homotopy group π∗X, and the accuracy increases as h
increases (c.f. [4] and [16]).
The Hecke orbit problem. Let Ag be the moduli stack over Fp that classifies
principally polarized abelian varieties of dimension g over Fp. A point x ∈ Ag(Fp)
corresponds to an principally polarized abelian variety (Ax, λx) over Fp. The Hecke
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orbit conjecture in the Siegel case asks whether G(p)(x) :=
{y ∈ Ag(Fp)|∃ an isogeny φ : Ay → Ax,m ∈ N such that (m, p) = 1, φ∗λx = mλy}
is Zariski dense in Ag if x is ordinary.
It was Chai who introduced the idea that the equicharacteristic relabelling action
plays an important role in studying the Hecke orbit problem in [2]. We briefly
explain the so-called local stabilizer principle as follows. The group GSp2g(A
(p)
f )
operates on Ag as algebraic correspondences. Let Z be the Zariski closure of G(p)(x),
and y ∈ Z(Fp). The principally polarized abelian variety (Ay, λy) is stable under
Aut(Ay, λy). On the other hand, the formal completion Z
/y embedded in A/yg is
invariant under Aut((Ay, λy)[p
∞]), the so-called stabilizer subgroup. When y has
a large stabilizer subgroup, if we can have enough information on the relabelling
action to identify the invariant formal subvarieties ofA/yg , then we would have better
understanding on Z.
The Hecke orbit conjecture for the Siegel case was proved in [2] using the “Hilbert
trick”, which is special phenomenon that no longer comes for rescue on general
Shimura varieties of PEL type. To approach the Hecke orbit conjecture in general,
the local stabilizer principle seems the only known method at this time to get
information about Z. In the case of Shimura varieties of unitary (m,n) type, the
equicharacteristic relabelling action Rρ on SpfR/pR naturally arises.
In the case when X has dimension 1 and height h, Gross and Hopkins used in
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[7] the p-adic period map
Spf (R⊗W (Fp) B(Fp))→ P
h−1
B(Fp)
to compute the relabelling action. Here R⊗W (Fp)B(Fp) is a rigid analytic space over
B(Fp) that is isomorphic to the open unit ball of dimension h− 1, and Ph−1B(Fp) is the
projective space of one-dimensional quotients of the covariant crystal attached to
X. The p-adic period map is Aut(X)-invariant, hence “linearizes” the relabelling
action on the “generic fiber” of SpfR. However, the period map is not defined
over W (Fp), hence does not provide much information on the equicharacteristic
relabelling action Rρ on SpfR/pR.
Working with the Cartier-Dieudonné theory in [3], Chai obtained information in
the one-dimensional case on the leading terms of the equicharacteristic relabelling
action under an appropriate filtration on R/pR. Recently, Chai discovered a new
approach via formal group laws to compute the equicharacteristic relabelling action
in the one-dimensional case. This approach can provide more information on the
asymptotic behavior of Rρ as ρ→ 1. In this second part of the thesis, we generalize
his approach to arbitrary dimensions.
The main tool employed in this approach is the theory of p-typical formal group
laws. A formal group law F = F (x, y) over R is said to be p-typical, if flγ = 0
for every formal curve γ(t) and (l, p) = 1, where fl is the l-th Frobenius operator
on formal curves in F ; see (10.3 and 10.5) for details of the definition. Over a
Z(p)-algebra, every smooth formal group can be assigned a coordinate such that the
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corresponding formal group law is p-typical. If we choose a p-typical formal group
law F on the given formal group G/Fp, the universal deformation space can be
interpreted as classifying the p-typical liftings of F up to isomorphisms that reduce
to identity over Fp; (see 13.1.6).
Let F be a universal p-typical lifting of F over R. A natural approach to
compute the relabelling action Rρ on R is to first find another p-typical lifting F̂
over R equipped with an isomorphism αρ : F → F̂ such that αρ reduces to ρ over
Fp. If we can modify F̂ by an isomorphism, which reduces to identity over Fp, into
a p-typical formal group law F ′ that is equal to the pushforward of F via some
W (Fp)-endomorphism R → R, then this endomorphism is the desired relabelling
action Rρ.
The advantage of working with p-typical formal group laws is that not only the
p-typical formal group laws themselves but also the isomorphisms between them
can be parametrized by an infinite sequence of parameters. More importantly, the
transition formulas on the parameters to describe isomorphic p-typical formal group
laws can be made into integral recursive formulas in the sense that every term in
the formulas is defined over W (Fp). This allows us to find a pattern of the equichar-
acteristic relabelling action Rρ on SpfR/pR. Since R/pR is a power series ring
over Fp, there exists a natural subgroup filtration Fil·(Aut(R/pR)) on Aut(R/pR)
such that Fili(Aut(R/pR)) consists of automorphisms that are congruent to iden-
tity modulo order ≥ i. On the other hand, there exists a natural subgroup filtration
148
Fil·(Aut(X)) on Aut(X) such that Fili(Aut(X)) = 1 + piEnd(X). We prove that
when ρ ∈ FilM(Aut(X)), Rρ ∈ Filp
M
(Aut(R/pR)). For fixed ρ ∈ Aut(X) and order
N , we describe the process of computing Rρ modulo order ≥ N .
The structure of this second part of the thesis is as follows. In chapter 10, we
introduce some preliminary facts on formal groups and formal group laws, including
the definition of p-typical formal group laws and the various ways to parametrize
them. In chapter 11, we derive some integral recursive formulas between the differ-
ent ways in parametrizing the same or isomorphic p-typical formal group laws are
derived. In 12, we develop some technical lemmas on solving systems of infinitely
many formal power series equations in infinitely many indeterminates over an adic
ring. In 13, we first show that under a specific choice of the p-typical formal group
law F associated to G/Fp, the computation of the relabelling action Rρ (as well as
the equicharacteristic relabelling action Rρ) is largely simplified. Then we obtain
asymptotic properties of the equicharacteristic relabelling action Rρ in Aut(R/pR)
as ρ → 1 in Aut(X), and describe the algorithm of computing approximations to
Rρ with any desired accuracy.
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Chapter 10
Formal groups and formal group
laws
Throughout this second part of the thesis, p is a prime number that is greater than
2. All the rings mentioned have 1. If R is a ring, we denote the R-algebra of m×n
matrices by Rm×n. In this section, we review some facts on formal groups and
formal group laws.
10.1 Basic definitions
Let R be a commutative ring with 1. Denote by NilR the category of nilpotent
R-algebras, and by ProNilR the category of filtered projective limits of nilpotent
R-algebras. Denote by Sets the category of sets, and Ab the category of abelian
groups. Note that every functor G : NilR → Sets uniquely extends to a functor
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ProNilR → Sets which commutes filtered projective limits. The similar property
on extensions holds for functors from NilR to Ab.
We say a functor G from NilR to Ab is exact if it sends a short exact sequence
to a short exact sequence.
Definition 10.1.1. A functor G : NilR → Ab is said to be a (commutative) formal
group, if G is exact and commutes with arbitrary direct sums.
Let ModR be the category of R-modules. There is a natural embedding from
ModR to ProNilR by endowing the algebra structure on M ∈ModR as M ·M = 0.
For a smooth formal group functor G, define its tangent functor tG : ModR →ModR
by restricting G to the subcategory ModR of ProNilR, and endowing G(M) with
the natural R-module structure induced from that on M ∈ModR.
Proposition 10.1.2. ([24]) Let G be a formal group functor. If tG(R) is a finitely
generated projective R-module, then G is propresentable. If moreover tG(R) is a
free R-module of rank m, then G is propresentable by SpfR[[X1, X2, · · · , Xm]].
In the latter case of the statement in the property, we say G is an m-dimensional
smooth formal group and the integer m is called the dimension of G. In the future,
if the dimension is known, we write the coordinate ring R[[X1, X2, · · · , Xm]] of G
as R[[X]] in abbreviation. The group structure on G induces a homomorphism
µ : R[[X]]→ R[[X]]⊗R R[[Y ]]. The following notion of formal group laws provides
a concrete way to describe µ:
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Definition 10.1.3. An (m-dimensional) formal group law is an m-tuple of formal
power series F (X, Y ) = (F1(X, Y ), F2(X, Y ), · · · , Fm(X, Y )) satisfying the follow-
ing conditions:
(a) (identity) F (X, 0) = X,F (0, Y ) = Y ;
(b) (commutativity) F (X, Y ) = F (Y,X);
(c) (associativity) F (F (X, Y ), Z) = F (X,F (Y, Z)).
Remark 10.1.4. In general, for any index set I, we can define a formal group law
with index set I to be a set of formal power series {Fi(X, Y )|i ∈ I} where each
Fi(X, Y ) ∈ R[[Xi, Yi|i ∈ I]], such that the three conditions above are satisfied, plus
the following finiteness condition when I is infinite:
if Fi(X, Y ) =
∑
m,n∈I
cm,n,iX
mY n
then for every m,n there are only finitely many i ∈ I such that cm,n,i 6= 0
This additional condition in the case when I is infinite is necessary such that the
condition F (F (X, Y ), Z) = F (X,F (Y, Z)) makes sense.
A homomorphism α : F → G from an m-dimensional formal group law F to
an n-dimensional formal group law G is an n-tuple of formal power series in m-
variables: α(X) = (α1(X), α2(X), · · · , αm(X)) such that
G(α(X), α(Y )) = α(F (X, Y ))
A homomorphism α : F → G is said to be an isomorphism if m = n and there
exists a homomorphism β : G → F such that α(β(X)) = X = β(α(X)). A
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homomorphism is an isomorphism if and only if m = n and the evaluation of its
Jacobian at X = 0 is an invertible matrix in Rm×m. We say an isomorphism is a
strict isomorphism, if the evaluation of its Jacobian at X = 0 is the identity matrix.
An isomorphism α(X) between formal group laws decompose into a composition
of a strict isomorphism and the scalar multiplication X 7→ JX, where J is the
evaluation of the Jacobian of α(X) at X = 0.
If we fix a rigidification G ∼= SpfR[[X]] for an m-dimensional formal group G,
the homomorphism µ : R[[X]] → R[[X]]⊗R R[[Y ]] induced by the group structure
gives rise to an m-dimensional formal group law. Different rigidifications of G
produce isomorphic formal group laws. Conversely, an m-dimensional formal group
law defines an m-dimensional smooth formal group over R, by assigning Nm to
any nilpotent R-algebra N , with the abelian group structure on Nm defined by the
formal group law. If F (X, Y ) is an infinite dimensional formal group law with index
set I, where I is an infinite set, then the associated formal group is the functor G
from NilR to Ab, such that G(N) =
⊕
i∈I N(i)
1, equipped with the abelian group
structure defined by F (X, Y ).
Example 10.1.5. (a) The additive formal group law is Ĝa(X, Y ) = X + Y .
(b) The multiplicative formal group law is Ĝm(X, Y ) = X + Y +XY .
Proposition 10.1.6. ([8] 1.6.2, 11.1.6) If R is a Q-algebra, then every formal group
1Here we use
⊕
i∈I N(i) instead of
∏
i∈I N(i) to ensure that G commutes with arbitrary direct
sums.
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law is strictly isomorphic to the additive formal group law.
Therefore if charR = 0, i.e., all integers n are nonzero in R, a formal group law
over R is isomorphic to the additive formal group law after a base change to R⊗Q.
This motivates the following definition:
Definition 10.1.7. If charR = 0, F is a formal group law over R, then the logarithm
of F is the m-tuple of formal power series f(X) over R ⊗ Q that induces a strict
isomorphism from F to Ĝa after base change to R⊗Q.
In particular, if f(X) is the logarithm of F (X, Y ), then F (X, Y ) = f−1(f(X) +
f(Y )). We often denote the logarithm of F by logF .
10.2 Functional equation lemma
Throughout this subsection we assume charR = 0, and denote K := R⊗Q. In §I.2
and §II.10 of [8], Hazewinkel gave a systematic construction of m-tuple of formal
power series f(X) over K that are logarithms of formal group laws over R, i.e., the
coefficients of f−1(f(X) + f(Y )) are all in R.
Definition 10.2.1. A Honda ring is a triple (R, a, σ), where a is an ideal of R,
σ : K → K is an endomorphism that sends R to R, satisfying (1) p ∈ a; (2)
σ(a) ≡ ap mod a for each a ∈ R; (3) for every positive integer r and b ∈ K,
arb ⊂ a⇒ arσ(b) ⊂ a.
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Note that this condition is automatically satisfied if a = (a) is principal, and
σ(a)
a
∈ R×. The endomorphism naturally extends to Km×n for any m,n.
Example 10.2.2. (a) Let R = W (Fpn), K = B(Fpn), a = (p), and σ be the Frobenius
automorphism on K. Then (W (Fpn), (p), σ) is a Honda ring.
(b) Suppose (R, a, σ) is a Honda ring, and assume p ∈ a. Let I be a countable
index set, R̃ := R[Xi; i ∈ I], K̃ := R̃⊗Q, and ã := aR̃. Extend σ to σ̃ : R̃→ R̃ by
defining σ(Xi) := X
p
i for i ∈ I. Then (R̃, ã, σ̃) is also a Honda ring.
Definition 10.2.3. (a) The Honda’s twisted formal power series ring Km×mσ [[∂]] is
the non-commutative formal power series ring in one indeterminate ∂ with the
multiplication rule ∂a = σ(a)∂ for all a ∈ Km×m. Similarly, Rm×mσ [[∂]] is the
subring of Km×mσ [[∂]] that consists of formal power series in ∂ with coefficients in
Rm×m.
(b) Define the action of Km×mσ [[∂]] on K[[X]]
m×1 by a ∗ φ(X) = φ(aX) for
a ∈ Km×m, and (∂ ∗ f)(X) := (σ∗f)(Xp), where X is the m × 1 column vector
(X1, X2, · · · , Xm)t, and Xp stands for (Xp1 , X
p
2 , · · · , Xpm)t.
Proposition 10.2.4. (Functional equation lemma) Let s1, s2, · · · ∈ Km×m whose
entries sk(i, j) satisfies sk(i, j)a ⊂ R. Let η := 1−
∞∑
n=1
si∂, g(X) ∈ R[[X]]m×1 with
invertible Jacobian matrix, and fg(X) := η
−1 ∗ g(X) ∈ K[[X]]m×1.
(a) Fg(X, Y ) := f
−1
g (fg(X)+fg(Y )) is an m-dimensional formal group law over
R.
(b) For every g(X) ∈ R[[X]]m×1, if we define fg(X) := pη−1 ∗ g(X), then
155
f−1g (fg(X)) ∈ R[[X]]m×1.
(c) (converse to (b)) For every h(X) ∈ R[[X]]m×1 such that h(0) = 0, there
exists ĥ(X) ∈ R[[X]]m×1 such that h(X) = f−1g (fĥ(X)), where fĥ(X) := η−1∗ ĥ(X).
(d) If α(X), β(X) ∈ K[[X]]m×1, and at least one of them is in R[[X]]m×1, then
for every positive integer r, fg(α(X)) ≡ fg(β(X)) mod ar if and only if α(X) ≡
β(X) mod ar.
Remark 10.2.5. If the triple (R, a, σ) does not satisfy the condition (3) in the defini-
tion of Honda ring (10.2.1), but s1, s2, · · · ∈ Km×m satisfies σr(sk(i, j))a ⊂ R for all
r, k = 1, 2, · · · and i, j = 1, 2, · · · ,m, then the functional equation lemma (10.2.4)
still holds; see [8] (2.4.15).
The formal group law Fg over R defined in (a) of the proposition will be called of
functional equation type, due to the fact that fg(X) satisfies the following functional
equation:
fg(X) = g(X) +
∞∑
i=1
siσ
i
∗fg(X)
Proposition 10.2.6. ([8]20.1.3) If R is a Z(p)-algebra a = (p) in a Honda ring
(R, a, σ), then every formal group law over R is of functional equation type.
10.3 Universal formal group laws
If F is an m-dimensional formal group law over R, and φ : R → R′ is a ring
homomorphism, then the pushforward of F via φ is a formal group law over R′,
156
and we denote it by φ∗F . It is a trivial matter to see the existence of a uni-
versal (m-dimensional) formal group law over some ring L, such that for every
ring R and every m-dimensional formal group law F over R, there exists a unique
homomorphism φ : L → R making F the pushforward of the universal formal
group law via φ. We sketch the argument here. Let L̃ := Z[· · · , Ci,a,b, · · · ; i =
1, 2, · · · ,m, a,b ∈ Nm] where Ci,a,b are indeterminates. Consider the m-tuple of
formal power series FC(X, Y ) = (FC,1(X, Y ), · · · , FC,m(X, Y )) where FC,i(X, Y ) =
Xi + Yi +
∑
Ci,a,bX
aY b, then the identities in the definition of formal group laws
yield infinitely many equations among the indeterminates Cij. Let a be the ideal of
L̃ generated by these equations, then the induced formal group law from FC over
L := L̃/a is a universal formal group law. However, it was Lazard who first proved
in the one-dimensional case that the structure of the ring L is incredibly simple:
Theorem 10.3.1. (Lazard) When m = 1, L is isomorphic to the polynomial ring
Z[x1, x2, · · · ].
Making use of the functional equation lemma, Hazewinkel gave explicit con-
structions of m-dimensional universal formal group laws HU(X, Y ) over polynomial
rings with countably infinitely many indeterminates. We first make some notations
that will be used in the definition of HU (see [8] §11):
• For each sequence (q1, · · · , qt), t ∈ N∗, of powers of prime numbers, qi = psii ,
si ∈ N, pi a prime number, choose an integer n(q1, · · · , qt) such that the
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following congruences are satisfied:
n(q1, · · · , qt) ≡ 1 mod pr1 if p1 = p2 = · · · = pr 6= pr+1, 1 ≤ r ≤ t
n(q1, · · · , qt) ≡ 1 mod pr−12 if p1 6= p2 = · · · = pr 6= pr+1, 2 ≤ r ≤ t
If r = t, then the coniditon pr 6= pr+1 is supposed to be vacuously satisfied.
We further require that n(q1, · · · , qt) = 1 if p1 = p2 = · · · = pt; note that this
definition satisfies the congruences above.
• Denote by n the m-tuple of natural numbers n = (n1, · · · , nm), ni ∈ N.
• Define |n| := n1 + · · ·+ nm for n = (n1, · · · , nm).
• Define 0 := (0, 0, · · · , 0), e(i) = (0, · · · , 0, 1, 0, · · · , 0) with the only 1 in the
i-th place.
• If n is an m-tuple of natural numbers and i ∈ N, then in is defined to be
(in1, · · · , inm).
• Denote by I the set of all m-tuple of natural numbers n, by D the set of all
m-tuples of natural numbers n for which n 6= 0 and n 6= pre(i) for all prime
numbers p and r ≥ 1. Note that the indices e(i) themselves, i = 1, 2, · · · ,m,
are in D.
• If n = (n1, · · · , nm) ∈ I, denote Xn11 · · ·Xnmm by Xn. If a = (a1, · · · , am)t is a
column vector, then aXn is short for the vector (a1X
n, · · · , amXn)t.
• Denote by X the column vector (X1, X2, · · · , Xm)t, by Xp
n
the column vector
(Xp
n
1 , X
pn
2 , · · · , Xp
n
m )
t.
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• If A is a matrix, we denote the matrix obtained by raising each entry to its
pn-th power by A(p
n) to distinguish from Ap
n
, the pn-th power in the usual
sense of matrix multiplications.
• Let R̃∞ := Z[U ] be short for Z[U(i,n)|n ∈ I, |n| ≥ 2, i = 1, · · · ,m]. Define
U(i, e(j)) = 0 if i 6= j and U(i, e(i)) = 1 for i, j = 1, 2, · · · ,m.
• Define σ : R̃∞ → R̃∞ by fixing Z and sending U(i,n) to U(i,n)p. The triple
(R̃∞, (p), σ) is a Honda ring.
• If q = ps, s ∈ N, p is a prime number, then denote by Uq the m ×m matrix
U(i, qe(j))i,j.
• If d ∈ I\{0}, denote by Ud the column vector (U(1,d), · · · , U(m,d)).
Definition 10.3.2. For each n ∈ I with |n| ≥ 1, define a column vector an with
entries in Q[U ] = Q⊗ Z[U ] by means of the formula
an(U) =
∑
(q1,··· ,qt,d)
n(q1, · · · , qt)
p1
· · · n(qt−1, qt)
pt−1
n(qt)
pt
Uq1U
(q1)
q2
· · ·U (q1···qt−1)qt U
(q1···qt)
d
where the sum is over all q1, q2, · · · , qt which are powers of prime numbers and
d ∈ D such that n = q1q2 · · · qsd.
Define hU(X) :=
∑
|n|≥1
an(U)X
n, HU(X, Y ) = h
−1
U (hU(X) + hU(Y )).
Proposition 10.3.3. ([8] 11.2.4) The m-tuple of formal power series hU(X, Y )
satisfies a functional equation of the form
hU(X) = gp(X) +
∞∑
i=1
p−1Upih
(pi)
U (X
pi)
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with gp(X) ∈ Z(p)[U ][[X]]m and gp(X) ≡ X mod deg ≥ 2 for every prime p.
As a corollary of (10.2.4), HU(X, Y ) is a formal group law over R̃∞.
Proposition 10.3.4. ([8]11.1.5) HU(X, Y ) is a universal m-dimensional formal
group law over R̃∞, i.e., for every ring R and every m-dimensional formal group
law F (X, Y ) over R, there exists a unique homomorphism φ : R̃∞ → R such that
F = φ∗HU .
In §10, Hazewinkel also constructed another formal group law which is important
in studying formal group laws over Z(p)-algebras. Let R∞ := Z[V ] be short for
Z[Vi(j, k); i = 1, 2, · · · ; j, k = 1, 2, · · · ,m], and let K∞ := Q[V ]. Write Vi for the
m × m matrix (Vi(j, k)). Define σ : R∞ → R∞ by sending Vi(j, k) to Vi(j, k)p
and fixing Z. The triple (R∞, (p), σ) is a Honda ring. Define ηV := p −
∞∑
i=1
Vi∂
i ∈
K∞σ [[X]]m×m, fV (X) := pη−1V ∗ X, and FV (X, Y ) := f
−1
V (fV (X) + fV (Y )). By
(10.2.4), FV is an m-dimensional formal group law over R∞.
Definition 10.3.5. We call FV the (m-dimensional) universal p-typical formal group
law. In general, a formal group law F over R is called p-typical, if there exists a
homomorphism φ : R∞ → R such that F = φ∗FV ; the infinite sequence of matrices
φ(V1), φ(V2), · · · is called the p-typical coordinate of F .
It can be easily computed that:
Proposition 10.3.6. ([8]§10.4) If we denote fV (X) =
∞∑
n=0
an(V )X
pn, then:
(a) an(V ) =
1
p
n∑
i=1
Vian−i(V )
(pi) = 1
p
n∑
i=1
an−i(V )V
(pn−i)
i .
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(b) an(V ) =
∑
i1+i2+···+ir=n
p−tVi1V
(pi1 )
i2
· · ·V (p
i1+···+ir−1 )
ir
.
Proposition 10.3.7. (a) The unique homomorphism ϕ : R̃∞ → R∞ such that
ϕ∗HU = FV is defined by ϕ(U(i,n)) = Vs(i, j) if n = p
se(j), and ϕ(U(i,n)) = 0
otherwise.
(b) Let κ : R∞ → R̃∞ be the homomorphism such that κ(Vs(i, j)) := U(i, pse(j)).
For every p-typical formal group law F over a ring R, if φ : R∞ → R and
φ̃ : R̃∞ → R are the homomorphisms such that φ∗FV = φ̃∗HU = F , then φ = φ̃ ◦ κ.
Proof. Part (a) can be easily seen by (10.3.2) and (10.3.6), since ϕ(an(U)) =
as(V (·, j)) if n = pse(j), and (0, 0, · · · , 0)t if otherwise. Part (b) follows from
the fact that ϕ ◦ κ = Id.
Proposition 10.3.8. Let R̃∞(p) be the localization of R̃∞ at p. There exists a strict
isomorphism ς : HU → κ∗FV over R̃∞(p). Moreover, ς(X) ≡ X mod ã, where ã is
the ideal of R̃∞(p) generated by U(i,n) with n running over all m-tuple of natural
integers that are not of the form pse(j).
Proof. The logarithm of HU is hU(X) = (pη
−1
U ) ∗ gp(X), where ηU = p −
∞∑
i=1
Upi∂
i,
and gp(U) ∈ R̃∞(p) as in (10.3.3). The logarithm of κ∗FV is κ∗fV (X) = (pηU)−1)∗X,
hence ς(X) = κ∗f
−1
V (hU(X)) is a strict isomorphism between HU and κ∗FV over
R̃∞(p) by (10.3.3 (b)). For the second statement, note that κ∗fV (X) and hU(X)
are formal power series over R̃∞[1
p
]. Their pushforwards over the quotient ring
(R̃∞/ã)[1
p
] satisfy the same functional equation, hence are equal to each other.
Therefore ς(X) is congruent to X modulo ã.
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Note that fV (X) =
∞∑
n=0
an(V )X
pn is obtained from hU(X) =
∑
|n|≥1
an(U)X
n by
striking out all terms that should not occur in the logarithm of a p-typical formal
group law. Because of the universality of FV and HU , it provides a universal way
to “p-typify” a formal group law.
Definition 10.3.9. Let R be a Z(p)-algebra, F be an m-dimensional formal group
law over R. Let φ̃ : R̃∞(p) → R be the homomorphism such that F = φ̃∗FU . Let
κ(p) : R∞(p) → R̃∞(p) be the homomorphism induced by κ after localizing at p. Define
the p-typification of F to be φ∗FV , where φ = φ̃ ◦ κ(p) : R∞(p) → R.
Corollary 10.3.10. Every formal group law over a Z(p)-algebra is strictly isomor-
phic to its p-typification, which in particular is a p-typical formal group law.
In the case when charR = 0, we can have an equivalent characterization of
p-typical formal group laws via logarithm:
Proposition 10.3.11. ([8]15.2.6) If char R = 0, a formal group law F over R
is p-typical if and only logF (X) is of the form logF (X) =
∞∑
n=0
anX
pn, where an ∈
(R⊗Q)m×m.
10.4 Isomorphisms and homomorphisms between
p-typical formal group laws
Not only the p-typical formal group laws themselves are parametrized by infinitely
many free indeterminates, but so are the strict isomorphisms between them, too.
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Let R∞,∞ := Z[V, T ] be short for Z[Vi(j, k), Ti(j, k); i = 1, 2, · · · ; j, k = 1, 2, · · · ,m],
and K∞,∞ := Q[V, T ]. Similar to the previous notation of Vi, let Ti stand for the
m × m matrix (Ti(j, k)). Extend σ : K∞ → K∞ to R∞,∞ → R∞,∞ by defining
σ(Ti(j, k)) := Ti(j, k)
p. The triple (R∞,∞, (p), σ) is a Honda ring, and the natural
inclusion R∞ ↪→ R∞,∞ is an embedding between Honda rings. Define ηV := p −
∞∑
i=1
Vi∂
i ∈ K∞σ [[X]]m×m, fV,T (X) := pη−1V ∗ (X +
∞∑
i=1
TiX
pi), and FV,T (X, Y ) :=
f−1V,T (fV,T (X) + fV,T (Y )). Define αV,T (X) := f
−1
V,T (fV (X)). By (10.2.4), FV,T is an
m-dimensional formal group law over R∞,∞, and αV,T is a strict isomorphism from
FV to FV,T .
Proposition 10.4.1. ([8]19.2.6) The triple (FV (X, Y ), αV,T (X), FV,T (X, Y )) over
R∞,∞ is universal for triples (F (X, Y ), α(X), G(X, Y )) consisting of two p-typical
(m-dimensional) formal group laws F (X, Y ), G(X, Y ), and a strict isomorphism
α(X) : F (X, Y )→ G(X, Y ) over Z(p)-algebras or characteristic zero rings .
In other words, if α(X) : F (X, Y ) → G(X, Y ) is a strict isomorphism between
p-typical formal group laws over a ring R, which is a Z(p)-algebra or characteristic
zero ring, then there is a unique homomorphism φ : R∞,∞ → R such that φ∗FV =
F, φ∗FV,T = G, and φ∗αV,T = α.
In the rest of this section we describe formulas of the logarithms of FV,T .
Proposition 10.4.2. ([8]§10.4) Denote
fV (X) :=
∞∑
n=0
an(V )X
pn , fV,T (X) :=
∞∑
n=0
an(V, T )X
pn
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Then
pan(V, T ) = Tn +
n∑
i=1
Vian−i(V, T )
(pi) = Tn +
n∑
i=1
an−i(V, T )V
(pn−i)
i
By the definition of fV,T and (10.3.11), FV,T is also a p-typical formal group
law. Due to the universality of FV , there exists a unique homomorphism ξ : R∞ →
R∞,∞ such that FV,T = ξ∗FV . Denote the image of Vn under ξ by V n; there exist
polynomials Φ
(r,s)
n (xi(j, k), yi(j, k); 1 ≤ i ≤ n, 1 ≤ j, k ≤ m) for 1 ≤ r, s ≤ m such
that V n(r, s) = Φ
(r,s)
n (Vi(j, k), Ti(j, k); 1 ≤ i ≤ n, 1 ≤ j, k ≤ m). For simplicity we
write V n = Φn(Vi, Ti; 1 ≤ i ≤ n).
By the definition of V n we have the following equation:
pan(V, T ) =
n∑
i=1
an−i(V, T )Vi
(pn−i)
There exists a recursive formula for V i based on V and T :
Proposition 10.4.3. ([8]19.3.7)
V n = Vn + pTn +
∑
i+j=n
i,j≥1
(ViT
(pi)
j − TjV
(pi)
i ) +
n−1∑
k=1
an−k(V )(V
(pn−k)
k − V
(pn−k)
k )
+
n−1∑
k=2
an−k(V )[
∑
i+j=k
i,j≥1
(V
(pn−k)
i T
(pn−j)
j − T
(pn−k)
j V
(pn−i)
i )]
Remark 10.4.4. This recursive formula is not directly applicable if we want a formula
of V n modulo p, since the formula of ai(V ) involves a high power of p in denominator
(10.3.6(b)).
For the rest of the subsection, we suppose (R, a, σ) is a Honda ring where a = (p)
is the principal ideal generated by p. Under such assumptions on R, all p-typical
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formal group laws over R are of functional equation type in the following form (c.f.
10.2.6):
Proposition 10.4.5. ([8]20.1.5) Let F (X, Y ) be a p-typical formal group law over
R, then there exist unique matrices v1, v2, · · · ∈ Rm×m such that logF (X) = pη−1∗X,
where η := p −
∞∑
i=1
vi∂
i. In other words, the logarithm of F (X, Y ) satisfies the
functional equation
logF (X) = X +
∞∑
i=1
vi
p
σi∗ logF (X)
Remark 10.4.6. Comparing to (10.2.6), we are not requiring R to be a Z(p)-algebra
in (10.4.5) and we have stronger conclusion on the functional equation that F (X, Y )
satisfies; this is due to the stronger assumption that F (X, Y ) is p-typical.
Definition 10.4.7. Suppose (R, a, σ) is a Honda ring where a = (p) is the principal
ideal generated by p. Let F be an m-dimensional p-typical formal group law over
R. The sequence of matrices v1, v2, · · · ∈ Rm×m determined by (10.4.5) is called the
Honda coordinate of F .
It is easy to see that if v1, v2, · · · ∈ Rm×m is the Honda coordinate of F , then
logF (X) =
∞∑
n=0
anX
pn , where an =
∑
i1+i2+···+ir=n
p−tvi1v
σi1
i2
· · · vσi1+···+ir−1ir , satisfying
the recursive relation an =
1
p
n∑
i=1
via
σi
n−i =
1
p
n∑
i=1
an−iv
σn−i
i (c.f. 10.3.6).
Under our assumption on R, there exist concrete descriptions on the homomor-
phisms between p-typical formal group laws in terms of their Honda coordinates.
Proposition 10.4.8. ([8]20.3.9, 20.3.10, 20.4.4) Let u = (u1, u2, · · · ) be a sequence
of elements in Rm×m and v = (v1, v2, · · · ) be a sequence of elements in Rn×n. Denote
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p−
∑
ui∂
i and p−
∑
vi∂
i by ηu and ηv, respectively. Let F (X, Y ) and G(X, Y ) be
formal group laws with logarithms
f(X) = pη−1u ∗X, g(X) = pη−1v ∗X
(a) There exists a homomorphism α : F → G over R if and only if there exists
c ∈ Rn×m and θc ∈ Rσ[[∂]]n×m such that ηvc = θcηu.
(b) F and G are strictly isomorphic if and only if m = n and there exists an
element ξ ∈ Rσ[[∂]]m×m such that ηuξ = θv.
(c) For an arbitrary θ ∈ Rσ[[∂]]n×m, set αθ(X) = g−1((θ∗f)(X)). Then αθ(X) ∈
R[[X]]m if and only if there exists an ηθ ∈ Rσ[[∂]] such that ηθηu = ηvθ. If αθ(X) ∈
R[[X]]m, then αθ : F → G is a homomorphism after modulo p, where F ,G stand
for the induced formal group laws over R/pR.
(d) When m = n and F = G, we have the following ring isomorphism:
{θ ∈ Rσ[[∂]]m×m|ηuθη−1u ∈ Rσ[[∂]]m×m}/Rσ[[∂]]m×mηu
1-1−→ End(F )
θ 7→ f−1(θ ∗ f(X))
10.5 Cartier theory
Let R be a commutative ring with 1.
Definition 10.5.1. (a) Let G be a formal group over R. A curve in G is an element
in G(XR[[X]]), where XR[[X]] is viewed as a pro-nilpotent R-algebra. The set of
curves in G form an abelian group, which is denoted by C(G;R).
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(b) Let F (X, Y ) be an m-dimensional (resp. countably infinite dimensional)
formal group law over R. A curve in F is an m-tuple (resp. countably infinite
tuple) of power series γ(t) in one variable t with coefficients in R such that γ(0) = 0.
Under the addition defined by γ1(t) +F γ2(t) := F (γ1(t), γ2(t)), the set of curves in
F becomes an abelian group, which is denoted by C(F ;R). Let δi(t) be the curve
(0, · · · , 0, t, 0, · · · ) which is t on the i-th component and zero elsewhere.
Remark 10.5.2. If G ∼= SpfR[[X1, X2, · · · , Xm]], and the group structure on G is
induced from the formal group law F (X, Y ), then C(G;R) is isomorphic to C(F ;R)
as abelian groups.
The curves C(G;R) (resp. C(F ;R)) can be identified as homomorphisms form a
free generator of the category of formal groups (resp. formal group laws) to G, as
follows:
Definition 10.5.3. Define Λ = ΛR : Nip→ Ab such that for every nipotentR-algebra
N , Λ(N) = 1 + tR[t] ⊗R N ⊂ (R ⊕ N [t])×, equipped with the group structure as
multiplication in (R⊕N [t])×.
Definition 10.5.4. For n = 1, 2, · · · , define a series of polynomials
wn(X) = wn(X1, X2, · · · , Xn)
with coefficients in Z as wn(X) :=
∑
d|n
dX
n
d
d .
The following proposition is classical.
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Proposition 10.5.5. There exist polynomials with coefficients in Z as Σ1,Σ2, · · · ;∏
1,
∏
2, · · · ; ι1, ι2, · · · such that
wn(Σ) = wn(X) + wn(Y ), wn(
∏
) = wn(X)wn(Y ), wn(ι) = −wn(X)
Definition 10.5.6. (a) Define Ŵ = ŴR(X, Y ) be the infinite dimensional formal
group law over R via the sequence of power series Σ1,Σ2, · · · . We abuse the notation
to denote the formal group associated to the formal group law ŴR(X, Y ) by Ŵ ,
too.
(b) Define the curve γw in Ŵ by γw(t) := δ1(t). Define (fnγw)(t) := δn(t),
(vnγw)(t) := γw(t
n), and (cγw)(t) := γw(ct) for c ∈ R.
The following proposition is left as an exercise.
Proposition 10.5.7. The formal group Ŵ is isomorphic to Λ via
EN : Ŵ (N) → Λ(N)
(a1, a2, · · · ) 7→ (1− a1t)(1− a2t2) · · ·
where all but finitely many ai = 0 for every N ∈ ProNilR.
Proposition 10.5.8. (Cartier-Dieudonné) Let G be an m-dimensional smooth for-
mal group over R, and F (X, Y ) be a formal group law attached to G. There exists
the following commutative diagrams
Hom(Λ, G) C(G;R)
Hom(Ŵ , F ) C(F ;R)
YG
∼=
//
YF
∼=
//
 
∼=

∼=

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where YG(α) := α(1 − Xt) for α ∈ Hom(Λ, G), and YF (β) := β(γw) for β ∈
Hom(Ŵ , F ).
Definition 10.5.9. Define the Cartier ring over R as Cart(R) := End(Λ)opp ∼=
End(Ŵ )opp. We define some special elements in the Cartier ring Cart(R) via the
isomorphisms YΛ and YcW defined in (10.5.8):
Vn := Y
−1
Λ (1−X
nt) = Y −1cW (vnγw), Fn := Y −1Λ (1−Xtn) = Y −1cW (fnγw)
[c] := Y −1Λ (1− cXt) = Y
−1cW (cγw)
where c ∈ R.
In the explicit terms of curves in a formal group law F (X, Y ) of G, the Vn, Fn, [c]
defined above can be viewed as operators on C(F (X, Y );R) in the following way.
The operator Vn sends a curve γ(t) to γ(t
n), and [c] sends a curve γ(t) to γ(ct). The
definition of Fn is slightly complicated: Denote by R[ξn] the R-algebra R[U ]/(U
n−
1), and let ξ = ξn be the image of U in R[U ]/(U
n − 1). Denote by R[ξ][[t 1n ]] the
R-algebra R[ξ][[T ]]/(T n − t), and let t 1n be the image of T in R[ξ][[T ]]/(T n − t).
Then Fn(γ(t)) can be defined as γ(t
1
n ) +F γ(ξt
1
n ) +F γ(ξ
2t
1
n ) +F · · · +F γ(ξn−1t
1
n ),
and one can show that Fn(γ(t)) ∈ R[[t]]m×1 ⊂ R[ξ][[t
1
n ]]m×1.
Proposition 10.5.10. ([24] 3.13) (The structure of Cartier ring)
The elements in Cart(R) can be uniquely written in the form
∑
i,j≥1
Vi[cij]Fj, cij ∈
R. The following identities hold in Cart(R):
(1 ) V1 = F1 = 1, FiVi = i.
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(2 ) [a][b] = [ab], for a, b ∈ R.
(3 ) [c]Vi = Vi[c
i], Fi[c] = [c
i]Fi, for all c ∈ R, i ≥ 1.
(4 ) VjVi = ViVj = Vji, FjFi = FiFj = Fji, for all i, j ≥ 1.
(5 ) FjVi = ViFj, if (i, j) = 1.
(6 ) (Vi[a]Fi)(Vj[b]Fj) = rV ij
r
[a
i
r b
j
r ]F ij
r
, r = (i, j), for all i, j ≥ 1, a, b ∈ R.
The curves C(G;R) (resp. C(F,R)) thus become a left Cart(R)-module, which
will be called as the Cartier module of formal group G (resp. formal group law F ).
Definition 10.5.11. A V -reduced Cart(R)-module is a left Cart(R)-module M that
is equipped with a decreasing filtration:
M = Fil1M ⊃ Fil2M ⊃ · · · ⊃ FilnM ⊃ Filn+1M ⊃ · · ·
such that each FilnM is an abelian group, and:
(1) (M,Fil•M) is separated and complete with respect to the topology defined
by the filtration Fil•M . In other words, the natural map FilnM → lim←−
i≥n
FilnM/FiliM
is an isomorphism.
(2) ViFil
nM ⊂ FilinM .
(3) The map Vi induces a bijection Vi : M/Fil
2M
∼−→ Fili/Fili+1M for all n ≥ 1.
(4) [c]FilnM ⊂ FilnM for all c ∈ R, n ≥ 1.
(5) For every i, j ≥ 1, there exists an r ≥ 1 such that FiFilrM ⊂ FilnM .
The tangent space of a V -reduced Cart(R)-module M is defined to be the R-
module M/Fil1M , denoted by tM .
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Remark 10.5.12. (a) As an example, the rank 1 free left Cart(R)-module Cart(R)
has a filtration with FilnCart(R) = {
∑
i≥n,j≥1
Vi[cij]Fj|cij ∈ R}, and all the conditions
above are satisfied.
(b) If a V -reduced Cart(R)-module M is finitely generated, then FilnM =
FilnCart(R) ·M .
Definition 10.5.13. A V -reduced Cart(R)-module M is said to be V -flat, if tM is a
flat R-module.
Proposition 10.5.14. (The Main Theorem of Cartier Theory)
(a) There is a canonical equivalence between the category of formal groups over
R and the category of V -flat V -reduced left Cart(R)-modules, defined as follows:
{formal groups over R} ∼−→ {V -flat V -reduced Cart(R)-modules}
G 7→ C(G;R)
where the filtration on C(G;R) ∼= XR[[X]] is induced from the natural filtration
XR[[X]] ⊃ X2R[[X]] ⊃ · · · .
(b) Under the equivalence in (a), the full subcategory of m-dimensional smooth
formal groups over R is equivalent to the full subcategory of V -flat V -reduced left
Cart(R)-modules M such that M/Fil2M ∼= Rm.
(c) The category of m-dimensional formal group laws over R is equivalent to
the category of V -flat V -reduced left Cart(R)-modules M equipped with an isomor-
phism M/Fil2M
∼=−→ Rm, via F (X, Y ) 7→ C(F ;R), where the filtration Fil·C(F ;R) on
C(F ;R) is defined such that FilnC(F ;R) consists of curves (γ1(t), γ2(t), · · · , γm(t))
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with ordtγi ≥ n for i = 1, 2, · · · ,m, and the isomorphism C(F ;R)/Fil2C(F ;R)
∼=−→
Rm is defined by sending δi(t) to the standard basis ei of R
m.
In the rest of the subsection, we assume R is a commutative Z(p)-algebra.
Definition 10.5.15. The p-typical elements in a left Cart(R)-module M are the
elements x such that Fnx = 0 for all (n, p) = 1. A curve γ(t) in a formal group
G (resp. formal group law F ) is said to be a p-typical curve if γ(t) is a p-typical
element in C(G;R) (resp. C(F ;R)). Denote the p-typical curves in G by Cp(G;R),
and the p-typical curves in a formal group law F (X, Y ) by Cp(F (X, Y );R).
Definition 10.5.16. Define the element εp in Cart(R) by εp :=
∏
l 6=p
l prime
(1− 1
l
VlFl).
Proposition 10.5.17. The following properties hold:
(a) εp is an idempotent, i.e., ε
2
p = εp.
(b) εpVn = Fnεp = 0 for all (n, p) = 1.
(c) εp[c] = [c]εp for all c ∈ R.
Definition 10.5.18. Define the local Cartier ring Cartp(R) := εpCart(R)εp. Define
F := Fp and V := Vp in Cartp(R). Define 〈c〉 := εp[c]εp ∈ Cartp(R).
Proposition 10.5.19. The set of p-typical elements in a left Cart(R)-module M is
equal to εpM , and is a left Cartp(R)-module.
The definition of V -reducedness and V -flatness can be naturally generalized to
Cartp(R)-modules:
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Definition 10.5.20. A left Cartp(R)-moduleM is said to be V -reduced if V : M →M
is injective and the natural map M → lim←−
n≥1
M/V nM is an isomorphism. A V -reduced
left Cartp(R)-module M is said to be V -flat if M/VM is a flat R-module.
Proposition 10.5.21. Let R be a Z(p)-algebra. There is an equivalence between
the category of V -reduced Cart(R)-modules and the category of V -reduced Cartp(R)-
modules, defined as follows:
{V -reduced Cart(R)-modules} ∼−→ {V -reduced Cartp(R)-modules}
M 7→ Mp := εpM
Moreover, M/Fil2M is canonically isomorphic to Mp/VMp, and M is V -flat if and
only if Mp is V -flat.
As a corollary, one can easily obtain the counterpart of (10.5.14) via an appli-
cation of (10.5.21):
Proposition 10.5.22. (The Main Theorem of Local Cartier Theory)
(a) Let R be a Z(p)-algebra. There is a canonical equivalence between the category
of commutative smooth formal groups over R and the category of V -flat V -reduced
left Cartp(R)-modules, defined as follows:
{formal groups over R} ∼−→ {V -flat V -reduced Cart(R)-modules}
G 7→ Cp(G;R)
(b) Under the equivalence in (a), the full subcategory of m-dimensional smooth
formal groups over R is equivalent to the full subcategory of V -flat V -reduced left
Cartp(R)-modules M such that M/VM ∼= Rm.
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(c) The category of m-dimensional formal group laws over R is equivalent to the
category of V -flat V -reduced left Cart(R)-modules M equipped with an isomorphism
M/VM
∼=−→ Rm, via F (X, Y ) 7→ Cp(F ;R).
Definition 10.5.23. Let M be a V -flat V -reduced left Cartp(R)-module such that
M/VM ∼= Rm. We say a set of elements {ei|i = 1, 2, · · · ,m} in M is a V -basis, if
{ei|i = 1, 2, · · · ,m} is a basis of the free R-module M/VM .
If {ei|i = 1, 2, · · · ,m} is a V -basis of M , then every element in M can be
uniquely written in the form of
m∑
i=1
∑
n≥0
V n〈an,i〉ei, where ain ∈ R. In particular, we
find the identities
Fei =
m∑
j=1
∑
n≥0
V n〈cn,i,j〉ej, cn,i,j ∈ R
We call these identities the structure equations of M , and the elements {cn,i,j|i, j =
1, 2, · · · ,m, n = 1, 2, · · · } the structure coefficients of M . Obviously the structure
equations (or equivalently speaking, the structure coefficients) determines the iso-
morphism class of the V -flat V -reduced left Cartp(R)-module equipped with the
isomorphism M/VM
∼=−→ Rm.
Example 10.5.24. We describe the local Cartier module of the m-dimensional uni-
versal p-typical formal group law FV (X, Y ) over Z[V ](10.3.5). Let Z(p)[V ] be the
localization of Z[V ]. We still denote by FV (X, Y ) the base change to Z(p)[V ] when
there is no danger of confusion. Then δ1, δ2, · · · , δm (see 10.5.1 for their defini-
tions) is a V -basis of the local Cartier module Cartp(FV ; Z(p)[V ]), and the structure
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equations are
Fδi =
m∑
j=1
∑
n≥0
V n〈Vn+1(j, i)〉δj
In particular, the structure coefficients of Cartp(FV (X, Y ); Z) are the free in-
determinates of Z[V ]. This allows us to write down the p-typical coordinate for
every p-typical formal group law F (X, Y ) over a Z(p)-algebra from the structure
coefficients of the local Cartier module Cp(F ;R).
Proposition 10.5.25. Let R be a Z(p)-algebra, F (X, Y ) be an m-dimensional for-
mal group law over R. Let cn,i,j ∈ R for 1 ≤ i, j ≤ m and n = 1, 2, · · · be the
structure coefficents of Cp(F (X, Y );R). Then F = α∗FV , where φ : Z[V ] → R
sends Vn+1(j, i) to cn,i,j.
10.6 The relation between formal groups and p-
divisible groups
Throughout this subsection, we assume R is a Noetherian complete local ring with
residue field κ of characteristic p.
Let F = F (X, Y ) be an m-dimensional formal group law over R. For every
positive integer n, we inductively define [1]F (X) := X, and [n]F (X) := F (X, [n −
1]F (X)) for n ≥ 2; it is clear that [n1n2]F (X) = [n1]F ([n2]F (X)). Denote the
induced R-endomorphism on R[[X]] = R[[X1, X2, · · · , Xm]] by [n]F .
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Definition 10.6.1. We say a formal group law F over R is p-divisible, if R[[X]] is a
free module of finite rank over itself via [p]F : R[[X]]→ R[[X]].
If F is p-divisible, the rank of R[[X]] over [p]F (R[[X]]) is necessarily equal to p
r
for some non-negative integer r; this r is defined to be the height of F . Let Jn be the
ideal of R[[X]] generated by [pn]F (XR[[X]]); it is clear that Jn1 ⊂ Jn2 if n1 > n2.
Define Γn := SpecR[[X]]/Jn. Let in : Γn → Γn+1 be the natural embedding.
Proposition 10.6.2. ([23] §2.2, [17] II, 3.3.18, 4.5) The inductive system (Γn, in :
Γn ↪→ Γn+1) is a connected p-divisible group over R, and the functor F  (Γn, in) is
an equivalence between the category of p-divisible formal group laws and the category
of connected p-divisible groups over R. The quasi-inverse functor is G = (Gn, in) 
lim←−
n
O(Gn). Under such correspondence, the height of F is equal to the height of the
associated p-divisible group.
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Chapter 11
Integral recursive formulas
Throughout this section, (R, a, σ) is a Honda ring (10.2) where a = (p) is the
principal ideal generated by p. From the last section we have seen two ways to
describe a m-dimensional p-typical formal group law F over R: using the unique
homomorphism α : R∞ → R such that α∗FV = F (10.3), or using the functional
equation that logF satisfies: logF (X) = pη
−1 ∗X for some η ∈ Rσ[[∂]]m×m (10.2).
These two descriptions give rise to two infinite sequences of m×m matrices over R,
which are called the p-typical coordinate (10.3.5) and the Honda coordinate (10.4.7)
of F , respectively. Note that different p-typical coordinates can give isomorphic p-
typical formal group laws (10.4.1); so do different Honda coordinates (10.4.8).
In this section we derive some formulas to relate the various coordinates of
isomorphic p-typical formal group laws over R. The formulas are recursive based
on the p-typical or Honda coordinates, and are integral (see 11.1.2 for its meaning)
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so that they are applicable to trace the change of coordinates after modulo p.
11.1 An integral recursive formula between the
p-typical coordinate and the Honda coordi-
nate
We start with the relation between the p-typical and Honda coordinates of an m-
dimensional formal group law F over R. Let logF (X) =
∞∑
n=0
anX
pn . Let w1, w2, · · ·
and v1, v2, · · · be the p-typical coordinate and the Honda coordinate for F , respec-
tively. By (10.3.6) and (10.4.7), we have the following different formulas of an:
an =
1
p
n∑
i=1
wia
(pi)
n−i =
1
p
n∑
i=1
an−iw
(pn−i)
i =
1
p
n∑
i=1
via
σi
n−i =
1
p
n∑
i=1
an−iv
σn−i
i
an =
∑
i1+i2+···+ir=n
p−twi1w
(pi1 )
i2
· · ·w(p
i1+···+ir−1 )
ir
=
∑
i1+i2+···+ir=n
p−tvi1v
σi1
i2
· · · vσ
i1+···+ir−1
ir
Proposition 11.1.1 (Integral recursive formula (I)).
wn = vn +
1
p
n−1∑
k=1
vk
n−k∑
l=1
aσ
k
n−k−l((w
σk
l )
(pn−k−l) − w(p
n−l)
l )
Remark 11.1.2. Before proving this formula, we first explain why it is called an
“integral” recursive formula. Due to the elementary lemma below (11.1.4) and its
corollary (11.1.5), we know that pn−k−l+1|(wσkl )(p
n−k−l) − w(p
n−l)
l . Note that an ∈
p−nR by its explicit formula, therefore each term 1
p
vka
σk
n−k−l((w
σk
l )
(pn−k−l) −w(p
n−l)
l )
is in R. This integral property allows us to apply the formula after modulo p in the
future.
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Definition 11.1.3. Let p be a prime, and n be an integer. We say n is exactly divisible
by pk, denoted by pk||n, if pk|n but pk+1 - n.
Lemma 11.1.4. Suppose pα|x, pβ||y, and α ≥ β. Then pα−β|
(
x
y
)
.
Proof. By the explicit formula of
(
x
y
)
, we have
(
x
y
)
= x
y
(
x−1
y−1
)
= pα−β p
−αx
p−βy
(
x−1
y−1
)
. Since
p−αx
p−βy
(
x−1
y−1
)
is in Z(p), we deduce that pα−β|
(
x
y
)
.
Corollary 11.1.5. Let Γ be a ring, a, b ∈ Γ such that a ≡ b mod (pc) for some
integer c ≥ 1. Then apk ≡ bpk mod pc+k for all integers k ≥ 0.
Proof. Write a = b+ pcx, then ap
k
= (b+ pcx)p
k
= bp
k
+
pk∑
i=1
(
pk
i
)
bp
k−ipcixi. Suppose
pα(i)||i where α(i) is a non-negative integer, then by Lemma (11.1.4), pk−α(i)|
(
pk
i
)
,
therefore
(
pk
i
)
bp
k−ipcixi is divisible by pk−α(i)+ci. When α(i) = 0, k − α(i) + ci =
k + ci ≥ k + c. When α(i) ≥ 1, k − α(i) + ci ≥ k + c − α(i) + c(pα(i) − 1) ≥
k + c− α(i) + cα(i) ≥ k + c.This proves apk ≡ bpk mod pc+k.
Now we prove (11.1.1).
Proof. By the recursive formula for an, we have wn = pan −
n−1∑
k=1
an−kw
(pn−k)
k . Use
the recursive formula for an−k based on the Honda coordinate, we deduce
wn =
n∑
j=1
vja
σj
n−j −
n−1∑
k=1
(1
p
n−k∑
j=1
vja
σj
n−k−j)w
(pn−k)
k
= vn +
n−1∑
j=1
vja
σj
n−j − 1p
n−1∑
k=1
n−k∑
j=1
vja
σj
n−k−jw
(pn−k)
k
179
Replace the an−j in the second term with
1
p
n−j∑
l=1
an−j−lw
(pn−j−l)
l , we get
wn = vn +
n−1∑
j=1
vj(
1
p
n−j∑
l=1
aσ
j
n−j−l(w
σj
l )
(pn−j−l))− 1
p
n−1∑
k=1
n−k−1∑
l=1
vla
σl
n−k−lw
(pn−k)
k
= vn +
1
p
n−1∑
k=1
vk
n−k∑
l=1
aσ
k
n−k−l((w
σk
l )
(pn−k−l) − w(p
n−l)
l )
Remark 11.1.6. In particular, if wσi = w
p
i , then vi = wi, i.e., the p-typical coordinate
and the Honda coordinate coincide with each other.
11.2 A formula between the Honda coordinates
of isomorphic formal group laws
Let F, F ′ be two p-typical formal group laws over R, with Honda coordinates
v1, v2, · · · and v′1, v′2, · · · , respectively; i.e., if we define η := p −
∞∑
i=1
vi∂
i and η′ :=
p−
∞∑
i=1
v′i∂
i in Rσ[[∂]]
m×m, then logF (X) = (pη)
−1 ∗X and logF ′(X) := (pη′)−1 ∗X.
By (10.4.8), we know F and F ′ are isomorphic if and only if there exists ηc :=
∞∑
n=0
cn∂
n ∈ Rσ[[∂]]m×m with c0 ∈ (Rm×m)×, such that ηc0 = ηcη′. By the definition
of η and η′ using the Honda coordinates, it is easy to deduce the following relation
between v1, v2, · · · and v′1, v′2, · · · :
Proposition 11.2.1.
vn =
n−1∑
i=0
ci(v
′
n−i)
σic−σ
n
0 − pcnc−σ
n
0
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We also have a similar relation between the coefficients of logF (X) =
∞∑
n=0
anX
pn
and logF ′(X) =
∞∑
n=0
a′nX
pn :
Proposition 11.2.2.
a′n = c
−1
0
n∑
i=0
aic
σi
n−i
Proof. Prove by induction on n. When n = 0, a′0 = a0 = 1 = c
−1
0 a0c0. Suppose this
is true for smaller n. Since logF ′(X) = p(η
′)−1 ∗ X = (c−10 (pη−1)ηc) ∗ X, we have
(p−1η) ∗ c0 ∗ logF ′(X) = ηc ∗X. Compare the coefficients of Xp
n
on both sides we
deduce that
c0a
′
n − 1p
n∑
k=1
vkc
σk
0 (a
′
n−k)
σk = cn
a′n = c
−1
0 cn +
n∑
k=1
c−10
vk
p
cσ
k
0 (a
′
n−k)
σk
= c−10 cn +
n∑
k=1
c−10
vk
p
cσ
k
0 (c
−1
0
n−k∑
i=0
aic
σi
n−k−i)
σk
= c−10 cn +
n∑
k=1
c−10
vk
p
n−k∑
i=0
aσ
k
i c
σi+k
n−k−i
= c−10 cn +
n∑
l=1
c−10 (
l∑
k=1
vk
p
aσ
k
l−k)c
σl
n−l (let l = i+ k)
= c−10 cn +
n∑
l=1
c−10 alc
σl
n−l
(by the recursive relation for an)
=
n∑
l=0
c−10 alc
σl
n−l
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11.3 An integral recursive formula between the
p-typical coordinate and the Honda coordi-
nate of isomorphic formal group laws
Notations of F, F ′ and their Honda coordinates are the same as the previous subsec-
tion. The following formula relates the p-typical coordinate w′1, w
′
2, · · · of F ′ with
the Honda coordinate v1, v2, · · · of F in terms of c0, c1, · · · . It is also an integral
recursive formula in the sense of (11.1.2).
Proposition 11.3.1 (Integral recursive formula (II)).
w′n = c
−1
0 vnc
σn
0 −
n−1∑
i=1
c0cn−i(w
′
i)
(pn−i) + pc−10 cn+
1
p
n−1∑
k=1
n−k∑
l=1
c−10 vkc
σk
0 (a
′
n−k−l)
σk(((w′l)
σk)(p
n−k−l) − (w′l)(p
n−l))
where a′n ∈ Rm×m such that logF ′(X) =
∞∑
n=0
a′nX
pn.
Proof. By (11.1.1),
w′n = v
′
n +
1
p
n−1∑
k=1
v′k
n−k∑
l=1
(a′n−k−l)
σk(((w′l)
σk)(p
n−k−l) − (w′l)(p
n−l))
By (11.2.1), replace v′n with c
−1
0 vnc
σn
0 −
n∑
i=1
c−10 ci(v
′
n−i)
σi , where we define v′0 := −p
for simplicity in notations. From the equation above, we deduce
w′n = c
−1
0 vnc
σn
0 −
n∑
i=1
c−10 ci(v
′
n−i)
σi+
1
p
n−1∑
k=1
c−10 vkc
σk
0
n−k∑
l=1
(a′n−k−l)
σk(((w′l)
σk)(p
n−k−l) − (w′l)(p
n−l))
−1
p
n−1∑
k=1
k∑
i=1
c−10 ci(v
′
k−i)
σi
n−k∑
l=1
(a′n−k−l)
σk(((w′l)
σk)(p
n−k−l) − (w′l)(p
n−l))
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In the second term on the first line, when i < n we replace v′n−i with w
′
n−i −
1
p
∑
t+s+r=n−i
t,r≥1,s≥0
v′t(a
′
s)
σt(((w′r)
σt)(p
s) − (w′r)(p
s+t)) by (11.1.1); when i = n then v′0 = −p
according to our convention. We deduce
w′n = c
−1
0 vnc
σn
0 + pc
−1
0 cn −
n−1∑
i=1
c−10 ci(w
′
n−i)
σi
+1
p
∑
i+t+s+r=n
i,t,r≥1,s≥0
c−10 ci(v
′
t)
σi(a′s)
σi+t(((w′r)
σi+t)(p
s) − ((w′r)σ
i
)(p
s+t))
+1
p
n−1∑
k=1
c−10 vkc
σk
0
n−k∑
l=1
(a′n−k−l)
σk(((w′l)
σk)(p
n−k−l) − (w′l)(p
n−l))
−1
p
n−1∑
k=1
k∑
i=1
c−10 ci(v
′
k−i)
σi
n−k∑
l=1
(a′n−k−l)
σk(((w′l)
σk)(p
n−k−l) − (w′l)(p
n−l))
Note that the second line does not change if we add t = 0 to the index of the sum.
Combine the second and the fourth lines we obtain
The sum of the second and fourth lines =
−1
p
∑
i+t+s+r=n
i,r≥1,t,s≥0
c−10 ci(v
′
t)
σi(a′s)
σi+t(((w′r)
σi)(p
s+t) − (w′r)(p
i+s+t))
Separate the term with t = 0 from the others, we get
The sum of the second and fourth lines =
n∑
i+r=2
i,r≥1
c−10 ci(a
′
n−i−r)
σi(((w′r)
σi)(p
n−i−r) − (w′r)(p
n−r))−
n−1∑
i+r=2
i,r≥1
c−10 ci(
1
p
∑
t+s=n−i−r
t≥1,s≥0
(v′t)(a
′
s)
σt)σ
i
(((w′r)
σi)(p
n−i−r) − (w′r)(p
n−r))
Since 1
p
∑
t+s=n−i−r
t≥1,s≥0
(v′t)(a
′
s)
σt = a′n−i−r, only the terms whose indices satisfy i + r = n
in the first line survive. The sum of the second and fourth lines thus simplifies into
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n−1∑
i=1
c−10 ci((w
′
n−i)
σi − (w′r)(p
i)). Plug this into the formula of w′n, we deduce
w′n = c
−1
0 vnc
σn
0 + pc
−1
0 cn −
n−1∑
i=1
c−10 ci(w
′
n−i)
σi +
n−1∑
i=1
c−10 ci((w
′
n−i)
σi − (w′r)(p
i))
+1
p
n−1∑
k=1
c−10 vkc
σk
0
n−k∑
l=1
(a′n−k−l)
σk(((w′l)
σk)(p
n−k−l) − (w′l)(p
n−l))
= c−10 vnc
σn
0 + pc
−1
0 cn −
n−1∑
i=1
c−10 ci(w
′
n−i)
(pi)+
1
p
n−1∑
k=1
c−10 vkc
σk
0
n−k∑
l=1
(a′n−k−l)
σk(((w′l)
σk)(p
n−k−l) − (w′l)(p
n−l))
11.4 Universal p-typical twist of p-typical formal
group laws
Let Γ be a ring. An isomorphism between m-dimensional formal group laws over Γ
decomposes into a strict isomorphism and a scalar multiplication X 7→ uX, where
u ∈ (Γm×m)× is the Jacobian matrix. Let F be an m-dimensional formal group law
over Γ. Define the twist of F by u defined by Fu(X, Y ) := uF (u
−1X, u−1Y ).
Let us have a closer look at Fu in the special case when Γ is of characteristic 0 and
F is p-typical. Write the logarithm of F as f(X) =
∞∑
n=0
anX
pn , then the logarithm
of Fu is fu(X) := uf(u
−1X) = u
∞∑
n=0
an(u
−1X)p
n
. If m = 1, then Fu is again a p-
typical formal group law. This can be seen by (10.3.11) and a direct computation:
fu(X) = u
∞∑
n=0
an(u
−1X)p
n
=
∞∑
n=0
(uanu
−pn)Xp
n
. However, in the higher dimensional
cases, Fu may no longer be p-typical due to the fact that (u
−1X)p
n
may introduce
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mixed products between the Xi’s, hence fu(X) may not have the form of
∞∑
n=0
bnX
pn
with bn ∈ Rm×m.
To fix this unsatisfactory defect, we make the following definition:
Definition 11.4.1. Suppose Γ is a ring of characteristic 0. Let F be a p-typical
formal group law over Γ with logarithm f(X) =
∞∑
n=0
anX
pn . For u ∈ (Γm×m)×,
define f̃u(X) :=
∞∑
n=0
ãnX
pn , where ãn := uan(u
−1)(p
n). The p-typical twist of F by u
is the p-typical formal group law F̃u(X, Y ) := f̃
−1
u (f̃u(X) + f̃u(Y )).
By (10.3.11), F̃u is a p-typical formal group law over Γ. If moreover Γ is a Z(p)-
algebra of characteristic 0, then F̃u is strictly isomorphic to Fu thanks to (10.3.8),
hence also isomorphic to F . We mimic the definition of universal strict isomorphism
between p-typical formal group laws to understand the isomorphism between a p-
typical formal group law and its p-typical twist by u.
Definition 11.4.2. Let R∞,U := Z[V, U, det(U)−1] be short for
Z[Vi(j, k), U(j, k), det(U)−1; i = 1, 2, · · · , 1 ≤ j, k ≤ m]
where det(U) is the determinant of the m × m matrix (U(j, k))1≤j,k≤m. Denote
Q[V, U, det(U)−1] by K∞,U . Define
fV,U(X) :=
∞∑
n=0
an(V, U)X
pn
where an(V, U) := Uan(V )(U
−1)(p
n)Xp
n ∈ K∞,1[[X]]m×1, and an(V ) is defined in
(10.3.6). Let FV,U(X, Y ) := f
−1
V,U(fV,U(X) + fV,U(Y )). Let αV,U(X) := f
−1
V,U(fV (X)),
where fV (X) is the logarithm of the universal p-typical formal group law FV .
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By the same reason as before, FV,U(X, Y ) is a p-typical formal group law over
R∞,1. If we embed R∞ = Z[V ] ↪→ R∞,U = Z[V, U, det(U)−1] in the obvious way,
then αV,U is an isomorphism from FV to FV,U over the localization R∞,U(p) . However,
by the definition of fV (X) and fV,U(X), it is obvious that αV,U(X) ∈ R∞,U [1p ]. Since
R∞,U [1
p
] ∩ R∞,U(p) = R∞,U , we deduce that αV,U is an isomorphism from FV to FV,U
over R∞,U . We call FV,U the universal p-typical twist formal group law. This allows
us to generalize the definition of p-typical twist (see 11.4.1) of a formal group law
over an arbitrary ring (not necessarily of characteristic 0).
Definition 11.4.3. Let Γ be an arbitrary ring, and F be an m-dimensional formal
group law over Γ. A formal group law F̃ over Γ is said to be a p-typical twist of
F by u, where u ∈ (Γm×m)×, if there exists a homomorphism φ : R∞,U → Γ, such
that φ∗FV = F , φ∗FV,U = F̃ , and φ(U) = u.
It is easy to see that in the case when Γ is of characteristic 0, the definition
(11.4.3) is equivalent to the definition (11.4.1).
By the universality of FV , there exists a unique homomorphism τU : R∞ → R∞,U
such that (τU)∗FV = FV,U . Let ṼU,n := τU(Vn).
We are particularly interested in the case when Γ is an I-adic ring, where I is
an ideal of Γ, and u ∈ (Γm×m)× can be written as I + ∆ with the entries of ∆ in
I. In this case, the homomorphism φ : R∞,U → Γ, which induces Fu from FV,U ,
factors through the following ring:
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Definition 11.4.4. Define R∞,1 := Z[V ][[D]] be short for
Z[Vi(j, k)][[D(j, k)]]i=1,2,··· ,1≤j,k≤m
Define δ : R∞,U → R∞,1 by δ(Vn) := Vn, δ(U(j, j)) := 1 + D(j, j) for 1 ≤ j ≤ m,
and δ(U(j, k)) := D(j, k) for 1 ≤ j 6= k ≤ m.
Under the definition above, φ : R∞,U → Γ factors through δ : R∞,U → R∞,1.
Let FV,D := δ∗FV,U . If we denote an(V,D) := δ(an(V, U)), the logarithm of FV,D is
fV,D :=
∞∑
n=0
an(V,D)X
pn .
By the universality of FV , there exists a unique homomorphism τ : R∞ → R∞,1
such that τ∗FV = FV,D. Let Ṽn := τ(Vn). It follows directly from (10.3.6) that
Ṽn = pan(V,D)−
n−1∑
i=1
ai(V,D)Ṽ
(pi)
n−i
Definition 11.4.5. Let Γ be a ring, and A = (aij), B = (bij) ∈ Γr×s be two matrices
over Γ with the same dimensions. The Hadamard product of A and B is defined to
be (aijbij), denoted by A ∗B.
Proposition 11.4.6 (first order recursive formula for Ṽn in char. p).
Ṽn ≡ Vn +DVn +
∑
s1+s2+···+sr+j=n
r≥1
(−1)r(((DVj) ∗ V (p
sr−1)
n−s1−···−sr −DV
(psr )
j ) · (V1V
(p)
1 · · ·V
(psr−1)
1 ))∗
V
(psr−1−1)
n−s1−···−sr−1) · (V1V
(p)
1 · · ·V
(psr−1−1)
1 )) · · · ∗ V
(ps1−1)
n−s1 ) · (V1V
(p)
1 · · ·V
(ps1−1)
1 ))
mod (p)(D) + (D)2
where (D) is the ideal generated by D(j, k), 1 ≤ j, k ≤ m.
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Proof. We prove by induction. When n = 1, Ṽ1 = pa1(V,D) = (1+D)a1(V )(p((1+
D)−1)(p)). Since (1 + D)−1 = 1 − D + D2 − D3 + · · · , p((1 + D)−1)(p) ≡ p
mod (p2)(D) + (D)2, and (1 + D)−1a1(V ) ∈ p−1R. Note that if x ∈ R∞,1 and
px ∈ (D), then x ∈ (D). This proves
Ṽ1 ≡ (1 +D)a1(V ) · p = V1 +DV1 mod (p)(D) + (D)2
The case when n = 1 is thus proved. Suppose we have proved for smaller n’s. In
the recursive formula Ṽn = pan(V,D) −
n−1∑
i=1
ai(V,D)Ṽ
(pi)
n−i , note that pan(V,D) =
(1 +D)an(V )(p((1 +D)
−1)(p
n)), and p((1 +D)−1)(p
n)− p ∈ (pn+1)(D) + (D)2, while
an(V ) ∈ p−nR∞,1, this implies
pan(V,D) ≡ (1 +D)an(V ) · p = (1 +D)(pan(V )) mod (p)(D) + (D)2
For 1 ≤ i ≤ n − 1, ai(V,D) = (1 + D)ai(V )((1 + D)−1)(p
i), ai(V ) ≡ V1V
(p)
1 ···V
(pi−1)
1
pi
mod p−(i−1)R∞,1, and ((1 + D)−1)(pi) ≡ 1 − piD mod (D)2, therefore ai(V,D) ≡
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(1 +D)ai(V )− V1V (p)1 · · ·V
(pi−1)
1 D mod (p)(D) + (D)
2. Thus we deduce
Ṽn ≡ (1 +D)(pan(V )−
n−1∑
i=1
ai(V )Ṽ
(pi)
n−i ) +
n−1∑
i=1
V1V
(p)
1 · · ·V
(pi−1)
1 DṼ
(pi)
n−i
≡ (1 +D)(pan(V )−
n−1∑
i=1
ai(V )V
(pi)
n−i )+
n−1∑
i=1
V1V
(p)
1 · · ·V
(pi−1)
1 DV
(pi)
n−i −
n−1∑
i=1
ai(V ){piV (p
i−1)
n−i ∗ (DVn−i+∑
s′1+s
′
2+···+s′r′+j
′=n−i
r′≥1
(−1)r′(((DVj′ −DV (p
s′
r′ )
j′ ) ∗ V
(p
s′
r′−1)
n−i−s′1−···−s′r′
) · · ·V (p
s′1−1)
n−i−s′1
)·
(V1V
(p)
1 · · ·V
(ps1−1)
1 ))
≡ (1 +D)Vn −
n−1∑
i=1
V1V
(p)
1 · · ·V
(pi−1)
1 ((DVn−i) ∗ V
(pi−1)
n−i −DV
(pi)
n−i )+∑
s1+s2+···+sr+j=n
r≥2
(−1)r(((DVj) ∗ V (p
sr−1)
n−s1−···−sr −DV
(psr )
j )·
(V1V
(p)
1 · · ·V
(psr−1−1)
1 )) ∗ · · · · V
(ps1−1)
n−i−s1 ) · (V1V
(p)
1 · · ·V
(ps1−1)
1 ))
≡ (1 +D)Vn +
∑
s1+s2+···+sr+j=n
(−1)r(((DVj) ∗ V (p
sr−1)
n−s1−···−sr −DV
(psr )
j )·
(V1V
(p)
1 · · ·V
(psr−1−1)
1 )) ∗ · · · · V
(ps1−1)
n−i−s1 ) · (V1V
(p)
1 · · ·V
(ps1−1)
1 ))
mod (p)(D) + (D)2
This finishes the induction.
Remark 11.4.7. In particular, when m = 1 we have (DVj)∗V (p
sr−1)
n−s1−···−sr−DV
(psr )
j = 0,
hence the formula simplifies into Ṽn ≡ Vn + DVn mod (p)(D) + (D)2. This agrees
with the fact that an(V,D) = (I+D)an(V )(I+D)
−1, and Ṽn = (I+D)Vn(I+D)
−1
in the one-dimensional case.
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11.5 Integral recursive formulas for strictly iso-
morphic p-typical formal group laws
After studying the p-typical twists, in this subsection we look at strict isomorphisms
between p-typical formal group laws. Recall that FV is the (m-dimensional) uni-
versal p-typical formal group law over R∞ = Z[V ], which is short for Z[Vi(j, k)|i =
1, 2, · · · , j, k = 1, 2, · · · ,m]. There is a p-typical formal group law FV,T overR∞,∞ :=
Z[V, T ], which is short for
Z[Vi(j, k), Ti(j, k)|i = 1, 2, · · · , j, k = 1, 2, · · · ,m]
If we embed R∞ = Z[V ] ⊂ R∞,∞ = Z[V, T ] in the obvious way, the formal group
law FV,T is strictly isomorphic to FV overR∞,∞. The isomorphism αV,T : FV → FV,T
is universal in the sense of (10.4.1).
By the universality of FV , there exists a unqiue homomorphism ξ : R∞ → R∞,∞
such that ξ∗FV = FV,T . If we denote ξ(Vi) by V i, then
V i = Φi(V1, V2, · · · , Vn, T1, T2, · · · , Tn)
is a polynomial in the entries of V1, V2, · · · , Vn and T1, T2, · · · , Tn. There is a recur-
sive formula (10.4.3) for V i based on T and V .
We derive a variation of (10.4.3), with the advantage of being “integral” in the
sense of (11.1.2). Let an(V ) be the coefficients of logFV defined in (10.3.6), and recall
that the endomorphism σ : R∞,∞ → R∞,∞ sends Vi, Ti to V (p)i , T
(p)
i , respectively.
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Proposition 11.5.1 (Integral recursive formula (III)).
V n = Vn + pTn −
∑
i+j=n,i,j≥1
TjV
(pj)
i +
n−1∑
l=1
Vl
n−l−1∑
k=1
1
p
an−k−l(V )
σl{((V σ
l
k )
(pn−l−k)
−(V (p
l)
k )
(pn−l−k)) +
∑
i+j=k,i,j≥1
T
(pn−k)
j ((V
σl
i )
(pn−l−i) − (V (p
l)
i )
(pn−l−i))}
+
n−1∑
l=1
Vl{1p(V
σl
n−l − V
(pl)
n−l) +
∑
i+j=n−l,i,j≥1
T
(pl)
j (
1
p
((V
σl
i )
(pj) − (V (p
l)
i )
(pj)))}
Proof. From (10.4.3), if we make the convention that T0 := 1, then the recursive
formula for V n can be written as
V n = Vn + pTn +
∑
i+j=n
i,j≥1
(ViT
(pi)
j − TjV
(pi)
i )
+
n−1∑
k=1
an−k(V )(
∑
i+j=k
i≥1,j≥0
(V
(pn−k)
i T
(pn−j)
j − T
(pn−k)
j V
(pn−i)
i ))
Let S be the second line in this equation. Replace an−k(V ) with
n−k∑
l=1
1
p
Vlan−k−l(V )
σl
(10.3.6), we obtain
S =
n−1∑
l=1
n−l∑
k=1
1
p
Vlan−k−l(V )
σl
∑
i+j=k
i≥1,j≥0
(V
(pn−k)
i T
(pn−j)
j − T
(pn−k)
j V
(pn−i)
i )
On the other hand, from the (non-integral) recursive formula for V n−l we deduce
that
n−l∑
k=1
an−k−l
∑
i+j=k
i≥1,j≥0
(V
(pn−k−l)
i T
(pn−j−l)
j − T
(pn−k−l)
j V
(pn−i−l)
i ) = −pTn−l
Note that when k = 1 the index “i+ j = k, i, j ≥ 1” is empty; in this way we have
combined all the terms in formula (10.4.3). If we apply the σl operation to both
sides, we get:
n−l−1∑
k=1
an−k−l(V )
(σl)[(V
(pn−k)
k − (V
σl
k )
(pn−k−l) +
∑
i+j=k,i,j≥1
(V
(pn−k)
i T
(pn−j)
j −
T
(pn−k)
j (V
σl
i )
(pn−i−l))] = −pT (p
l)
n−l
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Compare with the formula for S we deduce
S =
n−1∑
l=1
1
p
Vl(−pT (p
l)
n−l ) +
n−1∑
l=1
n−l∑
k=1
1
p
Vlan−k−l(V )
σl+
∑
i+j=k
i≥1,j≥0
T
(pn−k)
j ((Vi
σl
)(p
n−l−i) − (Vi
(pl)
)(p
n−l−i))}
Plug S into the formula for V n and the integral recursive formula follows.
We are mainly interested in tracking the change of coordinates after modulo
p. The following lemma is a finer result comparing to (11.1.5). Recall that the
Hadamard product A ∗ B for two matrices A = (aij) and B = (bij) with the same
dimensions is defined to be the entry-wise product (aijbij).
Lemma 11.5.2. For A ∈ Rr×s and i, j ≥ 0,
(Aσ
i
)(p
j) − A(pi+j) ≡ pj+1A(pi(pj−1)) ∗ (A
σ − A(p)
p
)(p
i−1) mod pj+2
Proof. Write
Aσ
i −A(pi) = (Aσi − (Aσi−1)(p)) + ((Aσi−1)(p)− (Aσi−2)(p2)) + · · ·+ ((Aσ)(pi−1)−A(pi))
By (11.1.5), all but the first term on the right hand side is divisible by p2. Hence
Aσ
i − A(pi) ≡ Aσi − (Aσi−1)(p) = p(A
σ − A(p)
p
)σ
i−1 ≡ p(A
σ − A(p)
p
)(p
i−1) mod p2
This proves the case when j = 0. Now in general we consider
(Aσ
i
)(p
j) − A(pi+j) = (A(pi) + (Aσi − A(pi)))(pj) − A(pi+j)
=
pj∑
k=1
(
pj
k
)
Ap
i(pj−k) ∗ (Aσi − A(pi))(k)
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Suppose pα||k (see 11.1.3 for this notation), then pj−α|
(
pj
k
)
by (11.1.4). Since
pk|(Aσi − A(pi))(k), we deduce that pj−α+k|
(
pj
k
)
Ap
i(pj−k) ∗ (Aσi − A(pi))(k). When
k ≥ 2, pα||k implies k ≥ α + 2 (note that we have assumed p > 2). When k = 1,
we have α = 0, and j − α + k = j + 1. Therefore
(Aσ
i
)(p
j) − A(pi+j) ≡ pj+1A(pi(pj−1)) ∗ Aσ
i−A(pi)
p
≡ pj+1A(pi(pj−1)) ∗ (Aσ−A(p)
p
)(p
i−1)
mod pj+2
Proposition 11.5.3 (Recursive formula for V nmodpTn).
V n ≡ Vn −
n−1∑
j=1
TjV
(pj)
n−j +
n−1∑
l=1
Vl
n−l∑
k=1
V
(pl)
1 V
(pl+1)
1 · · ·V
(pn−k−1)
1
(V
(pl(pn−k−l−1))
k ∗ (
V
σ
k−V
(p)
k
p
)(p
l−1)) mod (p)Tn
where Tn stands for the ideal of R∞,∞ = Z[V, T ] generated by Ti(j, k) for all 1 ≤
i ≤ n and 1 ≤ j, k ≤ m.
Proof. In the integral recursive formula (11.5.1), the term
((V
σl
i )
(pn−l−i) − (V (p
l)
i )
(pn−l−i))
is divisible by pn−l−i+1 according to (11.1.5). Because of the range of the indices,
n− l− i+ 1 ≥ n− l− k+ 2. On the other hand, 1
p
an−k−l(V )
(pl) ∈ p−(n−l−k)R∞,∞ =
Z[V, T ] by (10.3.6). This proves
1
p
an−k−l(V )
σlT
(pn−k)
j ((V
σl
i )
(pn−l−i) − (V (p
l)
i )
(pn−l−i)) ∈ (p)Tn
Similarly, the term T
(pl)
j (
1
p
((V
σl
i )
(pj) − (V (p
l)
i )
(pj)) ∈ (p)Tn, too.
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By (11.5.2),
((V
σl
k )
(pn−l−k) − (V (p
l)
k )
(pn−l−k)) ≡ pn−l−k+1V (p
l(pn−l−k−1))
k ∗ (
V
σ
k−V
(p)
k
p
)(p
l−1)
mod pn−l−k+2
On the other hand, 1
p
an−k−l(V )
(pl) ≡ 1
pn−l−k+1
V
(pl)
1 V
(pl+1)
1 · · ·V
(pn−k+1)
1 by (10.3.6),
therefore
1
p
an−k−l(V )
σl((V
σl
k )
(pn−l−k) − (V (p
l)
k )
(pn−l−k)) ≡
V
(pl)
1 V
(pl+1)
1 · · ·V
(pn−k+1)
1 (V
(pl(pn−l−k−1))
k ∗ (
V
σ
k−V
(p)
k
p
)(p
l−1)) mod p
At the same time, by (10.4.3) V n ≡ Vn mod Tn. Therefore
(V
σl
k )
(pn−l−k) − (V (p
l)
k )
(pn−l−k),
V
σl
n−l − V
(pl)
n−l
p
are both in Tn, too. Since (p) ∩ Tn = (p)Tn in Z[V, T ], we deduce that
1
p
an−k−l(V )
σl((V
σl
k )
(pn−l−k) − (V (p
l)
k )
(pn−l−k))
≡ V (p
l)
1 V
(pl+1)
1 · · ·V
(pn−k+1)
1 (V
(pl(pn−l−k−1))
k ∗ (
V
σ
k−V
(p)
k
p
)(p
l−1)) mod (p)Tn
Similarly we can deduce
Vl
V
σl
n−l − V
(pl)
n−l
p
≡ Vl(
V
σ
n−l − V
(p)
n−l
p
)(p
l−1) mod (p)Tn
The proposition now follows.
Proposition 11.5.4 (First order recursive formula for V n mod pTn).
V n ≡ Vn −
n−1∑
i=1
TiV
(pi)
n−i +
∑
(−1)r(((−TiV (p
sr )
j ) ∗ V
(psr−1)
n−s1−···−sr)·
(V1V
(p)
1 · · ·V
(psr−1)
1 )) ∗ V
(psr−1−1)
n−s1−···−sr−1) · (V1V
(p)
1 · · ·V
(psr−1−1)
1 )) · · · ∗
V
(ps1−1)
n−s1 ) · (V1V
(p)
1 · · ·V
(ps1−1)
1 )) mod (p)Tn + T
2
n−1
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where in the second line, the sum is over all s1 + s2 + · · · + sr + i + j = n with
i, j, r, s1, s2, · · · , sr ≥ 1.
Proof. Prove by induction. When n = 1 this is obviously true. Now suppose it is
true for smaller n’s.
In the formula of (11.5.3), (
V
σ
k−V
(p)
k
p
)(p
l−1) and (
V
σ
n−l−V
(p)
n−l
p
)(p
l−1) are in T2n−1 when
l > 1. Therefore only the terms with l = 1 survive modulo (p)Tn + T
2
n−1:
V n ≡ Vn −
n−1∑
j=1
TjV
(pj)
n−j + V1
n−1∑
k=1
V
(p)
1 V
(p2)
1 · · ·V
(pn−k−1)
1 (V
(pn−k−p)
k ∗ (
V
σ
k − V
(p)
k
p
))
By the inductive hypothesis,
V k ≡ Vk −
k−1∑
j=1
TjV
(pj)
k−j +
∑
(−1)r′(((−Ti′V (p
i′ )
j′ ) ∗ V
(ps
′
t−1)
k−s′1−···−s′r′
) · · · ∗ (V (p
s′1−1)
k−s′1
)·
(V1V
(p)
1 · · ·V
(ps
′
1−1)
1 )
where the sum is over s′1 + s
′
2 + · · · s′r′ + i′ + j′ = k, i′, j′, r′, s′1, s′2, · · · , s′r′ ≥ 1. So
Vk
σ ≡ V (p)k mod T2n−1, and
V
(p)
k ≡ V
(p)
k − pV
(p−1)
k ∗ (
k−1∑
j=1
TjV
(pj)
k−j +
∑
(−1)r′+1(((−Ti′V (p
i′ )
j′ ) ∗ V
(p
s′
r′−1)
k−s′1−···−s′r′
) · · ·
∗(V (p
s′1−1)
k−s′1
) · (V1V (p)1 · · ·V
(ps
′
1−1)
1 ) mod (p)
2Tn + T
2
n−1
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Thus
V1
n−1∑
k=1
V
(p)
1 V
(p2)
1 · · ·V
(pn−k−1)
1 (V
(pn−k−p)
k ∗ (
V
σ
k−V
(p)
k
p
))
≡ V1
n−1∑
k=1
V
(p)
1 V
(p2)
1 · · ·V
(pn−k−1)
1 (V
(pn−k−p)
k ∗ (V
(p−1)
k ∗ (
k−1∑
j=1
TjV
(pj)
n−j +∑
(−1)r′+1(((−Ti′V (p
i′ )
j′ ) ∗ V
(ps
′
t−1)
k−s′1−···−s′r′
) · · · ∗ (V (p
s′1−1)
k−s′1
) · (V1V (p)1 · · ·V
(ps
′
1−1)
1 )
≡ V1
n−2∑
k=1
V
(p)
1 V
(p2)
1 · · ·V
(pn−k−1)
1 (V
(pn−k−1)
k ∗ (
k−1∑
j=1
TjV
(pj)
n−j +∑
(−1)r′+1(((−Ti′V (p
i′ )
j′ ) ∗ V
(p
s′
r′−1)
k−s′1−···−s′r′
) · · · ∗ (V (p
s′1−1)
k−s′1
) · (V1V (p)1 · · ·V
(ps
′
1−1)
1 )
mod (p)Tn + T
2
n−1
If we take s1 := n − k, and sl := s′l−1 for l ≥ 2, this sum is exactly equal to∑
(−1)r(((−TiV (p
i)
j ) ∗V
(psr−1)
k−s1−···−sr) · · · ∗ (V
(ps1−1)
k−s1 ) · (V1V
(p)
1 · · ·V
(ps1−1)
1 ) with the sum
over s1 + s2 + · · · + sr + i + j = n with i, j, r, s1, s2, · · · , sr ≥ 1. The proposition
now follows by induction.
11.6 The universal isomorphism between p-typical
formal group laws
Combine the results of the previous two subsections, we now define a universal (not
necessarily strict) isomorphism between p-typical formal group laws. Recall that
Φn is the polynomial such that FV,T is induced from FV via
ξ : Vn 7→ Φn(V1, V2, · · · , Vn, T1, T2, · · · , Tn)
Definition 11.6.1. (a) Let Runiv := Z[V, T, U, det(U)−1] be short for
Z[Vi(j, k), Ti(j, k), U(j, k), det(U)−1; i = 1, 2, · · · , 1 ≤ j, k ≤ m]
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where det(U) is the determinant of the m × m matrix (U(j, k))1≤j,k≤m. Denote
Q[V, T, U, det(U)−1] by Kuniv. Define V ′U,n := Φn(ṼU,1, · · · , ṼU,n, T1, · · · , Tn), and
ρU : R∞ → Runiv by ρU(Vn) := V ′U,n. Let FV,T,U := (ρU)∗FV , and denote its
logarithm by fV,T,U(X) =
∞∑
n=0
an(V, T, U)X
pn . Let αV,T,U(X) := f
−1
V,T,U(fV,T,U(X) +
fV,T,U(Y )).
(b) Let Runiv,1 := Z[V, T ][[D]] be short for
Z[Vi(j, k), Ti(j, k)][[D(j, k)]]i=1,2,··· ,1≤j,k≤m
Denote Q[V, T ][[D]] by Kuniv,1. Define V ′n := Φn(Ṽ1, · · · , Ṽn, T1, · · · , Tn), and ρ :
R∞ → Runiv,1 by ρ(Vn) := V ′n. Let FV,T,D := ρ∗FV , and denote its logarithm by
fV,T,D(X) =
∞∑
n=0
an(V, T,D)X
pn . Let αV,T,D(X) := f
−1
V,T,D(fV,T,D(X) + fV,T,D(Y )).
(c) (c.f. 11.4.4) Let δ : Runiv → Runiv,1 be the homomorphism such that δ(Vi) =
Vi, δ(Ti) = Ti, and δ(U) = 1 +D.
Remark 11.6.2. For the definition of Φn, see the paragraph below 10.3.6. For the
definitions of ṼU,n and Ṽn, see the paragraphs below (11.4.1) and (11.4.4). The
definition of V ′U,n and V
′
n amounts to replacing the Vi in the definition of V n with
ṼU,i and Vi, respectively.
The relations of the various polynomial rings over Z with countably infinitely
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many variables are shown in the following diagram:
R∞ R∞,U Runiv
R∞,1 Runiv,1
R∞,∞
  // o
?
??
??
??
??
??
??
??
??
??
??
  //
/
??
**
τU
33
ρU
&&
ξ
δ
OO
δ
OO
  //
/
??
88
τ
''
ρ
ξ∗FV = FV,T
(τU)∗FV = FV,U
(ρU)∗FV = FV,T,U
τ∗FV = FV,D
ρ∗FV = FV,T,D
Note that the homomorphisms ξ, τU , ρU , τ, ρ do not commute with the arrows in the
diagram.
Proposition 11.6.3. Let Γ be a ring, F, F ′ be (m-dimensional) p-typical formal
group laws over Γ, and α : F → F ′ be an isomorphism. Let u ∈ (Γm×m)× be the
Jacobian of α. Then:
(a) There exists a unique homomorphism φ : Runiv → Γ, such that φ∗FV = F ,
φ∗FV,T,U = F
′, φ(U) = u, and φ∗αV,T,U = α.
(b) If moreover, Γ is an I-adic ring where I is an ideal of Γ, and u ∈ 1 +Im×m,
then the homomorphism φ : Runiv → Γ factors through Runiv,1 via δ : Runiv →
Runiv,1.
Proof. Recall that we have the chain of natural inclusions R∞ = Z[V ] ⊂ R∞,U =
Z[V, U ] ⊂ Runiv = Z[V, T, U ], and we have defined τU : R∞ → R∞,U , ρU : R∞ →
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Runiv such that (τU)∗FV = FV,U , (ρU)∗FV = FV,T,U . Let φ0 : R∞ → Γ be the
homomorphism such that F = (φ0)∗FV . Extend φ0 overR∞,U by defining φ0(U) :=
u. Denote (φ0 ◦ τU)∗FV by F̃ , then F̃ is the p-typical twist of F by u (11.4.3).
The isomorphism αV,U : FV → FV,U over R∞,U pushes forward to an isomorphism
α0 := (φ0)∗αV,U : F → F̃ over Γ, and the Jacobian of α0 is u. Since α : F → F ′ is
an isomorphism between p-typical formal group laws with the same Jacobian, we
deduce that F̃ is strictly isomorphic to F ′ via α ◦ α−10 . By (10.4.1), there exists a
unique homomorphism φ1 : R∞,∞ → Γ such that (φ1)∗FV = F̃ , (φ1)∗FV,T = F ′,
and (φ1)∗αV,T = α ◦ α−10 .
Define φ : Runiv → Γ by φ(Vi) := φ0(Vi), φ(Ti) := φ1(Ti), and φ(U) := φ0(U) =
u. By the definition of φ0 we have φ∗FV = (φ0)∗FV = F . Now it suffices to
check φ∗FV,T,U = F
′. Recall that FV,T,U = (ρU)∗FV , and F
′ = (φ1)∗FV,T =
(φ1 ◦ ξ)∗FV , hence we are reduced to showing φ ◦ ρU = φ1 ◦ ξ over R∞. For
every Vi, (φ ◦ ρU)(Vi) = φ(Φi(ṼU , T )) = Φi(φ0(ṼU), φ1(T )), and (φ1 ◦ ξ)(Vi) =
φ1(Φi(V, T )) = Φi(φ1(V ), φ1(T )), therefore it suffices to show φ1(V ) = φ0(ṼU).
Since F̃ = (φ1)∗FV = (φ0 ◦ τU)∗FV , we deduce that φ1(V ) = φ0(τU(V )) = φ0(ṼU).
This proves part (a). Part (b) follows directly due to the act that φ(U) = u in part
(a) and the assumption on u in part (b).
Definition 11.6.4. Denote the composition of polynomial Φn(Ṽ1, · · · , Ṽn, T1, · · · , Tn)
and Ṽn = τ(V1, · · · , Vn) ∈ R∞,1 by
Θn(D, V1, · · · , Vn, T1, · · · , Tn)
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denote its (i, j)-th entry by Θn,i,j(D, V1, · · · , Vn, T1, · · · , Tn).
Let (D,T)n be the ideal of Runiv,1 that is generated by D(i, j) and Tl(i, j), where
1 ≤ i, j ≤ m and l = 1, 2, · · · , n. Combine (11.4.6) and (11.5.4), we can have the
following first order recursive formula of Θn after modulo p(D,T ):
Proposition 11.6.5.
Θn(D, V1, · · · , Vn, T1, · · · , Tn) ≡ Vn +DVn − T1V (p)n−1 − T2V
(p2)
n−2 − · · · − Tn−1V
(pn−1)
1
+
∑
(−1)r(((DVk) ∗ V (p
sr−1)
n−s1−···−sr −DV
(psr )
k −
∑
i+j=k
TiV
(pi)
j ) · (V1V
(p)
1 · · ·V
(psr−1)
1 ))∗
V
(psr−1−1)
n−s1−···−sr−1) · (V1V
(p)
1 · · ·V
(psr−1−1)
1 )) · · · ∗ V
(ps1−1)
n−s1 ) · (V1V
(p)
1 · · ·V
(ps1−1)
1 ))
mod (p)(D,T)n + (D,Tn−1)
2
where in the second line, the sum is over all s1 + s2 + · · · + sr + k = n with
i, j, r, s1, s2, · · · , sr ≥ 1.
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Chapter 12
Infinite dimensional matrices Over
an a-adic ring
We have seen the p-typical coordinate of a p-typical formal group law involves in-
finitely many variables, and the p-typical coordinates of isomorphic p-typical formal
group laws are connected by infinitely many polynomial equations. In this section
we introduce some basic properties about infinite dimensional matrices over an a-
adic ring R, where a is an ideal. The case when R is equipped with the discrete
topology can be treated as taking a = 0. For x ∈ R, let v(x) be the integer v such
that x ∈ av\av+1 if x 6= 0, and define v(0) :=∞.
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12.1 Definitions and basic properties
We start with some definitions and properties of (countably) infinite dimensional
matrices over a-adic rings.
Definition 12.1.1. Let R be an a-adic ring. Let A = (ai,j)i,j∈N, B = (bi,j)i,j∈N be
infinite dimensional matrices over R. The product AB is defined when for any
pair of i, j ∈ N,
∞∑
l=1
ai,lbl,j converges. We say A is row-converging (resp. column-
converging), if for every i, the sequence (ai,j)j∈N converges in R.
Note that when a = 0, hence R is equipped with the discrete topology, being
row-converging (resp. column-converging) just means there are only finitely many
nonzero entries on every row (resp. column).
Proposition 12.1.2. Let R be an a-adic ring. The matrices here are all infinite
dimensional matrices over R.
(a) Let nl := the smallest integer n such that the entries of Al are all in a
n. If
lim
l→∞
nl =∞, then A1 +A2 + · · · converges. If moreover, each Al is row-converging
(resp. column-converging) for l = 1, 2, · · · . , then A1 + A2 + · · · is also row-
converging (resp. column-converging).
(b) If A is row-converging (resp. column-converging), then AB (resp. BA) is de-
fined for every B. If moreover, B is also row-converging (resp. column-converging),
then AB is row-converging (resp. column-converging), too.
(c) If BC is defined and A is row-converging, then A(BC), (AB)C are both
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defined and they are equal. If BC is defined and A is column-converging, then
(BC)A, B(CA) are both defined and they are equal.
Proof. We only prove in the row-converging case, since the column-converging case
follows similarly. In (a), let Al = (ai,j,l)i,j,l=1,2,···. Note that v(ai,j,l) ≥ nl by the
definition of nl. The sum
∞∑
l=1
ai,j,l converges since lim
l→∞
v(ai,j,l) = ∞. To prove
A1 + A2 + · · · is row-converging when A1, A2, · · · are row-converging, we fix an
i. For every N > 0, there exists K1 such that nl ≥ N when l > K1. There
also exists K2 such that ai,j,l ≥ N when l = 1, 2, · · · , K1 and j > K2. Therefore
v(
∞∑
l=1
ai,j,l) ≥ N when j > K2. This proves (a).
The only nontrivial part of (b) is to show AB is also row-converging when A,B
are both row-converging. Let A = (ai,j), B = (bi,j). Fix an integer i. Since A is
row-converging, for any N , there exists L1 such that v(ai,l) ≥ N when l > L1. Since
B is row-converging, there exists L2 such that v(bl,j) ≥ N when l = 1, 2, · · · , L1
and j > L2. Therefore v(
∑
l
ai,lbl,j) ≥ N when j > L2.
The only nontrivial part of (c) is to show (AB)C is defined. Let C = (ci,j),
respectively. Fix a pair of index i, j. Since A is row-converging, lim
l→∞
v(ai,l) = ∞.
Thus for any N , there exists M1 such that v(ai,l) ≥ N when l > M1. Therefore for
any r, v(
∑
l
ai,lbl,r) ≥ min{N, v(ai,l)+v(bl,r)|l = 1, 2, · · · ,M1}. Since BC is defined,
there exists M2 such that v(bl,r) + v(cr,j) ≥ N when l = 1, 2, · · · ,M1 and r ≥ M2.
As a result, v((
∑
l
ai,lbl,r)cr,j) ≥ N when r ≥M2. This proves (AB)C is defined.
Definition 12.1.3. Let Γ be an arbitrary ring, and A be an infinite dimensional
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matrix over Γ. An infinite dimensional matrix B is said to be a right (resp. left)
inverse of A, if AB = I (resp. BA = I). If B is both a right inverse and a left
inverse, then we simply say B is the inverse of A, denoted by A−1.
Remark 12.1.4. A right or left inverse of an infinite dimensional matrix may not be
unique. However, the inverse of an infinite dimensional matrix, if exists, must be
unique.
Definition 12.1.5. Let R be an a-adic ring. An infinite dimensional matrix A =
(ai,j)i,j=1,2,··· is said to be blockwise lower triangular (resp. blockwise upper triangu-
lar), if there exists k1 := 1 < k2 < k3 < · · · such that ai,j = 0 whenever there exists
n such that i < kn ≤ j (resp. j < kn ≤ i). A blockwise lower (resp. upper) tri-
angular infinite dimensional matrix A = (ai,j)i,j=1,2,··· is said to be regular, if for all
n ≥ 1, the finite square matrix (ai,j)kn≤i,j<kn+1 is in (Rkn+1−kn)×. In the special case
when ki = i, the corresponding matrices are called lower (resp. upper) triangular
matrices and regular lower (resp. upper) triangular matrices.
Lemma 12.1.6. The matrices here are all assumed to be infinite dimensional.
(a) Let Γ be a ring. A regular blockwise lower (resp. upper) triangular matrix
A over Γ has a unique right (resp. left) inverse, which is also a left (resp. inverse).
The inverse A−1 is blockwise lower (resp. upper) triangular, and is the unique left
(resp. right) inverse that is blockwise lower (resp. upper) triangular.
(b) Let R be an a-adic ring, and A be a row-converging matrix (resp. column-
converging) over R with a row-converging (resp. column-converging) right (resp.
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left) inverse. Let N be a row-converging (resp. column-converging) matrix with
entries in a. Then A + N is row-converging (resp. column-converging), and it has
a unique right (resp. left) inverse, which is also a left (resp. right) inverse. The
inverse is also row-converging (resp. column-converging), and is the unique left
(resp. right) inverse that is row-converging (resp. column-converging).
Proof. We only prove the case when kn = n for n = 1, 2, · · · in the definition of
blockwise lower or upper triangular matrices, i.e., the lower or upper triangular
matrices in the usual sense. The proof to the general blockwise case is similar.
We only prove for the regular lower triangular case, since the regular upper
triangular case follows similarly. Let us first look at (a). For every column vector
y = (y1, y2, · · · )t, there exists a unique solution x = (x1, x2, · · · )t to Ax = y by
setting x0 :=
y1
a1,1
, and xn :=
1
an,n
(yn −
n−1∑
i=1
an,ixi). Take the column vector to be
(1, 0, 0, · · · ), (0, 1, 0, · · · ), · · · in order, we deduce that A has a unique right inverse,
which we denote by B. It is easy to see that for y = (y1, y2, · · · )t whose i-th
component is 1 and other components are 0, the solution x = (x1, x2, · · · )t has 0
on the 1, 2, · · · , i − 1 components. This proves B is also lower triangular. Since
a lower-triangular matrix is row-converging, we have A(BA) = (AB)A = A by
(12.1.2). Again by the uniqueness of the solutions to AX = A, we deduce that B
is also a left inverse. Hence B is the unique inverse, which will be denoted by A−1.
If C is another lower triangular left inverse, then C = C(AB) = (CA)B = B.
To prove (b), note that A−1 and N are both row-converging by the assumption,
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hence A−1N is also row-converging. Thus (A−1N)k is defined for any non-negative
integer l. consider X := I − A−1N + (A−1N)2 − (A−1N)3 + · · · , which is con-
vergent and row-converging by (12.1.2). It is easy to see that X(I + A−1N) =
(I + A−1N)X = I, hence X = (I + A−1N)−1. Therefore (A + N)−1 = (A(I +
A−1N))−1 = XA−1 exists, too. To see the uniqueness of the right inverse of A+N ,
it suffices to prove if z = (z1, z2, · · · )t is an infinite dimensional column vector over
R and (A + N)z = 0, then z = 0. Otherwise, let d be the first integer such that
v(zd) = min{v(zi)|i = 1, 2, · · · }, then the valuation of the d-th row of (A + N)z
should be equal to d, contradiction. The other statements in (b) can be proved in
the same way as in the proof of (a).
12.2 Infinite system of power series equations over
an a-adic ring
Let R be an a-adic ring, where a is an ideal. For every a ∈ R, let v(a) be the smallest
non-negative integer d such that a ∈ ad\ad+1. Let N∞ be the set of {(i1, i2, · · · )}
with all but finitely many ij = 0. For I = (i1, i2, · · · ) ∈ N∞, let d(I) := the number
of ij > 0, max I := max{ik|k = 1, 2, · · · }.
Definition 12.2.1. Define R〈X〉 to be the set of
∑
I
aIx
I where I ∈ N∞, aI ∈ R such
that for fixed d(I) = d, v(aI)→∞ as max I →∞.
The following proposition is an easy exercise:
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Proposition 12.2.2. (a) Under the usual addition and multiplication, R〈X〉 is a
commutative ring.
(b) For each f =
∑
I
aIx
I ∈ R〈X〉 and i = 1, 2, · · · , ∂f
∂xi
∈ R〈X〉, too.
(c) Let x be the ideal of R〈X〉 generated by x1, x2, · · · . Then for every positive
integer r, xr consists of
∑
I
aIx
I in R〈X〉 such that aI = 0 when d(I) < r.
(d) R〈X〉 is separated and complete with respect to the x-topology.
Definition 12.2.3. For a sequence of (countably) infinitely many elements P =
P1, P2, · · · in R〈X〉, the Jacobian of P is defined as the infinite dimensional matrix
(∂Pi
∂xj
)i,j=1,2,··· over R〈X〉, denoted by J(P). The evaluation of J(P) at x1 = x2 =
· · · = 0 is denoted by J0(P).
If P is a sequence of (countably) infinitely many elements P1, P2, · · · in R〈X〉
and y = (y1, y2, · · · )t is an infinite dimensional column vector over R〈X〉, we denote
the infinite dimensional column vector (P1(y), P2(y), · · · )t by P(y).
Proposition 12.2.4. Suppose Q = {Q1, Q2, · · · } is a sequence of (countably) in-
finitely many elements in R〈X〉, satisfying:
(1 ) Q(0) = 0.
(2 ) J := J(Q) is row-converging with respect to the x-adic topology on R〈X〉,
and there exists a row-converging right inverse L of J .
(3 ) J0 := J0(Q) is row-converging with respect to the a-adic topology on R, and
there exists a row-converging right inverse L0 of J0.
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(4 ) Write Ql =
∑
I
Ql,Ix
I , then for a fixed l ∈ {1, 2, · · · }, v(Ql,I) → ∞ as
max I →∞.
Then there exists a unique solution z = (z1, z2, · · · )t over R〈X〉 with zi ∈ x such
that Q(z) = x := (x1, x2, · · · )t. Moreover, we have z ≡ L0x mod x2.
Proof. Define z(1) := L0x, which is an infinite dimensional vector in R〈X〉 due to
the assumption that L0 is row-converging. Then
Q(z(1)) = Q(z(1))−Q(0) ≡ J0z(1) ≡ x mod x2
Suppose now n ≥ 1, we have constructed z(n) and shown Q(z(n)) ≡ x mod xn+1.
Define z(n + 1) := z(n) − L0(Q(z(n)) − x), which is well defined since L0 is row-
converging. Then
Q(z(n+ 1)) = (Q(z(n+ 1))−Q(z(n))) +Q(z(n))
≡ J0(z(n+ 1)− z(n)) +Q(z(n)) mod xn+2
= −J0L0(Q(z(n))− x) +Q(z(n))
= x
The matrix products in the formulas above are well defined because J0, L0 are
row-converging. Therefore the inductively defined z(n) converge to a solution z ∈
R[[x1, x2, · · · ]] to P(x) = 0, and z ≡ z(1) = L0x mod x2.
Write z = (z1, z2, · · · )t with zi =
∑
K
zi,Kx
K . By the construction we know
zi,∅ = 0. To prove z is an infinite dimensional column vector over R〈X〉, it remains
to prove for every fixed i = 1, 2, · · · and fixed d(K) = d, we have v(zi,K) → ∞ as
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maxK → ∞. Since z(n + 1) − z(n) ∈ xn+1, it suffices to prove for j = 1, 2, · · · , d,
we have v(z(j)i,K) → ∞ as maxK → ∞. We start with j = 1. By definition
the components of z(1)i are linear in x, so it suffices to check in the d = 1 case,
which follows directly from the assumption that L0 is row-converging. Suppose now
2 ≤ j ≤ d and we have proved for j − 1. One can compute
z(j)i,K = z(j − 1)i,K −
∞∑
l=1
∑
I
Li,lQl,Iz(j − 1)IK
where Li,l is the (i, l)-th entry of L0.
Now we fix an arbitrary N > 0. Since L is row-converging, there exists M1 such
that v(Li,l) ≥ N when l > M1. By the condition (4), there exists M2 such that
v(Ql,I) ≥ N when l = 1, 2, · · · ,M1 and max I > M2. Without loss of generality
we assume M2 ≥ i. By the inductive hypothesis, there exists M3 such that v(z(j −
1)s,K) ≥ N for all s = 1, 2, · · · ,M2 and maxK > M3.
We now claim that v(z(j)i,K) ≥ N when maxK > M3. By the choice of M3, we
have v(z(j−1)i,K) ≥ N . By the choice of M1 and M2, it suffices to consider l ≤M1
and max I ≤M2 in the sum
∞∑
l=1
Li,lQl,Iz(j−1)IK . By the definition of z(j−1)IK , if I =
(i1, i2, · · · , ir), we can write z(j−1)IK =
∑
z(j−1)i1,K1z(j−1)i2,K2 · · · z(j−1)ir,Kr ,
where the sum is over all the partitions K = K1
∐
K2
∐
· · ·
∐
Kr. Since maxK >
M3, there exists s ∈ {1, 2, · · · , r} such that maxKs > M3. Since is ≤ max I ≤M2,
by the choice of M3 we have v(z(j − 1)is,Ks) ≥ N . This proves the claim as well as
the fact that z is a column vector over R〈X〉.
For the uniqueness of z as a solution to Q(z) = x, suppose z + δ = (z1 +
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δ1, z2 + δ2, · · · )t is another solution with δi ∈ x such that Q(z + δ) = x. Then
Q(z + δ) − Q(z) = 0. By the Taylor expansion of the left hand side based on
δ1, δ2, · · · , we derive a system of polynomial equations whose linear part in δ is
J := J(Q). Using the row-converging right inverse L (which is also a left inverse)
evaluated at z, we can put the system into the form of δi = gi(δ1, δ2, · · · ) for
i = 1, 2, · · · such that gi’s are formal power series over R〈X〉 with degree ≥ 2 in
δ1, δ2, · · · . For y ∈ R〈X〉, let ordx(y) be the smallest integer d such that y ∈ xd. If
δ 6= 0, let k be the integer such that ordx(δk) = min{ordx(δi)|i = 1, 2, · · · }. By our
assumption ordx(δk) ≥ 1. However, ordx(gk(δ1, δ2, · · · )) ≥ 2ordx(δk) > ordx(δk),
this is a contradiction to δk = gk(δ1, δ2, · · · ). Therefore δ = 0 and the uniqueness is
proved.
Corollary 12.2.5. Suppose R is an a-adic ring, where a is an ideal. Let Pi ∈
R〈X〉 for i = 1, 2, · · · . If J(P) is row-converging over R〈X〉 with a row-converging
inverse L, J0(P) is row-converging over R with a row-converging right inverse L0
of J0(P), then for every c = (c1, c2, · · · )t with ci ∈ a, there exists a unique solution
z := (z1, z2, · · · )t to the system of equations P(z) = c. Moreover, we have z ≡ L0c
mod a2.
Remark 12.2.6. In particular, if J(P) and J0(P) can be written as the sum of a
regular blockwise lower triangular matrix and a row-converging matrix with entries
in a, then the conditions on the Jacobians and their inverses in (12.2.5) are satisfied
by (12.1.6).
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Proof. Define φ : R〈X〉 → R by φ(xi) := ci. It is an easy exercise to see that for∑
I
aIx
I in R〈X〉, its image
∑
I
aIc
I under φ converges in R; hence φ is a well-defined
homomorphism. Then the existence of z follows from (12.2.4) immediately. The
uniqueness of z can be proved in the same way as we did in (12.2.4).
Remark 12.2.7. Corollary (12.2.5) also covers the situation when there are only
finitely many polynomials P1, P2, · · · , Pn in x1, x2, · · · , xn, such that the Jacobian’s
evaluation J0(P) at 0 is an invertible n× n matrix. One can realize this situation
as a special case of (12.2.5) by introducing auxiliary indeterminates xn+1, xn+2, · · ·
and defining Pi := xi for i = n+ 1, n+ 2, · · · . Then the conditions on the Jacobians
are automatically satisfied. Consider the equations
P1(x) = c1, P2(x) = c2, · · · , Pn(x) = cn, Pn+1(x) = 0, Pn+2(x) = 0, · · ·
we deduce that there exists a unique solution z := (z1, z2, · · · , zn)t such that Pi(z) =
ci. If we define L0 to be the Jacobian of P1, P2, · · · , Pn evaluated at x1 = x2 = · · · =
0, then we have z ≡ L0c mod a2.
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Chapter 13
Algorithm
13.1 The deformation of p-divisible Groups
From now on let k := Fp. Let X be a connected p-divisible group over k with
dimension m and codimension n. Denote the category of artinian local W (k)-
algebras by ArtW (k).
Definition 13.1.1. The deformation functor Def(X/W (k)) is a functor from ArtW (k)
to the category of sets defined as follows: for every artinian local W (k)-algebra R,
Def(X/W (k))(R) is the set of isomorphism classes of pairs (X̃/R, ε), where X̃ is a
p-divisible group over R, and ε : X̃k → X is an isomorphism of p-divisible groups;
(X̃/R, ε) and (Y ′/R, ε′) are said to be isomorphic, if there exists an isomorphism
α : X̃
∼=−→ X̃ ′ such that ε′ ◦ αk = ε.
Theorem 13.1.2 (Grothendieck-Messing). The functor Def(X/W (k)) is repre-
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sentable by a smooth formal scheme SpfR over W (k) of relative dimension mn.
There exists a p-divisible group X over SpfR and an isomorphism εuniv : Xk →
X, satisfying the following universal property: for every artinian local W (k)-algebra
R, if (X̃/R, ε : X̃k
∼=−→ X) is a lifting of X, then there exists a unique map of W (k)-
schemes: s : SpecR → SpfR, such that (X̃, ε) is the pull back of (X , εuniv) via s.
The p-divisible group X/R is called the universal lifting of X.
The automorphism group Aut(X) of X has a natural action on Def(X/W (k))
by relabelling:
Definition 13.1.3 (Relabelling action). Suppose ρ ∈ Aut(X), we define
Rρ : Def(X/W (k))→ Def(X/W (k))
as follows: for every artinian local W (k)-algebra R and an isomorphism class of
lifting [(X̃/R, ε : X̃k
∼=−→ X)] of X, we define Rρ[(X̃/R, ε)] to be [(X̃/R, ρ ◦ ε)].
By the universality of X , we can also define Rρ as the unique map R → R, such
that there exists an isomorphism ρuniv : X → R∗ρX making the following diagram
commute:
Xk X
(R∗ρX )k X
εuniv //
εuniv //
ρ

(ρuniv)k

On the other hand, let F be an m-dimensional formal group law over k. If R is an
artinian local W (k)-algebra and F̃ is a formal group law over R, we denote by F̃k
the pushforward of F̃ under the natural residue homomorphism R→ k.
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Definition 13.1.4. The deformation functor Def(F/W (k)) is a functor from ArtW (k)
to the category of sets defined as follows: for every artinian local W (k)-algebra R,
Def(F/W (k))(R) is the set of isomorphism classes of pairs (F̃ /R, ε), where F̃ is a
formal group law over R, and ε : F̃k → F is an isomorphism of formal group laws;
(F̃ /R, ε) and (F̃ ′/R, ε′) are said to be isomorphic, if there exists an isomorphism
α : F̃
∼=−→ F̃ ′ such that ε′ ◦ αk = ε.
By (10.6.2), there exists an m-dimensional formal group law F over k such that
the associated p-divisible group is isomorphic to X, and Def(F/W (k)) is naturally
isomorphic to Def(X/W (k)). For every ρ ∈ Aut(F ) ∼= Aut(X), the relabelling
action Rρ on Def(F/W (k)) can be defined in the same way, and is compatible with
the relabelling action on Def(X/W (k)) under the isomorphism Def(F/W (k))
∼=−→
Def(X/W (k)).
The following alternative definition of Def(F/W (k)) is often easier to use:
Definition 13.1.5 (An alternative definition of Def(F/W (k))). A formal group law
F̃ over R is said to be a lifting of F , if F̃k = F . An isomorphism α : F̃ → G̃ between
formal group laws over R is said to be a ?-isomorphism, if αk = Id. The deformation
functor Def(F/W (k)) is a functor from ArtW (k) to the category of sets that assigns
each artinian local W (k)-algebra R the set of equivalent classes of liftings of F over
R modulo ?-isomorphisms.
The two definitions of Def(F/W (k)) in (13.1.4) and (13.1.5) are easily seen to
be equivalent, since every isomorphism α between formal group laws F̃k and F over
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k lifts to an m-tuple of formal power series α̃ in m indeterminates with invertible
Jacobian, hence α(F̃ (α−1(X) + α−1(Y ))) is a lifting of F .
By (10.3.10), we could choose F to be a p-typical formal group law. The fol-
lowing proposition says that it suffices to consider p-typical liftings of F in the
definition of Def(F/W (k)):
Proposition 13.1.6. Suppose F is p-typical. Then for every artinian local W (k)-
algebra R, Def(F/W (k))(R) is equal to the set of p-typical formal group laws F̃ over
R such that F̃k = F , modulo ?-isomorphisms between p-typical formal group laws.
Proof. It suffices to show that every lifting G̃ of F is ?-isomorphic to a p-typical
lifting. Let m be the maximal ideal of R. Let ψ : R̃∞ → R be the homomorphism
such that ψ∗HU = G̃. Define F̃ := (ψ ◦ κ)∗FV . By (10.3.8), HU and κ∗FV are
strictly isomorphic via ς : HU
∼=−→ κ∗FV , and ς(X) ≡ X mod ã, where ã is the
ideal of R̃∞(p) generated by p, U(i,n) with n running over all multi-indices that are
not of the form pse(j). Since F is p-typical, by (10.3.7) ψ(ã) ⊂ m. As a result,
ψ∗ς(X) ≡ X mod m and hence is a strict ?-isomorphism between G̃ and F̃ .
Let F be a universal p-typical lifting of F over R, i.e., for every artinian local
W (k)-algebra R and a p-typical lifting F̃ of F over R, there exists a unique W (k)-
homomorphism s : R → R such that s∗F = F̃ . For ρ ∈ Aut(F ), the relabelling
action Rρ : R → R is the unique W (k)-endomorphism such that there exists an
isomorphism ρuniv : F → (Rρ)∗F making the reduction of ρuniv over k equal to
ρ : F → F .
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A natural approach to compute Rρ is to first find another p-typical lifting F̂ of
F over R satisfying: (a) there exists an isomorphism αρ : F → F̂ such that the
reduction of αρ over k is equal to ρ : F → F ; (b) there exists a W (k)-endomorphism
R → R such that the pushforward of F is ?-isomorphic to F̂ . Then the W (k)-
endomorphism in (b) is the desired relabelling action Rρ.
A p-typical lifting F̂ that satisfies (a) can be constructed by (10.4.8) via Honda
coordinates (see 10.4.7). The formal group laws overR that are isomorphic to F̂ can
be parametrized by the countably infinitely many indeterminates T1, T2, · · · valued
in Rm×m and U valued in (Rm×m)× (see 11.6.3), and to make them ?-isomorphic to
F̂ is equivalent to take the entries of T1, T2, · · · and U − I in the maximal ideal mR
of R. We need an appropriate choice of F and F at the beginning such that the
p-typical coordinates of F are simple enough to compute the relabelling action Rρ
explicitly as in (b). In this process, we need the translation formulas developed in
chapter 11 between the various coordinates of p-typical formal group laws over R.
These recursive formulas are integral so that the information after modulo p can be
read off.
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13.2 The choice of formal group law and its uni-
versal p-typical lifting
Let X be a connected p-divisible group over k with dimension m and codimension
n. In this subsection we prove that we could choose F and a universal lifting of F
over R with a simple p-typical coordinate. The main result of this subsection is as
follows:
Theorem 13.2.1. (a) There exists over k a p-typical formal group law F whose as-
sociated p-divisible group is isomorphic to X, and the p-typical coordinate a1, a2, · · ·
of F satisfy the following property: there exist a non-negative integer dj for j =
1, 2, · · · ,m, such that al(i, j) = 0 for all l ≤ dj − 1 and i = 1, 2, · · · ,m, the matrix
W := (adj(i, j))i,j=1,2,··· ,m ∈ (km×m)×, and d1 + d2 + · · ·+ dm = n+m.
(b) Let Al(i, j) be the Teichmuller lift of al(i, j) in W (k) for i, j = 1, 2, · · · ,m
and l = 1, 2, · · · , where al(i, j) is the (i, j)-th entry in the l-th p-typical coordi-
nate of F as in (a). Let Sl(i, j) be an indeterminate for i = 1, 2, · · · ,m, j =
1, 2, · · · ,m, l = 1, 2, · · · , dj − 1. Let F be the p-typical formal group law over
W (k)[[S]] := W (k)[[Sl(i, j); j = 1, 2, · · · ,m, i = 1, 2, · · · , dj − 1]] with p-typical co-
ordinate Wl(i, j) := Sl(i, j) if l ≤ dj − 1, and Wl(i, j) := Al(i, j) otherwise. Then
F is a lifting of F , and the corresponding homomorphism Ψ : R → W (k)[[S]] is an
isomorphism.
The idea to prove (a) is to find a special V -basis of the Cartier module attached
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to X (see 10.5 for the definition and basic properties of Cartier theory), such that
under the correspondence between Cartier modules equipped with a V -basis and
formal group laws (10.5.25), the p-typical coordinate has the desired forms in (a).
To prove (b), we apply (11.6.3) to modify any first order deformation of the chosen
formal group law in (a) into special forms. This allows us to construct the homo-
morphism Ψ in (13.2.1(b)); a computation of the Kodaira-Spencer map shows that
Ψ is an isomorphism.
Proposition 13.2.2. Let M be the Cartp(k)-module of the formal group attached
to X. Then there exists a set of V -basis {e1, · · · , em} of M , such that for j =
1, 2, · · · ,m, there exist xj ∈ M and a non-negative integer dj, satisfying F (ej) =
V djxj, and {x1, x2, · · · , xm} is a set of V -basis of M . Moreover, d1 +d2 + · · ·+dm =
n+m.
Proof. Let {e1,1, e1,2, · · · , e1,m} be a V -basis of M . Since the topology on M induced
by filtration M ⊃ VM ⊃ V 2M ⊃ · · · is separated and F is injective, there exists
integers d1,1, d1,2, · · · and x1,1, x1,2, · · · , x1,m ∈M such that
Fe1,j = V
d1,jx1,j, x1,j 6= 0 ∈M/VM, for j = 1, 2, · · · ,m
Without loss of generality, we may and do assume d1,1 = min{d1,j|j = 1, 2, · · · ,m}.
For j = 2, 3, · · · ,m, if x1,j = λx1,1 ∈ spankx1,1 for some λ ∈ k, then we can replace
e1,j with e
′
1,j := e1,j − V d1,j−d1,1〈λσ
−1−d1,1 〉e1,1. Thus Fe′1,j = V d1,j(x1,j − 〈λ〉x1,1),
which can be written as V d
′
1,jx′1,j for some d
′
1,j > d1,j and x
′
1,j ∈ M . If x′1,j is still
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in spankx1,1, repeat this procedure. The procedure must stop at some point, since
otherwise we would get
F (e1,j −
∞∑
i=0
V i〈ci,j〉e1,1) = 0
where ci,j ∈ k. By the injectivity of F , e1,j =
∞∑
i=0
V i〈ci,j〉e1,1, which contra-
dicts the fact that {e1,1, e1,2, · · · , e1,m} is a V -basis. Therefore we can modify
the V -basis {e1,1, e1,2, · · · , e1,m} into a new V -basis {e2,1, e2,2, · · · , e2,m} such that
Fe2,j = V
d2,jx2,j, where d2,1 = min{d2,j|j = 1, 2, · · · ,m} and x2,1, x2,j are k-linearly
independent in M/VM for j = 2, 3, · · · ,m.
In general, suppose we have obtained a V -basis {er,1, er,2, · · · , er,m} such that
Fer,j = V
dr,jxr,j, where dr,1 ≤ dr,2 ≤ · · · ≤ dr,r−1 ≤ min{dr,j|j = r, r+1, · · · ,m} and
xr,1, xr,2, · · · , xr,r−1, xr,j are k-linearly independent in M/VM for j = r, r+1, · · · ,m.
Without loss of generality, we may and do assume dr,r = min{dr,j|j = r, r +
1, · · · ,m}. We can modify er,j as above if xr,j is not in spank{x1,1, · · · , x1,r−1}. Thus
we can modify {er,1, er,2, · · · , er,m} into a new V -basis {er+1,1, er+1,2, · · · , er+1,m}
such that Fer+1,j = V
dr+1,jxr+1,j, where
dr+1,1 ≤ dr+1,2 ≤ · · · ≤ dr+1,r ≤ min{dr+1,j|j = r + 1, r + 2, · · · ,m}
and xr+1,1, xr+1,2, · · · , xr+1,r, xr+1,j are k-linearly independent in M/VM for j =
r + 1, r + 2, · · · ,m. In particular, when we reach r = m, we can take ej := em,j,
dj := dm,j, and xj := xm,j in the proposition.
It remains to prove d1 + d2 + · · · + dm = n + m. It suffices to notice that
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{V ixj|j = 1, 2, · · · ,m, i = 1, 2, · · · , dj−1} is a k-basis of M/FM , whose dimension
over k is equal to n.
The proof of (13.2.1):
We first prove (a). Let F be the formal group law associated to the Cartp(k)-
module M equipped with the V -basis {e1, · · · , em} as in (13.2.2). Assume xj =
∞∑
i=1
xi,jei in M/VM , where ai,j ∈ k. Let a1, a2, · · · be the p-typical coordinate of
F . By (10.5.25), al(i, j) = 0 if l ≤ dj, and adj(i, j) = xi,j. The matrix W :=
(wdj(i, j))i,j=1,2,··· ,m is invertible because x1, · · · , xm are linearly independent over
k. Thus (a) is proved.
To prove (b), note that the p-typical coordinate defined for F reduces to the
p-typical coordinate of F over k, hence F is a lifting of F . Let Ψ : R → W (k)[[S]]
be the homomorphism that induces F from the universal lifting. Since R is smooth
by (13.1.2), to prove Ψ is an isomorphism it suffices to check the Kodaira-Spencer
map induced by Ψ between the tangent spaces is an isomorphism. By (13.1.2) and
(13.2.2), the dimensions of the two tangent spaces are both equal tomn. Therefore it
suffices to prove that for every lifting G of F over k[ε]/(ε2) with p-typical coordinates
v1, v2, · · · , there exists a lifting G′ of F over k[ε]/(ε2) such that G′ is ?-isomorphic
to G, and the p-typical coordinate v′1, v
′
2, · · · of G′ has the form v′l(i, j) ∈ εk[ε]/(ε2)
when l ≤ dj − 1, and v′l(i, j) = al(i, j) when l ≥ dj.
By (11.6.3), it suffices to find δ ∈ km×mε and t1, t2, · · · in (km×m)× such that v′n =
Θn(δ, v1, · · · , vn, t1, · · · , tn) (see 11.6.4 for the definition of Θn) has the above desired
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properties. Let us consider the entries v′l(i, j) with l ≥ dj first. With v1, · · · , vl fixed,
we can view the (i, j)-entry of Θl(δ, v1, · · · , vl, t1, · · · , tl)−al as a polynomial Pi,j,l in
δ, t1, t2, · · · , tl, with the constant term equal to vl(i, j) − al(i, j) ∈ εk[ε]/(ε2), since
vl(i, j) reduces to al(i, j) after modulo ε. Consider the infinite system of polynomial
equations in the order of
P1,1,d1 , P1,2,d2 , · · · , P1,m,dm , P2,1,d1 , P2,2,d2 , · · · , Pm,m,dm , P1,1,d1+1, P1,2,d2+1, · · ·
Put the indeterminates of these equations in the order:
δ(1, 1), δ(1, 2), · · · , δ(1,m), δ(2, 1), · · · , δ(m,m), t1(1, 1), t1(1, 2), · · · , t1(m,m),
t2(1, 1), · · ·
The Jacobian matrix J0 of the system of equations (see 12.2.3 for the definition of
Jacobian) is a blockwise lower triangular matrix (see 12.1.5 for definition) whose
diagonal blocks are (i, j = 1, 2, · · · ,m):
(vdj(i, j)), · · · , (vdj(i, j))︸ ︷︷ ︸
m times
, (vdj(i, j)
p), · · · , (vdj(i, j)p)︸ ︷︷ ︸
m times
, (vdj(i, j)
(p2)), · · · , (vdj(i, j)(p
2))︸ ︷︷ ︸
m times
and so on.
Since vl reduces to wl over k, the diagonal blocks are all invertible m×m matrices
over k due to (a). Therefore J0 is a regular lower triangular matrix. According to
(12.2.5), the system of equations has a unique solution (δ, t1, t2, · · · ) whose entries
are in εk[ε]/(ε2).
Let v′n := Θn(δ, v1, · · · , vn, t1, · · · , tn) for all n. We have proved v′l(i, j) = al(i, j)
when l ≥ dj. When l ≤ dj − 1, the constant term of the (i, j)-th entry of Θl
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is equal to vl(i, j), which reduces to wl(i, j) = 0 over k. Since we have known
the entries of all the parameters δ, t1, t2, · · · , tn are in εk[ε]/(ε2), we deduce that
v′l(i, j) ∈ εk[ε]/(ε2) when l ≤ dj − 1. This verifies our claim that every lifting of
F over k[ε]/(ε2) is ?-isomorphic to a lifting whose p-typical coordinate v′1, v
′
2, · · ·
satisfies the property that v′l(i, j) ∈ εk[ε]/(ε2) when l ≤ dj−1, and v′l(i, j) = al(i, j)
when l ≥ dj. This proves Ψ : R → W (k)[[S]] is an isomorphism, and the theorem
is proved.
13.3 The algorithm of computing the relabelling
action
Thanks to (13.2.1), we may and do identify R and the universal lifting of F with
W (k)[[S]] and F from now on. Let R := (p, S) be the ideal of R. Define σ : R → R
by σ|W (k) =the Frobenius automorphism, and σ(Sl) = S(p)l . This makes (R, a, σ)
into a Honda ring. Let W1,W2, · · · be the p-typical coordinate of F . By (13.2.1),
W σl = W
(p)
l for all l = 1, 2, · · · . According to (11.1.6), the Honda coordinate and
the p-typical coordinate of F coincide with each other.
Define η := p −W1∂ −W2∂2 − · · · ∈ Rσ[[∂]]m×m, then logF(X) = (pη−1) ∗X
by the definition of Honda coordinate (see 10.4.5 and 10.4.7). Let h : R → W (k)
be the homomorphism that sends Sl(i, j) to 0. If we equip W (k) with the obvious
structure of Honda ring (W (k), (p), σ), h is a homomorphism between Honda rings.
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The image of Wl(i, j) under h is equal to Al(i, j). Let Al := the m × m matrix
(Al(i, j))1≤i,j≤m over R, then h∗(η) = p−A1∂−A2∂2−· · · ∈ W (k)σ[[∂]]m×m, which
we will denote by ηA from now on. By (10.4.8), we have the following description
of End(X) ∼= End(F ) in terms of Honda’s non-commutative formal power series:
{θ ∈ W (k)σ[[∂]]m×m|ηAθη−1A ∈ W (k)σ[[∂]]m×m}/W (k)σ[[∂]]m×mηA
∼=−→ End(F )
by sending c+ ηA to (logF)−1(c ∗ logF(X)).
For ρ ∈ Aut(X) = End(X)×, let c = c(ρ) be a twisted formal power series in
W (k)σ[[∂]]
m×m such that (logF)−1(c ∗ logF(X)) = ρ. Write c =
∞∑
n=0
cn∂
n, where
cn ∈ W (k)m×m for all n, and c0 ∈ (W (k)m×m)×. The algorithm of computing the
relabelling action Rρ : R → R is as follows:
Step 1. Construct a formal group law F̂ over R such that there exists a homo-
morphism from F to F̂ that induces ρ over k. The p-typical coordinate Ŵ1, Ŵ2, · · ·
of F̂ can be computed based on c0, c1, · · · and the p-typical coordinate W1,W2, · · ·
by an integral recursive formula (see 11.3.1):
Ŵn = c
−1
0 Wnc
σn
0 −
n−1∑
i=1
c0cn−iŴ
(pn−i)
i + pc
−1
0 cn+
1
p
n−1∑
k=1
n−k∑
l=1
c−10 Wkc
σk
0 â
σk
n−k−l((Ŵ
σk
l )
(pn−k−l) − (Ŵl)(p
n−l))
where ân =
∑
i1+i2+···+ir=n
p−tŴi1Ŵ
(pi1 )
i2
· · · Ŵ (p
i1+···+ir−1 )
ir
∈ p−nRm×m such that
logF̂ (X) =
∞∑
n=0
ânX
pn
Step 2. Compute the formal group law F ′ over R which is ?-isomorphic to F̂ over
R such that F ′ could be realized as the pushforward of F under an appropriate
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endomorphism ofR. If we denote the p-typical coordinate of F ′ byW ′1,W ′2, · · · , then
by our knowledge on the p-typical coordinate of F (see 13.2.1) the latter requirement
is equivalent to saying for all i = 1, 2, · · · ,m, we have W ′l (i, j) = Wl(i, j) if l ≥ dj,
and W ′l (i, j) ≡ W ′l (i, j) mod mR if l ≤ dj−1. By (11.6.3), the p-typical coordinates
of the ?-isomorphic p-typical formal group laws F ′ and F̂ are connected via a system
of infinitely many polynomial equations in the parameters D,T1, T2, · · · and W ′l (i, j)
with i, j = 1, 2, · · · ,m, l = 1, 2, · · · , dj − 1:
Ŵl(i, j) = Θl,i,j(D,W
′
1, · · · ,W ′l , T1, · · · , Tl), i, j = 1, 2, · · · ,m, l = 1, 2, · · · (13.3.a)
Proposition 13.3.1. (a) For i, j = 1, 2, · · · ,m and l = 1, 2, · · · , dj−1, there exists
a unique formal power series Pl,i,j(D,T1, T2, · · · , Tl) in D,T1, T2, · · · , Tl, such that
Ŵl(i, j) = Θl,i,j(D,A1 + P1, · · · , Al + Pl, T1, · · · , Tl), where Pl = (Pl,i,j)i,j=1,2,··· ,m,
and Pl,i,j := 0 if l ≥ dj.
(b) Let Θ̃l,i,j(D,T1, · · · , Tl) := Θl,i,j(D,A1 + P1, · · · , Al + Pl, T1, · · · , Tl), then
the system of equations
Ŵl(i, j) = Θ̃l,i,j(D,T1, · · · , Tl), i, j = 1, 2, · · · ,m, l = dj, dj + 1, · · ·
has a unique solution (D,T1, T2, · · · ) = (δ, t1, t2, · · · ) in mm×mR .
(c) Let W ′l := Pl(δ, t1, · · · , tl), then W ′l ≡ Ŵl ≡ Wl mod mR for all l = 1, 2, · · · .
In particular, the p-typical formal group law F ′ with p-typical coordinate W ′1,W ′2, · · ·
is ?-isomorphic to F̂ .
Corollary 13.3.2. The relabelling action Rρ : R = W (k)[[S]]→ R = W (k)[[S]] is
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the W (k)-endomorphism that sends Sl(i, j) to Pl,i,j(δ, t1, t2, · · · ).
Proof of 13.3.1:
We first prove (a). By the definition of Θl,i,j, if we evaluate W
′
s = As, then
Θl,i,j(D,A1, · · · , Al, T1, · · · , Tl) ≡ Al(i, j) mod (p,D, T ), where (D,T ) is the ideal
generated by the D(i, j) and Tl(i, j)’s. On the other hand, since F̂ reduces to F
over k, we have Ŵl(i, j) ≡ Wl(i, j) ≡ Al(i, j) mod mR. Therefore if we write the
equation as
Θl,i,j(D,A1 + P1, · · · , Al + Pl, T1, · · · , Tl)−Θl,i,j(D,A1, · · · , Al, T1, · · · , Tl)
= Ŵl(i, j)−Θl,i,j(D,A1, · · · , Al, T1, · · · , Tl)
the right hand side is in mR. View this as a system Θ of mn polynomial equations in
Pl(i, j) with i, j = 1, 2, · · · ,m and l = 1, 2, · · · , dj−1, its Jacobian J(Θ)’s evaluation
at P1 = P2 = · · · = 0 is congruent to the identity matrix modulo (p,D, T ) (see
11.6.5). Now (a) follows from (12.2.7).
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To prove (b), put the equations in the order of
Θ̃d1,1,1 −Wd1(1, 1) = Ŵd1(1, 1)−Wd1(1, 1)
Θ̃d2,1,2 −Wd2(1, 2) = Ŵd2(1, 2)−Wd2(1, 2)
...
Θ̃dm,1,m −Wdm(1,m) = Ŵdm(1,m)−Wdm(1,m)
Θ̃d1,2,1 −Wd1(2, 1) = Ŵd1(2, 1)−Wd1(2, 1)
...
Θ̃dm,m,m −Wdm(m,m) = Ŵdm(m,m)−Wdm(m,m)
Θ̃d1+1,1,1 −Wd1+1(1, 1) = Ŵd1+1(1, 1)−Wd1+1(1, 1)
Θ̃d2+1,1,2 −Wd2+1(1, 2) = Ŵd2+1(1, 2)−Wd2+1(1, 2)
...
The left hand sides are all polynomials in finitely many indeterminates among
D(i, j), Tl(i, j) and do not have constant terms since W
′
l (i, j) = Wl(i, j) when l ≥ dj.
The right hand sides are all in mR. Denote by Ω the m
2 ×m2 block matrix whose
diagonal m×m blocks are (Wdj(i, j))1≤i,j≤m and zero elsewhere. For every positive
integer d, denote by Ω[−d] the m2×m2 block matrix whose diagonal m×m blocks
are (Sdj−d(i, j))1≤i,j≤m and zero elsewhere. If d > dj, we treat Sdj−d(i, j) = 0. Let
J0(Θ̃) be the Jacobian J(Θ̃)’s evaluation at 0, then J0(Θ̃) = J1 + N1, where J1 a
blockwise lower triangular matrix with diagonal blocks equal to Ω,Ω(p),Ω(p
2), · · · ,
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and N1 is a blockwise upper triangular matrix in the form
0 Ω[−1](p) Ω[−2](p2) Ω[−3](p3) . . .
0 Ω[−1](p2) Ω[−2](p3) . . .
0 Ω[−1](p3) . . .
0
. . .
. . .

By (13.2.1) J1 is regular. Since Ω[−d] = 0 if d > max{dj|j = 1, 2, · · · ,m}, N1
is row-converging. Therefore by (12.1.6) the Jacobian J(Θ̃)’s evaluation at 0 is
row-converging with a row-converging right inverse. Note that each equation only
involves finitely many indeterminates, hence the Jacobian J(Θ̃) is equal to J0(Θ̃) +
N0, where N0’s entries are in x ⊂ R〈X〉 and each row of N0 only contains finitely
many nonzero entries. By (12.2.5) and (12.2.6), (b) is proved.
To prove (c), it suffices to notice that Pl,i,j’s evaluation at D = T1 = T2 = · · · = 0
is equal to Ŵl(i, j). Therefore W
′
l (i, j) ≡ Ŵl(i, j) mod mR when l ≤ dj − 1, while
Ŵl ≡ Wl mod mR follows from the construction of F̂ . When l ≥ dj, W ′l (i, j) was
set to be equal to Wl(i, j). This concludes the proof.
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13.4 Asymptotic expansions of the relabelling ac-
tion over the characteristic p fiber
We are interested in the endomorphism Rρ of R/pR induced by the relabelling
action Rρ. For the simplicity of notations, we use capital letter to implicate the
p-typical coordinate of a p-typical formal group law over R, and the regular letter
to stand for its reduction modulo p. Since R ∼= W (k)[[S]] := W (k)[[Sl(i, j); i, j =
1, 2, · · · ,m, l = 1, 2, · · · , dj−1]] by (13.2.1), we are reduced to computingRρ(Sl(i, j))
mod p in k[[S]]. In terms of the notations in (13.3), we want to compute w′l−wl(=
W ′l −Wl mod p).
Definition 13.4.1. For x ∈ k[[S]] (resp. W (k)[[S]]), let ordu(x) be the largest integer
d such that x ∈ md (resp. mdR). For x = (xi,j) ∈ k[[S]]m×m (resp. W (k)[[S]]m×m),
let ordu(x) := min{ordu(xi,j)|1 ≤ i, j ≤ m}.
There exist natural filtrations for ρ ∈ Aut(X) and Rρ ∈ Aut(R/pR) as analogies
of ramification groups:
Aut(X) ⊃ 1 + pEnd(X) ⊃ 1 + p2End(X) ⊃ · · ·
and
Aut(R/pR) ⊃ Fil2(Aut(R/pR)) ⊃ Fil3(Aut(R/pR)) ⊃ · · ·
where Filr(Aut(R/pR)) is defined to be
{ϕ ∈ Aut(k[[S]])|ϕ(Sl(i, j)) ≡ Sl(i, j)modordu ≥ r, i, j = 1, · · · ,m, l = 1, 2, · · · }
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Note that Filr(Aut(R/pR)) does not depend on the choice of the coordinates
Sl(i, j). In fact, if f : k[[S]]→ k[[S]] is an isomorphism and ϕ(S) ≡ S mod ordu ≥
r, then we also have f−1 ◦ ϕ ◦ f(S) = f−1(f(S) + ordu ≥ r) ≡ S mod ordu ≥ r by
Taylor expansion.
We would like to study the asymptotic behaviour of Rρ as ρ→ 1, with respect
to these two filtrations. Moreover, for fixed ρ ∈ Aut(X) and order N , we describe
the process of computing Rρ(Sl(i, j)) mod ordu ≥ N .
Theorem 13.4.2. If M ≥ max{dj|j = 1, 2, · · · ,m} − 1 and ρ ∈ 1 + pMEnd(X),
then Rρ ∈ Filp
M
Aut(X).
Theorem 13.4.3. Let M,N be given integers. There exists an integer K = K(M,N)
that only depends on M,N , and a polynomial Sl,i,j(x1, x2, · · · , xK) (here xs is short
for m2 indeterminates xs(1, 1), xs(1, 2), · · · , xs(m,m)) with degree ≤ Np−M over
k[[S]] that only depends on M , N and X, such that
Rρ(Sl(i, j))− Sl(i, j) ≡ Sl,i,j(ŵM+1 − wM+1, ŵM+2 − wM+2, · · · , ŵM+K − wM+K)
mod ordu ≥ N
Before proving the theorems, we first make some notations.
• Let c = c0 + c1∂ + c2∂2 + · · · be a twisted formal power series in Rσ[[∂]]m×m
that corresponds to ρ ∈ Aut(X).
• Let I := Map({(l, i, j)|1 ≤ i, j ≤ m, 1 ≤ l ≤ dj − 1},N). If I ∈ I, let SI be
short for
∏
Sl(i, j)
I(l,i,j).
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• Write Ŵn(i, j) − Wn(i, j) in R ∼= W (k)[[S]] as
∑
I∈I
aIS
I where aI ∈ W (k),
define ∆(n, r; i, j) :=
∑
I:ordp(aI)=r
aIS
I , and Σ(n, r; i, j) :=
r∑
l=0
∆(n, l). Define
∆(n, r) := (∆(n, r; i, j))1≤i,j≤m, and Σ(n, r) := (Σ(n, r; i, j))1≤i,j≤m.
By these definitions we know that Σ(n, r) = Σ(n, r − 1) + ∆(n, r), Ŵn − Wn =
∞∑
r=0
∆(n, r), and pr|∆(n, r).
Proposition 13.4.4. Suppose c0 = 1 + p
Mγ0, ci = p
Mγi for i = 1, 2, · · · . If
r ≤M − 1, then
Σ(n, r) ≡ 1
p
n−1∑
i=1
n−i∑
l=1
pn−i−l∑
s=1
Wia
σi
n−i−l
(
pn−i−l
s
)
(W
(pn−l−pis)
l ∗ (Σ(l, r)σ
i
)(s)−
1
p
n−1∑
i=1
n−i∑
l=1
pn−l∑
s=1
Wia
σi
n−i−l
(
pn−l
s
)
(W
(pn−l−s)
l ∗ Σ(l, r)(s))
+
n−1∑
i=1
n−i∑
l=1
pn−i−l−1∑
s=0
1
p
(
pn−i−l−1
s
)
WiW
(pi)
1 W
(pi+1)
1 · · ·W
(pn−l−1)
1
(W
(pis)
l ∗ (Σ(l, r)σ
i
)(p
n−i−l−s−1) ∗∆(l, r + 1)σi) mod pr+1
Proof. Recall from (see 11.3.1) that
Ŵn = c
−1
0 Wnc
σn
0 −
n−1∑
i=1
c0cn−iŴ
(pn−i)
i + pc
−1
0 cn+
1
p
n−1∑
i=1
n−i∑
l=1
c−10 Wic
σk
0 â
σi
n−i−l((Ŵ
σi
l )
(pn−i−l) − (Ŵl)(p
n−l))
By (11.2.2), cσ
i
0 â
σi
n−i−l =
n−i−l∑
j=0
aσ
i
j c
σi+j
n−i−l−j ≡ an−i−l mod pM−(n−i−l)R. By (11.1.2),
pn−i−l+1|((Ŵ σil )(p
n−i−l) − (Ŵl)(p
n−l)). Since r + 1 ≤ M , if we are only interested
in Ŵn modulo p
r+1, we could replace cσ
k
0 â
σi
n−i−l with a
σi
j in the formula. Based on
similar reasons, we can simplify other terms in the formula into the following after
modulo pr+1:
Σ(n, r) ≡ 1
p
n−1∑
i=1
n−i∑
l=1
Wia
σi
n−i−l((Ŵ
σi
l )
(pn−i−l) − (Ŵl)(p
n−l)) mod pr+1
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By (11.1.5), the right hand side modulo pr+1 is further congruent to
1
p
n−1∑
i=1
n−i∑
l=1
Wia
σi
n−i−l((W
(pi)
l + Σ(l, r + 1)
σi)(p
n−i−l) − (Wl + Σ(l, r))(p
n−l))
≡ 1
p
n−1∑
i=1
n−i∑
l=1
Wia
σi
n−i−l((W
(pi)
l + Σ(l, r)
σi)(p
n−i−l) − (Wl + Σ(l, r))(p
n−l))+
n−1∑
i=1
n−i∑
l=1
1
pn−i−l+1
WiW
(pi)
1 W
(pi+1)
1 · · ·W
(pn−l−1)
1 ((W
(pi)
l + Σ(l, r + 1)
σi)(p
n−i−l)
−(W (p
i)
l + Σ(l, r)
σi)(p
n−i−l))
Note that
(W
(pi)
l + Σ(l, r + 1)
σi)(p
n−i−l) − (W (p
i)
l + Σ(l, r)
σi)(p
n−i−l)
=
pn−i−l−1∑
s=0
(
pn−i−l
s
)
W
(pis)
l ∗ ((Σ(l, r + 1)σ
i
)(p
n−i−l−s) − (Σ(l, r)σi)(pn−i−l−s))
=
pn−i−l−1∑
s=0
W
(pis)
l ∗ (
pn−i−l−s∑
j=1
(
pn−i−l
s
)(
pn−i−l−s
j
)
(Σ(l, r)σ
i
)(p
n−i−l−s−j)
∗(∆(l, r + 1)σi)(j))
In the last line, if we assume pα||j, then
(
pn−i−l
s
)(
pn−i−l−s
j
)
=
(
pn−i−l
j
)(
pn−i−l−j
s
)
is
divisible by n−i−l−α by (11.1.4). Thus the last line is divisible by pj(r+1)+n−i−l−α.
Since j(r+1)+n−i−l−α ≥ (r+1)+(n−i−l+j−α−1) ≥ (r+1)+(n−i−l+pα−α−1),
it would have no contribution to Σ(n, r) mod pr+1 unless j = pα = α + 1, which
forces j = 1 (here we have used the assumption that p > 2). This proves
1
p
n−1∑
i=1
n−i∑
l=1
Wia
σi
n−i−l((W
(pi)
l + Σ(l, r + 1)
σi)(p
n−i−l) − (Wl + Σ(l, r))(p
n−l))
≡ 1
p
n−1∑
i=1
n−i∑
l=1
pn−i−l∑
s=1
Wia
σi
n−i−l
(
pn−i−l
s
)
(W
(pn−l−pis)
l ∗ (Σ(l, r)σ
i
)(s))−
1
p
n−1∑
i=1
n−i∑
l=1
pn−l∑
s=1
Wia
σi
n−i−l
(
pn−l
s
)
(W
(pn−l−s)
l ∗ Σ(l, r)(s))+
n−1∑
i=1
n−i∑
l=1
pn−i−l−1∑
s=0
1
p
(
pn−i−l−1
s
)
WiW
(pi)
1 W
(pi+1)
1 · · ·W
(pn−l−1)
1
(W
(pis)
l ∗ (Σ(l, r)σ
i
)(p
n−i−l−s−1) ∗∆(l, r + 1)σi) mod pr+1
This concludes the proof.
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Corollary 13.4.5. Suppose c0 = 1 + p
Mγ0, ci = p
Mγi for i = 1, 2, · · · .
(a) If n ≤M , then Ŵn ≡ Wn mod pM+1−n.
(b) ŴM+1 −WM+1 ≡ W1W (p)1 · · ·W
(pM−1)
1 ∆(1,M)
σM .
Proof. We claim that Σ(n, r) = 0 for n+ r ≤M , and ∆(n,M + 1− n) = W1∆(n−
1,M + 2− n)σ for 2 ≤ n ≤M + 1. Prove the first claim by induction on n. When
n = 1, Ŵ1 = c
−1
0 W1c
σ
0 ≡ W1 mod pM , hence Σ(1, r) = 0 for r ≤ M − 1. The
induction step follows immediately from the formula in (13.4.4). As for the second
claim, note that in the formula in (13.4.4), if r = M + 1 − n, then every Σ(n′, r′)
or ∆(n′, r′) that shows up in the formula satisfies n′+ r′ ≤M + 1, and the equality
holds only in the term W1∆(n − 1,M + 2 − n)σ. This proves our claim, and the
corollary follows immediately from the claim.
Proof of 13.4.2:
We prove by induction on n and (decreasing) induction in r that ordu∆(n, r) ≥
pM−r for r = 0, 1, · · · ,M and n = 1, 2, · · · . When r = M , it follows from the
fact that Ŵn ≡ Wn mod mR. Suppose now 0 ≤ r ≤ M − 1, n ≥ 1 and we have
proved for r + 1 and smaller n. In the formula in (13.4.4), each term either has
a factor of Σ(n′, r) with n′ < n, or has a factor of ∆(n′, r + 1)σ
i
with n′ < n and
i ≥ 1. By the induction hypothesis, their orders are both at least pM−r. This
proves ordu∆(n, r) ≥ pM−r for r = 0, 1, · · · ,M and n = 1, 2, · · · . In particular,
since Ŵn −Wn ≡ ∆(n, 0) mod p, we deduce that ordu(ŵn − wn) ≥ pM .
Follow the notations in (13.3.1), apply (12.2.5) we have ordu(δ) ≥ pM and
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ordu(ti) ≥ pM for i = 1, 2, · · · . When l ≤ dj − 1,
W ′l (i, j) = Wl(i, j) + Pl,i,j(δ, t1, t2, · · · , tl)
and Pl,i,j(0, 0, · · · , 0) = Ŵl(i, j) −Wl(i, j). The condition that M ≥ max{dj|j =
1, 2, · · · ,m} − 1 implies Ŵl(i, j) ≡ Wl(i, j) mod p by (13.4.5). This proves
ordu(w
′
l(i, j)− wl(i, j)) ≥ pM
when l ≤ dj − 1. When l ≥ dj, w′l(i, j) = wl(i, j). This concludes the proof of
(13.4.2).
Proof of 13.4.3:
By (13.3.1),there exist ∆, T1, T2, · · · ∈ W (k)[[S]]〈X〉, and formal power series
Pl,i,j over W (k)[[S]] for each l ≤ dj − 1 such that Rρ(Sl(i, j))−Sl(i, j) = W ′l (i, j)−
Wl(i, j) is equal to Pl,i,j(δ, t1, t2, · · · , tl), where δ = ∆(Ŵl(i, j) − Wl(i, j); i, j =
1, 2, · · · ,m, l ≥ dj), tn = Tn(Ŵl(i, j) −Wl(i, j); i, j = 1, 2, · · · ,m, l ≥ dj) are solu-
tions to infinitely many polynomial equations as in (13.3.1 (b)). Replace δ, t1, t2, · · ·
with ∆, T1, T2, · · · in Pl,i,j, we write
Rρ(Sl(i, j))− Sl(i, j) := Ql,i,j(Ŵl(i, j)−Wl(i, j); i, j = 1, 2, · · · ,m, l ≥ dj)
as formal power series in Ŵl(i, j)−Wl(i, j). Note that ∆, T1, T2, · · · do not depend
on ρ. Since M ≥ max{dj|j = 1, 2, · · · ,m} − 1, by (13.4.5) Ŵl(i, j) ≡ Wl(i, j) for
l ≤ dj − 1. Therefore after modulo p, P l,i,j does not depend on ρ, either. As a
result, Rρ(Sl(i, j)) = Ql,i,j(ŵl(i, j)−wl(i, j); i, j = 1, 2, · · · ,m, l ≥ dj) only depends
on X.
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Let I ′ := {(i, j, l)|i, j = 1, 2, · · · ,m, l ≥ dj}. Write Ql(i, j)(Xl(i, j); (i, j, l) ∈ I ′)
in the form of
∑
J
aJX
J , where aJ ∈ k[[S]] and J runs over all the maps from I ′
to N sending all but finitely many triples (i, j, l) to zero. Let d(J) be the number
of triples (i, j, l) whose images under J are non-zero. By (13.4.2), ordu(ŵl(i, j) −
wl(i, j)) ≥ pM . Therefore when d(J) ≥ Np−M , ordu(aJXI) ≥ N when we evaluate
at Xl(i, j) = ŵl(i, j)−wl(i, j). Since Ql,i,j ∈ k[[S]]〈X〉, there are only finitely many
J satisfying d(J) ≤ Np−M and orduaJ ≤ N . Let J be the set of J that satisfies
d(J) ≤ Np−M and orduaJ ≤ N . Define Sl,i,j(Xl(i, j); (i, j, l) ∈ I ′) :=
∑
J∈J
aJX
J ,
then Rρ(Sl(i, j)) − Sl(i, j) ≡ Sl,i,j(ŵl(i, j) − wl(i, j); (i, j, l) ∈ I ′) mod ordu ≥ N .
By (13.4.5) ŵl(i, j)−wl(i, j) = 0 if l ≤M . Therefore Sl,i,j is in fact a polynomial of
ŵM+1−wM+1, ŵM+2−wM+2, · · · , ŵM+K −wM+K with degree ≤ Np−M . The proof
is now completed.
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