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ABSTRACT OF THE DISSERTATION
Isomorphism of modules for type Dn
by
Ryan R Moruzzi, Jr
Doctor of Philosophy, Graduate Program in Mathematics
University of California, Riverside, June 2019
Dr. Vyjayanthi Chari, Chairperson
In this paper, for the current algebra associated with the Lie algebra so2n(C),
we connect particular CV-modules, indexed by pairs of integral weights (λ, µ) that satisfy
particular conditions, with generalized Demazure modules which were introduced by [Naoi].
In particular, we show an isomorphism of a CV-module V (ξ(λ, µ)) and the module generated
by the tensor product of generating vectors vλ, vµ for the local Weyl modules Wloc(λ) and
Wloc(µ) respectively, i.e. V (ξ(λ, µ)) ∼= 〈vλ⊗vµ〉 ⊂Wloc(λ)⊗Wloc(µ). To complete this proof,
we construct short exact sequences of CV-modules. Moreover, through this construction,
we obtain a Demazure character formula for the CV-module V (ξ(λ, µ)).
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Chapter 1
Introduction
The current algebra, g⊗C[t], associated with a simple Lie algebra g, can be viewed
as the graded subalgebra of the commutator subalgebra of ĝ or as the algebra of polynomial
maps g → C and is denoted as g[t]. An area of interest is studying the representations
of such an algebra. Of particular interest are CV-modules, denoted V (ξ) and introduced
in [6], which are highest weight representations of g[t] with defining relations given through
defining a family of partitions. When the Lie algebra g is simply laced, local Weyl modules
are isomorphic to level one Demazure modules, which were shown to be isomorphic to
particular CV-modules in [6]. More generally, it was also shown in [6] that any level `
Demazure module is isomorphic to particular CV-modules. In [5], level one Demazure
modules, and thus local Weyl modules, were shown as the classical q → 1 limit of an
irreducible local Weyl module for the quantum affine algebra, while the classical q → 1
limit of a Kirillov-Reshetikhin module was shown in [3] and [4] to be higher level stable
Demazure module.
1
Therefore, one studies representations of the quantum affine algebra through cor-
responding representations for the current algebra, when it exists. The systematic study of
the classical q → 1 limits of finite dimensional representations of quantum affine algebras
began in [5]. More recently, in [11] and [12], it was shown that particular Demazure and
Generalized Demazure modules appear as the graded limits of minimal affinizations.
Recently, motivated by the categorification of cluster algebras, the authors in [7]
and [8], more generally in [1], identified an interesting class of ‘prime’ irreducible modules for
the quantum affine algebra. In [2], the authors showed the limit of a family of modules for the
quantum affine algebra associated with sln+1(C), of which included those ‘prime’ modules,
were isomorphic to a fusion product of Demazure modules. Motivated by this, in this
paper, for the current algebra associated with the Lie algebra so2n(C), we connect particular
CV-modules, indexed by pairs of integral weights (λ, µ) that satisfy conditions known as
“interlacing” conditions, with generalized Demazure modules which were introduced in [11]
and [12].
In Chapter 2, we establish the existence of short exact sequences for the family of
CV-modules, V (ξ(λ, µ)) for those pairs of integral weights (λ, µ) and use them to prove the
main theorem. In Chapter 3, we loosen the conditions and expand on the set of weights to
include other pairs not are not just “interlacing” but what we call “admissible”. This allows
us to establish a Demazure character formula for the CV-modules V (ξ(λ, µ)). Moreover, we
believe our set weights can be expanded even more to include more general pairs weights.
2
Chapter 2
Background
2.1 Notation
Throughout, we will denote C by the field of complex numbers, Z, Z+ as the set
of integers and non-negative integers, and N the set of positive integers. Let g be a complex
simple Lie algebra and U(g) the corresponding universal enveloping algebra of g. Let t be
an indeterminate, and consider the complex polynomials C[t]. We denote g[t] = g ⊗ C[t]
the current algebra of g with Lie bracket
[x⊗ f(t), y ⊗ g(t)] = [x, y]⊗ f(t)g(t), x, y ∈ g, f(t), g(t) ∈ C[t]
where [·, ·] is the Lie bracket in g.
For now on, we will consider a finite dimensional simply laced simple Lie algebra
g of rank n. Let I = {1, ..., n} and fix a Cartan subalgebra h of g. We construct a non-
degenerate, bilinear form on h∗, denoted (·, ·) and denote the set of roots with respect to h
as R ⊂ h∗ with R+ be the set of positive roots and θ the highest root. R has a basis given
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by the set of simple roots ∆ = {αi, i ∈ I}. Denote Q and Q+ as the Z and Z+ span of
simple roots.
The Weyl group of g is generated by simple reflections si, i ∈ I, where the si are
given by
si(αj) = αj − 2(αi, αj)
(αi, αi)
αi, αi, αj ∈ ∆
Let x±α , α ∈ R+, hi, i ∈ I be a choice of basis of g. We then have the following decomposition
of g
g = n+ ⊕ h⊕ n−
where h =
⊕
i∈I
Chi, n± =
⊕
α∈R+
Cx±α .
Let {ωi : i ∈ I} ⊂ h∗ be the set of fundamental weights, where each is given by
ωi(hj) = δi,j , where δi,j is the Kronecker delta function. Let P and P
+ be the Z and Z+
span of fundamental weights and define a partial order on P by: for each λ, µ ∈ P , we say
λ ≥ µ if and only if λ − µ ∈ Q+. Denote P+(1) a subset of P+ by P+(1) = {λ ∈ P+ :
λ(hi) ≤ 1, ∀ i ∈ I} ⊂ P+.
Unless otherwise stated, from here on out we will denote g as the type D Lie
algebra, which can be realized through the following Dynkin diagram:
1 2 n-3 n-2
n-1
n
4
2.2 Affine Lie Algebra
Denote ĝ as the untwisted affine Lie algebra associated to g. It can be realized as
follows: for an indeterminate t, denote C[t±] the algebra of Laurent polynomials. Define a
Lie algebra structure on the vector space
ĝ = g⊗ C[t±]⊕ Cc⊕ Cd
by requiring c to be central, and bracket given by
[x⊗ tr, y ⊗ ts] = [x, y]⊗ tr+s + tr(xy)c, [d, x⊗ tr] = r(x⊗ tr), x, y ∈ g, r, s ∈ Z
Note, the current algebra g[t] is a subalgebra of [ĝ, ĝ].
Denote ĥ as the Cartan subalgebra of ĝ which is given by ĥ = Ch⊕ Cc⊕ Cd and
denote n̂+ and b̂ as
n̂+ = g⊗ tC[t]⊕ n+, b̂ = n̂+ ⊕ ĥ.
We regard h∗ as a subspace of ĥ∗ by setting ϕ(c) = ϕ(d) = 0 for all ϕ ∈ h∗. Let δ,Λ0 ∈ ĥ∗
be given by
δ(h⊕ c) = 0, δ(d) = 1, Λ0(h⊕ d) = 1,Λ0(c) = 0
Define elements Λi ∈ ĥ∗ by Λi = ωi + wi(hθ)Λ0 for each i inI. Take P̂ to be the Z span of
{δ} and {Λi : 0 ≤ i ≤ n} and P̂+ the Z span of {δ} and Z+ span of {Λi : 0 ≤ i ≤ n}.
2.3 Affine Weyl Group
Let si be the simple reflections of the affine Weyl group Ŵ . For each 0 ≤ i ≤ n,
it acts on ĥ and ĥ∗ by
si(λ) = λ− λ(hi)αi, si(h) = h− αi(h)hi, λ ∈ ĥ∗, h ∈ ĥ
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Note that w ∈ Ŵ is such that w(c) = c and w(d) = d.
Recall the Weyl group of g is generated by the simple reflections si for each i ∈ I
and can be viewed as a subgroup of Ŵ . The affine Weyl group Ŵ can also be realized as
follows: The action of W on ĥ∗ preserves P and Q and we have an isomorphism of groups
Ŵ ∼= W nQ
The extended affine Weyl group W˜ is given by W n P and Ŵ is a normal subgroup of W˜ .
If T is the group of diagram automorphisms of ĝ, then we have
W˜ ∼= T n Ŵ .
The following formulae make explicit the action of λ ∈ P on ĥ∗: For µ ∈ h∗ ⊕ Cδ
tλ(µ) = µ− (µ, λ)δ, tλ(Λ0) = Λ0 + λ− 1
2
(λ, λ)δ
2.4 Local Weyl modules and CV Modules
Let λ ∈ P+. The local Weyl module, denoted Wloc(λ), is the g[t]-module generated
by wλ with defining relations
(x+i ⊗ C[t])wλ = 0, (hi ⊗ tr)wλ = δr,0λ(hi)wλ, (x−i ⊗ 1)λ(hi)+1wλ = 0
for each i ∈ I and r ∈ Z+. One should note that wtWloc(λ) ⊂ λ−Q+ and dimWloc(λ)λ = 1.
It follows that Wloc(λ) is indecomposable as a g[t]-module and that Wloc(0) is isomorphic
to the trivial g[t]-module.
We now consider a particular quotient of Wloc(λ). We say (ξ
α)α∈R+ is a λ-
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compatible |R+|-tuple of partitions if
ξα = (ξα1 ≥ ξα2 ≥ · · · ≥ ξαs ≥ 0), |ξα|=
s∑
i=1
ξαi = λ(hα)
for all α ∈ R+. Define the CV-module, denoted V (ξ), to be the quotient of Wloc(λ) by the
submodule generated by the elements
{(x+α ⊗ t)s(x−α ⊗ 1)s+rwλ : s, r ∈ N, s+ r ≥ 1 + rk +
∑
j≥k+1
ξαj for some k ∈ N}
Denoting vξ the image of wλ in V (ξ), one can see that V (ξ) is the g[t]-module generated by
vξ with defining relations
(x+i ⊗ C[t])wλ = 0, (hi ⊗ tr)vξ = δr,0λ(hi)wλ, (x−i ⊗ 1)λ(hi)+1vξ = 0
(x+α ⊗ t)s(x−α ⊗ 1)s+rvξ
for s, r ∈ N, s + r ≥ 1 + rk + ∑
j≥k+1
ξαj for some k ∈ N. This is an infinite set of defin-
ing relations. In [10], a refined presentation was given for CV-modules, with the original
presentation given in [6]. We now give that presentation.
Define elements of U(g[t]) by
x−α (r, s) =
∑
(bp)p≥0∈S(r,s)
(x−α ⊗ 1)(bp0 )(x−α ⊗ t)(b1) · · · (xα ⊗ ts)(bs)
where S(r, s) = {(bp)p≥0 : bp ∈ Z+,
∑
p≥0
bp = r,
∑
p≥0
pbp = s}. Then, V (ξ) is the g[t]-module
generated by vξ with defining relations
(x+i ⊗ C[t])vξ = 0, (hi ⊗ tr)vλ = δr,0λ(hi)vξ, (x−i ⊗ 1)λ(hi)+1vξ = 0
x−α (r, s)vξ = 0, 1 ≤ r ≤ ξα1 − 1, s = 1− r +
r∑
j=1
νj
where νj is the number of parts of the partition ξ
α greater than or equal to j.
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2.5 Demazure Modules and Generalized Demazure Modules
For Λ ∈ P̂+, let V (Λ) be the highest weight integrable ĝ-module generated by vΛ
with defining relations
n̂+vΛ = 0, hvΛ = Λ(h)vΛ, (x
−
i ⊗ 1)Λ(hi)+1vΛ = 0
where h ∈ ĥ and 0 ≤ i ≤ n. Note that wtV (Λ) ⊂ Λ− Q̂+, where Q̂+ is the Z+ span of αi,
0 ≤ i ≤ n and δ. For wτ ∈ W˜ , where w ∈ Ŵ and τ ∈ T , we define the Demazure module,
denoted Vw(τΛ) as the b̂-module of V (τΛ)given by
Vw(τΛ) = U(b̂)vwτΛ, 0 6= vwτΛ ∈ V (τΛ)wτΛ
Note, when wΛ(hi) ≤ 0 for all 1 ≤ i ≤ n, then we have n−vwΛ = 0 and Vw(τΛ) can be
viewed as a module for the parabolic subalgebra b̂ ⊕ n−, and thus can be extended to a
module for the current algebra g[t]. Writing wΛ = w0λ+ Λ(c)Λ0 + rδ, we denote ` = Λ0(c)
as the level of the Demazure module, and D(`, λ) the level ` g[t]-module. For here on,
we will always work with weights satisfying this condition, and thus will view Demazure
modules are modules for the current algebra.
In [6], the authors made a connection with CV-modules and Demazure modules.
Given λ ∈ P+ and ` ∈ N, we define, in a natural way, a |R+|-tuple of λ compatible
partitions. For each α ∈ R+ with λ(hα) > 0, let sα,mα ∈ N be the unique positive integers
satisfying
λ(hα) = `(sα − 1) +mα, 1 ≤ mα ≤ `
If λ(hα) = 0, set sα = 0 = mα. Let ξ(`, λ) = (ξ
α)α∈R+ be such that: ξα is the empty
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partition if λ(hα) = 0, otherwise
ξα = (` ≥ ` ≥ · · · `︸ ︷︷ ︸
sα−1
≥ mα)
For this |R+|-tuple of partitions, we denote the corresponding CV-module as V (ξ(`, λ)).
The authors in [6] then proved
Theorem 1 Let ` ∈ Z+ and λ ∈ P+. We have an isomorphism of g[t]-modules V (ξ(`, λ)) ∼=
D(`, λ). Equivalently, D(`, λ) is the quotient of Wloc(λ) by the submodule generated by
{(x−α ⊗ tsα)wλ : α ∈ R+} ∪ {(x−α ⊗ tsα−1)mα+1 : α ∈ R+,mα < `}
In [2], the authors proved a refinement of the previous presentation for level 2
Demazure modules, which are important for our study. The following is a slightly more
general statement then what was proven there:
Proposition 2 Assume g is simply laced, and let λ ∈ P+. For each α ∈ R+, write
λ(hα) = 2(sα − 1) +mα where mα ∈ {1, 2}. The relation
(x−α ⊗ tsα−1)mα+1wλ
in D(2, λ) is redundant.
We now give the definition of a generalized Demazure module, which was first
given in [11] and [12]. Let λ1, λ2, · · · , λp be a sequence of elements belonging to the Weyl
group orbits Ŵ (P̂+) of dominant integral weights of ĝ. Similar to that of the Demazure
module, define a U(b̂)-module D(λ1, λ2, · · · , λp) as follows: for each 1 ≤ j ≤ p, let Λj ∈ P̂+
be the unique dominant integral weight satisfying λj ∈ Ŵ (Λj). Take a nonzero vector vλj
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in the 1-dimensional weight space V (Λj)λj . Then, we have
D(λ1, λ2, · · · , λp) = U(b̂)(vλ1 ⊗ vλ2 ⊗ · · · ⊗ vλp) ⊂ V (Λ1)⊗ V (Λ2)⊗ · · ·V (Λp)
Again, in our case, we are assuming wΛj(hi) ≤ 0 for all 1 ≤ i ≤ n, so we can regard
the generalized Demazure module as a g[t]-module. Note, that for a single element λ, the
definition of the generalized Demazure module aligns with the previous definition given.
10
Chapter 3
Connection of CV-modules with
Generalized Demazure Modules
This work is motivated by the work of Brito, Chari, Moura in cite where they
studied the specialization of prime representations of Uq(ŝln+1) and proved these were iso-
morphic to level two Demazure modules. It is natural to ask what happens when our Lie
algebra is now type D. more here
3.1 Preliminaries
We first give the definition of what it means for a pair of weights to interlace and
to be called an interlacing pair. These weights are an important part of the main result.
Definition 3 (λ, µ) ∈ P+(1)×P+(1) interlace if for all 1 ≤ i < j 6= n with λ+µ(hαi,j ) = 2,
we have i ∈ Sλ ⇒ j ∈ Sµ or vice versa.
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Definition 4 (λ, µ) ∈ P+(1) × P+(1) is an interlacing pair if (λ, µ) interlace and satisfy
one of the following
1. If {n− 1, n} ⊂ Sλ+µ, then {n− 1, n} ∈ Sλ or {n− 1, n} ∈ Sµ
2. If λ = λ1 + ν, and µ = µ1 + ν for some ν ∈ P+, then max{Sλ1 , Sµ1} ≤ minSν and
(λ1, µ1) interlace.
We will now assume throughout that if {n − 1, n} ∈ Sλ+µ, then {n − 1, n} ∈ Sλ
and if {n− 1, n} /∈ Sλ+µ, then maxSλ+µ ∈ Sµ. This assumption is made to avoid cases in
the overall proof of the main theorem.
Definition 5 Let (λ, µ) ∈ P+(1) × P+(1) be an interlacing pair of weights. For each
α ∈ R+, define αλ,µ and rαλ,µ as follows
αλ,µ = |λ(hα)− µ(hα)|, rαλ,µ = maxλ(hα), µ(hα)
The proposition that follows establishes an important fact about an interlacing
pair of weights related to αλ,µ for all α ∈ R+.
Proposition 6 Assume (λ, µ) ∈ P+(1) × P+(1) is an interlacing pair. Then we have
αλ,µ ≤ 2 for all α ∈ R+. Moreover, we have αλ,µ ≤ 1 for all α ∈ R+ if and only if one of
the following hold:
• max(Sλ+µ) = n− 1
• max(Sλ+µ) = n and n− 1 /∈ Sλ+µ.
• λ = ωi, µ = 0 or vice versa , 1 ≤ i ≤ n
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• λ = ωi, µ = ωi+1 for 1 ≤ i ≤ n− 2
• λ = ωn−1 + ωn, µ = ωn−2.
Moreover, if λ = µ, then αλ,µ = 0 for all α ∈ R+.
Proof. Assume (λ, µ) ∈ P+(1) × P+(1) is an interlacing pair, and λ 6= µ. If
λ = µ, then note αλ,µ = 0 for all α ∈ R+. Let αλ,µ ≤ 1 for all α ∈ R+ and, for sake of
contradiction, assume maxSλ+µ ≤ n − 2 and 3 ≤ |Sλ+µ|. We will show that αλ,µ = 2 for
some α ∈ R+. Let ` = maxSλ+µ and consider the root
α = αi,¯`, 1 ≤ i ≤ `− 1
such that Sλ+µ ∩ [i, ` − 1] ≡ 0 mod 2. Note, this construction is possible because of our
assumptions on Sλ+µ. Then, since (λ, µ) interlace, we have 
α
λ,µ = 2.
Now, assume {n − 1, n} ∈ Sλ+µ, 3 ≤ |Sλ+µ|, and λ + µ 6= ωn−2 + ωn−1 + ωn.
Consider the root
α = αn−2,n
Since (λ, µ) interlace, we have αλ,µ = 2. Therefore, we have proven the desired result in the
forward direction.
For the backward direction, lets first assume max(Sλ+µ) = n− 1. Note, a similar
argument will hold for assuming max(Sλ+µ) = n, and n − 1 /∈ Sλ+µ. We can note that
since (λ, µ) are an interlacing pair, and we are assuming max(Sλ+µ) = n− 1, we must have
|Sλ| = |Sµ| ± 1. Therefore, in this case, αλ,µ ≤ 1 for all α.
Last, it is easily seen that αλ,µ ≤ 1 for each of the last three conditions, going
through each positive root of Dn.
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The next proposition and proceeding corollaries establish explicit forms of roots
whenever αλ,µ = 2. In particular, the following provides the existence of a unique smallest
root with αλ,µ = 2, where smallest refers to the height with respect to all other roots.
Proposition 7 Let (λ, µ) ∈ P+(1) × P+(1) be an interlacing pair and suppose γ ∈ R+
exists with γλ,µ = 2, ` = max{Sλ, Sµ}. Then, γ must be of the following:
If {n− 1, n} /∈ Sλ+µ, then
γ = αi,¯`, Sλ+µ ∩ [i, `− 1] ≡ 0 mod 2, Sλ+µ ∩ [`, n− 2] ≡ 1 mod 2
If {n− 1, n} ∈ Sλ,µ, then
γ =

α`,n Sλ+µ ∩ [`, n− 2] ≡ 0 mod 2
αi,¯`, Sλ+µ ∩ [i, `] ≡ 0 mod 2, Sλ+µ ∩ [`, n− 2] ≡ 0 mod 2
Proof. Let (λ, µ) ∈ P+(1)×P+(1) be an interlacing pair and γ ∈ R+ be such that γλ,µ = 2.
So, γ can be one of the two following forms forms of positive root of Dn
γ =

αi,`, 1 ≤ i ≤ ` ≤ n
αi,¯`, 1 ≤ i ≤ ` ≤ n− 2
By Proposition 6, since γλ,µ = 2, we must have {n − 1, n} ⊆ Sλ+µ or {n − 1, n} * Sλ+µ.
First suppose {n− 1, n} * Sλ+µ. If γ = αi,`, then one can check that
λ(hγ) = µ(hγ)± 1 or λ(hγ) = µ(hγ)
Therefore, γλ,µ = 0, 1, which contradicts our assumptions and γ must be of the second form.
Further, since γλ,µ = 2, we have λ(hγ) + µ(hγ) being even and thus, Sλ+µ ∩ [i, ` − 1] ≡ 0
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mod 2. If Sλ+µ ∩ [`, n − 2] ≡ 0 mod 2, then since λ and µ interlace, we get λ(h`,n−2) =
µ(h`,n−2) and 
γ
λ,µ = 0, contradicting our assumption. Therefore, Sλ,µ∩ [`, n−2] ≡ 1 mod 2
and the result follows.
Now let {n − 1, n} ⊆ Sλ+µ and suppose γ = αi,`, 1 ≤ i ≤ ` ≤ n. If ` ≤ n − 2 or
`− 1 = n− 2 and ` ∈ {n− 1, n}, then one can show
λ(hγ) = µ(hγ)± 1 or λ(hγ) = µ(hγ)
Thus, γ = αi,n. Further, since λ(hγ) + µ(hγ) is even, we get Sλ+µ ∩ [i, n − 2] ≡ 0 mod 2.
Now, suppose γ = αi,¯`, 1 ≤ i ≤ ` ≤ n− 2. Again, since λ(hγ) +µ(hγ) is even, we must have
Sλ+µ ∩ [i, ` − 1] ≡ 0 mod 2. If Sλ+µ ∩ [`, n − 2] ≡ 1 mod 2, since λ, µ interlace, one can
show
λ(h`,n) = µ(h`,n)
which then gives γλ,µ = 0, a contradiction. Therefore, Sλ+µ ∩ [`, n− 2] ≡ 0 mod 2 and the
result follows.
Corollary 8 If γλ,µ = 2 for some γ ∈ R+, then there is a unique β ∈ R+ with βλ,µ = 2 and
ht(β) ≤ ht(γ). Moreover, β explicitly has the form
β =

αn−2,n, {n− 1, n} ∈ Sλ+µ, n− 2 /∈ Sλ+µ
αij−1,n, {n− 1, n} ∈ Sλ+µ, n− 2 ∈ Sλ+µ
αij−1,i¯j , {n− 1, n} /∈ Sλ+µ, ij − 1 /∈ Sλ+µ
αij−2,i¯j , {n− 1, n} /∈ Sλ+µ, ij − 1 ∈ Sλ+µ
where ij = max{Sλ+µ ∩ [1, n− 2]}.
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Corollary 9 Let β ∈ R+ be of minimal height with βλ,µ = 2. If γ ∈ R+ is another root
with γλ,µ = 2, then γ−β can be written as a sum of at most two positive roots γ1, γ2, where
rγλ,µ = r
β
λ,µ + r
γ1
λ,µ + r
γ2
λ,µ.
Now that we have established the existence of a unique root with minimal height
corresponding to αλ,µ = 2, we show that the difference of an interlacing pair and such a root
is still an interlacing pair, which aides in induction in the proof of the main theorem.
Proposition 10 Let (λ, µ) ∈ P+(1)×P+(1) be an interlacing pair and suppose there exists
β ∈ R+ of minimal height with βλ,µ = 2. If {n−1, n} ∈ Sλ+µ, then (λ−β, µ) is an interlacing
pair. If {n− 1, n} /∈ Sλ+µ, then (λ, µ− β) is an interlacing pair.
Proof. Let (λ, µ) ∈ P+(1) × P+(1) be an interlacing pair and suppose β ∈ R+ exists of
minimal height with βλ,µ = 2. First, suppose {n− 1, n} ∈ Sλ,µ. Then, we must have
λ = · · ·+ ωij−3 + ωij−1 + ωn−1 + ωn
µ = · · ·+ ωij−2 + ωij
where ij = max{Sλ+µ ∩ [1, n − 2]}. Since β ∈ R+ exists of minimal height with βλ,µ = 2,
from Corollary 8, we know β can be one of two roots
β =

αn−2,n, n− 2 /∈ Sλ+µ
αij−1n, n− 2 ∈ Sλ+µ
In terms of fundamental weights, we have β being
β =

ωn−1 + ωn − ωn−3, n− 2 /∈ Sλ+µ
ωij + ωn−1 + ωn − ωn−2 − ωij−1−1, n− 2 ∈ Sλ+µ
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In either case, one sees that (λ− β, µ) is an interlacing pair.
Suppose now that {n− 1, n} /∈ Sλ+µ. Then, we have λ and µ being
λ = · · ·+ ωij−3 + ωij−1
µ = · · ·+ ωij−2 + ωij
where ij = max{Sλ+µ ∩ [1, n − 2]}. Since β ∈ R+ exists of minimal height with βλ+µ = 2,
we know by Corollary 8, we have β being of two forms
β =

αij−1,i¯j , ij − 1 /∈ Sλ+µ
αij−2 i¯j , ij − 1 ∈ Sλ+µ
In terms of fundamental weights, we have
β =

ωij − ωij−2, ij − 1 /∈ Sλ+µ
ωij−2 + ωij − ωij−2−1 − ωij−1 , ij − 1 ∈ Sλ+µ
In either case, one notices that (λ, µ− β) is an interlacing pair, thus completing the proof.
In the two Propositions that follow, I establish more results for roots relating to a
unique root of minimal height. These are needed for the proofs in Sections 3.3 and 3.4.
Proposition 11 Suppose β ∈ R+ be a root of minimal height with βλ,µ = 2 and α ∈ R+.
Then, α+ β ∈ R+ if and only if β(hα) = −1.
Proof. First, suppose β ∈ R+ is a root of minimal height with βλ,µ = 2 and α ∈ R+
another root such that α + β ∈ R+. Recall, from Corollary 8 the four forms of β. We will
17
prove the result only for the first and fourth forms of β since similar calculations prove the
result for β = αij−1,n and β = αij−1,i¯j .
Suppose β = αn−2,n. Then, α can be of the following forms
α =

α`,n−3, 1 ≤ ` ≤ n− 4
α`,n−2, 1 ≤ ` ≤ n− 3
Note that, for each αi,
β(hi) =

0, i = n− 2, 1 ≤ i ≤ n− 4
1, i = n− 1, n
−1, i = n− 3
and therefore, one can check that β(hα) = −1 for each α.
Suppose β = αij−2,i¯j . Then, α can be of the following forms
α =

α`,ij−2−1, 1 ≤ ` ≤ ij−2 − 1
α`,ij−1 , 1 ≤ ` ≤ ij−1, ` 6= ij−2
Note that, for each αi, i ∈ I,
β(hi) =

0, 1 ≤ i ≤ ij−2 − 2, ij−2 + 1 ≤ i ≤ n, i 6= ij−1, ij , n− 2
1, i = ij−2, ij , n− 2
−1, i = ij−2 − 1, ij−1
therefore, one can check that β(hα) = −1 for each α.
Now, suppose β ∈ R+ is a root of minimal height with βλ,µ = 2 and α + β /∈ R+.
We will show β(hα) 6= −1. Similar to the previous argument, recall from Corollary 8 the
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four forms of β. We will prove the result only for the first and fourth forms of β since
similar calculations prove the result for β = αij−1,n and β = αij−1,i¯j .
Suppose β = αn−2,n. Then, α can be of the following
α =

αj , j = n− 2, n− 1, n
αi,j , 1 ≤ i ≤ j ≤ n− 4
αi,j , 1 ≤ i ≤ n− 2, j ∈ {n− 1, n}
αi,n, 1 ≤ i ≤ n− 2
αi,j¯ , 1 ≤ i < j ≤ n− 2
and again, since for each αi,
β(hi) =

0, i = n− 2, 1 ≤ i ≤ n− 4
1, i = n− 1, n
−1, i = n− 3
one can see that β(hα) = 0, 1, 2.
Next, suppose β = αij−2,i¯j . Then, α can be of the following forms
α =

αi, i 6= ij − 1
αi,j , 1 ≤ i ≤ j < ij−2
αi,j , 1 ≤ i < ij−2 ≤ j ≤ n, j 6= ij − 1
αi,j¯ , 1 ≤ i ≤ j ≤ n− 2
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Then, for each i ∈ I, we have
β(hi) =

0 1 ≤ i < ij−2 − 1, ij−2 < i < ij − 1, ij < i < n
1 i = ij−2, ij
−1 i = ij−2 − 1, ij − 1,
Therefore, one can see we have β(hα) = 0, 1, 2.
Proposition 12 Suppose β ∈ R+ is a root of minimal height with βλ,µ = 2 and α ∈ R+ be
such that α+ β /∈ R+ with (β(hα), αλ,µ) = (1, 1). Then, either
1. α = β + γ, γ ∈ R+ with
rγλ,µ + r
β
λ,µ − 2 ≤ rαλ,µ−β and rγλ,µ + rβλ,µ − 1 = rαλ,µ.
2. Or α = β − γ, γ ∈ R+ with
rαλ,µ−β = r
β
λ,µ − 2 and rαλ,µ ≤ rβλ,µ − 1.
Proof. Suppose β ∈ R+ is a root of minimal height with βλ,µ = 2 and α ∈ R+ be such that
α+ β /∈ R+ with β(hα) = 1, αλ,µ = 1. Recall the forms of β from Corollary 8.
We will prove the result only for the first and fourth forms of β since similar
calculations prove the result for β = αij−1,n and β = αij−1,i¯j .
Suppose β = αn−2,n. The roots α ∈ R+ for which α+ β /∈ R+ and β(hα) = 1 are
given by
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α =

α`, ` = n− 1, n
αn−2 + α` ` = n− 1, n
α`,n, 1 ≤ ` ≤ n− 3
In the first two cases of α, we have
α =

β − (αn−2 + αjˆ)
β − αjˆ
where jˆ = n− 1 if j = n and vice versa. Therefore, γ = αn−2 +αjˆ or αjˆ and γλ,µ = 1. Also,
since rαλ,µ = 1 in both cases, we have
rαλ,µ−β = 0 = r
β
λ,µ − 2 and rαλ,µ = rβλ,µ − 1
In the last case of α, we have
α = β + (αj + · · ·+ αn−3)
and since αλ,µ = 1, 
β
λ,µ = 2, we have 
γ
λ,µ = 1 which gives
rγλ,µ + r
β
λ,µ − 1 = rαλ,µ.
And since γλ,µ + 
β
λ,µ − 3 ≤ αλ,µ−β, we have
rγλ,µ + r
β
λ,µ − 2 ≤ rαλ,µ−β
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Suppose β = αij−2,i¯j . The roots α ∈ R+ such that β(hα) = 1 are
α =

αij−2,`, ij−2 ≤ ` < ij − 1
αij ,`, ij ≤ ` ≤ n
αij ,n−2 + αn,
αij−2,`, ij ≤ ` ≤ n
α`, ¯ij−2 , 1 ≤ ` ≤ ij−2 − 1
In the first four cases of α, one notices
α = β − γ
for some γ ∈ R+ and since rαλ,µ = 1, we have
rαλ,µ ≤ rβλ,µ − 1 and rαλ,µ−β ≤ rβλ,µ − 2
In the last case of α, one notices
α = β + α`,ij−1
where γ = α`,ij−1, and from an argument using the reverse triangle inequality along with
Proposition 7, we can deduce γλ,µ = 1. Therefore, we have
rγλ,µ + r
β
λ,µ − 2 ≤ rαλ,µ−β and rγλ,µ + rβλ,µ − 1 = rαλ,µ
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3.2 Main Theorem
For weights (λ, µ) ∈ P+(1)× P+(1) which are an interlacing pair, recall, for each
α ∈ R+,
rαλ,µ and 
α
λ,µ = |λ(hα)− µ(hα)|.
We now define a specific V (ξ)-module, denoted V (ξ(λ, µ)) with partitions given by
ξα = (2r
α
λ,µ−αλ,µ , 1
α
λ,µ).
Defining this module with these partitions gives us the following proposition, which follows
by way of definition.
Proposition 13 The assignment vλ,µ 7→ vλ ⊗ vµ defines a surjective homomorphism of
U(g[t])-modules
V (ξ(λ, µ))→ 〈vλ ⊗ vµ〉
We now state the main theorem, which gives us an isomorphism with a generalized De-
mazure module, and a V (ξ(λ, µ)) module.
Theorem 14 If (λ, µ) ∈ P+(1)× P+(1) are an interlacing pair, then
V (ξ(λ, µ)) ∼= U(g[t])(vλ ⊗ vµ) ⊂Wloc(λ)⊗Wloc(µ)
Sections 3.3 and 3.4 give results needed in the proof of the main theorem, which
is then given in Section 3.5.
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3.3 Cylic Kernel
In this section, we establish the following proposition which gives us that the kernel
of a map of g[t]-modules is cyclic.
Proposition 15 Let (λ, µ) ∈ P+(1)×P+(1) be an interlacing pair of weights. Then, there
exists a surjective map of g[t]-modules
ϕ : V (ξ(λ, µ)) D(2, λ+ µ).
Furthermore, if there exists β ∈ R+ of minimal height with βλ,µ = 2, then
kerϕ = U(g[t])(x−β ⊗ tr
β
λ,µ−1)vξ
If αλ,µ ≤ 1 for all α ∈ R+ then this map is an isomorphism.
The remaining part of this section is dedicated to the proof of the previous proposition.
Proof. Let (λ, µ) ∈ P+(1)× P+(1) be an interlacing pair of weights and define the map
ϕ : V (ξ(λ, µ))→ D(2, λ+ µ)
to be given by ϕ(vξ) = vλ+µ where vλ+µ is the cyclic generator of D(2, λ+ µ). Since both
modules have the same highest weight and are quotients of the same local Weyl module, we
only need to check the relation
(x−α ⊗ tr
α
λ,µ)vξ = 0, α ∈ R+ (3.1)
In D(2, λ+ µ), we have the relation
(x−α ⊗ tsα)vλ = 0
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where sα is the unique integer such that λ+ µ(hα) = 2(sα − 1) +mα with mα ∈ {1, 2} and
since
rαλ,µ =
λ(hα) + µ(hα) + 
α
λ,µ
2
we have sα ≤ rαλ,µ for all α ∈ R+. Specifically, we have sα < rαλ,µ only when αλ,µ = 2, in
which case we have sα = r
α
λ,µ − 1. Therefore, the (3.1) holds, and we know
kerϕ = 〈(x−α ⊗ tr
α
λ,µ−1)vλ,µ : αλ,µ = 2〉
Let β ∈ R+ be of minimal height with βλ,µ = 2. To show
kerϕ = 〈(x−β ⊗ tr
β
λ,µ−1)vλ,µ〉
we first note (x−β ⊗ trβ−1)vλ,µ ∈ kerϕ. Now, we show
(x−α ⊗ tr
α
λ,µ−1)vλ,µ ∈ 〈(x−β ⊗ tr
β
λ,µ−1)vλ,µ〉
for each α ∈ R+ with αλ,µ = 2.
Let α ∈ R+ be such that αλ,µ = 2. By Corollary 9, α− β can be written as a sum
of at most two roots γ1, γ2 ∈ R+, each of which corresponding to γiλ,µ = 0, i = 1, 2. WLOG,
assume α− β = γ1. Then, since
rαλ,µ = r
γ1
λ,µ + r
β
λ,µ,
we have
(x−α ⊗ tr
α
λ,µ−1)vξ = (x−γ1 ⊗ tr
γ1
λ,µ)(x−β ⊗ tr
β
λ,µ−1)vξ
and therefore
(x−α ⊗ tr
α
λ,µ−1)vξ ∈ 〈(x−β ⊗ tr
β
λ,µ−1)vξ〉 = kerϕ
as desired.
25
3.4 Quotient of a V (ξ) module
In this section, we will assume {n − 1, n} /∈ Sλ+µ. Thus, for an interlacing pair
(λ, µ) ∈ P+(1) × P+(1), if β ∈ R+ exists of minimal height with βλ,µ = 2, then (λ, µ − β)
is also an interlacing pair. Also, V (ξ(λ, µ− β)) is defined the same as before, i.e. the cyclic
g[t]-module generated by vλ,µ−β with defining relations given by the partitions
ξα = (2r
α
λ,µ−β−λ,µ−β1
α
λ,µ−β )
where rαλ,µ−β = max{λ(hα), µ − β(hα)} and αλ,µ−β = |λ(hα) − µ(hα) + β(hα)|. Now, the
following proposition provides an existence of a surjective map of g[t]-modules.
Proposition 16 Let (λ, µ) ∈ P+(1) × P+(1) be an interlacing pair and suppose β ∈ R+
exists of minimal height with βλ,µ = 2. Then there exists a surjective map of g[t]-modules
ϕ : V (ξ(λ, µ− β)) U(g[t])(x−β ⊗ tr
β
λ,µ−1)vλ,µ
where (λ, µ− β) ∈ P+(1)× P+(1) is also an interlacing pair.
Proof. Let (λ, µ) ∈ P+(1) × P+(1) be an interlacing pair and suppose β ∈ R+
exists of minimal height with βλ,µ = 2. Consider V (ξ(λ, µ− β)), which is of highest weight
λ+ µ− β, and consider the map
ϕ : V (ξ(λ, µ− β))→ U(g[t])(x−β ⊗ tr
β
λ,µ−1)vλ,µ
by mapping vλ,µ−β 7→ (x−β ⊗ tr
β
λ,µ−1)vλ,µ. We will first show the local Weyl relations from
V (ξ(λ, µ− β)) hold on the generator (x−β ⊗ tr
β
λ,µ−1)vλ,µ.
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First, we have (x+i ⊗ 1)(x−β ⊗ tr
β
λ,µ−1)vξ = 0 whenever β − αi /∈ R+. When
β − αi ∈ R+, we have
(x+i ⊗ 1)(x−β ⊗ tr
β
λ,µ−1)vξ = (x−β−αi ⊗ t
r
β−αi
λ,µ −1)vξ = 0
where the last equality follows if rβ−αiλ,µ ≤ rβλ,µ − 1. Thus,
rβ−αiλ,µ =
λ(hβ−αi) + µ(hβ−αi) + 
β−αi
λ,µ
2
=
λ(hβ) + µ(hβ)− λ(hαi)− µ(hαi) + β−αiλ,µ
2
≤ λ(hβ) + µ(hβ)
2
(∗)
=
λ(hβ) + µ(hβ) + 
β
λ,µ
2
− 1
= rβλ,µ − 1
where (∗) holds since β−αiλ,µ ∈ {0, 1} and since (λ, µ) are interlacing, one of λ(hαi) and µ(hαi)
are forced to be 1 while the other is 0.
For s ∈ Z+, we have
(hi ⊗ ts)(x−β ⊗ tr
β
λ,µ−1)vξ =

0, if s ≥ 1
(λ+ µ− β)(hi)(x−β ⊗ tr
β
λ,µ−1)vξ, otherwise
since
(hi ⊗ ts)(x−β ⊗ tr
β
λ,µ−1)vξ = (x−β ⊗ tr
β
λ,µ−1)(hi ⊗ ts)vξ + [(hi ⊗ ts), (x−β ⊗ tr
β
λ,µ−1)]vξ
= δs,0(λ+ µ)(hi)(x
−
β ⊗ tr
β
λ,µ−1)vξ − β(hi)(x−β ⊗ tr
β
λ,µ−1+s)vξ
noting that whenever s ≥ 1, (x−β ⊗ tr
β
λ,µ−1+s)vξ = 0. Now, since (x−β ⊗ tr
β
λ,µ−1)vξ is a
highest weight vector along with the fact we are working with finite dimensional irreducible
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modules, we may restrict to the sl2(i) module for each simple root αi, i ∈ I, and we get the
last required relation
(x−i ⊗ 1)λ(hi)+µ(hi)−β(hi)+1(x−β ⊗ tr
β
λ,µ−1)vξ = 0
For each α ∈ R+, we now need to show the relation
(x−α ⊗ tr
α
λ,µ−β )(x−β ⊗ tr
β
λ,µ−1)vξ = 0 (3.2)
though this depends on whether α+β is a root. Therefore, we proceed with cases on α+β.
First, assume α ∈ R+ is such that α + β ∈ R+. We need to check the following
equation holds
(x−β ⊗ tr
β
λ,µ−1)(x−α ⊗ tr
α
λ,µ−β )vξ + (x
−
β+α ⊗ tr
β
λ,µ+r
α
λ,µ−β−1)vξ = 0 (3.3)
The previous holds by showing
rαλ,µ ≤ rαλ,µ−β (3.4)
and
rβ+αλ,µ ≤ rβλ,µ + rαλ,µ−β − 1 (3.5)
First we will show inequality (3.4). Note, we have
αλ,µ ≤ αλ,µ−β + 1
by Lemma 11 and an application of the triangle inequality. Then,
rαλ,µ =
λ(hα) + µ(hα) + 
α
λ,µ
2
≤ λ(hα) + µ(hα) + 
α
λ,µ−β + 1
2
=
λ(hα) + µ(hα) + 
α
λ,µ−β − β(hα)
2
= rαλ,µ−β
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Now, we will show inequality (3.5). We first need to relate α+β,µ and αλ,µ−β + 1. For this,
since α+βλ,µ ∈ {0, 1, 2} from Proposition 6, we proceed with cases on α+βλ,µ .
When α+βλ,µ = 0, 1, then it is easy to see that 
α+β
λ,µ ≤ αλ,µ−β + 1. When α+βλ,µ = 2,
from Corollary 9, since α + β is a root with α+βλ,µ = 2, we get r
α+β
λ,µ = r
α
λ,µ + r
β
λ,µ which
implies αλ,µ = 0. Therefore, we have
α+βλ,µ = 2 = |αλ,µ + 1|+1
= ||λ(hα)− µ(hα)|+|β(hα)||+1
≤ |λ(hα)− µ(hα) + β(hα)|+1
= αλ,µ−β + 1
Then, inequality (3.5) holds since
rα+βλ,µ =
λ(hα+β) + µ(hα+β) + 
α+β
λ,µ
2
≤ λ(hα) + µ(hα) + λ(hβ) + µ(hβ) + 
α
λ,µ−β + 1
2
=
λ(hα) + µ(hα) + λ(hβ) + µ(hβ) + 
α
λ,µ−β + 1 + 
β
λ,µ − βλ,µ − β(hα) + β(hα)
2
= rβλ,µ + r
α
λ,µ−β − 1
Therefore, when α+ β ∈ R+, we have shown equation (3.3) holds true.
We now consider the case when α + β /∈ R+. We still want to show the relation
(3.2) holds, and since the terms commute, we want to show the following inequality
rαλ,µ ≤ rαλ,µ−β (3.6)
which amounts to showing the following inequality
αλ,µ ≤ αλ,µ−β − β(hα) (3.7)
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We will proceed with cases on β(hα). First, when β(hα) = 0, by definition, we
have
αλ,µ−β = |λ(hα)− µ(hα) + β(hα)|
= |λ(hα)− µ(hα)|
= αλ,µ
Therefore, the inequality (3.7) holds. Now, let β(hα) = 1. From an application of the
triangle inequality, the following is true
|αλ,µ − |β(hα)||≤ αλ,µ−β ≤ αλ,µ + |β(hα)| (3.8)
So we will proceed with cases on αλ,µ. When 
α
λ,µ = 0, (3.8) gives us 
α
λ,µ−β = 1 and thus,
inequality (3.7) follows.
When αλ,µ = 1, to show the relation (3.2) holds, we will use the following relation
in the module V (ξ(λ, µ)
(x−β ⊗ tr
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ = 0.
Since β(hα) = 1 and 
α
λ,µ = 1, from Proposition 12, we know that either
α = β + γ, γ ∈ R+
with rγλ,µ + r
β
λ,µ − 2 ≤ rαλ,µ−β and rγλ,µ + rβλ,µ − 1 = rαλ,µ or
α = β − γ, γ ∈ R+
with rαλ,µ−β = r
β
λ,µ− 2 and rαλ,µ ≤ rβλ,µ− 1. First assume α = β+ γ for some γ ∈ R+. Then,
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by passing through the term (x−γ ⊗ tr
γ
λ,µ) and using the bracket relation, we have
0 = (x−γ ⊗ tr
γ
λ,µ)(x−β ⊗ tr
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ
= (x−β ⊗ tr
β
λ,µ−2)(x−γ ⊗ tr
γ
λ,µ)(x−β ⊗ tr
β
λ,µ−1)vξ + (x−α ⊗ tr
γ
λ,µ+r
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ
= (x−β ⊗ tr
β
λ,µ−2)(x−α ⊗ tr
γ
λ,µ+r
β
λ,µ−1)vξ + (x−α ⊗ tr
γ
λ,µ+r
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ
= (x−β ⊗ tr
β
λ,µ−2)(x−α ⊗ tr
γ
λ,µ+r
α
λ,µ−1)vξ + (x−α ⊗ tr
γ
λ,µ+r
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ
= (x−α ⊗ tr
γ
λ,µ+r
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ
where (x−α ⊗ tr
γ
λ,µ+r
α
λ,µ−1)vξ = 0 in the second to last equality because r
γ
λ,µ + r
β
λ,µ− 1 = rαλ,µ.
Then, since rγλ,µ + r
β
λ,µ− 2 ≤ rαλ,µ−β, we have relation (3.2) holds in this case. Now, assume
α = β − γ for some γ ∈ R+. Then, we have
0 = (x+γ ⊗ 1)(x−β ⊗ tr
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ
= (x−β ⊗ tr
β
λ,µ−2)(x+γ ⊗ 1)(x−β ⊗ tr
β
λ,µ−1)vξ + (x−α ⊗ tr
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ
= (x−β ⊗ tr
β
λ,µ−2)(x−α ⊗ tr
β
λ,µ−1)vξ + (x−α ⊗ tr
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ
= (x−α ⊗ tr
α
λ,µ−β )(x−β ⊗ tr
β
λ,µ−1)vξ
where the last equality follows since rαλ,µ−β = r
β
λ,µ−2 and rαλ,µ ≤ rβλ,µ−1. Therefore, in this
case, we have relation (3.2) holds.
When αλ,µ = 2, from Corollary 9, we know that
α = β + γ1, γ1 ∈ R+ or α = β + γ1 + γ2, γ1, γ2 ∈ R+
where γiλ,µ = 0 for each i = 1, 2 and r
α
λ,µ = r
β
λ,µ + r
γ1
λ,µ or r
α
λ,µ = r
β
λ,µ + r
γ1
λ,µ + r
γ2
λ,µ. We will
prove relation (3.2) holds for the case when α = β + γ1 since a similar argument holds for
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α = β + γ1 + γ2. We will again utilize the following relation in the module V (ξ(λ, µ)
(x−β ⊗ tr
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ = 0.
Acting by (x−γ1 ⊗ tr
γ1
λ,µ+1), we have
0 = (x−γ1 ⊗ tr
γ1
λ,µ+1)(x−β ⊗ tr
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ
= (x−β ⊗ tr
β
λ,µ−2)(x−γ1 ⊗ tr
γ1
λ,µ+1)(x−β ⊗ tr
β
λ,µ−1)vξ + (x−α ⊗ tr
β
λ,µ+r
γ1
λ,µ−1)(x−β ⊗ tr
β
λ,µ−1)vξ
= (x−β ⊗ tr
β
λ,µ−2)(x−α ⊗ tr
β
λ,µ+r
γ1
λ,µ)vξ + (x
−
α ⊗ tr
β
λ,µ+r
γ1
λ,µ−1)(x−β ⊗ tr
β
λ,µ−1)vξ
= (x−α ⊗ tr
β
λ,µ+r
γ1
λ,µ−1)(x−β ⊗ tr
β
λ,µ−1)vξ
where the last equality follows since rαλ,µ = r
β
λ,µ + r
γ1
λ,µ. What is left to show is
rβλ,µ + r
γ1
λ,µ − 1 ≤ rαλ,µ−β (3.9)
since then we would have the desired (3.2) holding. In fact, inequality (3.9) is actually
equality because β(hα) = 1 together with 
α
λ,µ = 2 imply λ(hα)+µ(hα)−β(hα) is odd, thus
αλ,µ−β = 1. Therefore,
rγ1λ,µ + r
β
λ,µ − 1 =
λ(hγ1) + µ(hγ1) + 
γ1
λ,µ + λ(hβ) + µ(hβ) + 
β
λ,µ
2
− 1
=
λ(hα) + µ(hα)
2
=
λ(hα) + µ(hα)− β(hα) + αλ,µ−β
2
= rαλ,µ−β
When β(hα) = 2, we have α = β, and in the module V (ξ(λ, µ)), we have the
relation
(x−β ⊗ tr
β
λ,µ−2)(x−β ⊗ tr
β
λ,µ−1)vξ = 0
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Thus, to show relation (3.2) holds, we want to show rβλ,µ − 2 ≤ rβλ,µ−β. So,
rβλ,µ − 2 =
λ(hβ) + µ(hβ) + 
β
λ,µ
2
− 2
=
λ(hβ) + µ(hβ)− 2
2
≤ λ(hβ) + µ(hβ) + 
β
λ,µ−β − 2
2
=
λ(hβ) + µ(hβ)− β(hβ) + βλ,µ−β
2
= rβλ,µ−β
and therefore, (3.2) holds. Thus, we have proved the desired result of the existence of a
surjective map
ϕ : V (ξ(λ, µ− β)) 〈(x−β ⊗ tr
β
λ,µ−1)vξ〉
3.5 Proof of Main Theorem
Recall the main theorem
Theorem 14 If (λ, µ) ∈ P+(1)× P+(1) are an interlacing pair, then
V (ξ(λ, µ)) ∼= U(g[t])(vλ ⊗ vµ) ⊂Wloc(λ)⊗Wloc(µ)
The proof of the main theorem will follow by showing the map Φ in Figure 3.1 is
an isomorphism. We do so by induction on the partial order with respect to λ + µ ∈ P+
such that (λ, µ) ∈ P+(1) × P+(1) is an interlacing pair. We will show ϕ1 and ϕ2 in the
Figure 3.1 are isomorphisms, therefore giving us the desired result.
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0 〈(xβ ⊗ tr
β
λ,µ−1)vξ〉 V (ξ(λ, µ) D(2, λ+ µ) 0
0 M 〈vλ ⊗ vµ〉 〈vλ ⊗ vµ〉/M 0
ι1
ϕ1
pi1
Φ ϕ2
ι2 pi2
where M = 〈(xβ ⊗ tr
β
λ,µ−1)(vλ ⊗ vµ)〉.
Figure 3.1: Commuting Diagram for Main Theorem
Proof. Let (λ, µ) ∈ P+(1)× P+(1) be an interlacing pair and define the map
pi1 : V (ξ(λ, µ))→ D(2, λ+ µ)
mapping vξ 7→ vλ+µ which is surjective by Proposition 15. We proceed with induction on
the partial order with respect to λ+ µ. If λ = ωi + ν and µ = ν for some ν ∈ P+(1), then
V (ξ(λ, µ)) ∼= Wloc(λ+µ) as shown in [Chari-Venkatesh]. Therefore, induction begins at the
base case λ = ωi + ν, µ = ωj + ν for 1 ≤ i ≤ j ≤ n and ν ∈ P+(1). To show the base case,
we proceed with induction on j.
Let j = i so that we are considering λ = ωi+ν = µ. In this case, ker(pi1) is trivial.
So, we have V (ξ(λ, µ)) ∼= D(2, λ+ µ) and therefore the result follows.
Similarly, if we let j = i+1, so we have λ = ωi+ν and µ = ωi+1 +ν for ν ∈ P+(1),
then again ker(pi1) is trivial. Therefore, V (ξ(λ, µ)) ∼= D(2, λ+ µ) giving the desired result.
Now, let the result hold for all γ ∈ R+ satisfying γ ≺ λ + µ = ωi + ωj + 2ν,
i < j and ν ∈ P+(1) in the partial order of weights. We will show the result holds for
λ+ µ = ωi + ωj + 2ν. It follows by the definition of V (ξ(λ, µ)) that we have the following
surjective map
Φ : V (ξ(λ, µ))→ 〈vλ ⊗ vµ〉
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mapping vξ 7→ vλ ⊗ vµ. Since (λ, µ) is an interlacing pair, from Corollary 8, we know that
there exists β ∈ R+ of minimal height with βλ,µ = 2. Therefore, by Proposition 15, we have
ker(pi1) = U(g[t])((x
−
β ⊗ tr
β
λ,µ−1)vξ)
and we have the following short exact sequence of g[t]-modules
0→ U(g[t])((x−β ⊗ tr
β
λ,µ−1)vξ)→ V (ξ(λ, µ))→ D(2, λ+ µ)→ 0.
along with the following surjective map
ϕ1 : 〈(x−β ⊗ tr
β
λ,µ−1)vξ〉 → 〈(x−β ⊗ tr
β
λ,µ−1)(vλ ⊗ vµ)〉
Note,
〈(xβ ⊗ tr
β
ωi+ν,ωj+ν
−1
)(vωi+ν ⊗ vωj+ν)〉 ∼= 〈vωi+ν ⊗ vωj−2+ν〉
and since the generating vωi+ν ⊗ vωj−2+ν has weight ωi + ωj−2 + 2ν ≺ λ + µ and (ωi +
ν, ωj−2 + ν) ∈ P+(1) × P+(1) is an interlacing pair by Proposition 10, the the inductive
hypothesis gives us the following isomorphism
V (ξ(ωi + ν, ωj−2 + ν)) ∼= 〈vωi+ν ⊗ vωj−2+ν〉
By Proposition 16, we have the following surjective map
η : V (ξ(ωi + ν, ωj−2 + ν))→ 〈(x−β ⊗ tr
β
λ,µ−1)vξ〉
mapping vξ(λ,µ−β) 7→ (x−β ⊗ tr
β
λ,µ−1)vξ(λ,µ). Therefore, ϕ1 is an isomorphism.
Define the following map
ϕ2 : D(2, λ+ µ)→ 〈vλ ⊗ vµ〉/〈(x−β ⊗ tr
β
λ,µ−1)(vλ ⊗ vµ〉
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which is a surjective map because of the following commuting diagram of which
pi1, pi2, and Φ are surjective.
V (ξ(λ, µ)) D(2, λ+ µ)
〈vλ ⊗ vµ〉 〈vλ ⊗ vµ〉/〈(x−β ⊗ tr
β
λ,µ−1)(vλ ⊗ vµ〉
pi1
Φ
ϕ2
pi2
To complete the proof, we note that we have the following surjective map of g[t]-
modules:
ψ : 〈vλ ⊗ vµ〉 → D(2, λ+ µ)
which follows by results of [9]. Now, if we show kerψ = kerpi2, then we get ϕ2 is an
isomorphism by the following
D(2, λ+ µ) ∼= 〈vλ ⊗ vµ〉/ kerψ = 〈vλ ⊗ vµ〉/〈(x−β ⊗ tr
β
λ,µ−1)(vλ ⊗ vµ〉
To show the equality, we can show kerpi2 ⊂ kerψ and kerψ ⊂ kerpi2. The first
containment follows since pi2 = φ2 ◦ ψ and ψ is surjective. The second containment follows
by identifying kerpi2 through the isomorphism ϕ1, then using the fact ψ ◦Φ = ϕ. Therefore,
since ϕ1 and ϕ2 are isomorphisms, we have Φ is also an isomorphism, i.e. we have the
desired result
V (ξ(λ, µ)) ∼= 〈vλ ⊗ vµ〉.
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Chapter 4
Further Weights
Previously, we explored pairs of weights (λ, µ) ∈ P+(1)×P+(1) that were interlac-
ing pairs. In this chapter, we expand on our set of weights, including more pairs of weights
for which
V (ξ(λ, µ)) ∼= 〈vλ ⊗ vµ〉
4.1 Preliminaries
Definition 17 (λ, µ) ∈ P+(1) × P+(1) is an admissible pair if they are interlacing, and
{n− 2, n− 1, n} ⊂ Sλ+µ, where
• λ+ µ(hn−2) = 2, λ+ µ(hi) ≤ 1 for 1 ≤ i ≤ n, i 6= n− 2.
• {n− 1, n} ∈ Sλ or {n− 1, n} ∈ Sµ.
Proposition 18 Let (λ, µ) ∈ P+(1)× P+(1) be an admissible pair. Then, αλ,µ ≤ 2 for all
α ∈ R+.
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Proof.
Let (λ, µ) ∈ P+(1) × P+(1) be an admissible pair of weights. We will proceed
with cases on the type of positive root for Dn. Recall, we have the following two types of
positive root
α =

αi,j , 1 ≤ i ≤ j ≤ n− 1
αi,n−2 + αn, 1 ≤ i ≤ n− 2
αi,j + αn−1 + αn, 1 ≤ i ≤ j ≤ n− 2
αi,j¯ , 1 ≤ i < j ≤ n− 2
If αi,j is such that 1 ≤ i ≤ j ≤ n − 3, then it follows as in Proposition 6 that
αλ,µ ≤ 1. Now, we can only consider positive roots that contain the simple root αn−2. Since
(λ, µ) are admissible, we know they must be of the form
λ = · · ·+ ωik−2 + ωik + ωn−1 + ωn
µ = · · ·+ ωik−1 + 2ωn−2
One can now see that if
α = αi,n−2, Sλ+µ ∩ [i, n− 3] ≡ 0 mod 2, 1 ≤ i ≤ n− 3
or
αi,n−2, Sλ+µ ∩ [i, n− 3] ≡ 0 mod 2, 1 ≤ i ≤ n− 3
then αλ,µ = 2, otherwise, we would have 
α
λ,µ ≤ 1.
Corollary 19 Suppose γ ∈ R+ exists with γλ,µ = 2. Then, there exists a unique β ∈ R+
of minimal height with βλ,µ = 2. In particular, β = αn−2.
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Corollary 20 For any root α ∈ R+ such that αλ,µ = 2, we have α = β+γ for some γ ∈ R+
with γλ,µ = 0. Moreover
rαλ,µ = r
γ
λ,µ + 2
We will assume for now on that for an admissible pair (λ, µ) ∈ P+(1)×P+(1), we
have n − 2 ∈ Sµ. This assumption is made only to avoid cases in further proofs. Also, we
now have the following Corollary
Corollary 21 For an admissible pair (λ, µ) ∈ P+(1) × P+(1) such that n − 2 ∈ Sµ, we
have (λ, µ− β) is an interlacing pair.
Note, if n− 2 ∈ Sλ, then (λ− β, µ) would be an interlacing pair.
4.2 Theorem involving Admissible Weights
With admissible pairs of weights, define the V (ξ(λ, µ) as before, where the parti-
tions are given by
ξα = (2r
α
λ,µ−αλ,µ , 1
α
λ,µ), α ∈ R+
With similar arguments in the proof of Theorem 14, one can proof the following
Theorem 22 Let (λ, µ) ∈ P+(1)× P+(1) be an admissible pair. Then,
V (ξ(λ, µ)) ∼= U(g[t])(vλ ⊗ vµ) ⊂Wloc(λ)⊗Wloc(µ)
By way of definition of V (ξ(λ, µ)), we have the existence of the following surjective
map
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Proposition 23 For an admissible pair (λ, µ) ∈ P+(1) × P+(1), the assignment vλ,µ 7→
vλ ⊗ vµ defines a surjective homomorphism of U(g[t])-modules
V (ξ(λ, µ))→ 〈vλ ⊗ vµ〉
The subsequent sections are needed to prove the previous theorem.
4.3 Cyclic Kernel
Proposition 24 For (λ, µ) ∈ P+(1) × P+(1) an admissible pair, there exists a surjective
map of (g[t])-modules
ϕ : V ((λ, µ)) D(2, λ+ µ)
such that
kerϕ = U(g[t])(x−β ⊗ t)v
Proof. Let (λ, µ) ∈ P+(1) × P+(1) be an admissible pair. It is easy to see that
〈(x−β ⊗ t)vξ〉 ⊂ kerϕ. To show the other containment, we will show that for all α such that
αλ,µ = 2, we have
(x−α ⊗ tr
α
λ,µ−1)vξ ∈ 〈(x−β ⊗ t)vξ〉
So, let α ∈ R+ be such that αλ,µ = 2. From Corollary 20, we know α = β + γ for some
γ ∈ R+ with γλ,µ = 0. Also, we know rαλ,µ = rγλ,µ + 2. Then,
(x−γ ⊗ tr
γ
λ,µ)(x−β ⊗ t)vξ = (x−β ⊗ t)(x−γ ⊗ tr
γ
λ,µ)vξ + (x
−
α ⊗ tr
α
λ,µ+1)vξ
= (x−α ⊗ tr
α
λ,µ−1)vξ
Therefore, we have the desired result.
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4.4 Quotient of a V (ξ) module
Proposition 25 Let (λ, µ) ∈ P+(1)×P+(1) be an admissible pair. There exists a surjective
map of g[t]-modules
ϕ : V ((λ, µ− β))→ 〈(x−β ⊗ t)vξ〉
Proof. Let (λ, µ) ∈ P+(1)×P+(1) be an admissible pair. First, we will show the
local Weyl module relations hold on the generator (x−β ⊗ t)vξ.
For each i ∈ I, we have
(x+i ⊗ 1)(x−β ⊗ t)vξ = (x−β ⊗ t)(x+i ⊗ 1)vξ = 0
Also,
(hi ⊗ ta)(x−β ⊗ t)vξ =

0, a > 0
(λ+ µ− β(hi))(x−β ⊗ t)vξ, a = 0
The relation
(x−i ⊗ 1)λ+µ−β(hi)+1)(x−β ⊗ t)vξ = 0
then holds by restricting to the sl2[i]-module.
Now, for each α ∈ R+, we need to show the following relations holds
(x−α ⊗ tr
α
λ−β,µ)(xβ ⊗ t)vξ = 0 (4.1)
To show this, we proceed with cases on α + β being a root. Therefore, first assuming
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α+ β ∈ R+, we see α can be of the following
α =

αj , j = n− 1, n
α`,n−3, 1 ≤ ` ≤ n− 3
α`,n, 1 ≤ ` ≤ n− 3
First, note in both cases of α, β(hα) = −1. When α = αj , j = n − 3, n − 1, n, it
is easy to check that equation 4.1 holds. To see the last two forms of α holds, we will show
the following inequalities:
rα+βλ,µ ≤ rαλ,µ−β + 1, and rαλ,µ ≤ rαλ,µ−β (4.2)
which amounts to showing the following inequalities
α+βλ,µ ≤ αλ,µ−β + 1, and αλ,µ ≤ αλ,µ−β + 1 (4.3)
Assuming the inequalities in 4.3, we will show the first inequality holds in 4.2, since a similar
reasoning will make the other hold true. Thus,
rα+βλ,µ =
λ(hα+β) + µ(hα+β) + 
α+β
λ,µ
2
≤ λ(hα) + µ(hα) + 2 + 
α
λ,µ−β + 1
2
=
λ(hα) + µ(hα) + 
α
λ,µ−β − β(hα)
2
+ 1
= rαλ,µ−β + 1
Now, what is left to show is the inequalities in 4.3 hold. For this, again, we will show the
first holds, since a similar application of the triangle inequality makes the other hold true.
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Now,
α+βλ,µ = |λ(hα+β)− µ(hα+β)|
= |λ(hα)− µ(hα) + λ(hβ)− µ(hβ)|
= |λ(hα)− µ(hα)− 2|
= |λ(hα)− µ(hα) + β(hα)− 1|
≤ |λ(hα)− µ(hα) + β(hα)|+1
= αλ,µ−β + 1
and therefore, the relation 4.1 holds in the case when α+ β ∈ R+.
Now assume α ∈ R+ such that α + β /∈ R+. Wanting to still show 4.1 holds, we
now want the following inequality
rαλ,µ ≤ rαλ,µ−β
which follows if we can show
αλ,µ ≤ αλ,µ−β − β(hα).
Proceeding with cases on β(hα) and 
α
λ,µ, the previous inequality follows, except
when (β(hα), 
α
λ,µ) = (1, 1), (1, 2). For these cases, we use the two relation in V ((λ, µ)) for
β to show the desired result, i.e. we will use
(x−β ⊗ 1)(x−β ⊗ t)vξ = 0 (4.4)
First assume (β(hα), λ,µ) = (1, 1). The roots α that meet such conditions are given by
α =

αn−2,`, ` ∈ {n− 1, n}
α`,n−2, 1 ≤ ` ≤ n− 3
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In the case α = αn−2,`, ` ∈ {n− 1, n}, using 4.4, it is easy to see
(x−α ⊗ t)(x−β ⊗ t)vξ = (x−` ⊗ t)(x−β ⊗ 1)(x−β ⊗ t)vξ = 0
and the relation in 4.1 holds. In the case α = α`,n−2, 1 ≤ ` ≤ n− 3, we first note
that since αλ,µ = 1, we have 
γ
λ,µ = 1 where γ = α`,n−3 and 
α
λ,µ−β = 0. Thus, since
rαλ,µ =
λ(hα) + µ(hα) + 
α
λ,µ
2
=
λ(hγ) + µ(hγ) + λ(hβ) + µ(hβ) + 1
2
=
λ(hγ) + µ(hγ) + 2 + 1
2
=
λ(hγ) + µ(hγ) + 
γ
λ,µ
2
+ 1
= rγλ,µ + 1
and
rγλ,µ−β =
λ(hα) + µ(hα)− β(hα) + αλ,µ−β
2
=
λ(hγ) + µ(hγ) + λ(hβ) + µ(hβ)− 1
2
=
λ(hγ) + µ(hγ) + 1
2
=
λ(hγ) + µ(hγ) + 
γ
λ,µ
2
= rγλ,µ
we have
(x−α ⊗ tr
α
λ,µ−β )(x−β ⊗ t)vξ = (x−γ ⊗ tr
γ
λ,µ)(x−β ⊗ 1)(x−β ⊗ t)vξ = 0
Therefore, the relation 4.1 is satisfied in the case β(hα), 
α
λ,µ) = (1, 1).
Now, assume (β(hα), 
α
λ,µ) = (1, 2). From Proposition 18, we know such α can be
of two forms, both of which satisfy β(hα) = 1. For both forms of α, we have 
α
λ,µ−β = 1 and
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γλ,µ = 0 where γ = α`,n−3 or γ = α`,n. Thus, since
rαλ,µ−β =
λ(hα) + µ(hα)− β(hα) + αλ,µ−β
2
=
λ(hγ) + µ(hγ) + λ(hβ) + µ(hβ)− 1 + 1
2
=
λ(hγ) + µ(hγ) + 
γ
λ,µ
2
+ 1
= rγλ,µ + 1
and with Corollary 20 we have
(x−α ⊗ tr
α
λ,µ−β )(x−β ⊗ t)vξ = (x−γ ⊗ tr
γ
λ,µ+1)(x−β ⊗ 1)(x−β ⊗ t)vξ = 0
Therefore, the relation in 4.1 holds and we have a surjective map of g[t]-modules
ϕ : V (ξ(λ, µ− β)) 〈(x−β ⊗ t)vξ〉
4.5 Proof of Theorem involving Admissible Weights
Proof. Let (λ, µ) ∈ P+(1)×P+(1) be an admissible pair of weights, and β ∈ P+
be such that βλ,µ = 2. Consider the following diagram
0 〈(xβ ⊗ t)vξ〉 V (ξ(λ, µ)) D(2, λ+ µ) 0
0 M 〈vλ ⊗ vµ〉 〈vλ ⊗ vµ〉/M 0
ι1
ϕ1
pi1
Φ ϕ2
ι2 pi2
where M = 〈(xβ ⊗ t)(vλ ⊗ vµ)〉, we can show ϕ1 and ϕ2 are isomorphisms, therefore giving
us the desired result of Φ being an isomorphism as well.
First, from Proposition 24, we have the existence of the surjective map pi1, and
kerpi1 = 〈(x−β ⊗ t)vξ〉 therefore, giving us the map ι1. Now, we have ϕ1 by way of the
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commuting diagram. What is known is that
〈(x−β ⊗ t)vλ ⊗ vµ〉 ∼= 〈vλ ⊗ vµ−β〉
where (λ, µ− β) is an interlacing pair. From Theorem 14, we have
V (ξ(λ, µ− β)) ∼= 〈vλ ⊗ vµ−β〉
and since Proposition 25 gives us the surjective map
ϕ : V (ξ(λ, µ− β))→ 〈(x−β ⊗ t)vξ〉
we get the map
ϕ1 : 〈(x−β ⊗ t)vξ〉 → 〈(x−β ⊗ t)vλ ⊗ vµ〉
is an isomorphism.
To complete the proof, we note that we have the following surjective map of g[t]-
modules:
ψ : 〈vλ ⊗ vµ〉 → D(2, λ+ µ)
which follows by results of [9]. Now, if we show kerψ = kerpi2, then we get ϕ2 is an
isomorphism by the following
D(2, λ+ µ) ∼= 〈vλ ⊗ vµ〉/ kerψ = 〈vλ ⊗ vµ〉/〈(x−β ⊗ tr
β
λ,µ−1)(vλ ⊗ vµ〉
To show the equality, we can show kerpi2 ⊂ kerψ and kerψ ⊂ kerpi2. The first
containment follows since pi2 = φ2 ◦ ψ and ψ is surjective. The second containment follows
by identifying kerpi2 through the isomorphism ϕ1, then using the fact ψ ◦Φ = ϕ. Therefore,
since ϕ1 and ϕ2 are isomorphisms, we have Φ is also an isomorphism, i.e. we have the
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desired result
V (ξ(λ, µ)) ∼= 〈vλ ⊗ vµ〉.
4.6 Demazure Character Formulae
From the short exact sequence
0→ V (ξ(λ, µ− β))→ V (ξ(λ, µ))→ D(2, λ+ µ))→ 0
we obtain a Demazure character formula for the module U(g[t])(vλ ⊗ vµ). If there exists
β ∈ R+ of minimal height with βλ,µ = 2, then let k ∈ N be such that
|λ(hα)− µ(hα) +
k∑
i=1
βi|≤ 1, ∀α ∈ R+
where each βj , 1 ≤ j ≤ k, is the root of minimal height with βj = 2 for the pair of weights
(λ, µ− ∑`
<j
β`). Then, the Demazure character formula is given by
ch(U(g[t])(vλ ⊗ vµ)) = ch(D(2, λ+ µ)) +
k∑
j=1
ch(D(2, λ+ µ−
j∑
i=1
βi)
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