The property that every control system should posses is stability, which translates into safety in reallife applications. A central tool in systems theory for synthesizing control laws that achieve stability are control Lyapunov functions (CLFs). Classically, a CLF enforces that the resulting closed-loop state trajectory is contained within a cone with a fixed, predefined shape, and which is centered at and converges to a desired converging point. However, such a requirement often proves to be overconservative, which is why most of the real-time controllers do not have a stability guarantee. Recently, a novel idea that improves the design of CLFs in terms of flexibility was proposed. The focus of this new approach is on the design of optimization problems that allow certain parameters that define a cone associated with a standard CLF to be decision variables. In this way non-monotonicity of the CLF is explicitly linked with a decision variable that can be optimized on-line. Conservativeness is significantly reduced compared to classical CLFs, which makes flexible CLFs more suitable for stabilization of constrained discrete-time nonlinear systems and real-time control. The purpose of this overview is to highlight the potential of flexible CLFs for real-time control of fast mechatronic systems, with sampling periods below one millisecond, which are widely employed in aerospace and automotive applications.
Introductory Overview
One of the interesting problems in nonlinear control systems is the synthesis of control laws that achieve stability [9, 17] . Control Lyapunov functions (CLFs) [2, 16] represent a powerful tool for providing a solution to this problem. The classical approach is based on the off-line design of an explicit feedback law that renders the derivative of the CLF negative. An alternative to this approach is to construct an optimization problem to be solved on-line, such that any of its feasible solutions renders the derivative of a candidate CLF negative. This method can be traced back to the early results presented in [14] , followed by the more recent articles [13, 15] , where synthesis of CLFs is performed in a receding horizon fashion.
All the above works mainly deal with the continuous-time case, while conditions under which these results can be extended to sampled-data nonlinear systems using their approximate discrete-time models can be found in [5] . An important article on control Lyapunov functions for discrete-time systems is [8] . Therein, classical continuous-time results regarding existence of CLFs are reproduced for the discretetime case. A significant relaxation in the off-line design of CLFs for discrete-time systems was presented in [4] , where parameter dependent quadratic CLFs are introduced. Also, interesting approaches to the off-line construction of Lyapunov functions for stability analysis were recently presented in [11] , [7] and [1] .
Despite the popularity of CLFs within systems theory there is still a significant gap in the application of CLFs in real-time control in general, and control of fast systems (i.e. systems with a very small sampling interval) in particular. The main reason for this is conservativeness of the sufficient conditions for Lyapunov asymptotic stability which are employed by most off-line and on-line methods for constructing CLFs.
To illustrate this consider the graphical depiction in Figure 1 . Classically, a CLF enforces that the resulting closed-loop state trajectory is contained within a cone with a fixed, predefined shape, which is centered at and converges to a desired converging point. This cone is obtained by characterizing the evolution of the state via its state-space position at each discrete-time instant, with respect to a corresponding sublevel set of the Lyapunov function. Typical examples of relevant classes of systems for which classical CLFs are overconservative are linear and nonlinear chains of integrators with bounded inputs and state constraints [12] and discontinuous nonlinear and hybrid systems [3] . Furthermore, in many real-life control problems classical CLFs prove to be overconservative. For example, consider the control of a simple electric circuit, such as the Buck-Boost DC-DC converter. At start-up, to drive the output voltage to the reference very fast, the inductor current must rise and stay far away (e.g., 5 [A]) from its corresponding steady-state value (e.g., 0.01[A]) for quite some time. Another typical and very relevant real-life example is control of position and speed in mechatronic devices, such as electromagnetic actuators. For a given position reference, the speed must increase very fast at start-up and then return to its steady state value, which is equal to zero. In both cases enforcing a classical CLF Flexible Lyapunov Functions design is obviously conservative.
Motivated by such examples, recently, in [10] , a methodology that reduces the conservatism of CLF design for discrete-time nonlinear systems was proposed. Rather than searching for a global CLF (i.e. on the whole admissible state-space), therein the focus was on relaxing CLF-type conditions for a predetermined local CLF through on-line optimization problems, as it is graphically illustrated in Figure 2 . The goal of this overview is to highlight the potential of flexible CLFs for real-time control of fast mechatronic systems, with sampling periods below one millisecond, which are widely used in aerospace and automotive applications. This includes control of electro-magnetic actuators [6] and a real-time application to the control of DC-DC power converters.
