Combustion engines for automotive, locomotive, land, ship and aircraft, utilize 
INTRODUCTION
It is a well accepted fact that changes are necessary in providing for our energy requirements. Since it remains unknown what these changes will be, it is expected that for the foreseeable future combustion will remain a key process in providing our energy needs. Despite realizing significant benefits from combustion of fossil fuels, this practice continues to have consequential negative impacts on the world; including deleterious health effects due to combustion generated pollutants including particulates, anthropogenic climate change due to CO 2 release and soot, and photochemical smog. Maintaining secure sources of energy also leads to local and large-scale military conflicts which can be expected to heighten as demands increase and supply begins to diminish. It is therefore imperative that we manage these finite resources as efficiently and effectively as possible. Some argue that it is even immoral to burn fossil fuels since these are precious resources needed in manufacturing plastics, synthetic rubber, dyes, lubrication, etc., now and for future generations (Abbott, 2010) . Until other sources of energy are devised, we must strive to build highly efficient combustion systems that make the most use of these nonrenewable resources.
A vast amount of our energy is derived from burning fossil fuels through spray combustion. Drop size, velocity and trajectory play primary roles in determining air-fuel mixture ratios, ignition, combustion and exhaust emissions. These in turn are influenced by the physical and chemical properties of the fuel, fuel injector geometry, liquid jet breakup, atomization, vaporization, fuel-air mixing, residence time, temperature and species concentration distributions, heat and mass transfer.
A wide range of atomizers has been developed and studied. Tangential injection of liquid and air in nozzles generates swirling flows with high shear which are beneficial to efficient atomization. Acoustic and ultrasonic vibrations applied to nozzles facilitate liquid breakup, particularly for high viscosity liquids. Piezo-electric injectors provide more precise control of injection duration. Injection of gas bubbles and cavitation in nozzles strongly enhance atomization. Recent studies have shown that reducing orifice size and increasing injection pressures, generates smaller drop size and consequently increased gas entrainment into the spray. Smaller drop size increases surface contact between fuel and air as well as generating higher turbulence which enhances entrainment and fuel evaporation. Consequently ignition delay is shortened and this leads to decrease in emission of particulates.
The traditional single-hole injector for diesel engines is in the process of being replaced by multi-hole orifices, where groups of micro-orifices, close together, with small angles between the orifices, allow variation of momentum and penetration of the spray. Clusters of small orifices generate sprays which entrain larger mass of ambient gas and result in higher rates of evaporation. Spray tip penetration is shorter than single hole sprays and deposition of liquid on surfaces is reduced. With group-hole nozzles, premixed combustion has been achieved with reduced particulate matter and reduced NO x emissions as a result of leaner and more homogeneous fuel/air mixture ratios. Increasing fuel injection pressures results in formation of more homogeneous fuel/air mixture ratios.
Airblast atomization increases liquid breakup and generates leaner air/fuel mixture ratios and consequently lower soot, CO and NO x emissions. During cold start, particularly in cold climates, combustion is unstable resulting in emission of CO, HC, and soot.
Impaction of drops on wall surfaces generates liquid wall films which have significant adverse effects on engine performance and emissions. This is of special importance in small bore diesel engines that have a higher incidence of wall impingement. The density, surface tension and viscosity of the fuel, coupled with droplet size, angle of impaction and velocity as well as surface temperature, roughness and thickness of the wall layer, govern whether droplets will stick, rebound, breakup, splash or form a liquid film on the surface. Liquid fuel films on hot surfaces generate coke and increase HC emissions particulate matter. Drop size, momentum and trajectories need to be controlled to avoid drop impact on wall surfaces.
Finally, alternative fuels such as biodiesel, ethanol, and bio-derivative fuels have significantly different viscosities, surfaces tension and chemical properties than conventional fuels and hence require adjustments to fuel injection systems.
The question that is being addressed here is how research can contribute to the objective of improving the efficiency of engines using liquid fuel and reducing the amount of pollutants generated in the energy conversion process by control of drop size, velocity and trajectory and local air/fuel mixture ratios which have a dominant influence on ignition, combustion and exhaust emissions. Great progress has been made in computational numerical simulations of fuel injection and combustion. These simulations provide important tools in engine development and can provide deeper understanding of spray and combustion processes. Simulations include: fuel injection, liquid jet and drop breakup, droplet collision, evaporation, turbulence, mixture formation and their significant impact on autoignition and heat release. However, despite the recognized progress, there may not yet be sufficient understanding of global spray combustion phenomena, and therefore basic predictions may not yet provide the information necessary to desired improvements. Advancing our knowledge of spray phenomena with careful experimentation and modeling may hold the key to a deeper understanding of the involved processes, and thus could result in the required improvements.
From the experimental viewpoint the diagnostics have evolved to provide a wide range of possibilities for ac-curate measurements. Optically clear quartz casings and pistons permit diagnostic measurement of both cold sprays and spray combustion. A wide range of instruments are available for measurement of spray and combustion systems including: high speed motion photography, particle image velocimetry, phase Doppler particle analyzers, digital holography, optical interferometry, laser induced fluorescence, elastic and laser absorption scattering, Mie scattering and shadowgraphy, spontaneous Raman, ultraviolet laser absorption, laser induced fluorescence and high energy X-ray radiography.
The following sections provide a brief overview about the current state and challenges in some of the key research areas related to understanding the processes involved in liquid fuel combustion. These sections are not intended to be a comprehensive review of the respective topics, but rather represent a summary of a Forum discussion titled "Spray Control for Maximizing Energy Efficiency and Reducing Emission in Combustion Engines" held at the ILASS-Americas 22nd Annual Conference on Liquid Atomization and Spray Systems in Cincinnati, OH.
SPRAY CHARACTERIZATION: A REQUIRE-MENT FOR GREATER COMBUSTION EFFI-CIENCY AND POLLUTANT EMISSIONS RE-DUCTION
Over the past decades, significant progress has been made in the development of diagnostics and modeling of spray combustion. Subsequently, this has resulted in improvements to our understanding of the processes needed for achieving combustion efficiency and emissions reduction. In just over three decades, we have advanced from a primitive level of investigation to making detailed spray measurements in situ and efficiently in complex spray flows with good accuracy, precision, and resolution. Optical diagnostics continue to be a key means for measuring these complex reacting spray flows including spray formation, in situ drop size and velocity characterization, droplet number density and volume flux measurements. These methods are also essential for investigating the subsequent complex turbulent two-phase flows that are associated with all spray combustion systems. These automated measurements not only include drop size distributions at points within the spray field, but also measurements of the droplet size, velocity, and angle of trajectory for individual droplets in these complex flows. Gas phase flows including mean and turbulence velocities can be measured in the presence of the dispersed phase simply by restricting the measurements to very small particles that will track the gas phase accurately. Measurements can now be made in relatively dense sprays, a capability that was only dreamed of a few decades ago. Furthermore, in situ droplet size, velocity, and temperature have been measured in spray flames (Sankar et al., 1994 (Sankar et al., , 1997 . Advancement of optical diagnostics has provided means to penetrate the complexities of reacting spray flows and, consequently, has contributed to significant advances in spray combustion in gas turbine, spark ignition, and diesel engines as well as in industrial liquid-fueled combustors. For example, it is becoming more common for direct fuel injection at high pressure to be used to reduce droplet size and enhance fuel distribution and mixing in the combustion chamber. This strategy is rapidly being adopted for spark ignition engines. Unfortunately, direct injection systems can lead to fuel rich zones and wall wetting and consequently, to soot production. Evolution of such injection strategies has been enabled by the availability of spray diagnostics that are capable of characterizing spray behavior in very complex reacting flow environments.
Ensemble Light Scatter Detection Methods
Of the available optical methods, the Fraunhofer diffraction method; also known as laser diffraction, ensemble light scatter detection, etc. was one of the first methods capable of probing sprays with realistic droplet number densities. Single particle counting systems available at that time were based on forward scatter light detection. This resulted in sample volumes that were too large to handle spray drop number densities even in relatively dilute sprays. Ensemble methods succeeded since they were able to measure sprays with relatively higher droplet number densities. The method utilizes cumulatively scattered light energy produced by particles throughout the exposed laser beam which is integrated over ring detectors located in the Fourier transform plane of the receiver lens. In the near forward direction, the scattered light intensity distribution has an intensity distribution proportional to droplet diameter squared and an angular distribution inversely proportional to the particle size. This method is by now well-known and has been described in numerous articles (Heuer and Leschonski, 1985; Hirleman, 1983; Swithenbank et al., 1977) . The method has been evaluated through comparison to other methods as well as performing measurements on well-characterized particles (Dodge, 1984) . Some questions have remained regarding the performance of the method and the use of Volume x, Number x, 2012 the simplified Fraunhofer diffraction theory to describe light scattering when measuring sprays (Bachalo, 2004) . It was demonstrated that the Fraunhofer diffraction theory could lead to error in estimating the model independent size distribution when measuring sprays composed of transparent droplets. Instrument manufacturers have now recognized this as a source of measurement uncertainty and have turned to the Mie theory, which reliably describes complete light scattering by uniformly illuminated spherical particles. Of course, the measurements can no longer be claimed to be independent of the droplet properties or shape.
An apparent unfortunate consequence of using the ensemble method is that spray characterizations typically must be made in cold spray flows with only limited evaporation. Very early, it was observed that the ensemble method could not make reliable measurements in reacting spray flows due to beam steering caused by thermallyinduced refractive index fluctuations. However, information is needed in combusting spray environments, which are quite different from the cold flow conditions. It is somewhat ironic that gas turbine sprays, for example, with very high number densities when measured under cold conditions challenge the measurement techniques. But the droplet number density decreases significantly in a burning spray environment since the small droplets evaporate very rapidly. Methods not troubled by beam steering actually perform better when measuring reacting sprays with lower number densities. The approach of measuring just cold sprays is a useful starting point but measurements need to be made in reacting spray flows. Nonetheless, the ensemble light scattering method has provided significant information on sprays and was heavily used in the early days of developing spray correlations, especially for gas turbine applications.
Phase Doppler Interferometry
Introduction of phase Doppler interferometry (Bachalo, 1980; Bachalo and Houser, 1984) represented a significant step forward in our ability to directly measure drop size distributions without the need to employ distribution functions or to invert ill-posed, ill-conditioned integral equations. Developed as a means for measuring spray behavior within turbulent reacting flows associated with gas turbine combustion (Bachalo and Houser, 1985) , the method has been demonstrated to be capable of making reliable spray measurements in these environments. Simultaneous measurements of drop size and velocity as well as the gas phase turbulence in the presence of a dispersed phase are now possible. This new capability allowed characterization of spray combustion as turbulent two-phase evaporating and reacting flows. The method represents a robust technique for such applications since the measurements are based on the wavelength of light which does not change through interaction with the spray environment, including scattering by the intervening spray drops and combustion generated particulates in the laser beam. Phase Doppler interferometry depends upon the coherence of the laser beam at the measurement point. Hence, multiply scattered light does not participate in the spray measurements. Only laser beam photons that have not scattered but penetrate to the measurement point produce a coherent signal that is used in characterizing the droplet size and velocity. Scattered light reaching the receiver may undergo extinction but multiple scattering which may affect the signal-to-noise ratio does not affect the information used in obtaining particle velocity and size. Measurements are made at a point (very small volume) and light multiply scattered from outside of the measurement volume is not detected.
One of the limitations of single particle counting methods when applied to dense spray measurements has been the requirement of having a high probability of only one particle residing in the sample volume at one time. A large factor in the success of the phase Doppler method is the use of off-axis light scatter detection which significantly reduced and allowed much greater control on the size of the sample volume (Bachalo, 1980) . Modern phase Doppler instruments can use sample volumes that are as small or smaller than the largest drop being measured. Using more powerful lasers to overcome light extinction, small sample volumes to minimize the probability of droplet coincident occurrences and modern digital sampling and Fourier transform signal processing has allowed measurements in very high droplet number density sprays. In recent years, proprietary developments have been introduced enabling the method to make reliable measurements in sprays with even greater number densities (mean droplet separation less that 10 mean droplet diameters).
Fuel spray combustion relies heavily upon understanding the spray droplet dynamics and complex relationships between the turbulent two-phase flow and the chemistry involved in spray combustion. Spray combustion phenomena represent a complex exchange of mass, momentum, species, and energy within a heterogeneous environment and over a large range of length and time scales. It is well-known that there is a significant interaction between the dispersed phase and the gas phase turbulence.
Greater detail in the measurements of turbulent transport of droplets within these highly turbulent, highly transient environments is essential to the evolution and refinement of spray combustion methodologies. For example, in reciprocating engines, droplet injection momentum needs to be characterized to evaluate the probability of such undesirable phenomena as wall and piston head wetting. A widely varying range of turbulence length scales in the gas phase can be expected to occur during compression. These phenomena affect the dispersion of the drops and mixing.
Detailed measurements of complex transient phenomena are generally lacking. For example, the normal and shear stress components of the kinetic stresses to which the droplets are subjected need to be characterized. Mechanisms of turbulent transport of droplets and fuel vapor inside and at the boundaries of the spray plume leading to concentration gradients in the fuel-air mixing need to be measured. More information is required on the gas phase and droplet transport statistics in these high Reynolds number transient spray flows. Obtaining such measurements in situ may be very difficult or impossible. Scaled experiments focusing on different aspects of these complex processes must be made and detailed measurements of the turbulent transport phenomena characterized to help guide the development of submodels, essential to predicting the spray behavior. Although turbulent mixing of sprays and the interaction with the turbulent flow can be characterized even in reacting environments using phase Doppler interferometry, the method has not been fully exploited in the investigation of these highly complex spray flows and spray combustion environments. Too often, basic measurements of drop size distributions and drop size versus velocity have been considered sufficient to characterize the spray flow. Investigations associated with spray combustion phenomena require that measurements should be made in highly evaporating and reacting environments which are closer simulations of the actual spray combustion environments. Global descriptions of the fuel/air mixing within the cylinder can only lead to conjecture as to the details of the air mixing and combustion phenomena within the combustion chamber. The global measurements of combustion energy and pollutant emissions provide useful information, but do not reveal the internal details that may expedite a greater understanding of the fuel-air mixing and combustion processes involved.
Statements have been made that optical methods cannot obtain measurements in dense sprays, especially near injector exits (Cai et al., 2003; Kastengren et al., 2008) .
These statements need to be qualified as to what is meant by a dense spray. Typically, it is not a dense spray, but spray formation that is referred to in these comments. This includes injected liquid that is undergoing breakup with an intact liquid core and large ligaments. Methods designed for measuring sprays (dispersed liquid in the form of droplets) cannot be expected to produce reliable drop size measurements where drops do not exist or the conditions are mixed. These regions are best characterized using imaging methods since there are random liquid structures present in addition to droplets that cannot be properly described by a size distribution or mean droplet size. Moving forward, the obvious difficulty, if not impossibility of making detailed measurements within these nozzle flows will undoubtedly require the use of CFD modeling and appropriate submodels. Unfortunately, the modeling efforts still require experimental data for development and verification. In this case, modeling the scaled up flow model and direct comparisons with measurements seems to be the only recourse available. A closer integration of experimentation and modeling becomes essential if further advances are to be made in a timely manner.
Optical Imaging of Spray Formation
Using basic imaging techniques, important qualitative and quantitative information may be gained near the injector exit region where liquid jets break up to form the spray. It is well-known that the combustion characteristics are significantly influenced by the mixing process which originates near to the nozzle tip and subsequent fuel-air mixing. This region is often referred to as the dense spray region but preferably, should be described as the spray formation region. Generally, in this region a majority of droplets have not yet formed and the highly concentrated mixed structures of intact core, ligaments, and droplets present a significant challenge to the measurement techniques. Nonetheless, this is an important region of the phenomena since it influences the subsequent development of the spray size distribution and of the spray flow dynamics. Properly illuminated images of these liquid breakup mechanisms can reveal a wealth of qualitative and quantitative information on the mechanisms of spray formation. Shadowgraph imaging using pulsed lasers for illumination and high-resolution-, highspeed-, high-frame rate digital cameras provide excellent detail in the important region of spray formation. For example, advanced optical imaging methods utilizing very fast, high resolution CMOS cameras have been applied to studies of the spray formation region to better investi-gate this important early stage of the spray development (Bolszo et al., 2010) . Once again, creative lighting of the sprays using laser light sheets or simultaneously using both back-lighted and front-lighted imaging can produce remarkable detail on the spray formation characteristics (Smallwood et al., 1994) . For very high pressure diesel injection studies, it may be necessary to use nanosecond, picosecond or even femtosecond laser pulse durations to adequately freeze images of the flow structures. Incorporating double pulse imaging can produce quantitative information on the motion of the various structures during spray formation as well as on the spatial wavelengths associated with the breakup processes.
Unfortunately, in higher liquid structure and spray density regions, photons will be multiply scattered to a significant degree. Strictly, multiple scattering occurs with as few as two droplets or structures in the beam path but the degree of multiple scattering becomes a concern when a significant percentage of the photons are multiply scattered. Multiply-scattered photons can reach the image plane from different directions illuminating and distorting what should otherwise be representative shadows of the spray structures and drops. It must be emphasized that there is not a hard and fast point where multiple scattering becomes a serious problem; it is a continuum with the loss of image quality progressing in proportion to the degree of multiple light scattering. At some point, the signal-tonoise ratio degenerates to a level where other measures are required to deal with the problem.
Holographic imaging may be one of the earliest means of mitigating the effects of multiple scattering on the images of dense sprays Bachalo, 1977, 1980 ). An often missed advantage of holographic imaging is the fact that it is a heterodyning approach wherein interferometry is used in recording information on the amplitude and phase of the light waves. As such, only coherent light or ballistic photons participate in the formation and reconstruction of the image. Multiply-scattered light appears as background noise but does not produce a significant contribution to the recording and reconstruction of the image.
Significant development in ballistic imaging has been carried out by a number of researchers Sedarsky et al., 2009 Sedarsky et al., , 2006 . This method improves the shadow images considerably when light beam extinction by spray droplets and obscuration by larger scale structures is very high (greater than 90%). The method utilizes femtosecond laser light pulses for illuminating the spray and a very fast acousto-optical shutter to block the multiply scattered photons. Ballistic photons which are not scattered by spray structures or that only undergo small angle light scattering will reach the shutter plane earlier than the multiply scattered photons. These early photons that emerge from the object field are captured and produce a line-of-sight shadow image of the structures and larger droplets in the spray formation. The multiply-scattered photons are blocked from participating in the formation of the image or more specifically, in the obscuration of the shadow image. Removal of the multiply scattered photons allow observation of the internal structures in very dense spray formation regions. Although these methods only provide line of sight information, they do offer valuable information that is useful in understanding the complexities of spray formation. With the available lasers and detectors, this method is now easier to apply and can be used for shadowgraph imaging in sprays that range from dilute to spray regions that have very high light extinction and obscuration.
TOWARD 60% THERMAL EFFICIENCY, LOW-EMISSIONS INTERNAL COMBUSTION EN-GINES VIA OPTIMIZED FUEL REACTIVITY CONTROL
The above review summarizes major advances in spray diagnostics that have occurred over the past 3 decades. Thanks to these advances it is now possible to provide detailed validation data for engine sprays. This has allowed the development of more reliable submodels that have been integrated into engine Computational Fluid Dynamics (CFD) codes. These codes include the capability to represent moving meshes for the piston and valves, and they provide submodels to handle the turbulent compressible flows with spray and droplet evaporation and complex fuel combustion chemistry that characterize engines. It is now widely recognized that engine CFD model simulations can offer significant advantages and can supplement experimental measurements in the engine development process by providing detailed in-cylinder information, which is normally not available or is inaccessible in experiments. This section presents an example application where CFD modeling has been applied to study new low temperature combustion concepts called Homogeneous Charge Compression Ignition (HCCI), Premixed Charge Compression Ignition (PCCI) and Reactivity Controlled Compression Ignition (RCCI). These regimes of operation offer the promise of dramatically improved engine efficiencies.
To begin, it is useful to review the current status of engine efficiencies. Once supplied with electricity, electric motors are more than 96% energy-efficient. How-ever, complex combustion, heat transfer and fluid-flow processes limit the efficiencies of electric power generation devices. For example, typical light-water reactor nuclear power plants have thermal efficiencies of only about 35% (thermal efficiency is defined as useful work output divided by energy input in the fuel). A modern coalpowered electricity generation plant with a super-critical boiler is about 44% efficient. State-of-the-art gas turbines have efficiencies in the 40% to 46% range in simple-cycle operation. However, if the turbine exhaust is input to a steam turbine to create a combined-cycle power plant, efficiencies are expected to reach beyond 60%. Details about the performance of such advanced Steam and Natural Gas (STAG) H-class power generation equipment are available in trade publications from General Electric, Mitsubishi, and Siemens Power Generation, for example. It should be noted that the achievement of these high efficiencies is the result of intense research efforts that have been carried out over decades of development. As an example of the advanced technologies employed, the turbines feature nozzle and bucket materials with thermal barrier coatings for heat transfer control, together with complex 3-stage, lean pre-mix Dry Low NO x combustion strategies.
By comparison, the automotive Spark-Ignition (SI) internal combustion engine, equipped with its 3-way catalyst for emission control, has a thermal efficiency of only about 30% (Heywood, 1988) . On the other hand, diesel engines are about 35% more fuel efficient than SI engines, and are therefore among the most efficient engines in existence with thermal efficiencies exceeding 50% for large marine engines. This explains why diesel engines have been so widely used commercially, especially for heavyduty applications and transportation. However, modern diesel engines are required to meet stringent emission standards, and NO x and soot emission reductions of more than 95% have been mandated by the Environmental Protection Agency (EPA) over past 20 years.
Unfortunately, measures introduced to meet emissions mandates, such as the use of non-optimal fuel injection timings, large amounts of Exhaust Gas Recirculation (EGR) or ultra-high injection pressures tend to reduce diesel engine fuel efficiencies and also to increase engine expense. As a result, many engine manufacturers have elected to use Selective Catalytic Reduction (SCR) exhaust after-treatment for NO x reduction. However, with SCR there is also a fuel penalty since a reducing agent such as urea (carbamide -(NH 2 ) 2 CO) must be sprayed into the exhaust stream at rates (and cost) of about 1% of the fuel flow rate for every 1 g/kWh of NO x reduction desired. Soot control is achieved using Diesel Particulate Filters (DPF), which generally require periodic regeneration. This is achieved by adjusting the fuel-air mixture strength so as to increase exhaust temperatures to burn off the accumulated soot, and is accompanied by an additional fuel efficiency penalty that can be as much as 3%.
The desire to increase internal combustion engine fuel efficiency while simultaneously meeting emissions mandates has motivated considerable research into new combustion regimes, including Homogeneous Charge Compression Ignition (HCCI) and Partially Premixed charge Compression Ignition (PCCI). Figure 1 shows predicted soot, NO x and CO (indicative of unburned fuel) emission trends as a function of the local in-cylinder fuel-air equivalence ratio (unity equals chemically correct) and the local peak combustion temperature (Park and Reitz, 2007) . In conventional diesel combustion locations exist within the combustion chamber, which span both the fuel-rich, soot-forming, and the high temperature, NO x -producing regions. H/PCCI compression ignition strategies attempt to avoid both flame propagation, which results in high burned gas temperatures in SI engines, and diesel diffusion combustion, which leads to high local temperatures and rich mixtures.
As can be seen in Fig. 1 , a high efficiency, low emissions region is available if peak cylinder temperatures are kept between 1600 and 1800K, with equivalence ratios below unity. Operation in this regime requires pre- (Park and Reitz, 2007) . The high efficiency, low emissions region is found when peak cylinder temperatures are kept between 1600 and 1800K, with equivalence ratios are below unity.
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cise charge preparation to control local fuel-air ratios, and to control the fuel chemistry to ensure the optimal autoignition timing for low temperature combustion. HCCI and PCCI strive to achieve a well mixed fuel-air charge by injecting the fuel early in the intake or compression strokes, since with enough time for mixing, rich regions are avoided. However, a consequence of a homogeneously distributed charge is that, once the charge temperature reaches a critical value due to the piston compression, auto-ignition occurs at more-or-less the same moment throughout the combustion chamber. This can lead to unacceptably high rates of energy release and high cylinder pressures, unless the overall charge is very lean (i.e., high dilution via excess air or EGR is required). PCCI improves on this situation by maintaining a degree of fuel-air mixture stratification in the chamber. This is achieved by injecting the fuel later in the compression stroke than in HCCI, but early enough to avoid rich regions at the time of ignition. However, in both HCCI and PCCI the combustion event is still relatively fast compared to conventional diesel combustion, and this can limit operation to light loads unless high EGR is used to slow chemical rates.
The above discussion emphasizes the importance of the fuel chemistry, since it controls the ignition process and the combustion duration, and hence the peak combustion pressures and temperatures. The question thus arises as to what is the best fuel for chemical kinetics controlled combustion? As depicted in Fig. 2 , diesel fuel ignites relatively easily, which is helpful for light load operation.
FIG. 2:
Schematic diagram showing compression ignition process for two-stage (e.g., diesel) and single stage (e.g., gasoline) fuels.
However, combustion can occur too early at high loads with unacceptably high cylinder pressures, leading to load limitations. In contrast, gasoline-type fuels are more difficult to ignite, leading to poor combustion at low loads, but to better performance at higher loads. Thus, both fuels have benefits and drawbacks. Thus it is of interest to attempt to exploit the benefits of both fuels by using dualfuel combustion (i.e., using both diesel and gasoline-like fuels). At first thought, it is not appealing to suggest the use of two fuels, but it should be noted that two fuels are required with urea SCR exhaust after-treatment. Moreover, the distribution infrastructure for gasoline and diesel fuels is already widely available, whereas urea distribution is still limited.
Engine experiments and computer modeling and optimization of the in-cylinder blending of two fuels with different reactivities have been performed by ; . The fuel blending is accomplished using port fuel injection of gasoline (with an inexpensive automotive fuel injector) and early-cycle, optimized direct multiple injections of diesel fuel (with a low pressure common rail diesel injector). The computations were performed using the KIVA code coupled with the CHEMKIN code and a reduced Primary Reference Fuel chemistry model (Ra and Reitz, 2008) . As shown in the CFD model predictions of Fig. 3 , the more reactive fuel (represented by n-heptane diesel fuel surrogate) reacts first, leading to the formation of combustion precursor species, including formaldehyde. Upon further compression, second stage combustion is reached, as indicated by the appearance of OH radicals, and the reaction of the less reactive fuel (indicated by iso-octane gasoline 
FIG. 3:
Predicted total in-cylinder mass fraction histories of more reactive fuel (n-heptane) and less reactive fuel (iso-octane) with first and second stage combustion intermediate species. Note the extended heat release rate (HRR) duration and low peak combustion temperature. surrogate) is completed. As can be seen in Fig. 3 , this staged combustion process also extends the heat release duration, leading to acceptable pressure rise rates and low peak combustion temperatures and pressures.
The present dual fuel strategy has been termed Reactivity Controlled Compression Ignition (RCCI) (Splitter et al., 2010a) , and has been shown to be very effective for high-efficiency, low-emissions operation with excellent combustion phasing control at both high and low engine loads without excessive rates of pressure rise. For example, with diesel and gasoline fuel at a medium load (11 bar IMEP) operating point, NO x and soot were 0.01 g/kW-hr and 0.008 g/kW-hr, respectively, with pressure rise rates below 10 bar/deg. That is, US EPA 2010 heavyduty emissions regulations were easily met in-cylinder without after-treatment, while achieving ∼53% thermal efficiency (Hanson et al., 2010) . As shown in Fig. 4 , results with E85/diesel blends have achieved even higher efficiency (59%), while also meeting EPA mandates incylinder (Splitter et al., 2010b) . These results indicate 
FIG. 4:
Measured combustion parameters for gasoline/diesel and E85/diesel operation as a function of engine load in the heavy-duty diesel engine at 1300 rev/min. Note that a peak gross indicated thermal efficiency of 59% is achieved with 85% ethanol in gasoline (E85) and diesel fuel.
that internal combustion engine fuel efficiencies can be improved by up to 20% over standard diesel operation by using two fuels with different chemical reactivities. Current liquid petroleum usage for transportation in the US is about 14 million barrels per day (10 million for automotive gasoline and 4 million for diesel engines). If the present RCCI technology were to be adopted to replace also the relatively inefficient spark-ignition engine, even greater fuel savings would result. Indeed, it has been estimated that US transportation oil usage could be reduced by 34%, which equals current US imports from Persian Gulf.
LARGE EDDY SIMULATION VALIDATION FOR CREDIBLE SPRAY PREDICTIONS AND CON-TROL
As clear in the above, CFD simulations can be used to guide the development of high-efficiency, low-emissions engine operation since the fuel/oxidizer mixing and combustion processes are controlled by the details of turbulent fluid motions. Although simpler turbulence models are available and have been widely used in industry, they have limited ability to resolve the detailed flow structures that are responsible for mixing and combustion in engines. Large Eddy Simulation (LES) is a methodology stemming from atmospheric sciences where it has been shown to have much more potential than previous methodologies, such as Reynolds Average Navier-Stokes (RANS) models, for accurately simulating turbulent flows. In LES, the numerical grid for simulating the flow is coarser than that which would be necessary to compute the smallest scales of the flow, and thus a filter is applied to the conservation equations to remove those scales. However, because those small scales determine the dissipation and thus the character of the flow, the effect of the small scales cannot be neglected and is thus reintroduced in the equations through models, called for obvious reasons SubgridScale (SGS) models. Because they portray the behavior of the stresses at the smallest scales, these are called SGSstress models. The atmospheric sciences methodology is for incompressible, single-phase, non-reactive flows. Even for such flows, the question of LES model accuracy has been raised (Geurts and Frohlich, 2002; Meyers et al., 2003 Meyers et al., , 2005 Meyers et al., , 2010 Meyers et al., , 2006 assuming, boldly, that the SGS model is accurate. The application of LES to sprays is not trivial because in the spray regime where it is applicable (that of volumetrically dilute sprays) it involves tracking particles; it must account for phase change, which, when substan-tially influencing the flow, makes the flow compressible; and it must for some applications account for reactions. Even when introducing Favre averaging to render the LES equations for compressible flows similar to those for incompressible flows, it is unclear that some of the assumptions made in atmospheric sciences (e.g. isotropy at the Kolmogorov scale, i.e. the smallest flow scale) are still valid. For these spray flows, additional to the SGS-stress model, one must provide SGS-flux models for mass and enthalpy. In the many applications where sprays are studied in the context of reacting flows, it is necessary to introduce models other than representing the SGS-stress and SGS-fluxes for mass and enthalpy; these new models are for the turbulent reaction rate. It is thus clear that the addition of all these models, with corresponding assumptions, makes the atmospheric-science LES potential questionable for the more arduous spray problem. Without LES model validation, it is impossible to recommend LES for routine spray prediction utilization. Some of the challenges encountered in LES spray prediction have been already outlined elsewhere (Bellan, 2000) .
There is, however, an inherent difficulty in LES validation. Unlike in RANS where all scales are modeled using the same model and grid convergence is attained by gradually refining the grid, in the currently utilized LES formulation, the large scales are exactly solved and only the small scales are modeled. Thus, in the current LES formulation, when refining the grid one no longer has the same model because the SGS model is resolvedscale dependent. This fact has been recently highlighted for two-phase flow formulations (Radhakrishnan and Bellan, 2010) . Just as vexing a problem is the fact that for two-phase flow, LES computations are made by following computational drops instead of physical drops on their trajectories, but it is still unclear how one should choose the number of computational drops to be accurately representing the physical drops. By rigorously defining computational drops (Okong'o and Bellan, 2004) , it has been shown that while the CPU simulation time decreases with decreasing number of drops, so does the accuracy of the computation. A recent study using the same concept of computational drops indicates that for large reductions from physical to computational drops, a fine-grid LES is not as accurate as a coarse-grid LES, beside being computationally more intensive (Radhakrishnan and Bellan, 2011) . This is attributed to the fact that a fine-grid LES used in conjunction with a reduction in the number of followed drops from the physical to a computational drop field, implies that there is necessarily a smaller number of drops in a computational cell than in Direct Numerical Simulations (DNS); this aspect naturally influences the flow development and biases it from the true flow at the LES resolution. Key to success seems to be matching, within a factor of two, the increase in the computational cell volume in LES with the decrease in the number of followed drops so that the LES computational cells have approximately the same number of drops as those in the DNS. This finding highlights the importance of obtaining drop-number experimental data in statistically-steady combustion chambers or natural flows. Indeed, typical Kolmogorov scale values can be experimentally measured in a flow, thus providing a reference from which the LES grid can be chosen, but lack of drop number data currently prevents a cogent choice of the number of computational drops in LES calculations. Moreover, the results of this study also show that the current, but unacknowledged, practice of increasing the number of computational drops to obtain LES convergence in the same frame of mind as refining the LES grid to obtain grid-convergence, is flawed. Indeed, increasing number of particles to obtain simulation convergence is borrowed from Monte-Carlo simulations in which the particles are a random field. But in sprays, the drops do not represent a random field; they are deterministic particles obeying trajectories influenced by drag and evaporation effects. This deterministic aspect is in conflict with the expectation of convergence with increasing number of drops.
Finally, it is well known that LES predictions can be quite different according to the choice of the SGS model. The questions are: Why are some models better than others? How should one choose among several possibilities the best SGS model? Can one SGS model predict more accurately all quantities of interest in a spray application? If this is not the case, perhaps a good strategy would be to select quantities of interest, which we may call objectives and choose a SGS model best suited for those objectives very much like some investigators chose grids providing optimal model accuracy (Meyers et al., 2006) . A systematic study following these directions of thought is still missing.
Clearly, there is substantial work to be done to make LES a truly predictive model for spray applications. The questions of grid independence and appropriate number of computational drops should be augmented by other important computational aspects, such as discretizationorder dependence for the spatial representation. Indeed, without a robust LES methodology, it is impossible to give credence to simulations and compare them to experimental data. If one can adjust model parameters to agree with data, this is no longer a predictive model, but rather a descriptive model. However, predictive models are sought for applications because otherwise one cannot construct a control strategy. Once models are constructed that are independent of the numerical part of the simulation, the next question is that of accuracy. The question of accuracy relies on achieving a better understanding on the strategy for choosing an appropriate SGS model.
Progress towards LES as a predictive tool has been recently made (Bose et al., 2010) , but in the context of incompressible flows and only for a single SGS model. Whether the same methodology remains valid for compressible flows, or for two-phase compressible flows with phase change, remains to be seen. Just as important is to determine the influence of the SGS models used, and whether one model is better than others and if so, for what reasons. Studies are currently conducted by the author and collaborators to determine some of these crucial aspects of LES validation.
SIMULATING NEAR NOZZLE FLOWS FROM FIRST PRINCIPLE
Understanding the physical details of the initial breakup of injected liquid fuel jets remains one of the outstanding problems in multi-phase flows. While significant progress has been made in the past years to study the primary atomization region experimentally, using for example ballistic imaging (Linne et al., , 2005 and X-ray techniques (Wang et al., , 2006 , such analysis cannot yet provide the full 4-D data needed for a detailed analysis. Numerical simulations, on the other hand, have the potential to generate the needed comprehensive 4-D data sets. However, to become a tool that can be used complimentary to or even instead of experimental analysis, numerical simulations have to fulfill a list of requirements. These include governing equations derived ideally from first principle, consistent code and solution verification, and validation if any type of modeling assumptions are introduced. Although tremendous progress has been made in the past decade, current practice for simulations of the atomization process in combustion engines is still lacking in several of these requirements, most notably in the areas of code and solution verification. This is in part due to several yet open research questions in the area of numerical mathematics, but is driven primarily by limited available computational resources.
The following sections are intended to outline the ideal case, being mindful of the fact that even if all open research questions on numerical methods can be answered in the coming years, the necessary computational power to perform true numerical experiments of the atomization process will be large and likely available only on the fastest supercomputers. Still, because of the continued increase in computational power, todays fastest supercomputers will be commonplace machines within a decade, so advances in methodology and numerical techniques need to be developed now in order to make good use of these computational resources for the atomization community in the near future.
Governing Equations
The first requirement is that the governing equations have to be known. This, at first glance, seems trivial, since it is usually accepted that the combination of continuity equation, momentum equations augmented by a term describing surface tension, and energy equation (abbreviated as Navier-Stokes equations in the following) describe the flow encountered during primary atomization. However, are these equations true from first principle in the context of an atomizing flow? The answer to this question has implications for validation and the predictive capabilities of simulations.
In single phase flows, the Navier-Stokes equations are commonly accepted to be valid from first principle. However, in liquid/gas flows, the phase interface represents a change in material properties, i.e. composition, density, heat capacity, viscosity, and thermal conductivity, on scales associated with the mean free path of molecules. On such length scales, the continuum hypothesis inherent in the Navier-Stokes equations is no longer valid and one would need to resort to a statistical mechanics description. Enforcing the continuum hypothesis, i.e. limiting a mesh Knudsen number, defined as the ratio of the mean free path of molecules to the mesh spacing, to be much smaller than unity, turns the phase interface into a material discontinuity in the Navier-Stokes equations.
In non-atomizing liquid/gas flows, at least from a theoretical point of view, this is not problematic, although it poses a number of numerical challenges. In atomizing flows, however, the length scale associated with the actual break-up event goes to zero at the instant of topology change. The associated Knudsen number thus becomes large and the Navier-Stokes equations are no longer valid. From a first principle point of view, the dynamics at the moment of topology change and for a short time before and after thus have to be treated using a statistical mechanics approach which includes the then dominant vander Waals forces. In the absence of a statistical mechanics treatment a model has to be introduced for the details of the topology change. The use of such a model implies that the governing equations are no longer derived from first principle.
It remains an open question, of whether a treatment of the phase interface as a material discontinuity using the Navier-Stokes equations is a valid approximation for atomization of liquid jets in engine applications. If the final stages of individual breakup events are dominated by instabilities represented by the Navier-Stokes equations, e.g. shear layer, Rayleigh-Taylor, or capillary instabilities, the solutions to the Navier-Stokes equations can be expected to capture the correct atomization physics. If the breakup mechanism occurs via the formation and breakup of thin liquid sheets, the incorporation of a statistical mechanics treatment to describe the sheet rupture is likely required. In internal combustion engines, both type of breakup mechanisms are present: sheet like structures generated at the leading tip of the jet due to startup vortices, and ligament type breakup from the liquid core (Herrmann, 2011; Umemura, 2010, 2011; Umemura, 2011) .
Numerical Methods
Providing an overview of available numerical methods to solve for liquid/gas flows in the continuum limit is beyond the scope of this contribution. Instead the reader is referred to available overview articles in the literature (Gorokhovski and Herrmann, 2008; Scardovelli and Zaleski, 1999) . Instead, this section is intended to point out some of the numerical challenges a chosen method has to address to be viable for predictive atomization simulations.
The guiding principle for choosing or designing a numerical method should be that numerical discretization errors must be clearly differentiable from modeling errors inherent in the governing equations. Any mixing of the two is unacceptable from a fundamental point of view, since it precludes solution verification and thus cannot give a fair evaluation of the error and applicability of the model itself. Unfortunately, it remains common practice to violate this principle and either couple physical modeling parameters directly to numerical parameters like grid spacing, or accept modeling restrictions that limit how small grid spacings can become.
An example of the former is the topology change model inherent in fixed grid methods. The topology change model, which is a necessity for simulations based on the continuum Navier-Stokes equations, typically consists of a breakup length scale, such that if two opposing interface segments approach each other closer, topology change is introduced. In fixed grid methods like the level set method or volume of fluid, the breakup length scale is equal to the local grid spacing and thus is a numerical and not a modeling parameter. An example of the latter are standard Lagrangian point particle spray models, although non-violating methods have been proposed in the past (Garg et al., 2007 (Garg et al., , 2009 .
From a theoretical point of view, a chosen numerical method has to fulfill three requirements: it has to be consistent, i.e. the numerical approximation approaches the governing PDEs under grid and time step refinement, it has to be stable, i.e. the numerical solution remains bounded, and it has to converge, i.e. the numerical solution approaches the solution of the governing PDEs under grid and time step refinement. For linear, well posed initial value problems, convergence is guaranteed if the method is both consistent and stable, however, in how far this is true for the non-linear Navier-Stokes equations is a not fully answered question.
A further challenge is that the standard proof for consistency of a numerical method relies on Taylor series expansions and the requirement that higher order derivatives remain bounded. This is obviously not the case at the phase interface, since it is a material discontinuity and spatial derivatives become infinite. Thus appropriate numerical methods either have to provide for a split treatment of the two phases coupled via a separate treatment at the phase interface by for example explicitly enforcing the appropriate Rankine-Hugoniot jump conditions, or resort to integral forms of the governing equations.
It should be pointed out that for many numerical methods currently in use for liquid/gas flows, the formal proof of consistency, stability, and convergence has not been achieved and thus requires further research. Strictly speaking, finite difference methods, for example, unavoidably incur a zeroth-order error in the infinity norm at the phase interface, since even the smallest error in the position of the interface causes an intermittent O(1) error in material properties due to their discontinuous nature. The question then becomes whether this inability to converge under grid refinement in the infinity norm impacts the perhaps more relevant one-and two-norms and how the error propagates into the rest of the computational domain polluting the solution there. By similar arguments, finite volume methods incur at least a first-order error in cells containing the phase interface and are likely subject to the same error propagation and pollution behavior. Even though it is common practice to blend out errors at discontinuities when analyzing the convergence behavior of numerical methods, whether this is appropriate for atomizing flows, where the atomization process is dominated by the dynamics at the phase interface is an open question.
Code Verification
Code verification is an often overlooked key requirement for a predictive simulation tool. Its goal is to ensure that the consistent, stable, and convergent numerical solution techniques of the governing equations are implemented in the software correctly. To check this, the obtained numerical solution has to follow the theoretical error convergence behavior that can be derived from the theoretical proof of convergence of the numerical method.
The major challenge is that this requires an exact solution to the governing equations in order to be able to calculate the error of the discrete solution. While exact solutions to the Navier-Stokes equations are known, these, for the most part, rely on the introduction of simplifications that deactivate terms in the governing equations. These simple exact solutions are thus not sufficient for code verification purposes since they cannot test the deactivated terms. In fact, to the knowledge of the author, there exists no exact solution to the three-dimensional unsteady Navier-Stokes equations including phase interfaces that has every term in the equations non-zero. Without further research in this area, using exact solutions to the NavierStokes equations can thus be at best a necessary, but not sufficient code verification exercise.
An alternative to using exact solutions to the NavierStokes equations is to use the method of manufactured solution (Oberkampf and Blottner, 1998; Roache, 2002; Roy, 2005) . The key idea is to allow an extension of the governing equations by adding source terms to the equations. Then, instead of trying to find an exact solution to the governing equations, one reverses the process and chooses an exact solution and derives the source terms that would result in the chosen exact solution. Because the exact solution is chosen, it can be arbitrarily complex and have each term in the governing equations non-zero, i.e. active. Since code verification is a mere numerical mathematical exercise, the chosen exact solution need not be a physical one. It in fact is often beneficial to choose exact solutions that are unphysical to thoroughly test all implementation terms.
The method of manufactured solution has proven very successful in code verification of single phase solvers, however extension of the technique to liquid/gas flows with discontinuous phase interfaces are areas of active research with some promising initial results (Brady et al., 2011) .
Established reference numerical solutions are often used for code verification as well. From a fundamental point of view this is somewhat unsatisfactory, since it relies on the results of another simulation framework that in itself might be prone to error. The requirement that it be an established solution provides some level of community check, however, a mathematical proof as available through exact or manufactured solutions is always preferable.
Finally, it is important to note that code verification is a continuous process. It is in principle not sufficient to perform it ones in the evolution process of a code and then simply refer to that exercise as proof of code verification. Any time any part of a simulation infrastructure is changed, code verification has to be performed anew, ideally in the form of periodic regression testing. Although currently not the norm, a statement to the effect that comprehensive code verification has been passed immediately preceding the generation of any simulation result should be included in all publications of numerical results.
Solution Verification
Solution verification refers to the exercise that ensures that an obtained numerical solution to the governing equations is not unduly impacted by numerical discretization errors both in space and time. It can be done by performing a series of simulations using varying grid and time step sizes. Unlike code verification, an exact or established solution is typically not available for comparison and definition of an error norm. So when can a simulation be considered unimpeded of numerical error? The key is to demonstrate that the numerical solution is in the asymptotic convergence region. Note that the achievable, so-called observed order of accuracy is usually smaller than the formal order of accuracy that Taylor series expansions can provide. Roache (1994) established a formal method of reporting solution verification results by introducing the so-called grid convergence index (GCI). It is based on Richardson-extrapolation and includes a formal quantitative measure of whether a solution is in the asymptotic range. Although the GCI in principle can establish whether a solution is verified, its application to liquid/gas flows with phase interfaces is complicated by the fact that the phase interface is a discontinuity in the continuum limit. Further research is needed of how to consistently incorporate the phase interface discontinuity in the GCI analysis. Among the open questions is if and how errors introduced at the phase interface influence the simulation results away from the phase interface. As mentioned above, some numerical methods are by definition prone to zeroth-or first-order errors at the phase interface. While it is believed that such methods are not dominated by these errors away from the interface, it remains to be conclusively proven for the case of atomizing flows.
Strictly speaking solution verification has to be performed for each simulation anew, even if initial and boundary conditions do not significantly change. Thus although the common practice of establishing a required resolution either by physical arguments or by solution verification of a single operating condition is understandable from a simulation cost perspective, it is not sufficient. Such arguments can only be made to give guidance on the likely necessary resolution, which then still has to be verified. Using the guidance, this can then be done in a cost effective manner by performing grid/time step coarsening instead of refinement.
As for code verification, a major complication for solution verification is the typical inherent mixing of modeling and numerical parameters. As a further example, consider the surface tension force. It is active only at the location of the phase interface, so mathematically is described by a delta function affixed to the phase interface. Pure delta functions are notoriously difficult to treat in numerical methods, so it is common practice in many numerical methods to spread the surface tension force across a small number of cells in the front normal direction (Brackbill et al., 1992; Sussman et al., 1994) . The associated thickness of the surface tension force application region then in fact becomes a modeling parameter. If, this modeling parameter is directly coupled to the local grid spacing at the phase interface, a grid refinement study, as is required for verification, has the unattended consequence of modifying the used model parameter and thus the employed model. It thus becomes impossible to differentiate between modeling errors and numerical errors.
It should be noted that Large Eddy Simulations (LES) face a very similar predicament, in that the implicit and explicit filter widths are usually coupled to the local grid spacing as well. In both cases the argument is commonly made that because grid refinement changes the employed model, simulation verification is in principle not possible and in fact not necessary, because refining the grid will approach the non-modeled state, in the case of LES a direct numerical simulation, and for phase interfaces the mathematical delta function. Albeit convenient, this line of argument is inconsistent. To ascertain the validity and quality of a model, it is imperative to be able to know the models answer on its own merit, i.e. unimpeded by numerical errors. For surface tension models using finite widths, this means that the width of the delta function approximation should not be coupled to the mesh size and has to be kept constant under grid refinement. For the topology change model discussed earlier, a similar argument holds that the breakup length scale has to be decoupled from the local grid spacing.
Validation
The purpose of validation is to ensure that the correct governing equations for the analyzed physical problem are solved. It can only be performed after successful code verification and only using numerical results that have undergone solution verification. If these two pre-requisites are fulfilled and the governing equations are derived from first principle, then, strictly speaking, validation is not required, since it can only check the validity of the governing equations, which are valid from first principle.
In practical simulation tools for atomization based on the Navier-Stokes equations alone, there does unfortunately remain a need to validate the solver, because the first principle assumption of the governing equations breaks down near the moment of topology change and a topology change model has to be introduced. In addition, if the governing equations are modified to allow a finite width of the phase interface on the continuum scale the validity of these modified equations has to confirmed.
The challenge for validating simulation tools for atomizing flows lies in the limited available experimental validation data. With few exceptions, experimental data is available only in regions far away from the injector, consists of integral quantities, and does not fully define all boundary or initial conditions. There is in fact a severe lack of quality experimental data useable for validation and significant efforts should be made to establish these data sets in the near future.
Another challenge lies in the fact that although simulations are deterministic in nature, small changes in boundary and initial conditions can have different outcomes. As such a validation simulation has to be performed for an ensemble of boundary and initial conditions that represent the experimental conditions and it is the ensemble averages that have to be compared.
While quantitative agreement of simulation data with integral quantities from experiments is a necessary condition for validation, it is not sufficient to claim a vali-dated tool, since the good agreement might simply be the result of fortuitous modeling error cancellation. Furthermore it must be stressed that reproducing experimentally obtained results while adjusting model parameters is not validation. Validation simulations should be performed without any knowledge of the experimental results, except for the boundary and initial conditions. Only after code and solution verification should the numerical results be quantitatively compared to the experimental results. If at that stage, a discrepancy is found and the model is adjusted, the simulation is no longer a validation and a new validation case has to be performed.
Finally, if modeling constants are not constants but require adjustments using tuning simulations, validation cases have to span the entire operating condition space of the target application for which the simulation tool is to be used.
Prediction
Prediction is the generation of simulation results for which no experimental data is available. For atomization simulations, this can have a two-fold meaning. On the one hand, and this is the traditional view, a prediction simulation can generate results for operating conditions for which no data is yet available. Can these results be trusted? If code and solution verification have been successfully performed and the governing equations are valid from first principle, then the simulation results are as good if not superior to a physical experiment. If the governing equations are not derived from first principle and modeling is involved, then the prediction simulations operating conditions have to be within the validation domain of operating conditions. In some sense a prediction simulation then turns into an interpolation in the validated operating condition space.
On the other hand, one can use a prediction simulation to study details of physical processes that are not accessible to experimental analysis. This can happen for operating conditions, for which integral experimental data is available and reproduced by the simulation. An interesting question is whether tuning is allowed in such a simulation to reproduce the integral experimental data or whether the experimental data has to be reproduced in a true validation simulation. The answer to this question depends on the amount of modeling, i.e. how far away from first principle the governing equations are, and what physical processes are to be studied. Thus, an answer likely cannot be generalized. It is however this second category where simulations will have their largest impact in the coming years, especially in conjunction with latest experimental techniques for the primary atomization region that can provide spot validation data of the phase interface geometry and dynamics.
SUMMARY AND OUTLOOK
Spray combustion will remain as an important source of energy for many more years. Although further large improvements in energy efficiency cannot be obtained through perfecting the fuel delivery methods, additional development is warranted. The greatest benefits can be realized in pollutant emissions reduction. As outlined in this review, innovations in spray diagnostics and especially in optical methods have allowed acquisition of necessary information that has led to insights and a better understanding of these very complex combustion spray flows. Early measurements of basic spray parameters were a necessary start in this process of understanding and innovation. However, spray flows associated with combustion systems represent one of the most complex fluid mechanics problems. These flows involve turbulent liquid breakup mechanisms, gas phase turbulence interaction with the dispersed phase, vaporization, and chemical reaction. Basic drop size measurements are far from sufficient in defining these complex conditions. With increasing atomization pressures and decreasing nozzle orifice diameters come much greater complexity and difficulty when attempting to measure or otherwise characterize the flow within and near the exit of the injectors. There is currently great interest in the effects of cavitation on near-exit atomization. There is also growing interest in the possibility of flow swirl initiated within the injector and its subsequent effect on the spray formation and dispersion. These phenomena are extremely difficult, if not impossible, to measure or even to observe experimentally due to the small scales, turbulent, deformed liquid surfaces, high droplet and gas phase velocities, and high pressures involved. Observations of scaled-up models have been used but questions arise as to their validity in describing the conditions at actual spray orifice sizes and conditions (Balewski, 2009) . Future developments incorporating significant innovations in the diagnostics and modeling will be required to extract information on these small-scale, but important flows.
At this stage, it appears that modeling efforts have a greater chance of succeeding in predicting and describing internal flow features. It is very unlikely that measurements can be made within these very small orifices at the pressures and velocities that currently prevail. Clearly, there needs to be a greater effort in integrating experimentation and modeling to advance our understanding in the future development of these very complex combustion systems.
However, a number of theoretical challenges remain to make simulations predictive and a tool to be used for discovery on par with experimental methods. A remaining limitation is the available computational resources.
The requirement of code verification, the need for ensemble average solution verified validation, and the necessity for ensuring the predictive aspects of simulations drastically increases the computational cost. Although, using todays computational resources, single non-verified simulations of the atomization process in IC engines are possible, following a stringent procedure just outlined adds orders of magnitude more cost. However, with the continued fast paced growth of supercomputers, the required computational power will become available in the next one to two decades. At that point, and perhaps significantly earlier, simulations will be able to enhance and perhaps replace experiments as the preeminent scientific discovery tool for atomizing flows.
