Abstract. We give an asymptotic formula for the 2kth moment of a sum of multiplicative Steinhaus variables. This was recently computed independently by Harper, Nikeghbali and Radziwi l l. We also compute the 2kth moment of a truncated characteristic polynomial of a unitary matrix. This provides an asymptotic equivalence with the moments of Steinhaus variables. Similar results for multiplicative Rademacher variables are given.
Introduction
In the study of the Riemann zeta function there are two probabilistic heuristics which have had significant recent attention. One of these is the use of random multiplicative functions in problems of an arithmetic nature and the other is the use of random matrix theory to model various statistics of the zeta function.
The study of random multiplicative functions was initiated by Wintner [23] when he modelled the Möbius function as the multiplicative extension to the squarefree integers of the random variables ǫ p , each of which takes the values {±1} with equal probability. This provided a model for the reciprocal of the Riemann zeta function and hence an appropriate 1 probabilistic interpretation of the Riemann hypothesis. More recently, random models have been used in association with Dirichlet characters in the work of Granville and Soundararajan (e.g. in [9, 10] ) and also for the quantities p it when p ranges over the set of primes [11, 18, 19] . The connection between the Riemann zeta function and random matrix theory is well known and has been extensively studied. One of the more remarkable predictions of random matrix theory is the Keating-Snaith conjecture [16] regarding the moments of the zeta function. This states that
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with d k (n) being the k-fold divisor function. In essence, the reasoning behind the Keating-Snaith conjecture can be stated as follows. Since the zeros of the zeta function are conjectured to share the same distribution as eigenvalues of a random matrix in the CUE, it is reasonable to expect that the characteristic polynomial of a matrix provides a good model to the zeta function in the mean. Thus, for an appropriate choice of N one could expect
where Λ(M, z) denotes the characteristic polynomial of the matrix M and the expectation is over all unitary matrices of size N with respect to the Haar measure.
Recently, Conrey and Gamburd [7] showed that the asymptotic in (3) holds if one both truncates the characteristic polynomial and replaces the zeta function by a Dirichlet polynomial of length x = o(T 1/k ). This allowed them to deduce that
where a(k) is given by (2) and c(k) is the volume of a particular polytope in R k 2 . This result may be stated in the more general framework of random multiplicative functions as follows.
Given the set of primes, associate a set of i.i.d. random variables {X p }, equidistributed on the unit circle with variance 1. We extend these to the positive integers by requiring that X n is multiplicative; that is, if
. We let E[·] denote the expectation. We refer to the X n as multiplicative Steinhaus variables. The association p it ↔ X p is then seen to be more than just formal in light of the identity
dt which holds for all σ ∈ R and q > 0. This can be proved by first demonstrating it for q ∈ N and then applying the Weierstrass approximation theorem to the function f : y → y q/2 . Our main aim is to extend the results of Conrey-Gamburd to more general σ, in particular to σ = 0, and to exhibit the connection between moments of random multiplicative functions and random matrix theory. Theorem 1. For fixed k ∈ N and 0 ≤ σ < 1/2 we have
where, a(k) is given by (2), β(1) = 1, and
In the significant case σ = 0, Theorem 1 has been proved independently by Harper, Nikeghbali and Radziwi l l [13] . It is of interest to note that the constant in their result involves the volume of the Birkhoff polytope B k . By comparing coefficients we get that vol(
It is an open problem to determine a closed form for the volume of the Birkhoff polytope [22] and a representation in terms of such contour integrals may be new. A direct proof of the equation vol(B k ) = k k−1 β(k) can be found by applying the methods of section 4.2 to the formula for the Ehrhart polynomial given in [4] . Also, our methods work equally well in the case σ = 1/2 and thus by comparing coefficients with Theorem 2 of Conrey-Gamburd [7] , we get a contour integral representation for their constant (see equation (21)).
It should be noted that the expectation on the line σ = 0 counts the number of solutions (m j ) ∈ N 2k to the equation m 1 m 2 · · · m k = m k+1 · · · m 2k with the restriction 1 m j x. In the case k = 2, Ayyad, Cochrane and Zheng [2] computed this quantity to a high accuracy. Theorem 1 therefore extends these results to k 3, although we do not achieve their level of accuracy. By including the extra condition (m j , q) = 1 in the equation, a slight modification of our methods give the following asymptotic formula for Dirichlet character sums. Theorem 2. Let χ be a primitive Dirichlet character modulo q and suppose q has a bounded number of prime factors. Then for fixed k ∈ N,
as x, q → ∞ with x k ≤ q where χ 0 denotes the principal character.
Our results on the random matrix theory side are as follows. Let U(N) denote the group of unitary matrices of size N. For a matrix M ∈ U(N) with eigenvalues
where the c M (n) are the secular coefficients. For N ′ N we consider the truncated characteristic polynomial given by
denote the expectation over U(N) with respect to Haar measure.
Theorem 3. Let k ∈ N be fixed and suppose |z| > 1. Then for all N k log x we have
where β(k) is given by (5) and
with 2 F 1 being Gauss' hypergeometric function.
One may notice a certain similarity between Theorems 1 and 3. Indeed, by including the work of [7] in the case σ = 1/2 we have the following. Corollary 1. Let k ∈ N be fixed and let z σ be any comlpex number such that |z σ | = e 1/2−σ . Then for 0 ≤ σ ≤ 1/2 and N k log x we have
where a(k) is given by (2) and
A problem which has garnered some attention recently is to determine the first moment of n x X n . A conjecture of Helson [14] states that this is o( √ x), but this seems doubtful now given the evidence in [5, 13] . Another motivation for the present article was to provide a conjecture for the first moment via Corollary 1. Let us then assume that Corollary 1 holds for 0 k < 1. Then (presumably) the average on the right side of (9) can be taken over matrices of size N = log x which leads to a computation of the full characteristic polynomial. By an application of Szegő's Theorem, Chris Hughes has shown ( [15] , formula (3.177)) that for |z| < 1
as N → ∞. On applying the functional equation
with |z| = e σ−1/2 we obtain the following conjecture.
Conjecture 1. For 0 k < 1 and 0 σ < 1/2 we have
For k = 1/2 and σ = 0 we can compute the constants to a reasonable accuracy. The arithmetic factor a(k) admits a continuation to real values of k via the formula
We then find that a(1/2) = 0.98849... . The other constants are given by Thus, on combining the constants we acquire the conjecture
One can instead consider multiplicative Rademacher variables. In this case, associate a set of i.i.d. random variables {Y p }, which are ±1 with uniform probability, to the set of primes. Extend this to all positive integers by requiring Y n to be multiplicative and non-zero only on the square free integers; that is,
where b j > 0 for all j. We then have the following result.
Theorem 4. For fixed k ∈ N, k 2 we have
Let SO(2N) denote the group of orthogonal 2N ×2N matrices with determinant 1, and let E SO(2N ) [·] denote the expectation over SO(2N) with respect to Haar measure.
Theorem 5. Let k ∈ N be fixed and suppose z ∈ R, |z| > 1. Then for all N k log x we have
where γ(k) is given by (14) .
where b(k) is the arithmetic factor given by (13) .
Similarly to the case of Steinhaus variables, we expect that the 1st moment is ∼ c √ x for some constant c. Unfortunately we have not been able to find an analogue of (10) for the special orthogonal group and so cannot make a precise conjecture. For some recent results on the order of n≤x Y n see [12, 20] .
Asymptotics for Steinhaus variables: Proof of Theorem 1
2.1. A contour integral representation for the expectation. We have
We invoke the condition n j ≤ x in each j by using the contour integral
with y = x/n j . For each j we take a specific line of integration b j . For reasons that will become clear we take b 1 = ǫ < 1 − 2σ if σ < 1/2 and b 1 = 2 if σ = 1/2. In both cases we may take the other lines to be sufficiently large so as to guarantee absolute convergence; b j = 2 say (j = 2, . . . , 2k). This gives
where
.
Since the condition n 1 · · · n k = n k+1 · · · n 2k is multiplicative we may express F k (z) as an Euler product:
Upon expanding the inner products and sum whilst referring to the middle line of (18), we see that A k (z 1 , . . . , z 2k ) is an absolutely convergent product provided
We now have
2.2.
The case σ = 1/2. Although the case σ = 1/2 has already been investigated by Conrey-Gamburd [7] , we will go over it with a proof that is instructive for the case 0 ≤ σ < 1/2. Set σ = 1/2 in (20) . We write the resulting integral as
. . .
where L = log x and
This function is holomorphic in a neighbourhood of (0, 0, . . . , 0) and the constant term in its Taylor expansion about this point is given by A k ( 1 2 , . . . , 1 2 ). We now make the substitution s j → s j /L in each variable to give an integral of the form
First, note that we may shift the contours so as to be independent of L, to ℜ(s j ) = 2 say. We now truncate the integrals at height T = o(L) and take a Taylor approximation to B k (s) about the point (0, 0, . . . , 0). Then upon letting L → ∞ we see that this integral is asymptotic to
, . . . ,
where a(k) is given by (2) . The remaining constant is given by
We may express α(k) as a volume integral and hence recover the constant of Theorem 2 in [7] . This is achieved by first writing (
e −x ij (s i +s j ) dx ij for each term in the product over i, j so that the full product is then given by a k 2 -fold integral. Upon exchanging the orders of integration and applying (17) the result follows.
2.3. The case 0 ≤ σ < 1/2. Returning to our expression for the expectation given in (20) , we first make the substitutions s j → s j + 1 − 2σ for k + 1 ≤ j ≤ 2k. This gives
In the case σ = 1/2, the leading order term was essentially given by the poles at s j = 0. In the present case we must first make the appropriate substitutions to bring the leading order contributions to s j = 0. Only then can we make the substitution
We first extract the polar behaviour of the integrand. Write
so that our integral becomes
We now make the substitutions s j → s j − s 1 for k + 1 ≤ j ≤ 2k and s i → s i + s 1 for 2 ≤ i ≤ k. This gives an integral of the form s 1 + 1 − 2σ) . Now, for j = 2, 3, . . . , 2k we let s j → s j /L. This gives the integral
Once again, we may shift the lines of integration in the integrals over s 2 , s 3 , . . . , s 2k so as to be independent of L; back to ℜ(s j ) = 2 say, and truncate the integrals at some height T = o(L). From the definition of G k,σ given in (23), we see that
, . . . , 1 2 ) where in the last two lines we have used the symmetry of A k . As previously claimed, this last quantity is given by (2) . The other limits are easily evaluated.
Thus, as L → ∞ we have
For the integral over s 1 we push the line of integration to the far left encountering a pole at s 1 = 0. The integral over the new line vanishes in the limit and so
The remaining integrals are given by β(k) of equation (5) .
Note that although it appears as if one should be able to make the substitution (22) without first shifting the variables by s 1 , this is not the case. Upon truncating the integrals at height T = o(L), the largest error terms arise from the ζ-factors in G k,σ when they are evaluated close to t = 0. For this to occur in all terms of the form ζ(1 + (s i + s j )/L) and ζ(1 + s j /L) for i = 2, . . . , k, j = k + 1, . . . , 2k, one must have t i ≈ −t j ≈ 0 for i = 2, . . . , 2k and j = k + 1, . . . , 2k. When looking at the error arising from cutting some s i at height T , this large contribution clearly is excluded, as one has |t i | ≥ T ≫ 0 for this i. On the other hand, if one makes the substitution s j → s j /L directly in (22) and attempts to cut all integrals at height T = o(L), a large error arises from t i ≈ −t j for i = 1, . . . , k and j = k + 1, . . . , 2k.
Character sums: sketch proof of Theorem 2
We shall only sketch the proof of Theorem 2 since it is very similar to the proof of Theorem 1. Recall the orthogonality property of Dirichlet characters: for m, n coprime to q
This implies that for all
On applying the line integral (17) we acquire
Expressing this as an Euler product gives
say. Here, the function A k (s 1 , . . . s 2k ) is that of equation (19) . Since the number of prime factors of q remains fixed, C k,q (s 1 , . . . , s 2k ) is holomorphic in the same regions as A k (s 1 , . . . , s 2k ). The arguments of the previous section now follow, with the arithmetic constant being given by
where ω(q) represents the number of distinct prime factors of q. Since we're assuming ω(q) is bounded this last error term is O(1) as q → ∞. Hence,
Since this is of a lower order than the main term when ω(q) is bounded the result follows.
Moments of the truncated characteristic polynomial in the unitary case: Proof of Theorem 3
4.1. A formula for the expectation. We begin by recalling the definitions. Let U(N) denote the group of unitary matrices of size N. For a matrix M ∈ U(N) with eigenvalues (e iθ j )
The coefficients c M (n) are known as the secular coefficients. We have c M (0) = 1, c M (1) = Tr(M) and c M (N) = det(M). In general, note that these coefficients are symmetric functions of the eigenvalues. For N ′ ≤ N, consider the truncated characteristic polynomial given by
n .
We will compute the expectation of this object as the following multiple contour integral.
Proposition 3. Let k ∈ N. Then for all z ∈ C and N ≥ kL we have
where the integration is around small circles of radii less than min(|z| −1 , 1).
Our plan is to expand |Λ(z)| 2k , push the expectation through, and then use the results of Diaconis-Gamburd [8] regarding the expectation of products of the coefficients c M (j). To state their result we must first detail some notation.
For an m × n matrix A denote the row and column sums by r i and c j respectively and define the vectors row(A) = (r 1 , . . . , r m ), col(A) = (c 1 , . . . , c n ).
Given two partitions µ = (µ 1 , . . . , µ m ) andμ = (μ 1 , . . . ,μ n ) we let N µμ denote the number of matrices A with row(A) = µ and col(A) =μ. The notation 1 a 1 2 a 2 · · · is used to represent a partition with a 1 parts equal to 1, a 2 parts equal to 2 etc. For example, (5, 3, 3, 2, 1 
On expanding the polynomial and pushing the expectation through we get
On taking N kL the condition of the Theorem is satisfied for all terms in the sum, and can thus be applied. Consider the first term. Note that we may write
Similarly, for the second term we may write
This set is empty unless m = n in which case we can write the second term as a sum of |z| 2 . Continuing in this fashion we see that
We now invoke the conditions m ij L with the formula
which follows on expanding (1 − u) −1 as a geometric series. This gives
On collecting like powers and computing the geometric series we acquire Proposition 3.
4.2.
Asymptotics for the multiple contour integral. Denote the integral in Proposition 3 by I. Thus,
where the contours of integration are positively oriented circles of radii |u j | = ε j . We choose 1/|z|
With these choices of ε j the conditions of Proposition 3 are satisfied, provided |z| > 1. We will now perform similar manipulations to those in section 2. 3 First, let u j → u
. Now let u j → u 1 u j for j = 2, . . . , k. After a bit of rearranging we have
Consider the integral with respect to u 2 , . . . , u 2k :
The contours of integration are given by circles of radii ε j = δ 1/L j , j = 2, . . . , 2k. We may now choose the δ j to be small but independent of L since this does not alter the value of the integral. Then, writing J in its parametrised form gives
Performing the substitutions θ j → θ j /L and writing c j = log δ j we have
We now divide by L (k−1) 2 and take the limit as L → ∞. By an argument involving dominated convergence we may pass the limit through the integral. Then, since
Finally, we let θ j → −θ j . Upon noting that −c j is postive, we see that this last integral is the parametrised form of β(k) of equation (5) . Therefore,
It remains to show that
and 2 F 1 is the usual hypergeometric function.
Note that in I 1 we are still integrating over a circle of radius ε < 1/|z| since we made no substitutions in the variable u 1 . Thus, the only contribution is from the pole at u 1 = |z| −2 . Therefore,
As a quick aside, we note that
and that this can be written in terms of the Legendre polynomials P n (x) via the formula (see [3] , section 3.2)
2 F 1 (−λ, λ + 1; 1; z) = P λ (1 − 2z). Continuing with our manipulations, the last line of equation (29) may be rewritten as
where (x) m is rising factorial or Pochammer symbol defined by
This last sum is the hypergeometric function 2 F 1 (1 − k, 1 − k; 2 − 2k; 1 − |z| 2 ). By formula (18) in section 2.9 of [3] we have On applying this the result follows.
Moments of Rademacher variables: Proof of Theorem 4
5.1. A contour integral representation for the norm. Note that E [Y n 1 · · · Y n 2k ] = 1 if n 1 · · · n 2k is a square number and n i is square-free for i = 1, . . . , 2k, and otherwise it equals zero. Therefore we have
As earlier we invoke the condition n j ≤ x in each j by using (17) with y = x/n j . For each j we integrate along the lines b j = 2. This gives
Since the condition n 1 · · · n 2k being square is multiplicative we may express F k (z) as an Euler product:
Similarly as in the proof of Theorem 1 we get that B k (z) is an absolutely convergent product provided ℜ(z i + z j ) > 1/2 for 1 ≤ i < j ≤ 2k. Now we make the substitution s j → s j + 1/2 for j = 1, . . . , 2k in the second line of (32) to get
where we define
The function G k (z) is analytic in the region ℜ(z i + z j ) > −1/2 for 1 ≤ i < j ≤ 2k, and G k (0, . . . , 0) = B k (1/2, . . . , 1/2). Finally we make the substitution s j → s j /L for j = 1, . . . , 2k to get
Shift the lines of integration to be independent of L, say back to ℜ(s j ) = 2 for j = 1, . . . , 2k and truncate each line at height T = o(L). Computing the Taylor expansions and then taking the limit as L → ∞ gives
where b(k) = B k (1/2, . . . , 1/2) is the arithmetic factor given in (13) and γ(k) is the integral given by (14).
6. Moments of the truncated characteristic polynomial in the special orthogonal case: Proof of Theorem 5 6.1. A formula for the expectation. As for the U(N) case we begin by expressing the expectation as a multiple contour integral.
Then for all z ∈ R and N ≥ kL we have
To prove this we must use an alternative method to before since there is no analogous result of Diaconis-Gamburd [8] for the special orthogonal group. Instead, we use the following result of Conrey-Farmer-Keating-Rubinstein-Snaith.
Theorem ( [6] ). Let dµ denote the Haar measure on SO(2N). Then for m 1 we have
To begin with, we use the integral
Ls ds s for each of the factors Λ L (z). Pushing through the expectation then gives
where, for reasons that will become apparent, we take c 1 > c 2 > · · · > c 2k > max{0, log |z|} and c i − c i−1 > 2 log |z| for i = 2, . . . , 2k. Using the theorem with w i = ze −s i for i = 1, . . . , 2k then gives
We would like to show that any term with ǫ j = 1 for some j ∈ {1, . . . , 2k} gives zero contribution. To this end, let n = min{j ∈ {1, . . . , 2k} : ǫ j = 1}. When integrating over s 1 , . . . , s n−1 we only need to keep track of the highest power of e sn . For the s 1 integral, write
for j = 2, . . . , 2k. Using (33) we see that m ≤ L in each sum, so the highest possible contribution of powers of e sn is e Lsn . Further, as ǫ 2 = · · · = ǫ n−1 , this integral contributes a nonpositive power of e s 2 , . . . , e s n−1 . Continuing in this fashion and integrating s 2 , . . . , s n−1 , we deduce that one is left with The highest possible power of e sn amongst all terms is e (2k−n+(n−1)L+L−2N )sn which is negative for N ≥ Lk and L > 1. By (33) all terms are thus zero.
This leaves In order to arrive at the contour integral, we expand each factor of the product as 1 1 − z 2 e −s i −s j = m ij ≥0 z 2m ij e (−s i −s j )m ij .
Separating the integrals and using (33) then gives (1 − u j ) .
On collecting like powers and computing the geometric series we aquire Proposition 4.
6.2. Asymptotics for the multiple contour integral. Denote the integral in Proposition 4 by I. Again we perform manipulations similar to those in section 4.2. Let u j → |z| −1 u j for j = 1, . . . , 2k. Then
Next, let u j → u .
Here, the contours wind around the origin L times. We now choose the radii of the contours to be independent of L and then write the integral in parametrised form. Upon taking the limit as L → ∞ and pushing the limit through the integrals we acquire
(1 − |z| −1 ) 2k γ(k) where γ(k) is given by (14) .
Concluding remarks
Admittedly, our evidence for Conjecture 1 is rather weak and there is a certain level of ambiguity in choosing the size N of the matrices. However, it is interesting that for our choice of N = log x the random matrix expectation seems to capture the phase change that we expect to see from the expectation of the Steinhaus variables. Indeed, if the conjecture holds for k = 1/2, then we can obtain the order of magnitude
