Abstract-Wireless sensor networks (WSNs) are an important area with a major technological impact. Power preservation is one of the important issues in communication protocol development for WSNs. This article presents a review of Event-to-Sink Reliable Transport (ESRT) which is specifically developed for an event-based WSNs application. Five characteristic regions and corresponding algorithms have been proposed in ESRT. At the end of each cycle, the reliability is observed and the data reporting rate is adjusted accordingly. Two main contributions of this study include an evaluation of the algorithms proposed by ESRT on their capabilities of power preservation and convergence to the optimal state where a sink receives a desired number of received packets and there is no congestion. According to the results, all of the algorithms demonstrate profound reporting rate adjustments. Moreover, both transmitting and receiving powers can be significantly preserved in the case when the sources generated more packets than required and the network is congested. Therefore, the proposed algorithms unlikely require any enhancements. Moreover, ESRT is analysed how well it can fit in some of the existing WSNs applications. The application category which may deploy ESRT is the event detection and tracking where complete reliability is not required.
INTRODUCTION
Power preservation is currently growing in importance. Wireless sensor networks (WSNs) consist of multiple sensors which are able to sense some aspects of their environment and communicate their readings to a base station or sink without physical connection. Sensors are often also resource constrained, being small in size and relying on small batteries for power. Consequently, the efficient utilisation of energy should be an important priority for designing WSNs network protocols.
As sensor is responsible for collecting physical data and delivering the data to its destination, providing a guarantee on delivery process can preserve power consumption. The mechanisms mainly depend upon several factors such as type and priority of data packet. For example, an ordinary data packet delivered by a sensor may be lost and this may be acceptable in some applications [1, 2] . On the contrary, the control packet initiated from a base station for re-programming some sensors located in a particular area cannot be dropped [3] . When a disaster is occurring, such packets which are sensed from the sensors in an event area possess higher priority than those which are located outside. Moreover, a large number of packets is generated and fed into network under the event. Controlling sensors to operate at noncongested region is another approach to preserve power. The discussed guarantee term in this context is therefore reliability and congestion control. According to these sample scenarios, it can be concluded that the guarantee is based upon the requirements of an application of interest.
Several transport protocols and congestion control schemes have been developed for WSNs. The Internet deploys the Internet Protocol (IP) to provide best effort on data delivery without data retransmission and data lost is acceptable. All lost packets are detected and retransmitted by the Transmission Control Protocol (TCP). The best effort scheme may not suit WSNs because of resource constraint. Power for data transmission should not be uselessly consumed. Developing transport protocol providing complete reliability [3, 4] can fit in several WSNs applications [5] [6] [7] [8] [9] [10] [11] . However, some applications may not require complete reliability [1, 2] . Applying complete reliability to each of transmitted packet in this case may not realise the power constraint issue. The Event-to-Sink Reliable Transport (ESRT) [12] offers statistical reliability and congestion control for WSNs. The data sending rate is controlled in order to meet two main objectives including desired reliability and congestion control. ESRT may be categorised as a power aware protocol as it avoids congestion. The power for excess data transmissions can be saved. It can be used in some of the WSNs applications where complete reliability is not required. The validation and possibilities of enhancing ESRT performance on power preservation were studied in [13] . The processes began with validating ESRT work by means of simulation using network simulator, ns-2. Indepth analyses on simulation output including normality and variability studies have been conducted and demonstrated.
There are two main contributions in this article. First, the proposed ESRT algorithms are analysed in terms of power preservation and their capability to converge to the optimal operating state where the desired reliability is met and there is no congestion. Second, ESRT has been evaluated on its capability to fit in some of the real-world WSNs applications such as the Great Duck Island (GDI) project [14] [15] [16] . The applicability is judged on application category, node mobility, underlying communication paradigm and reliability requirement.
The article is organised as follows: Section 2 describes ESRT in details. Its scenario, five characteristic regions and corresponding algorithms are illustrated. At the end of each cycle, reliability is observed and the current reporting rate is adjusted. Section 3 illustrates the evaluation of each of the algorithms on power preservation and convergence to an optimal state. Several factors affecting the power usage and save such as normalized reliability and node failure are varied. WSNs are application specific. Each application has its own set of requirements. Section 4 analyses which application ESRT can fit in. Finally, conclusion and discussion are provided in Section 5.
II. ESRT
Instead of providing complete reliability on data delivery, ESRT (Event-to-Sink Reliable Transport) focuses on data packet transmissions from sensors to the destination called sink. The sink is a node where ESRT runs and it is assumed to have more power and resources. According to the ESRT design concept, some tolerances are introduced to the required reliability. Data retransmission is unnecessary in this case and some amount of power can be preserved. ESRT was therefore designed to guarantee that a network would receive a required number of data packets without congestion. The key mechanism is current network state monitoring. At the end of each operation cycle, the number of received packets at a sink is compared to the desired value which is specified by an application. The normalised reliability defined as a ratio of the number of observed and the desired packets at the sink is then calculated. Moreover, an increase in buffer length at the end of last reporting period is also observed. If the increase is larger than buffer size, the network is congested.
ESRT is a transport protocol with congestion control specifically designed for WSNs. In [12] , several simulations were conducted with various numbers of sources. The number of received packets at the sink was measured and compared to the desired value in order to calculate the normalised reliability. The tolerance in the reliability requirement was introduced. ESRT supports an event-based WSNs application which sensors start their transmissions only when an event occurs and they are located in the affected area. Several graphs indicating relationships between normalised reliability and varied reporting rates were produced and used to categorise network operating regions. In total five regions together with the associated reporting rate adjustment algorithms were proposed. Their details will be outlined later in this section. Figure 1 . ESRT scenario [12] A. ESRT Scenario Fig. 1 depicts ESRT scenario. When an event occurs, all sources in an event area collect and transmit the data of interest directly to the sink where ESRT is running. The event area is defined to illustrate limited communication ranges of a sensor. The sensors located outside the area can turn to sleep mode in order to save power. However, the underlying mechanisms of how sensors are triggered by an event are not stated in the original work. The sensors continue their sensing and transmitting tasks for a specific time. The sink inspects the current network state by monitoring both normalised reliability and buffer level at the end of each cycle. Further, the sink determines which state or region the network is in and it applies the appropriate algorithm in order to update the data reporting rate for the next cycle. The processes are repetitively conducted until an optimal state where the desired reliability is met and there is no congestion detected is reached.
B. Five Characteristic Regions and Corresponding Algorithms
Several plots of normalised reliability values with the varied reporting rates for various numbers of sources were conducted. All of the graphs demonstrate similar output; the number of normalised reliability increases with the increasing reporting rate up to the peak point and then declines. The reporting rate which provides the highest output and the degree of declination likely depends upon the number of sources. A sink in the topology consisting of more sources was observed to have lower optimal reporting rate and higher degree of packets reception declination. These two incidents can be described in terms of network capacity under heavy traffics. More sources result in higher number of transmissions and the network is saturated with such packets more quickly. The sink's buffer cannot forward all of the received packets to the upper layers. As a result, more packets have to be dropped. Figure 2 . ESRT five characteristic regions [12] Fig . 2 demonstrates the general case. There are two main criteria used for region categorisation including the level of reliability and congestion occurrence. A line parallel to the x-axis at the normalised reliability (η) value of one is used to categorise the level of reliability.
Hence, the sink is experiencing high reliability if η is above the line. The line drawn in parallel to the y-axis and passing the peak point indicates the occurrence of congestion. Therefore, the left and right sides of this line demonstrate no-congested and congested conditions, respectively. The tolerance in reliability requirement (ε) was also introduced in Fig. 2 . In the case where the value of η is within the tolerant range no congestion is detected, the network is said to be in the optimal operating state (OOR).
Five different adjusting algorithms were proposed for all possible network states described in the previous section in order to bring the network to operate at the optimal region. An adjustment is based on applying a constant to the current reporting rate. An updating constant is calculated by using two values including current reporting rate and normalised reliability. The normalised reliability is defined as a ratio of an observed to a desired number of received packets at the sink. The updated reporting rate will be used in the next operation cycle. Each algorithm corresponding to different network state is described as follows:
No Congestion, Low Reliability (NC,LR): There is no congestion in a network and the observed output is less than the desired value. Hence, the normalised reliability is less than 1. This state can be a result of one or several causes such as node failure, energy depletion and packet loss due to link errors. In this case, ESRT multiplicatively increases the reporting rate for the next operation cycle (f i+1 ) by dividing the current rate (f i ) by the latest normalised reliability (η i ) as shown in (1) .
No Congestion, High Reliability (NC,HR): A network does not experience congestion and the observed output is greater than the desired. This incident may be a result of more frequently packet transmissions than desired. ESRT reduces reporting rate to save the power. However, a degree of reduction should be not too aggressive in order to maintain the reliability requirement. An excessive reduction may bring a network to the (NC,LR) state. The next reporting rate calculation is described by (2) .
Congestion, High Reliability (C,HR): A network experiences congestion and the observed reliability is greater than the requirement. This occurs as some sources transmit data more frequently than required and the network cannot handle the heavily generated traffic. The normalised reliability is greater than 1. ESRT reduces reporting rate in order to save power and avoid the ongoing congestion. The degree of reduction is more aggressive than the (NC,HR) case. The multiplicative decrease approach for this case is expressed in (3) .
Congestion, Low Reliability (C,LR): A network experiences congestion and the observed output is lower than the desired. This is the worst case as the sources generate too many traffics and the number of lost packet is high. The value of normalised reliability is lower than 1. ESRT aggressively decreases reporting rate in order to reach the optimal operating region (OOR) as soon as possible. An exponential reduction approach of this region is shown in (4) . (4) where k denotes the total number of successive cycles including the current state which the network is in this state.
Optimal Operating Region (OOR): A sink receives a desired number of received packets and there is no congestion. ESRT retains the current reporting rate for the next operation cycle.
III. EVALUATION ON ESRT ALGORITHMS
There are two main goals for evaluating ESRT performance including power preservation and convergence to the optimal operating state (OOR). When a network is operating in the no congestion and low reliability (NC,LR) region which a required number of received packets is lower than required, the reporting rate is increased to generate more data packets. Therefore, the convergence is major in this circumstance. A significant amount of power will be uselessly consumed if a network is experiencing high reliability or congestion. Hence, both power preservation and convergence are critical in this case.
According to the above discussion, the updating mechanism for (NC,LR) addresses its convergence speed to the OOR. The proposed mechanisms for other regions including no congestion and high reliability (NC,HR), congestion and high reliability (C,HR) and congestion and low reliability (C,LR) focus on their power preservation and convergence.
Prior to the sensing operation, a user or an application defines the requirement in the form:
"A sink requires R ± ε packets every τ seconds from all sources in an event area"
The concept of this evaluation is to express the power consumed by sources and sink in term of a unit power. The unit power is defined as power which is used for the optimal operating region (OOR). The amount of saved and wasted power compared to a no-control and optimal operations are calculated. It can be shown that both quantities relate to the normalised reliability of the first cycle (η 1 ). If a source starts transmitting packets at a higher frequency without sending rate adjustment, an amount of saved power will be calculated. The detailed processes will be shown later. Moreover, several effects of dropped packets and node failure will be under consideration.
A. Optimal Operating Region (OOR)
This is the desired operation state. There is no congestion in a network and the number of received packets is in the desired range (R ± ε). No update is applied to the reporting rate. The objective of an analysis in this part is to calculate a unit power expression for later comparison to other regions. Let f i be a current reporting rate which equals to an optimal value in this circumstance. A number of transmitted packets by one source at the i th cycle (t i ) is shown in (6) .
Let r i and d i demonstrate the number of received and dropped packets at the i th operation cycle, respectively. Hence, the number of received packets at any operation cycle can be generally expressed as:
The δ i indicates the percentage of dropped packets at the i th operation cycle. Let tx and rx be power required to transmit and receive one packet, respectively. As there is no packet loss at the optimal state, the unit transmitting (uTX) and receiving (uRX) powers are:
The R o is the required number of received packets which is optimally transmitted by one source at any operation cycle. The f o indicates the optimal reporting frequency. Both (8) and (9) will be used to determine the amount of saved and wasted power in other states.
B. No Congestion, Low Reliability (NC,LR)
The sources generate data at a rate lower than required and there is no congestion in this case. The reporting rate must be increased to meet the requirement. Recalling that f i , f i+1 are reporting rates for the current and the next operation cycles, respectively. The ratio between the f i+1 and f i is defined as the current normalised reliability (η i ) being considered at the i th cycle.
1) First Cycle:
The evaluation processes begin with deriving the reporting rate at any cycle in terms of the initial normalised reliability (η 1 ). Both required transmitting and receiving powers at each run are then computed. Consider the first (1 st ) operation cycle, the number of transmitted packets by a source and the corresponding required power are shown in (10) and (11), respectively.
The number of received packets at sink which are generated by a source is demonstrated in (12) .
Note that η 1 is less than 1 in this case. The f 1 can be solved from the above equation and the result is shown in (13) .
The 1 -δ 1 term can be neglected since a few packets are generated. Substitute Equation (13) into (11), the required transmitting power for the 1 st cycle is:
Similarly, the required receiving power by a sink is shown in (15) .
2) Second Cycle: The reporting rate for the second cycle, f 2 is updated by applying (1) . By considering the number of received packets at the 2 nd cycle, f 2 can be solved and shown in (16) . Note that the (1 -δ 2) term is neglected as there is no packet loss.
According to (1), the f 2 equals to f 1 /η 1 and by equating to (16) results in η 2 =1. Hence, it can be implied from that the source will be operating in the optimal state after applying only one reporting rate adjustment. Therefore, the required transmitting and receiving powers are:
The (17) and (18) indicate that both source and sink will consume powers which equal to those of the optimal state. In conclusion, applying (NC,LR) algorithm takes one operation cycle to meet the requirement.
C. No Congestion, High Reliability (NC,HR)
Too many packets are generated and there is no congestion in the network for (NC,HR). ESRT decreases the reporting rate in order to save the transmitting power. The receiving power is saved as a sink receives fewer packets after adjusting the reporting rate. The main evaluation objective in this part is to express both required powers in terms of η 1 . The reporting rates for the next cycles are updated corresponding to the proposed algorithm. Moreover, the adjusted reporting rate is also derived in terms of η 1 . Therefore, the powers at any cycles can be compared to the required for the 1 st cycle. 1) First Cycle: ESRT particularly reduces the reporting rate to save both transmitting and receiving powers if a network is operating in this region. Without adjustment, power is wasted on the excessive generated packets. The proposed algorithm is shown in (2) . The amount of required transmitting and receiving powers for the 1 st cycle are the same as in (14) and (15), respectively. Note that η 1 is greater than 1 in the (NC,HR). The amount of saved and wasted powers for the 1 st cycle compared to no-control and optimal states are calculated and shown in (19) and (20), respectively. 
2) Second Cycle: The processes determining several parameters associated to the 2 nd cycle are similar to those in the previous demonstration. The 2 nd cycle reporting rate is:
Hence, η 2 is equal to (1+η 1 )/2) and the transmitting and receiving powers can be shown in (22) and (23), respectively.
Both powers are similar as it assumes that there is no packet drop in the network. Finally, the amount of saved and wasted powers for the 2 nd cycle compared to nocontrol and optimal operations are calculated and shown in (24) and (25) Fig. 3 shows the amount of saved power compared to no-ESRT control at various initial normalised reliabilities (η 1 ). The saved amount of power increases with the increasing number of runs or (NC,HR) algorithm applications. Recalling that η 1 also demonstrates the ratio of the reporting rate of 1 st cycle and the optimal value. The more adjustments by (NC,HR) provide the more power saving and the total saving amount is very close to the excessive amount at the 1 st run. Fig. 4 shows the amount of wasted power compared to the required for an optimal state. The wasted amount decreases with the increasing number of runs. More (NC,HR) runs decreases the useless power close to zero.
D. Congestion, High Reliability (C,HR)
In this region, ESRT decreases the current reporting rate as the number of received packets is greater than required and the network is experiencing congestion. ESRT proposed similar updating mechanisms to the (NC,LR) region. The next reporting rate is divided by the current normalised reliability (η i ) as shown in (3) . Unlike the (NC,LR), the η i for (C,HR) is greater than one. The evaluating processes for each node in this case therefore follow those for (NC,LR).
However, several effects of node failure and packet loss cannot be overlooked. Each sensor has limit power and computing resources. Further, in most applications such as military and habitat monitoring, sensors may be placed in the hostile environment where the sensors are prone to failure. The number of received packets depends upon the current number of operable sensors. Many packets may be dropped during the heavy traffic as the sink's buffer is overflowed. As a result, the relation between the reporting rate (f) and the normalized reliability (η) is no longer linear. This non-linearity is not included in the latest ESRT document as it is claimed to be beyond the scope of study. Only the performance on converging to the optimal state for the (C,HR) and (C,LR) were studied using simulations.
Both effects of node failure and packet drop are involved in the following analysis. The number of operable sensors at the i th operation cycle is indicated as s i . The unit power is defined as the desired amount to operate at the optimal reporting rate (f o ). Let assume that there are no node failure and packet drop in the network. Hence, the unit transmitting (uTX) and receiving (uRX) powers can be expressed in (29) and (30).
uTX=tx (s f o τ)=1
(29)
Note the differences between (8) and (29), and, (9) and (30). The expressions in (8) and (9) are the unit power for one source whilst (29) and (30) refer to all sources in an event area. The presence of s terms in the above equations can tell the difference.
1) First Cycle: Consider the first operation cycle, the number of transmitted packets by sources and the corresponding required power are shown in (31) and (32), respectively.
The number of received packets at sink and the corresponding receiving power are expressed in (33) and (34), respectively.
According to (33), η 1 can be expressed as:
The required transmitting and receiving powers in terms of unit power (uTX or uRX) for the 1 st cycle are:
Thus, both topology changes due to node failure and packet loss have effects on the required powers.
2) Second Cycle: In the second operation cycle, the number of transmitted packets by sources and the corresponding required power are shown in (38) and (39) 
Similarly, the required receiving power for the 2 nd cycle is:
In the ESRT study, several effects of node failure and packet loss were not investigated. The desired powers of the 2 nd operation cycle will equal to one if such effects are neglected. In that case, the optimal state is ideally met after applying the (C,HR) for only once as in the (NC,LR) case.
3) i th Cycle: Generally, the powers required for the i th operation are shown in (44) and (45), respectively.
TX i =(s i/ s i-1) (1/(1-δ i-1) )

RX i= (s i/ s i-1) ((1 -δ i) /(1-δ i-1) )
Due to the high level of variability in WSNs, ESRT introduced tolerance of the reliability requirement (ε). This value may overcome the variability effects only when the (s i/ s i-1) ((1 -δ i) /(1 -δ i-1) ) is less than ε. However, the percentage of packet drop at current state (δ i ) cannot be exactly known in advance. For simplicity, it is assumed to be constant over the sensing period.
Regarding the mentioned assumption, the (1 -δ i) /(1 -δ i-1)
term is negligible and the TX i and RX i terms can be reduced and expressed as: The transmitting and receiving powers required in the 1 st cycle depends on both the ratio of sources which can properly operate (s 1/ s) and that of reporting rate compared to the optimal value (f 1 /f 0 ). Afterwards, those desired powers only rely on the ratio of the number current operable sources. Fig. 5 depicts an example of several effects of node failure on the (C,HR) algorithm after all relevant sources have started sending packets at the rate which is four times higher than the optimal. Note that the unit power for operating at an optimal equals to one for both transmitting and receiving. According to the graph, the network operates at the optimal state from the 2 nd cycle onwards. This always occurs whichever the initial reporting report is. However, the optimal state cannot be retained if a significant number of inoperable nodes is observed. The degrading performance may be lower than the defined tolerance (ε). Under this circumstance, ESRT increases the reporting rate to meet the requirement. However, each operable source may generate traffics at a very high rate. As a result, the network cannot stay away from operating in the congestion region.
E. Congestion, Low Reliability (C,LR)
Like (C,HR) region, the linearity cannot be applied to the (C,LR). This is the worst case which congestion occurs and the requirement cannot be met due to high degree of packet lost. The proposed ESRT concept for this case is to aggressively reduce reporting rate to bring the network back to one of the non-congestion operating regions.
The transmitting and receiving unit powers for the optimal state are the same as in (29) and (30). Moreover, such expressions in (35) to (37) apply for the 1 st cycle in (C,LR) case. In the 2 nd cycle, such evaluation processes in the previous section are followed except the expression of the f 2 adjustment which is shown in (4). Hence, η 2 can be expressed as:
The required transmitting and receiving powers for the 2 nd cycle are: 
The required receiving power for the 2 nd cycle is:
Generally, the required transmitting and receiving powers required for the i th operation are shown in (50) and (51), respectively.
The η 1 expressed in (35) is used to calculate the updated reporting rate for the 2 nd cycle which requires being less than that in the 1 st cycle. Regarding the ESRT concept, the η 1 indicates the level of reliability which is less than one whilst the (f 1 /f 0 ) term is much greater than one. The number of operable sources decreases with time; this implies that the (s 1/ s) term is less than one. Two major conditions for (C,LR) include high reporting rate and very large number of packet loss. Fig. 6 and 7 show the performance of the (C,LR) algorithms in terms of required amount of transmitting and receiving powers, respectively. Several effects of various number of node failure per run are also indicated. The sample scenario has the f 1 /f 0 ratio of 10 and 90 percent of packet loss. The number of node failure per run includes 1, 5 and 10. Regarding the assumed parameters, the percentage of packet loss is very high and a network has to spend almost 10 times of the transmitting amount compared to the optimal. This may result in high degree of node failure as a result of early power depletion.
According to Fig. 6 , the (C,LR) algorithm is able to aggressively reduce the reporting rate. The transmitting power is decreased for almost 70 percent in the 2 nd cycle and it is approaching the optimal unit power afterwards. However, the (C,LR) also reduces the receiving power drastically as shown in Fig. 7 . The receiving power for the 1 st cycle is about the same as that required for the optimal state. Aggressively decrease also applies to the receiving power as the percentage of packet loss is assumed to be constant over the operating period. The assumption implies applying (C,LR) has no effect on decreasing the number of packet loss. This effect is not included in this analytical-based evaluation as it is impractical to predict the number without a proper measurement-based experiment. The main objective is to analyse the performance of proposed algorithm on power preservation and several effects of node failure which is likely to happen in WSNs.
F. Discussion
The performance of proposed ESRT algorithms has been separately evaluated in terms of power preservation and convergence to the optimal state. ESRT performs well in case of when a network is not congested. For example, only one reporting rate adjustment is required for the (NC,LR). The (NC,HR) also profoundly performs on increasing the amount of saved power and decreasing that of the wasted. In case of congested network, ESRT decreases the reporting rate and then power can be saved. The relation between the number of transmitted and received packets is no longer linear. The level of packet loss for the next operation cycle is not known. Several methodologies on prediction are desired but they require a significant data storage and computation.
Two major issues discarded by ESRT are node failure and packet loss effects. The resource constraint of a sensor is one of the major drawbacks of WSNs. The network is likely to experience a high level of node failure even in normal traffic. The remaining operable sources generate more packets to meet the predefined level of reliability and therefore their lifetimes are shorter. ESRT prioritises the reliability requirement at most. The reporting rate of all sources in the event area is controlled to operate in the non-congested region. The power preservation is therefore an added value to this protocol. Moreover, WSNs are application specific. To develop a generic transport protocol for WSNs is challenging. Several concerns on reliability requirement with congestion control are not enough to fit in all WSNs applications. Power preservation by taking variability in link quality into account and application specific issues should be also aware of. Even some of the major concerns are included in ESRT, it is not flexible for some application categories. The next section discusses the generality of ESRT to some existing WSNs applications.
IV. ESRT AND WSNS APPLICATIONS
This section analyses how well ESRT can fit in some of the existing WSNs applications. The main objective is to consider the category of application which ESRT can properly apply to. ESRT was specifically designed for an event-based WSNs application. ESRT provides statistical reliability as it focuses on the number of received packets at a sink. Its performance was evaluated by simulation and all nodes were static. The sources generated the CBR (Constant Bit Rate) traffic. Several effects of different routing protocols were neglected. The reporting rate for the next cycle is calculated based on the level of normalised reliability and the buffer level indicates congestion.
A. Major Characteristics of Existing WSNs Applications
In total four major characteristics of some existing WSNs applications are outlined. They include application category, node mobility, required underlying communication paradigm and reliability requirement. Each of them is described in the followings.
1) Application Category: WSNs have been deployed by more civil applications such as habitat and environmental monitoring. In total three categories of WSNs application can be categorised including eventbased, periodic and hybrid. Regarding an event-based, the sources in an event area are activated to perform their tasks only when an event is detected. The examples include military and surveillance, event detection and tracking [2, 17] , and structural health monitoring [7, 11] . ESRT was specifically designed for this application category and it provides statistical reliability to the application. The second category is periodic application which each sources is programmed to regularly sense and transmit data at a specific interval. An environmental monitoring [5, 9] and health monitoring system [8, 10] are examples to this category. Periodical sensing is required to detect several changes in information of interest. Power preservation is a key in this case. Sensors may be placed on a hostile area and there is no human intervention during their operation [14] [15] [16] . Their operating lifetimes must be long enough to finish their tasks. The last category, a hybrid, can be found in smart environment systems and some event detection and tracking systems [1, 18, 19] . For example, light sensors are activated when people enter their rooms whereas the periodical temperature sensing system is operating to control air conditioners.
2) Node Mobility: Most of the reviewed applications deployed static nodes in their experiment or production processes. The sensors are normally placed on specific points such as machines or structural components which their locations do not change over the operation. However, the sensors are attached to the targeted objects such as zebra [20] and patient [8, 10] to collect specific data from the patient or current location of the zebra. Such effects on node mobility affects ESRT performance as some nodes may be out of the transmission range whereas some of them are still located in the range. ESRT design did not focus on topology change.
3) Required Underlying Communication Paradigm:
Regarding the inter-node communication, a significant number of the reviewed applications have implemented multi-hop communication as WSNs may span a large area of interest. Each node has limited power and communication ranges. Such sensors at the far side may not transmit their packets to the base station directly. Therefore, several intermediate nodes are required for forwarding those packets to their destination. According to the ESRT scenario, it was particularly designed for both single-hop and multiple-hop WSNs. Moreover, its experiments did not investigate such effects of the network layer mechanisms.
4) Reliability Requirement:
ESRT is unlikely fit in the applications which require complete reliability such as [5, 7, 8] . It may be applied to the "A Line in the Sand" project [1] as it requires at least 50 percent reliability for event classification purpose. However, a complete reliability may be required for the control packets which carry the program or coding and they cannot be lost. These packets are usually transmitted from the sink or base station to its sources. ESRT does not support the data delivery in this direction. It focuses only on the source-to-sink data delivery.
B. Application Which ESRT Applies
This part outlines some examples of the reviewed applications which ESRT can fit in. ESRT was specifically designed for event-based WSNs applications which require statistical reliability requirement. According to the previous analysis on major characteristics of WSNs applications, the most suitable category for ESRT is the Event Detection and Tracking (EDT) system.
1) ESRT and Tsunami Alert System:
The Tsunami Alert Systems have been developed by several countries such as Japan and the US. The key concept is to measure underwater-ground movement and forward the readings to the buoyancy station. The minimum reliability of 80 percent is required to describe the event [19] . The sensors are static and the readings are directly transmitted to the station. More information on other system requirement such as time synchronisation is not stated on the web page. This system likely deploys ESRT regarding the available provided information.
In this scenario, the underwater sensors and buoyancy station can be considered as the sources and base station, respectively. During the Tsunami occurrence, a large number of data is measured and transmitted to the buoyancy station within seconds. The warning centre then generates emergency warning and evacuation plan immediately. A heavy generated traffic may result in congestion and many packets are dropped. The predefined 80 percent of reliability may not be achieved.
ESRT is useful to this system as it can control the transmission rate to achieve the reliability requirement. The number of generated traffics can be controlled and a significant amount power can be saved. On the contrary, the statistical reliability is guaranteed as ESRT increases reporting rate.
2) ESRT and Countersniper System:
The countersniper system has been developed to detect shooting points. It can be used to detect terrorists. Each sensor is placed on the fixed location to measure muzzle wave. A system called PinPtr [2] was developed and tested. One of the designing objectives was to reduce the number of reporting nodes to save power. However, the main obstacle is the line-of-sight. A sensor cannot be switched to sleep mode in order to preserve power if there is not redundant node in an area of interest. The sensors located outside the event do not receive the muzzle wave and they are not responsible for the task.
The readings are routed to a base station in a multi-hop fashion. Moreover, all sensors are required for time synchronisation. However, ESRT may fit in this system under a specific circumstance. Assuming there are plenty of sensors which are located in the targeted area. All those sensors are also in radio transmission range of the base station. Hence, each sensor can transmit its reading to the base station directly.
When a shooting is detected, all sources generate traffics simultaneously which may congest the network. ESRT is applicable to this scenario as it can be used to adjust the reporting rate in order to meet the 90 percent reliability and power preservation without data retransmission. All sources in the event therefore consume the same amount of power. This proposed approach may be better than decreasing the number of operable sources as some sources may run out of power quickly. They may be no longer used if another event occurs very near to them and there are no redundant sources around.
3) ESRT and Great Duck Island (GDI):
This section aims to evaluate the possibility of applying ESRT to the real-world implemented WSNs application. The Great Duck Island (GDI) project has been regarded as one of the well-known habitat monitoring systems. The GDI project was initiated by The College of Atlantic (COA) to test in-situ wireless sensor networks for habitat monitoring. The island is 237 acres in size and located 15 km south of Mount Desert Island, Maine. The three main objectives of GDI are to study the usage pattern of nesting burrows, several changes in the burrow and surface environmental factors during the breeding season, and the differences in the micro-environments with and without large number of nesting petrels.
Referring to [14] , thirty two sensors were deployed; nine of them were located in underground burrows. In total five readings were conducted in one cycle including temperature, light, barometric pressure, humidity and thermopile. The sensor platform used in this project was Mica. It runs on a pair of AA batteries. The researchers estimated that the batteries would supply the initial power at 2200 milliamps-hour (mAh) at 3 volts. Each sensor was expected to operate over 9 months. Hence, it has initial power at 8.148 mAh per day to operate. However, some power has to be reserved for other operations which were beyond the GDI scope of study such as localisation, time synchronisation and self configuration. As a result, the researchers suggested the 6.9 mAh per day as an initial power. Moreover, each sensor will be only operating over 1.4 hours per day.
Battery lifetime is a major concern in the GDI project where the sensing behaviour is periodic-based. An arrival of a seabird can be detected by several differences in reading. The longevity of the sensing task for 9 months is a key and it was used to define the maximum power a sensor can be consumed per day. Each sensor was on its duty only 1.4 hours per day. However, the sensing duration for one operation cycle is not mentioned in the paper. The reliability requirement was not mentioned in the paper but node failure and packet losses were reported. ESRT does not directly suit this project since GDI is not an event-based application and sensor lifetime is the highest priority. However, ESRT can be applied if each sensor is not carefully controlled and it generates data higher than the maximum. ESRT reduces the reporting rate and controls the sources to operate at a required state. In the case of node failure, no control is needed if there is at least another sensor performing on the same set of interested data.
In conclusion, ESRT does not directly fit into the GDI project as it was designed to serve the different type of application. ESRT is suitable for an event-based application which tolerance in reliability requirement is acceptable. However, it can be applied if the sources are not well controlled and they generate traffics higher than required.
V. CONCLUSION AND DISCUSSION
This article aims to evaluate ESRT in two contexts. Firstly, each of its algorithm associate with five different characteristic regions is analysed based upon power preservation and convergence to the optimal operating state. Secondly, ESRT is evaluated on its generality to fit in WSNs applications. ESRT was specifically designed for an event-based application which does not require complete reliability. Data retransmission and recovery are not included in the ESRT. In total five different algorithms were proposed for corresponding current network operating regions. The reporting rate for the next cycle is adjusted based on the observed reliability level and congestion occurence. In case of high reliability, ESRT reduces the number of generated packets in order to avoid congestion. On the contrary, the reporting rate is increased to meet the requirement. This adjusting process results in lower power consumption. Therefore, reliability is the most concerned issue in the ESRT design.
Each algorithm is evaluated in terms of power preservation and convergence to optimal state capabilities. Both amount of wasted and saved powers compared to no-control and optimal operations are considered. ESRT performs well on power preservation and some algorithms only takes one cycle to converge to the optimal state. However, it does not aware of such effects of node failure and packet loss. A significant level of node failure may affect the performance as the degradation in reliability may outnumber the defined tolerance.
Many civil applications have deployed WSNs to sense the physical data from both friendly and hostile environments in real-time fashion. In total seven categories are recognised including habitat, environmental, health, structural health, traffic monitoring, event detection and tracking, and locationaware system. Several major characteristics and requirements have been reviewed. ESRT is unlikely fit in some categories. The one which may deploy ESRT is the event detection and tracking. Some of the reviewed applications in this category do not require the complete reliability. Regarding more specific analysis, ESRT may be applied to Tsunami Alert System and occasionally limited to Countersniper System application. One of the time-based and production habitat monitoring application, the Great Duck Island (GDI), is also analysed to inspect if the ESRT can fit in. The sensor lifetime is the major concern in the GDI. The goal is to keep each sensor operating for nine months. ESRT may be used in the GDI if all sources are not carefully controlled and they generate more traffic than required.
In conclusion, ESRT is a powerful transport protocol with congestion control for WSNs as it provides statistical reliability. The congestion is avoided and power can be saved. However, it is not generic enough for most of existing applications. According to an evaluation on its algorithms, all of them demonstrate profound reporting rate adjustments profoundly. Moreover, both transmitting and receiving powers can be significantly preserved in the case when the sources generated more packets then required and the network is congested. Therefore, the proposed algorithms unlikely require any enhancements. The other methodology to enhancing ESRT performance on power preservation is considering the changing link quality between a pair of sensors and adjusting the transmission power. This effect is discarded in the ESRT study.
