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We investigate the potential of a quantum Boltzmann equation without momentum conservation
for description of strongly correlated electron systems out of equilibrium. In a spirit similar to dy-
namical mean field theory (DMFT), the momentum conservation of the electron-electron scattering
is neglected, which yields a time-dependent occupation function for the equilibrium spectral function,
even in cases where well-defined quasiparticles do not exist. The main assumption of this method
is that the spectral function remains sufficiently rigid under the non-equilibrium evolution. We
compare the result of the quantum Boltzmann equation to non-equilibrium DMFT simulations for
the case of photo-carrier relaxation in Mott insulators, where processes on very different timescales
emerge, i.e., impact ionization, intra-Hubbard-band thermalization, and full thermalization. Since
quantum Boltzmann simulations without momentum conservation are computationally cheaper than
non-equilibrium DMFT, this method allows the simulation of more complicated systems or devices,
and to access much longer times.
I. INTRODUCTION
The description of excited quantum many-body sys-
tems is among the most difficult tasks in computational
physics. Numerous methods have been developed that
employ approximations on different levels in order to
make the solution of the many-body problem feasible.
Starting from the Keldysh formalism,1 the most promi-
nent approaches are based on either quantum kinetic
equations or non-equilibrium Green’s function (NEGF)
techniques.2,3 Quantum kinetic equations, which gener-
alize the classical Boltzmann equation,4 have a long and
successful history in the description of the dynamics of
semiconductors.3 In the most straightforward derivation
of a Boltzmann equation, one usually assumes the ex-
istence of quasiparticles with a well-defined dispersion
k; the Boltzmann equation then describes the evolution
of the quasiparticle occupations, while the quasiparticle
bands change at most in a mean-field sense. Quantum
effects are contained via the Fermi-Dirac statistics of the
particles, but the phase information between individual
scatterings is lost.
In strongly correlated systems, the assumption of well-
defined quasiparticles is not justified in many situa-
tions. In particular, doped Mott insulators in equilib-
rium display bad metallic behavior above some rather
low coherence temperature, with a scattering length
of the order of the lattice spacing,5 and also photo-
doped Mott insulators do not quickly relax to a Fermi
liquid.6,7 Furthermore, in correlated systems, the elec-
tronic spectrum itself can depend strongly on the non-
equilibrium distribution, which may result in a photo-
induced renormalization8–10 or filling of the Mott gap,
similarly to what happens by increasing temperature.11
For these reasons, the dynamics of correlated systems
is often studied using formally exact but computation-
ally expensive non-equilibrium Green’s function (NEGF)
techniques. In this approach, the self-energy acts as a
memory kernel for the propagation of the Green’s func-
tion Gk(t, t
′), which contains information about both
the spectrum and the occupation. Depending on the
physics to be studied, NEGF techniques are combined
with different diagrammatic approximations, including
weak-coupling approximations such as the GW or second
Born approximation12–14 and the functional renormaliza-
tion group,15,16 or, in the strongly correlated regime, dy-
namical mean field theory (DMFT).17,18
In the latter case, a particular problem is the lack of
efficient and reliable impurity solvers. Non-perturbative
techniques such as exact diagonalization,19–21 matrix-
product state methods,22–24 or continuous-time quan-
tum Monte Carlo25 face severe limitations when applied
to real-time dynamics and typically work only for short
times or, alternatively, in steady states.26,27 Even approx-
imate solvers such as the non-crossing approximation28
are restricted to short time scales. The restriction of
NEGF techniques to short times makes it difficult to de-
scribe situations where relevant processes take place on
very different timescales. A prime example are relaxation
processes in photo-excited Mott insulators, which include
ultra-fast spin-charge relaxation processes,29,30 impact
ionization,31,32 and recombination,33 ranging from few
to thousands of hopping times.
It would therefore be desirable to have a generalization
of a kinetic equation which can describe the dynamics
in correlated systems such as Mott insulators, in spite
of the fact that well-defined quasiparticles may not ex-
ist. In fact, on the qualitative level one often argues in
terms similar to a Boltzmann equation when explaining
the “transfer of occupations” between different energy
windows.31 Here we attempt to put such arguments on a
more solid basis. We derive a quantum Boltzmann equa-
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2tion from the interacting Green’s function in the DMFT
limit, and show that it has the same mathematical struc-
ture as the quasiparticle Boltzmann equation in the limit
of infinite dimensions (i.e. negligible momentum- (k-)
conservation). We then solve numerically the derived
quantum Boltzmann equation and compare it to non-
equilibrium DMFT results, showing that the two meth-
ods yield qualitatively and semi-quantitatively similar re-
sults, even if we use a rather crude approximation of
the scattering amplitude within the quantum Boltzmann
equation.
The paper is organized as follows: In Section II,
we derive the Boltzmann equation in the limit of infi-
nite dimensions. To ease a later comparison and help
the reader’s intuition, we first show, in Section II A,
the structure of the quasiparticle Boltzmann equation
(QPBE) in the limits of infinite dimensions, by neglecting
the momentum-dependence in the collision term. Here,
the basic assumption is that, even if electronic correal-
tions strongly modify the spectral function, the basic ex-
citations are still quasiparticle-like and their dynamics
subject to the Boltzmann equation. In Section II B we
derive a quantum Boltzmann equation (QBE), starting
with the non-equilibrium DMFT equations. This more
rigorous proof does not require the existence of well de-
fined quasiparticles but only the rigidity of the spectral
function. The final structure of the two Boltzmann equa-
tions is the same, but the QBE holds under more general
circumstances. In Section II C we develop two different
approaches on how to account for the laser excitation:
(i) Fermi’s golden rule and (ii) including the effects of a
finite number of laser oscillations and amplitude modu-
lations in first order perturbation theory. In Section II D
we report how we parametrise the quantum Boltzmann
equation. Numerical details are sketched in Section II E.
The results of our numerical simulations are presented
in Section III. We focus on the relaxation dynamics of
doublons in a photo-excited Mott insulator in Section
III A, and discuss the different ways to model the laser
excitation in Section III B. The population dynamics in
the upper and lower Hubbard band is presented in Sec-
tion III C and compared to non-equilibrium DMFT. Sec-
tion III D briefly discusses the scattering amplitude, the
only adjustable parameter of the theory, while Section
III E reveals the three steps in the thermalization pro-
cess: (i) impact ionization, (ii) thermalization within the
two Hubbard bands, (iii) full thermalization between the
Hubbard bands. Finally, Section IV summarizes our re-
sults and provides an outlook.
II. (QUANTUM) BOLTZMANN EQUATION IN
THE LIMIT OF ∞ DIMENSIONS
In this section, we derive a Boltzmann equation which
can qualitatively capture the non-equilibrium DMFT dy-
namics of strongly correlated systems in certain limits.
In contrast to previous work,34 we describe the time-
dependence of the distribution function of the interacting
equilibrium spectrum via the Boltzmann equation—not
the non-interacting one. The essential approximation is
that this spectrum remains rigid under non-equilibrium
excitations. Before addressing the quantum Boltzmann
equation (QBE) in the DMFT limit, we analyze the
quasiparticle Boltzmann equation (QPBE) in the same
limit.
The QPBE assumes the existence of quasiparticles and
describes the time-evolution of the quasiparticle distribu-
tion function f(r,k, t), i.e., the probability that a quasi-
electron wave-packet state centered at phase-space point
(r,k) is occupied at time t. It is given by the Fermi
distribution f(k) = 1/(eβ(k−µ) + 1) in equilibrium, with
the single-particle dispersion relation k, the inverse tem-
perature β and the chemical potential µ. The QPBE can
capture many aspects of the DMFT dynamics in the limit
of weak interactions,34 but its applicability seems a priori
unclear for strongly correlated systems. Here, the poles
of the one-particle Green’s function still describe one-
particle excitations which might be however broadened
considerably by a finite imaginary part of the self-energy.
Considering a quasi-particle distribution function in en-
ergy (frequency) f(r, ω, t) certainly only makes sense if
the line-width given by the imaginary part of the self-
energy is considerably smaller than the bandwidth.
On the other hand, we will show that one can write a
quantum Boltzmann equation for a distribution function
F (r,k, t, ω), which is related to the ratio of the occupied
density of states to the spectral function, and can be sim-
plified to F (r, t, ω) in the DMFT limit. The latter can
be defined even in the absence of well-defined quasiparti-
cles, and gives F (ω) = 1/(eβ(ω−µ) + 1) in equilibrium (a
precise definition will follow below). We will refer to this
approach as the quantum Boltzmann equation (QBE),
although in the literature the term QBE is sometimes
also used for the QPBE.
Both equations turn out to have the same mathemat-
ical structure, which is a local Boltzmann equation, al-
though the meaning of the distribution function is dif-
ferent in the two cases, i.e., more general for the QBE.
Hence this local Boltzmann equation can potentially cap-
ture many aspects of the DMFT evolution not only in
the limit of weak interactions, but also for strongly cor-
related Mott insulators where the concept of well-defined
quasiparticles is questionable.
A. Quasiparticle Boltzmann equation in the
DMFT limit
The Boltzmann equation for the time-evolution of the
quasiparticle distribution function f(r,k, t) reads35
∂f
∂t
+ vr · ∇rf + vk · ∇kf =
(
∂f
∂t
)
col
. (1)
The quantities vr and vk are the velocities of a single-
particle wave-packet in real- and momentum-space and
3can be derived from the single-particle Schro¨dinger equa-
tion as36
vr(k) =
1
~
∇k(k) + van(k) , (2a)
vk(r,k, t) =
−e
~
(
E(r, t) +
1
c
vr(k)×B(r, t)
)
, (2b)
with the absolute value of the electron charge e, the re-
duced Planck-constant ~, the speed of light c, the single-
particle dispersion relation (k), the macroscopic electric
and magnetic fields E(r, t), B(r, t), and the anomalous
component of the wavepacket group velocity van(k).
37
Since we only discuss systems with zero E- and B-fields
in this paper, the third term on the left-hand side of
Eq. (1) vanishes. Furthermore, we only allow spatially
uniform electron populations, i.e. ∇rf = 0, which im-
plies that the second term vanishes as well, and only the
first term ∂f∂t survives. For better readability we will
suppress the explicit time dependence of f from now on
unless it is needed for a better understanding. The term
on the right-hand side of Eq. (1) is the so-called colli-
sion term that describes all the scattering processes of
the electrons, i.e. electron-electron, electron-phonon and
electron-impurity scattering. Here we focus on electron-
electron scattering for which the scattering term reads35(
∂f(k0)
∂t
)
col-ee
=
∑
G
∫
ddk1d
dk2d
dk3
[
−WG(k0,k1,k2,k3)f(k0)f(k1)(1− f(k2))(1− f(k3))
+WG(k2,k3,k0,k1)(1− f(k0))(1− f(k1))f(k2)f(k3)
]
,
(3)
where d is the spatial dimension of the system and the
scattering amplitude is
WG(k0,k1,k2,k3) =w(k0,k1,k2,k3)
× δ (k0 + k1 − k2 − k3 +G)
× δ ((k0) + (k1)− (k2)− (k3)) .
(4)
The vector G is a reciprocal lattice vector and
w(k0,k1,k2,k3) is the scattering probability that gives
the probability for a process where two particles with
momenta k0 and k1 scatter and end up with k2 and k3
(or for the inverse process). The two δ-functions ensure
momentum- and energy-conservation.
It is non-trivial to obtain w(k0,k1,k2,k3) ab-initio for
a real material as it corresponds to the effective interac-
tion. We assume that (k) is already the renormalized
dispersion relation and only the residual (i.e. screened)
interaction enters into the scattering probability. Fur-
thermore we assume an effective scattering probability
(or effective interaction) that does not depend on the
momenta, i.e.
w(k0,k1,k2,k3)→ α
VBZ
2 = const. (5)
with the volume of the Brillouin zone VBZ and a constant
α. Another difficulty in calculating Eq. (3) is the fact
that it includes two δ-functions. While the momentum-
δ could be resolved relatively easily, as it simply fixes
one of the three integration variables ki, the energy-
δ is more difficult, since (k) is an arbitrary function.
DMFT methods become exact in the limit of infinite
dimensions,38 where the influence of k-conservation van-
ishes. When DMFT is used as an approximation, the k-
conservation is also dropped when the method is applied
to a finite-dimensional system. In analogy to DMFT
we therefore give up the momentum conservation of the
Boltzmann equation by assuming∑
G
δ(k0 + k1 − k2 − k3 +G)→ 1
VBZ
= const., (6)
where the factor 1VBZ restores the correct unit and order
of magnitude. After we have given up momentum conser-
vation, we also do not have to keep the momentum res-
olution of the distribution function. Instead we consider
the probability that a state at a certain energy (rather
than a certain momentum) is occupied, i.e. f(k)→ f().
With all the above simplifications Eq. (1) reads
∂f(0)
∂t
=
α
VBZ
3
∫
ddk1d
dk2d
dk3 δ (0 + 1 − 2 − 3)
× P[f(0), f(1), f(2), f(3)], (7)
where j ≡ (kj), and we have introduced the phase-
space factor
P[f0, f1, f2, f3]
= (1− f0)(1− f1)f2f3 − (1− f2)(1− f3)f0f1, (8)
which yields ∂f(0)∂t = 0 if fi is the (equilibrium) Fermi
function.
At this point the integration is still performed over the
momenta, while the integrand only depends on the mo-
menta through the dispersion relation. We can therefore
reduce the integrals into an energy integration by intro-
ducing the density of states ρ() = 1VBZ
∫
ddk δ(− (k)),
so that the collision term Eq. (7) becomes (cf. Ref. 34)
∂f(0)
∂t
= α
∫
d1d2d3δ (0+1−2−3)
× ρ(1)ρ(2)ρ(3)P[f(0), f(1), f(2), f(3)]. (9)
Equation (9) defines the local Boltzmann equation, which
is much easier to solve numerically than Eq. (3) since the
integral is only three dimensional and contains a single
δ-function that depends linearly on the integration vari-
ables.
Eq. (9) certainly holds for weakly correlated systems
in the limit of infinite dimensions, but may not be appli-
cable to strongly correlated systems. However, if the ex-
citations of the interacting system have a long life time,
one might be tempted to generalize the treatment: re-
placing the density-of-states ρ() by the spectral density
4A() which describes the one-particle excitation of the
many-body system. In the next section we will provide
a more rigorous derivation and show that indeed such a
simple substitution works, even if well defined quasipar-
ticle excitations cannot be defined.
B. Local quantum Boltzmann equation from a
DMFT NEGF perspective
Let us now derive the QBE from a NEGF perspective
in the DMFT limit. We start by reviewing the definition
of the distribution function F (k, t, ω). (As before, we dis-
cuss spatially homogeneous states in this section, so that
quantities do not depend on r). For an in depth discus-
sion of the distribution function and the quantum Boltz-
mann equation, consider, e.g., Ref. 39. In equilibrium,
or in any possibly non-equilibrium time-translational in-
variant state, the spectral function is defined as
A(k, ω) = − 1
pi
ImGRk (ω), (10)
where
GRk (t, t
′) = −iθ(t− t′)〈[ckσ(t), c†kσ(t′)]+〉 (11)
is the retarded Green’s function. In a time-translational
invariant state, all two-time correlation functions depend
only on t − t′, and the Fourier transform is taken with
respect to this time-difference. Furthermore, the occu-
pied density of states (unoccupied density of states) is
given by the corresponding Fourier transform of the hole
propagator G<k (electron propagator G
>
k ),
G<k (t, t
′) = i〈c†kσ(t′)ckσ(t)〉, (12)
G>k (t, t
′) = −i〈ckσ(t)c†kσ(t′)〉. (13)
In equilibrium, the occupied and unoccupied density of
states and the spectrum are related through a variant of
the fluctuation dissipation theorem39
G<k (ω) = 2piiAk(ω)f(ω), (14)
G>k (ω) = −2piiAk(ω)f(−ω). (15)
In a non-equilibrium steady state, one thus defines the
distribution function as the ratio
F (k, ω) =
G<k (ω)
2piiA(k, ω)
. (16)
The QBE provides an equation of motion for the time-
dependent generalization of this energy distribution func-
tion. In a general time-evolving state, Eq. (16) can be
generalized to the ansatz39
G<k (t, t
′) = [Fk ◦GAk −GRk ◦ Fk](t, t′), (17)
where Fk(t, t
′) depends on two times, and [C ◦B](t, t′) =∫
dt¯C(t, t¯)B(t¯, t′) is the real-time convolution. The quan-
tity GAk (t, t
′) is called advanced Green’s function and
reads
GAk (t, t
′) = +iθ(t′ − t)〈[ckσ(t), c†kσ(t′)]+〉 . (18)
The derivation of the Boltzmann equation is based on
a separation of timescales: For every two-time quantity
C(t, t′) one can introduce the Wigner transform,
C(t, ω) =
∫
ds eiωsC(t+ s/2, t− s/2). (19)
The description of the dynamics can be simplified if the
dynamics with respect to average time t changes on a
timescale ∆t which is slow compared to the dependence
of C(t1, t2) on relative time s =t1−t2, i.e, slow compared
to 1/∆ω, where ∆ω is the scale on which C(t, ω) varies
in ω (for a discussion of the relative and absolute time
scales s and t cf. below). In mathematical terms, the
Wigner transform of the convolution can be represented
by the Moyal product
[C ◦B](t, ω) = e− i2 [∂Ct ∂Bω −∂Bt ∂Cω ]C(t, ω)B(t, ω), (20)
and the separation of timescales implies that the terms
in the Taylor expansion of the exponential are controlled
by the small parameter ∆t∆ω  1 (gradient expansion).
Keeping only the leading (zeroth) order, Eq. (17) be-
comes
G<k (t, ω) = Fk(t, ω)[G
A
k (t, ω)−GRk (t, ω)] (21)
= 2piiAk(t, ω)Fk(t, ω), (22)
where we used that the advanced Green’s function is
given by GAk (t, ω) = G
R
k (t, ω)
∗. By analogy to Eq. (16),
Eq. (22) explains the interpretation of Fk(t, ω) as the
distribution in a time-dependent state.
To derive an equation of motion for the distribution
function one can use the Dyson equation
[(Gk,0)
−1 − Σk] ◦Gk = 1 (23)
on the Keldysh contour to get39
(GRk,0)
−1 ◦ Fk − Fk ◦ (GAk,0)−1 = Σ<k + ΣRk ◦ Fk − Fk ◦ ΣAk .
(24)
Within DMFT, the lattice problem is mapped to an im-
purity model, where the environment is constructed such
that the impurity Green’s function and self-energy equal
the local lattice Green’s function and self-energy. (For
an introduction to non-equilibrium DMFT, see Ref. 17.)
The impurity Green’s functions (which are local by defi-
nition, and carry no k index) satisfy the Dyson equation
[(G0)−1−Σ]◦G = 1, where the noninteracting propagator
(Weiss field) is given by G0 = [i∂t − µ −∆]−1, with the
hybridization function ∆. We thus write Eq. (24) for the
DMFT impurity model, where only local (k independent)
quantities enter,
i(∂t + ∂t′)F =
[
Σ< + ΣR ◦ F − F ◦ ΣA
]
(25)
+
[
∆< + ∆R ◦ F − F ◦∆A
]
.
5This equation is still exact (in the DMFT limit of in-
finite dimensions). Via the DMFT self-consistency and
the local self-energy diagrams in the impurity model, ∆
and Σ are non-linear functionals of the Green’s functions,
i.e., functionals of the local Green’s function GR(t, ω) (or
spectral function) and the local distribution F (t, ω).
To derive a QBE, we make two approximations: First,
we assume the separation of timescales between the
relative-time dependence and the average-time depen-
dence of spectral and distribution functions. In the ex-
cited Mott phase, spectra and distribution functions can
be assumed to be relatively smooth in ω-space, so that
the relative-time evolution happens on a timescale of the
inverse bandwidth. The average time can be associated,
on the other hand, with thermalization and impact ion-
ization processes, which lead to a change of the distribu-
tion function. In actual simulations, one may verify that
the average-time dynamics of the distribution function is
slow compared to the relative time dynamics, and thus
a posteriori justify that a separation of timescales is a
reasonable approximation. In the present case, we will
see that the spectral functions are relatively featureless
over the full bandwidth, such that the timescale for the
relative-time dynamics is set by the inverse bandwidth,
while processes like thermalization and impact ionization
are slower by at least an order of magnitude. Even for
fast impact ionization processes the QBE works surpris-
ingly well.
To implement this approximation, one simply keeps
only the leading (zeroth) order term in the expansion
(20) of the Wigner transform of the convolutions in the
right-hand side of Eq. (25):
∂tF (t, ω) = −i
[
Σ<(t, ω) + F (t, ω)[ΣR(t, ω)− ΣA(t, ω)]
]
+
[
∆<(t, ω) + F (t, ω)[∆R(t, ω)−∆A(t, ω)]
]
. (26)
In the same spirit, the leading approximation to
Eq. (20) will be used in the evaluation of Σ and ∆ in
terms of the Green’s function. The right hand side in
Eq. (26) thereby becomes a functional of the spectrum
A(t, ω) = [GA(t, ω) − GR(t, ω)]/(2pii) and the distribu-
tion function F (t, ω). In principle, this should be sup-
plemented by a second equation for the spectral function
A(t, ω) itself. However, in many cases it is observed that
even for a strongly correlated system, where GR is en-
tirely different from the noninteracting GR0 , the spectrum
remains relatively rigid in the dynamics. We therefore
attempt to close Eq. (26) by assuming a rigid density of
states,
GR(t, t′) = −iθ(t− t′)
∫
dωA(ω)e−iω(t−t
′), (27)
where A(ω) is the equilibrium spectral function. With a
given input A(ω), Eq. (26) is an equation for the distri-
bution function alone.
The exact functional form of Σ(t, ω) in terms of F (t, ω)
and the spectrum A(ω) is complicated, because it in-
cludes high-order diagrams. The general self-energy dia-
gram on the Keldysh contour has the form
Σ(t, t′) = UG(t, t1)G(t, t2)G(t3, t)Γ(t1, t2, t3, t′) (28)
with some two-particle irreducible vertex Γ(t1, t2, t3, t
′).
To arrive at a QBE with a generic structure, we assume
that, though being renormalized with respect to the bare
interaction, Γ is fairly local in time (at least in the Mott
phase), so that for the sake of evaluating the scattering
term of the Boltzmann equation we can replace it by a
renormalized U˜ . The latter becomes the only adjustable
parameter in the comparison to non-equilibrium DMFT,
just like the parameter α in the local QPBE (9).
With this, the self-energy in (26) is replaced by
Σ(t, t′) = U˜UG(t, t′)G(t, t′)G(t′, t). (29)
Writing the equation for the G> and G< components
of G, and using the rigid density of states (27) in com-
bination with the leading order approximation to the
Moyal product, i.e, G>(t, ω) = −2piiA(ω)[1 − F (t, ω)]
and G<(t, ω) = 2piiA(ω)F (t, ω), the scattering term (in-
volving Σ) in Eq. (26) becomes
2piUU˜
∫
dω1dω2dω3δ (ω0+ω1−ω2−ω3)A(ω1)A(ω2)A(ω3)
× P[F (ω0), F (ω1), F (ω2), F (ω3)], (30)
with the phase-space factor (8). We note that this
scattering term of the quasi-particle Boltzmann equation
yields ∂F (ω)∂t = 0 if F is the (equilibrium) Fermi function,
and in turn, the Fermi function is the only time-invariant
fixed point if detailed balance is assumed, i.e., if the in-
tegrand in Eq. (30) vanishes at every point.
Depending on the non-linear structure of the DMFT
self-consistency, a term of analogous functional form can
emerge from the second “scattering term” ∆<(t, ω) +
F (t, ω)[∆R(t, ω) − ∆A(t, ω)] in Eq. (26). This could
be absorbed into a further renormalization of the scat-
tering matrix element U˜U . (However, we note that
for the closed form self-consistency for a Bethe lattice,
∆(t, t′) = G(t, t′), the term vanishes after making the ze-
roth order gradient approximation in the Moyal product
Eq. (20), i.e., G<(t, ω) = 2piiA(ω)F (t, ω).)
In conclusion, the above argument suggests that in the
presence of a rigid density of states the evolution of the
distribution function is given by a local QBE of the same
structure as Eq. (9),
∂F (0)
∂t
= α
∫
d1d2d3A(1)A(2)A(3) ×
× δ (0+1−2−3)P[F (0), F (1), F (2), F (3)], (31)
where α is an unknown free parameter and A() the
interacting spectral function in equilibrium which is as-
sumed to remain unchanged under the non-equilibrium
dynamics.
6C. Laser excitations
With the electron-electron collision term we can simu-
late how an out-of-equilibrium distribution relaxes back
to a Fermi-Dirac distribution. In principle, one could
take the distribution function obtained from the short-
time evolution in DMFT, i.e. after a laser excitation, as
an initial state of the Boltzmann equation. Here we in-
stead supplement the Boltzmann equation with a natural
extension that does also reproduce the transfer of occu-
pied weight from the lower to the upper band. We use two
different ways to implement the spectral weight trans-
fer, motivated by Fermi’s golden rule and time-dependent
perturbation theory applied to electrons in a given band.
1. Fermi’s golden rule
In a given band structure, the excitation of an elec-
tron due to a single-photon process can be regarded as a
scattering process of an electron with a photon, and we
can treat it within the Boltzmann framework as an ad-
ditional collision term. We do not describe the reaction
of the laser field to the excitation and we assume only a
single laser frequency Ω which leads to the simple laser
collision term(
∂F (0)
∂t
)
col-laser
=
∫
d1A(1)Wlaser (0, 1)
×
[
− F (0)(1− F (1))
+ (1− F (0))F (1)
]
,
(32)
with the transition amplitude
Wlaser (0, 1) = I [δ (0 − 1 − Ω) + δ (0 − 1 + Ω)]
(33)
according to Fermi’s golden rule.40,41 It includes stim-
ulated emission as well as absorption. The quantity I
is proportional to the intensity of the radiation and the
transition matrix element between the quantum mechan-
ical states. Here we assume that the transition matrix
element is the same for all transitions, i.e. a scalar incor-
porated in I. In order to describe laser pulses with some
time-envelope we use Eq. (33) with a time-dependent pre-
factor I(t) in the transition amplitude. This approxima-
tion is well-justified if the envelope function of the laser
pulse changes slowly compared to the period of the laser-
field (τ = 2piΩ ).
2. First order perturbation theory
The argument that the laser period is much shorter
than the time-envelope function is not strictly fulfilled
for the case we are going to study. Therefore we also
apply first order time-dependent perturbation theory in
order to estimate the transition rate. We will consider a
laser field of the form
E(t) = nE(t) = nE0e
−( t−t0σ )
2︸ ︷︷ ︸
≡
√
I(t)
sin(Ω(t− t0)) (34)
with the unit vector n. We assume that it couples via
the operator −rˆ so that the perturbing potential reads
Vˆ (t) = E(t)Oˆ with Oˆ ≡ −rˆ · n.
For the perturbing potential Vˆ (t) the transition prob-
ability to find an electron that initially was in the state
|0〉 at t = 0 in state |1〉 at time t is
p01(0, 1, t) =
∣∣∣ 〈1| Oˆ |0〉∫ t
0
dτE(τ)ei(1−0)τ
∣∣∣2 (35)
with the energies 0 (1) of the initial (final) state (~ =
1). In the following we assume for simplicity that the
transition matrix element is one, i.e. 〈1| Oˆ |0〉 = 1 for all
states. In analogy with the derivation of Fermi’s golden
rule we replace the transition rate in Eq. (32) by
Wlaser (0, 1, t) =
∂
∂t
p01(0, 1, t) . (36)
Let us emphasize that the transition amplitude Wlaser is
now time dependent and can become negative as well.
The latter represents the coherent dynamics of electrons
which are brought back to their original state after be-
ing excited. Such coherent processes are usually ex-
cluded in Boltzmann theory as they average to zero over
longer timescales. On short timescales they can pro-
duce internal inconsistencies, at least in principle, since
they are associated with negative transition probabili-
ties, which could lead to negative populations. However,
if the electron-electron scattering is much slower than the
frequency of the coherent processes we can still employ
Eq. (36) as an approximation since it is a valid (first-
order) description if we only consider the (phase coher-
ent) laser excitation between the states 0 and 1.
D. Spectral density for QBE
As described in the previous sections, our quantum
Boltzmann equation is based on the assumption of a rel-
atively rigid local density of states A(ω), with the Boltz-
mann equation describing the distribution function F ()
with respect to this rigid density of states. This approxi-
mation is justified retrospectively by comparison to non-
equilibrium DMFT results, where it is found to work un-
der certain conditions. For our calculations we use the
equilibrium spectral density A() obtained from DMFT
calculations for a certain chemical potential µ0 and tem-
perature T0 and assume that its structure remains un-
changed even when energy is pumped into the system,
i.e.
A(ω) = − 1
pi
ImGR(ω) ∀t, (37)
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FIG. 1. Spectral functions obtained from DMFT calculations
for a hypercubic lattice at half-filling (µ = 0), inverse temper-
ature β = 5 and two different Hubbard-interactions U . For
both interactions the system is in the Mott-insulating phase.
(taken from Ref. 31)
where GR(ω) is the local retarded Green’s function of a
system with µ0 and T0.
The density of states used in the simulations corre-
sponds to a Mott insulator with Hubbard bands and is
shown in Fig. 1. Here, quasiparticles are not particularly
well defined since the equilibrium DMFT self-energy31 is
0.4 at the upper edge of the upper Hubbard band and –
for generating the Mott gap – even larger (larger than the
bandwidth) at its lower edge.42 Nonetheless the Boltz-
mann equation is found to produce meaningful results
which demonstrates that the local Boltzmann equation
does not have to be built on a quasiparticle approxima-
tion, as explained in Sec. II B.
E. Numerical implementation
In principle we could solve Eq. (31) on a given -grid,
using a Runge-Kutta scheme with direct numerical inte-
gration of the scattering term at runtime. Numerically, it
turns out to be advantageous to project the problem onto
an orthonormal basis Φi(). In this work we employ or-
thonormal discontinuous piece-wise polynomial functions
up to the 2-nd polynomial order as basis functions (see
appendix A). Using the expansion coefficients of these
basis functions,
ai(t) ≡
∫
dΦi()F (t, ) , (38a)
ni ≡
∫
dΦi(), (38b)
Eq. (31) becomes
∂ai(t)
∂t
= α
∑
j,k,m,n
Sijkmn
×
(
− aj(t)ak(t) (nm − am(t)) (nn − an(t))
+ (nj − aj(t)) (nk − ak(t)) am(t)an(t)
)
,
(39)
with scattering amplitude parameter α and normalized
scattering-tensor
Sijkmn =
∫
d0d1d2d3Φi(0)Φj(0)Φk(1)Φm(2)Φn(3)
×A(1)A(2)A(3)δ (0 + 1 − 2 − 3) .
(40)
Note that Sijkmn contains all the information about the
system i.e., the density-of-states, and is independent of
the distribution function and time. In our numerical ap-
proach we pre-calculate and store the tensor elements.
When the scattering-tensor is known, the time-
propagation of Eq. (39) for a given initial distribution
ai(t0) is numerically cheap as the evaluation of the right-
hand side only consists of tensor-vector multiplications.
The numerical implementation of the Fermi’s golden
rule laser excitation (section II C 1) is done in the same
way as for the electron-electron collision term, where the
time-dependent part can be pulled out of the integral.
The corresponding laser-scattering tensor reads
Slaserijk =
∫
d0d1A(1)Φi(0)Φj(0)Φk(1)
× [δ (0 − 1 − Ω) + δ (0 − 1 + Ω)] .
(41)
In case of laser excitations directly calculated from per-
turbation theory (section II C 2) the transition amplitude
does depend on time explicitly which means that we have
to calculate a laser-scattering tensor for every time step.
III. RESULTS AND DISCUSSION
A. Two time-scale relaxation dynamics
In this section we compare the dynamics obtained
by the QBE to the non-equilibrium DMFT result for
a hypercubic lattice at half-filling. The noninteracting
density of states is ρ0() = exp
(−2/W 2)/√piW and
we use W = 1 as the unit of energy (1/W as the
unit of time). We discuss Mott insulating systems with
Hubbard-interactions U = 3.0 and U = 3.5 and set the
initial inverse temperature to β = 5.
The excitations in the upper Hubbard band can be
interpreted as double-occupancies of lattice-sites (dou-
blons) while excitations in the lower Hubbard-band are
8empty sites (holons). We hence define the total doublon
density d(t) as
d(t) =
∫ ∞
0
dF (t, )A() (42)
in the Boltzmann approach.43
As in Ref. 31 we excite the system with laser-pulses
at different frequencies Ω and let it time-propagate until
it is thermalized, i.e. until it has reached a Fermi-Dirac
distribution again. We use a Gaussian time envelope cen-
tered at t0 = 6 for the laser pulse as defined in Eq. (34),
and a pulse width σ =
√
6. The strength of the laser
pulse is adjusted such that the photo-induced doublon
density at a given time t˜ right after the pulse is 0.01, i.e.
D(t˜) ≡ d(t˜) − d(0) = 0.01. For the two different laser
implementations a different strength of the laser pulse is
needed to produce the same number of photo-doped dou-
blons. We use t˜ = 15 for the results given in Tab. I, and
t˜ = 12 otherwise, in order to directly compare with time
dependent data provided in Ref. 31.
Figure 2 shows that after the laser pulse has created a
non-Fermi-Dirac population, the doublon density further
increases until the system reaches its new equilibrium
(marked by dashed lines). This means that during the
thermalization process new doublons (and holons) have
to be generated, hence electrons have to be excited across
the Mott gap. The doublon-holon creation results from
two different mechanisms: i) impact ionization and ii)
multiple-scattering events. Case i) means that a doublon
with an initial kinetic energy larger than the gap lowers
its energy and excites another electron across the band-
gap which generates one doublon and one holon.31,32 This
process has been shown to be beneficial to the efficiency
of correlated solar cells.44,45 The second thermalization
process ii) means that a low energy doublon gains ki-
netic energy through several scatterings with other dou-
blons and holons until its kinetic energy exceeds the gap
size. Then it generates another doublon and a holon
by lowering its kinetic energy. Excited holons undergo
analogous processes. Within the Boltzmann description
these are the only two processes that can lead to the gen-
eration of additional doublons. There are further pro-
cesses in non-equilibrium DMFT related to the change
of the spectral function. In particular, spectral weight is
filled into the Mott-gap, similarly as upon increasing the
temperature.11
The two mechanisms i) and ii) take place on different
timescales which can be seen if we try to fit a single-
exponential decay D1(t) = a+b exp[−t/τ ] to the doublon
density d(t) in a short time interval right after the pulse,
i.e. for t ∈ [12, 60]. If there was only one thermaliza-
tion mechanism the doublon curve would roughly follow
the fitted function over the whole time range. However,
this is not the case as can be seen in Fig. 2. The fi-
nal value of the doublon density (dashed lines in Fig. 2)
deviates significantly from the final value of the fitting
function (arrows in Fig. 2). In accordance with Ref. 31
we find that the whole time evolution of the doublon
(a) (b)
FIG. 2. Normalized doublon density D(t)/D(12) as a func-
tion of time for different laser frequencies (a) U = 3.0 and (b)
U = 3.5. The dashed lines indicate the final value when the
system has reached the new thermal equilibrium; the arrows
give the final doublon density for a single exponential function
fitted within the time interval t ∈ [12, 60]. Note that in a) the
blue and red arrows lie almost on top of each other. In (b)
there is no pink arrow as the fit was not possible within rea-
sonable tolerance. Here Fermi’s golden rule (Section II C 1)
was used for the laser excitation.
density can be described by the sum of two exponential
functions D2(t) = a + b exp[−t/τ ] + c exp[−t/γ]. The
two fitting parameters τ and γ represent the timescales
on which the two different thermalization mechanisms
described above take place. Here γ corresponds to the
short timescale associated with impact ionization and τ
to the long timescale associated with multiple scattering
events.
The two-time relaxation is already qualitatively con-
sistent with DMFT. For a quantitative comparison, we
note that the overall timescale for the evolution of the
Boltzmann equation Eq. (31) is set by the constant α.
As discussed above, α is treated as an adjustable param-
eter, as its ab-initio determination is difficult. Neverthe-
less, we can perform a non-trivial quantitative compar-
ison between the Boltzmann approach and DMFT, by
comparing the ratio between different timescales.
We choose integer-valued α for each value of U (in-
dependent of the laser frequency), such that the short
timescale γ extracted from the fit roughly coincides with
the short timescale γDMFT of Ref. 31. The strategy of
not fitting the timescales obtained from Ref. 31 more pre-
cisely, is motivated by the fact that the choice of t˜ and
the fitting time range have a sizeable impact on the value
of the time constants (see a more precise discussion be-
low). This makes it meaningless to fit α with more than
one significant digit. Interestingly, in spite of the limi-
tations due to the fitting procedure, we clearly find that
the second (longer) time scale τ shows the same order of
9DMFT QBE
U Ω γ τ τ/γ γ τ τ/γ γ τ τ/γ α
3 3.5 pi
2
13 60 4.50 15 95 6.48 11 70 6.37 8
3 3 pi
2
15 61 4.09 18 91 5.01 13 68 5.20 8
3 2.5 pi
2
17 65 3.93 22 95 4.23 16 76 4.84 8
3.5 3.5 pi
2
44 376 8.55 39 231 5.88 26 131 5.03 5
3.5 3 pi
2
48 257 5.31 53 254 4.85 32 167 5.18 5
TABLE I. Results for different interaction parameters U and
laser frequencies Ω. The non-italic numbers in the QBE sec-
tion are obtained from fits to the doublon density over the
whole thermalization time and the italic ones are from fits
within the interval t ∈ [15, 60] with fixed final doublon value,
i.e. as in Ref. 31 for non-equilibrium DMFT.
magnitude as the DMFT result τDMFT (see Tab. I), and
the ratio τγ is almost independent of α for both DMFT
and the Boltzmann approach.
As mentioned above, there is some freedom in the de-
termination of the time constants listed in Tab. I. First
of all, the times γ and τ are extracted from fits of a
sum of two exponential functions to the doublon curve
over the whole time range. As can be seen in Fig. 2,
impact ionization takes place on the same timescale as
the laser excitation for the case U = 3. In other words,
while the laser is switched on, the excited doublons im-
mediately start to produce additional doublons through
impact ionization. Since we further normalize the num-
ber of doublons to 0.01 at time t˜ = 12 (or t˜ = 15), to be
consistent with the approach in Ref. 31, the details of the
dynamics depend on the exact timing and shape of the
laser as well as on the normalization time t˜. For U = 3.5
the laser and impact ionization timescales are well sep-
arated which makes the dynamics more independent of
the exact laser shape and duration.
Furthermore, when comparing the times to the non-
equilibrium DMFT results one should keep in mind that
the non-equilibrium DMFT has only access to short times
after the excitation (maximum time t = 60 in Ref. 31).
The final (equilibrium) doublon value was determined
from the temperature corresponding to the total energy
of the system, and the remaining constants were ob-
tained from a fit in the time interval t ∈ [15, 60]. How-
ever, within the Boltzmann framework we can obtain the
thermalization times τ and γ from fits of D2(t) to the
doublon density over the full thermalization time (e.g.
t ∈ [15, 1700] for U = 3.0; “Fit 2” in Fig. 3). In or-
der to estimate the error arising from the fact that non-
equilibrium DMFT has only a limited time interval for
the fit we perform a second fit analogous to the DMFT
fit. That is, we assume that the constant a in D2 is equal
to the final doublon value, a = D(tmax) and we obtain the
other coefficients from fitting within t ∈ [15, 60] (“Fit 1”
in Fig. 3). All results are collected in Tab. I and the dif-
ferent fits are shown together with the simulated doublon
densities in Fig. 3 for two laser frequencies. Some devi-
ations are visible at intermediate times between t = 100
FIG. 3. Normalized doublon density as a function of time
for U = 3.0 and different laser frequencies Ω in a large time
interval. The solid lines are the simulated doublon density, the
dashed lines represent the double-exponential fit within the
time interval t ∈ [15, 60] and with fixed final doublon number.
The dots indicate the double-exponential fit obtained from an
even larger total simulated time t ∈ [15, 1700].
and t = 300.
The data in Tab. I in addition with the previous dis-
cussion shows that the doublon-relaxation timescales of
non-equilibrium DMFT and QBE are similar within the
numerical and methodological tolerance. This result
may be unexpected given the fact that the validity of
the QBE, which assumes a rigid spectrum, is not a priori
clear for the description of strongly correlated systems.
B. Coherent laser excitations
When the first order perturbation theory laser is used
to model the absorption process (Section II C 2), there
are some differences compared to the simpler implemen-
tation with Fermi’s golden rule. First, we can observe
that the excitation due to the laser field is not monotonic
but oscillates with twice the laser frequency (upper panel
Fig. 4). For smaller frequencies (Ω = 3pi2 , 3.5
pi
2 ) the dou-
blon density roughly follows the prediction from Fermi’s
golden rule, whereas for higher frequencies (Ω = 4pi2 )
we observe that the doublon density in the perturbation
theory implementation first increases more strongly, but
then decreases at the end of the laser pulse to approach
the same value as given by the Fermi’s golden rule imple-
mentation. That is, we have a maximum in D(t) at t ≈ 7
in Fig. 4 (upper right panel). This behavior gets more
pronounced as the frequency increases, as was confirmed
by an additional simulation at Ω = 4.5pi2 (not shown).
A similar effect was also observed in non-equilibrium
DMFT simulations (compare upper right panel of Fig. 2
of Ref. 31) and finite system simulations.46
With the simpler Boltzmann approach, the physics be-
hind this behavior can be understood. The laser fre-
quency Ω = 4pi2 is so large that only the outermost re-
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FIG. 4. Upper panel: Time-dependent doublon density for
QBE comparing Fermi’s golden rule (blue lines) and first
order perturbation theory (red lines) for the laser transition
at different frequencies for U = 3.5. Lower panel: Transition
probability p01 [Eq. (35)] from a specific initial state energy
0 = −1.8, at different times (dashed lines in the right upper
panel), for Ω = 6.28 and U = 3.5. For the related non-
equilibrium DMFT result see Fig. 2 of Ref. 31.
gions of the density of states are connected by direct tran-
sitions. In the Fermi’s golden rule implementation only
excitations from 0 to 0 + Ω are possible. In contrast,
in the perturbation theory implementation, transitions
are possible into a broader energy range because of the
finite time of the laser pulse. Generally speaking the en-
ergy integrated transition probability in Eq. (35) grows
monotonically with time, making the energy-integrated
transition rate (Eq. 36) always positive. However if we
inspect the energy resolved quantities, we notice that,
right after the laser pulse is switched on, the transition
probability p01 given by Eq. (35) is very broad in en-
ergy as the laser field restricted to short times [0, t] con-
tains many frequency components. As the time passes
the central peak height increases while the distribution
gets narrower and the transition probability resembles
more and more a Dirac-δ function that we would expect
from Fermi’s golden rule (see Fig. 4 lower panel).47
This narrowing effect implies that the transition rate
(Eq. (36)) after being initially positive, becomes nega-
tive at later times on the tail of the peak, e.g. for  = 3
in Fig. 4 (lower panel). Therefore, after an initial excita-
tion, the electrons that were excited at those energies will
be returned to their original state in the lower band. For
low frequency excitations, most of the allowed transitions
will lie well within the upper Hubbard band. Therefore
the excitation and de-excitation happening on the energy
tails of the transitions will be heavily shadowed by the
always positive transition rate at the central peak. How-
ever, for large laser frequencies, a larger fraction of the
transitions will be happening only at the borders of the
Hubbard bands. In this scenario transitions happening
at the peak of the energy resolved transition rate will not
be activated since they will fall outside of the density of
states, and the excitation and de-excitatiton of electrons
at the tail will be more evident.
Finally we emphasize that the choice of the laser im-
plementation makes little difference on the overall ther-
malization dynamics (i.e. the relaxation times vary by
less than 5%).
C. Population dynamics
In Fig. 5 we further compare the energy resolved elec-
tron population F ()A() at different times for Boltz-
mann with Fermi’s golden rule laser transitions, Boltz-
mann with perturbation theory laser transitions, and
non-equilibrium DMFT. The three methods give very
similar electron-distributions and provide evidence for
impact ionization, since high energy doublons (spectral
weight at high energies in the upper Hubbard band) dis-
appear while low energy doublons increase more strongly.
However there are some differences that we will address
in the following. First, we can see that the laser ex-
citation around  ≈ 2.5 for U = 3.0 or around  ≈ 3
for U = 3.5 displays sharper features for Boltzmann with
Fermi’s golden rule laser transition than for the two other
cases. This is because Fermi’s golden rule assumes a
sharp transition at the laser frequency Ω which is only
well justified when the period of the laser frequency is
short compared to the time-envelope of the pulse. There-
fore we can see a smoothened laser excitation due to
an energetic broadening of the laser-pulse for Boltzmann
with laser transitions in first order perturbation theory,
as well as for non-equilibrium DMFT.
Furthermore, one observes that the non-equilibrium
DMFT distribution has a finite electron density within
the gap. A part of this effect arises because the Mott-
gap gets filled with electrons as the energy (or temper-
ature) of the system increases. This is physics beyond
the Boltzmann description, as it corresponds to a redis-
tribution of spectral weight in the density of states which
contradicts the assumption made in Eq. (37). However,
it is important to note that is not the only reason for
the presence of spectral weight within the bandgap in
the computed non-equilibrium DMFT distribution. It is
noteworthy that a finite electron density within the gap
(see Ref. 31, not shown here) is reported even at t = 0.
The latter is due to the fact that the calculation of the
time-resolved photo-emission spectrum was performed by
integration only over short time intervals: this results in
a purely numerical broadening in the frequency space.
Therefore, for a meaningful comparison we convolute the
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FIG. 5. Electron population for U = 3.0 (first row) and U = 3.5 (second row) at different times. The figures in the first
column are obtained from QBE simulations with the Fermi’s golden rule laser transition, the figures in the second column are
obtained from QBE simulations with first-order perturbation theory laser transitions and the figures in the third column show
the photo-emission spectra obtained from the lesser component of the DMFT Green’s function31. For U = 3.0 the number
of photo-doped doublons after the laser pules is D(12) = 0.0056 and the laser frequency is Ω = 3.5pi/2, for U = 3.5 we have
D(12) = 0.0021 and a laser frequency of Ω = 4pi/2 in accordance with Ref. 31. For both U -values the initial inverse temperature
is β = 5.
F
A
FIG. 6. Electron population for U = 3.0 (left panel) and
U = 3.5 (right panel) from QBE with laser transition in per-
turbation theory (dashed lines) and non-equilibrium DMFT
(solid lines). Here, the Boltzmann distributions of the mid-
dle column of Fig. 5 were smoothed by convolution with a
Gaussian with σ = 0.14 in order to resemble the smoothing
inherent in the DMFT data.
Boltzmann electron distributions with a Gaussian, where
the width (σ) is chosen such that the electron density in-
side the gap is approximately the same as at t = 0 in
the non-equilibrium DMFT case calculation (not shown
here; σ = 0.14). For both cases (U = 3.0 and U = 3.5)
the broadened electron distribution is much closer to the
DMFT result (see Fig. 6).
D. Scattering strength
So far we have not discussed the role of the scattering
pre-factor α that gives the strength of the interaction be-
tween excitations and has been used as a free parameter.
If α were derived by taking the bare Hubbard interac-
tion U for the vertex w(k0,k1,k2,k3) in a QPBE, or
for the vertex U˜ in (29), we would get αbare =
2pi
~ U
2
(see Appendix B). The values we obtain for α in order
to fit the time-scales differ significantly from this simple
value. Not only the values are different from αbare, also
the dependency on U is reversed: α decreases with in-
12
creasing U . The reason for this is that we have used a
strongly renormalized spectral density which means that
part of the interaction is already included in the density
of states. The parameter α would then just be the resid-
ual interaction between excitations within this renormal-
ized density of states. Another effect which is disregarded
in the Boltzmann approach approach is the filling of the
Mott-Hubbard gap due to the laser excitation. This ef-
fect is larger for intermediate U (i.e. small band-gaps)
and gives rise to additional scattering channels via the
in-gap states, leading to a larger α when trying to repre-
sent the dynamics in a Boltzmann approach. Indeed, full
DMFT simulations yield the most rapid thermalization
for intermediate values of U .48 While this might explain
the counterintuitive decrease of α, how to obtain the cor-
rect pre-factor for QBE for strongly interacting systems
is left for further investigation.
E. Three-step thermalization
An advantage of the quantum Boltzmann equation
compared to non-equilibrium DMFT is the possibility
to simulate the whole thermalization process, not only
a short time interval after the laser pulse. By studying
the distribution function at different times during ther-
malization, one finds a third, intermediate characteristic
timescale.
Right after the laser pulse, the system shows a strong
deviation from its original Fermi-Dirac distribution (see
Fig. 5). In a first step, as already discussed above, the
highly excited electrons produce impact ionization until
there are no electrons with sufficient energy any more.
This happens in the case U = 3.5 and Ω = 3pi2 over the
characteristic timescale γ = 53 (see TABLE I).
In a second step, the thermalization proceeds through
scatterings that leave the doublon and holon numbers
unchanged. One doublon (holon) can scatter with an-
other doublon (holon) redistributing the energy within
the upper (lower) Hubbard band, or one doublon can
scatter with a holon which corresponds to an exchange
of energy between the upper and lower Hubbard bands.
These doublon- and holon-conserving scatterings are not
affected by the gap, hence they take place on a much
faster timescale than the long-time thermalization. Since
the number of doublons remains unchanged, this addi-
tional time scale is not visible in the doublon dynamics
shown in Fig. 3.
Only on a much longer time scale (τ = 254 in the case
U = 3.5 and Ω = 3pi2 , see Tab. I) the system reaches a full
thermalization. This requires the creation of high energy
doublons (holons) through multiple scattering processes
so that impact ionization can eventually thermalize the
number of doublons (holons). These processes constitute
the second, long time scale in Fig. 3.
We now systematically analyze this intermediate ther-
malization step by fitting two Fermi-Dirac functions
within the lower and upper Hubbard band, respec-
tively, to the distribution function F (t, ) in every time
step. Such independently thermalized distributions in
the upper and lower band are common in semiconductor
physics, and have also been observed in more strongly
correlated insulators using non-equilibrium DMFT for
the ionic Hubbard model.49 The fit yields two chemi-
cal potentials µ, two inverse temperatures β and two
(squared) deviations ∆ from the Fermi-Dirac functions
for the lower and upper bands
∆lower(t) ≡
∫ −Egap2
−∞
d
(
F (t, )− 1
e(−µlower(t))βlower(t) + 1
)2
,
(43a)
∆upper(t) ≡
∫ ∞
Egap
2
d
(
F (t, )− 1
e(−µupper(t))βupper(t) + 1
)2
.
(43b)
Figure 7 (a) shows that the deviation from a Fermi-
Dirac distribution is largest directly after the laser pulse.
It decays over a characteristic timescale of η = 100
and is essentially zero at t = 400. Because the system
is particle-hole symmetric, the inverse temperatures in
Fig. 7 (b) are equal at all times for both Hubbard bands
but at t = 400 still lower than the equilibrium (long time)
value. Even more obvious is the substantial difference in
the two chemical potentials at this intermediate time in
Fig. 7 (c). Let us stress once more that one cannot see
the intermediate relaxation stage, where the upper and
lower Hubbard bands are thermalizing independently, in
the time dependence of the double occupation.
The third thermalization step, full thermalization be-
tween the bands (involving further doublon-holon gener-
ation), is clearly seen in Fig. 7(c) as the equalization of
the two chemical potentials.
IV. CONCLUSION AND OUTLOOK
We have provided a NEGF and DMFT based deriva-
tion of how to construct a quantum Boltzmann equation
for the electron population dynamics in strongly corre-
lated systems. The equation is structurally identical to
the quasiparticle Boltzmann equation with dropped mo-
mentum conservation, but more generally applicable even
if well defined quasiparticles do not exist. The basic as-
sumption is that the equilibrium DMFT spectral func-
tion A(ω) does not change due to the non-equilibrium
dynamics but only the distribution function F (t, ω).
We applied the quantum Boltzmann equation to a
system in its Mott-insulating phase, where well defined
quasiparticles do not exist, and obtained a good qualita-
tive and semi-quantitative agreement with non equilib-
rium DMFT results.
This was shown by a direct comparison to the thermal-
ization dynamics obtained from non-equilibrium DMFT.
Both the features of impact ionization, a characteristic
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F
FIG. 7. Fermi-Dirac fit to the non-equilibrium distribu-
tion function within the lower (red) and the upper (green)
Hubbard-band. The interaction parameter for this case is
U = 3.5 and the laser frequency is Ω = 3pi
2
. The fitting error
(a) [Eq. (43)] has almost vanished at time t = 400 (black,
dashed line) whereas the inverse temperatures (b) are not yet
thermalized and the chemical potentials (c) still differ signifi-
cantly. Panel (d) shows the actual distribution function (blue,
solid line) in comparison to the Fermi-Dirac fit in the lower
(red) and upper (green) Hubbard band for t = 400. The gray
area marks the gap of size Eg = 0.8.
feature of early thermalization dynamics, and the ratio
between the long-time thermalization time and the im-
pact ionization time are very close to the non-equilibrium
DMFT values. Not only the timescales coincide, but the
electron distribution itself is in good agreement with the
non-equilibrium DMFT distributions at different times.
We find that even for a Mott insulator the dominant fac-
tor for the thermalization is the phase- (energy-) space
that is available for scattering as this is exactly what
is described by the Boltzmann term. The applicability
of the quantum Boltzmann equation is however limited
to cases where the spectral function is not significantly
modified by the excitation, as for instance in the case of
temperature-induced filling of the Mott-Hubbard gap or
a dynamically induced insulator-metal transition.
Additionally we have implemented two different laser-
excitation models, with and without the inclusion of co-
herent excitation processes. We found that the inclusion
of coherent effects in the implementation of the laser ex-
citation term captures important details of the DMFT
simulations such as oscillations with two times the laser
frequency or a transient increase in the double occupancy.
We have also been able to pinpoint the physical mecha-
nism behind the oscillations and the overshooting of the
doublon population.
Finally we were able to observe an intermediate phase
where the upper and lower Hubbard bands are populated
according to Fermi-Dirac distributions with the same
temperature but different chemical potentials. Such an
analysis could not be performed on the non-equilibrium
DMFT data since the accessible timescales were too
short.
We conclude that, with a few caveats, an appropriately
constructed Boltzmann formalism is able to qualitatively
and semi-quantitatively describe thermalization dynam-
ics even in strongly correlated materials. This is useful
as the computational cost of Boltzmann simulations is
much lower than that of non-equilibrium DMFT making
it possible to simulate longer timescales, and to study the
thermalization process. Further, its simplicity may help
to understand the physical processes observed.
As an outlook we would like to discuss two aspects.
First, the QBE is applicable in many additional situa-
tions. For a weakly correlated metal, the conventional
Boltzmann equation with ρ(ω) instead of the interact-
ing A(ω) is recovered, and the scattering amplitude is
given by the perturbative result discussed in Appendix
B. If we add essentially only a single particle at energy
ω, phase-space arguments imply a Fermi liquid relaxation
rate ∼ ω2 and ∼ T 2. More interesting is the strongly cor-
related metallic phase with a narrow quasiparticle peak.
Here, we expect reasonably good results as long as our as-
sumption that A(ω) is not altered by the non-equilibrium
dynamics holds.
Second, it is intriguing to extend the formalism also
to the case of a finite electric field, calculating transport
properties. Here, we additionally need the Fermi veloc-
ity v(k) in the Boltzmann equation (1). In the spirit
of (optical) conductivity calculations50 in density func-
tional theory (DFT)+DMFT51–55 we might assume here
that the dipole matrix element is still given by the non-
interacting wave function or the Peierls approximation
v(k) = 1~∇k(k). But since the electric field is point-
ing in a certain direction and considering that ∇k(k) is
often strongly anisotropic, approximating F (k, t, ω) by
F (t, ω) appears to be a too crude approximation. A pos-
sibility is to consider the momentum k‖ parallel and k⊥
perpendicular to the electric field and using only for the
latter an energy- instead of k⊥-dependent distribution
function. Of course such a transport calculation also ne-
glects vertex corrections unless these are included already
in the scattering amplitude α.
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Appendix A: Basis functions
We use piecewise polynomial, discontinuous basis func-
tions. For defining these basis functions and working with
them we will not use a global index running over all ba-
sis functions (as in section II E) but two indices {I, i}
and we write the corresponding basis function as ΦiI(x).
We subdivide the energy range into NE mesh elements
with lower boundaries aI and upper boundaries of bI with
I ∈ [1, NE ] and aI = bI−1. Each basis function is zero ev-
erywhere except within its corresponding element. Inside
the element the basis function is equal to a normalized
Legendre polynomial of order i. We can write this as
ΦiI(x) =
{ √
2i+1
bI−aI Pi(
2x−bI−aI
bI−aI ) aI ≤ x < bI
0 otherwise
,
(A1)
where Pi(y) is the Legendre polynomial of order i at po-
sition y.
This basis has two main advantages. First, it allows for
discontinuities which makes it easier to cover the steep
changes in population typical of the Fermi-Dirac at low
temperature. The second advantage is that these basis
functions have a small support while still covering the
full space and being orthogonal. In combination with
the δ-function that ensures energy conservation in the
scattering tensor [Eq. (40)] this ensures the maximum
sparsity of the scattering tensor. We use basis functions
up to second order (i.e. i ∈ [0, 2]) and NE = 16 (NE =
14) mesh elements for U = 3 (U = 3.5) simulations.
Appendix B: Derivation of α for small U in the
Hubbard model
The scattering strength α in Eq. (9) is a priori un-
known for a given interaction U . If the interaction is
weak (i.e. the spectral density is approximately the non-
interacting density of states, A() ≈ ρ()), we are able to
calculate it using Fermi’s golden rule following the stan-
dard procedure. In the paper we treat a Hubbard model
on a hypercubic lattice for which the Hamiltonian reads
Hˆ = −t
∑
〈i,j〉,σ
aˆ†iσaˆjσ︸ ︷︷ ︸
Hˆ0
+U
∑
i
aˆ†i↑aˆi↑aˆ
†
i↓aˆi↓︸ ︷︷ ︸
Vˆ
(B1)
with the hopping amplitude t and the on-site interac-
tion U . The operator aˆ†iσ (aˆiσ) creates (annihilates) an
electron with spin σ at site i and
∑
〈i,j〉 means that the
index i runs over all sites while j only counts the sites
neighboring to i.
The first term in Eq. (B1) is diagonalized by the in-
troduction of new creation (annihilation) operators c†kσ
(ckσ) with
cˆkσ ≡ 1√
N
∑
j
eiRj ·kaˆjσ, cˆ
†
kσ ≡
1√
N
∑
j
e−iRj ·kaˆ†jσ
(B2)
that create (annihilate) an electron with wave vector k
and spin σ. The quantity N denotes the number of lattice
sites. As the cˆ-operators diagonalize the non-interacting
part of the Hamiltonian (Hˆ0) they describe well-defined
quasiparticles in the case U  t. We will use this knowl-
edge in the next step to calculate the correct pre-factor
of the collision term.
Let us first write the collision operator for the system
described above,
∂fσ0(k0)
∂t
=
1
2
∑
k1,k2,k3
σ1,σ2,σ3
[
Wσ0σ1σ2σ3(k0,k1,k2,k3)
× P[fσ0(k0), fσ1(k1), fσ2(k2), fσ3(k3)]
]
,
(B3)
where the factor 12 in front of the sum is needed to prevent
double counting. The factor Wσ0σ1σ2σ3(k0,k1,k2,k3)
is the transition rate from a state with two electrons
|i〉 ≡ cˆ†k0σ0 cˆ
†
k1σ1
|0〉 to a state |f〉 = cˆ†k2σ2 cˆ
†
k3σ3
|0〉 (or
the inverse process). With Fermi’s golden rule one can
calculate this rate as
Wσ0σ1σ2σ3(k0,k1,k2,k3) =
2pi
~
T (t)| 〈f | Vˆ |i〉 |2 (B4)
with the function
T (t) =
sin ((0 + 1 − 2 − 3)t)
pi (0 + 1 − 2 − 3) . (B5)
Using the anti-commutation relations for fermionic
creation and annihilation operators we can evaluate
Eq. (B4) and get (with the indices and dependencies of
W dropped)
W = 2pi
~
T (t)
U2
N2
δσ0σ¯1δσ2σ¯3
∑
G
δ(k0+k1−k2−k3),G (B6)
where σ¯ ≡ −σ and ∑G means the sum over all recip-
rocal lattice vectors G. The two spin-deltas δσ0σ¯1δσ2σ¯3
represent the fact that spin is conserved in the scat-
tering event and that only electrons with opposite spin
may scatter with each other, which follows from the
purely local nature of the interaction. As the sys-
tem is spin degenerate we do not need to distinguish
15
between the distributions for spin up and down, i.e.
f(ki) ≡ f↑(ki) = f↓(ki). If the volume of the sys-
tem is large we are allowed to use integrals instead
of sums over k in Eq. (B3) (
∑
ki
→ NVBZ
∫
BZ
ddki).
The Kronecker-delta then becomes a delta function
(δ(k0+k1−k2−k3),G → VBZN δ (k0 + k1 − k2 − k3 −G) ≡
VBZ
N δk) and the T (t)-function may be replaced by a delta
function in the case of sufficiently large times (T (t) →
δ ((k0) + (k1)− (k2)− (k3)) ≡ δ). Eq. (B3) then
becomes
∂f(k0)
∂t
=
∑
G
∫
ddk1d
dk2d
dk3
[2pi
~
U2
VBZ
2 δkδ
× P[f(k0), f(k1), f(k2), f(k3)]
] (B7)
and from comparison with Eqs. (3) and (4) the weak-
interaction limit for the scattering probability follows as
w(k0,k1,k2,k3) =
2pi
~
U2
VBZ2
. Therefore α becomes
α =
2pi
~
U2 ≡ αbare . (B8)
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