Background: Existing functional description of genes are categorical, discrete, and mostly 2 through manual process. In this work, we explore the idea of gene embedding, distributed 3 representation of genes, in the spirit of word embedding. 4 Methods & Results: From a pure data-driven fashion, we trained a 200-dimension vector 5
INTRODUCTION
(downloaded on 11/6/2017). We defined gene pairs that shared GO annotations as the 23 positive set of functional association. To this end, we chose the GO category "Biological Process" with experimental evidence: IDA (inferred from direct assay), IMP (inferred from 1 mutant phenotype), IPI (inferred from protein interaction), IGI (inferred from genetic 2 interaction), and TAS (traceable author statement). To minimize generalized annotation, we 3 excluded the highly over-represented GO terms including (1) "signal transduction" 4 (GO:0007165); (2) three phosphorylation terms: "protein amino acid phosphorylation" 5 (GO:0006468), "protein amino acid autophosphorylation" (GO:0046777), and "protein 6 amino acid dephosphorylation" (GO:0006470); and (3) all terms at the first three levels of 7 GO hierarchy (assuming the root term of biological process, "GO:0008150", is level 0). This 8 lead to a total of 270,704 pairs involving 5,369 genes. To build the negative data set, we 9 obtained all gene-pairs that did not share any GO term or their children GO terms. This 10 resulted a total of 40,879,714 gene pairs involved in 12,521 (64.85% of 19,307) human 11 genes, serving as the set in which pairs of genes are not functionally associated. 12 Tissue-specific genes. GTEx data (version 6) [6] was used to estimate the tissue-specific 13 expression pattern of genes in 27 tissues, each with ≥ 30 samples. For each gene, a z-score 14 was calculated to measure its tissue specificity by comparing the average gene expression of 15 the gene across all tissues [7] . 16 Functional gene sets. We use clusteredness of MSigDB pathways (v5.1) [8] as the target 17 function for hyper-parameter tuning for gene embedding training. Specifically, we used the 18 category c2 including curated pathways from various online resources such as KEGG [9] , 19 Biocarta [10] , and Reactome [11] . A total of 4,726 pathways were downloaded.
20

CONCEPT EMBEDDING OF GENES
21
Distributed representation of word, or neural word embedding, was a recent breakthrough in 22 NLP research based on deep learning. The goal of word embedding is to derive a linear 23 mapping, i.e., embedding, from the discrete space of individual words to a continuous Euclidean space such that similar words will be mapped to points in close vicinity in the 1 embedding space. The direct benefit of word embedding is that such representation of 2 individual words, vectors in continuous space, becomes differentiable and thus amenable for 3 back-propagation-based neural network modeling. Meanwhile, a nice surprising result is that 4 embedded space admits basic geometry. E.g., the KING -QUEEN ≈ MAN -WOMAN. 5 Inspired by the success of word embedding, we intend to produce an embedding of genes, 6 also a discrete conceptual unit, such that similar genes are mapped to similar vectors. While 7 for genes we do not have a natural equivalent concept of sentence in natural languages, we 8 will use the notion of co-expression. This is analogy of the concept of co-occurrence in 9 natural languages. 10 For neural embedding, a neural network is designed that maximizes an objective function, 11 often in a form of likelihood, such as the probability of a word given its context. The most 12 commonly used architectures are skip-gram and continuous bag-of-words (CBOW) that 13 discussed in the word2vec approach [2] . In both architectures, a two-layer neural network is 14 constructed to predict word co-occurrence, or the co-occurrence of a word and its 15 surrounding words, or context. In CBOW, the input is the context and the output is the word; 16 in skip-gram, the input is the word and the output is the context. For both architectures, input 17 and output are connected through a middle projection layer. Note that neither neural network 18 would offer satisfactory predictions for most of the words. But the real goal of word 19 embedding is to learn a distributional representation, i.e., the parameters of the embedding 20 mapping from the input to the middle projection layer. A simple fully connected linear layer 21 was used for the embedding mapping. For CBOW, the embedded vectors of all words in the 22 context are averaged and thus provide a uniform size vector for the next layer. The second 23 layer for both architecture is a linear layer with a soft-max. A cross-entropy loss is
In gene embedding, we are using the genes who are co-expressed with the gene of interest as 1 its context. Since the number of co-expressed genes may vary, the size of the context may 2 vary as well. For simplicity, in this work, we extract all pairs of co-expressed genes and 3 maximize the probability of one given the other for each pair. This is equivalent to the skip-4 gram model. Since we are optimizing the total probability of all edges in a co-expression 5 network, our approach can also be viewed as a graph embedding [12] . 6 More formally, the input of the training problem is a list of gene pairs that are highly co- The loss function that is to be minimized is the negative likelihood − ∑
It can be shown that this complex loss function for this single layer network is equivalent to a 16 two-layer network with shared weight matrices of and A , and the loss function as the 17 standard cross-entropy after softmax (see, Figure 1 ). 18 19 We took all the gene pairs that have a PCC equal to or larger than 0.9 as the input. This is a 20 choice due to limited computational resources. We shuffled the gene pairs in each dataset on 21 every iteration to avoid the impact caused by the order of gene pairs in the datasets. The embedding was trained on all genes with a minimum frequency at 5. As number of iterations 1 and dimensionality of the embedding are considered as two major hyper-parameters 2 parameters for word embedding [13] , in order to generate "best" gene embedding, we did a 3 preliminary parameters tuning and performed a grid search to find best parameters. The 4 search ranges for number of iterations and embedding dimension are set at 1 to 10 and 50, 5 100, 200, and 300 respectively. We used the word2vec function implemented in the gensim 6 library [14] to generate gene embedding. Other parameters were set as default. Since our goal is to obtain a gene embedding that reflects the functional relationships among 9 genes, we selected the set of hyper-parameters that maximizes the clusteredness of genes 10 within functional pathways. We optimized the following target function:
TRAINING OF EMBEDDING
where is the set of pathways in MSigDB, and , is a set of random gene pairs. Due to the 13 limitation of computation power, we selected all the pathways from the MSigDB with the 14 number of genes equal or fewer than 50. In total, 6,729 pathways were selected as . We 15 randomly selected 1,000 genes from gene embedding and generated all possible unique gene 16 pairs (499,500 in total) as ′ .
17
VISUALIZATION BY T-SNE
18
A common way to visualize high-dimensional datasets is to map the datasets into 2D or 3D 19 array. t-Distributed Stochastic Neighbor Embedding (t-SNE) is a machine learning algorithm 20 for dimensionality reduction, which optimizes for neighborhood preserving and thus 21 particularly well suited for the visualization of high-dimensional datasets [15] . Visualizations produced by t-SNE have been found significantly better than those produced by the other 1 techniques [15] . 2 In order to speed up the t-SNE on the high-dimensional gene embedding, we first reduced the 3 dimension to 50 using PCA and then applied a multicore modification of Barnes-Hut t-SNE 4 by L. Van der Maaten [16, 17] . The perplexity was set at 30 and the learning rate was set at 5 200. To get stable t-SNE results, we set the number of iterations at 100,000.
6
PREDICTION OF GENE-GENE INTERACTION
7
To investigate the usefulness of the trained gene embedding for downstream tasks, we 8 applied the embedding to the problem of gene-gene interaction prediction. The goal is, given 9 a pair of genes, we design a gene-gene interaction predictor neural network (GGIPNN) to 10 predict if they will be together in any of the annotated pathway [3] . 11 The architecture of GGIPNN can be seen in Figure 2 . We first convert the genes in each 12 gene pair to one-hot vectors and then map the one-hot vectors to gene embedding vectors 13 using a shared embedding matrix. Then, the two gene embedding vectors will be 14 concatenated together and be fed to a fully connected layer with a dimension at 100. The 15 output will be fed to another fully connected layer with a dimension at 100. The output of the 16 second fully connected layer will then be fed to a second fully connected layer with a 17 dimension at 10. The output will be then fed to a softmax (same as sigmoid as this is a binary 18 classification) layer. We compute the cross entropy of the softmax function output and then 19 compute the mean of elements across results as the loss. We choose ReLU (Rectified Linear 20 Units) as the activation function. To avoid overfitting, we apply dropout on both the first and 21 second fully connected layers. The dropout out rates are set at 0.5.
The parameter tuning results can be seen in Table 1 . As we can observe, the dimension of 1 200 at iteration 9 produced best gene embedding using clusteredness as the target function 2 (1.521). As result, we chose this embedding for all following analyses. Using the first and second components from the t-SNE representation, we produced a gene 8 co-expression map, based on which we explored the distribution of all human genes from our 9 results (Figure 3) . A direct visualization of the gene distribution revealed that the majority of 10 genes formed one single cloud while several isolated groups of genes scattered around. We 11 extracted these gene islands and found they were mainly non-protein-coding genes. Island 2 12 was significantly populated with the snoRNA genes (pink dots, p=1.07×10 -72 , Fisher's Exact Figure 3 ) in the human genome. 4 We mapped genes with z-scores representing their tissue-specific expression onto the gene 5 co-expression map. We observed clear clusters in several tissues such as blood, skin, spleen, 6 and lung (Figure 4 and supplementary figures) . Genes with high tissue specificity in blood 7 highlighted two distant clusters. This is likely because that blood samples are relatively more 8 widely used in gene expression studies and blood-specific genes and their relationships are 9 thus better represented in our map. Tissues that are biologically relevant showed similar 10 patterns. For example, tissues of female reproductive systems presented graded and similar 11 patterns, including breast, ovary, and uterus. In these tissues, genes located in the bottom part 12 of the map in general showed increased tissue specificity, compared to genes located on the 13 top part of the map (Figure 4 and supplementary figures) . Interestingly, we found a group 14 of ribosomal genes (~50) that were highly expressed in ovary and formed a small cluster in 15 our map. In addition, cognition and neurology related tissues, such as brain (Figure S5) , 16 nerve (Figure S14) , and pituitary (Figure S17) , presented quite diverse patterns. Nerve and 17 pituitary are more similar to each other, with a wide range of genes showing moderate tissue-18 specificity distributed across the whole map. In contrast, active genes in brain, which are 19 mainly distributed on the top part of the map, are much smaller in numbers but showed much 20 stronger tissue-specificity (red dots, Figure S5) . Notably, all tissues except the blood are 21 expected to be under-represented in the GEO data we used because tissue samples are 22 difficult to obtain for human.
3
TISSUE SPECIFIC GENES FORM SPATIAL PATTERNS IN GENE EMBEDDING
23
PREDICTION OF GENE-GENE INTERACTION USING EMBEDDED VECTORS
The performances of GGIPNN with embedding matrix are presented in Figure 5 . Using gene 1 embedding matrix derived from GEO but do not make them trainable, we achieved an AUC 2 of 0.720 over the test set, in which there are no gene overlapping with the training set nor the 3 validation set. The AUC score is lower, 0.664, for the GGIPNN with gene embedding matrix 4 derived from GEO as initial weights but trainable. This is understandable as the gene 5 embedding matrix for the genes in the training set was updated and leaving the gene 6 embedding matrix in the test set "out of sync" with that for the training set, i.e., overfitting.
7
As expected, the GGIPNN with both untrainable and trainable random embedding matrix 8 have AUC scores (0.505 and 0.493) close to random (0.5).
9
DISCUSSION
10
In this work, we explored the idea of distributed representation of genes using their co- specific genes are also visible. 16 The usefulness of gene embedding is beyond simply a nice visualization. Using the gene 17 embedding as the basic layer for a multi-layer neural network, we can predict the gene-gene 18 interaction with an AUC of 0.720. This is an intriguing result because the only input to the 19 predictor is the names of the two genes. Therefore, the distributed representation of the genes, 20 i.e., their embeddings, are laden with rich semantic information about their function. 21 The concept of concept embedding is not new to molecular biology. Works had been done to 22 geometrical embedding gene co-expression networks into 2-D planar networks [18] .
23
Recently, in the spirit of embedding everything, the work of bioVectors have been developed to embedding kmers in biological sequences into distributed representation [19] . Yang et al
We proposed a machine learning method that utilizes transcriptome-wide gene co-expression 1 to generate a distributed representation of genes. We further demonstrated the utility of our 2 distribution by predicting gene-gene interaction based solely on gene names. We believe that 3 this distributed representation of genes could be useful for more bioinformatics applications. Figure 1 . The Skip-Gram architecture was used for training for gene embedding. This is the modified architecture which is equivalent to the original word2vec, adopted from this blog [22] 
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