that generate (as an algebra) A 1 ⊗ A 2 , then the complete isometry of the operatorspace structures induced on E by the max and min norms implies the equality of the · max and · min norms on A 1 ⊗ A 2 . This method is then used in [10] to re-prove (and generalize) Kirchberg' 
(H).
In this paper we consider X the N = 2n+1-dimensional subspace of C * (F n )⊗ C * (F n ) generated by {1 ⊗ 1, U 1 ⊗ 1, . . . , U n ⊗ 1, 1 ⊗ U 1 , . . . , 1 ⊗ U n }. This space inherits operator-space structures ( [2] , [6] , [9] ) corresponding to the two embeddings. We denote the corresponding norms on X ⊗ M k (C), for all k in N, by · max and · min . We prove that the norm · min dominates the · max norm, on all the tensor products in X ⊗ M k (C), k ∈ N, by a factor (N 2 − N ) 1/2 , where N = 2n + 1. More precisely, we prove that
In particular, our result, in the terminology introduced by Pisier ( [9] ), also shows that the δ cb (multiplicative) distance between the two N -dimensional operator spaces in C * (F n ) ⊗ C * (F n ), corresponding to the norms · max and · min , is at most (N 2 − N ) 1/2 (in general ( [9] ) the δ cb distance between two finite-dimensional operator spaces of dimension N is bounded by N ).
DEFINITIONS
Let k ∈ N be a natural number and let (e a,b ) k a,b=1 be a matrix unit in M k (C 
, [2] ) as the supremum over all Hilbert spaces H and all unitaries U 1 , U 2 , . . . , U 2n acting on H, and
, of the quantity
Since C * (F 2n ) is residually finite [3] (see also [13] , [1] ), it follows that the norm of X * X might be computed using only finite-dimensional unitaries. Let V 1 , . . . , V n be the generators of a different copy of the free group F n . We identify X with a subspace of the algebraic tensor product
With this identification, and by using again the fact that C * (F n ) is residually finite, it follows that the norm X max viewed as an element of (C [2] ) that
, is then computed by the same supremum formulas as for X max , by imposing the additional condition that the Hilbert space H splits as K 1 ⊗ K 2 and there exist unitaries α 1 , . . . , α n acting on K 1 , and β 1 , . . . , β n unitaries on K 2 , such that U i = α i ⊗ 1 and U i+n = 1 ⊗ β i for 1 i n (see also [12] ). Motivated by this we introduce the following definition:
With these notations the following should hold true for 0 i, j n, 1 a, b k:
MAIN RESULT
Our main result gives a comparison between the norms · C * (F2n) and · min on the space X (and its tensor products X ⊗ M k (C)). To do this we use the fact that, for any triplet (H, ( 
Proof. For each α ∈ Λ, use the definition of tensor position to find a Hilbert space K α and unitaries
) has the property that
for all 0 i, j 2n, a, b = 1, 2, . . . , k, and hence it is in tensor position.
Definition 2.2. For a triplet (H, (U
Clearly X ia,ib = η a , η b for all i and all a, b. Also X ia,jb = X jb,ia by definition.
Remark 2.3. The property in the definition of a triplet in tensor position is completely contained in the information the matrix X.
Moreover, with the notation in Lemma 2.1, if X is the matrix for the triplet
It is easy to construct elementary triplets in tensor position. 
and such that the vectors Proof. It is obvious that this should be the formula for the matrix X α,ε associated to the triplet. We need to construct a specific triplet in tensor position, which gives the matrix X α,ε . To do this we split into two cases. First we analyze the case where 0 i 0 n and n < j 0 2n. In this case consider a Hilbert space K of sufficiently large dimension. Let e 0 , e 1 , . . . be a basis for this Hilbert space and let η be the vector e 0 ⊗ e 0 . With the notation from Definition 1.1, let W i 0 = Id ⊗ Id, W j 0 = εId ⊗ Id (which corresponds to the choice U i0 = Id, V j0−n = εId).
For i = i 0 , i = 0, 1, . . . , n, let U i be a unitary on K, such that { U i e 0 } i =i0 and e 0 is an orthonormal system in K. (For example we can send U i e 0 to other elements in the basis.) Likewise, we choose V j e 0 such that { V j e 0 } j =j 0 −n and e 0 is an orthonormal system. It is obvious now that the unitaries (
form a triplet in tensor position as in the statement of Lemma 2.4.
The case 0 i 0 < j 0 n is easier and may be treated similarly.
In the next lemma we provide a decomposition of an arbitrary triplet
, with H finite-dimensional, into elementary triplets as in Lemma 2.4. The drawback out this construction is that in the decomposition of (H, ( 
) in tensor position, such that (with N = 2n + 1) we have: 
. , 2n (and i = j).
Proof. Let (e t ) t∈T be an orthonormal basis for H and let λ t i,a be the components of the vector U i ξ a in this basis for i = 0, 1, . . . , 2n, a = 1, . . . , k, t ∈ T . Then we have that
The usual factorization formula ( 
Note also that the following holds:
For a given pair α = (i, j), 0 i < j n, a, b = 1, . . . , k, t ∈ T , and s = 0, 1, 2, 3, we let θ
With these notations the relations (2.2) and (2.3) become respectively
The relations (2.4) and (2.5) hold for all 0 i < j 2n, and all a, b = 1, 2, . . . , k.
For each fixed t ∈ T , α = (i 0 , j 0 ), 0 i 0 < j 0 2n, and each s = 0, 1, 2, 3, 
By the relation (2.6), and since i 0 < j 0 , an entry in the matrix X α,s,t i 0 a,j 0 b is nonzero only when α is equal to (i 0 , j 0 ), and is equal in this case to ε s . Thus, with α 0 = (i 0 , j 0 ) and using the relation (2.4), we obtain (2.7) 
By Lemmas 2.1 and 2.4, the triplet ( H,
) is in tensor position. This completes the proof of Lemma 2.5.
We now can prove the main result. We will show that on X = Sp{1 ⊗ 1,
. . , 1⊗U n }, the matrix norm structures induced by the norms
In particular this shows (in the terminology introduced in [9] ) that the δ cb multiplicative distance between the two operator spaces is less than (N 2 − N ) 1/2 . (By [9] , this distance is at most N .) Theorem 2.6. Let n, k be integers, n 2, k 1. Let F n be the free group on n generators 
we denote the corresponding norm coming from this embedding by X C * (F2n) .
Then, for all X in X ⊗ M k (C), we have
Proof. Let (e a,b ) k a,b=1 be a matrix unit in M k (C) and let
be an arbitrary element in M k (C) ⊗ C. (We denote by W 0 the identity.) Then, obviously,
where for i = j, i, j = 0, . . . , 2n, 1 a, b k, we have [12] , [1] ), and hence we can restrict to a supremum over unitaries acting on finite-dimensional vector spaces.
As a consequence, the square of the · C * (F 2n ) norm of the element X is computed as the supremum, over all finite-dimensional Hilbert spaces H, all 2n-tuples of unitaries U 1 , . . . , U 2n acting on H, and all vectors ξ = (ξ a )
Similarly, the norm X min will be computed as the supremum of the same quantities, with the additional condition that the unitaries imply that the right-hand side in the inequality (2.12) is less than the left-hand side in the inequality (2.15). Hence
