On the integral with respect to the tensor product of two random measures  by Boudou, Alain & Romain, Yves
Journal of Multivariate Analysis 101 (2010) 385–394
Contents lists available at ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
On the integral with respect to the tensor product of two random
measures
Alain Boudou, Yves Romain ∗
Institut de Mathématiques, Equipe de Statistique et Probabilités, UMR 5219 CNRS, Université Paul Sabatier, 118 Route de Narbonne, 31062 Toulouse cedex, France
a r t i c l e i n f o
Article history:
Available online 24 March 2009
AMS subject classification:
28A35
60G57
62H99
Keywords:
Convolution of measures
Fubini-type formula
Locally compact Abelian group
Randommeasure
Spectral density
Spectral measure
Stationary random function
stochastic integral
Tensor product
a b s t r a c t
A Fubini-type formula for the integral with respect to the tensor product of two random
measures is established in an intrinsic way. This permits one to consider a convolution
product. The results are applied to a stationary continuous random function (which may
be multiplicatively written with two stationary components) and to principal component
analysis in the frequency domain.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In Brillinger [1], the author studies a Principal Component Analysis (PCA) of a stationarymultivariate series, whichmeans
a series (Yn)n∈Z where {Yn; n ∈ Z} is a family of random vectors such as E(YmtYn) = E(Y0tYn−m), for any pair (n,m) of
elements of Z. This analysis is defined in the frequency domain.
In Boudou and Dauxois [2], the authors define a PCA of the random measure ZY whose Fourier transform is the series
(Yn)n∈Z and they show that this analysis is equivalent to the Brillinger one. Here we are interested in processes which may
bewrittenmultiplicativelywith two independent components. In fact, it is easy to verify that if (Xn)n∈Z is a second stationary
series which is independent of (Yn)n∈Z, the process defined by (Tn)n∈Z = (XnYn)n∈Z is also a stationary multivariate series.
Then, multiplicative transformations of the p-dimensional process Yn by the factor Xn may be suggested and may be
applied when the two series are independent. That factor may be a change of the unit measure between Yn and Tn (for
instance Yn may be a vector of financial data from a fixed land and the change ratio Xn is given by world wide constraints). It
also may be a Bernoulli-type random variable (the series (Xn)n∈Z may be considered as the sequence of indicator variables
(1An)n∈Z if, for each instantn, the quantityYn is knownor not). Furthermore, themultiplicative factormaybe just anunknown
part in the equality Tn = XnYn. Finally, see Dehay [3] concerning an analogous study for two harmonizable processes.
In this paper,we study somedifferent elementswhich are classically associated to the process (Tn)n∈Z(= (XnYn)n∈Z here),
which means for example its random and spectral measures. Of course, the results given are also valid in the case where
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(Yn)n∈Z is univariate. If ZT denotes the randommeasure associated to the process (XnYn)n∈Z, e.g. the measure whose Fourier
transform is (XnYn)n∈Z, then ZT may be considered as the convolution product of two random measures as defined in [4].
More precisely, denoting by ZX (resp. ZY ) the random measure associated to the process (Xn)n∈Z (resp. (Yn)n∈Z), we have
proved that ZT is the image by the summation mapping of the tensor product ZX × ZY (also defined in [4]).
The integral with respect to such tensor product of two random measures is the main result of this work. Therefore,
after recalling the definition of the tensor product of two random measures, a formula for the integral for such a tensor
random measure is established. This formula is of Fubini type and is an intrinsic generalization of a result which was given
in [4]. Then a convolution operation formula may be defined as well and may be represented by the following equality:∫
ZY (A− γ ) dZX (γ ) = ZT (A).
These results generalize those of Boudou and Romain [4] and suggest proposing, in the future, tensor extensions of some
known results on stationary processes (such as for example Bosq ones [5]).
Finally, avoiding the restrictive case of the series,we have considered processeswhose index domains are locally compact
Abelian groups. This allows us to study also stationary random functions with continuous time domain.
2. Notations and preliminaries
Let G be a Locally Compact Abelian (LCA) group whose dual group Ĝ admits a countable basis and let BĜ be the Borel
σ -algebra of Ĝ. The dual group of G×Gmay be identified to Ĝ× Ĝ, then it admits a countable basis and its Borel σ -algebra is
BĜ⊗BĜ. FurthermoreBĜ is a countable Borelσ -algebra and for a boundedmeasureη onBĜ theC-Hilbert space L2(̂G,BĜ, η)
is separable.
For H1 and H2 two separable C-Hilbert spaces, let σ2(H1,H2) (resp. σ2(H1)) denote the set of Hilbert–Schmidt operators
from H1 into H2 (resp. into H1). In the whole text, when H1 = Cp and H2 = Cq, we denote the space σ2(Cp,Cq) by σ2 and
when H1 = H2 = Cp we denote the space σ2(Cp) by σ p2 .
For each (u, v) belonging to H1 × H2, the rank one operator h1 ∈ H1 7→ 〈h1, u〉v ∈ H2 is written u⊗ v.
If (X, Y ) is a pair of elements of L2Cp(Ω,A, P), it is easy to verify that the mapping ω ∈ Ω 7→ X(ω)⊗ Y (ω) ∈ σ2(Cp) is
measurable with P-integrable norm, and
∫
X(ω)⊗ Y (ω)dP(ω) is denoted by E(X ⊗ Y ).
A random measure (r.m.) Z (see [6,4,7]) defined on E , a σ -algebra of subsets of the set E, with values into the separable
C-Hilbert space H is a vector measure such as 〈Z(A), Z(B)〉 = 0 for all disjoint elements A and B of E .
Then it is not difficult to verify that the mapping µZ : A ∈ E 7→ ‖Z(A)‖2 ∈ R+ is a bounded measure. The stochastic
integral with respect to the r.m. Z may be defined as the unique isometry from L2(E, E, µZ ) onto HZ = span{Z(A); A ∈ E,}
which, for each A of E , associates Z(A) = ∫ 1A dZ to 1A.
If = is an isometry from H onto a second separable C-Hilbert space H ′, then = ◦ Z is an r.m. such as µ=◦Z = µZ . For all ϕ
of L2(E, E, µ=◦Z ) = L2(E, E, µZ ), we have
∫
ϕ d= ◦ Z = =(∫ ϕ dZ) [4].
A p-dimensional r.m. (p-r.m.) Z is an r.m. defined on E with values in H = L2Cp(Ω,A, P) such that E(Z(A) ⊗ Z(B)) = 0
for all disjoint elements A and B of E .
One may easily verify that the mappingMZ : A ∈ E 7→ E(Z(A)⊗ Z(A)) ∈ σ p2 is a positive vector measure and a unique
element M ′Z of L
1
σ
p
2
(E, E, µZ ) exists such that
∫
1AM ′Z dµZ = MZ (A) for each A of E . We may also show the existence of the
(positive) element SZ of L2
σ
p
2
(E, E, µZ ) such as SZ (e) ◦ SZ (e) = M ′Z (e) for each e of E (where for the whole paper the notation
◦means that (f ◦ g)(x) = f (g(x))).
So, MZ , M ′Z and SZ are respectively called the spectral measure of the p-r.m. Z , the derivative of the spectral measure of
the p-r.m. Z and the square root of the derivative of the spectral measure of the p-r.m. Z (we may remark that the spectral
measures which are considered here are different from the projector values spectral measures as seen for instance in [4]).
We say that an element ϕ of L2σ2(E, E, µZ ) gives a factorization inside SZ when there exists a mappingψ from E in σ2 such
as ϕ(e) = ψ(e)◦ SZ (e) for each e of E. The subsetF of L2σ2(E, E, µZ )whose elements give a factorization inside SZ is a closed
vector subspace of L2σ2(E, E, µZ ).
The subsetM of the elementsψ of (σ2)E such asψ(.)◦SZ (.) belongs to L2σ2(E, E, µZ ) is actually a vector subspace of (σ2)E
and J : ψ ∈ M 7→ ψ(.) ◦ SZ (.) ∈ F is a linear and onto mapping. As J is an onto mapping and as F is a C-Hilbert space
(because of its closeness), we easily deduce that (ψ1, ψ2) ∈ (M/KerJ)2 7→ 〈J(ψ1),J(ψ2)〉 ∈ C is a scalar product which
involves a C-Hilbert structure to the quotient space M/KerJ (this last one is denoted by L2p,q(MZ ) and is called the square
MZ -summable functions space: see [2] for complements). So L2p,q(MZ ) is defined as a quotient space ofM which is itself a
subspace of (σ2)E . We will use the same notation for an element of L2p,q(MZ ) and for one of its representatives.
To be sure that a mappingψ from E in σ2 belongs to L2p,q(MZ ), it is sufficient to verify thatψ(.) ◦ SZ (.) is measurable with
square norm µZ -integrable.
Then for each (α, K) of L2(E, E, µZ )×σ2, the mapping e ∈ E 7→ α(e)K ∈ σ2, denoted by αK , is a representative element
of L2p,q(MZ ).
The integral with respect to the p-r.m. Z may be defined as the unique isometry from L2p,q(MZ ) onto HZ (p, q) =
vect{K ◦ Z(A); (A, K) ∈ E × σ2} which for all (A, K) of E × σ2 associates K ◦ Z(A) to 1AK (for more details about this
integral see for example [2,7,8]; in [9] the reader may find analogous tools).
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When ϕ belongs to L2p,q(MZ ), the mapping Zϕ : A ∈ E 7→
∫
1Aϕ dZ ∈ L2Cq(Ω,A, P) is a q-r.m. If ψ is the measurable
representative element of an element of L2q,r(MZϕ ) (such an element always exists), then ψ(.) ◦ ϕ(.) is (one representative)
element of L2p,r(MZ ) and the following equality holds:
∫
ψ(.) ◦ ϕ(.) dZ = ∫ ψ dZϕ .
IfµZ is absolutely continuous relatively to the Haarmeasureµ, there exists one and only one element FZ of L1σ2 (̂G,BĜ, µ),
called the spectral density of the process (Xg)g∈G, such as
∫
1AFZ dµ = MZ (A) for each A ofBĜ.
We may also verify that µZ1E u⊗1(A) = 〈MZ (A), u⊗ u〉, for each (A, u) of E × Cp.
If ϕ belongs to L2(E, E, µZ ), ϕICp is (one representative) element of L2p,p(MZ ) and the integral of ϕ with respect to the r.m.
Z and the integral of ϕICp with respect to the p-r.m. Z are equal.
The set (Xg)g∈G of elements ofH is said to be a stationary continuous random function (a stationary c.r.f.) when themapping
g ∈ G 7→ Xg ∈ H is continuous and when 〈Xg1,Xg2〉 = 〈Xg1−g2 , X0〉 for all pairs (g1, g2) of elements of G. Then we show there
exists a unique r.m. Z , called the r.m. associated to (Xg)g∈G, which is defined onBĜ with values inH such as Xg =
∫
(., g )̂GG dZ
for all g of G (where (., .)̂GG is the duality bracket).
Conversely, if Z is an r.m. defined onBĜ with values in H then (
∫
(., g )̂GG dZ)g∈G is a stationary c.r.f. Of course if the index
domain is the group G× G, then a stationary c.r.f. may be written (Xg1,g2)(g1,g2)∈G×G.
If we consider the spaceH as L2Cp(Ω,A, P), then the stationary c.r.f. (Xg)g∈G is called a p-dimensional stationary c.r.f.when
E(Xg1 ⊗ Xg2) = E(Xg1−g2 ⊗ X0) for each pair (g1, g2) of G.
Then there exists a unique p-r.m. Z , called the p-r.m. associated to (Xg)g∈G, defined onBĜ such as Xg =
∫
(., g )̂GGICp dZ for
each g of G. Conversely, if Z is a p-r.m. defined onBĜ then (
∫
(., g )̂GGICp dZ)g∈G is a p-dimensional stationary c.r.f.
With the previous unicity properties, the p-r.m. associated to the p-dimensional stationary c.r.f. (Xg)g∈G is the r.m.
associated to the stationary c.r.f. (Xg)g∈G.
In this text, the measurability of a mapping will be frequently verified with the following result:
The mapping ϕ defined on E (endowed with a σ -algebra E ) with values in the separable C-Hilbert space H is measurable if and
only if the mapping e ∈ E 7→ 〈ϕ(e), h〉 ∈ C is measurable for each h of H .
Finally, we give a property that will be used in Sections 4 and 5.
Let H1 and H2 be two separable C-Hilbert spaces and = an isometry from σ2(H1,H2) onto a third C-Hilbert H3, and let
{f 1λ1; λ1 ∈ Λ1} (resp. {f 2λ2; λ2 ∈ Λ2}) be a family of elements of H1 (resp. H2); then if U is a Hilbert–Schmidt operator from
H1 in H2 such as the images ImU and ImU∗ are respectively included in vect{f 2λ2; λ2 ∈ Λ2} and vect{f 1λ1; λ1 ∈ Λ1} then =(U)
belongs to vect{=(f 1λ1 ⊗ f 2λ2); (λ1, λ2) ∈ Λ1 ×Λ2}.
3. A tensor integral
Let H1 and H2 be two separable C-Hilbert spaces and let Z1 and Z2 be two r.m.’s defined onBĜ with values in H1 and H2
respectively. In [4] we demonstrate that:
One unique r.m., denoted by Z1 × Z , and defined on BĜ ⊗ BĜ with values in σ2(H1,H2) does exist and is such that
Z1 × Z2(A1 × A2) = Z1(A1)⊗ Z2(A2) for all pairs (A1, A2) of BĜ. Furthermore: µZ1×Z = µZ1 × µZ2 .
Always in Ref. [4], we show that:
When h belongs to H1 and ϕ to L2(̂G× Ĝ,BĜ ⊗BĜ, µZ1×Z2):
(i) for each γ of Ĝ, the partial mapping ϕ(., γ ) belongs to L2(̂G,BĜ, µZ1);
(ii) the mapping γ ∈ Ĝ 7→ 〈h, ∫ ϕ(., γ ) dZ1〉 ∈ C is an element of L2(̂G,BĜ, µZ2);
(iii)
∫ 〈h, ∫ ϕ(., γ ) dZ1〉 dZ2(γ ) = (∫ ϕ d(Z1 × Z2))(h).
This results gives an explicit form of the image of an element of H1 by
∫
ϕ dZ1 × Z2. This is a pointwise expression of this
operator. So themain result of this section is to give an intrinsic form of the operator
∫
ϕ dZ1×Z2 (i.e. without any reference
to a particular element of H1): for that we will use a Fubini-type formula and we will define a new integral called the tensor
integral with respect to an r.m. Z . This last one is defined on the set E , a σ -algebra of subsets of E, and has its values in H2. The
σ -algebra E is supposed to be of countable type and then L2(E, E, µZ ) is a separable C-Hilbert space.
Finally let us recall a well known result in operator-based Statistics (and particularly in PCA):
When ψ belongs to L2H1(E, E, µZ ), for each (y, h) of L
2(E, E, µZ ) × H1, the element y(.)ψ(.) is measurable, its norm is µZ -
integrable and 〈h, ψ(.)〉 belongs to L2(E, E, µZ ). Furthermore, the operators ψ˜ : y ∈ L2(E, E, µZ ) 7→
∫
yψ dµZ ∈ H1 and
ψ˜∗ : h ∈ H1 7→ 〈h, ψ(.)〉 ∈ L2(E, E, µZ ) are of Hilbert–Schmidt type, (where ψ˜∗ is the adjoint of ψ˜).
As the mapping ϕ ∈ L2(E, E, µZ ) 7→
∫
ϕ dZ ∈ HZ is an isometry, the mapping = : ϕ ∈ L2(E, E, µZ ) 7→
∫
ϕ dZ ∈ H2 is
linear and leaves the scalar product invariant. So = ◦ ψ˜∗ is a Hilbert–Schmidt operator which associates ∫ 〈h, ψ(.)〉 dZ(.) of
H2 to each h of H1.
Then we have the following.
Proposition 3.1. Let H1 and H2 be two separable C-Hilbert spaces and Z an r.m. defined on E with values in H2; we may affirm
when ψ is an element of L2H1(E, E, µZ ) that:
(i) for all h of H1, 〈h, ψ(.)〉 belongs to L2(E, E, µZ );
(ii) the mapping h ∈ H1 7→
∫ 〈h, ψ(.)〉 dZ(.) ∈ H2 is a Hilbert–Schmidt operator.
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Now we can propose the following.
Definition 3.2. Let H1 and H2 be two separable C-Hilbert spaces and Z an r.m. defined on E with values in H2, and let ψ
belong to L2H1(E, E, µZ ); then the tensor integral of ψ with respect to the r.m. Z , which is denoted by
∫
ψ ⊗ dZ , is the
following Hilbert–Schmidt operator: h ∈ H1 7→
∫ 〈h, ψ(.)〉 dZ(.) ∈ H2.
Sometimes
∫
ψ ⊗ dZ will be denoted by ∫ ψ(.)⊗ dZ(.) or ∫ ψ(γ )⊗ dZ(γ ).
Some properties of this integral are summarized now.
Proposition 3.3. With the previous notations, we have
(i) for all (y, h) of L2(E, E, µZ )× H1 :
∫
(yh)⊗ dZ = h⊗ (∫ y dZ);
(ii) for all (A, h) of E × H1:
∫
(1Ah)⊗ dZ = h⊗ (Z(A));
(iii) for all pairs (ψ,ψ ′) of elements of L2H1(E, E, µZ ) and for all (λ, λ
′) of C × C : ∫ (λψ + λ′ψ ′) ⊗ dZ = λ ∫ ψ ⊗ dZ +
λ′
∫
ψ ′ ⊗ dZ
and furthermore 〈∫ ψ ⊗ dZ, ∫ ψ ′ ⊗ dZ〉 = 〈ψ ′, ψ〉.
Proof. Point (i) comes from the equalities∫
(yh)⊗ dZ = = ◦ y˜h∗ = = ◦ ((y⊗ h)∗) = = ◦ (h⊗ y) = h⊗ (=(y)) = h⊗
(∫
y dZ
)
.
Point (ii) is a particular case of the previous one when y = 1A.
The first part of (iii) comes from the antilinearity of the mapping K ∈ σ2(H1,H2) 7→ K ∗ ∈ σ2(H2,H1), where K ∗is the
adjoint operator of K . But for the second part, as = leaves the scalar product invariant, one has for each h of H1:
〈= ◦ ψ˜∗(h),= ◦ ψ˜ ′∗(h)〉 = 〈ψ˜∗(h), ψ˜ ′∗(h)〉.
Because ψ ∈ L2H1(E, E, µZ ) 7→ ψ˜ ∈ σ2(L2(E, E, µZ ),H1) is an isometry, one gets:〈∫
ψ ⊗ dZ,
∫
ψ ′ ⊗ dZ
〉
= 〈= ◦ ψ˜∗,= ◦ ψ˜ ′∗〉 = 〈ψ ′, ψ〉. 
Finally, with the same previous notations for Z1 and Z2 as r.m.’s defined on BĜ with values into H1 and H2, let us give the
following.
Theorem 3.4. When ϕ belongs to L2(̂G× Ĝ,BĜ ⊗BĜ, µZ1×Z2) we may affirm that:
(i) for each γ of Ĝ, the partial mapping ϕ(., γ ) belongs to L2(̂G,BĜ, µZ1);
(ii) the mapping γ ∈ Ĝ 7→ ∫ ϕ(., γ ) dZ1 ∈ H1 is an element of L2H1 (̂G,BĜ, µZ2);
(iii)
∫
(
∫
ϕ(., γ ) dZ1)⊗ dZ2(γ ) =
∫
ϕ d(Z1 × Z2).
Proof. The first point (i) is obvious. For proving that the mapping γ ∈ Ĝ 7→ ∫ ϕ(., γ ) dZ1 ∈ H1 is measurable, it is sufficient
to verify (as H1 is separable) that, for each h of H1, the mapping γ ∈ Ĝ 7→ 〈h,
∫
ϕ(., γ ) dZ1〉 ∈ C is measurable, and this is
true because it belongs to L2(̂G,BĜ, µZ2). For the end of the proof of (ii), as µZ1×Z2 = µZ1 × µZ2 , it is sufficient to see the
following equalities derived from Fubini theorem:∫
|ϕ|2 dµZ1×Z2 =
∫
|ϕ|2 dµZ1 × µZ2 =
∫ ∥∥∥∥∫ ϕ(., γ ) dZ1(.)∥∥∥∥2 dµZ2(γ ).
Lastly, for (iii), this a consequence of the definition of the tensor integral of γ ∈ Ĝ 7→ ∫ ϕ(., γ ) dZ1 ∈ H1 with respect to the
r.m. Z2. 
4. Integral of a random function with respect to an independent randommeasure
Now let us consider that the space (Ω,A, P) such as L2(Ω,A, P) is separable, B1 and B2 two independent sub-σ -
algebras andU the σ -algebra generated by the subsets family ofΩ , {B1 ∩ B2; (B1,B2) ∈ B1 ×B2}. It is easy to verify that
A unique isometry =p from σ2(L2(Ω,B1, P), L2Cp(Ω,B2, P)) onto L2Cp(Ω,U, P) exists such that it associates X1X2 to X1 ⊗ X2,
for each (X1, X2) of L2(Ω,B1, P)× L2Cp(Ω,B2, P).
The demonstration of this result may be found in [10] for the real case and is analogous for the complex one.
In this section Z denotes an r.m. defined on BĜ with values in L
2(Ω,B1, P). Then (see [4]) we show that the mapping
Z : A ∈ BĜ 7→ Z(A) ∈ L2(Ω,B1, P) is an r.m. such that µZ = µZ ; when ϕ belongs to L2(µZ ), ϕ belongs to L2(µZ )
and
∫
ϕ dZ = ∫ ϕ dZ .
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So we can give the following.
Definition 4.1. For a given ψ of L2
L2Cp (B2)
(̂G,BĜ, µZ ), the integral of ψ with respect to the r.m. Z is defined as the image of
(
∫
ψ ⊗ dZ)∗ by =p and is denoted by
∫
ψ dZ .
From this definition and from Proposition 3.3 we can easily deduce the following.
Proposition 4.2. The integral of one element of L2
L2Cp (B2)
(̂G,BĜ, µZ ) with respect to the r.m. Z admits the following properties:
(i) for each (ϕ, X) of L2(µZ )× L2Cp(Ω,B2, P), one has
∫
(ϕX) dZ = (ϕ dZ)X;
(ii) for each (A, X) of BĜ × L2Cp(Ω,B2, P), one has
∫
(1AX) dZ = (Z(A))X;
(iii) for each pair (ψ,ψ ′) of elements of L2
L2Cp (B2)
(̂G,BĜ, µZ ) and for each (λ, λ
′) of C × C, one has first ∫ (λψ + λ′ψ ′) dZ =
λ
∫
ψ dZ + λ′ ∫ ψ ′ dZ and secondly 〈∫ ψ dZ, ∫ ψ ′ dZ〉 = 〈ψ,ψ ′〉.
These properties are natural for an integral and so, when we consider the integral of an element of type
∑
J∈J 1AjXj (with
(Aj, Xj) belonging to (BĜ × L2Cp(Ω,B2, P))), we have
∫ ∑
J∈J 1AjXj dZ =
∑
J∈J XjZ(Aj).
Let us end this section by a property concerning the conditional expectation given the σ -algebraB1.
Proposition 4.3. If ψ belongs to L2
L2Cp (B2)
(̂G,BĜ, µZ ) then:
(i) the mapping ϕ : γ ∈ Ĝ 7→ 1ΩE(ψ(γ )) ∈ L2Cp(Ω,B2, P) belongs to the space L2L2Cp (B2)(̂G,BĜ, µZ );
(ii)
∫
ϕ dZ = EB1(∫ ψ dZ).
Proof. The operator P : Y ∈ L2Cp(B2) 7→ 1ΩE(Y ) ∈ L2Cp(B2) is an orthogonal projector. Then it is measurable as continuous.
As ϕ = P ◦ ψ , it is easy to deduce that ϕ belongs to L2
L2Cp (B2)
(̂G,BĜ, µZ ).
One can verify that (
∫
ψ ⊗ dZ) ◦ P = ∫ ϕ ⊗ dZ; then Im(∫ ϕ ⊗ dZ)∗ is included in vect{1Ωh; h ∈ Cp}. The
properties recalled in Section 2 permit us to affirm that =p(
∫
ϕ ⊗ dZ)∗, that is to say ∫ ϕ dZ , belongs to the closure of
vect{=p(X1 ⊗ (1Ωh)); (X1, h) ∈ L2(B1)× Cp}. This is why
∫
ϕ dZ isB1-measurable.
Finally, we may notice that, for each (X1, h) of L2(B1)× Cp, one has〈∫
ϕ dZ, X1h
〉
=
〈
=p
(∫
ϕ ⊗ dZ
)∗
,=p(X1 ⊗ (1Ωh))
〉
=
〈
X1,
∫
〈1Ωh, ϕ(.)〉 dZ(.)
〉
=
〈
X1,
∫
〈1Ωh, ψ(.)〉 dZ(.)
〉
=
〈∫
ψ dZ, X1h
〉
,
which achieves the proof. 
5. Applications
5.1. The process (Xg1Yg2)(g1,g2)∈G×G
With the previous notations (and recalling thatB1 andB2 are two independent sub-σ -algebras), ZX is nowan r.m. defined
on BĜ with values in L
2(B1) = L2(Ω,B1, P) and ZY is a p-r.m. defined on BĜ with values in L2Cp(B2) = L2Cp(Ω,B2, P). In
this section, with Xg =
∫
(., g )̂GG dZX and Yg =
∫
(., g )̂GGICp dZY , for all g of G, we study the process (Xg1Yg2)(g1,g2)∈G×G.
After having observed that this process is a p-dimensional stationary c.r.f., we give the definitions of various elements that
are linked with the process. Finally, we propose a Fubini-type integral formula with respect to the p-r.m. associated to the
process.
Proposition 5.1. The process (Xg1Yg2)(g1,g2)∈G×G is a p-dimensional stationary c.r.f. whose associated p-r.m. is ZXY = =p ◦
(ZX × ZY ).
Proof. The r.m. ZXY = =p◦(ZX×ZY ) is defined onBĜ⊗BĜwith values in L2Cp(U).With some recalled results of the Section 2,
for each pair (g1, g2) of elements of G,∫
(γ1, g1)̂GG(γ2, g2)̂GG dZXY (γ1, γ2) = =p
(∫
(., g1)̂GG(., g2)̂GG dZX × ZY
)
.
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Proposition 3.3 and 3.4 allow us to write∫
(., g1)̂GG(., g2)̂GG dZX × ZY =
∫
((., g2)̂GGXg1)⊗ dZY (.) = Xg1 ⊗ Yg2 ,
and then we can say that∫
(γ1, g1)̂GG(γ2, g2)̂GG dZXY (γ1, γ2) = Xg1Yg2 ,
which permits us to affirm that the process (Xg1Yg2)(g1,g2)∈G×G is a stationary c.r.f. whose associated r.m. is ZXY . Furthermore,
as the sub-σ -algebrasB1 andB2 are independent, one gets
E((Xg1Yg2)⊗ (Xg ′1Yg ′2)) = E(Xg1−g ′1X0)E(Yg2−g ′2 ⊗ Y0).
This equality tells us that (Xg1Yg2)(g1,g2)∈G×G is a p-dimensional stationary c.r.f. and the associated p-r.m. is ZXY ; that is, the
r.m. associated to the stationary c.r.f. (Xg1Yg2)(g1,g2)∈G×G. 
Wemay notice thatµZXY = µZX×ZY = µZX ×µZY = µZX ×µZY , because of the previous sections. Furthermore, we have the
following.
Proposition 5.2. Whenu belongs toCp, on one side,µZXY1̂G×Ĝu⊗1
= µZX×µZY1̂Gu⊗1 , and on the other side,µZXY1̂G×Ĝu⊗1 is absolutely
continuous with respect to the measure µZXY and its density is the mapping fu: (γ1, γ2) ∈ Ĝ× Ĝ 7→ 〈M ′ZY (γ2), u⊗ u〉 ∈ R+.
Proof. The measure µZXY1̂G×Ĝu⊗1
, defined onBĜ ⊗BĜ, is such that, for each pair (A1, A2) of elements ofBĜ,
µZXY1̂G×Ĝu⊗1
(A1 × A2) =
∥∥∥ZXY1̂G×Ĝu⊗1(A1 × A2)∥∥∥2
= ‖(u⊗ 1) ◦ ZXY (A1 × A2)‖2
= ‖(u⊗ 1) ◦ ((ZXA1)(ZYA2))‖2
= ‖(ZXA1)((u⊗ 1) ◦ (ZYA2))‖2 .
As ZX (A1) and (u⊗1) ◦ (ZYA2) are respectivelyB1 andB2-measurable, and then independent, wemay complete this by the
fact that
µZXY1̂G×Ĝu⊗1
(A1 × A2) = µZX (A1)µZY1̂Gu⊗1 (A2).
The definition of µZX × µZY1̂Gu⊗1 implies the first part of the property.
The mapping fu is obviouslyBĜ ⊗BĜ-measurable, and for each pair (A1, A2) of elements ofBĜ, one has∫
1A1×A2 fu dµZXY =
(∫
1A1 dµZX
)(∫
1A2(γ2)〈M ′ZY (γ2), u⊗ u〉 dµZY (γ2)
)
= µZX (A1)〈MZY (A2), u⊗ u〉
= µZX (A1)µZY1̂Gu⊗1 (A2).
These equalities allow us to affirm that the measure, whose density with respect to µZXY is fu, is equal to µZXY1̂G×Ĝu⊗1
, which
achieves the proof. 
Let consider the mapping F : (γ1, γ2) ∈ Ĝ × Ĝ 7→ M ′ZY (γ2) ∈ σ p2 . Obviously F is BĜ ⊗ BĜ-measurable and with norm
µZXY -integrable, because∫
‖F‖ dµZXY =
∫ ∥∥M ′ZY (γ2)∥∥ dµZX × µZY (γ1, γ2) = µZX (̂G) ∫ ∥∥M ′ZY ∥∥ dµZY .
Furthermore, with the previous results, for each A ofBĜ ⊗BĜ and each u of Cp,〈∫
1AF dµZXY , u⊗ u
〉
=
∫
1A(γ1, γ2)〈M ′ZY (γ2), u⊗ u〉 dµZX × µZY (γ1, γ2)
=
∫
1A(γ1, γ2)fu(γ1, γ2) dµZXY (γ1, γ2)
= µZXY1̂G×Ĝu⊗1 (A)
= 〈MZXY (A), u⊗ u〉.
Actually we have given the proof of the following.
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Proposition 5.3. The derivative of the spectral measure of the p-r.m. ZXY and its square root are respectively the following
mappings: M ′ZXY : (γ1, γ2) ∈ Ĝ× Ĝ 7→ M ′ZY (γ2) ∈ σ p2 and SZXY : (γ1, γ2) ∈ Ĝ× Ĝ 7→ SZY (γ2) ∈ σ p2 .
So, with the definition of the space of the squareMZ -integrable fonctions, we can give the following.
Corollary 5.4. A mapping ϕ from Ĝ× Ĝ in σ2 is (one representative) element of L2p,q(MZXY ) if and only if the mapping (γ1, γ2) ∈
Ĝ× Ĝ 7→ ϕ(γ1, γ2) ◦ SZY (γ2) ∈ σ2 isBĜ ⊗BĜ-measurable and with square norm µZXY -integrable.
For A belonging to BĜ ⊗ BĜ and γ of Ĝ, as the set Aγ . = {γ ′ ∈ Ĝ; (γ , γ ′) ∈ A} is an element of BĜ, the last result and
Boudou and Romain’s [12] results applied to the derivative M ′ZXY of the spectral measure of the p-r.m. ZXY allow us to give
the following.
Proposition 5.5. For each A of BĜ ⊗ BĜ the mapping which to γ ∈ Ĝ associates MZY (Aγ .) ∈ σ p2 is BĜ-measurable with norm
µZX -integrable, and furthermore,
∫
MZY (Aγ .) dµZX (γ ) = MZXY (A).
Proof. Let us recall simply that 1A(γ , .) = 1Aγ . and so∫
1A(γ , .)M ′ZXY (γ , .) dµZY (.) =
∫
1Aγ .M
′
ZY dµZY = MZY (Aγ .). 
Nowwewill examine the form of the integral of one element ϕ of L2p,q(MZXY )with respect to the p-r.m. ZXY . This integral will
appear as one integral of an element of L2
L2Cq (B2)
(̂G,BĜ, µZX )with respect to the r.m. ZX , in the sense of its previous definition.
Let us give first the following.
Lemma 5.6. For each K of σ2 and for each pair (A1, A2) of elements of BĜ, one has
∫
(1A1(K ◦ ZY (A2))) dZX =
∫
1A1×A2K dZXY .
Proof. Indeed, as (A1, K ◦ ZY (A2)) belongs toBĜ × L2Cp(Ω,B2, P), from Proposition 4.2,∫
(1A1(K ◦ ZY (A2))) dZX = (ZX (A1))(K ◦ ZY (A2))
= K ◦ ((ZX (A1))(ZY (A2)))
= K ◦ ZXY (A1 × A2). 
With this result we can examine the following.
Theorem 5.7. If ϕ represents one element of L2p,q(MZXY ) then
(i) for each γ1 of Ĝ, ϕ(γ1, .) represents one element of L2p,q(MZY );
(ii) the mapping γ1 ∈ Ĝ 7→
∫
ϕ(γ1, .) dZY ∈ L2Cq(Ω,B2, P) belongs to L2L2Cq (B2)(̂G,BĜ, µZX );
(iii)
∫
(
∫
ϕ(γ1, .) dZY ) dZX (γ1) =
∫
ϕ dZXY =
∫
ϕ d=p ◦ (ZX × ZY ).
Proof. As ϕ belongs L2p,q(MZXY ), from Corollary 5.4 we can affirm that
(a) themapping (γ1, γ2) ∈ Ĝ×Ĝ 7→ ϕ(γ1, γ2)◦SZY (γ2) ∈ σ2 isBĜ⊗BĜ-measurablewith square normµZX×µZY -integrable.
Then one can deduce that the mapping (γ1, γ2) ∈ Ĝ × Ĝ 7→ ‖ϕ(γ1, γ2) ◦ SZY (γ2)‖2 ∈ R+ is BĜ ⊗ BĜ-measurable and
µZX × µZY -integrable. The Fubini theorem allows us to say that
(b) for each γ1 of Ĝ the partial mapping ‖ϕ(γ1, .) ◦ SZY (.)‖2 ∈ R+ isBĜ-measurable and µZY -integrable;
(c) the mapping γ1 ∈ Ĝ 7→
∫ ‖ϕ(γ1, .) ◦ SZY (.)‖2 dµZY (.) ∈ R+ isBĜ-measurable and µZX -integrable;
(d) and finally,
∫
(
∫ ‖ϕ(γ1, .) ◦ SZY (.)‖2 dµZY (.)) dµZX (γ1) = ∫ ‖ϕ ◦ SZXY ‖2 dµZXY .
Let K be a given element of σ2; from (a) we deduce the BĜ ⊗ BĜ-measurability of the mapping (γ1, γ2) ∈ Ĝ × Ĝ 7→〈ϕ(γ1, γ2) ◦ SZY (γ2), K〉 ∈ C.
So the partialmapping γ2 ∈ Ĝ 7→ 〈ϕ(γ1, γ2)◦SZY (γ2), K〉 ∈ C, for each considered element γ1 of Ĝ, isBĜ-measurable, and
this is true for each K of σ2. Then the results recalled in Section 2 allow us to conclude to themeasurability of ϕ(γ1, .)◦SZY (.).
Furthermore,
∫ ‖ϕ(γ1, .) ◦ SZY (.)‖2 dµZY (.) <∞ from (b), which achieves the proof of part (i).
Let us denote by ψ the mapping γ1 ∈ Ĝ 7→
∫
ϕ(γ1, .) dZY ∈ L2Cq(Ω,B2, P). For all (A, K) of BĜ × σ2, ϕ and 1Ĝ×AK are
both (representative) elements of L2p,q(MZXY ). Then the mapping (γ1, γ2) ∈ Ĝ × Ĝ 7→ 〈ϕ(γ1, γ2) ◦ SZY (γ2), 1Ĝ×A(γ1, γ2)K ◦
SZY (γ2)〉 ∈ C, and so the mapping (γ1, γ2) ∈ Ĝ× Ĝ 7→ trace{ϕ(γ1, γ2) ◦M ′ZY (γ2) ◦ (1A(γ2)K ∗)} ∈ C isBĜ⊗BĜ-measurable
and µZX × µZY -integrable. Then, from the Fubini theorem:
(e) for each γ1 of Ĝ the partial mapping γ2 ∈ Ĝ 7→ trace{ϕ(γ1, γ2) ◦ M ′ZY (γ2) ◦ (1A(γ2)K ∗)} ∈ C is BĜ-measurable and
µZY -integrable;
(f) the mapping γ1 ∈ Ĝ 7→
∫
trace{ϕ(γ1, γ2) ◦M ′ZY (γ2) ◦ (1A(γ2)K ∗)} dµZY (γ2) ∈ C isBĜ-measurable.
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As
∫
trace{ϕ(γ1, γ2) ◦ M ′ZY (γ2) ◦ (1A(γ2)K ∗)} dµZY (γ2) = 〈ϕ(γ1, .), 1AK〉 = 〈
∫
ϕ(γ1, .) dZY , K ◦ ZY (A)〉, point (f) allows
us to say that the mapping γ1 ∈ Ĝ 7→ 〈
∫
ϕ(γ1, .) dZY , K ◦ ZY (A)〉 ∈ C and so themapping γ1 ∈ Ĝ 7→ 〈ψ(γ1), K ◦ ZY (A)〉 ∈ C
is measurable. This being true for all (A, K) of BĜ × σ2, we can deduce that ψ is measurable (indeed HZY (p, q) = vect{K ◦
ZY (A); (A, K) ∈ BĜ × σ2} and that ψ takes its values in HZY (p, q)).
For achieving the proof of (ii) it is sufficient to notice that the point (d) permits us to write∫
‖ψ(γ1)‖2 dµZX (γ1) =
∫
‖ϕ(γ1, .)‖2 dµZX (γ1)
=
∫ (∫ ∥∥ϕ(γ1, .) ◦ SZY (.)∥∥2 dµZY (.)) dµZX (γ1)
=
∫ ∥∥ϕ(γ1, γ2) ◦ SZXY (γ1, γ2)∥∥2 dµZXY (γ1, γ2).
Now, for the last point, let us begin by noticing that
∫
ψ dZX belongs to HZXY (p, q). Indeed, if P denotes the orthogonal
projector of L2Cq(Ω,B2, P) onHZY (p, q), it is easy to verify that (
∫
ψ⊗dZX )◦P =
∫
ψ⊗dZX , that is to say Im(
∫
ψ⊗dZX )∗ ⊂
HZY (p, q).
Furthermore, as Im(
∫
ψ ⊗ dZX ) ⊂ HZX , the results of Section 2 allow us to affirm that
∫
ψ dZX or by definition that
=q((
∫
ψ ⊗ dZX )∗) belongs to the closure of the subspace involved by the family{
=q(ZX (A)⊗ (K ◦ ZY (B))); (A, B, K) ∈ BĜ ×BĜ × σ2
}
,
and so belongs to HZXY (p, q) (as =q(ZX (A)⊗ (K ◦ ZY (B))) = K ◦ ZXY (A× B), for each (A, B, K) ofBĜ ×BĜ × σ2).
To achieve the proof, it is sufficient to notice that for each (A, B, K) ofBĜ ×BĜ × σ2, one has〈∫
ψdZX , K ◦ ZXY (A× B)
〉
=
〈∫
ψdZX ,
∫
1A(K ◦ ZY (B))dZX
〉
=
∫
1A(γ )〈ψ(γ ), K ◦ ZY (B)〉dµZX (γ )
=
∫
1A(γ )
(∫
tr{ϕ(γ , .) ◦M ′ZY (.) ◦ 1B(.)K ∗}dµZY (.)
)
dµZX (γ )
=
〈∫
ϕ dZXY , K ◦ ZXY (A× B)
〉
. 
In the particular case of ϕ = 1AICp the previous result gives the following.
Corollary 5.8. When A is an element of BĜ ⊗BĜ, we can affirm that:
(i) the mapping γ ∈ Ĝ 7→ ZY (Aγ .) ∈ L2Cp(Ω,B2, P) belongs L2L2Cp (B2)(̂G,BĜ, µZX );
(ii)
∫
ZY (Aγ .) dZX (γ ) = ZXY (A) = =p(ZX × ZY (A)).
5.2. The process (XgYg)g∈G
In this section we finally study the process (XgYg)g∈G. It is continuous stationary and p-dimensional. The different
measures which are associated to this process are deduced via the sum mapping in Ĝ from the corresponding measures
of the process (Xg1Yg2)(g1,g2)∈G×G; this is why it was necessary to study that last one process before. For now let us enlighten
that
If Z is an r.m. defined on E , a σ -algebra of subsets of E, with values in the C-Hilbert space H , if E ′ is a σ -algebra of subsets of a
second set E ′ and if L is a measurable mapping from E into E ′ then:
(i) the mappingL(Z) : A′ ∈ E ′ 7→ Z(L−1(A′)) ∈ H is an r.m. called the image r.m. of Z byL;
(ii) when Z is a p-r.m.,L(Z) is also a p-r.m. and if ϕ is the representative measurable element of an element of L2p,q(ML(Z)),
ϕ ◦L is the representative measurable element of an element of L2p,q(MZ ) and
∫
ϕ ◦L dZ = ∫ ϕ dL(Z).
IfΣ denotes the mapping (γ1, γ2) ∈ Ĝ× Ĝ 7→ γ1 + γ2 ∈ Ĝ, which is measurable (because continuous),Σ(ZXY ) is then a
p-r.m. defined onBĜ and, with the integral rules with respect to a p-r.m. image, for each g of G,∫
(., g )̂GGICp dΣ(ZXY ) =
∫
((., g )̂GGICp) ◦Σ dZXY = XgYg .
So (XgYg)g∈G is a p-dimensional stationary c.r.f. and its associated r.m. is ZΣ = Σ(ZXY ).
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Proposition 5.9. (XgYg)g∈G is a p-dimensional stationary c.r.f. whose associated p-r.m. is ZΣ = Σ(ZXY ).
Remark. We call (see [4]) the convolution product of the r.m. ZX and ZY the r.m. image of ZX × ZY by Σ . So the p-r.m.
associated to (XgYg)g∈G is, via an isometry, a convolution product: ZΣ = =p ◦ (ZX ∗ ZY ).
When ϕ is a mapping from Ĝ in σ2, ψ = ϕ ◦Σ is a mapping from Ĝ× Ĝ in σ2.
For a given element γ of Ĝ,ϕ(γ+.)will denote themappingψ(γ , .) (which to γ ′ associatesψ((γ , γ ′)) = ϕ(Σ(γ , γ ′)) =
ϕ(γ + γ ′)). With these rules and with Theorem 5.7, as ZΣ = Σ(ZXY ), we can affirm that:
Theorem 5.10. If ϕ is the measurable representing element of an element of L2p,q(MZΣ ), then:
(i) for each γ of Ĝ, ϕ(γ + .) is representing an element of L2p,q(MZY );
(ii) the mapping γ ∈ Ĝ 7→ ∫ ϕ(γ + .) dZY ∈ L2Cq(Ω,B2, P) belongs to the space L2L2Cq (B2)(̂G,BĜ, µZX );
(iii)
∫
(
∫
ϕ(γ + .) dZY ) dZX (γ ) =
∫
ϕ dZΣ .
Remark. By definition, the image of the p-dimensional stationary c.r.f. (XgYg)g∈G by the filter ϕ of L2p,q(MZΣ ) is the process
(
∫
(., g )̂GGϕ dZΣ )g∈G, which enlightens the results of the previous theorem permitting the calculus of the integral with
respect to the p-r.m. ZΣ for filtering transformations.
When A is an element ofBĜ, as (Σ
−1(A))γ . = A−γ and ZΣ (A) = ZXY (Σ−1(A)), from Corollary 5.8 we deduce the following.
Corollary 5.11. When A belongs toBĜ we can affirm that
(i) the mapping γ ∈ Ĝ 7→ ZY (A− γ ) ∈ L2Cp(Ω,B2, P) belongs to the space L2L2Cp (B2)(̂G,BĜ, µZX );
(ii) and furthermore
∫
ZY (A− γ ) dZX (γ ) = ZΣ (A) = =p(ZX ∗ ZY (A)).
Combining this last result with those of Proposition 4.3 we obtain the following.
Proposition 5.12. If A is an element of BĜ, then the mapping γ ∈ Ĝ 7→ 1ΩE(ZY (A − γ )) ∈ L2Cp(Ω,B2, P) belongs to
L2
L2Cp (B2)
(̂G,BĜ, µZX ) and
∫
1ΩE(ZY (A− γ )) dZX (γ ) = EB1(ZΣ (A)).
Of course an analogous result concerning the conditional expectation given the σ -algebraB2 is obtained.
Proposition 5.13. If A is an element of BĜ then the mapping γ ∈ Ĝ 7→ E(ZX (A − γ )) ∈ C belongs to L2(̂G,BĜ, µZY ) and∫
E(ZX (A− γ )) dZY (γ ) = EB2(ZΣ (A)).
Proof. From the Section 3 calculus of (
∫
1S−1(A) dZX × ZY )(1Ω), that is to say of (ZX ∗ ZY (A))(1Ω), we can affirm that the
mapping γ ∈ Ĝ 7→ 〈1Ω , ZX (A− γ )〉 ∈ C, that is to say the mapping γ ∈ Ĝ 7→ E(ZX (A−γ )) ∈ C belongs to L2(̂G,BĜ, µZY );
this is the first part of the proof.Wemay also say that
∫
E(ZX (A−γ )) dZY (γ ) = (
∫
1S−1(A) dZX×ZY )(1Ω) = (ZX ∗ZY (A))(1Ω).
Then to achieve the proof, it is sufficient to see, with previous arguments, that for all (X2, h) of L2(B2)× Cp, we have〈∫
E(ZX (A− γ )) dZY (γ ), X2h
〉
= 〈ZX ∗ ZY (A), 1Ω ⊗ (X2h)〉
= 〈EB2(ZΣ (A)), X2h〉. 
From Lemma 5.6, it is easy to deduce the following.
Corollary 5.14. For each A of BĜ, the mapping γ ∈ Ĝ 7→ MZY (A − γ ) ∈ σ p2 is BĜ-measurable with norm µZX -integrable.
Furthermore,
∫
MZY (A− γ ) dµZX (γ ) = MZΣ (A).
5.3. Other applications
Let us give three potential domains of application of this paper’s results:
- the first concerns problems where the mulplicative model is natural and comes from the observed data (in this field
the examples given in the introduction may be completed by all the cases of a multiplicative perturbation of Yn by the
factor Xn);
- consequently, the second comes from the PCA in the frequency domain (see [2,1,11]) where the spectral density plays
an essential role; the interested reader may notice that some complementary results for spectral densities are developed
in [12];
- the third is a possible generalization (as suggested by one referee) of these spectral technics to the case of a random field
(Xg1 ⊗ Yg2)(g1,g2)∈G×G where Xg1 and Yg2 are both multivariate.
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