A measure of directed divergence is defined as the discrepancy of the probability distribution P from another probability Q. Kullback and Leibler [5] obtained a quantitative measure of directed divergence of one probability distribution from another probability distribution. Bhandari, Pal and Majumder [2] introduced new measures of fuzzy divergence, indicated its application to clustering problems and also applied to an object extraction problem. Since there are non-exponential growth models, innovation diffusion models, epidemic models, a variety of models in Economics, Social Sciences, Biology and even in Physical Sciences, we need a variety of information measures for each field to extend the scope of their applications. Hence the development of new generalized parametric measures is necessary. One such measure of fuzzy divergence has been developed in this paper. The validity of the divergence measures is examined. Further, the applications of fuzzy directed divergence in decision making has been discussed.
I. Introduction
Kullback and Leibler [5] quantified the measure of information associated with the two probability distributions P = (p1, p2,…,pn) and Q = (q1, q2,…,qn) of discrete random variables, ( : ) = ∑ =1 log (1.1)
known as directed divergence.
The properties of any measure of directed divergence D (P: Q) are:
1. D (P: Q) is non negative. 2.
D (P: Q) becomes zero when two sets coincide. 3. D (P: Q) is a convex function of (p1, p2,…,pn)
Renyi [11] wanted a parametric measure of directed divergence and thus he characterized the following measure: The simplest measure of fuzzy directed divergence as suggested by Bhandari and Pal [2] , is
(1.4) Kapur [4] took the following expressions corresponding to Renyi's [11] measure of directed divergence:
, α > 0, α ≠ 1 (1.5) Corresponding to Havrada and Charvat's [3] measure, Kapur defined:
Some measures of fuzzy divergence have been discussed and investigated by Kapur [4] , Parkash [9] , Parkash and Tuli [10] . Kumar et al [7] introduced two new generalized parametric measures of fuzzy directed divergence and studied their important and interesting properties. Bajaj and Hooda [1] proposed two new generalized measures of fuzzy directed divergence and discussed measures of total ambiguity and fuzzy information improvement.
Kumar et al [8] also introduced two parametric directed divergence measures and studied some measures of fuzzy information improvement. In the next section, we introduce some new measures of fuzzy divergence depending upon some real parameters.
II. New Generalized Measure of Fuzzy Directed Divergence
In this section, we propose the following new measure of fuzzy directed divergence:
where > 0 , ≠ 1 , ≠ 0. (2.1) Under the assumption, 0 0. = 1 we study the following properties:
1.
( : ) is non negative.
2.
( : ) becomes zero when ( ) and ( ) coincide.
( : ) does not change when ( ) is changed to (1-( )) and ( ) is changed to ( 1-( ))
Under the above conditions, the generalized measure proposed in (2.1) is a valid measure of fuzzy directed divergence. Further, we calculate various values of ( : ) for various values of and and moreover presented the generalized measure graphically. The data has been generated by considering the following cases.
Case I: For 0 < < 1 and 0 < < 1.We have compiled the values of ( : ) in Table ( 2.1) -(2.2) and presented the fuzzy directed divergence in Fig (2.1) -(2. 2) which clearly shows that the fuzzy directed divergence s a convex function of fuzzy measure. Table 2 Case II: For 0 < < 1 and > 1.We have compiled the values of ( : )in Table (2. 3) -(2.4) and presented the fuzzy directed divergence in Fig (2.3) -(2.4) which clearly shows that the fuzzy directed divergence is a convex function. 
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III. Application to Decision Problem
In this section, we present a method to solve decision making problems using proposed fuzzy directed divergence.
Let us consider a decision making problem involving a set of options P = {P1, P2,...,Pm} to be considered on the basis of certain criteria D = {C1, C2,...,Cn}. For decision making ,characteristic sets for each option are determined as assigning appropriate values to membership values and ideal solution P* to the problem is having maximum membership values in each criterion.
Calculate divergence for each case and select option with minimum divergence.
To exhibit the applicability of proposed fuzzy directed divergence, we consider few decision making problems. 
IV. Conclusion
A new generalized measure of fuzzy directed divergence has been introduced and its validity is proved. Also, particular cases of α and β has been discussed and hence fuzzy directed divergence is presented which clearly showed that fuzzy directed divergence is a convex function of fuzzy measure. Further, important property of total ambiguity and information improvement has also been introduced. Also, the new fuzzy directed divergence has been applied to decision making problems.
