Instrumental variable (IV) estimation methods that allow for certain nonlinear functions of the data as instruments are studied. The context of the discussion is the simple unit root model where certain advantages to the use of nonlinear instruments are revealed. In particular, certain classes of IV estimators and associated t-tests are shown to have simpler (standard) limit theory in contrast to the least squares estimator, providing an opportunity for the study of optimal estimation in certain IV classes and furnishing tests and conÿdence intervals that allow for unit root and stationary alternatives. The Cauchy estimator studied in recent work by So and Shin (1999) is shown to have such an optimality property in the class of certain IV procedures with bounded instruments.
Introduction
Instrumental variable (IV) estimation is a traditional tool of econometric analysis and has found extensive uses throughout the subject, covering both microeconometric and time series applications. With regard to the latter, the dominant class of models for which instrumental variable methods have been advocated are stationary, linear systems, a subject on which there is now a vast literature in both econometrics and statistics, a classic study being that of Hannan and Deistler (1988) . IV techniques have been used in some nonstationary models, including cointegrating system estimation (Phillips and Hansen, 1990) , but even in those cases linear instruments have been used.
The present paper studies the use of nonlinear IV techniques in which the instruments are nonlinear functions of integrated processes. The context of our discussion is the simple unit root model and it is shown that there are certain advantages to the use of nonlinear instruments. The reason is that nonlinear functions of integrated processes o er a very wide range of alternative time series behavior, allowing for both attenuation and exaggeration of the e ects of nonstationarity. This range of behavior in potential (nonlinear) instruments in turn gives rise to a variety of possible limit behavior for IV estimators of the autoregressive coe cient. Among these possibilities are included some interesting cases where the IV estimator and its associated t-ratio have similar asymptotic behavior in unit root and stationary autoregressive models. Such cases provide an opportunity for developing new methods of testing and conÿdence interval construction that allow for both unit root and stationary alternatives.
In recent work, So and Shin (1999) suggested the use of the Cauchy (1836) estimator, which uses the sign function as an instrumental variable, in place of the ordinary least squares (OLS) estimator in autoregressions that included both stationary and nonstationary cases. Our framework extends the analysis of these authors, providing a more general analysis of IV estimation in potentially nonstationary autoregressions and showing that the Cauchy estimator has an optimality property in the class of certain IV procedures. Our analysis is limited to the AR(1) model but it is hoped that the results are su ciently interesting to warrant further investigation of these techniques.
The paper is organised as follows. Section 2 lays out the model, assumptions and gives some background theory. Section 3 classiÿes classes of IV estimators according to the nature of the instrument functions and provides a limit theory for the various cases. Section 4 considers the issue of optimality and derives optimal estimators for two classes of instrument functions. Section 5 discusses testing and conÿdence interval construction. Some ÿnite sample simulations are reported in Section 6. Section 7 concludes the paper and derivations are collected together in Section 8.
Assumptions and background theory
We consider the unit root autoregression y t = y t−1 + u t ; = 1
(1) with arbitrary initial condition y 0 = O p (1). The regression error u t is assumed to have zero mean and satisfy one of the following conditions. Assumption 2.1. {u t } is a martingale di erence sequence with 2 = E(u 2 t |F t ) and sup t¿1 E(|u t | p |F t ) ¡ ∞ a.s. for some p ¿ 2, where F t = ({u s } s6t ).
Assumption 2.2. {u t } is an iid (0; 2 ) sequence of random variables with E|u t | p ¡ ∞ for some p ¿ 4, and its distribution is absolutely continuous with respect to Lebesgue measure and has characteristic function ' such that lim →∞ r '( ) = 0 for some r ¿ 0.
Both Assumptions 2.1 and 2.2 imply that y t−1 is uncorrelated with u t and regression (1) is correctly speciÿed. Though our theory may be extended to allow for more general linear processes that are serially correlated, we will consider this simple case in the present paper for the brevity of exposition. For some of our subsequent results, the martingale di erence assumption in Assumption 2.1 is su cient. For others, however, we need more restrictive independence and distributional assumptions as in Assumption 2.2.
We also consider time series with nonzero mean and deterministic trend in the paper. For these cases, we could consider regression (1) with demeaned or detrended y t . However, conventional demeaning and detrending invalidates the asymptotics for nonlinear transformations of unit root processes that is developed in the paper. This is because the usual procedure utilizes present and future as well as past observations in demeaning and detrending, with the consequence that transformations of the demeaned and detrended series end up being correlated with the regression errors. The problem is overcome by employing a recursive demeaning and detrending that relies only on past observations. This approach is discussed in a later section.
Deÿne B n (r) = n
−1=2
[nr] t=1 u t . Then an invariance principle holds under Assumption 2.1, i.e.,
where B is Brownian motion with variance 2 . It will sometimes be convenient to write B = W , where W is standard Brownian motion with unit variance. Our asymptotic theory also relies on the Brownian local time process (e.g. Chung and Williams, 1990) . In general, the local time L M (t; s) of a continuous semimartingle M is deÿned as
where [M ] is the quadratic variation process of M . The local time L M (t; s) thus measures in the unit of [M ] how long M stays in the neighborhood of level s up to time t. If L B (t; s) and L W (t; s) are the local times of B and W , respectively, then we may write
It is often more convenient to use the scaled version L(t; s) deÿned by
which is called chronological local time (Phillips and Park, 1998) because it refers to the amount of calendar time spent by the process in the vicinity of a spatial point s over the time interval [0; t]. In terms of chronological local time, we may represent the integral of any locally bounded function T of Brownian motion as follows
a formula known as the occupation times formula. We now introduce two classes of transformations in R which play important roles in the subsequent development of our theory. First, we deÿne the functions that will be referred to as regularly integrable in the paper. Deÿnition 2.3. A transformation T on R is said to be regularly integrable if T is a bounded integrable function such that for some constants c ¿ 0 and k ¿ 6=(p − 2) with p ¿ 4 given in Assumption 2.
The second class of functions is the class of regular functions introduced in Park and Phillips (2001) . We say that a transformation T is regular if and only if (a) it is continuous in a neighborhood of inÿnity, and (b) for any compact subset K of R given, there exist for each ¿ 0 continuous functions T ; T and ¿ 0 such that T (x) 6 T (y) 6 T (x) for all |x − y| ¡ on K, and such that K ( T − T )(x) dx → 0 as → 0. It is easy to see that a piecewise continuous function has this property. The reader is referred to Park and Phillips (2001) for a more detailed discussion on this class of regular functions.
It is also necessary to deÿne the order of a function S : R × R + → R with two arguments (x; ), in terms of a function : R + → R with argument . We say that S is of order smaller than if and only if we may write: either (a) S(x; ) = a( )P(x) with lim sup and where Q is bounded and vanishes at inÿnity (i.e., Q(x) → 0 as |x| → ∞).
Deÿnition 2.4. A transformation T on R is said to be asymptotically homogeneous if it can be written as
where H is regular and R is of order smaller than Ä. We call Ä the asymptotic order and H the limit homogeneous function of F.
Roughly speaking, regularly integrable transformations are integrable functions that are reasonably smooth on each part of their supports. The required smoothness depends on the moment condition of the innovation sequence u t . Let p be the maximum order of the existing moments. If p ¿ 8, any piecewise Lipschitz continuous function is allowed. For the indicator function on a compact interval to be regularly integrable, on the other hand, it is su cient to have p ¿ 4.
Asymptotically homogeneous transformations are functions that behave asymptotically as homogeneous functions. Of course, homogeneous functions are asymptotically homogeneous and, therefore, functions such as the sign function, sgn(x), and the power function, |x| k , are asymptotically homogeneous. A much wider class of transformations, however, are asymptotically homogeneous. For instance, the functions log(x) and arctan(x) are asymptotically homogeneous, with respective asymptotic orders ( ) = log and 1, and limit homogeneous functions H (x) = 1 and ( =2) sgn(x). Also, all distribution function-like transformations are asymptotically homogeneous with the same asymptotic order ( ) = 1 and the same limit homogeneous function
The asymptotic behavior of nonlinear functions of an integrated time series y t generated as in (1) are analyzed by Phillips (1999, 2001) . In particular, they provide the relevant asymptotic theory for the sample moments n t=1 T (y t ) and n t=1 T (y t−1 )u t , which are referred to as mean and covariance asymptotics, respectively, for various types of function T including the regularly integrable and asymptotically homogeneous functions considered here.
The present paper considers IV estimation of the autoregression (1) with an instrument given by z t = F(y t−1 ) for a nonlinear function F. The transformation F will be called the instrument generating function (IGF) throughout the paper. Our theory therefore concentrates on the covariance asymptotics for the IGF F, and the mean asymptotics for the function -F given by
i.e., the product of F with identity. Note that we need to analyze the product moment of z t and u t , and that of z t and y t−1 , for the IV estimation. If F is asymptotically homogeneous, then so is -F, and vice versa. In particular, if we let F be an asymptotically homogeneous function with asymptotic order Ä and limit homogeneous function H , then the associated -F function deÿned in (4) becomes asymptotically homogeneous with asymptotic order -Ä and limit homogeneous function -H , where -Ä and -H are deÿned respectively as -Ä( ) = Ä( ) and -H (x) = xH (x). This is not necessarily so when F is regularly integrable, and the function -F in (4) may not be regularly integrable. However, a regularly integrable F often has a corresponding -F function that is regularly integrable. For instance, if F is a regularly integrable function such that ∞ −∞ sF(s) ds ¡ ∞ and is piecewise Lipschitz continuous with p ¿ 8, then -F deÿned in (4) above is regularly integrable. By convention in this paper, we will call the IGF F a regularly integrable function, only when both F and the corresponding -F are regularly integrable. This convention will be made throughout the paper.
In the development of the asymptotic theory for IV estimation with an asymptotically homogeneous IGF, Assumption 2.1 will be invoked throughout the paper. The condition is fairly weak and is just enough to guarantee the invariance principle in (2). To develop the asymptotic theory for IV estimation with a regularly integrable IGF, however, we require the stronger conditions in Assumption 2.2. Roughly speaking, this is because we need weak convergence and invariance of the sample local time, as well as the invariance principle (2), in order to develop asymptotics for integrable transformations of integrated time series.
IV estimation and limit theory
In the autoregression (1), we consider the IV estimator of given bŷ
Here,ˆ is an IV estimator in which the instrument is generated by the IGF F. In its general form, the class of IV estimators that can be represented by (5) includes, of course, the conventional OLS estimator as a special case with the linear IGF F(x) = x. However, this paper will concentrate on IV estimators constructed with various nonlinear IGF's. One important example is the IV estimator with the asymptotically homogeneous IGF
The resulting estimator is the so-called Cauchy estimator, which derives from an original suggestion by Cauchy (1836) , and which has recently been investigated by So and Shin (1999) . Another is the IV estimator using as the IGF the regularly integrable function F(x) = 1{|x| 6 1}; or more generally any indicator function on a compact interval. One may easily see that, in this case, the corresponding IV estimator is simply a trimmed OLS estimator, i.e., the OLS estimator which uses only those observations taking values in some compact interval. The behavior of IV estimators in the general class of (5) depends on the properties of the IGF, as we now investigate.
First, we present mean and covariance asymptotics for regularly integrable and the asymptotically homogeneous IGF F. For this purpose, it is convenient to deÿne some additional notation in the case of a regularly integrable IGF F. Let
where -F is deÿned in (4), and for a transformation T on R deÿne
These notations will be used repeatedly in the rest of the paper without further reference.
Lemma 3.1. Let F be regularly integrable, and let Assumption 2.2 hold. Then
where U is standard Brownian motion independent of L. We also have
where V is standard Brownian motion independent of L, and V has correlation coef-
1=2 with U, as introduced above.
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Lemma 3.2. Let F be asymptotically homogeneous with asymptotic order Ä and limit homogeneous function H , and let Assumption 2.1 hold. Then we have
and
where B is Brownian motion with variance 2 .
Of the asymptotic results presented in Lemmas 3.1 and 3.2, those in (6)- (8) and (10)- (12) can be obtained as special cases of Phillips (1999, 2001 ). The result given in (9) is new.
For some detailed discussion on the asymptotics here, the reader is referred to Phillips (1999, 2001 ) and Phillips and Park (1998) . For a regularly integrable function F, the covariance asymptotics yield mixed normal limiting distributions with a mixing variate depending upon the local time L of the limit Brownian motion, as well as the integral of the square of the transformation function. Note that the Brownian motion V in the limit variate (9) is independent of the local time L. In contrast, the covariance asymptotics for an asymptotically homogeneous function F involve limiting distributions that are generally non-Gaussian except for some special cases.
Theorem 3.3. (a) Let IGF F be regularly integrable and let Assumption 2.2 hold. If I (-F) = 0, we havê
where U and V are standard Brownian motions deÿned in Lemma 3.1. If, on the other hand, I (-F) = 0, then
(b) Let IGF F be asymptotically homogeneous and let Assumption 2.1 hold. Then we have
From this theorem it is apparent that IV estimators with instruments generated from a broad class of functions are consistent. If they are constructed from asymptotically homogeneous IGF's, their convergence rate is n. This is well known for the case of the linear IGF F(x) = x, which yields the OLS estimator. Theorem 3.3 shows that this result applies across all IV estimators constructed under the broad class of asymptotically homogeneous IGF's. The limiting distributions of IV estimators in this class are generally non-Gaussian, just as in the well studied case of the OLS estimator. In contrast, if regularly integrable functions are used to generate the instruments the corresponding IV estimators converge at the reduced rate n 1=4 , and their limiting distributions are mixed normal.
However, there are cases where IV estimators of are inconsistent. In particular, when the instrument is generated by a regularly integrable function F for which
then the resulting IV estimator becomes inconsistent, as evidenced in Theorem 3.3(a). The condition (16) implies that the IGF F is in this case orthogonal to the regression function, x, in the Hilbert space L 2 (R) of square integrable functions. We recall from the theory of standard stationary regression that an instrument is invalid and the resulting IV estimator is inconsistent if the instrument fails the 'relevance' condition and is asymptotically uncorrelated with the regressor. We see from the present result that such instrument failure can also arise in nonstationary regression with an integrated regressor when the instrument function is orthogonal to the regression function.
Under the conditions in Assumption 2.1 or 2.2, the conditional variance of the numerator of the estimation error − = n t=1 F(y t−1 )u t n t=1 F(y t−1 )y t−1 is given by 2 n t=1 F(y t−1 ) 2 . Correspondingly, the asymptotic variation ofˆ depends on the asymptotic behavior of
The ratio
2 n t=1 F(y t−1 ) 2 therefore provides a measure of the conditional precision of the IV estimator with IGF F. The following result gives the asymptotic behavior of P n , which we will take as a measure of asymptotic precision in estimation.
Theorem 3.4. (a) Let IGF F be regularly integrable and let Assumption 2.2 hold. If
If I (-F) = 0, then
(b) Let the IGF F be asymptotically homogeneous with limit homogeneous function H , and let Assumption 2.1 hold. Then
Not surprisingly, it is apparent that IV estimators in unit root regressions with nonlinear instruments have precision that depends crucially on the type of functions being used to generate the instruments. For instruments generated by asymptotically homogeneous functions, IV precision increases at a rate of O p (n 2 ) according to the signal from the instrument. If regularly integrable functions are used, then IV precision is weaker with the reduced rate of divergence O p (n 1=2 ), corresponding to a weaker signal. If the IGF is orthogonal to the identity function in the space L 2 (R) of square integrable functions, then precision is of stochastic order O p (1), as in the case of instrument failure mentioned earlier.
Optimal IV estimators
In this section, we construct some 'optimal' estimators in the class of IV estimators generated by various IGF's. Here we interpret 'optimality' in terms of the precision quantity P n (F) introduced above. IV estimators with regularly integrable IGF's cannot be optimal against wider classes because they have precision that is of a smaller order of magnitude compared to that of asymptotically homogeneous IGF's. We therefore concentrate on estimators in the IV class with asymptotically homogeneous IGF's.
To analyze the precision of IV estimators with asymptotically homogeneous IGF's, we ÿrst note that the representation
follows immediately from the occupation times formula (3). For the purpose of our discussion, an optimal IV estimator will be deÿned as an IV estimator generated by an asymptotically homogeneous function with limit homogeneous function H that maximizes the asymptotic precision as given by (20). The limit homogeneous function H which yields an optimal IV estimator is given only up to scalar multiplication, since the maximization problem is invariant with respect to the scalar multiplication.
Lemma 4.1. Let Assumption 2.1 hold.
(a) The asymptotic precision is maximized a.s. for IV estimators with asymptotically homogeneous IGF's having limit homogeneous function
in the class of all IV estimators with asymptotically homogeneous IGF's.
(b) In the restricted class of IV estimators with asymptotically homogeneous and bounded IGF's having limit homogeneous function
asymptotic precision is maximized a.s. when
Part (a) of Lemma 4.1 shows that the OLS estimator, i.e., the IV estimator with the instrument generated by the linear IGF F(x) = x, is optimal in the sense that it has highest precision as we have deÿned it. This is so, irrespective of the actual realization of the local time L(1; ·) and is a result that may be expected given our deÿnition of precision. As is well known, the OLS estimator is the optimal IV estimator for the classical regression with homoskedastic errors when we condition on the regressors. Our deÿnition of precision is based on the conditional variance of the (score) component n t=1 F(y t−1 )u t , which has the same form as it does in the classical regression model with ÿxed regressors. Accordingly, the asymptotic precision of the IV estimator with
as is immediately apparent from (20).
Part (b) of Lemma 4.1 considers IV estimation in a restricted class. In particular, the IV class is restricted to instruments generated by transformations in the class F B of bounded functions. From the proof of part (b) of Lemma 4.1, we may deduce that the asymptotic precision of IV estimators in this class is bounded by
This bound is attained when the IGF, which has limit homogeneous function as given in part (b) of Lemma 4.1, is used. Note that this IGF is path-dependent. In particular, it is dependent upon the realized value of the local time L(1; ·) via the ratio a * =b * . Therefore, the optimal IV estimator in this class is not feasible, although a feasible version of the procedure may be constructed by estimating this ratio.
Subsequent sections concentrate on the particular IV estimator whose IGF is asymptotically homogeneous with limit homogeneous function H (x) = sgn(x). This IV estimator is the Cauchy estimator, mentioned earlier, and it is the optimal bounded estimator in the special case where
|s|L(1; s) ds. These conditions hold on average since the distribution of L(1; ·) is symmetric about origin, i.e., the distributions of L(1; x) and L(1; −x) are the same for all x ∈ R. Therefore, this IV estimator may be regarded as an optimal bounded estimator which does not use any additional sample information. Clearly, the function F(x) = sgn(x) is an asymptotically homogeneous function having itself as the limit homogeneous function. Therefore, the Cauchy estimator, the IV estimator with instrument sgn(y t−1 ), is an optimal IV in this sense. Any other asymptotically homogeneous functions with limit homogeneous function H (x) = sgn(x) also yield optimal IV estimators. Some obvious choices include functions such as F(x) = (x) − 1 2 with any distribution function , or F(x) = arctan(x), among many others. In what follows, we call asymptotic sign functions all asymptotically homogeneous functions whose limit homogeneous function is H (x) = sgn(x).
The bounded optimal IV estimator with asymptotic sign IGF has some nice properties that the conventional OLS estimator does not have. The estimator yields a t-ratio that has a standard normal limit distribution when = 1, as well as when | | ¡ 1. This enables us to construct and interpret the conÿdence interval for in a conventional way. On the other hand, of course, the t-ratio based on the OLS estimator has a limit normal distribution only when | | ¡ 1 and its limit distribution is non-Gaussian when = 1. The fact that the t-ratio based on the Cauchy estimator has a limit normal distribution has implications for tests of a unit root. These properties are explored in So and Shin (1999) , where the Cauchy estimator was ÿrst suggested. We provide a brief overview in the next section.
Unit root tests and conÿdence intervals
Testing for a unit root in (1) can be based on the IV t-ratio
where s(ˆ ) is the standard error of the IV estimatorˆ given by
with the usual error variance estimatorˆ 2 = n −1 n t=1û 2 t , withû t = y t −ˆ y t−1 . It is natural here to use the IV estimateˆ in ÿtting the residualû t . However, other estimates of can be used as long as they yield consistent estimates of 2 .
Theorem 5.1. (a) If the IGF is regularly integrable, then
If the IGF is asymptotically homogeneous, then
under Assumption 2.1.
The limiting distribution of the t-ratio Z IV is standard normal for a regularly integrable IGF but not generally so when the IGF is an asymptotically homogeneous function. However, there is an important exception. The IV estimator with the asymptotic sign IGF is distributed as normal asymptotically. This is the only exception, and no other IV estimator with asymptotically homogeneous IGF has asymptotic normality. The following corollary extends the asymptotic normality obtained for the Cauchy estimator by So and Shin (1999) to all IV estimators with the asymptotic sign IGF.
Corollary 5.2. Let Assumption 2.1 hold. Then we have
when the IGF is the asymptotic sign function.
Thus, t-ratios based on IV estimators with regularly integrable and asymptotic sign IGF's are asymptotically standard normal under the null. This is in contrast to the usual unit root distribution of the OLS t-ratio, which is asymmetric and skewed to the left (c.f Fuller, 1996) . The standard normal IV t-ratios are convenient and useful in unit root testing as discussed in So and Shin (1999) .
First, under the alternative of stationarity, i.e., | | ¡ 1, we have
where
Consequently, if we let
where s(ˆ ) is deÿned in (22), then
Therefore, the IV t-ratios are normally distributed asymptotically with any choice of IGF, for all | | ¡ 1. The asymptotic normality in (24) also applies to the standard t-ratio based on the OLS estimator for all | | ¡ 1. However, when = 1, the unit root limit distribution is non-Gaussian and leans towards the alternative distributions that apply under stationarity which adversely a ects the power of the unit root test. In contrast, the IV t-ratios considered here have no such aspect and there is no discontinuity in the asymptotics, since they are asymptotically normal and symmetric around the true value of under both the null and alternative hypotheses. It is therefore reasonable to expect that they may have some advantage over conventional OLS based procedures that rely on unit root limit theory. The simulations in So and Shin (1999) support this view and they further indicate that conÿdence intervals constructed from the Cauchy estimate and its limit distribution have shorter average lengths than those based on the median unbiased estimates suggested in Andrews (1993) .
For testing a unit root in time series with nonzero mean or deterministic trend, we may use demeaned or detrended y t . In this event, as mentioned earlier, we must use recursive demeaning or detrending to maintain the martingale property and the subsequent Gaussian limit theory for the IV t-ratios. In the case of a ÿtted mean, this implies using
in place of y t and y t−1 , respectively, for t ¿ 2. In (25), both y t and y t−1 are demeaned using the lagged recursive mean (t − 1) So and Shin (1999) -see also Moon and Phillips (2000) , where both forward-recursive and backward-recursive detrending is used. In the presence of a linear time trend, we may use
respectively for y t and y t−1 , t ¿ 2. It is not di cult to see that the recursive detrending in (26) indeed e ectively detrends both y t and y t−1 . Also, the recursively demeaned or detrended y t is a martingale with respect to the ÿltration F t introduced in Assumption 2.1. By contrast, the usual demeaning formula y t − (1=n) n i=1 y i yields a time series that is non-martingale. Usual detrending has a similar problem.
With the recursive demeaning and detrending introduced above, the previous results continue to apply for demeaned and detrended y t . That is, if we denote by Z IV the IV t-ratio deÿned from recursively demeaned or detrended y t in the same way as Z IV in (21), then we have the following result.
Corollary 5.3. If the IGF is a regularly integrable function or the asymptotic sign function, then we have
under Assumption 2.2 or 2.1, respectively.
Continuity of the distribution across of the t-ratio Z IV ( ) deÿned in (23) also allows us to construct conÿdence intervals for in a convenient way from IV estimators. Again the approach follows So and Shin (1999) . Since Z IV ( ) → d N(0; 1) for all values of including unity, when the IGF is a regularly integrable function or the asymptotic sign function, we can construct 100(1 − )% conÿdence limits for as
where z =2 is the two-tailed 100 % percentage point of the standard normal distribution. Obviously, the IV estimator with highest precision has the shortest conÿdence interval in (27).
Simulations
We report the outcome of a simulation exercise investigating the ÿnite sample performances of various IV estimators and IV based t-ratios for the autoregression (1). For each set of simulations, the innovations u t were drawn as zero mean independent normals with sample sizes n = 100 and 500 and with 10,000 replications. The variance of the innovations is set 2 =0:1. Note that our IV method is not invariant with respect to 2 . However, it only has a scaling e ect on the IGF's. It is indeed not di cult to see that the results of our simulations would remain unchanged for di erent values of 2 if we adjust the scales of the IGF's accordingly. For testing H 0 : = 1 against stationary alternatives, we explore the size of the IV based t-ratios in relation to their nominal size from the N(0,1) limit distribution, and report some power comparisons against the Dickey-Fuller (DF) test. We also examine the coverage probabilities and the average lengths of the conÿdence intervals of computed from the IV based t-ratios.
For estimation of , we took six IV estimators generated by various bounded IGF's. Three of the IV estimators were constructed from IGF's that are asymptotically equivalent to the sign function, and the rest from integrable IGF's. The table below lists these IV estimators and the associated IGF's. We denote by IVh the IV estimators for which the IGF is asymptotically the sign function, and by IVi those corresponding to integrable IGF's. The truncation parameter K appearing in the deÿnitions of the instruments for IVi1, IVi2 and IVh2 are set at 2 for the sample size n = 100 and at 3 for n = 500. The shapes of these IV generating functions are pictured in Fig. 1 . 
IV Estimators
Instrument generating functions
Figs. 2-5 present kernel density estimates of the ÿnite sample distributions of the OLS and these six IV estimators of the centered unit root coe cient and the null distributions of the t-ratios based on those estimators. The density estimates from the simulations with the sample sizes n = 100 and 500 for the model without an intercept are given in Figs. 2 and 3; and those for the model with an intercept are given in Figs. 4 and 5. Tables 1 and 2 present for the models without and with an intercept, respectively, the biases, variances and mean-squared-error's (MSE's) of the OLS and the IV estimators. Table 3 reports the ÿnite sample sizes and the local powers of the DF test and the IV based t-ratios. The nominal sizes of the tests are set at 5%. The critical values for the DF tests are obtained from Fuller (1985) : −1:95 and −2:86 for the models without and with an intercept, respectively. The critical values for the IV based unit root tests are all set at −1:645 from their standard normal limit distributions.
For the IV based t-ratios, we also construct 90% conÿdence intervals (CI's) for according to (27) for various values of , and compute their average lengths and their empirical coverage probabilities (CP's). The conÿdence intervals for the DF tests are not computed due to the discontinuity of their limit distribution at the null. The percent CP's and the average length (a.l.) of the CI's are computed and are listed in Table 4 . For the purpose of comparison, we also list in Table 4 the percent CP's and the average length of the CI's for the exactly median unbiased (EMU) estimator of Andrews (1993) for the model with an intercept for n = 100.
The ÿnite sample performance of the IV estimators is largely as expected from the limit theory. The OLS estimator for the unit root coe cient is known to converge at the n rate to a non-Gaussian limit distribution that is skewed to the left, but is an optimal IV estimator in the unrestricted class of IV generating functions. The IVh estimators converge at the same convergence rate n, but their asymptotic distributions are contrastingly mixed normal. The IVi estimators also have mixed normal limit distributions. However, they have slower n 1=4 convergence rates and lower precision rates than the IVh's, and thus are suboptimal.
From Figs. 2-5, we can see that the empirical distributions of the OLS and the IVh estimators do look nonstandard, but are more concentrated than those of the IVi's, re ecting their faster rates of convergence. The ÿnite sample distributions of OLS are skewed with a long left tail, and skewness becomes more apparent in the model with an intercept. The density estimates of the IVi's, though more dispersed, are better centered and more symmetric around zero. Tables 1 and 2 conÿrm these observations. The OLS and IVh estimators have larger ÿnite sample bias, but have noticeably smaller variation than the IVi's. Of the OLS and the IVh's, the IVh's seem less biased, but have larger ÿnite sample variation than OLS. For the model with an intercept, the bias reduction in IVh's is large enough to o set the larger variances, and consequently their MSE's are smaller than those of OLS. Among the IVh's, IVh1 (the Cauchy estimator) has much smaller bias but has signiÿcantly larger variation and MSE than IVh2 and IVh3. The simulation study for the sampling behavior of the t-ratios also conÿrms our theoretical ÿndings. The limit distribution of the DF test is known to be non-Gaussian and skewed toward the stationary distributions. In contrast, the limiting distributions of the IV based t-ratios are standard normal. Thus, we expect that the ÿnite sample sizes of the IV based unit root tests, computed by using critical values from the standard normal distribution, to be close to nominal size, and to be more powerful than the DF test, at least when the true value of is near unity.
As is apparent from Figs. 2-5, the empirical distributions of the DF tests are skewed to the left, and the skewness is much more serious in the model with a ÿtted intercept. The ÿnite sample distributions of all of our IV based t-ratios, however, are much better centered and are symmetric around zero, approximating reasonably well their limit N(0,1) distributions. The density estimates of the IVi based t-ratios better approximate the limit N(0,1) distribution, though are more dispersed than those based on IVh's. The approximations do improve as the sample size increases.
We therefore expect that the IVi based t-ratios su er less size distortions and may be relatively more powerful in testing against local alternatives. Also expected is that the IVh based t-ratios have higher discriminatory powers with more noticeable size distortions. We can see from Table 3 that the IV based t-ratios do, in general, su er from size distortions. The t-ratios based on the IVh's tend to have larger size distortions than their IVi counterparts, except for those based on the IV's constructed from the sign function. The t-ratios based on IVh1 turn out to have the least size distortions. Size distortions in all cases seem to decrease as the sample size increases.
As far as power is concerned, the t-ratios based on the IVh's are more powerful than their IVi counterparts. Compared to the DF test, the IV based t-ratios are relatively more powerful in the model with a ÿtted intercept, where the distributions of the DF tests are more seriously skewed toward the alternative distributions. All of the IV based t-ratios are noticeably more powerful than the DF test when is near unity. The IVh based t-ratios, except for the IVh1 based t-ratio, remain more powerful than the DF test for all alternatives for both small and large samples. The IVi based t-ratios are also more powerful than the DF test when is near unity, but become less powerful as moves away from one. For the model without the constant, the IV based t-ratios also seem more powerful for near one in small samples. However, except for the IVh2 based t-ratio, they all become less powerful than the DF tests as moves away from one and the sample size increases. The t-ratio based on the IVh2 turns out to be slightly more powerful than the DF tests in both small and large samples for all alternatives. As can be seen from Table 4 , the empirical coverage probabilities of the CI's for constructed from all of our IV based t-ratios quite well approximate the nominal 90% coverage for various values of . The average lengths of the CI's from the nominal 90% than those for the CI's constructed from the IVi's when is near unity, but the di erences between two CP's become negligible as moves away from one. The average lengths of the IVh based CI's are shorter than those of the IVi based CI's when is near unity, but again they become closer as moves away from one. As the sample size increases both CP's become closer to the nominal 90% and the average lengths of the IV based CI's become shorter. The performance of our IV based CI's and their CP's are overall quite satisfactory as one can see from comparing them with the performance of the CI's based on Andrews (1993) exactly median unbiased Andrews (1993) EMU estimator has slightly bigger CP's than the nominal CP. However, the average lengths of our IV based CI's are in general shorter than that of the EMU based CI's.
Conclusions
This paper introduces a class of new autoregressive coe cient estimators that have some good asymptotic and ÿnite sample properties. The estimators are asymptotically median unbiased and can be used to produce simple symmetric conÿdence intervals. There are no problems of discontinuity in the conÿdence intervals in the transition from stationary to nonstationary cases. The optimal IV estimator is shown to be the Cauchy estimator for which the instrument is simply sgn(y t−1 ). These good properties conÿrm earlier ÿndings by So and Shin (1999) Park andPhillips (1999 , 2001 . To show the result in (9), note that
which can be approximated by
as shown in Phillips and Park (1998) . Let
Then it follows from Ito's formula that
The stated result can now be deduced, since
where [M n ] is the quadratic variation of M n , and
as shown in Phillips (1999, 2001) . To see that the Brownian motions U and V deÿned respectively in (6) and (8) have the given correlation coe cient, we let
As shown in Phillips (1999, 2001) , N n has the same limiting distribution as
The quadratic covariation between M n and N n is [M n ; N n ] = −n (10)- (12), see Phillips (1999, 2001 ).
Proof of Theorem 3.3. We may easily deduce (13) from (6) and (9). The result in (14) follows similarly from (6) and (7). Likewise, (15) is immediate from (10) and (11).
Proof of Theorem 3.4. The stated results follow readily from Lemma 3.1. The result in (17) can be deduced from (8) and (9). Similarly, (18) follows from (7) and (8). Finally, we may get (19) from (11) H (x) = a1{x ¿ 0} − b1{x ¡ 0}:
The limit homogeneous functions of bounded asymptotically homogeneous functions can be represented in this way. Obviously, we may let a; b ¿ 0. Moreover, since the maximization of (20) is invariant with respect to scalar multiplication, we may set from which a * =b * can be easily obtained as given. It is tedious, but straightforward to check that the solution satisÿes the second order condition for maximum. Moreover, it is clear that the asymptotic precision depends only upon the ratio of a and b.
Proof of Theorem 5.1. We have 1=2 ; from which the stated results follow immediately, as shown in Phillips (1999, 2001 ).
Proof of Corollary 5.2. In the particular case that H (x) = sgn(x), we have The stated result now follows immediately.
