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Resumo
Neste trabalho, mostramos o seguinte resultado para dois difeomorfismos definidos em superf´ıcies com
conjuntos ba´sicos: se existe uma conjugac¸a˜o topolo´gica entre eles que e´ diferencia´vel num ponto do
conjunto ba´sico, enta˜o a conjugac¸a˜o tem uma extensa˜o diferencia´vel a` superf´ıcie. Ale´m disso, estendemos
este resultado a fluxos de suspensa˜o tridimensionais. Mais especificamente, dados dois difeomorfismos
topologicamente conjugados nos seus conjuntos ba´sicos contidos em superf´ıcies e duas func¸o˜es telhado
definidas nestes conjuntos ba´sicos, enta˜o os fluxos de suspensa˜o associados sa˜o equivalentemente conju-
gados. Mais, se esta equivaleˆncia for diferencia´vel num ponto, enta˜o essa diferenciabilidade explode a
toda a variedade de suspensa˜o.
Palavras-chave: Difeomorfismo, Hiperbolicidade, Estrutura de Produto Local, Partic¸o˜es de Markov,
Fluxos de Suspensa˜o, Conjugac¸a˜o e Equivaleˆncia Topolo´gicas.
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Abstract
In this thesis we show the following result for two diffeomorphisms defined on surfaces with basic sets:
if a topological conjugacy between them exists and is differentiable at a point in the basic set, then
the conjugacy has a differentiable extension to the surface. Moreover, we extend this result to three-
dimensional suspension flows. More specifically, given two topologically conjugated diffeomorphisms on
their basic sets, contained on surfaces, and two ceiling functions defined in these basic sets, the associated
suspension flows are equivalently conjugated. Furthermore, if this equivalence is differentiable at a point,
the differentiability extends throughout the suspension manifold.
Keywords: Diffeomorphism, Hyperbolicity, Local Product Structure, Markov Partitions, Suspension
Flows, Topological Conjugacy and Equivalence.
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Cap´ıtulo 1
Introduc¸a˜o
A expansa˜o decimal dos nu´meros reais, familiar a todos no´s, tem uma extraordina´ria generalizac¸a˜o a`
representac¸a˜o de o´rbitas de sistemas dinaˆmicos atrave´s de sequeˆncias de s´ımbolos. A forma natural de
associar uma sequeˆncia de s´ımbolos a uma o´rbita e´ seguir a sua trajecto´ria atrave´s de uma partic¸a˜o finita
do espac¸o de fase. No entanto, para obter uma sequeˆncia u´til, precisamos que essa partic¸a˜o tenha boas
propriedades. Esta teoria foi ja´ desenvolvida e permite representar um sistema dinaˆmico por um sistema
de dinaˆmica simbo´lica, usando as chamadas partic¸o˜es de Markov.
Em 1973, M. Ratner ([1]) construiu uma partic¸a˜o de Markov para fluxos de Anosov transitivos em
variedades Riemannianas suaves. Uma partic¸a˜o deste tipo tinha sido ja´ constru´ıda por R. L. Adler e
B. Weiss em [2] para um automorfismo hiperbo´lico do toro bidimensional. Ya. G. Sinai ([3], [4]) usou
sucessivas aproximac¸o˜es para definir e obter uma Partic¸a˜o de Markov para qualquer difeomorfismo de
Anosov. R. Bowen ([5], [6]) modificou a definic¸a˜o de Sinai e, usando os mesmos me´todos, construiu
Partic¸o˜es de Markov para um difeomorfismo do tipo Axima A de Smale. M. Shub ([7]) reescreveu
as secc¸o˜es do livro de Bowen ([6]), adicionou alguns detalhes e formulou teoremas para conjuntos
hiperbo´licos arbitra´rios com estrutura de produto local, na˜o apenas para um conjunto ba´sico singular.
As provas eram as mesmas e ganhou-se um pouco em generalidade, o que se revelou u´til.
Nos anos de 1960, D. Anosov nos seus estudos sobre o fluxo geode´sico de superf´ıcies de curvatura
negativa ([8]) desenvolveu consideravelmente a teoria dos sistemas dinaˆmicos em que toda a variedade
e´ hiperbo´lica, i.e., o espac¸o tem uma decomposic¸a˜o com duas distribuic¸o˜es cont´ınuas invariantes pela
derivada, uma das quais e´ exponencialmente expandida e a outra exponencialmente contra´ıda pelos
sucessivos iterados. Estes sistemas, agora bem conhecidos, recebem o nome de difeomorfismos de Anosov
no artigo de Smale de 1967 ([23]). Esta teoria desenvolvida por Anosov inclu´ıa uma ana´lise precisa da
topologia dos sistemas dinaˆmicos que conduziu a` prova da estabilidade estrutural ([8]). Notamos que
a hiperbolicidade impo˜e fortes restric¸o˜es a` variedade. Por exemplo, entre as variedades compactas de
dimensa˜o dois, apenas o toro admite difeomorfismos de Anosov ([9]). No que diz respeito a fluxos de
Anosov em variedades de dimensa˜o treˆs, tal fluxo na˜o podera´ evoluir em toros, uma vez que os fluxos de
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Anosov impo˜em crescimento exponencial no grupo fundamental da variedade em questa˜o ([10]).
Uma das propriedades centrais e fundamentais dos conjuntos hiperbo´licos e´ a existeˆncia de subvariedades
invariantes em cada ponto. Este resultado, conhecido com o Teorema da Variedade Esta´vel, generaliza
a existeˆncia de subvariedades invariantes em pontos perio´dicos de um difeomorfismo. Outra propriedade
de na˜o menos utilidade e´ a estrutura de produto local: em termos simples, intersec¸o˜es de variedades
esta´veis locais com variedades insta´veis locais de pontos no conjunto hiperbo´lico originam um ponto no
conjunto hiperbo´lico.
Em 1988, D. Sullivan provou em [11] que, se existe uma conjugac¸a˜o topolo´gica entre duas aplicac¸o˜es
expansivas no c´ırculo que e´ diferencia´vel num ponto, enta˜o a conjugac¸a˜o e´ diferencia´vel em todos os
pontos. Em [12] e´ apresentada uma generalizac¸a˜o deste resultado a uma classe maior de aplicac¸o˜es
expansivas unidimensionais.
Em [13] e´ provado um resultado correspondente para conjugac¸o˜es entre difeomorfismos com conjuntos
ba´sicos contidos numa superf´ıcie. Uma caracter´ıstica interessante deste teorema e´ que ele expoˆs uma
rigidez inesperada para estas conjugac¸o˜es: em geral, elas sa˜o apenas Ho¨lder cont´ınuas, mas na hipo´tese
simples de serem diferencia´veis num ponto, revelam-se diferencia´veis em todos os pontos.
A forma usual de construir fluxos atrave´s de difeomorfismos e´ pelo processo de suspensa˜o. No entanto,
nem todo o fluxo e´ fluxo de suspensa˜o e nem todo o difeomorfismo e´ o tempo-um de um fluxo ([17]).
O objectivo deste trabalho e´ generalizar o teorema de [13] a uma classe simples de fluxos definidos
em variedades tridimensionais: os fluxos de suspensa˜o com func¸a˜o telhado diferencia´vel afastada de 0.
Mais especificamente, dados dois difeomorfismos topologicamente conjugados nos seus conjuntos ba´sicos
contidos em superf´ıcies e duas func¸o˜es telhado diferencia´veis definidas nestes conjuntos ba´sicos, enta˜o os
fluxos de suspensa˜o associados sa˜o topologicamente equivalentes e, se esta equivaleˆncia for diferencia´vel
num ponto, enta˜o essa diferenciabilidade explode a toda a variedade de suspensa˜o.
Este trabalho divide-se, essencialmente, em dois cap´ıtulos.
O primeiro cap´ıtulo foi inspirado em [13] e [16]. Aqui, e´ apresentada a prova de que a diferenciabilidade
num ponto para uma conjugac¸a˜o entre difeomorfismos em superf´ıcies explode a toda a superf´ıcie. Para
tal, definimos holonomias ba´sicas, atlas de laminac¸a˜o, trilhos e cartas em trilhos e as aplicac¸o˜es de
Markov. Fazemos uso de certos resultados, presentes em [12], [13] e [14], sem os demonstrar.
O segundo cap´ıtulo e´ original e generaliza este resultado para uma equivaleˆncia entre fluxos de suspensa˜o
topologicamente conjugados nas suas bases. Cumpre, assim, o objectivo a que nos propusemos.
Finalmente, sa˜o ainda apresentados dois apeˆndices. Um com factos topolo´gicos, usados e referidos em
algum momento no texto. Os conceitos utilizados ou as suas demonstrac¸o˜es podem ser encontrados sem
qualquer dificuldade em qualquer tratado de Topologia, por exemplo [24]. O segundo apeˆndice define
partic¸a˜o de Markov e conte´m a prova da existeˆncia de tal partic¸a˜o para um conjunto hiperbo´lico e com
estrutura de produto local para um difeomorfismo definido numa variedade. Seguimos de perto [7],
detalhando certas provas sempre que se considerou necessa´rio.
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Cap´ıtulo 2
Explosa˜o de diferenciabilidade para
conjugac¸o˜es entre difeomorfismos em
superf´ıcies
2.1 Conceitos gerais
Neste secc¸a˜o, sera˜o apresentados definic¸o˜es e resultados gerais da dinaˆmica hiperbo´lica que sera˜o utili-
zados nas secc¸o˜es seguintes. Para cada um deles, indicaremos uma refereˆncia onde a prova podera´ ser
encontrada. Grosso modo, a hiperbolicidade significa que a derivada de uma aplicac¸a˜o tem direc¸o˜es
complementares, uma que contrai e outra que expande.
Definic¸a˜o 2.1.1. Sejam M uma variedade Riemanniana, ρ a sua me´trica Riemanniana e d a me´trica
em M induzida por ρ. Dizemos que f : M −→M e´ um difeomorfismo se f e´ diferencia´vel, bijetiva com
inversa diferencia´vel. Dizemos que f e´ de classe C1+α, para 0 < α ≤ 1, se f e´ diferencia´vel e a sua
derivada satisfaz a condic¸a˜o de continuidade de Ho¨lder, i.e., existe uma constante C > 0 tal que
d
(
Dfx, Dfy
) ≤ Cd(x, y)α
para todo x, y ∈M . Em particular, se α = 1, enta˜o Df e´ Lipschitz.
Definic¸a˜o 2.1.2. Seja f : M −→ M um difeomorfismo. Dizemos que Λ ⊆ M e´ f -invariante se
f(Λ) ⊆ Λ. Λ diz-se um conjunto hiperbo´lico se Λ e´ compacto, f -invariante e tal que, para cada x ∈ Λ,
existem subespac¸os lineares Esx e E
u
x de TxM tais que:
i. TxM = E
s
x ⊕ Eux ;
ii. Dfx(E
s
x) = E
s
f(x) e Dfx(E
u
x ) = E
u
f(x):
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iii. existem constantes c > 0 e 0 < λ < 1 tais que
‖Dfnx |Esx‖ ≤ cλn e ‖Df−nx |Eux ‖ ≤ cλn ∀n ≥ 0.
Os subespac¸os lineares Esx e E
u
x sa˜o chamados subespac¸o esta´vel e insta´vel de x, respetivamente. Esta
definic¸a˜o permite os dois casos extremos em que Esx = {0} ou Eux = {0}. A ferradura de Smale ou o
soleno´ide sa˜o dois bons exemplos de conjuntos hiperbo´licos.
No caso de Λ = M , dizemos que f e´ um difeomorfismo de Anosov. Os automorfismos hiperbo´licos do
toro bidimensional sa˜o exemplos de difeomorfismos de Anosov. Deixamos [22] como refereˆncia para estes
exemplos, mas eles podem ser encontrados em qualquer livro de introduc¸a˜o aos sistemas dinaˆmicos.
Definic¸a˜o 2.1.3. Dizemos que f e´ topologicamente transitivo se para quaisquer dois abertos na˜o vazios
U e V existe n ∈ N tal que fn(U) ∩ V 6= ∅.
Sejam f : M −→ M um difeomorfismo, x ∈ M e ε uma constante positiva. Definimos os seguintes
conjuntos:
W s(x) =
{
y ∈M : lim
n→+∞ d
(
fn(x), fn(y)
)
= 0
}
Wu(x) =
{
y ∈M : lim
n→−∞ d
(
fn(x), fn(y)
)
= 0
}
W sε (x) =
{
y ∈M : d(fn(x), fn(y)) ≤ ε ∀n ≥ 0}
Wuε (x) =
{
y ∈M : d(f−n(x), f−n(y)) ≤ ε ∀n ≥ 0}
E´ fa´cil ver que
W s(x) =
⋃
n≥0
f−n
(
W sε
(
fn(x)
))
Wu(x) =
⋃
n≥0
fn
(
Wuε
(
f−n(x)
))
.
O pro´ximo resultado pode ser encontrado em [22].
Proposic¸a˜o 2.1.4. Se Λ e´ um conjunto hiperbo´lico para f , enta˜o existe uma me´trica Riemanniana na
qual podemos tomar c = 1. Tal me´trica e´ chamada de me´trica adaptada.
Denote-se por Embr(M,N) o conjunto dos mergulhos de classe Cr da variedade M na variedade N . O
pro´ximo teorema e´ um resultado central na teoria dos sistemas dinaˆmicos hiperbo´licos.
Teorema 2.1.5 (Teorema da Variedade Esta´vel). Seja Λ um conjunto hiperbo´lico para f . Suponhamos
que Λ esta´ munido com uma me´trica adaptada. Enta˜o, existe uma constante positiva ε tal que, para
cada x ∈ Λ, W sε (x) e´ uma variedade mergulhada de dimensa˜o igual a` de Esx e da mesma classe de
diferenciabilidade de f . Ale´m disso, TxW
s
ε (x) = E
s
x. Valem resultados ana´logos para o caso insta´vel.
O mergulho de W τε (x) varia continuamente com x. Mais precisamente, se f e´ de classe C
r e n = dim(Eτ ),
existe uma vizinhanc¸a U de x e uma aplicac¸a˜o cont´ınua
Θ : U −→ Embr(Dn,M)
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tal que Θ(y)(0) = y e Θ(y)(Dn) = W τε (y) para todo y ∈ U , para τ ∈ {s, u}, onde Dn e´ o disco unita´rio
de Rn centrado na origem.
Corola´rio e Definic¸a˜o 2.1.6. Nas hipo´teses do teorema 2.1.5, para x ∈ Λ, o conjunto W s(x) e´ uma
subvariedade imersa em M . Designamo-la por (sub)variedade esta´vel global de x, em contraste com a
variedade esta´vel local W sε (x). Valem definic¸o˜es ana´logas para o caso insta´vel.
Proposic¸a˜o 2.1.7. Seja Λ um conjunto hiperbo´lico para f . Enta˜o, para toda a constante positiva η,
existe δ > 0 tal que
d(x, y) < δ =⇒ W sη (x) ∩Wuη (y) e´ um u´nico ponto
para todos x, y ∈ Λ.
Figura 2.1: Estrutura de produto local.
Denotamos esta intersec¸a˜o por [x, y]δ,η e suprimimos os ı´ndices quando na˜o ha´ perigo de ambiguidade.
Dizemos que o conjunto hiperbo´lico Λ tem estrutura de produto local se [x, y] ∈ Λ para todo x, y ∈ Λ com
d(x, y) < δ. Dizemos que Λ e´ um conjunto ba´sico para f se Λ e´ topologicamente transitivo, hiperbo´lico
e tem estrutura de produto local.
Definic¸a˜o 2.1.8. Dizemos que f : M −→ M e´ expansivo se existe uma constante positiva ε tal que
para qualquer par de pontos x e y distintos se tem
sup
n∈Z
d
(
fn(x), fn(y)
)
> ε.
O nu´mero ε diz-se a constante de expansividade de f .
Proposic¸a˜o 2.1.9. Seja Λ um conjunto hiperbo´lico para f . Enta˜o, f |Λ e´ expansivo.
As demonstrac¸o˜es do Teorema 2.1.5 e das Proposic¸o˜es 2.1.7 e 2.1.9 podem ser encontradas em [7].
2.2 Resultado principal
Seja f um difeomorfismo de classe C1+ definido numa superf´ıcie S, i.e., uma variedade de dimensa˜o 2.
Seja Λ um seu conjunto ba´sico. Por C1+ queremos dizer C1+α para algum 0 < α ≤ 1.
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Pelo Teorema da Variedade Esta´vel, os conjuntos esta´vel e insta´vel locais W sε (x) e W
u
ε (x) que passam
por x ∈ Λ sa˜o subvariedades de S de dimensa˜o 1 de classe C1+. Vamos designa´-los por folhas esta´vel e
insta´vel locais.
Dados treˆs pontos distintos x, y e z numa folha local (esta´vel ou insta´vel) a ordem ao longo da folha
determina qual dos treˆs pontos esta´ entre os outros dois. A ordem ao longo das folhas induz uma ordem
ao longo dos segmentos-folha (ver definic¸a˜o na secc¸a˜o 2.3.1)
Definic¸a˜o 2.2.1. Dois difeomorfismos f e g de classe C1+ dizem-se topologicamente conjugados nos
seus conjuntos ba´sicos Λf e Λg se existir um homeomorfismo h : Λf −→ Λg tal que h ◦ f(x) = g ◦ h(x)
e h preserva a ordem ao longo dos segmentos-folha esta´vel e insta´vel que conteˆm x, para todo o ponto
x ∈ Λf .
Se h admite uma extensa˜o de classe C1+ a um aberto contendo Λf , dizemos que f e g sa˜o C
1+ conjugados
nos seus conjuntos ba´sicos Λf e Λg.
O pro´ximo teorema e´ o resultado principal deste cap´ıtulo.
Teorema 1. Sejam f e g dois difeomorfismos de classe C1+ em superf´ıcies Sf e Sg que sa˜o topologica-
mente conjugados nos seus conjuntos ba´sicos Λf ⊆ Sf e Λg ⊆ Sg. Se a conjugac¸a˜o e´ diferencia´vel num
ponto x ∈ Λf , enta˜o f e g sa˜o C1+ conjugados nos seus conjuntos ba´sicos Λf e Λg.
A prova deste teorema, que pode ser encontrada em [13], tem essencialmente duas partes e vai ser
feita com recurso a alguns lemas que provaremos ao longo do cap´ıtulo. Na primeira parte, reduzimos o
problema a dois problemas unidimensionais correspondentes a` dinaˆmica ao longo das direcc¸o˜es esta´vel
e insta´vel e usamos o Corola´rio 1 de [12]. Na segunda parte, este resultado juntamente com cartas
ortogonais garante que a conjugac¸a˜o entre f e g admite uma extensa˜o de classe C1+ a um aberto que
conte´m Λf .
Obviamente, e´ mais fa´cil verificar que uma aplicac¸a˜o e´ C1 num ponto do que em todos os pontos, pelo que
este resultado se revela de grande utilidade. Uma aplicac¸a˜o mais interessante vem do pro´ximo teorema
que pode ser encontrado em [18].
Teorema 2.2.2 (Teorema de Rademacher). Seja F : U −→ Rm uma func¸a˜o Lipschitz, onde U e´ um
aberto de Rn. Enta˜o, F e´ diferencia´vel para quase todo ponto em U , para a medida de Lebesgue.
Corola´rio 2.2.3. Nas hipo´teses do Teorema 1, se a conjugac¸a˜o e´ Lipschitz, enta˜o f e g sa˜o C1+
conjugados nos seus conjuntos ba´sicos Λf e Λg.
2.3 Propriedades dos conjuntos ba´sicos
A prova do Teorema 1 envolve va´rias propriedades dos conjuntos ba´sicos que vamos referir nesta secc¸a˜o.
Todas as definic¸o˜es e considerac¸o˜es que forem feitas valem tambe´m para a parte insta´vel, bastando para
isso substituir s por u e vice-versa.
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2.3.1 Segmentos-folha
Como vimos, os conjuntos W sε (x) e W
u
ε (x) esta˜o contidos nas variedades esta´vel W
s(x) e insta´vel Wu(x),
respetivamente. Pelo Teorema da Variedade Esta´vel, neste caso bidimensional, W s(x) e Wu(x) sa˜o
imagens de imerso˜es de classe C1+, digamos κs,x : R −→M e κu,x : R −→M , respetivamente.
Um segmento-folha esta´vel completo aberto[fechado] I e´ definido como um subconjunto de W s(x) da
forma κs,x(I1), onde I1 e´ um intervalo aberto [fechado] na˜o-vazio de R. Um segmento-folha esta´vel aberto
[fechado] e´ a intersec¸a˜o de Λ com um segmento-folha esta´vel completo aberto [fechado] tal que esta
intersec¸a˜o conte´m no mı´nimo dois pontos distintos.
Os pontos de fronteira de um segmento-folha esta´vel completo sa˜o os pontos κs,x(u) e κs,x(v), onde u
e v sa˜o os pontos de fronteira de I1. Os pontos de fronteira de um segmento-folha esta´vel I sa˜o os
pontos de fronteira do menor segmento-folha esta´vel completo fechado que conte´m I. O interior de um
segmento-folha esta´vel e´ o complementar da sua fronteira.
Uma aplicac¸a˜o c : I −→ R definida num segmento-folha esta´vel I e´ uma carta-folha esta´vel se tiver uma
extensa˜o cE : IE −→ R a um segmento-folha esta´vel IE com as seguintes propriedades:
i. I ⊆ IE ;
ii. cE e´ um homeomorfismo na sua imagem.
2.3.2 Retaˆngulos
Sejam ls e lu dois segmentos-folha esta´vel e insta´vel que se intersectam num u´nico ponto. Denota-
mos por [ls, lu] o conjunto de pontos da forma [w, z] com w ∈ ls e z ∈ lu. Note-se que, se os
segmentos-folha sa˜o fechados, enta˜o [ls, lu] e´ um retaˆngulo pro´prio. Reciprocamente, nesta situac¸a˜o
bidimensional, qualquer retaˆngulo pro´prio R tem uma estrutura de produto no seguinte sentido: para
cada x ∈ R existem segmentos-folha esta´vel e insta´vel completos, ls(x,R) ⊆ W s(x) e lu(x,R) ⊆
Wu(x), tais que R =
[
ls(x,R), lu(x,R)
]
. Os segmentos-folha ls(x,R) e lu(x,R) sa˜o chamados de
segmentos-folha esta´vel e insta´vel geradores de R.
Para τ ∈ {s, u}, denotamos por ∂lτ (x,R) o conjunto dos pontos de fronteira de lτ (x,R) e por int(lτ (x,R))
o conjunto lτ (x,R) \ ∂lτ (x,R).
Pelos resultados B.2.3 e B.2.4 temos que o interior e a fronteira de R sa˜o
int(R) =
[
int
(
ls(x,R)
)
, int
(
lu(x,R)
)]
∂R =
[
∂ls(x,R), lu(x,R)
] ∪ [ls(x,R), ∂lu(x,R)]
2.3.3 Holonomias ba´sicas
Dado um retaˆngulo pro´prio R e dois pontos x, y ∈ R, considerem-se os segmentos-folha esta´veis geradores
que conteˆm x e y contidos em R, ls(x,R) e ls(y,R). Defina-se a seguinte aplicac¸a˜o que denominamos
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por holonomia ba´sica esta´vel:
θs : ls(x,R) −→ ls(y,R)
z 7−→ [y, z]
Analogamente, definimos as holonomias ba´sicas insta´veis. Observe-se que as holonomias permitem-nos
“viajar”de umas folhas para as outras (ver Figura 2.2).
Figura 2.2: Uma holonomia ba´sica esta´vel.
Dizemos que uma holonomia θτ : lτ (x,R) −→ lτ (y,R) e´ um difeomorfismo de classe C1+ se admite uma
extensa˜o θˆτ : lˆτ (x,R) −→ lˆτ (y,R) de classe C1+, onde lˆτ (w,R) e´ o segmento-folha completo que conte´m
lτ (w,R), para w ∈ {x, y} e τ ∈ {s, u}. O Teorema 2.1 de [14] permite-nos concluir o seguinte lema.
Lema 2.3.1. Cada holonomia θτ : lτ (x,R) −→ lτ (y,R) e´ um difeomorfismo de classe C1+.
2.3.4 Atlas de laminac¸a˜o
Duas cartas-folha i e j sa˜o C1+ compat´ıveis se j ◦ i−1 : i(U) −→ j(U) se estende a um difeomorfismo de
classe C1+ em R, sempre que U e´ um subconjunto aberto de um segmento-folha contido no domı´nio de
i e de j. A aplicac¸a˜o j ◦ i−1 e´ designada por mapa de transic¸a˜o.
Um atlas de laminac¸a˜o esta´vel [insta´vel] C1+ limitadoAs e´ um conjunto de cartas-folha esta´veis [insta´veis]
que:
i. cobrem Λ;
ii. sa˜o C1+ compat´ıveis duas a duas;
iii. os mapas de transic¸a˜o sa˜o uniformemente limitados na norma C1+.
2.3.5 Cartas ortogonais
Uma carta ortogonal (i, U) em Λ e´ um mergulho i : U −→ R2 de um conjunto aberto U ⊆ Λ tal que cada
segmento-folha em U e´ mergulhado num arco vertical ou horizontal de R; digamos, os segmentos-folha
esta´veis em linhas horizontais e os segmentos-folha insta´veis em linhas verticais.
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Figura 2.3: Uma carta ortogonal i no retaˆngulo R.
Duas cartas ortogonais (i1, U1) e (i2, U2) sa˜o C
1+ compat´ıveis se i2 ◦ i−11 : i1(U1 ∩ U2) −→ i2(U1 ∩ U2)
se estende a um difeomorfismo de classe C1+ definido numa vizinhanc¸a de i1(U1 ∩ U2) em R2 numa
vizinhanc¸a de i2(U1 ∩ U2) em R2.
Um atlas ortogonal O de classe C1+ em Λ e´ um conjunto de cartas ortogonais que cobrem Λ e que sa˜o
C1+ compat´ıveis. Um atlas ortogonal e´ dito limitado se os seus mapas de transic¸a˜o teˆm uma norma Cr
uniformemente limitada.
2.4 Da dinaˆmica bidimensional para a dinaˆmica unidimensional
Vamos usar as propriedades dos conjuntos ba´sicos da secc¸a˜o anterior para passar da dinaˆmica bidimen-
sional para a dinaˆmica unidimensional, construindo aplicac¸o˜es de Markov de classe C1+ em objectos a
que vamos chamar trilhos.
2.4.1 Trilhos
Seja M uma partic¸a˜o de Markov para Λf e seja R ∈ M. Seja tsR o conjunto de todos os segmentos-
-folha insta´veis de R. Pela estrutura de produto local, podemos identificar tsR com qualquer segmento-
-folha esta´vel gerador ls(x,R) de R. Consideremos a unia˜o disjunta de todos os tsR’s⊔
R∈M
tsR
e identificamos I ∈ tsR e J ∈ tsR′ se
i. os segmentos I e J sa˜o fronteiras insta´veis de Retaˆngulos de Markov e a sua intersec¸a˜o conte´m
pelo menos um ponto que na˜o e´ ponto de fronteira nem de I nem de J ; ou
ii. existe uma sequeˆncia I = I1, · · · , In = J tal que Ii, Ii+1 sa˜o identificados no sentido de i.
Seja T s o espac¸o resultante apo´s a identificac¸a˜o. O conjunto T s e´ chamado de trilho esta´vel.
Seja pis : Λ −→ T s a projec¸a˜o natural que envia x ∈ R num ponto em T s que denotamos por lu(x,R),
onde R ∈ M. Um ponto I ∈ T s e´ dito regular se tiver uma u´nica pre´-imagem por pis; caso contra´rio,
9
e´ dito um ponto de junc¸a˜o. Assim, um ponto de junc¸a˜o tem como pre´-imagem a unia˜o de fronteiras
insta´veis distintas de Retaˆngulos de Markov. Como ha´ um nu´mero finito de Retaˆngulos de Markov, ha´
um nu´mero finito de fronteiras insta´veis de Retaˆngulos de Markov. Logo, ha´ um nu´mero finito de pontos
de junc¸a˜o.
Munimos T s com a me´trica dT s definida por
dT s(ξ, η) = dΛ(ξ, η), para todo ξ, η ∈ T s.
Figura 2.4: Um trilho esta´vel.
2.4.2 Cartas e atlas em trilhos
Dizemos que IT e´ um segmento-trilho esta´vel associado a I se existe um segmento-folha esta´vel I, que
na˜o interseta as fronteiras insta´veis de um retaˆngulo de Markov, tal que pis|I e´ injectiva e pis(I) = IT .
Seja As um atlas de laminac¸a˜o esta´vel. A carta i : I −→ R em As determina uma carta-trilho iT :
IT −→ R para IT definida por iT = i ◦ (pis)−1. Denotamos por Bs o conjunto de todas as cartas- -trilho
para todos os segmentos-trilho determinados por As.
Duas cartas-trilho (iT , IT ) e (jT , JT ) no trilho T
s sa˜o C1+ compat´ıveis se o mapa de transic¸a˜o
jT ◦ i−1T : iT (IT ∩ JT ) −→ jT (IT ∩ JT )
tem uma extensa˜o de classe C1+. Um atlas Bs de classe C1+ e´ um conjunto de cartas-trilho C1+
compat´ıveis.
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Figura 2.5: Uma carta-trilho.
Observac¸a˜o 2.4.1. Dadas duas cartas-trilho iT : IT −→ R e jT : JT −→ R em Bs, o mapa de transic¸a˜o
jT ◦ i−1T pode ser expresso como
jT ◦ i−1T = j ◦ θs ◦ i−1, (2.1)
onde
i = iT ◦ pis : I −→ R e j = jT ◦ pis : J −→ R
sa˜o cartas em As e
θs : i−1
(
iT (IT ∩ JT )
) −→ j−1(jT (IT ∩ JT ))
e´ uma holonomia ba´sica esta´vel.
2.4.3 Aplicac¸o˜es de Markov
A aplicac¸a˜o de Markov esta´vel Ms : T s −→ T s e´ a aplicac¸a˜o induzida pela ac¸a˜o de f nos segmentos-
folha. Assim, e´ definida como se segue: seja I ∈ T s; definimos Ms(I) = pis
(
f−1
(
(pis)−1(I)
))
, ou seja,
Ms(I) e´ o segmento-folha insta´vel contendo a f−1-imagem do segmento-folha insta´vel I. Analogamente,
definimos a aplicac¸a˜o de Markov insta´vel Mu.
Com estas definic¸o˜es, e´ fa´cil ver que os seguintes diagramas comutam:
Λ
f−1 //
pis

Λ
pis e

T s
Ms
// T s
Λ
f //
piu

Λ
piu

Tu
Mu
// Tu
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A aplicac¸a˜o de Markov Ms e´ de classe C1+ com respeito ao atlas Bs se
i. Para todas as cartas iT : IT −→ R e jT : JT −→ R no atlas, se a composic¸a˜o
jT ◦ Ms ◦ i−1T : iT (IT ) −→ jT ◦Ms(IT )
e´ um homeomorfismo, enta˜o tem uma extensa˜o Mi,j de classe C
1+α a R com norma C1+α unifor-
memente limitada;
ii. Existem constantes c, λ > 0 tais que para todas as poss´ıveis composic¸o˜es Min,ın−1 ◦ · · · ◦Mi1,i0
temos
‖Min,in−1 ◦ · · · ◦Mi1,i0‖C1 > cλn. (2.2)
Lema 2.4.2. O atlas Bτ determinado por Aτ e´ de classe C1+ e a aplicac¸a˜o de Markov Mτ e´ de classe
C1+ com respeito ao atlas Bτ , para τ ∈ {s, u}.
Demonstrac¸a˜o. Sejam IT e JT dois segmentos-trilho em T
s associados aos segmentos-folha I e J ,
respetivamente. Sejam iT : IT −→ R e jT : JT −→ R as cartas-trilho em Bs determinadas por i : I −→ R
e por j : J −→ R, onde i e j sa˜o curvas em As de classe C1+.
Vejamos a primeira parte do lema, i.e., que os mapas de transic¸a˜o de cartas em Bsf sa˜o C1+ compat´ıveis.
Suponhamos que IT ∩ JT 6= ∅. Por (2.1), temos jT ◦ iT−1 = j ◦ θs ◦ i, onde
θs : i−1
(
iT (IT ∩ JT )
) −→ j−1(jT (IT ∩ JT ))
e´ uma holonomia ba´sica. Pelo lema 2.3.1, θs e´ de classe C1+; portanto, j ◦ θs ◦ i tem uma extensa˜o C1+
a R. Logo, o atlas Bs e´ de classe C1+.
Vejamos agora a segunda parte do lema. Seja IT,Ms = M
s(IT ). Suponhamos que JT ∩IT,Ms 6= ∅. Sejam
J e IMs os segmentos-folha aos quais JT e IT,Ms esta˜o associados. Considere-se θ
s : IMs −→ J uma
holonomia ba´sica. Suponhamos que jT ◦Ms ◦ i−1T : iT (IT ) −→ jT (IT,Ms) e´ um homeomorfismo. Note-se
que jT ◦Ms ◦ i−1 = j ◦θs ◦f−1 ◦ i−1. Novamente pelo lema 2.3.1, j ◦θs ◦f−1 ◦ i−1 tem uma extensa˜o Mi,j
de classe C1+ a R. Como Λ e´ hiperbo´lico, obtemos que a aplicac¸a˜o Mi,j tambe´m satisfaz a desigualdade
2.2.
2.4.4 Conjugac¸o˜es C1+ entre aplicac¸o˜es de Markov
Sejam f e g dois difeomorfismos de classe C1+ definidos em superf´ıcies que sa˜o topologicamente conju-
gados nos seus conjuntos ba´sicos Λf e Λg. Seja h : Λf −→ Λg a conjugac¸a˜o entre f e g nos conjuntos
ba´sicos. Dada a partic¸a˜o de Markov Mf = {R1, · · · , Rm} de f , considere-se a partic¸a˜o de Markov de g
dada por Mg = {h(R1), · · · , h(Rm)}.
A conjugac¸a˜o h : Λf −→ Λg determina a aplicac¸a˜o ψs : T sf −→ T sg definida por
ψs(K) = pisg ◦ h ◦ (pisf )−1(K) para todo K ∈ T sf .
12
Com esta definic¸a˜o, ψs conjuga as aplicac¸o˜es de Markov Msf e M
s
g e os seguintes diagramas comutam:
Λf
h //
pisf

Λg
pisg e

T sf ψs
// T sg
T sf
Msf //
ψs

T sf
ψs

T sg Msf
// T sg
(2.3)
Dizemos que Msf e M
s
g sa˜o C
1+ conjugadas em relac¸a˜o aos atlas Bsf e Bsg, determinados pelos atlas de
laminac¸a˜o Asf e Asg, se para todas as cartas-trilho iT : IT −→ R em Bsf e jT : JT −→ R em Bsg, a
aplicac¸a˜o jT ◦ ψs ◦ i−1T se estende a uma aplicac¸a˜o C1+ a R, sempre que a composic¸a˜o estiver definida.
Lema 2.4.3. Se a conjugac¸a˜o h : Λf −→ Λg e´ diferencia´vel num ponto p ∈ Λf , enta˜o Mτf e Mτg sa˜o
C1+ conjugadas, para τ ∈ {s, u}.
Demonstrac¸a˜o. Pelo Corola´rio 1 de [12], basta provar que ψs e´ diferencia´vel num ponto. Vamos ver que
e´ diferencia´vel em pisf (p). Pela comutatividade do primeira diagrama de (2.3), temos
ψs
(
pisf (p)
)
= pisg ◦ h(p).
Como pisg e´ localmente de classe C
1+ (pois pisg = i
−1
T ◦ i, para certas cartas i ∈ Asg e iT ∈ Bsg), segue que
ψs e´ diferencia´vel em pisf (p).
2.5 Da dinaˆmica unidimensional para a dinaˆmica bidimensional
Nesta secc¸a˜o, mostraremos o resultado do Teorema 1, cuja prova consiste em usar as conjugac¸o˜es de
classe C1+ entre as aplicac¸o˜es de Markov para garantir a existeˆncia de uma extensa˜o de classe C1+ para
a conjugac¸a˜o h.
Demonstrac¸a˜o do Teorema 1. Seja x ∈ Λf . Seja Rf o retaˆngulo contendo x no seu interior. Sejam
lsf
(
x,Rf
)
e luf
(
x,Rf
)
os segmentos-folha esta´vel e insta´vel geradores de Rf .
Pelo teorema da variedade esta´vel, existem curvas de classe C1+
isf : l
s
f
(
x,Rf
) −→ (−1, 1) e iuf : luf (x,Rf) −→ (−1, 1)
com isf (x) = i
u
f (x) = 0. Defina-se
if : int
(
Rf
) −→ R2
z 7−→
(
isf
(
[x, z]
)
, iuf
(
[z, x]
))
,
que e´ uma aplicac¸a˜o ortogonal.
De forma ana´loga, para Rg = h
(
Rf
)
, encontramos curvas de classe C1+
isg : l
s
g
(
h(x), Rg
) −→ (−1, 1) e iug : lug (h(x), Rg) −→ (−1, 1)
e definimos a aplicac¸a˜o ortogonal ig : int (R
g) −→ R2.
13
Como as aplicac¸o˜es Msf e M
s
g e as aplicac¸o˜es M
u
f e M
u
g sa˜o C
1+ conjugados (pelo Lema 2.4.3), isg ◦ h ◦
(isf )
−1 e iug ◦ h ◦ (iuf )−1 teˆm extenso˜es de classe C1+
hˆs : R −→ R e hˆu : R −→ R.
Portanto, a aplicac¸a˜o ig ◦ h ◦ i−1f tem uma extensa˜o H : R2 −→ R2 de classe C1+ definida por
H : R2 −→ R2
(z, w) 7−→
(
hˆs(z), hˆu(w)
)
.
Como Sf e Sg sa˜o variedades de classe C
1+, enta˜o existem atlas Af e Ag de Sf e de Sg, respetivamente,
de classe C1+. Usando a Proposic¸a˜o 5.4 de [15], a aplicac¸a˜o ortogonal if estende-se a uma carta iˆf
definida num aberto Uˆf ⊆ Sf contendo x e que esta´ contida no atlas Af . Analogamente, ig estende-se
a uma carta iˆg definida num aberto Uˆg ⊆ Sg contendo h(x) e que esta´ contida no atlas Ag.
Escolhemos um aberto Uf ⊆ Uˆf de Sf contendo x pequeno o suficiente tal que Uf ∩ Rf = Uf ∩ Λf e
H
(
if (Uf )
) ⊆ ig(Uˆg). Portanto, para cada x ∈ Λf , a aplicac¸a˜o h|Uf∩Λf tem uma extensa˜o de classe C1+
a Uf dada por iˆ
−1
g ◦H ◦ iˆf . Logo, usando o Lema 5.6 de [15], a aplicac¸a˜o h : Λf −→ Λg tem uma extensa˜o
de classe C1+ a um aberto de Sf contendo Λf .
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Cap´ıtulo 3
Explosa˜o de diferenciabilidade para
fluxos de suspensa˜o tridimensionais
3.1 Sistemas Dinaˆmicos cont´ınuos - Fluxos
Definic¸a˜o 3.1.1. Um fluxo completo ou global em M e´ uma aplicac¸a˜o diferencia´vel ϕ : R×M −→ M
tal que:
i. ϕ(0, x) = x ∀x ∈M ;
ii. ϕ
(
t, ϕ(s, x)
)
= ϕ(t+ s, x) ∀x ∈M ∀s, t ∈ R.
Defina-se ϕt(x) := ϕ(t, x). As propriedades i) e ii) reescrevem-se:
i’. ϕ0 = idM , sendo idM a identidade em M ;
ii’. ϕt ◦ ϕs = ϕt+s ∀t, s ∈ R. (Propriedade de grupo)
Note-se que, para cada t fixo, estas duas identidades implicam que ϕt : M −→ M e´ um difeomorfismo
com (ϕt)
−1 = ϕ−t. Assim, {ϕt : t ∈ R} e´ um grupo abeliano para a composic¸a˜o de func¸o˜es.
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Figura 3.1: Propriedade de grupos para fluxos.
Para cada x0 ∈ M fixo, x(t) = ϕt(x0) define uma curva (na˜o exclu´ımos o caso em que esta curva se
reduz a um ponto: caso de um equil´ıbrio) em M , a o´rbita de x0:
O(x0) = {ϕt(x0) : t ∈ R},
que em t = 0 passa no ponto x0, a condic¸a˜o inicial. Observe-se que
x(t) = ϕt(x0) = ϕt−s(ϕs(x0)) = ϕt−s(x(s)) ∀s ∈ R.
Assim, x(s) pode ser visto como a condic¸a˜o inicial para a trajecto´ria x(t), mas uma condic¸a˜o inicial
definida para o tempo t = s.
A propriedade de grupo ii’. garante ainda que duas o´rbitas ou coincidem ou na˜o se intersetam. Supo-
nhamos que existe um ponto comum a`s o´rbitas de x0 e y0. Enta˜o, existem t, s ∈ R tais que:
ϕt(x0) = ϕs(y0) =⇒ ϕt+r(x0) = ϕs+r(y0) ∀r ∈ R,
donde as trajecto´rias coincidem.
Como o fluxo e´ diferencia´vel, podemos associar-lhe uma equac¸a˜o diferencial ordina´ria (EDO).
Definic¸a˜o 3.1.2. Um campo de vetores em M e´ uma aplicac¸a˜o diferencia´vel X : M −→ TM tal que
X(x) ∈ TxM ∀x ∈ M , ie, pi ◦ X(x) = x, onde pi : TM −→ M e´ a projecc¸a˜o natural. Denotamos o
conjunto de todos os campos de vetores em M por X(M), que e´ um espac¸o vectorial sobre R.
O campo de vetores associado a um fluxo ϕ e´ definido como
X(x) =
dϕt(x)
dt
∣∣∣∣
t=0
(3.1)
Lema 3.1.3. Se ϕ e´ um fluxo, enta˜o ϕt(x0) e´ soluc¸a˜o do seguinte problema de valor inicial: x˙(t) = X(x(t))x(0) = x0
para o campo de vetores X definido em (3.1).
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Demonstrac¸a˜o. Seja, como anteriormente, x(t) = ϕt(x0). Enta˜o, e´ imediato que x(0) = ϕ0(x0) = x0.
Temos ainda
x˙(t) =
dx(t)
dt
= lim
ε→0
ϕt+ε(x0)− ϕt(x0)
ε
= lim
ε→0
ϕε(x(t))− ϕ0(x(t))
ε
= X(x(t)).
Exemplo 3.1.4. Consideremos ϕ : R2 × R −→ R2 definida por
ϕ
(
(x, y), t
)
= ϕt(x, y) =
 ϕ1t(x, y)
ϕ2t(x, y)
 =
 xe−t
yex(e
−t−1)

Enta˜o, ϕt esta´ definido para todo (x, y) ∈ R2 e para todo t ∈ R e e´ de classe C1. Vejamos que e´ um
fluxo:
i.’ ϕ0(x, y) = (x, y) ∀(x, y) ∈ R2;
ii.’ ϕt
(
ϕs(x, y)
)
= ϕt
(
xe−s, yex(e
−s−1)
)
=
(
xe−se−t, yex(e
−s−1)exe
−s(e−t−1)
)
=
(
xe−(t+s), yex(e
−(t+s)−1)
)
=
ϕt+s(x, y) ∀(x, y) ∈ R2 ∀t, s ∈ R.
Logo, ϕ e´ um fluxo.
O campo de vetores associado a este fluxo e´
X(x, y) =
dϕt(x, y)
dt
∣∣∣∣
t=0
=
 −xe−t
−yex(e−t−1)xe−t
∣∣∣∣∣
t=0
=
 −x
−yx
 .
Definic¸a˜o 3.1.5. Seja X ∈ X(M). Uma curva integral de X passando por x0 ∈ M e´ uma aplicac¸a˜o
α : I −→ M tal que 0 ∈ I ⊆ R, α(0) = x0 e α′(t) = X(α(t)) ∀t ∈ I. Se I = R, enta˜o α e´ dita uma
curva integral global.
Portanto, a derivada em qualquer ponto da curva α em relac¸a˜o ao tempo e´ precisamente o valor do
campo de vetores nesse ponto. Neste sentido, uma curva integral de X pode intuitivamente ser vista
como o caminho que uma part´ıcula seguiria se ‘viajasse’ por X (ver Figura 3.2).
Figura 3.2: Uma curva integral para o campo de vetores X.
Proposic¸a˜o 3.1.6. Sejam M uma variedade compacta e X ∈ X(M). Enta˜o, para cada ponto x0 ∈M ,
existe uma curva integral global.
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Corola´rio 3.1.7. Sejam M uma variedade compacta, X ∈ X(M) e αx0 : R −→ M a curva integral de
X que passa por x0. Defina-se
ϕ : R×M −→M
(t, x0) 7−→ ϕt(x0) = αx0(t)
Enta˜o, ϕ e´ um fluxo.
Assim, ha´ uma bijec¸a˜o entre o conjunto dos fluxos e o conjunto dos campos de vetores de uma variedade
compacta.
3.2 Fluxos de suspensa˜o
Sejam f : M −→ M um difeomorfismo e c : M −→ R+ uma func¸a˜o diferencia´vel tal que c(x) ≥ a > 0
∀x ∈M . Considere-se o seguinte subespac¸o de M × R+:
M˜ = {(x, t) ∈M × R+ : x ∈M e 0 ≤ t ≤ c(x)}.
Seja agora Mc o espac¸o quociente Mc = M˜/ ∼, onde ∼ e´ a relac¸a˜o de equivaleˆncia em M˜ definida por
(x, c(x)) ∼ (f(x), 0).
Figura 3.3: A variedade de suspensa˜o Mc.
A suspensa˜o de f com uma func¸a˜o telhado c e´ o fluxo
ϕt : Mc −→Mc
(x, s) 7−→ (fn(x), s′)
onde n e´ unicamente determinado por
n−1∑
i=0
c(f i(x)) ≤ t+ s <
n∑
i=0
c(f i(x)) (3.2)
no caso em que t + s ≥ c(x); neste caso, define-se s′ = s + t −∑n−1i=0 c(f i(x)). Se t + s < c(x), toma-se
n = 0 e s′ = s+ t.
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Figura 3.4: Fluxo de suspensa˜o em Mc com func¸a˜o telhado c.
Por outras palavras: viajamos, com velocidade 1, por {x} × [0, c(x)], depois ‘saltamos’ para (f(x), 0) e
viajamos por {f(x)} × [0, c(f(x))] e assim sucessivamente ate´ ter decorrido o tempo t.
Observac¸a˜o 3.2.1. Note-se que esta´ bem definido pois (3.2) implica que
0 ≤ s+ t−
n−1∑
i=0
c(f i(x))︸ ︷︷ ︸
s′
≤ c(fn(x)).
Vejamos que ϕ assim definido e´ de facto um fluxo:
i’. ϕ0(x, s) = (x, s), uma vez que n = 0;
ii’.
ϕt
(
ϕr(x, s)
)
= ϕt
(
fn(x), r + s−
n−1∑
i=0
c
(
f i(x)
))
=
(
fm
(
fn(x)
)
, t+ r + s−
n−1∑
i=0
c
(
f i(x)
)− m−1∑
i=0
c
(
f i(fn(x))
))
=
(
fn+m(x), r + s+ t−
n+m−1∑
i=0
c
(
f i(x)
))
= ϕt+r(x, s),
onde n e m sa˜o tais que
n−1∑
i=0
c
(
f i(x)
)
) ≤ r + s <
n∑
i=0
c
(
f i(x)
)
e
m−1∑
i=0
c
(
f i(fn(x))
) ≤ r + s+ t− n−1∑
i=0
c
(
f i(x)
)
<
m∑
i=0
c
(
f i(fn(x))
)
.
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A u´ltima igualdade segue do facto de
m−1∑
i=0
c
(
f i(fn(x))
) ≤ r + s+ t− n−1∑
i=0
c
(
f i(x)
)
<
m∑
i=0
c
(
f i(fn(x))
)
⇓
n+m−1∑
i=0
c
(
f i(x)
) ≤ r + s+ t < n+m∑
i=0
c
(
f i(x)
)
.
Exemplo 3.2.2. Seja Rα : S1 −→ S1 a rotac¸a˜o de aˆngulo α no c´ırculo unita´rio S1, ie,
Rα(x) = x+ α (mod 1).
Consideremos c : S1 −→ R+ a func¸a˜o constante igual a 1. O fluxo de suspensa˜o de Rα associado a c e´
ϕt(x, s) =
(Rnα(x), t+ s− n)
=
(
x+ αn (mod 1), t+ s− n)
onde n e´ tal que n ≤ t+ s < n+ 1. Vemos que ϕt e´ o fluxo φt : T2 −→ T2 definido por
(x, y) 7→ (x+ αt, y + t) (mod 1),
pois este e´ o fluxo gerado pelo campo de vetores X(x, y) = (α, 1) no toro T2.
3.3 Conjugac¸a˜o e equivaleˆncia topolo´gicas
Definic¸a˜o 3.3.1. Dois fluxos ϕ : R×M −→M e ψ : R×N −→ N dizem-se topologicamente equivalentes
se existe um homeomorfismo h : M −→ N tal que h envia o´rbitas de ϕ em o´rbitas de ψ, preservando a
orientac¸a˜o, ie,
∀x ∈M ∃τx : R −→ R estritamente crescente tal que h
(
ϕ(t, x)
)
= ψ
(
τx(t), h(x)
) ∀t ∈ R.
Os fluxos ϕ e ψ dizem-se topologicamente conjugados se existe um homeomorfismo h : M −→ N que
envia o´rbitas de ϕ em o´rbitas de ψ, preservando a orientac¸a˜o e a parametrizac¸a˜o do tempo, ie,
h
(
ϕ(t, x))
)
= ψ
(
t, h(x)
) ∀t ∈ R ∀x ∈M.
E´ claro que se ϕ e ψ sa˜o conjugados enta˜o sa˜o tambe´m equivalentes, basta tomar τx(t) = t.
Exemplo 3.3.2. Em R, o fluxo gerado pelo campo de vetores unidimensional x˙ = −x e´ ϕt(x) = xe−t,
pelo Lema 3.1.3. Pelo homeomorfismo y = h(x) = x3, ϕt e´ topologicamente conjugado a ψt(y) =
(xe−t)3 = ye−3t que e´ a soluc¸a˜o y˙ = −3y.
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Exemplo 3.3.3. O fluxo (que na˜o e´ global) ψt(y) =
y
1+ty corresponde a` EDO y˙ = −y2. Este fluxo e´
topologicamente equivalente a ϕt(x) = xe
−t pelo homeomorfismo h(x) = x e τx(t) = log(1 + xt) pois
h
(
ϕτx(t)(x)
)
= xe−τx(t) = xe− log(1+xt) =
x
1 + xt
= ψt(x) = ψt
(
h(x)
)
.
Sejam f : M −→ M e g : N −→ N dois difeomorfismos. Consideremos a suspensa˜o de f e g associados
a`s func¸o˜es telhado cf : M −→ R+ e cg : N −→ R+. Sejam ϕt e ψt os respetivos fluxos de suspensa˜o.
Suponhamos que f e g sa˜o topologicamente conjugados, ie, existe um homeomorfismo h : M −→ N tal
que g ◦ h(x) = h ◦ f(x) ∀x ∈M .
A pergunta natural e´ se ϕt e ψt sa˜o ainda fluxos topologicamente conjugados. A resposta, em geral,
e´ negativa. No entanto, vejamos que sa˜o topologicamente equivalentes. Para tal, e´ necessa´rio definir
algum homeomorfismo hˆ : Mcf −→ Ncg que conjugue os dois fluxos, mantendo a orientac¸a˜o.
Definimos enta˜o hˆ : Mcf −→ Ncg da seguinte forma:
hˆ(x, s) = ψ
s
cg(h(x))
cf (x)
h ◦ ϕ−s(x, s)︸ ︷︷ ︸
(x,0)︸ ︷︷ ︸
(h(x),0)︸ ︷︷ ︸(
h(x),s
cg(h(x))
cf (x)
)
onde consideramos que h : M −→ N se extende naturalmente h : M × {0} −→ N × {0} e usamos a
mesma letra por abuso de notac¸a˜o. Intuitivamente, viajamos por {x} × [0, cf (x)] ate´ (x, 0), aplicamos h
e percorremos {h(x)} × [0, cg(h(x))] o tempo correspondente, como sugere a Figura 3.5.
Figura 3.5: Construc¸a˜o de hˆ.
Dados s, t ∈ R+0 , considere-se a seguinte func¸a˜o
ns,t : M −→ N0
x 7−→ ns,t(x)
onde ns,t(x) e´ o u´nico inteiro tal que
ns,t(x)−1∑
i=0
cf
(
f i(x)
) ≤ t+ s < ns,t(x)∑
i=0
cf
(
f i(x)
)
(3.3)
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ou ns,t(x) = 0, no caso de s+ t < cf (x). A aplicac¸a˜o t 7→ ns,t(x) e´ constante por bocados e crescente no
sentido lato, para s e x fixos.
Queremos encontrar τ(x,s) : R −→ R estritamente crescente tal que
hˆ
(
ϕt(x, s)
)
= ψτ(x,s)(t)
(
hˆ(x, s)
) ∀t ∈ R. (3.4)
Seja t′ = τ(x,s)(t). A equac¸a˜o (3.4) e´ enta˜o equivalente a
hˆ
(
fns,t(x)(x), s+ t−
ns,t(x)−1∑
i=0
cf
(
f i(x)
))
= ψt′
(
h(x), s
cg(h(x))
cf (x)
)
⇐⇒
h(fns,t(x)(x)))︸ ︷︷ ︸
gns,t(x)(h(x))
,
[
s+ t−
ns,t(x)−1∑
i=0
cf
(
f i(x)
)] cg(h(fns,t(x)(x)))
cf(fns,t(x)(x))
 = ψt′ (h(x), s cg(h(x))cf (x) )
A igualdade e´ verificada se e somente se t′ for tal que
ns,t(x)−1∑
i=0
cg
(
gi (h(x))
) ≤ t′ + scg (h(x))
cf (x)
<
ns,t(x)∑
i=0
cg
(
gi (h(x))
)
(3.5)
e
t′ + s
cg (h(x))
cf (x)
−
ns,t(x)−1∑
i=0
cg
(
gi (h(x))
)
=
s+ t− ns,t(x)−1∑
i=0
cf
(
f i(x)
) cg (h (fns,t(x)(x)))
cf
(
fns,t(x)(x)
) (3.6)
De (3.6) segue que
τ(x,s)(t) =
s+ t− ns,t(x)−1∑
i=0
cf
(
f i(x)
) cg (h (fns,t(x)(x)))
cf
(
fns,t(x)(x)
) − scg (h(x))
cf (x)
+
ns,t(x)−1∑
i=0
cg
(
gi (h(x))
)
.
Por (3.5), vem que
0 ≤ s+ t−
ns,t(x)−1∑
i=0
cf
(
f i(x)
)
< cf
(
fns,t(x)(x)
)
,
donde segue
0 ≤ cg
(
h
(
fns,t(x)(x)
))
cf
(
fns,t(x)(x)
)
s+ t− ns,t(x)−1∑
i=0
cf
(
f i(x)
) < cg (h(fns,t(x)(x))) = cg(gns,t(x) (h(x)))
Portanto,
ns,t(x)−1∑
i=0
cg
(
gi (h(x))
)
≤
cg
(
h
(
fns,t(x)(x)
))
cf
(
fns,t(x)(x)
)
s+ t− ns,t(x)−1∑
i=0
cf
(
f i(x)
)+ ns,t(x)−1∑
i=0
cg
(
gi (h(x))
)
︸ ︷︷ ︸
t′+s cg(h(x))
cf (x)
<
ns,t(x)∑
i=0
cg
(
gi (h(x))
)
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donde seguem as desigualdades de (3.5). Assim,
n
s
cg(h(x))
cf (x)
,t′
(h(x)) = ns,t(x)
tal como quer´ıamos.
E´ verdade que τ e´ cont´ınua e estritamente crescente pois
dτ(x,s)(t)
dt
=
cg
(
h
(
fns,t(x)(x)
))
cf
(
fns,t(x)(x)
) > 0 ∀(x, s) ∈Mcf .
Se hˆ : Mcf −→ Ncg for um homeomorfismo, enta˜o ϕ e ψ sa˜o fluxos topologicamente equivalentes, pelo
que ja´ vimos.
Ora:
· hˆ e´ cont´ınua porque e´ a composic¸a˜o de aplicac¸o˜es cont´ınuas;
· hˆ e´ invert´ıvel com inversa
hˆ−1(y, t) := ϕ
t
cf (h−1(y))
cg(y)
◦ h−1 ◦ ψ−t(y, t) =
(
h−1(y), t
cf
(
h−1(y)
)
cg(y)
)
o que pode ser verificado por inspecc¸a˜o;
· hˆ−1 e´ ainda uma aplicac¸a˜o cont´ınua.
Acaba´mos de provar o seguinte:
Proposic¸a˜o 3.3.4. Os fluxos de suspensa˜o ϕ e ψ sa˜o topologicamente equivalentes, sendo hˆ a equi-
valeˆncia entre eles.
Figura 3.6: Equivaleˆncia topolo´gica entre fluxos de suspensa˜o.
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Estamos agora em condic¸o˜es de enunciar aquele que e´ o resultado principal deste trabalho:
Teorema 2. Sejam f : M −→ M e g : N −→ N dois difeomorfismos definidos em superf´ıcies M e N
com conjuntos ba´sicos Λf e Λg, respectivamente. Suponhamos que existe uma conjugac¸a˜o topolo´gica
h : Λf −→ Λg entre eles que e´ diferencia´vel num ponto. Sejam cf e cg duas func¸o˜es telhado para Λf
e Λg. Se cf e cg sa˜o diferencia´veis, enta˜o a func¸a˜o hˆ : Λ
f
cf
−→ Λgcg descrita acima e´ diferencia´vel por
bocados.
Demonstrac¸a˜o. Temos a expressa˜o de hˆ dada por
hˆ(x, s) =
(
h(x), s
cg
(
h(x)
)
cf (x)
)
,
para todo (x, s) ∈ Λfcf . Suponhamos que (x, s) /∈ Λf × {0}. Enta˜o,
Dhˆ(x,s) =
 Dhx
0
0
a) b) c)

onde
a) = s
∂
(
cg(h(x))
cf (x)
)
∂x1
, b) = s
∂
(
cg(h(x))
cf (x)
)
∂x2
e c) =
cg (h(x))
cf (x)
,
sendo x = (x1, x2). Ora, Dhx existe pelo Teorema 1 e a) e b) tambe´m existem pela hipo´tese de cf e cg
serem diferencia´veis.
Note-se que hˆ na˜o e´ diferencia´vel em toda a variedade de suspensa˜o Mcf porque na˜o temos a garantia
de que
cg
(
h(x)
)
cf (x)
=
cg
(
h(f(x))
)
cf
(
f(x)
) ∀x ∈ Λf
i.e., de que a ”velocidade”de hˆ se mantenha ao atravessar a base Λfcf × {0}. Assim, o nosso pro´ximo
objectivo e´ redefinir uma equivaleˆncia hˆ que seja efetivamente diferencia´vel em todos os pontos.
Seja α > 0 tal que cf (x), cg(y) ≥ α > 0, para todos x ∈ M e y ∈ N . Seja ε = α/3. Fixemos x ∈ M .
Seja ϕx : R+0 −→ R tal que:
i. ϕx(t) = 0 ∀ t ∈ [0, ε];
ii. ϕx(t) = 0 ∀ t ≥ cf (x)− ε;
iii.
∫ cf (x)−ε
ε
ϕx(s) ds = cg
(
h(x)
)− cf (x)
iv. ϕx ∈ C∞.
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A existeˆncia de tal func¸a˜o e´ garantida pelo Lema A.2.2.
Figura 3.7: As bump functions ϕx e ϕx + 1.
Considere-se agora φx(t) =
∫ t
0
ϕx(s) + 1 ds. Temos:
i. φx(t) =
∫ t
0
1 ds = t ∀t ∈ [0, ε];
ii.
φx(t) =
∫ ε
0
(ϕx(s) + 1) ds+
∫ cf (x)−ε
ε
(ϕx(s) + 1) ds+
∫ t
cf (x)−ε
(ϕx(s) + 1) ds
= ε+ cg
(
h(x)
)− cf (x) + cf (x)− ε− ε+ t− cf (x) + ε
= cg
(
h(x)
)− cf (x) + t, ∀ t ≥ cf (x);
iii. φx ∈ C∞.
Figura 3.8: A func¸a˜o φx.
Podemos agora definir hˆ : Mcf −→ Ncg da seguinte forma:
hˆ(x, s) =
(
h(x), φx(s)
)
.
Teorema 3. Nas condic¸o˜es do Teorema 2, esta func¸a˜o hˆ e´ uma equivaleˆncia topolo´gica diferencia´vel
entre ϕ e ψ.
Demonstrac¸a˜o. Note-se que em cada fibra {x} × [0, cf (x)] a func¸a˜o hˆ|{x}×[0,cf (x)] e´ um homeomorfismo
em {h(x)} × [0, cg
(
h(x)
)
]. Por construc¸a˜o, φx e´ estritamente crescente, donde hˆ envia o´rbitas de φ em
o´rbitas de ψ preservando a orientac¸ao, i.e., e´ uma equivaleˆncia topolo´gica entre os fluxos.
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Quanto a` diferenciabilidade, fazendo o mesmo racioc´ınio da demonstrac¸a˜o do Teorema 2 e notando que
a derivada de hˆ em relac¸a˜o a` varia´vel temporal na base Λfcf e´ constante igual a 1, conclu´ımos que hˆ e´
diferencia´vel.
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Apeˆndice A
Neste apeˆndice, apresentamos alguns resultados ba´sicos em topologia que sa˜o usados ao longo do trabalho.
Supo˜e-se que o leitor esta´ familiarizado com os conceitos e definic¸o˜es sobre espac¸os me´tricos e topolo´gicos.
Ale´m disso, fazemos refereˆncia a`s chamadas bump functions e ao Lema do Sombreamento.
A.1 Topologia
Seja X um espac¸o me´trico e Y ⊆ X. Enta˜o a diagonal de Y e´ o conjunto ∆Y = {(y, y) ∈ Y ×Y : y ∈ Y },
munido com a topologia produto. O diaˆmetro de Y e´ diam(Y ) = sup
a,b∈Y
d(a, b).
Uma aplicac¸a˜o f : X −→ Y diz-se aberta se f(A) e´ aberto, para todo o aberto A ⊆ X.
Proposic¸a˜o A.1.1. O produto de espac¸os totalmente desconexos e´ totalmente desconexo.
Demonstrac¸a˜o. Seja X = Πi∈IXi, com Xi totalmente desconexo. Queremos ver que os u´nicos subcon-
juntos de X conexos sa˜o conjuntos com um u´nico ponto. Seja A ⊆ X conexo. Enta˜o, ∀i ∈ I temos
que pii(A) e´ conexo, sendo pii : X −→ Xi a projecc¸a˜o natural que e´ cont´ınua. Como pii(A) ⊆ Xi e Xi e´
totalmente desconexo, segue que pii(A) = {xi}. Logo, A = {p} com pi = xi.
Proposic¸a˜o A.1.2. Seja X um espac¸o topolo´gico compacto e Y um espac¸o de Hausdorff. Seja f :
X −→ Y uma func¸a˜o cont´ınua e bijectiva. Enta˜o, f e´ um homeomorfismo.
Demonstrac¸a˜o. Queremos ver que f−1 : Y −→ X e´ cont´ınua. Seja F ⊆ X fechado. Precisamos ver que
(f−1)−1(F ) = f(F ) e´ fechado. Como F e´ um fechado num compacto, enta˜o F e´ compacto. Uma vez
que f e´ cont´ınua, f(F ) e´ compacto. Mas f(F ) ⊆ Y e´ Y e´ Hausdorff, f(F ) e´ fechado.
Proposic¸a˜o A.1.3. Seja f : X −→ X um homeomorfismo. Se A ⊆ X e´ denso em X, enta˜o f−1(A) = X.
Demonstrac¸a˜o. Temos
X = f−1(X) = f−1(A) ⊆ f−1(A)
e a u´ltima desigualdade segue do facto de f−1 ser cont´ınua.
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Proposic¸a˜o A.1.4. Sejam A e B dois abertos e densos num espac¸o topolo´gico X. Enta˜o, A ∩ B e´
tambe´m aberto e denso em X.
Demonstrac¸a˜o. E´ claro que A∩B e´ aberto. Seja W aberto na˜o vazio. Queremos ver que W ∩(A∩B) 6= ∅.
Como A e´ denso, W ∩A 6= ∅. Ora, como B e´ denso e W ∩A e´ aberto na˜o vazio, segue que (W ∩A)∩B 6= ∅.
Logo, A ∩B e´ denso em X.
A.2 Bump functions
Lema A.2.1. Dados a < b existe uma func¸a˜o fa,b : R −→ R de classe C∞ tal que fa,b(t) = 0 para todo
t ≤ a e t ≥ b.
Demonstrac¸a˜o. Considere-se
fa,b(t) =
 e
−1
(a−t)(b−t) , t ∈ (a, b)
0, otherwise
E´ sabido que esta func¸a˜o e´ de classe C∞ em t = a e em t = b. Portanto, e´ claramente de classe C∞.
Lema A.2.2. Dados a < b e c ∈ R, existe uma func¸a˜o F ca,b : R −→ R de classe C∞ tal que F ca,b(t) = 0
para todo t /∈ (a, b) e ∫∞−∞ F ca,b(s) ds = c.
Demonstrac¸a˜o. Seja fa,b a func¸a˜o dada pelo Lema A.2.1. Defina-se
F ca,b(t) =
c · fa,b(t)∫ b
a
fa,b(s) ds
Enta˜o, F ca,b e´ de classe C
∞ e, uma vez que
∫∞
−∞ F
c
a,b(s) ds =
∫ b
a
F ca,b(s) ds, temos o resultado pretendido.
A.3 Lema do Sombreamento
Definic¸a˜o A.3.1. Seja α uma constante positiva. Uma sequeˆncia x = {xi} emM diz-se uma α-pseudo o´rbita
para um difeomorfismo f : M −→M se d(f(xi), xi+1) < α, ∀i.
Figura A.1: Uma α-pseudo o´rbita.
Intuitivamente, α-pseudo o´rbitas sa˜o sequeˆncias de pontos que poder´ıamos pensar como o´rbitas se as
posic¸o˜es dos pontos fossem apenas conhecidas com uma precisa˜o finita de α. E´ claro que toda a o´rbita
{x, f(x), · · · , fn(x)} e´ uma α-pseudo o´rbita para qualquer α > 0.
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Definic¸a˜o A.3.2. Seja x = {xi} uma α-pseudo o´rbita para f : M −→ M . Um ponto x′ β-sombreia x
se d
(
f i(x′), xi
) ≤ β, ∀i.
Figura A.2: Um β-sombreamento de uma pseudo o´rbita.
As pro´ximas proposic¸o˜es sera˜o de enorme importaˆncia na secc¸a˜o seguinte. As demonstrac¸o˜es aqui
apresentadas seguem de perto [7] e [6].
Proposic¸a˜o A.3.3 (Lema do Sombreamento). Seja Λ um conjunto hiperbo´lico para f . Suponhamos
que Λ tem estrutura de produto local. Enta˜o, dado β > 0, existe α > 0 tal que toda a α-pseudo o´rbita
x em Λ e´ β-sombreada por um ponto y de Λ.
Demonstrac¸a˜o. Suponhamos que M esta´ munido com uma me´trica adaptada. Escolhamos ε > 0 como
no Teorema da Variedade Esta´vel para Λ e seja λ ∈ ]0, 1[ a constante de hiperbolicidade de Λ. Seja
0 < ε1 < (1− λ) min{ε, β}. Sejam η = ε1/(1− λ) e 0 < δ < β − η tal que [·, ·]ε1,δ : Uδ(∆Λ) −→ Λ define
uma estrutura de produto local.
Como [·, ·] e W sloc(·) sa˜o cont´ınuas, faz sentido definir α tal que
z, w ∈ Λ com d(z, w) < α =⇒ [z,W sλδ(w) ∩ Λ] ⊆W sδ (z).
Primeiro, suponhamos que x e´ uma pseudo o´rbita da forma x = {x0, · · · , xn}. Seja y0 = x0. Defina-se
yk recursivamente por yk =
[
xk, f(yk−1)
]
para 1 ≤ k ≤ n. Note-se que para isto ser poss´ıvel, precisamos
ver yk pertenc¸a a W
s
δ (xk) ∩Λ, o que vemos por induc¸a˜o. Suponhamos enta˜o que yk−1 ∈W sδ (xk−1) ∩Λ.
Assim, f(yk−1) ∈W sδλ(f
(
xk−1)
)
e, portanto, f(yk−1) ∈W sδ (xk). Logo, a nossa definic¸a˜o vale.
Note-se que yk ∈Wuε1
(
f(yk−1)
)
pela definic¸a˜o de produto local. Assim,
f−j(yk) ∈Wuθj (yk−j), onde θj =
j∑
i=1
λjε1 ≤ γ = ε1/(1− λ)
Vejamos que x e´ β-sombreado por y = f−n(yn). Como f−(n−k)(yn) = fk(y) ∈Wuη (yk), temos
d
(
fk(y), xk
) ≤ d(fk(y), yk)+ d(yk, xk) ≤ η + δ < β.
O caso de uma pseudo o´rbita finita arbitra´ria segue como acima apo´s reindexar.
Finalmente, se x e´ infinito, podemos encontrar pontos ŷ em Λ que β-sombreiam cada segmento finito x̂
em x. Como Λ e´ compacto, a sucessa˜o dos ŷ’s tem um limite y em Λ que β-sombreia x.
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Podemos refinir este resultado, usando a expansividade de f .
Proposic¸a˜o A.3.4. Seja ε a constante de expansividade de f em Λ. Seja 0 < γ < ε/2. Enta˜o,
i. Uma pseudo o´rbita bi-infinita x e´ γ-sombreado por no ma´ximo um ponto de Λ.
ii. Existem uma constante positiva α e uma vizinhanc¸a U de Λ tais que toda a α-pseudo o´rbita x em
U e´ γ-sombreada por um ponto y em Λ. Ale´m disso, se x e´ bi-infinita, enta˜o y e´ u´nico.
Demonstrac¸a˜o.
i. Suponhamos que y1 e y2 com y1 6= y2 γ-sombreiam x, enta˜o
d
(
fn(y1), f
n(y2)
) ≤ 2γ < ε ∀n ∈ Z =⇒ sup
n
d
(
fn(y1), f
n(y2)
)
< ε,
o que e´ um absurdo, por definic¸a˜o de ε.
ii. Seja α1 correspondente a β = γ/2, na proposic¸a˜o anterior. Escolhamos uma vizinhanc¸a U de Λ e
uma constante α tal que toda a pseudo o´rbita x em U e´ aproximada por γ/2 por uma α1-pseudo
o´rbita x′ em Λ, ie, d(xi, x′i) < γ/2 ∀i - poss´ıvel pois f e´ uniformemente cont´ınua. A pseudo o´rbita
x′ e´ γ/2-sombreada por um ponto x ∈ Λ, que tambe´m γ-sombreia x. A unicidade segue de i. .
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Apeˆndice B
Neste apeˆndice, provamos a existeˆncia das chamadas Partic¸o˜es de Markov para um difeomorfismo definido
numa variedade com um conjunto hiperbo´lico. Todos os resultados apresentados foram retirados de [7].
Partic¸o˜es de Markov
B.1 Dinaˆmica Simbo´lica
Seja k ∈ N. Seja [k] = {1, · · · , k} munido com a topologia discreta. Seja Σk = [k]Z, munido com a
topologia produto. Assim, um elemento de Σk e´ uma sequeˆncia infinita bilateral de s´ımbolos de [k]:
a = · · · a−1a0a1 · · · .
Consideremos
d : Σk × Σk −→ R+0
(a, b) 7−→
+∞∑
n=−∞
2−2|n|−1 δn(a, b),
onde δn(a, b) =
 0, se an = bn,1, caso contra´rio.
E´ fa´cil ver que d e´ uma me´trica e, ale´m disso, a topologia induzida por esta me´trica coincide com a
topologia produto. Grosso modo, dois elementos de Σk esta˜o tanto mais pro´ximos quantos mais “termos
centrais”coincidirem. Mais precisamente, temos:
Observac¸a˜o B.1.1.
i. (aj)j∈N converge ⇐⇒ ∀i ∈ Z (aji )j∈N converge.
ii. d(a, b) ≥ 12 ⇐⇒ a0 6= b0.
Proposic¸a˜o B.1.2. Σk e´ um conjunto de Cantor, ie, compacto, totalmente desconexo e perfeito.
Demonstrac¸a˜o. Pelo teorema de Tychonoff (ver [24]), um produto de compactos e´ compacto e [k] e´
compacto. Logo, Σk e´ compacto. Como [k] tem a topologia discreta, [k] e´ totalmente desconexo e um
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produto de espac¸os totalmente desconexos e´ totalmente desconexo pela Proposic¸a˜o A.1.1. Finalmente,
queremos ver que Σk na˜o tem pontos isolados: dado ε > 0 e a ∈ Σk basta escolher b com o nu´mero
suficiente de termos centrais iguais aos de a para que d(a, b) < ε. Assim, Σk e´ um Cantor.
Defina-se o deslocamento, desvio ou shift σ : Σk −→ Σk por
(
σ(a)
)
i
= ai+1, ie, movemos a sequeˆncia
· · · a−1a0a1 · · · uma posic¸a˜o para a esquerda. E´ claro que σ e´ bijectiva. Ale´m disso, σ e´ cont´ınua
(basta pensar na imagem de uma sucessa˜o convergente). Como Σk e´ compacto e Hausdorff (porque e´
metriza´vel), σ−1 e´ cont´ınua. Logo, σ e´ um homeomorfismo, pela Proposic¸a˜o A.1.2.
Definic¸a˜o B.1.3. Seja Mk o conjunto de todas as matrizes k × k cujas entradas sa˜o 0 ou 1. Seja
A = (Aij)1≤i,j≤k uma matriz de Mk. Defina-se ΣA = {a ∈ Σk : ∀i Aaiai+1 = 1}.
Note-se que ΣA e´ um subconjunto fechado de Σk pois ΣA = ΣA, pela Observac¸a˜o B.1.1 i. acima. Ale´m
disso, e´ σ-invariante, uma vez que se a ∈ ΣA, enta˜o σ(a) ∈ ΣA pois A(σ(a))i(σ(a))i+1 = Aai+1ai+2 = 1.
Seja σA = σ|ΣA . O par (ΣA, σA) e´ chamado um subdeslocamento de tipo finito.
Exemplo B.1.4. Vamos codificar uma aplicac¸a˜o atrave´s de uma partic¸a˜o.
Seja E um conjunto qualquer e P1, · · · , Pk uma sua partic¸a˜o. Seja f : E −→ E uma aplicac¸a˜o bijetiva.
Defina-se A = (Aij) ∈Mk por
Aij = 1 ⇐⇒ f(Pi) ∩ Pj 6= ∅.
A cada x ∈ E podemos associar a = τ(x) ∈ Σk, seguindo o itinera´rio de x ao longo dos Pi’s da seguinte
forma: ∀i ∈ Z f i(x) ∈ Pai . Vemos facilmente que a ∈ ΣA, uma vez que ∀i ∈ Z ai e ai+1 sa˜o tais que
f i(x) ∈ Pai e f i+1(x) ∈ Pai+1 . Logo, f(Pai) ∩ Pai+1 6= ∅, ie, Aaiai+1 = 1. Com esta definic¸a˜o, o seguinte
diagrama comuta:
E
f //
τ

E
τ

ΣA σ
// ΣA
Os deslocamentos de tipo finito teˆm uma certa estrutura de produto local. Definam-se os conjuntos
locais esta´vel e insta´vel (que na˜o sa˜o necessariamente variedades):
W s1/3(a) =
{
b ∈ ΣA : ∀n ≥ 0 d
(
σn(a), σn(b)
) ≤ 1/3}
Wu1/3(a) =
{
b ∈ ΣA : ∀n ≥ 0 d
(
σ−n(a), σ−n(b)
) ≤ 1/3}
A escolha de 1/3 na˜o e´ aleato´ria e justifica-se pelos ca´lculos do pro´ximo resultado:
Proposic¸a˜o B.1.5. Para todo a ∈ ΣA, temos
W s1/3(a) = {b ∈ ΣA : ∀n ≥ 0 an = bn}
Wu1/3(a) = {b ∈ ΣA : ∀n ≤ 0 an = bn}
Se d(a, b) < 12 , enta˜o W
u
1/3(a) ∩W s1/3(b) e´ um u´nico ponto c para o qual temos
vi
cn =
 an, se n ≥ 0,bn, se n ≤ 0.
O deslocamento σA e´ expansivo com constante de expansividade 1/3. Ale´m disso, iterados positivos de
σ contraiem W s e expandem Wu:
∀b ∈W s1/3(a) d
(
σ(a), σ(b)
)
=
1
4
d(a, b)
∀b ∈Wu1/3(a) d
(
σ−1(a), σ−1(b)
)
=
1
4
d(a, b).
Demonstrac¸a˜o. Seja b ∈ W s1/3(a). Enta˜o, d
(
σn(a), σn(b)
) ≤ 13 , para qualquer n ≥ 0. Suponhamos que
an 6= bn, para algum n ∈ N0. Enta˜o,
(
σn(a)
)
0
6= (σn(b))
0
, ou seja, d
(
σn(a), σn(b)
) ≥ 12 , o que e´ um
absurdo. Logo, an = bn, para qualquer n ≥ 0.
Reciprocamente, seja b ∈ ΣA tal que an = bn ∀n ≥ 0. Enta˜o, para todo n ∈ N0,(
σn(a)
)
0
=
(
σn(b)
)
0
=⇒ d(σn(a), σn(b)) ≤ 1
3
.
A prova para a conjunto insta´vel Wu1/3(a) e´ ana´loga.
Sejam a e b ∈ ΣA tais que d(a, b) < 12 . Seja c ∈ ΣA tal que c ∈W s1/3(a)∩Wu1/3(b) Enta˜o, cn = an ∀n ≥ 0
e cn = bn ∀n ≤ 0. Como d(a, b) < 12 , enta˜o a0 = b0 (= c0) e, portanto, existe um u´nico c ∈ ΣA nestas
condic¸o˜es.
Sejam a, b ∈ ΣA com a 6= b. Seja k ∈ Z tal que ak 6= bk. Assim,(
σk(a)
)
0
6= (σk(b))
0
⇐⇒ d(σk(a), σk(b)) ≥ 1
2
>
1
3
=⇒ sup
n
d(σn(a), σn(b)) >
1
3
.
Assim, σA e´ expansiva com constante de expansividade 1/3.
Seja b ∈W s1/3(a). Temos
d
(
σ(a), σ(b)
)
=
∞∑
m=−∞
1
22|m|+1
δm
(
σ(a), σ(b)
)
=
∞∑
m=−∞
1
22|m|+1
δm+1(a, b)
=
−2∑
m=−∞
1
22|m|+1
δm+1(a, b) =
∞∑
m=2
1
22m+1
δ−m+1(a, b)
e
d(a, b) =
∞∑
m=−∞
1
22|m|+1
δm(a, b) =
−1∑
m=−∞
1
22|m|+1
δm(a, b)
=
∞∑
m=1
1
22m+1
δ−m(a, b) =
∞∑
m=2
1
22(m−1)+1
δ−m+1(a, b)
= 4
∞∑
m=2
1
22m+1
δ−m+1(a, b)
A igualdade pretendida segue directamente destas duas. O caso do conjunto insta´vel e´ ana´logo.
Seja U 1
2
o conjunto definido por
U 1
2
= {(a, b) ∈ ΣA × ΣA : d(a, b) < 1/2}
= {(a, b) ∈ ΣA × ΣA : a0 = b0}
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que e´ uma vizinhanc¸a aberta da diagonal de ΣA. Tendo em vista a proposic¸a˜o anterior, podemos definir
a aplicac¸a˜o pareˆntesis por
[·, ·] : U 1
2
−→ ΣA
(a, b) 7−→ [a, b] = W s1/3(a) ∩Wu1/3(b)
Proposic¸a˜o B.1.6. Seja a ∈ ΣA. A aplicac¸a˜o pareˆntesis e´ um homeomorfismo de Wu1/3(a) ×W s1/3(a)
em U(a) = {b ∈ ΣA : a0 = b0}.
Demonstrac¸a˜o. Note-se que
[·, ·] : Wu1/3(a)×W s1/3(a) −→ U(a)
(· · · a−1a0x1 · · · , · · · y−1a0a1 · · · ) 7−→ · · · y−1a0x1 · · ·
A proposic¸a˜o anterior assegura que [·, ·] esta´ bem definida e que
[
Wu1/3(a),W
s
1/3(a)
]
⊆ U(a). A conti-
nuidade de [·, ·] e´ clara (basta pensar na imagem de uma sucessa˜o convergente).
Se b ∈ U(a), enta˜o (a, b) ∈ U 1
2
e, portanto, podemos definir
U(a) −→ Wu1/3(a)×W s1/3(a)
b 7−→ ([b, a], [a, b])
Como [·, ·] e´ cont´ınua, enta˜o esta aplicac¸a˜o e´ tambe´m cont´ınua. Ale´m disso, sa˜o a inversa uma da
outra.
B.2 Partic¸o˜es de Markov
Seja Λ um conjunto hiperbo´lico para um difeomorfismo f de classe Cr (r ≥ 1) numa variedade M .
Assumimos que Λ tem estrutura de produto local, ie,
∃ε, δ > 0 : ∀x, y ∈ Λ d(x, y) < δ =⇒ [x, y] := W sε (x) ∩Wuε (y) ∈ Λ,
onde δ < ε/2 e ε e´ a constante de expansividade em Λ.
Seja A ⊆ Λ. Denotamos por intΛ(A) = A˚ e por frΛ(A) o interior e a fronteira de A como subconjunto
de Λ, respectivamente. Dado x ∈ Λ, definimos W s(x,A) = W sε (x) ∩ A e W sε (x,A) = W sε (x) ∩ A.
Quando η ≤ ε, definimos
W sη (x) = {y ∈W sε (x) : d(x, y) ≤ η}
W˚ sη (x) = {y ∈W sε (x) : d(x, y) < η}.
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Figura B.1: As variedades W s(x,R) e Wu(x,R) em R.
Se B ⊆W sε (x)∩Λ, denotamos por intW sε (x)∩Λ(B) e por frW sε (x)∩Λ(B) o interior e a fronteira de B como
subconjunto de W sε (x) ∩ Λ, respectivamente.
Temos definic¸o˜es e notac¸o˜es ana´logas para as variedades insta´veis.
Para ε e δ como acima, pelo teorema da variedade esta´vel, e´ imediato que a restric¸a˜o de f a W˚ sδ (x) e´
uma aplicac¸a˜o aberta de W˚ sδ (x) em W
s
ε
(
f(x)
)
, para todo x ∈ Λ: e´ claro que f(W˚ sδ (x)) ⊆W sε (f(x)) e e´
aberta pois f e´ um difeomorfismo. Podemos dizer o mesmo relativamente a f−1 e a Wu.
Proposic¸a˜o B.2.1. Existe uma constante positiva ρ, com ρ < δ/2, tal que para todo x ∈ Λ a aplicac¸a˜o
pareˆntesis [·, ·] e´ um homeomorfismo de (W˚uρ (x)∩Λ)× (W˚ sρ (x)∩Λ) numa vizinhanc¸a aberta de x em Λ.
Figura B.2: Estrutura de produto local em Λ.
Demonstrac¸a˜o. Seja Vδ(x) = {y ∈ Λ : d(x, y) < δ} = B(x, δ) ∩ Λ. Definam-se as projec¸o˜es Πs e Πu da
seguinte forma:
Πs : Vδ(x) −→ W s(x,Λ)
y 7−→ [x, y]
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eΠu : Vδ(x) −→ Wu(x,Λ)
y 7−→ [y, x]
que sa˜o aplicac¸o˜es cont´ınuas, uma vez que Wuε (y) e W
s
ε (y) variam continuamente com y.
Por ser cont´ınua, [·, ·] e´ uniformemente cont´ınua em qualquer vizinhanc¸a compacta da diagonal de Λ.
Logo, existe ρ > 0, que pode ser escolhido satisfazendo ρ < δ/2, tal que ∀a, b, c ∈ Λ com
d∞
(
(a, a), (b, c)
)
:= max{d(a, b), d(a, c)} < ρ
temos
d
(
[a, a], [b, c]
)
< δ.
Assim, se y e z sa˜o tais que d(x, y), d(x, z) < ρ, enta˜o d∞
(
(x, x), (y, z)
)
< ρ, donde
d
(
[x, x], [y, z]
)
= d
(
x, [y, z]
)
< δ.
Assim, se (y, z) ∈ (W˚uρ (x)∩Λ)× (W˚ sρ (x)∩Λ), temos d(y, z) ≤ d(y, x) + d(x, z) < ρ+ ρ < δ, donde [y, z]
esta´ bem definido e, ale´m disso, pertence a Λ pois y, z ∈ Λ. Logo, Πs e Πu esta˜o definidas para [y, z].
Mais,
(
Πu,Πs
)
e´ continua e e´ a inversa de [·, ·]:
(
Πu,Πs
)(
[y, z]
)
=
(
Πu
(
[y, z]
)
,Πs
(
[y, z]
))
=
([
[y, z], x
]
,
[
x, [y, z]
])
=
(
W sε
(
[y, z]
) ∩Wuε (x),W sε (x) ∩Wuε ([y, z])) = (y, z)
e [·, ·] ◦ (Πu,Πs)(y) = [[y, x], [x, y]] = y.
Portanto, [·, ·] e´ um homeomorfismo no conjunto aberto Π−1s
(
W˚ sρ (x) ∩ Λ
) ∩Π−1u (W˚uρ (x) ∩ Λ).
Definic¸a˜o B.2.2. Um subconjunto R de Λ e´ chamado um retaˆngulo se tem um diaˆmetro menor que δ
e e´ fechado para [·, ·], ie,
x, y ∈ R =⇒ [x, y] ∈ R
Um retaˆngulo e´ pro´prio se e´ o fecho do seu interior: intΛ(R) = R, em Λ.
Da Proposic¸a˜o B.2.1 segue directamente a seguinte:
Observac¸a˜o B.2.3. Se R e´ um retaˆngulo com diaˆmetro menor que ρ e x ∈ R, enta˜o,
R˚ = [intWuε (x)∩Λ(W
u(x,R)), intW sε (x)∩Λ(W
s(x,R))]
∂R = [frWuε (x)∩Λ
(
Wu(x,R)
)
,W s(x,R)] ∪ [Wu(x,R), frW sε (x)∩Λ
(
W s(x,R)
)
]
Corola´rio B.2.4. Seja R um retaˆngulo com diaˆmetro menor que ρ. Enta˜o
x
i. R˚ =
⋃
x∈R
intWuε (x)∩Λ
(
Wu(x,R)
) ∩ intW sε (x)∩Λ(W s(x,R))
ii. intW sε (x)∩Λ
(
W s(x,R)
)
= W s
(
x, R˚
)
e intWuε (x)∩Λ
(
Wu(x,R)
)
= Wu(x, R˚) ∀x ∈ R˚
iii. Se R e´ fechado, enta˜o ∂R = ∂sR ∪ ∂uR, onde
∂sR = {x ∈ R : x /∈ intWuε (x)∩Λ
(
Wu(x,R)
)} = {x ∈ R : W s(x,R) ∩ R˚ = ∅}
∂uR = {x ∈ R : x /∈ intW sε (x)∩Λ
(
W s(x,R)
)} = {x ∈ R : Wu(x,R) ∩ R˚ = ∅}
Demonstrac¸a˜o. As concluso˜es i. e ii. sa˜o claras. Para provar iii., note-se que para todo z ∈ R temos,
[z, y] =y sempre que y ∈W s(z,R),
[y, z] =y sempre que y ∈Wu(z,R).
Logo,
[{z} ∩ intWuε (z)∩Λ(Wu(z,R)), intW sε (z)∩Λ(W s(z,R))] = R˚ ∩ intW sε (z)∩Λ(W s(z,R)) = R˚ ∩W s(z,R)[
intWuε (z)∩Λ
(
Wu(z,R)
)
, {z} ∩ intW sε (z)∩Λ
(
W s(z,R)
)]
= intWuε (z)∩Λ
(
Wu(z,R)
) ∩ R˚ = Wu(z,R) ∩ R˚,
donde segue iii.
Figura B.3: Estrutura de produto local num retaˆngulo R e a sua fronteira.
Tendo por base estes dois u´ltimos resultados, daqui em diantes chamaremos a um retaˆngulo com diaˆmetro
menor que ρ um retaˆngulo pequeno.
Proposic¸a˜o B.2.5. Sejam R um retaˆngulo pequeno e fechado e δ′ uma constante positiva menor que δ.
Enta˜o, {x ∈ Λ : W sδ′(x)∩∂sR = ∅} e´ um subconjunto aberto e denso em Λ. Ale´m disso, se W sδ′(x)∩∂sR
e´ vazio, enta˜o (W˚ sδ′(x) ∩ Λ)− ∂R e´ aberto e denso em W˚ sδ′(x) ∩ Λ.
Valem resultados ana´logos para as variedades insta´veis.
Demonstrac¸a˜o. O conjunto W s(x,R) varia continuamente com x em R, pelo Teorema da Variedade
Esta´vel. Logo, ∂sR = {x ∈ R : W s(x,R) ∩ R˚ = ∅} e´ fechado. Como W sδ′(x) tambe´m depende
continuamente de x em Λ, o conjunto {x ∈ Λ : W sδ′(x) ∩ ∂sR = ∅} e´ um aberto de Λ.
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Vejamos a densidade. Seja x ∈ R tal que W sδ′(x)∩∂sR 6= ∅. Seja y ∈ ∂sR∩W sδ′(x). Pelo Corola´rio B.2.4,
y esta´ na fronteira de Wu(y,R) em Wuε (y) ∩Λ. Temos [y, x] = x e d(x, y) < δ′; assim, por continuidade
do pareˆntesis, podemos encontrar um ponto z ∈Wuε (y) ∩ (Λ−R) suficientemente pro´ximo de y tal que
d(x, z) < δ e d
(
[z, x], y
)
< δ.
Enta˜o, temos
t ∈W sδ′
(
[z, x]
) ∩R =⇒ z = [[z, x], y] = [t, y] ∈ R.
que e´ um absurdo, donde W sδ′
(
[z, x]
) ∩R = ∅. Como [z, x] esta´ arbitrariamente pro´ximo de x quando z
esta´ arbitrariamemte pro´ximo de y, demonstra´mos a densidade de {x ∈ Λ : W sδ′(x) ∩ ∂sR = ∅}.
Vejamos agora a segunda parte. Seja x ∈ Λ tal que W sδ′(x)∩∂sR = ∅. Se W˚ sδ′(x)∩∂uR e´ tambe´m vazio,
enta˜o W˚ sδ′(x)∩Λ−∂R e´ claramente denso em W˚ sδ′(x)∩Λ. Caso contra´rio, seja y ∈ W˚ sδ′(x)∩Λ∩∂uR. Pelo
corola´rio anterior, y ∈ fr(W s(y,R)), mas W˚ sδ′(x) e´ aberto em W sε (x), logo ha´ pontos z arbitrariamente
pro´ximos de y tais que
z ∈ W˚ sδ′(x) ∩W sε (y) ∩ Λ−W s(y,R).
Ora, estes pontos na˜o podem pertencer a R. Como ∂R e´ fechado, W˚ sδ′(x)∩Λ− ∂R e´ aberto e denso em
W˚ sδ′(x) ∩ Λ.
Definic¸a˜o B.2.6. Uma Partic¸a˜o de Markov de Λ para f e´ uma colec¸a˜o R = {R1, · · · , Rk} de retaˆngulos
pequenos pro´prios tais que:
i. Λ = R1 ∪ · · · ∪Rk
ii. intΛ(Ri) ∩ intΛ(Rj) = ∅ se i 6= j
iii. x ∈ R˚i f(x) ∈ R˚j =⇒ f
(
W s(x, R˚i)
) ⊆W s(f(x), R˚j)
x ∈ R˚i f−1(x) ∈ R˚j =⇒ f−1
(
Wu(x, R˚i)
) ⊆Wu(f−1(x), R˚j)
Figura B.4: A figura da esquerda ilustra a condic¸a˜o iii. para uma partic¸a˜o ser de Markov. A figura a`
direita mostra dois retaˆngulos nos quais esta condic¸a˜o falha.
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Exemplo B.2.7. Seja A ∈Mk e seja (ΣA, σA) o deslocamento de tipo finito associado. Seja Ci o cilindro
definido por Ci = {a ∈ ΣA : a0 = i} para i ∈ [k]. E´ fa´cil ver que Ci e´ aberto, fechado e e´ um retaˆngulo
de diaˆmetro menor que 1/2. Assim, int(Ci) ∩ int(Cj) = Ci ∩ Cj = ∅ e Ci e´ pro´prio. A condic¸a˜o iii. da
definic¸a˜o anterior e´ tambe´m clara tendo em conta a proposic¸a˜o B.1.5. Assim, C = {C1, · · · , Ck} e´ uma
partic¸a˜o de Markov de ΣA para σA.
Como mais a` frente perceberemos, este exemplo e´ um modelo universal para todas as partic¸o˜es de
Markov.
Estamos, agora, em condic¸o˜es de enunciar o principal resultado deste apeˆndice e cuja demonstrac¸a˜o se
desenrola nas pa´ginas seguintes.
Teorema 4. Seja f um difeomorfismo de classe Cr, r ≥ 1, de uma variedade M . Seja Λ um conjunto
hiperbo´lico para f com estrutura de produto local. Enta˜o, Λ admite uma partic¸a˜o de Markov para f .
Seja β uma constante posivita tal que β < ρ/2 < δ/4 < ε/8. Usando a Proposic¸a˜o A.3.4, podemos
encontrar uma constante α tal que 0 < α < β e toda a α-pseudo o´rbita em Λ e´ β-sombreada por um
u´nico ponto em Λ. Ale´m disso, como Λ e´ compacto, f |Λ e´ uniformemente cont´ınua e, portanto, podemos
encontrar uma constante γ com 0 < γ < α/2 tal que
x, y ∈ Λ com d(x, y) < γ =⇒ d(f(x), f(y)) < α/2
e podemos cobrir Λ com um nu´mero finito de bolas com raio menor que γ e centros p1, · · · , pk, digamos.
Definamos uma matriz A ∈Mk por
Aij = 1 se f(pi) ∈ Bα(pj), Aij = 0 caso contra´rio.
Para todo a ∈ ΣA, a sucessa˜o {pai}i∈Z e´ uma α-pseudo o´rbita, uma vez que
a ∈ ΣA ⇐⇒ Aaiai+1 = 1 ⇐⇒ f(pai) ∈ Bα(pai+1).
Logo, {pai}i∈Z e´ β-sombreada por um u´nico ponto x = θ(a). Temos assim uma aplicac¸a˜o θ : ΣA −→ Λ.
Proposic¸a˜o B.2.8. A aplicac¸a˜o θ : ΣA −→ Λ e´ uma semi-conjugac¸a˜o entre σA e f , ie, θ e´ cont´ınua,
sobrejetiva e torna o seguinte diagrama comutativo:
ΣA
σA //
θ

ΣA
θ

Λ
f
// Λ
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Demonstrac¸a˜o. Seja a ∈ ΣA. Se x β-sombreia {pai}i∈Z, queremos ver que f(x) β-sombreia {p(σ(a))i}i∈Z:
x β-sombreia {pai}i∈Z =⇒ d
(
f i(x), pai
) ≤ β ∀i
⇐⇒ d
(
f i−1
(
f(x)
)
, pai
)
≤ β ∀i
⇐⇒ d
(
f i−1
(
f(x)
)
, p(σ(a))i−1
)
≤ β ∀i
=⇒ f(x) β-sombreia {p(σ(a))i}i∈Z
Pela unicidade da Proposic¸a˜o A.3.4, o diagrama comuta.
Se θ na˜o fosse cont´ınua, a compacidade de Λ permitir-nos-ia encontrar duas sucesso˜es {tn} e {sn} com
o mesmo limite l em ΣA cujas imagens por θ teriam limites t e s distintos em Λ. Mas
∀i ∈ Z ∀n ∈ N d
(
f i
(
θ(sn)
)
, psni
)
≤ β.
Assim, passando ao limite vem
d
(
f i(s), pli
) ≤ β e d(f i(t), pli) ≤ β ∀i ∈ Z,
donde
∀i ∈ Z d(f i(s), f i(t)) ≤ 2β < δ/2 < ε =⇒ s = t,
pois ε e´ a constante de expansividade de f . Ora, por hipo´tese, s 6= t, logo θ e´ cont´ınua.
Finalmente, vejamos que θ e´ sobrejetiva. Seja x ∈ Λ. Seja a ∈ Σk tal que ∀i ∈ Z f i(x) ∈ Bγ(pai). Por
definic¸a˜o de γ temos
d
(
f(pai), pai+1
) ≤ d(f(pai), f(f i(x)))+ d(f i+1(x), pai+1) ≤ α/2 + γ < α.
Ou seja, a ∈ ΣA. Ale´m disso, θ(a) = x.
Proposic¸a˜o B.2.9. A aplicac¸a˜o θ preserva a estrutura do produto local. Mais precisamente, temos
∀a ∈ ΣA θ
(
W s1/3(a)
) ⊆W sε (θ(a))
θ
(
Wu1/3(a)
) ⊆Wuε (θ(a)).
Ale´m disso,
d(a, b) < 1/2 =⇒ d(θ(a), θ(b)) < ρ < δ e θ([a, b]) = [θ(a), θ(b)].
Demonstrac¸a˜o. Temos d(a, b) < 1/2 ⇐⇒ a0 = b0. Assim,
d
(
θ(a), θ(b)
) ≤ d(θ(a), pa0)+ d(pa0 , θ(b)) ≤ 2β < ρ,
donde
[
θ(a), θ(b)
]
esta´ definido.
Sejam a ∈ ΣA e c ∈ W s1/3(a). Pela Proposic¸ao B.1.5, temos ci = ai para todo i ≥ 0; logo pai = pci .
Assim,
∀i ≥ 0 d (f i (θ(a)) , f i (θ(c))) ≤ d (f i (θ(a)) , pai)+ d (pci , f i (θ(c))) ≤ 2β < ε,
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donde θ(c) ∈W sε
(
θ(a)
)
. Analogamente se mostra que θ
(
Wu1/3(a)
) ⊆Wuε (θ(a)).
Usando este facto e a definic¸a˜o do pareˆntesis, obtemos
θ
(
[a, b]
)
= θ
(
W s1/3(a) ∩Wu1/3(b)
) ⊆W sε (θ(a)) ∩Wuε (θ(b)) = {[θ(a), θ(b)]}.
Seja Ti = θ(Ci), onde Ci = {a ∈ ΣA : a0 = i}, como no Exemplo B.1.4. Vemos que os Ti’s sa˜o uma
cobertura de Λ, pois os Ci’s sa˜o uma cobertura de ΣA e θ e´ sobrejectivo.
Lema B.2.10. Sejam i ∈ [k] e a ∈ Ci. Enta˜o, Ti e´ um retaˆngulo fechado com diaˆmetro menor que ρ e
temos
θ
(
W s(a,Ci)
)
= W s
(
θ(a), Ti
)
θ
(
Wu(a,Ci)
)
= Wu
(
θ(a), Ti
)
Demonstrac¸a˜o. Como Ci e´ um retaˆngulo com diaˆmetro menor que 1/2, a Proposic¸a˜o B.2.9 implica que
Ti e´ um retaˆngulo com diaˆmetro menor que ρ. Temos tambe´m que Ti e´ fechado pois Ci e´ compacto e θ
e´ cont´ınua.
Ale´m disso, da definic¸a˜o de Ci, segue que W
s
(
a,Ci
)
= W s1/3(a). Assim,
θ
(
W s(a,Ci)
) ⊆W sε (θ(a)) ∩ Ti = W s(θ(a), Ti).
Reciprocamente, se x ∈W s(θ(a), Ti), seja s um elemento da imagem rec´ıproca de x por θ em Ci. Temos
θ
(
[a, s]
)
=
[
θ(a), θ(s)
]
=
[
θ(a), x
]
= x
e, ale´m disso, [a, s] ∈W s(a,Ci), pois Ci e´ um retaˆngulo. Enta˜o, W s
(
θ(a), Ti
) ⊆ θ(W s(a), Ci).
Analogamente, Wu
(
θ(a), Ti
)
= θ
(
Wu(a), Ci
)
.
Proposic¸a˜o B.2.11. Se s ∈ Ci e σ(s) ∈ Cj , sendo x = θ(s), temos
f
[
W s(x, Ti)
] ⊆W s(f(x), Tj)
f−1
[
Wu
(
f(x), Tj
)] ⊆Wu(x, Ti).
Demonstrac¸a˜o. Usando o Lema B.2.10 e o facto de que θ e´ uma semiconjugac¸a˜o de σ e f (pela Proposic¸a˜o
B.2.8), vem
f
[
W s(x, Ti)
]
= f
[
W s
(
θ(s), Ti
)]
= fθ
(
W s(s, Ci)
)
= θσ
(
W s(s, Ci)
)
⊆ θ(W s(σ(s), Cj)) = W s(θ(σ(s)), Tj) = W s(f(x), Tj)
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Corola´rio B.2.12. Seja x ∈ Ti. Enta˜o,
i. ∃j ∈ [k]:
f(x) ∈ Tj , f
[
W s(x, Ti)
] ⊆W s(f(x), Tj) e f−1[Wu(f(x), Tj)] ⊆Wu(x, Ti);
ii. ∃m ∈ [k]:
f−1(x) ∈ Tm, f
[
W s
(
f−1(x), Tm
)] ⊆W s(x, Ti) e f−1[Wu(x, Ti)] ⊆Wu(f−1(x), Tm).
Demonstrac¸a˜o. Seja s ∈ Ci tal que θ(s) = x. Tomamos j e m tais que σ(s) ∈ Cj e σ−1(s) ∈ Cm. Enta˜o,
f(x) = fθ(s) = θσ(s) ∈ Tj e f−1(x) = f−1θ(s) = θσ−1(s) ∈ Tm.
As restantes relac¸o˜es seguem directamente da Proposic¸a˜o B.2.11.
Como na˜o temos a garantia de que os interiores dos Ti’s na˜o se intersectam, a partic¸a˜o de Markov que
procuramos obte´m-se subdividindo-os. Quando Ti e Tj se intersectam, definimos:
τ1ij = {x ∈ Ti : W s(x, Ti) ∩ Tj 6= ∅, Wu(x, Ti) ∩ Tj 6= ∅}
τ2ij = {x ∈ Ti : W s(x, Ti) ∩ Tj 6= ∅, Wu(x, Ti) ∩ Tj = ∅}
τ3ij = {x ∈ Ti : W s(x, Ti) ∩ Tj = ∅, Wu(x, Ti) ∩ Tj 6= ∅}
τ4ij = {x ∈ Ti : W s(x, Ti) ∩ Tj = ∅, Wu(x, Ti) ∩ Tj = ∅}
Figura B.5: Subdivisa˜o dos Ti’s.
Lema B.2.13. O conjunto {τmij }4m=1 e´ uma partic¸a˜o de Ti. Ale´m disso, τ1ij = Ti ∩Tj e os conjuntos τ1ij ,
τ1ij ∪ τ2ij e τ1ij ∪ τ3ij sa˜o fechados.
Demonstrac¸a˜o. A primeira afirmac¸a˜o e´ o´bvia.
E´ claro que Ti ∩ Tj ⊆ τ1ij . Seja x ∈ τ1ij . Sejam y ∈ W s(x, Ti) ∩ Tj e z ∈ Wu(x, Ti) ∩ Tj . Enta˜o,
x ∈W sε (y) ∩Wuε (z), donde x = [y, z]. Como Tj e´ retaˆngulo, [y, z] ∈ Tj =⇒ x ∈ Ti ∩ Tj .
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Como Ti e Tj sa˜o fechados, a sua intersec¸a˜o tambe´m e´, ie, τ
1
ij e´ fechado. Ale´m disso,
τ1ij ∪ τ2ij = {x ∈ Ti : W s(x, Ti) ∩ Tj 6= ∅} = {x ∈ Ti : W sε (x) ∩ Ti ∩ Tj 6= ∅}
τ1ij ∪ τ3ij = {x ∈ Ti : Wu(x, Ti) ∩ Tj 6= ∅} = {x ∈ Ti : Wuε (x) ∩ Ti ∩ Tj 6= ∅}
Como W sε (x) e W
u
ε (x) dependem continuamente de x e Ti ∩ Tj e´ fechado, segue que τ1ij ∪ τ2ij e τ1ij ∪ τ3ij
sa˜o tambe´m fechados.
Na procura da partic¸a˜o de Markov desejada, defina-se Tmij = τ
m
ij , para m = 1, 2, 3, 4.
Lema B.2.14. O retaˆngulo Ti decompo˜e-se como
4⋃
m=1
Tmij com as seguintes propriedades:
i. T 1ij = Ti ∩ Tj
ii. T˚ lij ∩ Tmij = ∅ se l < m ou (l,m) = (3, 2); em particular, os Tmij ’s teˆm interiores disjuntos.
iii. T lij ⊆ τ lij
⋃ ( 4⋃
m=1
∂Tmij
)
, para todo l ∈ [4].
iv. Os Tmij ’s e seus interiores sa˜o retaˆngulos pequenos.
Demonstrac¸a˜o.
i. T 1ij = τ
1
ij = Ti ∩ Tj = Ti ∩ Tj , pois Ti e Tj sa˜o fechados.
ii. Suponhamos l = 1 e m > 1. Enta˜o, T˚ 1ij = τ˚
1
ij ⊆ τ1ij . Como T˚ 1ij ∩ τmij ⊆ τ1ij ∩ τmij = ∅, segue que
T˚ 1ij ∩ τmij = ∅, donde
T˚ 1ij ∩ Tmij = T˚ 1ij ∩ τmij = ∅.
Suponhamos agora l = 2 e m > 2. Enta˜o, T˚ 2ij ⊆ T 2ij ⊆ τ1ij ∪ τ2ij , uma vez que τ1ij ∪ τ2ij e´ fechado.
Assim, T˚ 2ij ∩ τmij = ∅, donde
T˚ 2ij ∩ Tmij = T˚ 2ij ∩ τmij = ∅.
O caso l = 3 e´ ana´logo.
iii. De ii. segue que se l 6= m, T˚ lij ∩ T˚mij ⊆ T˚ lij ∩ Tmij = ∅. Assim,
T˚ lij −
(
4⋃
m=1
∂Tmij
)
⊆ Ti −
⋃
m6=l
Tmij ⊆ τ lij ,
pois
x ∈ T˚ lij =⇒ x ∈ Ti
x ∈
⋃
m6=l
Tmij e x ∈ T˚ lij =⇒ x ∈
4⋃
m=1
∂Tmij
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Portanto,
T˚ lij ⊆ τ lij
⋃ ( 4⋃
m=1
∂Tmij
)
T lij = T˚
l
ij
⋃
∂T lij = ⊆ τ lij
⋃ ( 4⋃
m=1
∂Tmij
)
,
pois T lij e´ fechado.
iv. Vejamos que os τmij ’s sa˜o retaˆngulos. Sejam x e y ∈ Ti. Enta˜o,
W s
(
[x, y], Ti
)
= W s(x, Ti) e W
u
(
[x, y], Ti
)
= Wu(y, Ti).
Assim, se x, y ∈ τmij , [x, y] ∈ τmij . Como diam (τmij ) < diam (Ti) < ρ, τmij e´ um retaˆngulo pequeno.
Como ja´ vimos na Proposic¸a˜o B.2.3 e da continuidade do pareˆntesis, segue que o fecho do interior
de um retaˆngulo de diaˆmetro menor que ρ e´ tambe´m um retaˆngulo de diaˆmetro menor que ρ. Logo,
Tmij e T˚
m
ij sa˜o retaˆngulos pequenos.
Seja Z = Λ −
k⋃
i,j=1
(
4⋃
m=1
∂Tmij
)
. Este conjunto e´ um aberto e denso de Λ. O item iii. do Lema B.2.14
mostra que
∀i, j ∈ [k] ∀m ∈ [4] Z ∩ Tmij = Z ∩ T˚mij = Z ∩ τmij . (B.1)
Vamos usar este facto va´rias vezes, sem o referir explicitamente.
Seja x ∈ Z. Definam-se
K(x) = {Ti : x ∈ Ti}
K∗(x) = {Tj : ∃Ti ∈ K(x) : Ti ∩ Tj 6= ∅}
R(x) =
⋂
Ti∈K(x)
Tj∈K∗(x)
x∈Tmij
T˚mij
Note-se que K(x) e´ sempre na˜o vazio, pois os Ti’s sa˜o uma cobertura de Λ e, consequentemente, K
∗(x)
e´ tambe´m na˜o vazio. Tem-se tambe´m que R(x) e´ um retaˆngulo pequeno, uma vez que e´ a intersec¸a˜o
de retaˆngulos pequenos. Ale´m disso, R(x) e´ aberto e x ∈ R(x), pois se x ∈ Tmij e x ∈ Z, enta˜o
x /∈ ∂Tmij ∀i, j,m, donde x ∈ T˚mij .
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Figura B.6: O retaˆngulo R(x).
Lema B.2.15. Sejam x, y ∈ Z. Enta˜o, R(x) = R(y) ou R(x) e R(y) sa˜o disjuntos.
Demonstrac¸a˜o. Seja z ∈ Z ∩R(x). Vamos mostrar que R(z) = R(x) e, para tal, vamos primeiro mostrar
que K(z) = K(x).
Seja Ti ∈ K(x). Enta˜o, Ti ∈ K∗(x). Ale´m disso, Ti =
4⋃
m=1
Tmij ∀j com Ti ∩ Tj 6= ∅. Logo, existe m ∈ [4]
tal que x ∈ Tmii , donde R(x) ⊆ T˚mii ⊆ Tmii ⊆ Ti. Assim, z ∈ Ti ⇐⇒ Ti ∈ K(z). Logo, K(x) ⊆ K(z).
Reciprocamente, seja Tj ∈ K(z) e x ∈ Ti. Enta˜o, Tj ∈ K∗(x), pois
x ∈ Ti =⇒ z ∈ Ti =⇒ Ti ∩ Tj 6= ∅ =⇒ Tj ∈ K∗(x).
Ale´m disso, x ∈ T˚mij , para algum m, donde z ∈ R(x) ⊆ T˚mij . Como z ∈ Ti ∩ Tj = T 1ij e os interiores dos
Tmij ’s sa˜o disjuntos, temos que ter m = 1. Portanto, R(x) ⊆ T˚ 1ij , donde x ∈ T 1ij ⊆ Tj . Assim, Tj ∈ K(x).
Logo, K(z) = K(x) e, consequentemente, K∗(z) = K∗(x).
Sejam Ti ∈ K(x) = K(z) e Tj ∈ K∗(x) = K∗(z). Seja m tal que x ∈ Tmij . Como z ∈ R(x), enta˜o
z ∈ T˚mij ⊆ Tmij . Logo, R(z) ⊆ R(x). Suponhamos que R(z) 6= R(x). Enta˜o, existem i, j e m tais que
z ∈ Tmij e x /∈ Tmij , com Ti ∈ K(x) = K(z). Como z ∈ Z, z ∈ T˚mij . Ale´m disso, como Ti ∈ K(x), existe
n 6= m tal que x ∈ Tnij , donde z ∈ T˚nij , pois z ∈ R(x). Logo, z ∈ T˚mij ∩ T˚nij = ∅, o que e´ um absurdo.
Portanto, R(x) = R(z), sempre que z ∈ R(x) ∩ Z.
Assim, se R(x) ∩ R(y) 6= ∅, esta intersec¸a˜o e´ aberta e existe um ponto z ∈ Z ∩ R(x) ∩ R(y). Portanto,
R(x) = R(z) = R(y).
Lema B.2.16. Sejam x, y ∈ Z ∩ f−1(Z) com R(x) = R(y) e y ∈W sε (x). Enta˜o, R
(
f(x)
)
= R
(
f(y)
)
.
Demonstrac¸a˜o. Vejamos primeiro que K
(
f(x)
)
= K
(
f(y)
)
. Se f(x) ∈ Ti, existe s ∈ Ci tal que f(x) =
θ(s). Seja j = s−1. Temos
x = f−1θ(s) = θσ−1(s)
θ
(
W s
(
σ−1(s), Cj
))
= W s(x, Tj) (pelo Lema B.2.10)
Ale´m disso, y ∈ R(y) = R(x) e y ∈ Z; pelo mesmo argumento do in´ıcio da prova do Lema B.2.15 segue
que K(x) = K(y). Assim,
x ∈ Tj ⇐⇒ Tj ∈ K(x) ⇐⇒ Tj ∈ K(y) ⇐⇒ y ∈ Tj .
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Uma vez que y ∈ W sε (x), temos y ∈ W s(x, Tj). Logo, o ponto y tem uma pre´-imagem t por θ com
t ∈W s(σ−1(s), Cj). Assim,
t1 = (σ
−1(s))1 = s0 = i,
donde
f(y) = fθ(t) = θσ(t) ∈ Ti,
pois σ(t) ∈ Ci. Logo, K
(
f(x)
) ⊆ K(f(y)). Como os pape´is de x e y sa˜o sime´tricos, K(f(x)) = K(f(y))
e, portanto, K∗
(
f(x)
)
= K∗
(
f(y)
)
.
Fixemos Ti ∈ K
(
f(x)
)
e Tj ∈ K∗
(
f(x)
)
. Como W s
(
f(x), Ti
)
= W s
(
f(y), Ti
)
, vem
W s
(
f(x), Ti
) ∩ Tj 6= ∅ =⇒ W s(f(y), Ti) ∩ Tj 6= ∅.
Vejamos um resultado ana´logo para as variedades insta´veis. Pelo Corola´rio B.2.12 ii., podemos encontrar
um retaˆngulo Tm em K(x) tal que
f−1
[
(Wu
(
f(x), Ti
)] ⊆Wu(x, Tm). (B.2)
Suponhamos que Wu
(
f(x), Ti
) ∩ Tj 6= ∅. Seja z um ponto desta intersec¸a˜o. O mesmo corola´rio permite
encontrar um retaˆngulo Tp em K
(
f−1(z)
)
tal que
f
[
W s
(
f−1(z), Tp
)] ⊆W s(z, Tj). (B.3)
Seja t =
[
z, f(y)
]
. Como z, f(y) ∈ Ti, t ∈ Ti. Ale´m disso, t ∈ Wuε
(
f(y)
)
, por definic¸a˜o do pareˆntesis.
Vejamos que t ∈ Tj . Pela escolha de z e por (B.2), temos que
f−1(z) ∈ Tp ∩Wu(x, Tm).
Enta˜o, x ∈ τ1mp ∪ τ3mp, que esta˜o definidos pois f−1(z) ∈ Tp ∩ Tm. Assim,
x ∈ T 1mp ∪ T 3mp,
donde R(x) ⊆ ˚T 1mp ∪ ˚T 3mp, pois x ∈ Tm, Tm ∩ Tp 6= ∅ e x ∈ T qmp para q = 1 ou q = 3. Por hipo´tese,
y ∈ R(x) ∩ Z; logo, por (B.1), vem que y ∈ τ1mp ∪ τ3mp e, portanto, Wu(y, Tm) ∩ Tp 6= ∅.
Seja u um ponto desta intersec¸a˜o. Temos
[f−1(z), y] = [f−1(z), u] ∈W s(f−1(z), Tp).
Assim, (B.3) implica
t =
[
z, f(y)
]
= f
([
f−1(z), y
]) ∈W s(z, Tj) ⊆ Tj .
Mostra´mos que
Wu
(
f(x), Ti
) ∩ Tj 6= ∅ =⇒ Wu(f(y), Ti) ∩ Tj 6= ∅.
Como x e y teˆm pape´is sime´tricos, o rec´ıproco vale.
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Assim,
W s
(
f(x), Ti
) ∩ Tj 6= ∅ ⇐⇒ W s(f(y), Ti) ∩ Tj 6= ∅
Wu
(
f(x), Ti
) ∩ Tj 6= ∅ ⇐⇒ Wu(f(y), Ti) ∩ Tj 6= ∅
Logo,
f(x) ∈ τmij ⇐⇒ f(y) ∈ τmij .
Como f(x) e f(y) esta˜o em Z, usando (B.1) e o facto de que K
(
f(x)
)
= K
(
f(y)
)
, conclu´ımos que
R
(
f(x)
)
= R
(
f(y)
)
.
Seja R =
{
R(x) : x ∈ Z
}
. Este conjunto e´ finito pois ha´ um nu´mero finito de T˚mij ’s, digamos R =
{R1, · · · , Rs}. O pro´ximo resultado termina a prova do Teorema 4.
Proposic¸a˜o B.2.17. R e´ uma partic¸a˜o de Markov de Λ para f .
Demonstrac¸a˜o. Os Rp’s sa˜o uma cobertura de Λ, uma vez que sa˜o fechados e conteˆm o conjunto denso
Z. Como Rp e´ o fecho de algum conjunto aberto R(x), temos Rp = R(x) = ˚R(x), donde
R˚p =
˚˚
R(x) = ˚R(x) = Rp
e, portanto, Rp e´ um retaˆngulo pro´prio, para qualquer p ∈ [s].
Sejam R(x) e R(y) dois retaˆngulos distintos. Pelo Lema B.2.15, eles sa˜o disjuntos e como sa˜o abertos
temos
R(x) ∩R(y) = ∅ =⇒ R(x) ∩R(y) = ∅ =⇒ R(x) ∩ ˚R(y) = ∅
=⇒ R(x) ∩ ˚R(y) = ∅ =⇒ ˚R(x) ∩ ˚R(y) = ∅.
Portanto, os Rp’s teˆm interiores disjuntos.
Resta mostrar a condic¸a˜o iii. da Definic¸a˜o B.2.6 para provar o resultado. Para tal, defina-se o conjunto
Z∗ da seguinte forma
Z∗ =
x ∈ Z : W sδ/2(x)⋂
 k⋃
i,j=1
(
4⋃
m=1
∂sTmij
) = ∅

=
k⋂
i,j=1
4⋂
m=1
{
x ∈ Z : W sδ/2 ∩ ∂sTmij = ∅
}
Pela Proposic¸a˜o B.2.5, este conjunto e´ uma intersec¸a˜o finita de abertos e densos em Λ e, portanto, e´ ele
pro´prio um aberto e denso em Λ (ver Proposic¸a˜o A.1.4). Seja x ∈ Z∗. Enta˜o, para qualquer i, j e m,
temos W˚ sδ/2(x)∩ ∂sTmij = ∅. A segunda parte da mesma proposic¸a˜o implica que, para qualquer i, j e m,
o conjunto
(
W˚ sδ/2(x) ∩ Λ
)
− ∂Tmij e´ aberto e denso em W˚ sδ/2(x) ∩ Λ. Logo,
k⋃
i,j=1
4⋃
m=1
[(
W˚ sδ/2(x) ∩ Λ
)
− ∂Tmij
]
xxi
e´ aberto e denso em W˚ sδ/2(x) ∩ Λ. Ora,
k⋃
i,j=1
4⋃
m=1
[(
W˚ sδ/2(x) ∩ Λ
)
− ∂Tmij
]
=
(
W˚ sδ/2(x) ∩ Λ
)
−
k⋃
i,j=1
4⋃
m=1
∂Tmij
= W˚ sδ/2(x)
⋂Λ− k⋃
i,j=1
4⋃
m=1
∂Tmij

= W˚ sδ/2(x) ∩ Z
donde segue que W˚ sδ/2(x) ∩ Z e´ aberto e denso em W˚ sδ/2(x) ∩ Λ.
Como f e´ um homeomorfismo em Λ, o conjunto Z∗ ∩ f−1(Z∗) e´ um aberto e denso em Λ, porque e´ a
intersec¸a˜o de dois abertos e densos em Λ.
Para x ∈ Z∗∩f−1(Z∗), conjunto W˚ sδ/2(x)∩Z e´ aberto e denso em W˚ sδ/2
(
f(x)
)∩Λ. Logo, f−1(Z)∩W˚ sδ/2(x)
e´ denso em W˚ sδ/2(x) ∩ Λ e, portanto, Z ∩ f−1(Z) ∩ W˚ sδ/2(x) e´ aberto e denso em W˚ sδ/2(x).
Suponhamos que x ∈ Z∗ ∩ f−1(Z∗) ∩ R˚i ∩ f−1(R˚j). Enta˜o, Ri = R(x) e Rj = R
(
f(x)
)
. Pelo descrito
acima e usando a Proposic¸a˜o B.2.1, temos que
W s(x,Ri) = W s
(
x,R(x)
)
= W s
(
x,R(x)
) ∩ Z ∩ f−1(Z).
O Lema B.2.16 implica que
f
(
W s
(
x,R(x)
) ∩ Z ∩ f−1(Z)) ⊆ R(f(x)) ⊆ Rj ,
pois se y ∈ R(x), enta˜o R(y) ∩ R(x) 6= ∅, ou seja, R(x) = R(y). Pela continuidade de f , segue que
f
(
W s(x,Ri)
) ⊆ Rj e, portanto f(W s(x,Ri)) ⊆ Rj ∩W sε (f(x)) = W s(f(x), Rj).
Seja, agora, x ∈ R˚i ∩ f−1(R˚j). Como Z∗ ∩ f−1(Z∗) e´ denso e R˚i ∩ f−1(R˚j) e´ aberto e na˜o vazio, existe
um ponto x∗ ∈ Z∗ ∩ f−1(Z∗) ∩ R˚i ∩ f−1(R˚j). Vejamos que
W s(x,Ri) = {[x, z] : z ∈W s(x∗, Ri)} . (B.4)
Como Ri e´ um retaˆngulo, [x, z] ∈ Ri para todo z ∈ W s(x∗, Ri). Por outro lado, seja y ∈ W s(x,Ri).
Seja z = [x∗, y]. Enta˜o, temos z ∈W sε (x∗) ∩Ri e [x, z] = [x, [x∗, y]] = y.
Assim,
f
(
W s(x,Ri)
) ⊆ {[f(x), f(z)] : z ∈W s(x∗, Ri)} .
O argumento atra´s aplicado a x∗ mostra que f
(
W s(x∗, Ri)
) ⊆W s(f(x∗), Rj) e, portanto,
f
(
W s(x,Ri)
) ⊆ {[f(x), f(z)] : z ∈W s(x∗, Ri)}
=
{[
f(x), w
]
: w ∈ f(W s(x∗, Ri))}
⊆ {[f(x), w] : w ∈W s(f(x∗), Rj)}
= W s
(
f(x), Rj
)
em que na u´ltima igualdade usa´mos o mesmo argumento que em (B.4).
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Portanto, mostra´mos que, para qualquer x ∈ R˚i ∩ f−1(R˚j), temos
f
(
W s(x,Ri)) ⊆W s
(
f(x), Rj
)
.
A prova da segunda parte da condic¸a˜o iii. da Definic¸a˜o B.2.6 e´ absolutamente ana´loga. Alternativamente,
pod´ıamos aplicar a prova acima a f−1, notando que Wuf = W
s
f−1 .
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