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ABSTRACT 
The stochastic control problem with linear stochastic differential 
equations driven by Brownian motion processes and as cost functional 
the exponential of a quadratic form, is considered. The solution is shown 
to exist of a linear control law, and of a linear stochastic differential 
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explicitly on the cost functional. The separation property does not hold 
in general for the solution to this problem. 
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1 • INTRODUCTION 
The class of so called Linear-Exponential-Gaussian (LEG) stochastic 
control problems has been introduced by Jacobson [3] and Speyer et al. [6]. 
Since then several papers have presented solutions to special cases of 
this proble11:t. Below the solution to the general case of a partially observed 
stochastic system is presented. 
The simplest special case of the LEG stochastic control problem is that 
of the completely observable system 
( 1 • 1) 
with the cost functional 
( l. 2) J(v(•)) = 2 E[µ exp{(µ/2)[Mx 
tl 
+ 
2 2 (Qx +Nv )dt])J. 
0 
Under certain definite conditions there exists a linear optimal control 
which is implementable by a finite dimensional systeitt, see [3]. 
Subsequently Speyer et al. [6, 7] have considered the case of a 
partially observed system 
( 1 • 3) 
dx = (Fx+Bv)dt + Gdw, XO - µo, 
dy = = 0 
' 
with the cost functional (1.2) with Q = 0. Again there exists a finite 
dimensional implementable optimal control. 
Yet another case of a partially observed stochastic control problem 
is considered by Kumar, van Schuppen [5]. There the general cost functional 
(1.2) is combined with the stochastic system (1.3), but with G = 0. It 
is proven that the optirnal control is given by 
( 1. 4) 
where -X 
t 
u -
t 
-1 * + M(t)n(t)] 
is produced by the Kalman filter and 
t 
n (t) 
0 
K(t,s)u ds. 
s 
2 
The control is thus implementable by a finite dimensional system. It has 
long been thought that the general case does not have a finite dimensional 
implementable optimal controller. 
In this paper the solution to the general stochastic control problem 
will be presented, consisting of the stochastic system (1.3) and the cost 
functional (1.2). It will be proven that the optimal control is given by 
(1.5) -1 * 
• 
where 
(1.6) dr * -1 * -1 
and Pis the solution of 
( 1 • 7) . * * -1 * 
The recursions for the sufficient statistics reduce to the Kalman filter 
if Q = O. The representation of the solution (1.5) and (1.6) is much more 
convenient then that given by (1.4). 
The motivation for considering LEG stochastic control problems is that 
for certain applications the exponential-of-integral cost functional may 
be better suitable than the usual quadratic cost functional. The reason 
for this is that the exponential form introduces a nonlinear relation 
between small and large deviations from the equilibrium state. The 
economic interpretation of the solution of the LEG problem is discussed by 
van der Ploeg [9]. One may interpret the solution as an attitude of either 
risk-preference, forµ< O, or of risk-aversion, forµ> O, see [9, 10]. 
There is also a system theoretic motivation to consider LEG stochastic 
control problems. A major question in stochastic control theory is to 
classify those stochastic control systems and cost functionals that lead to 
finite dimensional control algorithms. An attempt to define a finite 
dimensional control algorithm will not be given here, but the solution 
presented by (1.5) and (1.6) illustrates what the authors have in mind. 
It is expected that the availability of the solution to the LEG problem 
may provide insight into the above stated question. Apparently the 
invariance of the conditional cost functional plays a key role. In addition 
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the solution provides an example of a sufficient statistic for a stochastic 
control problem which does not have the separation property. 
A brief sur11c11ary of the paper follows. In the following section a 
problem fonnulation is given. In section 3 an equivalent expression for the 
cost functional is derived. The solution is presented in section 4. 
2. THE PROBLEM FO LATION 
:t~otations 
Let (n,A,P) be. a complete probability space and T 
are defined 
[O,t 1J, on which 
(2. I) w: n x T 
.-., 
b: n x T 
R: T • Rdxd 
• exists a 
y: n x T + 
• • • a sy1n,netr1c positive 
r 0 E (O,m) such that 
Rd 
I 
-
-
-
definite matrix for which 
for all t ET R(t) ~ r 0I; 
there 
" 
(2.2) 
(2.3) Rn, a Gaussian random variable 
with P0 non-singular. 
with mean µ 0 and variance 
Assume that x0 ,y,w are independent objects. The process y will be termed 
the observation process. 
Consider processes v: n x 
t y 
that they are adapted to the a-algebra fa1tiily Y = o({y ,Vs~ t}) generated 
s 
by the observation process. For uninitiated readers of stochastic control 
to specifying a non-anticipating function f: 
y_ T m 
Here non-anticipating nean.$. that for any t € T on 
the path of y before tirne t. One may consider f to be a control law. 
For v s-tate process as the solution of the 
stochastic differential equation 
(2.4) 
where 
' 
4 
F: T -+ nxn R , 
Define the process b: 
• 
t 
r,J (2.5) b = b -t t 
0 
B: T nxm -+ R , 
d 
X T + R 
_1 
R 2 (s)H(s)x 
s 
nxk G: T • R • 
ds 
for H: T -+ dxn R • Define the change of probability 
, 
tl 
- . 
(2.6) •• dP/dP = exp( -1 ~ * -1 R 2Hx.db-½ HR Hx.xds) 
0 
t1 
- exp ( -1 * -1 R Hx.dy - ! H R Hx.xds). 
0 0 
Since the integrand entering into the stochastic integral at the right hand 
~ • 
• iU 
side of (2.6) is unbounded, an assumption is necessary to ensure that P 
is indeed a probability measure. The following criterion will be used, see 
[I.I. Gikhman, A.V. Skorokhod, 2, p. 83]: there existµ, c E (0, 00 ) such 
that 
(2.7) 
for all t ET. 
(2.8) 
(2.9) 
Then 
(2. 10) 
< 
-
< 
-
Define x 1 : 
n 
X T • R , 
* -1 2 
* -1 2 2 
n 
x : n x T + R 2 
* -1 2 * -] 2 
ll E (O,oo) 
is a Gaussian random variable, it is possible to find a 
such that the second expectation is finite. Because 
tl 
2 
0 
2 
II v 11 ds , 
s 
(2.7) will be satisfied if there exists av E (O,oo) such that 
tl 
(2.11) E[exp(v 
0 
2 II V II d $ ) ] < 00 • 
s 
The para,ueter v may depend on the control, but not on n. The preliminary 
set of admissable controls is therefore defined as 
3vE(0, 00 ) such that (2.11) holds}. 
Other restrictions will be stated later. 
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With respect to the probability measure P the process bis a standard 
Wiener process, x0 ,b,w are independent objects, and 
(2.12) Yo= O. 
1-....J 
Furtherrriore the measures P and P are identical with respect to x 0 ,w. 
In the rest of the paper the time pararneter will often be suppressed. 
The stochastic control problem 
t I $ i I ta Ill • 
Because of the dependence of Pon the control v the notation~ will be 
used. Consider the cost functional 
(2.13) J(v(·)) = 2 2 (Qx +Nv )ds])J 
0 
whereµ ER,µ IO, is given, 
(2.14) 
M Rnxn. E l.S syi:nmetric and non-negative definite, 
Q: T -+ Rnxn is also syrn1·netric and non-negative definite:. and 
N: T + Rmxm is sym111etric positive definite for which there 
ET N(t) ~ n0I. 
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Note that for bothµ> 0 and u < 0 J(v(·)) should be minimized. 
In order that J(v(·)) is finite for at least 
• 
some v E u1 an 
• is necessary. Let 
• 
(2.15) J(u(•)) < co} 
to be called theclas of admissabZe controls. It will be assumed 
non-empty. A condition guaranteeing that u2 is non-empty is the 
' 
Let v == 0. Then x = x 2 , and in this case the probability la\\rs of 
respect to P and F"' are the saine. Therefore 
tl 
(2. I 6) J(O(•)) = 2 2 
0 
• as SLLIUption 
that u 2 is 
following. 
x 2 with 
will 
contain more then one element. One can also reformulate ·(2.13) as 
(2. 17) J(v(·)) = 
+ 
0 
tl 
2 2 !'Iv ds] 
0 
ti 
* -1 2 (µQ/2 - H R H/2)x ds + 
0 
-1 R Hx .dy ] • 
s s 
DEFINITION 2. 1 • a. An admissable control * u will be called optimal for the 
cost functional (2.13) if 
(2.18) * J(u (•)) ~ J(v(·)) 
given respectively by (2.4) and (2.12). 
* b. An admissable control u will be called conditional optimal for the cost 
functional (2.13) if for all t ET 
(2.19) -:::U*[ U* E C 
for all v E u2 such that for alls 
-
* ~ t U = V • Here 
s s 
' 
(2.20) V C 2 -- 2 2 (Qx +Nv )ds]). 
0 
The de·finition of conditional optimality is due to C. Striebel 
[8, _ then it is also optimal; 
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take t = 0 in (2.19) and use y 0 = O. However the converse is not true, see 
[5, p. 315] for a counterexa1r1ple • 
• 
PROBLEM 2.2. The Linear-Exponential-Gaussian stochastic controi probiem 
The state process and the observation process are given respectively by 
(2.4) and (2.12). 
3 •· CALC .!-l,l;TION OF THE COST FUNCTION 
The solution to the stochastic control problem 2.2. that will be given 
in section 4 is based on an alternate expression for the cost functional. 
This result will be derived below. 
Definitions • 
• • 
' l • I 
The.following variables are introduced: 
nxn 
R P: T + 
(3.1) • p * * -1 * . FP - PF + P(H R H-µQ)P - GG = O, P(O) = P0 ; 
(3.2) dr = * - * -1 dy, 
for any v E u2 
V 
1T : 
(3.3) Tiv(x,t) = exp(-!P(t) 
t 
+ 
-1 R Hr.dy 
0 t 
1 
2 
t 
0 
* -1 HR Hr.rds 
+ (µ/2) 2 2 (Qr +Nv )ds 
t 
+ (µ/2) 
0 
-1 2 • 
, 
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(3.4) K(v(•)) = E[µ 2 V 
nxn E: T • R · 
(3.5) . * * * -1 E - EGGE+ FE+ IF - µQ +HR H = O, = -µM. 
ASS TIONS 3. 1. 
(3.6) * -1 HR H-µQ ~ 0 (then a solution to (3.1) exists); 
(3.7) P(t) ~ c 1I, for some c 1E(0, 00 ) and for all t € T; 
(3.8) 
THEOREM 3.2. Assume that (3.6), (3.7), and (3.8) hoLd. Asswne further 
that the Riccati equation (3.5) has a syn1metrie bounded soiution. For 
control v 
(3.9) J(v{·)) K(v(-)) 
where J(v(·)) is defined by (2.13) and K(v(·)) by (3.4). 
The proof of theorem 3. 2 is based on ·several le1111na' s. 
Preliminary calculati~ns 
a t4 : 1 : , a 11 
It will be convenient to introduce the processes 
(3. 1 O) 
Thus 
(3. 1 l) 
t 
-1 
t 
~ 
• 
z = exp( ·R Hx.dy-½ 
t J 
0 0 
t 
* -1 HR Hx.xds), 
2 2 (Qx +Nv )ds). 
0 
J(v(·)) - 2 
any 
Define 
(3. 12) 
t 
µ 
0 
Then • 
(3.13) V 1r (x, t) 
t t 
t 
- 2 -1 R Hr.dy + * -1 HR Hr.rds 
0 
2 2 (Qr +Nv )ds µ 
t 
0 
0 
tr(PQ)ds + ln((2~)nlP(t))). 
' 
t t 
The following result is then obtained. 
LE 3.3. The process sis a solution of the differential equation 
-----
(3.14) ds /dt 
t 
PROOF. One uses 
hence, 
,~.3 . I 5) 
* -1 * -1 2 -1 
-1 * -1 
+ 2P r.dr + tr(PH R H)dt, 
= _ p-lpp-1 
-
-
p-lF _ p*p-1 * -1 -1 * -1 +HR H - µQ - P GG P 
2 
- uQr -
·-1 
+ 2P r. [F 
-1 * -1 
+ 2P r.Bvdt + 2r.H R dy 
* -1 
+ tr(PH R H)dt 
-1 
+ 2P r.Bv + 
* -1 
+ 2r.H R dy. 
2 
+ µQr 
, 
9 
IO 
Moreover writing 
· * -1 * -1 * -1 P'·= [F+PF P - PH R H + GG P + µPQ]P 
• 
one .deduces 
(3. 1 9) dlnlP(t)l/dt * -1 * -1 * -1 
- tr(F+PF P -PH R H+GG P +µPQ) 
• 
* -1 * -1 
- tr(2F-PH R H+GG P +µPQ). 
From (3.12), (3.15), and (3.16), one easily deduces (3.14). 0 
The assumption (3 .. 8) fort= t 1 implies that 
-1 P (t 1) - µM > 0 
is positive definite. Hence one can calculate the integral 
exp(- 2 (µ/2)Mx ) dx 
I 
-2 
• 
Therefore one can write 
(3.17) K(v(•)) = E[µ 2 exp((µ/2)Mx )TI(x,t 1)dx] 
t1 t1 
= E[µ -1 exp[ R Hr.dy-½ 
+ (µ/2) 
t 0 
0 
2 2 (Qr +Nv )dt 
-1 
t) 
exp((µ/2) tr(PQ)dt) 
0 
* -1 H R Hr. rdt 
ass11ming that the expectation is finite. 
-½ 
• $ a • I a II 
To show·that K(v(·)) is an alternative expression for the cost, an 
equation f~r ~v and its adjoint are needed. 
LE 
(3. 18) 
3.4. The V process 1T (x,t) has the Ito differential 
* 2 d1r = [!tr(GG D rr) - (Fx+Bv).D n 
X X 
' 
+ 
-1 
+ nR Hx.dy 
-1 * 
= n [ (P Fx • x + ( µ / 2) Qx • x + ½ I G P 
-1 * -1 -1 * -1 
+ x. (P Bv - F P r - P GG P r) 
* -1 * -I 2 
- ½ tr (G P G + 2F) + ½ I G P r I 
2 -1 
+ (µ/2)Nv - P Bv.r)dt 
PROOF.This follows by simple calculations from (3.13). 
At this stage it is convenient to use the robust forrr1 of (3.18). In 
order to derive it, it is however necessary to ass111ne that 
(3. 19) 
is differentiable. Let us consider q v: Rn x n x T + R 
V V _ -} 
3.5. The process 
-----
LE V q ( . , . ) satisfies the equation 
(3.20) * 2 * * -1 aq(x,t)/at - ½tr(GG D q) + D .(GG HR y-Fx-Bv) 
X xq 
* * -1 2 2 2 
+ !q[1G HR yt + µ(Qx +Nv) 
* -I 2 * 1 -1 . 
-HR Hx -2(Fx+Bv).HR-y-2(R H) 1 x.y-2tr(F)] 
PROOF. One has 
1 1 
D 
12 
• 
dq(x,t) -1 = dn exp(-yt.R Hx) 
-1 -1 
+ n exp(-yt.R Hx)[-dy.R Hx 
-1 
from which one easily derives (3.20) • 
• 
Next one derives the adjoint equation of (3.20) with respect to 
• (3.4), which reads 
(3.21) -ap(x,t)/at * 2 * * -1 = ½tr(GG D p - D p. (GG H R y-Fx-Bv) 
X X 
* * -1 2 2 2 * -1 2 
+ ½p[1G HR yf + µ(Qx +Nv) - H. R Hx 
* -1 -1 , 
- 2(Fx+Bv) .H R y - 2 (R H) x.y], 
p(x,t 1) = µ 
2 -1 
exp ( ( µ / 2) Mx + y t l • R ( t l ) H ( t l ) x) • 
In fact it is possible to solve (3.21) exactly. 
3.6. Assume that the Riceati equation (3.5) has a symmetry bounded 
-----
solution. Define 
n 
cr: n X T • R 
(3.22) · * * * -1 * -1 a+ (F -EGG )(a-HR y) - EBv - (HR ) 'y - 0, 
* -1 
p:StxT->-R 
(3.23) · * * 2 * * -1 p = -tr(GG E) + IG o1 - 2a.(GG HR y-Bv) 
* * -1 2 2 * -1 
Then 
p (x, t) = µ exp ( - ! [ E ( t) x • x - 2a ( t) • x + p ( t) J) 
is a solution of (3.21). 
• 
PROOF. One has 
. 
ap(x,t)/at • • • = p(x,t)[-!Ex.x+a.x-½p], 
D p - p[-rx+a], 
X 
X 
Substitution ~n (3.21) yields 
• ½Ex.x . . * * 2 a.x + !P - -½tr(GG E) + ½IG (-Ex+a)I 
* * -1 
-(-Ex+cr).(GG HR y-Fx-Bv) 
* * -1 2 2 2 + ½[IG HR yl + µ(Qx +Nv) 
* -1 2 * -1 
- HR Hx - 2(Fx+Bv).H R y 
and the result follows with (3.5), (3.22), and (3.23). 
_LE_~~_3_._7. The functional K(v(·)) defined by (3.4) can be calculated by 
(3.24) K(v(·)) - E[ p(x,0)1r(x,O)dx]. 
PROOF. By the expression for p(x,t 1) in (3.21) one has 
This integral makes sense by ass1.1rnption (3. 8). An integration by parts 
yields 
13 
• 
p(x,O)q(x~O)cx p(x,0)1r(x,O)dx. 
Taking the expectation one deduces (3.24). • 
Equal,ity_ of .. _t?.~. _tw_o .. ,,c?,s_t~ .. 
I t 
3.8. PROOF OF THEOREM 3.2. From (3.11) and (3.21) follows that 
14 
But 
J(v(·)) = 
-1 
-
-
0 
tl 
-1 R Hx.dy 
. -1 
+ R H(Fx+Bv)]dt 
0 
tl 
+ 
-1 y.R HGdw, 
0 
hence 
J(v(•)) = 
-1 
+ R H(Fx+Bv))dt 
t] 
- ½ * -1 HR Hx.xdt -
0 
Attention will be concentrated on 
-1 
+ R H(Fx+Bv))dt + ! 
0 
0 
0 
t] 
-1 y.R HGdw)]. 
0 
* -1 HR Hx.xdt 
can calculate X by freezing the values of y and v, and taking the expectation 
15 
with respect to the remaining source of noise, na.n1ely w. 
Therefore 
(3.25) 
• 
Next 
(3. 26) 
Let us denote 
hence 
(3.27) 
function. 
2 * 
- [ap(x,t)/at + D p.(Fx +Bv) + ½tr(D pGG )]dt+D p.Gw 
X t t X X 
+ 
* * -1 * * -1 2 [ D- ~p • GG H R y - ½ p ( t G H R y f + 
X 
2 2 * 
* -1 
-I 
- 2(R H)'x .y )] + D p.Gdw. t · t X 
' 
* * -] * * -1 2 
-~p(1G HR y( 
* -1 2 * -1 
+ A D p .Gdwt. t X 
t 
y. ( (R 
Ot 
t 
t 
+ l 2 
-1 * R H Hx.xdt + 
-1 
0 0 
* * -1 2 + ½1G HR yf dt]. 
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Combining (3.26) and (3.27) one obtains 
* -I dp(x ,t)A 0 = [At8 D p + A 0 HR y ].Gdwt. t t t t X t t r 
. 
Recalling that y is frozen, one can take expectation with respect tow, 
hence 
X = - p(x,O)rr(x,O)dx 
, 
,r(x,O). Thus 
J(v(·)) = E[X] = E[ p(x,O)~(x,O)dx] = K(v(·)) 
by (3.24). 
• 
3.9. Assumption (3.19) is not necessary to 
------
RE 
of the following argument. One first approximates 
prove theorem 3.2. because 
-1 R H by a differentable 
function. In this case the preceding proof shows that theorem 3.2. holds. 
Secondly one observes that the final result does not depend on the derivative 
and that hence one can pass to the limit. Condition (3.19) is thus only 
an intermediary technical assumption. 
4. SOLUTION OF THE STOCHASTIC CONTROL PROBLEM 
The result of theorem 3.2 implies that minimization of the cost 
functional J(v(·)) is equivalent to the minimization of the cost functional 
• 
K(v(·)). The importance of this lies in the fact that the minimization of 
K(v( ·)) appears as a stochastic. control problem with full inforn1ation 
specified by the state equation (3.2) and cost functional (3.4). This 
problem is now easily solved. 
It should however be pointed out that the function TI defined in (3.3) 
is in general not the conditional density of x given y because it 
depends on the parameters Q and N of the cost functional. A key point in 
the proof of theorem 3.2 is that one can push the cost functional into 
the expression for the conditional density. The fact that this is possible 
• 
is based on the exponential form of the Gaussian density and the cost 
functional. 
• 
Consider the Riccati equation for S: T + 
• 
S + S(F+µPQ) + * (F +µQP)S + Q - S(BN 
( 4. I) 
nxn 
R 
= O, 
17 
It will be assumed that (4.1) has a syrxw1rLetric solution. Consider the equation 
(4. 2) ..... r - ,, 0 t-£0' 
which corresponds to the state equation (3.2) with the control 
(4. 3) * -1 * 
For some r given by (3.2) define 
(4.4) 
t t 
-1 1 * -1 R Hr.dy - 2 HR Hr.rds 
J 
0 0 
+ (µ/2) 
- (µ/2) 
t 
0 
t 
0 
2 2 (Qr +Nv )ds + {µ/2)S(t)rt.rt 
* -1 tr(SPH R HP)ds. 
Attention is now restricted from the 
t1 
E[ exp (2h
5
) 
0 
-1 2 R H(l+µPS)r ds] < 00}. 
to 
THEOREM 4.1. Assume the conditions of theorem 3.2~ and tha.t a symmetric 
* solution to (4.1) exists. Assume that u, defined by (4.3)~ beiongs to the 
class of a~·,,,,.,,·ssabZe controls, 
* a. Then u is optimaZ and 
min J(v(•)) 
VEU3 
µ 
* b. Then also u 
* 
- J(u (·)) 
* tr(PQ+SPH R 
0 
18 
____ S_4_._2. 1. In the representation of the solution as given by (3.1), 
(4.2), and (4.3), the separation property does not hold in general. Note 
that in the sufficient statistic TI for the cost functional both rand P 
depend on the state cost matrix Q, while the control Riccati differential 
equation for S depends on the matrix function P. 
2. Observe that the function Tiv(x,t) is in general not the conditional 
functional through Q. 
3. The concept of a sufficient statistic for a stochastic control problem 
has been defined by C.· Striebel [8, 3.2]. For the stochastic control 
proble1n under consideration it follows from the proof of theorem 4. 1 that 
r, as defined by (4.2), is a sufficient statistic. Note that because 
P is a deter1r1lnistic function it is therefore considered not to be a 
sufficient statistic. 
4. An attempt to define minimality of a sufficient statistic for a 
stochastic control problem will not be made here. Because f takes values 
in Rn, the state space of the given stochastic system, it seems likely 
that this sufficient statistic is minimal in any reasonable sense. 
In the special case of G = 0 a sufficient statistic of much higher 
dimension has been found in Speyer et al. [6] for discrete-ti111e systems, 
and in Kumar, van Schuppen [5] for continuous-tirne systems. 
5. Theorem 4.1 contains the special cases discussed by Speyer et al. [6], 
with Q = 0, and by Kumar, van Schuppen [5], with G = 0. The discrete-
time case of the problem considered here is discussed by Whittle [10]. 
6. Whenµ is small one has that 
2 ':::.v [J (v(·)) -µ]/µ + ½E [ 
µ 
tl 2 2 
0 (Qx +Nv )ds 
2 
+ Mxt J. 
1 
Hence forµ small the LEG stochastic control problem becomes close to 
the standard linear-quadratic-Gaussian stochastic control problem for 
which the separation principle holds. This can also be seen from the 
explicit expressions for the optimal control. Forµ small, S becomes 
close to the solution of the Riccati differential equation of the 
deterministic linear quadratic control proble11 
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Moreover, then (3.1) reduces to the Riccati equation of the Kal111an filter, 
• 
and (3.2) reduces to the Kalman filter itself. 
A sufficient condition for conditional optimality that will be used in 
the proof of theorem 4.1, will be stated . 
• 
'rHF:OREM 4.3. [C. Striebel] If there exists 
control t 
1. for any ~ t _ V V . i-s a ~ t1 
respect to P; 
~* 
2. h i-s a Y mar ~nga e with respect to P ; 
V One caZis h. the conditional cost 
functional associated with v. 
PROOF OF 4. 1. a. By theorem 3.2 J(v(·)) K(v(·)). Recall that 
Then 
(4.5) 
t t 
-1 R Hr.dy - ½ * -1 HR Hr.rds 
0 
+ (µ/2) 
- (µ/2) 
t 
0 
t 
0 
0 
2 2 (Qr +Nv )ds + (µ/2)S{t)rt.rt 
* -1 tr(SPH R HP)ds. 
K ( v ( • ) ) = µ exp ( ( µ / 2) * -1 tr(PQ+SPH R HP)ds) 
0 
_t 
Calculations show that 
* -1 2 2 
* -1 
+ (µ/2)Sr.rdt + µSr.[(F-PH R H+µPQ)r 
* -1 
+ Bv]dt + µSr.PH R dy, 
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(4.6) -1 
* -1 
+ (µ/2)Sr.r dt * -1 + µSr.[(F-PH R H + 
-1 2 
+ µPQ)r + Bv]dt + ½1R 2 H(I+µPS)r1 dt] 
-1 
• 
+ (µ/2)(S+S(F+µPQ) * + (F +µQP)S 
-1 * * -1 
- S(BN B -µPH R HP)S+Q)r.rdt 
-1 * 2 
+ (µ/2)N(v+N B Sr) dt]. 
If S satisfies (4.1) then 
(4.7) exp(ht 1) 
t1 
-1 
+ exp(h
8
)R H(I+µPS)r.dy 
0 
and from (4.5) and the follows that 
(4. 8) K(v(·)) ~ µ 
t1 
* -1 _1 
+ tr(PQ+SPH R HP)ds]) 
0 
• 
* For the control u defined by (4.3) one gets equality in (4.7) and (4.8), 
hence it is optimal and 
min J (v( ·)) 
UE£z 
= min K(v(·)) = 
UE2z 
tl 
* -1 
= tr(PQ+SPH R HP)ds]) 
0 
_1 
• 
b. Let 
C 
,· 
2 µ exp((µ/2)[Mx + 
tl 
2 2 (Qx +Nv )ds]), 
exp( 
exp( 
t 
0 
t 
• 
0 
-1 R Hx.dy -
-1 R Hr.dy 1 2 
0 
l 
2 
t 
* -1 HR Hx.xds), 
0 
t 
* -1 HR Hr.rds), 
0 
t 
exp({µ/2)[S r .r + 
t t t 
2 2 (Qr +Nv )ds]), 
0 
a - exp((µ/2)[ 
t tr(PQ)ds + 
0 
k 
t 
-½ 
t 
, 
By the proof of theorem 3.2 
ti 
E[cp )Y ] - X = 
tl 
p(x,O)TI(x,O)dx, 
which by the proof of le1nma 3. 7 equals 
2 
With the calculations above (3.17) one obtains 
Setting in this expression M = 0~ Q - 0, N = O, it materializes that 
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It is claimed that if k is a submartingale with respect to P that 
then his a submartingale with respect tor. For if s,t ET, s < t, then 
• 
Ev[h IY8 ] = E[h p IY 5 ]/E[p 1Y5 ] 
t t t 1 t 1 
-
-
t t 
tl tl 
- -~ h P /p 
s s s 
- h . 
s 
It is then clear that if k is martingale with respect to P that then also 
h . ...... . 1 . h ~ 1s a n1art1.nga e wit respect to P • 
Using the fact that S satisfies (4.1) and that * u is given by (4.3), 
a lengthy calculation shows that 
- 2 dk = d(hp) = (µ /2)at exp((µ/2) 
t 
0 
* 2 -1 -1 [N(v -u ) dt + 2(R Hr/µ+R HPSr) .dy]. 
t t 
-Thus for any v E ~ 3 , k 
* 
= hp is a submartingale with respect to P, and for 
v = u a martingale. By the above claim his then for any v E !!2 
rvv 
a p 
* * submartingale and for v = u a martingale. From 4.3 then follows that u 
is conditionally optinilll. D 
Note that in the.proof of theorem 4.1 a key element is the invariance 
of the conditional cost functional h. 
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