We prove the existence of a solution to a singular anisotropic elliptic equation in a bounded open subset Ω of R N with N ≥ 2, subject to a homogeneous boundary condition: Au + Φ(u, ∇u) = Ψ(u, ∇u) + Bu in Ω, u = 0 on ∂Ω. (0.1)
Introduction and main results
In recent years a remarkable area of research has flourished on anisotropic elliptic and parabolic partial differential equations. The increasing interest in nonlinear anisotropic problems is justified by their applications in many areas from image recovery and the mathematical modelling of non-Newtonian fluids to biology, where they serve as models for the propagation of epidemic diseases in heterogeneous domains (see, for example, [10] and [14] ).
Whereas there is an extensive literature on the existence, uniqueness and regularity properties of weak solutions to quasilinear, and more generally fully nonlinear, elliptic equations, analogous developments for the anisotropic setting still lag behind. Important tools available for the isotropic case cannot be extended to the anisotropic setting (such as the strong maximum principle, see [45] ). Hence, the influence of anisotropy in many problems remains as yet elusive in its most essential aspects. Take for instance the anisotropic − → p -Laplacian, Au = −div A(∇u), where A(η) is the vector field having the anisotropic − → p -Laplacian are not well understood given that no explicit form for such a solution is known as yet (when p j are not all equal). For challenges and recent progress made in this direction, we refer to [27] and the references therein. Nevertheless, with a rapidly growing literature on anisotropic problems, important strides have been made with regard to existence, uniqueness, and regularity of weak solutions, see [3, 9, 11, 14, 17, 27, 31, 32, 37, 38, 41] . These advances are supported by the anisotropic counterpart of the theory of Sobolev spaces and by the good properties of the nonlinear anisotropic − → p -Laplacian. The latter is a bounded, coercive and pseudomonotone operator of Leray-Lions type from W 1, − → p 0 (Ω) into its dual W −1, − → p ′ (Ω). We use W 1, − → p 0 (Ω) to denote the closure of C ∞ c (Ω), the set of smooth functions with compact supports in Ω, with respect to the norm u W 1, − → p 0 (Ω) = N j=1 ∂ j u L p j (Ω) . We set − → p = (p 1 , p 2 , . . . , p N ) and − → p ′ = (p ′ 1 , p ′ 2 , . . . , p ′ N ), where p ′ j = p j /(p j − 1) is the conjugate exponent of p j for each 1 ≤ j ≤ N . We define p := N/ N j=1 (1/p j ) as the harmonic mean of p 1 , . . . , p N . When Ω is a bounded subset of R N and p < N , then the embedding W 1, − → p 0 (Ω) ֒→ L s (Ω) is continuous for every s ∈ [1, p * ] and compact for every s ∈ [1, p * ), where p * := N p/(N − p) stands for the anisotropic Sobolev exponent (see Remark 1 in the Appendix).
In this paper, we consider general singular anisotropic elliptic equations in a bounded open subset Ω of R N with N ≥ 2, subject to a homogeneous boundary condition without any smoothness assumption of the boundary:
Au + Φ(u, ∇u) = Ψ(u, ∇u) + Bu in Ω, u = 0 on ∂Ω.
(1.1)
For brevity, we will write Φ(u) and Ψ(u) instead of Φ(u, ∇u) and Ψ(u, ∇u), respectively. Our problem (1.1) features an absorption term Φ having a "good sign" (that is, Φ(u, ∇u) u ≥ 0) and no upper bound restriction on m > 1 (see (1. 2) below). The form of Φ serves as an anisotropic counterpart of a term g(x, u, ∇u) with a natural growth in the gradient appearing in [15] . Our primary interest in Φ is to leverage it against a, possibly singular, gradient-dependent term Ψ to obtain solutions in We always suppose the following condition: for every 1 ≤ j ≤ N , a j ≥ 0, θ j > 0, 0 ≤ q j < p j , 1 < p j , m and p < N.
Under the assumption (1.3), we distinguish two cases:
Case 1: (Non-singular) For every 1 ≤ j ≤ N , we have θ j ≥ 1.
Case 2: (Mildly singular) There exists 1 ≤ j ≤ N such that θ j < 1. In this situation, we look for non-negative solutions of (1.1).
For the moment, let B be any operator from W 1, − → p 0 (Ω) into W −1, − → p ′ (Ω). To obtain non-trivial solutions for (1.1), we will always understand that B0 W 1, − → p 0
(Ω) ≡ 0 W −1, − → p ′ (Ω) . In either Case 1 or Case 2, by a solution of (1.1), we mean (in the first instance) a function u ∈ W 1, − → p 0 (Ω), which is non-negative in Case 2, such that Φ(u) ∈ L 1 loc (Ω) and (1.1) holds in the sense of distributions:
for every v ∈ C ∞ c (Ω). (For (1.4) to make sense, we need to check that the first-term in its right-hand side is finite for every v ∈ C ∞ c (Ω).) Our results apply for operators B : W 1, − → p 0 (Ω) → W −1, − → p ′ (Ω), satisfying the following structural assumptions (introduced earlier in [22] ):
(P 1 ) There exist constants C > 0, s ∈ [1, p * ), a 0 ≥ 0, b ∈ (0, p 1 − 1) if a 0 > 0 and b ∈ (0, p 1 /p ′ ) if a 0 = 0 such that for all u, v ∈ W 1, − → p 0 (Ω), it holds
(1.5)
(Ω) as ℓ → ∞, then (up to a subsequence) we have lim ℓ→∞ Bu ℓ , v ℓ = Bu, v . Note that, unlike for the anisotropic operator A, neither monotonicity nor coercivity needs to hold for the operator −B. This can be observed on our model for B satisfying (P 1 ) and (P 2 ) given in [22] and recalled below.
(1.6)
The property (P 1 ) ensures that A − B :
is a coercive operator that maps bounded sets into bounded sets. The assumption (P 2 ) is, in some sense, in the spirit of (iii) in the Hypothesis (II) of Theorem 1 in the celebrated paper [40] by Leray-Lions. Any operator satisfying (P 2 ) is strongly continuous (see [22] ) and as such pseudo-monotone (cf. [46, p. 586] ). Thus, A − B :
With Example 1 in mind, the case a 0 > 0 in (1.5) allows for an arbitrary g ∈ W −1, − → p ′ (Ω) in (1.6) . Then, as noted in [15] for the isotropic case, we cannot in general expect a solution of (1.1) to be bounded. However, in Case 2, to obtain non-negative solutions of (1.1), we need that
As usual, v ± = max{±v, 0} are the positive and negative parts of v. Returning to Example 1, we see that (1.7) is satisfied by taking g ≡ 0, F ≥ 0 and Ψ(v) ≥ 0 a.e. in Ω for every v ∈ W 1, − → p 0 (Ω). There is a nice trade-off for taking a 0 = 0 in (1.5): our solution will be bounded and the range of b in (1.5) can be extended to (0, p 1 /p ′ ) (compared to b ∈ (0, p 1 − 1) for a 0 > 0).
From now on, unless otherwise stated, B :
. Moreover, (1.7) holds in Case 2. We show in Theorem 1.2 that if m > 1 is suitably chosen, that is, (1.10) below holds, then (1.1) has a solution in a more refined sense (as in Definition 1.1 below) using essentially the absorption term Φ. In particular, (1.1) admits a solution for every m > 1 provided that N− → a ∪ P− → a = ∅, where we define
(1.8)
and, moreover,
We stress that our results can be formulated for more general gradient-dependent nonlinearities, see (1.14) . For the reader's convenience, we will state and prove our main results for the model nonlinearity in (1.2 (Ω)∩ L m (Ω) of (1.1) in the sense of Definition 1.1. Moreover, Φ(u) u and Ψ(u) u belong to L 1 (Ω) and
(1.11)
The next result shows the regularizing effect of the absorption term on the solution u of (1.1) when a 0 = 0. However, as pointed out in [15] for the isotropic case, when a 0 = 0 (such as Bu = g ∈ W −1, − → p ′ (Ω) for every u ∈ W 1, − → p 0 (Ω)), we cannot in general expect a solution of (1.1) to be bounded.
The difficulty in our analysis arises from the interaction of the absorption term Φ(u) with two sources: the operator B, on the one hand, and the gradient-dependent lower order term Ψ on the other. It is clear in Case 2 that the term Ψ(u) is of a different nature than Bu, that is, the integral in (1.9) is not of the form Pu, v for any operator P satisfying (P 1 ) and (P 2 ). To overcome this obstacle, we consider approximate problems such as AU + Φ(U ) = P n U + BU in Ω, U = 0 on ∂Ω.
(1.12)
For every n ≥ 1, the right-hand side of (1.12) includes an operator P n satisfying (P 1 ) and (P 2 ) so as to suitably approximate Ψ(U ) (see Section 2) . Now, the operator P n +B :
(Ω) → W −1, − → p ′ (Ω) satisfies (P 1 ) and (P 2 ). From [22] , we get that (1.12) has a solution U n ∈ W 1, − → p 0 (Ω) ∩ L m (Ω) for every n ≥ 1. Moreover, U n is non-negative in Case 2 in view of the hypothesis (1.7). We capture the properties of U n in Proposition 2.1 to be proved in Section 3. To show that {U n } n is bounded in W 1, − → p 0 (Ω) and also in L m (Ω), we rely on (1.10) and the property (P 1 ) of B. Hence, up to a subsequence, {U n } n converges weakly in both W 1, − → p 0 (Ω) and L m (Ω) to a function u ∈ W 1, − → p 0 (Ω) ∩ L m (Ω). It turns out that u is a good candidate for a solution of (1.1). If a = 0, then we can pass to the limit in the weak formulation of (1.12) for all terms except the gradient-dependent P n U n . However, when a > 0, besides P n U n we need to handle another gradient-dependent term, namely, Φ(U n ). To deal with these terms, we show the strong convergence of {U n } n to u in W 1, − → p 0 (Ω). The proof is very technical and includes as key ingredients the property (P 2 ) of B and a careful use of the absorption term (see Section 4 for details).
Then, by Propositions 2.1 and 2.2, we can apply Vitali's Theorem to obtain that Φ(U n ) → Φ(u) in L 1 (Ω) as n → ∞. Hence, up to a subsequence, U n satisfies (see As a by-product of our techniques, we can generalize our results in two directions. First, we include a datum f ∈ L τ (Ω) for every τ > 1. By Example 1, we can assume τ < (p * ) ′ so that B f :
We next deal with the existence of solutions to anisotropic problems such as
where f ≥ 0 in Ω for Case 2. The same assumption are imposed on B, except that now (Ω) ∩ L m (Ω) of (1.13) such that (1.9) holds and
(Ω) ∩ L r (Ω) with r as in Definition 1.1. In addition, if a 0 = 0 in (1.5) and m > τ ′ , then u ∈ L ∞ (Ω).
We only note here the change needed to obtain Corollary 1.4. We approximate f ∈ L τ (Ω) by functions f n ∈ L ∞ (Ω). For every n ≥ 1, we define f n = T n (f ) a.e. in Ω (see (1.16) for the definition of T n ). Then, |f n (x)| ≤ min{|f (x)|, n} a.e in Ω and f n → f a.e. in Ω. Moreover, up to a subsequence, f n ⇀ f (weakly) in L τ (Ω) as n → ∞. We consider approximate problems such as (1.12) with B fn instead of B and then we pass to the limit as n → ∞ using [22] . For the boundedness of u, we refer to Remark 6.1.
In a second direction, our arguments can be extended to deal with a more general gradient-dependent nonlinearity Ψ in (1.1). More precisely, let F be a finite set of positive integers. We set
where, for every i ∈ F and every 1 ≤ k ≤ N , we assume that Here −∆ p u = −div |∇u| p−2 ∇u is the p-Laplacian operator, λ ≥ 0, m > 1, q ≥ 0 and c(·) is a continuous, non-negative function. We start considering λ = 0, c(·) constant and f summable enough. The case 0 ≤ q < p − 1 is well-known. Indeed, an a priori estimate for a solution u in W 1,p 0 (Ω) is easily obtained using u as a test function, and existence easily follows. This is part of the general theory of pseudo-monotone operators by J. Leray and J.-L. Lions (see e.g. [40] ). When f has low summability, the main questions appear to be solved (see, for instance, [8] , [16] and the references therein). The limiting case q = p − 1 is more difficult since the operator −∆ p u − c |∇u| q is not coercive for large c. This difficulty has been first overcome by Bottaro and Marina in [20] when p = 2, and by various authors in the nonlinear case (see, for example, [16, 28] ).
We now focus our attention on the case p−1 < q ≤ p. When q = p, in [18] the existence of a bounded weak solution is proved when f ∈ L r (Ω) with r > N/p. If f ∈ L N/p (Ω), in [30] the authors prove that there exists a positive constant C = C(β, N, p) such
< C, then a solution u ∈ W 1,p 0 (Ω) to problem (1.15) exists such that exp β p−1 |u| − 1 ∈ W 1,p 0 (Ω). Similar results are proved in the case p − 1 < q < p (see [29, 36] and the references therein). In [6] the authors consider the case p − 1 < q ≤ p and look for sharp assumptions on f in order to have a solution obtained as a limit of approximations (SOLA).
As far as we know, the more challenging case is q > p: it requires a completely different approach and it appears to be largely open (see, for instance, [24] and the references therein).
The case λ = 0, c(u) = u α with α ≥ 0 and p = q = 2 is first considered in the paper [1] . Among other things, the authors prove that if α > 0 and f ≥ 0 is sufficiently small, then there exists a positive solution in H 1 0 (Ω). In [2] (see also [12, 25, 35] ) any value of α ∈ R and 1 < q ≤ 2 is allowed. The authors prove that: if α < −1/q and f ∈ L 1 (Ω), then there exists a distributional solution; if −1/q ≤ α < 0 and f ∈ L r (Ω) with r > N/2, then there exists a soluion in H 1 0 (Ω); if α ≥ 0, there exists a solution only if f is small enough. In [34] the presence of an absorption term, which corresponds to λ > 0 and m = 2, is used to prove the existence of a bounded solution in H 1 loc (Ω) when α < 0, p = q = 2 and f is a bounded, nonnegative function.
-Sharp a priori estimates for solutions to anisotropic problems with λ = 0 and c ≡ 0 have been proved by Cianchi [26] (see also [4, 5] ) by introducing a convenient notion of rearrangement satisfying an anisotropic version of the Pólya-Szegö principle.
We end this section by recalling the paper [19] (see also [21, 23, 33] and [39] for the anisotropic equivalent), where the Dirichlet homogeneous problem relative to the equation −∆u = f /u α is considered. The authors distinguish three cases according to the value of α, that are 0 < α < 1, α = 1 and α > 1. The first two cases can be treated using approximation techniques and providing the existence of a unique solution in H 1 0 (Ω). The validity of a strong comparison principle is a fundamental tool in order to prove the monotonicity, and also a uniform bound far from zero, of the sequence of solutions of the approximate problems. We stress that these kind of arguments cannot be generalized to the anisotropic setting because of the lack of a strong maximum principle (see [45] ).
1.2.
Notation. As usual, in the following sections C will denote a positive constant, the value of which can change from line to line. For k > 0, we let T k : R → R stand for the truncation at height k, that is,
Approximate problems
To establish our main results, we will consider a sequence of approximate problems,
is replaced by suitable approximations. We introduce the sets
Case 1 in Theorem 1.2 corresponds to J 2 = ∅, while Case 2 corresponds to J 2 = ∅. Let h > 1 be large. For every 1 ≤ j ≤ N and every n ≥ 1, we define H j,n : (0, ∞) × R → R as follows
We need to extend the domain of definition of H j,n to R 2 for each j ∈ J 1 . In Case 1, for
In Case 2, for each j ∈ J 1 (when J 1 is not empty), we set
We refer to the first and second sum in the right-hand side of (2.2) as Ψ n,J 1 (u) and Ψ n,J 2 (u), respectively. Clearly, Ψ n :
Since h in (2.1) is large and the embedding W 1, − → p 0 (Ω) ֒→ L p * (Ω) is continuous (see Remark 1 in the Appendix), we get that Ψ n :
satisfies the properties (P 1 ) and (P 2 ) (see [22] ). Fix n ≥ 1. Assuming (1.3), we consider an approximate problem in which P n u + Bu replaces Ψ(u) + Bu in (1.1). Then, for arbitrary m > 1, by [22] , we obtain a solution U n of the problem
By a solution of (2.4), we mean any function
where r = m if a = 0 in Case 1 and r = ∞ otherwise. In addition, in Case 2, we see that U n ≥ 0 in Ω. Indeed, taking v = U − n in (2.5) and recalling (1.7), we arrive at
which implies that meas({U n < 0}) = 0 and so U n ≥ 0 a.e. in Ω.
Our next result, to be proved in Section 3, gives essential a priori estimates. [22] .
In the framework of Proposition 2.1, the following hold:
We aim to prove that the function u in Proposition 2.2 is a solution of (1.1). 
(2.10)
Let r = m if a = 0 in Case 1 and r = ∞ otherwise. For every n ≥ 1 and each
We distinguish two situations as follows:
(a) Let a = 0. Proposition 2.1 gives that, up to a subsequence,
From (2.11), (2.10) and (2.12), we get (2.9) for every
Assuming (2.13) for the moment, by using (2.10) and (2.11), we obtain (2.9) for every
Proof of (2.13).
For every M > 0, we define
We have |Φ(U n , ∇U n )| ≤ M m−1 N j=1 a j |∂ j U n | p j + 1 for every x ∈ D n,M . To show the equi-integrability of {Φ(U n , ∇U n )} n over Ω, let ω be any measurable subset of Ω. It follows that
On the other hand, using (2.6), we see that
Consequently, we find that 
Proof of Proposition 2.1
The solution U n ∈ W 1, − → p 0 (Ω) ∩ L m (Ω) of (2.4) provided in [22] satisfies
For every 1 ≤ j ≤ N , we introduce the notation
The left-hand side of (3.1) is then equal to
In what follows, we need the following version of Young's inequality.
By (1.5) and the anisotropic Sobolev inequality (A.2) in the Appendix, we find a positive constant C independent of n such that
whenever a 0 > 0 in (1.5), whereas if a 0 = 0, we have
We fix δ > 0 small and denote by C δ a positive constant (that may change from line to line) such that C δ depends on δ, but is independent of n.
If a 0 = 0 in (1.5), then by virtue of Lemma 3.1, we derive that
.
(3.5)
We mention that the hypothesis b < p 1 /p ′ corresponding to a 0 = 0 in (1.5) ensures that
By the definition of P n in (2.3), we have
To estimate the right-hand side of (3.6), we write 7) where N− → a and P− → a are given by (1.8) and we define In view of Lemma 3.1 and the anisotropic Sobolev inequality (see Lemma 1 and Remark 1), for every j ∈ N c − → a , we find a positive constant C, depending on N , − → p , q j , θ j and meas (Ω), such that
where r j is defined by
Remark that if j ∈ N c − → a , then r j > 0 and, moreover, r j (θ j /N + q j ) < p j . On the other hand, for every j ∈ N− → a , we define
Condition (1.10) gives that ξ j > 1 for every j ∈ N− → a so that
(3.12)
We now need to estimate I θ j ,q j (U n ) for every j ∈ P− → a ∪ P c − → a . If P− → a = ∅, then let j ∈ P− → a , that is, 1 ≤ j ≤ N such that a j q j > 0 and m j > 1. Condition (1.10) implies that m > min{θ j , m j } whenever j ∈ P− → a and, moreover, min{θ j , m j } = θ j if and only if θ j ≥ p. Since we need to distinguish the case m ≥ p j θ j /q j from m < θ j p j /q j , we write P− → a ∪ P c − → a as a union of four sets:
(3.14)
For every j ∈ P− → a ,1 , by denoting ℓ j := (meas (Ω)) 1−q j /p j , we obtain that
By Hölder's inequality, jointly with the anisotropic Sobolev inequality and Young's inequality in Lemma 3.1, by defining
we obtain a positive constant C = C(N, − → p , q j , θ j , m, meas (Ω)) such that
(3.17)
Now, m > θ j for every j ∈ P− → a ,3 so that if s j := (meas (Ω)) 1−θ j /m , then
(3.18)
We remark that (θ j p j − mq j )/(p j − q j ) < m for each j ∈ P− → a ,3 since m > θ j .
We define S n as follows
We observe that
Thus, building on the previous observations, the power of each term in S n containing ∂ j U n L p j (Ω) is less than p j for j in the appropriate index set.
The cardinality of a finite set S is denoted by |S|. From (3.10), (3.12), (3.15), (3.17), and (3.18), it follows that
We inspect the left-hand side of (3.1) in the form of (3.3) and compare it with the upper bound estimates for the right-hand side of (3.1) obtained for | P n U n , U n | and | B n U n , U n | (see (3.19) for the former and (3.4) for the latter when a 0 > 0 and (3.5) when a 0 = 0). We choose δ ∈ (0, 1/N ) small such that δ < min j∈P− → a ∪P c − → a a j . Then, (2.6) holds for a positive constant C independent of n. This ends the proof of Proposition 2.1. (Ω) as n → ∞, which implies that lim n→∞ Au ± , U ± n − u ± = 0.
Proof of Proposition 2.2
(b) To establish (2.8), it is enough to prove that for a subsequence of {U n } n and u in (2.7), we have lim n→∞ AU + n − Au + , U + n − u + = 0, (4.1)
We observe that in Case 2, we need only prove (4.1) since all U n and, hence, u are nonnegative functions. To establish (4.2), we can proceed as for the proof of (4.1). We thus show the details only for (4.1) and leave the modifications for (4.2) to the reader noting that instead of z n,k in (4.4), one needs to work with y n,k defined by y n,k := U − n − T k (u − ). Using Remark 4.1 and that A is monotone, to establish (4.1), it remains to show that lim sup n→∞ AU + n , U + n − u + ≤ 0. From (1.17), we see that G k (u + ) ≥ 0 a.e. in Ω. We write
(Ω) and, hence, passing to a subsequence of U n , as n → ∞,
Then, using the definition of A, we arrive at
Assume for the moment that, up to a subsequence of {U n } (relabelled {U n } for simplicity), the next two results hold. 
for every integer k ≥ 1. We remark that
Hence, by letting k → ∞ in (4.10), we conclude (4.3).
4.1.
Properties of {z ± n,k } n . We next summarize properties of {z ± n,k } n to be used in the proofs of (4.8) and (4.9). From (2.6) and (4.4), we see that {z ± n,k } n is bounded in W 1, − → p 0 (Ω) and also in L m (Ω) and, up to a subsequence,
in Ω as n → ∞. Hence, up to a subsequence, using also Remark 1, as n → ∞, we have
(Ω) and in L m (Ω),
(Ω) and in L m (Ω), z − n,k → 0 (strongly) in L p (Ω).
(4.13)
The embedding W 1, − → p 0 (Ω) ֒→ L p (Ω) is compact using that p ∈ (1, p * ). From (4.11) and (4.13), by passing to a subsequence, we deduce that
(4.14)
Let ϑ ∈ (1, m) be arbitrary. By Vitali's Theorem and (4.12), up to a subsequence, we obtain that 
for every 1 ≤ j ≤ N . Since we need to bound from above the right-hand side of (4.20), for each 1 ≤ j ≤ N , it is convenient to define
Recall from (3.7), (3.8) and (3.13) that
We define M 1 := |N c − → a ∪P− → a ,2 ∪P c − → a ,2 | and M 2 := |N− → a ∪ P− → a ,1 ∪P− → a ,3 |. We aim to show that for sufficiently small τ > 0 and β ∈ (1/τ, m/τ ) fixed, there exists a positive constant C, independent of n and k, such that Then, using (4.22), we conclude the proof as follows. In view of (4.16) and (4.22), we define R k as follows
From (4.11), (4.15) and (4.14), we find that lim k→∞ R k = 0 since τ β ∈ (1, m). In view of (4.18), (4.19) and (4.20) , we arrive at (4.8).
Proof of (4.22). By Hölder's inequality and (3.9), for every j ∈ N c − → a , we have
By the definition of P− → a ,2 ∪ P c − → a ,2 , we can take τ small such that
Using ν j given by (3.16) , for every j ∈ P− → a ,2 ∪ P c − → a ,2 , we derive that
We fix β ∈ (1/τ, m/τ ). From (1.10), we have ξ j > 1 for every j ∈ N− → a , where ξ j is given by (3.11) . We choose τ > 0 small such that (m − 1) τ < m/ξ j for every j ∈ N− → a , which implies that ξ j m/(m + τ ξ j ) < β. Hence, for every j ∈ N− → a , by defining c j,N− → a = (meas (Ω))
We diminish τ such that 0 < τ < (p j −q j )/p j for every j ∈ P− → a ,1 . Using that m ≥ p j θ j /q j for every j ∈ P− → a ,1 , by Hölder's inequality, we can bound F j,τ (U n , z + n,k ) from above as follows
Finally, for every j ∈ P− → a ,3 , we have p ≤ θ j < m < θ j p j /q j in view of (1.10). We let τ > 0 small such that τ < (m − θ j )/(m − 1) for every j ∈ P− → a ,3 . Then, Hölder's inequality yields that We next make comments relevant to a > 0. In such a case, using that z − n,k ∈ W 1, − → p 0 (Ω) ∩ L ∞ (Ω), we also have ϕ λ (z − n,k ) ∈ W 1, − → p 0 (Ω) ∩ L ∞ (Ω) so that it can be taken as a test function in (2.4) . Our choice of λ > 0 yields that
From (4.13), we see that both z − n,k and ϕ λ (z − n,k ) converge to 0 weakly in W 1, − → p 0 (Ω) as n → ∞. Hence, it follows that
Using that z − n,k = T k (u + ) − U + n a.e. in {z − n,k > 0}, we notice that W j (n, k) ≥ 0 a.e. in Ω for every 1 ≤ j ≤ N , where W j (n, k) is given by
The importance of λ satisfying (4.29) can be seen by defining
In view of (4.30), when a > 0, we finish the proof of (4.9) by showing that lim sup
Unless otherwise stated, we next assume a ≥ 0. We define
Notice that z − n,k = T k (u + ) on the set {U n ≤ 0}. We thus find that
Using
as a test function in (2.4) and writing Φ(U n ) in place of Φ(U n , ∇U n ), we arrive at
We assume for the moment that (up to a subsequence) From (4.13), we have z − n,k → 0 in L 1 (Ω) as n → ∞. Since z − n.k ∈ L ∞ (Ω), we infer that ϕ λ (z − n,k ) → 0 in L 1 (Ω) as n → ∞. We distinguish two situations:
(a) Let a = 0. From (4.33), (4.34) and (4.35), we conclude (4.9).
(b) Let a > 0. We prove (4.32). To this end, we need to evaluate the first term in the right-hand side of (4.35). If we define
then, using also (4.31), we see that
In view of (4.6) and (4.13), we get that Z λ (n, k) → 0 and Υ λ (n, k) → 0 as n → ∞. Then, from (4.35) and (4.36), we derive that
As a consequence of (4.33), (4.34) and (4.37), we obtain (4.32).
To complete the proof of Lemma 4.3, it remains to establish (4.34).
Proof of (4.34) for a ≥ 0. We show that up to a subsequence, we have The claim of (i 1 ) follows from the property (P 2 ) of the operator B. To prove (i 2 ), we remark that S λ (n, k) can be written as
which, by virtue of (4.6), converges to
Notice that, for every 1 ≤ j ≤ N , we have
Hence, ϕ ′ λ (T k (u + )) (Ξ j − Θ j ) ∂ j (T k (u + )) = 0 a.e. in Ω for each 1 ≤ j ≤ N so that we obtain lim n→∞ S λ (n, k) = 0.
Proof of (i 3 ) in (4.38) . From the definition of P n in (2.3) and (2.2), we have
(4.39)
Let τ ∈ (0, 1) be small. Similar to (4.21), for every j ∈ J 1 , we define
We write Ω as the union of {|U n | < z − n,k } and {|U n | ≥ z − n,k }. Let j ∈ J 1 be arbitrary.
With (4.39) and (4.40) in mind, to conclude (i 3 ) in (4.38), it suffices to show that for each j ∈ J 1 , each term in the right-hand side of (4.40) converges to zero as n → ∞. Indeed, with the same ideas as for proving (4.22) , by choosing τ > 0 sufficiently small and β ∈ (1/τ, m/τ ), we obtain a positive constant C, independent of n and k, such that
In light of (4.14) and (4.15) , we see that the right-hand side of (4.41) converges to 0 as n → ∞ using here that τ β ∈ (1, m). This means that lim n→∞ F j,τ (U n , z − n,k ) = 0 for each j ∈ J 1 .
For every j ∈ J 1 , we let α j ∈ (0, θ j ) satisfy 1 < ϑ j < m, where we define ϑ j = (θ j − α j )p j /(p j − q j ). Since z − n,k ≤ k, by Hölder's inequality, we have
The choice of α j yields that lim n→∞ z − n,k L ϑ j (Ω) = 0. Then, for every j ∈ J 1 , the second term in the right-hand side of (4.40) converges to 0 as n → ∞. This proves (i 3 ) in (4.38), completing the proof of (4.34).
Proof of Theorem 1.2 completed
Let m satisfy (1.10). We show that u in Proposition 2.2 is a solution of (1.1) such that 
for every 1 ≤ j ≤ N and all non-negative v ∈ W 1, − → p 0 (Ω) ∩ L r (Ω). By Proposition 2.1, we have
We distinguish two situations:
(a) Let a = 0. If j ∈ N− → a , then with c j as in (3.11) , we obtain that
where C is a positive constant independent of n.
be given by (3.9) . By Hölder's inequality and Proposition 2.1, we infer that
for a positive constant C independent of n. From (5.2)-(5.4), we derive that, up to a subsequence,
(b) Let a > 0. We prove (5.1) for every 1 ≤ j ≤ N and all non-negative v ∈ W 1, − → p 0 (Ω) ∩ L ∞ (Ω). If j ∈ N− → a ∪ N c − → a , then we conclude the assertion as in the case a = 0. Hence, we need to treat the case j ∈ P− → a ∪ P c − → a (for which a j q j > 0). In each of the three situations below, we use Hölder's inequality and Proposition 2.1 to infer that there exists s > 1 such that H j,n (U n , ∂ j U n ) L s (Ω) ≤ C for a positive constant C independent of n:
(b 1 ) If m ≥ (θ j − 1)p j /q j , then by choosing 1 < s < p j /q j , we see that
then we always have m > m j . Indeed, if j ∈ P− → a , then the assumption (1.10) gives that m > min{θ j , m j } = m j . If, in turn, j ∈ P c − → a , then m j ≤ 1 < m. Hence, m > m j for j ∈ P− → a ∪ P c − → a leads to
Hence, using (5.2) , in each of the situations that could occur for j ∈ P− → a ∪ P c − → a , up to a subsequence, we obtain (5.5), where s > 1 is chosen according to (b 1 ), (b 2 ) or (b 3 ) (for the latter, we take s = p ′ ). Then, (5.1) follows immediately for every 1 ≤ j ≤ N and all non-negative v ∈ W 1, − → p 0 (Ω) ∩ L ∞ (Ω).
5.2.
Proof of (1.4) in Case 2. Recall that U n is non-negative, which implies that u is also non-negative. Let v ∈ W 1, − → p 0 (Ω) ∩ L ∞ (Ω) be any non-negative function. To show that u satisfies (1.4), by Corollary 2.4, it remains to prove that
(Ω), it follows that ∇u = 0 a.e. in {u = 0}. For every j ∈ J 1 since θ j ≥ 1, by the argument given for Case 1, we have
If we replace u by U n in the second sum of the right-hand side of (2.2), we obtain Ψ n,J 2 (U n ). We point out that there exists lim n→∞ Ω Ψ n,J 2 (U n ) v dx by using (5.7), (2.3) and the existence of lim n→∞ P n U n , v from Corollary 2.4. Hence, we reach (5.6) by showing that
For every σ > 0, we have
Fix σ > 0 such that σ ∈ E, where we define E := {σ > 0 : meas ({u = σ}) > 0}. (5.10) We show that
Assuming that the assertions in (5.11) have been proved, we end the proof of (5.8) as follows. We have χ {u>σ 2 } ≤ χ {u>σ 1 } for 0 < σ 1 < σ 2 , and the set E in (5.10) is at most countable. Moreover, from (5.9) and (5.11), we see that
Hence, by the Monotone Convergence Theorem, we deduce that
Using (5.11) and (5.12) in (5.9), we obtain (5.8) . It remains to show (5.11).
Proof of (5.11). (i) Let j ∈ J 2 be arbitrary. We conclude (i) by proving that
For every measurable subset ω of Ω, we have
From Proposition 2.1, using that σ / ∈ E, we obtain that χ {Un>σ} → χ {u>σ} a.e. in the set {u = σ}, as well as
in Ω as n → ∞.
By Vitali's Theorem, we conclude the proof of (5.13).
(ii) Let Z σ : [0, ∞) → [0, 1] be the following function
Using that Z σ (U n ) → Z σ (u) a.e. in Ω as n → ∞, by Lebesgue's Dominated Convergence
On the other hand, Proposition 2.2 yields (up to a subsequence)
Similar to the proof of (2.13), we have
Thus, using w = U n in (5.14) and letting n → ∞, we obtain that
From (1.7), we have BU n , Z σ (U n ) v ≥ 0 for every n ≥ 1. Hence, by taking v Z σ (U n ) ≥ 0 as a test function in (2.11), we see that
Since Z σ (U n ) = 1 in {U n ≤ σ}, from (5.16), we infer that
Observe now that Z σ (u) → χ {u=0} a.e. in Ω as σ → 0 and u ∈ W 1, − → p 0 (Ω) implies that ∇u = 0 a.e. in {u = 0}. Hence, L σ,v (u) converges to 0 as σ → 0. This, jointly with (5.15) and (5.17) , implies the assertion of (ii) in (5.11) . The proof of (5.8), and hence of (5.6), is now complete.
5.3.
Proof of (1.11) in Case 1 or Case 2. Since u may not be in L ∞ (Ω), we cannot directly use v = u in (1.4). Nevertheless, for every k > 0, we have Recalling that Φ(u) u ∈ L 1 (Ω) and Ψ(u) u belong to L 1 (Ω), from Lebesgue's Dominated Convergence Theorem, we can pass to the limit k → ∞ in (5.18) to obtain (1.11). This ends the proof of Theorem 1.2.
Proof of Theorem 1.3
Let a 0 = 0 in (1.5). Let (1.3) and (1.10) hold in Case 1 or Case 2. We show that
is a solution of (1.1) in the sense of Definition 1.1 such that Φ(u) u ∈ L 1 (Ω) and Ψ(u) u ∈ L 1 (Ω).
For every h > 0, we define µ u (h) = meas ({|u| ≥ h}). We show that there exist positive constants γ a ∈ (0, 1), θ a and C, depending only on m, N , − → p , − → q , − → θ , meas (Ω), C, b, s, such that for l > h > 0 it holds
with r = m. We set γ 0 := min min
From (6.3)-(6.6), we conclude (6.1) with γ a = γ 0 , and θ a = min 1≤j≤N θ j , if ||u|| L m (Ω) ≤ 1, θ a = max 1≤j≤N θ j if ||u|| L m (Ω) > 1.
6.2. Proof of (6.1) when a > 0 in Case 1 or Case 2. Here, we have that u ∈ W 1, − → p 0 (Ω) ∩ L m (Ω) satisfies (1.9) and (1.4) for every v ∈ W 1, − → p 0 (Ω) ∩ L ∞ (Ω). We recover (6.2) by taking v = T k (G h (u)) in (1.4) with k > h > 0, and reasoning as in the proof of (1.11) in Section 5.3.
As in the case a = 0, we obtain (6.3) and we need to bound from above each term in the right-hand side of (6.3). We observe that (6.6) still holds, along with (6.4) for j ∈ N− → a and (6.5) for j ∈ N c − → a . Nevertheless, the fact that a > 0 means that
For the definition of the sets in the above identity, see (3.14) . Compared with the case a = 0, it remains to bound from above {|u|≥h} |u| θ j |∂ j u| q j dx for j ∈ N− → a ∪ N c − → a . For every j ∈ P− → a ,1 , using Hölder's inequality and the definition of I m,p j (u) in (3.2) (with u instead of U n ), we see that
In turn, for every j ∈ P− → a ,2 ∪ P c − → a ,2 , we have m > m j so that {|u|≥h} |u| θ j |∂ j u| q j dx ≤ I m,p j (u) Finally, for every j ∈ P− → a ,3 , using that m > θ j , we deduce that
We then conclude (6.1) with γ a ∈ (0, 1) given by γ a = min γ 0 , min j∈ P− → a ,1
and θ a = min 1≤j≤N θ j −
6.3. Proof of Theorem 1.3 completed. Lemma 4.1 (iii) in [42] gives that u ∈ L m 1 (Ω) for m 1 = 2m/(2 − γ a ) > m. We can use again (6.1) with r = m 1 and, thanks to Lemma 4.1 (iii), we get u ∈ L m 2 (Ω) with m 2 > m 1 > m. By iterating this procedure we get u ∈ L r (Ω) with r large enough so that γ a > 1. Hence, Lemma 4.1 (i) provides u ∈ L ∞ (Ω). 
