This paper introduces a new generalization of the power generalized Weibull distribution called the generalized power generalized Weibull distribution. This distribution can also be considered as a generalization of Weibull distribution. The hazard rate function of the new model has nice and flexible properties and it can take various shapes, including increasing, decreasing, upside-down bathtub and bathtub shapes. Some of the statistical properties of the new model, including quantile function, moment generating function, reliability function, hazard function and the reverse hazard function are obtained. The moments, incomplete moments, mean deviations and Bonferroni and Lorenz curves and the order statistics densities are also derived. The model parameters are estimated by the maximum likelihood method. The usefulness of the proposed model is illustrated by using two applications of real-life data.
Introduction
The three-parameter power generalized Weibull distribution was originally proposed by Bagdonavicius and Nikulin (2001) as a generalization of Weibull distribution by introducing an additional shape parameter. The cumulative density function (cdf) and probability density function (pdf) of the power generalized Weibull distribution are respectively, where α and θ are two shape parameters and λ is a scale parameter. The standard Weibull distribution is a special case of (1) when = 1. This distribution can be also considered as an extension of the Nadarajah-Haghighi (NH) and exponential distributions. Nikulin and Haghighi (2007) pointed out that the hazard rate function of the power generalized Weibull distribution has nice and flexible properties and can be constant, monotone and non-monotone shaped. This distribution is often used for constructing accelerated failures times models. They also used the chi-square goodness-of-fit test to illustrate that the fits the randomly censored survival times data for patients at arm A of the head-and-neck cancer clinical trial. Nikulin and Haghighi (2009) have studied some of the statistical properties of PGW distribution. Gupta et al. (1998) introduced one of the most famous and oldest methods to generalize the probability distributions called exponentiated method. If G ̅ (x) = [1 − G(x)] and G(x) are the survival and cumulative density functions of the baseline distribution, then the cdf of exponentiated distribution family of Lehmann type II is defined by taking one minus the b-th -power of ̅ ( ) as follows ( ) = 1 − ̅ ( ) ,
and the corresponding probability density function (pdf) is ( ) = ( ) ̅ ( ) −1 ,
where g(x) is pdf of the baseline distribution, is a positive real parameter. Several of the generalized distributions from (3) were studied in the literature including, the generalized inverse ) distribution and studies its statistical properties. The rest of this paper is organized as follow. In section 2, the generalized power generalized Weibull distribution is introduced. In section 3, the statistical properties of the new distribution are discussed. In section 4, the reliability functions are derived. In section 5, the pdf of order statistics of the model is introduced. In section 6, the maximum likelihood estimation is investigated. In section 7, two real data sets are used to illustrate the usefulness and applicability of the model. In section 7, the concluding comments are given.
The Generalized Power Generalized Weibull Distribution
The reliability function ( ) of the generalized power generalized Weibull distribution is simply the b-th power of the reliability function of power generalized Weibull distribution as follows
then, the cumulative density function (cdf) of the distribution is
and the corresponding probability density function (pdf) is
where and are two scale parameters; and are two shape parameters. The Weibull distribution is a special case of (6) when = = 1, hence it can be also considered as a generalization of Weibull distribution. The pdf and cdf for selected values of the parameters , and are plotted in Fig. 1 , 2 respectively. 
The Statistical Properties of GPGW Distribution
In this section, we derive some of the distributional properties of distribution including, the quantile function, the moments, moment generating function, skewness, kurtosis and random variables generation function, incomplete moments, mean deviations and mean deviations.
Quantile function
The quantile function is one of the ways of specifying the distribution of a random variable and it is also an alternative to the pdf and cdf. The quantile function is usually used to obtain the statistical measures such as the median, skewness, kurtosis and it is also used to generate the random variables. The definition of the q-th quantile is the real solution of the following equation
Thus, the quantile function Q(q) corresponding of the distribution is
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The median ( ) of distribution can be obtained from the previous function, by setting = 0.5, as follows Fig. 3 , shows the median of the distribution as a function of the shape parameters and .
Fig. 3: The median of the distribution 3.2 Skewness and kurtosis
The skewness and kurtosis measures are used in statistical analyses to characterize a distribution or a data set. The Bowley's skewness measure based on quartiles ((Kenney and Keeping 1962)) is given by
and the Moors' kurtosis measure based on octiles (Moors (1988) ) is given by
The skewness and kurtosis measures based on quantiles like Bowley's skewness and Moors' kurtosis have a number of advantages compared to the classical measures of skewness and kurtosis, e.g. they are less sensitive to outliers and they exist for the distributions even without defined the moments. Fig. 4 , shows the behaviors of skewness and kurtosis of the distribution as a function of the shape parameters and .
Random variables generation
The closed form of the quantile function of the distribution makes the simulation from this distribution easier. Therefore, the random variables of distribution are directly generated from the following function
where , λ, and are known parameters and is generated number from the uniform distribution (0, 1). Now, we use eq (12) to generate two simulated data sets for some parameter values. Fig. 5 , displays the histograms and the exact densities for the simulated data sets. These shapes show that the setting is quite adequate and reinforces that this model has good potential for simulation studies. 
Proof. The r-th moment is defined as follows
substituting (x) from (7) in (14) yields
by taking 1 = 1 + , the above expression reduce to
by applying the binomial expansion, then (16) become
by integrating the incomplete gamma function ∫ which agrees with the moments obtained by Nadarajah and Haghighi (2011) .
In particular, the first and second moments and the variance of can be determined from (13) as follow
and
(20) respectively. The non-central moments in (13) can be also used to calculated the central moments and the cumulants as following
, where the cumulants are defined as quantities that provide an alternative to the distribution moments. The skewness γ 1 and kurtosis γ 2 can be calculated based on cumulants in the forms γ 1 = k 3 k 2 3 2 ⁄ ⁄ and γ 2 = k 4 k 2 2 ⁄ , respectively.
The moment generating function
If ~GPGW distribution, then for any integer value of r α ⁄ the moment generating function is
Proof. The moment generating function is defined as follows
, we get
Substituting (16) in to (22) yields the mgf of distribution as in (21). ∎
Incomplete moments
The sth incomplete moment of , is defined as follows
Hence, by inserting (7) in (23) and after some manipulate, we get the sth incomplete moment of distribution as follows
Proof. Substituting (7) into (23), yields
By setting = (1 + ) , the above expression reduce to
Applying the binomial expansion gives 
Mean deviations
The mean deviations about the mean ( 1 ( )) and about the median ( 1 ( )) of are given, respectively, by 
Bonferroni and Lorenz curves
The Bonferroni and Lorenz curves (Bonferroni (1930) ) have many applications, especially in economics to study income and poverty and in other fields like reliability, demography, insurance and medicine. The Bonferroni and Lorenz curves are defined as
respectively, where 1 ′ = ( ) and = ( ) is calculated from (8) for a given probability ( ), and 1 ( ) is the first incomplete moment from (28).
Reliability Analysis
In this section, the survival ( ), failure rate ℎ( ), reversed hazard ( ) and the cumulative failure rate ( ) functions of GPGW distribution are derived.
The survival function
The survival function ( ) of the distribution can be derived using the cumulative distribution function in (5) as follows
The hazard function
For a continuous distribution with pdf ( ) and cdf ( ), the hazard rate function for any time is defined as follows ℎ( ) = ∆ →0 ( < + ∆ | > ) ∆ = ( ) 1 − ( ) Subsequently, the hazard rate for any time of the distribution can be determined using the cdf and pdf in Eqs. (5), (6) as follow ℎ( ) = −1 (1 + ) −1 , > 0 (37) Nikulin and Haghighi (2007) discussed and established that the hazard rate function of the distribution is increasing, decreasing, bathtub and unimodal failure rate. It follows that the hazard rate function for distribution can be taking the following forms:
-monotone increasing if either > 1 and > 1 or = 1 and > 1; -monotone decreasing if either 0 < < 1 and < 1 or 0 < < 1 and = 1; -bathtub shaped if 0 < < 1 and > 1; -unimodal (inverted bathtub shaped) if > 1 and 0 < < 1; -constant, ℎ( ) = if = = 1. The plots of the hazard function of distribution for some selected parameters values are displayed in Fig. 6 . These plots show the flexibility of hazard rate function that makes the hazard rate function useful and suitable for non-monotone hazard behaviors that are more likely to be observed in real life situations. 
The reversed hazard and cumulative hazard rate functions
The reversed hazard ( ) and the cumulative hazard rate ( ) functions of distribution are given, respectively, as follow
Order Statistics
The order statistics arise naturally in many areas of statistical theory and practice which makes it one of the important statistical topics. Let (1) , (2) , … , ( ) denote the order statistics of a random sample drawn from a continuous distribution with cdf ( ) and pdf ( ), then the pdf of ( ) is given by Let is a random variable of distribution, then by substituting (6) and (7) into equation (40), we get the ℎ order statistics of density function as follows
The pdf of order statistics when = 1 and when = n are
respectively.
Maximum Likelihood Estimation
This section discusses the maximum likelihood estimation ( ) for the parameters = ( , , , ) of the distribution. Let 1 , 1 , … , is a complete random sample of size from the distribution. Then the likelihood function (LF) is
and the log-likelihood function (logL) is
The partial derivatives of the above equation are
The maximum likelihood estimators of , , and are the simultaneous solutions of the following nonlinear likelihood equations ln = ln = ln = ln = 0
The previous equations cannot be analytically solved, but the statistical software can be used to solve them numerically by using iterative techniques like the Newton-Raphson algorithm.
Real Data Illustration
In this section, the usefulness of the distribution is illustrated by using two real datasets. These datasets are described as follows
The dataset (I): Failure times of 50 devices
The first data set represents the failure times of 50 devices put under a life test (see Aarset (1987) ). These data are: 0.1, 0.2, 1.0, 1.0, 1.0, 1.0, 1.0, 2.0, 3.0, 6.0, 7.0, 11.0, 12.0, 18.0, 18.0, 18.0, 18.0, 18.0 The second real data set represents the survival times, in weeks, of 33 patients suffering from acute myelogenous leukaemia (see Feigl and Zelen (1965) ). The data are: 65, 156, 100, 134, 16, 108, 121, 4, 39,  143, 56, 26, 22, 1, 1, 5, 65, 56, 65, 17, 7, 16, 22, 3, 4, 2, 3, 8, 4, 3, 30, 4 , 43. knowing the shape of hazard function curve can help to guess the appropriate distribution of data. For this purpose, a useful device called the total time on test (TTT) plot is used to identifying the shape of hazard rate function graphically (see for more details Aarset (1987) ). The TTT plot is obtained by plotting
⁄ against / , where , = 1, . . . , and ( ) are the order statistics of the sample. Fig. 7 displays the plots for our datasets. The TTT plot for dataset I in Fig. 7 (a) indicates a bathtub shaped hazard rate function. Also, the plot for dataset II in Fig. 7 (b) points out a decreasing hazard rate function. These shapes reveal the suitability of the distribution to fit our datasets. The results of the maximum likelihood estimates and their standard errors of the fitted models for dataset I and dataset II are displayed in Tables 2 and 3 respectively. As well, the values of Goodness-of-Fit statistics of the fitted models for dataset I and dataset II are displayed in Tables 4 and 5 and II are displayed in Fig. 8 and Fig. 9 , respectively. These plots also indicate that the distribution provides an adequate fit than other distributions for both data sets. 
