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ABSTRACT
Numerical solutions of the cosmic-ray (CR) magneto-hydrodynamic equations are dogged by a
powerful numerical instability, which arises from the constraint that CRs can only stream down their
gradient. The standard cure is to regularize by adding artificial diffusion. Besides introducing ad-
hoc smoothing, this has a significant negative impact on either computational cost or complexity
and parallel scalings. We describe a new numerical algorithm for CR transport, with close parallels
to two moment methods for radiative transfer under the reduced speed of light approximation. It
stably and robustly handles CR streaming without any artificial diffusion. It allows for both isotropic
and field-aligned CR streaming and diffusion, with arbitrary streaming and diffusion coefficients. CR
transport is handled explicitly, while source terms are handled implicitly. The overall time-step scales
linearly with resolution (even when computing CR diffusion), and has a perfect parallel scaling. It
is given by the standard Courant condition with respect to a constant maximum velocity over the
entire simulation domain. The computational cost is comparable to that of solving the ideal MHD
equation. We demonstrate the accuracy and stability of this new scheme with a wide variety of tests,
including anisotropic streaming and diffusion tests, CR modified shocks, CR driven blast waves, and
CR transport in multi-phase media. The new algorithm opens doors to much more ambitious and
hitherto intractable calculations of CR physics in galaxies and galaxy clusters. It can also be applied
to other physical processes with similar mathematical structure, such as saturated, anisotropic heat
conduction.
Subject headings: cosmic rays — galaxies: clusters: intracluster medium — magnetohydrodynamics
(MHD) — methods: numerical
1. INTRODUCTION
In recent years, there has been a strong resurgence of
interest in the impact of cosmic-rays (CRs) on galactic
scales. CRs have long been known to be important in
ISM and proto-planetary disks, by ionizing gas in oth-
erwise neutral regions shielded from photoionizing ra-
diation, thus affecting both chemistry and coupling to
magnetic fields. However, the fact that their local en-
ergy density is comparable to the thermal energy density
also implies that they could be an important source of
heat and momentum driving. For instance, in the intr-
acluster medium, CRs have been invoked as a means of
stemming a cooling flow catastrophe (Loewenstein et al.
1991; Guo & Oh 2008; Fujita & Ohira 2011; Pfrommer
2013; Jacob & Pfrommer 2017; Ruszkowski et al. 2017).
In the ISM, CR wave heating potentially provides the re-
quired supplemental heating to explain observed line ra-
tios (Reynolds et al. 1999) in the warm ionized medium of
the Galaxy (Wiener et al. 2013b). Most recent activity,
however, has focused on the exciting possibility that CRs
could drive the galactic winds we observe, both directly
by exerting a force, and indirectly by heating the gas
and affecting thermal pressure gradients. Star formation
feedback is a key outstanding problem in galaxy forma-
tion, with no consensus solution. Cosmic-ray mediated
feedback is a very attractive possibility because unlike
thermal driving, there is no danger of rapid dissipation
via radiative cooling. It also allows for winds which are
significantly cooler than thermal winds, in better agree-
ment with observations, which see a significant amount of
warm ionized, ∼104K gas (Chen et al. 2010; Rubin et al.
2010; Tumlinson et al. 2011). Furthermore, in agree-
ment with observations (cf Steidel et al. 2010), and in
contrast to models of thermally driven winds, CR winds
have velocities that rise with distance. Thus, although
the possibility of CR driven winds was noted early on
(Ipavich 1975; Breitschwerdt et al. 1991), these argu-
ments have motivated a great deal of recent work on CR
feedback, both analytically (Socrates et al. 2008; Samui
et al. 2010; Recchia et al. 2016), and numerically with
isotropic (Uhlig et al. 2012; Booth et al. 2013; Salem &
Bryan 2014; Simpson et al. 2016; Wiener et al. 2017b)
and field-aligned (Hanasz et al. 2013; Girichidis et al.
2016; Pakmor et al. 2016b; Ruszkowski et al. 2017) CR
transport (for an excellent recent review, see Zweibel
2017). However, all of these works are subject to im-
portant caveats about assumptions in CR transport.
Despite their small collisional cross-section, cosmic
rays do not stream out of our Galaxy at the speed of
light. Instead they are remarkably isotropic (to several
parts in ∼ 104), despite the discreteness and transience
of supernova sources. Analysis of CR spallation products
and radio nuclide abundances indicate residence lifetimes
of ∼ 107 yr (at 1 GeV), orders of magnitude larger than
the light travel time across the Galaxy. These facts led to
the ‘self-confinement’ theory for CRs, whereby they scat-
ter collisionlessly off magnetic irregularities in the plasma
generated by a powerful resonant streaming instability
(Kulsrud & Pearce 1969; Wentzel 1974), which kicks in
whenever CRs stream faster than the Alfve´n speed. They
can also potentially be scattered by MHD turbulence
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(Yan & Lazarian 2002). The growth rate of the streaming
instability is proportional to the CR abundance. For the
scenarios we are interested in, where the CRs are abun-
dant enough to be dynamically important, self-generated
turbulence should dominate by far. The CR generated
waves damp in the plasma, resulting in momentum and
energy transfer from the CRs to the plasma.
The mean free path of CRs, rL/(δB/B)
2 (where rL
is the Larmor radius and δB/B is the rms fractional
B-field perturbation) is usually much smaller than any
other lengthscale of interest. Thus, in most situations it
is appropriate to treat the CRs as a fluid. High wave-
particle scattering rates render CRs almost isotropic in
the frame of the Alfven waves (which has velocity v+vA,
the sum of the local gas and Alfven velocities). It there-
fore is most expedient to evaluate the Vlasov equation
in the wave frame, and expand the distribution function
in inverse-powers of the CR scattering rate. Expanding
to second order and averaging over pitch angle yields the
advection diffusion equation (Skilling 1971):
∂fp
∂t
+ (v + vs) · ∇fp = ∇ · (κpnn · ∇fp)
+
1
3
p
∂fp
∂p
∇ · (v + vs) +Q.
(1)
Here, fp(x, p, t) is the cosmic ray distribution function
(isotropic in momentum space), v is the gas velocity,
vs = −sgn(B · ∇Pc)vA is the streaming velocity (equal
in magnitude to the Alfven velocity, but pointing down
the CR gradient along the B-field), n is a unit vector
pointing along the magnetic field, and Q is the cosmic
ray source function. Equation 1 is straightforward to in-
terpret. The left-hand side is the total time derivative,
including advection with the Alfven waves. Due to the
finite wave-particle scattering rate, the CR distribution
function has finite anisotropy, which to second order re-
sults in diffusion relative to the wave frame (first term
on RHS). Since there are no electric fields in the wave
frame, CRs evolve adiabatically1, as expressed in the
second term on the RHS. Taking moments of equation
1 then yields the CR hydrodynamic equation (equation
2), which requires an expression for the first moment,
the flux F c. This is customarily expressed as the sum of
streaming and diffusion terms (equation 4), though we
shall soon see that this is flawed.
In practice, solving equation 2 suffers from two diffi-
culties. The first is physical, and stems from our lim-
ited knowledge of diffusion coefficients. The standard
practice in galaxy formation simulations is to adopt a
constant κ independent of plasma properties, scaled to
empirical Milky Way values. This is unsatisfactory for
obvious reasons. The next level of sophistication is to
solve for κ analytically in quasi-linear theory, by bal-
ancing wave growth and damping rates, and finding the
equilibrium wave amplitude Kulsrud & Pearce (1969);
see Wiener et al. (2013a) for some recent examples). We
discuss this further in the Appendix. While the resultant
wave amplitudes are usually small (δB/B ∼ 10−3 for
ISM-like conditions), suggesting that quasi-linear theory
should be valid, this calculation has yet to be performed
1 This is of course not true in the lab frame, where CRs irre-
versibly transfer energy to the gas.
numerically. The quasi-linear estimates appear inconsis-
tent with the low observed CR anisotropy at E > 100
GeV, unless some other source of scattering is present
(Farmer & Goldreich 2004). At high energies, extrinsic
turbulence likely dominates the scattering rate, and the
situation is much more uncertain2. The cross-field diffu-
sion rate is also highly uncertain. Unresolved magnetic
structure can also contribute to effectively diffusive be-
havior, through field-line wandering. Further theoretical
progress – likely fueled by particle-in-cell simulations –
is needed here.
The second stumbling block, however, is purely nu-
merical. It arises from the unusual advection velocity
vs = −sgn(B · ∇Pc)vA, which depends on the direction
of the CR gradient. This reflects the physical constraint
that net streaming of CRs only occurs down their den-
sity gradient.3 Unstable resonant growth of the Alfve´n
waves which scatter and advect CRs only occurs when
they co-propagate with CRs; otherwise they are damped.
Numerically, the sharp step-function-like discontinuity in
the streaming velocity near extrema, where it flips sign,
leads to grid-scale oscillations due to overshoot as CRs
stream away from maxima or toward minima. These
rapidly grow and swamp the true solution. This numer-
ical instability can be regularized by adding a numeri-
cal diffusion term, with an ad-hoc smoothing parameter
(Sharma et al. 2010), similar to adding explicit viscosity
to enable shock capturing in hydrodynamics. An ex-
plicit solver of course requires ∆t ∝ (∆x)2 for diffusive
behavior, but an implicit solver in principle only requires
a timestep scaling ∆t ∝ ∆x. Thus far, this is the only
method known to tame this powerful numeric instability,
and it has been used in all calculations which attempt to
model CR streaming.
In practice, this has several dissatisfactory features. It
adds an uncontrolled amount of numerical diffusion to
our solutions, rather than implementing the physical dif-
fusion we wish to model. A linear timestep scaling is not
realized in practice; due to the larger diffusion rates at
extrema in higher resolution calculations, significantly
shorter timesteps are required. Indeed, the amount of
smoothing required to obtain converged results is only
obtained by trial and error, requiring convergence tests
with respect to both resolution and smoothing param-
eter. The maximum allowable smoothing is a function
of the size of the simulation domain, making the results
box-size dependent (Sharma et al. 2010). Furthermore,
the large matrix inversions required for implicit meth-
ods introduce significant additional complexity. In short,
regularization is expensive and of uncertain reliability,
particularly in stiff situations where CR scale heights
have a wide dynamic range. Thus, for instance, there are
no published time-dependent simulations of streaming in
multi-phase gas with resolved boundary layers. In prac-
tice, researchers has hitherto solved CR transport only
in the limit of either pure streaming or pure diffusion. As
of this writing, there are no galaxy scale calculations of
2 At the ∼GeV energies which dominate the CR energy budget,
the self-confinement scenario is on fairly secure ground, though
there could be surprises.
3 It is possible for CRs to propagate up their density gradient if
they are scattered by extrinsic turbulence. In this case, energy is
transferred from the waves to the CRs rather than vice-versa, as
in second-order Fermi acceleration.
3CR transport which solve the advection diffusion equa-
tion in full generality, introducing significant caveats into
any conclusions drawn.
In this paper, we exploit parallels between CR trans-
port and radiative transfer, using established, well-tested
methods for solving the radiative transfer equation in full
generality (Jiang et al. 2012) to do likewise for the CR
transport. The key new feature is that instead of treat-
ing CR energy density as the only independent variable,
we now solve time-dependent equations for both CR en-
ergy density and flux. This is similar to the step forward
from the traditional diffusion approximation for radia-
tive transfer to the two moment approach as in Jiang
et al. (2012). In a sense, this is hardly surprisingly, since
both are relativistic fluids, although there are some sub-
tleties in the CR case which differ from the radiative
transfer case. This enables fast, robust calculations with
a standard Courant time-step with no ad-hoc artificial
diffusion and simultaneous calculation of both streaming
and physical diffusion. This enables hitherto intractable
calculations.
The outline of this paper is as follows. In §2, we review
the original equations used for CR transport, and then
introduce the new, revised set of equations we solve. In
§3, we describe how we implement our algorithm in the
public available radiation MHD code Athena++. In §4,
we show results from an extensive series of tests of the
new method. Finally, we discuss implications in §5 and
conclude in §6. In the Appendix, we discuss physical
values for diffusion coefficients derived from quasi-linear
theory.
2. GOVERNING EQUATIONS
2.1. The Original CR Transport Equation
In the traditional approach, only the CR energy den-
sity is evolved by assuming that CR flux is always a func-
tion of CR energy density itself. The standard equations
are (McKenzie & Voelk 1982; Breitschwerdt et al. 1991):
∂Ec
∂t
= (v + vs) · ∇Pc −∇ · F c +Q. (2)
Here Ec and Pc are the CR energy density and pressure
respectively. The streaming velocity vs is usually calcu-
lated as
vs = −vA B ·∇Pc|B ·∇Pc| . (3)
Here vA = B/
√
4piρ is the Alfve´n velocity. The stream-
ing velocity vs is along the magnetic field lines and takes
the direction down the CR pressure gradient. It has the
magnitude of the local Alfve´n speed. The CR pressure
Pc is usually assumed to be isotropic and taken to be
Pc = Ec/3 as CRs are ultra relativistic particles. The
term Q is to account for additional energy source of CRs
such as shock acceleration in addition to the compres-
sion or expansion that is already included by the term
(v + vs) · ∇Pc.
The CR energy flux F c is usually written as
F c = (Ec + Pc) (v + vs)− n (n ·∇Pc) /σ′c. (4)
The first part is the advective flux due to flow velocity v
and streaming velocity vs while the second term is the
diffusive flux along the direction of local Alfve´n velocity
n ≡ vA/|vA| with a diffusion coefficient σ′c. For a length
scale l, 1/(lσ′c) is the CR diffusion speed, which is equiv-
alent to the photon diffusion speed c/τ with an optical
depth τ for radiative transfer, where c is the speed of
light.
The CR transport equation 2 is very similar to the ra-
diative transfer equation under diffusion approximation
(Turner & Stone 2001). The additional terms that are
unique to CRs are the terms related to vs. The CR en-
ergy flux F c can also be compared with the lab frame
radiation flux, which is the sum of the diffusive flux in
the co-moving frame of the fluid and the advective flux.
CRs do work on the fluid, which causes energy exchange
between CRs and gas, when they move down the gradient
of Pc.
2.2. New Equations for CR Transport
As explained in the introduction, the above equations
are obtained by taking moments of the CR distribution
function fp(x, p, t) over the momentum space. It is an
approximate approach because the time dependent term
of the first moment F c is completely neglected, which is
usually a good assumption when there are strong inter-
actions between CRs and magnetic fields. This is very
similar to the diffusion approximation for radiative trans-
fer, which only works in the optically thick regime for
photons. It is usually assumed that this will simplify the
numerical simulations as we only need to solve one equa-
tion for Ec. However, it turns out the advection term as-
sociated with the streaming velocity vs causes numerical
problems, as explained in the introduction. Sharma et al.
(2010) proposes adding a regularization term, which in-
troduces artificial diffusion near the region where ∇Pc
is close to zero. The amount of diffusion in this scheme
is a free parameter chosen to suppress the unphysical
oscillations.
Given the above numerical issue with the traditional
equation (2), we take one step back to the full equations
describing the CR energy density and flux, without as-
suming that CR flux takes its steady state value. Inspired
by the two moment equations of radiative transfer (Stone
et al. 1992; Sekora & Stone 2010; Jiang et al. 2012), we
solve the time dependent equation for both Ec and F c
as follows: 4
∂Ec
∂t
+∇ · F c = (v + vs) · (∇ · Pc) +Q,
1
V 2m
∂F c
∂t
+∇ · Pc = −σc · [F c − v · (EcI + Pc)] .
(5)
where we shall define the interaction coefficient σc in
the ensuing discussion. The left hand side of equation
5 describes the transport of CRs in the lab frame, which
comes from the direct quadrature of fp in the momentum
space. In the absence of source terms on the right hand
hand, they represent conservation of CR energy and mo-
mentum respectively. The maximum velocity CRs can
propagate is Vm, which is a constant through the en-
tire simulation domain. In principle, this should be the
speed of light. However, we shall demonstrate that as
4 This set of equations can also be derived following Skilling
(1971) by taking moments of the Boltzmann equation and explic-
itly evaluating the interaction coefficient in quasi-linear theory (E.
Ostriker, private communication).
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long as Vm is much larger than any other signal speed
in the simulation, our results are not sensitive to the ex-
act value of Vm. We thus instead choose Vm to be a
value much smaller than the speed of light but still much
larger than the maximum Alfve´n and flow velocities in
the simulations. This is important because the time step
of our numerical scheme is determined by the CFL con-
dition for Vm. This is also similar to the reduced speed of
light approximation used in radiative transfer equations
(Gnedin & Abel 2001; Skinner & Ostriker 2013). More
discussion of the effects of Vm is in §5.
The right hand side of equation 5 represents source
and sink terms for the CR energy density Ec and flux Fc
respectively. The term for the energy density is obvious:
besides explicit energy sources Q, there is also an overall
sink term since CR forces do work on the gas at a rate
v ·∇Pc and heat the gas at a rate vs ·∇Pc. However, the
appropriate source term SF for the flux is less obvious.
Physically, it must reduce to two limits: in steady state,
when ∂F c/∂t = 0, it must give the canonical expression
for F c given in equation 4. Also, when there is no CR
scattering, either because there is no wave growth (e.g.,
when ∇Pc = 0), or wave damping is extremely strong,
it must asymptote to zero – without scattering, the flux
equation is conservative.
An obvious ansatz which satisfies the first requirement
is:
SF = −σ′c [F c − (v + vs) · (EcI + Pc)] . (6)
While our motivation for writing this is simply to re-
produce equation 4 when ∂F c/∂t = 0, this source term
is actually physically well-motivated, and indeed takes
the same form as the equivalent source term for mo-
mentum flux density in the two moment radiative trans-
fer equations. It consists of an interaction coefficient
σ′c multiplied by the flux in the frame of the waves,
[F c − (v + vs) · (EcI + Pc)]. The interaction coefficient
σ′c is computed in the same wave frame (note that in
equation 4, σ′c parametrizes diffusion relative to the wave
frame). Since scattering is nearly isotropic in the wave
frame, it makes sense to evaluate the scattering rate (and
hence diffusion coefficient) there. Note that the LHS of
the flux equation is evaluated in the lab frame, but if
we use equation 6 as the source term, then the RHS is
evaluated in the wave frame. This can be justified rig-
orously, and such a mixed frame approach is common in
radiation hydrodynamics (Sekora & Stone 2010), where
the equations are correct to O(v/c).
However, this form of the source term does not ob-
viously satisfy the second requirement that SF → 0 as
∇Pc → 0. In fact, if one calculates the diffusion coef-
ficient in quasi-linear theory for self-excited waves, then
σ′c ∝ ∇Pc/PcΓdamp → 0 (see equation 42), which also
satisfies the second requirement. By contrast, calcu-
lations which naively assume a constant κ (e.g., based
on empirical diffusion coefficients measured in the Milky
Way), clearly do not. Using quasi-linear diffusion coef-
ficients is the most straightforward way to cast the two
moment equations. In this paper, we have chosen to
write the flux equation in a slightly more general form
which does not explicitly invoke quasi-linear theory, but
still obeys the two limits mentioned above.
In particular, note that evaluating SF in the wave
frame does not make sense at extrema: the wave frame
does not exist, since there are no waves! (or at least,
an equal number of forward and backward propagat-
ing waves). Since we can pick any frame to evaluate
SF = σc · Fc, it makes most sense to do so in the fluid
frame, which is always defined. The scattering rate (and
hence diffusion term) in the fluid frame is more compli-
cated, and is in general a tensor. However, one can find
the diagonal terms by rearranging terms from equation
4:
F c − v (Ec + Pc) = −
[
1
σ′c
− (Ec + Pc)vs∇Pc
]
∇Pc, (7)
where we can identify the term on the LHS as the flux
in the fluid frame, and the term in the brackets on the
RHS as the effective interaction coefficient in this frame.
This form of the equations satisfies both asymptotic lim-
its mentioned, and explicitly enforces these limits even
when diffusion coefficients which do not depend on ∇Pc
(e.g., σ′c =const) are used. This has the useful prop-
erty that our code remains stable in such limits, which is
necessary when comparing against certain previous cal-
culations.
However, note that this is not a strict hyperbolic con-
servation law for the flux, with particles propagating at
speed Vm. As the CR gradient flattens, the source term
SF ∝ ∇Pc(F c − v (Ec + Pc)) goes to zero at the same
rate as the divergence term on the LHS, and thus must
be retained. The main new important feature in the two-
moment equations is that for:
c∆t
Lz
<
vA
c
(8)
where Lz ≡ Pc/|∇Pc| and ∆t is the time step, the
time-dependent term in equation 5 cannot be ignored.
This will always happen in the neighborhood of extrema,
where Lz → ∞. A reduced speed of light Vm simply in-
creases the size of the region where this happens, easing
timestep and resolution requirements.
Thus, there are two ways of viewing the failure of the
canonical set of equations near extrema. The first is to
note that the wave frame is undefined, since no waves
are excited when ∇Pc = 0 and CRs do not stream in a
preferred direction; thus, the standard approach of cal-
culations with respect to the wave frame fails. Alterna-
tively, one can note that the standard equation for the
flux, equation 4, implies CR propagation at a velocity
∼ O(vA) even as ∇Pc → 0.5 In steady state, a cur-
rent with drift speed vA implies a spatial anisotropy of
O(vA/c), which is inconsistent with spatial isotropy as
∇Pc → 0. However, once the inequality in equation 8 is
satisfied, equation 4 is no longer valid.
In principle we need a closure relation to determine
the CR pressure tensor Pc to close this set of equations.
For the regimes we are most interested in, we assume
CRs are close to be isotropic so that Pc ≡ PcI = EcI/3,
where I is the unit tensor. Relaxing this assumption in
different regimes will be considered in future work but
can be easily included in our framework.
In summary, we solve the following set of ideal MHD
5 This is obvious for σ′c=const, and even in quasi-linear the-
ory, the drift relative to the Alfven frame is independent of ∇Pc
(equation 40) for linear damping mechanisms.
5equations (Stone et al. 2008) with CR transport as
∂ρ
∂t
+∇ · (ρv) = 0,
∂(ρv)
∂t
+∇ · (ρvv −BB + P∗) =
σc · [F c − v · (EcI + Pc)],
∂E
∂t
+∇ · [(E + P ∗)v −B(B · v)] =
− (v + vs) · (∇ · Pc),
∂B
∂t
−∇× (v ×B) = 0,
∂Ec
∂t
+∇ · F c =
(v + vs) · (∇ · Pc) +Q,
1
V 2m
∂F c
∂t
+∇ · Pc =
−σc · [F c − v · (EcI + Pc)].
(9)
Here P∗ is the sum of gas (Pg) and magnetic pressure
with magnetic permeability µ = 1. The gas total energy
E is the sum of gas kinetic energy and internal energy Eg,
which is related to the gas pressure with the adiabatic
index γ as Eg = Pg/(γ − 1). Motivated by our previous
discussions, we take the interaction coefficient σc to be
σc
−1 = σ′c
−1
+
B
|B · (∇ · Pc)|vA · (EcI + Pc) , (10)
where σ′c
−1
is the classical diffusion coefficient to account
for the CR diffusion, which is equivalent to κp in equation
1. Notice that the second term is −vs · (EcI + Pc) fol-
lowing the definition of vs in equation 3. Therefore, the
equation for CR energy density Ec is exactly the same
as equation 2 as desired when the term (1/V 2m)∂F c/∂t
can be neglected. In this framework, the total conserved
energy and momentum are E + Ec and ρv + F c/V
2
m re-
spectively, since the energy and momentum source terms
for gas and CRs have exactly the same values but with
opposite signs.
3. NUMERICAL IMPLEMENTATION
Our new algorithm for CR transport has been imple-
mented in the recently developed, public available radia-
tion MHD code Athena++ (Stone et al. 2017, in prepa-
ration) 6. For comparison, we have also implemented an
explicit scheme to solve the original CR transport equa-
tion 2 with a regularization term, which is described be-
low.
3.1. The Classical Method with Regularization
In order to avoid the numerical oscillation caused by
the term ∇ · [vs (Ec + Pc)] in the original CR transport
equation 2, Sharma et al. (2010) proposed modifying this
term to avoid a singularity in vs when ∇Pc is close to
zero. For instance, in 1D, and for Pc = Ec/3, if we ignore
diffusion and CR wave heating, equation 2 is ∂Ec/∂t +
∂(4Ecvs)/3/∂x = 0. Sharma et al. (2010) regularize this
6 http://princetonuniversity.github.io/athena/
by modifying it to:
∂Ec
∂t
− ∂
∂x
[
4|vA|
3
Ec tanh
(
∂Ec/∂x

)]
= 0, (11)
Here  is a free parameter, which is usually taken to be
a small number and adjusted for each simulation. Ef-
fectively, this regularization scheme adds an additional
diffusive term to the original equation 2 to damp numer-
ical oscillations as long as the time step is small enough.
When (1/)∂Ec/∂x is small, the flux can be expanded
as 4|vA|Ec/(3)∂Ec/∂x and the above equation becomes
a diffusion equation with an energy dependent diffusion
coefficient 4|vA|Ec/(3). Sharma et al. (2010) shows that
for explicit scheme, the necessary time step criterion for
numerical stability is ∆t . ∆x2/2Ec|vA| because of the
diffusive nature of the regularization term. This con-
straint usually results in a very small time step, which
also drops much faster with increasing resolution com-
pared with the classical CFL condition. We implement
this regularization scheme with explicit upwind method
as described by Sharma et al. (2010) in Athena++. In
principle, an implicit method can also be used with this
regularization scheme to allow for a much larger time
step. However, because this term involves spatial gra-
dient of Ec, an implicit method usually requires matrix
inversion over the whole simulation domain, which can be
slow and significantly impact the parallel scaling. More
discussion on numerical performance is given in §5.
3.2. Implementation of the New Algorithm
The basic numerical algorithm for the ideal MHD part
is the same as the original Athena (Stone et al. 2008) and
Athena++ codes, which will not be repeated here. We
will only describe how we solve the CR transport equa-
tion 5 and add the momentum and energy source terms
to the gas. The numerical scheme is inspired by the algo-
rithm to solve the radiative transfer equation as in Jiang
et al. (2014). We split the transport and source terms,
which are described in the following sections separately.
Here, we first summarize the basic procedure of the CR
transport algorithm based on the two step van-Leer in-
tegrator.
I Calculate the time step ∆t based on the cell sizes
and the maximum velocity Vm. Calculate the effec-
tive interaction coefficient σc based on B
n, ρn, Enc at
time step n.
II Reconstruct the left and right states for Enc and F
n
c
at the cell interfaces for the three coordinate direc-
tions.
III Calculate the flux based on the HLLE Riemann
solver and apply the flux divergence for half time
step ∆t/2. Calculate the energy source term and
apply the same amount but with opposite signs to
the gas and CRs. The MHD part is also updated for
half time step simultaneously.
IV Rotate the flow velocity vn and CR flux F nc at time
step n to a coordinate system that B is along the x
direction at each cell. Add CR source terms for half
time step ∆t/2 implicitly. Apply an inverse rotation
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of the updated CR flux F n+1/2c to the original coor-
dinate direction. Calculate the momentum changes
of CRs during this step and apply the exactly the
same amount but with opposite signs to the gas mo-
mentum at time step n+ 1/2.
V Update σc with B
n+1/2, ρn+1/2, E
n+1/2
c at time step
n+ 1/2.
VI Repeat steps II to III but using E
n+1/2
c and F
n+1/2
c
for reconstruction and HLLE Riemann solver. Ap-
ply the flux divergence to Enc and F
n
c for a full time
step ∆t. The MHD quantities are also updated for
a full time step at the same time.
VII Calculate the CR source terms implicitly for a full
time step ∆t and add the source terms to the gas
quantities at time step n+ 1.
VIII Update the time tn+1 = tn + ∆t and repeat these
steps for the next cycle.
3.2.1. The Transport Step
The transport step solves the left hand side of equation
5 as a set of standard hyperbolic equations
∂q
∂t
+∇ · f = 0, (12)
where the conserved quantities and their fluxes are
q =
 EcFc,x/V 2mFc,y/V 2m
Fc,z/V
2
m
 , f =
 Fc,x Fc,y Fc,zPc,xx Pc,xy Pc,xzFc,yx Pc,yy Pc,yz
Fc,zx Pc,zy Pc,zz
 . (13)
These are standard hyperbolic equation with a sin-
gle signal speed, which are exactly the same as the
moment equations of radiative transfer (Sekora &
Stone 2010; Jiang et al. 2012). In general, if the
three diagonal components of Pc are related to Ec as
fxxEc, fyyEc, fzzEc, the signal speeds along the three di-
rections are
√
fxxVm,
√
fyyVm,
√
fzzVm respectively. As
we solve the transport term explicitly, the time step
dt is the minimum of ∆x/
√
fxxVm, ∆y/
√
fyyVm, and
∆z/
√
fzzVm over the whole simulation domain, where
∆x, ∆y and ∆z are the sizes of grid cells along three di-
rections. Because Vm is usually chosen to be larger than
any other signal speed in the system, dt should also be
the time step for the MHD part.
For given cell centered values of Enc (k, j, i), F
n
c (k, j, i)
at time step n and spatial location (k, j, i), we calculate
the flux at the cell interface based on the HLLE Riemann
solver. First, we apply the piecewise linear (second-
order) reconstruction (Stone et al. 2008) for Ec,F c,v to
get the left (qL) and right (qR) states of the conserved
quantities q. Then the HLLE fluxes at cell interfaces
(k, j, i− 1/2) are constructed as
FHLLEi−1/2 =
v+fL,i−1/2 − v−fR,i−1/2
v+ − v−
+
v+v−
v+ − v−
(
qi − qi−1
)
, (14)
where fL,i−1/2 and fR,i−1/2 are x components of the
flux tensor f calculated based on the left and right states
qL and qR. Fluxes along other coordinate directions are
calculated in the similar way.
The maximum and minimum wave speeds v+ and v−
need special care. If we completely split the trans-
port and source steps, v+ and v− will be
√
fxxVm and
−√fxxVm for the hyperbolic equation 12. However, as
noted by Jiang et al. (2013) (see the Appendix A) for
the radiative transport equation, this can generate too
large numerical diffusion in the regime that the source
term is expected to balance ∇ · f. Following Jiang
et al. (2013), for a cell size ∆l, we define an effec-
tive optical depth τ ≡ ∆lσc/Vm and reduction factor
R =
√
(1− exp(−τ2))/τ2. Then the maximum wave
speed is chosen to be min(Vm, RVm/3
1/2) while the mini-
mum wave speed is V − = −V +. This is necessary to have
enough numerical dissipation to stabilize the scheme, but
it is still small enough so that physical flux can be cap-
tured, particularly in the regime that the diffusion flux
is small.
3.2.2. The Source Terms
Because the streaming velocity vs is along the mag-
netic field lines and the diffusion coefficient σ′c can also
have different values for directions along and perpendic-
ular to the magnetic field lines, the interaction coefficient
σc should be a tensor in general. In order to satisfy equa-
tion 10, we first rotate the coordinate system at each cell
such that the magnetic field lines B are along one co-
ordinate x. Specifically, we apply the following rotation
operators R2R1 to all the vectors F c,v and the tensor Pc
at each cell
R1 =
[
cosφB sinφB 0
− sinφB cosφB 0
0 0 1
]
,
R2 =
[
sin θB 0 cos θB
0 1 0
− cos θB 0 sin θB
]
. (15)
Here the rotation angles θB , φB are determined as
cosφB ≡ Bx
B2x +B
2
y
, sinφB ≡ By√
B2x +B
2
y
. (16)
The scalars such as Ec, ρ and B ·(∇ · Pc) are unchanged.
After this rotation, the magnetic field B is along the first
coordinate axis, which significantly simplifies the inter-
action coefficient σc as it becomes a vector. At each time
step n, we calculate the interaction coefficients based on
the fluid and CR variables at the beginning of the time
step after the rotation as
1
σc,1
=
1
σ′c,1
+
B
|B · (∇ · Pc) |vA · (EcI + Pc) ,
σc,2 =σ
′
c,2,
σc,3 =σ
′
c,3, (17)
where 1, 2, 3 represent the three components of the dif-
fusion coefficients along the coordinate axes. The source
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Figure 1. Comparison of CR streaming between our new numerical algorithm (left panel) and the traditional method (right panel) for
the test described in Section 4.1.1. In the left panel, the solid black line is the initial Gaussian profile while the red and green lines are
solutions at time t = 0.05 and t = 0.1 respectively. The dashed black lines in the left panel are for the solution with Vm = 200, which are
almost identical compared with the solution with the default value Vm = 100. The right panel shows the solutions at time t = 0.09 by
solving the traditional equation without any regularization but with different CFL numbers (thus different time steps). The solution with
a normal CFL number 0.3 shows very strong numerical oscillations. Amplitudes of he oscillations get smaller with reduced time step but
they do not go away completely even with time step smaller by a factor of 100.
terms are then added implicitly as
En+1c − Enc
∆t
=
3∑
i=1
(
v
n+1/2
i + v
n+1/2
s,i
)
[∇ · Pc]n+1/2i ,
1
V 2m
Fn+1c,i − Fnc,i
∆t
=
−σc,i
[
Fn+1c,i −
3∑
k=1
vnk
(
En+1c + P
n+1,k,i
c
)]
.
(18)
Here the pressure gradient is calculated during the trans-
port step since ∇ · Pc is just the flux for F c returned by
the HLLE Riemann solver. After this step, we apply the
inverse rotation R−11 R
−1
2 to F
n+1
c get the new CR flux
in the original coordinate system. The amount of energy
and momentum change during this step are En+1c − Enc
and (F n+1c − F nc )/V 2m, which are added to the gas to-
tal energy E and momentum ρv with the opposite signs.
Because the source term is treated implicitly, we retain
a linear timestep scaling with resolution even when com-
puting CR diffusion.
4. TESTS
We implement the algorithm in the public available ra-
diation MHD code Athena++7, which has been carefully
7 http://princetonuniversity.github.io/athena/
tested for the basic MHD part. In this section, we will
show series of tests to compare the properties of our new
algorithm and the traditional method for CR transport.
4.1. Test of the CR subsystem
In this section, we will show test problems designed for
the CR subsystem only. All the MHD variables are fixed
to be constant. The CR energy and momentum source
terms in equation 5 are not added back to the MHD
part. The CR source term Q is set to be zero. These test
problems are generic and are not for any specific physi-
cal system. Therefore, we will only quota dimensionless
numbers without specifying the units.
In these tests, we ignore the energy source term, so
that we solve the conservative system:
∂Ec
∂t
= −∇ · F c. (19)
This form of the energy equation was also studied by
Sharma et al. (2010); it isolates the numerical instability
associated with streaming down a gradient in its simplest
form.
4.1.1. CR Streaming in 1D
Gaussian profile. To test how our new algorithm
works for the CR streaming term vs · (EcI + Pc), we
set up a 1D Gaussian profile of CR energy density
Ec = exp
(−40x2) with simulation domain x ∈ (−1, 1).
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Figure 2. The top panel shows the profile of CR flux Fc (the
black line) calculated with our new algorithm at time t = 0.05 for
the CR streaming test described in Section 4.1.1. The dashed red
line is the steady-state flux 4vsEc/3, which agrees with Fc very
well in the region when CR pressure gradient is not zero. The CR
flux Fc in the bottom panel is from the solution to the regularized
equation 11 with  = 0.1 at time t = 0.05.
The Alfve´n velocity is fixed to be 1 so that the stream-
ing velocity vs = −sgn(∂Ec/∂x), which changes sign at
x = 0. The flow velocity v is fixed to be 0. We set the
diffusion coefficient σ′c = 10
8 so that the diffusive flux is
completely negligible in this test problem. The default
value for the maximum velocity Vm is chosen to be 100
and we also vary this value to see how the solutions are
affected. Outflow boundary conditions for all variables
at both ends of the simulation domain are used, which
means Ec and Fc are just copied from the last active
zones to the ghost zones. We use 256 grid zones for the
1D simulation domain. A similar test is also performed
at the Appendix of Wiener et al. (2017b).
Profiles of CR energy density Ec at two different time
snapshots are shown in the left panel of Figure 1. The ini-
tial Gaussian profile spreads due to CR streaming along
CR pressure gradient. The central region is completely
flat as it should be. We have also evolved the solution
with Vm = 200 and Vm = 50 while keeping all the other
parameters fixed. The solution with Vm = 200 is shown
as the dashed black lines in the left panel of Figure 1,
which is almost identical to the solution with Vm = 100.
We find the same result with Vm = 50.
To compare with the solution to the traditional equa-
tion, we have also solved equation 2 for the same setup
with and without regularization. The old solutions with-
out any regularization at time t = 0.09 are shown in the
right panel of Figure 1, which demonstrates that it is nu-
merically unstable and the oscillations get smaller with
smaller time step (Sharma et al. 2010). We have also
solved the regularization equation with  = 0.1, 0.05, 0.02
respectively. The numerical oscillation is almost gone
with the regularization term by design. With smaller
values of , the central part is flatter because the addi-
tional diffusive term is smaller. But the time step is also
reduced with smaller values of . Larger value of  causes
more diffusive behavior at the region where Ec should be
flat. For this test problem, even with  = 0.1, the time
step is a factor of 10 smaller than the time step in our
new algorithm with Vm = 100.
Profile of CR flux Fc at time t = 0.05 as calculated by
our new algorithm is shown in the upper panel of Figure
2. We also over-plot the expected streaming flux given
by the steady-state expression (equation 4) 4vsEc/3 as
the dashed red line. We set vs to be zero when the dif-
ference between Ec in the neighboring zones is smaller
than 5 × 10−5 for the expected streaming flux. In the
region |x| & 0.2 where CR pressure gradient is not close
to zero, Fc agrees with the traditional streaming flux
nicely. When ∇Pc approaches zero, the interaction coef-
ficient σc also becomes zero. In this regime, the term(
1/V 2m
)
∂Fc/∂t becomes important, which is also the
main difference between our new algorithm and the tradi-
tional approach. The equation becomes hyperbolic as in
the optically thin regime of radiative transfer equation.
The CR flux Fc does not have the singularity suffered by
the steady-state expression given by equations 3 and 4.
CR flux for the solutions to the regularized equation 11
also does not have the singularity as shown in the bot-
tom panel in the left column of Figure 2. Although this
is achieved via an artificial diffusion term, the profile of
Fc is actually very similar to to the profiles of Fc from
our new algorithm.
The linear profile of Fc can be understood. At extrema,
and in the absence of sources, as CRs stream outward,
profiles develop a flat top. CRs cannot stream further to
produce an inverted profile, as that would require CRs
to stream up their gradient. In order to maintain the
flat top in equation 19, we require E˙c(x, t) = f(t), where
f(t) is some function independent of position throughout
the flat top. From equation 19, this implies F c ∝ x, i.e.,
a linear interpolation between the fluxes at either end of
the flat top, with F c(0) = 0 in the absence of sources. In
the old method, F = 4/3vAEc∇Ec/ = Cx (where C is a
dimensional constant) implies Ec ∼ const+(C/vA)0.5x;
thus, the departure from flatness scales as (/vA)
0.5.
Triangular profile. It is also interesting to consider a
triangular initial profile Ec = 2−|x|, as shown in the left
panel of Figure 3, which has a discontinuous first deriva-
tive at x = 0 in the initial conditions. Furthermore,
since ∇Ec = 0, const in the flat and non-flat parts re-
spectively, it is straightforward to find analytic solutions
to test convergence rates.
We fix all fluid variables to be constant and set the
Alfve´n velocity to vA = 1. Since we have ignored the CR
energy source term vA ·∇Pc, the total CR energy is only
lost through the left and right boundaries. We expect
that at time t, Ec should be a constant for the central
part from −xm to xm. The value of Ec at the left and
right boundaries should be 1 + 4vAt/3 because the non-
flat parts just move with the speed 4vA/3 but keep the
same slope, which means Ec(x, t) = 2 + 4vAt/3− |x| for
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Figure 3. Streaming of CRs with an initial triangle profile. The Alfve´n velocity is a constant VA = 1. Left: the solid black line is the
initial profile while the red line is the numerical solution at time t = 0.06. The dashed black line is the analytical solution at the same time.
Right: the L1 error, which is calculated for the solution at time t = 0.06, decreases as the resolution increases with the rate L1 ∝ N−1.3.
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Figure 4. Test of CR streaming along magnetic fields in 2D as described in Section 4.1.2. Uniform magnetic fields are along the direction
as indicated by the blue lines. CRs only stream along the magnetic fields as in the 1D test shown in Figure 1 while CR profiles perpendicular
to the magnetic fields do not change. From left to right, the panels display snapshots of Ec at time t = 0, 0.05 and 0.1 respectively.
x ∈ (−1,−xm) and x ∈ (xm, 1). The fluxes at the left
and right boundaries are then Fc(±1, t) = ±(4vA/3)(1 +
4vAt/3). The value of xm is determined by energy con-
servation
∫ 1
−1Ec(x, t)dx+2
∫ t
0
(4vA/3)(1+4vAt/3)dt = 3,
which is
xm =
√(
1 +
4
3
vAt
)2
+
8vAt
3
− 1. (20)
The analytical solution agrees with the numerical solu-
tion very well as shown in the left panel of Figure 3. The
convergence rate is intermediate between linear and sec-
ond order, as in the current numerical scheme, the advec-
tion step is second order accurate, but the treatment of
the source term (particularly, the momentum source term
here) is only first order accurate. The L1 error between
the analytical solution at time t = 0.06 and the numer-
ical solution with Vm = 1000 decreases with increasing
resolution as N−1.3, which is demonstrated in the right
panel of Figure 3. If we use a smaller Vm = 100, L1
error saturates at 10−3 when resolution N is larger than
256. This is because the analytical solution completely
neglects the term (1/V 2m)∂Fc/∂t, which becomes more
important with smaller Vm. In particular, the transition
from the flat top to the constant slope is not abrupt but
affected by the time-dependent term (and in particular
the choice of Vm). From equation 8, this should happen
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when ∆x < vA/VmLz = 0.01 for Vm = 100, or N > 200,
as we have found. Unless very high accuracy in transi-
tion regions is required, our choice of Vm  VA does not
significantly affect the accuracy of solutions.
When we include the energy source term vA · (∇ ·Pc),
we can get an approximate analytical solution by neglect-
ing the CR pressure gradient at xm, where Ec changes
from the flat top to the linear profile. In this case, Ec
in the regions from −1 to −xm and xm to 1 moves with
the speed vA = 1. The value of xm is determined by the
following equation
−2xm dxm
dt
− 2vA
3
xm +
8
3
vA(1 + vAt) +
8vA
3
= 0.(21)
At time t = 0.06, the solution is xm = 0.56. The numer-
ical solution also agrees with the analytical solution very
well in this case.
4.1.2. Streaming along Magnetic Fields in Multi-dimensions
In 2D and 3D simulations, magnetic field lines are gen-
erally not aligned with the coordinate axes while CRs
only stream along the magnetic fields. To test the per-
formance of our scheme with anisotropic source terms, we
setup uniform magnetic fields along the diagonal of the
2D domain (x, y) ∈ (−1, 1)× (−1, 1), as shown in Figure
4. The Alfve´n velocity is vA = 1. The initial distri-
bution of CR energy density is Ec = exp
[−40(x2 + y2)].
We use 2562 grids and outflow boundary conditions. The
fluid variables are kept fixed in this test and flow velocity
is always 0. We use a large normal diffusion coefficient
σ′c = 10
8 so that diffusion is negligible. The default value
Vm = 100 is used as in the 1D test done in the last sec-
tion.
The initial distribution of Ec as well as snapshots at
time t = 0.05 and 0.1 are shown in Figure 4. As expected,
CRs only stream along the direction of magnetic fields.
When we take the profiles of Ec across the line x = y, the
time evolution is the same as shown in the left panel of
Figure 1. This is because along that direction, this test
problem is basically the same as the 1D case. If we take
the profiles of Ec along the direction perpendicular to
the magnetic field lines, the shape of Ec does not change
except that the amplitude becomes smaller as it should.
Thus, our code is fully capable of handling anisotropic
streaming.
4.1.3. Bottleneck Effect: balance between CR streaming and
heating terms
When CR diffusion is negligible and CR pressure gra-
dient is not close to 0, in steady state, CR energy den-
sity with a static background flow should satisfy ∇ ·
[vs · (EcI + Pc)] = vs · (∇ · Pc). If we assume Pc = Ec/3I
and if Ec is monotonic in 1D, this reduces to:
4
∂vA
∂x
Ec + 3vA
∂Ec
∂x
= 0. (22)
As long as the spatial gradients of vA and Ec are not zero,
this gives the conserved integral (Breitschwerdt et al.
1991):
Ecv
4/3
A = constant. (23)
Warm clouds can also have a more subtle effect
(Skilling 1971; Begelman 1995; Wiener et al. 2017b),
known as the ‘bottleneck effect’. It exploits two im-
portant features of CR streaming: CRs can only stream
down their density gradient, and the streaming instabil-
ity which couples the CRs to the gas is only triggered
when the bulk drift speed vD > vA. Since vD ∼ vA ∝
ρ−1/2, a cloud of warm (T ∼ 104K) ionized gas embed-
ded in hot (T ∼ 106K) gas results in a minimum in drift
speed. This produces a ‘bottleneck’ for the CRs; CR den-
sity is enhanced as CRs are forced to slow down, akin to
a traffic jam. Since CRs cannot stream up a gradient,
the system readjusts to a state where the CR profile is
flat up to the minimum in vA; thereafter the CR pressure
falls again as v
−4/3
A .
We can test whether our algorithm will recover this
solution in steady state. We set up the following 1D
density profile that is also used to test the bottleneck
effect by Wiener et al. (2017a)
ρ(x) = ρh + (ρc − ρh)
[
1 + tanh
(
x− x0
∆x
)]
×
[
1 + tanh
(
x0 − x
∆x
)]
. (24)
This density profile is designed to mimic a high density,
cold cloud with maximum density ρc = 1 embedded in
the low density hot background with minimum density
ρh = 0.1. The cloud is centered at x0 = 200 with width
∆x = 25. This density profile is slightly different from
equation (12) of Wiener et al. (2017a) because in our al-
gorithm, we do not need a density gradient after the cold
cloud to keep CR flux leaving from the right boundary.
We use a uniform background magnetic field Bx = 1 so
that vA has a minimum at the density peak. Note that
in this special case of a uniform field, from equation 23,
Ec ∝ ρ2/3. The simulation domain covers the 1D range
x ∈ (0, 1000) with 512 grid points. For the ghost zones
at the left boundary, we fix Ec = 3 and set Fc to be the
same as the value in the last active zone but with the
opposite sign (reflecting boundary). Outflow boundary
conditions are used for the right boundary, which means
all the quantities are just copied from the last active zone
to the ghost zones. The whole simulation domain is ini-
tialized with Ec = 10
−6 and Fc = 0. The background
flow is static and all the gas quantities are kept fixed in
this test. We set the diffusion coefficient σ′c = 10
6 so that
diffusion is negligible.
Density profile, profiles of Ec at three different time
snapshots and the quantity Ecv
4/3
A for the steady state
solution are shown in Figure 5. After the simulation
starts, CRs propagate into the simulation domain from
the left boundary with positive streaming velocity vs be-
cause of the large Ec set at x = 0. For x < 200, vA de-
creases with increasing x because of the increasing den-
sity. If Ec has non-zero spatial gradient during the steady
state in this region, equation 22 implies that Ec needs to
increase with x. However, this is inconsistent with the
requirement that vs needs to be down the Pc gradient.
Therefore, the only allowed steady state solution is a con-
stant Ec at x < 200. The minimum in vA at x = 200
serves as a ‘bottleneck’.In this region, Ecv
4/3
A is also not
a constant. For the region x > 200, vA increases with
increasing x until it becomes flat at x ≈ 280. The steady
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Figure 5. Top: density profile used in Section 4.1.3. Middle: pro-
file of the quantity Ecv
4/3
A after the solution reaches steady state.
Bottom: profiles of Ec at three different times t = 100, 200, 1000
respectively.
state solution now has a decreasing Ec with x. The pro-
files of Ec and vA also satisfy the relation 22 very well as
shown in the middle panel of Figure 5. Beyond x ≈ 280,
all the quantities become flat again.
4.1.4. CR Diffusion in 1D
To test the diffusion term in our new algorithm, we
set the streaming velocity vs = 0 and fix the diffusion
coefficient σ′c = 10. The 1D simulation domain, bound-
ary condition and resolution are all the same as in the
Gaussian test described in the last section. The initial
profile of Ec is also taken to be the Gaussian profile
Ec = exp
(−40x2). For a static fluid, evolution of Ec
is described by the analytical solution
Ec(t) =
1
1 + 160t/ (3σ′)
exp
[ −40x2
1 + 160/ (3σ′)
]
. (25)
The numerical solutions at time t = 0.2 and t = 0.4 are
compared with the analytical solutions in the left panel
of Figure 6, which agree very well.
The same test can also be done for a moving fluid with
a constant velocity v = 1, while all the other parameters
are the same. This test is useful to check that numerical
diffusion caused by the advection term does not exceed
the physical diffusion. The solution should be the same
as in the static fluid except the center of CR profile is
moving with the flow velocity. The result of this test is
shown in the right panel of Figure 6. For the analytical
solution in this case, we just need to change x to x− vt
in equation 25. Our numerical solutions also agree with
the analytical solutions very well.
4.1.5. Anisotropic Diffusion
Our new algorithm can also handle the case of
anisotropic diffusion, which usually means that the nor-
mal diffusion coefficient σ′c can have different values for
the directions along and perpendicular to the magnetic
fields. This is shown in Figure 7, where we use the same
setup as in Section 4.1.2. The only difference is that we
set the streaming velocity vs = 0 here and use σ
′
c = 10
along the magnetic field lines while σ′c = 10
7 for the di-
rection perpendicular to the magnetic fields. Therefore,
the diffusion time scale across the magnetic field lines
is much longer than the diffusion time scale along the
magnetic fields. The initial distribution of Ec and so-
lutions at t = 0.2 and t = 0.4 are shown in Figure 7.
As expected, CRs only diffuse along the magnetic fields.
When we take the profiles along the diagonal line, we get
exactly the same solution as in the left panel of Figure 6.
Distributions of CRs perpendicular to the magnetic fields
also do not change with time, because the diffusion time
scale is too long due to the large diffusion coefficient.
Another widely used problem to test anisotropic diffu-
sion is the diffusion of CRs along circles of magnetic fields
in the Cartesian grids (Parrish & Stone 2005; Sharma &
Hammett 2011; Pakmor et al. 2016a). This test prob-
lem differs from the previous one in that the angles of
diffusive flux with respect to the coordinate axes change
continuously along the magnetic field lines. We setup a
2D domain (x, y) ∈ (−1, 1)× (−1, 1) with fixed magnetic
fields as
Bx(x, y) = −y
r
, By(x, y) =
x
r
, (26)
where r =
√
x2 + y2. CR energy density is initialized as
Ec(x, y) =
{
12 if 0.5 < r < 0.7 and φ < pi/12,
10 else. (27)
Here φ = atan2(y, x) is the azimuthal angle with respect
to the x axis. The initial CR flux is set to be zero. The
diffusion coefficient along the magnetic field is σ′c = 1
while the diffusion coefficient perpendicular to the mag-
netic field lines is 106. We turn off all the streaming
terms in this test problem and all the fluid variables are
kept fixed. Outflow boundary condition for Ec and F c
are used for both x and y directions. The analytical solu-
tion to describe the 2D spatial distribution of Ec at time
t is (Pakmor et al. 2016a)8
Ec(t) = 10 + Erfc
[(
φ− pi
12
) r
D
]
−Erfc
[(
φ+
pi
12
) r
D
]
, (28)
where the coefficient D ≡ √4t/3σ′c and Erfc(x) is the
complementary error function.
Our numerical solutions at time t = 0.26 for three dif-
ferent resolutions are shown in Figure 8, which agree with
the analytical solution as shown in the last panel of the
same figure very well. As expected, CRs diffuse along the
magnetic field lines with the correct diffusion speed with
almost no diffusion in the perpendicular direction. Our
scheme also preserves the monotonicity of Ec and there
is no any cell with Ec smaller than the minimum value
10 in our solutions. When we calculate the L1 norms
of the numerical solutions with respect to the analytical
solution for the three resolutions we have done, we find
L1 ∝ N−0.7 at both times t = 0.1 and t = 0.26. This
is similar to the convergence rate reported by Pakmor
8 There are typos in equation 22 of Pakmor et al. (2016a), which
are corrected in our equation 28.
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Figure 6. Test diffusion of CR energy density in a static (left panel) and moving (right panel) fluid as described in Section 4.1.4. The solid
lines are solutions from our new algorithm at three different time snapshots as indicated in the figure while the dashed lines are analytical
solutions. The moving fluid in the right panel has a constant velocity v = 1. The numerical solutions agree with the analytical solutions
very well.
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Figure 7. Test of the anisotropic diffusion of CRs along the magnetic field as described in Section 4.1.5. From left to right, the three
plots show the 2D distribution solutions at t = 0, t = 0.2, t = 0.4 respectively. The blue line indicates the direction of the magnetic fields.
et al. (2016a) at late times, which has a slower conver-
gence rate at early times. Notice that the time we choose
is comparable to their early time in terms of the diffusion
time scale due to different diffusion coefficients used in
the tests.
It is interesting to compare our scheme with traditional
methods of handling anisotropic diffusion. The tradi-
tional approach involves terms like ∇ · [n (n ·∇Ec) /σ′c],
which requires calculating the spatial gradient between
neighboring cells along the magnetic field directions.
During this step, a special limiter for the reconstruction
of cell centered Ec at the cell faces is usually required to
avoid creating new extrema and get rid of numerical oscil-
lations, and it does not always work (Sharma & Hammett
2011). Similar issues exist for anisotropic heat conduc-
tion (Sharma & Hammett 2007), which shares the same
mathematical properties. Without care, traditional ap-
proaches can easily violate the entropy condition in that
the heat flux or CR flux can be opposite to the correct di-
rection. In order to avoid small time steps due to the dif-
fusion term, implicit or semi-implicit methods are usually
adopted for this term (Pakmor et al. 2016a; Sharma &
Hammett 2011), which typically requires a matrix inver-
sion coupling all the grid cells. In our scheme, anisotropic
diffusion handled by different diffusion coefficients along
and perpendicular to the magnetic fields and the diffu-
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Figure 8. Spatial distributions of CR energy density Ec for the
anisotropic diffusion test along magnetic field circles as described
in Section 4.1.5. From top to bottom, left to right, the first three
plots show the snapshots of Ec at time t = 0.26 with different
spatial resolutions as labeled in each panel. The last panel is the
analytical solution (equation ) at the same time.
sion coefficients only appear in the source terms on the
right hand side of equation 5. The source terms are added
implicitly but only locally, which means we do not need
to invert any matrix but this term is still unconditionally
stable for any time step. When we calculate the spatial
gradient for the terms ∇ · Pc and ∇ · F c, we only need
the standard van-Leer limiter for each direction indepen-
dently, which is enough to ensure the entropy condition.
4.2. Tests of the Full System
In this section, we evolve the full coupled MHD and
CR equations to demonstrate that our new algorithm is
accurate and robust for a wide range of ratios between
CR pressure and gas pressure. The gas adiabatic index
is chosen to be γ = 5/3 and we use Vm = 100 for all the
tests. Most of the tests are also done for arbitrary units
and we only give dimensionless numbers.
4.2.1. CR Driven Waves with Mixed Diffusion and
Streaming
Since there are very few analytical solutions available
for coupled CRs and fluid with both streaming and dif-
fusion that we can compare with, we start with a simple
1D test to check that the numerical solutions we get are
consistent with the equations we solve. In the 1D do-
main x ∈ (−1, 1), we initialize the CR energy density as
Ec = 20 + 10 sin(pix). The gas density and pressure are
set to be uniform values 1. The initial flow velocity and
CR flux are set to be 0. We choose the field-aligned dif-
fusion coefficient σ′c = 0.5 and a constant Alfve´n velocity
vA = 1. Therefore, the diffusive flux should be compara-
ble to the streaming flux. We use 256 grids points over
the simulation domain and periodic boundary conditions.
Histories of the energy changes for gas and CRs as well
as snapshots of Ec are shown at the top two panels of Fig-
ure 9, while the corresponding density and velocity pro-
files are shown in the bottom two panels. Because of the
non-zero gradients of Pc, both diffusive and streaming
flux are generated down the Pc gradient. The CR energy
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Figure 9. Top left : Histories of total energy exchange in gas (δE,
the black line) and CRs (δEc, the solid red line) for the 1D CR
driven waves described in Section 4.2.1. The dashed line is the
sum δE + δEc, which stays at 0 indicating that total energy is
conserved. Top right : initial 1D profile of Ec (the black line) and
profiles of Ec at time snapshots t = 0.02 (red lines) and t = 0.05
respectively (green lines). The bottom two panels are the same
as the top right panel except that they are for density ρ and flow
velocity v respectively.
density Ec becomes flat at the initial peaks due to the
streaming term (top right panel). The flow velocity v has
the opposite sign to the Ec gradient as expected, which
also causes corresponding compression and rarefaction
of density ρ. During this process, the total CR energy
always decreases with time while the total gas energy
always increases with time. The total energy change is
always 0 to roundoff error because of our conservative
scheme. We calculate (v + vs)∂Pc/∂x at the snapshots
t = 0.02 and t = 0.05 and they agree with the energy ex-
change rate (the slope of the lines in the top left panel of
Figure 9) very well. The system eventually settles down
to a state with uniform Ec and then the energy exchange
stops. Note that there is a fundamental asymmetry in
CR transport at peaks and troughs (transport out of a
peak is faster than transport into a trough), resulting in
the asymmetrical profiles in Ec, ρ, v which we see. This
is true even if only CR streaming is operating (Sharma
et al. 2010).
In steady state, the CR flux Fc can be decomposed
into three components, including the streaming flux
vs(Ec + Pc), advective flux v(Ec + Pc) and the diffusive
flux −∇Pc/σ′c, as given by equation 4. This is checked
at snapshot t = 0.02 in Figure 10. When we calculate
vs(Ec + Pc), we set it to be zero whenever the difference
of Ec between neighboring cells is smaller than 10
−3. In
the region where ∇Pc is not close to 0, sum of the three
14 Jiang & Oh
components agrees with Fc calculated by the code very
well. When ∇Pc is close to 0, the total diffusion coeffi-
cient σc also goes to 0 and CR flux Fc from our scheme
is different from the simple prescription vs(Ec + Pc) as
explained in Figure 2.
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Figure 10. Profile of CR flux Fc at time t = 0.02 for the CR
driven wave test shown in Sec 4.2.1. The solid black line is the
total flux in the numerical solution while the dashed green line is
the diffusive part. The dashed red line is the sum of (v+ vs)(Ec +
Pc) and the diffusive flux, which agrees with Fc in the numerical
solution very well whenever gradient of Ec is not close to zero. The
differences near the regions x = ±0.5 are due to the fact that CRs
free-stream at extrema, and the canonical expression for flux is not
longer valid (see also the top panel of Figure 2).
4.2.2. Shocks with CRs
CR modified shocks are of considerable physical inter-
est, and also provide a stringent test of our numerical
scheme, given the sharp discontinuities which appear.
Here, we do not aim at a physical study of CR modi-
fied shocks, but aim solely at testing how our transport
module behaves in the presence of discontinuities. In
particular, we do not model CR injection, acceleration
or escape at shocks. Thus, in the simulations below, the
jump in Pc at the shock is primarily due to compres-
sion9, and the gas pressure undergoes a much stronger
jump at the shock. Our results should therefore not be
interpreted physically. We plan to conduct a more care-
ful study of CR modified shocks in the future. Note that
straightforward analytic solutions exist for CR shocks in
the limit where CRs are frozen into the fluid, both with-
9 It does not behave exactly like adiabatic compression because
the CRs and gas can exchange energy.
out (Pfrommer et al. 2006) and with (Pfrommer et al.
2017) CR injection.
Once CR streaming and diffusion are included, the sit-
uation becomes more complex. It is useful to remind
ourselves of the governing equations for a steady-state
CR modified shock, in the absence of CR injection. To-
tal mass, momentum and energy must be conserved:
ρU˜ = const (29)
ρU˜2 + Pg + Pc= const (30)
ρU˜
[
1
2
U˜2 +
γ
(γ − 1)
Pg
ρ
]
+ F˜c= const (31)
where U˜ = V − Us, F˜ = Fc − (Ec + Pc)Us are quantities
measured in the shock frame, and Us is the shock veloc-
ity. The shock velocity can either be measured directly
from the simulations, or obtained from the equation of
continuity:
Us =
ρ2V2 − ρ1V1
(ρ2 − ρ1) (32)
where 1,2 refer to upstream and downstream quantities
respectively. Note that for our setup, V2 = 0 by symme-
try.
These conservation laws only give 3 equations for the
5 variables ρ, U˜ , Pg, Pc, F˜c. The final two equations can
be found by setting the time-derivatives in equation 5 to
zero. Thus the steady-state CR flux is given by equation
4, and in the shock frame:
∇ · F c = (v + vs) · ∇Pc, (33)
where we ignore CR sources and sinks Q (since we neglect
both CR injection and escape). Equation 33 describes
the energy transfer from CRs to gas, by decelerating and
heating the gas. Combined with the conservation equa-
tions, it can be cast in the revealing form:
U˜ργ
(γ − 1)∇
(
Pg
ργ
)
= −vs · ∇Pc, (34)
i.e., CR wave heating increases gas entropy. This can
also be obtained directly from the gas energy equation
written in entropy form. In the case when magnetic fields
are evolved self-consistently, there is the fourth integral
(Volk & McKenzie 1981):(
1 +
MA
(γ − 1)
)2γ (
Pg +
(γ − 1)ρU˜2(2γMA + 1− γ)
2(γ − 1)
)
(35)
where MA = U˜/vA is the Alfven Mach number. Equa-
tions 29,30,31, 4 and 35 are four algebraic and one differ-
ential equation (due to the ∇Pc term in equation 4) in 5
variables. One can use the algebraic equations to reduce
the system to a single first order differential equation
in one variable which can be integrated as a function
of distance to obtain the shock structure (Voelk et al.
1984). An alternative is to eliminate ρ, Pc, Fc with the
linear equations 29,30, and 4, and study integral curves
of the reduced system in the U˜ , Pg plane (e.g., see Drury
& Voelk (1981) for the case where wave heating is ig-
nored); this is useful in gaining insight into the location
of gas sub-shocks. Here, we eschew these procedures, but
15
simply check that our numerical solutions satisfy these
conditions across the shock.
We set up three 1D shock tests in the Cartesian domain
x ∈ (−5, 5). Initially, a uniform gas density ρ = 1 and
pressure Pg = 1 are set in the whole simulation domain.
The flow velocity v = 10 (for x < 0) and v = −10 (for
x > 0). Uniform CR energy density Ec is initialized in
the whole simulation domain and we use three different
values Ec = 1, 50, 200 (and thus Pc = 1/3, 50/3, 200/3)
to test the effects of different ratios between CR pressure
and gas pressure. The CR flux is initialized as Fc =
4vEc/3. We do not evolve magnetic fields in this test
but just use a constant10 vA = 1 when we calculate the
streaming velocity vs. Therefore, the integral 35 will not
be satisfied. Instead, we check the relation 33 directly.
We choose the diffusion coefficient σ′c = 10. Variables
in the left and right ghost zones are fixed to be these
initial values. We use a 1024 grid for the whole simulation
domain.
Some comments on these choices are in order. In prin-
ciple, CRs can diffuse ahead of the shock to form a shock
precursor, with Pc, Fc continuous across the shock. In
our case, the size of the precursor l ∼ 1/(σ′cv) ∼ 0.01
is too small to have a noticeable effect on the system.
Similarly, since the Alfven speed vA  v, most of the
energy transfer between the CRs and gas is mediated
by CR pressure forces v · ∇Pc rather than wave heating
vs · ∇Pc. To a good approximation, our setup behaves
like a tightly coupled two-fluid system. This maximizes
discontinuities at shocks, which is more demanding for
our code.
Shocks are formed at the center where gas from the
left and right hand sides collides and then propagate to
both sides. Because of the symmetry, we only show vari-
ables in the right half part of the box in Figure 11 for
the three different values of Ec. For each case, we show
the profiles at three different time snapshots. Symme-
try also requires that flow velocity v = 0 at x = 0. As
a comparison, we have also done a test with the same
setup but without any CRs. The solution looks very
similar to the first case when the upstream CR pres-
sure is only Pc = 0.33. From the upstream (right of
the shock front) to the downstream (left of the shock
front), density jumps by almost a factor of 4, which is
consistent with a strong shock with sonic Mach number
M = 10. Most of the kinetic energy in the upstream
is converted to the gas internal energy; the downstream
gas pressure is larger than CR pressure by a factor of
∼ 60. CR pressure is increased in the downstream be-
cause CRs are advected with the flow and Fc converges
at the shock front. The CR pressure jump is comparable
with that expected from adiabatic compression, which is
Pc ≈ 44/3/3 = 2.1, roughly consistent with simulation
results11. The shock speed from the continuity equation
of Vs = −V1ρ1/(ρ2−ρ1) = 4/3 is also consistent with the
locations of the shock front shown in Figure 11. Because
we do not use any diffusive regularization in our algo-
rithm, the sharp shock front is captured in our solution
without much artificial broadening.
10 We choose vA = 1 independent of B-fields and density jumps,
which therefore do not affect the streaming properties of the CRs.
11 It will not be exactly the same, due to energy exchange be-
tween the CRs and gas
When the upstream CR pressure is increased to Pc =
16.67, the downstream CR pressure becomes compara-
ble to the gas pressure and the solution is modified. The
density jump from upstream to the downstream is only
a factor of ∼ 3 and consequently the shock propagates
faster. This can be easily understood in terms of the
total effective sound speed
√
(γcPc + γgPg)/ρ because
CRs and gas are tightly coupled. The upstream effec-
tive Mach number M is only ∼ 2 with respect to this
effective sound speed, which is much smaller compared
with the previous case.
In the third case when Pc = 66.67 in the upstream, the
density jump is even smaller and the shock propagates
faster. The downstream CR pressure now becomes larger
than the downstream gas pressure by a factor of ∼ 7.
Our algorithm can still handle it without any numerical
issue and there is no need to tune any free parameter.
The new feature in the CR pressure dominated regime is
the clear separation of two jumps in the fluid variables.
The first jump around x = 3.8 at time t = 0.5 involves
all fluid and CR variables, while the second jump at the
same time around x = 2 only happens for gas variables.
In the frame of the shock, the downstream gas is moving
away from the shock with a speed larger than the shock
speed and it will catch up with the gas in the middle of
the simulation domain. In the case of strong CR pres-
sure driven shock, the downstream velocity is also larger
than the local gas sound speed but smaller than the total
effective sound speed. Therefore, it causes another jump
of the gas variables to reach the zero velocity at the mid-
dle. The presence of a gas sub-shock is well-known and
understood in two fluid models (Drury & Voelk 1981;
McKenzie & Voelk 1982; Voelk et al. 1984).
We have also run simulations for the Pc = 200/3 case
where we vary the Alfven speed (not shown). As vA in-
creases, so does the separation between the two jumps.
The jump in Pc decreases, while the jump in Pg between
the asymptotic left and right states increases. The in-
crease in vA increases the efficiency of wave heating; thus,
CRs transfer a larger fraction of their post-shock energy
to the gas. The gas absorbs more of the overall shock
energy. The outer shock becomes very weak, due to the
reduced compressibility of the system (the fluid has a
higher effective adiabatic index, close to that of gas, when
vA is increased), and the reduced density jump implies
the shock moves outward. At the same time, the inner
hydrodynamic shock has to thermalize more energy and
becomes stronger, moving inward.
Overall, our CR module performs very stably and ro-
bustly in the presence of shocks. As of this writing, there
are no published results we are aware of that demonstrate
similar capabilities when CR streaming is turned on.
4.2.3. CR Driven Blast Waves
This test problem creates a 2D blast wave with an ex-
plosion of high CR energy density at the center, which
tests the full CR MHD algorithm. We use the same setup
as in Pakmor et al. (2016a) in order to compare the re-
sults with anisotropic diffusion directly. Furthermore,
we can also do the test with pure streaming to show the
difference between streaming and diffusion.
The tests are done in the 2D domain (x, y) ∈
(−0.5, 0.5)×(−0.5, 0.5) with 5122 spatial resolution. The
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Figure 11. Profiles of density ρ, flow velocity v, gas pressure Pg and CR pressure Pc at three different times t = 0.05, 0.25, 0.5 for the
shock test described in Section 4.2.2, as the shock front moves from left to right. From left to right, the three columns are for three different
upstream CR pressure Pc = 1/3, 50/3, 200/3 respectively while all the other gas variables are the same. Our new algorithm can handle all
these shocks without any issue.
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Figure 12. Snapshots of density ρ (left column) and CR energy
density Ec (right column) at time t = 0.1 for the blast wave test
described in Section 4.2.3. The top panel is for the case with
anisotropic diffusion while the bottom panel is for the case with
streaming. The streamlines in the left column represent flow ve-
locity while in the right column they show the magnetic field lines.
initial CR energy density is chosen to be Ec = 100 in the
region
√
x2 + y2 < 0.02 and Ec = 0.1 in other regions.
Initial CR flux Fc and flow velocity are 0 everywhere.
The background medium has uniform density ρ = 1 and
internal energy 2.5. Outflow boundary conditions are
used for both x and y directions. We first carry out the
simulation with diffusion coefficient σ′c = 10 (equivalent
to diffusion coefficient used in Pakmor et al. (2016a))
along the magnetic field and σ′c = 10
6 perpendicular to
the magnetic field lines. The streaming terms related to
vs are turned off in this case. The snapshots of den-
sity, flow velocity, CR energy density and magnetic field
lines are shown in the top panel of Figure 12, which are
very similar to Figure 11 of Pakmor et al. (2016a). The
explosion creates a blast wave that expands with time
in the background medium while density at the center
drops because of the expansion. CRs only diffuse along
the magnetic field lines while there are almost no diffu-
sion along y direction because of the long diffusion time
scale along that direction. The y components of mag-
netic field lines are only perturbed sightly due to the
blast wave, which is relatively weak (note the relatively
small change in density contrast). There is also a ring
of Ec at the location of the blast wave in our solution.
CRs are advected there with the flow, and subsequently
compressed in the post-shock medium. Interestingly, this
ring is not seen in Pakmor et al. (2016a), potentially in-
dicating that our codes behaves differently at shocks.
To show the differences between streaming and diffu-
sion, in the second simulation, we set all components of
the diffusion coefficients σ′c = 10
6 so that diffusion is
negligible. We turn on all the streaming terms related to
vs. The solution at time t = 0.1 is shown at the bottom
panel of Figure 12. Similar to the previous case, a blast
wave is created because of the explosion with very simi-
lar density compression ratio at the wave front. Because
the streaming velocity vs is only along the magnetic field
lines, Ec only spreads along the x direction as in the case
with anisotropic diffusion. Unlike the diffusion case, the
streaming velocity is the Alfve´n velocity, which is inde-
pendent of the CR pressure gradient. CRs energy density
Ec is almost a constant at time t = 0.1 along x direction
for |x| . 0.2, while in the diffusion case, Ec decreases
with distance from the explosion center. This is also
consistent with the differences shown in Figure 1 and 6.
The ring of CR energy density at the blast wave front is
also weaker in this case because the streaming velocity is
comparable to the flow velocity and CRs can move away
from the blast wave.
4.2.4. CR Interactions with Warm Clouds
Interactions between CRs and multiphase medium,
such as a warm high density ionized cloud embedded in
hot low density gas, have interesting implications on the
structures and observational properties of these clouds
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(Skilling 1971; Wiener et al. 2017a). Numerically, it is
also a challenging problem because of the sharp interface
between the gas with different densities. In Section 4.1.3,
with fixed background gas structures, we have demon-
strated that our algorithm can get the properties of CR
streaming in the multiphase medium correctly. In this
section, we will turn on all the terms in our CR-MHD
equations 5 and 9 and follow the evolution of clouds un-
der the influences of CRs.
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Figure 13. Snapshots of density ρ (top panel), gas pressure Pg
(middle panel) and CR energy density Ec (bottom panel) at times
t = 400 (black lines), 600 (red lines), 800 (blue lines) respectively
for the test of interactions between CRs and cold cloud as described
in Section 4.2.4.
In the first experiment, we use the same cloud struc-
tures as described by equation 24 with ρc = 1 and
ρh = 0.01. The boundary conditions are also the same
as in Section 4.1.3. But the simulation domain is in-
creased to x ∈ (0, 4000) with 2048 grid points. We use a
larger simulation domain to minimize the effects of the
right boundary. There is no optically thin cooling in the
first experiment and we can still use the dimensionless
numbers without specifying the unit. Evolutions of gas
density ρ, pressure Pg and CR energy density Ec of the
cloud at three different snapshots are shown in Figure
13. CRs are injected from the left boundary. They push
and accelerate the cloud. At the same time, CRs heat up
the warm cloud, which broadens the cloud. The middle
panel of Figure 13 shows the propagation of a sound wave
far away from the cloud. This is also found in Figure 4
of Wiener et al. (2017a), although structures of the wave
fronts are different likely due to the different density pro-
files of the hot gas we use. The sound waves are caused
by the impact of CR sources on the surfaces of the cloud
and their propagation speed is also consistent with the
sound speed of the hot gas.
A more realistic case is that we allow the gas to cool,
which will make it harder for CRs to destroy the cloud. It
is also interesting to see what kind of equilibrium struc-
tures it can reach with CR heating and optically thin
cooling. This is also a valuable test problem which is
difficult to solve with the traditional method proposed
by Sharma et al. (2010); such calculations were not pre-
sented in Wiener et al. (2017a). Physically, this scenario
is of great interest in determining whether CRs which
drive a wind will accelerate cold clouds or instead de-
stroy them.
An optically thin cooling term is added to the gas in-
ternal energy equation in an operator splitting way as
∂Pg
∂t
= − (γ − 1)nenHΛ(T ), (36)
where ne and nH are electron and hydrogen number den-
sities. We adopt the solar metallicity with mean molec-
ular weight µ = 0.62, for electron µe = 1.18 and for
hydrogen µH = 1.43. The optically thin cooling func-
tion Λ(T ) is only a function of gas temperature and we
use 67 power-laws to fit the cooling function as shown
in Figure 1 of Ji et al. (2017) over the temperature
range T ∈ (104, 108) K. The cooling function Λ(T ) is set
to be zero whenever the temperature drops below 104
K.The cooling term is solved following the exact integra-
tion scheme for power-law cooling functions proposed by
Townsend (2009), which means that our timestep is not
restricted to the (very short) cooling time.
To increase the cooling time scales of the hot gas, we
choose temperature 107 K for the hot gas with cooling
time scale 81 Myr and 104 K at the center of the cloud,
which has a cooling time scale of 0.055 Myr. The shape
of the initial cloud is still the same as in the previous case
but we set ρh = 1.25×10−28 g/cm3 and ρc = 1.25×10−25
g/cm3. The initial gas pressure is a constant every-
where. The cloud is centered at 200 pc with width 25
pc. We put CR source with constant energy density
Ec = 5.05 × 10−13 erg/cm3 at the left boundary, which
has corresponding CR pressure comparable to the initial
gas pressure.
The early evolution of the cloud from 3.4 Myr to 5.1
Myr is shown in the left column of Figure 14. Because of
rapid cooling, the temperature at the center of the cloud
always stays around 104 K. The gas pressure at the right
side of the cloud stays at the initial value because of
the long cooling time scale. Therefore, the cloud is first
compressed by the CR source from the left boundary and
then expands slowly. Profiles of Ec are consistent with
Figure 5. Hot gas at the left of the cloud cools faster
than the hot gas at the right because of the additional
adiabatic cooling. In the region where Ec is flat, there
is no CR heating and the gas will continue to cool. The
cooling time scale for gas with temperature 2× 106 K is
only 5.5 Myr and all the gas cools to 104 K at the left of
the cloud when t = 17 Myr as shown in the right column
of Figure 14. Cooling decreases the pressure at the left
of the cloud, which causes gas to fall to the left and
multiple shocks are formed. After a significant fraction
of the cooling time scale for the hot gas at the right side
of the cloud, the cloud expands quickly to the right as
shown by the blue lines at time t = 50.6 Myr.
This 1D calculation oversimplifies the interactions be-
tween CRs and clouds and more detailed studies will be
done with multi-dimensional simulations in a separate
paper. However, this test demonstrates that our algo-
rithm is able to capture CR streaming accurately and
robustly even with large density and temperature gradi-
ent.
5. DISCUSSION
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Figure 14. Profiles of gas density ρ, temperature T , pressure Pg and CR energy density Ec at six different snapshots during the interactions
between CRs and clouds with optically thin cooling as described in Section 4.2.4. The left column shows the profiles during the early phase
while the right column shows the later time evolution. The black, red and blue lines represent different snapshots with the time labeled
in the plot. The fiducial density ρ0, temperature T0 and pressure P0 units are 1.25× 10−28 g/cm3, 1× 104 K and 1.68× 10−13 erg/cm3
respectively.
5.1. Applications to Other Equations with Similar
Mathematical Properties
There are many other physical processes that can be
described by equations with similar mathematical prop-
erties as equation 2 such as thermal conduction with sat-
urated heat flux (Cowie & McKee 1977; Vaidya et al.
2017). When the classical thermal conduction flux is
larger than a saturated value, the heat flux reaches a
constant value with direction down the temperature gra-
dient along the direction of magnetic field lines, which is
very similar to the mathematical property of the stream-
ing term. The only difference is that the heat flux either
takes the value of the classical diffusive flux or the satu-
rated flux, not the sum of the two. Since the interaction
coefficient σc in our algorithm can be a general function
of the flow properties to mimic different physical pro-
cess, we can choose the following interaction coefficient
to describe the case of saturated heat conduction
1
σc
=
1
σ0
(1− tanh(r))
+
tanh(r)B
|B · (∇ · Pc) |vA · (EcI + Pc) . (37)
Here the variable r ≡ |∇ · Pc|/ (σ0 |vA · (EcI + Pc)|),
is the ratio between the normal diffusive flux and the
saturated value. When this ratio is small, σc ≈ σ0
and CR flux takes the value of the classical diffusive
flux. When this ratio is large, CR flux is limited by
the streaming value. Without changing anything else
in the code, our algorithm can get the solution for sat-
urated heat conduction, as long as we treat Ec as gas
temperature in this case. We take σ0 = 10 and a
constant Alfve´n value vA = 0.01 in this test problem.
The test is done in the 1D domain x ∈ (−10, 10) with
512 cells. We initialize Ec with the sawtooth profile as
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Ec(x) = 10 + 20 [x/10− floor(x/10 + 0.5)], where the
function floor(y) takes the integer equal or smaller than
the variable y. The initial CR flux Fc is set to be 0 ev-
erywhere. Periodic boundary condition is used in this
test.
Profiles of Ec and Fc at time t = 10 are shown in
Figure 15, which show very similar properties as the sat-
urated heat flux test shown in Figure 4 of Vaidya et al.
(2017). Near the minimum of Ec, it is almost a con-
stant, which indicates that the streaming term is domi-
nant. At the peak, profiles of Ec behave like the solution
with diffusion. This is checked directly at the bottom
panel of Figure 15, where CR flux Fc in the solution is
compared to the expected value based on pure stream-
ing vs(Ec+Pc) and diffusion −∇Pc/σ0. Around x = ±5,
when the expected diffusive flux is much larger than the
streaming flux, Fc takes the streaming value as expected.
This is also consistent with the flat profile of Ec. When
the diffusive flux becomes smaller in other places, Fc is
closer to the diffusive value. In general, Fc can repro-
duce the expected behavior of thermal conduction in dif-
fusive and saturated limits very well, and our algorithm
is a robust and easily parallelized way to model thermal
conduction. It automatically preserves monotonicity and
ensures that energy is transported down the temperature
gradient, unlike conventional methods which can violate
the entropy condition, leading energy transfer from cold
to hot regions and negative temperatures. Typically this
is prevented by using slope limiters (Sharma & Hammett
2007).
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Figure 15. Profiles of CR energy density Ec (top panel) and CR
flux Fc (bottom panel) at time t = 10 for the test of saturated
diffusion as described in Section 5.1. The CR flux Fc is compared
to the streaming value va(Ec +Pc) (dashed red line) as well as the
diffusive value −∇Pc/σ0 (dashed blue line) in the bottom panel.
5.2. Effects of the Maximum Velocity Vm
In principle, Vm should be the speed of light. which
will guarantee that CRs travel with the speed of light
when they decouple with the gas. However, for explicit
method, this will require that the time step is limited by
the speed of light, which is usually too small to be prac-
tical. Alternatively, we can also solve the transport step
implicitly as in Jiang et al. (2012) for radiative transfer
equation. However, we will run into the normal issues of
implicit method which involves operators of spatial gradi-
ent. Namely, this will require a matrix inversion over the
whole simulation domain, which significantly impacts the
performance and parallel scaling. Therefore, we choose
a velocity Vm that is much smaller than the speed of
light. As Vm only appears in the time dependent term
for F c, it does not affect the steady state solutions at all.
Even for the time dependent solutions, its exact value is
immaterial, as long as the (1/V 2m)∂F c/∂t term is much
smaller than the source term, as it will be when Vm is
much larger than the maximum flow and Alfve´n veloci-
ties and there are strong interactions between CRs and
the fluid. This is demonstrated in Figure 1.
This is similar to the reduced speed of light approx-
imation in radiative transfer (Skinner & Ostriker 2013)
with an important difference. When the time depen-
dent terms ∂Ec/∂t and (1/V
2
m)∂F c/∂t are not zero, our
scheme conserves the total energy Ec+E and momentum
ρv + F c/V
2
m. However, the reduced speed of light ap-
proximation adopted by Skinner & Ostriker (2013) uses
different energy and momentum source terms for radia-
tion and gas, which does not guarantee the conservation
of energy and momentum during the temporal evolution
of the solution. The main effect of different choice of Vm
in our scheme is that we overestimate the momentum of
CRs by c2/V 2m for a given CR energy density Ec. The
momentum of CRs is typically much smaller than the
momentum of gas (by a factor O(XCR(cs/c)2), where
XCR ≡ PCR/Pg), and this remains true even with the
reduced speed Vm. Thus, this overestimate has no effect
on our calculations. That is also why in Figure 1, even
the temporal evolution of the solution can be indepen-
dent of Vm we choose. In principle, convergence of all the
simulations should also be checked with respect to Vm.
In practice, we monitor the maximum flow and Alfve´n
velocities during the simulations to make sure they are
always much smaller than Vm. And we can always repeat
part of the simulations with different Vm to make sure
the results are unchanged.
5.3. The Closure Relation for CR pressure
In equation 5, we assume CR pressure tensor is re-
lated to the CR energy density as Pc = Ec/3I. This is
usually a good assumption when there are strong inter-
actions between CRs and the gas. In certain situations,
CRs can decouple with the gas, either due to effects such
as the ‘bottleneck effect’ or strong wave damping (see
discussion in Appendix). In this regime, CRs should be
free-streaming and CR pressure can be very anisotropic
and quite different from E/3I. In principle, the distribu-
tion function fp should be solved in the momentum space
with some reasonable approximations, which can then
be used to provide the closure relation as in the VET
method of radiative transfer (Jiang et al. 2012; Davis
et al. 2012). However, this will significantly increase the
computational cost and complexity of the algorithm. It
will be the subject of future work to find a better closure
relation for CRs when this regime becomes important.
When the traditional equation 2 is used in the regime
that CRs should be decoupled with the gas, CR trans-
port has been mimicked by diffusion with a much larger
diffusion coefficient (Farber et al. 2017). In practice, CRs
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should free-stream at the speed of light, but this is not
possible to implement with the standard algorithm for
CR streaming. Note that CR streaming and diffusion
have very different transport properties (contrast Fig 1
and 6, and also see discussion in Wiener et al. (2017b)).
Approximating streaming by diffusion also does not guar-
antee causality. Signals can propagate with arbitrary ve-
locity and affect the whole simulation domain as noticed
by Sharma et al. (2010). In contrast, when CRs decouple
with the gas, which means the source terms in our new
equation 5 become small, our algorithm automatically
solves the hyperbolic equation for CR transport. The
largest speed any signal can propagate is Vm. Despite
the issue of the closure relation, this will self-consistently
describe the free-streaming of CRs in this regime.
5.4. Performance of the Algorithm
The numerical cost of solving the CR transport equa-
tion is comparable to the cost of solving ideal MHD
equations for each time step. Since the transport step is
solved explicitly and the implicit source step only works
with variables in each cell, the full CR-MHD algorithm
should also have the same excellent parallel scaling as the
MHD algorithm in Athena++. We test the performance
of the full algorithm on NASA’s supercomputer Pleiades
with the broadwell nodes. Each node has two 14-core,
2.4GHz processors and 128 GB of memory. We use a 3D
domain (x, y, z) ∈ (−1, 1)× (−1, 1)× (−1, 1) with initial
CR energy profile Ec = exp
[−40(x2 + y2 + z2)]. The
gas is initialized with uniform density ρ = 1 and temper-
ature T = 1. The velocities are set to be zero initially.
The initial magnetic field is Bx = By = Bz = 1. The dif-
fusion coefficient is σ′c = 0.01 so that both diffusion and
streaming are significant. For this test problem with 323
grids per core, the code is able to update 3.9× 105 zones
per second, which is indeed roughly half of the speed
for the original MHD algorithm. The total cost of our
CR-MHD algorithm is proportional to the time step, or
the value of Vm. Since Vm is the largest speed, the time
step in CR-MHD simulations is generally smaller than
the normal MHD simulations, which will increase the to-
tal cost of these simulations. However, we usually find it
is still much cheaper than the classical method with reg-
ularization, particularly for high resolution simulations.
6. CONCLUSION
We describe a set of new equations for the transport of
CRs and interactions between CRs and fluid, including
both streaming and anisotropic diffusion processes self-
consistently. In the region when there is a finite CR pres-
sure gradient, these equations reduce to the classical CR-
MHD equations people adopted in the past. When CR
pressure gradient is close to zero, CRs and gas become
decoupled in our equations and CRs become free-stream
along the magnetic field direction. Therefore, the equa-
tions we use do not suffer from the numerical instability
for CR streaming as in the classical equation and self-
consistently describe the transport of CRs in all regimes.
We have developed a numerical scheme to solve this set of
new equations. Based on a wide range of test problems
for both diffusion and streaming, we demonstrate that
the algorithm is accurate, robust and fast. The time
step is linearly proportional to the spatial resolution and
is set by the standard Courant condition across the en-
tire simulation domain. It opens the window to simulate
a wide range of astrophysical systems where CRs play an
important role.
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APPENDIX: DIFFUSION COEFFICIENTS
Throughout this paper, we have adopted spatially constant diffusion coefficients without reference to any physical
model. Many galaxy formation simulations have adopted this approach, scaling diffusivities to empirical Milky Way
values. For our purposes, testing our code with a constant vA and σ
′ allows us to assess its performance in the pure
hyperbolic and parabolic limits.
For completeness, in this Appendix we present and discuss parallel diffusion coefficients which can be derived using
quasi-linear theory (for more detailed discussion, see Wiener et al. (2013a)). We should use the customary definition
of the diffusion coefficient, which is relative to the interaction coefficient via:
κ =
1
σ′c
(38)
We proceed by presenting energy-specific diffusion coefficients κ(γ) appropriate for the Boltzmann equation (equation
1), before discussing the energy-averaged version appropriate for our CR hydrodynamic equations. We shall see that
for most situations, slippage with respect to the wave frame can be represented as a pure super-Alfvenic streaming
term, and situations where CR transport behaves like classical diffusion is relatively rare. The only situation where
classical diffusion might be justifiable is as a sub-grid recipe: if B-field are tangled down to very small scales (field
line wandering), then CRs propagating along them show effectively diffusive behavior below the grid scale, with a
mean free path given roughly by the B-field coherence length. In such situations, cross-field transport can be of vital
importance.
The CR streaming instability has a wave growth rate (Kulsrud & Pearce 1969):
ΓCR(γ) ∼ Ω0nCR(> γ)
ni
(
vD
vA
− 1
)
(39)
where Ω0 = eB0/(mpc) is the classical cyclotron frequency, nCR(> γ) is the number density of CRs with Lorentz
factor greater than γ, ni is the ion number density, and vD, vA is the net drift velocity of CRs and the Alfven velocity.
The growth rate is proportional to the CR abundance and anisotropy in the Alfven wave frame. In equilibrium, this
growth rate is balanced by a damping rate Γdamp, which is the sum of various damping mechanisms we shall describe.
The net drift with respect to the Alfven frame is thus:
(vD − vA) = ΓdampnivA
Ω0nCR(> γ)
(40)
If written as a diffusive flux,
Fdiffuse = κ‖∇f ≈ (vD − vA)f, (41)
then the parallel diffusivity is:
κ‖(γ) ≈ (vD − vA) f∇f =
f
∇f
ΓdampnivA
Ω0nCR(> γ)
(42)
where f(γ),Γdamp(γ), nCR(> γ) are all functions of energy. Once Γdamp is specified, we can calculate diffusivities.
Below we list all known damping mechanisms:
• Non-Linear Landau Damping (NLLD) arises when thermal particles ‘surf’ the beat wave formed by interacting
Alfven waves and extract energy, at a rate (Kulsrud 2005):
ΓNLLDdamp ≈
1
2
(
vi
vA
)(
δB
B
)2
≈ 0.3 Ω vi
c
(
δB
B
)2
(43)
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where Ω is the relativistic gyrofrequency, and vi is the ion thermal velocity.
• Turbulent wave damping arises due to the distortion of Alfven wave packets by extrinsic turbulence. Alfven waves
generated by the streaming instability have a finite lifetime due to shearing, and cascade to smaller scales at a
rate (Farmer & Goldreich 2004):
Γturbdamp ≈
(

rLvA
)1/2
(44)
where  = v3out/Lout = v
3
A/LMHD is the turbulent dissipation rate, and Lout, LMHD is the outer scale and scale
at which the turbulent velocity v = vA respectively. A useful bound is to assume that ˜ = ρv
3/(Ln2Γ(T )) < 1,
i.e. heating due to turbulent dissipation is less than the radiative cooling rate. Otherwise, thermal driving is
potentially more important than CR driving. This expression for turbulent dissipation assumes strong turbulence
(which cascades to smaller scales in a single eddy turnover time); if turbulence is weak and sub-Alfvenic, then
w = v
3
AM4A/Lout (where M is the Alfvenic Mach number) must be used instead (Lazarian 2016), implying
weaker dissipation.
• Linear Landau Damping arises due to resonant ion-wave interactions, similar to NLLD, except that waves directly
excited by CRs are involved. The distortion of field lines by turbulence implies that these interactions are oblique,
resulting in the damping rate (Wiener et al. 2018):
ΓLandaudamp ≈ β1/2Γturbdamp ≈ β1/2
(

rLvA
)1/2
(45)
where β ≡ Pgas/PB ≈ v2i /v2A is of order unity in galaxies, but can be as large as β ∼ 100 in the intra-cluster
medium. This scaling with Γturbdamp arises because the two processes inherit the same geometrical factors which
depend on field geometry, only differing in being pairwise wave-wave or wave-particle interactions.
• Ion-neutral damping arises from friction between ions and neutrals in partially ionized gas, since the latter are
not tied to field lines and do not respond to MHD forces. The damping rate is (De Pontieu et al. 2001):
Γion−neutraldamp ≈ 7× 10−15vinn s−1 (46)
where vi, nn are the ion thermal velocity and number density of neutrals in cgs units.
The total damping rate is the sum of all damping processes, and the diffusion coefficient is given by equation
42. There are a few features to note. Apart from NLLD, all other damping processes are independent of the
wave field (δB/B)2 and hence the CR population which excites the waves. From equations 41 and 42, we see
that unlike standard diffusion, the diffusive flux Fdiffuse is independent of ∇f , a feature first noted by Skilling
(1971). Thus, when linear damping mechansism dominate, drift with respect to the wave frame behaves like an
additional streaming term, rather than diffusion. In particular, unlike standard diffusion, Fdiffuse does not fall as
the CR distribution flattens and ∇f → 0. By contrast, when NLLD dominates, Fdiff ∝ (f∇f)1/2 still depends
on ∇f , and Fdiffuse → 0 as ∇f → 0, albeit in a manner which differs from standard diffusion.
We argue that for most problems relevant to galaxy formation, it is a good approximation to ignore diffusion and
consider only CR streaming. Firstly, for most situations where CRs are dynamically important, and thus have
significant energy density, the streaming instability is so strong that the CRs are essentially locked to the wave
frame. For instance, evaluating equation 40 for parameters appropriate for our Galaxy gives (vD−vA) ∼ 10−2vA
at GeV energies (e.g., Farmer & Goldreich (2004)), i.e. essentially pure streaming at the Alfven speed and
consistent with observed levels of CR anisotropy ∼ vA/c ∼ 10−4. Super Alfvenic transport can be potentially
important in the following situations: (i) weakly ionized media. Ion-neutral damping is extremely strong. In
most situations where the abundance of neutrals is significant, damping is so strong that CRs essentially free
stream at the speed of light. (ii) Situations where the streaming instability is not excited due to ∇f → 0 or
the ’bottleneck effect’, as discussed in the text. (iii) Dense gas where high radiative cooling rates can offset
strong turbulent dissipation (Ruszkowski et al. 2017). (iv) High CR energies, where CR abundances are much
lower. These energies are relevant when computing radio and gamma-ray signatures. For applications to galaxy
clusters, see Wiener et al. (2013a, 2018). In the context of galaxies, the most common situations are for CRs to
either be tightly coupled to the wave frame or to free stream at close to the speed of light.
Secondly, even if super-Alfvenic transport is important, linear damping mechanisms tend to be more important
than non-linear Landau damping, and thus the drift with respect to the wave frame can be expressed as a pure
streaming term. This is because the sole non-linear damping mechanism known, non-linear Landau damping, has
a damping rate ΓNLLDdamp ∝ (δB/B)2 ∝ (nCR(> γ)/Lz)1/2 → 0 as CRs stream outward and nCR(> γ) → 0, Lz ≡
f/∇f →∞. As the amplitude of confining waves decreases, so does the damping. By contrast, linear damping
mechanisms are independent of wave amplitude and CR abundance. Thus, the latter will always dominate as
streaming proceeds, and from equation 40 leads to increasing drift velocities as nCR(> γ) falls. This has been
seen in the time-dependent calculations of Wiener et al. (2013a).
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There are two remaining points to clarify. The first regards energy-averaging. The diffusion coefficients we have
derived apply at a specific CR energy; in the CR hydrodynamic equations, the diffusion coefficient κeff appears
in the energy equation, and is energy-averaged:
κ¯(x) =
∫∞
0
dp4pip2T (p)κ(x, p)∇f∫∞
0
dp4pip2T (p)∇f (47)
where T (p) =
√
p2c2 + (mc2)2 −mc2. If we substitute in equation 42, we obtain:
κ¯(x) =
1
Ec
∫ ∞
0
dp4pip2T (p)
Γdamp
Ω0
ni
nCR(> γ)
vAf. (48)
Note that for a strict power-law distribution function, f(p) ∝ p−α, this becomes κ¯(x) ∝ ∫ d (log) pΓdamp(p)T (p),
which does not converge, since in the relativistic regime T (p) ∝ p, and Γdamp ∝ p−0.8, p−0.5,const for NLLD,
turbulent/linear Landau and ion-neutral damping respectively. In practice, f is never a strict power-law but
has a concave shape due to Coulomb cooling at low energies and hadronic cooling/transport effects at high
energies. One quick heuristic is to pick the median energy, γmedian ∼few, at which the logarithmic integral for
CR energy density peaks, and set κ¯ ≈ κ(γmedian). It should be kept in mind that the weighting by κ ∝ γβ , where
typically β ≈ 0.8− 1.2 at high energies in equation 42, will shift the representative energy towards higher values.
Furthermore, energy-dependent transport effects imply that the shape of f will now be a function of position. In
general, situations where CR transport is not in the frame-locked or free-streaming limits require more careful,
energy-resolved calculations.
The second point to check is the assumption of an equilibrium wave field, where growth and damping balance.
The wave-field Pw = δB
2/8pi obeys the time-dependent equation (Breitschwerdt et al. 1991):
2
∂Pw
∂t
= −∇ · Fw + u · ∇Pw − vA · ∇Pc − L (49)
where Fw = 2Pw(vA + 3/2u) and L represents non-CR sources and sinks. Since this paper points out the pitfalls
of assuming the steady state value of the flux, it is worth checking if assuming a steady state wave-field is
valid. Customarily, ∇ · Fw/vA · ∇Pc ∼ Pw/Pc ∼ (δB/B)2 ∼ 10−6, so the wave growth term vA · ∇Pc is much
larger than the divergence of the flux and much be balanced by wave damping (Zweibel 2017). However, as
∇Pc → 0, growth timescales become very long, and transport of wave flux could potentially become important:
waves propagate far from where they were created and continue to scatter CRs. This is unlikely to be true
for linear damping mechanisms, which do not depend on CR parameters and remain strong. From equation
39, and nCR/ni ∼ 10−7, (vD/vA − 1) ∼ 10−4, and ∼ µG fields, Γ−1grow ∼ 30 years, implying similar damping
timescales. The waves can only propagate a distance ∼ vAΓ−1damp, which is negligibly small. For instance, for
turbulent damping, Γturbdamp ∼ (/rLvA)1/2 ∼ (v2A/rLLMHD)1/2, where LMHD is the scale at which the turbulent
velocity v ∼ vA, then vAΓ−1damp ∼ (rLLMHD)1/2 ∼ 0.01pc for LMHD ∼ 100pc. However, in situations where linear
damping is not important and only NLLD is at play, the situation could be different, since the damping rate
ΓNLLDdamp ∝ (δB)2 falls with the wave field. This could potentially be important in situations involving multi-phase
media, where the scale height of CRs can change rapidly.
