We consider time-averaging methods based on the Magnus series expansion jointly with exponential integrators for the numerical integration of general linear non-homogeneous differential equations. The schemes can be considered as averaged methods which transform, for one time step, a non-autonomous problem into an autonomous one whose flows agree up to a given order of accuracy at the end of the time step. The problem is reformulated as a particular case of a matrix Riccati differential equation and the Möbius transformation is considered, leading to a homogeneous linear problem. The methods proposed can be used both for initial value problems (IVPs) as well as for two-point boundary value problems (BVPs). In addition, they allow to use different approximations for different parts of the equation, e.g. the homogeneous and non-homogeneous parts, or to use adaptive time steps. The particular case of separated boundary conditions using the imbedding formulation is also considered. This formulation allows us to transform a stiff and badly conditioned BVP into a set of well conditioned IVPs which can be integrated using some of the previous methods. The performance of the methods is illustrated on some numerical examples.
Introduction
In this work we consider time-averaging methods based on the Magnus series expansion jointly with exponential integrators for the numerical integration of the general non-homogeneous linear matrix differential equation (1) where Y (t), F (t) ∈ C p×q , M(t) ∈ C p×p and N(t) ∈ C q×q . We consider numerical methods which are valid both for the initial value problem (IVP) with initial conditions
Y (t) = M(t)Y (t) + Y (t)N(t) + F (t), t ∈ [t 0 , T ],
as well as for the boundary value problem (BVP) with boundary conditions at two points
with B 0 , B 1 ∈ C p×p , γ ∈ C p×q (or its extension to conditions on m different points, B 1 Y (t 1 ) + · · · + B m Y (t m ) = γ ). It is important to remark that some methods for solving nonlinear BVPs consider a linearization of the nonlinear differential equation and then one has to solve a number of non-autonomous linear BVPs with appropriate boundary conditions [51, 54] .
y (t) = M(t)y(t) + h(t), t 0 t T ,
with y(t), h(t) ∈ C pq , M(t) ∈ C pq×pq , with appropriate initial or boundary conditions. This formulation is the most frequently used in the literature because formally simplifies the problem, but one has to deal with larger dimensional and sparse matrices.
For the IVP, one considers a mesh t 0 < t 1 < t 2 < · · · < t L = T where t i+1 = t i + h i . For simplicity in the presentation, we consider at this point an equidistant time grid t i = t 0 + ih, 0 i L, with constant time step h = (T − t 0 )/L. Then, our goal is to look for numerical approximations to the solution at the mesh points, Y i ≡ Y (t i ). In particular, in this work we look for efficient numerical methods to approximate the fundamental solution matrices, Φ M , Φ * N , as well as Ψ (t i , t 0 ), i.e. to obtain an approximate solution in the form
where 
and then we obtain simple algebraic equations which allows (if the problem is well conditioned and has unique solution) to find the missing values for the initial conditions, Y 0 . Alternatively, if the algebraic equations are not well conditioned, we , Ψ i , i = 1, . . . , L, then one can use (7) to obtain the approximated solution on the mesh, otherwise one solves (8) and proceeds as for the IVP. The shooting method is frequently used with variable step and variable order explicit methods, showing a high efficiency for most problems. However, if the problem is stiff or very sensitive to the initial conditions, explicit methods frequently suffer from stability problems and the schemes can be affected by unacceptable error accumulations which makes the numerical solution useless. This drawback can be considerably diminished with the multiple shooting technique. This technique is presented in detail in, e.g. [4, 43, 59] for the problem (6) , and basically requires to compute and store Φ M,i , Φ *
N,i
, Ψ i , i = 1, . . . , L * , in a reduced mesh
Depending on the problem, one can use the standard multiple shooting or the more elaborated marching techniques for multiple shooting. For stiff problems, implicit methods are usually preferred. Finite difference methods are perhaps the most popular methods. They require to solve relatively large systems of algebraic equations which in most cases is equivalent to use implicit Runge-Kutta methods whose implicit equations are solved all together at the end of the integrations. An attempt to use explicit methods for stiff problems corresponds to the imbedding formulation or Riccati method, see [4, 23, 24, 44] , which intends to transform the system of ODEs into IVPs which are more stable. This technique involves the transformation of the equations and requires the numerical integration forward and backward of coupled equations, leading to relatively involved numerical algorithms.
In this work, we analyze the numerical solution of the IVP or BVP (1)-(3) using Magnus integrators as a representative of Lie group methods developed for the homogeneous linear problems and in particular, we focus on the exponential integrators. Magnus integrators have also been developed for nonlinear differential equations [17] (see also [8] and references therein) but we consider the techniques used for linear problems which will allow us to obtain simpler and more efficient algorithms. Previous attempts to use high-order exponential integrators for linear problems are mainly addressed to the basic homogeneous problem (N = 0, F = 0) (see [8, 38] and references therein) and occasionally to the more general homogeneous case (F = 0), see [35] . We consider this problem as a particular case of the matrix Riccati equation when it is solved using the Möbius transformation (Radon's Lemma) which transforms the problem to a homogeneous system, see [1, 58] . Exponential integrators are explicit methods which can be used with variable time step and variable order, and have similar stability to the implicit methods. For this reason, they are methods suitable for stiff and oscillatory problems.
The Riccati differential equation
Let us review the close relation between the linear systems and the matrix Riccati differential equation (RDE)
where
Initial value problems for Riccati differential systems arise frequently also in important applications to classical control theory, e.g. [6, 56] , and in non-cooperative control theory appearing in economic or military problems (see [5, 20, 47] and the references therein). The case p = q appears, for instance, in differential games when Nash strategies in non-cooperative control problems are tackled, see [21, 61] and in general linear two-point boundary value problems with separated boundary conditions, e.g. [4, 23, 43] .
This equation has received considerable attention in the literature, both focused to its theoretical aspect, e.g. [1, 6, 56] and its numerical treatment, see [12, 22, [40] [41] [42] 45, 58] . Frequently, the RDE appears coupled with other differential equations and the numerical schemes for the RDE have to be adapted properly, being this part the bottle neck to build efficient algorithms. The computational cost and the accuracy achieved strongly depend on the algorithm used for the numerical integration of this part.
In this work we consider exponential integrators for the numerical integration of the RDE by using Möbius schemes, see [1, 58] . With appropriate change of coordinates the system transforms into an equivalent larger linear system which allows to use numerical integrators tailored for homogeneous linear systems which have shown a high performance.
Let us consider the Riccati equation (9) and apply the transformation 
with
If we denote Y (t) = Φ(t, t 0 )Y 0 with Φ the fundamental matrix solution given by
q×p and δ(t) ∈ C q×q , then from the initial condition given by (11) , it follows that
, and from (10) we obtain
Notice that X(t) is not well defined for those values of t where the matrix [γ (t)X 0 + δ(t)] has no inverse. On the other hand, since the linear equation (11) can be solved at any time (if S(t), given by (12), has no singularities) then we can obtain accurate numerical approximations to X(t) when it evolves close to a singularity, see [58] . One can expect large errors around the singularities which then disappear once we cross them. If the RDE is coupled with other equations, a large error for X(t) at a given instant will cause large errors in the remaining equations and then one should expect unacceptable errors on the numerical solutions of the whole problem. In this work we consider Eq. (1) as a particular case of (9) and then, as a particular case of (11)- (12) . This way allows to use the highly efficient geometric integrators recently developed in the literature, and which we briefly present.
In Sections 2 and 3 we present Lie group and Magnus integrators which can be used, independently, for solving IVPs as well as BVPs. Section 4 focuses in two-point BVPs and how to transform the problem into linear IVPs which are not badly conditioned, and Section 5 presents some numerical examples.
Lie group solvers for linear homogeneous equations
Lie group methods and, in particular, exponential integrators for linear initial value problems have experienced a renewed interest during the last years (see [33, 38] and references therein). These methods have shown to be superior (both qualitatively and quantitatively) to standard methods for solving linear IVPs for an important number of cases. This is frequently the case, e.g. for oscillatory [30, 31] or stiff problems [33] , where the exponential representation is more accurate than polynomial or rational approximations as it is the case for most standard methods like, say, Runge-Kutta methods. It is then important to know if this performance still remains when applied to non-autonomous and non-homogeneous equations, and to linear BVPs.
Exponential methods are usually computationally expensive methods. However, by using appropriate algorithms, this extra cost can be minimized and can be compensated with more accurate results. They are explicit methods which can be considered as generalizations of implicit methods (see Appendix A). This fact allows to use relatively large time steps.
Let us consider the homogeneous linear equation
The fundamental matrix solution satisfies the homogeneous matrix differential equation
and it is well known that the matrix solution Φ A can be written, in a neighborhood of t 0 as follows (for simplicity we
where Ω can be written as the Magnus series expansion [46] . References about Magnus expansion (14) can be found, e.g., in [8, 10, 14, 39] . Alternatively, one can use the Fer expansion [11, 27, 55] , or its symmetric version [11] , or the Cayley method [25, 36] .
Application to the non-homogeneous linear equation
If we consider the non-homogeneous linear problem (1) as a particular case of the Riccati equation (9) with the Möbius transformation, then it is equivalent to solve the linear system
and we obtain from (11)-(13)
where it is well known that Φ −N (t) −1 = Φ * N (t). It is then clear that β(t) = Ψ (t)Φ −N (t), since it must agree with the solution (4) . Notice that, contrarily to the general case for the solution of the RDE (13) , Y (t) is well defined for all values of t.
If M(t), N(t) and F (t) are periodic with period T then the Floquet theory can be trivially applied if we reformulate the problem as in (15) . We have that
with Q a constant matrix and P (t + T ) = P (t), both with the following structures
In the following section we present Magnus integrators which in this case would allow to approximate each block matrix on Q and P with different orders of accuracy.
Magnus approximations
As a representative for the Lie group methods, we consider methods based on the Magnus series expansion (14) , which can be considered as a class of exponential integrators (similar schemes can be obtained with other schemes, see [11] 
where · 2 denotes the two-norm of a matrix. This is a sufficient condition and, under certain conditions, this bound can be enlarged (see [8, 16, 48] and references therein). For some problems, a truncated Magnus expansion can provide very accurate results even if condition (16) is largely not satisfied, but some assumptions are considered [32] .
The following result can be useful if one applies the Magnus expansion to the non-homogeneous equation (6) rewritten as
or shortly
x (t) = A(t)x(t).
(18) 
(it is independent of the non-homogeneous term). 
Proof. Let us denote (Z ,
and the constants 
Since the Magnus series only involves operations in the algebra (linear combinations and commutators) for the two-norm we have that inside the convergence domain there exists a function, Q (t), such that Ω M (t) Q (t) (see [8] ) and then
which is also a bounded function, and then the convergence does not depend on the non-homogeneous vector function h(t). 
where ρ(B) denotes the spectral radius of the square matrix B. If we denote by σ (B) the set of all eigenvalues of the square matrix B, note that σ (A(t)) = {0} ∪ σ (M(t)), and then ρ(A(t)) = ρ(M(t)). So, the result of Theorem 3.1 is very clear.
The convergence of the Magnus series expansion applied to (17) depends only on M(t). However, for problems where h(t)
M(t) the convergence can be slow and the error originated from the approximated solutions obtained when truncating the series can be significant. For this reason, it is convenient to build new tailored methods for this problem. We first review general methods and next we show how they can be adapted to this problem.
In order to obtain methods which can be easily used with any quadrature rule we introduce the averaged (or generalized momentum) matrices 
to build a fourth-order method we have that
and to build a sixth-order method
,
(see [10, 11] for eighth-order methods). They satisfy
For some problems where A is an unbounded operator, but e A is bounded (this is the case, e.g. for some parabolic PDEs)
it is convenient to use methods which do not involve commutators. By an appropriate factorization, one can obtain Magnus integrators which do not contain commutators. Two simple fourth-order commutator-free methods are given by [13] exp 1
While these two commutator-free methods show little difference between them in practice for smooth problems, they show a great difference for stiff problems if A is an unbounded operator. In [15] it is shown that if A(t) is a symmetric positive definite matrix then 1 2 A (0) ± 2 A (1) are also positive definite matrices for a sufficiently small time step. The same result applies if A is symmetric and negative definite as it is the case for some parabolic PDEs, and then the composition (23) is bounded while (24) is not.
If the exact evaluation of the unidimensional integrals in (19) is not possible or is computationally expensive, any numerical quadrature of the same order as the method may be used instead. Then, it suffices to approximate the matrices A (0) up to second order, or A (0) , A (1) up to order four or A (0) , A (1) , A (2) up to order six to get methods of order two, four or six, respectively. Suppose that b i , c i (i = 1, . . . ,k), are the weights and nodes of a particular quadrature rule of order p, then it is possible to approximate all the integrals A (i) (up to the required order) just by using only the evaluations A i ≡ A(t n + c i h) at the nodes c i of the quadrature rule, i.e.
and substitutingÃ (i) by A (i) in (20)- (24), they still retain the order of accuracy.
Let us consider the particular case (15) which concerns us in this work. If we denote byΩ [p] an approximation to the Magnus series expansion accurate up to order h p , then we have that from (20)
and from (21) Ω [4] = M [4] F [4] 0 −N [4] ,
Here we have used the notation for the averaged momentum matrices (19) . If M, N are constant matrices but F is timedependent, it is immediate to see that then
and the fourth-order method (as well as higher-order methods) is just a small modification of the second order one where only F [p] changes with p.
By exponentiation we have, for the integration on the interval
leading to a recursive scheme to obtain the necessary fundamental matrix solution at each interval,
which allows to approximate the solution (4) at the mesh for different initial or boundary conditions.
Methods of order (p, n)
In order to illustrate the versatility of the proposed Magnus integrators, let us consider the case where the matrices M(t), N(t) evolve adiabatically. Then, in a fourth-order method M (1) and N (1) can be neglected while M (0) and N (0) can be approximated by a second-order rule (e.g. the midpoint rule or the trapezoidal rule). In this case, a second-order method, which would correspond to a fourth-order method in the limit where M(t), N(t) are constant matrices, is given bỹ
This scheme has, basically, the cost and stability of a second-order scheme (in the case where the cost to compute the matrices M(t), N(t) is considerably higher than F (t)) but the accuracy of a fourth-order one in the limit when the matrices
M(t), N(t) evolve adiabatically.
If we use the midpoint rule to approximate M (0) , N (0) and the fourth-order Gauss-Legendre quadrature rule for
we have
. Alternatively, if for example N(t), F (t) evolve adiabatically, a (4, 2) method could be built with Ω [2, 4] 
This can be extended to higher orders and to different families of problems (e.g. if F (t) is highly oscillatory) being this an important subject under investigation at this moment. It is important to remark that, by using this formulation, it is possible to use in a relatively simple way preliminary transformations like the interaction picture or adiabatic picture (see [8] and references therein) to improve the performance of the integration of (1)- (3). The schemes proposed require an efficient algorithm to compute the exponential or its action on a vector (see [2, 18, 33, 49, 60] ). In addition, variable time steps can be easily used (see Appendix B).
Solving the autonomous problem
The map (14) can be considered as the h-flow for the autonomous problem Φ = 1 h Ω(h)Φ so, the scheme has to be implemented with an efficient algorithm to approximate the exponential or its action on a vector. We review some results for the following autonomous problem y = Ay + g, with y(t) ∈ C p and the solution, for one time step, h, is given by
where ϕ(z) = (e z − 1)/z. The algorithm requires again to compute the exponential of a matrix or its action on a vector (see [18, 33, 49, 50, 60] 
which only involves one product and one Krylov approximation to the function ϕ(hA). Another possibility, which has not been much explored, is to consider an approximation to the exponential
, whose computational cost is very similar to the cost of e t A since it only includes one column and a zero row. In [2] it is suggested to consider the approximation to this exponential because the algorithms for the ϕ-functions are much less well developed. There exist, however, recent works to improve the algorithms to compute the actions of the ϕ-functions (see [52] and references therein). The most appropriate choice can depend on the problem. If this equation is originated from a second-order differential equation, leading to highly oscillatory solutions, one could use the trigonometric integrators discussed in [30, 31] for the particular case of linear problems. These schemes are obtained for A constant, and this matrix can be provided by Magnus integrators (in this case it seems more appropriate to use commutator-free Magnus integrators [14] 
The solution is given by
where, depending on the problem, one has to look for different numerical algorithms to approximate the map H t acting on the initial conditions. The methods based on the Magnus series expansion give the constant matrix to be exponentiated or, equivalently, provide us the constant matrices to be used in the map H t at each time step.
Stability and convergence
In this work we have presented different ways to transform a linear non-homogeneous and non-autonomous problem into a linear non-homogeneous autonomous one (the standard procedure which takes the time as a new coordinate transforms a linear problem into a nonlinear one). Each time averaging considered in this work can be combined with different exponential integrators, and for nonstiff problems the stability and convergence of the methods is clear. However, if these techniques are used for stiff or oscillatory problems, we have that the stability, convergence and accuracy will ultimately depend on how the time averaging and exponential integrators are combined, and on the particular problem to be solved numerically.
As an illustration, we present the stability analysis of the new methods for stiff equations originated from some parabolic problems. Suppose we have the following equation originated from, e.g. a heat equation
where M is a constant unbounded symmetric negative definite operator and h(t) is a bounded vector which can be generated by a source term and, possibly, by boundary conditions (in this case, if desired, one could consider h(t) = h 1 (t) + h 2 (t) and the time dependence in h 1 (t) and h 2 (t) can be treated differently in a similar way as in Section 3.1).
At this point, it is convenient to notice that, in an appropriate domain, we have e tM 1,
A second-order time-averaging method applied to (26) for the interval t ∈ [t n , t n + h] is equivalent to the 1-flow map of the averaged equation
with h (0) = t n +h t n h(τ ) dτ , following the notation in (19) (the integral can be either computed exactly or approximated by a given quadrature rule). In this case, if we write the 1-flow solution as
it is clear that the solution is bounded. The convergence of the method can be studied by considering the defects (see, for example, [33] and references therein). A fourth-order time-averaging method corresponds to the 1-flow map for the equation (it is straightforward from (25)) y = hMy +h,
withh = h (0) − hMh (1) . If we consider e.g. a fourth-order Gaussian quadrature rule then
. Since the product Mh (1) can cause some troubles, one can write the solution of the autonomous problem as follows
which is also a bounded numerical solution.
Let us now consider the more general case
where M(t) is an unbounded symmetric negative definite operator for t 0. The matrix
with b i > 0 is also symmetric and negative definite. If some of the coefficients b i were negative but i b i > 0, the result is still valid for a sufficiently small h. In those cases, similar bounds as in (27) are valid. If M(t) is smooth in the time dependency, it can suffice to consider a second-order approximation for this part and then to replace in (29) hM by M (0) , where a quadrature rule to approximate M (0) satisfies (33) and the solutions are also bounded. The case where M (0) and h (0) are approximated by the midpoint rule corresponds to the second-order Magnustype integrator considered in [29] for some non-autonomous parabolic problems, where the stability and convergence is studied in those cases. One can also replace hM by M (0) in (31) , which corresponds to a hybrid method, and similar techniques can also be used.
More accurate results can be obtained with a fourth-order time averaging. To consider a Magnus integrator which involves commutators can be problematic for the stability of the final algorithm. In this case, it is convenient to use e.g. commutator-free Magnus integrators. For example, the time averaging associated to the two-exponential fourth-order commutator-free method (23) applied to (32) corresponds to solve sequentially the following autonomous problems
and y n+1 = v(1). Then, one step of the algorithm is given by the sequence
If one considers the fourth-order Gaussian quadrature rule to approximate the integrals we havē
), β = (
), M i = M(t n + c i h), and similarly for g 1 , g 2 . It is clear thatM 1 ,M 2 are also symmetric and negative definite, and the solution is then bounded. This method, for the homogeneous equation was also rediscovered in [62] and applied to parabolic PDEs. On the other hand, the three-exponential commutator-free integrator (24) leads to unbounded numerical solutions because exponentials of positive and negative definite matrices appear. Sixth-order commutator-free Magnus integrators can also be found in [3, 13] but, all methods obtained are such that there is always an exponential with an exponent of the form i b i M i and i b i < 0, leading to unbounded solutions, as noticed in [15] , and it remains as an open problem if there is an order barrier for commutator-free Magnus integrators at order four. The convergence for each particular method can be studied following similar steps as e.g. in [33] . If h(t) is sufficiently smooth and the derivatives are bounded up to a sufficiently high order, we can use a Taylor expansion and compare with the exact solution to obtain bounds to the error. For oscillatory problems one can also follow the same steps as for the time-averaging part, but adjusting the appropriate exponential method (see [31, 33] and references therein).
Linear BVP: The imbedding formulation
Let us now consider the linear two-point boundary value problem of the form (t 0 = 0) y (t) = M(t)y(t) + h(t), 0 t T , (36) with separated boundary conditions
Here
q , with p + q = n, and we assume that rank(B 0 ) = p and rank(B 1 ) = q.
The goal of the imbedding formulation is to transform a stiff BVP into a well conditioned nonstiff IVP, allowing to use efficient methods for IVPs. We analyze this technique to find how the exponential integrators can be used in this new problem, in order to build efficient numerical schemes. It is convenient to consider separately the cases q p and p < q in order to build methods which only require to solve r = min{q, p} initial value problems (IVPs) for the homogeneous problem (h = 0) and two IVPs of non-homogeneous linear equations of dimensions p and q, respectively. Notice that the cases p = 0 or q = 0 correspond to initial and final value problems respectively. We adapt the exponential integrators for the integration of (36)- (37), but in the imbedding formulation where the twopoint boundary value problem is replaced by a set of initial value problems, and it is closely related to the shooting method, but it is adapted for stiff problems. This procedure requires to numerically solve a matrix Riccati differential equation. However, in this problem, the RDE appears coupled with other equations and then, the previous methods cannot be used in a straightforward way so, an efficient algorithm for solving the whole system requires a special care for the numerical integration of this RDE.
Let us write the two-point boundary value problem (36)- (37) in the following form
with separated boundary conditions
We consider the case where K 11 and/or K 22 are non-singular. If this was not the case, since rank(B 0 ) = p and rank(B 1 ) = q in (37), with appropriate reordering of the equations (accomplished by the application of permutation matrices) we can transform (38) with new matrices, sayÃ,B, . . . , such that the new matricesK 11 orK 22 are non-singular. Let us consider the problem (38)- (39) 
where X(t) ∈ C p×q . It is immediate to see that the original boundary value problem can be solved as follows [44] :
(I) To solve, from t = 0 to t = T , the initial value problems
X (t) = B(t) + A(t)X(t) − X(t)D(t) − X(t)C (t)X(t),
(II) To solve from t = T to t = 0, the equation
with the starter final condition obtained from
(
III) To recover y(t) = Z (t)w(t), with Z (t) given by (40).
The case p < q is similar to the previous case. We introduce the time-dependent change of variables y =Zw wherẽ
q×p , and we proceed in the same way, obtaining a similar RDE forZ , but with final conditions.
From the analytical point of view, this problem is clear and well understood, see [4, 23, 44] . However, to build efficient numerical integrators is a more involved task, see [24] . Remember that X(t) is not well defined for those values of t where the matrix [γ (t)X 0 + δ(t)] appearing in (13) has no inverse, and one can expect large errors around the singularities which then disappear once we cross them. However, because the RDE is coupled with the equations for w 1 and w 2 , a large error for X(t) at a given instant will cause large errors in w 1 and w 2 which are then propagated, leading unacceptable errors for the solutions y 1 and y 2 . This problem can be solved by covering the interval [0, T ] by a finite set of intervals,
, where the problem can be reformulated on each time interval, t ∈ [τ k , τ k+1 ], with appropriate permutation matrices (see [44] for more details). This implies that at each time interval one has to solve a permuted linear differential equation such that the inverse of the matrix appearing in (13) is far from being singular.
Notice that to solve the matrix differential equation is equivalent to solve the homogeneous equation associated to (38) q times with different initial conditions. These IVPs are solved in tandem with a non-homogeneous equation of dimension p for w 1 
to be integrated backward in time using final conditions. The equations forw 1 andw 2 have also similar complexity. Then, a numerical method for the RDE has to take into account some of the following computational aspects.
• First, to solve Eq. (41) we have to compute A(t), B(t), C (t), D(t) at a given mesh. Some of the computed matrices can also be used in the numerical solutions of Eqs. (42) and (43), so one has to decide if it is convenient to store them or it is more appropriate to compute them again when required.
• We obtain numerical approximations to X(t) in a mesh, X 0 , X 1 , . . . , X N , which have to be stored for its use in Eqs. (42) and (43).
• Next, we have to solve the linear non-homogeneous equation (43) making use of the approximate values X i at a given mesh and w 1, j at a usually different mesh. To use high-order methods for solving this equation requires, in general, to consider approximations to X(t) and w 1 (t) from X i and w 1, j by interpolation, with a loss of accuracy.
• Finally, we have to obtain approximations to the solution y(t) = Z (t)w(t) from X i , w 1, j , w 2,k obtained at possibly different mesh points.
For these reasons and from the computational point of view, we found that high-order methods for the numerical integration of the equations for X , w 1 and w 2 can lead into very costly and involved schemes. Then, we consider more convenient to build just a symmetric second-order exponential integrator instead of, say, higher-order Magnus integrators.
Notice that variable time steps can be used as shown in Appendix B. If we consider approximations to the solutions y 1 (t), y 2 (t) using different time steps, the extrapolation technique can be easily adapted, allowing to get higher order and very efficient methods.
Second-order exponential integrators for linear systems
Let us consider the non-homogeneous problem
with formal solution for one time step
We can reformulate this problem as in (15) with N = 0, then to use the second-order approximation given byΩ [2] where M (0) and F (0) are approximated by a symmetric second-order quadrature rule, and to exponentiate this matrix to obtain a second-order symmetric method. Alternatively, we can also proceed as follows which avoids to use the ϕ-function.
If we consider the trapezoidal rule to approximate the integral, we approximate Φ by exp(M (0) ) and use the trapezoidal rule to approximate M (0) , we obtain the following symmetric second-order exponential integrator
To prove that the time-symmetry property is preserved, we simply need to solve for Y n in (44), i.e.
so, it is equivalent to change in (44) t n+1 , Y n+1 by t n , Y n and h by −h. Notice that if the midpoint rule is used then, one has to compute an additional fundamental matrix, Φ(t n + h/2, t n ), whose approximation up to the required order while preserving time-symmetry, can increase considerably the computational cost of the algorithm. This can be a serious drawback when higher-order methods or higher-order quadrature rules are considered, see [7] . We can apply this scheme for the numerical integration of X , w 1 and w 2 , obtaining symmetric second-order approxi-
Since the scheme is time-symmetric, we consider more convenient to rise the orders of accuracy by extrapolation, applied to the approximated solutions y 1,n , y 2,n .
Remark. As previously mentioned, exponential integrators preserve several qualitative properties. In general, the extrapolation technique does not preserve the group properties, see [9, 19] (some qualitative properties are not exactly preserved). This drawback can be diminished if the extrapolation is only used for the output. 
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Numerical examples
To illustrate the performance of the new exponential integrators as well as their implementation, we consider several simple examples which intend to show the good properties of the methods and under which circumstances they can show a high performance. (45) with y(t), h(t) ∈ C n , M(t) ∈ C n×n . We consider the matrix M(t) to be skew-symmetric (the fundamental matrix solution associated to the homogeneous equations is orthogonal for all t). In particular, we choose for the upper triangular elements of M(t):
Example 1. Let us consider the non-homogeneous linear equation y (t) = M(t)y(t) + h(t),
and for the non-homogeneous term we take
We have considered this problem for different values of the parameter α, the dimension n and time integrations, i.e.,
We analyze the performance of the second-, fourth-and sixth-order Magnus integrators (20)- (22) as well as the hybrid method (25) when the integrals are computed using the Gaussian quadrature rules of the same order of the method. We compare the results versus the implicit Gauss-Legendre RK methods of the same order which require to compute M(t) and h(t) at the same nodes (unless the scheme (25) which requires some few additional evaluations of h(t)).
In particular, we take n = 5 and integrate for the interval t ∈ [0, 10] and we compute the fundamental matrix solution associated to the reformulated homogeneous problem (17) which should indicate the performance of the methods when used either for an IVP as well as for a BVP. The exact solution is computed numerically to round off accuracy using a high-order method and a sufficiently small time step.
In the first experiment, we compare the second-order Magnus integrators given by (20) and (25) where Φ h is the approximation to the fundamental matrix solution obtained by the numerical schemes when using a time step, h. The results are plotted in a double logarithmic scale. We observe a significant superiority of the exponential integrators which deal very accurately with the oscillatory terms originated by the matrix M(t) (more than ten times faster). However, this performance deteriorates when the non-homogeneous term increases, and this can be solved using the scheme (25) which incorporates additional terms for this non-homogeneous part (notice that higher-order terms for this non-homogeneous part can also be considered with not a significant increase of the computational cost).
Next, we take α = 1 and compare the performance of the schemes (20)- (22) . The results are shown in Fig. 2 . The superiority of the exponential integrators is clearly manifest. Additional numerical experiments, not reported in this work, show that this superiority increases both by increasing the final time, T , as well as by increasing the dimension n, for this problem. The numerical experiments are carried out with constant time steps because the implicit RKGL methods are not appropriately designed to be used with variable time step, contrarily to the exponential integrators, as reported in Appendix B.
Example 2.
To analyze the performance of the exponential integrators in the imbedding formulation we consider the simple equation
with boundary conditions x(0) = 0, x(4) = 6(e 4 − 1). The solution of this problem is given by x(t) = (
To measure the performance of the numerical methods, we consider the average error of the approximations obtained by the methods along the whole interval
where h = T /N, for different values of N. We compare the second-order exponential integrator with the second-order finite difference method where both require only one new evaluation of the time-dependent functions per step, and we measure the cost of the method by the number of evaluations, N. Next, we get fourth-order methods by using standard extrapolation. We compute x [1] i using a time step, h [1] = T /N, and we repeat the same integration but using as the time step, h [2] = h [1] /2, to obtain x [2] i . Then, a fourth-order approximation is obtained by x
. . , N. Each step requires three evaluations and then the number of evaluations is 3N. In Fig. 3 we present the results obtained, in double logarithmic scale, by the second-order finite difference method, FD2, the second-order exponential integrator, EI2, as well as the fourth-order methods obtained by extrapolation, FD4 and EI4. The slope of the curves indicate the order of the methods. We observe that for this mildly stiff problem the imbedding formulation using exponential methods clearly outperforms the finite difference methods. , t 0 t t f , (47) with boundary conditions x(t 0 ) = 1, x(t f ) = 1. The solution of this problem is given by x(t) = c 1 t + c 2 t 2 − 3 10 sin(ln(t)) − 1 10 cos(ln(t)), with appropriate values for the constants c 1 , c 2 . If we take t f = 1 and 0 < t 0 1 the problem is stiff. We show that, for this problem, the simple exponential methods, which compute the missing initial values with (8), provide similar or higher performance as the explicit imbedding scheme. This performance can be further improved with the simple variable step strategy shown in Appendix B. Fig. 4 shows the maximum error for different fourth-order methods versus the number of function evaluations, in double logarithmic scale, for t 0 = e −π . In Fig. 5 we show the solution, which is stiff near the initial time, and the time steps chosen by the variable time step scheme along the integration for a safety constant factor α = 0.95 and a tolerance T I = 10 −5 .
Conclusions
We have considered time-averaging methods based on the Magnus series expansion jointly with exponential integrators for the numerical integration of general linear initial value problems or two-point boundary value problems. Exponential integrators have recently been developed and analyzed extensively and have shown to be very efficient for many problems like stiff or highly oscillatory systems. The exponential integrators, usually designed for the homogeneous linear problem, are used after the problem is reformulated as a particular case of a matrix Riccati differential equation and the Möbius transformation is considered, and new hybrid methods are obtained.
To approximate the exponentials by, say, Padé approximations can be considered equivalent to implicit methods, and then exponential methods share the same advantages as implicit methods. Then, exponential methods are explicit methods which can be used for stiff problems. We have presented in detail the Magnus integrators, showing they can be easily implemented with variable time steps. In addition, they can be easily adapted and optimized to the structure of the problem, depending if some of the time-dependent functions evolve smoothly or not.
Finally, the imbedding formulation or Riccati method has also been considered for the BVP with separated boundary conditions. It requires to numerically integrate forward and backward three IVPs: a matrix Riccati differential equation and two non-homogeneous equations. Since the matrix RDE can be reformulated as a linear equation, we can use exponential integrators for linear problems. We have also presented a symmetric second-order exponential integrator which approximates the whole set of equations. This method can be easily used with extrapolation to get higher-order methods.
It is also important to remark that in this work we have presented a procedure to numerically integrate Riccati differential equations which are coupled with other linear equations, where standard methods for the RDE are not efficient. Riccati differential equations coupled with other linear equations appear, for instance, in linear quadratic optimal control, e.g. [34] , as well as in differential games, see [26] , and the algorithm presented in this work can be easily adapted to numerically solve these problems.
We have shown that for some stiff problems, exponential methods used as shooting methods to compute the missing initial or final conditions can lead to more efficient and simple algorithms than in the imbedding formulation. There are other problems, however, where this situation is just the reverse. This is the case, for example, for which has to be started with an initial guess, y 0 (t) satisfying the initial or boundary conditions. For boundary value problems, the boundary conditions can be easily adjusted (see Refs. [4, 51] ). This iteration converges to a solutionỹ(t) which is an approximation to the exact solution, y(t), of second order.
·Ŷ h .
Similar error terms can be obtained when using sixth-or eighth-order methods, see [10] . Then, the step size to be employed for a method of order p is given by
where T I is the prescribed tolerance and α is a safety constant factor.
When solving a differential equation with some particular structure or with stability difficulties, it is convenient to make a preliminary transformation previous to the use of the numerical schemes. This transformation can, however, change the structure of the equations and then can restrict the numerical methods which can be used. This is clearly manifest for the linear two-point boundary value problem with separated boundary conditions in the imbedding formulation which has been presented in some detail as a representative case.
