Numerical detection of instability regions for delay models with delay-dependent parameters  by Carletti, Margherita & Beretta, Edoardo
Journal of Computational and Applied Mathematics 205 (2007) 835–848
www.elsevier.com/locate/cam
Numerical detection of instability regions for delay models with
delay-dependent parameters
Margherita Carletti∗, Edoardo Beretta
Institute of Biomathematics, University of Urbino, Italy
Received 16 August 2005
Abstract
In this paper we are interested in gaining local stability insights about the interior equilibria of delay models arising in biomath-
ematics. The models share the property that the corresponding characteristic equations involve delay-dependent coefﬁcients. The
presence of such dependence requires the use of suitable criteria which usually makes the analytical work harder so that numerical
techniques must be used. Most existing methods for studying stability switching of equilibria fail when applied to such a class of
delay models. To this aim, an efﬁcient criterion for stability switches was recently introduced in [E. Beretta, Y. Kuang, Geometric
stability switch criteria in delay differential systems with delay dependent parameters, SIAM J. Math. Anal. 33 (2002) 1144–1165]
and extended [E. Beretta, Y. Tang, Extension of a geometric stability switch criterion, Funkcial Ekvac 46(3) (2003) 337–361]. We
describe how to numerically detect the instability regions of positive equilibria by using such a criterion, considering both discrete
and distributed delay models.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and motivation
It is well-known that delay models play a relevant role in population dynamics, epidemiology and, in general, in
biomathematical modelling. A crucial point with them is that the dynamics of the systems differs dramatically if the
corresponding characteristic equations involve delay-dependent or delay-independent coefﬁcients. Delay models with
delay-dependent parameters arise frequently in biomathematics when the need of incorporation of time delay is the
result of some stage structure [3,8,9,13,14]. Since the trough-stage survive rate is often a function of time delay, it
can be easily conceived that these models will involve delay-dependent parameters. In this paper, we consider the
question of stability switching of equilibria as a result of changing the delay in the class of delay differential sys-
tems with delay-dependent parameters. In this context, the linearized analysis about the positive equilibriaE+ is highly
not trivial due to the fact thatE+ explicitly depends on the delay  and exists just up to a ﬁnite value of . This is the reason
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why many existing methods for studying local stability of equilibria are powerless [12]. From a numerical point of
view, stability analysis of steady state solutions is generally achieved through approximations and corrections to the
rightmost characteristic roots [7,10]. Still, none of existing numerical packages takes into account the case of delay
systems with delay-dependent parameters.
For this class of equations a criterion was recently introduced in [4] and generalized in [6] to localize the values of
time delay  at which stability switches occur. In this paper, we will make use of such a criterion to numerically detect
the instability regions of positive equilibria. Extensive numerical simulations prove that the method is quite efﬁcient
and easy to apply. To our knowledge, no better methods are available to solve this kind of problems at the moment.
In Section 2 we introduce three delay problems, leading to characteristic equations with delay-dependent parameters,
arising from the biosciences. The characteristic equations result in third, second and ﬁrst order, two of them having
discrete delays and one having distributed delays. In Section 3 we describe how to detect the instability regions of the
positive equilibria of such delay models by using the above mentioned stability switch criterion. Concluding remarks
are given in Section 4.
2. Some delay models from the biosciences
2.1. A model for bacteriophage infection
Let us consider the discrete delay model in dimensionless form introduced in [11]
ds(t)
dt
= as(t)[1 − s(t)] − s(t)p(t), (2.1a)
dp(t)
dt
= −mpp(t) − mqp2(t) − s(t)p(t) + be−mis(t − )p(t − ) (2.1b)
and
i(t) =
∫ t
t−
e−mi(t−)s()p() d. (2.2)
which describes the epidemics induced by virulent phages on marine bacteria populations. In model (2.1), s(t) is the
susceptible bacteria density at time t and p(t) the phages density, whereas the infected bacteria density i(t) is given
by (2.2). The model is an extension of the Campbell-like delay model proposed in [3] by the insertion of the density-
dependent mortality term −mqp2(t) for the phages, in such a way that their mortality grows linearly with the density.
The parameter a is the logistic growth rate of the bacteria, mp the rate constant of spontaneous inactivation of phages,
mi the death rate constant of infected bacteria, mq the density dependent mortality rate of the phages. b ∈ (1,+∞) is
the virus replication factor and  is the (dimensionless) latency period or incubation time, i.e., the time during which
the phages reproduce themselves inside the bacteria before they are released into solution by lysis of bacteria.
Under standard initial conditions of the form⎧⎨
⎩
s() = 1(), p() = 3(),  ∈ [−, 0],
i(0) = ∫ 0− emis()p() d,
i () ∈ C([−, 0]) : i ()0, i (0)0, i = 1, 3,
(2.3)
system (2.1) admits the vanishing equilibrium E0 = (0, 0) and the disease free equilibrium Ef = (1, 0) which are
feasible for all parameters values. The positive or endemic equilibrium x∗ = (s∗, p∗) ≡ E+
E+ =
(
s∗ = mp + amq
bT + amq − 1 , p
∗ = a(1 − s∗)
)
where T := e−mi, (2.4)
exists provided that 0<s∗ < 1, i.e., if
<Tc := 1
mi
log
(
b
b∗
)
, b∗ = mp + 1. (2.5)
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Note that E+ is delay-dependent and that s∗ is a monotone increasing function of  in [0, Tc]. At  = Tc, s∗ = 1, i.e.
E+ collapses into Ef .
2.2. A model for the immune response
As a second case, we consider a delay model for the immune response with distributed delay terms introduced
in [2].
The model equations are
dXU(t)
dt
= sU − 1XU(t)B(t) − XUXU(t),
dXI(t)
dt
= 1XU(t)B(t) − 2XI(t)AR(t) − XIXI(t),
dB(t)
dt
= 20B(t)
(
1 − B(t)

)
− 3B(t)IR(t),
dIR(t)
dt
= sIR +
∫ 0
−1
w1()B(t + ) d− IRIR(t),
dAR(t)
dt
= sAR +
∫ 0
−2
w2()B(t + ) d− ARAR(t), (2.6)
where (XU) are the uninfected target cells, (XI) the infected cells, (B) the bacteria, (IR) and (AR) are the phenomeno-
logical variables capturing innate and adaptive immunity, respectively. Uninfected target cells have a natural turnover
(sU) and half-life (XUXU), and can become infected (mass-action term 1XUB). Infected cells can be cleared by the
adaptive response (mass-action term 2XIAR) or they die (half-life term XIXI). Here the innate response is represented
to target intracellular bacteria. The bacterial population has a net proliferation term, represented by a logistic function
(term 20B(1 − B/)) and is also cleared by innate immunity (mass-action term 3 B IR). Both innate and adaptive
responses have a source term and a half-life term. Both responses are enhanced and sustained by signals that we have
captured by bacterial load. The amount and type of bacteria which are present and the duration of infection determine
the strength and type of immune response. Two delays are included in the model. The delay for innate immunity,
1, occurs on the order of minutes to hours and the delay for adaptive immunity, 2, on the order of days to weeks.
We assume that both responses depend on the bacterial load in the previous i time units (i = 1, 2) where the kernel
functions wi(s), i = 1, 2, weight the past values of the bacterial load B(s). Biological reasons lead us to use a uniform
kernel for innate immunity and an exponential growth kernel for adaptive immunity [2].
If we denote by
(i ) =
∫ 0
−i
wi() d, i = 1, 2, (2.7)
model (2.6) is such that, for all parameter values, the equilibrium
EB =
(
sU
XU
, 0, 0,
sIR
IR
,
sAR
AR
)
exists on the boundary of the positive cone in R5 and, for
R0 := 20 − 3 sIR
IR
> 0, (2.8)
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the positive equilibrium EP ≡ (X∗U, X∗I , B∗, I ∗R, A∗R), where
EP =
⎛
⎜⎜⎜⎝
X∗U =
sU
1B∗ + XU
, X∗I =
1B∗X∗U
2A∗R + XI
, B∗ = 20 − 3(sIR/IR )
20/+ 3((1)/IR )
I ∗R =
sIR + (1)B∗
IR
, A∗R =
sAR + (2)B∗
AR
⎞
⎟⎟⎟⎠ , (2.9)
exists interior to the positive cone in R5. We observe that the positive equilibrium EP, which depends on both delays
1, 2 through the terms (1),(2), coincides with the boundary equilibrium EB as parameter R0 in (2.8) is zero.
2.3. A model for the growing of an isolated population
Let us consider a general one-delay model of population growing in an isolated laboratory culture according to
equation
x′(t) = R(x(t − )) − 	x(t), t0, (2.10)
where x(t) represents the population of sexually mature adults at time t , > 0 is the maturation delay, 	> 0 is the per
capita adult death rate. Function R is the adult recruitment at time t and depends on the rate at which eggs have been
laid at time t − , i.e. on the adult population at time t − . Equations of the kind (2.10) were considered in [8] and
recently in [5].
R(x) in (2.10) is assumed to have the analytical form
R(x) = e−x
(x), (2.11)
where > 0 takes into account the mortality of the eggs and 
 is a continuous real function 
 : R+ → R such that
• 
(x)> 0 for all x0;
• 
(x) is differentiable with 
′(x)< 0 for all x > 0;
• limx→+∞ 
(x) = 0.
Eq. (2.10) thus turns to be
x′(t) = e−x(t − )
(x(t − )) − 	x(t), (2.12)
with initial condition
x() = (),  ∈ C([−, 0]), ()0,  ∈ [−, 0) and (0)> 0.
Eq. (2.12) admits the vanishing equilibrium x∗0 for all parameter values, and the positive equilibrium x∗+ = 
−1(	e)
which exists provided that
lim
t→0+

(x)> 	e> lim
t→∞ 
(x).
Note that x∗+ is delay-dependent.
For the numerical experiments we will consider the test problem
x′(t) = e−px(t − )e−ax(t−) − 	x(t), t0, (2.13)
where p is the maximum possible per capita egg production rate, 1/a, a > 0, is the size at which the population
reproduces itself at its maximum rate. It will be biologically interesting the determination of the instability region of
x∗+ in the parameter space (p/	, ) [5].
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3. Instability regions of positive equilibria
In this section we recall a criterion for the occurrence of stability switching of a given steady state, resulting from
the increase of the value of the time delay , in delay models leading to characteristic equations of the form
D(, ) = P(, ) + Q(, )e− = 0, (3.1)
where{
P(, ) =∑nj=0 pj ()j ,
Q(, ) =∑mj=0 qj ()j , j = 1, . . . , m, (3.2)
m, n ∈ N0, n>m, and pj (), qj (): R+0 → R continuous and differentiable functions of  ∈ R+0 [4]. We denote by
order of the characteristic equation the order of polynomial P(, ).
We assume that
p0() + q0() = 0 ∀ ∈ R+0 , (3.3)
i.e. =0 is not a root of (3.1).We also assume that P(, ) and Q(, ) have no common imaginary roots.According to
(3.3), a stability switch may only occur with a pair of simple pure imaginary roots =±i, ∈ R+ of the characteristic
equation (3.1). Since P , Q are polynomials with real coefﬁcients, if  = i, > 0 is a root of (3.1) then  = −i,
> 0, is a root of (3.1), too.
Then, without loss of generality, assume that  = i, > 0 is a root of (3.1). Denote by PR(i, ), QR(i, ) and
by PI(i, ), QI(i, ), respectively, the real and imaginary parts of the polynomials P(i, ), Q(i, ). From the
characteristic equation (3.1), by separating real and imaginary parts, we get that=()> 0 must satisfy the equations⎧⎪⎪⎨
⎪⎪⎩
cos= −PR(i, )QR(i, ) + PI(i, )QI(i, )|Q(i, )|2 ,
sin= PI(i, )QR(i, ) − PR(i, )QI(i, )|Q(i, )|2 .
(3.4)
A necessary condition in order that (3.4) holds true is that = ()> 0 is a root of
F(, ) := |P(i, )|2 − |Q(i, )|2 = 0. (3.5)
Assume that  = () is a positive root of (3.5) for  ∈ I ⊆ R+0 and that for  /∈ I such a root is not deﬁned. Each
positive root  = (),  ∈ I , of (3.5) is a continuous and differentiable function of . Since  = (),  ∈ I , if we
substitute () into the right-hand side of (3.4) we can deﬁne the angle () ∈ [0, 2] as solution of⎧⎪⎪⎨
⎪⎪⎩
cos () = −PR(i, )QR(i, ) + PI(i, )QI(i, )|Q(i, )|2 ,
sin () = PI(i, )QR(i, ) − PR(i, )QI(i, )|Q(i, )|2 .
(3.6)
A necessary and sufﬁcient condition for = ±i(), ()> 0 solution of (3.5) for  ∈ I , to be characteristic roots of
(3.1) is that the arguments “()” in (3.4) and “()” in (3.6) are in the relationship:
()= () + n2, n ∈ N0 =: N ∪ {0}. (3.7)
Hence, we deﬁne the maps n : I → R+0
n() =: () + n2
()
, n ∈ N0,  ∈ I , (3.8)
where () is a positive solution of (3.5).
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Finally, we introduce the functions Sn : I → R:
Sn() = − n(), n ∈ N0,  ∈ I . (3.9)
According to Beretta and Kuang [4] the following results hold true.
Lemma 3.1. Assume that () is a positive solution of F(, ) = 0 deﬁned for  ∈ I , which is continuous and
differentiable. Then the functions Sn(), n ∈ N0, are continuous and differentiable on I .
Theorem 3.1. Let () be a positive root of (3.5) for  ∈ I ⊆ R+0 . Assume that at some ∗ ∈ I , Sn(∗) = 0 for some
n ∈ N0. Then a pair of simple conjugate pure imaginary roots +(∗) = i(∗) and −(∗) = −i(∗) of (3.1) exists
at = ∗ which crosses the imaginary axis from left to right if 	(∗)> 0 and crosses the imaginary axis from right to
left if 	(∗)< 0, where
	(∗) = sign
{
dRe
d
∣∣∣∣
=i(∗)
}
= sign{F ′((∗), ∗)} sign
{
dSn()
d
∣∣∣∣
=∗
}
.
Thus, the couple of simple pure imaginary roots of (3.1) =±i(),()> 0 solution of (3.4), occur at the  values
which are the zeros ∗ of the functions Sn(),  ∈ I , in (3.9). The direction of these simple pure imaginary roots
= ±i(∗) (i.e. whether they are entering in the left or right complex plane for increasing ) is given by the sign of
the function S′n() evaluated at ∗ (for details on the computation of the sign of F
′
((
∗), ∗), see [4]). Hence, the
knowledge of the geometric shape of the functions Sn = Sn(),  ∈ I , the location of their zeros ∗ and the sign of
S
′
n(
∗), allow us to determine at which delay values stability switching of the equilibrium eventually occur. Note that
if the functions Sn(), n = 0, 1, 2, . . . , are concave downward then it is easy to conceive that stability switches occur
at the zeros of S0(). Possible other zeros of Sn(), n1, just modify the shapes of oscillations in the solutions of the
given delay equation.
3.1. Model 1
As already pointed out in Section 2, due to the particular structure of system (2.1), the endemic equilibrium E+ ≡
(s∗, p∗) explicitly depends on the delay  by the term T = e−mi. Furthermore, E+ exists up to the ﬁnite value for ,
Tc, deﬁned in (2.5).
The characteristic equation at equilibrium E+ is a second order characteristic equation belonging to the class (3.1)
where⎧⎪⎨
⎪⎩
P(, ) = 2 + p1() + p0(),
p1() = a + 1 + mp + 2mqp∗,
p0() = as∗(mp + 2mqp∗ + 2s∗ − 1)
(3.10)
and ⎧⎪⎨
⎪⎩
Q(, ) = q1() + q0(),
q1() = −be−mis∗,
q0() = as∗(1 − 2s∗)be−mi.
(3.11)
We ﬁrst check that = 0 is not a solution of (3.1).
Then we solve equation F(, ) = 0 in (3.5) thus obtaining
2±()
1
2
{
(q21 + 2p0 − p21) ±
√
(q21 + 2p0 − p21)2 − 4(p20 − q20 )
}
, (3.12)
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Fig. 1. Model (2.1) with a = 10, mp = 14.925, mi = 0.2, mq = 0.1: (a) plots of functions S0() versus  for different values of parameter b; (b)
instability region for E+ in the parameter space (b, ). E+ is feasible below the curve (b) = Tc(b) = (1/mi) log(b/(mp + 1)). For b ﬁxed (for
example, b = 60) the zeros of S0() contributing to the instability region are denoted by 01 and 02 .
where p0, p1, q0, q1 are the coefﬁcients in (3.10)–(3.11). In this case, only 2+ is feasible so that we can deﬁne the
angle +() as solution of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
sin +() = −(p0 − 
2+)+q1 + +p1q0
2+q21 + q20
,
cos +() = − (p0 − 
2+)q20 + 2+p1q1
2+q21 + q20
.
(3.13)
Since the curves Sn(), n ∈ N ∪ {0} are concave downward we just need to consider S+0 () =  − (+())/(+())
and compute its zeros. We repeat the whole procedure using different values of the virus replication factor b, which
is a an independent parameter of , thus obtaining a plot of the instability region for E+ in the plane (b, ) (Fig. 1).
Simulations of the solutions of system (2.1), for b=60 ﬁxed and  varying, conﬁrm thatE+ is locally asymptotic stable
for  less than the ﬁrst stability switch occurring at 01 = 0.0088 and greater than the second stability switch occurring
at 02 = 1.0997 (Figs. 2(b)–(d)). E+ is unstable for 01 < < 02 (Fig. 2(c)). In this case, large delays prove stabilizing
(Fig. 3).
3.2. Model 2
System (2.6) linearized around any of the equilibria gives
dx(t)
dt
= Lx(t) +
∫ 0
−h
K()x(t + ) d. (3.14)
If we deﬁne by x(t) = (XU(t), XI(t), B(t), IR(t), AR(t))T, then by inspection of Eqs. (2.6), we get that L ∈ R5×5 is
the matrix
L =
⎛
⎜⎜⎜⎜⎜⎝
−1B∗ − XU 0 −1X∗U 0 0
1B∗ −2A∗R − XI 1X∗U 0 −2X∗I
0 0
(
20 − 3I ∗R −
220

B∗
)
−3B∗ 0
0 0 0 −IR 0
0 0 0 0 −AR
⎞
⎟⎟⎟⎟⎟⎠ (3.15)
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Fig. 2. Model (2.1) with a = 10, mp = 14.925, mi = 0.2, mq = 0.1: (a) plot of function S0() versus  for b = 60; (b), (c), (d) solutions of DDEs
(2.1) for b = 60 and  less than the ﬁrst stability switch (01 = 0.0088), between the two stability switches, and greater than the second switch
(02 = 1.0997).
0 10
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Instability region for E+
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Fig. 3. Model (2.6): (a) plots of functions S0(1) versus 1 for different values of parameter R0; (b) instability region for EP in the parameter space
(R0, 1). (For the model parameter values, see [2].)
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and K() : [−h, 0] → R5×5 is the matrix function
K =
⎛
⎜⎜⎜⎝
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 w˜1() 0 0
0 0 w2() 0 0
⎞
⎟⎟⎟⎠ , (3.16)
where
w˜1() =
{
w1() in [−1, 0],
0 in [−2,−1].
The associated characteristic equation is
det
(
I − L −
∫ 0
−h
K()e d
)
= 0, (3.17)
where I ∈ R5×5 is the identity matrix and  are the characteristic roots.
If we deﬁne by
Fi() :=
∫ 0
−i
wi()e
 d, i = 1, 2, (3.18)
then we get
[+ (1B∗ + XU)][+ (2A∗R + XI)] det
⎛
⎜⎝−
(
20 − 3I ∗R −
220

B∗
)
3B∗ 0
−F1() + IR 0−F2() 0 + AR
⎞
⎟⎠= 0.
(3.19)
So, there are three negative characteristic roots
1 = −(1B∗ + XU , ), 2 = −(2A∗R + XI), 3 = −AR , (3.20)
and the other characteristic roots are solution of
det
(
−
(
20 − 3I ∗R −
220

B∗
)
3B∗
−F1 () + IR
)
= 0. (3.21)
Thus, the study of the characteristic equation (3.19) is reduced to the study of Eq. (3.21), the remaining characteristic
roots being negative.
Note that F2 () does not appear in (3.21), thus the characteristic roots in (3.21) are independent of 2 and the term∫ 0
−2 w()B(t + ) d does not play any role in the local stability of the equilibria. This implies that delay 1, i.e. the
delay of innate immunity, is determinant in disease outcome. This presumably follows because the adaptive response
AR does not feedback into the third of equations (2.6).
Assume now parameter R0 in (2.8) positive. At EP, B∗ satisﬁes
20 − 3I ∗R −
20

B∗ = 0
and (3.21) reduces to
det
(
+ 20

B∗ 3B∗
−F1 () + IR
)
= 0. (3.22)
Therefore, the study of local stability of EP leads to equation
2 + 
(
IR +
20

B∗
)
+ B∗
(
IR
20

+ 3F1()
)
= 0, (3.23)
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where the information of the delay 1 is carried by F1() :=
∫ 0
−1 w1()e
 d which depends on the choice of the
delay kernel w1().
F1() concerns the delay in immune response and we assume the delay kernel w1 to be uniform, i.e. w1()=A,  ∈
[−1, 0]. Thus,
F1()
A

(1 − e−1), (3.24)
which is deﬁned since = 0 is not a root of Eq. (3.23). Now note that if 1 = 0, then F1()= 0 and Eq. (3.23) becomes
2 + 
(
IR +
20

B∗(0)
)
+ IR
20

B∗(0) = 0, (3.25)
which has two negative roots, i.e. EP is asymptotically stable at 1 = 0.
We have thus the problem to ﬁnd the delay values 1, if they exist, at which for increasing 1 EP undergoes a stability
switch.
Substituting (3.24) in (3.23), (3.23) takes the form
D(, 1) = P(, 1) + Q(, 1)e−1 = 0, (3.26)
where P is a third order degree polynomial
P(, 1) = p3(1)3 + p2(1)2 + p1(1)+ p0(1), (3.27)
with delay-dependent coefﬁcients⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
p3(1) = 1,
p2(1) = IR +
20B∗(1)

,
p1(1) = IR20B
∗(1)

,
p0(1) = 3AB∗(1)
(3.28)
and Q is a zeroth order polynomial
Q(, 1) = q0(1) = −3AB∗(1). (3.29)
From (3.27)–(3.29) it turns out that equation F(, 1) = 0 as in (3.5) takes the form
F(, 1) = 2[4 + a2(1)2 + a1(1)] = 0, (3.30)
where⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
a2(1) = 2IR +
(
20B∗(1)

)2
> 0,
a1(1) = p21(1) − 2p0(1)p2(1)
=
[
IR20B
∗(1)

]2
− 23 AB∗(1)
(
IR +
20B∗(1)

)
.
(3.31)
Although the theoretical range for 1 is I = [0, 1c ), where
1c :=
23(IR + (20B∗/))
((IR20)/)
2B∗
may be of the order of thousands, a reasonable biological range for 1 is Ib =[0.1, 10]. Being a1(1)< 0 for all 1 ∈ Ib,
the only positive root of (3.30) in Ib is
+(1) =
[
1
2
(
−a2(1) +
√
a22(1) − 4a1(1)
)]1/2
, 1 ∈ Ib (3.32)
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Fig. 4. Model (2.6): (a), (b) solutions of system (2.6) for R0 = 0.044 and 1 less and greater than the stability switch (01 = 5.6491).
and the angle +(1) is thus solution of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
sin +(1) = −+(1)p1(1) − 
3+(1)
|q0(1)| ,
cos +(1) = p0(1) − 
2+(1)p2(1)
|q0(1)| .
(3.33)
The numerical simulations show that for different values of the parameterR0, independent of 1, the curvesSn(1), n1,
have no zeros in the biological range 1 ∈ Ib = [0, 10] and that the curves S0(1)= 1 − (+(1))/+(1), in the same
delay interval, have just one zero (namely, they have two zeros but the greater of them is always out of Ib, as shown
in Fig. 3a). Fig. 3b shows the instability region of equilibrium Ep in the parameter space (R0, 1). Fig. 4 shows the
solutions of system (2.6) for different values of the time delay 1. The numerical approximations to the solutions of
the distributed delay system (2.6) were achieved by using the trapezoidal rule for the equations and the (composite)
trapezoidal quadrature formula for the integrals [1]. The overall order of accuracy of the method is 2 [1]. Figs. 4(a)
and (b) conﬁrm that the Hopf thresholds corresponding to the stability switches give rise, for increasing delay 1, to
sustained oscillations.
3.3. Model 3
The characteristic equation of (2.12) at x∗ is given by
+ 	− e−(	+ e−x∗+
′(x∗+)) = 0. (3.34)
It can be checked that x∗+ is locally and globally asymptotically stable for = 0. For > 0 the characteristic equation
(3.34) is a ﬁrst order characteristic equation belonging to the class (3.1) where{
P(, ) = p1()+ p0(),
p1() = 1, p0() = 	,
{
Q(, ) = −q0(),
q0() = 	+ e−x∗+
′(x∗+) (3.35)
and
p0() − q0() = −e−x∗+
′(x∗+)> 0 ∀0. (3.36)
Due to (3.36), = 0 cannot be a root of (3.34).
In order that = ±i(), are roots of (3.34), it must be
() =
√
q20 () − 	2 (3.37)
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Fig. 5. Model (2.12) with a =	= 1 and = 1: (a) plots of functions S0() versus  for different values of the ratio p/	. Parameter p ranges between
80 and 100; (b) instability region for x∗+ in the parameter space (p/	, ).
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Fig. 6. Model (2.12) with a = 	= 1 and = 1: (a) Plot of function S0() versus  for p = 80; (b), (c), (d) solutions of DDEs (2.12) for p = 80 and
 less than the ﬁrst stability switch (01 = 0.850), between the two stability switches, and greater than the second switch (02 = 1.769).
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for  ∈ I = { : 0} and |q0()|> 	}. Then we look for () solution of
sin () = − ()
q0()
, cos () = 	
q0()
(3.38)
and plot the graph of function S0() = − ()/().
For Eq. (2.13) it is

(x) = pe−ax, x∗+ =
1
a
log
p
	e
(if p> 	e),

′(x∗+) = −a	e, x∗+
′(x∗+) = −	e log
p
	e
,
and stability switches may occur in the delay interval I = [0, Tc), where Tc = (1/) log(p/	)e−2. By (3.37) we get
() = 	
√(
1 − log p
	e
)2 − 1, (3.39)
and, since q0() = 	(1 − log(p/	e))< 0, from (3.38) it is
() = − arctg
√(
1 − log p
	e
)2 − 1. (3.40)
The curves S0 =  − (())/(()) for different values of the ratio p/	 varying in a suitable range are reported
in Fig. 5. The instability region for x∗+, which is reported in Fig. 6, is determined by localizing the zeros of such
functions S0().
4. Discussion
We have studied the local stability properties of interior equilibria of delay models arising in biomathematical
modelling in the frequent case in which the characteristic equations involve delay-dependent coefﬁcients. The aim was
to detect the instability regions of such equilibria as a function of the delay  and other suitable parameters. For all the
three models we considered, we used the same numerical procedure relying on the geometric stability switch criterion
introduced in [4]. Such a criterion combines graphical information with analytical work and proves quite powerful for
applications.
Although the general thinking is that large delays are destabilizing, the common outcomes we observed from our
numerical experiments on this class of delay problems was that large delays have stabilizing effects on the model
equilibria.
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