Abstract. The composite ℓ 0 function serves as a sparse regularizer in many applications. The algorithmic difficulty caused by the composite ℓ 0 regularization (the ℓ 0 norm composed with a linear mapping) is usually bypassed through approximating the ℓ 0 norm. We consider in this paper capped ℓp approximations with p > 0 for the composite ℓ 0 regularization problem. For each p > 0, the capped ℓp function converges to the ℓ 0 norm pointwisely as the approximation parameter tends to infinity. We point out that the capped ℓp approximation problem is essentially a penalty method with an ℓp penalty function for the composite ℓ 0 problem from the viewpoint of numerical optimization. Our theoretical results stated below may shed a new light on the penalty methods for solving the composite ℓ 0 problem and help the design of innovative numerical algorithms. We first establish the existence of optimal solutions to the composite ℓ 0 regularization problem and its capped ℓp approximation problem under conditions that the data fitting function is asymptotically level stable and bounded below. Asymptotically level stable functions cover a rich class of data fitting functions encountered in practice. We then prove that the capped ℓp problem asymptotically approximates the composite ℓ 0 problem if the data fitting function is a level bounded function composed with a linear mapping. We further show that if the data fitting function is the indicator function on an asymptotically linear set or the ℓ 0 norm composed with an affine mapping, then the composite ℓ 0 problem and its capped ℓp approximation problem share the same optimal solution set provided that the approximation parameter is large enough.
1. Introduction. Structured sparsity regularization has been successfully applied to ill-conditioned inverse problems in the area of image processing, machine learning and statistics. For example, in image processing, the underlying image always becomes sparse by a properly chosen transform. Over the past decade, the ℓ 1 norm is widely utilized to measure the sparsity. Let the proper, lower semicontinuous and bounded below function φ : R n →R := R ∪ {+∞} stand for the data fitting term. Then an extensively used approach is to solve the following composite ℓ 1 regularization problem (1.1) min{φ(x) + λ Bx 1 : x ∈ R n },
where B is an m × n real matrix and λ > 0 is a regularization parameter. In problem (1.1), the composite ℓ 1 regularizer Bx 1 is applied to promoting the sparsity of the vector Bx. Problem (1.1) is also known as the ℓ 1 analysis based approach proposed in [12, 13] . Since the ℓ 0 norm of a vector counts the number of its nonzero entries, it is more natural to make use of the composite ℓ 0 regularizer Bx 0 . This leads to the following composite ℓ 0 regularization problem (1.2) min{Φ(x) := φ(x) + λ Bx 0 : x ∈ R n }.
In image restoration, it is demonstrated in [11, 22, 24, 27, 33] that problem (1.2) generates images with better quality than those obtained by problem (1.1). The composite ℓ 0 norm imposes computational difficulties on solving problem (1.2). First, finding a global minimizer of (1.2) is known to be NP-hard in general [9, 19, 25] due to the ℓ 0 norm. Moreover, although some algorithms such as greedy matching pursuit methods [20, 26] and iterative hard thresholding algorithms [4] are very popular and efficient for the ℓ 0 norm minimization, they can only be applied to the non-composite ℓ 0 regularization problem, i.e., the case when B is an identity matrix. Therefore, approximations of ℓ 0 norm are frequently used in numerical algorithms for problem (1.2) . Many nonconvex sparsity regularization functions may be adopted to approximate the ℓ 0 norm [6, 7, 14, 16, 28, 30, 32] . The alternative approximate problems always have better structures from the viewpoint of algorithmic design. For example, the majorization-minimization strategy can be applied to develop efficient algorithms for solving the approximate problems, see [6, 8, 18] for instance.
In this paper, we consider using capped ℓ p functions with p > 0 to approximate the ℓ 0 function. For p > 0, the capped ℓ p function ψ γ : R m → R with γ > 0 at y ∈ R m is defined by
where ϕ γ (y i ) = min(γ|y i | p , 1). In fact, the scalar capped ℓ p function ϕ γ is a piecewise function as follows
We exhibit the capped ℓ p function ϕ γ in Figure 1 .
The capped ℓ 1 function [32] , capped ℓ 2 function 1 [8] , capped ℓ p functions with 0 < p < 1 [21] and with p ≥ 1 [15] have been successfully applied to promoting sparsity. It is clear that ψ γ (y) → y 0 as γ → +∞ for any y ∈ R m , which means that {ψ γ : γ > 0} asymptotically approximates the ℓ 0 norm with respect to γ.
By employing capped ℓ p functions, the resulting approximate problem of problem (1.2) is then given by (1.5) min{Ψ γ (x) := φ(x) + λψ γ (Bx) : x ∈ R n }.
We remark that ψ γ at y ∈ R m can be written in an equivalent form (see Appendix)
(1.6) ψ γ (y) = min{ v 0 + γ y − v More precisely, if x * is a global minimizer of problem (1.5), then there exists a v * ∈ R m such that (x * , v * ) is a global minimizer of problem (1.7). Conversely, if the pair (x * , v * ) is a global minimizer of problem (1.7), then x * is a global minimizer of problem (1.5). It is obvious that (1.2) can be equivalently reformulated as
The formulations of (1.7) and (1.8) facilitate us to understand the capped ℓ p approximations to the composite ℓ 0 norm from the standpoint of numerical optimization methods. Actually, problem (1.5) (i.e., problem (1.7)) is essentially a penalty method with the ℓ p penalty function for solving problem (1.2) (i.e., problem (1.8)). Numerical schemes such as nonconvex block coordinate decent algorithms [1, 2, 17] can be easily and efficiently adapted for solving problem (1.7) especially in the case of p = 2. As usual, we use "optimal solutions" for global minimizers and "optimal solution set" for the set of all global minimizers. To the best of our knowledge, there is little theory concerning optimal solutions to problems (1.2) and (1.5) generally. However, some theoretical findings in the literature are related to this topic. In [15] , optimal solutions to problems (1.2) and (1.5) are investigated in the special case where B is identity, p ≥ 1 and φ is quadratic. If φ satisfies conditions like the restricted isometry property [5] and λ is larger than a threshold, it is shown in [15] that optimal solutions to problem (1.5) can be asymptotically obtained by problem (1.2) . This asymptotic convergence results may be derived for arbitrary B ∈ R m×n and p = 2 under the condition that φ is level bounded, by generalizing the analysis of [8] , in which the authors employ the ℓ 0 − ℓ 2 regularizer to approximate the ℓ 0 norm. However, in practice the conditions required by [15] or [8] are usually not satisfied. It will be much better if we can establish theoretical results under mild conditions which are generally satisfied in various applications. Our main contributions in this paper are summarized below. We expect they can shed a new light on penalty methods for solving problem (1.2) and give rise to innovative numerical schemes.
• We establish the existence of optimal solutions to problems (1.2) and (1.5) under the conditions that φ is asymptotically level stable and bounded below. As it will be shown in Section 2, the function φ is always asymptotically level stable in a wide range of applications.
• We obtain that if φ is a level bounded function composed with a linear mapping, then problem (1.5) asymptotically approximates problem (1.2) as γ goes to infinity. Let {γ k > 0 : k ∈ N} be an increasing sequence going to infinity and
and any cluster point of {x k : k ∈ N} is an optimal solution to problem (1.2). We emphasis here that we establish the asymptotic convergence results under conditions that φ is a level bounded function composed with a linear mapping, which covers a more general class of data fitting functions than those in [15] and [8] .
• We provide two cases where problem (1.5) is an exact approximation to problem (1.2) when γ is sufficiently large. More precisely, we show that if φ is the indicator function on an asymptotically linear set or the ℓ 0 function composed with an affine mapping, then there exists a γ * > 0 such that both problems share the same optimal solution set for γ > γ * .
The remaining part of this paper is organized as follows. In Section 2 we provide some preliminary results on asymptotically level stable functions. The existence of optimal solutions to problems (1.2) and (1.5) are investigated in Section 3. Section 4 establishes that problem (1.5) asymptotically approximates problem (1.2). Stability for problem (1.2) are discussed in Section 5 and two cases are provided in Section 6 3 where problem (1.5) is an exact approximation to problem (1.2) when γ is large enough. We conclude this paper in Section 7.
2. Asymptotically level stable functions. In this section, we provide some preliminary results on asymptotically level stable functions. We show that in various applications the data fitting functions φ are usually asymptotically level stable. The notion of asymptotically level stable functions serves as a basis for establishing existence of optimal solutions to optimization problems in Section 3 and Section 5.
We first recall the notion of asymptotically level stable functions. For concise presentation, we denote by N all the positive integers, that is N := {1, 2, . . . }. Further, for any positive integer k we define
Denote by lev(f, α) the level set of f : 
where f ∞ denotes the asymptotic function (one can refer to Definition 2.5.1 of [3] ) of f , there exists k 0 ∈ N such that Proof. Clearly, f is proper and lower semicontinuous. It is obvious that when rank(A) = n, f is level bounded due to the level boundedness of g. Therefore, f is asymptotically level stable since there does not exist any sequence {x k : k ∈ N} satisfying the conditions in Definition 2.1.
We next study the case when rank(A) < n. Let ρ > 0 and {t k : k ∈ N} be any bounded sequence of reals.
Let {x k : k ∈ N} be any sequence satisfying (2.1). By Definition 2.1, ifx ∈ ker(A) then f is asymptotically level stable. Thus, we dedicate to provingx ∈ ker(A) following. For any k ∈ N, the vector x k has the unique decomposition x k = u k + w k , where u k ∈ ker(A) ⊥ and w k ∈ ker(A). Since {t k : k ∈ N} is bounded, {Ax k : k ∈ N} is bounded due to the level boundedness of
=x. Therefore,x ∈ ker(A) since
∈ ker(A). Then, we complete the proof. In applications when the noise obeys the two-point distribution or the multipoint distribution, it is very effective to involve the ℓ 0 norm in the data fitting function. Clearly, the ℓ 0 norm is not a level bounded function. We next prove that the ℓ 0 function composed with an affine mapping is also asymptotically level stable. Proof. One can check that f is proper and lower semicontinuous. Let ρ > 0 and {t k : k ∈ N} be any real bounded sequence. Let {x k : k ∈ N} be any sequence satisfying (2.1). Set Λ := supp(Ax) and Λ C := N t \Λ.
we obtain that
holds for any k ≥ k 0 . This proposition follows immediately.
We further prove in the next proposition that the sum of an asymptotically level stable function and the ℓ 0 function is also asymptotically level stable. We require to study the asymptotic function. Recall that, for a proper function f : R n →R, a functional analytic representation of the asymptotic function f ∞ defined at
With the help of the above analytic representation, we obtain the following lemma. Lemma 2.4. Let g : R n →R be proper and h : R n → R be a bounded function. Let f := g + h. Then
Proof. It is clear that f is proper since g is proper and h is bounded. Then f has the asymptotic function. According to (2.6), for any x ∈ R n ,
We then get this lemma.
Proof. It is obvious that f is lower semicontinuous and proper since g is lower semicontinuous and proper. Let ρ > 0 and {t k : k ∈ N} be any bounded sequence of reals. Let {x k : k ∈ N} be any sequence satisfying (2.1). Our task is proving that there exists k 0 > 0 such that
Since g is asymptotically level stable, we have that there exists k 1 > 0 such that
Finally, we dedicate to showing that there holds k 0 > 0 such that
Then inequality (2.9) and (2.8) together imply (2.7). We then complete the proof. An interesting corollary based on the previous propositions is presented below.
Then the following statements hold: 
Obviously, g is level bounded and f 2 = g • A. According to Proposition 2.2, Item (ii) is obtained immediately. Item (iii) is a direct result of Item (ii) and Proposition 2.5.
Based on these results, we exhibit several examples of asymptotically level stable functions in the following. For C ⊆ R n , we denote by ι C the indicator function on C. That is for any x ∈ R n ,
+∞, else. (ii) Indicator functions on a compact set:
where
(iii) ℓ 0 function:
The power of asymptotically level stable functions is captured by the following theorem (Corollary 3.4.2 of [3] ), which plays a crucial role in the existence of optimal solutions to an optimization problem. 3. Existence of optimal solutions to problems (1.2) and (1.5). This section is devoted to the existence of optimal solutions of problems (1.2) and (1.5). We obtain in this section that if φ satisfies H1, then problems (1.2) and (1.5) have optimal solutions. By Theorem 2.8, if a function f is asymptotically level stable and bounded below, then f has a global minimizer. Thus, in order to show problems (1.2) and (1.5) have optimal solutions, it suffices to prove Φ and Ψ γ are asymptotically level stable and bounded below for any γ > 0.
The next proposition reveals when will Φ and Ψ γ are asymptotically level stable. Proposition 3.1. Let φ : R n →R satisfy H1. Let Φ and Ψ γ be defined by (1.2) and (1.5) respectively.
Then both Φ and Ψ γ , for any γ > 0, are asymptotically level stable and bounded below. Proof. It is obvious that Φ and Ψ γ are lower semicontinuous and proper since φ and ψ γ are lower semicontinuous, proper and dom(ψ γ ) = R m . The lower boundedness of Φ and Ψ γ follows immediately from the lower boundedness of φ, ℓ 0 norm and ψ γ . According to Proposition 2.5, Φ is asymptotically level stable. We next try our best to prove Ψ γ is asymptotically level stable for any γ > 0. For any γ > 0, λ > 0 and p > 0, let ρ > 0 and {t k : k ∈ N} be any bounded sequence of reals and {x k : k ∈ N} be any sequence satisfying
In order to get this proposition, we require to prove that there exists k 0 > 0 such that
bounded. Thus, (3.1) implies
Since φ is asymptotically level stable, we have that there exists k 1 > 0 such that
Finally, we proceed to proving there exists k 0 > 0 such that
where ϕ γ is defined by (1.4). We next focus on indexes in Λ. For i ∈ Λ, 4. Asymptotic approximation to problem (1.2). In this section, we aim at showing that problem (1.5) provides asymptotic approximation for problem (1.2) when φ is a level bounded function composed with a linear mapping.
We begin with an important lemma. We denote by 0 r×t (resp., 0 n ) the r ×t matrix (resp., n-dimensional vector) with all entries 0. For an r × t matrix A = 0 r×t , let σ min (A) be the minimal nonzero singular value of A. For Λ ⊆ N r , let A Λ be the matrix formed by the rows of A with indexes in Λ. Similarly, for any x ∈ R n and Λ ⊆ N n , we denote by x Λ the vector formed by the components of x with indexes in Λ. For a set S, denote by |S| the number of components of S and let 2 S collects all the nonempty subsets of S. Then we
Let ψ γ and σ be defined by (1.3) and (4.1) respectively. Let {ξ i ∈ R n : i ∈ N t } be an orthonormal basis of a subspace S ⊆ R n and Ξ be the matrix whose i-th column is ξ i . Suppose BΞ = 0 m×t . Then, for any w ∈ S, there exist w ′ ∈ S satisfying
for any γ ≥ γ 0 . 
For i ∈ Λ C and γ ≥ γ 0 , we have
Set w ′ = Ξy Y . Then (4.4) and (4.5) imply
holds for any γ ≥ γ 0 . Inequality (4.3) follows immediately. We next prove (4.2). We first show a trivial case when (BΞ) |Λ| = 0 |Λ|×t . In this case, y Y = 0 t , therefore, w ′ = 0 n . Then (4.2) holds obviously. When (BΞ) |Λ| = 0 |Λ|×t , by the definition of Λ and Y,
Finally, by the definition of σ, that is (4.1), we get (4.2). We complete the proof. We next establish a crucial lemma by taking advantage of Lemma 4.1. )} if BΞ = 0 m×t and S 2 := {0 n } otherwise, where σ is defined by (4.1). Then for any x ∈ lev(Ψ γ , α), there exists
Proof. We first prove Item (i). From Proposition 2.2, Theorem 3.2, both problems (1.2) and (1.5) have optimal solutions. Since α ≥ inf Φ and Bx 0 ≥ 0 for any x ∈ R n , lev(f • A, α) is nonempty. Thus S 1 is nonempty because any x ∈ lev(f • A, α) can be decomposed as x = u + w with u ∈ ker(A) ⊥ and w ∈ ker(A).
Since f is level bounded, {Au : u ∈ S 1 } is bounded. Then S 1 is bounded due to the fact that u ∈ ker(A) ⊥ for any u ∈ S 1 . Therefore, 0 ≤ U < +∞. We next prove Item (ii). Set τ 0 := 1 γ 1/p 0 . Since Ψ γ ≤ Φ for any γ > 0, lev(Ψ γ , α) is nonempty for any γ > 0. Further, lev(Ψ γ , α) ⊆ lev(f • A, α) due to ψ γ ≥ 0. Let γ ≥ γ 0 and x ∈ lev(Ψ γ , α). Then 9 x can be uniquely decomposed as x = u + w, where u ∈ ker(A) ⊥ and w ∈ ker(A). It is obvious that u ∈ S 1 . We first consider the trivial case that BΞ = 0 m×t , which means that ker(A) ⊆ ker(B). Then by setting x ′ = u one obtains Ψ γ (x ′ ) = Ψ γ (x). Item (ii) follows immediately. We next discuss the case where BΞ = 0 m×t . According to Lemma 4.1, there exists w ′ ∈ ker(A) with w
for any γ ≥ γ 0 we obtain
Then we get Item (ii). Item (iii) follows immediately from the fact that both S 1 and S 2 are nonempty, closed and bounded. With the help of Lemma 4.2, we obtain the next proposition. 
Proof. From Proposition 2.2 and Theorem 3.2, the optimal solution set of problem (1.5) is nonempty. Let α ≥ inf Φ, where Φ is defined by (1.2). Then for any γ > 0,
By Item (ii) and Item (iii) of Lemma 4.2, there exists a compact set S ⊂ R n such that
for any γ ≥ γ 0 . Then this proposition follows from (4.6) and (4.7) immediately. Now, we are ready to present the main result of this section. 
(ii) If x k is a global minimizer of Ψ γ k (an optimal solution of problem (1.5) with γ = γ k ), then any cluster point of {x k : k ∈ N} is a global minimizer of Φ (an optimal solution of problem (1.2)).
Proof. According to Proposition 2.2 and Theorem 3.2, both problems (1.2) and (1.5) have optimal solutions. Thus min Ψ γ and min Φ exist. We also obtain Ψ γ k+1 ≥ Ψ γ k for any k ∈ N because {γ k : k ∈ N} is an increasing sequence. Therefore, {Ψ γ k : k ∈ N} epi-converges to Φ according to Proposition 7.4 of [3] and Φ = sup k∈N Ψ γ k . Since {γ k : k ∈ N} is an increasing sequence, γ k ≥ γ 1 > 0 for all k ∈ N. By Proposition 4.3, there exists a bounded closed set S ⊂ R n such that min{Ψ γ k : x ∈ R n } = min{Ψ γ k : x ∈ S} for all k ∈ N. Then through Theorem 7.31(a) of [23] , Item (i) follows immediately.
By Theorem 7.31(b) of [23] , Item (ii) follows since −∞ < min Φ < +∞ and problem (1.5) has optimal solutions.
We next prove Item (iii). Letx be a cluster of {x
The first inequality follows from epi-convergence and the last via Item (i). Thus, Item (iii) is obtained.
Theorem 4.4 establishes that optimal solutions to problem (1.2) can be asymptotically approximated by problem (1.5) provided that φ is a level bounded function composed by a linear mapping. We will further investigate in Section 6 the exact equivalence between optimal solutions of problems (1.2) and (1.5) when φ are some special data fitting functions. Before then we shall study in the next section the stability for problem (1.2) with respect to the parameter λ. These results will play an important role in Section (6).
Stability for problem (1.2)
. This section is devoted to the stability for problem (1.2), including behaviors of the optimal value and optimal solution set with respect to changes of the parameter λ. The stability for problem (1.2) will serve as basis for discussions on exact approximations in Section 6. The idea of analysis is drawn from [31] , where the stability for a special non-composite ℓ 0 regularization problem is studied. However, the proofs in [31] can not be directly extended to investigating the stability for problem (1.2). Therefore, we decide to provide detailed proofs in this section.
Suppose φ satisfies H1 in the whole of this section. We prove in this section that the optimal function value of problem (1.2) changes piecewise linearly as λ varies. While the optimal solution set to problem (1.2) is piecewise constant with respect to λ.
We begin with introducing the notion of marginal functions [3] . Let F : (0, +∞) → R defined at λ > 0 as
Obviously, for a fixed λ > 0, F (λ) is the optimal function value of problem (1.2). By Theorem 3.2, F is well defined as long as φ satisfies H1. The function F is called the marginal function of problem (1.2). We also define Ω : (0, +∞) → 2 R n at λ > 0 as the optimal solution set of problem (1.2), that is
It is clear that Ω is also well defined.
With the help of the notations F and Ω, our task in this section becomes exploring the properties of F and Ω. To this end, we require to establish several notations in the next subsection, which will play an important role in our analysis.
Alternating minimization sequences.
In this subsection, we generate several important sequences by alternatingly minimizing φ and B · 0 . Definition 5.1. Given φ satisfying H1 and B ∈ R m×n , the integer L, the sets
We first show that Definition 5.1 is well defined. It suffices to prove both the following two optimization problems
have optimal solutions when dom(φ) ∩ {x ∈ R n : Bx 0 ≤ k} = ∅ and ∅ = S ⊆ R n . It is obvious that problem (5.4) has an optimal solution since the objective function is piecewise constant and has finite values. We will reveal that if φ satisfies H1, the optimal solution set of problem (5.3) is always nonempty as long as dom(φ) ∩ {x ∈ R n : Bx 0 ≤ k} = ∅. Before that, we require to recall the notion of asymptotically linear sets [3] . Definition 5.2. Let C ⊆ R n be a nonempty closed set. Then C is said to be an asymptotically linear set if for each ρ > 0 and each sequence {x k : k ∈ N} satisfying
there exists k 0 ∈ N such that 
2, the union of a finite number of asymptotically linear sets is also an asymptotically linear set. Therefore, in order to get this lemma, it suffices to prove O i is either empty or asymptotically linear for any i ∈ N C k t . Let i ∈ N C k t satisfying O i = ∅ and set C := O i . Let ρ > 0 and {x k : k ∈ N} be any sequence satisfying
Therefore, O i is asymptotically linear. We then obtain this lemma immediately.
Lemma 5.5. Given φ satisfying H1, B ∈ R m×n and k ∈ N 0 m , the optimal solution set to problem (5.3) is nonempty if dom(φ) ∩ {x ∈ R n : Bx 0 ≤ k} = ∅.
Proof. According to the analytic representation (2.6) of the asymptotic function, we obtain that φ ∞ (d) ≥ 0 for all d ∈ R n since φ is bounded below. By Lemma 5.4, C := {x ∈ R n : Bx 0 ≤ k} is asymptotically linear. Then, from Proposition 3.3.3 in [3] , φ + ι C is asymptotically level stable due to the fact that φ is asymptotically level stable. Then, problem (5.3) has an optimal solution by Theorem 2.8. From Lemma 5.5, Definition 5.1 is well defined. We present this result in the following proposition.
Proposition 5.6. Given φ satisfying H1 and B ∈ R m×n , the integer L and
We then provide some properties of L and
L defined by Definition 5.1 in the following proposition.
Proposition 5.7. Given φ satisfying H1 and B ∈ R m×n , let L and 
We omit the proof of Proposition 5.7 here since all the results follow immediately from Definition 5.1. With the help of Definition 5.1, the Euclid space R n can be partitioned into L + 2 sets: {x ∈ R n :
Therefore, in order to establish the optimal solutions to problem (1.2), we first explore the optimal solutions to problems
We present the desired results in the following lemma. Lemma 5.8. Given φ satisfying H1 and B ∈ R m×n , let L and 
We only need to prove Items (ii) and (iii) since they imply Item (i). 13 We first prove Item (ii). It is obvious that restricted to the set {x ∈ R n : Bx 0 ≥ s 0 }, the minimal value of the last term Bx 0 is s 0 and can be attained at any x ∈ Ω 0 . By Definition 5.1, the minimal value of φ is ρ 0 and can be attained at any x ∈ Ω 0 . Therefore, the optimal value of problem (5.6) is ρ 0 + λs 0 .
Let Ω * be the optimal solution set of problem (5.6). Clearly, Ω 0 ⊆ Ω * . We then try to prove Ω * ⊆ Ω 0 . It suffices to prove Bx 0 = s 0 for any x ∈ Ω * . If not, there exists x * ∈ Ω * such that Bx * 0 = s 0 . Clearly, Bx * 0 ≥ s 0 + 1. Then the objective function value at x * is no less than ρ 0 + λ(s 0 + 1) due to the definition of ρ 0 , contradicting the fact that x * is an optimal solution of problem (5.6). Then we get Item (ii). Item (iii) can be obtained similarly, we omit the details here.
For convenient presentation, we define
The next theorem expresses the optimal function value and the optimal solution set to problem (1.2) by f i and Ω i , i ∈ N 0 L , respectively. Theorem 5.9. Given φ satisfying H1 and B ∈ R m×n , let L and
L be defined by (5.8) . Then, the following statements hold for any fixed λ > 0:
We omit the proof here since it is a direct result of the fact that
, Item (vi) of proposition 5.7 and Lemma 5.8.
Properties of F
and Ω. Based on the previous subsection, this subsection focuses on the stability to parameter λ for problem (1.2). We shall study properties of the marginal function F and the optimal solution set Ω, defined by (5.1) and (5.2) respectively, of problem (1.2). We prove in this subsection that F is piecewise linear, while Ω is piecewise constant. The proof in this subsection is very similar to that used in Section 3.2 in [31] . Therefore, we only present the main results of this subsection and one can refer to Section 3.2 and Appendix of [31] for detailed proofs.
According to Theorem 5.9,
L is a line with slop s i and intercept ρ i . Therefore, by Items (ii) and (iii) of Proposition 5.7, it is easy to deduce that F is continuous and piecewise linear. We will utilize the following iteration procedure to find the minimal value of f i for i ∈ N 0 L , that is, the marginal function F . Definition 5.10. Given φ satisfying H1 and B ∈ R m×n , let L and 
The main results of this subsection are presented in the following theorem. Theorem 5.12. Given φ satisfying H1 and B ∈ R m×n , let L and 
and 
(ii) If λ ′ < λ ′′ , then Bx 0 ≥ By 0 and φ(x) ≤ φ(y) hold for any x ∈ Ω(λ ′ ) and any y ∈ Ω(λ ′′ ).
From Theorem 5.12, the optimal value of problem (1.2) changes piecewise linearly while the optimal solution set to problem (1.2) changes piecewise constantly as the parameter λ varies. In addition, by Corollary 5.13, the optimal values of both the first and second terms of (1.2) are piecewise constant with respect to changes in the parameter λ.
6. Exact approximation to problem (1.2). In this section, we explore the exact approximation to problem (1.2) by problem (1.5). We establish two cases where problems (1.2) and (1.5) share the same optimal solution set provided that γ > γ * for some γ * > 0.
6.1. When φ is the indicator function on an asymptotically linear set. In this subsection, we consider the case where φ is the indicator function on an asymptotically linear set (see Definition 5.2) and derive exact approximation results regarding optimal solution sets of problems (1.2) and (1.5).
Let C ⊆ R n and φ be the indicator function on C. Problems (1.2) and (1.5) become (6.1) min{ Bx 0 : x ∈ C}, and (6.2) min{ψ γ (Bx) : x ∈ C} respectively. By (1.7), for any p > 0, problem (6.2) can be equivalently reformulated as
The following theorem concerns optimal solutions to problems (6.1) and (6.2). Theorem 6.1. Let C ⊆ R n be asymptotically linear. Then there exists a γ * > 0 such that problems (6.1) and (6.2) share the same optimal solution set whenever γ > γ * .
Proof. Since C is asymptotically linear, φ := ι C is asymptotically level stable by Remark 5.3. Then problems (6.1) and (6.2) have optimal solutions from Theorem 3.2. Let Ω be the optimal solution set to problem (6.1), that is, Ω := arg min{ Bx 0 : x ∈ C}. It is clear that τ ι C = ι C for any τ > 0. With the indicator function ι C , problem (6.2) can be also written as
Therefore, it suffices to prove that there exists a γ * > 0 such that
whereΩ is the optimal solution set to (6.4). In fact, problem (6.4) can be cast into problem (1.2) by setting 
Givenφ andB ∈ R m×(m+n) , let ρ 0 , Ω 0 be defined by Definition 5.1. By Theorem 5.12, there exits λ * > 0 such that the optimal solution set of problem (6.6) is Ω 0 as 0 <λ < λ * . From Definition 5.1,
Thus, we have ρ 0 = 0 and {x :φ(x) = ρ 0 } = {(x, v) : Bx = v, x ∈ C}. Then Ω 0 = arg min{ v 0 : Bx = v, x ∈ C} = arg min{ Bx 0 : Bx = v, x ∈ C}.
Therefore, we have (6.7)Ω = Ω 0 if 0 < λ = 1/γ < λ * .
It is Obvious that (6.8) Ω = {x : (x, v) ∈ Ω 0 }. 7. Conclusions and extensions. We investigate in this paper the capped ℓ p approximations with p > 0 for the composite ℓ 0 regularization problem. Actually, the capped ℓ p approximation problem (1.5) can be viewed as a penalty method with the ℓ p penalty function for solving problem (1.2). The existence of optimal solutions to problems (1.2) and (1.5) are established under assumptions that φ is asymptotically level stable and bounded below. We derive that problem (1.2) can be asymptotically approximated by problem (1.5) as γ tends to infinity if φ is a level bounded function composed with a linear mapping. We further prove that if φ is the indicator function on an asymptotically linear set or the ℓ 0 norm composed with an affine mapping, then problems (1.2) and (1.5) have the same optimal solution set provided that γ > γ * for some γ * > 0.
We emphasize that our analysis in this paper can be extended to investigating capped ℓ p approximations for a more complicated composite ℓ 0 + ℓ q regularization problem where ϕ γ is defined by (1.4) . By similar analysis in Section 3 and Section 4, we can obtain that both problems (7.1) and (7.2) have optimal solutions if g is asymptotically level stable and bounded below. In addition, problem (7.2) asymptotically approximates problem (7.1) as γ goes to infinity if g is a level bounded function composed with a linear mapping. For t ∈ R, let φ t : R → R defined at v ∈ R as φ t (v) := |v − t| p . By Corollary 2.6, φ t satisfies H1. Let We next dedicate to proving (8.3) Since φ t satisfies H1 for any t ∈ R, then Definition 5.1 can be applied to problem (8.2) by setting φ to φ t and B to the number 1. As t = 0, by Definition 5.1 we obtain L = 0, ρ 0 = 0, s 0 = 0, Ω 0 = {0}. Then by Theorem 5.12 we have Then, (8.4) and (8.5) imply (8.3). We complete the proof.
