In this paper we report on the results of a recent dissection experiment in The Netherlands where prediction formulae for the percentage lean meat in pig carcasses with the Hennessy Grading Probe (HGP) and a vision system (from now on referred to as Vision) were determined. Predictions with the HGP were based on one fat and one muscle depth measurement only, while predictions with Vision were based on as many as 115 direct and derived measurements. The data from this dissection experiment were used to illustrate the statistical calculations involved in relation to the number of carcass measurements. Prediction with instruments that gather a large number of measurements per carcass is not covered by the present European Community (EC) regulations. Therefore the calculations were conducted according to new regulations for statistical methodology in pig carcass grading that are expected to be adopted by the EC in the near future. The calculations included consideration of 3 subpopulations (females, entire males and castrated males). The Vision data were also used to show that ordinary regression after selection of a subset of carcass measurements severely under estimates the accuracy of prediction: instruments and associated prediction formulae are seemingly much more accurate than they truly are. When standard regression methods are used for instruments that gather a large number of measurements, there is a considerable risk that measurement instruments will be selected for the wrong reasons. Accuracy of approved instruments may not even comply with the EC-regulations, with poor consequences for harmonization within the EC.
Introduction
The Hennessy Grading Probe (HGP; Walstra, 1986) has been used for lean meat prediction of pig carcasses in Dutch slaughterhouses since 1987 and the new prediction formula derived in this paper was an upgrade. The vision system (Vision; VCS 2000; E þ V Technology, Oranienburg, Germany) was considered for possible future use in The Netherlands. The new prediction formula for the HGP was derived with ordinary regression analysis, because the number of prediction variables was small: one fat and one muscle depth (measured at the third to fourth from last rib position, 6 cm from the dorsal mid line). For Vision however, the number of prediction variables was large (115 variables, comprising fat and muscle thickness at various positions on the carcass, areas, angles and ratios of measurements). For such a large number of prediction variables, because of high correlations between these variables (multicollinearity), linear regression is no longer a viable option (Montgomery and Peck, 1992; Brown, 1993) . Therefore, we used partial least squares (PLS) (Helland, 1988; Martens and Naes, 1989; Brown, 1993) . PLS originates from near-infrared spectroscopy, where very large numbers of wavelengths are collected as predictors, for example prediction of protein in 25 samples of flour with some 700 prediction variables (Fearn, 1983) . PLS has been applied to regression problems in many different areas of research where the number of prediction variables was (very) large compared with the number of observations. The reasoning behind the PLS method is that underlying the original prediction variables there are a limited number of latent variables that represent the association among the prediction variables and the association between the prediction variables and the response. This idea is reflected in the PLS-algorithm by the calculation of a relatively small set of new variables (often referred to as t-variables) that are linear combinations of the original prediction variables. The number of t-variables used is referred to as the dimension. The final prediction formula is the result of linear regression of the percentage lean meat on the t-variables. PLS is generally found to be quite successful in a variety of applications, although it is mainly motivated by algorithmic considerations without a solid statistical background (therefore considered a soft science application in Stone and Brooks, 1990 ) and exhibits some undesirable theoretical properties (Butler and Denham, 2000) . As a result of the EUPIGCLASS project (Causeur et al., 2006) , PLS was proposed as the new standard for the calculation of prediction formulae for the percentage of lean meat of pig carcasses within the EC.
The aim of this paper is threefold: (1) to present results for prediction with HGP and Vision from the recent Dutch dissection experiment, (2) to illustrate the differences between calculations for measurement instruments that collect a modest number of carcass measurements (HGP) and instruments that collect a large number of carcass measurements for prediction (Vision), and (3) to show that conventional statistical regression methods comprising selection of prediction variables from a large number of carcass measurements can produce seriously misleading results for accuracy of prediction.
Material and methods
Considerations with respect to the sampling procedure The present European Community regulations (EC; 1994 ) were adopted at a time when a relatively small number of objective measurements were collected per carcass. Standards for accuracy of prediction were established with linear regression or double-regression (a cost saving improvement of linear regression) (Coniffe, 1985; Engel and Walstra, 1991a and b; Causeur and Dhorne, 1998; Causeur, 2005) in mind. Since linear regression performs poorly when a large number of measurements per carcass is used for prediction, Vision could not be evaluated according to the present EC regulations. In the EUPIGCLASS (2000) project the EC regulations were reconsidered in view of the increasing number of measurement instruments that collect large numbers of carcass measurements. PLS was proposed as the new standard method for derivation of a prediction formula for the percentage lean meat (Causeur et al., 2006) . The proposed quality criterion for accuracy of prediction was the root mean-square error of prediction (RMSEP). The RMSEP (to be discussed later on) was a natural successor to the root mean square error (RMSE) criterion that features in the present EC-regulations. The RMSEP can be evaluated on the basis of a random sample of carcasses. We decided to adhere to these new rules that are likely to be adopted in the near future. As an obvious reduction of the experimental cost the same dissected carcasses were used for HGP and Vision. Since there was an interest in gender (females, entire males and castrated males), it was decided to collect three separate samples, one for each sex.
For evaluation of accuracy of prediction, random samples of carcasses had to be collected for each sex. However, in pig carcass grading it is extremely difficult, if not impossible, to collect a sample of carcasses that is truly random. This is because practical limitations often do not allow sampling of carcasses from all slaughterhouses in a country or region and throughout the year. Therefore, a proportional sample of 60 carcasses was collected for each sex. A proportional sample mimics a random sample. For each sex, five classes were defined based on the HGP fat depth measurement (at the third to fourth from last rib position, 6 cm from the dorsal mid line) that is presently measured in the slaughter line in Dutch slaughterhouses. Classes were based on HGP fat depth because in The Netherlands this is an important prediction variable that is strongly related to the percentage lean meat. Boundary values for these classes were derived from HGP fat depth values from large samples of carcasses that were collected from five Dutch slaughterhouses prior to the collection of carcasses for dissection. This data about HGP back fat was part of the data that is routinely stored in Dutch slaughterhouses and comprised about 10 000 carcasses of each of the three sexes. The boundary values were chosen as close as possible to the 10, 30, 70 and 90% points for HGP fat depth in the population. Percentile points were estimated for each sex separately. We intended to have six ( ¼ 10% of 60) carcasses in the lowest class, 12 (6 þ 12 ¼ 18 ¼ 30% of 60) in the one but lowest class etc. For practical reasons boundary values were chosen in between integer values (in mm). In some cases the intended percentile points had to be slightly shifted and the numbers in the classes were modified accordingly. The boundary values used for boars were 11·5, 13·5, 15·5 and 17·5 (mm), for castrates 13·5, 15·5, 18·5 and 21·5 (mm) and for gilts 11·5, 12·5, 15·5 and 18·5 (mm). The numbers of carcasses for dissection in the HGP fat classes per sex are reproduced in Table 1 .
The samples for dissection Pig carcasses for dissection were selected from four slaughterhouses that were considered representative for the Dutch pig population. Vision was only installed in one of these slaughterhouses; therefore pigs were transported from the other three slaughterhouses to the slaughterhouse where Vision was installed. Approximately 20 pigs were delivered per day and about five were selected on the basis of their HGP fat depth. Carcasses with carcass weight outside the range from 69·7 to 110·9 (kg) (estimated 1 and 99 percentile points respectively) were not included in the sampling procedure to avoid the truly extreme carcasses. The day after slaughter the carcasses were dissected according to the ECreference method (Walstra and Merkus, 1995) . Each carcass was dissected by five butchers.
In the analysis one carcass was considered to be an outlier for Vision on the basis of a very large residual. During the experiment a small number of additional carcasses were selected. Initially the first 180 carcasses from the data file that fitted into the proportional sampling scheme were used in the analyses. Fortunately, we were able to replace the offending carcass by one of the remaining carcasses that fitted into the selection scheme. No other carcasses were replaced or removed. Some summary statistics of the samples are presented in Table 2 . 
Engel, Lambooij, Buist, Reimert and Mateman
Evaluation of the prediction formulae The prediction formula for the HGP was derived by ordinary linear regression. For Vision PLS was employed. Both for the HGP and Vision, the accuracy of prediction was expressed in terms of the RMSEP and evaluated by the socalled 'leave-one-out' procedure. RMSEP, leave-one-out and considerations with respect to gender are discussed in the next sections. Two technical remarks before we proceed: (i) throughout this paper PLS was applied to the centred and scaled responses (percentage lean) and prediction variables (Vision measurements) and (ii) variables were centred and scaled afresh each time PLS was applied within the leave-one-out procedure.
Evaluation of accuracy of prediction by RMSEP
The RMSEP is the root of the average squared difference between the actual percentage lean and its prediction. The RMSEP was evaluated by the leave-one-out procedure, in conformance with Causeur et al. (2006) . Each carcass (say with lean meat percentage LMP) in turn was left out of the sample. A prediction formula was derived from the remaining (n-1) carcasses. With this formula a prediction (say PLMP) was derived for the carcass that was omitted. The deletion residual r ¼ LMP 2 PLMP was calculated. The RMSEP was derived by the following expression, where summation is over the carcasses (n) involved in the calculations:
The sum of squares of the deletion residuals is often referred to as the prediction sum of squares (PRESS) (Montgomery and Peck, 1992) . Hence
Obviously, when carcasses are selected, say for extreme values of HGP fat depth, this will affect the RMSEP. Therefore, the RMSEP will be evaluated for a random sample. In that case the RMSEP can be formally regarded as the square root of the expected squared difference between the percentage lean and its prediction for a randomly selected carcass from the pig population.
Why don't we use the predictions and residuals that are derived from the single prediction formula that is based on all n carcasses? The reason is that the latter approach will appear to be too accurate, because the construction and validation of the prediction formula are based on the same data. This makes it (too) easy for the formula to adapt to specific features of the sample that would not be replicated in new samples. Ideally, we would like to have data (usually referred to as the training set) to derive a prediction formula and new data (the validation set) to validate this formula. In the leave-one-out procedure each subset of (n-1) carcasses forms a training set, while the omitted carcass forms a corresponding validation set. When n is not too small, the fact that the RMSEP is derived from prediction formulae based on (n-1) rather than n carcasses can be ignored.
When a formula that was already established has to be validated on a new random sample, the residuals r can be calculated directly from the new data as the differences between the lean meat percentages and their corresponding predictions and the RMSEP again follows from (1).
In past EC regulations the accuracy was expressed in the form of the residual standard deviation (RSD) of linear regression, to be replaced later on by the root mean squared error (RMSE) in order to incorporate prediction error due to possible bias. In linear regression the RMSEP both incorporates the prediction error due to residual variation and the prediction error due to estimation error in the constant and coefficients of the formula. Consequently, the RMSEP will generally be larger than the RSD.
When leave-one-out is applied in combination with ordinary linear regression, there is no need to derive the deletion residuals by performing the regression n times. Expressions can be derived (Montgomery and Peck, 1992 ) that allow the deletion residuals to be obtained from the single regression with all n carcasses. For Vision however, the PLS procedure had to be applied n times. Since PLS involves relatively simple calculations, this offered no problems. We used software from GenStat (2000) and Statistical Analysis Systems Institute (SAS; 1994) (with the same results). In conformance with Causeur et al. (2006) but different from GenStat and SAS, in expressions (1) and (2), we used the divisor n, rather than (n-1).
Accuracy of prediction in relation to gender In order to account for possible effects of gender, the calculations were performed according to the following steps.
1. A prediction formula was derived ignoring the sexes and the RMSEP based on all n ¼ 180 carcasses was determined from expression (1). For the HGP, the RSD of the linear regression formula was derived as well. Lean meat prediction with a small or large number of measurements 2. The RMSEP of the overall formula ignoring sexes was also derived for boars, castrates and gilts separately from the deletion residuals for the separate sexes (n ¼ 60). For instance, in (1) summation was restricted to the residuals of step 1 of females only. Also, the bias of the overall formula was estimated for each sex from the average of the corresponding deletion residuals for that sex. 3. For each sex a separate prediction formula was derived based on the carcasses for that sex only (n ¼ 60) and the RMSEPs were evaluated. 4. For the HGP, main effects (allowing for different constants) and interaction terms (allowing for different coefficients) for gender were added to the regression model and appropriate significance tests (F-tests) for gender effects were performed. 5. For Vision, the prediction formula by PLS in step 1(ignoring gender) is the result of linear regression of the percentage lean on the t-variables. This regression was repeated with extra main effects and interaction terms for gender. F-tests for gender effects were performed. 6. The RMSEP values from steps 2 and 3 were compared to see whether there was any marked gain in the use of separate formulae for the sexes with respect to the accuracy of prediction, as measured by the RMSEP. 7. The bias terms from step 2 were inspected and their impact was considered in relation to the results of the significance tests from steps 4 and 5 and the differences in RMSEP from steps 2 and 3.
Selection of variables
Someone less familiar with PLS might be tempted to improve upon the behaviour of linear regression by selection of a relatively small subset of promising prediction variables. Indeed in our experience this has been the case on a number of occasions in pig classification. Although the idea is quite reasonable, often the statistics employed were not sophisticated enough, with poor consequences for the reported accuracy of prediction. Again, the problem is that variable selection adepts too much to specific features of the data when derivation and validation of the prediction formula are based on the same data. To illustrate this over-optimism, the data set for Vision was randomly (within each sex) split into two parts and one part was used as a training set and the other part as a validation set. The prediction formula was developed with the data from the training set and then applied to the data from the validation set. The training set mimicked the calculations for Vision (but for a smaller set of carcasses). The validation set showed what the predictions would have been for new data. A marked difference in accuracy of the prediction formula between the training and validation set would offer a clear indication of the aforementioned over-optimism. Although variable selection is somewhat alien to the philosophy behind PLS, for completeness sake we attempted to improve upon PLS by variable selection as well, employing an approach similar to Gusnanto et al. (2003) .
Results
To detect outlying observations we inspected diagnostic plots (reproduced below) of the deletion residuals and the ranges of the prediction variables. No carcasses were removed, except the carcass that was mentioned in section 2 that was replaced prior to the analyses reported here. Although the replaced carcass was clearly an outlier, its replacement hardly affected the results of the analysis.
Effects of gender for HGP
The accuracy of prediction of the HGP, as measured by the RMSEP, for the single overall prediction formula (n ¼ 180) ignoring sexes was comparable to the accuracy of prediction of the separate formulae for the sexes (n ¼ 60) (Table 3 , columns 1 and 3). Therefore, for the HGP, there was no need for the use of separate prediction formulae for the sexes. Any possible bias, as a result of gender effects, was compensated in the RMSEP by the larger sample size of the overall formula.
An estimated relative bias between gilts and castrates of 0·6% (Table 3 , column 4, bias ¼ 0·27 þ 0·32%) was found. However, this bias was not significant (P . 0·05): the F-tests performed gave no indication that gender significantly affected the relationship between percentage lean and HGP fat and muscle depth measurements. Note that gender effects cannot be entirely excluded. However, gender effects were apparently not large enough to be detected by the Ftests performed. It is possible that gender effects would be detected with larger numbers of dissected carcasses. However, the present sample size (n ¼ 180) already markedly Engel, Lambooij, Buist, Reimert and Mateman exceeded the minimal sample size of n ¼ 120 as required for a dissection experiment by the EC regulations. No power calculations were performed, but there is little doubt that substantially larger sample sizes would be needed to detect any effects of gender and still larger sample sizes to improve upon prediction by inclusion of gender effects. With the present sample size, the standard errors on the estimated gender effects were too large for gender to improve upon the accuracy of prediction of the HGP.
In the separate regressions per sex the RSD for boars (RSD ¼ 1·93) was somewhat lower than for castrates and gilts (RSD ¼ 2·35 and 2·36 respectively) (column 2 of Table 3 ). However, when compared pairwise by F-tests, the RSDs did not significantly (P . 0·05) differ.
The prediction formula for the HGP in The Netherlands
The prediction formula for the HGP, as obtained by linear regression, ignoring the sexes, reads as follows:
Here, PLMP ¼ the predicted lean meat percentage and Fat and Muscle are the fat and muscle depths as measured by the HGP at the third to fourth from last rib position, 6 cm from the dorsal mid line. The RMSEP was below the upper bound of 2·5% that is specified in the EC regulations.
The prediction formula for the HGP that is presently used in Dutch slaughterhouses was derived from a dissection experiment conducted in 1990 (Engel and Walstra, 1993) . Predictions with this formula are derived with the same fat and muscle depth measurements as in expression (3), but are weighted means of separate predictions for gilts and castrates (Engel and Walstra, 1993) . The weights, that are basically probabilities that the carcass is either from a gilt or a castrate, depend on the HGP fat and muscle depth measurements. A linear approximation to this non-linear formula (Engel, 1991) closely resembles the new HGP formula from expression (3). Additional calculations (not shown), employing methodology similar to Font i Furnols et al. (2004) , confirmed that the currently used formula and the new HGP formula from (3) were surprisingly similar and that the accuracy of the presently used prediction formula was still in compliance with the EC-rules. We concluded that any changes that may have occurred in the Dutch pig population after 1990 apparently did not affect the relationship between the percentage lean and the HGP measurements to any great extent. Figure 1 shows a plot of the deletion residuals against the predicted values for the HGP.
Effects of gender for Vision
An overall prediction formula (ignoring gender) was obtained by PLS. This prediction formula, involving all 115 prediction variables, is presented in Appendix A. The results for PLS (Table 4) were based on the use of 4 t-variables (dimension ¼ 4). This choice was based on the profile of the RMSEP for increasing dimension and was made automatically in SAS and in GenStat (Osten, 1988) . On the basis of the RMSEP (Table 4 , columns 1 and 2) there was no need for separate formulae for the sexes.
A sizeable estimated relative bias between castrates and gilts of 1% (Table 4 , column 3; bias ¼ 0·54 þ 0·43%) was found. When main effects and interaction terms for gender were added to the regression of percentage lean on the t-variables, the interaction terms were not significant (P ¼ 0·31). However, main effects for gender were significant (P ¼ 0·05). Pairwise comparisons indicated that castrates and gilts differed significantly (P ¼ 0·01), but castrates and boars and gilts and boars did not (P ¼ 0·36 and P ¼ 0·15 respectively). The estimated difference between castrates and gilts, from the regression model with main effects for sexes, was also equal to1 (se ¼ 0·4) %.
Although effects of gender were found to be statistically significant, the RSD of the regression of percentage lean on the t-variables was only marginally decreased from 1·98 to 1·95% when gender effects were included. This confirmed that gender effects did not add to the quality of prediction to any great extent: the RMSEP values in Table 4 showed that predictions from separate formulae for the sexes were less accurate than predictions from a single overall prediction formula. As a final check we added two dummy variables for the sexes to the 115 predictors from Vision in the PLS analysis of lean meat percentage, thus effectively allowing for different constants for the sexes, but equal coefficients for the 115 prediction variables. The RMSEP was 2·15 and only marginally lower than the value 2·19 ( Table 4) was found when the sexes were ignored. Hence, we concluded (again) that there is no need in The Netherlands to allow for gender effects in the prediction of the lean meat percentage by Vision, neither by the use of completely separate formulae, nor by the use of separate constants (and common coefficients) for gender.
Validation of RMSEP and leave one out for Vision
In this section our aim was not to re-estimate the RMSEP, but to add confidence to the reliability of the PLS method in combination with the leave-one-out method. The Vision data were randomly divided into two parts (randomly within each sex). One part (the training set, n ¼ 90) was used to develop a prediction formula by PLS (ignoring sexes) employing all 115 Vision variables. The other part (the validation set, n ¼ 90) was used to see how this formula performed on new data. Note that the RMSEPs will be larger than the RMSEPs reported for the complete data set in Table 4 , because the training and validation sets were only half as large (n ¼ 90) as the total data set (n ¼ 180). The RMSEP of the prediction formula obtained by PLS was derived from the training set by leave-one-out, in the same way as described before, employing (1) with n ¼ 90 deletion residuals. The same formula was applied to the validation set and the RMSEP was obtained from the residuals that were calculated as the differences between the lean meat percentages and their predictions. The random division into two sets was performed 50 times. We found an average RMSEP of 2·45 (RMSEP varied from 2·1 to 2·9) for the training set and an average RMSEP of 2·35 (RMSEP varied from 2·0 to 2·8) for the validation set. So, the RMSEP as calculated by leave-one-out and PLS with all prediction variables included offers a reliable impression of accuracy, since the accuracy for the training set applies to new data (represented by the validation set) as well.
Variable selection for PLS on the Vision data
We proceeded similar to a method recently suggested by Gusnanto et al. (2003) . In this forward procedure, at a certain stage we had a subset of prediction variables that were already chosen. Each of the remaining variables in turn was temporarily added to the current subset and the RMSEP of PLS was determined with leave-one-out. The variable that corresponded to the lowest RMSEP was added to the subset. This procedure was repeated with the new and larger subset and stopped when a pre-chosen maximum number of prediction variables (5, 10 or 20) was reached. Each time PLS was used, the dimension was chosen afresh. The procedure was applied 40 times on a training set of 90 carcasses and a validation set of 90 carcasses. The division into the two sets was performed randomly within the sexes. The results for the RMSEP are shown in Table 5 . The RMSEPs with PLS with all Vision measurements included for the training and validation sets were similar to those reported before (on average around 2·4). We concluded that no improvement was obtained with variable selection. For the validation set the RMSEP was always markedly higher than for the training set. RMSEP values that are too optimistic can be avoided by including the selection process within a leaveone-out procedure. This will be rather computer intensive since the whole selection approach, that already involves leave-one-out in its different selection steps, will have to be performed 180 times (leaving out each observation in turn).
Although attempts have been made in the literature to combine PLS with variable selection, this seems to be rather counter-intuitive, since PLS automatically down-weighs the less important prediction variables. We conjecture that in lean meat prediction, where the relationship between the carcass measurements (including derived variables) is less obvious than between neighbouring wavelengths in nearinfra red measurements (the problem that originated PLS), there is no appreciable gain in variable selection. For that reason we recommend the use of the prediction formula with all 115 Vision measurements. This prediction formula is reproduced in appendix A, together with a list of the variables involved. A plot of the deletion residuals against the predictions for Vision is shown in Fig. 2 .
Stepwise linear regression for the Vision data Accuracy of prediction under variable selection in regression can be severely under-estimated. To illustrate this phenomenon, again we randomly divided the Vision data into two parts (randomly within each sex). One part (the training set, n ¼ 90) was used to develop a prediction formula by stepwise regression. In stepwise regression prediction variables are included or left out of the regression according to the Fratio that compares the model with and without the prediction variable. The F-ratio's to include or leave out were both set equal to 1. For details see GenStat (2000), Section 3·2.5. Variable selection was performed first and the selected variables were subsequently used in the calculation of the Engel, Lambooij, Buist, Reimert and Mateman RMSEP by the leave-one-out procedure. The same prediction formula was applied to the validation set and the RMSEP was evaluated again from the residuals calculated as the differences between the lean meat percentages and their predictions. This process was repeated 50 times for a maximum of 5, 10 or 20 Vision variables in the regression. The results are summarized in Table 6 . Clearly, the reduction in RMSEP achieved by stepwise regression for the training set was lost when the same formula was applied to the validation set. In other words, the accuracy of the regression formula after variable selection did not extend to new data and therefore did not offer a reliable impression of the performance of the prediction formula in practise.
We can obtain a better impression of the accuracy of linear regression after variable selection by including the selection procedure in the leave-one-out method. Each observation in turn was left out and stepwise regression was applied to the remaining 179 observations. A prediction was made for the omitted observation and the deletion residual was calculated as the difference between the observation and its prediction. From the 180 deletion residuals the RMSEP was calculated according to expression (1) (n ¼ 180). For a maximum of 5, 10 and 20 selected Vision variables, the RMSEPs were 2·56, 2·37 and 2·32% respectively. These RMSEP values may be compared with the RMSEP of 2·19 (Table 4 ) obtained with PLS. We concluded that stepwise regression did not improve upon PLS.
Discussion
The accuracy of prediction was evaluated by means of the RMSEP and calculated by the leave-one-out procedure. Calculation of the RMSEP from a random sample is straightforward. Random samples, however, are often hard to obtain, for instance because sampling over all slaughterhouses in a region and throughout the year for all relevant seasons is too time consuming and costly. Therefore a proportional sample was taken. A proportional sample mimics a random sample. For the proportional sample we have chosen a classification on the basis of an important prediction variable that was measured in the slaughterline. Here, the classification was based on a fat depth measured by the HGP. From large data sets that are stored by Dutch slaughterhouses, five classes and proportions of animals in these classes were established and by selection on the HGP fat measurement the same proportions were imposed on the sample. Obviously, the HGP fat depth measurement will not be used as a predictor in conjunction with Vision measurements. In Engel et al. (2003) it is shown that selection on the basis of a variable that will not be included as a prediction variable in the final prediction formula may result in poor predictions. However, this result does not apply here, because samples are proportional and for all practical purposes can be regarded as random samples.
In principle it should be possible to combine the PLS method with the cost saving double regression method (Engel and Walstra, 1991a and b; Causeur and Dhorne, 1998; Causeur, 2005) . However, the statistical evaluation of such a combination was beyond the scope of the present experiment and we preferred the transparency of three separate samples of carcasses for gilts, for boars and for castrates that were all dissected according to the EC-reference method.
Selection on extreme values of the prediction variables generally improves upon the accuracy of estimation of constants and coefficients in regression. However, in carcass grading the gain is likely to be small (Engel et al., 2003) .
Since evaluation of the RMSEP of PLS for a non-random sample is not straightforward, we preferred to take random samples (or rather proportional samples).
It was shown how the accuracy of prediction of one single overall formula could be compared with the accuracy of separate prediction formulae for the 3 sexes. For HGP we found no significant effects of gender. For Vision we found that, although effects of gender were significant, accuracy of prediction was not improved by use of separate formulae for the sexes.
We conjectured that there is no appreciable gain in accuracy of prediction, as expressed by RMSEP, by variable selection in combination with PLS. Of course in a different situation when some measurements are relatively expensive (or time consuming) to collect, a compromise may have to be struck between cost and accuracy. In that case a priori a limited number of sets of prediction variables of increasing cost could be distinguished and PLS could be applied for each set.
We showed that accuracy of prediction of ordinary linear regression in combination with variable selection can be far too optimistic when the selection of the prediction variables is not properly accounted for. Prior to approval in Brussels, such misleading calculations may adversely affect comparisons between different (competing) instruments. This may lead to the wrong choice of instrument and acceptance of an instrument and prediction formula that in reality may not be in compliance with EC regulations for prediction accuracy at all. Proper RMSEP values can be obtained by including the selection process in a leave-one-out procedure. However, on the basis of our results for the Vision data, we prefer the use of PLS with the full set of carcass measurements (including reasonably motivated derived variables). 
