ABSTRACT. Using the Cauchy-Riemann operator, we characterize Q K spaces, Besov spaces and analytic Morrey spaces in terms of pseudoanalytic extensions of primitive functions. Our results are also true on some classical Banach spaces, such as the Bloch space, BM OA and the Dirichlet space.
See [14] and [15] for more results of Q K spaces. If K(t) = t p , 0 ≤ p < ∞, then the space Q K gives the space Q p (see [5, 29, 30] ). In particular, Q 0 is the Dirichlet space D; Q 1 = BMOA, the space of bounded mean oscillation (see [6, 17] ); by [3] , for all p ∈ (1, ∞), the spaces Q p are the same and equal to the Bloch space B which consists of all functions f ∈ H(D) with It is well-known that if f ∈ H p , then its nontangential limit f (e iθ ) exists almost everywhere (see [9, 16] ).
In this paper, we need the Cauchy-Riemann operator
Dyn'kin [13] said that the so-called pseudoanalytic extension is a method of extension with a given estimate of the Cauchy-Riemann operator. Dyn'kin [13] characterized many classical smoothness spaces applying the pseudoanalytic extension method. Note that
Dyakonov and Girela [12] obtained an interesting characterization of Q p spaces in terms of pseudoanalytic extension as follows.
Theorem A. If 0 < p < 1 and f ∈ 0<q<∞ H q , then the following conditions are equivalent.
and sup
The proof of the above theorem in [12] involved the Calderón-Zygmund operators and the Muckenhoupt weights (see [19] ). For a ∈ D and 0 < p < 1, let
Dyakonov and Girela [12] showed that U a is a Muckenhoupt weight with
Here Q ranges over the disks in C and |Q| denotes the area of Q. The above estimate of U a with a = 0 was also used to establish the Q p corona theorem (see [28, Theorem 3.1] ). Applying Theorem A, Dyakonov and Girela [12] also gave some nice properties of Q p spaces.
Motivated by Theorem A, it is nature to ask some questions as follows. Question 1. Can we obtain pseudoanalytic extensions for all Q p , 0 ≤ p < ∞? Question 2. Let n be a positive integer. Does there exist a pseudoanalytic extension characterization of Q p spaces such that the extension function is O(z n ) as z → ∞?
Question 3. Can we give characterizations for some spaces of analytic functions such as Q K spaces, Besov spaces and analytic Morrey spaces in terms of pseudoanalytic extensions? Throughout this article, denote by F the primitive function of f ∈ H(D); that is
Related to the above questions, in this paper, we characterize some analytic function spaces on D by pseudoanalytic extension of primitive functions. Our method, without using Calderón-Zygmund operators and Muckenhoupt weights, can be applied to some spaces, such as Q K spaces, Besov spaces, analytic Morrey spaces and so on. Our results are also new for Q p spaces. In this paper, the symbol A ≈ B means that A B A. We say that A B if there exists a constant C such that A ≤ CB.
Q K SPACES AND PSEUDOANALYTIC EXTENSION
In this section, we need two more constraints on K as follows.
Under conditions (2.1) and (2.2), Q K spaces have been studied extensively (see [24, 25, 26] ). From now on we always assume the function K satisfying the double condition, namely K(2t) ≈ K(t) for all t ∈ (0, 1).
A very useful tool in the study of Q K spaces is K-Carleson measure. Let ℓ(I) be the length of an arc I of the unit circle ∂D. Define the Carleson box by
Following [15] and [24] , a positive Borel measure
By [14] , we know that all Q K spaces are subsets of the Bloch space. Then the primitive function F of a Q K function f must be in the Hardy space H 2 since the Bloch functions' Taylor coefficients is bounded (see [1] ). Therefore, the primitive function F has its nontangential limit F (e iθ ) almost everywhere on the unit circle. The following is the main result of this section.
Theorem 2.1. Suppose that K satisfies (2.1) and (2.2). Let f ∈ H(D) with its primitive function F ∈ H
2 and let n ≥ 2 be an integer. Then the following conditions are equivalent.
3)
Before embarking into the proof of Theorem 2.1, we state some lemmas below.
Lemma 2.2. Suppose that K satisfies (2.1). Let µ be a positive Borel measure on D.
Then the following conditions are equivalent.
Proof. Note that (i) ⇔ (ii) was proved in [15] . To show the equivalence of (ii) and (iii), let
By the monotonicity of K, K 1 (s) is also increasing for s ∈ (0, 1). Moreover,
. Thus, the proof is complete.
Wulan and Zhu [27] proved that if K satisfies (2.1) and n is a positive integer, then f ∈ Q K if and only if
Combining this with Lemma 2.2, we obtain immediately a characterization of Q K spaces as follows. If K satisfies (2.1) and n is a positive integer, then f ∈ Q K if and only if
For the case of µ on C \ D, we give a similar description of K-Carleson measure as follows. 
Let I be the arc of center e iθ and ℓ(I) =
. Then for any z ∈ S C\D (I), one gets
and |1 −āz| ≤ |a| e i(θ+
≤ 2ℓ(I).
where 2 n I denotes the arc with the same center as I and with length 2 n ℓ(I). Then
Since dµ is a K-Carleson measure and
we obtain that
(ii) ⇒ (iii). It follows from that
holds for all a ∈ D and 1 < |z| < 1 + 2π. (iii) ⇒ (i). For given a subarc I ∈ ∂D, set e iθ the midpoint of I and set
Then for any z ∈ S C\D (I), we have
By the monotonicity of K, K 2 (s) is also increasing for s ∈ (0, 1). Moreover,
Since K(2t) ≈ K(t) for t ∈ (0, 1), K 2 (t) ≈ K(t) for t ∈ (0, 8π(2π + 1)(π + 1)). Thus,
Hence, (i) follows.
From [15] and [25] , if K satisfies (2.1) and (2.2), then there exists a small enough constant c, 0 < c < q/2, such that K(t)/t c is increasing and K(t)/t q−c is decreasing in (0, 1). To prove Theorem 2.1, we also need the following estimate.
Lemma 2.4. Let (2.1) and (2.2) hold for K.
If s < min(1 + c, 2 − q + c) and 2s + r − 4 ≥ 0, then
is a small enough positive constant depending only on (2.1) and (2.2).
Proof. For fixed a, z ∈ D, let λ = σ z (a). Then
Note that 2s + r − 4 ≥ 0. Checking the proof of Lemma 2.1 in [7] , one gets
Since K satisfies (2.1) and (2.2), there exists a small enough positive constant c depending only on (2.1) and (2.2) (see [15, 25] ), such that
Thus,
For s < 1 + c < q + 1 − c and s < 2 − q + c, using Lemma 3.10 in [35] , we get
Now we are ready to finish the proof of Theorem 2.1.
. From now on, we write
Let f ∈ Q K and
Clearly,
and
Note that
Making the change of variable z = ζ * , we deduce that
Combining this with (2.7), we get the desired result.
(ii) ⇒ (i). Assume that (ii) holds. Let z ∈ D and R > 1. Following a technique in [10] or [12] and in view of (2.3), we employ the Cauchy-Green formula to the function that equals F in D and F n in C \ D. Then
These together with (2.8) give
By the Hölder inequality, the change of variable and the well known estimates in Zhu's book [35, Lemma 3 .10], we obtain
Using Lemma 2.4, n ≥ 2 and (2.6), we see that
This together with Lemma 2.3, we see that condition (ii) is equivalent to condition (iii). We finish the proof.
Remark. In Theorem 2.1, by the particular choice of K, we obtain the corresponding characterizations of Q p for 0 < p < 1, BMOA and the Bloch space.
BESOV SPACES, MORREY SPACES AND PSEUDOANALYTIC EXTENSION
In this section, we describe Besov spaces and Morrey spaces by pseudoanalytic extension of primitive functions.
For 1 < p < ∞, the Besov space B p is the space of analytic functions f in D such that
In particular, if p = 2, then B p is the Dirichlet space D. Note that (3.1) does not hold for p = 1.
The Besov space B 1 consists of all analytic functions f on D which have a representation as
Form [2] , f ∈ B 1 if and only if
Let 1 ≤ p < ∞ and n ≥ 2 be an integer. It is well known that f ∈ B p if and only if
See [11, 34, 35] for more results of Besov spaces. Note that all Besov spaces are subsets of the Bloch space. Thus, if f ∈ B p , then its primitive function F belongs to the Hardy space H 2 . Now we give a pseudoanalytic extension characterization of Besov spaces as follows. 
It is easy to check that F n ∈ C 1 (C \ D) and F n satisfies (3.3), (3.4) and (3.5). Furthermore, by the following estimates
and (3.2), we know that F n also satisfies (3.6).
(ii) ⇒ (i). Checking the proof of Theorem 2.1, one gets
Applying the Hölder inequality and [35, Lemma 3.10], we obtain
Note that n ≥ 2. Using [35, Lemma 3.10] again, we deduce that
Since F ′ (z) = f (z) for z ∈ D, by (3.2) and (3.6), we obtain f ∈ B p . This finishes the proof. Let n ≥ 1 be an integer. Using a similar statement in [4] , we see that f ∈ L 2,λ if and only if
Recently, the interest in analytic Morrey space has grown rapidly. See [8, 18, 20, 21, 23, 31, 32] for more results of L 2,λ spaces. Note that if f ∈ L 2,λ , then its primitive function F belongs to H 2 . Applying (3.7), we get the following characterization of analytic Morrey space. The proof is similar to Theorem 2.1, we omit it. Remark. When the paper is complete, we found that Wei and Shen obtained the special case of our Theorem 2.1 for K(t) = t and n = 2. However, our proof in this paper and those of [22] are different.
