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This thesis studies the optimization for an integrated process planning and scheduling 
system in the job shop batch manufacturing. The objective is to generate a satisfactory 
plans/schedule solution such that the tardiness of the schedule is minimized and the cost 
of process plans is maintained at a near minimum level. On the other hand, two types of 
commonly occurred disruptions including machine breakdown and new order arrival are 
also investigated and accommodated through the developed approach.  
Firstly, in process planning, two optimization algorithms are proposed to 
automatically generate the optimal process plan with minimum machining cost. The 
process planning problem for manufacturing prismatic parts is defined as to 
simultaneously consider operation methods selection and sequencing. A feasible solution 
representation scheme to enable the continuous particle swarm optimization (PSO) in this 
discrete problem is proposed. Moreover, the strategy to enhance the search quality is also 
investigated. Numerical experiments and a comparative study are conducted to validate 
the efficiency and effectiveness of the proposed algorithms.  
Secondly, a search algorithm is proposed to find the optimal schedule for a 
flexible job shop scheduling problem to minimize the total tardiness. A disjunctive graph 
model is used to represent and analyze the problem. For adapting the PSO in this 
scheduling problem, a unique solution representation scheme is proposed. Furthermore, a 
tabu search algorithm is developed and integrated with the PSO to perform the 
exploitation search so as to avoid entrapment into a local optimum. In the tabu search, 
 vii 
 
effective neighbourhoods are defined and a variant length of tabu list is utilized. 
Experimental results are conducted to validate the effectiveness, efficiency, and 
robustness of the proposed algorithms. 
Thirdly, the problem of integrating process planning and scheduling is addressed. 
The objective is to find a good trade-off plans/schedule solution in terms of minimum 
total tardiness and total machining cost. Two optimization approaches are proposed to 
solve this problem. The first one is based on the idea of linking the process planning and 
scheduling with an integrator module. Iterative improvement is then performed between 
these two functions by intelligently modifying the process plan solution space of the 
tardy jobs and re-generating the respective process plans. The solution space of process 
plans for the tardy jobs are thus explored to achieve a better plans/schedule solution. The 
second one is to develop a multi-objective optimization algorithm to perform an 
exploration search on the solution space of process planning and scheduling by 
incorporating various optimization techniques. Solutions obtained by these two 
approaches are then compared with each other.  
Fourthly, a new rescheduling approach to accommodate the disruptions of 
machine breakdown and new job arrival is developed. The rescheduling problem is 
modelled by considering the status of jobs at the point of disruption. Subsequently, the re-
process planning and re-scheduling algorithms are respectively developed. Several 
application examples as well as the comparative studies are performed to demonstrate the 
effectiveness of this rescheduling approach.  
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Finally, an integrated process planning and scheduling system incorporating the 
proposed algorithms is developed based on multi-tier system architecture, taking the 
advantage of flexibility, scalability, reusability, and interoperability. 
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CHAPTER 1          
INTRODUCTION 
With the rapid growth of computer and widespread use of Internet, computer integrated 
manufacturing system (CIMS) has been prevailingly used in most of the enterprises to 
help manage production facilities and control production processes. The manufacturing 
companies with the CIMS have been reported to reduce design cost by 15-30% and 
increase productivity by 40-70% (Rembold et al. 1993). In a typical CIMS containing a 
multitude of interconnected functions, computer-aided process planning (CAPP) and 
scheduling are two of the most important functions in the discrete parts manufacturing. 
The automation levels of these two functions would greatly affect the efficiency of 
production processes. Therefore, the optimization for these two functions has become 
substantially necessary and important in order to increase the enterprise’s productivity 
and profitability in today’s globally competitive market.  
 This chapter introduces the CAPP and scheduling functions in discrete parts 
manufacturing. The issues on rescheduling and integration of CAPP and scheduling are 
also highlighted. Furthermore, the research motivation is presented and followed by the 
description of research objectives.  
1.1 Computer-aided Process Planning (CAPP) 
Process planning is a production organization activity that transforms a product design 
into a set of instructions (machines, tools, set-ups, etc.) in sequence to convert a piece of 
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raw material to a designed part. The input to process planning mainly includes design 
data, raw material data, resource data, part specification data, and quality requirement 
data; while the output includes operations, machines, cutting tools, fixtures, and 
machining parameters, etc. In practice, process plan generation is usually a tedious and 
time-consuming task. This could be attributed to the following facts. Firstly, it is 
knowledge-intensive and highly depends on the experience of the process planner. 
Secondly, due to the flexibility of operations, machines, and tools, it involves a large 
number of alternative process plans. Thirdly, when determining the operation sequence, 
good manufacturing practices as well as other inherent manufacturing constraints should 
be considered (Zhang et al. 1997). In general, these factors would result in an intractably 
large solution space for the process planning problem, thereby making it highly difficult 
to obtain a good-quality process plan by manual operation.  
 With the advance of computer technologies, many CAPP systems have been 
presented to automate this task (Alting and Zhang 1989, Cay and Chassapis 1997, Alam 
et al. 2003, Shen et al. 2006, Zhang and Xie 2007). It helps manufacturing enterprises to 
improve the efficiency of process plans generation and ensure the accuracy and 
consistency of generated plans. To gain the acceptance by the industries, the current 
research mainly focuses on handling two problems. Firstly, in order to improve the 
effectiveness of the CIMS, the integration of CAPP with other related functions is highly 
important. For example, to support design for manufacturing (DFM), the best process 
plan for a given part in a designated machining environment must be generated and fed 
back to the designer for evaluation. To support dynamic scheduling, a CAPP system must 
be able to generate plans with alternative routes to suit the variation of shop floor. 
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Secondly, to achieve a high-quality process plan, much effort has been devoted to 
develop an optimization method to automate this generation process. In this way, the plan 
obtained with good performance can help improve the production efficiency and reduce 
the cost, thereby increasing the enterprise competitiveness.   
 Generally, the approaches used in CAPP are classified into two categories: variant 
approach and generative approach. In the variant approach, a new process plan is 
generated based on the existing standard process plans of previous machining parts stored 
in the database. When a new part comes, a similar process plan is retrieved from the 
database and modification is made. Compared to the variant approach, the generative 
approach obtains the process plan by utilizing the production facilities and decision rules 
without referring to any existing plan. To generate a high-quality process plan, artificial 
intelligent techniques and expert systems are usually developed according to the input 
part’s features and specifications. In general, the latter approach is more realistic, since it 
can satisfy the requirement of industrial companies, especially for those companies 
whose production type is in large variety and small batch size.  
1.2 Scheduling 
Manufacturing scheduling involves the allocation of resources over time to perform a 
collection of activities. Being an integral part of production system, it serves as an overall 
plan to manage and coordinate shop activities, thereby increasing production productivity 
and maximizing the performance of manufacturing facilities (Leon et al. 1994). Most of 
the scheduling problems are considered as non-deterministic polynomial-time (NP) hard 
combinatorial optimization problems. Moreover, as stated by French (1982), the 
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computational complexity of the scheduling problem increases exponentially with the 
increase of problem size. Due to this large solution space, the enumerative method cannot 
be used to find a satisfactory solution in a reasonable amount of time. Therefore, much 
research attention from academics and practitioners has been continuously attracted to 
develop efficient scheduling algorithms to optimize the schedule according to the 
specified criteria. Some typical objectives in the literature include minimizing the 
makespan, minimizing the total flow time, and minimizing the total tardiness.  
 In the literature, a variety of scheduling problems have been investigated. Job 
shop scheduling problem (JSSP) is one of the most difficult problems (Garey et al. 1976) 
and has also been extensively studied (Blazewicz et al. 1996). It can be briefly stated as n 
jobs to be processed through m machines. Each job consists of a sequence of operations, 
each of which is processed on a prescribed machine with a fixed duration. However, the 
resulted schedule with such a model may result in some bottleneck machines. In practice, 
multiple machine centres are applied to overcome this shortcoming, which can facilitate 
the efficient processing of parts with low- and medium-volume range. The machine 
centre is capable of performing one or more operations with different tools. Meanwhile, 
each operation can also be processed with different machines, whose processing time is 
also different. This variation is known as the flexible job shop scheduling problem (FJSP). 
It is observed that when each operation can be processed by only one machine, the FJSP 
will turn to be JSSP. Thus, FJSP can be taken as the generalization of JSSP. However, 
FJSP is more complex. This is attributed to the fact that apart from sequencing the 
involved operations, FJSP also needs to simultaneously route each operation to an 
appropriate machine, thereby resulting in a larger search space. Therefore, in order to find 
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an optimal or near-optimal solution for this intractable problem, more efforts are needed 
to develop effective and efficient optimization algorithms.  
1.3 Rescheduling 
In the real production environment, due to the dynamic and stochastic characteristic in 
nature, job shop production often faces different kinds of uncertainties (e.g., machine 
breakdown), leading to the existing schedule not applicable. It is becoming increasingly 
realized that the predominant scheduling activity in the real world is reactive scheduling 
(Raheja and Subramaniam 2002). Therefore, an effective scheduling system must be able 
to react quickly to accommodate these disturbances and revise the existing schedule in a 
cost-effective manner.  
 Rescheduling is the process to continuously improve the existing schedule to 
accommodate sudden changes in the job shop. This correction or repair will inevitably 
cause a deviation from the initially generated schedule. Therefore, in order to increase the 
schedule stability, an effective rescheduling method should be the one that leads to the 
minimum deviation while incorporating the necessary modifications and achieving repair 
objectives. Generally, the objectives considered in the rescheduling problems can be 
classified into three categories: efficiency, deviation, and robustness. Efficiency refers to 
maximizing the customer delivery performances, which are the same as those in the 
existing scheduling function. Some well-known criteria include minimizing the tardiness, 
makespan, total flow time, and balancing machine utilization. Deviation means the 
differences between the revised schedule and the initial schedule, which can be measured 
with the operation starting time, operation ending time, and operation sequence. 
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Robustness is defined that the performance of the schedule still remains high when the 
disruptions occur in the production. Apart from these objectives, the rescheduling 
problem also takes the objective by accumulating some different concerned factors into 
an economic performance measure (Shafaei and Brunn 1999a). In the literature, several 
surveys have been presented to help understand the rescheduling research. Viera et al. 
(2003) extensively reviewed rescheduling environments, strategies, policies, and methods. 
It is suggested that the rescheduling policies should interact more with the other 
production functionalities. Aytug et al. (2005) discussed the issues on problem definition 
and provided an overview of the existing rescheduling approaches under three categories: 
completely reactive, robust rescheduling, and predictive-reactive scheduling. They 
mentioned that the interrelationships among jobs, machines, and processes, are still not 
fully utilized in the process of accommodating the uncertainty exists. For example, how 
to dynamically re-route jobs to alternative resources is crucially important to the 
production efficiency.  
 In the real production, there are a wide variety of disturbances that can render the 
existing schedule obsolete, such as machine breakdown, new order arrival, processing 
time variation, quality problems and unavailable material, etc. These disruptions can 
originate from both the internal production conditions and external business requirements. 
Table 1.1 lists the most common disruption types investigated in the literature. It is 
observed that the disruption types receiving the most attention are the machine 
breakdown and the new job arrival, which will be also emphasized in this study. 
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Table 1.1 Disruption types 
Disturbance type Reference 
Machine breakdown 
Li et al. 1993, Leon et al. 1994, Miyashita and Sycara 1995, Abumaizar et al. 
1997,  Jain et al. 1997, Mehta and Uzsoy 1998, Shafaei and Brunn 1999b, 
Cheng et al. 2001, Bruccoleri et al. 2003, Jensen 2003, Mason et al. 2004, 
Subramaniam et al. 2005, Wong et al. 2006, Guo et al.2009 
New order arrival Jain et al. 1997, Shafaei and Brunn 1999a, Subramanian et al. 2005, Wong et 
al. 2006, Guo et al.2009 
Processing time variation Leon et al. 1994, Subramanian et al. 2005, Shafaei and Brunn 1999b 
Change of job priority Jain et al. 1997, Subramaniam et al. 2005 
Material shortage Duenas  et al. 2007 
Job cancellation Jain et al. 1997, Subramaniam et al. 2005 
1.4 Integration of CAPP and Scheduling 
In parts manufacturing, CAPP acts as a bridge between computer-aided design (CAD) 
and computer-aided manufacturing (CAM). CAD is used for generating the 3D part 
design and the parts specification information, which serve as the input for CAPP. 
Subsequently, CAPP is invoked to generate a process plan composed of determining the 
resource for each operation and the sequence for all the involved operations. Once the 
process plan is generated for each job, they are used as input to generate a schedule using 
a specified scheduling algorithm. The generated schedule is then used to manage and 
control the entities in the shop floor. Accordingly, the output, i.e., the process plans for 
all the jobs and the schedule, is called a plans/schedule solution.  
 Traditionally, CIMS has treated CAPP and scheduling separately, which may 
result in sub-optimal solutions for the two phases. The gap between these two functions 
can cause the following shortcomings. Firstly, process planning tends to assume 
unlimited resources on the shop floor, as it is usually done before the process plan is 
executed. In this way, the process plan may not be applicable when the job is dispatched 
in an overall schedule due to the change of resource availability. Secondly, as process 
planning is usually made in advance of production, the process planners usually allocate 
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system resources by their own choice and experience. There is no opportunity to use the 
knowledge of the actual situation in the shop floor condition, which may lead to a lower 
overall resource utilization and poor on-time delivery performance. Thirdly, since 
schedulers have used fixed process plan, they are failed to make use of the flexibility in 
process planning. Finally, various unexpected events (e.g., machine breakdown) 
dynamically occur in the production, which can easily make the existing plans and 
schedule infeasible. Consequently, to account for these problems effectively, the 
integration of CAPP and scheduling should be enabled such that a part can be 
manufactured in a more cost-effective way. 
1.5 Research Motivation 
The problem of integrating the process planning and scheduling owns the following 
characteristics. Firstly, as both process planning and scheduling are NP-hard 
combinatorial optimization problems, the integrated problem by combing the solution 
space of these two functions will own a substantially large search space, thus 
significantly increasing the problem complexity. Secondly, the objectives in the process 
planning and scheduling are not necessary in line, which are both important to a 
manufacturing enterprise and thus should be considered simultaneously. During the last 
two decades, the optimization method for the integrated process planning and scheduling 
problem has received significant research attention and thus resulted in a large number of 
reported integration systems (Tan and Khoshnevis 2000). These efforts have undoubtedly 
achieved certain success. However, few integration systems can satisfy the users’ 
requirements, since the performances of the process planning and scheduling were not 
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optimized simultaneously. It has shown that most of the current systems have only 
optimized the performance of scheduling without considering that of process planning. 
To account for it, the solution space of the process planning should also be explored 
when optimizing the schedule. On the other hand, the job shop production is always full 
of different kinds of uncertainties. These dynamic and unexpected uncertainties can 
easily make the existing schedule or plans inapplicable. In the literature, although many 
rescheduling approaches have been developed to accommodate the disruptions (Viera et 
al. 2003), the issue on how to accommodate the disruptions through the integration 
system has not been explicitly addressed. Additionally, most of the existing integration 
systems have taken the feature as the basic element for process planning. In practice, a 
feature may need two or more operations to be performed on different machines. As such, 
the process plan may not be optimal if the features are used as the basic element. 
Moreover, the feature modelling in most of the current manufacturing system can only 
handle the part in the predetermined shape. In reality, the shape of the stock may be 
irregular, which can be either bulk materials or near-net shape materials. In general, much 
effort is still needed to develop a more effective integrated process planning and 
scheduling system to account for the above issues. Being part of the integrated system, 
the models and algorithms in the process planning and scheduling functions should be 
separately addressed.  
 At the National University of Singapore, an integrated approach for process 
planning and scheduling has been developed to effectively balance the machine 
utilization for the generated schedule (Zhang et al., 2003). In this study, the work will 
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focus on developing an effective integration approach to minimize the tardy jobs, as well 
as rescheduling jobs in response to the aforementioned unexpected disruptions.  
1.6 Research Objectives 
The general objective of this research is to develop an integrated process planning and 
scheduling system to obtain a satisfactory plans/schedule solution by exploring the 
solution space of the process planning and scheduling. With this developed system, the 
obtained solution can achieve satisfactory delivery performance for the generated 
schedule, while maintaining the total machining costs of the involved process plans at a 
low-level. This solution would help enterprises increase the production efficiency and 
profitability. Moreover, as the developed integration system is able to accommodate the 
disruptions occurring in the production, it is demonstrated to be more flexible and robust 
for the enterprises. The specific research objectives are:  
(1) To propose optimization algorithms for the process planning based on a realistic 
process planning model.   
(2) To propose an efficient scheduling algorithm for the flexible job shop scheduling 
with the objective of minimizing the total tardiness. 
(3) To develop an integrated process planning and scheduling approach to improve 
the tardiness of the generated schedule, while maintaining the lower machining 
cost for the involved jobs. 
(4) To model the rescheduling problems for the scenarios of the machine breakdown 
and rush order. 
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(5) To accommodate the investigated disruptions through the integrated process 
planning and scheduling approach in order to achieve a schedule with minimum 
number of tardy jobs and route deviation, while total machining cost is kept lower.  
(6) To provide a simultaneous multi-objective optimization algorithm to optimize two 
objectives in the respective process planning and scheduling functions in a 
concurrent manner.  
In this thesis, the scheduling function in the integrated system makes the following 
assumptions (Baker 1974):  
• Once an operation begins on a machine, it must not be interrupted; 
• An operation may not begin until its predecessors are completed; 
• Each machine can process only one operation at a time; 
• Each machine is continuously available for production. 
These assumptions are in line with those typically assumed in the literature in order to 
permit generalization of the experimental results. Furthermore, the integrated system is 
implemented in a batch-manufacturing of prismatic parts.  
1.7 Organization of the Thesis 
The remaining chapters of this thesis are organized as follows. 
 Chapter 2 models a process planning problem and proposes a particle swarm 
optimization (PSO) based algorithm to solve the modelled problem. In order to 
demonstrate its efficiency and effectiveness, a set of numerical experiments and a 
comparative study are performed.  
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 Chapter 3 formulates the flexible job shop scheduling problem and presents a 
PSO-based approach to generate a schedule with high quality. Experimental results are 
presented to validate its effectiveness, efficiency, and robustness through the comparison 
with several best investigated dispatching rules.  
 Chapter 4 gives an overview of the integrated process planning and scheduling 
system as well as the system architecture and system implementation.  
 Chapter 5 presents an approach to reduce the number of tardy jobs through the 
integrated system by incorporating two heuristic based algorithms in the integrator 
module. Its effectiveness is verified by an application example.  
 Chapter 6 models the jobs rescheduling problems for the disruptions of machine 
breakdown, machine arrival, and rush orders, which commonly occur in the shop floor 
production. Subsequently, a new approach based on the integration of process planning 
and scheduling is presented to accommodate these disruptions.  
 Chapter 7 proposes a PSO-based multi-objective algorithm to resolve the 
integrated problem by fully exploring the combined solution space of the process 
planning and scheduling. The results obtained by multi-objective optimization algorithm 
are compared with those obtained by the integrated process planning and scheduling 
approach.  
 Chapter 8 draws the conclusion by highlighting the contributions of the work and 
providing some recommendations for the future work.  
13 
 
CHAPTER 2                
A PSO-BASED OPTIMIZATION ALGORITHM FOR CAPP 
An effective process planning system involves the simultaneous determination of 
operation selection and operation sequence. The objective is to find a plan with optimized 
criteria, while satisfying the inherent constraints. This is a combinatorial optimization 
problem with substantially large solution space, which makes it highly difficult to find 
the best solution in a reasonable amount of time. Therefore, one of the critical issues 
addressed in this work is to model a realistic process planning problem and then design 
an effective optimization algorithm to find a high-quality plan.  
2.1 Background 
In process planning, a part is usually described with a set of features, having geometric 
forms with machining meanings, such as holes, slots, and bosses. Given a part and a set 
of manufacturing resources in the shop, an effective process planning (PP) system should 
be able to perform the following two tasks (Zhang et al. 1997):  
(1) Operation selection. It determines one or several operations required for 
machining each feature in the part. It also includes the selection of machine, tool, 
and set-up for each operation based on the geometry feature and the available 
resources.  
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(2) Operation sequencing. It involves determining the sequence for the involved 
operations required to machine the part such that the precedence relationships 
among these operations are satisfied.  
It is shown that the decision-making tasks in (1) and (2) are strongly related. For example, 
selecting a different machine/tool/set-up combination for the selected operation could 
influence the operation sequence due to the setup change cost between two adjacent 
operations. Moreover, both of these two decision-making tasks are NP-hard because of 
their large solution space formed by a number of operations, machines, tools, set-ups, and 
the inherent precedence constraints. In reality, in order to find a global optimal solution, 
these two decision-making tasks should be performed simultaneously. However, this also 
forms a much more complex solution space for the PP problem. Therefore, an effective 
and efficient algorithm is highly necessary to help find a satisfactory solution.  
2.2 Literature Review 
Over the last two decades, the area of CAPP has attracted many researchers from 
academic and industries. Many CAPP systems have been developed to assist human 
planners. Some comprehensive literature surveys can be found in (Alting and Zhang 1989, 
Cay and Chassapis 1997, Alam et al. 2003, Shen et al. 2006, Zhang and Xie 2007). 
However, most of the reported CAPP systems have performed the operations selection 
and sequencing tasks in a sequential manner (Rho et al. 1992, Chen and LeClair 1994, 
Hayes 1996, Gupta 1997, Lee et al. 2004), i.e., operations selection is followed by 
operation sequencing. Moreover, some work has modelled the PP problem as to 
determine the operation sequence (Irani et al. 1995, Bhaskara et al. 1999, Ding et al. 
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2005, Wang et al. 2006). With these models, although the problem complexity can be 
greatly reduced, the plans achieved in this way are far from the global optimum. In 
addition, some works have taken the feature as the basic element in the problem model 
(Chen and LeClair 1994, Gupta 1997, Ding et al. 2005, Wang et al. 2006).  This, 
however, will eliminate the possibility of one feature to be processed with more than one 
operation. As such, the obtained solution may not reach the users’ satisfaction.  
 Most of the process planning systems (Rho et al. 1992, Chen and LeClair 1994, 
Hayes 1996, Gupta 1997, Lee et al. 2004) have treated various decision-making activities 
in a sequential manner. The process planning problem defined by Rho et al. (1992) 
involves the tasks of tool selection and operation sequencing. It aims to assign a tool from 
a list of alternatives for each operation and manipulates the operation sequence in order to 
minimize the total number of tool changes and the number of required tools, as well as 
minimizing the tool travelling distance. To solve this problem, several movement 
algorithms based on a precedence matrix were developed in different phases. Although 
these methods are easily implemented, they can only be applied for small-sized problems. 
Moreover, the solution optimality cannot be guaranteed. Chen and LeClair (1994) 
presented an unsupervised learning method for generating a number of setups for a 
machined part and sequencing the identified features in each setup. Two steps are 
followed to find a satisfactory plan. The first step is to generate setups for the features 
according to their similarity. An unsupervised approach was then used to cluster the 
features with the same setups and tools. The second step is to use an optimization 
algorithm to determine the machining sequence of features in each setup and the 
sequence of all setups. Feature intersecting has been considered. However, two problems 
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still exist. Firstly, feature is taken as the basic element for sequencing. Secondly, the 
hierarchical approach may result in a sub-optimal solution. Hayes (1996) divided the PP 
problem into several sub-problems. The algorithms based on the branch-and-bound 
search technique are used to find the solution for each sub-problem. With these obtained 
solutions, an iterative approach consisting of generating, testing, and debugging steps is 
utilized to achieve the final solution. The rule-based associative knowledge was 
effectively incorporated in these phases. However, many interactions by the human 
beings have made the process plan generation tedious and time-consuming. In addition, 
the obtained plan is not guaranteed to be optimal. Gupta (1997) solved the PP problem by 
decomposing it into many different levels. Branch-and-bound techniques are used to 
solve the problem in each level. Lee et al. (2004) considered the operation selection and 
operations sequencing in process planning in order to minimize the total machining cost. 
The problem is represented as a tree-structured precedence graph. Based on this graph, 
the entire problem is decomposed into two sub-problems: operation selection and 
operation sequencing. A heuristic algorithm is developed to solve the two sub-problems 
iteratively until a satisfactory solution is achieved.   
 In other reported works (Irani et al. 1995, Bhaskara et al. 1999, Ding et al. 2005, 
Wang et al. 2006), the PP problem was modelled as to sequence the involved operations.  
The task in the works (Irani et al. 1995, Bhaskara et al. 1999) was to find a process plan 
with the lowest cost calculated with a relative cost matrix, where each entry represents 
the cost between two adjacent operations. The PP problem was modelled with the 
Hamitonian path. To search for an optimum plan satisfying the precedence constraints, a 
Latin multiplication method (Irani et al. 1995) and a genetic algorithm (Bhaskara et al. 
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1999) were developed, respectively. Good efficiency was reported to find the final 
solution. However, it is also observed that the fixed operation methods (machines, tools, 
and set-ups) were determined in advance for all the operations before performing 
operation sequencing. As such, the solution space of the process planning generated by 
the alternative resources cannot be fully explored. Ding et al. (2005) presented an 
optimization strategy for sequencing the features based on multiple objectives: minimum 
manufacturing cost, shortest manufacturing time, and best satisfaction of manufacturing 
sequence rules. A hybrid approach by incorporating a genetic algorithm, neural network 
and analytical hierarchical process was proposed to find the optimal solution. Wang et al. 
(2006) presented a feature-based reasoning approach to sequence generic machining 
process in a distributed process planning environment. The feature sequencing consists of 
two parts: multiple set-up sequencing and features sequencing in one set-up. A heuristic 
algorithm integrating five developed reasoning rules was used to find a process plan with 
multiple-setups.   
 The PP problem in the studies of (Zhang et al. 1997, Ma et al. 2003) for 
manufacturing prismatic parts was modelled by considering operation-method selection 
and sequencing simultaneously. Subsequently, two optimization methods based on 
genetic algorithm (GA) and simulated annealing (SA), respectively, were developed to 
solve the problem. Testing results showed that quality of the obtained process plans are 
superior to those obtained based on the traditional sequential approach. However, two 
problems still exist. Firstly, the machining features used were form features presented on 
the part model, which does not represent the actual materials to be removed. Secondly, it 
was found that setting the appropriate algorithms parameters, e.g., cross-over and 
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mutation rates in GA and annealing schedule in SA, is not an easy task. Therefore, the 
robustness of the optimization algorithms still needs further improvement. 
 The above review has shown that much research effort has been put on 
developing automated CAPP systems and certain success was also achieved. However, 
most of the existing systems cannot gain the acceptance by the industries. This could be 
attributed to the following observations. Firstly, the activities in the PP problem are not 
fully integrated. Secondly, since the PP problems are usually modelled as a combinatorial 
optimization problem with large solution space, the heuristic-based algorithms in some 
work may not produce a good quality of solution. In this way, some optimization 
algorithms like genetic algorithms have been proposed to find the solution by utilizing 
the capability of exploration search. With these approaches, the quality of the solutions 
has been greatly improved. However, they are also disadvantageous with the slow 
convergence and hard manipulation. Moreover, robustness of the proposed algorithms 
also needs further improvement. Thirdly, the current CAPP systems have defined a 
feature as a group of geometric entities that are meaningful to a particular machining 
process. Based on this definition, the materials to be removed are constructed from the 
final state of the feature, which has predetermined the shape of the stock. In practice, the 
shape of the stock may be irregular, which can be either bulk materials or near-net-shape 
materials. As such, a more realistic machining feature extraction model should be 
developed. In summary, in order to develop a CAPP system to obtain a satisfactory 
solution with high quality and also suit the practical use, a more robust and flexible 
process planning model and a more effective and efficient optimization algorithm should 
be developed.  
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 This chapter presents a particle swarm optimization (PSO) based approach to 
solve the PP problem. PSO, being one of evolutionary computation approaches, was 
firstly proposed by Kennedy and Eberhart (1995). The attractive features of PSO include 
inexpensive computation, individual improvement, and the ability of effective 
exploration and exploitation search. Moreover, incorporation of local search methods 
with PSO results in more robust and effective optimization approaches (Liu et al. 2007). 
It has been applied to solve a wide range of traditional optimization problems with 
promising results (Poli et al. 2007), including scheduling problem (Sha and Hsu 2006, 
Liu et al. 2007, Tasgetiren et al. 2007), travel salesman problem (Onwubolu and Clerc 
2004, Shi et al. 2007), vehicle routing problem (Chen et al. 2008), and electromagnetic 
problem (Robinson and Rahmat-Samii 2004).  
 The hurdles for implementing PSO in the PP problem lie on two aspects. One is 
the problem representation. Since the original PSO algorithm is mainly designed for the 
unconstraint continuous optimization problem; how to implement it in the PP problem, 
discrete in nature, is pretty important. Although some applications on permutation 
problem have been reported (Sha and Hsu 2006, Liu et al. 2007, Tasgetiren et al. 2007), 
the permutation in our problem, subject to precedence constraints as well as resource 
assignment for each position in the route, is quite different and also more complicated. 
On the other hand, previous work has shown that PSO may easily suffer from the local 
optimal solution. In order to prevent the solution trapped in the local optimum, local 
search needs to be incorporated with the PSO, which tries to find a solution of high 
quality by starting with an initial solution and then iteratively replacing the current 
solution with a better solution in its neighbour solutions. Such a local search method is a 
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good intensification in the proposed hybrid approach. Therefore, how to develop an 
effective local search approach is also a key to the quality of obtained solution.  
2.3 Problem Modelling 
2.3.1 Problem description 
The process planning problem can be generally described by the stock, part, and available 
machining resources (machines and tools). Based on the stock and part CAD models, the 
materials to be removed (called delta volume) can be obtained. A typical example 
(Ahmadi 2008) is shown in Figure 2.1 in which the stock is a pre-machined cylinder with 




(a) The stock model (b) The part model (c) The delta volume  
Figure 2.1 An example of the stock, part, and delta volume. 
 Based on the available machining resources, the delta volume can be further 
partitioned into a set of volumetric features (VFs), each of which can be removed by a set 
of operations (e.g., a cylinder can be removed by central drilling + drilling) along one or 
several tool approach directions (TADs). For the example in Figure 2.1, the VF extraction 
result is shown in Figure 2.2. Figure 2.2a shows all the 4 possible TADs with respect to 
the part model. TAD 4 is eliminated due to its redundancy. Among the remaining 3 
possible TADs, there are 6 possible sequenced routes. The sequence of TAD 1→TAD 
2→TAD 3 is selected here for illustration. The VFs extracted from these 3 TADs are 
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shown in Figure 2.2b, c, and d, respectively. It can be seen that every VF is converted 
into the volume formed by the trajectory of the cutter, which is called standard VF. These 





(a) The possible TADs to the part (b) Extracted VFs along TAD 1 
 
 
(c) Extracted VFs along TAD 2 (d) Extracted VFs along TAD 3 
Figure 2.2 Volumetric features extraction from different TADs 
 After VF extraction, the process planning problem can then be represented in a 
hierarchical structure as shown in Figure 2.3.  The stock and part models are placed in 
level-1 and the extracted VFs are placed in level-2. For each VF, the required operation 
types (OPTs) are determined based on the feature type and the technological 
requirements (tolerance and surface finish), which are placed at level-3.  For instance, to 
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boring” or “drilling + milling” can be selected. Therefore, each VF could lead to several 
sets of OPTs and each may have different number of OPTs. To make every OPT set for a 
VF have the same number of OPTs, the concept of dummy OPT is introduced, which 
incurs no machining cost and imposes no precedence relationships with other OPTs.  Up 
to this point, each VF corresponds to a number of OPT sets, each having the same 
number of OPTs. For each OPT, all the feasible operation methods (OPMs) are formed 
by the combination of specific machine (M), cutter (T), and tool approach direction 
(TAD), which are placed in level-4. Furthermore, the precedence relationship between 
different OPTs is also generated based on fixture constraints, datum dependence, and 
knowledge of good manufacturing practice.   
 Hence, the objective of process planning is to select a set of OPMs for each VF 
and place them into an ordered sequence such that the sequence satisfies the precedence 
constraints and the overall process plan has the minimum machining cost. Obviously, this 





   
 
 
Figure 2.3 The hierarchical representation of process plan 
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OPTj-m … 
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OPM-1 OPM-2 OPM-k 











OPTj-1 OPTj-2 … 
Set-1 Set-j 
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2.3.2 Objective function 
Typically, the criteria for process plan evaluation include minimum number of setups, 
shortest processing time, minimum machining cost, etc. From the economic point of view, 
the minimum machining cost is taken as the objective function in this study, which can be 
considered from the following five cost aspects.  








      (2.1) 
where n is the total number of OPTs and MCIi is the machine cost index for the 
machine used to perform OPTi, which is a constant for a particular machine.  








      (2.2) 
where TCIi is the tool cost index for the tool used to perform OPTi, which is a 
constant for a particular tool. 
(3) Machine change cost (MCC): a machine change cost is required when two 





















    (2.4) 
where MCCI
 
is the machine change cost index and Mi is the identity of the 
machine used to perform OPTi. 
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(4) Set-up change cost (SCC): a setup change cost is required when two adjacent 
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where SCCI
 
is the setup change cost index. 
 
(5) Tool change cost (TCC): a tool change cost is required when two adjacent OPTs 
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 where TCCI
 
is the tool change cost index. 
The above five cost items can be taken either individually or collectively as a cost 
compound based on the actual requirement and data availability of the job shop. In this 
study, all these five items are considered in the objective function, i.e., the total 
machining cost (TMC): 
TMC MC TC MCC SCC TCC= + + + +           (2.7) 
2.4 A PSO-based Optimization Algorithm 
Particle swarm optimization is a class of population-based optimization algorithm that 
imitates the social swarm behaviours. Members in the population interact with one 
another by learning from their own experience and gradually individuals move into better 
regions of the problem space (Kennedy and Eberhart 1995). To start, the population is 
initialised with a specified size N of particles, in which each particle represents a 
potential solution. The generated particle is represented in a D-dimensional solution 
space depending on the modelled problem solution. A particle i in iteration t has a 
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position vector and a velocity vector represented as { }1,..., ,...,t t t ti i id iDX x x x=  and 
{ }1,..., ,...,t t t ti i id iDV v v v= , respectively. A fitness function ( )tif X
 
is defined to determine 
the quality of the solution. At iteration t, if the fitness value of particle tiX  is larger than 
that of its personal best solution { }1,..., ,...,t t t ti i id iDP p p p= , tiP
 
will be updated with the 
current particle tiX . Similarly, at iteration t, if the quality of the particle 
t
iX  is better than 
that of global best solution { }1 ,..., ,...,t t t td DG g g g= for the whole population, this particle 
will be saved as tG . The algorithm continues its iterative process to update the position 
and velocity vectors of all particles according to the following equations until the 
predetermined stopping criteria is met:   
1
1 1 2 2( ) ( )t t t t t tid id id id d idv w v c r p x c r g x+ = × + × × − + × × −
  (2.8) 
1 1t t t
id id idx x v
+ +
= +
     (2.9) 
where w is called inertia weight, c1 and c2 are two constants called acceleration factors; r1 
and r2 are two random numbers in the range of 0.0 and 1.0. The above standard PSO 
algorithm fits well with the continuous optimization problem. Regarding the process 
planning problem, however, the solution representation and particle information update 
needs to be modified due to its discrete nature.  
2.4.1 Solution representation 
The first step to realize PSO is to map the process plan to an appropriate solution 
encoding scheme. The PP problem can be described as follows: a set of OPTs = 
{OPT1,…,OPTd, …,OPTn} are identified. OPTd can be processed by a set of operation 
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methods OPMd = {OPMd-1,…,OPMd-k,…,OPMd-ld}, where the size is ld. The precedence 
relationship between the OPTs is represented by an n×n precedence matrix (PM), where 
each entry represents the relationship between the corresponding OPTs in the row and 
column. For example, if OPTx in the row must be processed before OPTy in the column, 
entry (OPTx, OPTy) is set as 1; otherwise, it is 0. Thus, a PP problem is precisely 
rephrased as to determine the sequence of OPTs subject to the PM and choose an OPMd-k 
for each OPTd from its OPMd set. Based on this description, a structure of 2×n matrix to 
represent a PP solution (particle i) at iteration t is proposed as follow,  
11 12 1 1
21 22 2 2
, ,..., ,...,
, ,..., ,...,
t t t t
i i i d i nt
i t t t t
i i i d i n
x x x x
X




    (2.10) 
In this matrix, element 1
t
i dx  in row-1 represents the priority of the OPTd while element 
2
t
i dx  in row-2 is used to determine the index of selected OPMd-k from its OPMd set for 
OPTd. All of the values in the matrix are real values, which are in the range of xmin and 
xmax. 
 After the problem solution is encoded, solution decoding is of necessity to obtain 
a feasible process plan with the input of encoded position matrix, which also follows two 




in row-1. This is realized by an iterative construction with the help of PM. The second 
step is to determine the selected OPMd-k for OPTd according to the real value 2ti dx  in row-
2. The index value indexid, which shows the index of OPMd-k for OPTd in particle i, is 
calculated by the following:  
| |d dsize OPM=
      (2.11) 
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2 min max min( )* / ( )tid i d dindex x x size x x= − −
    (2.12) 
id idindex index=   
     (2.13) 
where sized is the size of OPMd set for OPTd. Since indexid is an integer, the obtained real 
value is rounded. The details of this feasible plan construction algorithm (FPCA) are as 
follows:  
Feasible Plan Construction Algorithm (Algorithm FPCA) 
Input:    a set of OPTs, particle position matrix tiX , precedence matrix PM 
Output: a feasible solution composed of a set of OPMs, where each OPM is assigned to one OPT 
and their precedence constraints are satisfied 
Notations: 
   
ψ :   set of schedulable OPTs 
    S :   set of scheduled OPTs 
  
• :  size of the set 
Begin 
    Initialize S = ∅ , ψ = ∅ ;  
    while | |! 0OPTs =  or | | ! 0ψ = do 
           for each dOPT OPTs∈
 
do 
                 if there is no predecessor for dOPT  according to the PM, then 
            \ dOPTs OPTs OPT= ;  
                         dOPTψ ψ= ∪ ; 
                 end-if 
           end-for 
          { 1arg min | }ti d ddOPT x OPT ψ= ∈ɶ ; 
           Assign the d kOPM −ɶ  for the dOPT ɶ  by decoding the value 2
t
i dx ɶ ; 
           Remove dOPT ɶ from the PM; 
           \ dOPTψ ψ= ɶ ; 
           dS S OPT= ∪ ɶ ; 
     end-while 
End 
2.4.2 Population initialization 
The initial values of the position and velocity in the matrix are randomly generated using 
the following: 
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0
1 min max min( )* ()i dx x x x rand= + −
    (2.14) 
[1, ]id dindex randInt size=
      (2.15) 
0
2 min max min( )* /i d id dx x x x index size= + −
   (2.16) 
0
min max min( )* () 1,2ijdv v v v rand j= + − ∀ =
   (2.17) 
where rand() is a function to generate a random number in the range of [0,1]; randInt[x, y] 
is a function to randomly generate an integer number in the range of x and y; the velocity 
value v is initialized in the range of vmin and vmax.  
 It is worth mentioning that with the increase of iteration, the position values for 
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Meanwhile, to guarantee the search in the area of the meaningful solution space, the 
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    (2.19) 
2.4.3 Fitness function 
The fitness function ( )tif X is used to evaluate the quality of the particle. The larger the 
fitness value is, the better the quality of the solution represents. As a consequence, the 
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fitness function is defined as −TMC, which has been formulated in Section 2.2.  However, 
the input position matrix tiX  cannot be directly used to obtain the fitness value. What is 
required is a feasible process plan with the appropriate permutation for OPT and OPM 
assignment. To this end, the FPCA will be employed to transform the position matrix to a 
feasible process plan. 
2.4.4 The search algorithms 
To avoid the PSO trapped in a local optimum, local search is incorporated in the PSO 
algorithm to improve the quality of solution. It works under the way of starting to search 
from a solution and iteratively replacing the current solution with a better one in its 
neighbourhood solutions. The solution in the neighbourhood is usually a slight 
permutation of the current solution.  Such a local search is performed on the global best 
solution Gt obtained in each generation. If the best solution found by the local search is 
better than Gt, Gt will be replaced and evolved into the next generation of the PSO search. 
Usually, two strategies, best-improving strategy and first-improving strategy, are 
performed in the neighbourhood search. The best-improving strategy investigates all the 
neighbours and replaces the current solution with the best found solution while the first-
improving strategy replaces the current solution in case a solution outperforms the current 
solution. Here, the first-improving strategy is applied in the local search, since it is 
observed in practice that similar result is obtained but more computation time was 
required with the best-improving strategy (Glover and Kochenberger 2003).  
                                                                                Chapter 2 A PSO-based optimization algorithm for CAPP 
 30
 Since local search is performed on a position matrix, variation operators on 
different rows are separately developed. With respect to permutation for the first row, 
two operators are employed to generate a new neighbourhood solution.  
• Shift operator: Two locations are firstly randomly chosen. Subsequently, the value 
of the latter location is taken out and then inserted before the former location. 
This method is called shift(X), where X is the position matrix.  
• Swap operator: Two locations are randomly selected and their values exchanged. 
This method is called swap(X). 
Regarding the neighbourhood on the OPM selection, two variation methods are also 
proposed and performed on the second row of the position matrix.  
• The first method is to randomly choose a location for updating. After the location 
belonging to OPTd is selected, a new OPMd-k is randomly chosen from its OPMd 
set. With the new OPM, a new encoded position value is calculated and replaces 
the original one. Such a method is called changeOneOPMByRandom(X).  
• The second method not only updates OPMd-k for the identified OPTd, but also 
updates the OPM for the other OPTs with its closest OPM mapping to OPMd-k, 
which is denoted as changeOPMByMapping(X). After an OPMd-k is identified for 
OPTd, the mapping for each remaining OPT is performed by the following steps: 
(1)   Select the OPM that is the same as OPMd-k for updating.  If any, stop.    
(2)  Select the OPM sharing the same machine and setup as OPMd-k for 
updating. If any, stop. 
(3)  Select the OPM sharing the same machine and tool as OPMd-k for updating. 
If any, stop.  
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(4)   Select the OPM sharing the same machine as OPMd-k for updating. If any, 
stop. 
(5)  If none of the above exists, the position value for the processed OPT will 
not be updated.  
Additionally, in order to control the selection of neighbourhood variation methods, a 
variable mutation rate pt, inspired by self-adaptive mutation in the genetic algorithm 

















     (2.20) 
where the learning rate λ is suggested to be 0.2. This adaptive control ensures a balance 
between global exploration and local exploitation, which also results in increased 
population diversity.  
Based on the above description, two local search algorithms with slightly different 
selection strategies, LSI and LSII, have been developed. In LSI, only the neighbourhood 
solution that is better than the current one is selected for the next iteration. In LSII, 
however, the Boltzmann selection strategy is used, i.e., whether the neighbourhood 
solution is selected depends on a probability based on its fitness value. The higher the 
fitness value is, the higher the probability the solution will be selected. In other words, 
the selection strategy in LSII allows a solution, worse than the current one, go to the next 
iteration. It is expected that such a selection strategy could help explore the search in a 
much larger solution space, thus preventing the search trapped in a local minimum. These 
two algorithms are presented as follows.  
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Local Search Algorithm I (Algorithm LSI) 
Input: global best solution Gt, mutation rate pt 
Output: global best solution Gt 
Procedure: 
     Initialize the rejectMove = 0, maxIterative = n*(n-1);   
     while rejectMove <maxIterative do 
         if  rand() > 0.5 then 
              if rand()<pt then 
                      temp-plan = shift(Gt); 
              else 
                      temp-plan = swap(Gt); 
              end-if 
        else 
              if rand()<pt then 
                      temp-plan = changeOPMByMapping(Gt); 
              else 
                      temp-plan = changeOneOPMByRandom (Gt); 
              end-if 
        end-if 
        if  f(temp-plan)>f(Gt) then 
          Gt = temp-plan; 
          rejectMove = 0; 
    else 
          rejectMove= rejectMove+1; 
    end-if 
     end-while 
 
 
Local Search Algorithm II (Algorithm LSII) 
Input: global best solution Gt, temperature control kB, mutation rate pt 
Output: global best solution Gt 
Procedure: 
     Initialize the rejectMove = 0, maxIterative = n*(n-1), current-plan = Gt; 
     while rejectMove <maxIterative do 
         if rand() > 0.5 then 
               if rand()<pt then 
                      temp-plan = shift (current-plan); 
               else 
                      temp-plan = swap(current-plan); 
               end-if 
         else 
              if rand()<pt then 
                      temp-plan = changeOPMByMapping(current-plan); 
              else 
                      temp-plan = changeOneOPMByRandom(current-plan); 
              end-if 
         end-if 
         if min(1, Math.exp(f(temp-plan)-f(current-plan))/ kB)>rand() then 
         if f(temp-plan)> f(Gt) then 
               Set Gt = temp-plan and rejectMove = 0; 
         end-if 
         current-plan = temp-plan; 
    else 
         rejectMove= rejectMove+1; 
    end-if 
     end-while 
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2.4.5 PSO parameter settings 
In the PSO, three parameters, i.e., inertial weight w and acceleration factors c1 and c2 
need to be determined. Based on Eq. (2.8), a larger w will increase the velocity of particle, 
thus leading to the particle search in a large portion of solution space whereas a smaller w, 
having the particle affected more by its personal best and global best, will limit the 
particle search in a smaller region of solution space and thus converging to its own 
optimal solution. To balance exploration and exploitation search, w can be linearly 
decreased with the increasing number of iteration as, 
max max min max( ) * /w w w w t t= − −
     (2.21) 
where t is the iteration number, tmax is the maximum number of iterations and w is in the 
range of wmin and wmax. On the other hand, c1 and c2 are factors used to determine the 
degree to which the particle is attracted by its personal best and global best solution, 
which also controls the speed of convergence. According to Robinson and Rahmat-Samii 
(2004), both c1 and c2 are set as 2.0.  
 The setting of other parameters (xmin, xmax, vmin, vmax, wmin, wmax, p0, tmax) is based 
on a simple experimental approach. A default set of values are firstly assigned to these 
parameters. Then, we pick one set of parameters from (xmin, xmax), (vmin, vmax), (wmin, wmax), 
p0, tmax, and generate a number of variations. While keeping the other sets of parameters 
unchanged, the PSO-LSII is applied to a testing PP problem, each time with a different 
variation of this set of parameters. The variation with the best performance is selected for 
this set of parameters. Although this approach is simple, the final setting of parameters is 
still far from conclusive, since only a limited number of variations for a set of parameters 
can be tested. 
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2.4.6 PSO based algorithm for process planning problem 
Incorporating the above mentioned techniques, the general procedure of the PSO 
algorithm for solving the process planning problem can be summarized as follows:  
A PSO-based algorithm for PP problem (Algorithm PSO-LSI/LSII) 
Input:  A set of plans 
Output: A plan with minimum total machining cost 
Begin 
(1) Initialize parameters and the population; 
 1a.   Initialize the parameters: xmin,xmax,vmin, vmax,wmin,wmax, c1,c2, N, p0,tmax, t=1; 
 1b. Initialize N particles with 0iX  and 
0
iV  using Eqs. (2.14) - (2.17) to form a population;  
 1c. Obtain the personal best solution 0iP  for each particle and the global best solution 0G  by 
calculating and comparing  0( )if X  using FPCA; 
(2) Update and evolve the population iteratively;  
 2a. If t is larger than tmax, go to (3);    
 2b. Update the inertial weight with Eq. (2.21);  
 2c. Update velocity tiV  and position 
t
iX  with Eqs. (2.8)-(2.9) and (2.18)-(2.19); 
 2d. Evaluate the new particles ( )tif X
 
in the population with FPCA; 
 2e. Update tiP  for each particle and tG ; 
 2f. Update pt with Eq. (2.20);  
 2g. Invoke local search algorithm LSI or LSII with the input of tG ; 
   2h. t = t+1; 
(3) Output the best found solution tG . 
End 
2.5 Numerical Experiment and Comparisons 
To study the performance of the developed PSO algorithm, 32 prismatic parts were 
retrieved from a part library, as shown in Figure 2.4. For each part (except part32 from 
Figure 2.2), the stock used was a rectangular block with the same major dimensions as 
the part, and the volumetric features, together with their corresponding OPT sets, possible 
OPMs, and precedence relationships among the OPTs were generated using a separately 
developed feature extraction algorithm (Ahmadi 2008). The production is assumed to be 
carried out in the simulated job shop environment with 5 machines and 16 tools, as 
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shown in the Table 2.1. Each machine and tool is attached with an attribute of the cost 
index. The simulation was conducted on a PC with a 2.8GHz processor and 512 MB 
RAM. Due to the stochastic nature of the PSO algorithm, the experiment result for each 
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Figure 2.4 The parts used in the numerical experiments 
 
  
                                                                                Chapter 2 A PSO-based optimization algorithm for CAPP 
 36
Table 2.1 Available machines and tools 
M/C Type MCI Tools Type(diameter) TCI Tools Type(diameter) TCI 
M1 V_Milling 20 T1 End_mill (10) 3 T9 Drill (14) 6 
M2 V_CNC 50 T2 End_mill (20) 4 T10 Drill (20) 7 
M3 Drilling 40 T3 End_mill (30) 5 T11 Drill (30) 8 
M4 H_Milling 25 T4 End_mill (40) 6 T12 Drill (50) 8 
M5 H_CNC 55 T5 Side_mill (50) 7 T13 Drill (70) 8 
   T6 Drill (6) 3 T14 Centre_Drill (2) 2 
   T7 Drill (8) 3 T15 Angle_Cutter_45 4 
   T8 Drill (10) 4 T16 T_Slot_Cutter(20) 5 
 
 Based on some preliminary experiments, the following parameters are applied in 
the developed algorithm. The values of MCCI, SCCI and TCCI are set as 200, 60, and 30, 
respectively. The position value is in the range of [0, 4] while the velocity value is in the 
range of [-4, 4]. The minimum and maximum weight value is set as 0.4 and 0.9 
respectively. The population size is 30. The predetermined stopping criterion is 500 
iterations.   p0 is set as 0.6 for both PSO-LSI and PSO-LSII.  In PSO-LSII, kB is set as 0.8. 
2.5.1 Process planning case study 
The PSO-LSII is firstly used to generate the process plan for instance Part32 (the 
extracted VFs are shown in Figure 2.2). The PP problem information for each VF (OPTs, 
possible machines, tools, and TADs for each OPT, and the predecessors of each OPT) is 
given in Table 2.2. It is assumed that a step or a slot can be produced by a single milling 
operation, while each hole requires a centre-drilling and a drilling operation. The result 
shows that the minimum cost of 720 has been achieved by 25 out of 30 trials. One of the 
optimal plans is presented in Table 2.3, which includes a set of ordered OPTs, each 
specified with machine, tool and TAD. In the optimal solution, no machine change occurs 
since it will induce extra cost. There are totally 3 set-ups (along “+x”, “-x”, and “-z”, 
respectively) and 2 set-up changes. This can be confirmed to be correct as it is intuitively 
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found that at least 3 set-ups are required. Furthermore, the solution shows that the 
algorithm tried to arrange the OPMs with the same cutter to be carried out one after the 
other, in order to minimize the number of tool changes (e.g., OPT7, OPT11, and OPT9). 
The optimization process can be seen from Figure 2.5 in which the minimum, average, 
and maximum fitness values corresponding to each generation are presented. On the 
other hand, the average time taken to complete a trial is 43.1s.  
Table 2.2  The PP problem information of Part32 
VFs OPTs Ms Ts TADs Predecessors 
VF1 OPT1 M1,M2,M4,M5 T1,T2,T3,T4,T5 +x, -z  
VF2 OPT2 M1,M2,M4,M5 T1,T2,T3,T4,T5 -x, -z  
VF3 OPT3 M1,M2 T1,T3 -z OPT7, OPT13 
VF4 OPT4 M1,M2 T1,T3 -z OPT7, OPT15 
VF5 OPT5 M1,M2 T1,T3 -z OPT3, OPT7, OPT15 
VF6 OPT6 M1,M2 T1,T3 -z OPT4, OPT7, OPT13 
VF7 OPT7 M1,M2,M3,M4,M5 T14 +z, -z  
OPT8 M1,M2,M3,M4,M5 T11 +z, -z OPT7 
VF8 OPT9 M1,M2,M3,M4,M5 T14 +z, -z OPT1, OPT18 
 OPT10 M1,M2,M3,M4,M5 T6 +z, -z OPT9 
VF9 OPT11 M1,M2,M3,M4,M5 T14 +z, -z OPT2, OPT17 
 OPT12 M1,M2,M3,M4,M5 T6 +z, -z OPT11 
VF10 OPT13 M1,M2,M3,M4,M5 T14 +x, -x OPT1, OPT2 
 OPT14 M1,M2,M3,M4,M5 T9 +x, -x OPT13 
VF11 OPT15 M1,M2,M3,M4,M5 T14 +x, -x OPT1, OPT2 
 OPT16 M1,M2,M3,M4,M5 T9 +x, -x OPT15 
VF12 OPT17 M1,M2,M4,M5 T1,T2,T3,T4,T5 -x, +z  
VF13 OPT18 M1,M2,M4,M5 T1,T2,T3,T4,T5 +x, +z  
 
Table 2.3 An optimal solution to the Part32 
No. OPTs OPMs No. OPTs OPMs 
1 OPT18 (M1, T1, +x) 10 OPT11 (M1, T14, -z) 
2 OPT1 (M1, T1, +x) 11 OPT9 (M1, T14, -z) 
3 OPT2 (M1, T1, -x) 12 OPT10 (M1, T6, -z) 
4 OPT17 (M1, T1, -x) 13 OPT12 (M1, T6, -z) 
5 OPT13 (M1, T14, -x) 14 OPT8 (M1, T11, -z) 
6 OPT15 (M1, T14, -x) 15 OPT3 (M1, T1, -z) 
7 OPT14 (M1, T9, -x) 16 OPT4 (M1, T1, -z) 
8 OPT16 (M1, T9, -x) 17 OPT5 (M1, T1, -z) 
9 OPT7 (M1, T14, -z) 18 OPT6 (M1, T1, -z) 
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Figure 2.5 The min, average and max fitness values with respect to each iteration 
2.5.2 Comparison between PSO-LSII and an exact search algorithm 
To further verify the capability of PSO-LSII, its performance on a set of testing cases is 
also compared with that obtained with an exact solution search algorithm (ESSA). The 
ESSA is able to obtain the global optimal solution by enumerating all the feasible 
solutions. Usually, for a relative complex process planning problem, it is impossible to 
enumerate all the solutions in a reasonable amount of time. Thus, in the testing runs, for 
any part with relatively large number of OPTs, its solution space is reduced by removing 
some costly and redundant machines and tools from the alternative OPMs without 
affecting the best solution. The solutions obtained by the PSO-LSII and ESSA are 
compared using two relative measures: minimum cost deviation ∆min and average cost 
deviation ∆avg, which are calculated as follows:  
[( ) / ] 100%min min best bestC C C∆ = − ×
    (2.22) 
[( ) / ] 100%avg avg best bestC C C∆ = − ×
    (2.23) 
where Cbest is the minimum cost achieved by ESSA and  Cmin by PSO-LSII; Cavg is the 
average cost of the 30 solutions obtained using PSO-LSII. Overall, ten instances were 
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tested. Table 2.4 summarizes the comparison results in which the number of the optimal 
solutions achieved by the PSO-LSII out of 30 trials (NOB), the CPU time for ESSA and 
the average CPU time for PSO-LSII are also shown. It can be seen that the PSO-LSII 
achieved the best solutions for all instances, and average (∆avg) = 0.45% suggests that all 
the solutions by the PSO-LSII are very close to the best solution for each case. Moreover, 
average (NOB) = 26.7/30 demonstrates the high probability to obtain optimal solution for 
each trial by the PSO-LSII. In terms of efficiency, the CPU time to obtain a solution by 
the PSO-LSII is significantly lower than that of the ESSA. 
Table 2.4 Performance comparison between PSO-LSII and ESSA 
Part 
ESSA  PSO-LSII 
Cbest T(s)  NOB ∆min ∆avg T(s) 
Part01 204 271.55  25 0 0.08% 1.21 
Part02 332 706.00  30 0 0 1.33 
Part03 204 2472.64  30 0 0 1.25 
Part04 236 3274.44  26 0 0.45% 1.42 
Part05 384 1581.48  30 0 0 1.33 
Part08 497 2722.56  25 0 0.92% 5.54 
Part11 230 3905.90  20 0 1.10% 4.92 
Part16 473 7818.52  28 0 0.37% 5.24 
Part18 426 8803.15  25 0 1.33% 4.51 
Part20 408 9641.17  28 0 0.24% 4.73 
Average    26.7  0.45%  
2.5.3 PSO-LSI vs. PSO-LSII vs. PSO vs. SA 
The impact of incorporating the local search is also studied by comparing the 
performances by PSO-LSI, PSO-LSII, and the standard PSO. All the 32 instances were 
tried by these 3 algorithms (30 replications for each instance) and the results are listed in 
Table 2.5, in which Cmin for each instance represents the minimum cost among all the 
optimal solutions achieved by the above 3 methods and the simulated annealing (SA) 
based algorithm (Ma et al. 2000). Compared to the standard PSO, the results obtained by 
PSO-LSI and PSO-LSII are much better in terms of ∆min and ∆avg. This demonstrates that 
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the inclusion of the local search could prevent the solution trapped in the local minimum 
thus improving the quality of solution substantially. On the other hand, for the standard 
PSO, the lower CPU time (with relative larger number of OPTs) suggests that it 
converges too fast to cause solutions trapped in the local optimum in most of the 
instances. Between the PSO-LSII and PSO-LSI, it is observed that both are able to 
achieve best known solutions for small and medium sized problem while PSO-LSII 
performs slightly better for large sized problem. However, less CPU time is taken to 
reach the final solution for PSO-LSI.  
 In our earlier work (Ma et al. 2000), a SA-based algorithm has been applied to 
solve the PP problem. The 32 instances were also tried by the SA algorithm and the 
results are shown in Table 2.5 as well. It can be seen that SA achieved the best known 
solution for 29 out of 32 instances, which is slightly poorer than PSO-LSII. Additionally, 
it is observed that ∆avg of PSO-LSII is 7.01%, which is lower than 8.52% achieved by SA. 
This indicates that PSO-LSII can achieve solutions with more consistent quality thus 
relatively more robust. On the other hand, the average CPU times to achieve a solution 
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Table 2.5 Performance comparison between PSO-LSII , PSO-LSI, PSO, and SA 
Part Cmin 
PSO-LSII  PSO-LSI  PSO  SA 
∆min ∆avg T(s)  ∆min ∆avg T(s)  ∆min ∆avg T(s) 
 ∆min ∆avg 
T(s) 
Part01 204 0 0.08% 1.65  0 0.21% 0.86  0 69.51% 2.69  0 4.06% 1.36 
Part02 332 0 0 1.48  0 4.77% 1.08  8.13% 37.86% 2.87  0 2.56% 1.39 
Part03 204 0 0 1.01  0 0 0.97  0 54.67% 2.9  0 1.97% 1.03 
Part04 236 0 25.11% 1.25  0 1.16% 1.18  0 72.81% 3.18  0 14.15% 1.48 
Part05 384 0 0 1.11  0 0.52% 1.03  0 38.56% 2.86  0 2.20% 1.25 
Part06 260 0 0.00 2.84  0 0.38% 1.31  23.08% 81.57% 2.92  0 1.93% 1.20 
Part07 255 0 0.39% 2.55  0 5.31% 1.58  23.53% 97.13% 3.37  0 5.54% 1.43 
Part08 497 0 18.53% 3.70  0 4.37% 1.82  12.07% 34.85% 3.39  0 7.03% 1.29 
Part09 361 0 0 3.49  0 2.20% 1.99  24.65% 78.61% 3.65  0 6.70% 1.48 
Part10 324 0 1.31% 3.28  0 4.17% 1.94  27.47% 82.76% 3.91  0 3.76% 1.54 
Part11 230 0 0.00 4.27  0 9.06% 2.66  63.91% 131.42% 4.9  0 5.15% 1.90 
Part12 344 0 7.99% 3.65  0 6.83% 2.10  50.87% 94.24% 3.91  0 23.25% 1.49 
Part13 387 0 8.62% 5.01  0 7.79% 2.36  0 49.56% 3.99  0 8.75% 1.43 
Part14 284 0 0.28% 5.21  0 5.69% 3.12  0 84.86% 4.68  0 21.83% 1.71 
Part15 273 0 4.81% 5.39  0 8.95% 3.10  65.93% 145.41% 4.67  0 10.01% 1.74 
Part16 473 0 1.97% 8.03  0 8.81% 4.84  46.27% 93.07% 5.53  0 28.95% 8.74 
Part17 467 0 13.43% 7.42  0 10.49% 3.73  12.85% 76.62% 4.69  0 10.08% 5.98 
Part18 426 0 2.59% 13.08  0 7.62% 6.41  58.69% 111.31% 6.23  0 10.56% 9.35 
Part19 490 0 16.84% 9.75  0 2.54% 5.08  12.24% 76.08% 5.1  0 12.54% 7.63 
Part20 408 0 5.88% 5.41  0 4.17% 2.92  0 60.58% 4.05  0 1.51% 5.81 
Part21 497 0 14.51% 7.27  0 9.07% 4.17  34.21% 103.55% 3.05  0 4.49% 7.05 
Part22 903 0 15.21% 10.68  1.66% 16.64% 6.42  14.51% 46.09% 5.72  0 4.61% 9.37 
Part23 546 0 17.29% 9.27  4.76% 14.55% 6.57  21.25% 63.45% 5.99  0 2.62% 9.58 
Part24 939 0 12.51% 13.00  5.32% 8.18% 6.86  11.08% 36.82% 5.94  0 6.79% 9.62 
Part25 660 1.05% 3.30% 17.82  0 9.82% 9.24  21.21% 90.20% 7.44  0 4.32% 13.24 
Part26 809 0 13.41% 11.66  3.71% 21.35% 9.40  11.12% 75.15% 6.63  3.71% 9.11% 11.23 
Part27 744 0 3.15% 15.22  0 16.98% 10.36  78.63% 103.98% 6.79  0 9.31% 10.64 
Part28 744 0 11.67% 17.56  3.36% 18.53% 11.90  55.78% 94.88% 7.36  0.40% 8.75% 12.12 
Part29 699 0 12.54% 14.78  0 17.38% 10.61  79.69% 123.37% 7.19  0 9.51% 11.34 
Part30 934 0 3.28% 21.17  3.21% 15.21% 18.64  48.39% 101.67% 8.58  0.43% 8.70% 13.25 
Part31 1479 0 4.56% 40.31  0.68% 6.44% 34.42  44.69% 67.83% 9.47  0 10.37% 12.90 
Part32 720 0 4.89% 43.1  0 18.56% 35.26  62.36% 106.08% 3.92  0 11.79% 12.93 
Avg.  0.03% 7.01% 9.73  0.71% 8.37% 6.68  28.51% 80.76% 4.92  0.14% 8.52% 6.02 
2.6 Summary 
In this chapter, the PSO technique has been applied to solve the process planning (PP) 
problem. Firstly, the PP problem is modelled based on volumetric features, which are 
extracted from the delta volume (difference between the stock and part). This effectively 
removes the limitation on the shape of raw material and gives a precise description of the 
material to be removed. Secondly, the PSO has been adopted to develop efficient and 
robust search algorithms for finding good quality solutions for the PP problem. The 
developed PSO algorithm is characterized by the following two features:  
(1) A novel solution representation is proposed by encoding the PP problem in a 
continuous position value, including the priority of OPT for permutation and 
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OPM assignment on each OPT. An algorithm is subsequently developed to 
decode this continuous solution representation into a feasible discrete solution for 
fitness evaluation. This manner has overcome the obstacle of implementing the 
PSO algorithm with continuous characteristic in a discrete problem solution 
domain.  
(2) The local search strategy is incorporated and interweaved with PSO to evolve the 
swarm on the global best solution obtained in each generation, which would 
prevent the premature convergence and solution trapped in the local optimum.  
The developed algorithms were tested on a set of examples. The results showed the PSO-
LSII algorithm is capable of obtaining the global best solution in an efficient way for 
most of the tested cases. On the other hand, a comparison between the PSO-LSII 
algorithm and the SA-based algorithm indicated that the former outperforms the latter in 
terms of solution quality and robustness.  
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CHAPTER 3                
A PSO ALGORITHM TO MINIMIZE THE TOTAL 
TARDINESS FOR FELIXIBLE JOB SHOP SCHEDULING 
Like the process planning function, scheduling function is also an indispensable step in 
the overall manufacturing system. In practice, the scheduling system should be flexible 
enough to maximize the production efficiency. It can be realized by allowing one 
operation to be processed with alternative machines, which is known as the flexible job 
shop scheduling problem (FJSP). The objective is to assign one machine for each 
operation and to sequence these operations such that the total tardiness is minimized. This 
is also a combinatorial problem with large solution space, making it difficult to find a 
satisfactory solution with exact search method. To account for it, this chapter presents an 
algorithm by integrating a tabu search in the PSO algorithm to handle this intractable 
problem. Various techniques to enable an effective tabu search are investigated.  
3.1 Problem Statement 
3.1.1 Problem formulation 
Without loss of generality, the job shop scheduling problem in this chapter makes the 
following typical assumptions (Baker 1974):  
(1) Once an operation begins on a machine, it must not be interrupted.  
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(2) An operation may not begin until its predecessors are complete.  
(3) Each machine can process only one operation at a time.  
(4) Each machine is continuously available for production.  
Incorporating the above assumptions, the FJSP can be described: a set of jobs J = {J1, 
J2,…,Ji,…,Jn} is dispatched on a set of machines M = {M1, M2,…,Mk,…,Mm} in the 
production. Job Ji consists of a set of sequentially performed operations
{ }
iilijiii OOOOO ⋯⋯ ,,, 21= , where the size is li, each allowed to be processed with a 
machine Mijk out of a set of machines aijM ( MM aij ⊆ ), whose processing time is PTijk. It 
is noted that the problem is with full flexibility, if aijM M= . Otherwise, the problem is 
with partial flexibility. The objective is to find a feasible schedule such that the total 
tardiness Tar is minimized. Let STijk and ETijk respectively be the starting time and ending 
time of the operation Oij, and ri, di, and Ci be release time, due date, and completion time 
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3.1.2 Disjunctive graph model 
The disjunctive graph model is a useful tool to represent and analyze the JSSP, which is 
introduced by Balas (1969) to minimize the makespan. Here, this model is extended to 
represent the FJSP for the purpose of minimizing the total tardiness. The first step is to 
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identify one machine for each operation such that an operation Oij is cleared to be 
processed on a machine with processing time PTij. As such, the FJSP becomes the JSSP, 
which can be then modelled as a disjunctive graph G= (V, E), where V is the set of nodes 







representing all operations O={O1,…, Oi, …, On}, a source node Q, n job ending nodes 
(T1-Tn), and a sink node T. With these nodes, an arc set A and an edge set E are formed. 
The arc set A is defined as a collection of directed conjunctive arcs, each linking two 
nodes with a directional line and imposing with a weight. It consists of four kinds of arcs. 
Firstly, arc (Oij, Oij+1) is used to connect two adjacent operations in a job Ji and takes the 
processing time PTij as its weight. Secondly, arc (Q, Oi0) between the Q and the first 
operation of Ji takes the release time ri as its weight. Thirdly, arc (
iilO , Ti) between the 
last operation of Ji and Ti is imposed with a weight
iilPT . Finally, no weight is imposed on 
arc (Ti, T). For the edge set E, each element Ek is related to a set of prescribed operations 
on machine Mk. It is defined as a collection of oppositely directed disjunctive arcs formed 
by these prescribed operations. The weight of arc (Oij, Oi’j’) can be either PTij or PTi’j’, 
depending on its orientation. By sequencing these operations for Ek, a unique directed 
selection σk is formed. The union of each selection σk forms a complete selection σ for all 
machines. Thus, when a schedule is generated, a directed graph Ds= (V, A ∪ σ) will be 
constructed. The generated schedule is feasible only if Ds is acyclic, indicating that no 
directed cycle exists in the graph. Figure 3.1 illustrates an example of disjunctive graph 
model for a schedule containing 4 jobs and 4 machines, where a solid line represents a 
conjunctive arc in A and a dash line represents a disjunctive arc in E. Figure 3.2 shows 
this schedule in terms of Gantt chart.  












Figure 3.2 Gantt chart for a schedule with 4 jobs and 4 machines  
 In the formed disjunctive graph Ds, given two arbitrary nodes p and q, the longest 
path from p to q is denoted as l(p,q), if it exists. In this way, the longest path l(Q,Ti)  can 
be used to represent the completion time of Ji. To minimize the tardiness of Ji, l(Q,Ti) 
should be decreased. To calculate it, several important concepts are first introduced. 
Given a sub-graph G’ between a starting node X and an ending node Y, head time hp of a 
node p (p∈G’) is defined as the longest path from X to p, which is computed by,  
hp= l(X,p) = max(hPJ(p)+PTPJ(p), hPM(p)+PTPM(p))   (3.5) 
where PJ(p) and PM(p) respectively represent the job predecessor and the machine 
predecessor for node p, if any. Analogously, tail time tp of node p is defined as the 
longest path from p to Y, which is given by, 
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where SJ(p) and SM(p) respectively represent the job successor and the machine 
successor for node p, if any. In G’, if a node p satisfies hp+PTp+tp=hY +tY or hp+PTp+tp 
=hX +tX, it is called a critical operation. A sequence of these critical operations forms a 
critical path, whose length is the longest from X to Y. According to this, in Ds, critical 
operations can be identified for each Ji, thus forming its critical path. As illustrated, 
Figure 3.1 links the critical operations with bold lines and forms J2‘s critical path. These 
critical operations are highlighted in Figure 3.2. To avoid the increase on the completion 
time of J2, they cannot be delayed. 
3.2 Related Works 
Mminimizing the job tardiness has long been a research issue in production scheduling. 
Over the last two decades or so, a number of attempts have been made to reduce job 
tardiness by developing effective scheduling strategies, including heuristics and 
optimization search methods. Vepsalainen and Morton (1987) developed an apparent 
tardiness cost (ATC) heuristic for scheduling a unit capacity machine by minimizing the 
sum of weighted tardiness as a performance measure. Anderson and Nyirenda (1990) 
employed several rules using dynamic operation due dates based on the remaining 
allowance times to minimize tardiness in a job shop. Schutten and Leussink (1996) 
proposed a branch-and-bound algorithm to minimize the maximum lateness of any job. 
James (1997) used tabu search to solve the common due date early/tardy machine 
scheduling problem. Chen and Lin (1999) presented a multi-factor priority rule to reduce 
total tardiness cost in manufacturing cell scheduling, which combines job processing time, 
job routing, job due date, and job-dependent tardiness cost for the scheduling in a 
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manufacturing cell. Eom et al. (2002) suggested a three-phase heuristic to minimize the 
sum of the weighed tardiness. Recently, Chiang and Fu (2007) stated that the dispatching 
rules following the principle of ‘making shortest processing time earlier’, ‘making 
earliest due date earlier’ and ‘making longest remaining processing time earlier’ could 
obtain a lower tardy rate. From the above review, it is shown that approaches to improve 
tardiness mainly include dispatching rules and mathematical programming techniques. 
For dispatching rules, they have been widely applied in industrials, due to easy 
implementation and low computation. One limitation of this approach is that the 
efficiency to process the jobs may not be good with these myopic dispatching rules. For 
the branch and bound technique, although it is able to generate a good quality schedule, 
much computational resources will be consumed. In addition, it is limited to the small 
sized problems. Meanwhile, it is noted that both of these two approaches are not specific 
to the FJSP, which requires more investigation.  
 In the literature, the reported approaches to handle the FJSP can be generally 
divided into two categories: hierarchical approach and simultaneous approach. The 
hierarchical approach is based on the idea of decomposing the original scheduling 
problem into two-phase problems. It first performs the resource allocation task for each 
operation and then performs the sequencing task for the assigned operations. One 
advantage of this approach is that the problem complexity has been reduced by separately 
handling these two tasks. However, it also brings a problem that the obtained solution 
may not reach the global optimum, which would leave certain room for further 
improvement. A typical example of this approach is reported by Brandimarte (1993) and 
Scrich et al. (2004). The simultaneous approach is based on the idea of concurrently 
                           Chapter 3 A PSO algorithm to minimize the total tardiness for flexible job shop scheduling 
 49
performing the routing and sequencing tasks. This is rather a promising approach since it 
is designed towards achieving the optimal solutions in a true manner. However, with such 
a vast solution space, particularly in some large-sized problems, computational demands 
for finding a solution are highly severe. As such, several optimization approaches based 
on artificial intelligence (AI) technique have been proposed due to its capability to solve 
the complex optimization problems. Yang (2001) presented a genetic algorithm (GA) 
based discrete dynamic programming approach for generating static schedules in a 
flexible manufacturing system. Kacem et al. (2002) proposed a localization approach to 
solve the resource allocation problem and developed a controlled genetic algorithm to 
optimize the multi-objective FJSP. Gao et al. (2008) investigated a hybrid genetic 
algorithm, where the variable neighbourhood descent algorithm is used to improve 
individuals of genetic algorithm. Moon et al. (2008) developed a mixed integer 
programming for small-sized problems and a GA to resolve a relatively large-sized FJSP. 
Ho and Tay (2008) used an evolutionary algorithm approach coupled with a guided local 
search to resolve the multi-objective FJSP. Within the class of AI based approaches, 
some attempts have been made to resolve the FJSP with tabu search (TS) algorithms 
(Hurink et al. 1994, Dauzere-Pres and Paulli 1997, Chambers and Barnes 1996, 
Mastrolilli and Gambardella 2000), where the results obtained by Mastrolilli and 
Gambardella (2000) appears to give the best performance in terms of quality and 
efficiency. From the above review, it is shown that most of the work has focused on 
optimizing the schedules with the objectives of minimizing makespan and balancing 
machine workload. In practice, meeting the due date of customer orders is also crucially 
important to a manufacturing enterprise, thereby deserving to put more efforts. Moreover, 
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it is also observed that some reported approaches may be flawed with slow convergence. 
To this end, we propose a particle swam optimization based algorithm, which can fully 
utilize its fast convergence capability. In order to further improve the solution quality, the 
proposed algorithm integrates with a local search algorithm. Through this integration, it 
not only performs the exploration search by PSO but makes use of the exploitation search 
by the local search algorithm. Moreover, the proposed algorithm also follows the 
simultaneous manner that is able to concurrently determine the machine allocation and 
operations sequence. 
3.3 The PSO-based Algorithm for FJSP 
As introduced in Section 2.4, the standard PSO algorithm fits well with the continuous 
optimization problem. Regarding the discrete FJSP, the solution representation and 
particle information update should be specifically designed. 
 In this chapter, to effectively resolve the FJSP, an integrated algorithm is 
proposed by incorporating a local search in the PSO. More precisely, at each generation 
of the PSO algorithm, the local search performs on the particle with the best fitness in the 
population. Afterwards, the improved solution obtained by the local search continues to 
evolve in the PSO, thus facilitating the movement of participated particles towards some 
promising areas in the fitness space. Figure 3.3 illustrates the general structure of the 
integrated algorithm. Among these components, solution representation, which is related 
to the schedule encoding and decoding, and local search algorithm are the key to the 
success of algorithm implementation and will be emphasized in the following sections. 
 













Figure 3.3 The flowchart of the integrated PSO algorithm 
3.3.1 Solution representation 
A proper solution representation forms the basis to implement the PSO algorithm, where 
each particle represents a potential solution. In the FJSP, there are a set of jobs J = {J1, 
J2,…,Ji,…,Jn} and a set of machines M = {M1, M2,…,Mk,…,Mm}. Each job Ji consists of 
a sequence of li operations, each attached with an index d consecutively in (yi-1 +1, … , yi-





=∑ is the total number of operations of the first i jobs (J1-Ji) and y0=0. 
When all n jobs are involved, it forms a set of operations O = {O1,…, Od,…OD}, whose 
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=∑ . In this way, each operation Oij in job Ji corresponds to an operation Od 
in O. Based on this, an encoded particle used to generate a feasible schedule should be 
capable of performing two simultaneous tasks, i.e., routing and sequencing. For the 
routing task, each operation Od can be enabled to re-select one machine Md from its 
alternative machines adM . Regarding the sequencing task, the sequence of the involved 
operations can be determined such that the job precedence and machine capacity 
constraints are satisfied. To satisfy this, a structure of 2×D matrix to represent a feasible 
schedule (particle e) at iteration t is proposed as follows,  
11 12 1 1
21 22 2 2
, ,..., ,...,( )
, ,..., ,...,
t t t t
e e e d e D
e
t t t t
e e e d e D
x x x x
x t





    (3.7)
 
In the matrix, an element 2te dx  in row-2 represents the index of selected machine for Od 
used to determine its assigned machine, while an element 1te dx  in row-1 represents the 
priority of Od used to determine its sequence in a schedule. The position values in the 
matrix are all real numbers in the range of xmin and xmax. To better understand its structure, 
Table 3.1 gives an example. The second row lists the sequentially performed operations 
for all jobs. The third and fourth rows, respectively, present the position values for the 
operation priority and encoded selected machine index, each corresponding to an 
operation index d in the first row.  
Table 3.1  A solution representation for a schedule with 4 jobs and 4 machines  
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
O11 O12 O13 O14 O21 O22 O23 O24 O31 O32 O33 O34 O41 O42 O43 O44 
3.6 1.3 2.2 1.8 0.4 3.3 3.9 2.8 1.7 0.8 1.9 1.6 1.5 1.4 1.7 0.9 
0.4 0 2.0 0.8 0 1.6 0.8 2 0.4 2.4 3.2 1.6 1.2 3.6 0 0.4 
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3.3.2 Solution decoding and transformation 
Due to the continuous nature characterized by the encoded position matrix, it does not 
represent a permutation based schedule. A solution decoding algorithm therefore should 
be used to form a feasible schedule, which follows two steps. The first step is to 
determine the selected machine Md for Od using its corresponding position value 2te dx in 
row-2, which can be decoded by,  
| |ad dsize M=        (3.8) 
2 min max min( ) / ( )ted e d dindex x x size x x= − × −    (3.9) 
ed edindex index=         
(3.10) 
where sized is the size of the alternative machines adM . Since indexed is an integer, the 
obtained real number will be rounded. Followed by the machine assignment, the second 
step is to form a schedule as in the JSSP. It can be generally produced by scheduling the 
operations as compactly as possible. However, the schedule generated in such a way is 
semi-active, where no operation can be moved to the left in the case of preserving the 
operation sequence on any machine. This however can be further improved by shifting 
the operation to the left without delaying any of the other operations. Such a schedule is 
called an active schedule. Note that an optimal solution should be at least an active 
schedule (Baker 1974). Hence, with an input position matrix, an active schedule is 
realized by allocating an operation to the earliest allowable slot in the prescribed machine. 
On the basis of these discussions, a feasible schedule generation algorithm (FSGA) is 
developed as follows:   
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Feasible schedule generation algorithm (Algorithm FSGA) 
Input:   a particle position matrix ( )ex t

, a set of operations O 
Output:  a feasible active schedule 
Notations:  
        
ψ :   a set of schedulable operations 
      S :   a set of scheduled operations 
       
• :  the cardinality of the set 
Begin  
1      Assign the machine Md for each operation Od in O according to Eqs. (3.8)-(3.10);  
2      Initialize S = ∅ , ψ = ∅ ;    
3      while | | ! 0O =  or | | ! 0ψ = do 
4           for each dO O∈
 
do 
5                 if the predecessors of dO has been processed, then 
6             \ dO O O= ;  
7             dOψ ψ= ∪ ; 
8                 end-if 
9            end-for 








11         min\ Oψ ψ= ; 
12          Assign Omin to the earliest allowable slot on its corresponding machine Mmin;   
13         minS S O= ∪ ; 
14     end-while 
End 
 
 As noted in Figure 3.3, the input to the local search is a permutation-based 
schedule. To satisfy this requirement, a particle position with the best fitness needs to be 
transformed into a permutation-based schedule before performing the local search. Such a 
transformation can be realized by the FSGA. On the other hand, the output of the local 
search in terms of a permutation based schedule should also be transformed into a 
position matrix if it continues to evolve in the PSO. To realize it, an algorithm to 
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Algorithm to transform a schedule to a position matrix (Algorithm S-P) 
Input:   a set of operations O, a schedule S, an input position matrix ex

 





       
ψ :  a set of schedulable operations 
     S :  a set of scheduled operations 
     H:  a very large positive number 
Begin 
1     Initialize S = ∅ , ψ = ∅ ; 
2     while | | ! 0O =  or | | ! 0ψ = do 
3           for each dO O∈
 
do 
4                 if the predecessors of dO has been processed, then 
5             \ dO O O= ; 
6                         dOψ ψ= ∪ ; 
7                 end-if 
8           end-for 
9           Get an operation Omin, whose starting time is the earliest amongψ ; 
10        1min{ |1 }e dx d Dβ = < < ; 
11         1
[1, ]













x β= ; 




x = 2 *e dx ; 
15         min\ Oψ ψ= ; 
16         
minS S O= ∪ ; 
17     end-while 
End 
3.3.3 Initialization and fitness function 
The initial values of position and velocity in a matrix are randomly generated using the 
following: 
0
1 min max min( ) * ()e dx x x x rand= + −     (3.11) 
[1, ]ed dindex randInt size=       (3.12) 
0
2 min max min( ) * /e d ed dx x x x index size= + −    (3.13) 
0
min max min( )* () 1,2ezdv v v v rand z= + − ∀ =    (3.14) 
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where rand is a function to generate a random number in the range of [0,1]; randInt[α, β] 
is a function to randomly generate a integer number in the range of α and β; the velocity 
value v is initialized in the range of vmin and vmax. Similar to the PSO algorithm in Chapter 
3, the position and velocity values for some particles should be confined in the specified 
range. When the values exceed the boundaries, they are reset with the closest boundary.  
 To evaluate the quality of the particle, the fitness function ( ( ))ef x t

 is defined as -
1*Tar. The larger the fitness value, the better the quality of a particle will be. However, 
the input position matrix ( )ex t

 cannot be directly used to obtain the fitness value. What is 
required is a permutation-based schedule. To this end, the algorithm FSGA will be 
employed to transform a position matrix into a feasible schedule. 
3.3.4 Local search 
In order to prevent the solution obtained by the PSO trapped in the local optimum, a tabu 
search (TS) algorithm is proposed, which is a good intensification to progressively 
improve the quality of a solution through a series of local modifications. It is performed 
on the best solution at each iteration. After its execution, if the best solution found by TS 
is better than the global best solution of PSO, the global best solution will be updated 
with this best solution.  
 Tabu search (Glover 1989) has proven to be able to find promising solutions in 
tackling many difficult combinatorial problems, especially for the scheduling problem. 
Starting from an initial solution, it investigates all the neighbourhood solutions, each 
transformed by a move on the current solution with a slight permutation. As such, one 
move is corresponding to a neighbourhood solution. Among these neighbourhoods, the 
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move leading to the best solution is called the best move. This solution is then taken as 
the initial solution of the next iteration. The iterative process continues until a predefined 
stopping criterion is met. As the process continues, the cycling, however, may occur, 
which would turn the search back to the solutions visited in the previous iterations. To 
avoid it, a tabu list is used to store the exploited moves. Analogue to a queue, when a 
new move is added into the tabu list, the oldest one is removed. Among the investigated 
neighbourhoods, a move being the same as any one in the tabu list is called a tabu move. 
Typically, the best move is chosen from the non-tabu moves.  
 In our tabu search, in order to evaluate the schedule S, an objective function f’(S) 
is defined as to minimize the total tardiness. When selecting the best move, there may be 
some attractive tabu moves, whose tardiness are smaller than that of any move in the 
non-tabu moves. In order to perform such moves, an aspiration level is defined by 
allowing the moves with smaller tardiness but in the tabu list. Meanwhile, the successful 
implementation of the tabu search also highly depends on the richness of formed 
neighbourhoods and the structure of tabu list, which will be described in the following 
sections.  
3.3.4.1 Neighbourhood solutions 
As previously mentioned, to minimize the total tardiness of a schedule, the completion 
time of each tardy job Ji, i.e., the longest path l(Q, Ti) from Q to Ti in the disjunctive 
graph, should be reduced. Based on this, the neighbourhoods are obtained by only 
performing the perturbation on the critical operations belonging to each tardy job. 
Otherwise, the longest path l(Q, Ti) in the solution graph of current schedule still exists in 
that of new schedule, indicating that the completion time of Ji in the new schedule should 
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be at least equal to l(Q, Ti). Specifically, two steps are followed to form the 
neighbourhoods of the current schedule.  
 Firstly, an applicable operation (AO) set with the potential to improve the 
tardiness is identified. Here, an important concept, operation waiting time (OpWT), is 
firstly introduced. The OpWT corresponds to the time period of one operation waiting to 
be processed by the machine assigned, which is busy during that time period and is 
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   (3.15) 
Supposing an operation of a tardy job has a non-zero waiting time to a machine, by 
selecting another machine that is idle at that moment will possibly remove this waiting 
time, thus reducing the tardiness of the tardy job. Thus, the AO set includes the critical 
operations with non-zero OpWT, placed on the critical path of each tardy job. Meanwhile, 
it is also noted that some critical operations with zero OpWT may choose the machine 
with longer processing time from its alternative machine list. These operations can be 
replaced with a new machine, whose processing time is shorter than that of the current 
one. In this way, the completion time of related job can be reduced, thus reducing its 
tardiness. Hence, AO set also includes the critical operations with zero OpWT, which can 
be processed with an alternative machine in a shorter time. It is worth mentioning that an 
operation can only be added to the AO set once, although it may belong to several critical 
paths in a schedule.  
 Secondly, the neighbourhood solutions are formed by performing all feasible 
moves on the operations in the AO set. A feasible move is realized by taking an operation 
out of its current machine and then inserting it to an appropriate location of the new 
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machine such that the generated schedule is still feasible. Figure 3.4 shows a move 
imposed on a schedule from the solution graph point of view. As shown in Figure 3.4 a, 
operation u, together with operations b and c, is assumed to be processed on the M1. 
Operations p and q are processed on the M2. Now, operation u will be moved from M1 to 
M2 through two steps. The first step is to delete the operation u from M1, which is 
performed by removing the arcs b-u and u-c and forming a new arc b-c, as shown in 
Figure 3.4b. The second step is to insert the operation u to M2, which is performed by 
removing arc p-q and adding two new arcs p-u and u-q. Now, the issue arises on how to 
ensure the feasibility of this move such that no cycle is yielded in the solution graph of 





(a) the graph before u is moved        (b) the graph after u is moved 
Figure 3.4 Two partial graphs before and after u is moved from M1 to M2  
 Here, to make a move (i.e., to move operation u from the current machine to a 
target machine Mk) feasible, the move described in Mastrolilli and Gambardella (2000) is 
used. Firstly, the head time and tail time of each node are calculated based on the path 
from Q to T. Secondly, based on the operations scheduled on the target machine Mk, 
denoted as Op(k), two sets are defined: Rk = {x∈Op(k)|hx+PTx>hPJ(u)+PTPJ(u)} and Lk = 







SJ(u) PJ(u) SJ(u) 
Arc in M1 
Arc in M2 
Job arc 
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after all operations in the set Lk\Rk and before all operations in the set Rk\Lk. Note that 
these moves can also be performed on the same machine.  
3.3.4.2 Tabu List 
The purpose of tabu list Ω is to prevent the cycling of search process through recording a 
set of elements. Each element can be a solution or an attribute of a solution visited. Since 
the solution in our problem is a schedule, composed of sequentially performed operations 
on a set of machines, its storage and comparison will largely increase the computational 
load. The attribute of a solution is thus considered. Here, the feasible move imposed on a 
schedule is taken as the attribute. Thus, an element in the tabu list will involve an 
operation Od to be moved and its current used machine Md, which is denoted as µ(d, Md), 
where d is the index of Od in the O.  Let iter be the iteration when an element is added to 
the tabu list and λ the length of the tabu list, a move sharing the same attribute with any 
one in the tabu list is called a tabu move, when the current iteration is less than iter+λ. It 
is worth mentioning that size λ of tabu list has an important impact on the effectiveness 
of tabu search. Neither can it be too long to forbid many attractive moves, nor can it be 
too short to avoid the cycling. Taillard et al. (1994) suggested a strategy to change the 
size of tabu list after a few iterations. Inspired by this and based on some preliminary 
experiments, the size in our tabu search associated with each move µ is dynamically 
changed by:  
( ) / 2 | |adn m Mλ = + +      (3.16)
 
                           Chapter 3 A PSO algorithm to minimize the total tardiness for flexible job shop scheduling 
 61
3.3.5 An integrated PSO algorithm for the FJSP 
Incorporating the tabu search in the PSO, an integrated algorithm called PSO-TS is 
proposed as follows:  
A PSO-based algorithm for FJSP (Algorithm PSO-TS) 
Input:  A set of jobs 
Output: A schedule with minimum total tardiness 
Begin 
(1) Initialize parameters and a population: 
 1a. Initialize the parameters: xmin,xmax,vmin, vmax,wmin,wmax, c1,c2, N, tmax, and t=1; 




of N particles using Eqs. (3.11)-(3.14) to form a population; 
 1c. Obtain the personal best solution (0)ep

 for each particle e and the global best solution 
(0)g  by calculating and comparing  ( (0))ef x

 using FSGA; 
(2) Update and evolve the population iteratively; 
 2a. If t is larger than tmax, go to (3); 
 2b. Update the inertial weight by linearly decreasing with the t; 
 2c. Update velocity ( )ev t

 and position ( )ex t

with Eqs. (3.8)-(3.9); 
 2d. Evaluate the new particles ( ( ))ef x t

 
in the population with FSGA; 
 2e. Update ( )ep t
 for each particle e and ( )g t ; 
 2f. Obtain the best solution ( )bp t

and transform it to a schedule Sb with FSGA; 
 2g. Perform the local search on Sb.  
  i.   Initialize iter = 0, maxIter = n, current solution S = Sb, and the best solution S* = Sb;   
        ii.  Set iter = iter +1; 
        iii. Find all the applicable moves for S and form its neighbourhoods N(S); 
        iv. Find a schedule S’ ( ' ( )S N S⊆ ) generated by the best move µ* and set S = S’; Record 
µ* in the tabu list Ω; If f’(S’) < f’(S*), then set S*=S’ and iter = 0; 
  v.  If iter ≤ maxIter, then go to (ii); otherwise go to (2h); 
   2h. Transform S* to a position *p with S-P algorithm; 
 2i.  If f( *p )>f( ( )g t ), set ( )g t = *p ; 
 2j.  Set t = t+1 and go to (2a);  
(3) Output the best found solution ( )g t . 
End 
3.4 Computational Results 
To show the effectiveness of the proposed PSO-TS algorithm, a set of numerical 
experiments are performed based on two cases, which are retrieved from the work of 
Kacem et al. (2002). Table 3.2 presents the data set for case (8×8) with partial flexibility, 
composed of 8 jobs and 8 machines. These operations can only be processed by parts of 
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the machines. In this table, the data marked with an asterisk means that the operation in 
the second column cannot be processed by the corresponding machine in the first row. 
Table 3.3 presents the data set for case (10×10) with full flexibility, where each operation 
can be processed by all the available machines. Since these two cases were initially 
designed for the purpose of minimizing the makespan, due date information for the 
involved jobs was not provided. In this study, the due date of each job, however, needs to 
be specified. Thus, a TWK-method (Baker 1984), where the due date is proportional to 




i i ij i
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=
= + ∀ ∈∑
    
(3.17) 
where K is the tightness factor of the due date and ijPT  is the average processing time of 
an operation Oij among its alternative machine list. Generally, the larger the value of K is, 
the less the tightness of a job. Since due date is an integer, the obtained real number will 
be rounded. 
Table 3.2 Data set for the (8×8) case with partial flexibility: * represents the operation in 
the second column not processed by the corresponding machine in the first row 
Js O M1 M2 M3 M4 M5 M6 M7 M8 
J1 
O11 5 3 5 3 3 * 10 9 
O12 10 * 5 8 3 9 9 6 
O13 * 10 * 5 6 2 4 5 
J2 
O21 5 7 3 9 8 * 9 * 
O22 * 8 5 2 6 7 10 9 
O23 * 10 * 5 6 4 1 7 
O24 10 8 9 6 4 7 * * 
J3 
O31 10 * * 7 6 5 2 4 
O32 * 10 6 4 8 9 10 * 
O33 1 4 5 6 * 10 * 7 
J4 
O41 3 1 6 5 9 7 8 4 
O42 12 11 7 8 10 5 6 9 
O43 4 6 2 10 3 9 5 7 
J5 
O51 3 6 7 8 9 * 10 * 
O52 10 * 7 4 9 8 6 * 
O53 * 9 8 7 4 2 7 * 
O54 11 9 * 6 7 5 3 6 
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J6 
O61 6 7 1 4 6 9 * 10 
O62 11 * 9 9 9 7 6 4 
O63 10 5 9 10 11 * 10 * 
J7 
O71 5 4 2 6 7 * 10 * 
O72 * 9 * 9 11 9 10 5 
O73 * 8 9 3 8 6 * 10 
J8 
O81 2 8 5 9 * 4 * 10 
O82 7 4 7 8 9 * 10 * 
O83 9 9 * 8 5 6 7 1 
O84 9 * 3 7 1 5 8 * 
 
Table 3.3 Data set for the (10x10) case with full flexibility  
Js O M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 
J1 
O11 1 4 6 9 3 5 2 8 9 5 
O12 4 1 1 3 4 8 10 4 11 4 
O13 3 2 5 1 5 6 9 5 10 3 
J2 
O21 2 10 4 5 9 8 4 15 8 4 
O22 4 8 7 1 9 6 1 10 7 1 
O23 6 11 2 7 5 3 5 14 9 2 
J3 
O31 8 5 8 9 4 3 5 3 8 1 
O32 9 3 6 1 2 6 4 1 7 2 
O33 7 1 8 5 4 9 1 2 3 4 
J4 
O41 5 10 6 4 9 5 1 7 1 6 
O42 4 2 3 8 7 4 6 9 8 4 
O43 7 3 12 1 6 5 8 3 5 2 
J5 
O51 7 10 4 5 6 3 5 15 2 6 
O52 5 6 3 9 8 2 8 6 1 7 
O53 6 1 4 1 10 4 3 11 13 9 
J6 
O61 8 9 10 8 4 2 7 8 3 10 
O62 7 3 12 5 4 3 6 9 2 15 
O63 4 7 3 6 3 4 1 5 1 11 
J7 
O71 1 7 8 3 4 9 4 13 10 7 
O72 3 8 1 2 3 6 11 2 13 3 
O73 5 4 2 1 2 1 8 14 5 7 
J8 
O81 5 7 11 3 2 9 8 5 12 8 
O82 8 3 10 7 5 13 4 6 8 4 
O83 6 2 13 5 4 3 5 7 9 5 
J9 
O91 3 9 1 3 8 1 6 7 5 4 
O92 4 6 2 5 7 3 1 9 6 7 
O93 8 5 4 8 6 1 2 3 10 12 
J10 
O101 4 3 1 6 7 1 2 6 20 6 
O102 3 1 8 1 9 4 1 4 17 15 
O103 9 2 4 2 3 5 2 4 10 23 
 
 In this section, the proposed approach is compared with some dispatching rules, 
which have been investigated to provide a good performance for minimizing the total 
tardiness, including EDD (Berman 1998), MOD, MDD (Baker and Kanet 1983, Jeong 
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and Kim 1998), CR (Abu-Suleiman et al. 2005), CR+SPT, and S/RPT+SPT (Anderson 
and Nyirenda 1990). When using the dispatching rule for generating a schedule, in case a 
machine becomes free, the available job with the highest priority is selected for 
processing. Thus, at the point of the dispatching decision, the priority for the queued 
operations in each machine needs to be calculated. Basically, different dispatching rules 
are equipped with different priority calculation methods. Table 3.4 summarizes their 
priority calculation equations for the above six dispatching rules. The lower the obtained 
value is, the higher the priority of an operation. To implement the dispatching rule in the 
context of the FJSP, a non-delay schedule generation procedure is developed by 
considering all possible starting and ending time of each schedulable operation on the 
respective alternative machines. Meanwhile, when calculating the remaining processing 
time of an operation for some rules (e.g., MOD), the average processing time of the 
unprocessed operations is used. 
Table 3.4 The equation of priority calculation for a list of dispatching rules, where di is 
the due date of job Ji, dmij is the time to dispatch operation Oij, PTij is the processing time 
of Oij, Rij is the remaining processing time (including PTij) of Oij, and c is a control 
parameter 
Dispatching rules Priority calculation 
EDD di 
MOD max{di– c*(Rij- PTij), dmij+ PTij} 
MDD max{di, dmij+ Rij} 
CR (di-dmij)/Rij 
CR+SPT max{(di-dmij)*PTij/Rij, PTij} 
S/RPT+SPT max{(di -dmij-Rij)*PTij/Rij, PTij} 
 
 Based on some preliminary experiments, the following parameters were applied 
in the developed algorithm. The position value was in the range of [0, 4] while the 
velocity value was in the range of [-4, 4]. The weight value w was linearly decreased with 
the increasing number of iteration in the range of [0.9, 0.4]. Both c1 and c2 were 
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suggested as 2.0. The population size was 30. The predetermined stopping criterion was 
30 iterations. It is worth mentioning that the procedure will exit if the solution with zero 
tardiness is found. The control parameter c in the MOD was set as 1. The proposed 
algorithm was implemented with JAVA. The simulation was conducted on a PC with a 
2.8GHz processor and 512 MB RAM. Due to the non-deterministic nature of the 
proposed algorithm, the experimental result of each instance was statistically obtained 
with 10 replications.  
 In order to compare the PSO-TS with the six investigated dispatching rules, a set 
of experiments were performed on a set of instances, which were generated from the two 
cases with different tightness factors. Tables 3.5 and 3.6 present the results for the cases 
(8×8) and (10×10), respectively. These two tables include the tardiness values obtained 
by the six dispatching rules, where Tdis is the lowest. They also provide the minimum 
tardiness Tmin, the average tardiness Tavg, and the total time Time(s) obtained by PSO-TS. 
To compare the solutions obtained by the PSO-TS with the best solution by the 
dispatching rules, a relative measure is used as: 
min min[( ) / ] 100%dis disT T T∆ = − ×    (3.18) 
It is worth mentioning that ∆min will be set as 100% if the tardiness of the schedule is 
completely eliminated (i.e., Tmin=0). 
 Tables 3.5 and 3.6 show that among the investigated dispatching rules, 
S/RPT+SPT generally gave the best performance. This suggests that the combination of 
different dispatching rules can take the advantage of the respective dispatching rule, thus 
yielding a better solution. Nevertheless, the quality of solution obtained by the PSO-TS 
significantly outperformed the best one obtained by the dispatching rules with the 
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average value of 75.9%, as shown in Table 3.5. Also presented here are the results for the 
case (10x10) in Table 3.6, where the quality of the solution was improved by 69%. This 
implies that much better solutions have been achieved by the PSO-TS in both cases. It 
could be attributed to the fact that PSO-TS makes the best of the effective exploration and 
exploitation search to find a feasible solution on the large solution space. It was also 
observed that the improvement of the solution quality with the PSO-TS was accompanied 
with an increase of time to find the final solution. This is generally expected since the 
exploratory search needs a certain amount of computational resource, thus taking more 
time. However, this computational time is sufficiently small and in an affordable amount. 
From the viewpoint of optimization, the above phenomenon also validates the “no free 
lunch” theorem that any elevated performance over one class of problems is offset by the 
performance over another class (Wolpert and Macready 1997). In addition, the Tavg was 
also observed to be highly close to the Tmin for both cases. This indicates that the 
proposed approach is robust enough to find an optimal or near-optimal solution for the 
different sized cases. With respect to the impact of the tightness factor K, it was evident 
that the total tardiness decreased with the increase of K in each case, since the larger 
value of K usually means less tightness in a job. Moreover, it was observed that the value 
of ∆min decreased with the smaller of tightness factor K. This demonstrates that the 
performance of dispatching rule turns to be better when the schedule is tighter. Finally, 
with PSO-TS, two optimal schedules in terms of Gantt chart for both cases (K=0.3) are 
presented in Figure 3.5 and Figure 3.6, respectively.  
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Table 3.5 The results for the (8×8) case with different tightness factors   




+ SPT Tdis Tmin Tavg Time(s) ∆min 
0.05 198 131 134 163 131 131 131 79 79 13.14 39.7% 
0.1 191 120 123 170 120 120 120 68 68.6 13.67 43.3% 
0.2 168 103 106 144 103 103 103 51 51.3 12.6 50.5% 
0.3 155 84 87 130 84 84 84 32 32.6 13.05 61.9% 
0.4 138 66 69 119 66 66 66 17 17.3 13.22 73.2% 
0.5 106 47 50 112 47 47 47 5 5.5 11.56 89.4% 
0.6 83 33 36 89 33 33 33 0 0 2.03 100% 
0.7 74 21 21 64 21 18 18 0 0 0.87 100% 
0.8 56 10 16 76 12 7 7 0 0 0.6 100% 
0.9 36 3 4 43 1 0 0 0 0 0.37 100% 
Avg.           75.9% 
 
Table 3.6 The results for the (10×10) case with different tightness factors  




+ SPT Tdis Tmin Tavg Time(s) ∆min 
0.06 162 68 81 149 68 68 68 39 39.8 40.5 42.6% 
0.08 200 67 80 148 67 67 67 38 38.8 36.82 43.3% 
0.1 158 59 72 146 59 59 59 30 30.5 38.46 49.2% 
0.2 93 44 57 117 44 44 44 15 16.4 39.59 65.9% 
0.3 103 28 42 101 28 28 28 3 3.7 30.25 89.3% 
0.4 124 20 25 91 20 15 15 0 0 3.61 100% 
0.5 67 11 20 74 11 11 11 0 0 1.67 100% 
0.6 66 32 16 67 6 4 4 0 0 2.47 100% 
0.7 64 0 7 6 1 0 0 0 0 1.11 100% 
Avg.           69% 
 
 
Figure 3.5 The optimal schedule by the PSO-TS for the (8×8) case (K = 0.3) 
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Figure 3.6 The optimal schedule by the PSO-TS for the (10×10) case (K = 0.3)  
3.5 Summary 
This chapter has presented an integrated approach by incorporating a local search 
algorithm in the PSO to minimize the total tardiness in the FJSP. Through this integration, 
PSO provides diversified initial solutions for the local search while the local search 
algorithm performs an exploitation search to improve the quality of the solution, which 
can further affect the particle search behavior. This integrated algorithm, taking the 
advantage of the difference between these two algorithms, proves to be an effective one. 
It is characterized with two unique features. First, using a feasible schedule generation 
algorithm, a novel solution representation enables the integrated algorithm to 
simultaneously determine the machine assignment and the operations sequence. This 
approach has overcome the obstacle of implementing the PSO algorithm with continuous 
characteristic in a discrete problem domain. Second, a tabu search algorithm is proposed 
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to perform the exploitation search so as to avoid the solution trapped in the local 
optimum. In the algorithm, effective neighbourhoods are defined and a variable length of 
tabu list is used to prevent the search re-cycling. The performance of the proposed 
algorithm is verified by the cases with both partial and full flexibility. The computational 
results show that it owns the capability to obtain a good quality of solution in a 
reasonable amount of computation time and demonstrates the robustness in numerical 
experiments tested.  
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CHAPTER 4             
AN INTEGRATED PROCESS PLANNING AND 
SCHEDULING SYSTEM 
In a manufacturing system, process planning and scheduling are two of the most 
important tasks, which have been addressed in the previous two chapters, respectively. 
Although these two functions are highly related, most of the traditional manufacturing 
system has performed these two functions separately. This separation, however, can 
result in many problems due to unsatisfactory delivery performance or the dynamic 
change in the production shop floor. Therefore, in order to improve the productivity and 
responsiveness of manufacturing system, the process planning and scheduling should be 
integrated together. Since both process planning and scheduling are NP-hard 
combinatorial optimization problems, the combined solution space will make it difficult 
to find a good solution. Moreover, the objectives in the process planning and scheduling 
are generally in conflict with each other, which are both important to a manufacturing 
enterprise. In practice, in order to find a satisfactory trade-off plans/schedule solution in 
such a large solution space, an effective integrated manufacturing system should be 
developed.  
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4.1 Related Works 
Over the last two decades, much attention has been focused on developing methods for 
solving the integrated process planning and scheduling problem. Generally, these 
reported integration approaches can be divided into three categories: just-in-time based 
approach, agent based approach, and alternative process plan based approach.   
 The first integration approach dynamically generates process plans based on the 
just-in-time (JIT) information of the shop status in the production. These generated 
process plans are expected to be executed immediately with little modification. Typical 
examples of this approach include the closed-loop process planning (Khoshnevis and 
Chen 1990, Kempenaers et al. 1996, Mamalis et al. 1996) and the distributed process 
planning (Zhang and Mullur 1994, Balasubramanian and Norrie 1996, Chan et al. 2001, 
Wang and Shen 2003, Shao et al. 2009). The strength of this approach is that the 
generated process plans are guaranteed to be feasible through dynamic feedback from the 
shop floor production.  However, with this kind of approach, a balanced schedule for a 
set of jobs that arrive at different time points is difficult to achieve. Furthermore, this 
approach also requires high capacity and capability from both hardware and software in 
order to obtain more complete and accurate information. Moreover, to better implement 
this approach, the process planning and scheduling departments may also need to be 
restructured.   
 The second integration approach is an agent-based approach, which has been 
recently proposed to solve the integration problem through negotiation, coordination, and 
cooperation among the involved agents (Gu et al. 1997, McDonnell et al. 1999, Chan et 
al. 2001, Denkena et al. 2002, Shen et al. 2006, Wong et al. 2006). This approach is able 
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to model the integrated process planning and scheduling system in a distributed manner, 
taking the advantage of the modularity, re-configurability, scalability, upgradeability, and 
robustness (Shen et al. 2006). However, it is stated that such an approach is still rarely 
accepted in the real industrial applications (Shen et al. 2006). This could be due to the 
following two shortcomings. Firstly, since entities in the production are usually modelled 
as agents, the number of agents will greatly increase with more facilities involved, which 
would lead to the communication overhead and complex agent management. Secondly, 
this approach still lacks the effective negotiation mechanisms, protocols, and frameworks 
to facilitate the level of the agent autonomy. It therefore prohibits its wide acceptance by 
the industries. 
 The third integration approach is based on the idea of exploring the alternative 
process plans of given jobs to achieve schedule quality. Following this direction, the 
reported integration methods can be further divided into two categories: the iterative 
approach and the simultaneous approach. 
4.1.1 The iterative approach 
This approach treats the CAPP and scheduling function as two separate modules. CAPP 
firstly generates multiple feasible process plans for each job, where a top-prioritized plan 
for each job is selected for schedule generation. If the generated schedule is 
unsatisfactory, a job is identified and its current plan is replaced by an alternative one for 
generating a new schedule. This iterative process continues until a satisfactory schedule 
is found. A typical example of this approach is the non-linear process planning (NLPP) 
approach (Tonshoff et al. 1989, Zijm 1995, Kempenaers et al. 1996, Shao et al. 2009). 
The implementation of this approach is straightforward. However, the vast solution space 
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of process planning requires a very efficient search algorithm in order to find a 
satisfactory process plan. Currently, the limitation among the reported systems is the lack 
of effective search strategy for choosing an appropriate process plan for a given job, thus 
making the search rather like a trial-and-error process. 
4.1.2 The simultaneous approach 
The simultaneous approach aims to find process plans for the involved jobs and a 
schedule with high quality in a concurrent manner. The generated process plans and the 
schedule should perform well in terms of the specified optimization criteria. A typical 
example of this approach was reported by Tan and Khoshnevis (2000) and Guo et al. 
(2009). The merit of this approach is that the integration problem is modelled in a truly 
integrated manner based on the combined solution space. However, with such a vast 
solution space, finding a satisfactory process plans/schedule in a reasonable amount of 
time is highly difficult. Moreover, operation, instead of feature, should be used as the 
basic element (Tan and Khoshnevis 2000) in process planning due to the fact that a 
feature needs two or more operations performed on different machines. Moreover, the 
generated optimal plan in terms of minimal setups can never be reached if feature is taken 
as the basic element. 
4.1.3 Discussion 
Based on the above review, it is shown that these efforts have undoubtedly achieved 
certain success. However, there are also some shortcomings. Firstly, the CAPP lacks an 
efficient search algorithm to find a high-quality process plan according to the specified 
performance. Secondly, the feature, being taken as the basic element in the process 
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planning model, makes the generated process plan far from the global optimum. Thirdly, 
the reported approaches mainly emphasize on optimizing the performances of process 
planning or scheduling. The solution achieved in this way can only perform well in one 
objective, but much worse in the other objectives. For example, although the scheduling 
delivery performance is satisfied, the total machining cost of the involved plans is 
substantially high, thus leading it far from the user’s requirements.   
 In this study, the integration approach employed in our system follows the 
iterative approach. However, it has some distinguished characteristics. Firstly, the CAPP 
system employed an optimization search method to find the optimal plan. Secondly, for a 
schedule with an unsatisfactory performance measure (e.g., number of tardy jobs), an 
intelligent integrator is developed to automatically generate instructions including the 
identity of a job and how its process planning solution space is modified. In this way, the 
schedule is improved with regard to the performance measure while the process plan for 
the selected job still posses high quality in terms of the process planning objective.  
4.2 System Overview 
The integrated process planning and scheduling system (IPPSS) has 3 major functional 
modules: computer-aided process planning (CAPP), scheduling, and integrator. For a 
given set of jobs, they are run automatically in an integrated manner as follows: 
(1) For the part design in a given job, the CAPP module firstly generates a set of 
operation types (OPTs) for satisfying the machining requirements of the part. The 
precedence relationships among all the OPTs are also identified. Secondly, for 
each OPT, all the feasible operation methods (OPMs) in the form of machine (M), 
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tool, (T), and tool approach direction (TAD) are generated based on the available 
resources in the shop. The OPMs (M, T, TAD) for all the OPTs, together with the 
precedence constraints among the OPTs, form the process plan solution space for 
this part (see Figure 4.1). An optimization algorithm, e.g., simulated annealing 
(Ma et al., 2003), genetic algorithm (Zhang et al., 1997), or PSO-based algorithm 
introduced in Chapter 2,  is then used to find the optimal plan with minimum 
machining cost. The machining cost considered includes machine usage cost, tool 
usage cost, machine change cost, set-up change cost, and tool change cost. For 
more details of the CAPP algorithm, readers can refer to Chapter 2. The process 
plan for each job is specified by a set of sequenced OPTs, each having a specific 
OPM, as well as its processing time.  
(2) The scheduling module, which employs some established heuristics such as 
earliest due date (EDD), then generates a schedule based on the process plans for 
all the jobs and available resources (see Figure 4.1). The input to the scheduling 
module consists of all the jobs with their process plans and each job is also 
specified by due date and batch size. The heuristic scheduling algorithm was 
developed based on the critical job procedure in which the first job in the queue is 
scheduled first throughout the job shop before proceeding to the next job in the 
queue. For simplicity, the scheduling module in this integration system provides 
three optional heuristics (Baker, 1974): EDD, Weight, and FCFS. The output is a 
schedule represented with a Gantt chart. Performance measures such as machine 
utilization rate and job tardiness are evaluated.  
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(3) The integrator module is used to integrate process planning and scheduling 
modules. If all the performance measures are satisfactory, a plans/schedule 
solution is found. Otherwise, a performance measure, e.g., job tardiness, is 
selected for improvement. The integrator module, as shown in Figure 4.1, then 
identifies one or several critical jobs and modify their process plan solution space 
(e.g., remove a certain machine and delete the OPMs using this machine for 
certain OPTs in the solution space) based on developed heuristics. Note that the 
heuristics could be different depending on the types of optimization objectives. 
The CAPP module then regenerates the plans for these critical jobs (based on the 
new solution space) and the scheduling module generates a new schedule. This 
process planning → scheduling → solution space modification continues until all 
the performance measures are satisfied. The so-called original plans/schedule 
solution is therefore obtained. The advantage of this iterative approach is that the 
process planning solution space is fully explored and the process plans of all the 
jobs in the final solution would have the minimum machining cost. 
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 4.3 System Implementation 
Figure 4.2 presents the system architecture for the IPPSS, which is based on the multi-tier 
application structure, consisting of presentation tier, business tier, and EIS (Enterprise 
Information System) tier. The system was implemented with JAVA technology, which is 
an objective-oriented language.  
 
Figure 4.2 System architecture 
The presentation tier provides the graphic user interfaces (GUIs) for all the 
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to accomplish the required tasks in the local computer. Depending on the role of users, 
the privilege to access the functions will be different. These functions are configured at 
geographically dispersed locations to form a peer-to-peer network. In order to fulfill the 
task, they should communicate and cooperate with each other. 
The business-tier provides business logic processing for functionalities and 
locates on the server side. To perform the specific tasks, various algorithms are 
developed and placed in the business tier such that they can be invoked by the respective 
functions. The MVC (Model-View-Controller) design pattern is used to dispatch the 
developed algorithms. The model component represents the entity in the production 
wrapped as an object with the defined properties and methods. The view component is 
the user interface in the presentation layer. The controller component dynamically 
monitors the request from the users and then handles it through the respective algorithm. 
The process for handling a request from the user can be stated as follows. To start, a 
client in the presentation tier submits a request to the server in terms of a specific 
function. Upon receiving a request, the controller decides which event will be invoked 
according to the function-event mapping list. Subsequently, the event handler will invoke 
the respective algorithm to execute the requested task. In this process, the model 
components will interact actively with the invoked algorithm. Once the event is executed, 
the result will be responded to the identified view component in the presentation layer 
according to the event-view mapping list. In the business tier, it is noted that some 
algorithms (e.g., the feature extraction algorithm) are written in C++ language. Since the 
system is developed based on the Java Virtual Machines (JVM) and Remote Method 
Invocation (RMI), the client interfaces cannot directly invoke this algorithm. To 
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overcome this difficulty, the Java Native Interface (JNI) technology is utilized, which 
allows the java application to invoke the applications or libraries written in other 
languages.  
 The EIS-tier plays a critical role in providing information infrastructure to the 
business process of an enterprise, which may include data integration, the existing 
application system integration, and legacy system integration. In this study, we only 
concern about the data integration, which mainly focuses on integrating the existing data 
in the developed system. MySQL database is applied to manage the production entities so 
as to ensure timely information sharing and maintain data consistency among different 
functionalities. Moreover, database connection pool is designed to improve the 
performance of the database connection through the JDBC technology. 
 In this architecture, the clients in the presentation tier can communicate and 
exchange the data with the EIS-tier through business tier while the business-tier functions 
manipulate the data from EIS-tier and client-tier. By logically separating the presentation 
tier, the business tier, and the EIS tier, the presented architecture can bring the following 
benefits:  
(1) It only needs to define the business logic once within the business tier, which can 
be invoked by any component in the presentation tier.  
(2) It is possible to change the contents of any tier without having to make 
corresponding changes in the others.  
(3) It enables parallel development of the different tiers for a complex application. 
(4) It provides an infrastructure to support the distributed manufacturing.  
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Based on this system architecture, the developed integrated system can take the 
advantage of flexibility, scalability, reusability, and interoperability. Consequently, users 
in geographically dispersed departments are able to cooperate with each other in a 
distributed, transactional, and portable environment. Figure 4.3 illustrates graphic user 
interfaces of the CAPP, scheduling, and integrator modules.  
 
(a) CAPP module 
 
(b) CAPP result 
 
(c) Scheduling module 
 
(d) Integrator module 
Figure 4.3 Graphic user interfaces of CAPP, scheduling, and integrator modules 
4.4 Summary 
This chapter presents a new IPPS system, comprising a process planning module, a 
scheduling module, and an integrator module. The process planning module employs an 
optimization approach (aiming at minimum machining cost) in which the entire plan 
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solution space is generated first and a search algorithm is then used to find the optimal 
plan, while the scheduling module is based on commonly used heuristics. Based on the 
job tardiness information of the generated schedule, the integrator module automatically 
issues a modification order to the process plan solution space of the tardy jobs. The 
process planning and scheduling modules are then re-run to generate a new 
plans/schedule solution. Through this iterative process, a satisfactory schedule can be 
gradually achieved. Meanwhile, the machining cost increase (due to the change of 
process plans) could be kept to the minimum. In this way, an overall good plans/schedule 
solution is achieved. The effectiveness of IPPS system will be verified by two production 
scenarios: reducing the jobs tardiness and rescheduling jobs to accommodate the 
production disruptions, which are respectively presented in Chapters 5 and 6. 
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CHAPTER 5             
REDUCING JOB TARDINESS THROUGH THE 
INTEGRATED SYSTEM 
The scheduling problem to minimize the job tardiness has been addressed in Chapter 3. It 
is shown that most of scheduling approaches have generally tried to improve the 
performance by exploring the scheduling solution space only. In practice, apart from 
satisfying the delivery performance, the total cost of the involved plans is also an 
important factor concerned by a company, which requires the exploration of the process 
planning solution space. As such, an integrated process planning and scheduling problem 
(IPPSP) will be addressed, which is characterized by two features. One is that the 
obtained plans/schedule solution should achieve lower tardiness, while lower total cost of 
plans is also desired. The second is that this combined problem owns a substantially large 
solution space, making it difficult to find a satisfactory solution. To solve it, this chapter 
presents a unique approach to integrate the process planning and scheduling, where 
heuristics are developed to modify process plans solution space towards minimizing job 
tardiness while emphasis is given to maintain the quality of the process plans involved in 
the modification. This method is developed based on the system framework presented in 
the previous chapter. It consists of three modules: process planning module, scheduling 
module, and integrator module. Process planning concerns itself with technological 
requirements for manufacturing a part whereas scheduling deals with timing and resource 
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allocations aspects. The integrator module incorporates the developed heuristics to 
generate constraints to identify one or several critical jobs, which are fed back to the 
process planning for modifying their process plan solution space. Since the process 
planning and scheduling modules are two stand-alone modules, no additional change is 
needed. As such, this chapter will focus on developing heuristic based algorithms for the 
integrator module.  
5.1 Problem Definition 
The IPPSP involves two parts: process planning and scheduling, in which the former is 
followed by the latter. The input to this integrated problem is a set of jobs J = {J1, 
J2,…,Ji,…,Jn}, each specified with a part design, a raw stock, a batch size Bi of identical 
parts Pi, due date di, production priority wi, release time ri. The task is to determine a 
plans/schedule solution, i.e., the process plans for all the involved jobs and a schedule for 
production control. 
 The process planning model has already been presented in Section 2.3. It is shown 
that the solution space of the process planning for each job is formed by the OPMs (M, T, 
TAD) for all the OPTs, together with the precedence constraints among the OPTs. The 
objective is to minimize the total machining cost consisting of five cost components: 
machine usage cost, tool usage cost, machine change cost, set-up change cost, and tool 
change cost. The output is to generate a process plan with minimum machining cost for 
each job Ji. The generated plan consists of a set of sequentially performed OPTi = {OPTi1, 
OPTi2, ..., OPTij, …, OPTili}, each identified to be processed on a machine Mij. These 
plans will serve as the input for scheduling. 
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 In scheduling, apart from typical assumptions made in Section 1.6, the following 
two assumptions are also made:   
(1) The shop is of 24-hour running.  
(2) The set-up time and the machine change-over time between operations is included 
in the processing time for each operation.  
With respect to the dispatching mode for the batch manufacturing, there are two kinds of 
availability schemes for the production flow: batch availability and item availability 
(Chris et al. 2000). Under the batch availability mode, a job becomes available only after 
the whole batch to which it belongs has been processed; while under the item availability 
mode, a job becomes immediately available in case it has been processed. In this study, 
the batch availability mode is employed, as the identical parts in a batch can share one 
setup thus reducing the machining cost. Incorporating these assumptions, the objective in 
the scheduling is to generate a schedule with the minimum total tardiness such that it 
satisfies the route constraint, machine capacity constraint, and job release time constraint.  
 In summary, the IPPSP can be described as to find the plans/schedule solution to 
minimize the machining cost for the involved process plans and minimize the total 
tardiness for the generated schedule, subject to the constraints in both the process 
planning and scheduling. 
5.2 Heuristic based Algorithms for Constraint Generation 
To develop the heuristics for reducing the number of tardy jobs and/or tardiness, the 
concept of operation waiting time (OpWT) is utilized, which has been introduced in 
Section 3.3. To improve the total tardiness, reducing operation waiting times of the tardy 
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jobs is the general objective of the proposed modification strategy. Based on this strategy, 
the general heuristic for reducing tardy jobs is proposed as shown in Figure 5.1. The 
details of this heuristic are given as follows: 
The general heuristic for reducing tardy jobs (Algorithm H-tardy) 
Input: Current plans/schedule solution 
Output: Modified job and its update solution space 
Begin 
(1) Find the unsolvable tardy jobs 
For each tardy job, check whether the job has the possibility to meet the due date by 
comparing job processing time and the maximum allowed time. The maximum allowed time 
of a job is the interval between the ready time and due date. If the job’s processing time is 
longer than its maximum allowed time, then the job cannot be delivered on time, and is 
consequently output as an unsolvable tardy job and released from the tardy job set. If the 
tardy job set is null, stop the program. 
(2) Select job target with the largest tardiness 
Sort the tardy jobs and represent them as {Jtdy-1, Jtdy-2, …, Jtdy-n} in ascending order of 
tardiness. Select the first job to be processed in the list and assign it to Tar-J, i.e., Tar-J = 
Jtdy-1. 
(3) Find operation with the longest operation waiting time 
Check the schedule of the operations for Tar-J. Find out the operations with non-zero 
OpWT. Set the operation with the longest OpWT as OpTtdy and the machine used as Mu.  
(4) Check machine set 
Check the process plan solution space of Tar-J and find the OpMs of OpTar-J, the machine 
set of the OpMs is represented as {M1, M2, …, Mm}. If the machine set has only one 
component, assign the next tardy job in the set to Tar-J, go to Step(3); otherwise, go to Step 
(5). 
(5) Solution space modification 
Change the process plan solution space for OpTtdy.  
(6) Output result 
Output all the modified Tar-J and their new process planning solution space. 
End 
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Figure 5.1 General constraint generation procedures 
The above heuristic describes a single round of modification process. The modification 
process is repeated until (1) no tardy job exists in the new schedule or (2) the total 
number of tardy jobs cannot be further reduced, suggesting that only one OPM exists for 
each OPT in the process plan solution space of tardy jobs. At the same time, it is noted 
that in H-tardy, the details for solution space modification in Step (5) is not present. This 
is due to the fact that the heuristic for reducing tardy jobs is progressive in nature, thus 
there are multiple approaches for process planning solution space modification. A fast 
modification approach may help achieve a satisfactory solution quickly; however, it is 
also possible that the modification process may not be able to settle at a good solution. 
On the other hand, a slow modification approach may achieve a satisfactory solution 
slowly; however, it is also unlikely for the modification process to miss a good solution. 
Find unsolvable tardy jobs 
Select job target for modification 
Find operation target according to operation waiting time 
Check machine set and machine idle time 
Modify solution space  
Result output 
Tardy job set  
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Therefore, H-tardy is further extended to two specific modification heuristics: the fine-
tuning (FH-tardy) and the quick-tuning (QH-tardy).  
 In FH-tardy, only the solution space of the selected operation (with the longest 
OpWT) of the selected tardy job is modified in each round. It is expected that this could 
effectively, to a large extent, prevent the scenario in which the improvement on one 
performance measure results the worsening of other performance measures. The details 
of FH-tardy are given below: 
Fine turning heuristic for reducing tardy jobs (Algorithm FH-tardy) 
Input: Current plans/schedule solution 
Output: A modified job and its update solution space 
Begin 
Steps (1) – (4) are the same as steps (1) – (4) in H-tardy. 
(5)   Solution space modification: Remove Mu from the machine set {M1, M2, …, Mm}. 
(6)  Output result 
End 
 In QH-tardy, for each tardy job, the solution space of the selected operation (with 
the longest OpWT) is modified in each round. Compared with FH-tardy, the 
modification is much more dramatic. It is expected that this could speed up the process to 
find a satisfactory solution. However, this may also bring a larger effect on the other 
performance measures or cause other jobs to become tardy. The details of QH-tardy are 
given below: 
Fine turning heuristic for reducing tardy jobs (Algorithm QH-tardy) 
Input: Current plans/schedule solution 
Output: Modified jobs and their update solution space 
Begin 
Steps (1) – (4) are the same as steps (1) – (4) in H-tardy. 
(5)   Solution space modification: Remove Mu from the machine set {M1, M2, …, Mm}. 
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       For every job in {Jtdy-1, Jtdy-2, …, Jtdy-n}, repeat (2)-(5) until all jobs are processed 
(6)  Output result 
End 
5.3 Discussion 
It is worth mentioning that the algorithm for reducing tardy jobs is based on heuristics. 
Therefore, in terms of improving the performance measures, the algorithm is not 
deterministic in nature. However, since optimization is extremely hard in this case, good 
heuristics may serve the purpose well. On the other hand, the user has full control on 
what aspects of the schedule he/she wants to improve and the improvement is achieved in 
a progressive manner. This could effectively prevent the scenario in which the 
improvement on one performance measure results in the worsening of other performance 
measures.  
5.4 An Application Example 
In this section, a case study with the production of eight jobs is presented to validate the 
capability of the system. The simulated job shop has 4 machines and 14 cutters as shown 
in Table 5.1. The job order information is listed in Table 5.2, which includes batch size, 
due date and job weight of each job. The manufacturing start date is Jan 10, 2007. 
Table 5.1 Available machines and cutters 
M/C Type Tools Type(diameter, flute length) Tools Type(diameter, flute length) 
M1 V-Milling T1 End_mill (10, 30) T8 Drill (50, 100) 
M2 V-CNC T2 End_mill (20, 50) T9 Centre_Drill (5, 20) 
M3 Drilling T3 End_mill (30, 50) T10 Angle_Cutter_30 
M4 H-Milling T4 Side_mill (100, 10) T11 Drill (5, 30) 
  T5 Drill (20, 60) T12 Drill (8, 30) 
  T6 Drill (30, 85) T13 Drill (10, 35) 
  T7 Drill (40, 100) T14 Drill (15, 50) 
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Table 5.2 Job information 
Job No. Batch size Due date Job weight 
01 40 Jan 23, 2007 3 
02 50 Jan 15, 2007 4 
03 70 Jan 19, 2007 5 
04 30 Jan 21, 2007 2 
05 30 Jan 24, 2007 5 
06 40 Jan 26, 2007 2 
07 60 Jan 21, 2007 3 
08 80 Jan 22, 2007 2 
 
 The CAPP module was firstly run for each of the eight jobs utilizing all the 
machines and cutters, generating 8 process plans. The process plans are then input to the 
scheduling module to generate the original schedule. After evaluation, this schedule has 5 
tardy jobs, i.e., Job1, Job5, Job6, Job7, and Job8, which are shown in Figure 5.2a (the 
unit of tardiness is ‘day’). 
 The FH-tardy was then called in action, and the output for modification was 
Job7/OpT4/M1, which means the modification target OpT4 of Job7 was found (Job7 has 
the lowest tardiness and OpT4 with M1 has the longest operation waiting time). Table 5.3 
shows the alternative operation methods for OpT4 of Job7. As the machine set for this 
operation type contains more than 2 machines, the operation methods of OpT4 with M1 
was deleted from the solution space as shown in Table 5.3. 
Table 5.3 Solution space modification of Job7 







OpT4 VF3: Hole (M1,T9,-x) (M1,T9,+y) (M1,T9,-z) (M1,T5,-x) (M1,T5,+y) 
(M1,T5,-z) (M2,T9,-x) (M2,T9,+y) (M2,T9,-z) (M2,T5,-x) 
(M2,T5,+y) (M2,T5,-z) (M3,T9,-x) (M3,T9,+y) (M3,T9,-z) 
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 The solution space of Job7 was thus modified and a new process plan was 
generated using the search algorithm. This newly generated process plan and the other 7 
unchanged process plans were then used to generate a new schedule, whose performance 
is shown in Figure 5.2b. It is observed that job7 is no longer tardy anymore. The tardiness 
of Job1, Job5, Job6, and Job8 has also changed. This modification process had been 
repeated for 5 times before the number of tardy jobs reached 0. The tardiness of the jobs 
after every round of modification, together with the modification suggestion, is shown in 
Figure 5.2b-5.2f, respectively.  
Tardiness 
 




















(f) After 5th modification 
No tardy job! 
Figure 5.2 The process of reducing job tardiness using FH-tardy 
 To make a comparison, the QH-tardy was also called in action to the original 
schedule and the results in each round are shown in Figure 5.3. It can be seen that in each 
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round, more than one operation methods for each tardy job are indicated to be modified. 
After 3 modification rounds, the number of tardy jobs reached 0. 
Tardiness 
 
(a) The original schedule 
 
  Modification:Job7/OpT6/M1, Job8/OpT1/M1,        
                         Job1/OpT1/M1, Job5/OpT1/M1,   
                         Job6/OpT2/M1 
Tardiness 
 
(b) After 1st modification 
 
Modification: Job1/OpT2/M1,  
                        Job5/OpT5/M1,  




(c) After 2nd modification 
 




(d) After 3rd modification 
 
No tardy job! 
Figure 5.3 The process of reducing job tardiness using QH-tardy 
 In this case study, the QH-tardy heuristic has a clear edge, in terms of efficiency, 
over the FH-tardy heuristic (3 rounds against 5 rounds). This is generally expected since 
FH-tardy follows a more gradual approach. On the other hand, it is shown that the final 
results, i.e., the quality of the process plans for the 8 jobs, are also different. This can be 
clearly seen from Figure 5.4, which shows the overall machining cost of the 8 plans. The 
starting overall costs in both cases are the same (the original schedule), i.e., 3276, which 
is the minimum. This is understandable since the objective of the CAPP module is to 
minimize the machining cost. When the number of tardy jobs is 0, the overall cost with 
the FH-tardy is 3946, while the overall cost with QH-tardy is 4186. This is also 
understandable since the adjustment may be over done when the operation methods for 
all the tardy jobs are changed at the same time when QH-tardy is used. Therefore, it is 
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suggested that FH-tardy should be used instead of QH-tardy in order to achieve the 
final solution with a low machining cost. At the same time, it is difficult to prove that the 
final result achieved by using FH-tardy has the minimum cost since it is a heuristic 
approach. It is believed that by changing one operation method at each round, the final 
result should be close to, if not equal to, the best solution in terms of lower machining 
cost and tardiness. 
 
Figure 5.4 Machining cost variations for using FH-tardy and QH-tardy 
5.5 Numerical Experiments and Comparisons 
To further test the performance of reducing tardy jobs using the proposed heuristics, 
computational simulation was carried out with 3 cases of different sized jobs and 
operations. The simulation was conducted on a PC with a 2.8GHz processor and 512 MB 
RAM.   
 For each simulated case (number of jobs: n, total number of operations: m), the 
system was run for 10 times using FH-tardy and QH-tardy separately and in each run, 
zero tardiness was achieved. Table 5.4 summarizes the simulation results of the 3 cases, 
which shows the heuristics used, minimum number of iterations (Imin), maximum number 
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of iterations (Imax), average number of iterations (Iavg), average CPU executing time (Tavg), 
and the average cost increment from the initial solution to the final solution with zero 
tardiness (∆cost).  The time includes the running of process planning, scheduling, and the 
integrator modules. It is worth noting that the final solutions of a case from different runs, 
including the number of iterations, and the CPU time, may be different. This is due to the 
fact that CAPP function employs a simulated annealing based optimization algorithm to 
find the optimal plan. Therefore, the process plans in the initial solution may not be the 
same for different runs. On the other hand, the major portion of the CPU time is 
attributed to the running of the CAPP module. This is because the process planning 
algorithm is run for 5 times, in order to guarantee the optimality of the generated plan. In 
Table 5.4, it can be seen that for all the 3 cases, the average ∆cost of the solutions with 
FH-tardy is much lower than that of the solutions with QH-tardy. However, the average 
number of iterations and CPU time of using FH-tardy are also more than that of using 
QH-tardy. Therefore, FH-tardy is generally preferable to QH-tardy for its overall good 
solution in terms of minimum tardiness and lower machining cost. 
Table 5.4   Numerical experimental results 
Heuristics Imin Imax Iavg Tavg (min) ∆cost (n, m) Case 
FH-tardy 6 9 7.2 8.88 714 (8, 68) Case1 QH-tardy 3 8 4.6 5.58 1042 
        
FH-tardy 10 18 13.2 58.48 960 (10,128) Case2 QH-tardy 3 8 6 26.09 1220 
        
FH-tardy 10 18 15 80.39 740 (15,170) Case3 QH-tardy 6 8 7.2 37.26 1267 
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5.6 Summary 
This chapter has presented a new method for reducing tardy jobs by integrating the 
process planning and scheduling functions. The method has two unique features. Firstly, 
the tardiness is reduced by changing the process plans of the tardy jobs. This is done by 
intelligently modifying the process plan solution space of the tardy jobs and re-generating 
the respective process plans using an optimization method. The solution space of process 
plans for the tardy jobs are therefore explored to achieve a better plans/schedule solution. 
Secondly, since the CAPP system aims at process plans with minimum machining cost, 
the cost increment due to the change of process plans of the tardy jobs can be kept at a 
low level. This will effectively maintain a good level of quality of the final 
plans/schedule solution. The proposed method was implemented with two heuristics, i.e., 
the FH-tardy and the QH-tardy. The integration system was tested with simulated cases, 
which confirmed the effectiveness of both heuristics. 
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CHAPTER 6                   
JOB RESCHEDULING BY EXPLORING THE SOLUTION 
SPACE OF PROCESS PLANNING AND SCHEDULING 
In the real production environment, jobs rescheduling is inevitable due to various 
unexpected disruptions. Literature on jobs rescheduling has primary focused on revising 
the existing schedule by assuming that the job route cannot be changed. In practice, it 
perhaps makes more sense to re-route disrupted jobs to their alternative machines in order 
to maximize the production efficiency. Meanwhile, the total cost of the involved plans 
should be kept to a minimum level while rescheduling jobs. Moreover, to maintain the 
schedule stability, lower deviation from the existing schedule is also desirable. To satisfy 
these requirements, this chapter presents a unique rescheduling approach based on the 
integrated system presented in Chapter 5. It focuses on two commonly occurred 
disruptions including machine breakdown and new job arrival. To accommodate these 
two disruptions, re-planning and re-scheduling algorithms are developed. Section 6.1 
reviews previously reported rescheduling approaches. Section 6.2 defines the 
rescheduling system. Section 6.3 presents the re-process planning and re-scheduling sub-
systems. Section 6.4 illustrates the overview of the rescheduling process. Section 6.5 
shows several application examples and a comparative study to validate the effectiveness 
of the proposed algorithms. Section 6.6 concludes this chapter. 
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6.1 Introduction 
In parts manufacturing, a plans/schedule solution is generated in advance to manage the 
production. When a disruption occurs at a point of time, the executing schedule will be 
disturbed to be infeasible. In this study, two different types of disruptions including 
machine breakdown and new job arrival are investigated. The scenario of machine 
breakdown is defined that a machine breaks down at a point of time and then recovers at 
some time later. For the scenario of new job arrival, an initial process route is first 
determined for the new job and then the rescheduling algorithm is triggered. The types of 
new job can be an urgent job or a new normal job. If the type is urgent, it is required to be 
completed in a minimum processing time. It may preempt the resources which have been 
assigned to the existing jobs. In other words, no waiting time is allowed between two 
adjacent operations. For the new normal job, it is inserted into the schedule according to 
the information of due date and the specified scheduling algorithm.  
 To maintain the feasibility and optimum of the executing schedule, the in-
processing and yet-to-start jobs (called the affected jobs) are therefore needed to be 
rescheduled. In some literature, the affected jobs are represented by the operations in 
their respective process plans. These operations are further divided into affected 
operations (the breakdown machine is to be used) and un-affected operations. This 
rescheduling process may involve regenerating the process plans and dispatching order 
for the affected jobs. The objective is to minimize the negative effect of the disruption, 
e.g., meet the due dates of the affected jobs. At the same time, minimizing the deviation 
between the revised solution and original solution is also a desirable objective.  
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 In the past decade, much research effort has been reported in resolving this 
rescheduling problem (Viera et al. 2003). Among the reported approaches, the right-
shifting rescheduling approach (Abumaizar et al. 1997, Mason et al. 2004) is probably 
the most straightforward method in which the affected and un-affected operations in the 
entire schedule are pushed towards right on the time horizon by the duration of the 
machine breakdown. With this approach, the deviation of the revised schedule is kept low, 
but the quality of the solution may suffer. Li et al. (1993) proposed a heuristic approach 
by recursively revising the starting time of the operations directly and indirectly affected 
by a disruption, which was subsequently called the affected operation rescheduling (AOR) 
(Abumaizar et al. 1997). The interrupted operation being performed on the breakdown 
machine cannot be processed until the machine is recovered. Thus, its finishing time has 
been changed. The indirectly affected operations are also updated subsequently based on 
the routing constraint and machine precedence constraint. The AOR was also extended 
by Subramaniam et al. (2005) to handle the arrival of an unexpected job. It first 
determines a fixed route for the new job. Subsequently, it inserts each operation to the 
assigned machine and then uses AOR to repair the schedule. Jain and Elmaraghy (1997) 
proposed a heuristic method to replace the breakdown machine with alternative machines 
(the least utilized) for the affected operations. Some important factors, including 
operation priority, setup time, and breakdown time, are used to determine whether the 
operation is transformed to the alternative machine. To accommodate the new job arrival, 
if it is a normal order, it is merged into the schedule with an assigned due date. For an 
urgent job, it is assigned with the highest priority and preemption is also allowed. After 
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revising the interrupted operation, the indirectly affected operations are subsequently 
revised using the AOR heuristic.  
 Unlike the aforementioned approaches where the affected operations are 
rescheduled first followed by the adjustment of the un-affected operations, the total 
rescheduling approach treats all the remaining operations, including those in the new job, 
at the point of disruption as a new scheduling task. A typical example is the particle 
swarm optimization method developed by Guo et al. (2009). It allows re-routing an 
operation to a different machine out of its alternative machines. The objective is to 
minimize the total tardiness.  
 At the same time, it is also noted that there is other research effort for 
accommodating shop disruption, such as cased-based rescheduling (Miyashita and Sycara 
1995), robust scheduling (Leon et al. 1994, Jensen 2003), predictable scheduling (Mehta 
and Uzsoy 1998), and agent-based rescheduling (Bruccoleri et al. 2003, Wong et al. 
2006). Miyashita and Sycara (1995) presented a case-based reasoning approach by 
reusing the past experience to repair the schedule. Its success depends on the number of 
cases. Robust scheduling approaches try to minimize the adverse effect of the disruption, 
when generating a schedule. Jensen (2003) proposed a genetic algorithm with a 
robustness measure to generate a schedule, which was more robust and flexible than 
ordinary schedules when machine breakdown occurred. Mehta and Uzsoy (1998) 
proposed a predictable scheduling approach by inserting additional idle time into the 
schedule to absorb the impacts of breakdowns, in order to minimize the maximum 
lateness. The amount and location of the additional idle time is determined from the 
breakdown and repair distribution distributions as well as the structure of the predictive 
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schedule. An agent-based approach derived from distributed artificial intelligence was 
presented to handle the disruption by negotiation, communication, and coordination 
among the involved agents, which usually represent jobs and machines (Bruccoleri et al. 
2003, Wong et al. 2006). 
 In summary, the rescheduling problem has been extensively studied and certain 
degree of success has been achieved. However, it is also noticed that there are some 
limitations with the reported approaches. Firstly, in the scenario of machine breakdown, 
it is usually assumed that the duration of breakdown is known. This may not be true in 
practice since when a machine breakdown occurs, it is difficult to give a good estimation 
on the time required to recover/repair it. Secondly, in the scenario of new job arrival, the 
quality of the initial plan is not high. Thirdly, when an operation is re-routed to a different 
machine, the process plan of its respective job is effectively changed. Assuming the 
machining cost of the original process plan is the minimum; such change will definitely 
increase the machining cost. Therefore, in the rescheduling process, minimizing the 
machining cost of the affected jobs is also an important objective, apart from achieving 
due dates. However, this issue has not been addressed explicitly in the previously 
reported approaches.  
 In this chapter, these three issues are addressed in the development of a new 
rescheduling algorithm. Firstly, the duration of machine breakdown is assumed as 
unknown. The machine breakdown and machine recovery are treated as two independent 
events by indicating the availability of the machine in the database. For either event, 
rescheduling is carried out for the affected jobs to generate a new plans/schedule solution. 
Secondly, in order to satisfy the respective requirements for different types of new job, 
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different objectives will be considered in generating the initial schedule. Thirdly, the 
machining cost issue is considered in the rescheduling process by exploring the process 
planning solution space based on the integrated system presented in Chapter 5. With this 
approach, the final solution can satisfy the performance measure (i.e., meeting due dates), 
while keeping the machining costs of the process plans to the minimum.   
6.2 Problem Definition 
The original schedule is generated with the approach presented in Chapter 5. When an 
original plans/schedule solution is being executed in the shop, a machine 
breakdown/arrival or a new job arrival can occur at any time. The disruption impacts on 
the jobs in the original schedule depend on their status at the disruption time point. Hence, 
it is of necessity to acquire the detailed status of all the jobs at the point of disruption. 
Due to the change of machining resources or the insertion of a new job, process planning 
and scheduling are required again for the jobs that have not been completed.  
 At the disruption point, the jobs in the original schedule can be categorized into 
three types: the completed (all OPTs are completed), the in-processing (some OPTs 
completed or partially completed), and the yet-to-start, as shown in Figure 6.1. Since a 
job can be represented by a set of specified OPTs, an in-processing job is decomposed 
into completed OPTs, partially-completed OPTs, and yet-to-start OPTs (see Figure 6.1). 
A partially completed OPT is further decomposed into completed OPT (specified by 
number of completed parts in the batch) and yet-to-start OPT (specified by number of the 
remaining parts in the batch). For re-process-planning and re-scheduling, in order to find 
a global solution with high quality, all the yet-to-start OPTs should be involved. These 
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yet-to-start OPTs (specified with their respective batch size) are called the active 
rescheduling job set (ARJS).  
 
Figure 6.1 Job and OPT classification at the point of disruption 
 This job and OPT classification process is illustrated by the example shown in 
Figure 6.2. It is assumed that at the disruption point Tb, job Ji (with a batch size Bi) is 
being processed at machine Mk with OPTij being carried out on Mk. Mk can be either a 
breakdown machine or a normal running machine. At this point, q parts are completed, 
one part is in-processing, and the other (Bi-q-1) parts are yet-to-start. When rescheduling 
takes place, the in-processing part is assumed to be of yet-to-start, even though it may 
have been partially finished. As such, OPTij is split into two sets: the completed OPTij 
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 In re-process planning and re-scheduling, it is desirable to maintain both 
efficiency and stability of the new plans/schedule solution in respect to the original 
solution. Therefore, apart from minimizing total tardiness and machining cost, this work 
also considers the measure of minimizing the schedule routing deviation, which is 
defined as the difference in resource assignment of activities in the new schedule and 
original schedule (Miyashita and Sycara 1995). However, it is difficult, if not possible, to 
consider these three objectives simultaneously, minimizing tardiness is taken as the top-
primary objective.  
6.3 The Re-process Planning and Re-scheduling Systems 
At any disruption point, the yet-to-start OPTs called ARJS, are the present tasks for re-
process planning and re-scheduling. Compared to tasks presented in the CAPP-
scheduling-integrator system (for original plans/schedule solution) described in Section 
5.2, the task for re-process planning and re-scheduling is more complex. Firstly, for the 
same job, the batch sizes for the first OPT and the rest may be different (caused by 
disruption). Secondly, for a given job, the machine used by the last completed OPT also 
needs to be considered when assigning resources for the first yet-to-start OPT of this job 
in re-process planning. Thirdly, in re-scheduling, minimizing the schedule route deviation 
is also an objective. In this section, the newly developed approaches for dealing with 
these new challenges are described.  
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6.3.1 Re-process planning for ARJS 
At the disruption point, there are two types of jobs in the ARJS: yet-to-start and in-
processing. For an input job, the process plan solution space is affected by the availability 
of the machines. Therefore, in the scenario of the new machine arrival and machine 
breakdown, the solution space is modified using the following procedures: 
(1) For new machine arrival, the new machine (Mnew) is added to the machine 
resource database. If Mnew can be used by some OPTs of the job, new OPMs using 
Mnew are generated and added to the existing plan solution space. Otherwise, the 
plan solution space remains unchanged and re-process planning is not needed. 
(2) For machine breakdown, the breakdown machine (Mb) is removed from the 
machine resource database. If Mb is used by some OPTs of the job, the OPMs 
using Mb are removed from the existing plan solution space. Otherwise, the plan 
solution space remains unchanged and re-process planning is not needed. 
For a yet-to-start job with a modified plan solution space, the search engine in the 
existing CAPP module is then used to find the optimal process plan. For an in-processing 
job, however, the modification of the solution space is much more complex due to the 
fact that some of the OPTs have already been completed or partially completed. In the 
scenario of new job arrival, a process plan should be obtained in advance for the new job. 
If the type of new job is an urgent job, the plan is obtained with the objective of 
minimizing the processing time. If the type is normal job, the plan is obtained with the 
objective of minimizing the machining cost. Once it is obtained, it can be inserted in the 
production, which would disturb the schedule. 
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 As mentioned in Section 6.2, for an in-processing job Ji, its in-processing OPTij is 
split into two clusters: the completed OPTij with q parts and the yet-to-start OPTij with Bi-
q parts. As such, the OPTs for this job are divided into two sets: the completed OPT set = 
{OPTi1 (Bi), OPTi2 (Bi), …, OPTi(j-1) (Bi), OPTij-01 (q)} and the yet-to-start OPT set = 
{OPTij-02 (Bi-q),  OPTi(j+1) (Bi), OPTin (Bi)}, as illustrated in Figure 6.3. To obtain the 
optimal process plan for the yet-to-start OPT set, the existing CAPP module cannot be 
used directly. Instead, we have modified the existing CAPP algorithm to deal with this 
kind of problem. Firstly, the process plan solution space for any yet-to-start OPT set is 
modified by removing the OPMs using the breakdown machine. Secondly, when 
evaluating the machining cost, the assigned OPM for the predecessor of OPTij-02 (Bi-q), 
i.e., OPTij-01 (q), is considered for possible machine change, set-up change, and tool 
change. The search engine used in the existing CAPP module can then be used for 





Figure 6.3 The completed and yet-to-start OPT sets for an in-processing job 
6.3.2 Re-scheduling for ARJS 
Based on the process plans for ARJS, the existing scheduling module is then used to 
generate a schedule, called the 0-level plans/schedule solution. Depending on the type of 
disruption, the process of generating this 0-level plans/schedule solution will be different. 
In the scenarios of machine breakdown and new machine arrival, re-process planning is 
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obtained process plans, together with the unchanged jobs, will then be used to generate a 
schedule, thus obtaining a 0-level plan/schedule solution. In the scenario of the new job 
arrival, re-process planning is performed on the new job. Depending on the types of new 
job, the CAPP search algorithm uses different objectives to obtain a new plan. This new 
process plan, together with the existing process plans, will be used for generating a new 
schedule, thereby forming a 0-level plans/schedule solution. It is worth mentioning that 
the plan cannot be changed for the type of urgent job once it is fixed.  
 With the generated 0-level solution, the tardiness of each job is also obtained. 
Subsequently, a heuristic-based algorithm is used to modify this 0-level solution in an 
iterative manner to reduce the job tardiness. The heuristic-based algorithm deals with two 
tasks: (1) to identify one or several critical jobs from the tardy jobs and (2) to modify the 
process plan solution space of the critical job(s). The process plan(s) for these critical 
job(s) are then regenerated, and subsequently, a new plans/schedule solution is obtained. 
This process continues until a satisfactory plans/schedule solution is achieved. In the 
following discussion, the heuristic-based algorithm is described. Due to the fact that more 
than one plans/schedule solution is generated in the iterative process, this thesis uses the 
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 In the development of the heuristics, the OPT waiting time (OpWT) introduced in 
Section 3.3.4 is incorporated. It has been proven to effectively reduce the tardiness in 
Chapters 3 and 5, respectively. For job Ji (OPTi1, OPTi2, …, OPTin) in the current 













   
(6.1) 
where, OpWTij –the operation waiting time of OPTij  STij –the starting time of the OPTij 
 ETi(j-1) – the ending time of OPTi(j-1)     Tb– the time of disruption 
As illustrated in Figure 6.4, OpWT12 is the waiting time for OPT12 of tardy job J1. If 
OPT12 is processed on M1, the completion time of J1 will decrease, thus reducing its 
tardiness. By doing this, the tardiness of J2 will also be reduced. Therefore, in the 
heuristic, the non-zero OpWTs in the current solution are used as the main thread to 
identify the critical job(s). The modification of the process plan solution space of the 
critical job also follows the direction of reducing OpWT of its OPTs. Based on these 
considerations, the heuristic-based algorithm has been developed with the following 
guidelines: 
(1) In each round of this iterative process, only one tardy job is selected as the critical 
job. Furthermore, only one OPT (critical) is selected from the critical job for its 
solution space modification. This fine-tuning strategy could effectively, to a large 
extent, prevent that the improvement on one performance measure results in 
worsening of the other performance measures. 
(2) As for the selection of the critical job from the tardy jobs, two different strategies 
are proposed in terms of the tardy job pool. The first pool contains only the tardy 
jobs (named the affected tardy job set or AJStardy) that will directly affect the 
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deviation. Thus, the AJStardy in the scenario of the machine breakdown/new 
machine arrival includes the jobs that use the breakdown/arrival machine in their 
OPTs, while the AJStardy in the scenario of the new normal job arrival includes the 
new arrival job. For type of urgent job, since its plan cannot be changed, no OPT 
is included in the AJStardy. The second pool contains all the tardy jobs (named 
JStardy). Since the process plans for all the tardy jobs in AJStardy will definitely be 
changed after the machine breakdown, this strategy could result in low deviation 
between the revised schedule and the original schedule. On the other hand, the 
strategy exploring JStardy could result in maximum efficiency. In case of new 
machine arrival and urgent job, these two strategies are effectively the same. 
(3) The critical job is selected as the one with the least tardiness among the tardy jobs 
in the pool. The critical OPT is the one with the largest OpWT of the critical job. 
The solution space for this OPT is modified by making the machine attached to 
this OPT “not available”. 
(4) It is possible that the identified critical OPT has only one machine, meaning that 
its solution space cannot be changed. In this case, the closest predecessor job that 
has OPTs using the same machine will be selected as the replacement critical job. 
The plan solution space of this critical job is then modified by making this 
machine “not available”. 
Incorporating the above described guidelines, a heuristic-based algorithm has been 
developed for identifying the critical job, critical OPT, and solution space modification, 
which is called HA-tardy.  
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A heuristic-based algorithm for reducing tardiness (Algorithm HA-tardy) 
Input Current solution, Disruption point, ARJS (OPTs with their assigned OPMs), AJStardy/ JStardy 
Output The critical job and its new process plan solution space 
Begin 
1. Calculate the OpWT for all OPTs in the current plan/schedule 
2. Select a tardy job pool: AJStardy or JStardy 
3. Identify the critical job with the lowest tardiness 
a) Sort the tardy jobs in an ascending order of tardiness as Jtdy = {Jtdy-1, Jtdy-2, …, Jtdy-n}; 
b) Choose the first job and set Tar-J = Jtdy-1. If no Tar-J can be found, exit; 
c) Check whether Tar-J is solvable. If Tar-J is unsolvable, update Jtdy = Jtdy \ Tar-J and go to 
step 3b. 
4. Find the critical OPT from Tar-J and its critical machine 
a)  Sort the OPTs in Tar-J in a descending order of OpWT; 
b) Pick the first OPT*, which has non-zero OpWT and can be processed with alternative 
machines; 
c) If OPT* is found, set OPTtdy= OPT*, and its machine as Mtdy, go to step 6. Otherwise, go 
to step 5. 
5. Identify a new critical job, OPT, and its critical machine  
a) Identify the last OPT with non-zero OpWT in Tar-J and set it as OPTtemp, go to step 5b. 
Otherwise, update Jtdy = Jtdy\ Tar-J and go to step 3b. 
b) Identify the machine used by OPTtemp and denote it as M*; 
c) Identify the precedent OPT of OPTtemp on M*; If this OPT has alternative machines, set it 
as OPTtdy, and its machine as Mtdy. Otherwise, update Jtdy = Jtdy\ Tar-J and go to step 3b. 
d) Identify the job that OPTtdy belongs to and set it as the new Tar-J. Go to step 6.  
6. Update process plan solution space for Tar-J 
a)  Find the machine list of OPTtdy and remove Mtdy from this machine list; 
b) Update the process plan solution space of Tar-J. 
7. Output Tar-J/OPTtdy/Mtdy and the new plan solution space of Tar-J. 
End 
 
 As previously mentioned, the scenario of machine breakdown typically modelled 
in the literature is accommodated by two rescheduling events in our work. When a 
machine breakdown occurs, HA-tardy can be run firstly with pool AJStardy and JStardy in 
order to keep the solution deviation low. Such an algorithm is called HA-tardy-AJStardy. 
Alternatively, HA-tardy can be run on JStardy only for maximum efficiency and it is called 
HA-tardy-JStardy.  In case of machine recovery, since AJStardy is null, only HA-tardy-
JStardy can be applied.  Similarly, in the scenario of new job arrival, since the urgent job 
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cannot be changed, only HA-tardy-JStardy can be applied. For the type of normal new 
order, either HA-tardy-AJStardy or HA-tardy-JStardy can be used to accommodate the 
disruption.  
6.4 Overview of the Rescheduling System 
Figure 6.5 shows the overview of rescheduling system, which has three major parts: 
“Entry”, “Pre-processing”, and “Handling”. The “Entry” part is used to record the 
information of any disruption in the production. The “Pre-processing” part is used to 
update the resource database of the shop and identify the active rescheduling job set 
(ARJS) and affected job set (AJS). The 0-level plans/schedule solution is then generated 
using the CAPP module and the scheduling module. The “Handling” part has three 
functional modules: CAPP, scheduling, and integrator, with the integrator as its core. The 
integrator evaluates the job tardiness of the 0-level solution. If the tardiness is not 
satisfactory, HA-tardy-AJStardy or HA-tardy-JStardy is invoked to identify the critical job 
and modify its plan solution space. The CAPP module is then re-run to generate an 
optimal plan for the critical job. The plan for the critical job and the plans of the 
remaining jobs are input into the scheduling module to generate a first-cut solution. This 
iterative process continues until a satisfactory plans/schedule solution is obtained.  
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Figure 6.5 The overview of the rescheduling process 
6.5 Experimental Results 
To demonstrate the capability of the system, a set of case study with the production of 
eight jobs is presented. There are totally 6 machines (M1, M2, M3, M4, M5, M6) in the shop. 
The information of batch size and due date for each job is shown in Table 6.1. The 
starting time is 2009-01-10 00:00. Assuming all the machine resources are available, the 
initial plans/schedule solution was generated with a makespan of 22680 min. In the initial 
solution, the completion time and tardiness of each job is presented in Table 6.1, 
indicating 0 tardy job. Based on this initial schedule, the following sections will 
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respectively demonstrate the effectiveness of the proposed algorithms on the scenarios of 
machine breakdown and new job arrival.  
Table 6.1 Job information 
Job Batch 
size Due date 




J1 40 Jan 22 00:00 Jan 21 07:20 − 
J2 50 Jan 14 00:00 Jan 13 23:50 − 
J3 70 Jan 18 00:00 Jan 17 04:50 − 
J4 30 Jan 20 00:00 Jan 19 11:20 − 
J5 30 Jan 30 00:00 Jan 25 18:00 − 
J6 40 Jan 22 00:00 Jan 20 02:00 − 
J7 60 Jan 21 00:00 Jan 14 09:00 − 
J8 80 Jan 21 00:00 Jan 13 06:40 − 
6.5.1 Machine breakdown 
For simulating the scenario of machine breakdown, it is assumed that machine M2 breaks 
down at the point of 1000 min (Jan 10, 2009 16:40), and then recovers at the point of 
2000 min (Jan 11, 2009 09:20). To accommodate these two disruptions, the rescheduling 
system was run to generate an alternative plans/schedule solution for the remaining jobs. 
To verify the effectiveness of both HA-tardy-AJStardy and HA-tardy-JStardy, we 
construct two cases, whose results are shown and discussed as follows. 
(1) Case I: M2 breaks down at 1000 min (HA-tardy-AJStardy) and recovers at 2000 
min (HA-tardy-JStardy) 
Upon invoking the rescheduling system, M2 is firstly set as “not available”. At the 
breakdown point, the yet-to-start jobs, in-processing jobs, in-processing OPTs, and the 
OPTs using M2 are listed in Table 6.2, respectively. It can be seen that the in-processing 
jobs are J2, J7, and J8. Only J8 has an in-processing OPT, J8-OPT2, that uses M2. 
Therefore, J8-OPT2 was split into two OPTs: J8-OPT2-01 and J8-OPT2-02. For the 0-level 
solution, re-process planning was only carried out for J1, J6, and J8, respectively. The 
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generated new process routes, together with that of the unaffected jobs, were input to the 
scheduling module to generate the 0-level solution with the completion time of each job 
and tardiness presented in the second column of Table 6.3. It can be seen that there are 4 
tardy jobs: i.e., J1, J5, J6, and J8, in the 0-level solution. 
Table 6.2 Status of jobs and OPTs after M2 breaks down 
Job and OPT Category Information 
Yet-to-start Jobs J1, J3, J4, J5, J6 
In-processing Jobs J2, J7, J8 
In-processing OPTs J2-OPT2, J7-OPT1, J8-OPT2  
OPTs using M2 (AJStardy) J1-OPT1, J1-OPT2, J6-OPT2, J8-OPT2-02, J8-OPT3, J8-OPT4, J8-OPT5, J8-OPT6 
 
Table 6.3 Completion time and tardiness of jobs in the 0-level solutions 
Job Completion time  M2 down 
Tardiness 
(day) 




Completion time  




J1 Jan 27 03:20 6 Jan 23 07:00 2 Jan 27 13:20 6 
J2 Jan 13 23:50 − Jan 15 20:00 2 Jan 13 23:50 − 
J3 Jan 17 04:50 − Jan 19 01:00 2 Jan 17 04:50 − 
J4 Jan 19 11:20 − Jan 20 15:30 1 Jan 19 11:20 − 
J5 Jan 31 04:00 2 Jan 26 20:10 − Jan 31 00:00 1 
J6 Jan 29 12:00 8 Jan 25 06:10 4 Jan 29 08:00 8 
J7 Jan 14 10:20  Jan 14 09:40 − Jan 14 09:40 − 
J8 Jan 22 02:00 2 Jan 16 03:00 − Jan 13 07:20 − 
J9 − − Jan 14 14:00 − Jan 24 17:20 5 
 To reduce the tardiness in the 0-level solution, HA-tardy-AJStardy was called into 
action. The modification of J8/OPT2-02/M1 was suggested after iteration 1, as shown in 
Table 6.4. This is because J8 has the minimum tardiness in the AJStardy and OPT2-02 has 
the maximum OpWT, which has M1 and M3 as its alternative machines. M1 was then 
removed from the machine list of J8/OPT2-02, thus updating the plan solution space of J8. 
A new plan for J8 was re-generated and input to the scheduling module to generate the 
1st-cut solution. The tardiness of the 1st-cut solution was then evaluated and HA-tardy-
AJStardy fired again if there are still tardy jobs. This process continues until 0 tardiness 
achieved or no further modification suggestion generated by HA-tardy-AJStardy. As a 
result, the operation stopped after 5 iterations with modification suggestions shown in 
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Table 6.4. The completion time of each job in the 5th-cut solution is shown in Table 6.5, 
while the tardiness of each tardy job after each iteration is shown in Figure 6.6. It can be 
seen that J5 and J8 were eliminated from the tardy job list and only 2 tardy jobs, J1 and J6, 
remain although with reduced tardiness.  
 M2 was then assumed to be recovered at the point of 2000 min. Similar to the 
scenario of machine breakdown, the in-processing OPTs at the recovery point were split. 
Subsequently, the rescheduling algorithm with HA-tardy-JStardy was invoked to reduce 
the tardiness, and after 4 iterations (6-9 shown in Table 6.4), 0 tardy job was achieved. 
The tardiness of J1 and J6 corresponding to each iteration is shown in Figure 6.6. The 
completion time of each job in the final solution is given in Table 6.5. 
Table 6.4 Modification for Cases I and II in the machine breakdown 
Case I Case II 
Iteration Modification Iteration Modification 
01 J8/OPT2-02/M1 01 J5/OPT1/M1 
02 J1/OPT2/M1 02 J8/OPT2-02/M1 
03 J1/OPT1/M1 03 J1/OPT1/M1 
04 J6/OPT2/M1 04 J1/OPT2/M1 
05 J1/OPT3/M1  05 J1/OPT7/M1 
   06 J1/OPT11/M1 
06 J1/OPT2/M3  07 J6/OPT2/M1 
07 J6/OPT2/M3  08 J1/OPT3/M1 
08 J6/OPT1/M1  09 J1/OPT8/M1 
09 J6/OPT4/M1    
   10 J6/OPT2/M3 
   11 J6/OPT1/M1 
Table 6.5 Job completion time after disruption handling in Cases I and II 
Job 
Case I Case II 





















J1 Jan 22 02:00 1 Jan 21 22:00 − Jan 20 12:40 − Jan 20 12:40 − 
J2 Jan 13 23:50 − Jan 13 23:50 − Jan 13 23:50 − Jan 20 12:40 − 
J3 Jan 17 04:50 − Jan 17 04:50 − Jan 17 04:50 − Jan 13 23:50 − 
J4 Jan 19 11:20 − Jan 19 11:20 − Jan 19 11:20 − Jan 17 04:50 − 
J5 Jan 25 12:40 − Jan 23 13:00 − Jan 23 21:20 − Jan 19 11:20 − 
J6 Jan 23 20:40 2 Jan 16 08:40 − Jan 22 07:20 1 Jan 22 02:40 − 
J7 Jan 14 09:40 − Jan 14 10:20 − Jan 14 10:20 − Jan 13 18:00 − 
J8 Jan 15 20:00 − Jan 15 21:00 − Jan 15 21:00 − Jan 14 10:20 − 
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Figure 6.6 Tardiness after each iteration in Case I in the machine breakdown 
(2) Case II: M2 breaks down at 1000 min (HA-tardy-JStardy) and recovers at 2000 
min (HA-tardy-JStardy) 
In this case, when M2 breaks down, instead of HA-tardy-AJStardy, HA-tardy-JStardy is 
used in the rescheduling process. At iteration 1, the modification of J5/OPT1/M1 was 
suggested due to that J5 has the lowest tardiness among those tardy jobs and OPT1 has the 
maximum OpWT. The iterative process stopped after 9 iterations when no further 
reduction of tardiness can be done. The modifications suggested in each iteration are 
shown in Table 6.4 and the completion time of each job in the 9th-cut solution is given in 
Table 6.5. The tardiness of each tardy job after each iteration is shown in Figure 6.7. 
Only J6 remains tardy.   
 When M2 is recovered at the point of 2000 min, the rescheduling procedure with 
HA-tardy-JStardy is invoked. After 2 iterations (10-11 in Table 6.4), the tardiness was 
eliminated and the algorithm exits. The tardiness of J6 corresponding to each iteration is 
shown in Figure 6.7. The completion time of each job in the final solution is given in 
Table 6.5. 
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Figure 6.7 Tardiness after each iteration in Case II in the machine breakdown 
 For the above two cases, the total machining cost after each iteration is illustrated 
in Figure 6.8. It is observed that the total machining cost gradually increases with more 
iterations, i.e., more changes to the initial solution. This is expected since the CAPP 
module tries to minimize the machining cost based on the updated solution space. When 
constraints are imposed, the solution space after updating turns to be smaller than that 
before updating, thus leading to the increase of cost. With respect to the schedule 
deviation (the ratio of the number of changed OPTs over the total number of OPTs), 
Figure 6.9 shows that the deviation is the same for the first 5 iterations by using HA-
tardy-AJStardy. This could be attributed to the fact that the resource adjustment is 
performed among the OPTs in the AJStardy only. Starting from the 6th iteration, HA-
tardy-JStardy was used to further reduce the tardiness and at the same time, the schedule 
deviation has also increased. It shows that the route deviation in Case I is much smaller 
than that in Case II. This has confirmed the effectiveness of algorithm HA-tardy-AJStardy 
in terms of route deviation control.  
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Figure 6.8 Total machining cost for Cases I and II in the machine breakdown 
 
Figure 6.9 Schedule deviation for Cases I and II in the machine breakdown 
6.5.2 New job arrival 
This section presents an application example to simulate the scenario of new job arrival. 
The new job (J9) is a prismatic part with the batch of 70, as shown in Figure 6.10. The 
process information of this part is given in Table 6.6. If the job type is not urgent, the due 
date is specified with 2009-01-20 00:00. To verify the performance of the developed 
algorithms, three cases are constructed with the results shown and discussed in the 
following sections.  
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Figure 6.10 The input prismatic part 
Table 6.6 Process information with alternative machines, tools and TADs 
VFs OPTs Ms Ts TADs Predecessors 
VF1 OPT1 M1,M2,M4,M5 T1,T2,T3, T4, T5 -x, -z  
VF2 OPT2 M1,M2,M4,M5 T1,T2,T3, T5, T16 +y,-z OPT1 
VF3 OPT3 M1,M2 T1, T3 +y OPT1 
VF4 OPT4 M1,M2,M4,M5 T1, T2, T5 +z, +x,-x OPT1 
VF5 OPT5 M1,M2,M3,M4,M5 T14 +z, -z OPT1 
OPT6 M1,M2,M3,M4,M5 T8 +z, -z OPT1, OPT5 
VF6 OPT7 M1,M2,M3,M4,M5 T14 +z, -z OPT1 
OPT8 M1,M2,M3,M4,M5 T8 +z, -z OPT1, OPT7 
VF7 OPT9 M1,M2,M4,M5 T1, T5 -x OPT1 
(1) Case I: urgent job (HA-tardy-JStardy) 
Since the job is urgent, the time to complete this job is the most important factor 
concerned by an enterprise. Consequently, the search algorithm in the CAPP system is 
used to generate a process plan with the objective of minimum machining time for the 
input part. Table 6.7 shows one optimal process plan in terms of minimum processing 
time. It is observed that in order to reduce the processing time, the OPTs in the obtained 
process plan have fully utilized the machine with a higher processing capability, which 
would also lead to a higher cost. In this scenario, to ensure the minimum completion time 
of the urgent job, the generated plan cannot be changed during the rescheduling process. 
This generated plan, tougher with those of the existing jobs, was input to the scheduling 
module to generate the 0-level solution, in which the completion time and tardiness of 
each job are presented in the forth column of Table 6.3. It can be seen that there are 5 
F1 Step 
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tardy jobs: i.e., J1, J2, J3, J4, and J6, in the 0-level solution. Subsequently, HA-tardy-
JStardy was called into action. Table 6.8 shows that the modification suggestion after 
iteration 1 is J4/OPT11/M1. This is due to the fact that J4 has the lowest tardiness and 
OPT11 has the maximum OpWT, which can also be processed with alternative machines. 
Based on this, the solution space of the J4 is updated. The CAPP and scheduling modules 
are then used to generate the 1st-cut solution. The iterative process continues until the 
tardiness is completely removed after 11 iterations. The modifications suggested in each 
iteration are shown in Table 6.8 and the completion time of each job in the 11th-cut 
solution is given in Table 6.9. The tardiness of each tardy job in each iteration is shown 
in Figure 6.11.   
Table 6.7 Process plan for the new job 
No. 
Urgent job (cost = 567)  New normal job (cost = 387) 
OPTs (M, T, TAD)  OPTs (M, T, TAD) 
01 OPT1 M2,T1,-x  OPT1 M1,T1,-x 
02 OPT4 M2,T1,-x  OPT4 M1,T1,-x 
03 OPT9 M2,T1,-x  OPT9 M1,T1,-x 
04 OPT5 M2,T14,+z  OPT3 M1,T1,+y 
05 OPT7 M2,T14,+z  OPT2 M1,T1,-z 
06 OPT6 M2,T8,-z  OPT7 M1,T14,-z 
07 OPT8 M2,T8,-z  OPT5 M1,T14,-z 
08 OPT2 M2,T1,+y  OPT8 M1,T8,-z 
09 OPT3 M2,T1,+y  OPT6 M1,T8,-z 
 
Table 6.8 Modification in each iteration in Cases I, II, and III 
Case I  Case II Case III 
Iteration Modification Iteration Modification Iteration Modification 
01 J4/OPT11/M1  01 J5/OPT1/M1 01 J9/OPT1/M1 
02 J4/OPT9/M1  02 J9/OPT1/M1 02 J9/OPT2/M1 
03 J1/OPT7/M1  03 J9/OPT3/M1 03 J9/OPT3/M1 
04 J1/OPT16/M1  04 J9/OPT7/M1 04 J1/OPT7/M1 
05 J1/OPT3/M1  05 J1/OPT7/M1  05 J6/OPT1/M1 
06 J4/OPT4/M1  06 J6/OPT1/M1  06 J6/OPT4/M1 
07 J4/OPT2/M1  07 J6/OPT3/M1    
08 J4/OPT3/M1  08 J6/OPT2/M1    
09 J4/OPT1/M1       
10 J6/OPT1/M1       
11 J2/OPT10/M1      
                   Chapter 6 Job rescheduling by exploring the solution space of process planning and scheduling 
 119
Table 6.9 Job completion time after disruption handling in Cases I, II, and III 
Job 














J1 Jan 20 05:30 − Jan 21 12:00 −  Jan 21 23:20 − 
J2 Jan 13 23:50 − Jan 13 23:50 −  Jan 13 23:50 − 
J3 Jan 17 19:00 − Jan 17 04:50 −  Jan 17 04:50 − 
J4 Jan 15 02:50 − Jan 19 11:20 −  Jan 19 11:20 − 
J5 Jan 22 05:40 − Jan 20 05:20 −  Jan 23 15:20 − 
J6 Jan 21 10:10 − Jan 18 13:20 −  Jan 18 15:20 − 
J7 Jan 15 23:50 − Jan 19 07:30 −  Jan 19 07:30 − 
J8 Jan 17 17:30 − Jan 13 07:20 −  Jan 13 07:20 − 
J9 Jan 14 14:00 − Jan 15 22:40 −  Jan 15 22:40 − 
 
 
Figure 6.11 Tardiness after each iteration in Case I for the new job arrival 
(2) Case II: new normal job (HA-tardy-JStardy) 
In this case, the input new job is a normal job with the due date of 2009-01-20. The 
process plan is generated with the CAPP search algorithm with the objective of 
minimizing the machining cost. The obtained process plan is presented in Table 6.7. It is 
observed that the total machining cost is 387, which is significantly lower than that for 
the urgent job. This process plan is input to the scheduling module for generating a 
schedule. The completion time of the schedule in the 0-level solution is listed in Table 
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6.3. It is shown that more tardiness is caused in the 0-level solution than that in Case I. 
This is expected since the initial plans/schedule solution has the minimum machining cost 
while satisfying the due date. In the initial schedule, the machine with lower cost usually 
has higher utilization. Therefore, when the new machine is assigned to machine the new 
job, it will turn to be bottleneck, thus leading to more tardiness. Table 6.3 shows that the 
tardy jobs in the 0-level solution are J1, J5, J6, and J9. Based on this schedule, the 
algorithm HA-tardy-JStardy was used for constraint generation. Table 6.8 shows that the 
modification suggestion at iteration 1 is J5/OPT1/M1, since J5 has the lowest tardiness. 
The iterative process continues until the tardiness is completely removed after 6 iterations. 
The modifications suggested for other iterations are shown in Table 6.8 and the 
completion time of each job in the 8th-cut solution is given in Table 6.9. The tardiness of 
each tardy job after each iteration is shown in Figure 6.12.  
 
Figure 6.12 Tardiness after each iteration in the case II for new job arrival 
(3) Case III: new normal job (HA-tardy-AJStardy) 
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Since the type of new job is the same as that in Case II, the 0-level solution is also same. 
With the obtained solution, instead of HA-tardy-AJStardy, HA-tardy-AJStardy was 
invoked to generate the constraint. Table 6.8 shows that the modification suggestion at 
iteration 1 is J9/OPT1/M1, although J9 is not the job with the lowest tardiness. This is due 
to the reason that the algorithm HA-tardy-AJStardy first performs the modification on the 
AJStardy. Since the AJStardy in this case only includes the J9, J9 is then chosen for solution 
space modification. Figure 6.13 shows that 6 iterations are taken to eliminate the 
tardiness. The modifications suggested in each iteration are shown in Table 6.8 and the 
completion time of each job in the 6th-cut solution is given in Table 6.9.  
 
Figure 6.13 Tardiness after each iteration in the case III for new job arrival 
 For the above three cases, the total machining cost after each iteration is 
illustrated in Figure 6.14. It has confirmed that the total machining cost gradually 
increases with the increase of iteration. However, it is observed that the total machining 
cost in Case I has increased much more than those in the other two cases. This is due to 
the reason that the case I has managed to process the urgent job in a minimum finishing 
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time, which would significantly increase the machining cost. Regarding the schedule 
deviation, Figure 6.15 shows that the deviation in Case III has increased in the lowest 
pace. Moreover, the final schedule deviation for Case III is also significantly lower than 
those in the other two cases. This has further confirmed the effectiveness of algorithm 
HA-tardy-AJStardy to maintain the schedule stability.  
 
Figure 6.14 Total machining costs for Cases I, II, and III (new job arrival) 
 
Figure 6.15 Schedule deviations for Cases I, II, and III (new job arrival) 


















































                   Chapter 6 Job rescheduling by exploring the solution space of process planning and scheduling 
 123
6.5.3 A comparative study 
To provide a more comprehensive analysis, this section compares our approach with 
some known rescheduling approaches. Three commonly used approaches, i.e., right-
shifting rescheduling (RSR), affected operation rescheduling (AOR), and total 
rescheduling (TR), are investigated and compared. For TR approach, two separate 
algorithms, named TR-1 and TR-2, are developed and briefly introduced as follows:  
• TR-1 essentially employs the same scheduling algorithm as that in the original 
schedule with minor modification, where only active rescheduling jobs are 
involved. Here, EDD is applied to dispatch the remaining operations to re-
generate a new schedule.  
• In contrast to the TR-1, TR-2 applies a particle swarm optimization (PSO) based 
algorithm (i.e., PSO-TS) presented in Chapter 3 to perform an exclusive search on 
the solution space of active rescheduling jobs with the objective of minimizing 
total tardiness.  
In the scenario of the machine breakdown, our rescheduling algorithm employs HA-
tardy-AJStardy for machine breakdown and HA-tardy-JStardy for machine recovery, 
which is named IPPS. It was then compared with the above 4 algorithms. For the scenario 
of new job arrival, the new normal job is tested and the algorithm HA-tardy-AJStardy is 
applied. IPPS incorporating this algorithm is then compared with the PSO based 
algorithm. For both scenarios, experiments were conducted on 9 simulated cases with 
different sizes, running on a PC with a 2.8GHz processor and 512MB RAM. In these 
cases, the number of jobs is in the range of 8 to 15, while the number of machines is in 
the range of 5 to 8. In each case, the breakdown machine, disruption point, and recover 
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point were randomly generated. These generated values, together with the initial 
predictive schedule, remained same for all the algorithms. Figure 6.16 and 6.17 
respectively illustrate the comparative results for the scenario of machine breakdown and 
new job arrival, which summarize the simulation results of different rescheduling 
algorithms for accommodating machine breakdown, recovery, and new job arrival. It 
shows the final number of tardy job, total machining cost, and schedule deviation. Also 
included are some commonly used performance measures in scheduling like makespan, 
machine utilization, and flow time.  
 Figure 6.16a shows that the IPPS is able to eliminate the tardiness for 8 out of 9 
cases with the exception of case-5. Although TR-2 utilizing the exclusive search can 
improve the tardiness for all cases, both the total machining cost (see Figure 6.16b) and 
schedule deviation (see Figure 6.16c) have been significantly increased. With respect to 
the RSR, AOR, and TR-1, more tardy jobs are resulted. This is due to the fact that these 
three approaches generally keep the sequence unchanged as in the original schedule. As 
such, some machines may become bottlenecks, making it difficult to absorb the 
disruption in the generated schedule. By exploring the process planning solution space, 
the IPPS, however, can route some operations to the idle or less occupied machines. As a 
result, the efficiency of schedule is improved, which is only at the cost of a moderate 
increase in both machining cost and schedule deviation. Meanwhile, as shown in Figure 
6.16d-f, the IPPS also demonstrates a good capability to balance the machine utilization, 
minimize the makespan and the flow time, while reducing the tardiness. Among the 
compared algorithms, RSR gives the worst performance. This is expected since RSR does 
not fully utilize the existing slack between two OPMs, which would absorb the 
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disruptions. Also observed are close results achieved by TR-1 and AOR, due to that both 
approaches use EDD to generate an active schedule, where no operation can be shifted to 
the left without delaying any of the other operations. For the scenario of the new job 
arrival, both of the IPPS and PSO algorithms can remove the tardiness for all the tested 
cases. However, with the PSO algorithm, both the total machining cost (see Figure 6.17a) 
and schedule deviation (see Figure 6.17b) have been significantly increased. For the other 
performances, close results are observed with these two algorithms, although IPPS has 
performed a little better. In general, to make a good compromise among the investigated 
performance measures, IPPS has proven itself a good alternative to accommodate these 
two disruptions, which is able to progressively reduce the tardiness while keeping the 























Figure 6.16 Performance comparisons on machine breakdown 

























































































































































Figure 6.17 Performance comparisons on new job arrival 
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6.6 Summary 
This chapter presents an integrated process planning and scheduling approach to 
accommodate the disruption of machine breakdown and new job arrival commonly 
occurred in the shop floor. The objective is to minimize the number of tardy jobs and 
tardiness, while maintaining the machining cost and schedule deviation at a low level. 
Since both process planning and scheduling are NP-hard combinatorial optimization 
problems, the integrated problem by combining these two functions will own a 
substantially large search space, thereby highly increasing the problem complexity. 
Motivated by this, an integrated approach has been proposed to iteratively improve the 
performance measures through an integrator module. In this integrator module, two 
heuristic-based algorithms have been developed. The numerical experiments show that 
the algorithms under both heuristics can improve the jobs tardiness, while maintaining 
the machining cost and schedule deviation at a relative low level. However, the algorithm 
HA-tardy-AJStardy outperforms HA-tardy-JStardy in terms of schedule deviation. 
Moreover, the integrated approach is compared with several known rescheduling 
approaches. The results demonstrated that our algorithm has been proven to be a better 
alternative to obtain a solution with an overall good performance. 
 The developed approach contributes in four aspects towards resolving the 
rescheduling problem. Firstly, it accommodates machine breakdown by two independent 
rescheduling events. Such a model has eliminated the assumption that the duration of 
breakdown is known, thus taking a further step towards its practical use in the industry. 
Secondly, the status of jobs and OPTs at the disruption point has been analyzed and 
effectively incorporated in the rescheduling system. Thirdly, an integrated process 
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planning and scheduling approach is developed to accommodate the disruptions by fully 
exploring the process plan solution space. This manner leads to an overall good solution 
from the perspective of global optimization. Fourthly, an iterative fine-turning mode is 
used to revise the plans/schedule solution for the purpose of not only gradually reducing 
the number of tardy jobs but also preventing the total machining cost and schedule 
deviation increased in a dramatic way. 
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CHAPTER 7                
A PSO-BASED MULTI-OBJECTIVE OPTIMIZATION 
APPROACH TO THE IPPSP 
The integrated process planning and scheduling problem (IPPSP) described in Chapter 5 
belongs to a multi-objective problem. The objective is to find a good plans/schedule 
solution such that the total tardiness of jobs and the total machining cost of involved 
plans are minimized. Generally, these two objectives are conflicting and cannot be 
optimized simultaneously. Furthermore, the IPPSP is also characterized with an 
intractably large and highly complex solution space, which makes it highly difficult to 
find a satisfactory solution. In order to solve this problem, Chapter 5 has presented an 
iterative integrated approach (i.e., IPPSS) to achieve a plans/schedule solution with an 
overall good performance in terms of the above two objectives. It uses an integrator 
module to link the process planning module and the scheduling module. When the 
performance of the schedule is not satisfactory, the algorithm in the integrator intuitively 
identifies a job for plans solution space updating. In this way, the information between 
the process planning and scheduling can be effectively exchanged so as to achieve a 
satisfactory trade-off solution. The advantage of this approach is that the process 
planning solution space is explored and the process plans of all the jobs in the final 
solution would have the cost close to minimum machining cost, while the tardiness of the 
schedule is also minimized. In addition, the computational time taken to find the final 
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solution in such an extremely large solution is managed in an affordable manner. This 
could be due to the reason that the process of identifying a job for solution space 
modification in the integrator module is based on heuristic algorithms. However, this 
intuitive manner will bring a disadvantage that the solution space of the process planning 
cannot be extensively explored, thereby leaving certain room for further improvement. 
Moreover, the IPPSS aims to find one good solution. In practice, it would be better if 
more high-quality trade-off solutions could be provided for users to make a decision. 
Therefore, more efforts are of necessity to develop an effective and efficient search 
algorithm for this multi-objective IPPSP.  
7.1 Introduction 
Many real-world applications involve simultaneous optimization of multiple 
incommensurable and often competing objectives. In the single-objective optimization 
problem, there is only one global optimal solution; but in the multi-objective optimization 
problem, there is a set of optimal solutions, each corresponding to a trade-off among the 
values of defined objective functions. Basically, these solutions are equally important 
unless preference information is incorporated.  
 In the past two decades, research on multi-objective optimization has received 
much attention. Classical methods for generating a set of trade-off solutions usually 
combine the set of objectives into a single scalar objective with a weighted sum. 
Although it simplifies the optimization process, several problems are caused. Firstly, it is 
not easy to determine the weight value for each objective. Secondly, the weighted-sum 
approach cannot identify all trade-off solutions in the surface of non-convex solution 
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spaces. Thirdly, different magnitudes for each objective may affect the mathematical 
procedure. Although each objective can be normalized, a priori knowledge on the ranges 
of optimized objectives is required. To overcome these shortcomings, evolutionary 
algorithms have been established as a general, robust, and effective search alternative for 
the multi-objective optimization problems, which can find a set of good non-dominated 
solutions. Some reported promising multi-objective evolutionary algorithms include the 
strength Pareto evolutionary algorithm 2 (SPEA2) (Zitzler et al. 2001), the non-
dominated sorting genetic algorithm II (NSGAII) (Deb et al. 2002), the incrementing MO 
evolutionary algorithm (IMOEA) (Tan et al. 2002), and the sub-population genetic 
algorithm II (SPGA-II) (Chang and Chen 2009), etc.  
 Recently, particle swarm optimization (PSO) has emerged as a relatively new 
stochastic optimization approach inspired by the behaviors of bird flocking. It has been 
successfully applied for solving the process planning and scheduling problems, which has 
been presented in Chapters 2 and 3, respectively. Testing results show that the PSO 
algorithm is able to find a good quality solution with good efficiency and robustness 
achieved. However, it has not been used to handle the multi-objective IPPSP, which is 
more complex. Firstly, unlike a single solution in the single-objective optimization, 
multiple non-dominated optimal solutions need to be found for a multi-objective problem. 
Secondly, the solution space of the IPPSP by combining that of process planning and 
scheduling forms a considerably large solution space, which would significantly increase 
the problem complexity. Thus, to account for these two factors, a PSO-based algorithm 
incorporating several specific techniques will be developed to handle these challenges. 
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The developed approach owns the capabilities to handle the problem with large search 
spaces, approximate a set of trade-offs in a single simulation run, and converge fast.  
 Section 7.2 introduces some basic concepts in multi-objective optimization. 
Section 7.3 presents the details of a PSO-based optimization algorithm for resolving the 
multi-objective IPPSP. Section 7.4 shows numerical experiments to validate the 
performance of the proposed algorithm. Finally, this chapter concludes in Section 7.5. 
7.2 Basic Concepts in Multi-objective Optimization 
Without loss of generality, a multi-objective optimization (MOO) is considered to 
minimize k objectives, which can be mathematically formulated as,   
  Minimize  1 2( ) ( ( ), ( ), ..., ( ))ky F x f x f x f x= =         (7.1 
       Subject to        ( ) 0 1, 2,...,us x u U≥ ∀ =

         (7.2) 
      
( ) 0 1, 2,...,vt x v V= ∀ =

        (7.3) 
   
,x X y Y∈ ∈ 
      (7.4) 
where 1 2( , ,..., )nx x x x=

 is the decision vector (i.e. solution), 1 2( , ,.., )ky y y y=  is the 
objective vector, X is the decision space, and Y is the objective space. U and V are the 
numbers of inequality and equality constraints, respectively. Based on this definition, 
some important concepts in the MOO are introduced as follows:  
(1)
 
Solution dominance relationship: In MOO, there are three kinds of dominance 
relationships between any two decision vectors a  and b

. Firstly, a  is said to 
dominate b

 (denoted as a b

≺ ), iff  
{ }
{ }
( ) ( ) 1, 2, ...,
( ) ( ) 1, 2, ...,
p p
q q
f a f b p k




      (7.5) 
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         Secondly, a is said to be incomparable with b

 (denoted as a b

∼ ), iff 
( )pf a
 ( ) ( )p qf b f a∧
  { }( ) , 1, 2,...,qf b p q k∀ ∈    (7.6) 
The third relationship is opposite to the first one, i.e., a  is dominated by b

, 
which is denoted as a b

≻ .  
(2)
 
Pareto optimal solution: A solution *a ( *a X∈ ) is called the Pareto optimal 
solution if no solution in the decision space X can dominate *a .  
(3)
 
Pareto optimal set: In MOO, there are multiple Pareto optimal solutions. These 
solutions are incomparable with each other and will form a Pareto optimal set P*.  
(4)
 
Pareto front: The Pareto front, denoted as PF*, is formed by a set of objective 
vectors obtained with the Pareto optimal solutions in the P*.  
Based on these concepts, it is shown that a MOO algorithm aims at finding a Pareto 
optimal set P* and the formed Pareto front PF*. This study has involved two objectives, 
where f1 is the objective function to calculate the total machining cost of the involved 
plans and f2 is the function to calculate the total tardiness of the schedule. The general 
objective is to find a Pareto front consisting of a set of Pareto optimal trade-offs between 
these two objectives.  
7.3 PSO-based Multi-objective Optimization for the IPPSP 
This section presents a multi-objective PSO algorithm, denoted as MOPSO, which is 
specifically designed to solve the IPPSP by achieving good trade-off plans/schedule 
solutions in terms of total machining cost for the involved plans and total tardiness for the 
schedule. To effectively solve this multi-objective combinational IPPSP, the following 
issues should be addressed:  
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• Due to the continuous characteristic of the original PSO and the discrete nature of 
the IPPSP, how to choose an appropriate solution representation to enable a 
particle representing a plans/schedule solution is vital to the success of the 
algorithm implementation.   
• In the context of MOO, since incomparable relationship exists between two 
plans/schedule solutions, how to determine a global best solution and the personal 
best solution for each particle should be addressed.  
• In the PSO, since the fast convergence may easily cause the found solutions 
trapped in the local optimum, how to improve the solution quality is also 
important to the effectiveness of the algorithm. 
The following sections will separately discuss these issues in order to find a set of high 
quality non-dominated solutions. Section 7.3.1 describes solution encoding and decoding 
methods in the MOPSO. Section 7.3.2 initializes a population of particles with random 
location and velocity. Section 7.3.3 presents a strategy to keep the best found non-
dominated solutions using an external archive. Section 7.3.4 shows the process of 
updating the personal best and global best solution for each particle. Section 7.3.5 
suggests a pruning technique to maintain the size of external archive in order to reduce 
the computational burden. Section 7.3.6 incorporates a local search algorithm in the PSO 
to enhance the search quality. Section 7.3.7 uses a crossover operator to further improve 
the solution quality. The algorithmic flow of the MOPSO is presented in Section 7.3.8.  
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7.3.1 Solution representation 
An appropriate solution representation should enable a particle to represent a potential 
solution. In the IPPSP, there are a set of jobs J={J1, J2,…,Ji,…,Jn}, each consisting of a 
set of OPTs={OPTi1, OPTi2,…, OPT
iil
} with size li. Precedence constraints exist among 
the OPTs of each job. To identify the location of an OPT in the job set J, each OPT is 





=∑ is the 






=∑ . As mentioned earlier, the IPPSP aims to find a solution involving the plans 
for all the jobs and the schedule formed by the planed jobs. For implementation, the plans 
of all the jobs should be firstly obtained, followed by generating a schedule. As such, the 
particle in the PSO should be enabled to determine the plan for each job. Once the plans 
are obtained, the schedule can also be generated. Consequently, the position of the 
particle representing a solution can be denoted as a 2-by-D matrix, as shown in Figure 7.1. 
It contains two rows divided into n segments, each corresponding to a job. In each 
segment, the element in the first row represents the priority of an OPT while the element 
in the second row shows the index of the OPM selected from its alternative OPMs list. 
All of the values in the matrix are real values, which are in the range of xmin and xmax. 
Table 7.1 gives a simple example to help understand the encoded position matrix. The 
third row lists the OPTs for all the jobs. The fourth and fifth row, respectively, present 
the values of the priority and selected OPM in the position matrix, each corresponding to 
a general index d shown in the second row. 
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Figure 7.1 Particle structure 
Table 7.1 A position matrix to encode 3 jobs 
Job J1  J2  J3 
Index 1 2 3 4  5 6 7  8 9 10 11 12 
OPT OPT11OPT12OPT13 OPT14  OPT21OPT22OPT23  OPT31 OPT32 OPT33 OPT34 OPT35 
xe1 3.6 1.3 0.4 2.2  1.7 0.8 2.6  1.9 1.6 1.3 1.4 2.9 
xe2 0.4 0 1.0 2.0  0.4 2.4 1.8  3.2 1.6 2.2 0.8 2.4 
 
 Based on the matrix, a segment belonging to a job, together with the precedence 
constraints of the involved OPTs, is input to the algorithm FPCA (see Section 2.4.1) to 
generate a feasible plan. Once the process plans for all the jobs have been obtained, a 
scheduling algorithm is then used for generating a non-delay schedule. Currently, the 
earlier due date (EDD) based on algorithm FSGA (see Section 3.3.2) is applied. With the 
obtained plans and schedule, the total machining cost and the total tardiness can then be 
evaluated, which are used to determine the solution dominance relationship.  
7.3.2 Population initialization 
To search the optimal solutions in the solution space, the population is initialized with a 
collection of particles, each attached with a random position and a random velocity. 
According to the solution representation, both are modelled as 2-by-D matrixes. For the 
position matrix, each entry value is randomly picked in the range of [xmin, xmax], while the 
value in the velocity matrix is picked in the range of [vmin, vmax]. With the increasing of 
1 1 1 2 1 11 1 1 2 1 1 ( 1 ) 1 ( ) 1 ( 1 ) 1 ( ), , . . . , , , . . . , , . . . . . . , , . . . ,n n nl y y l y y lx x x x x x x− −+ + + +
1 1 1 2 1 12 1 2 2 2 2 ( 1 ) 2 ( ) 2 ( 1 ) 2 ( ), , . . . , , , . . . , , . . . . . . , , . . . ,n n nl y y l y y lx x x x x x x− −+ + + +
OPT11,  OPT12, . . . , OPT1l1
J1
OPT21,       …… ,       OPT2l2
J2 Jn
OPTn1,         …… ,           OPTnln
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iteration, it is noted that the particle may not be confined within the solution space. These 
unexceptional particles may lead to infeasible solutions. Therefore, when the values in 
the position matrix and the velocity matrix exceed the respective boundary conditions, 
they will be replaced with the closest boundary values.  
7.3.3 An external archive 
In the single objective optimization, the solution with the best fitness value is usually 
saved as an elite solution to prevent the loss of good solution. However, in the multi-
objective optimization search, as already mentioned, there could be multiple best found 
non-dominated solutions at each iteration. Once the algorithm stops, these solutions will 
be taken as the final output. Here, to keep these best found solutions, a separate external 
archive is used, as compared to the main population. If the algorithm performs well, the 
solutions in the external archive will be highly close to the Pareto optimal solutions. The 
process for updating a particle e with the external archive is described as follows:  
(1)  If the particle e is dominated by any particle in the external archive, no action is 
taken on the e.  
(2)  If any particle in the external archive is dominated by the e, the dominated 
particle will be removed from the external archive and e will be added into the 
archive.  
(3)  If the particle e is incomparable with all the particles in the archive, it will be 
added into the external archive.  
The above three updating scenarios can be illustrated in Figure 7.2.  
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Figure 7.2 External archive updating 
7.3.4 Updating the personal best and global best solutions 
As introduced in Section 2.4, in the PSO, each particle i uses a personal best solution tiP
to keep the previous best found in its memory in each iteration t. Meanwhile, the global 
best solution tG  is defined as to keep the best found solution in the whole population. 
These two kinds of solutions are updated every iteration according to Eqs. (2.8) - (2.9). It 
has shown that these two solutions have a great impact on the particle movement, thus 
affecting the algorithm convergence. In the single-objective optimization, tiP and tG can 
be easily updated according to fitness value belonging to a particle. However, in the 
context of multi-objective optimization, since incomparable relationship exists between 
two solutions, the updating process will be different. Regarding the tiP , the updating 
process is described as follows. If the tiP is dominated by the current particle e, it will be 
replaced with e. If the tiP dominates the current particle e, it will not change. When the 
two particles are incomparable with each other, one of them will be randomly selected as 
the tiP . With respect to the selection of
tG , since there are multiple best found non-
dominated solutions in the external archive, one of them will be randomly picked.   
Removed






a e≺ ,e b e c≺ ≺ e all solutions∼
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7.3.5 Pruning the external archive 
As the iteration increases, since the external archive is continuously updating, it will 
include more non-dominated solutions, thus leading more computational resource to be 
consumed by the subsequent archive updating. To overcome this difficulty, the size of 
external archive will be maintained at a predefined number. Thus, a pruning procedure 
will be developed to decide which particle is retained in the external archive. It follows 
the principle that the particle in the less crowded area will have the higher possibility to 
be retained in the archive. To estimate the density of one particle in the external archive, 
a technique to calculate the crowding distance (Deb et al. 2002) is used, which requires 
no user-defined parameter and has a good computational complexity.  
 For calculating the crowding distance, the particles in the external archive are first 
sorted in the ascending order of one objective (e.g., f1). Among these particles, since the 
particle with the lowest tardiness and the one with the lowest machining cost are always 
kept in the external archive for the next generation, it is not necessary to calculate their 
distance values. For each remaining particle Li, the crowding distance value is calculated 
according to its adjacent particles Li+1 and Li-1, as illustrated in Figure 7.3.  The distance 
is the sum of absolute normalized difference in the objective values of the two adjacent 





| ( ) ( ) | /( )dis cei q i q i q q
p




   (7.7) 
where maxqf and minqf are the maximum and minimum values of the qth objective.  
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Figure 7.3 The crowding distance calculation 
7.3.6 Local search exploitation 
Local search plays a vital role in the proposed PSO algorithm. It encourages better 
convergence and discovers more promising non-dominated solutions. It can be taken as a 
complement to the PSO to intensify the quality of optimization results. In this algorithm, 
the local search is performed on a particle, which is randomly selected from the external 
archive. For the selected particle, a plans/schedule solution is generated. With the 
obtained plans, a plan is then randomly picked. Subsequently, variation is performed on 
this selected plan by iteratively replacing it with a neighborhood plan controlled by the 
Boltzmann selection. The neighbourhood is obtained in two ways, which are respectively 
performed on two decision-making tasks: operation selection and operation sequencing. 
For operation selection, the swap operator is utilized. An operation is first randomly 
selected and then its assigned OPM is replaced with a new OPM randomly selected from 
its OPM list. For operation sequencing, the shift operator is applied. In a list of sequential 
operations, two operations are randomly selected. Followed by this, the operation in the 
latter location is inserted before that in the former location. Once a neighbourhood is 
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external archive. The neighbourhood search continues on the selected plan until the 
stopping criterion is satisfied. Details of the local search algorithm are given as follows:  
Local search algorithm for one job 
Input: input particle, external archive 
Output: New external archive 
Begin  
1     Initialize rejectMove = 0, maxReject, K; 
2     Form a plans/schedule solution with input particle;  
3     Randomly select a plan from a list of generated plans; 
4     Initialize the current-plan with the selected plan;  
5     while rejectMove < maxReject do 
6      if  rand() > 0.5 then 
7            temp-plan = shift (current-plan); 
8      else 
9            temp-plan = swap(current-plan); 
10    end-if 
11    if min(1, Math.exp(f1(temp-plan)-f1(current-plan))/K)>rand() then 
12          Generate a new plans/schedule solution with the temp-plan;  
13          Evaluate the solution to obtain the cost and tardiness; 
14          Update the new solution with the external archive;   
15          current-plan = temp-plan; 
16    else 
17          rejectMove= rejectMove+1; 
18    end-if 
19   end-while 
End 
7.3.7 Crossover algorithm 
Crossover has been applied as a variation operator in the genetic algorithm to create new 
solutions by recombining the selected parent solutions. This could result in a 
recombination of genetic material that contributes to diversity in the population (Back et 
al. 1997). Inspired by this, a crossover algorithm is incorporated in this MOO algorithm 
to further improve the search quality. It is performed on the two randomly selected 
particles located in the external archive. For the two selected particles, a job is firstly 
randomly identified and then their plans are exchanged, thus obtaining two new solutions. 
In this way, one of the new solutions will definitely have a lower machining cost in 
comparison with the old solutions. In general, the crossover operator can help the 
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particles in the external archive to share a good quality plan with each other through the 
information exchange, thereby resulting in more Pareto-optimal solutions. Here, an 
example to perform the crossover algorithm on two particles is illustrated in Figure 7.4. 
The position matrix for each particle contains 3 segments, each representing the plan of 
one job. When exchanging, a job is randomly selected and then their belonged segments 
are exchanged. For example, J2 is randomly selected and then the second segments of 
these two position matrixes are exchanged, thus generating two new positions. Based on 
this, the decoding algorithm is called to obtain two new solutions for evaluation, which 
are composed with those in the original external archive. The pseudo code for performing 
the crossover algorithm on the external archive is given as follows.  
Crossover algorithm 
Input: External archive 
Output: New external archive 
Begin 
Step a):   Create a temporary external archive with same members in the existing archive;  
Step b):   Randomly select two particles from the temporary archive and then remove them;  
Step c):   Randomly select one job (1-n);  
Step d): Exchange the corresponding segments from the two positions to generate two new 
solutions;  
Step e):   Update two new solutions with the external archive;  




Figure 7.4 The crossover operator for two position matrixes 
3.6, 1.3,0.4,2.2,   1.7,0.8,2.6,   1.9,1.6,1.3,1.4, 2.9
0.4, 0.0,1.0,2.0,   0.4,2.4,1.8,   3.2,1.6,2.2,0.8, 2.4
1.3, 1.2,1.4,1.5,  3.1,0.6,1.1,   3.4,2.6,0.9,2.1, 0.3
0.3, 2.4,0.6,1.6,  0.6,0.8,3.4,   1.4,0.6,1.8,2.4, 0.2
3.6, 1.3,0.4,2.2,   3.1,0.6,1.1,   1.9,1.6,1.3,1.4, 2.9
0.4, 0.0,1.0,2.0,   0.6,0.8,3.4,   3.2,1.6,2.2,0.8, 2.4
1.3, 1.2,1.4,1.5,  1.7,0.8,2.6,   3.4,2.6,0.9,2.1, 0.3
0.3, 2.4,0.6,1.6,  0.4,2.4,1.8,   1.4,0.6,1.8,2.4, 0.2
Position matrixes before exchange New position matrixes after exchange
J1 J2 J3
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7.3.8 A PSO-based algorithm for multi-objective IPPSP 
Incorporating the above various techniques, an MOPSO is developed. Since the 
algorithm incorporates a local search algorithm, it is denoted as MOPSO-LS, whose 





















Figure 7.5 Algorithmic flow of MOPSO 
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7.4 Case Study and Discussion 
To verify the performance of the MOPSO-LS, an application example with the 
production of eight jobs is presented. Table 7.2 presents basic information for the eight 
input jobs. It was assumed that all of these jobs arrived on Jan. 15, 2009. The proposed 
algorithm was implemented with JAVA. The simulation was conducted on a PC with a 
2.8GHz processor and 512 MB RAM. Due to the non-deterministic nature of the 
proposed algorithm, the solutions for each approach were obtained with 5 replications. In 
addition, a comparison between the MOPSO-LS and the IPPS is conducted. As 
introduced in Chapter 5, the IPPS generally aims to obtain one final solution through the 
iterative improvement. However, it is also observed that the intermediate solutions at 
each iteration may be non-dominated with each other. In this way, all of the intermediate 
solutions are recorded to make a comparison and then form a set of non-dominated 
solutions. To make a fair comparison, they are also obtained with 5 simulation 
experiments using the same PC.  
 Based on some preliminary experiments, the following parameters are applied in 
the MOPSO-LS and IPPS. The position value is in the range of [0, 4] while the velocity 
value is in the range of [-4, 4]. The population size is 30. The predefined maximum 
iteration is 10000. Both of the acceleration factors c1 and c2 use 2. Weight value w is 
linearly decreased with the iteration number, where the boundary values are set as 0.4 and 
0.9 respectively. The size of the external archive is 16. In the local search, the value of 
maximum reject moves is set as 30, and K is equal to 0.8. For calculating the cost of 
obtained process plan, MCCI, SCCI and TCCI are set as 200, 60, and 30, respectively.  
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 Figure 7.6 presents the non-dominated solutions obtained by MOPSO-LS and 
IPPS and Table 7.3 shows the detail of obtained solutions. It is observed that MOPSO-LS 
obtained 21 non-dominated solutions while IPPS obtained 16 non-dominated solutions. 
Among these solutions, 17 solutions obtained by the MOPSO-LS dominate those 
obtained by the iterative integrated approach, while three solutions are incomparable and 
only one is dominated. It is evident that incomparable solutions are generally located in 
the area with a lower machining cost. This is expected since the IPPSS has initially used 
a search algorithm to find optimal or near-optimal plans for all jobs in the CAPP. As such, 
these plans would have the minimum cost, thus making the IPPS perform well in terms of 
lower total machining cost. For those 17 solutions, 15 solutions are close with each other 
and located in the area with lower schedule tardiness. Particularly, the solution with zero 
tardiness was achieved with a much lower cost than that in the IPPS. This result is of 
crucially important, since minimizing the tardiness is the primary objective to optimize in 
this work, while maintaining the lower machining cost is also desirable. Consequently, 
these solutions would provide more useful choices for users to make a further decision. It 
is observed that the average computational time taken by the MOPSO-LS is 22.06 min, 
while the average time taken by the IPPS is 5.04 min. This is due to the fact that 
MOPSO-LS follows the simultaneous approach and tries to extensively explore the 
solution space of process planning and scheduling while IPPS has used the heuristic 
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Table 7.2 Input jobs information 
Job No. Batch size Due date No. of OPTs 
01 30 Jan 25, 2009 13 
02 50 Jan 30, 2009 11 
03 70 Feb 15, 2009 13 
04 30 Jan 21, 2009 9 
05 50 Jan 27, 2009 14 
06 20 Jan 19, 2009 13 
07 40 Feb 04, 2009 15 
08 60 Feb 12, 2009 11 
 
 
Table 7.3 Final solutions achieved by MOPSO-LS and IPPS 
MOPSO-LS   Iterative IPPS 
No. Tardiness Cost Result  No. Tardiness Cost 
1 0 6437 Dominate 
 
1 1 7109 
2 1 6342 Dominate  2 2 7035 
3 3 6312 Dominate  3 5 6991 
4 4 6227 Dominate  4 10 6978 
5 5 6197 Dominate  5 11 6751 
6 6 6109 Dominate  6 13 6678 
7 7 6052 Dominate  7 15 6595 
8 9 5994 Dominate  8 19 6393 
9 10 5937 Dominate  9 22 6317 
10 11 5907 Dominate  10 23 6202 
11 13 5880 Dominate  11 25 6199 
12 15 5859 Dominate  12 28 6197 
13 16 5802 Dominate  13 29 6152 
14 18 5762 Dominate  14 33 5932 
15 20 5735 Dominate  15 38 5528 
16 33 5701 Dominate  16 58 5363 
17 37 5607 Incomparable     
18 41 5568 Dominated     
19 43 5369 Incomparable     
20 57 5344 Dominate     
21 59 5335 Incomparable     
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Figure 7.6 Non-dominated solutions with MOPSO-LS and IPPS 
7.5 Summary 
In this chapter, a PSO-based optimization algorithm has been successfully applied to 
resolve a multi-objective IPPSP. To enhance the search quality, various established 
techniques like external archive, clustering, local search, and crossover algorithm have 
been integrated in the PSO algorithm to strengthen the approach. The experimental 
results demonstrated that the non-dominated solutions obtained by the MOPSO-LS 
outperformed those obtained by the IPPS, although more computational time was taken. 
In general, this optimization algorithm can be taken as an alternative tool to provide more 
useful solutions for decision makers. 




























CHAPTER 8               
CONCLUSIONS AND FUTURE WORK 
This thesis has addressed several optimization issues in the manufacturing process 
planning and scheduling. It has presented an effective and robust integrated process 
planning and scheduling approach, which can assist the users to generate satisfactory 
plans/schedule solutions that own good performances in both process planning and 
scheduling functions. The generated plans/schedule solution can help enterprises increase 
the productivity and profitability. The integrated system includes three modules: a 
process planning module, a scheduling module, and an integrator module. The process 
planning module generates an optimal plan for an input job, while the scheduling module 
yields a high-quality schedule. The scheduling is performed by following the process 
planning. The integrator module, linking the process planning and scheduling, is used to 
send the feedback information from the scheduling to the process planning, when the 
delivery performance of the schedule is not satisfactory. Through this iterative 
information exchange, a final solution can be achieved in terms of low tardiness as well 
as low level of machining cost. In addition, the integrated system is also enabled to 
reschedule the jobs so as to accommodate the unexpected disruptions. This chapter 
concludes the main work of this thesis and presents the possible directions for future 
work.  
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8.1 Conclusions 
In general, the contributions of this work are presented from the following aspects: 
optimization for the process planning, optimization for the scheduling, optimization for 
the integrated process planning and scheduling, and jobs rescheduling.  
• Two PSO-based algorithms, namely, PSO-LSI and PSO-LSII, have been 
proposed to handle the process planning problem, which aims to minimize the 
machining cost for an input job. In the process planning model, the volumetric 
features that precisely represent the materials to be removed are employed. As 
such, this model is generally applicable to any shape of the raw material and gives 
a precise description of the material to be removed, thereby increasing the level of 
production accuracy. Based on this model, two intelligent search algorithms have 
been developed in the CAPP module to help generate a high-quality process plan. 
The proposed algorithms are characterized with two unique features: 1) a novel 
solution representation is introduced by encoding the PP problem in a continuous 
position value, including the priority of OPT for permutation and OPM 
assignment on each OPT; 2) the local search is incorporated and interwoven with 
PSO to evolve the swarm on the global best solution obtained in each generation, 
which would prevent the premature convergence and solution trapped in the local 
optimum. Based on the computational results, it was found that the PSO-LSII 
algorithm was capable of obtaining a global optimal solution in an efficient way 
for most of the tested cases. Moreover, a comparison between the PSO-LSII 
algorithm and the SA-based algorithm (Ma et al. 2000) indicates that the former 
outperforms the latter in terms of solution quality and robustness. This may be 
                                                                                                    Chapter 8 Conclusions and recommendations 
 151
attributed to the fact that PSO provides a diversity of initial solutions for the local 
search, while local search performs an exploitation search to improve the quality 
of the solution, which can further affect the particles search behavior. As such, the 
proposed algorithm, taking the advantage of both PSO and local search, gives a 
better performance. Consequently, these optimization algorithms can contribute to 
the accurate and efficient generation of the process plan, and thus facilitate the 
level of industrial automation.  
• A PSO-based integrated algorithm, i.e., PSO-TS, is proposed to handle an 
intractable flexible job shop scheduling problem, which aims to minimize the total 
tardiness. The problem is modelled as a disjunctive graph. Based on this model, 
an integrated algorithm is developed by incorporating a local search in the PSO 
algorithm, where a novel solution representation is applied to adapt the 
continuous PSO for this combinational optimization problem. Subsequently, a 
decoding algorithm is developed to transform the continuous solution 
representation to a permutation-based schedule for fitness evaluation. To avoid 
entrapment into a local optimum and enhance the exploitation search, a tabu 
search algorithm is used to perform local search on the best solution by 
investigating a set of feasible and effective neighborhoods. Moreover, to prevent 
the search cycling, a variant length of tabu list is used in the tabu search. The 
performance of the proposed algorithm is examined over different-sized cases and 
experimental results show that much better solutions were achieved by the PSO-
TS in comparison with those by some promising dispatching rules. Meanwhile, 
the proposed algorithm is also proven to be robust.  
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• A unique approach has been developed to solve an integrated process planning 
and scheduling problem, which aims to find a good plans/schedule solution in 
terms of two objectives: minimizing the tardiness of the schedule and minimizing 
the total machining cost of the involved plans. Since these two objectives are 
conflicting, it is difficult to consider these two objectives simultaneously. Thus, 
minimizing the tardiness is taken as the top-primary objective. On the other hand, 
since both process planning and scheduling are NP-hard combinatorial 
optimization problems, the integrated problem by combing these two functions 
will own a substantially large search space, thereby highly increasing the problem 
complexity. Motivated by this, an integrated approach has been presented to 
improve the performance measures through the IPPS system, comprising process 
planning, scheduling, and integrator. In the integrator module, two heuristic-based 
algorithms, including the FH-tardy and the QH-tardy, have been developed. 
They were tested with a set of simulated cases, which have confirmed the 
effectiveness of both algorithms. The developed method has three unique features. 
Firstly, the tardiness is reduced by exploring the process plans of the tardy jobs. 
This is done by intelligently modifying the process plan solution space of the 
tardy jobs and re-generating the respective process plans using an optimization 
method. The solution space of process plans for the tardy jobs are therefore 
explored to achieve an overall good plans/schedule solution. Secondly, since the 
CAPP system aims at process plans with minimum machining cost, the cost 
increment due to the change of process plans of the tardy jobs can be kept at a low 
level. This will effectively maintain a good level of the final plans/schedule 
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solution quality. Thirdly, an iterative fine-turning mode is used to revise the 
plans/schedule solution for the purpose of not only gradually reducing the number 
of tardy jobs but also preventing the total machining cost increased in a dramatic 
way.  
• A PSO-based multi-objective optimization algorithm, i.e., MOPSO-LS, has been 
developed to handle the integrated process planning and scheduling problem, 
being characterized with two conflicting objectives and substantially large search 
space. By fully utilizing the capability of the exploration search, this algorithm 
aims to find a set of trade-off solutions aligned to the Pareto-optimal front, which 
are non-dominated with each other. To enhance the search quality, various 
established techniques like external archive, clustering, local search, crossover 
operator have been integrated in the PSO algorithm to strengthen the search. 
Based on the performed numerical experiments, it is observed that most of the 
solutions obtained by the PSO-based algorithm can dominate those obtained by 
the integrated process planning and scheduling approach. However, it is also 
accompanied with the increase of the time taken to find the final solution. This is 
generally expected since the explorative and exploitative search needs a certain 
amount of computational resource, thus taking more time. In general, this 
algorithm is useful, since it can provide more useful solutions for users to make a 
decision.  
• The rescheduling problems subject to the disruptions of the machine breakdown 
and rush orders have been addressed. To model the scenario of the machine 
breakdown, this study has taken the duration of machine breakdown as unknown. 
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The machine breakdown and machine recovery are treated as two independent 
events by indicating the availability of the machine in the database. For either 
event, rescheduling is carried out for the affected jobs to generate a new 
plans/schedule solution. Such a model has eliminated the assumption that the 
duration of breakdown is known, which is typically made in the literature, thus 
taking a further step towards its practical use in industry. To accommodate these 
disruptions, the integrated process planning and scheduling method is extended to 
effectively revise the disturbed schedule in an iterative manner. The objective is 
to minimize the number of tardy jobs and tardiness, while maintaining the 
machining cost and schedule deviation at a low level. In this integrator module, 
two heuristic-based algorithms have been developed. The status of jobs and OPTs 
at the disruption has been analyzed and considered in the rescheduling approach. 
The numerical experiments show that the algorithms under both heuristics can 
improve the jobs tardiness, while maintaining the machining cost and schedule 
deviation at a relative low level. However, the algorithm HA-tardy-AJStardy 
outperforms HA-tardy-JStardy in terms of schedule deviation. Moreover, the 
integrated approach is compared with several known rescheduling approaches. 
The results demonstrated that our algorithm has been proven to be a better 
alternative to obtain a solution with overall good performance.  
• An effective and robust integrated process planning and scheduling system, 
incorporating the above proposed algorithms and methodologies, has been 
developed with friendly graphic user interfaces. It has been developed based on 
multi-tier system architecture, which would bring the advantage of flexibility, 
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scalability, reusability, and interoperability. With this system, users in 
geographically dispersed departments are able to cooperate with each other in a 
distributed, transactional, and portable environment.  
8.2 Future Work 
Several limitations might exist in this research and the future work is suggested as 
follows: 
(1)  The current integrated process planning and scheduling system developed can 
only handle the disruptions of machine breakdown and rush order. This, however, 
may not be sufficient in practice, since production shop floor is highly complex 
and filled with different kinds of disruptions, which would greatly disturb the 
production. Therefore, to make the developed system more useful in the real 
manufacturing, more disruptions may need to be investigated in future work.  
However, due to the adaptability and extendibility of the developed system, it is 
believed that only minor work is needed on modifying the “pre-processing” part 
and adding a new rule in the integrator module in the rescheduling system. In 
addition, with the requirement of fast response to the occurred disruptions, the 
technique to reduce the algorithm computational time will be expected.   
(2)  Since the proposed search algorithms based on particle swarm optimization and 
local search have fully utilized the capability of the exploration and exploitation 
search, much computational resource is needed to find a satisfactory solution, 
thereby causing its slow computational speed even with the high performance 
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workstations. Future research on parallel distributed computing should be studied 
to shorten the computational time.  
(3) The scheduling model in our problem incorporates several assumptions, which 
could limit its practical use in real-time applications, although they are all typical 
assumptions in the literature. To enhance the applicability, future research can 
attempt to relax some assumptions. For example, the setup time and transferring 
time between two subsequent operations are taken into consideration.  
(4) Due to the complex solution space of integrated process planning and scheduling 
problem, the efficiency and quality to achieve the final solution using the 
simultaneous multi-objective optimization algorithm still need further 
improvement.  
(5) This study mainly focuses on improving the production through the integration of 
process planning and scheduling. In reality, the design process and shop floor 
control, which are respectively performed before the process planning and after 
the scheduling, have also a significant impact on the quality of obtained process 
plans and schedule. Effective interaction and communication among these 
functions could lead to a better product design and achieve higher production 
efficiency. Consequently, in order to achieve a more robust and realistic 
manufacturing system, it would be better for the process planning and scheduling 
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