We study the diffusive logistic equation with a free boundary in time-periodic and space-heterogeneous environment. Such a model may be used to describe the spreading of a new or invasive species, with the free boundary representing the expanding front. For time independent environment, in the cases of one space dimension, and higher space dimensions with radial symmetry, this free boundary problem has been studied in [12, 10] . In both cases, a spreading-vanishing dichotomy was established, and when spreading occurs, the asymptotic spreading speed was determined. In this paper, we extend these results to the case that the environment varies periodically in time, apart from being radially symmetric in space. In such a case, the spreading speed is considerably more difficult to establish, and we introduce new ideas and techniques to obtain a periodic function that determines the spreading speed.
Introduction
We study the evolution of the positive solution u(t, r) (r = |x|, x ∈ R N , N ≥ 2), governed by the following diffusive logistic equation with a free boundary:
, u r (t, 0) = 0, u(t, h(t)) = 0, t > 0, h ′ (t) = −µu r (t, h(t)), t > 0, h(0) = h 0 , u(0, r) = u 0 (r), 0 ≤ r ≤ h 0 ,
where ∆u = u rr + N −1 r u r ; r = h(t) is the free boundary to be determined; h 0 , µ and d are given positive constants; u 0 ∈ C 2 ([0, h 0 ]) is positive in [0, h 0 ) and u ′ 0 (0) = u 0 (h 0 ) = 0; the functions α(t, r) and β(t, r) satisfy the following conditions:
(1.2)        (i) α, β ∈ C ν 0 /2,ν 0 (R × [0, ∞)) for some ν 0 ∈ (0, 1), and are T -periodic in t for some T > 0; (ii) there are positive T -periodic functions κ 1 , κ 2 ∈ C ν 0 /2 (R) such that κ 1 (t) ≤ α(t, r) ≤ κ 2 (t), κ 1 (t) ≤ β(t, r) ≤ κ 2 (t), ∀r ∈ [0, ∞), ∀t ∈ [0, T ].
heterogeneous. The initial function u 0 (|x|) stands for the population in its early stage of introduction. Its spreading front is represented by the free boundary |x| = h(t), which is a sphere ∂B h(t) with radius h(t) growing at a speed proportional to the gradient of the population density at the front: h ′ (t) = −µu r (t, h(t)). The coefficient functions α(t, |x|) and β(t, |x|) represent the intrinsic growth rate of the species and its intra-specific competition respectively, and d is the random diffusion rate.
In the special case that the functions α and β are independent of time t, problem (1.1) was studied recently in [10] , and when α, β are positive constants and the space dimension is one, this problem was considered earlier in [12] . (Actually more general situations were investigated in [12] , e.g., u 0 needs not be symmetric.) In both cases, it was shown that a unique solution pair (u, h) exists, with u(t, r) > 0 and h ′ (t) > 0 for t > 0 and 0 ≤ r < h(t), and a spreading-vanishing dichotomy holds, namely, a spatial barrier r = R * exists, such that either • Spreading: the free boundary breaks the barrier at some finite time (i.e., h(t 0 ) ≥ R * for some t 0 ≥ 0), and then the free boundary goes to infinity as t → ∞ (i.e., lim t→∞ h(t) = ∞), and the population spreads to the entire space and stabilizes at its positive steadystate, or • Vanishing: the free boundary never breaks the barrier (h(t) < R * for all t > 0), and the population vanishes (lim t→∞ u(t, r) = 0).
Moreover, when spreading occurs, the asymptotic spreading speed can be determined (namely lim t→∞ h(t)/t exists and is uniquely determined).
The purpose of this paper is to examine (1.1) in the time-periodic case. We will show that the above results extend to this case. As will be explained below, this extension is not straightforward. The key difficulty lies in establishing the spreading speed in the time-periodic case. To handle this, completely new ideas and techniques are developed in this paper, which may have applications elsewhere.
In most spreading processes in the natural world, a spreading front can be observed. Under the assumption of radial symmetry and logistic growth law, if a new or invasive species initially occupies a spherical region {|x| < h 0 } with density u 0 (|x|), then as time t increases from 0, it is natural to expect that the boundary of the initial region evolves into an invading front, which encloses an expanding ball {|x| < h(t)} inside which the initial function u 0 (|x|) evolves into a positive function governed by the logistic equation u t − d∆u = u(α − βu), with u vanishing on {|x| = h(t)}. To determine the evolution of the front {|x| = h(t)} with time, we assume as in [12, 10] that the front invades at a speed that is proportional to the spatial gradient of the density function u there, which gives rise to the free boundary condition in (1.1). As is typical with ecological models, a thorough justification of this assumption is difficult to supply, due partly to the lack of first principles for such ecological problems. Nevertheless, this free boundary condition can be deduced from the following consideration based on the population pressure at the front. In the process of spreading, the front of the population range expands under the pressure of diffusion (random walk of the species). On the other hand, since the population density is close to 0 near the front, to counter the Allee effect (populations shrink at very low densities), the random movement of the individuals of the species at the front is affected by a tendency to stay close to the population range instead of moving away from it (for example, driven by the desire to find a mating partner), which generates a viscosity-like force at the front. It is natural to assume that this viscosity-like force at the front is a constant for a given species. Therefore the front propagates in a way that keeps the diffusion pressure at the front at a certain constant level k, determined by the viscosity-like force there. One can then use Fick's law to deduce the free boundary condition with µ = d/k, where d is the diffusion rate in (1.1) (see [7] for details). It is shown in [11] that the corresponding Cauchy problem of (1.1) is the limiting problem of this free boundary problem as µ → ∞, that is, the free boundary problem reduces to the Cauchy problem when the diffusion pressure (or equivalently the viscosity-like force) at the front is decreased to 0. On the other extreme end µ = 0, clearly the free boundary problem reduces to a fixed boundary problem with Dirichlet boundary conditions. The free boundary condition in (1.1) obtained from the above consideration coincides with the one-phase Stefan condition arising from the investigation of the melting of ice in contact with water ( [26] ). Such conditions also arise in the modeling of wound healing ( [8] ). For population models, [21] used such a condition for a predator-prey system over a bounded interval, showing the free boundary reaches the fixed boundary in finite time, and hence the long-time dynamical behavior of the system is the same as the well-studied fixed boundary problem; and in [23] , a two phase Stefan condition was used for a competition system over a bounded interval, where the free boundary separates the two competitors from each other in the interval. Our interests here are very different from the research mentioned in this paragraph.
The investigation of front propagation for population species has a long history. A considerable amount of work is based on the following diffusive logistic equation over the entire space R N :
with d, a and b positive constants. In the pioneering works of Fisher [15] and Kolmogorov et al [18] , for space dimension N = 1, traveling wave solutions have been found for (1. no such solution exists if c < c * . The number c * is called the minimal speed of the traveling waves. Fisher [15] claims that c * is the spreading speed for the advantageous gene in his research, and used a probabilistic argument to support his claim. The first well known ecological example exhibiting a linear spreading rate in time is due to Skellam [28] . He considered the case of spreading of muskrat in Europe in the early 1900s: he calculated the area of the muskrat range from a map obtained from field data, took the square root and plotted it against years, and found that the data points lay on a straight line. (Further ecological examples obeying this linear spreading rule may be found in [27] .) Skellam [28] used a linear model (i.e., (1.3) with b = 0) and a probabilistic consideration to argue that c * should be the speed of spreading. A clear description and rigorous proof of this fact were given by Aronson and Weinberger (see Section 4 in [1] ), who showed that for a new population u(t, x) (governed by the above logistic equation) with initial distribution u(0, x) confined to a compact set of x (i.e., u(0, x) = 0 outside a compact set), one has
for any small ϵ > 0. These results have been extended to higher dimensions in [2] , and extensive further development on traveling wave solutions and the spreading speed has been achieved in several directions, in particular, to situations of various heterogeneous environments; see, for example, [3, 4, 5, 6, 20, 29, 30] and the references therein for more details. The enormous success of (1.3) nevertheless carries a shortcoming. The above conclusion for (1.3) predicts successful spreading and establishment of the new species with any nontrivial initial population u(0, x), regardless of its initial size and supporting area. This is in contradiction to numerous empirical evidences, which suggest that success of spreading is dependent on the initial size of the population; for example, the introduction of several bird species from Europe to North America in the 1900s was successful only after many initial attempts (cf. [27] and [22] , where more examples can be found).
This defect of (1.3) can be avoided if the logistic nonlinear term there is replaced by a bistable one (see, e.g., [19] ), to represent an Allee effect on the growth rate of the species. A typical bistable f (u) is u(u − θ)(1 − u) with θ ∈ (0, 1/2). It is well known that (1.3) with a bistable nonlinearity has traveling wave solutions with a unique wave speed c * , and the unique solution of the Cauchy problem with small nonnegative initial u 0 converges to 0 as t → ∞, and for large u 0 the solution converges to 1 with spreading speed c * as t → ∞; see [2] . In [14] , for the bistable problem in one space dimension, it was shown that as the nonnegative initial function u 0 (with compact support) is varied, exactly three types of behavior can be observed for the unique solution u of the Cauchy problem: lim t→∞ u(t, x) = 0, lim t→∞ u(t, x) = 1 or
it is positive and decays to 0 at ±∞. Moreover, the third type of behavior of u occurs as an exceptional case; roughly speaking, if the initial function u 0 is properly parameterized by a parameter λ, then this type of behavior only occurs at a threshold value λ * of the parameter. Such a complete classification of the dynamical behavior of (1.3) (with a bistable nonlinearity) for more general situations (such as nonautonomous nonlinearity or high space dimension) is still open.
Our results in [12, 10] and in this paper indicate that the above mentioned shortcoming of (1.3) can be avoided even with the original logistic nonlinearity, if instead of the Cauchy problem, one uses the corresponding free boundary problem to model the spreading process; the phenomenon exhibited by the spreading-vanishing dichotomy of the free boundary model appears to agree well with the empirical evidences. We note that the most important feature of (1.3), namely the spreading front invades at a linear rate in time, is retained by the free boundary model. One advantage of the free boundary model over the Cauchy problem model is that the spreading front is described precisely by the free boundary in the former, while it is represented by an unspecified level set of the solution in the latter, and when vanishing happens, the Cauchy problem model gives little information on how the spreading front behaves. These two different approaches also reveal some subtle differences mathematically, namely the Cauchy problem with a bistable nonlinear term seems to exhibit a trichotomy for the long-time dynamical behavior (at least in the one space dimension case [14] ), while the free boundary model suggests a dichotomy.
We now describe the main results of this paper. Theorem 1.1. (Existence and uniqueness) Problem (1.1) admits a unique solution (u(t, r), h(t)), which is defined for all t > 0.
) be the solution of (1.1). Then the following alternative holds: Either
or (ii) Vanishing: lim t→∞ h(t) ≤ R * and lim t→+∞ ||u(t, ·)|| C([0,h(t)]) = 0, where R * > 0 is the unique value such that the following linear problem has a positive T -periodic solution when R = R * : 
Then in the case of spreading, there exists a unique positive T -periodic function k 0 (t) such that
Moreover, for any c ∈ (0, k 0 ), we have
We want to point out that the proof of Theorem 1.4 is much more difficult than the proof of the corresponding result in [12, 10] , and requires completely new ideas and techniques. Firstly, the existence of the positive periodic function k 0 (t) is proved by the Schauder fixed point theorem, for a nonlinear operator arising in the following way. Given a nonnegative T -periodic Hölder continuous function k(t), find a positive solution U (t, r) to
If we denote by U k such a positive solution (when exists), and define an operator A acting on nonnegative T -periodic functions by Ak(t) = µU k r (t, 0), then k 0 will be a fixed point of A, and hence satisfies
Secondly, the uniqueness of such k(t) and its dependence on the parameter µ turn out to be very difficult to establish. We believe that the new ideas and techniques introduced in this paper to prove these facts should have applications elsewhere.
Let us note that if a T -periodic function k(t) gives rise to a positive solution U k of (1.4), then U k can be used to generate a family of one dimensional "semi-waves" in the following way. Define, for each constant c ∈ R 1 ,
Thus as t increases, V behaves like a wave traveling to the positive direction of x 1 , with the front at x 1 = K(t) moving at the T -periodic speed k(t). Since for fixed t, V (t, x 1 ) is defined only on the half-line x 1 ≤ K(t), it makes sense to call it a semi-wave. We will also call the generator of V , U k (t, r), a semi-wave. U k clearly also generates a family of semi-waves traveling to the negative direction of
Note that the semi-wave V generated by U k 0 has the extra property that, at the front
, that is, the movement of the front of this particular semi-wave satisfies the 1-d free boundary condition.
The rest of this paper is organized as follows. In section 2, we study the semi-waves determined by (1.4) and prove the existence and uniqueness of k 0 (t), we also investigate the dependence of k 0 (t) on a(t), b(t) and µ. Section 3 is devoted to the proof of Theorems 1.2 and 1.3, by making use of a more general version of Theorem 1.1 and some general comparison principles. In section 4, we prove Theorem 1.4, based on our results established in section 2.
Semi-waves
The main purpose of this section is to prove the existence and uniqueness of a positive Tperiodic function k 0 (t) so that (1.4) has a positive solution when k = k 0 , and it satisfies (1.5). We also study how k 0 (t) varies as a, b and µ change.
So we consider the following problem
where d > 0 is a given constant, and k, a, b are given T -periodic Hölder continuous functions with a, b positive and k nonnegative. Our first result on (2.1) is the following. 
in addition, for any given nonnegative T -periodic function
Proof. We divide the proof of this proposition into several steps.
Step 1. Problem (2.1) always has a maximal nonnegative solution U , and it satisfies
Clearly 0 is always a nonnegative solution of (2.1). We show next that it has a maximal nonnegative solution and (2.3) holds.
To this end, for any given constant ℓ > 0, we consider the following boundary blow-up problem:
It is easily seen from arguments similar to those in the proof of Lemma 2.3 of [13] that, for any ℓ > 0, problem (2.4) admits a unique positive solution u ℓ and u ℓ decreases to u ∞ uniformly over any bounded interval [0, R] as ℓ increases to ∞. Moreover, u ∞ is the unique positive solution of (2.4) with ℓ = ∞, and u ∞ < C 0 in [0, ∞). By a simple moving plane consideration we also see that u ∞ r (r) > 0 for r ∈ [0, ∞). Clearly u ∞ is an upper solution to the problem
Since 0 is a lower solution to (2.5), we find by standard upper and lower solution argument that (2.5) has at least one positive solution U ℓ and U ℓ ≤ u ∞ . Since the right hand side of the first equation in (2.5) is concave in w, by a standard argument (along the lines of Step 4 below) we find that U ℓ is the unique positive solution of (2.5). One may then use a simple upper and lower solution argument to (2.5) and the monotonicity of u ∞ (r) to deduce that U ℓ is decreasing in ℓ and U ℓ → U as ℓ → ∞, where U is a nonnegative solution of (2.1). Clearly U ≤ u ∞ < C 0 .
It remains to show that U is the maximal nonnegative solution of (2.1). Let U be an arbitrary nonnegative solution of (2.1). If U ≡ 0 then clearly U ≤ U . Suppose now U ≥, ̸ ≡ 0. Then U (t, r) > 0 in [0, T ] × (0, ∞) due to the strong maximum principle of parabolic equations. We show next that
Firstly for fixed ℓ > 0 we can find M > 0 large such that M u ℓ (r) ≥ U (t, r) for (t, r) ∈ [0, T ] × [0, ℓ). We claim that the above inequality also holds for M = 1. Otherwise let M 0 be the infimum of the set of M for which this inequality holds, then M 0 > 1. Since M 0 u ℓ ≥, ̸ ≡ U , we can apply the strong maximum principle to deduce that M 0 u ℓ (r) > U (t, r) and M 0 u ℓ r (0) > U r (t, 0) for r ∈ (0, ℓ) and t > 0. Since U is periodic in t, this implies that there exists
It follows that U is always a lower solution to (2.5), which implies U ≤ U ℓ in [0, T ] × [0, ℓ], due to the uniqueness of U ℓ . Letting ℓ → ∞, we deduce U ≤ U , as we wanted. This completes the proof of step 1.
Step 2. For any given nonnegative T -periodic and continuous function k(t), we claim that U r (t, r) > 0 in [0, T ] × [0, ∞) whenever U is a positive solution of (2.1).
We use the moving plane argument to prove the conclusion here. It follows from the Hopf boundary lemma for parabolic equations that U r (t, 0) > 0 for t ∈ [0, T ]. Thus, setting
} we see that Λ contains all sufficiently small λ > 0. Let λ * := sup Λ. We show that λ * = ∞, which would imply our claim in this step. Suppose by way of contradiction that λ * ∈ (0, ∞). Then
Now we set
.
] is a bounded and T -periodic function on [0, T ] × [0, λ * ] due to the assertion of step 1. Since W is periodic in t, the strong maximum principle and Hopf boundary lemma then imply that
By continuity, for all small ϵ ≥ 0,
It follows that
But these facts contradict the definition of λ * . This completes the proof of step 2.
Step 3. We obtain the asymptotic behavior of positive solution U of (2.1) as r → ∞.
In view of steps 1 and 2, there exists V (t) such that
Moreover, V (t) is a positive T -periodic function. For any sequence {r n } with r n → +∞ as n → ∞, we define U n (t, r) = U (t, r n + r). Then U n solves the same equation as U but over (0, T ) × (−r n , ∞). Since U n ≤ C 0 , the standard regularity argument allows us to conclude that we can extract a subsequence of {U n } (still denoted by {U n }) such that
On the other hand, it follows from lim r→+∞
This implies thatŨ ≡ V.
Therefore, V > 0 satisfies
It is well known that (2.11) has a unique positive solution.
Step 4. We show that (2.1) has at most one positive solution.
Suppose that (2.1) admits two positive T -periodic solutions U 1 and U 2 . By the conclusions of step 3 and the Hopf boundary lemma, we can choose M > 1 such that
is a pair of sub-and supersolutions of (2.1). By the sub-and supersolution argument similar to [17] on unbounded spatial domains, (2.1) possesses a minimal and a maximal solution in the order interval [M −1 U 1 , M U 1 ], which are denoted by U * and U * respectively. Therefore,
To obtain U 1 ≡ U 2 , we only need to show
Clearly σ * ≥ 1 and U * ≤ σ * U * . To prove U * = U * , it suffices to show σ * = 1. Suppose for contradiction that σ * > 1. Then for W (t, r)
Thus, we can use the strong maximum principle and Hopf boundary lemma to deduce that W ≥ ϵU * in [0, T ] × [0, ∞) for some ϵ > 0 small, and this implies that
This contradicts the definition of σ * . Thus, it is necessary that σ * = 1, and the uniqueness is established.
Step 5. Assume that U k is a positive solution of (2.1) and k 1 is a T -periodic continuous function satisfying 0 ≤ k 1 ≤, ̸ ≡ k. Let U k 1 r be the maximal nonnegative solution of (2.1) with k = k 1 . The conclusion of step 1 implies that any large constant C > C 0 is a supersolution for (2.1) with k = k 1 , and by step 2 we see that U k is a subsolution to this equation and
Consequently, together with the uniqueness of positive solution to (2.1) with k = k 1 , we see that
The strong maximum principle implies that
Moreover, the Hopf boundary lemma yields
This completes the proof of the proposition.
Next we give a necessary and sufficient condition for the existence of a positive solution to (2.1). We will need some results of Nadin in [24] on the principal eigenvalue of linear periodicparabolic operators.
For any given T -periodic functions p, q ∈ C ν 0 /2 ([0, T ]), we consider the linear periodicparabolic operator
and the corresponding generalized principal eigenvalue λ 1 (L) defined by
By Propositions 2.3 and 2.4 of [24]
, if we denote by λ n 1 (L) the principal eigenvalue of (2.13)
λ n 1 (L) → λ 1 (L) as n → ∞, and moreover, λ 1 (L) corresponds to a generalized principal eigenfunction
If further we assume
then we can apply Theorems 2.7, 2.13 and Proposition 2.14 1 of [24] to obtain the following result.
Proposition 2.2. If (2.16) holds, then the principal eigenfunction of (2.15) can be chosen to be a positive function which is T -periodic in t and independent of r.
Thus when (2.16) holds, we can choose ϕ 1 = ϕ 1 (t), and obtain from (2.15)
We are now ready to obtain a necessary and sufficient condition for (2.1) to have a positive solution.
Proof. Write
Then take
in the operator L. Clearly Proposition 2.2 applies and thus
Firstly we show that when a > k 2 /(4d), (2.1) has a positive solution. In this case, we have
. Then a simple calculation shows
r Lϕ n (t, r − n), and thus
We now fix n such that λ n 1 (L) < 0, and then choose ϵ 0 > 0 sufficiently small so that
Then U is a subsolution of (2.1) for all sufficiently small ϵ ∈ (0, ϵ 0 ]. For every C > C 0 clearly U ≡ C is a supersolution to (2.1). Evidently
Therefore, it follows from the sub-and supersolution argument (see, e.g. [17] ) that (2.1) admits at least one nontrivial nonnegative solution, which is the unique positive solution of (2.1) due to Proposition 2.1. Next we show that (2.1) does not admit a positive solution when a ≤ k 2 /(4d). In this case, we have λ 1 (L) ≥ 0, and by Proposition 2.2, there is a positive T -periodic function ϕ 1 (t) satisfying
Define
then one easily checks that
Suppose by way of contradiction that (2.1) admits a positive solution U . Then we know from step 1 in the proof of Proposition 2.1 that
Define the set
Clearly Σ ̸ = ∅ and it is relatively closed in (0, ∞). We are going to show that Σ is also open.
Hence, the strong maximum principle concludes that there is a positive constant ϵ 1 ≤ ϵ 0 such that
As a consequence, we have that
. This clearly indicates that Σ is an open subset of (0, ∞). The above arguments imply Σ = (0, ∞) and hence the inequality
holds for τ ∈ (0, ∞). This contradicts the fact that U is positive. The proof of Proposition 2.3 is complete.
We are now in a position to state and prove the first main result of this section. 
We first observe that if k ≡ 0, then U 0 is a positive solution to (2.1). Indeed, when k ≡ 0, a > 0 = k 2 /(4d) and Proposition 2.3 infers that U 0 > 0. Thus, by the Hopf lemma,
Then, by Proposition 2.1, it is obvious that A maps E 0 to itself. In the following, we are going to show that A is a continuous operator on E 0 and maps E 0 into a precompact set. This will enable us to reach a setting for applying the Schauder fixed point theorem to obtain a fixed point of A.
We first prove that A is continuous.
To obtain this, we first prove
Since U kn satisfies (2.1) with k replaced by k n and 0 ≤ U kn ≤ C 0 , using standard regularity theory for parabolic equations (up to the boundary), we see that there is a subsequence of U kn (still denoted by {U kn }) such that
where Z is a nonnegative solution to (2.1).
We now claim that Z ≡ U k . If Z > 0, then our claim is true by the uniqueness of positive solution to (2.1). If Z ≡ 0, we will show U k ≡ 0 and so Z ≡ U k . We will use an indirect argument and suppose that U k is a positive solution of (2.1). Then, by Proposition 2.3, k 2 < 4ad and so we can find a small ϵ * = ϵ * (k, a) > 0 such that
Therefore, we can apply Proposition 2.3 to conclude that (2.1) with k replaced by k + ϵ * admits a unique positive solution U k+ϵ * . On the other hand, since k n → k uniformly on [0, T ], we can find a large n * = n * (k, a, ϵ * ) > 0 such that k n ≤ k + ϵ * for all n ≥ n * . It follows from Proposition 2.1 that for each n ≥ n * , (2.1) with k = k n has a unique positive solution U kn , and
This contradicts the fact that U kn → 0 as n → ∞ locally in
We have thus proved that
The regularity of parabolic equations then implies
This implies that
we find that k n and U n both have an L ∞ bound that is independent of n. Thus we can apply the L p theory to the equation of U n to conclude that for any p > 1, {U n } is a bounded set in
Hence by passing to a subsequence we may assume that U n → U * locally in
Let E 1 denote the closed convex hull of A(E 0 ). Then E 1 is compact and convex. Since E 0 is convex and closed, and
A maps E 1 into itself and is continuous. Thus we can apply the Schauder fixed point theorem to conclude that there exists
Thus U k 0 must be a positive solution and by the Hopf boundary lemma, k
This completes the proof.
Proof. Using the notations of the proof of Theorem 2.4, for fixed a, b and µ > 0, we assume that
We will show that k 1 0 = k 2 0 implies k 1 0 ≡ k 2 0 , and k 1 0 ̸ = k 2 0 leads to a contradiction. This will be done in three steps below, with the above two facts proved in steps 1 and 2 respectively, under the assumption of a fact to be proved in step 3.
Step 1.
is a T -periodic function satisfyingK(0) =K(T ) = 0. IfK ≡ 0, then clearly k 1 0 ≡ k 2 0 , as we wanted. IfK ̸ ≡ 0, we are going to derive a contradiction. In such a case, clearly there exists t 0 ∈ (0, T ) such that C 0 := max t∈RK (t) =K(t 0 + nT ) > 0, where n = 0, ±1, ±2, .... It follows that
To derive a contradiction, we consider the functions
One easily checks that
, a contradiction to (2.19) . Thus the conclusion of Step 1 will follow if we can show that W r (t 0 , K 1 (t 0 )) < 0. This will be done in Step 3 below.
Step 2. k 1 0 ̸ = k 2 0 leads to a contradiction. Without loss of generality, we assume that k 1 0 > k 2 0 . Then
This, together with K 1 (0) = K 2 (0) = 0, implies that the curves r = K 1 (t) and r = K 2 (t) has an intersection point (t 0 , r 0 ) with the smallest t 0 value, namely
Then it is easily seen that V 1 and V 2 satisfies (2.20) and (2.21) respectively, except that in (2.21), C 0 should be replaced by 0. Moreover, W > 0 on ∂D 0 \ {(t, r) : t = t 0 } and W (t 0 , r 0 ) = W (t 0 , K 1 (t 0 )) = 0. By Step 3 below, we have W > 0 in D 0 and W r (t 0 , r 0 ) < 0, which implies that
But this is in contradiction to (2.23) . This completes the proof of the conclusion in Step 2, except that it remains to prove Step 3.
Step 3. Let W be as in Steps 1 and 2, then W > 0 in D and D 0 respectively, and W r (t 0 , K 1 (t 0 )) < 0.
We consider the case in Step 1 first. To simplify notations we write U 1 = U k 1 0 and U 2 = U k 2 0 . Let us recall that, by Proposition 2.1, for i = 1, 2, (U i ) r (t, 0) > 0 in [0, T ], U i (t, r) increases in r and U i (t, r) → V (t) uniformly in t ∈ [0, T ] as r → ∞, where V (t) is a positive T -periodic function. Hence we can find a positive constant c 0 > 0 such that U 2 (t, r) ≥ c 0 U 1 (t, r). From K 2 (t) + C 0 ≥ K 1 (t) and the monotonicity of U 2 in r, we thus deduce
Using 0 < c * ≤ 1, we easily deduce from (2.20) and (2.21) that r) ]. Thus we can apply the strong maximum principle to (2.24) to conclude that the nonnegative function W * is positive in D = {(t, r) :
t ∈ R, r < K 1 (t)}. Since W * (t 0 , K 1 (t 0 )) = W (t 0 , K 1 (t 0 )) = 0, the Hopf lemma infers that W * r (t 0 , K 1 (t 0 )) < 0. If we can show that c * = 1, then W * = W and the required fact is proved. We use an indirect argument to show that c * = 1. Suppose by way of contradiction that 0 < c * < 1. Then by the definition of c * , for any sequence of positive numbers ϵ n → 0, there exists (t n , r n ) ∈ D such that
We may write t n = m n T +t n with m n an integer andt n ∈ [0, T ]. By passing to a subsequence, we may assume thatt n →t ∈ [0, T ]. We claim that K 1 (t n )−r n has an upper bound independent of n. Otherwise by passing to a subsequence we may assume that K 1 (t n ) − r n → ∞ as n → ∞.
Then
. This contradiction proves our claim. Thus by passing to a subsequence we may assume that
Since W * > 0 in D, we necessarily haver = 0, W * (t, K 1 (t)) = 0 and W * r (t, K 1 (t)) < 0. By continuity we can find positive constants ϵ 0 and δ 0 such that W * r (t, K 1 (t)) < −2δ 0 ∀t ∈ [t − ϵ 0 ,t + ϵ 0 ]. This implies that W * (t n , r n ) = W * (t n ,r n ) ≥ δ 0 [K 1 (t n ) −r n ] for all large n, wherer n := K 1 (t n ) + r n − K 1 (t n ) → K 1 (t) as n → ∞, due tor = 0 andt n →t. On the other hand, from V 1 (t, K 1 (t)) = 0 and V 1 r (t, K 1 (t)) = −(U 1 ) r (t, 0) < 0 we find that 0) . Thus for all large n,
But this is in contradiction to (2.25) . This proves c * = 1 and thus W > 0 in D and W r (t 0 , K 1 (t 0 )) < 0, as required in Step 1.
The proof of the conclusion required in Step 2 follows a similar consideration. This time we define c * := sup{c > 0 : V 2 (t, r) ≥ cV 1 (t, r) ∀t ≤ t 0 , ∀r < K 1 (t)}. We similarly have c * ≥ c 0 > 0 and c * ≤ 1. Thus
Using 0 < c * ≤ 1 and K 2 (t) > K 1 (t) for t < t 0 , we easily deduce t, r) ]. Thus we can apply the strong maximum principle to (2.26) to conclude that the nonnegative function W * is positive in
Since W * (t 0 , K 1 (t 0 )) = W (t 0 , K 1 (t 0 )) = 0, the Hopf lemma infers that W * r (t 0 , K 1 (t 0 )) < 0. If we can show that c * = 1, then W * = W and the required fact is proved. Suppose by way of contradiction that 0 < c * < 1. Then by the definition of c * , for any sequence of positive numbers ϵ n → 0, there exists (t n , r n ) ∈ D 0 such that (2.25) holds. We may write t n = m n T +t n with m n an integer andt n ∈ [0, T ]. By passing to a subsequence, we may assume thatt n →t ∈ [0, T ]. We claim that t n has a lower bound that is independent of n. Otherwise, by passing to a subsequence we may assume that t n → −∞ as n → ∞. Then from
as n → ∞. On the other hand
. This contradiction proves our claim. Hence we may assume, by passing to a subsequence, that t n →t ∈ (−∞, t 0 ]. We can now easily see that r n has a lower bound independent of n, for otherwise we may assume that r n → −∞, which leads to
Thus we may assume that r n →r ∈ (−∞, K 1 (t)] as n → ∞. Letting n → ∞ in (2.25), we deduce
we necessarily have (t,r) = (t 0 , K 1 (t 0 )) and W * (t 0 , K 1 (t 0 )) = 0. By the Hopf lemma we have W * r (t 0 , K 1 (t 0 )) < 0, and we can then derive a contradiction to (2.25) as before.
The proof is now complete.
Theorem 2.6. The unique positive T -periodic function k 0 (t) = k 0 (µ, a, b)(t) in Theorem 2.5 depends continuously on a(t), b(t) and µ; namely, if a n → a in
and µ n → µ as n → ∞, with a, b, µ as in Theorem 2.4, then k 0 (µ n , a n , b n )(t) → k 0 (µ, a, b)(t) in
Proof. Let a n → a, b n → b and µ n → µ be as given in the theorem. To simplify notations we write k n (t) = k 0 (µ n , a n , b n )(t), U n (t, r) = U kn (t, r). Thus k n (t) = µ n U n r (t, 0) ∀t. From the proof of Theorem 2.4 we know that k n (t) ≤ µ n U 0 r (t, 0), U n (t, r) ≤ U 0 (t, r). It follows that k n and U n both have an L ∞ bound that is independent of n. Thus we can apply the L p theory to the equation of U n to conclude that for any p > 1, {U n } is a bounded set in W 1,2 p (K) for any compact subset K of [0, T ] ×[0, ∞). Hence by passing to a subsequence we may assume that U n → U * locally in C (1+ν 0 )/2,1+ν 0 ([0, T ] × [0, ∞)). We may also assume k n → k * weakly in L 2 ([0, T ]). Then it is easily seen that U * is a weak solution of (2.1) with k replaced by k * . Clearly U * is nonnegative, and by the strong maximum principle it is either identically 0 or is a positive solution. We also have
Thus k * (t) = µU * r (t, 0) and k n → k * in C ν 0 /2 ([0, T ]). If U * = 0, then k * = 0 and hence k n → 0 in C ν 0 /2 ([0, T ]). Hence for all large n, k n ≤ ϵ, where ϵ > 0 satisfies ϵ < 2 √ (a/2)d. We may also assume that a n (t) > a(t)/2 and b n (t) < 2b(t) for all such n. It then follows from the comparison principle that for all large n, U n ≥ U * , where U * denotes the unique positive solution of (2.1) with (k, a, b) replaced by (ϵ, a/2, 2b). It follows that k n (t) = µ n U n r (t, 0) ≥ µ n (U * ) r (t, 0) → µ(U * ) r (t, 0) > 0. This contradiction shows that U * = 0 cannot happen. Therefore U * > 0 and k * = µU * r (t, 0). By Theorem 2.5, we necessarily have k * (t) = K 0 (µ, a, b)(t). Thus k n (t) → k 0 (µ, a, b)(t) in C ν 0 /2 ([0, T ]). This implies the continuity of k 0 (µ, a, b) on (µ, a, b).
Finally in this section, we study the dependence of k 0 (µ, a, b)(t) on µ. Since a(t) and b(t) are fixed, we write k 0 (µ) = k 0 (µ, a, b). We will show that k 0 (µ) is increasing in µ and
In order to prove (2.27), we consider the following variant of (2.1):
where d and M are given positive constants, and k, a, b are given T -periodic Hölder continuous functions with a, b positive and k nonnegative. For convenience, in the following we will use the notation k M (t) := min{k(t), M }.
Recall that (2.28) has a unique maximal nonnegative solution U k M , and it is positive if and only if k M < 2 √ ad. We have the following result. Proof. The existence ofk can be proved by a simple variation of the proof of Theorem 2.4. We define the set E as before but replace the operator A there by
, one easily sees that all the arguments in the proof of Theorem 2.4 for the operator A carry over to A M . Thus A M has a fixed pointk(t). By Proposition 2.3 we know thatk M < 2 √ ad.
To find the limit ofk M as µ → ∞, we let µ n be a sequence of positive numbers increasing to ∞ as n → ∞, andk n a corresponding T -periodic function satisfyingk n (t) = µ n Uk M n r (t, 0). To simplify notations, we will write k n =k n and U n = Uk M n .
Since k M n and U n both have an L ∞ bound that is independent of n, we can apply the L p theory to conclude that for any p > 1, {U n } is a bounded set in W 1,2 p (K) for any compact subset K of [0, T ] × [0, ∞). Hence by passing to a subsequence we may assume that U n → U * locally in C (1+ν 0 )/2,1+ν 0 ([0, T ] × [0, ∞)). We may also assume k M n → k * weakly in L 2 ([0, T ]). Then it is easily seen that U * is a weak solution of (2.28) with k M replaced by k * . Clearly U * is nonnegative, and by the strong maximum principle it is either identically 0 or is a positive solution. If U * is a positive solution, then we can use the Hopf lemma again to deduce U * r (t, 0) > 0, and hence k n (t)/µ n = U n r (t, 0) → U * r (t, 0) uniformly in [0, T ], which implies that k M n ≡ M for all large n. Since M > 2 √ ad, we can apply Proposition 2.3 to conclude that U n ≡ 0 for all such n. This contradiction shows that we necessarily have U * ≡ 0. Thus U n → 0 locally in C (1+ν 0 )/2,1+ν 0 ([0, T ] × [0, ∞)). We will show in the following that this fact implies that k * = 2 √ ad, and it is clear that the required limit for k M n is an easy consequence of this fact. Set V n (t, r) = U n (t, r)/U n (T /2, 1).
Since k M n and (a − bU n ) both have an L ∞ bound that are independent of n, we can apply the Harnack inequality to V n , noting that it is T -periodic in t, to obtain
where C R is a constant depending on R but independent of n. By Proposition 2.3 we know that U n and hence V n is monotone increasing in r, and hence the above estimate also hold in [0, T ] × [0, 1/2]. Thus we may apply the L p estimates to the above equation for V n and the embedding theorem to conclude that, by passing to a subsequence, V n → V locally in
By the strong maximum principle we must have
. By passing to a further subsequence, we have three possibilities for the sequence {ξ n }:
If case (i) happens, by (2.29) we deduce k n (t) = ξ −1 n V n r (t, 0) → +∞ uniformly in [0, T ], which implies that k M n ≡ M for all large n, and hence U n ≡ 0 for such n, a contradiction. If (ii) happens we deduce k n → 0 in C ν 0 ([0, T ]) and if (iii) happens we deduce k n (t) → c −1 0 V r (t, 0) in C ν 0 ([0, T ]). Thus in either case (ii) or (iii), we have k M n → k * in C ν 0 ([0, T ]). We may now use the argument leading to the continuity of the operator A in the proof of Theorem 2.4 to see that U n → U k * locally in C 1,2 ([0, T ] × [0, ∞)). Since we already know that this limit is 0, we thus have U k * ≡ 0, and by Proposition 2.3, we deduce k * ≥ 2 √ ad. On the other hand, from k M n < 2 √ ad we deduce k * ≤ 2 √ ad. Thus we necessarily have k * = 2 √ ad, as we wanted. The proof is now complete.
We are now ready for the last main result of this section.
Theorem 2.8. The unique positive T -periodic function k 0 (t) = k 0 (µ)(t) in Theorem 2.5 has the following properties:
Proof. We first prove that µ 1 < µ 2 implies k 0 (µ 1 ) < k 0 (µ 2 ). Arguing indirectly we assume that k 0 (µ 1 ) ≥ k 0 (µ 2 ). To simplify notations, we write
To derive a contradiction, we can now argue exactly as in the proof of Theorem 2.5, the only minor difference occurs in the reasoning from W r (t 0 , K 1 (t 0 )) < 0 to k 1 0 (t 0 ) < k 2 0 (t 0 ). We now argue as follows.
From W r (t 0 , K 1 (t 0 )) < 0 we obtain
. Next we prove that for any fixed µ > 0 and M > 0,
wherek µ (t) is given by Proposition 2.7. Since we always have k 0 (µ) < 2 √ ad, the required limit for k 0 (µ) is a consequence of (2.30) and Proposition 2.7.
We again argue by contradiction. Suppose thatk M µ > k 0 (µ). For convenience we writê
Then fromk M > k 0 we find, as in Step 2 of the proof of Theorem 2.5, that there exists t 0 such thatK (t) < K 0 (t) for t < t 0 ,K(t 0 ) = K 0 (t 0 ). It follows that
. We now follow the proof of Theorem 2.5 again to derive a contradiction. Define t, r) . Then the same arguments used in Steps 2 and 3 of the proof of Theorem 2.5 yield
. But this contradicts (2.31). Therefore (2.30) holds, and the proof is complete.
The spreading-vanishing dichotomy
In this section we establish the spreading-vanishing dichotomy. The approach follows [10] . So some of the proofs are sketchy or omitted. For future applications, sometimes we consider a more general class of problems by replacing the special nonlinear term in (1.1) by a function g(t, r, u) with the following properties:
We consider the radially symmetric free boundary problem
where ∆u = u rr + N −1 r u r , u 0 ∈ C 2 ([0, R]) and u 0 (r) > 0 in [0, R), u ′ 0 (0) = u 0 (R) = 0. We have the following theorem: ([0, ∞) 
Proof. The proof is a simple modification of that for Theorem 4.1 in [10] . So we only briefly describe the main steps.
Step 1. The local existence and uniqueness of positive solution of (3.2). This step can be obtained by exactly the same argument used in the proof of Theorem 4.1 in [10] , as the special nonlinearity in [10] was not needed in the proof there.
Step 2. The local solution can be extended to all t > 0.
To show this conclusion, we need the following estimates: if (u, h) is a solution of (3.2) defined for t ∈ (0, T 0 ) for some T 0 ∈ (0, ∞), then for any given T > T 0 , there exist constants C 1 and C 2 depending on T but independent of T 0 ∈ (0, T ) such that
To find C 1 , we use g(t, r, u) ≤ c * u and the comparison principle to obtain
and hence we may take C 1 := ∥u 0 ∥ ∞ e c * T . To find C 2 , we use the same construction as in the proof of Lemma 4.2 in [10] , with some obvious modifications.
The rest of the proof is the same as in [10] .
Step 3. The solution of (3.2) exists and is unique for all t > 0. This conclusion can be proved by exactly the same argument used in the proof of Theorem 4.3 in [10] .
Clearly, Theorem 3.1 implies that r = h(t) is increasing in t, and thus there exists h ∞ ∈ (0, +∞] such that lim t→+∞ h(t) = h ∞ .
For a given positive T -periodic function α ∈ C ν 0 /2,ν 0 (R × [0, ∞) ), it is well-known that the eigenvalue problem
possesses a unique positive principal eigenvalue λ = λ 1 (d, α, R, T ), which corresponds to a positive eigenfunction φ ∈ C 1,2 ([0, T ] × B R ) (see, for example, Proposition 14.4 of [16] ). Moreover, φ(t, x) is radially symmetric in x and this fact is a consequence of the moving-plane argument in [9] .
In what follows, we present some further properties of λ = λ 1 (d, α, R, T ). Proof. The continuity of λ 1 (d, α, ·, T ) with fixed d, α and T can be obtained by using a simple re-scaling argument of the spatial variable r, which also gives the monotonicity of λ 1 (d, α, ·, T ) . The proof of the monotonicity of λ 1 (d, ·, R, T ) is folklore. We present a proof for completeness.
Assume that α 1 , α 2 are given positive T -periodic continuous functions and satisfy α 1 ≥, ̸ ≡ α 2 on [0, T ]×B R . Let ϕ 1 be the corresponding eigenfunction of λ 1 (d, α 1 , R, T ). From [16] , it follows that λ 1 (d, α 2 , R, T ) is the principal eigenvalue of the adjoint problem
Furthermore, (3.7) has a T -periodic positive eigenfunction ψ 2 corresponding to λ 1 (d, α 2 , R, T ) . Now, we multiply the equation of ϕ 1 by ψ 2 and the equation of ψ 2 by ϕ 1 , integrate over (0, T )×B R and then subtract the resulting identities to obtain that
which obviously implies
We now prove (3.6) . It follows from condition (ii) in (1.2) and (3.8) that
It is also easy to see that λ 1 (d, min Let (u, h) be the unique solution of (1.1), and h ∞ = lim t→∞ h(t). The spreading-vanishing dichotomy is a consequence of the following two lemmas. Proof. The proof of this lemma follows that of Lemma 2.2 in [10] . We first show that h ∞ < ∞ implies h ∞ ≤ R * . Otherwise h ∞ ∈ (R * , ∞) and there isT > 0 such that h(t) > h ∞ − ε > R * for all t ≥T and some small ε > 0. Thus,
Consider the problem
It is well known that this logistic problem admits a unique positive solution w = w ε (t, r). Moreover, the fact λ 1 (d, α, h ∞ − ε, T ) < 1 implies that the trivial steady state 0 of (3.14) is linearly unstable. Therefore, it follows from Theorem 28.1 in [16] that r) is the unique positive T -periodic solution of the problem
Using the comparison principle for parabolic equations, we obtain
On the other hand, consider the problem
where V h∞ is the unique positive T -periodic solution of the problem
The comparison principle implies that
and hence
For any 0 < ε 1 < ε 2 , we easily see from the comparison principle that
Then it follows that 
or equivalently,
As in the proof of Lemma 2.2 in [10] , we may straighten the free boundary and use parabolic regularity for the new problem to obtain
whereũ denotes the transformed u, andṼ h∞ denotes the transformed V h∞ under the transformation which changes [0, h(t)] into [0, h 0 ], as indicated in [10] . Changing back to u and V h∞ we obtain
Hence h ′ (t) ≥ δ > 0 for all large t and some fixed δ > 0. But this implies h ∞ = ∞, a contradiction. Thus we must have h ∞ ≤ R * .
We are now ready to show that ∥u(t, ·)∥ C([0,h(t)]) → 0 as t → ∞. Let u(t, r) denote the unique positive solution of the problem
Since h ∞ ≤ R * , we see that 1 ≤ λ 1 (d, α, h 
Proof. Existence and uniqueness of a positive solutionÛ of (3.27) follows from Theorem 1.3 of [25] (by choosing both γ and τ there to be 0). It must be radially symmetric since (3.27) is invariant under rotations with respect to the spatial variables around the origin of R N . (Under the extra condition inf U > 0, the above conclusions also follow from Proposition 1.7 of [3] .)
To show (3.26), we use a squeezing argument similar in spirit to [13] . We first consider the T -periodic Dirichlet problem
x ∈ B R and the T -periodic boundary blow-up problem
When R is large, it is known from [25] that these problems admit unique T -periodic positive solutions v R (t, x) and w R (t, x) respectively. Moreover, v R (t, ·) and w R (t, ·) are radially symmetric for fixed t ∈ [0, T ]. Furthermore, the proof of Theorem 1.3 in [25] implies that 
admits a unique positive solution w m (t, r), which satisfies that
By the comparison principle, we have
Therefore,
Sending m → ∞, we obtain Analogously, by arguments similar to those in the proof of Theorem 1.3 of [25] , we see that Clearly (3.26) is a consequence of (3.32) and (3.33). Combining Lemmas 3.3 and 3.4, we immediately obtain the following spreading-vanishing dichotomy: We now determine when each of the two alternatives occurs. We divide the discussion into two cases: (a) h 0 ≥ R * , (b) h 0 < R * .
For case (a), due to h ′ (t) > 0 for t > 0, we must have h ∞ > R * . Then from Lemma 3.3 we immediately obtain the following result. In order to study case (b), and also for later applications, we need a comparison principle which can be used to estimate both u(t, r) and the free boundary r = h(t). For future applications, we also include a more general class of problems by replacing the special nonlinear term of (1.1) by the function g(t, r, u) in (3.2) .
, then the solution (v, k) of the free boundary problem
Proof. The proof of this lemma is similar to that of Lemma 3.5 in [12] and Lemma 2.6 in [10] . So we omit the details. Now we consider case (b), where h 0 < R * . We first examine the case that µ is large, then we look at the case that µ > 0 is small, and finally we use Lemma 3.7 and Remark 3.8 to show the existence of a critical µ * so that spreading occurs if µ > µ * and vanishing happens if µ ∈ (0, µ * ].
Firstly, using Lemma 3.7 and exactly the same arguments as those in the proof of Lemma 2.8 of [10] , we have On the other hand, we also have the following assertion. Proof. We are going to construct a suitable upper solution to (1.1) and then apply Lemma 3.7.
For t > 0 and r ∈ [0, σ(t)], where
we define
where M , δ, γ are positive constants to be chosen later and V (t, |x|) is the first eigenfunction of the problem  
with V > 0 and ∥V ∥ L ∞ ((0,T )×B h 0 ) = 1. Since h 0 < R * , we have
Moreover, by the moving-plane argument in [9] we have V r (t, r) < 0 for 0 < r ≤ h 0 and t ∈ [0, T ).
(Since V (·, r) is a periodic function, w(t, r) is defined for all t > 0.)
In the following calculations, we will use the notations ξ =
] .
Hence, due to 1 < λ 1 (d, α, h 0 , T ), we can choose δ > 0 sufficiently small such that
We now choose M > 0 sufficiently large such that
Thus, if we choose
Based on Lemmas 3.9 and 3.10, we can apply the same arguments as those in the proof of Theorem 2.10 of [10] to obtain a threshold value µ * > 0 of µ such that the alternatives in the spreading-vanishing dichotomy are determined by µ * for the case h 0 < R * , as stated in the following theorem. 
Spreading speed
In this section we study the spreading speed of the expanding front r = h(t) when spreading occurs. By (1.2), we have that
and α ∞ (t), α ∞ (t), β ∞ (t), β ∞ (t) are T -periodic functions. We assume that these functions are Hölder continuous.
We will need some simple variants of Lemma 3.7 and Remark 3.8, whose proofs are similar to the original ones and therefore omitted. . Let g(t, r, u) be a function satisfying (3.1) . 0, h(t) ).
Similar to Remark 3.8, we have the following analogue of Lemma 4.1:
We also need the following result. 
Suppose that lim
where ℓ(t) is a T -periodic function and V (t) is the unique positive solution of (2.11). Then
Proof. By the maximum principle, v(t, r) > 0 for t > 0 and 0 ≤ r < σ(t). For any given R > 0 and small ϵ > 0, we can find T R > 0 such that σ(t) > R and l(t) ≥ ℓ(t) − ϵ > 0 for all t ≥ T R . We now consider the auxiliary problem
It is well known that the logistic equation replaced by 0, which we denote by w * (t, r), is increasing in t, and the solution w * (t, r) of the same problem with initial function v(T R , r) replaced by M is decreasing in t. Moreover,
with w ≤ w, and both w and w are positive solutions of the problem
Since the nonlinear term in (4.6) is concave, it is well known (see [16] ) that w ≡ w ≡ w ϵ R , the unique positive solution of (4.6). Hence By the comparison principle, the solution of (4.3) satisfies
This implies that r) is the unique positive solution of (4.6) with ϵ = 0. (The uniqueness of positive solutions to (4.6) implies the continuous dependence of w ϵ R on ϵ.) A simple upper and lower solution argument shows that w 0 R (t, r) is increasing in R, and it has a constant upper bound independent of R. Using this fact and a standard regularity consideration, we find that as R increases to infinity, w 0 R (t, r) increases to the minimal positive solution W (t, r) of (4.7)
Thus,
We show next that
. Let R n be a positive sequence increasing to ∞ as n → ∞, and then define c n (r) = c(R n + r). We now define W n (t, r) = W (t, R n + r) for r ∈ [−R n , R n ]. Clearly W n a positive solution of the problem
On the other hand, u n extended to 0 outside [−R, R] is a lower solution of (4.9), and any large positive constant is an upper solution of (4.9). Moreover, as before, since the nonlinear term in (4.9) is concave, it has a unique positive solution. 
Thus W * must be a positive solution of (4.10). However, by [25] , w ≡ V (t) is the unique positive solution of (4.10). Thus we must have
For any σ ∈ (0, 1), we can find R σ > 0 large such that W (t, r) > σV (t) for r ≥ R σ . Fix an arbitrary R > R σ and consider the problem
Clearly W is the unique positive solution of (4.11). On the other hand, it is easily seen that σV (t) is a lower solution of (4.11), and any large constant is an upper solution of (4.11). It follows that
We may now use (4.8) to obtain
We are now ready to prove the first main result of this section. Suppose that (u, h) is the unique solution of (1.1) and h ∞ = +∞; then
where k 0 (µ, ·, ·) is given in Theorems 2.4 and 2.5.
As a consequence, there existsT =T ε =Ñ T > 0 (with an integerÑ ) such that
We now define
and so we have
Clearly w(t, ξ(t)) = 0, ξ(0) = R ⋆ 0 +h(T ) >h(T ). Moreover, for 0 ≤ r ≤h(T ),
and w(0, r) > 0 forh(T ) < r < ξ(0). It is also easily seen that for t > 0,
Direct calculations show that, for t > 0 and 0 < r < ξ(t), with ρ = ξ(t) − r,
Hence we can use Lemma 4.1 to conclude that u(t +T , r) ≤ w(t, r),h(t +T ) ≤ ξ(t) for t ≥ 0, 0 ≤ r ≤h(t +T ).
It follows that
Since ε > 0 can be arbitrarily small, and k ε (t) → k 0 (µ, α ∞ , β ∞ )(t) as ε → 0, we deduce
Step 3. We show
by constructing a suitable lower solution.
To this end, we denote k ε (t) = k 0 (µ, α ε ∞ , β ∞ ε )(t) and Z ε (t, r) = U α ε ∞ ,β ∞ ε ,kε (t, r). We consider the auxiliary problem Since α(t, r + 2R ⋆ ) ≥ α ε ∞ (t), β(t, r + 2R ⋆ ) ≤ β ∞ ε (t) ∀t ∈ [0, T ], from the comparison principle we deducẽ u(t, r) ≥ v(t, r) for t > 0, r ∈ [0,h(t)], and hence, in view of (4.27), we have (4.28) lim n→∞ũ (t + nT, r) ≥ V ε (t) locally uniformly for (t, r) ∈ [0, T ] × [0, ∞).
Define η(t) = (1 − ε) 2 ∫ t 0 k ε (s)ds +h(0) for t ≥ 0, and w(t, r) = (1 − ε) 2 Z ε (t, η(t) − r) for t ≥ 0, 0 ≤ r ≤ η(t). Then η ′ (t) = (1 − ε) 2 k ε (t) ∀t ∈ [0, T ], −µw r (t, η(t)) = µ(1 − ε) 2 (Z ε ) r (t, 0) = (1 − ε) 2 k ε (t) ∀t ∈ [0, T ], and so we have η ′ (t) = −µw r (t, η(t)). Clearly, w(t, η(t)) = 0. Since (Z ε ) r (t, r) ≥ 0 for (t, r) ∈ [0, T ] × [0, ∞) and lim r→+∞ Z ε (t, r) = V ε (t) ∀t ∈ [0, T ], we must have Z ε (t, r) ≤ V ε (t) ∀(t, r) ∈ [0, T ] × (0, ∞).
Therefore, due to (4.28) we can find someT =T (ε) =N T > 0 (with an integerN ) such that Direct calculations yield (with the notation θ = η(t) − r)
where we have used the fact that for large R ⋆ , (1 − ε) 2 k ε (t) + d(N − 1) r + 2R ⋆ ≤ k ε (t). Hence, we can use Lemma 4.2 to conclude that u(t +T , r) ≥ w(t, r),h(t +T ) ≥ η(t) for t ≥ 0, 0 ≤ r ≤ η(t).
Since ε > 0 can be arbitrarily small, this implies
The proof of the theorem is now complete. The result below follows trivially from Theorem 4.4. Let c * (µ) = 1 T ∫ T 0 k 0 (µ, α * , β * )(t)dt. Our next result describes the large time behavior of the solution to (1.1) inside the ball {x : |x| < c * (µ)t}, which considerably improves the conclusion in (3.26) . Theorem 4.6. Suppose that the assumptions of Corollary 4.5 hold, and u(t, r),Û (t, r) are as in (3.26) . Then Proof. Since (4.31) holds, we see that Hence for any given small ϵ > 0, there exists R ϵ > 0 such that
We next make use of the estimates forũ(t, r) given in Step 2 of the proof of Theorem 4.4, and see that for any given small δ > 0, there exist positive numbers T δ , R δ 1 and R δ 2 such that (1 − δ) −2 k δ (t) = k 0 (µ, α * , β * )(t) uniformly for t ∈ [0, T ], we can find δ ϵ ∈ (0, ϵ) sufficiently small so that for all large t, say t ≥ T ϵ , where
By ( Hence we can find T ϵ 2 > T ϵ 1 such that |u(t, r) −Û (t, r)| ≤ I(ϵ) for t ≥ T ϵ 2 and 0 ≤ r ≤R ϵ .
So finally we find that for all t ≥ T ϵ 2 and 0 ≤ r ≤ [c * (µ) − 2ϵ]t, |u(t, r) −Û (t, r)| ≤ I(ϵ).
Since I(ϵ) → 0 as ϵ → 0, this implies that (4.32) holds. The proof is now complete.
We now use Theorem 4.6 to study the dynamical behavior of the solution of (1.1) when the parameter µ is large. Let (u µ , h µ ) be the unique solution of (1.1). Suppose that the assumptions of Corollary 4.5 hold. Then for all large µ, spreading occurs and lim t→∞ h µ (t) t = k 0 (µ).
By Theorem 2.8, k 0 (µ) increases to 2 √ ad as µ increases to ∞. We have the following theorem for the behavior of u µ . Proof. For any given small ϵ > 0, since lim µ→∞ k 0 (µ) = 2 √ ad, we can find µ ϵ ≥ µ 0 such that On the other hand, for any µ ≥ µ ϵ , we see from (4. 
