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Abstract
We consider the lattice dynamics in the half-space. The initial data are random
according to a probability measure which enforces slow spatial variation on the linear
scale ε−1 . We establish two time regimes. For times of order ε−γ , 0 < γ < 1 , locally
the measure converges to a Gaussian measure which is time stationary with a covariance
inherited from the initial measure (non-Gaussian, in general). For times of order ε−1 ,
this covariance changes in time and is governed by a semiclassical transport equation.
Key words and phrases: harmonic crystal in the half-space, random initial data, covari-
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1 Introduction
The paper concerns a mathematical problem of foundations of statistical physics and contin-
ues the work [9] devoted to the derivation of a limiting ”hydrodynamic” (Euler type) equation
from the Hamilton dynamics. We refer the reader to [2, 4, 14, 15] for a detailed discussion
of the results and methods on this problem.
As the model we consider the harmonic crystals in the half-space Zd+ = {z ∈ Zd : z1 > 0} .
In the harmonic approximation, the crystal is characterized by the displacements u(z, t) ∈
Rn , z ∈ Zd+ , of the crystal atoms from their equilibrium positions. The field u(z, t) is
governed by a discrete wave equation.
The derivation of hydrodynamic equations is connected with the problem of convergence
to an equilibrium measure. Hence, the first step in our inverstigation is the proof of such
convergence. This step was done in [10]. We assume that a probability measure µ0 giving
the distribution of initial data has some mixing properties. If µt denotes the time-evolved
measure at time t , then the limit
lim
t→∞µt = µ∞ (1.1)
is established, where µ∞ is an equilibrium Gaussian measure. (The precise formulation of
this assertion is given by Theorem 2.5). In [5, 6], we have analyzed the long-time convergence
to an equilibrium distribution for systems described by partial differential equations in Rd .
In [7]–[9], we extended the results to harmonic crystals. In the above-mentioned papers the
systems were considered in the entire space. In [10], the dynamics of the harmonic crystals
is studied first in the half-space Zd+ .
To derive the hydrodynamic equation we apply the special so-called hydrodynamic limit
procedure. Given a matrix function {R(r, ·), r ∈ Rd} (so-called ”spectral density matrix
function” in the terms of R.L. Dobrushin and others, [3]) we consider a family of measures
{µε0, ε > 0} which satisfies the following conditions: (i) For any r ∈ Rd+ , the covariance
Qε(z, z
′) of the measure µε0 at points z, z
′ ∈ Zd+ close to the [r/ε] is approximately (as
ε→ 0 ) described by R(r, ·) ; (ii) the covariance Qε(z, z′) vanishes as |z−z′| → ∞ uniformly
in ε (see conditions V1 and V2 in Section 2.2 below). Given nonzero τ ∈ R and r ∈ Rd+ ,
we study the distribution µετ/ε,r of the random solution u(z, t) at time moments τ/ε and
close to the spatial point [r/ε] . We establish the limit
lim
ε→0
µετ/ε,r = µ
G
τ,r, (1.2)
where µGτ,r is a Gaussian measure (see Theorem 2.14). In particular, we derive the explicit
formulas for covariance matrix qGτ,r(z − z′) of the limit measure µGτ,r . These formulas allow
us to conclude that the matrix function qˆGτ,r(θ) evolves according to the following equation:
∂τfτ,r(θ) = i C(θ)∇Ω(θ) · ∇rfτ,r(θ), r ∈ Zd+, τ > 0, (1.3)
where C(θ) =
(
0 Ω−1(θ)
−Ω(θ) 0
)
, and, roughly, Ω(θ) is the dispersion relation of the
harmonic crystal. The boundary and initial conditions for (1.3) are written in terms of the
function R(r, ·) . The equation of type (1.3) is called a hydrodynamic (or Euler) equation
(see [3]). The result (1.3) is a continuation of the works [3] and [9]. In [3], the problem has
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been studied for the infinite chain of harmonic oscillators on one-dimensional lattice Z1 . In
[9], the result has been extended to the many-dimensional case.
In phonon physics it is standard practice to use the Wigner function W (t, r, θ) as density
of phonons with wave number θ at location r and at specified time t . W evolves according
to the semiclassical energy transport equation
∂tW (t, r, θ) = −∇Ω(θ) · ∇rW (t, r, θ) (1.4)
(see Theorem 2.12 and Corollary 2.13). W (t, r, θ) at fixed r, t are expressed by the co-
variance qˆGt,r(θ) which is invariant under the lattice dynamics. Thus (1.3) or (1.4) can be
understood as the equations governing the motion of the parameters which characterize the
locally stationary measures.
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1.1 Model
We study the dynamics of the harmonic crystals in Zd+ , d ≥ 1 ,
u¨(z, t) = − ∑
z′∈Zd
+
(V (z − z′)− V (z − z˜′))u(z′, t), z ∈ Zd+, t ∈ R, (1.5)
with zero boundary condition,
u(z, t)|z1=0 = 0, (1.6)
and with the initial data
u(z, 0) = u0(z), u˙(z, 0) = u1(z), z ∈ Zd+. (1.7)
Here Zd+ = {z ∈ Zd : z1 > 0} , z˜ = (−z1, z2, . . . , zd) , V (z) is the interaction (or force) ma-
trix, (Vkl(z)) , k, l = 1, . . . , n , u(z, t) = (u1(z, t), . . . , un(z, t)) , u0(z) = (u01(z), . . . , u0n(z)) ∈
Rn , and correspondingly for u1(z) . To coordinate the boundary and initial conditions, we
assume that u0(z) = u1(z) = 0 for z1 = 0 .
Write Y (t) = (Y 0(t), Y 1(t)) ≡ (u(·, t), u˙(·, t)) and Y0 = (Y 00 , Y 10 ) ≡ (u0(·), u1(·)) . Then
(1.5)–(1.7) becomes the evolution equation
Y˙ (t) = A+Y (t), t ∈ R, z ∈ Zd+, Y 0(t)|z1=0 = 0, Y (0) = Y0. (1.8)
Here A+ =
(
0 1
−V+ 0
)
with V+u(z) := ∑
z′∈Zd
+
(V (z − z′)− V (z − z˜′))u(z′) .
Let us assume that
V (z) = V (z˜), where z˜ = (−z1, z¯), z¯ = (z2, . . . , zd) ∈ Zd−1. (1.9)
Then the solution to the problem (1.8) can be represented as the restriction of the solution
to the Cauchy problem with odd initial data on the half-space. More precisely, consider the
following Cauchy problem for the harmonic crystal in the entire space Zd :

v¨(z, t) = − ∑
z′∈Zd
V (z − z′)v(z′, t), z ∈ Zd, t ∈ R,
v(z, 0) = v0(z), v˙(z, 0) = v1(z), z ∈ Zd.
(1.10)
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Write X(t) = (X0(t), X1(t)) ≡ (v(·, t), v˙(·, t)) and X0 = (X00 , X10 ) ≡ (v0(·), v1(·)) . Then
(1.10) becomes
X˙(t) = AX(t), t ∈ R, X(0) = X0. (1.11)
Here A =
(
0 1
−V 0
)
, where V is a convolution operator with the matrix kernel V .
Assume that the initial data X0(z) form an odd function with respect to z1 ∈ Z1 , i.e.,
let X0(z) = −X0(z˜) . Then the solution v(z, t) of (1.10) is also an odd function with respect
to z1 ∈ Z1 . Restrict the solution v(z, t) to the domain Zd+ and set u(z, t) = v(z, t)|z1≥0 .
Then u(z, t) is the solution to the problem (1.5) with the initial data Y0(z) = X0(z)|z1≥0 .
Assume that the initial data Y0 for (1.8) belong to the phase space Hα,+ , α ∈ R , defined
below.
Definition 1.1 Hα,+ is the Hilbert space of Rn×Rn -valued functions of z ∈ Zd+ endowed
with the norm
‖Y ‖2α,+ =
∑
z∈Zd
+
|Y (z)|2(1 + |z|2)α <∞.
In addition, it is assumed that the initial data vanish (Y0 = 0 ) at z1 = 0 .
We impose the following conditions E1–E6 on the matrix V .
E1. There are positive constants C and γ such that ‖V (z)‖ ≤ Ce−γ|z| for z ∈ Zd , where
‖V (z)‖ stands for the matrix norm.
Let Vˆ (θ) be the Fourier transform of V (z) with the convention
Vˆ (θ) =
∑
z∈Zd
V (z)eiz·θ , θ ∈ Td,
where ” · ” stands for the inner product in Euclidean space Rd and Td for the d -torus
Rd/(2πZ)d .
E2. V is real and symmetric, i.e., Vlk(−z) = Vkl(z) ∈ R , k, l = 1, . . . , n , z ∈ Zd .
The two conditions imply that Vˆ (θ) is a real-analytic Hermitian matrix-valued function
of θ ∈ Td.
E3. The matrix Vˆ (θ) is non-negative definite for every θ ∈ Td .
Let us define the Hermitian non-negative definite matrix,
Ω(θ) = (Vˆ (θ))1/2 ≥ 0. (1.12)
The matrix Ω(θ) has the eigenvalues 0 ≤ ω1(θ) < ω2(θ) . . . < ωs(θ) , s ≤ n , and the
corresponding spectral projections Πσ(θ) with multiplicity rσ = trΠσ(θ) . The mapping
θ 7→ ωσ(θ) is the σ-th band function. There are special points in Td at which the bands
cross, which means that s and rσ jump to some other value. Away from such crossing
points, s and rσ are independent of θ . More precisely, the following lemma holds.
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Lemma 1.2 (see [7, Lemma 2.2]). Let conditions E1 and E2 hold. Then there exists a
closed subset C∗ ⊂ Td such that the following assertions hold:
(i) the Lebesgue measure of C∗ is zero;
(ii) for any point Θ ∈ Td\C∗ , there exists a neighborhood O(Θ) such that each band function
ωσ(θ) can be chosen as a real-analytic function on O(Θ) ;
(iii) the eigenvalue ωσ(θ) has constant multiplicity in T
d \ C∗ ;
(iv) the following spectral decomposition holds:
Ω(θ) =
s∑
σ=1
ωσ(θ)Πσ(θ), θ ∈ Td \ C∗, (1.13)
where Πσ(θ) is an orthogonal projection in R
n , and Πσ is a real-analytic function on
Td \ C∗ .
For θ ∈ Td \ C∗ , denote by Hess (ωσ) the matrix of second partial derivatives. The next
condition on V is as follows.
E4. Let Dσ(θ) = det (Hess(ωσ(θ))) . Then Dσ(θ) does not vanish identically on T
d \ C∗ ,
σ = 1, . . . , s .
Let us write
C0 = {θ ∈ Td : det Vˆ (θ) = 0} and Cσ = {θ ∈ Td \ C∗ : Dσ(θ) = 0}, σ = 1, . . . , s. (1.14)
Then the Lebesgue measure of Cσ vanishes, σ = 0, 1, ..., s (see [7, Lemma 2.3]).
The last two conditions on V look as follows.
E5. For each σ 6= σ′ , the identities ωσ(θ) ± ωσ′(θ) ≡ const± for θ ∈ Td \ C∗ , do not hold
with const± 6= 0 .
This condition holds trivially for n = 1 .
E6. ‖Vˆ −1(θ)‖ ∈ L1(Td) .
If C0 = ∅ , then ‖Vˆ −1(θ)‖ is bounded, and E6 holds trivially.
Remark 1.3 Conditions E1–E6 are satisfied, in particular, in the case of the nearest neigh-
bor crystal in which the interaction matrix V (z) = (Vkl(z))
n
k,l=1 is of the form
Vkl(z) = 0 for k 6= l, Vkk(z) =


−γk for |z| = 1,
2γk +m
2
k for z = 0,
0 for |z| ≥ 2,
k = 1, . . . , n,
with γk > 0 and mk ≥ 0 . In this case, equation (1.5) becomes
u¨k(z, t) = (γk∆L −m2k)uk(z, t), k = 1, . . . , n.
Here ∆L stands for the discrete Laplace operator on the lattice Z
d ,
∆Lu(z) :=
∑
e,|e|=1
(u(z + e)− u(z)).
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Therefore, the eigenvalues of Vˆ (θ) are
ω˜k(θ) =
√
2γ1(1− cos θ1) + ...+ 2γd(1− cos θd) +m2k , k = 1, . . . , n. (1.15)
These eigenvalues still have to be labelled according to magnitude and degeneracy as in
Lemma 1.2. Clearly, conditions E1–E5 hold with C∗ = ∅ . If mk > 0 for any k , then the set
C0 is empty and condition E6 holds automatically. Otherwise, if mk = 0 for some k , then
C0 = {0} . In this case, E6 is equivalent to the condition ω−2k (θ) ∈ L1(Td) , which holds if
d ≥ 3 . Therefore, conditions E1–E6 hold if either (i) d ≥ 3 or (ii) d = 1, 2 and mk > 0 for
any k .
Lemma 1.4 (see [10, Corollary 2.4]) Let conditions E1 and E2 hold. Choose some α ∈ R .
Then (i) for any Y0 ∈ Hα,+ , there exists a unique solution Y (t) ∈ C(R,Hα,+) to the mixed
problem (1.8);
(ii) the operator U+(t) : Y0 7→ Y (t) is continuous on Hα,+ .
The proof is based on the following formula for the solution X(t) of (1.11):
X(t) =
∑
z′∈Zd
Gt(z − z′)X0(z′), (1.16)
where the function Gt(z) has the Fourier representation
Gt(z) := F−1θ→z[exp (Aˆ(θ)t)] = (2π)−d
∫
Td
e−iz·θ exp (Aˆ(θ)t) dθ (1.17)
with
Aˆ(θ) =
(
0 1
−Vˆ (θ) 0
)
, θ ∈ Td. (1.18)
Therefore, the solution Y (t) of (1.8) admits the representation
Y (t) =
∑
z′∈Zd
+
Gt,+(z, z′)Y0(z′), z ∈ Zd+, (1.19)
where Gt,+(z, z′) := Gt(z − z′)− Gt(z − z˜′). (1.20)
2 Main results
2.1 Convergence to equilibrium
Denote by µ0 a Borel probability measure on Hα,+ giving the distribution of Y0 . The
expectation with respect to µ0 is denoted by E0 .
Assume that the initial measure µ0 has the following properties S1–S4.
S1. Y0(z) has zero expectation value, E0(Y0(z)) = 0 for z ∈ Zd+ .
For a, b, c ∈ Cn , denote by a⊗ b the linear operator (a⊗ b)c = a∑nj=1 bjcj . Denote by
Hα the Hilbert space of Rn ×Rn -valued functions of z ∈ Zd endowed with the norm
‖X‖2α =
∑
z∈Zd
|X(z)|2(1 + |z|2)α <∞.
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Definition 2.1 A measure ν is said to be translation invariant if ν(ThB) = ν(B) for
B ∈ B(Hα) and h ∈ Zd , where ThX(z) = X(z − h) for z ∈ Zd .
S2. The correlation matrices of the measure µ0 have the form
Qij0 (z, z
′) = E0(Y i0 (z)⊗ Y j0 (z′)) = qij0 (z1, z′1, z¯ − z¯′), z, z′ ∈ Zd+, i, j = 0, 1, (2.1)
where (i) qij0 (z1, z
′
1, z¯) = 0 for z1 = 0 or z
′
1 = 0 ,
(ii) limy→+∞ q
ij
0 (z1+y, y, z¯) = q
ij
0 (z) , z = (z1, z¯) ∈ Zd . Here qij0 (z) are correlation functions
of some translation invariant measure ν0 with zero mean value on Hα .
S3. The measure µ0 has finite variance and finite mean energy density,
e0(z) = E0(|Y 00 (z)|2 + |Y 10 (z)|2) = tr
[
Q000 (z, z) +Q
11
0 (z, z)
]
≤ e0 <∞, z ∈ Zd+. (2.2)
Finally, it is assumed that the measure µ0 satisfies a mixing condition. To formulate
this condition, denote by σ(A) , A ⊂ Zd+ , the σ -algebra on Hα,+ generated by Y0(z) with
z ∈ A . Define the Ibragimov mixing coefficient of the probability measure µ0 on Hα,+ by
the rule (cf. [11, Definition 17.2.2])
ϕ(r) = sup
A,B ⊂ Zd
+
dist(A, B) ≥ r
sup
A ∈ σ(A), B ∈ σ(B)
µ0(B) > 0
|µ0(A ∩B)− µ0(A)µ0(B)|
µ0(B)
. (2.3)
Definition 2.2 A measure µ0 is said to satisfy the strong uniform Ibragimov mixing condi-
tion if ϕ(r)→ 0 as r →∞ .
S4. The measure µ0 satisfies the strong uniform Ibragimov mixing condition with
∞∫
0
rd−1ϕ1/2(r) dr <∞ . (2.4)
Remark 2.3 The uniform Rosenblatt mixing condition [13] is also sufficient, together with
a higher power > 2 in the bound (2.2). Namely, there is a δ > 0 such that
E0
(
|Y 00 (z)|2+δ + |Y 10 (z)|2+δ
)
≤ C <∞, z ∈ Zd+.
Condition (2.4) needs a modification, namely,
+∞∫
0
rd−1αp(r)dr < ∞ with p = min(δ/(2 +
δ), 1/2) . Here α(r) is the Rosenblatt mixing coefficient defined as in (2.3) but without
µ0(B) in the denominator. Under these modifications, the statements of Theorem 2.5 and
their proofs remain essentially unchanged.
The uniform Rosenblatt mixing condition can also be weakened, see Remarks 3.4 in [10].
Definition 2.4 We define µt as the Borel probability measure on Hα,+ which gives the
distribution of the random solution Y (t) ,
µt(B) = µ0(U+(−t)B), where B ∈ B(Hα,+) and t ∈ R .
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In [10], we prove the weak convergence of the measures µt on the space Hα,+ with
α < −d/2 to a limit measure µ∞ ,
µt
Hα,+−⇁ µ∞ as t→∞, (2.5)
where µ∞ is an equilibrium Gaussian measure on Hα,+ . This means the convergence
lim
t→∞
∫
f(Y )µt(dY ) =
∫
f(Y )µ∞(dY )
for any bounded continuous functional f on Hα,+ .
Theorem 2.5 (see [10]). Let d, n ≥ 1 , α < −d/2 . Assume that conditions (1.9), E1–E6,
and S1–S4 hold. Then
(i) the convergence in (2.5) holds.
(ii) The limit measure µ∞ is a Gaussian measure on Hα,+ .
(iii) The correlation matrices of the measures µt converge to a limit for i, j = 0, 1 ,
Qijt (z, z
′) =
∫
(Y i(z)⊗ Y j(z′))µt(dY )→ Qij∞(z, z′), t→∞, z, z′ ∈ Zd+. (2.6)
The correlation matrix Q∞(z, z′) = (Qij∞(z, z
′))1i,j=0 of the limit measure µ∞ has the form
Q∞(z, z′) = q∞(z − z′)− q∞(z − z˜′)− q∞(z˜ − z′) + q∞(z˜ − z˜′), z, z′ ∈ Zd+. (2.7)
Here q∞(z) = q+∞(z) + q
−
∞(z) , where in the Fourier transform, we have
qˆ+∞(θ) =
1
4
s∑
σ=1
Πσ(θ) (qˆ0(θ) + C(θ)qˆ0(θ)C(θ)
∗)Πσ(θ), (2.8)
qˆ−∞(θ) =
i
4
s∑
σ=1
sign (∂θ1ωσ(θ)) Πσ(θ) (C(θ)qˆ0(θ)− qˆ0(θ)C(θ)∗)Πσ(θ), θ ∈ Td \ C∗,(2.9)
Πσ(θ) is the spectral projection in Lemma 1.2 (iv), and
C(θ) =
(
0 Ω(θ)−1
−Ω(θ) 0
)
, C(θ)∗ =
(
0 −Ω(θ)
Ω(θ)−1 0
)
. (2.10)
(iv) The measure µ∞ is time stationary, i.e., [U+(t)]∗µ∞ = µ∞ , t ∈ R .
Remark 2.6 (i) From formulas (2.8)–(2.10) it follows that qˆ∞(θ) satisfies the ”equilibrium
condition”, i.e., one has the form
qˆ∞(θ) =
(
h(θ) g(θ)
−g(θ) Ω2(θ)h(θ)
)
. (2.11)
Moreover, (qˆij∞(θ))
∗ = qˆji∞(θ) , i, j = 0, 1 , and qˆ
00
∞(θ) ≥ 0 , qˆ11∞(θ) ≥ 0 .
(ii) Introduce the complex-valued field
a(x) =
1√
2
(
V1/4+ u0(x) + iV−1/4+ u1(x)
)
∈ Cn , x ∈ Zd , (2.12)
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where
Vk+u :=
∑
z∈Zd
+
(V k(x− z)− V k(x− z˜))u(z), with V k(z) := F−1θ→z
(
Vˆ k(θ)
)
.
Let a(x)∗ stand for complex conjugate field. Obviously Et(a(x)) = 0 . The covariance
Q∞(x, y) has two parts. By Theorem 2.5, the aa -, equivalently the a∗a∗ -, covariance satisfies
lim
t→∞Et(a(x)⊗ a(y)) = 0 .
For the a∗a -covariance, Theorem 2.5 (iii) implies
lim
t→∞Et(a(x)
∗ ⊗ a(y)) =W (x− y)−W (x− y˜)−W (x˜− y) +W (x˜− y˜), x, y ∈ Zd+,
where in Fourier transform
Wˆ (θ) = Ω(θ) qˆ00∞(θ) + i qˆ
01
∞(θ) =
1
2
s∑
σ=1
(
1− sign(∇θ1ωσ(θ))
)
Πσ(θ)Wˆ0(θ)Πσ(θ),
with Wˆ0(θ) =
1
2
[ωσ(θ)qˆ
00
0 (θ) + ω
−1
σ (θ)qˆ
11
0 (θ) + i qˆ
01
0 (θ)− i qˆ100 (θ)] .
2.2 Initial measure with slow variation
Let {µε0, ε > 0} be a family of initial measures. Roughly, in a linear region of size ε−1 ,
ε≪ 1 , µε0 looks like the initial measure from Section 2.1. To formulate the main conditions
V1–V2 on the initial covariance, let us introduce the complex 2n×2n matrix-valued function
R(r, x, y) = (Rij(r, x, y))1i,j=0 , r ∈ Rd , x, y ∈ Zd+ , with the following properties.
I0. R(r, x, y) = 0 for x1 = 0 or y1 = 0 . The n × n matrix-valued functions Rij(r, x, y)
have the form
Rij(r, x, y) = Rij(r, x1, y1, x¯− y¯), where x = (x1, x¯), y = (y1, y¯), i, j = 0, 1.
Moreover,
lim
y1→+∞
Rij(r, y1 + z1, y1, z¯) = R
ij
0 (r, z), z = (z1, z¯) ∈ Zd, i, j = 0, 1. (2.13)
I1. For every fixed r ∈ Rd and i, j = 0, 1 , the bound holds,
|Rij(r, x, y)| ≤ C(1 + |x− y|)−γ, x, y ∈ Zd+, (2.14)
where C is some positive constant, γ > d . In particular, for every r ∈ Rd ,
|Rij0 (r, z)| ≤ C(1 + |z|)−γ, z ∈ Zd. (2.15)
I2. For every fixed r ∈ Rd , the matrix-valued function R satisfies
Rii(r, ·, ·) ≥ 0, Rij(r, x, y) = (Rji(r, y, x))T , x, y ∈ Zd+.
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In particular, for every fixed r ∈ Rd , Rˆ0(r, θ) satisfies
Rˆ000 (r, θ) ≥ 0, Rˆ110 (r, θ) ≥ 0, Rˆ010 (r, θ) = Rˆ100 (r, θ)∗, θ ∈ Td. (2.16)
I3. For every fixed r ∈ Rd and θ ∈ Td , the matrix Rˆ0(r, θ) is nonnegative definite.
I4. For every θ ∈ Td , Rˆij0 (·, θ) , i, j = 0, 1 , are Cd functions and the function
r → sup
θ∈Td
max
i,j=0,1
max
α=(α,...,αd):|αj |≤1
∣∣∣ ∂α
∂rα11 . . . ∂r
αd
d
Rˆ
ij
0 (r, θ)
∣∣∣ (2.17)
is bounded uniformly on bounded sets.
Remark 2.7 For simplicity of proof, we could assume that R(r, x, y) has the simpler form,
namely,
R(r, x, y) = ζ(x1)ζ(y1)R0(r, x− y), (2.18)
where ζ(x) , x ∈ Z1 , is a nonnegative bounded function such that ζ(x) = 0 for x ≤ 0 and
ζ(x) = 1 for x > a with some a ≥ 1 , and R0(r, x) satisfies conditions (2.15)–(2.17). Then
R(r, x, y) satisfies I1–I4. However, the limit covariance Q∞(x, y) in (2.7) has not the form
(2.18), in general. Formula (2.7) implies that Q∞(x, y) satisfies the bound similar to (2.13),
Q∞(x, y) = Q∞(x1, y1, x¯− y¯), lim
y1→+∞
Q∞(y1 + z1, y1, z¯) = q∞(z) + q∞(z˜), z ∈ Zd.
Therefore, we will prove the main results under condition (2.13) which is weaker than (2.18).
Let Eε0 stand for expectation with respect to the measure µ
ε
0 . Assume that E
ε
0(Y
j(x)) =
0 and define the covariance
Qijε (x, x
′) = Eε0(Y
i(x)⊗ Y j(x′)), x, x′ ∈ Zd+, i, j = 0, 1 .
Definition 2.8 We call a family of measures {µε0, ε > 0} a family of slow variation for R
if {Qijε (x, x′), ε > 0} satisfies conditions V1–V3 listed below.
V1. For any ε > 0 , there exists an even integer Nε such that
(i) for all M ∈ Rd and x, x′ ∈ IM ∩ Zd+ , then∣∣∣Qijε (x, x′)−Rij(εM, x, x′)∣∣∣ ≤ Cmin[(1 + |x− x′|)−γ, εNε], (2.19)
where C , γ are the constants from (2.14), and IM is the cube centered at the point M
with edge length Nε ,
IM = {x = (x1, . . . , xd) ∈ Zd : |xj −Mj | ≤ Nε/2, M = (M1, . . . ,Md)}. (2.20)
(ii) Nε ∼ ε−β as ε→ 0 , with some β ∈ (1/2, 1) .
V2. For any ε > 0 and all x, x′ ∈ Zd+ , i, j = 0, 1 , |Qijε (x, x′)| ≤ C(1 + |x − x′|)−γ with
constants C , γ as in (2.14).
To prove the weak convergence of the measures (Theorem 2.14 below) we need the stronger
condition V3:
V3. The measures µε0 satisfy the Ibragimov mixing condition S4 (see section 2.1) with the
mixing coefficients ϕε . Moreover, it is assumed that
sup
ε>0
|ϕ1/2ε (x)| ≤ C(1 + |x|)−γ, with a γ > d.
Note that condition V3 implies V2.
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Definition 2.9 (i) µεt is a Borel probability measure on Hα,+ which gives the distribution
of Y (t) ,
µεt(B) = µ
ε
0(U+(−t)B), where B ∈ B(Hα,+) and t ∈ R .
(ii) The correlation functions of the measure µεt are defined by
Qijε,t(x, y) =
∫ (
Y i(x)⊗ Y j(y)
)
µεt(dY ) = E
ε
0(Y
i(x, t)⊗ Y j(y, t)), i, j = 0, 1, x, y ∈ Zd+.
Here Y i(x, t) are the components of the random solution Y (t) = (Y 0(·, t), Y 1(·, t)) to the
problem (1.8).
2.3 Covariance in the kinetic scaling limit
Let us use a time span of order τ/εα , τ 6= 0 , with 0 < α ≤ 1 , and study the asymptotics of
the covariance Qε,τ/εα(x, y) as ε→ +0 . For 0 < α < 1 , the result is given by Theorem 2.15.
To formulate the result for α = 1 let us introduce the matrix qτ,r(z) , z ∈ Zd+ , r ∈ Rd ,
τ 6= 0 , by the Fourier transform, qτ,r(z) = F−1θ→z[qˆτ,r(θ)] , where
qˆτ,r(θ) =
s∑
σ=1
Πσ(θ)
[
Mσ+(τ ; r, θ) + iM
σ
−(τ ; r, θ)
]
Πσ(θ), θ ∈ Td \ C∗. (2.21)
Here Πσ(θ) is the spectral projection introduced in Lemma 1.2 (iv),
Mσ+(τ ; r, θ) =
1
2
(Rσ+(τ ; r, θ) + C(θ)R
σ
+(τ ; r, θ)C
∗(θ)),
Mσ−(τ ; r, θ) =
1
2
(C(θ)Rσ−(τ ; r, θ)−Rσ−(τ ; r, θ)C∗(θ)),
(2.22)
with C(θ) defined in (2.10), and
Rσ±(τ ; r, θ) =
1
2
(
Rˆ0(r +∇ωσ(θ)τ, θ)χ+τ,r1(θ)± Rˆ0(r −∇ωσ(θ)τ, θ)χ−τ,r1(θ)
)
, (2.23)
where
χ±τ,r1(θ) =
1
2
(1 + sign(r1 ± τ∇1ωσ(θ)). (2.24)
Theorem 2.10 Let conditions V1–V2 and E1–E6 hold. Then for any τ 6= 0 , r ∈ Rd with
r1 ≥ 0 , the correlation functions converge to a limit,
lim
ε→0
Qε,τ/ε([r/ε] + z, [r/ε] + z
′) = QGτ,r(z, z
′), (2.25)
where
QGτ,r(z, z
′) =
{
qGτ,r(z − z′) = qτ,r(z − z′) + qτ,r˜(z˜ − z˜′), if r1 > 0, z, z′ ∈ Zd;
qτ,r(z−z′)− qτ,r(z−z˜′)− qτ,r(z˜−z′) + qτ,r(z˜−z˜′), if r1 = 0, z, z′ ∈ Zd+,
with qτ,r(z) defined by (2.21)–(2.23).
This theorem is proved in Section 3.
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Corollary 2.11 Let r1 > 0 and τ 6= 0 . (i) From formulas (2.21)–(2.23) it follows that the
σ -band of qˆGτ,r(θ) satisfies the following ”hydrodynamic” equation:
∂τf(τ, r; θ) = iCσ(θ)∇ωσ(θ) · ∇rf(τ, r; θ), r1 > 0, τ > 0,
where Cσ =
(
0 ω−1σ
−ωσ 0
)
, σ = 1, . . . , s, the boundary and initial conditions are given by
the Rˆ0 .
(ii) From formulas (2.21)–(2.23) it follows that qGτ,r satisfies the equilibrium condition (2.11),
i.e., qˆG,11τ,r (θ)
∗ = Ω2(θ)qˆG,00τ,r (θ) , qˆ
G,01
τ,r (θ) = −qˆG,10τ,r (θ) . Moreover, qˆG,iiτ,r (θ) ≥ 0 , qˆG,01τ,r (θ)∗ =
qˆG,10τ,r (θ) .
Let us introduce the scaled n× n Wigner matrix through
W ε(τ ; r, θ) =
∑
y∈Zd
eiθ·y Eετ/ε
(
a∗([r/ε+ y/2])⊗ a([r/ε− y/2])
)
, r ∈ Rd+,
where a(x) is given in (2.12). By conditions V1 and V2, the following limit exists
lim
ε→0
W ε(0; r, θ) =
1
2
(
Ω1/2Rˆ000 (r, θ)Ω
1/2 + Ω−1/2Rˆ110 (r, θ)Ω
−1/2
+iΩ1/2Rˆ010 (r, θ)Ω
−1/2 − iΩ−1/2Rˆ100 (r, θ)Ω1/2
)
= W (0; r, θ), r1 > 0.
We also define the limit Wigner matrix as follows.
W p(τ ; r, θ) =
s∑
σ=1
Πσ(θ)
{
W (0; r − τ∇ωσ(θ), θ)χ−τ,r1(θ)
+W (0;−r1 + τ∇1ωσ(θ), r¯ − τ∇¯ωσ(θ), θ˜)χ+τ,−r1(θ)
}
Πσ(θ) (2.26)
=


s∑
σ=1
Πσ(θ)W (0; r−τ∇ωσ(θ), θ)Πσ(θ), if r1 > τ∇1ωσ(θ),
s∑
σ=1
Πσ(θ)W (0;−r1+τ∇θ1ωσ(θ), r¯−τ∇θ¯ωσ(θ), θ˜)Πσ(θ), if r1 < τ∇1ωσ(θ),
where θ˜ = (−θ1, θ¯) , θ¯ = (θ2, . . . , θd) , r¯ = (r2, . . . , rd) .
Theorem 2.12 Let conditions V1–V2 and E1–E6 hold. Then for any r ∈ Rd+ and τ > 0 ,
the following limit exists in the sense of distributions,
lim
ε→0W
ε(τ ; r, θ) =W p(τ ; r, θ) . (2.27)
In addition, for the remaining part of the covariance,
lim
ε→0
∑
y∈Zd
eiθ·y Eετ/ε
(
a([r/ε+ y/2])⊗ a([r/ε− y/2])
)
= 0 .
This theorem is proved in Section 4.
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Corollary 2.13 Denote by W pσ (τ ; r, θ) , σ = 1, . . . , s , the σ -th band of the Wigner function
W p(τ ; r, θ) . Then W pσ is a solution of the ”energy transport” equation
∂τW
p
σ (τ ; r, θ) +∇ωσ(θ) · ∇rW pσ (τ ; r, θ) = 0, τ > 0, r ∈ Rd+,
where the boundary and initial conditions are given by the initial Wigner matrix projected
onto the σ -th band,
W pσ (τ ; r, θ)|τ=0 = Πσ(θ)W (0; r, θ)Πσ(θ), r ∈ Rd+,
W pσ (τ ; r, θ)|r1=0 = b(τ ; r¯, θ), r¯ ∈ Rd−1, τ > 0.
Here
b(τ ; r¯, θ) :=
{
Πσ(θ)W (0; (−τ∇1ωσ(θ), r¯ − τ∇¯ωσ(θ)), θ)Πσ(θ), if ∇1ωσ(θ) < 0,
Πσ(θ)W (0; (τ∇1ωσ(θ), r¯ − τ∇¯ωσ(θ)), θ˜)Πσ(θ), if ∇1ωσ(θ) > 0.
2.4 Weak convergence of measures family
Let us consider the random field Y at the kinetic time τ/ε , τ 6= 0 , and close to the spatial
point [r/ε] ∈ Zd+ . Denote by Th , h ∈ Zd+ , the group of space translations. The measure at
r/ε is then defined through
µετ/ε,r = T−[r/ε]µ
ε
τ/ε , (2.28)
i.e., µετ/ε,r(B) = µ
ε
τ/ε(T[r/ε]B) , where B ∈ B(Hα,+) and µετ/ε is defined in Definition 2.9.
Theorem 2.14 Let conditions V1–V3 and E1–E6 hold. Then for τ 6= 0 , r ∈ Rd with
r1 ≥ 0 , in the sense of weak convergence on Hα,+ ,
lim
ε→0µ
ε
τ/ε,r = µ
G
τ,r . (2.29)
The measure µGτ,r is a Gaussian measure on Hα,+ , which is invariant under the time trans-
lation U+(t) . µ
G
τ,r has mean zero and covariance
QG,ijτ,r (z, z
′) =
∫
(Y i(z)⊗ Y j(z′))µGτ,r(dY ),
defined by Theorem 2.10. If r1 > 0 , the covariance Q
G,ij
τ,r (z, z
′) = qG,ijτ,r (z− z′) is determined
through W p(τ ; r, θ) as
Ω(θ)qˆG,00τ,r (θ) = Ω(θ)
−1qˆG,11τ,r (θ) =
1
2
(W p(τ ; r, θ) +W p(τ ; r,−θ)T ) (2.30)
and
qˆG,01τ,r (θ) = −qˆG,10τ,r (θ) = −
i
2
(W p(τ ; r, θ)−W p(τ ; r,−θ)T ) . (2.31)
Theorem 2.14 is proved in Section 5.
From Theorem 2.14 we conclude that close to r/ε in space and close to τ/ε in time
the random field Y j(x, t) is a stationary Gaussian field. Its distribution at fixed local time
τ is given by µGτ,r while in time it evolves deterministically according U+(t) . In this sense
locally in space and time the random field is stationary with statistics determined through
the Wigner matrix at (r, τ) and the microscopic dynamics, compare with (2.30), (2.31).
Let us use a time span of order τ/εα with an α ∈ (0, 1) . In this case, change conditionV1
(ii) as follows: Nε ∼ ε−β as ε→ 0 with some β ∈ (α/2, α) . Then the following result holds.
12
Theorem 2.15 Let α ∈ (0, 1) , conditions V1–V2 and E1–E6 hold. Then for τ 6= 0 ,
(i) the correlation functions of measures µετ/εα,r converge to a limit,
lim
ε→0Qε,τ/ε
α([r/ε] + z, [r/ε] + z′) = Qr(z, z
′), z, z′ ∈ Zd,
where Qr(z, z
′) does not depend on τ and has the form
Qr(z, z
′) =
{
qr(z − z′), if r1 > 0;
qr(z − z′)− qr(z − z˜′)− qr(z˜ − z′) + qr(z˜ − z˜′), if r1 = 0;
where in Fourier space, qˆr(θ) =
∑s
σ=1Πσ(θ)Mr(θ)Πσ(θ), with
Mr(θ) =
1
2
[
Rˆ0(r, θ) + C(θ)Rˆ0(r, θ)C
∗(θ)
]
, if r1 > 0;
Mr(θ) =
1
4
[
Rˆ0(r, θ) + C(θ)Rˆ0(r, θ)C
∗(θ)
]
+i
(
C(θ)Rˆ0(r, θ)− Rˆ0(r, θ)C∗(θ)
)
sign(∇1ωσ(θ))
]
, if r1 = 0.
(ii) The measures µετ/εα,r converge weakly on the space Hα,+ to a limit measure µr as
ε → 0 . Moreover, µr is a Gaussian measure on Hα,+ , which is invariant under the time
translation U+(t) , has mean zero and covariance Qr(z, z
′) defined above.
We omit the proof of Theorem 2.15 since it can be proved by using the technique of
Theorems 2.10 and 2.14.
3 Convergence of correlation functions
In this section we prove Theorem 2.10. Before we outline the strategy of the proof. At
first, we use the cutting strategy from [7]-[9] combined with some techniques from [3], where
Theorem 2.10 has proved for the case when d = n = 1 and in the entire space (see [3,
Theorem 3.1]). Note that in [3] it is assumed the stronger conditions on matrix V than E3,
E4, namely, ω(θ) > 0 , and the set
{θ ∈ [−π, π] : ω′′(θ) = ω′′′(θ) = 0}
is empty. Under these conditions, in [3] the uniform asymptotics of the Green function is
proved,
sup
x∈Zd
|Gt(x)| ≤ C(1 + |t|)−1/3. (3.1)
This bound plays an important role in the proof of [3]. However, if n > 1 , then ωs may
be non-smooth because of band crossing, and if d > 1 , the set where the Hessian vanishes
does not consist of isolated points. Therefore a strong estimate as (3.1) is unlikely to be
valid, in general. To cope with such a situation, we split Gt(x) into two summands: Gt(x) =
Gft (x) + Ggt (x) , where Gft (x) has a support in the neighborhood of a “critical set” C ⊂ Td ,
and Ggt (x) vanishes in the neighborhood of C . The set C includes all points θ ∈ Td either
with a degenerate Hessian of ωσ(θ) , or with non-smooth ωσ(θ) (see formula (3.4)). We show
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that the contribution of Gft (x) is negligible uniformly in t (see (3.9)). Hence, it allows us to
represent correlations functions Qε,τ/ε in the form: Qε,τ/ε = Q
g
ε,τ/ε +Q
r
ε,τ/ε , such that
Qgε,τ/ε(x, y) =
∑
x′,y′∈Zd
Ggt,+(x, x′)Qε(x′, y′)Ggt,+(y, y′)∗.
For the remainder Qrε,τ/ε = Qε,τ/ε − Qgε,τ/ε we prove that Qrε,τ/ε(x, y) = o(1) uniformly
in τ 6= 0 , ε > 0 and x, y ∈ Zd . The last fact follows from two key observations: (i)
mes C = 0 (Lemma 1.2) and (ii) the correlation quadratic form is continuous in ℓ2+ , see
Corollary 3.3. Up to this point we apply the “cutting strategy” from [7]–[9]. Finally, we prove
that Qgε,τ/ε([r/ε]+x, [r/ε]+y) converges to a limit as ε→ 0 , using the techniques of [3] and
[8]. In addition, the asymptotics of Ggt (x) , (see Lemma 3.4) of the form Ggt (x) ∼ (1+ |t|)−d/2
plays the important role, since it replaces the asymptotics (3.1) and also simplifies some steps
of the proof of [3]. However, in our case the structure of R(r, x, y) is more complex than
in [3] or [9], in which R(r, x, y) = R0(r, x − y) . We apply the approach of [8, 10], where
convergence to equilibrium was proved for non translation-invariant initial measures, and
combine with the technique of [9].
3.1 Bounds for initial covariance
Definition 3.1 By ℓp ≡ ℓp(Zd) ⊗ Rn (by ℓp+ ≡ ℓp(Zd+) ⊗ Rn) , where p ≥ 1 and n ≥
1 , denote the space of sequences f(z) = (f1(z), . . . , fn(z)) endowed with norm ‖f‖ℓp =( ∑
z∈Zd
|f(z)|p
)1/p
, respectively, ‖f‖ℓp
+
:=
( ∑
z∈Zd
+
|f(z)|p
)1/p
.
The following lemma follows from condition V2.
Lemma 3.2 Let condition V2 hold. Then, for i, j = 0, 1 , the following bounds hold:
∑
z′∈Zd
+
|Qijε (z, z′)| ≤ C <∞ for all z ∈ Zd+,
∑
z∈Zd
+
|Qijε (z, z′)| ≤ C <∞ for all z′ ∈ Zd+.
Here the constant C does not depend on z, z′ ∈ Zd+ and ε > 0 .
Corollary 3.3 By the Shur lemma, it follows from Lemma 3.2 that
|〈Qε(z, z′),Φ(z)⊗Ψ(z′)〉+| ≤ C‖Φ‖ℓ2
+
‖Ψ‖ℓ2
+
, for any Φ,Ψ ∈ ℓ2+,
where the constant C does not depend on ε > 0 .
3.2 Stationary phase method
By (1.17) and (1.18) we see that Gˆt(θ) is of the form
Gˆt(θ) =
(
cosΩt sinΩt Ω−1
− sinΩt Ω cos Ωt
)
, (3.2)
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where Ω = Ω(θ) is the Hermitian matrix defined by (1.12). Hence, we can rewrite Gt(x) in
the form
Gt(x) =
s∑
±,σ=1
∫
Td
e−ix·θe±iωσ(θ) ta±σ (θ) dθ, (3.3)
by (1.13). We are going to apply the stationary phase arguments to the integral (3.3) which
require a smoothness in θ . Then we have to choose certain smooth branches of the functions
a±σ (θ) and ωσ(θ) and cut off all singularities. First, introduce the critical set as
C = C0
⋃ C∗ s⋃
σ=1
(
Cσ
d⋃
i=1
{
θ ∈ Td \ C∗ : ∂
2ωσ(θ)
∂θ2i
= 0
}⋃{θ ∈ Td \ C∗ : ∇1ωσ(θ) = 0}
)
, (3.4)
with C∗ as in Lemma 1.2 and sets C0 and Cσ defined by (1.14). Obviously, mes C = 0 (see
[8, lemma 7.3]). Secondly, fix an δ > 0 and choose a finite partition of unity,
f(θ) + g(θ) = 1, g(θ) =
K∑
k=1
gk(θ), θ ∈ Td, (3.5)
where f, gk are nonnegative functions in C
∞
0 (T
d) , and
supp f ⊂ {θ ∈ Td : dist(θ, C) < δ}, supp gk ⊂ {θ ∈ Td : dist(θ, C) ≥ δ/2}. (3.6)
Then we represent Gt(x) in the form Gt(x) = Gft (x) + Ggt (x) , where
Gft (x) = (2π)−d
∫
Td
e−ix·θf(θ) Gˆt(θ) dθ, (3.7)
Ggt (x) = (2π)−d
∫
Td
e−ix·θg(θ) Gˆt(θ) dθ =
s∑
±,σ=1
K∑
k=1
∫
Td
gk(θ)e
−ix·θ±iωσ(θ)ta±σ (θ) dθ. (3.8)
By Lemma 1.2 and the compactness arguments, we can choose the supports of gk so small
that the eigenvalues ωσ(θ) and the amplitudes a
±
σ (θ) are real-analytic functions inside the
supp gk for every k . (We do not label the functions by the index k to simplify the notation.)
For the function Gft (x) , the Parseval identity, (3.2), and condition E6 imply
‖Gft (·)‖2ℓ2 = C
∫
Td
|Gˆt(θ)|2|f(θ)|2 dθ ≤ C
∫
dist(θ,C)<δ
|Gˆt(θ)|2 dθ → 0 as δ → 0, (3.9)
uniformly in t ∈ R . For the function Ggt (x) the following lemma holds.
Lemma 3.4 (see [9, Lemma 4.5]) Let conditions E1–E4 and E6 hold. Then the following
bounds hold.
(i) supx∈Zd |Ggt (x)| ≤ C t−d/2 .
(ii) For any p > 0 , there exist Cp, γg > 0 such that |Ggt (x)| ≤ Cp(|t| + |x| + 1)−p for
|x| ≥ γgt .
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3.3 Proof of Theorem 2.10
The representation (1.19) yields
Qε,t(z, z
′) = Eε0(Y (z, t)⊗ Y (z′, t)) =
∑
x,y∈Zd
+
Gt,+(z, x)Qε(x, y)Gt,+(z′, y)T , z, z′ ∈ Zd+, (3.10)
for any t ∈ R1 . It follows from condition (1.9) and from formulas (1.17) and (1.18) that
Gt(z) = Gt(z˜) with z˜ = (−z1, z2, . . . , zd) . In this case, by (1.20), the covariance Qε,t(z, z′)
can be decomposed into the sum of fourth terms,
Qε,t(z, z
′) = Sε,t(z, z′)− Sε,t(z˜, z′)− Sε,t(z, z˜′) + Sε,t(z˜, z˜′), z, z′ ∈ Zd+,
where
Sε,t(z, z
′) :=
∑
x,y∈Zd
+
Gt(z − x)Qε(x, y)Gt(z′ − y)T . (3.11)
Proposition 3.5 Let r ∈ Rd and z, z′ ∈ Zd . Then
Sε,τ/ε([r/ε] + z, [r/ε] + z
′)→ qτ,r(z − z′), ε→ +0, (3.12)
where qτ,r(z) is defined in (2.21)–(2.23).
This proposition implies Theorem 2.10. Indeed, let r1 = 0 . Then r˜/ε = r/ε = (0, r¯/ε)
and for z, z′ ∈ Zd+ ,
Qε,τ/ε([r/ε] + z, [r/ε] + z
′) = Sε,τ/ε([r/ε] + z, [r/ε] + z′)− Sε,τ/ε([r/ε] + z˜, [r/ε] + z′)
−Sε,τ/ε([r/ε] + z, [r/ε] + z˜′) + Sε,τ/ε([r/ε] + z˜, [r/ε] + z˜′).
Therefore, convergence (3.12) implies (2.25).
Let r1 > 0 . In this case, the matrix-valued functions Sε,τ/ε([r˜/ε] + z˜, [r/ε] + z
′) and
Sε,τ/ε([r/ε] + z, [r˜/ε] + z˜
′) vanish as ε→ +0 , and
Sε,τ/ε([r˜/ε] + z˜, [r˜/ε] + z˜
′)→ qτ,r˜(z˜ − z˜′), ε→ +0.
It can be proved by similar way as Proposition 3.5.
Proof of Proposion 3.5. Step (i) Let us denote
Q¯ε(x, y) =
{
Qε(x, y) for x, y ∈ Zd+,
0 otherwise
Corollary 3.3 and (3.9) imply that
Sε,t(z, z
′) =
∑
x,y∈Zd
Ggt (z − x)Q¯ε(x, y)Ggt (z′ − y)T + o(1),
where o(1)→ 0 as δ → 0 uniformly in t ∈ R and z, z′ ∈ Zd . In particular, setting t = τ/ε ,
z = [r/ε] + l and z′ = [r/ε] + p we get
Sε,τ/ε([r/ε]+l, [r/ε] + p) =
∑
x,y∈Zd
Ggτ/ε([r/ε] + l − x)Q¯ε(x, y)Ggτ/ε(p+ [r/ε]− y)T + o(1)
=
∑
x,y∈Zd
Ggτ/ε(l + x)Q¯ε([r/ε]−x, [r/ε]−y)Ggτ/ε(p+ y)T + o(1).
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Let c = γg +max(|l|, |p|) . Then Lemma 3.4 (ii) and condition V2 imply that
Sε,τ/ε([r/ε]+l, [r/ε] + p) =
∑
x,y∈[−cτ/ε,cτ/ε]d
Ggτ/ε(l +x)Q¯ε([r/ε]−x, [r/ε]−y)Ggτ/ε(p+ y)T
+r1(ε, τ) + o(1), ε→ 0,
where lim
ε→0
ε−pr1(ε, τ) = 0 for any p > 0 and τ ∈ R1 .
Step (ii) We divide the cube [−cτ/ε, cτ/ε]d onto the cubes InNε (see (2.20)),
[−cτ/ε, cτ/ε]d ⊂ ⋃
n∈J
InNε ,
where J = {n = (n1, . . . , nd) ∈ Zd, |nj| ≤ [cτ/(εNε)] + 1} . Therefore,
Sε,τ/ε([r/ε]+l, [r/ε] + p) =
∑
m,n∈J
∑
x ∈ ImNε
y ∈ InNε
Ggτ/ε(l +x)Q¯ε([r/ε]−x, [r/ε]−y)Ggτ/ε(p+ y)T + o(1).
Now we prove that the contribution of the sums over pairs m,n ∈ J with m 6= n vanishes
as ε→ 0 . Let us denote
r2(ε, τ) =
∑
m,n ∈ J, m 6= n
x ∈ ImNε , y ∈ InNε
Ggτ/ε(l +x)Qε([r/ε]−x, [r/ε]−y)(Ggτ/ε(p+ y))T (3.13)
and prove that
r2(ε, τ)→ 0 as ε→ 0 (3.14)
for any τ ∈ R1 . We divide the sum in the RHS of (3.13) onto two sums S1 and S2 ,
where the first sum S1 is taken over all x ∈ ImNε , y ∈ InNε and m,n ∈ J such that
∃j ∈ {1, . . . , d} : |mj − nj | ≥ 2 ; the sum S2 is taken over all x ∈ ImNε , y ∈ InNε and
m,n ∈ J such that m 6= n and ∀j = 1, . . . , d : |mj − nj | ≤ 1 . The number of points m ∈ J
is order of (τ/(εNε))
d , the number of points x ∈ ImNε is ∼ Ndε . Therefore, by Lemma 3.4
(i) and condition V2, the sum S1 is estimated by
C(1 + τ/ε)−d(τ/ε)d
∑
s∈Zd,|s|≥Nε
(1 + |s|)−γ,
which vanishes as ε → 0 , since Nε → +∞ as ε → 0 and γ > d . To estimate the
second sum S2 (the contribution of nearest neighbors ImNε and InNε ) we choose a number
p > d + 1 and divide the sum onto two sums: S2 = S21 + S22 , where the sum S21 is taken
over all m ∈ J and x ∈ ImNε , n ∈ {n ∈ J : n 6= m, ∀j : |mj − nj| ≤ 1} and y ∈ InNε
such that |x − y| ≥ N1/pε and the second sum S22 is taken, respectively, over y such that
|x− y| ≤ N1/pε . The contribution of “non-boundary zones” S21 is
C(1 + τ/ε)−d(τ/ε)d
∑
s∈Zd,|s|≥N1/pε
(1 + |s|)−γ
which vanishes as ε→ 0 . The contribution of “boundary zones” S22 is order of
C(1 + τ/ε)−d(τ/εNε)dN1/p+d−1ε N
d/p
ε ∼ CN (d+1)/p−1ε . (3.15)
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Indeed, the number of points m ∈ J is order of (τ/(εNε))d , the number of points {n :
|mj − nj | ≤ 1, ∀j,m 6= n} is finite. For fixed m,n the number of points x ∈ ImNε such
that |x − y| ≤ N1/pε is order of Nd−1ε N1/pε . For fixed x the number of points y such that
|x − y| ≤ N1/pε is ∼ Nd/pε . The number p is chosen such that (d + 1)/p − 1 < 0 . Hence,
(3.15) vanishes as ε→ 0 by condition V1 (ii). The decay (3.14) is proved.
Therefore,
Sε,τ/ε([r/ε]+l, [r/ε] + p) =
∑
m∈J
∑
x,y∈ImNε
Ggτ/ε(l +x)Q¯ε([r/ε]−x, [r/ε]−y)Ggτ/ε(p+ y)T + o(1).
Step (iii) Now we can apply condition V1 (i) at the points [r/ε]− x, [r/ε]− y of the same
cube I[r/ε]−mNε and obtain
|Q¯ε([r/ε]−x, [r/ε]−y)− R¯(ε[r/ε]− εmNε, [r/ε]−x, [r/ε]−y)| ≤ Cmin[(1 + |x− y|)−γ, εNε],
where, by definition, the function R¯ is equal to
R¯(r, x, y) =
{
R(r, x, y) if x, y ∈ Zd+,
0 otherwise
Therefore,
Sε,τ/ε([r/ε]+l, [r/ε]+p) =
∑
m∈J
∑
x,y∈ImNε
Ggτ/ε(l +x)R¯(. . .)Ggτ/ε(p+ y)T + o(1), (3.16)
where R¯(. . .) ≡ R¯(ε[r/ε]− εmNε, [r/ε]− x, [r/ε]− y) . Indeed, for fixed x ∈ ImNε ,∑
y∈ImNε
min[(1 + |x− y|)−γ, εNε] =
∑
y:(1+|x−y|)−γ≥εNε
εNε +
∑
y:(1+|x−y|)−γ≤εNε
(1 + |x− y|)−γ
=
∑
s:(1+|s|)≤(Nε)−1/γ
εNε +
∑
s:(1+|s|)≥(Nε)−1/γ
(1 + |s|)−γ ∼ (εNε)1−d/γ .
By Lemma 3.4 (i) and condition V1 (ii), we obtain∑
m∈J
∑
x,y∈ImNε
|Ggτ/ε(l +x)|min[(1 + |x− y|)−γ, εNε]|(Ggτ/ε(p + y))T |
≤ C(1 + τ/ε)−d(τ/(εNε))dNdε (εNε)1−d/γ ∼ ε(1−β)(1−d/γ) → 0, ε→ 0,
since β < 1 and γ > d .
By the similar arguments as in steps (i) and (ii) of the proof, the sums in the RHS of
(3.16) can be taken over {m ∈ J, x ∈ ImNε , y ∈ Zd} , i.e.,
Sε,τ/ε([r/ε]+l, [r/ε]+p) =
∑
m∈J
∑
x∈ImNε
∑
y∈Zd
Ggτ/ε(l +x)R¯(. . .)Ggτ/ε(p+ y)T + o(1).
Step (iv) Let us split the function R¯ into the following three matrix functions:
R+(r, x, y) :=
1
2
R0(r, x− y), (3.17)
R−(r, x, y) :=
1
2
R0(r, x− y) sign(y1), (3.18)
R0(r, x, y) := R¯(r, x, y)− R+(r, x, y)− R−(r, x, y). (3.19)
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Next, introduce the matrices
Saε,τ/ε ≡ Saε,τ/ε([r/ε]+l, [r/ε]+p) =
∑
m∈J
∑
x∈ImNε
∑
y∈Zd
Ggτ/ε(l +x)R¯a(. . .)Ggτ/ε(p+ y)T , (3.20)
for each a = {+,−, 0} and split Sε,τ/ε into three terms, Sε,τ/ε = S+ε,τ/ε+S−ε,τ/ε+S0ε,τ/ε . The
convergence (3.12) results now from the following three lemmas.
Lemma 3.6 lim
ε→0
S+ε,τ/ε([r/ε]+l, [r/ε]+p) =
1
2
s+τ,r(l − p) , l, p ∈ Zd , where s+τ,r is defined as
in (2.21)–(2.22) but with
1
2
(
Rˆ0(r +∇ωσ(θ)τ, θ) ± Rˆ0(r −∇ωσ(θ)τ, θ)
)
instead of Rσ± (cf.
(2.23)).
Proof. By (3.17) and (3.20), the function S+ε,τ/ε can be represented as
S+ε,τ/ε =
1
2
∑
m∈J
∑
x∈ImNε
Ggτ/ε(l + x)
∑
y∈Zd
R0(ε[r/ε]− εmNε, y − x)Ggτ/ε(p+ y)T .
Using Fourier transform and the Parseval equality we can rewrite S+ε,τ/ε as
S+ε,τ/ε = (2π)
−2d1
2
∑
m∈J
∑
x∈ImNε
∫
T2d
e−i(l·θ−p·θ
′)eix·(θ
′−θ)Gˆgτ/ε(θ)Rˆ0(ε[r/ε]− εmNε, θ′)
×Gˆgτ/ε(θ′)∗ dθ′dθ. (3.21)
Therefore, the proof of Lemma 3.6 reduces to the finding the limit value of (3.21), that is
done in Theorem 4.1 from [9] (the detailed proof see in Appendix A).
Lemma 3.7 lim
ε→0
S−ε,τ/ε([r/ε]+l, [r/ε]+p) =
1
2
s−τ,r(l − p) , l, p ∈ Zd , where s−τ,r is defined as
in (2.21)–(2.22) but with
1
2
(
Rˆ0(r +∇ωσ(θ)τ, θ) sign(r1 + τ∇1ωσ(θ))± Rˆ0(r −∇ωσ(θ)τ, θ) sign(r1 − τ∇1ωσ(θ))
)
instead of Rσ± .
Lemma 3.8 lim
ε→0
S0ε,τ/ε([r/ε]+l, [r/ε]+p) = 0 , l, p ∈ Zd .
The proofs of Lemmas 3.7 and 3.8 see in Appendices B and C, resp.
4 Convergence of Wigner matrices
Here we prove Theorem 2.12. Theorem 2.10 implies that for any r ∈ Rd+ , τ 6= 0 and
y ∈ (2Z)d , the following convergence holds,
lim
ε→0E
ε
τ/ε(a([r/ε] + y/2)
∗ ⊗ a([r/ε]− y/2)) =Wp(τ ; r, y), (4.1)
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where in the Fourier space one has
Wˆp(τ ; r, θ) = 1
2
(
Ω1/2qˆG,00τ,r (θ)Ω
1/2 + Ω−1/2qˆG,11τ,r (θ)Ω
−1/2
+iΩ1/2qˆG,01τ,r (θ)Ω
−1/2 − iΩ−1/2qˆG,10τ,r (θ)Ω1/2
)
= W p(τ ; r, θ), (4.2)
by formulas (2.26) and (2.21)–(2.23). Therefore, convergence (2.27) follows from (4.1), (4.2)
and Lemma 4.1.
Lemma 4.1 Let conditions V2 and E1–E3, E6 hold and let α < −d/2 . Then the following
bound holds:
sup
t∈R
sup
z,z′∈Zd
+
‖Qε,t(z, z′)‖ ≤ C <∞.
Proof The representation (1.19) gives
Qijε,t(z, z
′) = Eε0
(
Y i(z, t)⊗ Y j(z′, t)
)
=
∑
y,y′∈Zd
+
∑
k,l=0,1
Gikt,+(z, y)Qklε (y, y′)Gjlt,+(z′, y′)
= 〈Qε(y, y′),Φiz(y, t)⊗ Φjz′(y′, t)〉+,
where Φiz(y, t) is given by
Φiz(y, t) =
(
Gi0t,+(z, y),Gi1t,+(z, y)
)
= (Gi0t (z − y)− Gi0t (z − y˜),Gi1t (z − y)− Gi1t (z − y˜)), i = 0, 1.
The Parseval identity, formula (3.2), and condition E6 imply that
‖Φiz(·, t)‖2l2 = (2π)−d
∫
Td
|Φˆiz(θ, t)|2 dθ ≤ C
∫
Td
(
|Gˆi0t (θ)|2 + |Gˆi1t (θ)|2
)
dθ ≤ C0 <∞.
Corollary 3.3 gives now
|Qijε,t(z, z′)| = |〈Qε(y, y′),Φiz(y, t)⊗ Φjz′(y′, t)〉+| ≤ C‖Φiz(·, t)‖l2+ ‖Φ
j
z′(·, t)‖l2+ ≤ C1 <∞,
where the constant C1 does not depend on z, z
′ ∈ Zd+ , t ∈ R , and ε > 0 .
5 Proof of Theorem 2.14
Theorem 2.14 follows from Propositions 5.1 and 5.2. Proposition 5.1 ensures the existence
of the limit measures of the family {µετ/ε,r, ε > 0} , while Proposition 5.2 provides the
uniqueness.
Proposition 5.1 Let conditions V2 and E1–E3, E6 hold. Then for any r ∈ Rd with
r1 ≥ 0 , τ 6= 0 , the family of measures {µετ/ε,r, ε > 0} is weakly compact on Hα,+ for any
α < −d/2 , and the following bounds hold:
sup
ε≥0
∫
‖Y0‖2α µετ/ε,r(dY0) <∞. (5.1)
20
Proof. Definition 1.1 yields∫
‖Y0‖2α,+µετ/ε,r(dY0) = Eε0(‖T−[r/ε]U+(τ/ε)Y0‖2α,+)
=
∑
z∈Zd
+
(1 + |z|2)αtr
(
Q00ε,τ/ε([r/ε] + z, [r/ε] + z) +Q
11
ε,τ/ε([r/ε] + z, [r/ε] + z)
)
. (5.2)
Since α < −d/2 , estimate (5.1) follows from Lemma 4.1 and (5.2). Now the compactness of
the measures family {µετ/ε,r, ε > 0} follows from the bound (5.1) by the Prokhorov compact-
ness theorem [16, Lemma II.3.1] by using a method applied in [16, Theorem XII.5.2] because
the embedding Hα,+ ⊂ Hβ,+ is compact for α > β .
Set S+ = [S(Zd+) × Rn]2 , where S(Zd+) stands for the space of rapidly decreasing real
sequences on Zd+ . Write 〈Y,Ψ〉+ = 〈Y 0,Ψ0〉+ + 〈Y 1,Ψ1〉+ for Y = (Y 0, Y 1) ∈ Hα,+ and
Ψ = (Ψ0,Ψ1) ∈ S+ , where 〈Y i,Ψi〉+ = ∑z∈Zd
+
Y i(z) ·Ψi(z) , i = 0, 1 .
Proposition 5.2 Let conditions V1–V4 and E1–E6 hold. Then for any r ∈ Rd with
r1 ≥ 0 , τ 6= 0 and Ψ ∈ S+ , the characteristic functionals converge to a Gaussian one,
µˆετ/ε,r(Ψ) :=
∫
ei〈Y,Ψ〉+µετ/ε,r(dY )→ exp { −
1
2
Qτ,r(Ψ,Ψ)} =: µˆGτ,r(Ψ) as ε→ 0, (5.3)
where Qτ,r is the quadratic form with the matrix kernel (QGτ,r(x, y))i,j=0,1 ,
Qτ,r(Ψ,Ψ) =
∑
i,j=0,1
∑
z,z′∈Zd
+
(QG,ijτ,r (z, z
′),Ψi(z)⊗Ψj(z′)), Ψ ∈ S+. (5.4)
To prove Theorem 2.14 it remains to check Proposition 5.2. Let us rewrite (5.3) as
µˆετ/ε,r(Ψ) = E
ε
0( exp{i〈T−[r/ε]U+(τ/ε)Y0,Ψ〉+})→ µˆGτ,r(Ψ), ε→ 0. (5.5)
We derive (5.5) by using the explicit representation (1.19) of the solution Y (t) , the Bernstein
‘room–corridor’ technique and the approach of [9, 10]. The approach gives a representation of
〈T−[r/ε]U+(τ/ε)Y0,Ψ〉+ as a sum of weakly dependent random variables (see formula (5.12)
below). In this case, (5.5) follows from the central limit theorem under a Lindeberg-type
condition.
5.1 Duality arguments
In this section, we evaluate the inner product 〈T−[r/ε]U+(τ/ε)Y0,Ψ〉+ . Introduce the function
Ψ∗(z) as Ψ∗(z) = Ψ(z) for z1 ≥ 0 , and Ψ∗(z) = 0 otherwise. Therefore,
〈T−[r/ε]U+(τ/ε)Y0,Ψ(z)〉+ = 〈Y0(z′),Φr(z′, τ/ε)〉+, (5.6)
where, by definition, the function Φr(z
′, τ/ε) is equal to
Φr(z
′, τ/ε) =
∑
z∈Zd
+
GTτ/ε,+(z, z′)T[r/ε]Ψ∗(z)
= (2π)−d
∫
Td
(e−iz
′·θ − e−iz˜′·θ)Gˆ∗t (θ)ei[r/ε]·θΨˆ∗(θ) dθ. (5.7)
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Let us denote
S0 = {Ψ ∈ S = [S(Zd)⊗Rn]2 : Ψˆ(θ) = 0 in a neighborhood of C}, (5.8)
where C is defined in (3.4). Since mes C = 0 it suffices to prove (5.5) for Ψ∗ ∈ S0 only. For
the function Φr(z, τ/ε) , the following lemma holds.
Lemma 5.3 (cf. Lemma 6.3 from [10], Lemma 5.2 from [9]). Let conditions E1–E4 and
E6 hold. Then, for any chosen Ψ∗ ∈ S0 , the following bounds hold.
(i) supz∈Zd |Φr(z, τ/ε)| ≤ C εd/2 .
(ii) For any p > 0 , there exist Cp > 0 and γ = γ(τ, r) > 0 such that
|Φr(z, τ/ε)| ≤ Cp(1 + |z|+ τ/ε)−p, |z| ≥ γτ/ε. (5.9)
This lemma follows from (5.7), (5.8), (3.2), and the standard stationary phase method.
5.2 Bernstein’s room-corridor’ partition
Write t = τ/ε . Let us introduce a ‘room–corridor’ partition of the half-ball {z ∈ Zd+ : |z| ≤
γt} with γ in (5.9). For t > 0 , we choose ∆t and ρt ∈ N . Choose a δ , 0 < δ < 1 , and
ρt ∼ t1−δ, ∆t ∼ t
log t
, t→∞. (5.10)
Write ht = ∆t + ρt and a
j = jht , b
j = aj + ∆t , j = 0, 1, 2, . . . , nt = [(γt)/ht] . We refer
to the slabs Rjt = {z ∈ Zd+ : |z| ≤ ntht, aj ≤ z1 < bj} as the ‘rooms’, to Cjt = {z ∈ Zd+ :
|z| ≤ ntht, bj ≤ z1 < aj+1} as the ‘corridors’, and to Lt = {z ∈ Zd+ : |z| > ntht} as the ’tail’.
Here z = (z1, . . . , zd) , ∆t stands for the width of the room, and ρt for that of the corridor.
Denote by χjt the indicator of the room R
j
t , by ξ
j
t that of the corridor C
j
t , and by ηt that
of the tail Lt . In this case,
∑
j
[χjt(z) + ξ
j
t (z)] + ηt(z) = 1, z ∈ Zd+,
where the symbol
∑
j stands for the sum
nt−1∑
j=0
. Hence, we obtain the following Bernstein-type
representation:
〈Y0,Φr(·, t)〉+ =
∑
j
[
〈Y0, χjtΦr(·, t)〉+ + 〈Y0, ξjtΦr(·, t)〉+
]
+ 〈Y0, ηtΦr(·, t)〉+. (5.11)
Introduce the random variables rjt , c
j
t , lt by
rjt = 〈Y0, χjtΦr(·, t)〉+, cjt = 〈Y0, ξjtΦr(·, t)〉+, lt = 〈Y0, ηtΦr(·, t)〉+.
Therefore, it follows from (5.6) and (5.11) that
〈T−[r/ε]U+(t)Y0,Ψ〉+ = 〈Y0,Φr(·, t)〉+ =
∑
j
(rjt + c
j
t) + lt. (5.12)
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Lemma 5.4 Let conditions V1 and V2 hold and Ψ∗ ∈ S0 . The following bounds hold for
t > 1 :
Eε0|rjt |2 ≤ C(Ψ) ∆t/t, ∀j, (5.13)
Eε0|cjt |2 ≤ C(Ψ) ρt/t, ∀j, (5.14)
Eε0|lt|2 ≤ Cp(Ψ) t−p, ∀p > 0. (5.15)
The proof is based on Lemmas 3.2 and 5.3 (see also [9, Lemma 7.1]).
Further, to prove (5.5), we use a version of the central limit theorem developed by Ibrag-
imov and Linnik. If Qτ,r(Ψ,Ψ) = 0 , then the convergence (5.3) is obvious. Indeed, then,∣∣∣Eε0( exp{i〈Y0,Φr(·, τ/ε)〉+})− µˆGτ,r(Ψ)
∣∣∣ = Eε0(| exp{i〈Y0,Φr(·, τ/ε)〉+} − 1|)
≤ Eε0(|〈Y0,Φr(·, τ/ε)〉+|) ≤
(
Eε0(|〈Y0,Φr(·, τ/ε)〉+|2)
)1/2
= (〈Qε(x, y),Φr(x, τ/ε)⊗ Φr(y, τ/ε)〉+)1/2 = (Qε,τ/ε,r(Ψ,Ψ))1/2, (5.16)
where Qε,τ/ε,r(Ψ,Ψ)→ Qτ,r(Ψ,Ψ) = 0 , ε→ 0 . Therefore, (5.3) follows from Theorem 2.10.
Thus, we may assume that, for a given Ψ∗ ∈ S0 ,
Qτ,r(Ψ,Ψ) 6= 0. (5.17)
Lemma 5.5 The following limit holds,
nt
[(ρt
t
)1/2
+ (1 + ρt)
−γ] + n2t ρtt → 0, t→∞. (5.18)
Indeed, (5.10) implies that ht = ρt+∆t ∼ t
log t
, t→∞ . Therefore, nt ∼ t
ht
∼ log t . Then
(5.18) follows by (5.10).
For simplicity, we put t = τ/ε . By the triangle inequality,∣∣∣Eε0( exp{i〈Y0,Φr(·, t)〉+})− µˆGτ,r(Ψ)∣∣∣ ≤ ∣∣∣Eε0( exp{i〈Y0,Φr(·, t)〉+})−Eε0( exp{i∑jrjt})
∣∣∣
+
∣∣∣ exp { − 1
2
∑
j
Eε0(|rjt |2)}−exp { −
1
2
Qτ,r(Ψ,Ψ)}
∣∣∣
+
∣∣∣Eε0( exp{i∑jrjt})−exp { − 12
∑
j
Eε0(|rjt |2)}
∣∣∣
= I1 + I2 + I3. (5.19)
We are going to show that all summands I1 , I2 , I3 tend to zero as t→∞ .
Step (i) Eqn (5.12) implies
I1 =
∣∣∣Eε0( exp{i∑jrjt}( exp{i
∑
j
cjt + ilt} − 1))
∣∣∣
≤ ∑
j
Eε0(|cjt |) + Eε0(|lt|) ≤
∑
j
(
Eε0(|cjt |2)
)1/2
+
(
Eε0(|lt|2)
)1/2
. (5.20)
From (5.20), (5.14), (5.15) and (5.18) we obtain that
I1 ≤ Cnt(ρt/t)1/2 + Cpt−p → 0, t→∞.
23
Step (ii) By the triangle inequality,
I2 ≤ 1
2
∣∣∣∑
j
Eε0(|rjt |2)−Qτ,r(Ψ,Ψ)
∣∣∣ ≤ 1
2
∣∣∣Qε,t,r(Ψ,Ψ)−Qτ,r(Ψ,Ψ)∣∣∣
+
1
2
∣∣∣Eε0((∑jrjt )2)−
∑
j
Eε0(|rjt |2)
∣∣∣+ 1
2
∣∣∣Eε0((∑jrjt )2)−Qε,t,r(Ψ,Ψ)
∣∣∣
= I21 + I22 + I23, (5.21)
where Qε,t,r is the quadratic form with the matrix kernel Qijε,t,r(x, y) . Theorem 2.12 implies
that I21|t=τ/ε → 0 as ε→ 0 . As for I22 , we first obtain that
I22 ≤
∑
j<l
∣∣∣Eε0(rjt rlt)∣∣∣ . (5.22)
The distance between the different rooms Rjt is greater or equal to ρt . Then, by Lemma 5.3
(i) and condition V2,
I22 ≤
∑
j<l
|〈Qε(x, y), χjtΦr(x, t)⊗ χltΦr(y, t)〉+|
≤ Ct−d∑
j<l
∑
x
χjt (x)
∑
y
χlt(y)(1 + |x− y|)−γ
∼ t−dn2t td−1∆t
+∞∫
ρt
(1 + s)−γsd−1 ds ∼ nt(1 + ρt)−γ+d, (5.23)
which vanishes as t → ∞ because of (5.18) and γ > d . Finally, it remains to check that
I23 → 0 , t→∞ . We have
Qε,t,r(Ψ,Ψ) = Eε0(〈Y0,Φr(·, t)〉2+) = Eε0
((∑
j
(rjt + c
j
t ) + lt
)2)
,
according to (5.12). Therefore, by the Cauchy-Schwarz inequality,
I23 ≤
∣∣∣Eε0((∑jrjt )2)− Eε0((
∑
j
rjt +
∑
j
cjt + lt)
2)
∣∣∣
≤ Cnt
∑
j
Eε0(|cjt |2) + C1
(
Eε0((
∑
j
rjt )
2)
)1/2(
nt
∑
j
Eε0(|cjt |2) + Eε0(|lt|2)
)1/2
+CEε0(|lt|2). (5.24)
Then (5.13), (5.22) and (5.23) imply
Eε0((
∑
j
rjt )
2) ≤ ∑
j
Eε0(|rjt |2)+2
∑
j<l
∣∣∣Eε0(rjt rlt)∣∣∣
≤ Cnt∆t/t+ C1nt(1 + ρt)−γ+d ≤ C2 <∞.
Now (5.14), (5.15), (5.24), and (5.18) yield
I23 ≤ C1n2tρt/t + C2nt(ρt/t)1/2 + C3t−p → 0, t→∞.
So, the terms I21 , I22 , I23 in (5.21) tend to zero. Then (5.21) implies that for t = τ/ε
I2 ≤ 1
2
∣∣∣∣∑jEε0(|rjt |2)−Qτ,r(Ψ,Ψ)
∣∣∣∣→ 0, ε→ 0. (5.25)
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Step (iii) It remains to verify that for t = τ/ε
I3 =
∣∣∣Eε0( exp {i∑jrjt})− exp { − 12
∑
j
Eε0(|rjt |2)}
∣∣∣→ 0, ε→ 0.
Condition V3 yields
∣∣∣Eε0( exp{i∑jrjt})−
nt−1∏
−nt
Eε0( exp{irjt})
∣∣∣
≤
∣∣∣Eε0( exp{ir−ntt } exp{i
nt−1∑
−nt+1
rjt})− Eε0( exp{ir−ntt })Eε0( exp{i
nt−1∑
−nt+1
rjt})
∣∣∣
+
∣∣∣Eε0( exp{ir−ntt })Eε0( exp {i
nt−1∑
−nt+1
rjt})−
nt−1∏
−nt
Eε0( exp{irjt})
∣∣∣
≤ C(1 + ρt)−2γ +
∣∣∣Eε0( exp {i
nt−1∑
−nt+1
rjt})−
nt−1∏
−nt+1
Eε0( exp{irjt})
∣∣∣.
We then apply condition V3 recursively and obtain, according to Lemma 5.5,
∣∣∣Eε0( exp{i∑jrjt})−
nt−1∏
−nt
Eε0( exp{irjt})
∣∣∣
t=τ/ε
≤ Cnτ/ε(1 + ρτ/ε)−2γ → 0, ε→ 0.
Hence, it remains to show that for t = τ/ε
∣∣∣∣∣
nt−1∏
0
Eε0 exp
{
irjt
}
− exp
{
−1
2
∑
j
Eε0|rjt |2
}∣∣∣∣∣→ 0, ε→ 0.
According to the standard statement of the central limit theorem (see, e.g. [12, Theorem
4.7]), it suffices to verify the Lindeberg condition:
∀δ > 0, 1
σt
∑
j
E
ε,δ
√
σt
0 |rjt |2
∣∣∣
t=τ/ε
→ 0 as ε→ 0.
Here σt ≡ ∑jEε0|rjt |2 , and Eε,a0 f ≡ Eε0(Xaf) , where Xa is the indicator of the event
|f | > a2 . Note that (2.6) and (5.17) imply that στ/ε → Qτ,r(Ψ,Ψ) 6= 0 as ε→ 0 . Hence, it
remains to verify the limit relation∑
j
Eε,a0 |rjτ/ε|2 → 0 as ε→ 0 for any a > 0.
This condition can be proved by using the technique of [9].
6 Appendix A: Proof of Lemma 3.6
Step (i). Let us study the sum in (3.21) over ImNε ≡ {x ∈ Zd : (mj − 1/2)Nε ≤ xj <
(mj + 1/2)Nε, j = 1, . . . d} :
∑
x∈ImNε
eix·(θ
′−θ) =
d∏
j=1
F (θ′j − θj , Nε, mj)
ei(θ
′
j−θj) − 1 ,
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where F (θj, Nε, mj) := exp{iθjNε(mj + 1/2)} − exp{iθjNε(mj − 1/2)} . Define the function
α(z) : α(z) =
iz
eiz − 1 if z ∈ (−π, π) \ 0 and α(0) = 1 . Changing variables in (3.21):
(θ, θ′)→ (θ − z, θ) , we obtain
S+ε,τ/ε = (2π)
−2d 1
2
∑
m∈J
∫
[−π,π]2d
e−i(l−p)·θ+il·z
d∏
j=1
α(zj)F (zj, Nε, mj)
izj
×Gˆgτ/ε(θ − z)Rˆ0(κr,ε,m, θ)Gˆgτ/ε(θ)∗dθdz, (6.1)
where κr,ε,m := ε[r/ε]−εmNε . Let C(θ) be defined by (2.10) and I be the identity matrix.
Then
Gˆgt (θ) = g(θ)
(
cosΩ(θ)t I + sin Ω(θ)t C(θ)
)
,
by (3.2) and (3.8). Let us define
Gˆgt,σ(θ) = g(θ)
(
cosωσ(θ)t I + sinωσ(θ)t Cσ(θ)
)
with Cσ(θ) =
(
0 ω−1σ (θ)
−ωσ(θ) 0
)
.
Hence, applying the projections Πσ(θ) from Lemma 1.2, we rewrite the product of matrices
in the integrand from (6.1) as (for t = τ/ε )
Gˆgt (θ − z)Rˆ0(κr,ε,m, θ)Gˆgt (θ)∗ =
s∑
σ,σ′=1
Πσ(θ − z)Gˆgt,σ(θ − z)Rˆ0(κr,ε,m, θ)Gˆgt,σ′(θ)∗Πσ′(θ)
=
s∑
σ,σ′=1
Πσ(θ − z)g(θ − z)
(∑
±
e±iωσ(θ−z)t
I ∓ iCσ(θ − z)
2
)
×Rˆ0(κr,ε,m, θ)g(θ)
(∑
±
e±iωσ′(θ)t
I ∓ iC∗σ′(θ)
2
Πσ′(θ)
)
. (6.2)
Step (ii). Let us consider the one of the terms in (6.1) (denote it by I±ε ). The proof for the
remaining terms is similar.
I±ε := (2π)
−2d 1
8
∑
m∈J
∫
[−π,π]d
e−i(l−p)·θeiωσ′(θ)τ/εg(θ)
( π∫
−π
eizdld
α(zd)F (zd, Nε, md)
izd
. . .
×
( π∫
−π
eiz2l2
α(z2)F (z2, Nε, m2)
iz2
( π∫
−π
eiz1l1
α(z1)F (z1, Nε, m1)
iz1
e±iωσ(θ−z)τ/ε
×g(θ − z)Πσ(θ − z)Rˆ0(κr,ε,m, θ)Πσ′(θ)dz1
)
dz2
)
. . . dzd
)
dθ. (6.3)
Let us write ν1 ≡ ν1(θ1, θ2 − z2, . . .) = ±[∇1ωσ(θ1, θ2 − z2, . . .)τ/(εNε)] , ν2 ≡ ν2(θ1, θ2, θ3 −
z3, . . .) = ±[∇2ωσ(θ1, θ2, θ3− z3, ...)τ/(εNε)] , ..., νd ≡ νd(θ) = ±[∇dωσ(θ)τ/(εNε)] . The first
step in the evaluating the limit value of I±ε is the following assertion.
Proposition 6.1 Let condition I4 hold. Then
I±ε = (2π)
−2d1
8
∫
[−π,π]d
e−iθ·(l−p)eiωσ′(θ)τ/εg(θ)
( ∑
|md−νd|≤2
π∫
−π
eizdld
α(zd)F (zd, Nε, md)
izd
. . .
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×
( ∑
|m2−ν2|≤2
π∫
−π
eiz2l2
α(z2)F (z2, Nε, m2)
iz2
( ∑
|m1−ν1|≤2
π∫
−π
eiz1l1
α(z1)F (z1, Nε, m1)
iz1
×e±iωσ(θ−z)τ/εΠσ(θ − z)Rˆ0(κr,ε,m, θ)Πσ′(θ)g(θ−z)dz1
)
dz2
)
. . . dzd
)
dθ + oτ (1), (6.4)
where oτ (1)→ 0 as ε→ 0 for any τ 6= 0 .
Proof. We generalize the strategy of the proof of Proposition 3.6 from [3], where this
assertion is proved for d = 1 . To prove the asymptotics (6.4), we will show that the series
in (6.3) over maxj |mj − νj | ≥ 3 vanishes as ε→ 0 .
Write J0 = {n ∈ Z1 : |n| ≤ [cτ/(εNε)] + 1} and hj = mj − νj . Note that in integrand
from (6.3) the elements of matrix product have of the form
(
Πσ(θ−z)Rˆ0(κr,ε,m, θ)Πσ′(θ)
)
αγ
=
d∑
α,β,γ,δ=1
Πσ,αβ(θ−z)Rˆ0,βγ(κr,ε,m, θ)Πσ′,γδ(θ), α, γ = 1, . . . , d.
For simplicity of exposition, we omit the sum over α, β, γ, δ and assume that d = 2 . Let us
denote φ1(θ) = g(θ)Πσ,αβ(θ) , φ2(θ) = g(θ)Πσ′,γδ(θ) , and R(h1, h2, θ) = Rˆ0,βγ(ε[r1/ε]−(ν1+
h1)εNε, ε[r2/ε]− (ν2 + h2)εNε, θ) . Hence, instead of I±ε we evaluate the following integral:
I ′ε = C
∑
h2∈J0−ν2
∑
h1∈J0−ν1
∫
[−π,π]2
e−iθ·(l−p)eiωσ′(θ)τ/εφ2(θ)
( π∫
−π
eiz2(l2+Nεν2)
α(z2)F (z2, Nε, h2)
iz2
×
( π∫
−π
eiz1(l1+Nεν1)
α(z1)F (z1, Nε, h1)
iz1
e±iωσ(θ−z)τ/εφ1(θ−z)R(h1, h2, θ)dz1
)
dz2
)
dθ.
Here we use the fact that F (zj, Nε, mj) = e
izjNενjF (zj, Nε, hj) . Decompose the series over h1
and h2 in I
′
ε into the sums: over hj ≤ −3 , over |hj| ≤ 2 and hj ≥ 3 , j = 1, 2 . Therefore,
I ′ε =
3∑
i,j=1
I(i,j)ε , (6.5)
where
I(1,1)ε =
∑
h1 ∈ J0 − ν1
h1 ≤ −3
∑
h2 ∈ J0 − ν2
h2 ≤ −3
. . . , I(1,2)ε =
∑
h1 ∈ J0 − ν1
h1 ≤ −3
∑
h2 ∈ J0 − ν2
|h2| ≤ 2
. . . , I(1,3)ε =
∑
h1 ∈ J0 − ν1
h1 ≤ −3
∑
h2 ∈ J0 − ν2
h2 ≥ 3
. . . ,
and so on. We want to prove that the series in I ′ε over maxj |hj| ≥ 3 vanishes as ε → 0 ,
i.e., I(i,j)ε vanish as ε → 0 if i = 1, 3 or j = 1, 3 . We prove this fact only for I(1,1)ε . For
remaining integrals the proof is similar. Let us write
hjmin = min{hj ∈ Z1 : hj ≤ −3 and hj ∈ J0 − νj}.
Hence,
I(1,1)ε = C
∫
[−π,π]2
e−iθ·(l−p)eiωσ′(θ)τ/εφ2(θ)
( ∑
h2min≤h2≤−3
π∫
−π
eiz2(l2+Nεν2)
α(z2)F (z2, Nε, h2)
iz2
I1 dz2
)
dθ,
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where
I1 ≡ I1(θ, z2, h2)
=
∑
h1min≤h1≤−3
π∫
−π
eiz1(l1+Nεν1)
α(z1)F (z1, Nε, h1)
iz1
e±iωσ(θ−z)τ/εφ1(θ−z) dz1R(h1, h2, θ).(6.6)
To rewrite the sums over h1 and h2 we use the following ”discrete integration-by-parts
formula” (see [3, p.594])
∑
hmin≤h≤−3
[
ei(h+1/2)Nεz − ei(h−1/2)Nεz
]
f(h) =
[
e−i5/2Nεz − ei(hmin−1/2)Nεz
]
f(−3)
+
∑
hmin≤h≤−4
[
ei(h+1/2)Nεz − ei(hmin−1/2)Nεz
](
f(h)− f(h+ 1)
)
. (6.7)
Let us apply (6.7) to the sum over h2 :∑
h2min≤h2≤−3
F (z2, Nε, h2)I1(θ, z2, h2) =
[
e−i5/2Nεz2 − ei(h2min−1/2)Nεz2
]
I1(θ, z2,−3)
+
∑
h2min≤h2≤−4
[
ei(h2+1/2)Nεz − ei(h2min−1/2)Nεz2
](
I1(θ, z2, h2)− I1(θ, z2, h2 + 1)
)
. (6.8)
Hence,
|I(1,1)ε | ≤ C1 sup
θ∈[−π,π]2
sup
z2∈[−π,π]
(
|I1(θ, z2,−3)|+
∑
h2min≤h2≤−4
∣∣∣I1(θ, z2, h2)− I1(θ, z2, h2 + 1)∣∣∣).(6.9)
Applying the formula (6.7) to the sum over h1 , we rewrite I1 in the form
I1 = C(θ, z2,−5/2, h1min − 1/2)R(−3, h2, θ)
+
∑
h1min≤h1≤−4
C(θ, z2, h1 + 1/2, h
1
min − 1/2)
(
R(h1, h2, θ)−R(h1 + 1, h2, θ)
)
,(6.10)
where, by definition, the function C(θ, z2, m,m
′) is equal to
C(θ, z2, m,m
′) =
π∫
−π
eiz1(l1+ν1Nε)±iωσ(θ−z)τ/ε
α(z1)
iz1
(eimNεz1 − eim′Nεz1)φ1(θ − z) dz1. (6.11)
Substituting (6.10) in (6.9) we obtain
|I(1,1)ε | ≤ C1 sup
θ∈[−π,π]2
sup
z2∈[−π,π]
[
sup
h1min≤h1≤−3
|C(θ, z2, h1 + 1/2, h1min − 1/2)|
×
( ∑
h1min≤h1≤−4
∣∣∣R(h1,−3, θ)−R(h1 + 1,−3, θ)∣∣∣
+
∑
h2min≤h2≤−4
∣∣∣R(−3, h2, θ)−R(−3, h2 + 1, θ)∣∣∣
+
∑
h1min≤h1≤−4
∑
h2min≤h2≤−4
|R(h1, h2, θ)−R(h1 + 1, h2, θ)
−R(h1, h2+1, θ) +R(h1+1, h2+1, θ)|
)]
.
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By condition I4, all sums in (6.12) are bounded uniformly on θ , since they do not exceed
the variations of Rˆ0(·, θ) on the set [r1 − 4 − cτ, r1 + 4 + cτ ] × [r2 − 4 − cτ, r2 + 4 + cτ ] .
Hence,
|I(1,1)ε | ≤ C2 sup
θ∈[−π,π]2
sup
z2∈[−π,π]
sup
h1min≤h1≤−3
|C(θ, z2, h1 + 1/2, h1min − 1/2)|. (6.12)
Lemma 6.2 (see Lemma 3.7 from [3]) Let condition I1 (ii) hold. Then
e∓iωσ(θ1,θ2−z2)τ/εC(θ, z2, m,m′)→ π(signm− signm′)φ1(θ1, θ2 − z2), ε→ 0, (6.13)
uniformly in θ ∈ [−π, π]2 , z2 ∈ [−π, π] and |m|, |m′| > 2 .
Since h1 + 1/2 ≤ −2 , h1min − 1/2 ≤ −2 , the integral I(1,1)ε vanishes as ε → 0 by
Lemma 6.2 and (6.12). Similarly, the remaining integrals in (6.5) with i = 1, 3 or j = 1, 3 ,
vanish as ε→ 0 , i.e., the series in I ′ε over maxj |hj| ≥ 3 vanish as ε→ 0 . Proposition 6.1
is proved.
Step (iii) The next step in the proof is to prove the following asymptotics for the RHS of
(6.4) as ε→ 0 :
I±ε =
(2π)−2d
8
∫
[−π,π]d
e−iθ·(l−p)+iωσ′(θ)τ/εg(θ)Πσ(θ)Rˆ0(r ∓∇ωσ(θ)τ, θ)Πσ′(θ)
( π∫
−π
eizd(ld+νdNε)α(zd)
ei5/2Nεzd−e−i5/2Nεzd
izd
(
. . .
( π∫
−π
eiz2(l2+ν2Nε)α(z2)
ei5/2Nεz2 − e−i5/2Nεz2
iz2
( π∫
−π
eiz1(l1+ν1Nε)±iωσ(θ−z)τ/εα(z1)
ei5/2Nεz1 − e−i5/2Nεz1
iz1
dz1
)
dz2
)
. . .
)
dzd
)
dθ+oτ (1), (6.14)
where oτ (1) → 0 as ε → 0 for any τ 6= 0 . Formula (6.14) was proved in [3, Lemma 3.8]
for the case when d = 1 . This formula is based on the formula
∑
|mj−νj |≤2 F (zj, Nε, mj) =
eiνjNεzj(ei5/2Nεzj − e−i5/2Nεzj ) and the following inequality
|Rˆ0(ε[r/ε]− νεNε − hεNε, θ)− Rˆ0(r ∓∇ωσ(θ)τ, θ)| ≤ C(ε+Nε).
This inequality follows because |h| ≤ 2 and Rˆ0(r, θ) satisfies condition I4. The proof of [3,
Lemma 3.8] admits extension to the case when d > 1 .
Step (iv) Let us apply Lemma 6.2 to the inner integrals in the RHS of (6.14) over z1, . . . , zd
and obtain
I±ε =
(2π)−d
8
∫
Td
e−iθ·(l−p)ei(ωσ′(θ)±ωσ(θ))τ/εg(θ)Πσ(θ)Rˆ0(r ∓∇ωσ(θ)τ, θ)Πσ′(θ) dθ + o(1),(6.15)
as ε → 0 . Note that Rˆij0 (r, ·) ∈ C(Td) , i, j = 0, 1 , by condition (2.15). Moreover, the
identities ωσ(θ) + ωσ′(θ) ≡ const+ or ωσ(θ) − ωσ′(θ) ≡ const− with the const± 6= 0 are
impossible by condition E5. Furthermore, the oscillatory integrals with ωσ(θ) ± ωσ′(θ) 6≡
const± vanish as ε→ 0 by the Lebesgue–Riemann theorem. Hence, only the integrals with
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ωσ(θ)− ωσ′(θ) ≡ 0 contribute to the integral (6.15), since ωσ(θ) + ωσ′(θ) ≡ 0 would imply
ωσ(θ) ≡ ωσ′(θ) ≡ 0 , which is impossible by E4. Thus, for σ 6= σ′ , I±ε = o(1) as ε→ 0 . For
σ = σ′ , I+ε = o(1) and
I−ε =
(2π)−d
8
∫
Td
e−iθ·(l−p)g(θ)Πσ(θ)Rˆ0(r +∇ωσ(θ)τ, θ)Πσ′(θ) dθ + o(1) as ε→ 0.
This completes the proof of Lemma 3.6.
7 Appendix B: Proof of Lemma 3.7
We first apply (3.18) and obtain
S−ε,τ/ε =
1
2
∑
m∈J
∑
x∈ImNε
Ggτ/ε(l + x)
∑
y∈Zd
R0(ε[r/ε]− εmNε, y − x) sign([r1/ε]− y1)Ggτ/ε(p+ y)T .
Let us write κr,ε,m = ε[r/ε]− εmNε . The Parseval equality yields∑
y∈Zd
sign([r1/ε]− y1)R0(κr,ε,m, y − x)Ggτ/ε(p+ y)T
= (2π)−d
∫
Td
Fy→θ′
[
sign([r1/ε]− y1)R0(κr,ε,m, y − x)
]
Fy→θ′[Ggτ/ε(p+ y)T ] dθ′. (7.1)
Note that
Fy→θ′[sign([r1/ε]− y1)] = −i (2π)d−1δ(θ¯′)PV
(
1
tg(θ′1/2)
)
ei[r1/ε]θ
′
1 ,
where θ′ = (θ′1, θ¯
′) , and PV stands for the Cauchy principal part. Hence,
S−ε,τ/ε = −
i
2
(2π)−d−1
∑
m∈J
∑
x∈ImNε
Ggτ/ε(l + x)
∫
Td

PV ∫
T1
ei[r1/ε](θ
′
1
−z)+ix1z
tg((θ′1 − z)/2)
Rˆ0(κr,ε,m, z, θ¯
′)dz


×eix¯·θ¯′Gˆgτ/ε(θ′)∗eip·θ
′
dθ′
= − i
2
(2π)−2d−1
∑
m∈J
∑
x∈ImNε
∫
T2d
e−i(l+x)·θGˆgτ/ε(θ)
×

PV ∫
T1
ei[r1/ε](θ
′
1
−z)+ix1z
tg((θ′1 − z)/2)
Rˆ0(κr,ε,m, z, θ¯
′) dz

 eix¯·θ¯′Gˆgτ/ε(θ′)∗eip·θ′ dθ′dθ. (7.2)
We change variables: θ′1 → ϕ = θ′1 − z , and then denote z = θ′1 . Therefore,
S−ε,τ/ε =
(2π)−2d
4πi
∑
m∈J
∑
x∈ImNε
∫
T2d
e−i(l·θ−p·θ
′)eix·(θ
′−θ)Gˆgτ/ε(θ)Rˆ0(κr,ε,m, θ′)Iε(θ′) dθ′dθ,
where
Iε(θ
′) := PV
∫
T1
ei([r1/ε]+p1)ϕ
tg(ϕ/2)
Gˆτ/ε(θ′1 + ϕ, θ¯′)∗g(θ′1 + ϕ, θ¯′) dϕ, θ′ = (θ′1, θ¯′).
By formula (3.2), the matrix Gˆt(θ) has the form
Gˆt(θ) = cosΩ(θ)t I + sinΩ(θ)t C(θ),
where I is the identity matrix and C(θ) is introduced in (2.10). By Lemma 1.2 (iv),
Gˆ∗t (θ) =
s∑
σ=1
(cosωσ(θ)t+ sinωσ(θ)t C
∗
σ(θ))Πσ(θ)
=
s∑
σ=1
e±iωσ(θ)τ/ε
I ∓ iC∗σ(θ)
2
Πσ(θ), θ ∈ Td \ C∗, (7.3)
since cosωσ(θ)t = (e
iωσt + e−iωσt)/2 and sinωσ(θ)t = (eiωσt − e−iωσt)/(2i) . Applying the
partition of unity (3.5), (3.6), and formula (7.3) we rewrite Iε(θ) in the form
Iε(θ) =
∑
k,±
s∑
σ=1
PV
∫
T1
gk(θ1+ϕ, θ¯)
ei([r1/ε]+p1)ϕe±iωσ(θ1+ϕ,θ¯)τ/ε
tg(ϕ/2)
I ∓ iC∗σ(θ1+ϕ, θ¯)
2
Πσ(θ1+ϕ, θ¯) dϕ.
Lemma 7.1 (i) sup
θ∈Td,r1∈R
supε>0 |Iε(θ)| <∞ .
(ii) Let ∇1ωσ(θ) 6= ±r1 , for θ ∈ supp gk and for fixed r1 ∈ R . Then
Iε(θ)− 2πi
∑
k,±
s∑
σ=1
gk(θ)e
±iωσ(θ)τ/εf±r1(θ)Πσ(θ)→ 0 as ε→ +0, (7.4)
for fixed τ > 0 and r1 ∈ R . Here f±r1(θ) is a matrix-valued function of the form
f±r1(θ) = sign(r1 ±∇1ωσ(θ)τ)(I ∓ iC∗σ(θ))/2.
Lemma 7.1 can be proved by using the technique of [8, Lemma 8.3] or of [1, Proposition
A.4 (i), (ii)]. The proof is based on the following well-known assertion
lim
λ→+∞

PV
π∫
−π
eiλf(z)χ(z)
z
dz − πieiλf(0)χ(0) sign f ′(0)

 = 0,
where χ ∈ C1 , f ∈ C2 and f ′(0) 6= 0 . Lemma 7.1 gives
S−ε,τ/ε = (2π)
−2d 1
2
s∑
σ=1
∑
k,±
∑
m∈J
∑
x∈ImNε
∫
T2d
gk(θ)e
−i(l·θ−p·θ′)eix·(θ
′−θ)Gˆgτ/ε(θ)
×Rˆ0(κr,ε,m, θ′)e±iωσ(θ′)τ/εf±r1(θ′)Πσ(θ′) dθ′dθ. (7.5)
Comparing (3.21) and (7.5) we see that the problem of evaluating the limit value of (7.5) is
solved by the similar way as in Lemma 3.6.
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8 Appendix C: Proof of Lemma 3.8
By (3.20) we write
S0ε,τ/ε =
∑
m∈J
∑
x∈ImNε
∑
y∈Zd
Ggτ/ε(l +x)R0(κr,ε,m, [r/ε]−x, [r/ε]−y)Ggτ/ε(p+ y)T ,
where κr,ε,m = ε[r/ε]− εmNε . Change variables y → z = y − x and denote the sum over
m and x by Φε(z) ,
Φε(z) ≡ Φε(z, τ, r, l, p)
=
∑
m∈J
∑
x∈ImNε
Ggτ/ε(l +x)R0(κr,ε,m, [r/ε]−x, [r/ε]−x− z)Ggτ/ε(p+ x+ z)T . (8.1)
Therefore,
S0ε,τ/ε =
∑
z∈Zd
Φε(z). (8.2)
The estimate (2.14) and definition (3.19) imply the same estimate for R0 :
|R0(r, x, y)| ≤ C(1 + |x− y|)−γ. (8.3)
Next, the Cauchy–Schwartz inequality yields
∑
m∈J
∑
x∈ImNε
|Ggτ/ε(l +x)||Ggτ/ε(p+ x+ z)T | ≤
∑
x∈Zd
|Ggτ/ε(l +x)||Ggτ/ε(p+ x+ z)T |
≤ ‖Ggτ/ε‖2ℓ2 ≤ C(1 + ‖Vˆ −1‖2L2(Td)). (8.4)
Hence, condition E6 and estimate (8.3) imply that |Φε(z)| ≤ C(1 + |z|)−γ . Since γ > d ,∑
z∈Zd
|Φε(z)| ≤ C <∞, (8.5)
and the series in (8.2) converges uniformly in ε (and also in τ, r, l, p ). Therefore, it suffices
to prove that
lim
ε→0
Φε(z) = 0 for each z ∈ Zd. (8.6)
Let us consider the series in (8.1). At first, note that by definitions I0 and (3.19), the
function R0(r, x, y) depends on x¯ − y¯ , i.e., has the form R0(r, x, y) = R0(r, x1, y1, x¯ − y¯) ,
and R0(r, x1, y1, z¯) = 0 for y1 < 0 . Hence,
R0(r, [r1/ε]− x1, [r1/ε]− x1 − z1, z¯) = 0 for x1 ≥ [r1/ε]− z1.
Further, from condition (2.13) it follows that ∀δ > 0 ∃Kδ > 0 such that for any y1 > Kδ
|R0(r, y1, y1 − z1, z¯)| < δ . Hence, ∀δ > 0 ∃Mδ = max(Kδ, z1) > 0 such that∣∣∣ ∑
m∈J
∑
x ∈ ImNε
x1 < [r1/ε]−Mδ
Ggτ/ε(l +x)R0(κr,ε,m, [r1/ε]−x1, [r1/ε]−x1 − z1, z¯)Ggτ/ε(p+ x+ z)T
∣∣∣
≤ δ ∑
m∈J
∑
x∈ImNε
∣∣∣Ggτ/ε(l +x)Ggτ/ε(p+ x+ z)T
∣∣∣ ≤ Cδ,
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by estimate (8.4). It remains to prove that for fixed Mδ > 0 ,∑
m∈J
∑
x∈Am
Ggτ/ε(l+x)R0(κr,ε,m, [r1/ε]−x1, [r1/ε]−x1−z1, z¯)Ggτ/ε(p+x+z)T → 0, ε→ 0, (8.7)
where Am = {x = (x1, x¯) : x1 ∈ ([r1/ε] −Mδ, [r1/ε] − z1) ∩ Im1Nε; x¯ ∈ Im¯Nε} . For enough
small an ε > 0 , there is a mε1 ∈ Z such that ([r1/ε] −Mδ, [r1/ε] − z1) ⊂ Imε1Nε . Hence,|ε[r1/ε]− εmε1Nε| ≤ C(εNε + ε) . Therefore, by condition I4, we have
|R0(ε[r1/ε]− εmε1Nε, . . .)−R0(0, . . .)| ≤ Cε1−β with some β ∈ (0, 1).
Hence, by the estimate (8.4), we can replace R0(ε[r1/ε]− εmε1Nε, . . .) into R0(0, . . .) in the
series (8.7).
Further, let us change x1 → [r1/ε] − x1 in (8.7). Therefore, x1 runs the finite number
of points, x1 ∈ (z1,Mδ) . To derive (8.6) it suffices to prove that for every fixed z ∈ Zd ,
x1 ∈ Z , r ∈ Rd , and τ 6= 0 ,∑
m¯∈J¯
R0(0, r¯ − εm¯Nε, x1, x1 − z1, z¯)βγ
∑
z¯∈Im¯Nε
Ggτ/ε(l + xr)αβGgτ/ε(p+ xr + z)Tγδ → 0 (8.8)
as ε→ 0 , where α, β, γ, δ = 1, . . . , d , xr := ([r1/ε]−x1, x¯) . For simplicity of exposition, we
omit indices i, j, k, l in (8.8) and assume that d = 1 . In this case, to prove (8.8) it suffices
to show that
Ggτ/ε(l1 + [r1/ε]− x1)Ggτ/ε(p+ [r1/ε]− x1 + z)T → 0 as ε→ 0.
Indeed, applying the Fourier transform, we have
Ggτ/ε(l1 + [r1/ε]− x1) = (2π)−1
∫
T1
e−i(l1+[r1/ε]−x1)θ1 Gˆτ/ε(θ1)g(θ1) dθ1. (8.9)
Using the decomposition (3.8) we rewrite (8.9) as
Ggτ/ε(l1+[r1/ε]−x1) = (2π)−1
∑
k,±,σ
∫
T1
gk(θ1)a±(θ1)g(θ1)e−i(l1+[r1/ε]−x1)θ1±iωσ(θ1)τ/ε dθ1. (8.10)
The eigenvalues ωσ(θ) and the matrices a
±
σ (θ) are real-analytic functions inside the supp gk
for every k . Moreover, conditions E4 and E6 imply that for fixed r1 ∈ R1 and τ 6= 0 ,
mes {θ1 ∈ T1 : ∇1ωσ(θ1) = ±r1/τ} = 0 . Hence, the integrals in (8.10) vanish as ε → 0 by
the Lebesgue–Riemann theorem. The proof of convergence (8.8) in the case when d > 1 is
similar and based on condition I4.
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