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Abstract We analyze long-term evolutionary dynamics in a large class of life his-
tory models. The model family is characterized by discrete-time population dynamics
and a ﬁnite number of individual states such that the life cycle can be described in
terms of a population projectionmatrix.We allow an arbitrary number of demographic
parameters to be subject to density-dependent population regulation and two or more
demographic parameters to be subject to evolutionary change. Our aim is to identify
structural features of life cycles and modes of population regulation that correspond to
speciﬁc evolutionary dynamics. Our derivations are based on a ﬁtness proxy that is an
algebraically simple function of loopswithin the life cycle. This allows us to phrase the
results in terms of properties of such loops which are readily interpreted biologically.
The following results could be obtained. First, we give sufﬁcient conditions for the
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existence of optimisation principles in models with an arbitrary number of evolving
traits. These models are then classiﬁed with respect to their appropriate optimisation
principle. Second, under the assumption of just two evolving traits we identify struc-
tural features of the life cycle that determine whether equilibria of the monomorphic
adaptive dynamics (evolutionarily singular points) correspond to ﬁtness minima or
maxima. Third, for one class of frequency-dependent models, where optimisation is
not possible, we present sufﬁcient conditions that allow classifying singular points in
terms of the curvature of the trade-off curve. Throughout the article we illustrate the
utility of our framework with a variety of examples.
Keywords Adaptive dynamics · Density dependence · Frequency dependence ·
Life history theory ·Matrix model · Evolutionary optimisation
Mathematics Subject Classification (2000) 92D15
1 Introduction
Life history theory aims at explaining the differences in rates of growth, maturation
and reproduction between species and populations as a result of natural selection (e.g.
Stearns 1992; Charnov 1993; Charlesworth 1994; Roff 2002). Time and energy are
necessarily limiting factors for the long-term growth of any population, and life history
theory revolves around the question how these limiting factors are optimally allocated
to the different processes within a life cycle. The concern about the allocation of limit-
ing factors leads us directly to the concept of a trade-off which is crucial to life history
theory. The idea is that different demographic parameters that affect ﬁtness cannot
evolve independently but are developmentally or physiologically coupled. A change
in one parameter that increases ﬁtness has to be accompanied by changes in one or
more other parameters with detrimental effects. Life history theory aims at predicting
which compromises are favored by natural selection under different ecological and
developmental boundary conditions (e.g. Stearns 1992; Charlesworth 1994; Charnov
1993; Roff 2002).
An inﬂuential method to predict life history patterns has been introduced by Levins
(1962, 1968). His method is an optimisation procedure that can be applied when
only two demographic parameters are evolving and can be visualized geometrically
(Fig. 1). First one computes a ﬁtness measure for every combination of demographic
parameters resulting in a two-dimensional ﬁtness landscape. In a second step, one
chooses which parameter combinations are admissible, that is, which combinations
are assumed to be possible given developmental and physiological processes. For two
parameters the boundary of the set of admissible combinations can be depicted in
the form of a trade-off curve. If ﬁtness is increasing in both parameters under study,
the expected evolutionary outcome based on Levins’ approach is given by the com-
bination of parameters corresponding to the point on the trade-off curve that lies on
the highest ﬁtness contour touching the trade-off curve (Fig. 1). The exact predic-
tion depends on the curvatures of both the trade-off and the contour lines of the ﬁtness
landscape.While the former curve is a choice of themodeler that is ideally informed by
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(a) (b) (c)
Fig. 1 Levins’ geometrical ﬁtness set approach. Thin lines represent the contour lines of three hypothetical
ﬁxed ﬁtness landscapes, each increasing in both traits. Thick lines correspond to different realizations of a
trade-off curve. If ﬁtness is increasing in the two demographic parameters considered evolvable, selection
pushes a population’s trait distribution towards a speciﬁc trade-off curve. From then on, trait combinations
can be assumed to lie on the trade-off curve. Selection acts to increase ﬁtness and changes the combination
of trait values as indicated by the arrows. Circles indicate intermediate trait combinations where the ﬁtness
contour is tangent to the trade-off curve. Such points are either ﬁtness maxima (filled circles) or ﬁtness
minima (open circles). a Convex ﬁtness contour lines. b Linear ﬁtness contour lines. c Concave ﬁtness
contour lines
knowledge about developmental and physiological constraints in the speciﬁc organ-
ism under study, the latter is a property of the algebraic nature of the relationship
between the ﬁtness measure and the demographic parameters considered evolvable.
In the simplest case where two evolving parameters affect ﬁtness linearly, contour
lines are straight lines (Fig. 1b) and the following conclusions can be drawn: In case
of convex trade-offs selection results in extreme phenotypes that derive their ﬁtness
from a high value of one demographic parameter. In case of concave trade-offs selec-
tion results in intermediate phenotypes that derive their ﬁtness from a combination of
intermediate values of demographic parameters.
Since Levins’ methodology is based on the idea that natural selection maximizes
a ﬁtness measure, the results will depend on the chosen ﬁtness measure. In the last
decades it became clear that an appropriate choice depends on the assumptions made
about the ecology and that the choice has to be based on an invasion argument (Metz
et al. 1992, 1996b, 2008a,b; Mylius and Diekmann 1995; Pásztor et al. 1996). Spe-
cifically, it has been shown that the details of population regulation inﬂuence whether
well-known quantities like the intrinsic growth rate r , the basic reproduction ratio
R0 or other quantities with a less straightforward interpretation should be maximized
to arrive at the same predictions as derived from an evolutionary invasion analysis.
More severely, most instances of population regulation preclude the existence of an
optimisation principle altogether and an invasion analysis is the only method to arrive
at evolutionary predictions that are consistent with the assumptions made about the
ecology (Metz et al. 1996b, 2008a,b). When the latter is the case we call selection
frequency-dependent (Heino et al. 1998).
From the previous considerations it becomes clear that the nature of population reg-
ulation, curvature properties of the ﬁtness landscape and the trade-off curve are key
determinants of the evolutionary dynamics. To illustrate this point further, we sketch
a life history problem analyzed by Takada and Nakajima (1996). Many herbaceous
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Fig. 2 Life cycle graph of a hypothetical perennial plant with a seedling (1), juvenile (2) and ﬂowering
state (3)
plants have the ability to reproduce sexually via seeds and asexually via vegetative
propagules. What is the optimal resource allocation scheme for these two modes
of reproduction? Takada and Nakajima (1996) formulated this question as a deci-
sion between either investing resources in many small offspring with low survival
probability (seeds) or few large offspring with high survival probability (vegetative
propagules). To analyze this question, Takada and Nakajima classiﬁed individuals as
seedlings, juveniles or plants in the ﬂowering stage, as shown in the corresponding life
cycle graph in Fig. 2. Per year, seedlings turn into juveniles with probability s˜21 and
juveniles turn into ﬂowering plants with probability s˜32. Juvenile and ﬂowering plants
remain in their current state with probability s˜22 and s˜33, respectively. Flowering plants
can reproduce via seeds, resulting in f˜13 seedlings, or via vegetative propagules, result-
ing in f˜23 juvenile plants in the next season. Takada and Nakajima assume a trade-off
between f˜13 and f˜23, that is, an increase in one of these parameters is accompanied by
a decrease in the other and vice versa. Furthermore, they assume that seedling survival
and the production of seeds decrease with increasing population density, reﬂecting
intraspeciﬁc competition. More specifically, f˜13 and s˜21 are assumed to be monoton-
ically decreasing functions of the total population density given by N1 + N2 + N3.
For this speciﬁc model Takada and Nakajima derive that selection favors the combina-
tion of f˜13 and f˜23 maximizing the total population size. In accordance with Levins’
results, in case of concave trade-offs the optimisation principle has a maximum at an
intermediate value of f˜13 so that vegetative and seed reproduction exist next to each
other, while in case of convex trade-offs the optimisation principle has a maximum at
the upper limit of either f˜13 or f˜23 and all resources are expected to be invested in one
mode of reproduction. A natural question to ask is how robust this result is when the
speciﬁc assumptions of Takada and Nakajima are modiﬁed? For example, is optimisa-
tion still possible when survival of vegetative propagules is density-dependent instead
of the production of seeds? Does the answer depend on whether survival of seeds and
vegetative propagules decrease with the same or with different population statistics?
And how do all these results change if we assume that the survival probability of adult
plants rather than the number of vegetative propagules trades off with seed production?
To search for patterns in the relationship between assumptions and evolutionary out-
comes one could analyze many model variants separately. Alternatively, one searches
for structural model features that are causally linked with speciﬁc evolutionary
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outcomes. The advantage of the latter strategy is at least twofold. First, once the
work is done, one can predict the evolutionary dynamics in a large class of models.
Second, identifying causal relationships is the essential step towards a true under-
standing of observed phenomena. In this article we follow this second approach. As a
model family we choose a discrete time structured population framework represented
by population projection matrices (Caswell 2001). Thus, we only consider life his-
tories that can be described with a ﬁnite number of states. We allow for an arbitrary
number of demographic parameters to be subject to evolutionary change although
certain results could only be obtained for the case of two evolving parameters. Finally,
an arbitrary number of demographic parameters can be affected by density-dependent
population regulation whereby parameters can be regulated by speciﬁc combinations
of the densities of individuals in different states.
Since this article is rather comprehensive and not necessarily meant to be read from
“cover to cover” we here give a detailed overview of its structure. Section 2 contains
preliminaries and consists of six subsections. In Sect. 2.1 we delineate the considered
model family. In Sect. 2.2 we present an algebraically simple proxy for invasion ﬁt-
ness that forms the backbone of all further derivations. In Sect. 2.3 we review results
from the theory of Adaptive Dynamics, an approximate description of evolutionary
dynamics technically based on the assumption that evolution is mutation limited. In
Sect. 2.4 we summarize the necessary and sufﬁcient conditions for the existence of an
evolutionary optimisation principle derived by Metz et al. (1996b, 2008a) and intro-
duce the notion of frequency-dependent selection. In Sect. 2.5 we review the theory
of invasion boundaries, special contour lines of the ﬁtness landscape that partition the
trait space into phenotypes that are or are not able to invade a given resident commu-
nity. In Sect. 2.6 we consider the limitations of our approach and more in particular
give a brief outlook on models with diploid sexual reproduction. The following four
sections contain our results. In Sect. 3 we derive various conditions that allow for a
pure optimisation approach. In its ﬁrst part (Sect. 3.1) we give conditions that are suf-
ﬁcient for the existence of an optimisation principle derived from the aforementioned
ﬁtness proxy. In Sect. 3.2 we present an extensive list of such optimisation principles.
In Sect. 3.3 we collect and extend three classical optimisation principles, based on the
abundance of a single limiting resource, on the dominant eigenvalue of the population
projectionmatrix λd, and on the basic reproduction ratio R0, respectively. In Sect. 4 we
deal withmodels where no optimisation principle exists and state necessary conditions
for selection to be frequency-dependent. In Sect. 5 we derive conditions in terms of
properties of loops in the life cycle graph that correspond to invasion boundaries that
are straight lines, convex or concave. This allows determining the range of trade-off
curvatures for which singular points are invadable or uninvadable. In Sect. 5.1 we
do so under the restriction that only two demographic parameters are evolving and
in Sect. 5.2 we do the same for an arbitrary number of evolving parameters. While
the results for two-dimensional trait spaces are rather general, the extension to higher
dimensional trait spaces only applies to models with a high degree of symmetry. In
Sect. 6 we take a closer look at a subclass of models with frequency-dependent selec-
tion. Given that ﬁtness contours are straight lines and that population regulation is
of a particularly simple kind we are able to classify singular points as a function
of the trade-off curvature. The material is organized such that the ﬁrst three results
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sections (3 Optimisation, 4 Frequency-Dependent Selection and 5 Curvature of Inva-
sion Boundaries) can be read independently of each other. Only the last results section
(6 Frequency-Dependent Selection and Linear Invasion Boundaries) draws on preced-
ing results. We ﬁnish by applying our toolbox to various life history problems based
on the life cycle of Fig. 2 (Sect. 7).
2 Preliminaries
2.1 The life cycle and population dynamics
We restrict ourselves to life cycles that can be described with n discrete i-states (i for
individual, see Metz and Diekmann (1986)) in a discrete time framework. Further-
more, we proceed as if individuals reproduce clonally; our results extend toMendelian
populations under conditions speciﬁed in Sect. 2.6. The population dynamics of a clone
can be described by
N t+1 = AN t , (1)
where A = [a˜lk] is the n × n non-negative population projection matrix correspond-
ing to a speciﬁc life cycle and N t = (N1t , . . . , Nnt )T is the vector of densities in the
different i-states at time t (Caswell 2001). Census is taken just before reproduction.
At reproduction individuals in i-state k produce offspring of which f˜lk ≥ 0 are alive at
the next census and in i-state l. After the reproduction episode all individuals—other
than the newborns—undergo one of the following state-transitions: (i) with proba-
bility s˜kk they stay in their current i-state k, (ii) with probability s˜lk they move from
i-state k to i-state l (l = k), (iii) with probability d˜k = 1 −
∑
l s˜lk they die. Thus,
A can be decomposed into a fertility matrix F = [ f˜lk] and a state-transition matrix
S = [s˜lk] such that A = F + S (Caswell 2001, p. 110). We will refer to f˜lk and s˜lk
as demographic parameters. Throughout this article a tilde on a demographic param-
eter indicates that it is not necessarily constant on the ecological time scale but can
be under density dependent population regulation. The described framework includes
cases with i-states such as age class, size class, developmental state, or, in a patch
model, spatial location. Individuals can either occur in one i-state at birth (e.g. imma-
ture, or small) or in different i-states (e.g., births in different patches). We will refer
to clones with different demographic parameters as types and denote the population
vector of the j th type with N j . We refer to the vector of densities of m coexisting
typesN t = (N1t , . . . , Nmt ) ∈ N = (Rn+)m as population- or p-state.
Demographic parameters s˜lk and f˜lk give the state-transition probability and fer-
tility, respectively, as they would be measured in the ﬁeld or in the lab at a particular
point in time. We assume that demographic parameters consist of a hereditary compo-
nent—deﬁned as the value in a ‘virgin’ environment, i.e., in the absence of any conspe-
cifics—that is modiﬁed through the effect of conspecifics, either directly or indirectly
due to their inﬂuence on the environment. We denote the hereditary component of s˜lk
and f˜lk by slk and flk , respectively. Evolutionary change occurs through mutations
affecting hereditary components. In principle all hereditary components may mutate.
123
Life cycles graphs and life history theory 231
However, wewill often assume that only a subset of hereditary components is evolving
and we refer to these as traits. The traits of the j th type will be collected in the vector
x j = (x j1 , x
j
2 , . . .). The phenotypic composition of a population of m types is given
by X = (x1, . . . , xm) ∈ X = ((0, 1)ns × Rnf+ )m with ns the number of evolving
state-transition parameters and nf the number of evolving fertility parameters. We will
often distinguish between trait values of a common resident type and a rare mutant
type by labeling the latter with a prime: x′ = (x ′1, x ′2, . . .). In principle, the values of
the various traits can occur in any combination as long as for any i-state k the biologi-
cally inevitable constraint
∑
l slk ≤ 1 is fulﬁlled. Note that we implicitly assume that
whenever one or more state-transition probabilities slk evolve, this includes a change
in the death probability dk such that the constraint 1 = dk +
∑
l slk remains fulﬁlled.
Since the dominant eigenvalue of a non-negative matrix and hence, long term pop-
ulation growth, is an increasing function of all demographic parameters (e.g. Horn and
Johnson 1985), we can expect that selection acts to increase all traits. However, no
organism is immortal or can produce inﬁnitely many offspring. Thus, constraints that
prevent an indefinite simultaneous increase of all traits have to exist and restrict the
set of possible phenotypes. We will refer to this set as feasibility set and assume that
it is bounded by the surfaces of the positive cone of Rns+nf where one trait is zero and
the other nonnegative and a smooth (ns + nf − 1)-dimensional constraint manifold
that divides the positive cone of Rns+nf into an inward part adjacent to the origin, the
feasibility set, and an outward part. Once the constraint manifold has been reached,
an increase in one trait can only be bought at the expense of a decrease in other traits.
In two-dimensional trait spaces this idea is commonly depicted as a trade-off curve:
the set of trait vectors (x1, x2) that constitute the non-trivial boundary of the feasibil-
ity set corresponds to a one-dimensional trade-off curve {(x1, x2)|x2 = T (x1)} with
dT/dx1 < 0 (Fig. 1).
If the matrix entries a˜lk would be independent of the population densities N t , i.e.,
when all demographic parameters equal their hereditary component, then Eq. (1) is a
linear model resulting in exponential growth. With increasing density, however, indi-
viduals are expected increasingly to exert negative inﬂuences on each other, either
through direct interference such as ﬁghting or mediated by resources, predators or
pathogens. This prevents long-term exponential growth from occurring. Following
Diekmann, Metz and others (Metz and Diekmann 1986; Metz et al. 1992; Diekmann
et al. 1998, 2001, 2003; Diekmann 2004; Meszéna et al. 2006), dependence among
individuals, hence, nonlinearities, can be accounted for in a two-step procedure:
(i) Demographic parameters may depend on components of the environment.
These components can be determined by the requirement that individuals
become independent of each other and hence Eq. (1) becomes linear in N t
whenever the environment is given as a function of time. Examples of such
components are abundance of resources, predators, pathogens, or, if interac-
tions occur directly between individuals, costs due to interference.
(ii) The components of the environment, in turn, are determined by the individuals
that constitute the population, for example through consumption of resources,
by making contacts with other individuals where pathogens can be transmitted,
or through ﬁghting.
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Thus, by appropriately deﬁning the environment, all interactions aremediated by com-
ponents of the environment. These components are on the one hand determined by
the population composition as described by N t and X and on the other hand affect
demographic parameters. As intermediary in this environmental feedback loop we
introduce the function E : N ×X → E = Rk+ that accounts for all density- and fre-
quency-dependent effects that arise through direct and indirect interactions between
the individuals in the population. Thus, we assume that the relevant environmental
components can be described by k scalars E j (N t ,X ) which we collect in a vector
E(N t ,X ) towhichwe refer as feedback environment.Doing the bookkeepingof inter-
actions via the intermediate step of environmental components has two advantages.
First, many results get a mechanistic biological ﬂavor since they can be re-phrased in
terms of e.g. the abundance of resources, predators or pathogens. Second, the number
of environmental coordinates is an upper limit for the number of possibly coexisting
species (Levin 1970; Diekmann et al. 2003; Meszéna et al. 2006).
In many scenarios E(N t ,X ) is determined by weighted sums of densities of
individuals in the n different i-states, each summed over all m types present in the
population. The weighting factors reﬂect the differential impact of individuals in dif-
ferent i-states on the various limiting factors and may or may not depend on the trait
values. Then the feedback environment is speciﬁed by
E(N t ,X ) = F
⎛
⎝ m∑
i=1
n∑
j=1
ν1 j (xi )N ij t ,
m∑
i=1
n∑
j=1
ν2 j (xi )N ij t , . . .
⎞
⎠ , (2)
where F is a vector-valued function and the functions νk j , specifying the weights, are
positive and scalar-valued.
How does the feedback environment E(N t ,X ) enter Eq. (1) describing the pop-
ulation dynamics? Here we assume that the realized value of any given demographic
parameter at time t is the product of its value as it could be measured in the absence of
any effects due to the presence of other individuals and a scalar-valued regulatory func-
tion Rz,lk : E → [0, 1]. This function has two speciﬁers: z ∈ {s, f} indicates whether
the regulated demographic parameter is a state-transition or a fertility parameter and
k, l ∈ {1, . . . , n} indicate the position of the demographic parameter in the matrix A.
We denote the value of a demographic parameter in the absence of interactions with
conspecifics with zlk . The realized value at time t , givenN t and X , thus equals
z˜lk := zlk Rz,lk
(
E(N t ,X )
)
. (3)
We exclude the possibility of Allee-effects and assume that the presence of other
individuals, be it of the own type or of other types, always has a detrimental effect.
Hence, Rz,lk has range [0, 1] and zlk,t Rz,lk
(
E(N t ,X )
)
≤ zlk . Furthermore, all regu-
latory functions Rz,lk are assumed to be increasing in each coordinate E j (N t ,X ) of
E(N t ,X ), reﬂecting that an increasing number of resources has a positive effect on
population growth. For coordinates of E(N t ,X ) that reﬂect predators or parasites
is natural to assume that the functions Rz,lk are decreasing in such coordinates since
predators and parasites have a negative effect on population growth. Thus, such coor-
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dinates have to be redeﬁned by, for example, subtracting them from their maximal
value. We make one further assumption about population regulation, to which we will
refer as separability. By this we mean that a regulatory function becomes independent
of the trait vector x j of a speciﬁc type if the density of that type equals zero, N jt = 0.
This means in particular that the realized value of a regulated trait of a rare mutant type
is the product of its value in the absence of interactions with conspecifics, x ′lk , and the
value of a regulatory function Rz,lk that effectively only depends on the traits X and
densities N t of the resident types: z′lk,t Rz,lk
(
E(N t ,X )
)
. In other words, the effect
of the common resident types on a rare mutant type do not depend on the trait-values
of the mutant. The separability assumption is fulﬁlled if E(N t ,X ) is of the form of
Eq. (2). Separability is expected when the effect of different types on each other is
mediated through the abundance of ﬁnitely many types of resources, predators and
parasites. An example where the separability assumption is not fulﬁlled is size-depen-
dent competition where the effect of different types on each other is a direct function
of their size-difference (c.f. MacArthur 1970).
We assume that population regulation results in a unique nontrivial stable equilib-
rium p-state N (X ) =
(
N1(X ), . . . , Nm(X )
)
and we denote the feedback environ-
ment as it arises from an equilibrium p-state by E(X ).
2.2 Invasion ﬁtness and ﬁtness proxies
Our analysis is based on the mutation-limitation-based approximation of the evolu-
tionary process in large populations known as Adaptive Dynamics (Metz et al. 1992,
1996a; Dieckmann and Law 1996; Geritz et al. 1998; Abrams 2005). Mutations are
assumed to occur rarely so that the resident community is always at its equilibrium
p-state at the moment a mutant enters the stage. We therefore distinguish two time
scales. On the fast ecological time scale we follow the population dynamics after a
mutation event until the new equilibrium p-state is reached. On the slow evolutionary
time scale we follow the changing set of phenotypesX and the corresponding change
in the equilibrium p-state N (X ) as a result of mutation and substitution events.
From the preceding paragraph follows that, when we consider the initial fate of a
rare mutant, we do not have to deal withN t but only with N (X ). Thus, the feedback
environment in which a rare mutant has to prove itself is purely determined byX and
we can write E(X ) instead of E(N t ,X ).
Notation In order to avoid clutter we below customarily suppress the argument of E
and write E for E(X ).
The population dynamics of a rare mutant is then described by Equation (1) with
the matrix A composed of four types of entries: (i) unregulated and non-evolving
demographic parameters zlk , (ii) regulated but non-evolving demographic parameters
zlk Rz,lk( E), (iii) unregulated traits z′lk , and (iv) regulated traits z′lk Rz,lk( E).
In sufﬁciently large populations the fate of a rare mutant x′ is determined by its
invasion ﬁtness ρ, that is, its long term average growth rate in the environment deter-
mined by the resident community (Metz et al. 1992; Metz 2008). If ρ > 0 the mutant
has a positive probability to invade and increase in frequency. If ρ < 0 the mutant is
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Fig. 3 Characteristic polynomial Pλ(x′, E(X)) for three different phenotypes x′ in the neighborhood
of λ = 1 (indicated by the vertical dotted line). The middle curve corresponds to a phenotype x′ that is
part of the resident community X . At equilibrium P1(x, E(X)) = 0. The other two curves correspond to
mutant phenotypes x′ that are not part of the resident community. For the upper curve Pλ(x′, E(X)) = 0 is
fulﬁlled for a λ < 1. This is equivalent to P1(x′, E(X)) > 0. For the lower curve the last two inequalities
are reversed
doomed to extinction. For our model family, invasion ﬁtness is given by the logarithm
of the dominant eigenvalue λd of the matrix A. Generally ρ = ln λd is a complicated
mathematical expression. For analytical work it is therefore of interest to ﬁnd algebra-
ically simpler functions that provide at least qualitatively the same information. We
call a ﬁtness proxy any function p for which sign[p] = sign[ρ] and in the following
we will introduce one such ﬁtness proxy that is fundamental for our work. Let
Pλ(x′, E) := det(λI − A),
where I denotes the identity matrix, be the characteristic polynomial of the projection
matrix A. Since the resident community is assumed to be at its population dynamical
attractor we have λd(A) = 1 for all x′ that are equal to a coordinate ofX . Furthermore,
since Pλ is a polynomial with leading coefﬁcient+1we have for x inX : P1(x, E) = 0
and ∂P1(x, E)/∂λ > 0. Therefore, for mutant trait vectors x′ sufﬁciently similar to
one of the resident trait vectors x in X , we have λd(x′, E) > 1 ⇔ P1(x′, E) < 0
(Fig. 3). We deﬁne
Q(x′, E) := −P1(x′, E).
Then, for x′ sufﬁciently close to x ∈ X ,
sign[Q(x′, E)] = sign[lnλd(x′, E)]. (4)
Thus, Q qualiﬁes as a local ﬁtness proxy. Metz and Leimar (2011) show that Q can
even be more powerful. More specifically, they show that (i) Q(x′, E) > 0 implies
ln λd(x′, E) > 0 for any mutant trait vector x′ and (ii) if the trait space is path con-
nected and Q(x′, E) < 0 for all x′ that are not a coordinate ofX , then the community
X is globally uninvadable.
Before we present an explicit biologically interpretable expression for Q we have
to introduce some terminology with respect to life cycles. We refer to Fig. 2 for an
example of a life cycle graph that illustrates our terminology.
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Notation A loop is a sequence of demographic parameters slk, flk that lead from one
i-state to itself without passing through any i-state more than once. The loop trans-
mission L equals the product of the demographic parameters along the loop. In the
remainder of this article we will use the terms loop and loop transmission synony-
mously and often denote a loop with its transmission. We denote the set of all i-states
that are passed by loop L by L˘ . Two loops L , M are connected if they share at least
one i-state, i.e., if L˘ ∩ M˘ = ∅, and unconnected otherwise. The set of all loops within
a speciﬁc life cycle that is deﬁned by the population projection matrix A is denoted by
LA. A loop is called evolving when it contains at least one trait and regulated when it
contains at least one regulated demographic parameter.
In Appendix A we show that Q can be written as
Q = −1+
∑
LA
L −
∑
L2∗A
L M +
∑
L3∗A
L M N − . . . , (5)
whereLkA denotes the k-fold Cartesian product over the set of loopsLA. The star indi-
cates that k-tuples in which not all loops are unconnected to each other are excluded
from the Cartesian product. Thus, the sums in Eq. (5) run over pairs, triplets, etc.
of loops that are pairwise unconnected. Note that any number of loops can be a
function of the mutant’s trait vector x′ or can be affected by population regulation
so that they are a function of the vector E(X ). If A is a Leslie matrix describing
an age-structured life cycle, then Eq. (5) simpliﬁes to Q = −1 +∑nk=1 Lk , where
Lk = f1ksk(k−1) . . . s21.
We conclude this subsection with some additional notation and a lemma.
Notation Let A be an n × n population projection matrix. For an index set α ⊂
{1, . . . , n} we denote the principal sub-matrix with indices in α by Aα . The index set
obtained by eliminating the elements of α from {1, . . . , n} is denoted by \α. Thus,
A\L˘ denotes the principal sub-matrix one obtains by deleting all rows and columns
that correspond to i-states in the loop L .
By deleting a subset of i-states from a life cyclewe obtain a reduced life cycle.While
we denoted the ﬁtness proxy based on the matrix A by Q, we denote the analogous
ﬁtness proxy but based on the matrix for a reduced life cycle, A\α , by q(α):
q : P({1, . . . , n}) → R : α → −1+
∑
LA\α
L −
∑
L2∗A\α
L M +
∑
L3∗A\α
L M N − · · · ,
with P({1, . . . , n}) denoting the power set of {1, . . . , n}. Occasionally we will make
use of the following lemma.
Lemma 1 (reduced life cycle) Let A be an n × n population projection matrix corre-
sponding to a resident type at equilibrium and α ⊂ {1, . . . , n}. Then
q(α) < 0. (6)
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Proof At equilibrium the dominant eigenvalue of the population projection matrix A
equals one: λd(A) = 1. The population growth rate of an organism with a reduced
life cycle is given by the logarithm of the dominant eigenvalue of the matrix A where
demographic parameters with indices in α are replaced with zeros. Let us denote this
matrix by A¯ with characteristic polynomial P¯ . The dominant eigenvalue of a non-neg-
ative matrix is strictly increasing in all matrix entries alk (Horn and Johnson 1985).
Thus, the dominant eigenvalue of the matrix A¯ has to be less than one. Note that q(α)
is nothing else but the ﬁtness proxy Q calculated from A¯: q(α) = −P¯1(x′, E). The
Lemma follows by using that λd(A¯) < 1 ⇒ −P¯1(x′, E) < 0, where the implication
follows from the fact that −P¯1(x′, E) decreases at the dominant eigenvalue and does
not have any larger real roots than λd(A¯). ⊓⊔
Thus, if a resident type is at its population dynamical equilibrium, then removing
i-states from the life cycle and replacing transitions to these states with death results
in negative population growth. Under certain conditions Lemma 1 extends to mutant
types x′.
Corollary 2 Let A be an n × n population projection matrix corresponding to a
rare mutant type invading a resident type at equilibrium and α ⊂ {1, . . . , n}. Then
q(α) < 0 (i) for all mutant types sufficiently similar to the resident type, (ii) for all
mutant types if all loops L ∈ LA\α are not evolving or (iii) for all mutant types if all
loops L ∈ LA\α are not regulated.
Proof (i) This result follows by continuity. (ii) If loops L ∈ LA\α are not evolving
then q(α) does not depend on x′ and hence q(α) < 0 for all x′. (iii) Assume loops
L ∈ LA\α are not regulated and q(α) > 0 for a mutant x′. Then the type x′ would as
resident grow unboundedly on the reduced life cycle alone. This is in contradiction to
the assumption that the model state converges to an equilibrium for all x. Therefore,
q(α) < 0 for all x′. ⊓⊔
2.3 Singular points and evolutionary dynamics
Invasion ﬁtness is a fundamental tool in predicting long-term evolutionary dynamics.
If mutations have small phenotypic effect, a mutant which invades will go to ﬁxation
if it cannot be invaded by the former resident when common itself (Dercole et al.
2002; Geritz et al. 2002; Geritz 2005; Dercole and Rinaldi 2008). The evolutionary
dynamics can then be determined by following a series of mutation-substitution events
(Dieckmann and Law 1996; Metz et al. 1996a; Geritz et al. 1998).
Here we will be interested in points x∗ in trait space where, given a single resident
type, the ﬁtness landscape has a stationary point, i.e.,
0 =
∂ρ
(
x′, E(x∗)
)
∂x ′j
∣∣∣∣
x′=x∗
for all coordinates x j of x′, (7)
or, equivalently, where such an equality holds for a ﬁtness proxy p. Such points are
equilibria of monomorphic adaptive dynamics and are called candidate ESSs (e.g.
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Ellner and Hairston 1994), potential ESSs (e.g. Otto and Day 2007) or evolutionarily
singular points (Metz et al. 1996a; Geritz et al. 1998). Two properties of singular
points are of particular importance: invadability and attractivity (traditionally called
convergence stability). A singular point is uninvadable when it is at a maximum of the
ﬁtness landscape and invadable when it is not. A singular point in a one-dimensional
trait space attracts when a neighbourhood of the point exists such that a mutant that
deviates but slightly from a resident type within that neighbourhood can only invade
if it is more similar to the singular point. Attracting singular points are attractors of
monomorphic adaptive dynamics. Singular points that are not attracting are evolution-
arily repelling and a population evolves away from them. In multi-dimensional trait
spaces attractivity is a more complex concept, i.a., because the evolutionary dynam-
ics is also governed by the covariation between the effects a mutation induces in the
different traits (Leimar 2009).
In one-dimensional trait spaces singular points can be classiﬁed according to these
two properties in the following way (Metz et al. 1996a; Geritz et al. 1998). Singular
points that are both attracting and uninvadable are ﬁnal stops of evolution. Singu-
lar points that are attracting but invadable by nearby mutants are called evolutionary
branching points (Metz et al. 1996a; Geritz et al. 1998). Selection initially acts in the
direction of these points, but once the resident trait value is sufﬁciently close to the
singular point selection turns disruptive and favors an increase in phenotypic variance
(Ruefﬂer et al. 2006). In the case of clonal organisms this increase can be realised
by the emergence of two independent lineages and it is this scenario that earned such
points their name. Invadable singular points that lack attractivity are evolutionary
repellors while uninvadable and nonattracting singular points are known as Garden
of Eden-points (Nowak 1990). Both are repellors of the evolutionary dynamics and
populations evolve away from these points.
2.4 Optimisation, the feedback environment and frequency dependence
In life history theory predictions were traditionally not derived from an invasion anal-
ysis but based on the maximization of quantities like the basic reproduction ratio R0
or the intrinsic growth rate r (e.g. Stearns 1992; Charnov 1993; Charlesworth 1994;
Roff 2002). However, in a density-dependent setting this idea becomes ambiguous
because at demographic equilibrium necessarily R0 = 1 and r = 0. Recently there
is an increased awareness that an optimisation principle has to be derived from an
invasion argument (Metz et al. 1992; Mylius and Diekmann 1995; Pásztor et al. 1996;
Dieckmann and Metz 2006). Metz et al. (1996b, 2008a) and Gyllenberg and Service
(2011) derived necessary and sufﬁcient conditions for optimisation to be possible.
The following definitions and propositions come almost straight from the articles by
Metz et al. and we refer to them for proofs. The next definitions introduce some of
our language use.
Definition 3 The trait vector acts in a monotone and one-dimensional manner when-
ever there exists a function ψ : X → R and a function α : R × E → R which
increases in its ﬁrst argument such that
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sign[ln λd(x′, E)] = sign[α(ψ(x′), E)]. (8)
Definition 4 The feedback-environment acts in a monotone and one-dimensional
manner whenever there exists a function φ : E → R and a function β :X ×R → R
which increases in its second argument such that
sign[ln λd(x′, E)] = sign[β(x′, φ( E))]. (9)
Definition 5 Given an eco-evolutionary model, an optimisation principle is a func-
tion ψ : X → R such that for any constraint on X the attracting and uninvadable
singular points for this model can be calculated by maximising ψ .
Definition 6 Given an eco-evolutionarymodel, a pessimization principle is a function
φ : E → R such that for any constraint on E the attracting and uninvadable singular
points for this model can be calculated by minimizing φ.
Proposition 7 Models have an optimisation principle if and only if the trait vector
acts in a monotone and one-dimensional manner.
Proposition 8 Models have a pessimization principle if and only if the environment
acts in a monotone and one-dimensional manner.
Proposition 9 Models that have an optimisation principle ψ also have a pessimiza-
tion principle φ and vice versa (just take ψ(x) = −φ( E(x)).
In Sect. 3 we state necessary and sufﬁcient conditions for the existence of opti-
misation principles and in Sect. 3.2 we give concrete methods to ﬁnd optimisation
principles for our model family. If an optimisation principle exists, then the outcome
of any resident-mutant dynamics is easily predicted: The type corresponding to the
higher value of the optimisation principle eventually displaces the type corresponding
to the lower value of the optimisation principle. The evolutionary dynamics in the
presence of an optimisation principle is of a rather simple kind because then attrac-
tivity and uninvadability are no longer independent properties: singular points attract
if and only if they are uninvadable (e.g. Metz et al. 1996b, 2008a; Ruefﬂer et al.
2004). In particular, with an optimisation principle protected polymorphisms caused
by a rare-type advantage are impossible. In conclusion, knowing that an optimisation
principle exists tells that the evolutionary dynamics is of the simplest possible kind.
Moreover, optimisation principles in the form of simple explicit formulas foster the
quick calculation of uninvadable singular points.
Finding an optimisation principle that serves this purpose can fail for two reasons.
First, it may fail because no general algorithm exists that delivers practical optimisa-
tion principles in all circumstances where optimisation is possible. (The algorithm pre-
sented in Gyllenberg and Service (2011) is of mathematical interest but not practical.
The reason is that for its calculation inﬁnitely many evaluations of ρ(x′, E) have to
be performed. In contrast, the optimization principles put forward in this article are all
algebraic functions.) Second, it has to fail whenever an optimisation principle does not
exist for structural reasons. This is the case when population regulation acts in a way
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such that different individuals have a different inﬂuence on and a different perception
of the environment and we refer to selection under such conditions as frequency-
dependent. Selection is frequency-dependent if and only if no optimization principle
exists. Two cases can be distinguished. First, an optimization principle does not exist
when the trait vector or the feedback environment acts in a one-dimensional manner
but not monotonically so. It is then possible that three strategies exists that can invade
each other according to a rock-paper-scissors game (Gyllenberg and Service 2011).
Second, an optimization principle does not exist if the trait vector or the feedback
environment does not act in a one-dimensional manner (Heino et al. 1998; Diekmann
2004). A necessary prerequisite for this is that population regulation occurs through
more than one feedback variable. Note, that our definition of frequency dependence
is geared towards long-term evolution driven by mutation and substitution events and
therefore differs from the classical definition of population genetics which deals with
the change of allele frequencies (Heino et al. 1998). For one-dimensional trait spaces
it can be tested numerically whether selection is frequency-dependent by looking at
sign plots of invasion ﬁtness λd(x′, E) (so-called pairwise invadabilitly plots or PIPs
(Metz et al. 1996a; Geritz et al. 1998)). One such procedure is described in Gyllenberg
and Service (2011) and another one, allowing exhaustive visual checking, inMetz et al.
(2008a).
It is under frequency dependence that attractivity and invadability become mutu-
ally independent properties. Then, comparing the curvature of the contour lines of
the ﬁtness landscape and the trade-off curve at a singular point generally only allows
determining whether a singular point is uninvadable but not whether it attracts. How-
ever, in Sect. 6 we show that for models where so-called invasion boundaries are linear
it is possible to go one step further.
2.5 Invasion boundaries
In the case of two-dimensional trait spaces a ﬁtness landscape as generated by a given
resident community can be visualized as a three-dimensional plot. In the context of
an invasion analysis it is sufﬁcient to know whether a rare mutant type has a positive
or negative invasion ﬁtness. Therefore it is most useful to visualize a ﬁtness landscape
as a contour plot with a single contour at height zero. The contour line is given by all
pairs (x1, x2) that are selectively neutral with respect to a given resident community
X . We express this set by the condition x2 = I (x1) with I (x1) implicitly deﬁned by
ρ
(
(x1, I (x1)), E
)
= 0. (10)
In this equation we may replace ρ with any ﬁtness proxy p since by definition all
zeros of ρ are also zeros of p. Since ﬁtness is an increasing function of all demo-
graphic parameters, the contour lines of the ﬁtness landscape have negative slope:
dI/dx1 < 0. We refer to I (x1) as invasion boundary because for each resident com-
munity it divides the positive cone R2+ into an inward part, adjacent to the origin, and
an outward part. Trait vectors (x1, x2) that lie in the outward part are able to invade
since for them p((x ′1, x
′
2),
E) > 0 while trait vectors that lie in the outward part
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are not able to invade since for them p((x ′1, x ′2), E) < 0. In Fig. 1 the contour lines
that pass through the dots on the trade-off curves represent invasion boundaries given
that the dot indicates the strategy of the resident type. Since at population dynamical
equilibrium p(x j , E) = 0 for all resident trait vectors x j in X , invasion boundaries
either intersect with or are tangent to the trade-off curve {(x1, x2)|x2 = T (x1)} at x j .
The fact that at singular points x∗ the ﬁtness gradient is zero implies that invasion
boundaries are tangent to the trade-off curve at x∗ (Ruefﬂer et al. 2004). A singular
point is a ﬁtness maximum and therefore uninvadable if the invasion boundary, except
for the singular point, lies, at least locally, outside the feasibility set delineated by the
trade-off curve. This is true if and only if at the singular point dT 2/dx21 < dI 2/dx21 .
Conversely, a singular point is a ﬁtness minimum and therefore invadable if the inva-
sion boundary, except for the singular point, lies, at least locally, inside the feasibility
set, corresponding to dT 2/dx21 > dI 2/dx21 . Thus, depending on the curvature of the
invasion boundary at a singular point, singular points are invadable for either a wide
or a narrow range of possible trade-off curves, and uninvadable for the complement
(Ruefﬂer et al. 2004; de Mazancourt and Dieckmann 2004; Bowers et al. 2005). If an
optimisation principle is known, for our class of models the evolutionary outcome can
be determined by identifying the local extrema of the optimisation principle and then
comparing the curvature of the invasion boundary at the extrema with the curvature
of the trade-off.
In Sect. 5 we derive for the case of two traits simple conditions that determine
whether invasion boundaries are convex (d2 I/dx22 > 0), linear (d2 I/dx22 = 0) or
concave (d2 I/dx22 < 0) and in Sect. 5.2 we show that for models with a high degree
of symmetry these results can be extended tomodels with an arbitrary number of traits.
To be able to compare the curvature of invasion boundaries and trade-offs we will
use the following conventions. If both curves are convex at a singular point, i.e., have
a positive second derivative, we will say that one curve is more strongly convex than
the other if the former has a larger value of its second derivative than the latter and
we will say that one curve is less strongly convex than the other if the former has a
smaller value of its second derivative than the latter. If both curves are concave at the
singular point, hence, have a negative second derivative, we use the expressions more
strongly concave and less strongly concave. These are deﬁned as above but now the
absolute value of the second derivatives has to be compared. In other words, if the
trade-off is concave, a singular point is locally uninvadable if the invasion boundary
is less strongly concave, linear or convex. If the trade-off is convex, a singular point is
locally uninvadable if the invasion boundary is more strongly convex. In conclusion,
the more strongly convex invasion boundaries are, the wider is the range of trade-off
curvatures that result in uninvadable singular points.
2.6 Limitations of the approach
In the previous subsections we assumed, as is usual in discussions based on the adap-
tive dynamics approximation, clonal reproduction and rare as well as small mutational
steps. In this subsection we give a brief, necessarily heuristic, overview of how far we
expect our results to reach.
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Under relatively mild conditions most of our results also apply to sexually repro-
ducing diploids (Van Dooren 2006, in press; Metz 2008). It sufﬁces that (i) invasion
success of mutants can be considered for each mutation separately, and (ii) mutant
heterozygotes are roughly on the line segment between the resident and the mutant
homozygote trait values. Although there are no good arguments why genetics should
be even approximately additive on a large scale, a case can be made that most relevant
mutations have small effect (Metz 2005, 2011) and that for such mutations this effect
is close to additive (Van Dooren, in press), while moreover the change in the environ-
ment due to the gene substitution can to ﬁrst order be neglected (Meszéna et al. 2005).
Together this implies both (i) and (ii).
Close to singular points, or with larger deviations from additive genetics, protected
polymorphisms appear more often in diploid than in clonal models (Schneider 2006;
VanDooren 2006). However, in cases where a clonal model predicts evolution towards
a singular point, those polymorphisms are often transient, in that they are taken over by
singlemutants that go to ﬁxation (VanDooren 2006). If the latter occurs, clonalmodels
once again correctly predict the outcome of the long-term evolutionary dynamics also
for the sexual diploid case.
Generally, Q is a valid ﬁtness proxy only if the mutant type is sufﬁciently similar
to the resident. In Appendix A we use the approach of Metz and Leimar (2011) to
show that if the trait space is path connected and a candidate optimisation principle
ψ can be derived from Q, then, generically, sign[Q(x′, E)] = sign[ln λd(x′, E)] for
any mutant trait vector x′, implying that ψ is indeed a full optimisation principle.
3 Optimisation
From this section on we present our results. Here we list conditions under which evo-
lutionary predictions can be derived from an optimisation principle. These results are
general in the sense that they hold for models with an arbitrary number of traits and
regulated parameters. This section consists of three subsections. In the ﬁrst one we
present sufﬁcient conditions that allow to derive optimisation principles based on the
ﬁtness proxy Q. In the next subsection we present an extensive catalogue of optimi-
sation principles based on these conditions. In the ﬁnal subsection we collect various
optimisation principles that are not based on Q.
3.1 Optimisation based on Q
Sufﬁcient conditions such that an optimisation principle based on the ﬁtness proxy Q
can be derived.
Proposition 10 Assume that functions gi : X → R and ei : E → R for i ∈ {1, 2}
with g2 = 0 exist such that
Q(x′, E) = g1(x′)e1( E)+ g2(x′)e2( E). (11)
If e1 > 0, then g1/|g2| is an optimisation principle. If e1 < 0, then −g1/|g2| is an
optimisation principle.
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Proof Dividing Eq. (11) by |g2(x′)| results in
Q(x′, E)
|g2(x′)|
=
g1(x′)
|g2(x′)|
e1( E)+
g2(x′)
|g2(x′)|
e2( E)
=
g1(x′)
|g2(x′)|
e1( E)+ sign[g2(x′)]e2( E).
Then sign[Q(x′, E)/|g2(x′)|] = sign[Q(x′, E)] and therefore Q(x′, E)/|g2(x′)| is a
ﬁtness proxy. Choose ψ(x) = g1(x)/|g2(x)| if e1 > 0, or ψ(x) = −g1(x)/|g2(x)| if
e1 < 0, and α(ψ(x), E) = ψ(x)e1( E)+ sign[g2(x′)]e2( E). The result then follows
from Proposition 7. ⊓⊔
Corollary 11 (i) Assume that functions g1 : X → R, e1 : E → R and e2 : E →
R exist such that Q(x′, E) = g1(x′)e1( E) + e2( E). If e1 > 0, then g1 is an
optimisation principle. If e1 < 0, then −g1 is an optimisation principle.
(ii) Assume that functions g1 : X → R, g2 : X → R and e1 : E → R exist such
that Q(x′, E) = g1(x′)e1( E) + g2(x′). If g1 = 0, then g2/|g1| is an optimi-
sation principle. Alternatively, and provided g2 = 0 the following optimisation
principles exist. If e1 > 0, then g1/|g2| is an optimisation principle and if e1 < 0,
then −g1/|g2| is an optimisation principle.
An even more special case is at hand when traits and regulatory functions do not
co-occur in a product.
Corollary 12 Assume that functions g : X → R and e : E → R exist such that
Q(x′, E) = g(x′)+ e( E). Then the function g is an optimisation principle.
3.2 Applications of Proposition 10
In simple life cycles it is often easy to check whether the terms in Q can be rearranged
such that Proposition 10 is applicable. However, in more complicated ones this can
be tedious. In this subsection we present a comprehensive list of conditions such that
Proposition 10 is applicable. We leave it as a challenge to the reader either to come
up with cases not covered by our list or to prove that this list is complete.
For each element in our list of optimisation principles we give an example. These
examples are based on the life cycles shown in Fig. 4 which we describe here brieﬂy.
Fig. 4a shows the age-structured life cycle of an iteroparous plant species with seed
bank. The ﬁtness proxy Q is given by
Q = −1+ s˜11 + f˜13s˜32s˜21 + f˜14s˜43s˜32s˜21, (12a)
where for convenience we dropped the arguments of Q. Fig. 4b shows a size-struc-
tured life cycle with three size classes with only individuals in the largest one capable
of reproduction. The ﬁtness proxy Q can be written as
Q = f˜13s˜32s˜21 − (1− s˜11)(1− s˜22)(1− s˜33). (12b)
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(a)
(b)
(c)
Fig. 4 Life cycle graphs that go with the examples in Sect. 3.2. The corresponding ﬁtness proxies are given
in Eq. 12
Figure 4c shows a stage structured life cycle with one post-reproductive class, similar
to the life cycle suggested by Brault and Caswell (1993) for the killer whale Orcinus
orca. The ﬁtness proxy Q can be written as
Q = f˜13s˜32s˜21(1− s˜44)(1− s˜55)+ f˜14s˜43s˜32s˜21(1− s˜55)
−(1− s˜22)(1− s˜33)(1− s˜44)(1− s˜55). (12c)
For most of these examples the developed theory is an overkill. Yet, they may serve
to help understanding the general strategy. More examples can be found in Sect. 7.
Remember that we label demographic parameters with a tilde to indicate that they
potentially contain a regulatory function. On the other hand, traits are never labelled
with a tilde since we then only refer to the hereditary component of a demographic
parameter.
Notation The formulation of the following results relies on book-keeping of loops
and whether or not they contain traits or regulatory functions. Here we introduce nota-
tion facilitating this. We collect all traits and regulatory functions occurring in a given
eco-evolutionary model in the vectors x and R. For a given loop L , we collect the
traits and regulatory functions present in that loop in the vectors xL and RL . For a set
of loops M ⊆ LA we collect the traits and regulatory functions present in the loops
L ∈ M in the vectors xM and RM. We denote the set of all entries in a vector x
or R by x˘ and R˘, respectively, e.g., if x = ( f11, f12, f13), then x˘ = { f11, f12, f13}.
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Furthermore, we deﬁne the following short-hand notation: L/xL := L/
∏
x˘L
x j and
L/RL := L/
∏
R˘L R j , where the subscript j is a multi-index. If we wish to stress the
dependence of a loop, a matrix or a reduced life cycle on traits or regulatory functions,
we add (x) and (R), respectively, as arguments, for instance, L(x),A(R) or q(α)(x).
This notation does not mean that a loop or matrix necessarily contains all traits or
regulatory functions but indicates that a loop or matrix may depend on traits or regu-
latory functions. If we divide a loop by the traits or regulatory functions present in it
and want to make a particular dependence explicit we write for example [L/xL ](R).
With some abuse of notation we use R instead of E as the argument representing the
resident type. Thus, we write Q(x′, R) instead of Q(x′, E).
As ﬁrst prerequisite for the application of Proposition 10 we split the terms in Q in
two groups, which we generically label as a and b. Thus,
Q(x′, R) = a + b. (13)
The ﬁtness proxy Q contains the term −1 and, without restriction of generality, we
assume it is part of b. Grouping the terms in Q into a and b can be done in two
qualitatively different ways. In the ﬁrst case, the sets of loops occurring in a and b
are disjunct. This is possible if and only if a set of loops M ⊂ LA exists such that all
loops L ∈ M are connected to all loops L ∈ LA\M. Then
Q =
∑
M
L −
∑
M2∗
L M +
∑
M3∗
L M N − · · ·
︸ ︷︷ ︸
a
+ (−1+
∑
LA\M
L −
∑
(LA\M)2∗
L M +
∑
(LA\M)3∗
L M N − · · · )
︸ ︷︷ ︸
b
. (14)
In the second case the sets of loops in a and b are not disjunct but intersecting. Such
a split can be done in several ways. For our purpose it is useful to consider the case
that a set of loops M ⊂ LA exists that is exclusive to a. Then
Q =
∑
M
L
(
1−
∑
LA
\L˘
M +
∑
L
2∗
A
\L˘
M N − · · ·
)
−1+
∑
LA\M
L −
∑
(LA\M)2∗
L M +
∑
(LA\M)3∗
L M N − · · ·
= −
∑
M
Lq(L˘)
︸ ︷︷ ︸
a
+ (−1+
∑
LA\M
L −
∑
(LA\M)2∗
L M +
∑
(LA\M)3∗
L M N − · · · )
︸ ︷︷ ︸
b
, (15)
where q(L˘) is deﬁned in Sect. 2.2.
In some cases the ﬁtness proxy Q and the basic reproduction ratio R0 are related to
each other in a very simple manner (Ruefﬂer, submitted): if the life cycle contains only
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a single birth state and ifM contains exactly those loops containing a fertility parame-
ter f˜1 j , then R0 = −a/b with a and b as deﬁned in Eq. (15) (Appendix A). Thus, some
of the optimisation principles listed below can be interpreted as components of R0.
For both a and b holds that they can either only depend on x, only depend on R or
depend on both x and R. Thus, Q can have one of the following structures:
Q(x′, R) = a(x′)+ b(R) (16a)
Q(x′, R) = a(R)+ b(x′) (16b)
Q(x′, R) = a(x′)+ b(x′, R) (17a)
Q(x′, R) = a(R)+ b(x′, R) (17b)
Q(x′, R) = a(x′, R)+ b(x′) (18a)
Q(x′, R) = a(x′, R)+ b(R) (18b)
Q(x′, R) = a(x′, R)+ b(x′, R) (19)
If Eq. (14) or (15) can be written as in Eq. (16a) or (16b), then it follows from Cor-
ollary 12 that a(x′) and b(x′), respectively, are optimisation principles. If, however, a
or b depends on both x and R, then Proposition 10 can only be applied if it is possible
to write a(x′, R) or b(x′, R) as a product of two factors, one only depending on x and
the other only depending on R. In the following we list conditions such that (i) a and
b only depend on either traits or regulatory functions or (ii) a and b can be split into
two factors, each of which only depends on either traits or regulatory functions.
In case of disjunct sets of loops, Q(x′, R) = a(x′)+ b(R) or Q(x′, R) = a(R)+
b(x′) if loops L ∈ M depend only on either x or R while loops L ∈ LA\M only
depend on either R or x, respectively. In case of intersecting sets of loops an additional
requirement has to hold true: Loops unconnected to loops L ∈ M contain neither traits
nor regulatory functions. Then
a(x′) = −
∑
M
L(x′)q(L˘)
or
a(R) = −
∑
M
L(R)q(L˘),
respectively.
In case a depends on both x′ and R splitting it into two factors, one depending on
x′ and one on R, is possible under two different conditions:
1. All loops L ∈ M are pairwise connected and contain the same set of traits x˘′M.
Then
a(x′, R) =
∏
x˘′
M
x ′i
∑
M
[L/x′L ](R)
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a(x′, R) =
∏
x˘′
M
x ′i
∑
M
[L/x′L ](R)q(L˘)(R),
where the ﬁrst equation applies to disjunct sets of loops while the second equation
applies to intersecting sets of loops.
2. All loops L ∈ M are pairwise connected and regulated in the same way. By the
latter we mean that the corresponding products of regulatory functions are iden-
tical as function of E:
∏
R˘L Rz,lk =
∏
R˘M Rz,lk for all loops L , M ∈ M. This
can be realized because either all loops L ∈ M contain the same set of regulated
demographic parameters or, in cases that different demographic parameters are
regulated, the corresponding regulatory functions are identical. Then
a(x′, R) =
∏
R˘M
Rz,lk
∑
M
[L/RL ](x′)
a(x′, R) =
∏
R˘M
Rz,lk
∑
M
[L/RL ](x′)q(L˘)(x′),
where the ﬁrst equation applies to disjunct sets of loops while the second equation
applies to intersecting sets of loops.
The second group, b, can be written as the product of two factors if two comple-
mentary index sets α and β exist, i.e., α ∪ β = {1, . . . , n} and α ∩ β = ∅, such that
for all loops L ∈ LA\M holds that L˘ ⊆ α or L˘ ⊆ β. Then
q(α) =− 1+
∑
LAα
L −
∑
L2∗Aα
L M +
∑
L3∗Aα
L M N − · · ·
q(β) =− 1+
∑
LAβ
L −
∑
L2∗Aβ
L M +
∑
L3∗Aβ
L M N − · · ·
and
b = −q(α)q(β).
If loops L ∈ LAα only depend on x while loops L ∈ LAβ only depend on R, then
b(x′, R) = q(α)(x′)q(β)(R).
We now have the necessary ingredients to apply Proposition 10. The cases where
loops can be grouped into disjunct or intersecting sets of loops can both be com-
bined with the patterns described in Eq. (16a)–(19). This results in the following 16
optimisation principles. Note that throughout this list we make use of Lemma 1 and
Corollary 2.
1. Disjunct sets of loops
(a) Q = a(x′)+ b(R)
Optimisation principle: ψ(x) = a(x)
Example: Consider the life cycle in Fig. 4b with Q as in Eq. (12b). If
M = { f˜13s˜32s˜21}, x = (s21, s32, f13) and R = (Rs,11, Rs,22, Rs,33), then
a = f ′13s′32s′21 and b = −(1− s11Rs,11)(1− s22Rs,22)(1− s33Rs,33).
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(b) Q = a(R)+ b(x′)
Optimisation principle: ψ(x) = b(x)
Example: Consider the life cycle in Fig. 4b with Q as in Eq. (12b). If
M = { f˜13s˜32s˜21}, x = (s11, s22, s33) and R = (Rs,21, Rs,32, Rf,13), then
a = f13Rf,13s32Rs,32s21Rs,21 and b = −(1− s′11)(1− s′22)(1− s′33).
(c) Q = a(x′)+ b(x′, R) = a(x′)− q(α)(x′)q(β)(R)
Optimisation principle: ψ(x) = −a(x)/q(α)(x)
Example: Consider the life cycle in Fig. 4b with Q as in Eq. (12b). IfM =
{ f˜13s˜32s˜21}, x = (s21, s32, s33, f13) and R = (Rs,11, Rs,22), then a(x′) =
f ′13s′32s′21, q(α)(x′) = −(1 − s′33) and q(β)(R) = −(1 − s11Rs,11)(1 −
s22Rs,22).
(d) Q = a(R)+ b(x′, R) = a(R)− q(α)(x′)q(β)(R)
Optimisation principle: ψ(x) = q(α)(x)
Example: Consider the life cycle in Fig. 4b with Q as in Eq. (12b). If
M = { f˜13s˜32s˜21}, x = (s11, s22) and R = (Rs,21, Rs,32, Rs,33, Rf,13),
then a(R) = f13Rf,13s32Rs,32s21Rs,21, q(α)(x′) = −(1 − s′11)(1 − s′22)
and q(β)(R) = −(1− s33Rs,33).
(e) Q = a(x′, R)+ b(x′) =∏x˘′
M
x ′j
∑
M[L/x
′
L ](R)+ b(x′)
Optimisation principle: ψ(x) =
∏
x˘M
x j/|b(x)|
Example: Consider the life cycle in Fig. 4a with Q as in Eq. (12a). If
M = { f˜13s˜32s˜21, f˜14s˜43s˜32s˜21} and x = (s21, s32, s11), then
∏
x˘′
M
x ′j =
s′32s
′
21,
∑
M[L/x
′
L ](R) = f˜13 + f˜14s˜43 and b(x′) = −(1 − s′11). Then
ψ(x′) = s′32s
′
21/(1− s
′
11) as long as s11 is not regulated.
(f) Q = a(x′, R)+ b(R) =∏R˘M R j ∑M[L/RL ](x′)+ b(R)
Optimisation principle: ψ(x) =
∑
M[L/RL ](x)
Example: Consider the life cycle in Fig. 4a with Q as in Eq. (12a). If
M = { f˜13s˜32s˜21, f˜14s˜43s˜32s˜21}, x = (s21, s32, s43, f13, f14) and R =
(Rs,21, Rs,32, Rs,11), then
∏
R˘M R j = Rs,21Rs,32,
∑
M[L/RL ](x′) =
( f13 + f14s43)s32s21 and b(R) = −(1− s11Rs,11).
(g) Q = a(x′, R)+b(x′, R) =∏x˘′
M
x ′j
∑
M[L/x
′
L ](R)−q(α)(x
′)q(β)(R)
Optimisation principle: ψ(x) = −
∏
x˘M
x j/q(α)(x)
Example: Consider the life cycle in Fig. 4b with Q as in Eq. (12b). IfM =
{ f˜13s˜32s˜21}, R = (Rs,21, Rs,32, Rs,11, Rs,22, Rf,13) and x = (s21, s32, s33,
f13), then
∏
x˘′
M
x ′j = f ′13s′32s′21,
∑
M[L/x
′
L ](R) = Rf,13Rs,32Rs,21, q(α)
(x′) = −(1− s′33) and q(β)(R) = −(1− s11Rs,11)(1− s22Rs,22).
(h) Q=a(x′, R)+b(x′, R) =∏R˘M R j ∑M[L/RL ](x′)−q(α)(x′)q(β)(R)
Optimisation principle: ψ(x) = −
∑
M[L/RL ](x)/q(α)(x)
Example: The preceding example also ﬁts in the present case.
2. Intersecting sets of loops
(a) Q = a(x′)+ b(R) = −∑M L(x′)q(L˘)+ b(R)
Optimisation principle: ψ(x) = −
∑
M L(x)q(L˘)
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Example: Consider the life cycle in Fig. 4c with Q as in Eq. (12c). If
M = { f˜13s˜32s˜21, f˜14s˜43s˜32s˜21}, x = (s21, s32, s43, f13, f14) and R =
(Rs,22, Rs,33), then a =
( f ′13(1 − s44) + f ′14s′43)s′32s′21(1 − s55) and b =
−(1− s22Rs,22)(1− s33Rs,33)(1− s44)(1− s55).
(b) Q = a(R)+ b(x′) = −∑M L(R)q(L˘)+ b(x′)
Optimisation principle: ψ(x) = b(x)
Example: Consider the life cycle in Fig. 4c with Q as in Eq. (12c). If
M = { f˜13s˜32s˜21, f˜14s˜43s˜32s˜21}, x = (s22, s33) and R = (Rf,13, Rf,14),
then b = −(1 − s′22)(1 − s′33)(1 − s44)(1 − s55) and a =
( f13Rf,13(1 −
s44)+ f14Rf,14s43
)
s32s21(1− s55).
(c) Q = a(x′, R)+ b(R) = −∏x˘′
M
x ′j
∑
M[L/x
′
L ](R)q(L˘)(R)+ b(R)
Optimisation principle: ψ(x) =
∏
x˘M
x j
Example: Consider the life cycle in Fig. 4c with Q as in Eq. (12c). If
M = { f˜13s˜32s˜21, f˜14s˜43s˜32s˜21} and x = (s21, s32), then
∏
x˘′
M
x ′j = s
′
32s
′
21,∑
M[L/x
′
L ](R)q(L˘)(R) =
( f13(1− s44)+ f14s43)(1− s55) and b(R) =
−(1− s˜22)(1− s˜33)(1− s˜44)(1− s˜55). Then ψ(x) = s21s32 regardless of
the set of regulatory functions.
(d) Q = a(x′, R)+ b(x′) = −∏R˘M R j ∑M[L/RL ](x′)q(L˘)(x′)+ b(x′)
Optimisation principle: ψ(x) =
∑
M[L/RL ](x)q(L˘)(x)/|b(x)|
Example: Consider the life cycle in Fig. 4c with Q as in Eq. (12c). If
M = { f˜13s˜32s˜21, f˜14s˜43s˜32s˜21} and R = (Rf,13, Rf,14) with Rf,13 = R =
Rf,14, then
∏
R˘M R j = R,
∑
M[L/RL ](x′)q(L˘)(x′) =
( f ′13(1 − s′44) +
f ′14s′43
)
s′32s
′
21(1− s
′
55) and b(x
′) = −(1− s′22)(1− s
′
33)(1− s
′
44)(1− s
′
55).
(e) Q = a(x′)+ b(x′, R) = −∑M L(x′)q(L˘)(x′)− q(α)(x′)q(β)(R)
Optimisation principle: ψ(x) =
∑
M L(x)q(L˘)(x)/q(α)(x)
Example: Consider the life cycle in Fig. 4c with Q as in Eq. (12c). IfM =
{ f˜13s˜32s˜21, f˜14s˜43s˜32s˜21, x = (s21, s32, s43, s44, s55, f13, f14)} and R =
(Rs,22, Rs,33), then
∑
M L(x′)q(L˘)(x′) =
( f ′13(1 − s′44) + f ′14s′43)s′32s′21
(1− s′55), q(α)(x
′) = −(1− s′44)(1− s
′
55) and q(β)(R) = −(1− s22Rs,22)
(1− s33Rs,33).
(f) Q = a(R)+ b(x′, R)= −∑M L(R)q(L˘)(R)− q(α)(x′)q(β)(R)
Optimisation principle: ψ(x) = q(α)(x)
Example: Consider the life cycle in Fig. 4c with Q as in Eq. (12c). IfM =
{ f˜13s˜32s˜21, f˜14s˜43s˜32s˜21} and x = (s22, s33), then
∑
M L(R)q(L˘)(R) =
−
( f˜13(1− s˜44)+ f˜14s˜43)s˜32s˜21(1− s˜55), q(α)(x′) = −(1− s′22)(1− s′33)
and q(β)(R) = −(1− s˜44)(1− s˜55). Then ψ(x) = −(1− s22)(1− s33) as
long as s22 and s33 are not regulated.
(g) Q = a(x′, R)+ b(x′, R) = −∏x˘′
M
x ′j
∑
M[L/x
′
L ](R)q(L˘)(R)− q(α)
(x′)q(β)(R)
Optimisation principle: ψ(x) = −
∏
x˘M
x j/q(α)(x)
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Example: Consider the life cycle in Fig. 4c with Q as in Eq. (12c). IfM =
{ f˜13s˜32s˜21, f˜14s˜43s˜32s˜21} and x = (s21, s32, s22, s33), then
∑
M[L/x
′
L ]
(R)q(L˘)(R) =
( f˜13(1−s˜44)+ f˜14s˜43)(1−s˜55), q(α)(x′) = −(1−s′22)(1−
s′33) and q(β)(R) = −(1 − s˜44)(1 − s˜55). Then ψ(x) = −s21s32/(1 −
s22)(1− s33) as long as s22 and s33 are not regulated.
(h) Q = a(x′, R)+b(x′, R) = −∏R˘M R j ∑M[L/RL ](x′)q(L˘)(x′)−q(α)
(x′)q(β)(R)
Optimisation principle: ψ(x) =
∑
M[L/RL ](x)q(L˘)(x)/q(α)(x)
Example: Consider the life cycle in Fig. 4c with Q as in Eq. (12c). If
M = { f˜13s˜32s˜21, f˜14s˜43s˜32s˜21} and R = (Rs,21, Rs,32, Rs,22, Rs,33), then∏
R˘M R j = Rs,32Rs,21,
∑
M[L/RL ](x′)q(L˘)(x′) = −
( f ′13(1 − s′44) +
f ′14s′43
)
s′32s
′
21(1 − s
′
55), q(α)(x
′) = −(1 − s′44)(1 − s
′
55) and q(β)(R) =
−(1− s22Rs,22)(1− s33Rs,33).
3.3 Other optimisation principles
Here we collect three optimisation principles that are not based on Q. First we con-
sider the case that an optimisation principle can be derived from a one-dimensionally
acting environment.
Proposition 13 If there exist functions φ : E → R and hz,lk : R → R such that all
regulatory functions Rz,lk can be written as Rz,lk = hz,lk ◦φ with hz,lk monotonically
increasing in φ( E), then φ will be minimized and e.g. ψ1 : X → R : ψ1(x) →
−φ( E(x)) and ψ2 :X → R : ψ2(x) → 1/φ( E(x)) will be maximized.
Proof Since the dominant eigenvalue of a non-negative matrix is strictly increasing in
all matrix entries (Horn and Johnson 1985), it follows that λd(x′, E) is monotonically
related to φ( E). By choosing β(x′, φ( E)) = ln λd(x′, φ( E)) the statement follows
from Proposition 8. ⊓⊔
Corollary 14 If E is a scalar-valued, then we can choose φ = id.
The result from Corollary 14 on the minimization of E is a generalisation of ear-
lier ﬁndings. Several authors showed that when populations are regulated by a single
resource the abundance of that resource will be minimised (Powell 1958; Armstrong
and McGehee 1980; Mylius and Diekmann 1995) and, when population regulation
occurs through the density of individuals in a single critical i-state, the density of indi-
viduals in that critical i-state will be maximised (Takada and Nakajima 1992, 1998;
Charlesworth 1994).
The following proposition, which can be found in Mylius and Diekmann (1995)
andMetz et al. (2008a), gives sufﬁcient conditions for evolution to maximize the dom-
inant eigenvalue of the population projection matrix A. We say that two demographic
parameters z˜ j i and z˜lk are regulated in the same way when Rz, j i = R = Rz,lk .
Proposition 15 If all demographic parameters are regulated in the same way, then
evolution maximizes λd(x) and minimizes R( E), where λd(x) denotes the dominant
eigenvalue of the population projection matrix where all regulatory functions are set
equal to one.
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Fig. 5 Life cycle of a
semelparous plant with seed
bank. Seeds are stored at
different soil depths (top (1),
middle (2) or deep (3)) with all
seeds entering at the top. Seeds
give rise to seedlings (4), which
either grow into small (5) or
large ﬂowering plants (6)
Proof Given the assumption we have A(x′, E) = R( E)A(x′), where A(x′) denotes
the population projection matrix where all regulatory functions are set equal to one.
Thus λd(x′, E) = λd(x′)R( E). The statement follows from Proposition 7 and Propo-
sition 8 by choosing ψ(x′) = λd(x′), φ( E) = R( E) and α(ψ(x′), E) =
ln[λd(x′)R( E)] = β(x′, φ( E)). ⊓⊔
The condition of Proposition 15 is fulﬁlled when the regulation is only through mor-
tality that affects everybody equally, including the newborns, independent of state or
type.
The last proposition about optimisation is related to the basic reproduction ratio
R0. This result is a generalization of a statement formulated by Metz et al. (2008a)
and applied in Metz et al. (2009). The conditions leading to this optimisation principle
are rather involved and we start with an example. Consider a semelparous plant with
seed bank and a life cycle as depicted in Fig. 5. The seed bank is discretised into three
layers, a top layer (1), a middle layer (2) and a deep layer (3). Seeds enter the seed
bank at the top layer. They stay in the top layer with probability s˜11 or are moved
to the deeper layers with probability s˜21 or s˜31, respectively, where they stay with
probability s˜22 or s˜33, respectively. Depending on their position, seeds germinate and
turn into seedlings (4) with probability s˜41, s˜42 or s˜43, respectively. Seedlings turn into
small ﬂowering plants (5) with probability s˜54 and into large ﬂowering plants (6) with
probability s˜64. Depending on their size ﬂowering plants produce f˜15 or f˜16 seeds.
The expected life time number of seeds in stage (1) produced by a seed starting out in
this stage equals
R0 = ( f˜15s˜54 + f˜16s˜64)
(
s˜41
1− s˜11
+
s˜42s˜21
(1− s˜11)(1− s˜22)
+
s˜43s˜31
(1− s˜11)(1− s˜33)
)
.
(20)
Thus, R0 can be written as a product of two factors containing disjunct sets of demo-
graphic parameters. The terms in the second bracket describe the ﬂow of individuals
from i-state (1) to i-state (4) while the terms in the ﬁrst bracket describe the ﬂow of
individuals from i-state (4) to i-state (1). The product-structure of R0 results from the
life cycle in Fig. 5 having two i-states, (1) and (4), that have to be passed by every
individual in order to complete the life cycle. In this model, optimisation is possible
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whenever in Eq. (20) one factor only depends on traits x′ while the other factor only
depends on E through the action of the regulatory functions. Then the factor depend-
ing on traits is an optimisation principle while the factor depending on regulatory
functions is a pessimization principle, a result that follows directly from Proposition 7
and 8 by choosing α = R0 = β and ψ =factor depending on traits and φ =factor
depending on regulatory functions, respectively.
Next we present the conditions that allow to write R0 as a product of two functions,
one depending on traits and one on regulatory functions.
Proposition 16 Assume a life cycle where the i-states can be partitioned into m dis-
junct classes Gi , i ∈ Nmodm,m even, with each class only connecting to the fol-
lowing class through a single i-state. These obligatory i-states can only be traversed
in one direction and are an element of the entered class. Optimisation is possible if
the demographic parameters corresponding to arrows from i-states in odd numbered
classes are not regulated (the unregulated classes), and the demographic parameters
corresponding to arrows from i-states in even numbered classes are not evolving (the
non-evolving classes). This applies both to arrows connecting to i-states in the same
class and to arrows to the obligatory i-state in the next class.
Sketch of a proof This optimisation principle can be calculated by treating the entrance
stream into any of the classes as “births” for which we calculate “R0”. This “R0” is
a ﬁtness proxy and can be written as a product of a function of the traits x times a
function of E. The result then follows from Proposition 7. For a more detailed proof
see Appendix B.
In the example leading to Eq. (20) the groups of i-states are G1 = {1, 2, 3} and
G2 = {4, 5, 6}. Proposition 16 can extended in several directions:
(I) Optimisation can also bepossible if someof the obligatory i-states are amember
of the class of i-states that is left instead of entered. In this case, it is additionally
required that the demographic parameters corresponding to arrows from those
obligatory i-states leaving the class satisfy the following restriction: If the class
is non-evolving, then the demographic parameters corresponding to arrows to
the next class are all regulated in the same way. If the class is unregulated,
then the demographic parameters corresponding to arrows to the next class are
non-evolving (cf. Appendix B).
For example, optimisation can still be possible if G1 = {2, 3, 4} and G2 =
{5, 6, 1} such that
R0 =
(
f˜15s˜54
1− s˜11
+
f˜16s˜64
1− s˜11
)(
s˜41 +
s˜42s˜21
1− s˜22
+
s˜43s˜31
1− s˜33
)
. (21)
If G1 (G2) is the non-evolving class, then, for optimisation to be possible, it
is necessary that Rs,54 = Rs,64 (Rs,21 = Rs,31 = Rs,41). Furthermore, if G1
(G2) is the non-regulated class, then s˜54 and s˜64 (s˜21, s˜31 and s˜41) cannot be
traits. Then in Eq. (21) the demographic parameters are non-evolving in one
factor and unregulated in the other but for a term Rs,lk that is multiplied to each
summand in that factor.
123
252 C. Ruefﬂer et al.
(II) In Proposition 16 and Remark (I) it is assumed that the ﬂux of individuals from
one class of i-states to the next is channeled through a single obligatory i-state.
In these cases the ﬂux between classes is described by the outer product of two
vectors, namely (1, 0, . . . , 0)T(z˜d1, . . . , z˜dk) or (z˜1d , . . . , z˜ld)T(0, . . . , 0, 1),
respectively (Appendix B). In both cases the ﬁrst vector has dimension l and
the second dimension k, where l and k are the number of i-states in the entered
and left class, respectively. Thus, the ﬂow of individuals between classes is
described by a l× k-class-transition matrix of rank 1. Optimisation can also be
possible if the ﬂux of individuals fromone class to the next occurs throughmore
than a single i-state as long as the class-transition matrix has still rank 1, i.e., as
long as two vectors (v1d , . . . , vld) and (ud1, . . . , udk) exists such that the class-
transitionmatrix equals (v1d , . . . , vld)T(ud1, . . . , udk) (Appendix B). It is then
necessary that the entries in the vectors v and u are non-evolving (unregulated)
and unregulated (non-evolving), respectively, if the entered class is non-evolv-
ing (unregulated) and the left class unregulated (non-evolving).
As an example consider the life cycle of Fig. 5 but without the seedling i-state
(4). Thus, seeds directly develop into ﬂowering plants between two censuses.
Let us group the classes into G1 = {1, 2, 3} and G2 = {5, 6}. Now the transi-
tion from G1 to G2 occurs through two i-states, (5) and (6), and Proposition 16
cannot be applied. If, however, each seed has the same probability to develop
into a small and large ﬂowering plant, such that s˜5 j = ps˜ j and s˜6 j = (1− p)s˜ j
for p ∈ [0, 1] and j ∈ {1, 2, 3}, then
R0 = (p f˜15 + (1− p) f˜16)
×
(
s˜1
1− s˜11
+
s˜21s˜2
(1− s˜11)(1− s˜22)
+
s˜31s˜3
(1− s˜11)(1− s˜33)
)
.
Optimisation is possible if the demographic parameters in the ﬁrst pair of brack-
ets are non-evolving and those in the second pair of brackets are unregulated,
or vice versa.
Class-transition matrices of rank 1 often result when the passing through a
single state from one class of i-states to the next is hidden as it is often the case
when the state space depends on the moment chosen as census. For instance,
consider the case that the state “seed above ground” only occurs shortly after
seed shedding. If the point of census is just a little later, seeds either have been
moved below ground or have been consumed by seed eating animals. Thus,
although seeds above ground may never be observed, all seeds have to pass
through this i-state and the transition between the class of i-states describing
the plant and the class of i-states describing the seed bank is described by the
rank-1-matrix (s˜2d , s˜3d)T(0, f˜d5, f˜d6), where d is a dummyvariable describing
the hidden i-state “seed above ground”.
(III) The paths through the life cycle graph that lead from an i-state where the class
can be entered to an exit arrow extended with those exit arrows will be called
through-paths. For instance, in the above example s˜41, s˜21s˜42 and s˜31s˜43 are
all through-paths of the ﬁrst class of i-states. The class of models delimited
in Proposition 16 can be extended by allowing for each (otherwise) non-regu-
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lated class that all through-paths are regulated in exactly the same way. By this
we mean that the corresponding products of regulatory functions are identical
as function of E:
∏
R˘L Rz,lk =
∏
R˘M Rz,lk for all through paths L and M .
Then, and under the restriction that all within-class loops are free of regulated
demographic parameters, the regulatory functions can be factored out from the
through-paths. The members in the so enlarged class of models also have an
R0 that can be written as a function of x times a function of E.
For example, optimisation is still possible with R0 as in Eq. (20) with G1 =
{1, 2, 3} the (otherwise) unregulated class but with population regulation per-
mitted if it fulﬁlls one of the following conditions: Rs,41 = Rs,21 = Rs,31,
Rs,41 = Rs,42 = Rs,31, Rs,41 = Rs,21 = Rs,43 or Rs,41 = Rs,42 = Rs,43.
4 Frequency-dependent selection
In Propositions 10, 13, 15 and 16we presented conditions allowing for optimisation. If
none of these propositions can be applied it is possible that the feedback environment
and the trait vector are not acting in a monotone and one-dimensional manner and
selection can be frequency-dependent in the sense of the definition given in Sect. 2.4.
The following proposition states necessary requirements such that the trait vector and
the feedback environment are not acting in a one-dimensional manner in terms of the
distribution of traits and regulatory functions over the loops of a life cycle. In Sect. 7
we analyze examples where selection is indeed frequency-dependent.
Proposition 17 For selection to be frequency-dependent it is necessary that dim E >
1 and that at least two evolving and two regulated loops exist which occur in one of
the following combinations:
(i) A pair of loops L , M exist that are both evolving and regulated such that
Q(x′, E) = L(x′, E)+ M(x′, E)+ rest. (22)
(ii) Three loops L , M, N exist where L is both evolving and regulated, M is evolving
and N is regulated such that
Q(x′, E) = L(x′, E)+ M(x′)+ N ( E)+ rest. (23)
(iii) Four loops L , M, N and O exist where L and M are evolving and N and O are
regulated and where L and N are unconnected such that
Q(x′, E) = L(x′)+ M(x′)+ N ( E)+ O( E)− L(x′)N ( E)+ rest, (24)
where (x′), ( E) and (x′, E) are added as arguments to loops to indicate whether
they contain a trait, a regulated demographic parameter or both.
Proof If dim E = 1 Proposition 13 and in particularly Corollary 14 apply because of
the assumption that all regulatory functions are monotone in E (cf. Sect. 2.1). If all
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traits occur in a single loop or if all regulated demographic parameters occur in a sin-
gle loop, then Corollary 11(i) or (ii) applies, respectively. If no summand in Q exists
that is affected by at least one trait and one regulated demographic parameters, then
Corollary 11(iii) applies. Taken together, this proves the necessity of dim E > 1 and
of the existence of at least two loops containing traits, two loops containing regulated
demographic parameters and at least one term in Q that is affected by both a trait and
a regulated demographic parameter for selection to be frequency-dependent. Given
dim E > 1, these requirements are fulﬁlled if two loops exist that are both evolving
and regulated (Eq. 22). If no such two loops exist, more than two loops are required.
With three loops the requirements are fulﬁlled if at least one of them is affected by
both a trait and a regulated parameter (Eq. 23). If no such loop exists, then four loops
are required of which at least one loop containing a trait and one loop containing
a regulated demographic parameter have to be unconnected (Eq. 24). Adding more
loops containing traits and/or regulated demographic parameters results in more sum-
mands of Q to be affected by both traits and regulated demographic parameters and
possibly in products of three or more loops that are affected by traits and/or regulated
parameters but not in scenarios that cannot be attributed to one of the above three
cases. ⊓⊔
We emphasize that Proposition 17 only gives necessary but not sufﬁcient conditions
for selection to be frequency-dependent. The conditions are not sufﬁcient because they
do not exclude optimisation principles like those presented in Propositions 13, 15 and
16.
5 Curvature of invasion boundaries
5.1 Invasion boundaries in trait spaces with two dimensions
In trait space, invasion boundaries delimit sets of mutant trait vectors with positive
invasion ﬁtness from sets of mutant trait vectors with negative invasion ﬁtness. The
curvature of an invasion boundary at a singular point determines the set of trade-off
curves that result in either an uninvadable or invadable singular point (cf. Sect. 2.5).
The curvature of invasion boundaries {(x1, x2)|x2 = I (x1)} at a singular point
in a two-dimensional trait space can be determined by differentiating the equation
p
(
(x1, I (x1)), E
)
= 0 twice for x1, where p can be any ﬁtness proxy. In the resulting
equation we have to solve for d2 I/dx21 and evaluate it at the singular point. We will
use the following terminology. Loops that contain exactly one trait are called single-
trait loops, loops that contain more than one trait are called multi-trait loops. We state
sufﬁcient conditions for invasion boundaries to be linear, convex or concave in the
following result.
Proposition 18 (i) Invasion boundaries are linear if all evolving loops are single
trait loops and all pairs of evolving loops are connected.
(ii) Invasion boundaries are convex if at least one multi-trait loop exists and all pairs
of evolving loops are connected.
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Table 1 Curvature of invasion boundaries as a function of the presence or absence of unconnected evolving
loops (columns) and the presence or absence of multi-trait loops (rows)
At least one multi-trait loop At least one pair of unconnected evolving loops
Yes No
Yes Parameter dependent Convex
No Concave Linear
(iii) Invasion boundaries are concave if all evolving loops are single trait loops and
at least one pair of evolving loops exists that is unconnected.
Proof See Appendix D ⊓⊔
Note that these conditions are independent of the set of regulated demographic param-
eters and of the functional form of regulatory functions. From Eq. (D1) and (D2) in
Appendix D it becomes clear that an increasing number of multi-trait loops increases
the convexity of the invasion boundaries at the singular point while an increasing num-
ber of unconnected evolving loops increase the concavity. Whether invasion bound-
aries are convex or concave in life cycles with both multi-trait loops and unconnected
evolving loops depends on the exact parameter values. These relationships are sum-
marized in Table 1.
An intuitive understanding for these results can be gained from the simplest cases.
Consider a life cycle with only one loop: Q = −1 + f˜ ′12s˜′21. Invasion boundaries
consist of all trait vectors (s21, f12) with 0 = −1 + f˜12s˜21, or, equivalently, with
f˜12 = 1/s˜21. Thus, invasion boundaries are convex. Alternatively, assume that addi-
tionally the two self-loops s˜11 and s˜22 exist and that these are evolving. Then Q =
f˜12s˜21 − (1− s˜′11)(1− s˜′22). Invasion boundaries consist of all trait vectors (s11, s22)
with 0 = f˜12s˜21−(1− s˜11)(1− s˜22), or, equivalently, with s˜22 = 1− f˜12s˜12/(1− s˜11).
Thus, invasion boundaries are concave.
Based on these results we can draw the following general conclusions about the
local invadability of singular points. Trade-offs between traits that affect the same
loop correspond to convex invasion boundaries and are thus more likely to result in
uninvadable singular points. Trade-offs between traits that affect unconnected loops
correspond to concave invasion boundaries and are thus more likely to result in inva-
dable singular points. These two scenarios are separated by trade-offs between traits
that affect different but connected loops. These results are illustrated with examples
in Sect. 7 and the corresponding Fig. 7.
5.2 Invasion boundaries in trait spaces with more than two dimensions
In this section we show that for models characterized by a high degree of symme-
try Proposition 18 can be extended to trait spaces with more than two dimensions.
In an m-dimensional trait space both the trade-off and the invasion boundary become
(m−1)-dimensional manifolds which we characterize, without loss of generality, with
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xm = T (x1, . . . , xm−1) and xm = I (x1, . . . , xm−1), respectively. For a manifold to
qualify as a trade-off manifold we require that at any point x on the trade-off manifold
the vectors orthogonal to the tangent plane of the manifold can all be chosen to point
into the interior of the positive cone. In the representation of our choice this translates
into ∂T/∂x j < 0 for all j ∈ {1, . . . ,m − 1} (Appendix E). The invasion boundary is
implicitly deﬁned by
ρ
(
(x1, . . . , xm−1, I (x1, . . . , xm−1)), E) = 0, (25)
where we may replace ρ with any ﬁtness proxy p. For ﬁgures of invasion boundaries
and trade-off surfaces in three-dimensional spaces see Ravigné et al. (2009). As in
two-dimensional trait spaces also in higher dimensional trait spaces both the trade-off
manifold and the invasion boundaries divide the positive cone of Rm into an inward
part adjacent to the origin, the feasibility set, and an outward part. For the invasion
boundary, the outward part consists of all trait vectors with a positive invasion ﬁtness
and the inward part consists of all trait vectors with a negative invasion ﬁtness given the
resident community that determines the ﬁtness landscape. From the same arguments
as in Sect. 2.5 it follows that at a singular point the trade-off manifold and the invasion
boundary are tangent to each other.
For two-dimensional trait spaces singular points are uninvadable if (i) the trade-
off is concave while the invasion boundary is either less strongly concave, linear or
convex, or (ii) the trade off is linear and the invasion boundary is convex, or (iii) the
trade-off is convex while the invasion boundary is more strongly convex. In the fol-
lowing we will extend these ideas to trait spaces with more than two dimensions. By
definition, an invasion boundary is locally convex around a singular point x∗ if and
only if for any two points z1, z2 ∈ Bǫ(x∗1 , . . . , x
∗
m−1)
γ I (z1)+ (1− γ )I (z2) > I (γ z1 + (1− γ )z2) for γ ∈ (0, 1)
and locally concave if and only if the opposite inequality holds true. In order to char-
acterize uninvadability of singular points we deﬁne the following partial order ∗≻,
pronounced as “is locally more convex than”, on the set of manifolds of the same
dimension that are tangent to each other at a singular point x∗:
U ∗≻ V :⇐⇒
(
H(U )− H(V )
)
(x∗1 , . . . , x
∗
m−1) positive deﬁnite, (26)
where H(U ) and H(V ) denote the Hessian matrix of the functions U (x1, . . . , xm−1)
and V (x1, . . . , xm−1), respectively. Note that this definition is independent of our
choice of representation of the surfaces. In Appendix E we show that a singular point
is uninvadable if and only if I ∗≻ T . In particular this means that a singular point is
uninvadable if the invasion boundary is a convex manifold while the trade-off man-
ifold is linear or concave or if the invasion boundary is a linear manifold while the
trade-off boundary is a concave manifold.
Proposition 18(i) characterizing sufﬁcient conditions for linear invasion boundaries
in two-dimensional trait spaces applies to higher dimensions without any restrictions.
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Proposition 19 Invasion boundaries are linear if all evolving loops are single-trait
loops and if no pair of evolving loops exist that is unconnected.
Proof See Appendix E ⊓⊔
Example Consider an age-structured population with Q = −1 +∑nk=1 Lk , where
Lk = f˜1k s˜k(k−1) . . . s˜21. Assume that the fecundities at all age classes are evolving,
x = ( f11, f12, . . . , f1n), and that each is traded off with all other fecundities. All
loops pass through i-state 1, the newborns. With Proposition 19 we can conclude that
invasion boundaries are linear. Thus, concave trade-offmanifolds result in uninvadable
singular points. If, however, invasion boundaries are convex in at least some direction,
then singular points are invadable. The same conclusion can be drawn if the life cycle
is size-structured instead of age-structured, i.e., if individuals can either stay in their
i-state or move on to the next one.
The conditions for convex and concave invasion boundaries from Proposition 18(ii)
and 18(iii) do not extend to trait spaces of arbitrary dimension. In fact, counterexam-
ples can be constructed. However, under sufﬁcient symmetry assumptions an exten-
sion of Proposition 18(ii) and 18(iii) becomes possible. We call a singular point x∗ =
(x∗1 , . . . , x
∗
m) symmetric if
(a) ∂T
∂x1
∣∣∣∗ = · · · = ∂T∂xm−1
∣∣∣
∗
= −1
(b) Q(x′, E(x∗)) = Q(σ (x′), E(x∗)) for any permutation σ of x′.
Our definition of symmetry is purely motivated by the requirements of the proofs.
We expect that in most instances symmetry of a singular point will derive from some
model symmetry as in the example that follows below.
Proposition 20 (i) Invasion boundaries at a symmetric singular point are convex if
at least one multi-trait loops exists and all pairs of evolving loops are connected.
(ii) Invasion boundaries at a symmetric singular point are concave if all evolving
loops are single-trait loops and at least one pair of evolving loops exist that is
unconnected
Proof See Appendix E. ⊓⊔
Remark 1 By continuity Proposition 20 also holds good if ‘symmetric’ is replaced
with ‘sufﬁciently close to symmetric’.
Example Consider a metapopulation occupying n patches. Adults are sessile and
survive from one season to the next with patch-speciﬁc probability s˜kk . Adults repro-
duce and their newborns disperse over all patches such f˜kl newborns enter patch k
per adult occupying patch l. Assume that the patch-speciﬁc adult survival probabil-
ities are evolving, x = (s11, s22, . . . , snn), and that each is traded off with all other
adult survival probabilities. Then all evolving loops are self-loops and therefore pair-
wise unconnected single trait loops. If the model is sufﬁciently symmetric such that
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(a) (b)
Fig. 6 Relationship between the allocation functions x1 : θ → x1(θ) and x2 : θ → x2(θ) and the trade-off
curve x2 = T (x1). In a the allocation rule x1(θ) = θ1/c1 (solid curves) and x2(θ) = (1− θ)1/c2 (hatched
curves) are plotted for two different sets of parameter values. Gray curves correspond to c1 = 0.75 and
c2 = 0.5, giving rise to convex allocation functions.Black curves correspond to c1 = 2 and c2 = 1.5, giving
rise to concave allocation functions. The resulting trade-off curve satisfying x2 = T (x1) = (1− x
c1
1 )
1/c2
is plotted in (b). Two convex allocation functions give rise to a convex trade-off (gray curve) while two
concave allocation functions give rise to a concave trade-off (black curve)
x∗ = (s∗11, s
∗
22, . . . , s
∗
nn) is a symmetric singular point we can apply Proposition 20(ii).
Then, at x∗ the invasion boundary is concave.
6 Frequency-dependent selection and linear invasion boundaries
Under frequency-dependent selection attractivity is no longer coupled to uninvadabil-
ity and has to be determined separately. In this case we can make detailed predictions
only by restricting our model family.
In the following we restrict ourselves to two traits. Instead of describing the pheno-
types on the trade-off curve with a two-dimensional vector (x1, x2) we parameterize
the trade-off with a scalar θ ∈ [0, 1]: x(θ) = (x1(θ), x2(θ)). This notation can be
motivated by interpreting θ as the fraction of a limited resource that is allocated to
one of the traits while the remaining fraction 1− θ is allocated to the other trait. We
refer to the functions xi : θ → xi (θ) as allocation functions and assume, without loss
of generality, that dx1/dθ > 0 and dx2/dθ < 0. Furthermore, we assume that we can
choose the parameterization with θ such that the curves given by x1(θ) and x2(θ) are
either both convex or both concave: sign[d2x1/dθ2] = sign[d2x2/dθ2]. In Appen-
dix C we prove that if both allocation functions xi (θ) are convex (concave), then the
trade-off curve x2 = T (x1) is also convex (concave) (cf. Fig. 6). More importantly for
our purpose, also the converse is true: if the trade-off curve is convex (concave), then
there exist two convex (concave) functions ξ1 and ξ2 with ξi : [0, 1] → R : θ → xi .
Next we introduce some notation for the purpose of the following proposition. We
denote regulatory functions that occur in loops containing x1 as R1 and regulatory
functions that occur in loops containing x2 as R2. It will be helpful to omit the feed-
back environment that mediates the effect of the resident type on the mutant from our
notation. We will therefore write Q(θ ′, θ) instead of Q(θ ′, E(θ)) and Ri (θ) instead
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of Ri (Eˆ(θ)). Furthermore, Lx j R j denotes the set of loops that contain both the trait x j
and the regulatory function R j and Lx j\R j := Lx j \Lx j R j denotes the set of loops that
contain x j but no regulatory function. We use |∗ := |θ ′=θ=θ∗ where θ∗ is a singular
point.
Proposition 21 Assume all loops containing a trait are pairwise connected single
trait loops. Furthermore, all loops with a trait contain at most a single regulatory
function and loops sharing the same trait contain the same regulatory function. Then
Q(θ ′, θ) = x1(θ ′)R1(θ)
∑
Lx1R1
L/(x1(θ ′)R1(θ))
︸ ︷︷ ︸
a
+ x2(θ
′)R2(θ)
∑
Lx2R2
L/(x2(θ ′)R2(θ))
︸ ︷︷ ︸
b
+ x1(θ
′)
∑
Lx1\R1
L/x1(θ ′)
︸ ︷︷ ︸
c
+ x2(θ
′)
∑
Lx2\R2
L/x1(θ ′)
︸ ︷︷ ︸
d
+rest(R).
Either a = 0 or c = 0 and either b = 0 or d = 0 are allowed provided that not both
a = 0 and b = 0.
(i) If dR1dθ
∣∣∣
∗
< 0 and dR2dθ
∣∣∣
∗
> 0, then a constant k > 0 exists such that θ∗ is a
– evolutionary repellor for d2T (x1)/dx21
∣∣
∗
> k.
– evolutionary branching point for k > d2T (x1)/dx21
∣∣
∗
> 0.
– attracting and uninvadable for d2T (x1)/dx21 |∗ < 0.
(ii) If dR1dθ
∣∣∣
∗
> 0 and dR2dθ
∣∣∣
∗
< 0, then a constant k < 0 exists such that θ∗ is a
– evolutionary repellor for d2T (x1)/dx21
∣∣
∗
> 0.
– Garden of Eden-point for 0 > d2T (x1)/dx21
∣∣
∗
> k.
– attracting and uninvadable for d2T (x1)/dx21
∣∣
∗
< k.
If a = 0(b = 0), then the condition on the sign of dR1/dθ |∗(dR2/dθ |∗) can be
dropped.
Proof Since evolving loops are single trait loops and pairwise connected it follows
from Proposition 18(i) that invasion boundaries are linear. Thus, convex trade-offs
(d2T (x1)/dx21 |∗ > 0) correspond to invadable and concave trade-offs (d2T (x1)/dx21 |∗
< 0) to uninvadable singular points. The condition for attractivity in one-dimensional
trait spaces is
0 > ∂2ρ(θ ′, θ)/∂θ ′2|∗ + ∂2ρ(θ ′, θ)/∂θ ′∂θ |∗
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(Metz et al. 1996b; Geritz et al. 1998), where invasion ﬁtness ρ might be replaced
with any ﬁtness proxy p. Applying this criterion to Q(θ ′, θ) yields
0 >
(
d2x1
dθ ′2
R1(θ)
∑
Lx ′1R1
L/(x1(θ ′)R1(θ))+
d2x2
dθ ′2
R2(θ)
∑
Lx ′2R2
L/(x2(θ ′)R2(θ))
+
d2x1
dθ ′2
∑
Lx ′1\R1
L/x1(θ ′)+
d2x2
dθ ′2
∑
Lx ′2\R2
L/x2(θ ′)
+
dx1
dθ ′
dR1
dθ
∑
Lx ′1R1
L/(x1(θ ′)R1(θ))+
dx2
dθ ′
dR2
dθ
∑
Lx ′2R2
L/(x2(θ ′)R2(θ))
)∣∣∣∣
∗
.
(27)
All double derivatives have the same sign. They are positive for convex trade-offs and
negative for concave ones. The products of derivatives in the last two terms of Condi-
tion (27) are negative under the assumptions in (i) and positive under the assumptions
in (ii). We start with case (i). Then, with concave trade-offs, all terms on the right-
hand side of Condition (27) are negative and the condition is fulﬁlled. For the case of
a linear trade-off the double derivatives equal zero and the condition for attractivity
is still fulﬁlled. Changing the curvature of the trade-off slightly towards convex will
generically not change the sign of the right-hand side of Condition (27) and therefore
for sufﬁciently weakly convex trade-offs the condition is still fulﬁlled. Only for sufﬁ-
ciently convex trade-off curves where the sum of the ﬁrst four terms exceeds the sum
of the last two terms is Condition 27 not fulﬁlled. The proof for case (ii) is obtained
by exchanging the words concave and convex, positive and negative, fulﬁlled and not
fulﬁlled. ⊓⊔
An application of Proposition 21 can be found in Sect. 7. Case (i) corresponds to
the common situation that a high transmission through one loop is accompanied by
strong density-dependent regulation of that loop because many individuals compete
for the limiting resources used while passing through the i-states of the loop. For
example, increasing fecundity at the cost of decreased adult survival results in more
newborn individuals and in fewer adult individuals and thereby intensiﬁes competition
between juveniles and lessens competition between adults. This pattern corresponds
to negative frequency dependence: in a population where the majority of individuals
are long-lived at the cost of low fecundity a rare type with high fecundity beneﬁts
because the fecundity loop experiences only weak density dependence. This advan-
tage persists as long as the mutant remains sufﬁciently rare and does not contribute or
only slightly contributes to population regulation. It is this temporary advantage that
allows a mutant to invade. This mechanism favors evolution towards phenotypes that
accrue ﬁtness via different loops, i.e., phenotypes with intermediate values of θ . Case
(ii) corresponds to the rather counterintuitive reversed situation of positive frequency
dependence. In this case loops with high transmission are affected relatively little by
density dependence which favors evolution towards extreme phenotypes that accrue
ﬁtness only via few loops. With positive frequency dependence, evolution towards an
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intermediate phenotype is only possible for sufﬁciently concave trade-offs that offset
the effect of positive frequency dependence.
7 Examples: evolution in a stage-structured population
In this section we return to the questions raised in the introduction. How robust are the
results by Takada and Nakajima (1996) with respect to assumptions about the choice
of traits and the precise action of population regulation? The purpose of this section
is to show how our toolbox simpliﬁes the analysis and allows for a priori qualitative
predictions. We will apply our results to various models based on the life cycle graph
in Fig. 2. This life cycle corresponds to a hypothetical perennial plant with a seedling,
juvenile and ﬂowering stage. Seedlings turn into juveniles with probability s˜21 and
juveniles turn into ﬂowering plants with probability s˜32. Juvenile and ﬂowering plants
persist in their current i-state with probability s˜22 and s˜33, respectively. Flowering
plants reproduce via seeds, resulting in f˜13 seedlings, or via vegetative propagules,
resulting in f˜23 juvenile plants in the next season.
Takada and Nakajima (1992, 1996) analyzed three versions of their model that
differ in the set of traits and regulated demographic parameters. We introduce the dif-
ferent models by giving the corresponding ﬁtness proxy Q in which the assumptions
of each variant are made explicit:
Q(( f ′13, s′33), E) = f ′13Rf,13( E)s32s21 + f23s32 − (1− s22)(1− s′33) (28)
Q(( f ′13, f ′23), E) = f ′13Rf,13( E)s32s21Rs,21( E)+ f ′23s32
−(1− s22)(1− s33) (29)
Q(( f ′13, f ′23), E) = f ′13s32Rs,32( E)s21 + f ′23s32Rs,32( E)
−(1− s22Rs,22( E))(1− s33Rs,33( E)) (30)
In all three cases the traits affect different loops that start at the ﬂowering plant-state.
Thus, in the terminology of Sect. 2.5, the evolving loops are pairwise connected sin-
gle trait loops. From Proposition 18 follows that invasion boundaries are linear and
singular points on a convex trade-off are invadable while singular points on a concave
trade-off are uninvadable.
As shown by Takada and Nakajima (1992, 1996), all three models can be analyzed
by investigating an optimisation principle that does not require to calculate E. By
choosing M = { f˜13s˜32s˜21}, Eq. (28) and (29) follow the pattern of 1(e) in Sect. 3.2
and
∏
x˘M
x j/|b(x)| = f13/| f23s32− (1− s22)(1− s33)| is an optimisation principle.
Similarly, by choosing M = { f˜13s˜32s˜21, f˜23s˜32} Eq. (30) follows the pattern of 1(f)
in Sect. 3.2 and
∑
M[L/R](x) = f13s32s21 + f23s32 is an optimisation principle.
Takada and Nakajima assume that E = ∑3i=1 Nˆi and therefore, as stated by the
authors and as can be concluded from Corollary 14, E is an equivalent optimisa-
tion principle. However, the derivation of the above optimisation principles does not
involve E and therefore no assumptions about the regulatory functions are actually
required.
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In the remainder of this section we analyze three variants of the model by Takada
and Nakajima (1992, 1996). These variants differ from the ones above in that the
existence of an optimisation principle does depend on the precise nature of E. In these
examples selection becomes frequency-dependent whenever dim E > 1 because the
corresponding ﬁtness proxy Q follows the pattern of Eq. (22). To showcase the full
spectrumof possibilities we have constructed the examples such that wewill encounter
convex, linear and concave invasion boundaries.
We start with the assumption of Takada and Nakajima (1992, 1996) that the pro-
duction of seeds and vegetative propagules is traded off (cf. Eqs. (29) and (30)). Thus,
invasion boundaries are linear. In contrast to the examples above we now assume that
both the number of surviving seeds and vegetative propagules are regulated:
Q(( f ′13, f ′23), E) = f ′13Rf,13( E)s32s21 + f ′23Rf,23( E)s32 − (1− s22)(1− s33)
(31)
If the effective fecundity through both modes is limited by the same resources such
that Rf,13( E) = Rf,23( E), then Eq. (31) follows the pattern of 1(f) in Sect. 3.2.
To see this we have to choose M = { f˜13s˜32s˜21, f˜23s˜32)} and
∑
M[L/RL ](x) =
f13s32s21 + f23s32 will be maximized. If the trade-off is convex, singular points are
evolutionary repellors and in case of concave trade-offs singular points are attracting
and uninvadable and therefore endpoints of evolution. Figure 7a shows a numerically
calculated bifurcation diagram conﬁrming these predictions. We note that the condi-
tion Rf,13( E) = Rf,23( E) is not necessary for optimisation to be possible. It sufﬁces
that E is a scalar and that Rf,13( E) and Rf,23( E) are both monotonically increasing
(decreasing) in E in which case we can conclude with Corollary 14 that E (− E) is
an optimisation principle.
Next we consider the case that the number of seeds and vegetative propagules
affect the survival of seeds and vegetative propagules, respectively. More precisely,
E = ( f13 Nˆ3, f23 Nˆ3)with Rf,13 only varying in Eˆ1 and Rf,23 only varying in Eˆ2. Now
selection is frequency-dependent. For Proposition 21 to be applicable it is required that
at a singular point dRf,13
( f13(θ)Nˆ3(θ))/dθ ≥ 0 and dRf,23( f23(θ)Nˆ3(θ))/dθ ≤ 0. If
we parameterize the trade-off such that d f13(θ)/dθ > 0 and d f23(θ)/dθ < 0, this will
be true if dNˆ3(θ)/dθ is sufﬁciently small. Figure 7b shows a numerically calculated
bifurcation diagram conﬁrming the predictions from Proposition 21.
We will now modify the life cycle considered so far by assuming that juvenile
plants are also capable of reproduction. Each individual produces f˜12 seeds that enter
the seedling stage in the next season. We will consider two different versions of this
modiﬁed model. In the ﬁrst one, s˜21 and s˜32 are evolving and s˜21 and f˜23 are under
population regulation:
Q((s′21, s′32), E) = f12s′21Rs,21( E)(1− s33)+ f13s′32s′21Rs,21( E)
+ f23Rf,23( E)s′32 − (1− s22)(1− s33) (32)
In thismodel evolution affects three connected loops, one ofwhich is amulti-trait loop.
Hence, according to Proposition 18 invasion boundaries are convex and only singular
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Fig. 7 Bifurcation of singular points θ∗ (on y-axis) as a function of the curvature of the trade-off (on
x-axis). Panels a, b correspond to Eq. (31), c, d to Eq. (32) and e, f to Eq. (33). The left column shows
results for the frequency-independent and the right column for the frequency-dependent version of the
respective model. The trade-off curve is parameterized by (x1(θ), x2(θ)) =
(
xmaxθ
1/c, xmax(1− θ)1/c
)
.
Here c determines the curvature of the trade-off such that it is convex for c < 1, linear for c = 1 and
concave for c > 1. Solid black lines correspond to singular points that are attracting and uninvadable,
hatched black lines to evolutionary repellors and solid grey lines to evolutionary branching points. Param-
eter values are chosen for optimal presentation of the characteristic structure of the bifurcation diagram.
a, b x = ( f13, f23), f13max = 100, f23max = 20, s21 = 0.3, s22 = 0.3, s32 = 0.5, s33 = 0.3, α = 0.1.
a β = 0.07, Rf,13 = 1/(1+ αN3), Rf,23 = 1/(1+ βN3). b β = 0.4, Rf,13 = 1/(1+ α f13N3), Rf,23 =
1/(1 + β f23N3). c, d x = (s21, s32), f12 = 50, f13 = 100, f23 = 20, s21max = 0.3, s22 = 0.4,
s32max = 0.4, s33 = 0.4, α = 0.1. c β = 0.08, Rs,21 = 1/(1 + αN2), Rf,23 = 1/(1 + βN2).
d β = 0.5, Rs,21 = 1/(1 + αN2), Rf,23 = 1/(1 + βN3). e, f x = (s21, s33), f12 = 40,
f13 = 10, f23 = 28, s21max = 0.3, s22 = 0.4, s32 = 0.4, s33max = 0.4, α = 0.1. e β = 0.1, Rf,12 =
1/(1+ α(N1 + N2), Rf,13 = 1/(1+ β(N1 + N2) = Rf,23. f β = 0.058, Rf,12 = 1/(1+ αN2), Rf,13 =
1/(1+ βN3) = Rf,23
points on sufﬁciently strongly convex trade-offs are invadable. Figure 7c and d shows
that indeed the change from an invadable to an uninvadable singular point occurs for a
convex trade-off. If both s21 and f23 are decreasing functions of the density N2 we can
conclude with Proposition 13 that evolution will favor the trait combination that maxi-
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mizes Nˆ2. An optimisation principle based on traits can only be found when all regula-
tory functions are identical such that they can be factored out from the ﬁrst three terms
on the right hand side of Eq. (32). Then, by choosingM = { f˜12s˜21, f˜13s˜32s˜21, f˜23s˜32},
Eq. (32) follows the pattern 2(d) in Sect. 3.2 and∑M[L/RL ](x)q(L˘)(x)/|b(x)| =( f12s21(1 − s33) + f13s32s21 + f23s32)/(1 − s22)(1 − s33) is maximized. Since the
denominator is constant it can actually be dropped.
Selection becomes frequency-dependentwhen s˜21 and f˜23 decreasewith N2 and N3,
respectively. Proposition 21 cannot be applied because of the presence of a multi-trait
loop. However, branching points are still possible but can only occur when the trade-
off is sufﬁciently strongly convex. These predictions are conﬁrmed by a numerically
calculated bifurcation diagram (Fig. 7d).
In the second example based on the modiﬁed life cycle, x = (s21, s33) and all
fertility parameters are under population regulation:
Q((s′21, s′33), E) = f12Rf,12( E)s′21(1− s′33)+ f13Rf,13( E)s32s′21
+ f23Rf,23( E)s32 − (1− s22)(1− s′33). (33)
Evolution occurs in three single-trait loops, two of which are unconnected. Thus,
according to Proposition 18 invasion boundaries are concave and singular points on
convex, linear and weakly concave trade-offs are invadable and only singular points
on sufﬁciently strongly concave trade-offs are uninvadable (Fig. 7e, f). Optimisation is
possible if E is a scalar in which case Corollary 14 can be applied, or if all regulatory
functions are equal such that they can be factored out from the ﬁrst three term on the
right-hand side of Eq. (33). Then, by choosing M = { f˜12s˜21, f˜13s˜32s˜21, f˜23s˜32} the
ﬁtness proxy Q follows the pattern of 2(d) in Sect. 3.2 and∑M[L/RL ](x)q(L˘)(x)/
|b(x)| =
( f12s21(1− s33)+ f13s32s21 + f23s32)/(1− s22)(1− s33) is maximized.
If f˜12 decreases with N2 while f˜13 and f˜23 decrease with N3, then selection is
frequency-dependent. Proposition 21 cannot be applied because of two unconnected
loops. Branching points are still possible but can only occur for trade-offs of intermedi-
ate concavity. These predictions are conﬁrmed by a numerically calculated bifurcation
diagram (Fig. 7f).
8 Discussion
The purpose of this article is twofold. First, we aim at identifying key features that
underly the evolution of demographic parameters in populations that are structured
according to a ﬁnite number of states. Knowing such key features allows one to
judge whether predictions derived from speciﬁc models are robust with respect to
the assumed nature of population regulation and the chosen set of traits. Most impor-
tantly, having identiﬁed the exact conditions corresponding to a speciﬁc phenomenon
is an important step towards a deep understanding of the phenomenon. Specifically,
we (i) identify sufﬁcient conditions in terms of the algebraic structure of the ﬁtness
function for the existence of optimisation principles (Sect. 3), (ii) give necessary con-
ditions for selection to be frequency-dependent (Sect. 4), (iii) give simple conditions
in terms of features of the life cycle that allow to determine whether or not singu-
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lar points are invadable (Sect. 5) and (iv) give sufﬁcient conditions for models with
frequency-dependent selection that allow to predict qualitatively how properties of
singular points change as a function of the curvature of the trade-off (Sect. 6). Second,
for a large group of models we give exact recipes to choose the correct quantity for
a maximization procedure (Sects. 3.2 and 3.3). This should beneﬁt researchers who
are dealing with explicit models that fall within our model family. However, from the
rather intricate prerequisites for the existence of an optimisation principle one might
conclude that life cycleswhere evolutionary questions can be answered bymaximizing
an optimisation principle are the exception rather than the rule.
Our treatment is based on a ﬁtness proxy Q that is a simple function of the loop
transmissions in a life cycle graph. A loop is deﬁned as a sequence of demographic
parameters that lead from one i-state to itself without passing through any i-state more
than once and the corresponding loop transmission equals the product of the demo-
graphic parameters along the loop. Q is the sum of all loop transmissions and of the
products of loop transmissions of mutually unconnected loops where the sign of each
term is positive if an uneven number of loop transmissions is multiplied and negative
otherwise (cf. Eq. 5). The advantage of this ﬁtness proxy is twofold. First, Q is a linear
function of all demographic parameters making it a good starting point for analytical
investigations. Second, many of our results can be formulated in terms of properties
of loops and are thus also readily interpreted in biological terms.
In our model we split the set of demographic parameters characterizing a life cycle
into two groups, those that are constant and those that contain evolving traits. This divi-
sionwill inmost cases be artiﬁcial. One can expect that for any demographic parameter
mutations exist affecting it and selection will be acting on each of the demographic
parameters. Such divisions are nevertheless useful and commonly applied. It often
happens that models are re-analysed with a different set of parameters evolving or
a different coupling by trade-offs. Our results allow to distinguish subsets of demo-
graphic parameters that evolve so as to maximize an optimisation principle from sub-
sets that experience frequency-dependent selection. The identiﬁcation of such subsets
might also facilitate the analysis of models with many evolving traits.
Several important aspects of our work are incomplete. Most importantly, when
the evolutionary dynamics is frequency-dependent we can only make predictions for
models with linear invasion boundaries and rather simple modes of population regu-
lation. It would be desirable to achieve a classiﬁcation with respect to attractivity for
a broader class of models. An approach that could in principle be useful in achiev-
ing such a classiﬁcation has been introduced by Bowers et al. (2005). These authors
show that attractivity can be derived from the curvature of the invasion boundary and
a second curve, implicitly deﬁned by 0 = Q(x∗, E(x)). This latter curve consists of
all trait combinations (x1, x2) for which, if these would characterize the resident type,
a mutant with the singular trait combination x∗ is selectively neutral. It divides the
positive cone of R2 in trait combinations that, if common, either could or could not
be invaded by the singular strategy. Deriving an explicit expression for the curvature
of this curve requires an explicit expression for the second derivative of Q(x∗, E(x))
with respect to the trait value of the resident. This will generally only be possible
if an explicit expression for the environment at population dynamical equilibrium E
exists. In our model class this is only fulﬁlled in the simplest cases and even then the
123
266 C. Ruefﬂer et al.
expressions quickly become lengthy such that they can only be handled by means of
programs capable of symbolic computation. The situation seems a bit better in contin-
uous timemodels where Bowers (2010) derived for a family of Lotka–Volterra models
results that are in the same spirit as those presented by us.
In Propositions 10–16 we present sufﬁcient conditions for the existence of an opti-
misation principle. Conversely, in Proposition 17 we state necessary conditions for
selection to be frequency-dependent such that optimisation is impossible. It is currently
an open problem whether further constellations exist that allow for optimisation and
what additional assumptions are necessary to turn Proposition 17 into a statement
about necessary and sufﬁcient conditions for frequency dependence.
Furthermore, in our framework we assumed that the regulatory functions are not
subject to evolutionary change. However, selection is expected to act to diminish the
sensitivity of organisms to the detrimental effects due to their conspecifics. Biologi-
cally, this could for example be realized by increasing the efﬁciencywith which energy
is extracted from resources. Mathematically, this corresponds to a slower decrease of
the regulatory functions Rz,lk with increasing Eˆi (X ). For instance, in case of the Be-
verton–Holt functional form Rz,lk( E) = 1/(1+α
∑
Nˆi (X )), selection is expected to
decrease the value of the constant α. Amore complete theory should allow for changes
in the regulatory functions Rz,lk and for trade-offs between parameters affecting Rz,lk
and demographic parameters.
Last but not least, in the case of trait spaces with more than two dimensions we can
generally determine the curvature of invasion boundaries only for highly symmetric
models. It might be feasible to prove statements with weaker symmetry assumptions
than those employed by us if the class of models is restricted in appropriate ways.
Despite these limitations, our framework allows us to make several predictions
about large-scale patterns in life history evolution and these predictions are what we
consider our most important results. First, if the n traits enter Q(x′, E) as a product
x ′1x
′
2 . . . x
′
n , because the traits occur in a single loop or because all occur in a com-
mon set of loops, then selection results in a single optimal life history maximizing
the product of traits. In this case, frequency dependence cannot occur and phenotypic
variation is selected against. Thus, we predict that species that only differ in traits
that affect the same loop cannot coexist. Second, if evolving traits affect unconnected
loops, then invasion boundaries are concave and singular points are invadable, hence,
either evolutionary repellors or evolutionary branching points, for a wide range of
trade-off curvatures. In the case of an evolutionary repellor, selection favors increased
loop transmission in one set of loops at the cost of decreased loop transmission in
another set of loops. Ultimately, this can result in the complete shutdown of loops.
Similarly, if evolutionary branching results in two diverging species, these increase the
transmission rate in alternative sets of loops at the cost of a decreased transmission rate
in the respective other set of loops. Taken together, we therefore predict that relatively
few organisms have life cycles where unconnected loops exist next to each other. If
they do, this might be due to a lack of traits within these loops that are traded-off with
each other. Third, phenotypic diversiﬁcation driven by negative frequency-dependent
selection has to involve differences in the transmission rates of alternative loops, each
of which associated with different limiting factors (cf. Proposition 17).
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Appendix A: The fitness proxy Q
Let A(x′, E) = [a˜kl ] be the n × n projection matrix corresponding to a given life
cycle graph. Its dominant eigenvalue λd is the largest root that fulﬁlls the characteris-
tic equation P(λ, x′, E) = det(λI−A) = 0. Hubbell andWerner (1979) and Caswell
(1982) showed that the characteristic polynomial can be written as
P(λ, x′, E) = 1−
∑
LA
Lλ−|L˘| +
∑
L2∗A
L Mλ−(|L˘|+|M˘|)
−
∑
L3∗A
L M Nλ−(|L˘|+|M˘|+|N˘ |) + · · · , (A1)
where LA denotes the set of all loops present in the life cycle graph corresponding to
A, the summations marked with an asterisk run over all pairs, triplets, etc. of mutu-
ally unconnected loops and |L˘| denotes the number of i-states that belong to loop L .
Evaluating the characteristic polynomial at λ = 1 and multiplying it by -1 results in
the ﬁtness proxy Q given by Eq. (5).
Under certain conditions the ﬁtness proxy Q can be transformed into the basic
reproduction ratio R0. This is possible if the life cycle under consideration has only
a single birth state, say i-state 1. We collect all loops containing a fertility parameter
f˜1 j in the set Lf . Then all loops L ∈ Lf are pairwise connected and
Q = −
∑
Lf
Lq(L˘)− 1+
∑
LA\Lf
L −
∑
(LA\Lf )2∗
L M +
∑
(LA\Lf )3∗
L M N − · · ·
(cf. Eq. 15). In Ruefﬂer (submitted) it is shown that
0 = −R−10
∑
Lf
Lq(L˘)− 1+
∑
LA\Lf
L −
∑
(LA\Lf )2∗
L M +
∑
(LA\Lf )3∗
L M N − · · · ,
or, equivalently,
R0 =
∑
Lf Lq(L˘)
1−
∑
LA\Lf
L +
∑
(LA\Lf )2∗
L M −
∑
(LA\Lf )3∗
L M N + · · ·
.
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(b)(a)
Fig. 8 Pairwise invadability plots with resident trait x on the horizontal axis and mutant trait x ′ on the
vertical axis. a A graphical representation of the necessary and sufﬁcient conditions for the existence of an
optimisation principle. The PIP should be (i) antisymmetric, i.e., ﬂipping it over the main diagonal leads to
the same picture except that plus becomes minus and vice versa, (ii) transitive, i.e., selectively equivalent
resident traits, having zero invasion ﬁtness with respect to each other, should have exactly the same pattern
of plusses in the vertical direction (and hence also in the horizontal direction). Figure from Metz et al.
(2008a). b The information given by the solution of Q(x ′, E(x)) = 0 in the (x, x ′)-plane about the signs
of the invasion ﬁtness λd(x ′, E(x)). Figure from Metz and Leimar (2011)
With the definitions used in Eq. (15) we can write more compactly R0 = −a/b. We
note that in this case b = −QS, where QS is computed as in Eq. (5) but from the
state-transition matrix S instead of the full population projection matrix A = F + S.
Assume that ψ is a candidate optimisation principle derived from Q. Here we
prove that then for path connected trait spaces genericallyψ is indeed an optimisation
principle.
First we observe that ψ is an optimisation principle for some eco-evolutionary
model if and only if ψ is an optimisation principle for all models that we can derive
from this model by restricting the traits to a one-dimensional manifold. Hence, it suf-
ﬁces to prove our claim for one-dimensional trait spaces. The advantage is that for
such trait spaces we can fall back on the graphical tool of pairwise invadability plots
(PIPs), i.e., sign plots of λd(x ′, E(x)) in the (x, x ′)-plane.
Figure 8a shows necessary and sufﬁcient conditions on a PIP for λd to support an
optimisation principle. If the sign-plot of Q would satisfy these conditions, then any
ψ derived from Q would indeed be an optimisation principle if the sign plot of Q
were to coincide with the sign plot of λd. We will argue that the conditions on these
sign plots are such that if the sign plot for Q satisﬁes them, generically the sign plot
of λd will coincide with it.
Figure 8b shows the gist of the argument. In a path connected trait space a lot of
information about the sign of λd can be derived from the sign of Q. Basically, all
points that can be connected to points near the diagonal, where we know the signs of
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λd and Q to coincide, and that do not pass a sign change of Q have the same sign
as the latter points. Moreover, from the arguments in Metz and Leimar (2011) we
know that if along a path Q changes sign from negative to positive λd follows suit.
Only when the sign from Q changes from positive to negative the sign of λd need
not do so. Our argument will be that these considerations together with the strong
coupling between different regions of the PIP imposed on Q by the conditions from
Fig. 8a make that generically Q will not satisfy the latter unless there is a mechanis-
tic reason which then also makes that generically the signs of Q and λd coincide in
full.
We start from a function ψ that relates to the sign structure of Q in the same way
as an optimisation principle would relate to the sign structure of λd. Hence, the sign
plot of Q satisﬁes the necessary and sufﬁcient conditions that for λd would imply that
there is an optimisation principle. All areas with positive Q are also areas where λd
is positive. Since near the diagonal the sign of Q is representative for that of λd, also
all areas with negative Q that connect to the diagonal have negative λd. The only case
where the sign of λd need not match that of Q is in areas with negative Q that do
not connect to the diagonal. However, the sign pattern of Q satisﬁes the conditions
from Fig 8a, so any such area is matched exactly by a symmetrically placed area with
positive Q, and moreover, is connected to still other negative and thereby to positive
areas by the transitivity condition. Now assume that in the PIP that particular area with
negative Q does not exist. So Q has a very precisely prescribed negative region that
λd has not. The only way for Q to have such a region is by another real solution of the
characteristic equation changing sign precisely on the border of this region. Our con-
tention is that, within model classes for which the sign of Q has a pattern compatible
with an optimisation principle while λd has not, most slight changes in the underly-
ing eco-evolutionary model will spoil such a precise match in Q. Hence, generically
such conﬁgurations do not occur. Of course, for general models, most slight changes
will also spoil the existence of an optimisation principle, full stop. However, what is
generic depends on the class of models under consideration. The methodology in this
article concentrates on the mechanistic delimitation of classes of models all members
of which have an optimisation principle, or in the present argument, for which Q is
compatible with such a principle. Hence, with genericity we mean here genericity
within such classes and hence concentrate on slight changes that do not move the
model out of its class.
Appendix B: Proof of Proposition 16
For the proof we show that with the assumptions of Proposition 16 we can write “R0”
as
u1( E)(I − M1( E))−1v1( E)× u2(x)(I − M2(x))−1v2(x) (B1)
repeated n/2 times, where Mi are the within-class projection matrices, ui are row
vectors and vi are column vectors. Each scalar u j (I − M j )−1v j then depends either
only on x or only on E and “R0” can be written as a product of two functions, one
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being a function of x and the other of E. When read from right to left, Expression (B1)
describes the ﬂow of individuals through the life cycle. More specifically, each scalar
u j (I − M j )−1v j gives the number of descendants of an individual starting in the j th
obligatory i-state that enter the j+1th obligatory i-state, where “descendants” includes
survival of the focal individual. The matrix (I − M j )−1 is the limit of the geometric
series generated by M j and describes the ﬂow of individual through the i-states of the
j class. For instance, Equation (20) in the main text can be written as
“R0” = (0, f˜15, f˜16)
⎛
⎝ 1 0 0s˜54 1 0
s˜64 0 1
⎞
⎠
⎛
⎝10
0
⎞
⎠
×(s˜41, s˜42, s˜43)
⎛
⎜⎜⎝
1
1−s˜11 0 0
s˜21
(1−s˜11)(1−s˜22)
1
1−s˜22 0
s˜31
(1−s˜11)(1−s˜33) 0
1
1−s˜33
⎞
⎟⎟⎠
⎛
⎝10
0
⎞
⎠ ,
where the ﬁrst three factors result in the term in the ﬁrst bracket while the factors four
to six result in the term in the second bracket. (Note that in this speciﬁc example “R0”
actually equals the true R0 because entering G1 = {1, 2, 3} is only possible by passing
through i-state 1, the single birth state of the life cycle.)
The matrix (I−M j ) is invertible if the dominant eigenvalue of M j is less than one.
Consider for any x the corresponding feedback environment E(x) where “R0” = 1.
This feedback environment exists by the assumption that the community models under
consideration have equilibria. This implies that indeed all matrices M j ( E) and M j (x)
have dominant eigenvalues less than one for else the feedback environment is such
that there exist a class that can grow indefinitely. Now consider a rare mutant x′. Since
M j ( E) is not affected by the trait vector its eigenvalues are unchanged. Conversely,
matrices M j (x′) are not affected by the feedback environment. If such a matrix has
a dominant eigenvalue larger than one this still holds true if that mutant would be a
resident type. Thus, such mutants are excluded from our universe of discourse by the
assumption of community dynamical equilibria. Note, that the problem that from a
naive perspective the matrices M j (x) could have eigenvalues larger than one is imme-
diately ruled out when all its entries are state-transitions s˜lk , or, phrased differently, if
there are no within-class fertilities f˜lk .
The conditions in Proposition 16 connect to Expression (B1) in the following way.
The demographic parameters corresponding to arrows from a class with k i-states to
a class with l i-states can be written in a l × k-matrix. If the next class can only be
entered in its ﬁrst numbered i-state this matrix can be written as
⎛
⎜⎜⎜⎝
1
0
...
0
⎞
⎟⎟⎟⎠ (u1(z), . . . , uk(z)), (B2)
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where z stands for x or E. Around the boundary between two classes we have
(I − M1( y))−1
⎛
⎜⎜⎜⎝
1
0
...
0
⎞
⎟⎟⎟⎠ (u1(z), . . . , uk(z))(I − M2(z))−1,
where ( y, z) stands for (x, E) or ( E, x). Thus, we indeed ﬁnd the pattern described
in Expression (B1).
Remark (I) states that under certain restrictions optimisation is also possible if the
ﬁrst class can only be left through the last numbered i-state in the class. Then the
transition between two classes is give by
⎛
⎜⎝
v1(x, E)
...
vl(x, E)
⎞
⎟⎠ (0, . . . , 0, 1). (B3)
The pattern of Expression (B1) can then be found under two different conditions:
1. Exit from a non-evolving class:
(I − M1(x))−1
⎛
⎜⎝
v1(x, E)
...
vl(x, E)
⎞
⎟⎠ (0, . . . , 0, 1)(I − M2( E))−1
In this case it is necessary that v1 to vl all are regulated in the same way (e.g.,
since they are all unregulated).
2. Exit from an unregulated class:
(I − M1( E))−1
⎛
⎜⎝
v1(x, E)
...
vl(x, E)
⎞
⎟⎠ (0, . . . , 0, 1)(I − M2(x))−1
In this case v1 to vl should not evolve.
Appendix C: Relationship between allocation functions and trade-off curve
Let us call the two allocation functions ξ1(θ) = x1 and ξ2(θ) = x2. In this appendix
we prove that if both allocation functions are convex (concave), then the resulting
trade-off function x2 = T (x1) = ξ2(ξ (−1)1 [x1]) is also convex (concave). Without
restriction of generality we assume that ξ ′1(θ) > 0 and ξ ′2(θ) < 0. Then the statement
follows directly from
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d2ξ2
(
ξ
(−1)
1 [x1]
)
dx21
=
dξ1(θ)
dθ
d2ξ2(θ)
dθ2 −
dξ2(θ)
dθ
d2ξ1(θ)
dθ2(
dξ1(θ)
dθ
)3 .
Appendix D: Curvature of the invasion boundaries
In this appendix we prove Propositions 18. Invasion boundaries are characterized by
functions x1 → x2 = I (x1) that are implicitly deﬁned by p
(
(x1, I (x1)), E
)
= 0,
where p can be any ﬁtness proxy. In this and the following appendix we use the fol-
lowing notation. To indicate whether a speciﬁc loop contains a certain trait we add the
traits that are contained in the loop as subscripts. For instance, the loop Lxi contains the
trait xi and Lxi x j contains both xi and x j . For each set of traits the corresponding set
of loops containing this combination of traits is indicated by adding the corresponding
subscripts to L, e.g., Lxi x j . In particular,
∑
Lxi
Lxi denotes the sum of all loops that
contain a speciﬁc trait xi . We use the following short hand for partial derivatives:
L˙xi :=
∂Lxi
∂xi
=
Lxi
xi
and L˙xi x j :=
∂2Lxi x j
∂xi∂x j
=
Lxi x j
xi x j
.
Throughout this appendix function q(α) is used as introduced in Sect. 2.2.
By definition
Q((x1, I (x1)), E) = 0
Let the operators ∂1 and ∂2 stand for differentiating for x1 and x2 = I (x1). Differen-
tiating twice for x1 then gives
∂21 Q + 2∂1 I∂1∂2Q + ∂22 Q(∂1 I )2 + ∂2Q∂21 I = 0.
After substituting ∂21 Q = 0 = ∂22 Q (since Q is linear in all traits separately) this gives
∂21 I = −
2∂1 I∂1∂2Q
∂2Q
with ∂1 I < 0 and ∂2Q = −
∑
Lx2
L˙x2q(L˘x2) > 0. The inequality follows from the
fact that Q is a ﬁtness proxy and that λd is monotonically increasing in all demographic
parameters. We can now treat the three cases of Proposition 18.
For case (i) we can substitute ∂1∂2Q = 0 and it follows that invasion boundaries
are linear.
For case (ii) we can substitute
∂1∂2Q = −
∑
Lx1x2
L˙x1x2q(L˘x1x2) > 0. (D1)
Hence, the invasion boundaries have positive curvature and are convex.
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For case (iii) we can substitute
∂1∂2Q =
∑
Lx1
∗
×Lx2
L˙x1 L˙x2q
(
L˘x1 ∪ L˘x2
)
< 0, (D2)
where Lx1 × Lx2 denotes the Cartesian product over the two sets of loops Lx1 and
Lx2 . The star indicates that pairs of loops that are not unconnected are excluded from
the Cartesian product. Therefore the invasion boundaries have negative curvature and
are concave.
Appendix E: Curvature of the invasion boundaries in higher dimensions
We ﬁrst prove that ∂T/∂x j < 0 for all j ∈ { j, . . . ,m} if and only if at any point x
on the trade-off manifold all vectors orthogonal to the tangent plane can be chosen to
point into the interior of the positive cone. Let x∗ be a point on the trade-off manifold.
Assume that the vectors orthogonal to the tangent plane of the trade-off manifold at
x∗ can all be chosen so as to point into the interior of the positive cone. This tangent
plane consists of all vectors
y=
(
(x∗1 − x1), . . . , (x
∗
m−1 − xm−1),
m−1∑
i=1
∂T
∂xi
(x∗i −xi )
)
for some (x1, . . . , xm−1).
Because of our assumption there exists a positive normal vector n to the tangent
manifold. Then
n · y = n1(x∗1 − x1)+ · · · nm−1(x
∗
m−1 − xm−1)+ nm
m−1∑
i=1
∂T
∂xi
(x∗i − xi ) = 0.
By choosing xi = x∗i and x j = x∗j for all j = i it follows ∂T/∂xi < 0. Conversely,
by choosing nm > 0, xi = x∗i and x j = x∗j it follows from ∂T/∂xi < 0 that ni > 0.
Next we show that a singular point x∗ is locally uninvadable if and only if I ∗≻ T
where
I
∗
≻ T :⇐⇒
(
H(I )− H(T )
)
(x∗1 , . . . , x
∗
m−1) positive deﬁnite,
andwithH(I ) andH(T ) denoting theHessianmatrix of the functions I (x1, . . . , xm−1)
and T (x1, . . . , xm−1), respectively. The expression (H(I ) − H(T ))(x∗1 , . . . , x∗m−1)
describes the curvature of the manifold that results when T (x1, . . . , xm−1) is sub-
tracted from I (x1, . . . , xm−1) locally around the point of tangency. If this manifold
is convex, then locally around the singular point, except for the point of tangency, I
lies outside the feasibility set delineated by T and the singular point is uninvadable.
And indeed, any manifold U is locally around a point x∗ convex if the Hessian matrix
H(U (x∗1 , . . . , x∗m−1)) = [hi j ] is positive definite.
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We call a singular point x∗ = (x∗1 , . . . , x∗m) symmetric if
(a) ∂T
∂x1
∣∣∣
∗
= · · · = ∂T
∂xm−1
∣∣∣
∗
= −1
(b) Q(x′, E(x∗)) = Q(σ (x′), E(x∗)) for any permutation σ of x′.
We now prove Propositions 19 and 20. We use the same notation as introduced in
the previous appendix. By focusing on the traits xi , x j and xm = I (xi , x j , AO A)with
i = j, i = m and j = m, we can write
Q((xi , x j , I (xi , x j , AO A), AO A), E) = 0,
where AO A stands for all other arguments. The operators ∂i , ∂ j and ∂m stand for
differentiating for xi , x j and xm = I (xi , x j , AO A). Differentiating for xi then
gives
∂i Q + ∂m Q∂i I = 0.
Subsequently differentiating for x j gives
∂i∂ j Q + ∂i∂m Q∂ j I + ∂ j∂m Q∂i I + ∂2m Q∂i I∂ j I + ∂m Q∂i∂ j I = 0.
Using that ∂2m Q = 0, which follows from the fact that Q is linear in all traits separately,
and solving for ∂i∂ j I we get
∂i∂ j I =
−∂i∂ j Q − ∂i∂m Q∂ j I − ∂ j∂m Q∂i I
∂m Q
. (E1)
If all evolving loops are single-trait loops and if no pair of evolving loops exist that
is unconnected, then ∂k∂l Q = 0. Thus, ∂i∂ j I = 0 and invasion boundaries are linear.
This proves Proposition 19.
Evaluating at a symmetric singular point, we can replace ∂i I and ∂ j I with−1 (since
at the singular point the graph of I is tangent to the trade-off manifold). Then Eq. (E1)
simpliﬁes to
∂i∂ j I (x∗i , x
∗
j , AO A
∗) =
∂i∂m Q + ∂ j∂m Q − ∂i∂ j Q
∂m Q
. (E2)
To ﬁnd the double derivative ∂2i I (x∗i , x∗j , AO A∗) we substitute i = j in Eq. (E2)
which gives
∂2i I (x
∗
i , x
∗
j , AO A
∗) =
2∂i∂m Q
∂m Q
(E3)
with ∂m Q = −
∑
Lxm
L˙xm q(L˘xm ) > 0. The inequality follows from the fact that Q is
a ﬁtness proxy and that λd is monotonically increasing in all demographic parameters.
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A Hessian matrix H is positive definite if and only if h2i j < hi i h j j and if hi i > 0
for all i, j , since any positive definite matrix can be seen as a co-variance matrix and
vice versa. Conversely, a Hessian matrix H is negative definite if and only if for the
entries of the matrix G := −H we have g2i j < gi i g j j for all i, j .
If at least one multi-trait loop exists and all pairs of evolving loops are connected,
then
∂k∂l Q = −
∑
Lxk xl
L˙xk xl q(L˘xk xl ).
Thus, theHessianmatrix of the invasion boundary at a singular point is positive definite
if for all i, j ∈ {1, . . . ,m − 1}
a2 < 4bc, (E4)
where
a = −
∑
Lxi xm
L˙xi xm q(L˘xi xm )−
∑
Lx j xm
L˙x j xm q(L˘x j xm )+
∑
Lxi x j
L˙xi x j q(L˘xi x j )
b = −
∑
Lxi xm
L˙xi xm q(L˘xi xm )
c = −
∑
Lx j xm
L˙x j xm q(L˘x j xm )
Under the assumption that at least one multi-trait loop exists and all pairs of evolving
loops are connected we can write Q as
Q = −1+
m∑
i=1
xi
∑
Lxi
L˙xi q(L˘xi )+
∑
(i, j),i = j
i, j∈{1,...,m}
xi x j
∑
Lxi x j
L˙xi x j q(L˘xi x j )
+
∑
(i, j,k)
i = j, j =k,i =k
i, j,k∈{1,...,m}
xi x j xk
∑
Lxi x j xk
L˙xi x j xk q(L˘xi x j xk )+ . . . ,
where no function q contains a trait. The symmetry Q(x′, E(x∗)) = Q(σ (x′), E(x∗))
implies equality of the each sumover traits under a permutationσ(x ′) since these terms
lie in independent subspaces of the space of polynomials. In particular,
∑
Lxi x j
L˙xi x j q(L˘xi x j ) =
∑
Lxk xl
L˙xk xl q(L˘xk xl ).
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Thus, a = b = c which implies that Inequality (E4) is fulﬁlled. Hence, H is positive
definite and invasion boundaries are convex. This completes the proof of Proposi-
tion 20(i).
If all evolving loops are single-trait loops and at least one pair of evolving loops
exist that is unconnected, then
∂k∂l Q = −
∑
Lxk
∗
×Lxl
L˙xk L˙xl q(L˘xk ∪ L˘xl ),
and it follows that
∂2i I = −
2
∑
Lxi
∗
×Lxm
L˙xi L˙xm q(L˘xi ∪ L˘xm )∑
Lxm
L˙xm q(L˘xm )
and
∂i∂ j I = −
∑
Lxi
∗
×Lxm
L˙xi L˙xm q(L˘xi ∪ L˘xm )+
∑
Lx j
∗
×Lxm
L˙x j L˙xm q(L˘x j ∪ L˘xm )
−
∑
Lxi
∗
×Lx j
L˙xi L˙x j q(L˘xi ∪ L˘x j )∑
Lxm
L˙xm q(L˘xm )
.
From this we see that ∂2i I < 0 and H cannot be positive definite because its diagonal
entries are negative. However, −H is positive definite at a singular point if for all
i, j ∈ {1, . . . ,m − 1}
a2 < 4bc (E5)
where
a = −
∑
Lxi
∗
×Lxm
L˙xi L˙xm q(L˘xi ∪ L˘xm )−
∑
Lx j
∗
×Lxm
L˙x j L˙xm q(L˘x j ∪ L˘xm )
+
∑
Lxi
∗
×Lx j
L˙xi L˙x j q(L˘xi ∪ L˘x j )
b = −
∑
Lxi
∗
×Lxm
L˙xi L˙xm q(L˘xi ∪ L˘xm )
c = −
∑
Lx j
∗
×Lxm
L˙x j L˙xm q(L˘x j ∪ L˘xm ).
By the same argument as above, the symmetry Q(x′, E(x∗)) = Q(σ (x′), E(x∗))
implies
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∑
Lxi
∗
×Lx j
L˙xi L˙x j q(L˘xi ∪ L˘x j ) =
∑
Lxk
∗
×Lxl
L˙xk L˙xl q(L˘xk ∪ L˘xl ),
Thus, a = b = c which implies that Inequality (E5) is fulﬁlled. Hence, H is negative
definite and invasion boundaries are concave. This completes the proof of Proposi-
tion 20(ii).
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