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Abstract
In this thesis we develop direct and inverse scattering theory for Jacobi operators
which are short range perturbations of quasi-periodic finite-gap operators. We show
existence of transformation operators, investigate their properties, derive the cor-
responding Gel’fand-Levitan-Marchenko equation, and find minimal scattering data
which determine the perturbed operator uniquely. Then we apply this knowledge
to solve the associated initial value problem of the Toda hierarchy via the inverse
scattering transform.
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Preface
For a square summable complex valued sequence f(n)n∈Z the Jacobi operator H is
defined by
Hf(n) = a(n)f(n+ 1) + b(n)f(n) + a(n− 1)f(n− 1),
where a(n), b(n) are real valued and bounded. Classical scattering theory is con-
cerned with the reconstruction of a given Jacobi operator H , which is a short range
perturbation of the free Jacobi operator H0 associated with the coefficients a(n) =
1
2 ,
b(n) = 0.
We are interested in generalizing this concept by replacing the free Jacobi operator
with a quasi-periodic one. Quasi-periodic Jacobi operators arise in the setting of
reflectionless Jacobi operators with finitely many spectral gaps. Its coefficients aq(n),
bq(n) are expressible in terms of the Riemann theta function, hence they are quasi-
periodic. A special case of quasi-periodic Jacobi operators are periodic ones, i.e.
a(n+N) = a(n), b(n+N) = b(n), ∀n ∈ Z, N ∈ N.
Let Hq be a given quasi-periodic Jacobi operator and H a perturbation of Hq satis-
fying the short range assumption∑
n∈Z
|n|
(
|a(n)− aq(n)|+ |b(n)− bq(n)|
)
<∞.
With this assumption we prove the existence of Jost solutions, i.e. solutions of
a(n)ψ±(w, n + 1) + b(n)ψ±(w, n) + a(n− 1)ψ±(w, n− 1) = zψ±(w, n),
where z and w(z) denote the spectral parameter and the quasi-momentum map, re-
spectively. The Jost solutions ψ±(w, n) asymptotically look like the quasi-periodic
solutions, that is,
ψ±(w, n) = ψq,±(w, n) as n→ ±∞,
where ψq,±(w, .) denote the Baker-Akhiezer functions. The Jost solutions are used to
define the scattering data
S±(H) =
{
R±(w), |w| = 1; (ρj , γ±,j), 1 ≤ j ≤ q
}
for the pair (H,Hq) via the scattering relations
T (w)ψ±(w, n) = ψ∓(w, n) +R∓(w)ψ∓(w, n), |w| = 1,
and
1
γ±,j
=
∑
n∈Z
|ψˆ±(ρj , n)|2.
iii
The functions T (w) and R±(w) are known as transmission and reflection coefficients.
We find minimal scattering data which determine the perturbed operator uniquely.
In the inverse scattering step we reconstruct H from its scattering data S± and Hq .
In addition to being of interest of its own, scattering theory can also be used to
solve the initial value problem of the Toda equation. The Toda lattice is a simple
model for a nonlinear one-dimensional crystal,
m
d2
dt2
x(n, t) = V ′(x(n+ 1, t)− x(n, t))− V ′(x(n, t) − x(n− 1, t)), (1)
where the interaction potential is exponential, V (r) = e−r+r−1. Here x(n, t) denotes
the deviation of the n-th particle (with mass m) from its equilibrium position. The
important property of the Toda equation (1) is the existence of soliton solutions, that
is, pulslike waves which spread in time without changing their size and shape. The
existence of such solutions is usually related to complete integrability of the system.
The key to methods of solving the Toda equations based on spectral and inverse
spectral theory for the Jacobi operator is its reformulation as a Lax pair. We solve the
initial value problem of the Toda equations with asymptotically quasi-periodic initial
conditions using a procedure known as inverse scattering transform. This method
consists of three steps, namely to find the scattering data of the initial conditions, to
find the time evolution of the scattering data, and finally, to reconstruct the potential
from the (time dependent) scattering data.
Scattering theory with constant background was first developed on an informal
level by Case [8] – [13] in 1973. Guseinov [27] gave necessary and sufficient conditions
for the scattering data to determine H uniquely under the assumption
∑
n∈Z
|n|
(
|a(n)− 1
2
|+ |b(n)|
)
<∞.
Further extensions are due to Guseinov [28], [29], and Teschl [47]. The inverse scatter-
ing transform was first derived by Gardner et al. [23] in 1967 to solve the Korteweg-de
Vries equation. This method has been generalized to the Toda equation by Flaschka
[21], who also worked out the inverse procedure in the reflectionless case, with further
contributions by Boutet de Monvel et al. [4]. Additional results and an extension of
the method to the entire Toda hierarchy are due to Teschl [46], [47].
The investigation of scattering theory with periodic background has only recently
been started by Boutet de Monvel and Egorova [6], by Bazargan and Egorova [2],
and by Volberg and Yuditskii [54], who treat the case where H has a homogeneous
spectrum and is of Szego¨ class. Applications to the Toda lattice have been given by
Boutet de Monvel and Egorova [5].
Jacobi operators can be viewed as the discrete analogue of Sturm-Liouville opera-
tors and their investigation has many similarities with Sturm-Liouville theory. First
results in the case of periodic Sturm-Liouville operators have been obtained by Firsova
[19]. For further results including potentials with different spatial asymptotics see
Gesztesy et al. [25].
Spectral theory for quasi-periodic Jacobi operators and a complete algebro-geo-
metric treatment of the Toda and Kac-van Moerbeke hierarchies can be found in Bulla
et al. [7] and Teschl [48]. The reader is recommended to have a look at the monograph
[48] by Teschl as this is the main reference for the basic methods and concepts of this
thesis.
iv
Our approach uses heavily the fact that the Baker-Akhiezer function is a mero-
morphic function on the Riemann surface associated with the problem. This strategy
gives a more streamlined treatment and more elegant proofs even in the special cases
which were previously known. In this respect it is important to emphasize that, in
contradistinction to the constant background case, the upper sheet of our Riemann
surface is not simply connected and in particular not isomorphic to the unit ball.
Contents
After a brief introduction to Jacobi operators, Chapter 1 collects some well-known
facts from Riemann surfaces and introduces the Baker-Akhiezer function, following
Bulla et al. [7] and Teschl [48]. A complete characterization of the solutions of the
Jacobi equation with quasi-periodic coefficients is given by Egorova, Michor, and
Teschl [16]. In particular, the second solution at the band edges is derived using the
expression of the Baker-Akhiezer function in terms of the Riemann theta function. We
investigate the quasi-momentum map, which maps the spectrum of the unperturbed
operator on the unit circle. In the periodic case, where the integrals can be explicitly
computed, this was first done by Percolab [39]. The properties of the Baker-Akhiezer
function as a meromorphic function on the Riemann surface are presented.
In Chapter 2 we prove existence of the Jost solutions and use them to completely
determine the spectrum of the perturbed operator. In the periodic case, existence
of Jost solutions was first shown by Geronimo and Van Assche [26] and Teschl [44].
Existence of the transformation operators as well as the crucial decay estimate on
their coefficients is established in [16]. For periodic operators, this was first done by
Boutet de Monvel and Egorova [6] in the special case where all spectral gaps are open.
We derive relations between the coefficients and the kernels of the transformation
operators which are vital for the inverse scattering step. We describe the properties
of the scattering matrix. In [16] it is shown that the transmission coefficient can be
reconstructed from the reflection coefficient, which was not previously known even in
the periodic case. We develop the analog of the Gel’fand-Levitan-Marchenko theory
for perturbations of periodic and quasi-periodic operators, a procedure which allows
the reconstruction of the perturbed operator from its scattering data. By taking the
Fourier transform of the scattering relations we derive a discrete integral equation for
the kernels of the transformation operator, the Gel’fand-Levitan-Marchenko equation.
We show that the Gel’fand-Levitan-Marchenko equation has a unique solution and
prove positivity of the associated operator. A decay estimate on the kernel of the
Gel’fand-Levitan-Marchenko operator is derived. In addition, we formulate necessary
conditions for the scattering data to uniquely determine the Jacobi operator.
In Chapter 3 we show that our necessary conditions for the scattering data are
also sufficient and we present the inverse scattering procedure.
To illustrate our results we study in Chapter 4 the periodic Jacobi operator asso-
ciated with a(n) = 1, b(2n) = −1, b(2n+ 1) = 1, n ∈ Z, as an example. We perturb
this operator at n = −1 and explicitly compute the main functions for this case.
Chapter 5 introduces to the Toda hierarchy. We verify that two arbitrary bounded
solutions of the Toda system whose initial conditions satisfy the short range assump-
tion satisfy it for all t ∈ R. Then we use the scattering theory to solve the initial
value problem of the Toda equation with asymptotically quasi-periodic initial condi-
tions via the inverse scattering transform. In particular, we derive the time evolution
of the scattering data.
In Chapter 6 trace formulas are applied to scattering theory with quasi-periodic
vbackground. In the periodic case, this was first done by Teschl [45]. Finally, we
investigate the connection between the transmission coefficient and Krein’s spectral
shift theory [30].
The Appendix compiles some facts for periodic Jacobi operators and is included
for easy reference. We present a different approach to the transformation operator.
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1Chapter 1
Jacobi operators with
quasi-periodic coefficients
1.1 Jacobi operators
In this section we establish notation and recall some of the basic facts on Jacobi
operators needed in the sequel. Detailed accounts of this material can be found, for
instance, in [48].
We denote by `p(M), where 1 ≤ p ≤ ∞ andM = N, N0 = N∪{0}, Z, etc. the space
of p-summable respectively bounded complex valued sequences f = {f(n)}n∈M and
by `p(M,R) the corresponding restrictions to real valued sequences. We abbreviate
by `p±(Z) the set of sequences in `(Z) which are `
p near ±∞, i.e. sequences whose
restriction to `(±N) belongs to `p(±N). The scalar product and norm in the Hilbert
space `2(M) will be denoted by
〈f, g〉 =
∑
n∈M
f(n)g(n), ‖f‖ =
√
〈f, f〉, f, g ∈ `2(M).
Let a, b ∈ `(Z,R) be two sequences satisfying
a(n) ∈ R\{0}, b(n) ∈ R.
We introduce the second order, symmetric difference equation
τ : `(Z) → `(Z)
f(n) 7→ a(n)f(n+ 1) + b(n)f(n) + a(n− 1)f(n− 1), (1.1)
and the corresponding eigenvalue problem which is referred to as Jacobi difference
equation
τu = zu, u ∈ `(Z), z ∈ C. (1.2)
Definition 1.1. Associated with a, b ∈ `∞(Z,R), a(n) 6= 0, is the Jacobi operator H
H : `2(Z) → `2(Z)
f 7→ τf.
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The Wronskian of two sequences f , g ∈ `(Z) is defined by
Wn(f, g) = a(n)
(
f(n)g(n+ 1)− f(n+ 1)g(n)).
Green’s formula ([48], eq. (1.20))
n∑
j=m
(
f(τg)− (τf)g
)
(j) = Wn(f, g)−Wm−1(f, g), f, g ∈ `(Z), (1.3)
shows that the Jacobi operator H associated with τ is self-adjoint, that is,
〈f,Hg〉 = 〈Hf, g〉, f, g ∈ `2(Z),
since limn→±∞Wn(f, g) = 0 for f, g ∈ `2(Z). Evaluating (1.3) in the special case
where f and g both solve the Jacobi difference equation τu = zu yields that the
Wronskian is constant (i.e. does not depend on n) in this case.
Let σ(H) denote the spectrum and ρ(H) = C\σ(H) the resolvent set of H . The
matrix elements of the resolvent (H − z)−1, z ∈ ρ(H), are called Green function
G(z, n,m) = 〈δn, (H − z)−1δm〉, z ∈ ρ(H),
where
δn(m) =
{
1, m = n
0, m 6= n
is the standart basis of `(Z). The solution u±(z, n) of (1.2) which is square summable
near ±∞ exists for z ∈ C\σess(H). Here σess(.) denotes the essential spectrum. This
solutions allow a more explicit representation of the Green function
G(z, n,m) =
1
W (u−(z), u+(z))
{
u+(z, n)u−(z,m) for m ≤ n
u+(z,m)u−(z, n) for n ≤ m, z ∈ ρ(H).
1.2 Quasi-periodic Jacobi operators and Riemann
surfaces
We give a short survey of the theory and results following the presentation in [48].
Let g ∈ N0 and
E0 < E1 < E2 < · · · < E2g+1 (1.4)
be given real numbers. Define the function
R2g+2(z) =
2g+1∏
j=0
(z −Ej).
We choose R
1/2
2g+2(z) as the fixed branch
R
1/2
2g+2(z) = −
2g+1∏
j=0
√
z −Ej ,
where the square root is defined as
√
z = |√z|ei arg(z)/2, arg(z) ∈ (−pi, pi], z ∈ C.
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The surface M associated with R
1/2
2g+2(z) is a compact Riemann surface (i.e. a one-
complex-dimensional, compact, second countable, connected Hausdorff space together
with a holomorphic structure), hyperelliptic, and of genus g, that is, it can be described
as a two sheeted covering of the Riemann sphere (∼= C∪{∞}) branched at 2g+2 points.
A point on M is denoted by p = (z,±R1/22g+2(z)) = (z,±), z ∈ C, or p = ∞±, and the
projection onto C ∪ {∞} by pi(p) = z. The points {(Ej , 0), 0 ≤ j ≤ 2g + 1} ⊆ M are
called branch points and the sets
Π± =
{
(z,±R1/22g+2(z)) | z ∈ C\
g⋃
j=0
[E2j , E2j+1]
}
⊂ M
are called upper, lower sheet, respectively.
Let {aj , bj}gj=1 be loops on the surface M representing the canonical generators
of pi1(M). We require aj to surround the points E2j−1, E2j (thereby changing sheets
twice) and bj to surround E0, E2j−1 counter-clock wise on the upper sheet, with
pairwise intersection indices given by
ai ◦ aj = bi ◦ bj = 0, ai ◦ bj = δij , 1 ≤ i, j ≤ g.
The corresponding canonical basis {ζj}gj=1 for the space of holomorphic differentials
can be constructed by
ζ =
g∑
j=1
c(j)
pij−1dpi
R
1/2
2g+2
, (1.5)
where the constants c(.) are given by
cj(k) = C
−1
jk , Cjk =
∫
ak
pij−1dpi
R
1/2
2g+2
= 2
∫ E2k
E2k−1
zj−1dz
R
1/2
2g+2(z)
∈ R.
The differentials fulfill∫
aj
ζk = δj,k,
∫
bj
ζk = τj,k, τj,k = τk,j , 1 ≤ j, k ≤ g. (1.6)
Having these preparations out of the way we define the following set of real num-
bers, the Dirichlet eigenvalues.
Hypothesis H.1.2. Let
(µˆj(n0))
g
j=1 = (µj(n0), σj(n0))
g
j=1
be a list of pairs satisfying
µj(n0) ∈ (E2j−1, E2j) and σj(n0) ∈ {±1}or
µj(n0) ∈ {E2j−1, E2j} and σj(n0) = 0.
Note that in particular, µ1(n0) 6= E0 and µg(n0) 6= E2g+1.
For each given list (µˆj(n0))
g
j=1 we can recursively define a list (µˆj(n))
g
j=1 for all
n ∈ Z again fulfilling Hypothesis 1.2 ([48], Theorem 8.13), if we follow the procedure
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described in [48], Section 8.3. In addition, we get two real and bounded sequences
aq(n), bq(n) defined by
aq(n)
2 =
1
2
g∑
j=1
Rˆj(n) +
1
8
2g+1∑
j=0
E2j −
1
4
g∑
j=1
µj(n)
2 − bq(n)
2
4
> 0,
bq(n) =
1
2
2g+1∑
j=0
Ej −
g∑
j=1
µj(n), (1.7)
where
Rj(n) = lim
z→µj (n)
(z − µj(n))−
∏2g+1
l=0
√
z −El∏g
l=1(z − µl(n))
, Rˆj(n) = σj(n)Rj(n). (1.8)
Without loss of generality we choose aq(n) > 0 for all n ∈ Z. The Jacobi operator Hq
associated with aq , bq is called quasi-periodic
Hq : `
2(Z) → `2(Z)
f(n) 7→ aq(n)f(n+ 1) + bq(n)f(n) + aq(n− 1)f(n− 1).
Next, we introduce the polynomials
Gg(z, n0) =
g∏
j=1
(z − µj(n0))
Hg+1(z, n0) =
g∑
j=1
Rˆj(n0)
∏
k 6=j
(z − µk(n0)) + (z − bq(n0))Gg(z, n0)
= Gg(z, n0)
(
z − bq(n0) +
g∑
j=1
Rˆj(n0)
z − µj(n0)
)
. (1.9)
Using this notation we define two meromorphic functions on the Riemann surface M,
φ(p, n) =
Hg+1(p, n) +R
1/2
2g+2(p)
2aq(n)Gg(p, n)
=
2aq(n)Gg(p, n+ 1)
Hg+1(p, n)−R1/22g+2(p)
(1.10)
and the Baker-Akhiezer function
ψq(p, n, n0) =
n−1∏ ∗
j=n0
φ(p, j) =


∏n−1
j=n0
φ(p, j) for n > n0
1 for n = n0∏n0−1
j=n (φ(p, j))
−1 for n < n0.
(1.11)
We denote by φ±(z, n), ψq,±(z, n, n0) the chart expressions (branches) of φ(p, n),
ψq(p, n, n0) in the charts (Π±, pi), that is,
φ±(z, n) =
Hg+1(z, n)± R1/22g+2(z)
2aq(n)Gg(z, n)
=
1
2aq(n)
(
z − bq(n) +
g∑
j=1
Rˆj(n)
z − µj(n) ∓
∏2g+1
j=0
√
z −Ej∏g
j=1(z − µj(n))
)
. (1.12)
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The two branches ψq,±(z, n, n0) of the Baker-Akhiezer function are solutions of the
Jacobi difference equation τqu = zu, z ∈ C, where τq is the difference expression
associated with Hq ,
aq(n)ψq,±(z, n+ 1, n0) + bq(n)ψq,±(z, n, n0) + aq(n− 1)ψq,±(z, n− 1, n0)
= zψq,±(z, n, n0).
Moreover, ψq,±(z, n, n0) are square summable near ±∞ by [48], Theorem 8.17. Equa-
tion (1.10) immediately implies
ψq,+(z, n, n0)ψq,−(z, n, n0) =
Gg(z, n)
Gg(z, n0)
=
g∏
j=1
z − µj(n)
z − µj(n0) . (1.13)
The branch ψq,σj (z, n, n0) has a first order pole at µj(n0) if µj(n0) is away from the
band edges
lim
z→µj (n0)
(z − µj(n0))ψq,σj (z, n, n0) = ψq,σj (µj(n0), n, 1)
Rˆj(n0)
aq(n0)
(use (1.12) and ψq,±(z, n, n0) = ψq,±(z, n, 1)φ±(z, n0)) and both branches have a
square root singularity if µj(n0) coincides with a band edge El
lim
z→µj (n0)
√
z − µj(n0)ψq,±(z, n, n0) = ±
il
∏
k 6=l
√|El −Ek|
2aq(n0)
∏
k 6=j
√
El − µk(n0)
ψq,+(El, n, 1).
The Wronskian is independent of n for any solutions of the Jacobi equation with
the same parameter z, therefore
Wn=n0(ψq,+(z, n, n0), ψq,−(z, n, n0)) = aq(n0)(φ−(z, n0)− φ+(z, n0))
=
∏2g+1
j=0
√
z −Ej∏g
j=1(z − µj(n0))
. (1.14)
The Green function of Hq reads
G(z, n, n) =
ψq,+(z, n, n0)ψq,−(z, n, n0)
W (ψq,−, ψq,+)
=
∏g
j=1(z − µj(n))
−∏2g+1j=0 √z −Ej , z ∈ C\σ(Hq).
The spectrum of Hq is purely absolutely continuous and consists of g + 1 bands,
σ(Hq) =
g⋃
j=0
[E2j , E2j+1] = σac(Hq), σsc(Hq) = ∅ = σp(Hq), (1.15)
where σac(.), σsc(.), σp(.) denote the absolutely continuous, singularly continuous, and
point spectrum (set of eigenvalues). If µj(n) 6= µj(n0), then ψq,σj (n)(µj(n), n, n0) = 0
if σj(n)
2 = 1 and ψq,−(µj(n), n, n0) = ψq,+(µj(n), n, n0) = 0 if σj(n) = 0. The case
where E2j = E2j+1, that is, Hq has eigenvalues, is studied in [48], Section 8.3.
Associated with M is the Riemann theta function
θ : Cg −→ C
z = (z1, . . . , zg) 7−→
∑
m∈Zg
exp 2pii
(
〈m, z〉+ 〈m, τ m〉
2
)
,
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where 〈z, z′〉 = ∑gl=1 zlz′l denotes the scalar product in Cg and τ = (τj,k)1≤j,k≤g
the matrix of b-periods of the differentials (1.6). The Riemann theta function is
holomorphic and has the fundamental properties ([17], VI, [48], A.5)
θ(−z) = θ(z), z ∈ Cg ,
θ(z +m+ τ n) = exp (−2pii 〈n, z〉 − pii 〈n, τ n〉) θ(z), n,m ∈ Zg ,
that is, θ(z) is quasi-periodic. The Baker-Akhiezer function ψq and the function φ are
expressible in terms of the Riemann theta function ([48], Theorem 9.2)
φ(p, n) =
√
θ(z(n− 1))
θ(z(n+ 1))
θ(z(p, n+ 1))
θ(z(p, n))
exp
(∫ p
p0
ωˆ∞+,∞−
)
, (1.16)
ψq(p, n, n0) =
√
θ(z(n0 − 1))θ(z(n0))
θ(z(n− 1))θ(z(n))
θ(z(p, n))
θ(z(p, n0))
exp
(
(n− n0)
∫ p
p0
ωˆ∞+,∞−
)
,
where ω∞+,∞− is a normalized meromorphic differential with simple poles at ∞± and
corresponding residua ±1 (an abelian differential of the third kind, [48], (A.20)),
ω∞+,∞− =
∏g
j=1(pi − λj)
R
1/2
2g+2
dpi.
The hat indicates that we require the path of integration to lie in Mˆ (the fundamental
polygon associated with M). The base point p0 has been chosen to be (E0, 0). The
constants λj are determined by the normalization∫
aj
ω∞+,∞− = 2
∫ E2j
E2j−1
∏g
j=1(z − λj)
R
1/2
2g+2
dz = 0, (1.17)
which shows λj ∈ (E2j−1, E2j). We also introduced the abbreviation
z(p, n) = Aˆp0(p)− αˆp0(Dµˆ(n))− Ξˆp0 ∈ Cg , z(n) = z(∞+, n),
where Ap0 (αp0) is Abel’s map (for divisors) (cf. [48], A.4)
Ap0 : M −→ J(M)
p 7−→
[∫ p
p0
ζ
]
=
[(∫ p
p0
ζ1, . . . ,
∫ p
p0
ζg
)]
,
αp0 : Div(M) −→ J(M)
D 7−→
∑
p∈M
D(p)Ap0(p).
A divisor D on M is a map D : M → Z with D(p) 6= 0 for only finitely many p ∈ M.
The set of all divisors on M is denoted by Div(M). The Jacobian variety of M,
J(M) = Cg/{m+ τ n | m,n ∈ Zg},
is a compact, commutative, g-dimensional, complex Lie group. Abel’s map Ap0 is
injective and holomorphic and thus an embedding of M into J(M) ([17], III.6.4).
Finally, Ξp0 denotes the vector of Riemann constants,
Ξˆp0 = (Ξˆp0,1, . . . , Ξˆp0,g), Ξˆp0,j =
1−∑gk=1 τj,k
2
, p0 = (E0, 0).
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By (a special case of) Riemann’s vanishing theorem θ(z(p, n)) has zeros precisely
at µˆj(n), 1 ≤ j ≤ g,
θ(z(p, n)) = 0 ⇔ p ∈ {µˆj(n)}gj=1. (1.18)
In addition, [48], (9.27), (9.28), show
θ(z(p,m))θ(z(p, n)) > 0, C1 ≤ |θ(z(n))| ≤ C2
for pi(p) ∈ (−∞, E0) ∪ (E2g+1,∞) ∪ {∞}, m, n ∈ Z, and positive constants C1 ≤ C2.
The sequences aq(n), bq(n) can also be expressed in terms of the theta function
(e.g. [48], Theorem 9.4)
aq(n)
2 = a˜2
θ(z(n+ 1))θ(z(n− 1))
θ(z(n))2
,
bq(n) = b˜+
g∑
j=1
cj(g)
∂
∂wj
ln
(
θ(w + z(n))
θ(w + z(n− 1))
) ∣∣∣
w=0
, (1.19)
and hence are quasi-periodic with g periods. The constants a˜, b˜ depend only on the
Riemann surface
a˜ = lim
λ→∞
1
λ
exp
(∫ λ
E0
∏g
j=1(z − λj)
R
1/2
2g+2(z)
dz
)
> 0,
b˜ =
1
2
2g+2∑
j=0
Ej −
g∑
j=1
λj . (1.20)
The following criterion for aq, bq to be periodic, that is,
aq(n+N) = aq(n), bq(n+N) = bq(n), ∀n ∈ Z, N ∈ N,
is given in [31], Chapter 2 ([48], Theorem 9.6).
Theorem 1.3. A necessary and sufficient condition for aq(n), bq(n) to be periodic is
that R2g+2(z) is of the form
1
4A2p
R2g+2(z)Q(z)
2 = ∆(z)2 − 1,
where Q(z) (cf. (A.8)) is a polynomial with leading coefficient one. The period N is
given by
N = deg(Q) + g + 1.
In the periodic case,
a˜ = |Ap|1/N :=
( N∏
j=1
aq(j)
)1/N
, b˜ =
N∑
j=1
bq(j),
and
ω∞+,∞− =
1
N
2Ap∆
′dpi
R
1/2
2g+2Q
=
1
N
∆′dpi
(∆2 − 1)1/2 , (1.21)
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where ∆ denotes the Hill discriminant (A.4). By Floquet’s theory (cf. Theorem A.2)
the solutions of the periodic Jacobi equation satisfy
ψq,±(z, n+N,n0) = m±(z)ψq,±(z, n, n0), ∆(z)2 6= 1,
where m±(z) are the two branches of the Floquet multiplier m(p) (cf. (A.5))
m(p) = ψ(p,N) = (−1)N sgn(Ap) exp
(
N
∫ p
p0
ωˆ∞+,∞−
)
. (1.22)
For further information on quasi-periodic Jacobi operators and proofs of the results
discussed here we refer the reader to [48], Section 9.
1.3 The Baker-Akhiezer solutions and the quasi-
momentum map
Before we collect some basic properties of ψq(p, n, n0), let us introduce the following
fundamental solutions c, s ∈ `(Z) of the Jacobi equation
τqc(z, ., n0) = zc(z, ., n0), τqs(z, ., n0) = zs(z, ., n0)
satisfying the initial conditions
c(z, n0, n0) = s(z, n0 + 1, n0) = 1, c(z, n0 + 1, n0) = s(z, n0, n0) = 0.
In what follows, we set n0 = 0 for simplicity and omit it, i.e. ψq(p, n) := ψq(p, n, 0)
and µj := µj(0). According to (1.11), ψq,±(z, 0, 0) = 1, and [48], (2.18), implies
ψq,±(z, n) = c(z, n)∓ aq(0)m˜±(z)s(z, n)
= c(z, n) + φ±(z)s(z, n), (1.23)
where m˜± are the following pair of Weyl m-functions ([48], (2.12))
m˜±(z, n) = ∓ ψq,±(z, n+ 1)
aq(n)ψq,±(z, n)
, m˜±(z) = m˜±(z, 0). (1.24)
Recall that σ(Hq) =
⋃g
j=0[E2j , E2j+1].
Lemma 1.4. The Baker-Akhiezer solutions ψq,±(z, n) have the following properties.
(i). ψq(p, n) is real for pi(p) = z ∈ R\σ(Hq).
(ii). For z ∈ R,
|ψq,±(z, n)| ≤M |w(z)|±n, M > 0,
where
w(z) = exp
(∫ p
p0
ωˆ∞+,∞−
)
, p = (z,±R1/22g+2(z)), (1.25)
and |w(z)| = 1 for z ∈ σ(Hq), |w(z)| < 1 for z ∈ R\σ(Hq). The function |w(z)|
has minima precisely at the points λj , 1 ≤ j ≤ g, and |w(z)| → 0 for |z| → ∞.
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(iii). For p ∈ Π±,
|ψq,±(z, n)| ≤M
∣∣∣∣ a˜z
∣∣∣∣
±n
, M > 0,
where a˜ depends only on the Riemann surface, that is, on {Ej}2g+1j=0 .
Proof. For (i) and (ii) see [48], Lemma 9.3.
(iii). Since θ(z(p, n)) is quasi-periodic and hence bounded with respect to n ∈ Z
we can estimate this terms by a constant. The path of integration may intersect
b-cycles since all a-periods are zero (arguing via homology theory). Suppose p ∈ Π±,
then ([48], (9.42))
exp
(∫ p
p0
ω∞+,∞−
)
= exp
(∫ λ
E0
∏g
j=1(z − λj)
∓∏2g+1j=0 √z −Ej dz
)
= −
( a˜
z
)±1(
1 +
b˜
z
+
c˜
z2
+O(
1
z3
)
)±1
,
where a˜ and b˜ are defined in (1.20).
Our next aim is to find linearly independent solutions of τqu = zu for all z ∈ C.
The Wronskian (1.14) shows that ψq,±(z, n) are linearly dependent at the band edges
Ej , 0 ≤ j ≤ 2g + 1.
Lemma 1.5. ([16]). The solutions of τqu = zu can be characterized as follows.
(i). If R2g+2(z) 6= 0, there exist two solutions satisfying
ψq,±(z, n) = θ±(z, n)w(z)±n, w(z) = exp
(∫ (z,+)
p0
ωˆ∞+,∞−
)
,
with θ±(z, n) quasi-periodic.
(ii). If R2g+2(z) = 0, z = Ej , there are two solutions satisfying
ψq(Ej , n) = ψq,+(Ej , n) = ψq,−(Ej , n), ψˆq(Ej , n) = ψq(Ej , n)(θˆj(n) + n),
(1.26)
where θˆj(n) is quasi-periodic.
Proof. (ii). By (1.12), ψq,+(Ej , n) = ψq,−(Ej , n). We construct a second linearly
independent solution at z = E = El using
s(E, n) = lim
z→E
aq(0)
ψq,+(z, n)− ψq,−(z, n)
W (ψq,−(z), ψq,+(z))
,
which we obtain by (1.23),
ψq,+(z, n)− ψq,−(z, n) = −aq(0)
(
m˜+(z) + m˜−(z)
)
s(z, n),
and W (ψq,+(z), ψq,−(z)) = aq(0)2(m˜+(z) + m˜−(z)). Without loss of generality we
assume that Ej does not coincide with one of the Dirichlet eigenvalues µj (otherwise
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shift the base point n0). To derive an expression for ψq,±(z) at z = E + 2 we start
with
R
1/2
2g+2(z) = −
2g+1∏
j=0
√
El + 2 −Ej = −
∏
j 6=l
√
El + 2 −Ej = (R˜(El) +O(2)).
Moreover,
W (ψq,−(z), ψq,+(z)) =
R
1/2
2g+2(z)
G(z, 0)
=
R˜(El)
G(El + 2, 0)
(1 +O(2)).
For p = (E + 2,±R1/22g+2(E + 2)),
∫ p
p0
ωˆ∞+,∞− =
∫ E
p0
ωˆ∞+,∞− ±
∫ 2
0
∏g
j=1(E + x− λj)√
xR˜(E + x)
dx
=
∫ E
p0
ωˆ∞+,∞− ±
2
∏g
j=1(E − λj)
R˜(E)
+O(3) =:
∫ E
p0
ωˆ ± β+O(3).
By (1.5),
z(p, n) =
∫ p
p0
ζ − αˆp0(Dµˆ(n))− Ξˆp0 = z(E, n)±
g∑
j=1
c(j)
∫ 2
0
(E + x)j−1dpi√
xR˜(E + x)
dx
= z(E, n)±
g∑
j=1
c(j)
2Ej−1
R˜(E)
+O(3) =: z(E, n)± γ +O(3)
and
θ(z(p, n)) = θ(z(E, n))± ∂θ
∂z
(z(E, n)) γ + O(3) =: θ(n) ± θ′(n) +O(2).
We obtain for the Baker-Akhiezer functions
ψq,±(z, n) = C(n, 0)
θ(z(p, n))
θ(z(p, 0))
exp
(
n
∫ p
p0
ωˆ∞+,∞−
)
= ψq,±(E, n)
(
1±
(θ′(n)
θ(n)
− θ
′(0)
θ(0)
)
+O(2)
)
exp(±nβ +O(3))
= ψq,±(E, n)
(
1± (θ˜(n) + nβ)+O(2)
)
,
where we abbreviated θ˜(n) = θ
′(n)
θ(n) − θ
′(0)
θ(0) . Finally,
s(E, n) = aq(0)G(E, 0)ψq,±(E, n) lim
↓0
2(θ˜(n) + nβ)+O(2)
R˜(E)
=
2aq(0)G(E, 0)
R˜(E)
ψq(E, n)(θ˜(n) + nβ), (1.27)
thus a second linearly independent solution is given by
ψˆq(E, n) = ψq(E, n)(θˆ(n) + n),
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where
θˆ(n) =
1∏g
j=1(E − λj)
g∑
j,k=1
Ejck(j)
∂
∂wk
ln θ(z(E, n) + wj). (1.28)
Note that θ˜(1) = R˜(E)H(E,0) − β since
1 = s(E, 1) =
2a(0)G(E, 0)
R˜(E)
φ(E, 1)(θ˜(1) + β).
Remark 1.6. (i). Since ψq(z, n) has a singularity if z = µj , the solutions in Lemma
1.5 are not well-defined for those z. However, one can either remove the singularities
of ψq(z, n) or choose a different normalization point n0 6= 0 to see that solutions of
the above type exist for every z.
(ii). In the periodic case Floquet theory tells you that there are two possible cases
at a band edge: Either two (linearly independent) periodic solutions or one periodic
and one linearly growing solution. The above lemma shows that the first case happens
if the corresponding gap is closed and the second if the gap is open.
To understand the properties of the Baker-Akhiezer solutions we have to investi-
gate the quasi-momentum map
w(z) = exp
(∫ p
p0
ωˆ∞+,∞−
)
, p = (z,+). (1.29)
Since λj ∈ (E2j−1, E2j), the integrand is a Herglotz function, that is, a holomorphic
function F : C+ → C+, and admits the following representation (cf. [48], App. B)∏g
j=1(z − λj)
R
1/2
2g+2(z)
=
∫ ∞
−∞
1
λ− z dµ˜(λ)
with the probability measure
dµ˜(λ) =
∏g
j=1(λ− λj)
piiR
1/2
2g+2(λ)
χσ(Hq)(λ)dλ.
Hence
g(z,∞) =
∫ p
p0
ω∞+,∞− =
∫ z
E0
∫ ∞
−∞
1
λ− ζ dµ˜(λ)dζ
=
∫ ∞
−∞
ln
(
λ−E0
λ− z
)
dµ˜(λ).
In particular, note that −Re(g(z,∞)) is the Green’s function of the upper sheet Π+
with a pole at∞+ and µ˜ is the equilibrium measure of the spectrum (see [52], Theorem
III.37). We will abbreviate g(z) = g(z,∞).
The asymptotic expansion of exp(g(z)) is given by ([48], (9.42))
exp
(∫ p
p0
ωˆ∞+,∞−
)
= − a˜
z
(
1 +
b˜
z
+O(
1
z2
)
)
, z → ±∞, (1.30)
with a˜, b˜ defined in (1.20).
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Theorem 1.7. The map g is a bijection from the upper (resp. lower) half plane
C± = {z ∈ C | ±Im(z) > 0} to
S± = {z ∈ C | ±Re(z) < 0, 0 < Im(z) < pi}\
g⋃
j=1
[g(λj), g(E2j+1)]
such that σ(Hq) = {z | Re(z) = 0}.
Proof. Consider the Jacobian matrix of g(z)
d(g) =
(
Re(g˜) Im(g˜)
−Im(g˜) Re(g˜)
)
.
Due to the Herglotz property, Im(g˜) > 0, and ig(z) has positive diagonal entries.
Thus it satisfies the conditions of [38], Theorem 1(b) in Chapter VI, which shows
that ig(z) is one-to-one.
To prove that g(z) is surjective, we first show that the boundary of C+ is mapped
to the boundary of S+. Note that g(λ) is negative for λ < E0 and purely imaginary
for λ ∈ [E0, E1]. At E1, the real part starts to decrease from zero until it hits its
minimum at λ1 and increases again until it becomes 0 at E2 (since all a-periods are
zero, cf. (1.17)), while the imaginary part remains constant. Proceeding like this we
move along the boundary of S+ as λ moves along the real line. For λ > E2g+1, g(λ)
is again negative.
Since dg 6= 0, g(z) is a local diffeomorphism and hence an open map. Suppose
w ∈ S+ lies not in the image of g(.). Then w is either a boundary point of g(C+)
or there exists an open set w ∈ Uw ⊂ S+ with ∂(Uw) ⊂ ∂(g(C+)). W.l.o.g. let w be
the boundary point, that is, there exists (xn)n ∈ g(C+) with xn → w. Since g−1 is
continuous, g−1(xn) → g−1(w). The point g−1(w) ∈ C+, because ∂(C+) is mapped
to ∂(S+). Since g(.) is a local diffeomorphism, the open sets Ug−1(xn), Ug−1(w) must
be mapped to open sets in g(C+), which is a contradiction to w /∈ g(C+).
Remark 1.8. In the special case where Hq is periodic the quasi-momentum is given
by w(z) = exp(iN−1 arccos∆(z)), where ∆(z) is the Floquet discriminant, and our
result is due to [39].
Therefore the map
w : C± −→ W± = {w ∈ C | |w| < 1,±Im(w) > 0}\
g⋃
j=1
[w(λj ), w(E2j+1)]
z 7−→ exp(g(z))
is bijective. Denote W = W+ ∪W− ∪ (−1, 1)\{0}. If we identify the correspond-
ing points on the slits [w(λj ), w(E2j+1)] we obtain a Riemann surface W which is
isomorphic to the upper sheet Π+.
Remark 1.9. In [39], the largest band edge E2g+1 is chosen for the base point p0
instead of E0 and w will map C
± →W∓ in this case. Moreover, in the periodic case
the slits [w(λj), w(E2j+1)] appear at equal angles 2pi/N , where N is the period.
Since z 7→ exp(g(z)) is a bijection, we consider the Baker-Akhiezer functions ψq,±
as functions of the new parameter w whenever convenient (for notational simplicity
1.3. The Baker-Akhiezer solutions and the quasi-momentum map 13
we set ψq,±(λ(w), n) = ψq,±(w, n) and similarly for other quantities). They inherit
the following properties: ψq,±(w, n) ∈ `2±(Z) for |w| < 1, ψq,±(w, n) are real on the
slits [w(λj), w(E2j+1)], and have equal values in the (with respect to the real axis)
symmetric points of the slits. The functions ψq,±(w, n) are meromorphic in W and
continuous up to the boundary with the only possible singularities at the images of
the Dirichlet eigenvalues w(µj) and at 0. More precisely, denote by M± the sets of
singularities of the Weyl m-functions m˜±(λ), i.e. M+∪M− = {µj}gj=1 (see (1.11) and
[48], Section 2.1). Note that µj ∈ M+ ∩M− if and only if µj = El, in this case both
m˜±(λ) have a square root singularity at µj . Then
(B1) ψq,±(w, n) ∈ `2±(Z), |w| < 1, w /∈ {w(µj)}.
(B2) ψq,±(w, n) are holomorphic in W\({w(µj)}gj=1 ∪ {0}) and continuous on the
boundary ∂W\{w(µj)}gj=1.
(B3) ψq,±(w, n) have a simple pole at w(µj) if µj ∈ M±\{El}, no pole if µj 6∈ M±,
and if µj = El,
ψq,±(w, n) = ± i
lC(n)
w − wl +O(1), (1.31)
where C(n) is bounded and real, wl := w(El).
(B4) ψq,±(w, n) = ψq,∓(w, n) = ψq,±(w, n) for |w| = 1.
Define for w ∈ C+ ∩ [w(λj ), w(E2j+1)]
ψq(w
±, .) := lim
→0
ψq(we
∓i, .), ψq(w±, .) := lim
→0
ψq(we
±i, .),
then ψq,±(w±, n) = ψq,±(w±, n) ∈ R.
Abbreviate m˜±(λ) = lim↓0 m˜±(λ + i, 0), λ ∈ R. Then (B4) is equivalent to
Im(m˜+(λ)) = Im(m˜−(λ)), that is, the quasi-periodic Jacobi operator is reflectionless
(e.g. [48], Lemma 8.1).
In order to find an orthonormal basis for the Hilbert space L2(σ(Hq),C
2, dλ) we
consider the eigenfunction expansion for Hq . We choose
U(λ, n) =
(
ψq,+(λ, n)
ψq,−(λ, n)
)
= V (λ)
(
c(λ, n)
s(λ, n)
)
as a new basis for the space of solutions, where
V (λ) =
(
1 −aq(0)m˜+(λ)
1 aq(0)m˜−(λ)
)
.
Since the spectrum of Hq is purely absolutely continuous, this choice of basis diago-
nalizes the matrix measure dρac given in [48], (2.150),
dρ˜ac(λ) = (V
−1(λ))∗dρac(λ)V −1(λ) =
1
4aq(0)2piIm(m˜+(λ))
(
1 0
0 1
)
dλ.
We have a corresponding Hilbert space L2(R,C2, dρ˜ac) with scalar product given by
〈F ,G〉L2 =
1∑
i,j=0
∫
R
Fi(λ)Gj(λ)(dρ˜ac(λ))i,j =
∫
R
F (λ)G(λ)dρ˜ac(λ).
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The vector valued functions U(λ, n) are orthogonal with respect to dρ˜ac
〈U(λ,m), U(λ, n)〉L2 = 1
4aq(0)2pi
∫
R
U(λ,m)U(λ, n)
1
Im(m˜+(λ))
(
1 0
0 1
)
dλ = δm,n.
(1.32)
Now we can read off the normalization. Set
V˜ (λ) =
√
1
4aq(0)2piIm(m˜+(λ))
V (λ), U˜(λ, n) = V˜ (λ)
(
c(λ, n)
s(λ, n)
)
.
Transforming the matrix measure to this normalized basis
(V˜ −1(λ))∗dρac(λ)V˜ −1(λ) =
(
1 0
0 1
)
dλ
yields that U˜(λ, .) are orthogonal with respect to the Lebesgue measure dλ
〈U˜(λ,m), U˜(λ, n)〉L2 =
∫
R
(ψ˜q,+(λ,m)ψ˜q,+(λ, n) + ψ˜q,−(λ,m)ψ˜q,−(λ, n))dλ = δm,n.
(1.33)
Lemma 1.10. The vector valued functions
U˜(λ, n) =
(
ψ˜q,+(λ, n)
ψ˜q,−(λ, n)
)
=
√
1
4aq(0)2piIm(m˜+(λ))
(
ψq,+(λ, n)
ψq,−(λ, n)
)
form an orthonormal basis for the Hilbert space L2(σ(Hq),C
2, dλ).
We even obtain a unitary transformation U : `2(R) → L2(R,C2, dλ) defined by
(Uf)(λ) =
∑
n∈Z
f(n)U˜(λ, n),
(U
−1
F )(n) =
∫
R
U˜(λ, n)F (λ)dλ,
which maps the operator Hq to the multiplication operator by λ (compare with [48],
Section 7.5)
UHqU
−1
= H˜, where H˜F (λ) = λF (λ), F (λ) ∈ L2(R,C2, dλ).
Using our map w(z) = exp(
∫ (z,+)
p0
ωˆ∞+,∞−) we can transform the orthonormal
basis of Lemma 1.10 into an orthonormal basis on the unit circle. By (1.12), (1.11),
we have ψq,±(λ, n) = ψq,∓(λ, n) for λ ∈ σ(Hq) and thus ψq,±(w, n) = ψq,∓(w, n) for
|w| = 1. Denote
exp
(∫ p
p0
ωˆ∞+,∞−
)
= exp(iθ) = w,
then
dθ
dz
=
1
i
∏g
j=1(z − λj)
−∏2g+1j=0 √z −Ej ,
dw
dz
= w
∏g
j=1(z − λj)
−∏2g+1j=0 √z −Ej , (1.34)
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and (1.32) becomes
δm,n =
1
4aq(0)2pi
∫
R
U(λ,m)U(λ, n)
1
Im(m˜+(λ))
(
1 0
0 1
)
dλ
=
1
4aq(0)2pi
∫
σ(Hq)
(ψq,+(λ,m)ψq,+(λ, n) + ψq,−(λ,m)ψq,−(λ, n))
dλ
Im(m˜+(λ))
=
1
4aq(0)2pi
∫ pi
0
(
ψq,+(λ(eiθ),m)ψq,+(λ(e
iθ), n)
+ψq,−(λ(eiθ),m)ψq,−(λ(eiθ), n)
) 1
Im(m˜+(eiθ))
−i∏2g+1j=0 √eiθ −Ej∏g
j=1(e
iθ − λj) dθ.
(1.35)
Lemma 1.11. Both functions ψq,+(w, n) and ψq,−(w, n) form orthonormal bases in
the Hilbert space L2(S1, 12piidω), where
dω(w) =
g∏
j=1
λ(w) − µj
λ(w) − λj
dw
w
.
Remark 1.12. Equivalently, both functions√√√√ g∏
j=1
λ(w) − µj
λ(w) − λj ψq,±(w, n),
form orthonormal bases in the Hilbert space L2(S1, 12piidλ).
Proof. Abbreviate
ψ˜q,±(w, n) =
(
− i
∏2g+1
j=0 (λ(w) −Ej)1/2
2aq(0)2Im(m˜+(λ(w)))
∏g
j=1(λ(w) − λj)
)1/2
ψq,±(w, n), (1.36)
then (1.35) is equal to
δm,n =
1
2pi
∫ pi
0
(ψ˜q,+(λ(eiθ),m)ψ˜q,+(λ(e
iθ), n) + ψ˜q,−(λ(eiθ),m)ψ˜q,−(λ(eiθ), n))dθ
=
1
2pi
∫ pi
−pi
ψ˜q,+(λ(eiθ),m)ψ˜q,+(λ(e
iθ), n)dθ
=
1
2pii
∫
|w|=1
ψ˜q,+(w,m)ψ˜q,+(w, n)
dw
w
.
Since the Weyl m-functions differ from φ±(z, n) only by a constant (cf. (1.24)), (1.12)
implies
m˜+(z) = −φ+(0)
aq(0)
= − 1
2aq(0)2
(
z − b(0) +
g∑
j=1
Rˆj(0)
z − µj −
∏2g+1
j=0
√
z −Ej∏g
j=1(z − µj)
)
.
Therefore
Im(m˜+(z)) =
∏2g+1
j=0
√
z −Ej
i2aq(0)2
∏g
j=1(z − µj)
, z ∈ σ(Hq), (1.37)
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Im(m˜+(z)) = 0 for z ∈ R\σ(Hq), and
ψ˜q,±(w, n) =
√√√√ g∏
j=1
λ(w) − µj
λ(w) − λj ψq,±(w, n).
Observe that dω is meromorphic on W with a simple pole at w = 0. In particular,
there are no poles at w(λj).
In the periodic case,
w = exp
(∫ p
p0
∆′(ζ)
N(∆2(ζ)− 1)1/2 dζ
)
=: exp
(∫ p
p0
g˜(ζ)dζ
)
. (1.38)
Lemma 1.13. Let λ ∈ σ(Hp) and let ψp,±(λ) be the Floquet solutions, then
‖ψp,±(λ)‖2N :=
N∑
n=1
|ψp,±(λ, n)|2 = 2ap(0)2N Im(m˜+(λ))Im(g˜(λ)), (1.39)
where g˜ is defined by (1.38).
Proof. The first resolvent identity ([48], (2.4))
Im(m˜+(z)) = Im(z)〈δ1, (Hq,+ − z)−1(Hq,+ − z)−1δ1〉
= Im(z)‖(Hq,+ − z)−1δ1‖2
=
Im(z)
ap(0)2
∞∑
j=1
|ψq,+(z, j)|2 (1.40)
holds for arbitrary Jacobi operators. Since we are interested in Floquet solutions,
ψp,+(z, n) = p+(z, n)e
inq(z) by Theorem A.2 and
∞∑
j=1
|ψp,+(z, j)|2 =
N∑
j=1
∣∣∣p+(z, j)eijq(z)∣∣∣2 ∞∑
k=0
∣∣∣eiNkq(z)∣∣∣2
= ‖ψp,+(z)‖2N
1
1− |eiNq(z)|2 .
For λ ∈ σ(Hq),
∣∣∣eiNq(λ+i)∣∣∣2 = exp
(
2NRe
∫ λ+i
E0
g˜(ζ)dζ
)
= exp
(
2NRe
∫ λ
E0
g˜(ζ)dζ + 2NRe
∫ λ+i
λ
g˜(ζ)dζ
)
= exp
(
0 + 2NRe
∫ 
0
g˜(λ+ iζ)idζ
)
= exp
(
−2N Im
∫ 
0
g˜(λ+ iζ)dζ
)
≈ 1− 2N Im(g˜(λ)) +O(2),
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and (1.40) yields
Im(m˜+(λ)) =
‖ψp,+(λ)‖2N
2ap(0)2N Im(g˜(λ))
, λ ∈ σ(Hp). (1.41)
Corollary 1.14. ([6]). In the periodic case, we infer for the norm
‖ψp,±(λ)‖2N = N
N−1∏
j=1
λ− λj
λ− µj . (1.42)
The normalized Floquet solutions
ψ˜p,±(w, n) := ψp,±(w, n)
√
N
‖ψp,±(w)‖N
form orthonormal bases in the Hilbert space L2(S1, 12piidλ).
Proof. Insert (1.37) and
Im(g˜(λ)) =
1
N
Im
(
∆′(λ)
(∆2(λ)− 1)1/2
)
= i
∏N−1
j=1 (λ− λj)∏2N−1
j=0
√
λ−Ej
into (1.39) to obtain the norm. For the second assertion proceed as in (1.35) and
Lemma 1.11.
Lemma 1.15. The functions ψq,±(w, n) have the following asymptotic behavior as
w → 0
ψq,±(w, n) = (−1)n
(∏n−1
j=0 aq(j)
a˜n
)±1
w±n +O(w±n+1),
with a˜ ∈ R as in (1.20). In the periodic case, a˜ = ∣∣∏Nj=1 ap(j)∣∣1/N .
Proof. The functions φ± have the following expansions near ±∞ ([48], Theorem 9.4)
φ±(z, n) =
(aq(n)
z
)±1(
1± bq(n+
1
0
)
z
+O(
1
z2
)
)
, z → ±∞,
and therefore
ψq,±(z, n) =
n−1∏
j=0
φ±(z, j) (1.43)
=
(∏n−1
j=0 aq(j)
zn
)±1(
1±
∑n−1
j=0 bq(j +
1
0
)
z
+O(
1
z2
)
)
, z → ±∞.
Equation (1.30) implies
1
z
= −w
a˜
(1 +O(w)), w → 0, (1.44)
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hence
ψq,±(w, n) =
n−1∏
j=0
aq(j)
±1
(
− w
a˜
(1 +O(w))
)±n
= (−1)n
(∏n−1
j=0 aq(j)
a˜n
)±1
w±n(1 +O(w)), w → 0.
In the periodic case, (A.4) and (A.6) imply that
∆(z) =
1
2Ap
zN +O(zN−1) =
wN + w−N
2
, w → 0, (1.45)
and thus z = A
1/N
p w−1 +O(1). Inserting this in
ψp,−(z, n) = m−(z)sp(z, n) + cp(z, n) =
zn∏n−1
j=0 ap(j)
+O(zn−1), z →∞,
yields the desired result. The formula for ψp,+(w, n) follows then from (1.13) which
shows ψp,+(z, n)ψp,−(z, n) = 1 + O(z−1). The result in the periodic case was first
given in [6].
19
Chapter 2
Direct scattering theory for
quasi-periodic Jacobi
operators
2.1 Existence of Jost solutions
Suppose that aq(n), bq(n) are given quasi-periodic sequences with corresponding Ja-
cobi operator Hq as discussed in Chapter 1. In this section we want to study short-
range perturbations H of Hq associated with sequences a, b satisfying a(n) → aq(n)
and b(n) → bq(n) as |n| → ∞. More precisely, we will make the following assumption
throughout this work.
Hypothesis H.2.1. Let H be a perturbation such that
∑
n∈Z
|n|
(
|a(n)− aq(n)|+ |b(n)− bq(n)|
)
<∞. (2.1)
We first establish existence of Jost solutions, that is, solutions of the perturbed
system which asymptotically look like the Baker-Akhiezer solutions. For the proof we
will need the Volterra sum equation.
Lemma 2.2. ([48], Lemma 7.8). Consider the Volterra sum equation
f(n) = g(n) +
∞∑
m=n+1
K(n,m)f(m).
If there is a sequence Kˆ(n,m) such that
|K(n,m)| ≤ Kˆ(n,m), Kˆ(n+ 1,m) ≤ Kˆ(n,m), Kˆ(n, .) ∈ `1(0,∞),
then, for given g ∈ `∞(0,∞), there is an unique solution f ∈ `∞(0,∞) fulfilling
|f(n)| ≤
(
sup
m>n
|g(m)|
)
exp
( ∞∑
m=n+1
Kˆ(n,m)
)
.
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If g(n) and K(n,m) depend continuously (resp. holomorphically) on a parameter and
if Kˆ does not, then f(n) also depends continuously (resp. holomorphically) on that
parameter.
Lemma 2.3. Assume (H.2.1). Then there exist solutions ψ±(z, .), z ∈ C, of τψ = zψ
satisfying
lim
n→±∞
∣∣w(z)∓n(ψ±(z, n)− ψq,±(z, n))∣∣ = 0, (2.2)
where ψq,±(z, .) are the Baker-Akhiezer functions and w(z) = exp(
∫ p
p0
ωˆ∞+,∞−) (cf.
(1.25)). Moreover, ψ±(z, .) are continuous respectively holomorphic with respect to z
whenever ψq,±(z, .) are and they inherit the properties (B1)-(B3) where
ψ±(z, n) =
ilC±(n)√
z − µj +O(1) (2.3)
if µj coincides with a band edge El.
Proof. We only prove the claim for ψ+(z, .). If ψ satisfies the inhomogeneous Jacobi
equation
(τq − z)ψ = g (2.4)
with g = (τq − τ)ψ, then τψ = zψ. By the general theory (e.g. [48], Chapter 1),
the solution of (2.4) can be completely reduced to the solution of the corresponding
homogeneous Jacobi equation (τq − z)ψq = 0. Define
Kq(z, n,m) =
sq(z, n,m)
aq(m)
,
where sq(z, .,m) is the fundamental solution of τqs = zs with initial conditions
sq(z,m,m) = 0, sq(z,m+ 1,m) = 1. Suppose that ψ+(z, .) satisfies
ψ+(z, n) = ψq,+(z, n)−
∞∑
m=n+1
Kq(z, n,m)((τq − τ)ψ+(z))(m), (2.5)
then ψ+(z, .) fulfills (2.4) and (2.2) as can be computed directly. Green’s formula
(1.3) implies for τ − τq =: τ˜
∞∑
m=n+1
Kq(z, n,m)(τ˜ψ+(z))(m) = W˜∞(Kq(z, n), ψ+(z))− W˜n(Kq(z, n), ψ+(z))
+
∞∑
m=n+1
(τ˜Kq(z, n, .))(m)ψ+(z,m),
where W˜∞(Kq, ψ+) = 0 and W˜n(Kq, ψ+) = (a(n)− aq(n))aq(n)−1ψ+(z, n). We set
ψˆ+(z, n) := w(z)
−nψ+(z, n)
to get a sequence which is bounded near +∞ and obtain
a(n)
aq(n)
ψˆ+(z, n) = ψˆq,+(z, n) +
∞∑
m=n+1
w(z)m−nK˜q(z, n,m)ψˆ+(z,m), (2.6)
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where
K˜q(z, n,m) := ((τ − τq)Kq(z, n, .))(m)
=
sq(z, n,m+ 1)
aq(m+ 1)
(
a(m)− aq(m)
)
+
sq(z, n,m)
aq(m)
(
b(m)− bq(m)
)
+
sq(z, n,m− 1)
aq(m− 1)
(
a(m− 1)− aq(m− 1)
)
. (2.7)
If we can apply the Volterra sum equation (Lemma 2.2) to (2.6), the proof will be
finished. To do so, we need an estimate for w(z)m−nK˜q(z, n,m) or, equivalently, for
sq(z, n, .). The Wronskian (1.14) implies that ψq,+(z, n,m), ψq,−(z, n,m) are linearly
independent for z 6= Ej . In this case,
sq(z, n,m) = α1ψq,+(z, n,m) + α2ψq,−(z, n,m), z 6= Ej ,
for some constants α1,2. By Lemma 1.4, |ψq,±(z, n,m)| ≤M |w(z)|±(n−m), thus
|w(z)m−nKˆq(z, n,m)| ≤ c(m)M ′
(
1 + |w(z)|2(m−n)) =: K(z, n,m),
where c(m) = |a(m) − aq(m)| + |b(m) − bq(m)| + |a(m − 1) − aq(m − 1)| and M ′
depends on inf{ap(m)} and |w(z)|. By H.2.1, c(.) ∈ `1(Z,R) and Lemma 1.4 shows
that |w(z)| ≤ 1 for z ∈ R and |w(z)|m = O(|z|−m) for p ∈ Π+ with pi(p) = z. Hence
K(z, n, .) ∈ `1(N) as desired. Since w(z) is continuous with respect to z, K(z, n,m)
can be chosen independent of z as long as z varies in compacts. The claim about
continuity (resp. holomorphy) of ψ±(z, .) follows then from Lemma 2.2.
For z = E, (1.27) implies
sq(E, n,m) =
2aq(m)G(E,m)
R˜(E)
ψq(E, n,m)
(
θ˜(n,m) + (n−m)β)
and
|w(E)m−nKˆq(E, n,m)| ≤ Cc(m)
∣∣θ˜(n,m) + (n−m)β∣∣ ∈ `1(N,R)
finishes the proof.
Remark 2.4. Note that a(n) 6= 0 for n ∈ Z, since
a(n) =
W (ψ+(λ), ψ+(λ))
ψ+(λ, n)ψ+(λ, n+ 1)− ψ+(λ, n+ 1)ψ+(λ, n)
.
Moreover, µˆ1(n) 6= (E0, 0) for n ∈ Z by H.1.2, thus (1.18) implies
ψq(p0, n) = C(n, 0)
θ(z(p0, n))
θ(z(p0, 0))
6= 0 ∀n ∈ Z. (2.8)
Next, we want to establish the connection between the spectra of H and Hq . The
difference expression τ is called oscillatory if one (hence any) solution of τu = 0 has
an infinite number of nodes. A point n ∈ Z is called a node of u if either ([44])
u(n) = 0 or a(n)u(n)u(n+ 1) > 0.
In the special case a(n) < 0, n ∈ Z, a node is precisely a sign flip of u.
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Theorem 2.5. Assume (H.2.1).
(i). σess(H) = σ(Hq).
(ii). The point spectrum of H is finite and confined to the spectral gaps of Hq, i.e.
σp(H) ⊂ R\σ(Hq).
(iii). The essential spectrum of H is purely absolutely continuous, σess(H) = σac(H).
Proof. We essentially follow the proof of [48], Theorem 7.11.
(i). The essential spectrum only depends on the asymptotic behavior of the se-
quences a(n), b(n) ([48], Lemma 3.9), therefore σess(H) = σess(Hq).
(ii). We consider the solutions ψ±(λ, .) of τψ = λψ for λ ∈ σ(Hq) found in
Lemma 2.3. Since ψ±(λ, .), λ ∈ σ(Hq), are bounded and do not vanish near ±∞,
there are no eigenvalues in the essential spectrum of H . Furthermore,
lim
n→±∞
∣∣w(z)∓n(ψ±(E0, n)− ψq,±(E0, n))∣∣ = 0
implies that H−E0 is non-oscillatory since by (2.8) and (1.26), |ψq,±(E0, n)| ≥  > 0,
n ∈ Z. By [48], Corollary 4.11 (Remark 4.12), there are only finitely many eigenvalues
below E0 (above E2g+1) if H − E0 is non-oscillatory. Applying [48], Corollary 4.20,
in each spectral gap (E2j−1, E2j), 1 ≤ j ≤ g, shows that the number of eigenvalues in
the gaps is finite as well.
(iii) follows from (i) since σ(Hq) is purely absolutely continuous (cf. (1.15)).
2.2 The transformation operator
We define the kernel of the transformation operator as the Fourier coefficients of the
Jost solutions ψ±(w, n) with respect to the orthonormal system given in Lemma 1.11,
{ψq,±(w, n)}n∈Z,
K±(n,m) :=
1
2pii
∫
|w|=1
ψ±(w, n)ψq,∓(w,m)dω(w). (2.9)
Since ψ±(w, .) have the same value on the (with respect to the real axis) symmetric
points of the slits [w(λj ), w(E2j+1)], the functions ψ±(w, n)ψq,∓(w,m) have equal
values on the slit sides Sk,± and
1
2pii
g∑
k=1
(∫
Sk,+
ψ±(w, n)ψq,∓(w,m)dω(w) +
∫
Sk,−
ψ±(w, n)ψq,∓(w,m)dω(w)
)
= 0.
(2.10)
The functions ψ±(w, n), ψq,∓(w,m) are holomorphic in W and continuous up to
∂W\{w(µj}. By the Cauchy theorem, K±(n,m) equals the residue at w = 0,
K±(n,m) = Res0
1
w
ψ±(w, n)ψq,∓(w,m).
In particular, since ψ±(w, n)ψq,∓(w,m) = O(w±(n−m)), we conclude
K±(n,m) = 0, ±(m− n) < 0. (2.11)
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Lemma 2.6. ([16]). Assume H.2.1. The Jost solutions ψ±(w, n) can be represented
as
ψ±(w, n) =
±∞∑
m=n
K±(n,m)ψq,±(w,m), |w| = 1, (2.12)
where the kernels K±(n, .) satisfy K±(n,m) = 0 for ±m < ±n and
|K±(n,m)| ≤ C
±∞∑
j=[ m+n
2
]±1
(
|a(j)− aq(j)|+ |b(j)− bq(j)|
)
, ±m > ±n. (2.13)
The constant C depends only on Hq and the value of the sum in (2.1).
Proof. We prove the estimate for K+(n,m) and omit ”+” and ”z” whenever possible.
Define ϕ(n) = ψ(n)K(n, n)−1, then ϕ fulfills
zϕ(n) =
a(n)2
aq(n)
ϕ(n+ 1) + b(n)ϕ(n) + aq(n− 1)ϕ(n− 1) =: (Hˆϕ)(n).
We abbreviate
a˜(m) =
a(m)2
aq(m)
− aq(m), b˜(m) = b(m)− bq(m)
and proceed for (Hq − z)ϕ = (Hq − Hˆ)ϕ as in the proof of Lemma 2.3,
ϕ(n) = ψq(n)−
∞∑
m=n+1
Kq(n,m)((Hq − Hˆ)ϕ)(m)
= ψq(n) +
∞∑
m=n+1
sq(n,m)
aq(m)
(
a˜(m)ϕ(m + 1) + b˜(m)ϕ(m)
)
= ψq(n) +
∞∑
m=n+1
J(n,m)ϕ(m),
where
J(z, n,m) = a˜(m− 1)sq(z, n,m− 1)
aq(m− 1) + b˜(m)
sq(z, n,m)
aq(m)
.
On the other hand, ϕ(n) is formally given by
ϕ(n) =
∞∑
m=n
κ(n,m)ψq(m), κ(n,m) =
K(n,m)
K(n, n)
,
therefore
∞∑
m=n
κ(n,m)ψq(m) =
∞∑
m=n+1
J(n,m)ψq(m) +
∞∑
m=n+1
∞∑
l=m+1
J(n,m)κ(m, l)ψq(l).
(2.14)
Multiplying both sides of (2.14) by ψq,−(k) and integrating over the unit circle yields
κ(n, k) =
∞∑
m=n+1
Γ(n,m,m, k) +
∞∑
m=n+1
∞∑
l=n+1
Γ(n,m, l, k)κ(m, l), (2.15)
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where
Γ(n,m, l, k) =
1
2pii
∫
|w|=1
J(w, n,m)ψq,+(w, l)ψq,−(w, k)dω(w).
Using [48], (1.50),
sq(n,m)
a(m)
=
ψq,+(m)ψq,−(n)− ψq,+(n)ψq,−(m)
W (ψq,+, ψq,−)
,
we obtain
Γ(n,m, l, k) = b˜(m)Γq(n,m, l, k) + a˜(m)Γq(n,m− 1, l, k)
with
Γq(n,m, l, k) = Γ0(m,n, l, k)− Γ0(n,m, l, k),
Γ0(n,m, l, k) =
1
2pii
∫
w(γ)
ψq,+(w, n)ψq,−(w,m)ψq,+(w, l)ψq,−(w, k)
W (ψq,+, ψq,−)
dω(w)
=
1
2pii
∫
γ
ψq,+(z, n)ψq,−(z,m)ψq,+(z, l)ψq,−(z, k)
W (ψq,+, ψq,−)
∏
(z − µj)
R
1/2
2g+2(z)
dz
=
1
2pii
∫
γ
ψq,+(z, n)ψq,−(z,m)ψq,+(z, l)ψq,−(z, k)
W (ψq,+, ψq,−)2
dz. (2.16)
Here γ is a path on the upper sheet encircling the spectrum. The integrand of Γ0
is meromorphic on the Riemann surface M with poles of order one at Ej and poles
of order O(z±(n−m+l−k)−2) near ∞± (there are no poles at the Dirichlet eigenvalues
µj). We apply the residue theorem twice, first on the side of γ including ∞+, then
on the other side including the spectrum (and thus ∞−)
Γ0(n,m, l, k) = −Res∞+
ψq,+(n)ψq,−(m)ψq,+(l)ψq,−(k)
W (ψq,+, ψq,−)2
=
(
Res∞− +
2g+1∑
j=0
ResEj
)(ψq,+(n)ψq,−(m)ψq,+(l)ψq,−(k)
W (ψq,+, ψq,−)2
)
.
The order of the poles at ∞± implies
Γ0(n,m, l, k) =


2g+1∑
j=0
ResEj
ψq,+(n)ψq,−(m)ψq,+(l)ψq,−(k)
W (ψq,+,ψq,−)2
n−m+ l− k < 0
0 n−m+ l− k ≥ 0,
which shows that Γ0(n,m, l, k) is real and bounded since ψq,+(E, .) = ψq,−(E, .) are
(if µj = El, use (B3)). Together with (2.16) this yields
Γ0(n,m, l, k) = −Γ0(m,n, k, l) = −Γ0(m,n, k, l) = −Γ0(n,m, k, l).
Moreover,
Γq(n,m, l, k) = 0, l − k ≥ |m− n|,
Γq(n,m, l, k) = −Γq(m,n, k, l) = Γq(n,m, k, l),
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which then implies
Γq(n,m, l, k) =

sign(n−m)
2g+1∑
j=0
ResEj
ψq,+(n)ψq,−(m)ψq,+(l)ψq,−(k)
W (ψq,+,ψq,−)2
|l − k| < |m− n|
0 |l − k| ≥ |m− n|
(2.17)
and Γ(n,m, l, k) = 0 for |l−k| ≥ m−n if m > n. Note that the residue at Ej is given
by
2
∏g
l=1(Ej − µl)2∏
l6=j(Ej −El)
ψq(Ej , n)ψq(Ej ,m)ψq(Ej , l)ψq(Ej , k). (2.18)
Now we obtain for κ(n, k)
κ(n, k) =
∞∑
m=n+1
Γ(n,m,m, k) +
∞∑
m=n+1
∞∑
l=m+1
Γ(n,m, l, k)κ(m, l) (2.19)
=
∞∑
m=[ n+k
2
]+1
Γ(n,m,m, k) +
∞∑
m=n+1
m+k−n−1∑
l=n+k−m+1
Γ(n,m, l, k)κ(m, l),
since Γ(n,m,m, k) 6= 0 only if |m− k| < m− n implying m > n+k2 . In the third sum
of (2.19) we need that |m + δ − k| < m − n for δ ≥ 1 which yields δ < k − n and
δ > n+ k− 2m. Two remarks might be in order: m+ k−n− 1 ≥ n+ k−m+1 since
m−n ≥ n−m+2, and the starting point l = n+k−m+1 of the third sum actually
has a lower limit, namely m ≤ n+k2 , since we require l ≥ m + 1 for κ(m, l) 6= 0, 1.
Note that∣∣∣∣∣
∞∑
m=[ n+k
2
]+1
Γ(n,m,m, k)
∣∣∣∣∣ ≤ D
∞∑
m=[ n+k
2
]+1
|b˜(m) + a˜(m)| =: qˆ(n+k2 ),
∣∣∣∣∣
m+k−n−1∑
l=n+k−m+1
|Γ(n,m, l, k)|
∣∣∣∣∣ ≤ D(m− n− 1)|b˜(m) + a˜(m)| =: cˆ(m) ∈ `1(Z,R),
where D is the estimate provided by (2.17), (2.18). We set up the following iteration
procedure
κ0(n, k) =
∞∑
m=[ n+k
2
]+1
Γ(n,m,m, k),
κj(n, k) =
∞∑
m=n+1
m+k−n−1∑
l=n+k−m+1
Γ(n,m, l, k)κj−1(m, l)
and claim
|κj(n, k)| ≤ qˆ(n+k2 )
(∑∞
m=n+1 cˆ(m)
)j
j!
.
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This follows from
|κj+1(n, k)| ≤
∞∑
m=n+1
m+k−n−1∑
l=n+k−m+1
|Γ(n,m, l, k)|qˆ(m+l2 )
(∑∞
i=m+1 cˆ(i)
)j
j!
≤ 1
j!
∞∑
m=n+1
qˆ(n+k+12 )
( ∞∑
i=m+1
cˆ(i)
)j
cˆ(m)
≤ qˆ(
n+k
2 )
(j + 1)!
∞∑
m=n+1
(( ∞∑
i=m
cˆ(i)
)j+1
−
( ∞∑
i=m+1
cˆ(i)
)j+1)
=
qˆ(n+k2 )
(j + 1)!
( ∞∑
m=n+1
cˆ(m)
)j+1
,
where we have used qˆ(n+ 1) ≤ qˆ(n) and
(S + s)j+1 − Sj+1 = Sj+1
((
1 +
s
S
)j+1
− 1
)
= sSj
j∑
l=0
(
1 +
s
S
)l
≥ (j + 1)sSj
with s = cˆ(m) ≥ 0, S = ∑∞i=m+1 cˆ(i) ≥ 0. Hence the iteration converges and implies
the estimate
|κ(n, k)| =
∣∣∣∣∣
∞∑
j=0
κj(n, k)
∣∣∣∣∣ ≤ qˆ(n+k2 ) exp
( ∞∑
m=n+1
cˆ(m)
)
. (2.20)
Associated with K±(n,m) is the operator
(K±f)(n) =
±∞∑
m=n
K±(n,m)f(m), f ∈ `∞± (Z),
which acts as a transformation operator for the pair τ , τq .
Theorem 2.7. Let τq and τ be the quasi-periodic and perturbated Jacobi difference
expression, respectively. Then
τK±f = K±τqf, f ∈ `∞± (Z).
Proof. It suffices to show that HK± = K±Hq . Indeed,
HK±(n,m) =
1
2pii
∫
|w|=1
Hψ±(w, n)ψq,∓(w,m)dω(w)
=
1
2pii
∫
|w|=1
λ(w)ψ±(w, n)ψq,∓(w,m)dω(w)
=
1
2pii
∫
|w|=1
ψ±(w, n)Hqψq,∓(w,m)dω(w). (2.21)
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Corollary 2.8. For n ∈ Z we have
a(n)
aq(n)
=
K+(n+ 1, n+ 1)
K+(n, n)
=
K−(n, n)
K−(n+ 1, n+ 1)
, (2.22)
b(n)− bq(n) = aq(n)K+(n, n+ 1)
K+(n, n)
− aq(n− 1) K+(n− 1, n)
K+(n− 1, n− 1)
= aq(n− 1)K−(n, n− 1)
K−(n, n)
− aq(n) K−(n+ 1, n)
K−(n+ 1, n+ 1)
,
and ∞∏
m=−∞
aq(m)
a(m)
= K+(n, n)K−(n, n). (2.23)
Proof. Consider the equation of the transformation operator HK± = K±Hq , which
is equivalent to (cf. (2.21))
a(n− 1)K±(n− 1,m) + b(n)K±(n,m) + a(n)K±(n+ 1,m) =
aq(m− 1)K±(n,m− 1) + bq(m)K±(n,m) + aq(m)K±(n,m+ 1).
Evaluating at m = n we obtain the first equation and at m = n ∓ 1 the second.
Equations (2.22) then imply
K+(n, n) =
∞∏
j=n
aq(j)
a(j)
, K−(n, n) =
n−1∏
j=−∞
aq(j)
a(j)
, (2.24)
and
K+(n, n+ 1) =
K+(n, n)
aq(n)
∞∑
j=n+1
(bq(j)− b(j)),
K−(n, n− 1) = K−(n, n)
aq(n− 1)
n−1∑
j=−∞
(bq(j)− b(j)).
Remark 2.9. As absolute convergent sums of ψq,±(z, .) the Jost solutions ψ±(z, .)
have the following behavior as z →∞ (use (1.43))
ψ±(z, n) =
1
A±(0)
(∏n−1
j=0 a(j)
zn
)±1(
1+
(
B±(0)±
n∑
j=1
b(j− 0
1
)
)1
z
+O(
1
z2
)
)
, (2.25)
where
A+(n) =
∞∏
j=n
a(j)
aq(j)
, B+(n) =
∞∑
j=n+1
(bq(j)− b(j)),
A−(n) =
n−1∏
j=−∞
a(j)
aq(j)
, B−(n) =
n−1∑
j=−∞
(bq(j)− b(j)).
In terms of w,
ψ±(w, n) = (−1)n
(∏n−1
j=0 a(j)
a˜n
)±1
w±n
( 1
A±(0)
+O(w)
)
, w → 0. (2.26)
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In the notation introduced above,
K±(n, n) =
1
A±(n)
, K±(n, n± 1) = B±(n)
A±(n)aq(n− 01 )
.
2.3 The scattering matrix
Let Hq be a given quasi-periodic Jacobi operator and H a perturbation of Hq satisfy-
ing Hypothesis H.2.1. To set up scattering theory for the pair (H,Hq) we proceed in
the same manner as for the free Jacobi operator associated with constant sequences
a(n) = 1/2, b(n) = 0 (cf. [48], Chapter 10). In the case of periodic background, the
scattering matrix has been set up in [45], see also [15].
The first step is to show linear independence of the Jost solutions ψ±(λ), ψ±(λ)
for λ in the interior of σ(Hq). The Wronskian of ψ±(λ) can be evaluated as n→ ±∞
W (ψ±(λ), ψ±(λ)) = Wq(ψq,±(λ), ψq,∓(λ))
= aq(0)(ψq,±(λ, 0)ψq,∓(λ, 1)− ψq,±(λ, 1)ψq,∓(λ, 0))
= ∓ R
1/2
2g+2(λ)∏g
j=1(λ− µj)
, λ ∈ σ(Hq). (2.27)
It coincides with the Wronskian of the Floquet solutions in the periodic case
W (ψp,±(λ), ψp,∓(λ)) = ap(0)
(
m±(λ)−m∓(λ)
)
(cp(λ, 1)sp(λ, 0)− cp(λ, 0)sp(λ, 1))
= ∓2ap(0)(∆(λ)
2 − 1)1/2
sp(λ,N)
= ±
∏2N−1
j=0
√
λ−Ej∏N−1
j=1 (λ − µj)
, λ ∈ σ(Hp).
Hence ψ±(λ), ψ±(λ) are linearly independent for λ in the interior of σ(Hq) and we
consider the scattering relations
ψ±(λ, n) = α(λ)ψ∓(λ, n) + β∓(λ)ψ∓(λ, n), λ ∈ σ(Hq), (2.28)
where
α(λ) =
W (ψ∓(λ), ψ±(λ))
W (ψ∓(λ), ψ∓(λ))
=
∏g
j=1(λ− µj)
R
1/2
2g+2(λ)
W (ψ−(λ), ψ+(λ)), (2.29)
β±(λ) =
W (ψ∓(λ), ψ±(λ))
W (ψ±(λ), ψ±(λ))
= ∓
∏g
j=1(λ − µj)
R
1/2
2g+2(λ)
W (ψ∓(λ), ψ±(λ)).
While α(λ) is only defined for λ ∈ σ(Hq), the right hand side of (2.29) may be used
as a definition for λ ∈ C\{Ej}. Therefore α(w) can be continued as a holomorphic
function on W and it is continuous up to the boundary except possibly at the band
edges.
Remark 2.10. Note that α(λ) does not depend on the normalization of ψ±(λ) at the
base point n0 = 0 whereas β± = β±,0 does. Using
ψ±(z, n, n0) = ψq,±(z, n0)−1ψ±(z, n)
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and
W ((ψ+(λ), ψ−(λ)) =
g∏
j=1
λ− µj(n0)
λ− µj W ((ψ+(λ, ., n0), ψ−(λ, ., n0))
we see
β±,0(λ) =
ψq,∓(λ, n0)
ψq,±(λ, n0)
β±,n0(λ).
A direct calculation shows
α(w) = α(w), β±(w) = β±(w) = −β∓(w), |w| = 1, (2.30)
and the Plu¨cker identity (cf. [48], (2.169)) implies
|α(w)|2 = 1 + |β±(w)|2, |w| = 1. (2.31)
The point spectrum σp(H) of H is finite and confined to the spectral gaps of Hq
by Theorem 2.5. We will denote the eigenvalues of H by
σp(H) = {ρj}qj=1.
They coincide with the zeros of the Wronskian,
σp(H) = {z |W (ψ−(z), ψ+(z)) = 0}\{Ej}2g+1j=0 .
By (2.29), α(w) has simple zeros at ρj and possible singularities at Ej .
Our next aim is to study the behavior of α(λ) at the eigenvalues ρj , therefore
we modify the Jost solutions ψ±(λ, n) according to their poles at µj and define the
following eigenfunctions ψˆ±(λ, .)
ψˆ+(λ, .) =
∏
µl∈M+
(λ− µl)ψ+(λ, .),
ψˆ−(λ, .) =
∏
µl∈M−\{Ej}
(λ− µl)ψ−(λ, .). (2.32)
Define ψˆq,±(λ, .) accordingly. Moreover, ψˆ±(ρj , n) = c±j ψˆ∓(ρj , n) with c
+
j c
−
j = 1.
The norming constants γ±,j are defined by
1
γ±,j
=
∑
n∈Z
|ψˆ±(ρj , n)|2. (2.33)
We discuss the derivative of α(λ) next.
Lemma 2.11. For λ ∈ C\σess(H),
d
dλ
α(λ) =
−1
Wq(ψq,−(λ), ψq,+(λ))
∑
j∈Z
(
ψ+(λ, j)ψ−(λ, j)− α(λ)ψq,+(λ, j)ψq,−(λ, j)
)
= −α(λ)
∑
n∈Z
(
G(λ, n, n)−Gq(λ, n, n)
)
,
where G(λ, ., .), Gq(λ, ., .) are the Green functions of H, Hq.
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Proof. We claim that
w(λ)∓nψ±(λ, n) =
{
w(λ)∓nψq,±(λ, n), n→ ±∞,
α(λ)w(λ)∓nψq,±(λ, n), n→ ∓∞, λ ∈ C\σess(H).
(2.34)
The first equation follows from (2.2). To obtain the asymptotic behavior of ψ+(n) as
n→ −∞ (the case for n→∞ follows similarly) we recall
α(λ) =
∏g
j=1(λ− µj)
R
1/2
2g+2(λ)
W (ψ−(λ), ψ+(λ)).
By (2.27),
α(λ)Wq(ψq,−(λ), ψq,+(λ)) = W (ψ−(λ), ψ+(λ)). (2.35)
For n→ −∞,
lim
n→−∞
W (ψ−, ψ+) = lim
n→−∞
(
Wq(ψ−, ψ+)
− (aq(n)− a(n))(ψ−(n)ψ+(n+ 1)− ψ−(n+ 1)ψ+(n))
)
= lim
n→−∞
Wq(ψ−, ψ+),
since the Wronskians are bounded and independent of n (if λ = µj , use ψˆ± instead
of ψ±). Therefore (2.35) is equal to
lim
n→−∞
Wq(ψq,−(λ), α(λ)ψq,+(λ)) − ψ+(λ, n)) = 0.
Asymptotically,
ψq,−(λ, n)ψ+(λ, n) = Cψq,−(λ, n)ψq,+(λ, n)
(
1 +O(1)
)
, n→ −∞,
and
lim
n→−∞Wq(ψq,−(λ), α(λ)ψq,+(λ)) − Cψq,+(λ, n)) = 0
shows C = α(λ), that is,
w(λ)−nψ+(λ, n) = α(λ)w(λ)−nψq,+(λ, n)
(
1 +O(1)
)
, n→ −∞.
Green’s formula implies ([48], eq. (2.29))
Wn(ψ+(λ), ψ
′
−(λ)) −Wm−1(ψ+(λ), ψ′−(λ)) =
n∑
j=m
ψ+(λ, j)ψ−(λ, j), (2.36)
hence the derivative of the Wronskian can be written as
d
dλ
W (ψ−(λ), ψ+(λ)) = Wn(ψ′−(λ), ψ+(λ)) +Wn(ψ−(λ), ψ
′
+(λ)) (2.37)
= Wm(ψ
′
−(λ), ψ+(λ)) +Wn(ψ−(λ), ψ
′
+(λ)) −
n∑
j=m+1
ψ+(λ, j)ψ−(λ, j).
We use (2.34) to evaluate the limits for m→ −∞, n→∞ as before
Wm(ψ
′
−(λ), ψ+(λ)) = α(λ)Wm(ψ
′
q,−(λ), ψq,+(λ)), m→ −∞,
Wn(ψ−(λ), ψ′+(λ)) = α(λ)Wn(ψq,−(λ), ψ
′
q,+(λ)), n→∞,
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and transform Wm again using (2.36)
Wm(ψ
′
q,−(λ), ψq,+(λ)) = Wn(ψ
′
q,−(λ), ψq,+(λ)) +
n∑
j=m+1
ψq,+(λ, j)ψq,−(λ, j).
Collecting the terms together we obtain
W ′(ψ−(λ), ψ+(λ)) = −
∑
j∈Z
(
ψ+(λ, j)ψ−(λ, j)− α(λ)ψq,+(λ, j)ψq,−(λ, j)
)
+α(λ)W ′q(ψq,−(λ)ψq,+(λ)).
With obvious notation,
d
dλ
α(λ) =
d
dλ
(W
Wq
)
=
( 1
Wq
)′
W +
1
Wq
W ′
= −W
′
q
W 2q
W +
1
Wq
(
−
∑
j∈Z
(
ψ+ψ− − αψq,+ψq,−
)
+ αW ′q
)
= − 1
Wq
∑
j∈Z
(
ψ+ψ− − αψq,+ψq,−
)
.
Corollary 2.12. The derivative of α(λ) at the eigenvalues ρj is given by
d
dλ
α(λ)
∣∣∣
ρj
=
−1
c±j γ±,jR
1/2
2g+2(ρj)
. (2.38)
Proof. Use (2.27) and α(ρj) = 0, that is,
d
dλ
α(λ)
∣∣∣
ρj
= −
∏g
l=1(ρj − µl)
R
1/2
2g+2(ρj)
∑
n∈Z
ψ−(ρj , n)ψ+(ρj , n). (2.39)
Now apply (2.33).
Remark 2.13. (i). Note that
d
dλ
W (ψˆ−(λ), ψˆ+(λ))
∣∣∣
ρj
= −
∑
k∈Z
ψˆ−(ρj , k)ψˆ+(ρj , k) = − 1
c±j γ±,j
. (2.40)
(ii). Equation (2.38) gives a connection between the left and right norming constants
γ+,jγ−,j =
−1
(α′(ρj))2R2g+2(ρj)
. (2.41)
As a last preparation, we study the behavior of α(w) as w → 0. By (2.26),
W (ψ−(w), ψ+(w)) = a(0)
(
ψ−(w, 0)ψ+(w, 1)− ψ−(w, 1)ψ+(w, 0)
)
=
1
A
a˜w−1 +O(1)
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where we abbreviated A = A−(0)A+(0). Moreover,
R
1/2
2g+2(λ(w))∏g
j=1(λ(w) − λj)
= a˜w−1 +O(1),
therefore α−1(w) is bounded at 0 with
α(0) =
1
A
=
∞∏
j=−∞
aq(j)
a(j)
. (2.42)
We now define the scattering matrix
S(w) =
(
T (w) R−(w)
R+(w) T (w)
)
, |w| = 1,
where T (w) = α−1(w) and R±(w) = α−1(w)β±(w) are called transmission and re-
flection coefficients. Equations (2.30) and (2.31) imply
Lemma 2.14. The scattering matrix S(w) is unitary. The coefficients T (w), R±(w)
are bounded for |w| = 1, continuous for |w| = 1 except at possibly wl = w(El), fulfill
|T (w)|2 + |R±(w)|2 = 1, |w| = 1, (2.43)
T (w)R+(w) + T (w)R−(w) = 0, |w| = 1, (2.44)
and T (w) = T (w), R±(w) = R±(w) for |w| = 1.
Moreover, R
1/2
2g+2(w)T (w)
−1 is continuous (in particular, T (w) can only vanish at
wl) and
lim
w→wl
R
1/2
2g+2(w)
R±(w)+1
T (w) = 0, wl 6= w(µj)
lim
w→wl
R
1/2
2g+2(w)
R±(w)−1
T (w) = 0, wl = w(µj)
. (2.45)
The transmission coefficient T (w) has a meromorphic continuation to W with
simple poles at w(ρj), (
ResρjT (λ)
)2
= γ+,jγ−,jR2g+2(ρj). (2.46)
Moreover, T (z) ∈ R as z ∈ R\σ(Hq) and
T (0) =
1
K+(n, n)K−(n, n)
=
∏
j∈Z
a(j)
aq(j)
,
where K±(n, n) are the kernels of the transformation operators.
Proof. To show (2.45) we use definition (2.29),
R
1/2
2g+2(λ)
R±(λ) + 1
T (λ)
=
(
α(λ) + β±(λ)
)
R
1/2
2g+2(λ)
=
g∏
j=1
(λ − µj)
(
W (ψ−(λ), ψ+(λ)) ∓W (ψ∓(λ), ψ±(λ))
)
.
There are two cases to distinguish: If µj 6= El, then ψ± are continuous and real
at λ = El and the two Wronskians cancel. Otherwise, if µj = El, ψ± are purely
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imaginary (by property (B3) of the Jost functions) and the two terms are equal in
the limit
lim
λ→µj
∏
j
(λ− µj)W (ψ−(λ), ψ+(λ)) = (−1)la(n)(C−(n)C+(n+ 1)− C−(n+ 1)C+(n))
= ∓ lim
λ→µj
∏
j
(λ− µj)W (ψ∓(λ), ψ±(λ)).
They add up to
2 lim
λ→µj
g∏
j=1
(λ− µj)W (ψ−(λ), ψ+(λ)) = 2 lim
λ→µj
R
1/2
2g+2(λ)
T (λ)
.
The sets
S±(H) =
{
R±(w), |w| = 1; (ρj , γ±,j), 1 ≤ j ≤ q
}
(2.47)
are called left/right scattering data for H .
We have already seen that we can compute S−(H) from S+(H) and vice versa
with formulas (2.43), (2.44), and (2.46) if the transmission coefficient T (w) is known.
Thus our next aim is to show that the transmission coefficient can be reconstructed
from either left or right scattering data.
Let g(w,w0) be the Green function associated with W and let
µ(w,w0)dw0 =
∂g
∂r
(w, reiθ)
∣∣∣
r=1−
eiθdθ, w0 = e
iθ, (2.48)
be the corresponding harmonic measure on the boundary (see, e.g., [52]). Since W0 is
simply connected, we can choose a function h(w, v) such that gˆ(w,w0) = g(w,w0) +
ih(w,w0) is analytic in W0. Clearly gˆ is only well defined up to an imaginary constant
and it will not be analytic on W\{0} in general. Similarly we can find a corresponding
ν(w,w0) and set µˆ(w,w0) = µ(w,w0) + iν(w,w0).
Lemma 2.15. ([16]). Either one of the sets S±(H) determines the other and T (w)
via the Poisson-Jensen formula
T (w) = exp
(
q∑
j=1
gˆ(w,w(ρj ))
)
exp
(
1
2
∫
|w|=1
ln(1− |R±(ω)|2)µˆ(w, ω)dω
)
, (2.49)
where the constant of gˆ has to be chosen such that T (0) > 0, and
R−(w)
R+(w)
= −T (w)
T (w)
, γ+,jγ−,j =
(
ResρjT (λ)
)2∏2g+1
l=0 (ρj −El)
.
Proof. It suffices to prove the formula for T (w) since evaluating the residua provides
γ±,j together with {ρj} and {El}. The formula for T (w) holds by [53], Theorem 1,
at least when taking absolute values. Since both sides are analytic and have equal
absolute values, they can only differ by a constant of absolute value one. But both
sides are positive at w = 0 and hence this constant is one.
Note that neither the Blaschke factors nor the outer function in (2.49) are single
valued on W in general. In particular, the eigenvalues cannot be chosen arbitrarily,
which was first observed in [32].
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2.4 The Gel’fand-Levitan-Marchenko equations
In this section we want to derive a procedure which allows the reconstruction of the
Jacobi operator H with asymptotically quasi-periodic coefficients from its scattering
data S±(H). This will be achieved by deriving an equation for K±(n,m) which is
generally known as Gel’fand-Levitan-Marchenko equation.
Since the kernels K±(n,m) are essentially the Fourier coefficients of the Jost solu-
tions ψ±(w, n) we compute the Fourier coefficients of the scattering relations (2.28).
Therefore we multiply
T (w)ψ∓(w, n) = ψ±(w, n) +R±(w)ψ±(w, n) (2.50)
by (2pii)−1ψq,±(w,m)dω, where ±m ≥ ±n, and integrate around the unit circle. First
we evaluate the right hand side of (2.50) using (2.9)
1
2pii
∫
|w|=1
ψ+(w, n)ψq,+(w,m)dω(w) = K+(n,m), (2.51)
1
2pii
∫
|w|=1
R+(w)ψ+(w, n)ψq,+(w,m)dω(w) =
∞∑
l=n
K+(n, l)F˜
+(l,m),
where
F˜+(l,m) =
1
2pii
∫
|w|=1
R+(w)ψq,+(w, l)ψq,+(w,m)dω(w). (2.52)
Note that F˜+(l,m) = F˜+(m, l) is real.
To evaluate the left hand side of (2.50) we use the residue theorem. Take a closed
contour in W and let this contour approach ∂W . By Lemma 2.14, the function
T (w)ψ−(w, n)ψq,+(w,m) is continuous on {|w| = 1}\{w(Ej)} and meromorphic on
W with simple poles at w(ρj) and a pole at w = 0 if m = n (for m > n it is bounded at
0). The function T (w)ψ−(w, n)ψq,+(w,m) has equal values on the slit sides, therefore
the integral along the slits contributes nothing except at the poles w(ρj) (compare
(2.10)). The poles at w(µj) cancel with the zeros of dω at this points. In summary,
the only poles are at the eigenvalues ρj and at w = 0 if m = n, hence
1
2pii
∫
|w|=1
T (w)ψ−(w, n)ψq,+(w,m)dω(w)
=
δ(n,m)
K+(n, n)
+
q∑
j=1
Resρj
(
T (λ)ψˆ−(λ, n)ψˆq,+(λ,m)
R
1/2
2g+2(λ)
)
. (2.53)
Here δ(n,m) is one for m = n and zero else. Note that
Resw=w0F (w) = lim
w→w0
(w − w0)F (w) = lim
z→z0
w(z)− w(z0)
z − z0 (z − z0)F (w(z))
= w′(z0)Resz=z0F (w(z)),
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if the second limes exists. By (2.38) the residua at the eigenvalues are given by
Resρj
(
T (λ)ψˆ−(λ, n)ψˆq,+(λ,m)∏2g+1
l=0
√
λ−El
)
= lim
λ→ρj
(λ− ρj) ψˆ−(λ, n)ψˆq,+(λ,m)
α(λ)
∏2g+1
l=0
√
λ−El
=
ψˆ−(ρj , n)ψˆq,+(ρj ,m)
α′(ρj)
∏2g+1
l=0
√
ρj −El
= γ+,jc
+
j ψˆ−(ρj , n)ψˆq,+(ρj ,m)
= γ+,jψˆ+(ρj , n)ψˆq,+(ρj ,m). (2.54)
Collecting all terms yields
K±(n,m) +
±∞∑
l=n
K±(n, l)F˜±(l,m) =
δ(n,m)
K±(n, n)
−
q∑
j=1
γ±,jψˆ±(ρj , n)ψˆq,±(ρj ,m)
and we have thus proved the following result.
Theorem 2.16. The kernels K±(n,m) of the transformation operator satisfy the
Gel’fand-Levitan-Marchenko equation (GLM-equation)
K±(n,m) +
±∞∑
l=n
K±(n, l)F±(l,m) =
δ(n,m)
K±(n, n)
, ±m ≥ ±n, (2.55)
where
F±(l,m) = F˜±(l,m) +
q∑
j=1
γ±,jψˆq,±(ρj , l)ψˆq,±(ρj ,m) (2.56)
and
F˜±(l,m) =
1
2pii
∫
|w|=1
R±(w)ψq,±(w, l)ψq,±(w,m)dω(w). (2.57)
Defining the Gel’fand-Levitan-Marchenko operator
F±n f(j) =
±∞∑
l=0
F±(n+ l, n+ j)f(l), f ∈ `2(N0),
yields that the Gel’fand-Levitan-Marchenko equation is equal to
(1 + F±n )K±(n, n+ .) = (K±(n, n))−1δ0. (2.58)
Our next aim is to study the Gel’fand-Levitan-Marchenko operator F±n in more
detail. The structure of the Gel’fand-Levitan-Marchenko equation suggests that the
estimate (2.13) for K±(n,m) should imply a similar estimate for F±(n,m).
Lemma 2.17.
|F±(n,m)| ≤ C
±∞∑
j=[ n+m
2
]±1
(
|a(j)− aq(j)|+ |b(j)− bq(j)|
)
, (2.59)
where the constant C is of the same nature as in (2.13).
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Proof. We abbreviate the estimate (2.13) for K+(n,m) by
|K+(n,m)| ≤ CC+(n+m) (2.60)
where
C+(n+m) =
∞∑
j=[ n+m
2
]+1
c(j), c(j) = |a(j)− aq(j)|+ |b(j)− bq(j)|. (2.61)
Note that C+(n + 1) ≤ C+(n). Moreover, C+ ∈ `1+(Z,R) since the summation by
parts formula (e.g. [48], (1.18))
N∑
m=n
g(m)(f(m+1)−f(m)) = g(N)f(N+1)−g(n−1)f(n)+
N∑
m=n
(g(m−1)−g(m))f(m)
(2.62)
implies for g(m) = m, f(m) = C+(m) that
∞∑
m=n
mc(m) = (n− 1)C+(n) +
∞∑
m=n
C+(m), (2.63)
where we used
lim
n→∞
nC+(n+ 1) ≤ lim
n→∞
∞∑
m=n
mc(m) = 0.
Solving the GLM-equation (2.55) for F+(n,m), m > n, we obtain
|F+(n,m)| ≤ 1
K+(n, n)
(
|K+(n,m)|+
∞∑
l=n+1
∣∣K+(n, l)F+(l,m)∣∣
)
≤ C1(n)
(
C+(n+m) +
∞∑
l=n+1
C+(n+ l)
∣∣F+(l,m)∣∣),
where C1(n) = C |K+(n, n)|−1 → C for n → ∞ by (2.24). For n large enough, i.e.
C1(n)C+(2n) < 1, we apply the discrete Gronwall-type inequality ([48], Lemma 10.8),
|F+(n,m)| ≤ C1(n)
(
C+(n+m) +
∞∑
l=n+1
C1(l)C+(l +m)C+(n+ l)∏l
k=n+1(1− C1(k)C+(n+ k))
)
≤ C1(n)C+(n+m)
(
1 +
∞∑
l=n+1
C1(k)C+(n+ l)∏l
k=n+1(1− C1(n)C+(n+ k))
)
.
In summary we have
|F+(n,m)| ≤ C+(n+m)(C1(n) +O(1)). (2.64)
Corollary 2.18. The Fourier coefficients F˜±(n,m) of the reflection coefficients
R±(w) satisfy
|F˜±(l,m)| ≤ C
±∞∑
j=[ l+m
2
]±1
(
|a(j)− ap(j)|+ |b(j)− bp(j)|
)
.
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Proof. Recalling (2.56) we see that the finite sum consists of the functions ψˆq,±(ρj , n)
which are bounded at ρj .
Lemma 2.17 implies in turn
Lemma 2.19. Let F±(n,m) be solutions of the Gel’fand-Levitan-Marchenko equa-
tion. Then
±∞∑
n=n0
|n| ∣∣F±(n, n)− F±(n± 1, n± 1)∣∣ < ∞, (2.65)
±∞∑
n=n0
|n| ∣∣aq(n)F±(n, n+ 1)− aq(n− 1)F±(n− 1, n)∣∣ < ∞. (2.66)
Proof. We prove (2.66) for F+ (F− follows then analogously). Corollary 2.8 implies
b(n)− bq(n) = aq(n)κ+,1(n)− aq(n− 1)κ+,1(n− 1), (2.67)
where
κ+,j(n) := κ+(n, n+ j) :=
K+(n, n+ j)
K+(n, n)
.
Abbreviate F+j (n) = F
+(n+j, n). With this notation the GLM-equation (2.55) reads
κ+,l(n) + F
+
l (n) +
∞∑
j=1
κ+,j(n)F
+
j−l(n+ l) =
δ(l, 0)
K+(n, n)2
, l ≥ 0.
Insert the GLM-equation for F+(n, n+1), F+(n−1, n) (recall F+(n,m) = F+(m,n))
aq(n)F
+
1 (n)− aq(n− 1)F+1 (n− 1)
= −aq(n)κ+,1(n) + aq(n− 1)κ+,1(n− 1)
−
∞∑
j=1
(
aq(n)κ+,j(n)F
+
j−1(n+ 1)− aq(n− 1)κ+,j(n− 1)F+j−1(n)
)
.
Since −aq(n)κ+,1(n)+aq(n−1)κ+,1(n−1) = bq(n)−b(n) and
∑ |n||b(n)−bq(n)| <∞
by Hypothesis H.2.1, the only interesting part is the sum. For N , J <∞,
N∑
n=n0
n
J∑
j=1
(
aq(n)κ+,j(n)F
+
j−1(n+ 1)− aq(n− 1)κ+,j(n− 1)F+j−1(n)
)
=
J∑
j=1
N∑
n=n0
n
(
aq(n)κ+,j(n)F
+
j−1(n+ 1)− aq(n− 1)κ+,j(n− 1)F+j−1(n)
)
=
J∑
j=1
(
Naq(N)κ+,j(N)F
+
j−1(N + 1)− (n0 − 1)aq(n0 − 1)κ+,j(n0 − 1)F+j−1(n0)
−
N∑
n=n0
aq(n− 1)κ+,j(n− 1)F+j−1(n)
)
, (2.68)
where we used the summation by parts formula (2.62) with
g(n) = n, f(n) = aq(n− 1)κ+,j(n− 1)F+j−1(n).
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Estimates (2.60), (2.64) imply for the first summand
∣∣∣ J∑
j=1
Naq(N)κ+,j(N)F
+
j−1(N + 1)
∣∣∣ ≤ J∑
j=1
|N |aq(N)C˜C+(2N + j)C+(2N + j + 1)
≤ |N |aq(N)CˆC+(2N + 1),
which holds uniformly in J . Comparing (2.63) we obtain that
lim
N→∞
Naq(N)CˆC+(2N + 1) = 0.
Moreover,
lim
N,J→∞
∣∣∣ J∑
j=1
N∑
n=n0
aq(n− 1)κ+,j(n− 1)F+j−1(n)
∣∣∣
≤ lim
N,J→∞
J∑
j=1
N∑
n=n0
∣∣∣aq(n− 1)κ+,j(n− 1)F+j−1(n)∣∣∣
≤
∞∑
j=1
∞∑
n=n0
aq(n− 1)C˜C+(2n+ j)C+(2n+ j + 1) <∞.
Therefore |n||aq(n)F+(n, n + 1) − aq(n − 1)F+(n − 1, n)| ∈ `1+(Z,R) as desired. To
apply Corollary 2.8 for F− use the symmetry property F−(n,m) = F−(m,n). For
(2.65), inserting the GLM-equation yields
F+(n, n)− F+(n+ 1, n+ 1)
= K−2+ (n, n)−K−2+ (n+ 1, n+ 1) +
∞∑
j=1
(
κ+,j(n+ 1)F
+
j (n+ 1)− κ+,j(n)F+j (n)
)
.
By (2.24),
∣∣K−2+ (n, n)−K−2+ (n+ 1, n+ 1)∣∣ ≤ |a(n) + aq(n)|a(n)2
∞∏
j=n+1
a(j)2
aq(j)2
|a(n)− aq(n)|
≤ C|a(n)− aq(n)|,
and the same considerations as above imply (2.65).
Corollary 2.20. The Fourier coefficients F˜±(n,m) of R±(w) satisfy
±∞∑
n=n0
|n|
∣∣∣F˜±(n, n)− F˜±(n± 1, n± 1)∣∣∣ < ∞,
±∞∑
n=n0
|n|
∣∣∣aq(n)F˜±(n, n+ 1)− aq(n− 1)F˜±(n− 1, n)∣∣∣ < ∞.
Remark 2.21. The Gel’fand-Levitan-Marchenko equation is symmetric in K±(n,m)
and F±(n,m), therefore we can invert the analysis done in Lemma 2.19 and obtain
estimates for K±(n,m) starting with an analogue of estimate (2.59) for F±(n,m)
and the estimates (2.65), (2.66) (cf. Lemma 3.1).
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Theorem 2.22. The Gel’fand-Levitan-Marchenko operator F±n : `2(N0) → `2(N0) is
Hilbert-Schmidt for all n ∈ Z. Moreover, 1 + F±n is positive and hence invertible.
In particular, the Gel’fand-Levitan-Marchenko equation (2.58) has a unique solu-
tion and S+(H) or S−(H) uniquely determine H.
Proof. That F±n is Hilbert-Schmidt is a straight-forward consequence of our estimate
in Lemma 2.17. W.l.o.g. we consider F+0 and the standart basis δn(j), then
F+0 δn(j) = F+(n, j).
Moreover,
∞∑
n=0
‖F+0 δn(j)‖2 =
∞∑
n=0
∞∑
j=0
|F+(n, j)|2 ≤
∞∑
n=0
∞∑
j=0
C+(n+ j)
2
≤
∞∑
j,n=0
C+(n)C+(j) =
( ∞∑
n=0
C+(n)
)2
<∞,
since C+(n+ 1) ≤ C+(n) and C+ ∈ `1+(Z,R) (cf. (2.61)).
Let f ∈ `2(N0,R) be real (which is no restriction since F+(n, l) is real and the
real and imaginary part of (2.69) could be treated separately) and abbreviate
fn(w) =
∞∑
j=0
f(j)ψq,+(w, n+ j), fˆn(w) =
∞∑
j=0
f(j)ψˆq,+(w, n + j).
Then
∞∑
j=0
f(j)F+n f(j) =
∞∑
j=0
f(j)
∞∑
l=0
F+(n+ j, n+ l)f(l) (2.69)
=
1
2pii
∫
|w|=1
R+(w)
∞∑
j,l=0
f(j)ψq,+(w, n+ j)ψq,+(w, n+ l)f(l)dω(w)
+
q∑
k=1
∞∑
j,l=0
f(j)γ+,kψˆq,+(ρk, n+ j)ψˆq,+(ρk, n+ l)f(l)
=
1
2pii
∫
|w|=1
R+(w)fn(w)fn(w)dω(w) +
q∑
k=1
γ+,k|fˆn(ρk)|2
=
1
2pii
∫
|w|=1
R˜+(w)|fn(w)|2dω(w) +
q∑
k=1
γ+,k|fˆn(ρk)|2,
where
R˜+(w) = R+(w)fn(w)
(
fn(w)
)−1
, |R˜+(w)| = |R+(w)|.
The integral over the imaginary part vanishes since R˜+(w) = R˜+(w) and we replace
the real part by (recall |R˜+(w)|2 + |T (w)|2 = 1)
Re(R˜+(w)) =
1
2
(|1 + R˜+(w)|2 − 1− |R˜+(w)|2)
=
1
2
(|1 + R˜+(w)|2 + |T (w)|2)− 1. (2.70)
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Using
∞∑
j=0
|f(j)|2 = 1
2pii
∫
|w|=1
|fn(w)|2dω(w)
equation (2.70) yields
∞∑
j=0
f(j)(1 + F+n )f(j) =
q∑
k=1
γ+,k|fˆn(ρk)|2
+
1
4pii
∫
|w|=1
(|1 + R˜+(w)|2 + |T (w)|2)|fn(w)|2dω(w),
which establishes 1 + F+n ≥ 0. According to Lemma 2.14, |T (w)|2 > 0 a.e., therefore
−1 is not an eigenvalue and 1 + F+n ≥ n for some n > 0.
To finish the direct scattering step for the Jacobi operator H with asymptotically
quasi-periodic coefficients we summarize the properties of the scattering data S±(H).
Hypothesis H.2.23. The scattering data
S±(H) =
{
R±(w), |w| = 1; (ρj , γ±,j), 1 ≤ j ≤ q
}
satisfy the following conditions.
(i). The reflection coefficients R±(w) are continuous except possibly at wl = w(El)
and fulfill
R±(w) = R±(w).
Moreover, |R±(w)| < 1 for w 6= wl and
1− |R±(w)|2 ≥ C
2g+1∏
l=0
(w − wl)2. (2.71)
The Fourier coefficients F˜± of R±(w) satisfy
|F˜±(n,m)| ≤
±∞∑
j=n+m
q(j), q(j) ≥ 0, |j|q(j) ∈ `1(Z,R),
±∞∑
n=n0
|n|∣∣F˜±(n, n)− F˜±(n± 1, n± 1)∣∣ <∞,
±∞∑
n=n0
|n|∣∣aq(n)F˜±(n, n+ 1)− aq(n− 1)F˜±(n− 1, n)∣∣ <∞.
(ii). The values ρj ∈ R\σ(Hq), 1 ≤ j ≤ q, are distinct and the norming constants
γ±,j, 1 ≤ j ≤ q, are positive.
(iii). The transmission coefficient T (w) defined via equation (2.49) extends to a single
valued function on W (i.e., it has equal values on the corresponding slits) and
satisfies
lim
w→wl
(w − wl)R±(w)+1T (w) = 0, wl 6= w(µj),
lim
w→wl
(w − wl)R±(w)−1T (w) = 0, wl = w(µj).
(2.72)
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(iv). The consistency conditions
R−(w)
R+(w)
= −T (w)
T (w)
, γ+,j γ−,j =
(
ResρjT (λ)
)2∏2g+1
l=0 (ρj −El)
.
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Chapter 3
Inverse scattering theory for
quasi-periodic Jacobi
operators
In this chapter we want to invert the process of scattering theory, that is, we want to
reconstruct the operator H from given sets S± and a given quasi-periodic Jacobi op-
erator Hq. If S±(H) and Hq are known, we construct F±(l,m) via formula (2.56) and
thus derive the Gel’fand-Levitan-Marchenko equation, which has a unique solution by
Lemma 2.22. This solution
K±(n, n) = 〈δ0, (1 + F±n )−1δ0〉1/2
K±(n, n± j) = 1
K±(n, n)
〈δj , (1 + F±n )−1δ0〉
is the kernel of the transformation operator. Since 1 + F±n is positive, K±(n, n) is
positive and we set in accordance with Corollary 2.8
a+(n) = aq(n)
K+(n+ 1, n+ 1)
K+(n, n)
, (3.1)
a−(n) = aq(n)
K−(n, n)
K−(n+ 1, n+ 1)
,
b+(n) = bq(n) + aq(n)
K+(n, n+ 1)
K+(n, n)
− aq(n− 1) K+(n− 1, n)
K+(n− 1, n− 1) ,
b−(n) = bq(n) + aq(n− 1)K−(n, n− 1)
K−(n, n)
− aq(n) K−(n+ 1, n)
K−(n+ 1, n+ 1)
.
Let H+, H− be the associated Jacobi operators.
Lemma 3.1. Suppose a given set S+ (or S−) satisfies (H.2.23). Then the sequences
defined in (3.1) satisfy
n|a±(n)− aq(n)|, n|b±(n)− bq(n)| ∈ `1±(Z,R).
Moreover,
ψ±(λ, n) =
±∞∑
m=n
K±(n,m)ψq,±(λ,m)
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satisfies τ±ψ± = λψ±, where K±(n,m) is the solution of the Gel’fand-Levitan-Mar-
chenko equation.
Proof. We only prove the statements for the ”+” case. Define F+(n,m) by (cf. (2.56))
F+(l,m) = F˜+(l,m) +
q∑
j=1
γ+,jψˆq,+(ρj , l)ψˆq,+(ρj ,m).
Hypothesis H.2.23 (i) implies
|F+(n,m)| ≤ C
∞∑
j=n+m
q(j) =: C+(n+m), (3.2)
∞∑
n=n0
|n|∣∣F+(n, n)− F+(n+ 1, n+ 1)∣∣ <∞, (3.3)
∞∑
n=n0
|n|∣∣aq(n)F+(n, n+ 1)− aq(n− 1)F+(n− 1, n)∣∣ <∞, (3.4)
since ψˆq,+(ρj , n) decay exponentially as n→∞ and
∑
j γ+,jψˆq,+(ρj , .)ψˆq,+(ρj , .) form
a telescopic sum. Note that C+(n+ 1) < C+(n).
Set κ+(n,m) = K+(n,m)K+(n, n)
−1. As in the proof of Lemma 2.17 we apply
the Gronwall-type inequality on the GLM-equation for m > n and obtain
|κ+(n,m)| ≤ |F+(n,m)|+
∞∑
l=n+1
|κ+(n, l)F+(l,m)|
≤ C+(n+m) +
∞∑
l=n+1
C+(l +m)|κ+(n, l)|
≤ C+(n+m) +
∞∑
l=n+1
C+(l +m)C+(l +m)∏l
j=n+1(1− C+(j +m))
≤ C+(n+m)(1 +O(1)). (3.5)
Now we have all estimates at our disposal to prove n|b+(n) − bq(n)| ∈ `1+(Z,R). By
definition (cf. (3.1)),
b+(n)− bq(n) = aq(n)κ+(n, n+ 1)− aq(n− 1)κ+(n− 1, n).
We insert the GLM-equation for κ+(n, n+1), κ+(n−1, n) and use estimate (3.4), the
summation by parts formula, and estimates (3.2), (3.5) in the same way as in Lemma
2.19. Similarly using (3.3) we see
∞∑
n=n0
|n|
∣∣∣∣ 1K2+(n, n) −
1
K2+(n+ 1, n+ 1)
∣∣∣∣ <∞.
Equation (3.1) yields
∣∣∣∣ 1K2+(n, n) −
1
K2+(n+ 1, n+ 1)
∣∣∣∣ = 1aq(n)2
( ∞∏
j=n+1
a+(j)
2
aq(j)2
)∣∣a+(n)2 − aq(n)2∣∣.
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The product converges by (3.1) and therefore |n||a+(n)2 − aq(n)2| ∈ `1+(Z,R).
Next we consider ψ+(λ, n). Abbreviate
(∆K+)(n,m) = aq(n− 1)κ+(n− 1,m) + a2+(n)a−1q (n)κ+(n+ 1,m) (3.6)
−aq(m− 1)κ+(n,m− 1)− aq(m)κ+(n,m+ 1) + (b+(n)− bq(m))κ+(n,m).
∆K+ = 0 is equivalent to the operator equality H+K+ = K+Hq, which in turn
implies that ψ+(λ, n) satisfies H+ψ+ = λψ+
H+ψ+ = H+K+ψq,+ = K+Hqψq,+ = K+λψq,+ = λK+ψq,+ = λψ+.
To show that ∆K+ = 0 we insert the GLM-equation into (3.6) and obtain
(∆K+)(n,m) +
∞∑
l=n+1
(∆K+)(n, l)F
+(l,m) = 0, m > n+ 1. (3.7)
In the calculations we used
aq(n− 1)F+(n− 1,m) + bq(n)F+(n,m) + aq(n)F+(n+ 1,m) =
aq(m− 1)F+(n,m− 1) + bq(m)F+(n,m) + aq(m)F+(n,m+ 1)
which follows from (2.56). By Theorem 2.22 equation (3.7) has only the trivial solution
∆K+ = 0 and hence the proof is complete.
Now we can prove the main result of this chapter.
Theorem 3.2. Hypothesis H.2.23 is necessary and sufficient for a set S+ (or S−)
to be the left/right scattering data of a unique Jacobi operator H associated with
sequences a, b satisfying H.2.1.
Proof. Necessity has been established in the previous chapter. By Lemma 3.1, we
know existence of sequences a±, b± and corresponding solutions ψ±(w, n) associated
with S+ (or S−). Hence it remains to establish a+(n) = a−(n) and b+(n) = b−(n).
Consider the following part of the GLM-equation
Φ+(n, .) :=
∞∑
l=n
K+(n, l)F˜
+(l, .) ∈ `1+(Z,R).
Then by use of (2.51) and Lemma 1.11,
∑
m∈Z
Φ+(n,m)ψq,−(w,m) =
∑
m∈Z
( ∞∑
l=n
K+(n, l)F˜
+(l,m)
)
ψq,−(w,m)
=
∑
m∈Z
(
1
2pii
∫
|w|=1
R+(w)ψ+(w, n)ψq,+(w,m)dω(w)
)
ψq,−(w,m)
=
∑
m∈Z
〈ψq,−(w,m), R+(w)ψ+(w, n)〉ψq,−(w,m)
= R+(w)ψ+(w, n).
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On the other hand, inserting the GLM-equation yields for |w| = 1∑
m∈Z
Φ+(n,m)ψq,−(w,m) =
=
n−1∑
m=−∞
Φ+(n,m)ψq,−(w,m) +
∞∑
m=n
[
δ(n,m)K−1+ (n, n)−K+(n,m)
−
∞∑
l=n
K+(n, l)
q∑
j=1
γ+,jψˆq,+(ρj , l)ψˆq,+(ρj ,m)
]
ψq,−(w,m)
=
n−1∑
m=−∞
Φ+(n,m)ψq,−(w,m) + ψq,−(w, n)K−1+ (n, n)− ψ+(w, n)
−
q∑
j=1
γ+,jψˆ+(ρj , n)
∞∑
m=n
ψˆq,+(ρj ,m)ψq,−(w,m),
(recall the definition of ψˆq,± from (2.32)) and therefore
T (w)h−(w, n) = ψ+(w, n) +R+(w)ψ+(w, n), |w| = 1, (3.8)
where
h−(w, n) =
ψq,−(w, n)
T (w)
(
1
K+(n, n)
+
n−1∑
m=−∞
Φ+(n,m)
ψq,−(w,m)
ψq,−(w, n)
+
q∑
j=1
γ+,jψˆ+(ρj , n)
Wn−1(ψˆq,+(ρj), ψq,−(w))
ψq,−(w, n)(λ(w) − ρj)
)
, (3.9)
since Green’s formula (1.3) implies for λ ∈ σ(Hq)
(λ− ρj)
∞∑
m=n
ψˆq,+(ρj ,m)ψq,−(λ,m) = −Wn−1(ψˆq,+(ρj), ψq,−(λ)).
Similarly, we obtain
h+(w, n) =
ψq,+(w, n)
T (w)
(
1
K−(n, n)
+
∞∑
m=n+1
Φ−(n,m)
ψq,+(w,m)
ψq,+(w, n)
−
q∑
j=1
γ−,jψˆ−(ρj , n)
Wn(ψˆq,−(ρj), ψq,+(w))
ψq,+(w, n)(λ(w) − ρj)
)
(3.10)
with
Φ−(n,m) =
n∑
l=−∞
K−(n, l)F˜−(l,m)
and
(λ− ρj)
n∑
m=−∞
ψˆq,−(ρj ,m)ψq,+(λ,m) = Wn(ψˆq,−(ρj), ψq,+(λ)), λ ∈ σ(Hq).
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For n ∈ Z, |w| = 1, we see that h∓(w−1, n) = h∓(w, n), since K±(n,m) and Φ±(n,m)
are real. The functions h∓(w, n) are continuous for |w| = 1, w 6= w(Ej ), since
T−1(w) is continuous on this set by the Poisson-Jensen formula (2.49) (|R±(w)| < 1
for w 6= w(Ej ) by H.2.23 (i)) and ψq,∓(w,m) are continuous on ∂W\{w(µj)}. The
functions h∓(w, n) have a meromorphic continuation to W\{0} with the only possible
poles at w(ρj) and w(µj). At w(ρj) there are no poles, due to the zeros of T
−1(w)
at w(ρj). For w = w(µj), the functions h±(w, .) have the same type of singularity as
ψq,±(w, .). In summary, h±(w, n) have simple poles at w(µj) and are continuous at
the boundary except possibly at w(Ej).
To study the behavior of h±(w, n) as w → 0 we recall z−1 = −w/a˜ (1 + O(w)).
Lemma 1.15 implies for z →∞
Wn−1(ψˆq,+(ρj), ψq,−(z))
z − ρj =
zn−1∏n−2
j=0 aq(j)
(
ψˆq,+(ρj , n− 1) +O(1
z
)
)
= O(zn−1),
−Wn(ψˆq,−(ρj), ψq,+(z))
z − ρj =
∏n−1
j=0 aq(j)
zn+1
(
ψˆq,−(ρj , n+ 1) +O(
1
z
)
)
= O
( 1
zn+1
)
,
and
∓∞∑
m=n∓1
Φ±(n,m)ψq,∓(z,m)ψ−1q,∓(z, n) = O
(1
z
)
, z →∞.
We conclude that
lim
w→0
h∓(w, n)ψq,±(w, n) =
1
T (0)K±(n, n)
.
By (2.27),
lim
λ→ρj
W (ψˆq,+(ρj), ψˆq,−(λ)) = lim
λ→ρj
W (ψq,+(λ), ψq,−(λ))
g∏
l=1
(λ − µl)
=
2g+1∏
l=0
√
ρj −El. (3.11)
Hypothesis H.2.23 (iv) implies the following behavior of hˆ∓(λ, n) as λ→ ρj
lim
λ→ρj
hˆ∓(λ, n) = ±γ±,jψˆ±(ρj , n) lim
λ→ρj
Wn−1(ψˆq,±(ρj), ψˆq,∓(λ))
(λ− ρj)T (λ)
= γ±,jψˆ±(ρj , n)
(
ResρjT (λ)
)−1 2g+1∏
l=0
√
ρj −El
=
√
γ±,j
γ∓,j
ψˆ±(ρj , n), (3.12)
where hˆ±(λ, n) are defined as in (2.32).
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By virtue of the consistency condition T (w)R+(w) = −T (w)R−(w) we obtain
h±(w, n) +R±(w)h±(w, n) =
=
1
T (w)
(
ψ∓(w, n) +R∓(w)ψ∓(w, n)
)
+
R±(w)
T (w)
(
ψ∓(w, n) +R∓(w)ψ∓(w, n)
)
= ψ∓(w, n)
(
1
T (w)
+
R±(w)R∓(w)
T (w)
)
+ ψ∓(w, n)
(
R∓(w)
T (w)
+
R±(w)
T (w)
)
= ψ∓(w, n)T (w), |w| = 1. (3.13)
If we eliminate R∓(w) from the last equation and (3.8) we see
G(w, n) := T (w)R
−1/2
2g+2(w)
(
ψˆ+(w, n)ψˆ−(w, n)− hˆ+(w, n)hˆ−(w, n)
)
=
∏
j(λ(w) − µj)
R
1/2
2g+2(w)
(
h±(w, n)ψ±(w, n)− ψ±(w, n)h±(w, n)
)
, (3.14)
for |w| = 1. Observe that G(w, n) = G(w, n) = G(w, n), |w| = 1, since h±ψ±−ψ±h±
and R
−1/2
2g+2(w) are odd functions for |w| = 1. The function G(w, n) can be continued
analytically on W since the difference ψˆ+ψˆ− − hˆ+hˆ− vanishes at the poles w(ρj) of
T (w) by (3.12). Note that the product ψˆ+ψˆ− and hence also hˆ+hˆ− do not have poles
at w(µj). At w = 0, G(w, n) = O(w) as ψ+ψ−, h+h−, and T (w) have no poles at 0.
Moreover, since W is just the image of the upper sheet, we can extend it to a compact
Riemann surface W˜ by adding the image of the lower sheet. By G(w, n) = G(w, n)
we can extend G to W˜ by setting G(w, n) = G(w−1, n) for |w| > 1.
Now let us investigate the behavior at the band edges: If wl 6= w(µj), we obtain
by (2.72), (3.8), and real-valuedness of ψ± at the band edges that
lim
w→wl
R
1/2
2g+2(w)
∏
j
(λ(w) − µj)h∓(w, n)ψ∓(w, n)
= lim
w→wl
R
1/2
2g+2
∏
j(λ− µj)
T
(
ψ± +R±ψ±
)
ψ∓
= lim
w→wl
R
1/2
2g+2
∏
j(λ− µj)
T
(
(R± + 1)ψ± + ψ± − ψ±
)
ψ∓ = 0.
If wl = w(µj), we use ψ±(w, n) = ilC±(n)(λ(w) − µj)−1/2 + O(1) and the same
calculation shows that
lim
w→wl
R
1/2
2g+2(w)
∏
j
(λ(w) − µj)h±(w, n)ψ±(w, n)
= lim
w→wl
R
1/2
2g+2
T
[
(R± + 1)(−1)l+1C+(n)C−(n) + 2(−1)lC+(n)C−(n) +O(
√
λ− µj)
]
= (−1)l+1C+(n)C−(n) lim
w→wl
R
1/2
2g+2(w)
R±(w)− 1
T (w)
= 0
by (2.72). Consequently, R2g+2(w)G(w, n) is continuous at w = wl and vanishes
at the band edges. Thus the singularities of R
1/2
2g+2(w)G(w, n) at wl are removable.
Furthermore, R
1/2
2g+2(w)G(w, n) is purely imaginary for |w| = 1 and real on the slits
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and hence must vanish at wl by continuity. So the singularities of G(w, n) at wl are
removable as well. Thus G is holomorphic on all of W˜ and vanishes at w = 0, that is,
G(w, n) ≡ 0 which implies (compare Remark 2.9)
lim
w→0
(
ψ+(w, n)ψ−(w, n)− h+(w, n)h−(w, n)
)
= K+(n, n)K−(n, n)− (T (0)2K+(n, n)K−(n, n))−1 = 0.
Using (3.1) we finally obtain from T (0)2 =
(
K+(n, n)K−(n, n)
)−2
that
a+(n) = a−(n) ≡ a(n), ∀n ∈ Z.
It remains to prove b+(n) = b−(n). We consider now equations (3.8) and (3.13) at n
and n+ 1. Proceeding as for G(w, n) we show that
T (w)R
−1/2
2g+2(w)
(
ψˆ+(w, n)ψˆ−(w, n+ 1)− hˆ+(w, n+ 1)hˆ−(w, n)
)
=∏
j(λ(w) − µj)
R
1/2
2g+2(w)
(
h+(w, n+ 1)ψ+(w, n) − ψ+(w, n)h+(w, n+ 1)
)
(3.15)
is a constant equal to −1/a(n), the only difference to the proof for G(w, n) = 0 being
that the term R
−1/2
2g+2(w)ψˆ+(w, n)ψˆ−(w, n + 1) does not vanish at w = 0. By (2.26),
we have in fact for λ→∞
a(n)ψ+(λ, n)ψ−(λ, n+1) =
1
A
λ+
1
A
(
B+(0)+
n∑
j=1
b+(j)+B−(0)−
n∑
j=0
b−(j)
)
+O(
1
λ
),
(3.16)
where A = A+(0)A−(0). Equation (3.15) yields
W (w, n) := a(n)
(
ψ+(w, n)ψ−(w, n+ 1)− h+(w, n+ 1)h−(w, n)
)
= − R
1/2
2g+2(w)
T (w)
∏
j(λ(w) − µj)
and computing the asymptotics at w = 0 (compare (3.16)) we see
0 = W (w, n)−W (w, n− 1) = 1
A
(b+(n)− b−(n)).
In particular, b+(n) = b−(n) ≡ b(n).
Our operator H has the correct norming constants since (2.39) shows
∑
n∈Z
ψˆ+(ρj , n)ψˆ−(ρj , n) =
(
ResρjT (λ)
)−1 2g+1∏
l=0
√
ρj −El (3.17)
and by (3.12), ∑
n∈Z
ψˆ±(ρj , n)ψˆ±(ρj , n) = γ−1±,j .
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Chapter 4
A simple example
We want to illustrate our results and in particular the statements of Lemma 2.14 by
explicitly computing the relevant functions of scattering theory for a simple example.
For the background operator we take the periodic Jacobi operator with period
N = 2 associated with aq(n) = 1 and bq(2n) = −1, bq(2n + 1) = 1, n ∈ Z. Let
the fundamental solutions c, s of the Jacobi equation satisfy the initial conditions
c(z, 1) = s(z, 0) = 1, c(z, 0) = s(z, 1) = 1, then c(z, 2) = −1, s(z, 3) = z2 − 2, and the
Hill discriminant (A.4) is equal to
∆(z) =
1
2
(
c(z, 2) + s(z, 3)
)
=
z2 − 3
2
.
Moreover,
∆(z)2 − 1 = 1
4
(z2 − 5)(z2 − 1) = 1
4
R4(z)
yields R
1/2
4 (z) = −
√
z +
√
5
√
z + 1
√
z − 1
√
z −√5. The spectrum of Hq is therefore
given by
σ(Hq) = [−
√
5,−1] ∪ [1,
√
5].
Since s(z, 2) = z − 1, we obtain for the Dirichlet eigenvalue µ1 = 1 = E2 (cf. (A.3)).
The Floquet multipliers
m±(z) = ∆(z)± R
1/2
4 (z)
2
are used to calculate the Weyl m-functions
m˜±(z) =
m±(z)− c(z, 2)
s(z, 2)
=
z2 − 1±R1/24 (z)
2(z − 1) ,
which are unbounded at z = 1 = E2. The Floquet solutions are of the form
ψq,±(z, 2n) = (m±(z))n, ψq,±(z, 2n+ 1) = m˜±(z)(m±(z))n, n ∈ Z.
Since ψq,+(z, 2n)ψq,−(z, 2n) = 1 and ψq,+(z, 2n+ 1)ψq,−(z, 2n+ 1) = (z+ 1)/(z− 1),
the Dirichlet eigenvalues are given by µ1(2n) = 1 and µ1(2n+ 1) = −1 for all n ∈ Z.
Now we perturb our operator at n = −1, namely we set a(n) = 1, b(n) = bq(n)
except for b(−1) = 1 + b. The Jost solutions ψ± of Hu = zu satisfy ψ+(n) = ψq,+(n)
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for n ≥ 0, ψ−(n) = ψq,−(n) for n ≤ −1, and
ψ+(z,−1) = m˜−(z) = z
2 − 1−R1/24 (z)
2(z − 1) ,
ψ−(z, 0) = 1− b m+(z)ψq,−(z, 1) = 1− (1 + z)b
2
− R
1/2
4 (z)b
2(z − 1) .
For example, the limits at the band edge E2 = µ1 = 1 are given by
lim
z→1+
√
z − 1ψ+(z,−1) = i
√
2, lim
z→1+
√
z − 1ψ−(z, 0) = i
√
2b.
We compute the Wronskians
W (ψ±(z), ψ±(z)) = ∓R
1/2
4 (z)
z − 1 ,
W (ψ−(z), ψ+(z)) =
(z + 1)b+R
1/2
4 (z)
z − 1 ,
W (ψ−(z), ψ+(z)) =
2(z + 1)b
(z − 1)(z2 − 3−R1/24 (z))
,
W (ψ+(z), ψ−(z)) = − (z + 1)(z
2 − 3−R1/24 (z))b
2(z − 1) ,
and the coefficients β±
β±(z) = − (z + 1)b
R
1/2
4 (z)
(
2
z2 − 3−R1/24 (z)
)±1
.
The transmission coefficient
T (z) =
R
1/2
4 (z)
(z + 1)b+R
1/2
4 (z)
satisfies limz→∞ T (z) = 1. The reflection coefficients involve more terms
R+(z) = − 2(z + 1)b(
z2 − 3−R1/24 (z)
)(
(z + 1)b+R
1/2
4 (z)
) ,
R−(z) = −
(z + 1)
(
z2 − 3−R1/24 (z)
)
b
2(z + 1)b+ 2R
1/2
4 (z)
,
but we obtain the desired result of Lemma 2.14,
lim
z→c
R
1/2
4 (z)
R±(z) + 1
T (z)
= 0, c = ±
√
5,−1,
lim
z→1
R
1/2
4 (z)
R±(z)− 1
T (z)
= 0. (4.1)
To illustrate the proof of this result in Lemma 2.14, where we considered
R
1/2
2g+2(z)
R±(z) + 1
T (z)
=
g∏
j=1
(z − µj)
(
W (ψ−(z), ψ+(z))∓W (ψ∓(z), ψ±(z))
)
,
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we compute the limits for z → µ1 = E2 = 1
lim
z→1+
(z − 1)W (ψ−(z), ψ+(z)) = 2b,
lim
z→1+
(z − 1)W (ψ∓(z), ψ±(z)) = ∓2b,
as well as for z → E0 = −
√
5
lim
z→−√5
(z − 1)W (ψ−(z), ψ+(z)) = ± lim
z→−√5
(z − 1)W (ψ∓(λ), ψ±(λ)) = −4b
1 +
√
5
.
On the other hand, one can verify (4.1) directly by
R±(z) + 1
T (z)
= 1∓ (1 + z)b
2
− R
1/2
4 (z)b
2(z − 1)
and
R
1/2
4 (z)
R±(z) + 1
T (z)
= R
1/2
4 (z)±
(1 + z)b
2
(± 5∓ z2 −R1/24 (z)),
R
1/2
4 (z)
R±(z)− 1
T (z)
= −R1/24 (z)±
(1 + z)b
2
(± 1∓ z2 −R1/24 (z)).
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Chapter 5
Inverse scattering transform
for the Toda hierarchy
5.1 Introduction to the Toda equation
We only give a brief overview here, for a detailed description we refer the reader for
example to [7], [48], [49].
In 1955 Enrico Fermi, John Pasta, and Stanislaw Ulam [18] considered a simple
model for a nonlinear one-dimensional crystal describing the motion of a chain of
particles with nearest neighbor interaction. The Hamiltonian of such a system is
given by
H(p, q) =
∑
n∈Z
(p(n, t)2
2
+ V (q(n+ 1, t)− q(n, t))
)
,
where q(n, t) is the displacement of the n-th particle from its equilibrium position,
p(n, t) is its momentum (mass m = 1), and V (r) is the interaction potential.
Restricting the attention to finitely many particles (e.g., by imposing periodic
boundary conditions) and to the harmonic interaction V (r) = r
2
2 , the equations of
motion form a linear system of differential equations with constant coefficients. The
solution is then given by a superposition of the associated normal modes. It was
general belief at that time that a generic nonlinear perturbation would yield to ther-
malization. That is, for any initial condition the energy should eventually be equally
distributed over all normal modes. To investigate the rate of approach to the equipar-
tition of energy Fermi, Pasta, and Ulam [18] carried out a computer experiment at
Los Alamos. But the experiment indicated, instead of the expected thermalization,
a quasi-periodic motion of the system! It was not until ten years later that Martin
Kruskal and Norman Zabusky [58] discovered the connections with solitons.
This had a high influence on soliton mathematics and led to the search for a po-
tential V (r) for which the above system has soliton solutions. Considering additional
formulas for elliptic functions Morikazu Toda came up with the choice
V (r) = e−r + r − 1.
The corresponding system is now known as the Toda equation, [50], [51].
This model is of course only valid as long as the relative displacement is not
too large (i.e., at least smaller than the distance of the particles in the equilibrium
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position). For small displacements it is approximately equal to a harmonic interaction.
The equation of motion in this case reads explicitly
d
dt
p(n, t) = −∂H(p, q)
∂q(n, t)
= e−(q(n, t)− q(n− 1, t)) − e−(q(n+ 1, t)− q(n, t)),
d
dt
q(n, t) =
∂H(p, q)
∂p(n, t)
= p(n, t). (5.1)
The important property of the Toda equation is the existence of so called soliton
solutions, that is, pulslike waves which spread in time without changing their size
and shape (cf. [49]). Existence of soliton solutions is usually related to complete
integrability of the system. To see that the Toda system is integrable we use Flaschka’s
variables ([20])
a(n, t) =
1
2
e−(q(n+ 1, t)− q(n, t))/2, b(n, t) = −1
2
p(n, t).
Then (5.1) yields
a˙(t) = a(t)
(
b+(t)− b(t)
)
,
b˙(t) = 2
(
a(t)2 − a−(t)2
)
, (5.2)
where we have used the abbreviation f±(n) = f(n±1). To show complete integrability
it suffices to find a Lax pair, that is, two operators H(t), P (t) such that the Lax
equation
d
dt
H(t) = P (t)H(t)−H(t)P (t) (5.3)
is equivalent to (5.2). It turns out that the right choice is
H(t) : `2(Z) → `2(Z)
f(n) 7→ a(n, t)f(n+ 1) + b(n, t)f(n) + a(n− 1, t)f(n− 1)
P (t) : `2(Z) → `2(Z)
f(n) 7→ a(n, t)f(n+ 1)− a(n− 1, t)f(n− 1).
The Lax equation implies that the Jacobi operators H(t) for different t ∈ R are all
unitary equivalent. The Lax equation also holds for H(t)j − Hj0 , where H0 is the
operator corresponding to the constant solution a0(n, t) = 1/2, b0(n, t) = 0. Hence
taking traces shows that
tr
(
H(t)j −Hj0
)
, j ∈ N,
are conserved quantities too. In particular,
tr
(
H(t)−H0
)
=
∑
n∈Z
b(n, t) = −1
2
∑
n∈Z
p(n, t)
tr
(
H(t)2 −H20
)
=
∑
n∈Z
(
b(n, t)2 +
a(n, t)2
2
− 1
2
)
=
1
2
H(p, q)
correspond to conservation of the total momentum and the total energy.
Further details can be found, e.g., in [48].
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5.2 The Toda hierarchy
The Lax approach allows a straightforward generalization of the Toda equation by
replacing P with more general operators P2r+2 of order 2r + 2.
Let our sequences a, b depend on an additional parameter t ∈ R.
Hypothesis H.5.1. Suppose a(t), b(t) satisfy
a(t) ∈ `∞(Z,R), b(t) ∈ `∞(Z,R), a(n, t) 6= 0, (n, t) ∈ Z× R,
and let t 7→ (a(t), b(t)) be differentiable in `∞(Z)⊕ `∞(Z).
Associated with a(t), b(t) is the Jacobi operator H(t). The idea of the Lax forma-
lism is to find a finite, skew-symmetric operator P2r+2(t) such that the Lax equation
d
dt
H(t)− [P2r+2(t), H(t)] = 0, t ∈ R, (5.4)
holds, where [P,H ] = PH −HP is the commutator. By [48], Theorem 12.2, the Lax
operator is given by
P2r+2(t) = −H(t)r+1 +
r∑
j=0
(
2a(t)gj(t)S
+ − hj(t)
)
H(t)r−j + gr+1(t), r ∈ N0,
where S±f(n) = f(n± 1) and (gj(n, t))r+1j=0 , (hj(n, t))r+1j=0 are defined as
gj(n, t) =
j∑
l=0
cj−l〈δn, H(t)lδn〉,
hj(n, t) = 2a(n, t)
j∑
l=0
cj−l〈δn+1, H(t)lδn〉+ cj+1
for some arbitrarily chosen constants {cj}rj=0 with c0 = 1. The Lax equation (5.4) is
then equivalent to the r-th Toda equation
TLr(a(t), b(t))1 = a˙(t)− a(t)
(
g+r+1(t)− gr+1(t)
)
= 0,
TLr(a(t), b(t))2 = b˙(t)−
(
hr+1(t)− h−r+1(t)
)
= 0. (5.5)
Here the dot denotes the derivative with respect to t and f±(n) = f(n± 1). Varying
r ∈ N0 yields the Toda hierarchy
TLr(a, b) =
(
TLr(a, b)1,TLr(a, b)2
)
= 0, r ∈ N0.
The well-known isospectrality theorem (cf. for instance [47], [48]) is one of the key
results required for the inverse scattering transform.
Theorem 5.2. Let a(t), b(t) satisfy TLr(a, b) = 0 and (H.5.1). Then the Lax equation
(5.4) implies existence of a unitary propagator Ur(t, s) for P2r+2(t) such that
H(t) = Ur(t, s)H(s)Ur(t, s)
−1, (t, s) ∈ R2.
Therefore all operators H(t), t ∈ R, are unitary equivalent and in particular,
σ(H) ≡ σ(H(t)) = σ(H(0)), ρ(H) ≡ ρ(H(t)) = ρ(H(0)).
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In addition, if ψ(s) ∈ `2(Z) solves H(s)ψ(s) = zψ(s), then
ψ(t) = Ur(t, s)ψ(s)
satisfies
H(t)ψ(t) = zψ(t),
d
dt
ψ(t) = P2r+2(t)ψ(t). (5.6)
Moreover, we will need the basic existence and uniqueness theorem for the Toda
hierarchy ([46], Theorem 2.2, and [14], Prop. 8).
Theorem 5.3. Suppose (a0, b0) ∈M = `∞⊕ `∞. Then there exists a unique integral
curve t 7→ (a(t), b(t)) in C∞(R,M) of the Toda equations, that is, TLr(a(t), b(t)) = 0,
such that (a(0), b(0)) = (a0, b0).
The stationary Toda hierarchy is characterized by a˙ = b˙ = 0 in (5.5) or, equiva-
lently, by commuting difference expressions
[P2r+2, H ] = 0.
The stationary solutions of the Toda hierarchy are precisely the reflectionless finite-
gap sequences discussed in Sections 1.2, 1.3 (cf. [48], Section 12.3).
If P (t) = P is time-independent (in the case of stationary solutions), then the
unitary propagator is given by Stone’s theorem, that is, U(t, s) = exp
(
(t− s)P ).
5.3 Finite-gap solutions of the Toda hierarchy
In this section we present the reflectionless time-dependent finite-gap solutions for the
Toda hierarchy constructed in [7], [48]. Their idea was to choose a stationary solution
of TLr(a, b) = 0 as the initial condition for TLs(a, b) for some s ∈ N0 and to consider
the time evolution in the coordinates {Ej}2r+1j=0 and {(µj(n), σj(n))}rj=1.
More precisely, we take the r-gap stationary solutions (1.7)
aq,0(n)
2 =
1
2
g∑
j=1
Rˆj(n) +
1
8
2g+1∑
j=0
E2j −
1
4
g∑
j=1
µj(n)
2 − bq,0(n)
2
4
,
bq,0(n) =
1
2
2g+1∑
j=0
Ej −
g∑
j=1
µj(n), (5.7)
as the initial condition for
TˆLs(aq(t), bq(t)) = 0, (aq(0), bq(0)) = (aq,0, bq,0), (5.8)
where we denote the Toda equation (and all associated quantities) which gives rise to
the time evolution with a hat, TˆLs. The sequences (aq,0, bq,0) are completely deter-
mined by the band edges {Ej}2r+1j=0 and the Dirichlet eigenvalues {(µj(n0), σj(n0))}rj=1
at a fixed point n0 ∈ Z. The band edges Ej do not depend on t since the family of
operators H(t) is unitary equivalent. If we make the assumption that (aq(t), bq(t)) is
reflectionless for all t (since we do not know wether the reflectionless property of the
initial condition is preserved by the Toda flow), we obtain for the Green function
g(z, n0, t) =
r∏
j=1
(
z − µj(n0, t)
)
R
−1/2
2r+2(z).
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The time evolution of the Dirichlet data follows now from the Lax equation
d
dt
(H(t)− z)−1 = [P2s+2(t), (H(t)− z)−1]
and is given by ([48], (13.3))
d
dt
µj(n0, t) = −2Gˆs(µj(n0, t), n0, t)σj(n0, t)Rj(n0, t),
µˆj(n0, 0) = µˆ0,j(n0), 1 ≤ j ≤ r, t ∈ R. (5.9)
This system has a unique global solution (µˆj(n0, .))
r
j=1 ∈ C∞(R,MD) for each initial
condition satisfying [48], (H.8.12), (cf. [48], Theorem 13.1). This allows us to construct
aq(n, t), bq(n, t) from (µj(n0, t))
r
j=1 as in [48], Sections 8.3, 13.1, which indeed solve
the Toda equation TˆLs(aq , bq) = 0.
Theorem 5.4. ([48], Theorem 13.2). The solution (aq(t), bq(t)) of the TˆLs equations
(5.8) with r-gap initial conditions (aq,0, bq,0) as in (5.7) is given by
aq(n, t)
2 =
1
2
r∑
j=1
Rˆj(n, t) +
1
8
2r+1∑
j=0
E2j −
1
4
r∑
j=1
µj(n, t)
2 − bq(n, t)
2
4
,
bq(n, t) =
1
2
2r+1∑
j=0
Ej −
r∑
j=1
µj(n, t), (5.10)
where (µˆj(n, t))
r
j=1 is the unique solution of (5.9).
Introduce
φ(p, n, t) =
Hr+1(p, n, t) +R
1/2
2r+2(p)
2aq(n, t)Gr(p, n, t)
=
2aq(n, t)Gr(p, n+ 1, t)
Hr+1(p, n, t)−R1/22r+2(p)
, (5.11)
where Gr(z, n, t), Hr(z, n, t) are defined as in (1.9) with µˆj(n, t) instead of µˆj(n),
1 ≤ j ≤ r. Their time derivative is computed in [48], eq. (13.18), (13.19),
d
dt
Gr(z, n, t) = 2
(
Gˆs(z, n, t)Hr+1(z, n, t)−Gr(z, n, t)Hˆs+1(z, n, t)
)
, (5.12)
d
dt
Hr+1(z, n, t) = 4aq(n, t)
2
(
Gˆs(z, n, t)Gr(z, n+ 1, t)−Gr(z, n, t)Gˆs(z, n+ 1, t)
)
.
The time-dependent Baker-Akhiezer function is given by ([48], eq. (13.24))
ψ˜q(p, n, n0, t) = exp
(
αˆs(p, n0, t)
) n−1∏
m=n0
φ(p,m, t),
where
αˆs(p, n0, t) =
∫ t
0
(
2aq(n0, x)Gˆs(p, n0, x)φ(p, n0, x)− Hˆs+1(p, n0, x)
)
dx. (5.13)
It is straightforward to calculate that ψ˜q(p, n, n0, t) satisfies
τq(t)ψ˜q(p, n, n0, t) = pi(p)ψ˜q(p, n, n0, t) (5.14)
d
dt
ψ˜q(p, n, n0, t) = 2aq(n, t)Gˆs(p, n, t)ψ˜q(p, n+ 1, n0, t)
−Hˆs+1(p, n, t)ψ˜q(p, n, n0, t)
= Pˆq,2s+2(t)ψ˜q(p, ., n0, t)(n). (5.15)
5.4. Inverse scattering transform 57
We set n0 = 0 and omit it. By (5.11) and (5.12),
αˆs,±(z, t) =
∫ t
0
(
2aq(0, x)Gˆs(z, 0, x)φ±(z, 0, x)− Hˆs+1(z, 0, x)
)
dx
=
∫ t
0
(
Gˆs(z, 0, x)
Gr(z, 0, x)
(Hr+1(z, 0, x)±R1/22r+2(z))− Hˆs+1(z, 0, x)
)
dx
= ±R1/22r+2(z)
∫ t
0
Gˆs(z, 0, x)
Gr(z, 0, x)
dx+
∫ t
0
d
dxGr(z, 0, x)
2Gr(z, 0, x)
dx.
Therefore,
exp
(
αˆs,±(z, t)
)
= ψ˜q,±(z, 0, t) =
√
Gr(z, 0, t)
Gr(z, 0, 0)
exp
(
±R1/22r+2(z)
∫ t
0
Gˆs(z, 0, x)
Gr(z, 0, x)
dx
)
.
(5.16)
Note that this implies for λ ∈ σ(Hq),
ψ˜q,±(λ, n, t) = ψ˜q,±(λ, n, t),
αˆs,±(λ, t)∗ = αˆs,∓(λ, t) 6= ∓αˆs,±(λ, t). (5.17)
By [48], Lemma 12.15, the Wronskian of two solutions satisfying (5.14), (5.15) is
independent of n and t, hence
W (ψ˜q,+(z, n, t), ψ˜q,−(z, n, t)) = aq(0, t)eαˆ+(z,t)eαˆ−(z,t)
(
φ−(z, 0, t)− φ+(z, 0, t)
)
= exp
(
αˆ+(z, t) + αˆ−(z, t)
) −R1/22r+2(z)∏r
j=1(z − µj(0, t))
=
−R1/22r+2(z)∏r
j=1(z − µj(0, 0))
and
exp
(
αˆ+(z, t) + αˆ−(z, t)
)
=
r∏
j=1
z − µj(0, t)
z − µj(0, 0) .
5.4 Inverse scattering transform
Our aim in this section is to solve the initial value problem of the Toda hierarchy
using what is generally known as inverse scattering transform.
So far we know the time evolution of the unperturbed system. Our first aim is to
consider whether the short-range assumption (5.18) holds for all t ∈ R.
Lemma 5.5. Suppose a(n, t), b(n, t) and a¯(n, t), b¯(n, t) are two arbitrary bounded
solutions of the Toda system satisfying (5.18) for one t0 ∈ R, then (5.18) holds for
all t ∈ R, that is,∑
n∈Z
|n|
(
|a(n, t)− a¯(n, t)|+ |b(n, t)− b¯(n, t)|
)
<∞. (5.18)
Proof. Without loss of generality we assume that t0 = 0. Consider the expression
‖(a(0), b(0))‖∗ =
∑
n∈Z
(1 + |n|)(|a(n, 0)− a¯(n, 0)|+ |b(n, 0)− b¯(n, 0)|)
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which remains finite at least for small t since there is a local solution of the Toda
system with respect to ‖.‖∗. We claim that the following estimate holds∑
n∈Z
(1 + |n|)|gr(n, t)− g¯r(n, t)| ≤ Cr‖(a(t), b(t))‖∗,
∑
n∈Z
(1 + |n|)|hr(n, t)− h¯r(n, t)| ≤ Cr‖(a(t), b(t))‖∗, (5.19)
where Cr = C
(‖H(0)‖r, ‖H¯(0)‖r) is a positive constant due to H.5.1. Let us prove
(5.19) by induction on r. It suffices to consider the case where cj = 0, 1 ≤ j ≤ r,
since all involved sums are finite. In this case [48], Lemma 6.4, shows that gj(n, t),
hj(n, t) can be recursively computed from g0(n, t) = 1, h0(n, t) = 0 via
gj+1(n, t) =
1
2
(
hj(n, t) + hj(n− 1, t)
)
+ b(n, t)gj(n, t),
hj+1(n, t) = 2a(n, t)
2
j∑
l=0
gj−l(n, t)gl(n+ 1, t)− 1
2
j∑
l=0
hj−l(n, t)hl(n, t).
Hence
g0(n, t)− g¯0(n, t) = 0, g1(n, t)− g¯1(n, t) = b(n, t)− b¯(n, t),
h0(n, t)− h¯0(n, t) = 0, h1(n, t)− h¯1(n, t) = 2(a(n, t)2 − a¯(n, t)2),
and
gr+1(n, t)− g¯r+1(n, t) =
(
b(n, t)− b¯(n, t))gr(n, t) + b¯(n, t)(gr(n, t)− g¯r(n, t))
+
1
2
(
hr(n, t)− h¯r(n, t) + hr(n− 1, t)− h¯r(n− 1, t)
)
,
hr+1(n, t)− h¯r+1(n, t) = 1
2
r∑
l=0
(
hr−l(n, t)hl(n, t)− h¯r−l(n, t)h¯l(n, t)
)
+2a(n, t)2
r∑
l=0
gr−l(n, t)gl(n+ 1, t)
−2a¯(n, t)2
r∑
l=0
g¯r−l(n, t)g¯l(n+ 1, t).
We use
gk(n, t)gl(m, t)− g¯k(n, t)g¯l(m, t)
= (gk(n, t)− g¯k(n, t))gl(m, t) + g¯k(n, t)(gl(m, t)− g¯l(m, t))
to finish the claim.
Since both sequences a, b and a¯, b¯ are solutions of the Toda system, (5.5) yields
a˙(t)− ˙¯a(t) = a(t)(g+r+1(t)− gr+1(t))− a¯(t)(g¯+r+1(t)− gr+1(t))
= (a(t) − a¯(t))(g¯+r+1(t)− g¯r+1(t))− a(t)(g¯+r+1(t)− g+r+1(t) + gr+1(t)− g¯r+1(t))
5.4. Inverse scattering transform 59
and thus
|a(n, t)− a¯(n, t)| ≤ ∣∣a(n, 0)− a¯(n, 0)∣∣+ C1
∫ t
0
∣∣a(n, s)− a¯(n, s)∣∣ds
+ ‖H(0)‖
∫ t
0
(|gr+1(n+ 1, s)− g¯r+1(n+ 1, s)|+ |gr+1(n, s)− g¯r+1(n, s)|)ds,
|b(n, t)− b¯(n, t)| ≤ |b(n, 0)− b¯(n, 0)|
+
∫ t
0
(|hr+1(n, s)− h¯r+1(n, s)|+ |hr+1(n− 1, s)− h¯r+1(n− 1, s)|)ds.
By (5.19),
‖(a(t), b(t))‖∗ ≤ ‖(a(0), b(0))‖∗ + C
∫ t
0
‖(a(s), b(s))‖∗ds,
where C = (C1 + 2‖H(0)‖+ 2)Cr+1. We apply Gronwall’s inequality and obtain
‖(a(t), b(t))‖∗ ≤ ‖(a(0), b(0))‖∗ exp
(
Ct
)
.
In our setting of quasi-periodic background, let a(n, t), b(n, t) be a solution of the
Toda system satisfying∑
n∈Z
|n|
(
|a(n, t)− aq(n, t)|+ |b(n, t)− bq(n, t)|
)
<∞ (5.20)
for one (and hence for any) t0 ∈ R. We develop scattering theory for the Jacobi oper-
ator H(t) associated with a(n, t), b(n, t) as in Chapter 2 with the only difference that
Jost solutions, transmission and reflection coefficients depend now on an additional
parameter t ∈ R. In particular,
σ(H(t)) ≡ σ(H), σess(H) =
g⋃
j=0
[E2j , E2j+1], σp(H) = {ρj}qj=1 ⊆ R\σess(H),
where q ∈ N is finite. The Jost solutions ψ±(z, n, t) satisfy
(
τ(t)− z)ψ±(z, n, t) = 0, ψ±(z, n, t) = ±∞∑
j=n
K±(n, j, t)ψq,±(z, j, t), z ∈ σ(Hq).
Transmission T (λ, t) and reflection R±(λ, t) coefficients are defined via the scattering
relations
T (λ, t)ψ±(λ, n, t) = ψ∓(λ, n, t) +R∓(λ, t)ψ∓(λ, n, t), λ ∈ σ(Hq).
The scattering data is now given by
S±(H(t)) =
{
R±(w, t), |w| = 1; (ρj , γ±,j(t)), 1 ≤ j ≤ q
}
.
How does the scattering data evolve with t?
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Theorem 5.6. Suppose a(n, t), b(n, t) is a solution of the Toda system satisfying
(5.20) for one t0 ∈ R. The functions
u±(z, n, t) = exp(αˆs,±(z, t))ψ±(z, n, t),
where ψ±(z, n, t) are the Jost solutions and αˆs(z, t) = αˆs(z, 0, t) is defined in (5.13)
(cf. (5.16)), satisfy
H(t)u(z, n, t) = zu(z, n, t),
d
dt
u(z, n, t) = P2s+2(t)u(z, n, t). (5.21)
Moreover,
T (λ, t) = T (λ, 0),
R±(λ, t) = R±(λ, 0) exp
(
± 2R1/22r+2(λ)
∫ t
0
Gˆs(λ, 0, x)
Gr(λ, 0, x)
dx
)
,
γ±,j(t) = γ±,j(0)
∣∣ exp(αˆs,±(ρj , t))∣∣2, 1 ≤ j ≤ q.
Proof. As in Lemma 2.3 we show existence of the Jost solutions ψ±(z, n, t) satisfying
τ(t)ψ±(z, n, t) = zψ±(z, n, t) and limn→±∞ ψ±(z, n, t) = ψq,±(z, n, t). The solutions
ψ±(z, n, t) are continuously differentiable with respect to t by the same arguments as
for z and ψ˙±(z, n, t) ≈ ψ˙q,±(z, n, t) for n → ±∞ (use (2.5), (5.5), and (5.19)). By
(5.14),
d
dt
ψq,±(z, n, t) =
d
dt
( n−1∏
j=0
φ±(z, j, t)
)
=
d
dt
(
ψ˜q,±(z, n, t) exp
(− αˆs,±(z, t)))
= Pˆq,2s+2(t)ψq,±(z, ., t)(n)− d
dt
(
αˆs,±(z, t)
)
ψq,±(z, n, t).
Lemma 12.16 in [48] implies for z ∈ ρ(H) that the solution u±(z, n, t) of (5.21) with
initial condition ψ±(z, n, 0) ∈ `2±(Z) is square summable near ±∞ for all t ∈ R, that
is,
u±(z, n, t) = C±(t)ψ±(z, n, t). (5.22)
Evaluating
u˙+(z, n, t) = C˙+(t)ψ+(z, n, t) + C+(t)ψ˙+(z, n, t) = P2s+2(t)C+(t)ψ+(z, n, t)
as n→∞ yields
C˙+(t) =
d
dt
(
αˆs,±(z, t)
)
C+(t).
The general result for all z ∈ C now follows from continuity.
The time evolution for the scattering coefficients is given by
T (λ, t) =
W (ψ−(λ, t), ψ−(λ, t))
W (ψ−(λ, t), ψ+(λ, t))
=
exp(αˆs,+(λ, t))exp(αˆs,+(λ, t))
exp(αˆs,+(λ, t)) exp(αˆs,−(λ, t))
W (u−(λ, t), u−(λ, t))
W (u−(λ, t), u+(λ, t))
= T (λ, 0),
5.4. Inverse scattering transform 61
since αˆs,±(λ, t) = αˆs,∓(λ, t) by (5.17) and the Wronskian of two solutions satisfying
(5.21) does not depend on n or t by [48], Lemma 12.15. Similarly,
R±(λ, t) =
exp(αˆs,±(λ, t)) exp(αˆs,∓(λ, t))
exp(αˆs,∓(λ, t)) exp(αˆs,±(λ, t))
W (u∓(λ, t), u±(λ, t))
W (u±(λ, t), u∓(λ, t))
= exp
(
± 2R1/22r+2(λ)
∫ t
0
Gˆs(λ, 0, x)
Gr(λ, 0, x)
dx
)
R±(λ, 0),
where we used (5.16). It remains to consider γ±,j(t). By Theorem 5.2,
u±(z, n, t) = Us(t, 0)u±(z, n, 0),
that is,
exp(αˆs,±(z, t))ψ±(z, n, t) = Us(t, 0)ψ±(z, n, 0),
where Us(t, 0) is the unitary propagator of P2s+2(t). At the eigenvalues ρj ,
∣∣ exp(αˆs,±(ρj , t))∣∣2∑
n∈Z
|ψ±(ρj , n, t)|2 =
∣∣ exp(αˆs,±(ρj , t))∣∣2
γ±,j(t)
= ‖Us(t, 0)ψ±(ρj , n, 0)‖2.
Since
d
dt
∣∣ exp(αˆs,±(ρj , t))∣∣2
γ±,j(t)
=
d
dt
‖ψ±(ρj , n, 0)‖2 = 0,
we obtain that
γ±,j(t) = γ±,j(0)
∣∣ exp(αˆs,±(ρj , t))∣∣2.
Therefore the scattering data for H(t) can be expressed in terms of those for H(0)
and the function αˆs(z, t), which is completely determined by Hq(t),
S±(H(t)) =
{
R±(λ, 0) exp
(
± 2R1/22r+2(λ)
∫ t
0
Gˆs(λ, 0, x)
Gr(λ, 0, x)
dx
)
, λ ∈ σ(Hq);
(
ρj , γ±,j(0)
∣∣ exp(αˆs,±(ρj , t))∣∣2), 1 ≤ j ≤ q}. (5.23)
The remaining step is to invoke the Gel’fand-Levitan-Marchenko theory which recon-
structs H(t) from its scattering data S±(H(t)). The operator H(t) is uniquely deter-
mined since S±(H(t)) satisfy Hypothesis H.2.23 if S±(H(0)) do. As the existence of
a (unique) solution for the Toda equations was ensured from the outset (Lemma 5.5
and Theorem 5.6), the sequences a(n, t), b(n, t) constructed by this procedure satisfy
the Toda equations.
Hence, in the short-range situation with asymptotically quasi-periodic initial con-
dition (a(0), b(0)) one arrives at the following procedure for solving the initial value
problem for the Toda equations (the arrows visualize dependencies):
(1) Compute the Jost solutions ψ±(z, n, 0) from the Baker-Akhiezer functions by
iterating the corresponding Volterra sum equation as in Lemma 2.3. This pro-
vides the scattering data for H(0).
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(2) Read off the scattering data of H(t) from Theorem 5.6.
(3) Compute the Fourier coefficients of R±(λ, t) and use the solution K±(n,m, t)
of the Gel’fand-Levitan-Marchenko equation to construct a(n, t), b(n, t).
This method is known as inverse scattering transform. The foundation for this method
are Theorem 5.3, Lemma 5.5, Theorem 5.6, and Theorem 2.22.
The inverse scattering transform was first derived by Gardner et al. [23] in 1967
to solve the Korteweg-de Vries equation. Flaschka [21] established this method for
the Toda equation in the case r = 0 and worked out the inverse procedure in the
reflectionless case (i.e. R±(λ, t) = 0). Further contributions were made by Case et
al. [11] – [13]. Recently Teschl [46], [47] provided a rigorous treatment of the inverse
scattering transform for the entire Toda hierarchy with asymptotically decaying initial
condition.
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Chapter 6
Trace formulas
A trivial example of a trace formula is
tr(H −Hn) = b(n).
Here Hn = H−,n⊕H+,n and H−,n, H+,n are restrictions of the Jacobi operator H to
the subspaces `2(−∞, n−1] and `2[n+1,∞) obtained by imposing Dirichlet boundary
conditions at n (i.e. u(n) = 0).
6.1 General trace formulas and the ξ-function
Trace formulas for bounded Jacobi operators are well studied objects (see for example
[45], [48]). In this section we apply the theory to our time dependent Jacobi operators
H(t) which are short-range perturbations of quasi-periodic ones. We will follow the
presentation in [45].
The time dependent Green function of H(t) on the diagonal,
g(λ, n, t) = G(λ, n, n, t) = 〈δn, (H − z)−1δn〉 = ψ−(λ, n, t)ψ+(λ, n, t)
W (ψ−(λ), ψ+(λ))
,
is a Herglotz function. Its exponential representation is given by
g(z, n, t) = |g(i, n, t)| exp
(∫
R
(
1
λ− z −
λ
1 + λ2
)
ξ(λ, n, t)dλ
)
, z ∈ C\σ(Hq),
where ξ(λ, n, t) ([24]) is defined by
ξ(λ, n, t) =
1
pi
lim
↓0
arg g(λ+ i, n, t) for a.e. λ ∈ R, arg(.) ∈ (−pi, pi].
The function ξ(λ, n, t) satisfies 0 ≤ ξ(λ, n, t) ≤ 1, ξ(λ, n, t) = 0 for λ < E0, ξ(λ, n, t) =
1 for λ > E2g+1, and ∫
R
ξ(λ, n, t)
1 + λ2
dλ = arg g(i, n, t).
This implies together with the asymptotic behavior of g(., n, t) that
g(z, n, t) =
1
E2g+1 − z exp
(∫ E2g+1
E0
ξ(λ, n, t)dλ
λ− z
)
. (6.1)
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In order to compute ξ(λ, n, t) we set lim→0 g(λ+ i, .) = g(λ+ i0, .). The scattering
relations imply for λ ∈ σ(Hq)
g(λ+ i0, n, t) = T (λ)R
−1/2
2g+2(λ)
( g∏
j=1
(λ− µj(t))
)
ψ−(λ, n, t)ψ+(λ, n, t)
= |ψ±(λ, n, t)|2
(
1 +R±(λ, t)
ψ±(λ, n, t)
ψ±(λ, n, t)
)∏g
j=1(λ− µj(t))
R
1/2
2g+2(λ)
,
therefore
ξ(λ, n, t) =
1
pi
arg
(
1 +R±(λ, t)
ψ±(λ, n, t)
ψ±(λ, n, t)
)
+
1
2
, λ ∈ σ(Hq).
Since g(λ, n, t) is real valued and monotonic for λ in the spectral gaps υj , we define
the Dirichlet eigenvalues associated with τ(t) corresponding to a Dirichlet boundary
condition at n ∈ Z as follows
µτj (n, t) = sup
(
{E2j−1} ∪ {λ ∈ υj | g(λ, n, t) < 0}
)
∈ υj , 1 ≤ j ≤ g. (6.2)
This yields
ξ(λ, n, t) =
1
2
χσ(Hq)(λ) +
g∑
j=1
χ(E2j−1,µτj (n,t))(λ) + χ(E2g+1,∞)(λ)
+
1
pi
arg
(
1 +R±(λ, t)
ψ±(λ, n, t)
ψ±(λ, n, t)
)
χσ(Hq)(λ), (6.3)
where χΩ(.) denotes the characteristic function of the set Ω ⊂ R.
Lemma 6.1. Assume (5.20). Then we have the following trace formula
b(l)(n, t) = tr(H(t)l −Hn(t)l)
=
1
2
2g+1∑
j=0
Elj −
g∑
j=0
µτj (n, t)
l +
∫
σ(Hq)
lλl−1
pi
arg
(
1 +R±(λ, t)
ψ±(λ, n, t)
ψ±(λ, n, t)
)
dλ,
where µτj (n, t) is defined in (6.2) and
b(1)(n, t) = b(n, t),
b(l)(n, t) = lgl(n, t)−
l−1∑
j=1
gl−j(n, t)b(j)(n, t), l ≥ 2,
with gj(n, t) = 〈δn, H(t)jδn〉.
Proof. We expand both sides of (6.1) and compare coefficients to obtain ([45], Theo-
rem 5.1)
b(l)(n, t) = El2g+1 − l
∫ E2g+1
E0
λl−1ξ(λ, n, t)dλ. (6.4)
Now insert the explicit representation (6.3) of ξ(λ, n, t).
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Remark 6.2. In the periodic case this result is due to Teschl [45].
In the special case l = 1,
b(n, t) =
1
2
2g+1∑
j=0
Ej −
g∑
j=0
µτj (n, t) +
1
pi
∫
σ(Hq)
arg
(
1 +R±(λ, t)
ψ±(λ, n, t)
ψ±(λ, n, t)
)
dλ.
6.2 Perturbation determinants, Krein’s ξ-function
Finally, we want to derive the connection between the transmission coefficient T (z)
and Krein’s spectral shift theory [30]. Therefore we investigate the derivative of
α(z) = T−1(z). The same proof as for Lemma 2.11 yields
d
dz
α(z) = −α(z)
∑
n∈Z
(
G(z, n, n, t)−Gq(z, n, n, t)
)
= −α(z)tr((H(t)− z)−1 − (Hq(t)− z)−1), (6.5)
where G(λ, ., ., t), Gq(λ, ., ., t) are the Green functions of H(t), Hq(t).
A bounded linear operator A is called trace class if and only if
tr|A| := tr
√
A∗A <∞,
where tr denotes the trace. The operatorH−Hq is trace class since the multiplication
operators by a(n) − aq(n), b(n) − bq(n) are trace class due to Hypothesis H.2.1 and
trace class operators form an ideal in the Banach space of bounded linear operators.
Therefore we can rephrase (6.5) as
− d
dz
lnα(z) = tr
(
(H(t)− z)−1 − (Hq(t)− z)−1
)
, (6.6)
which shows that α(z) is the perturbation determinant of the pair H(t), Hq(t) in the
sense of Krein [30] up to a constant, that is,
Cα(z) = det
[
(H(t)− z)(Hq(t)− z)−1
]
= det
[
I + (H(t)−Hq(t))(Hq(t)− z)−1
]
.
The asymptotic behavior of α(z) which is given by (2.42)
lim
z→±∞
Aα(z) = 1, A =
∏
j∈Z
a(j)
aq(j)
,
and the asymptotic behavior of the Green functions G(z, n, n, t), Gq(z, n, n, t) imply
that limz→±∞ Cα(z) = det[I ] = 1 and hence C = A. By [30], Theorem 1, the
perturbation determinant Aα(z) has the following representation
α(z) =
1
A
exp
(∫
R
ξα(λ)dλ
λ− z
)
,
where
ξα(λ) =
1
pi
lim
↓0
argα(λ + i).
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Using Neumann’s expansion we infer
tr
(
(H(t)− z)−1 − (Hq(t)− z)−1
)
= −
∞∑
j=0
tr(H(t)j −Hq(t)j)
zj+1
and
lnAα(z) = −
∞∑
j=0
1
zj+1
∫
R
λjξα(λ)dλ.
Hence expanding both sides of (6.6) yields the trace formula
tr(H(t)j −Hq(t)j) = j
∫
R
λj−1ξα(λ)dλ.
The function ξα(λ) is called spectral shift function of the pair (H(t), Hq(t)).
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Appendix A
Periodic Jacobi operators
A.1 Jacobi operators with periodic coefficients
For the convenience of the reader we recall some facts from Floquet theory and give
explicit formulas for the fundamental solutions, the Green function, et cetera. For a
detailed treatment see [7], Appendix B, and [48], Chapter 7.
To the assumption ap, bp ∈ `∞(Z,R), a(n) 6= 0 for n ∈ Z, in (1.1), (1.2) we now
add the periodicity condition.
Hypothesis H.A.1. Suppose there is an N ∈ N such that
ap(n+N) = ap(n), bp(n+N) = bp(n). (A.1)
Associated with ap, bp is the periodic Jacobi operator Hp. We abbreviate
Ap =
N∏
j=1
ap(n0 + j) =
N∏
j=1
ap(j).
We introduce the following fundamental solutions (also called sin- and cos- solu-
tions) c, s ∈ `(Z) of the periodic Jacobi difference equation
τpcp(z, . , n0) = zcp(z, . , n0), τpsp(z, . , n0) = zsp(z, . , n0), (A.2)
fulfilling the initial conditions
cp(z, n0, n0) = sp(z, n0 + 1, n0) = 1, cp(z, n0 + 1) = sp(z, n0, n0) = 0.
For n > n0, sp(z, n, n0) is a polynomial in z of degree n− 1− n0 ([48], (1.68)) and
sp(z, n0 +N,n0) =
ap(n0)
Ap
N−1∏
j=1
(z − µj(n0)),
cp(z, n0 +N + 1, n0) =
−ap(n0)
Ap
N−1∏
j=1
(z − µj(n0 + 1)). (A.3)
We recall the fundamental matrix
Φ(z, n, n0) =
(
cp(z, n, n0) sp(z, n, n0)
cp(z, n+ 1, n0) sp(z, n+ 1, n0)
)
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and investigate what happens if we move on N steps, that is, we look at the mon-
odromy matrix M(z, n0) = Φ(z, n0 +N,n0). Using periodicity (A.1) one can find a
periodic matrix Q(z, n0) such that
M(z, n0) = exp(iNQ(z, n0)), trQ(z, n0) = 0.
The Hill discriminant
∆(z) =
1
2
trM(z, n0) =
1
2
(
cp(z, n0 +N,n0) + sp(z, n0 +N + 1, n0)
)
(A.4)
and the eigenvalues of M(z, n0)
m±(z) = exp(±iNq(z)) = ∆(z)± (∆(z)2 − 1)1/2 (A.5)
are independent of n0. The eigenvaluesm
±(z) and the function q(z) are called Floquet
multipliers and Floquet momentum, respectively. The branch in the above root is fixed
as
(∆(z)2 − 1)1/2 = − 1
2Ap
2N−1∏
j=0
√
z −Ej ,
where {Ej}2N−1j=0 are the zeros of ∆(z)2 − 1. Note that
m+(z)m−(z) = 1,
m+(z)−m−(z) = 2i sin(Nq(z)) = 2(∆(z)2 − 1)1/2,
m+(z) +m−(z) = 2 cos(Nq(z)) = 2∆(z), (A.6)
therefore q(z) = N−1 arccos∆(z). The spectrum of Hp is characterized by
σ(Hp) = {λ ∈ R | |∆(λ)| ≤ 1} =
N−1⋃
j=0
[E2j , E2j+1]. (A.7)
It is purely absolutely continuous, that is, σp(Hp) = σsc(Hp) = ∅, where σp(.) and
σsc(.) denote the point (set of eigenvalues) and singular continuous spectrum. The
sets
υ0 = (−∞, E0], υj = [E2j−1, E2j ], υN = [E2N−1,∞), 1 ≤ j ≤ N − 1,
are called spectral gaps. Using the Herglotz property (cf. [48], Chapter 7) we infer
for the zeros µj(n) of the fundamental solutions (A.3) that
µj(n) ∈ υj , 1 ≤ j ≤ N − 1.
If all spectral gaps are open (as we assumed in the quasi-periodic setting, i.e. (1.4)),
we have
g = N − 1, R1/22g+2(z) = 2Ap(∆(z)2 − 1)1/2.
In the case where some spectral gaps are closed, the index sets
J ′ = {1 ≤ j′ ≤ N − 1 | E2j′−1 = E2j′},
J = {0, 1, . . . , 2N − 1}\{j ′, j′ + 1 | j′ ∈ J ′},
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are introduced and we define
Q(z) =
∏
j′∈J′
(z −E2j′−1), R2g+2(z) =
∏
j∈J
(z −Ej). (A.8)
Then one infers
g = N − 1− |J ′| = N − 1− deg(Q) = (|J | − 2)/2,
2Ap(∆(z)
2 − 1)1/2 = R1/22g+2(z)Q(z).
The solutions of the periodic Jacobi equation are completely characterized by
Floquet’s theorem. In what follows, we set n0 = 0 and omit it.
Theorem A.2. The solutions of τpu = zu can be characterized as follows.
(i). If ∆(z)2 6= 1, there exist two Floquet solutions
ψp,±(z, n) = cp(z, n) +m±(z)sp(z, n),
satisfying
ψp,±(z, n) = p±(z, n)e±iq(z)n, p±(z, n+N) = p±(z, n).
(ii). If ∆(z)2 = ±1, then either all solutions satisfy ψp(z, n + N) = ±ψp(z, n) or
there are two solutions satisfying
ψp(z, n) = p(z, n), ψˆp(z, n) = pˆ(z, n) + np(z, n)
with p(z, n+N) = ±p(z, n) and pˆ(z, n+N) = ±pˆ(z, n).
We recall the zeros of s(z,N) := s(z,N, 0), µj := µj(0), 1 ≤ j ≤ N − 1, and we
denote the zeros of dq(z)/dz by λj , 1 ≤ j ≤ N − 1. By (A.6),
d∆(z)
dz
= −N sin(Nq(z))dq(z)
dz
,
so the numbers λj are also the zeros of the derivative of the Hill discriminant d∆(z)/dz.
They are indeed the analogous quantities to the constants λj defined in (1.17) since∣∣∣∣
∫
aj
ω∞+,∞−
∣∣∣∣ = 2N
∣∣∣∣
∫ E2j
E2j−1
∆′(z)
(∆2(z)− 1)1/2
∣∣∣∣
=
2
N
∣∣∣ln (∆(z) + (∆2(z)− 1)1/2)∣∣∣E2j
E2j−1
= 0, 1 ≤ j ≤ g.
The leading coefficient of the polynom ∆′(z) is derived from (A.4)
∆′(z) =
1
2
(zN
Ap
+O(zN−1)
)′
=
N
2Ap
N−1∏
j=1
(z − λj)
and one infers for the norm (cf. (1.14))
N∑
n=1
|ψp,±(z, n)|2 = 2ap(0)∆
′(z)
sp(z,N)
= N
N−1∏
j=1
z − λj
z − µj , z ∈ σ(Hp). (A.9)
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In addition, we have
φ±(z, n0) = φ±(z, n0 +N) =
m±(z)− cp(z, n0 +N,n0)
sp(z, n0 +N,n0)
=
cp(z, n0 +N + 1, n0)
m±(z)− sp(z, n0 +N + 1, n0)
=
1
2 (sp(z, n0 +N + 1, n0)− cp(z, n0 +N,n0))± (∆(z)2 − 1)1/2
sp(z, n0 +N,n0)
and
W (ψp,±(z, ., n0), ψp,∓(z, ., n0)) = ∓2ap(n0)(∆(z)
2 − 1)1/2
sp(z, n0 +N,n0)
= ±
∏2N−1
j=0
√
z −Ej∏N−1
j=1 (z − µj(n0))
.
The Green function on the diagonal is given by
G(z, n, n) =
sp(z, n+N,n)
2ap(n)(∆(z)2 − 1)1/2 = −
∏N−1
j=1 (z − µj(n))∏2N−1
j=0
√
z −Ej
.
Moreover,
ψ+(z, n, n0)ψ−(z, n, n0) =
a(n0)sp(z, n+N,n)
a(n)sp(z, n0 +N,n0)
=
N−1∏
j=1
z − µj(n)
z − µj(n0) .
A.2 A transformation operator
In this section we want to advocate a different approach to the transformation operator
for perturbations of periodic Jacobi operators. It follows the method presented in [48],
Section 10.1, for Jacobi operators with constant background. Unfortunately, we did
not find an estimate on the kernel of this transformation operator which would allow
us to pursue this approach further. Nevertheless, the formulas might be of interest
on their own.
Again we study short-range perturbations H of periodic Jacobi operatorsHp. The
associated coefficients a, b satisfy a(n) → ap(n) and b(n) → bp(n) as |n| → ∞ with
the following rate of convergence.
Hypothesis H. A.3. Suppose ap, bp are given periodic sequences and Hp is the
corresponding Jacobi operator. Let H be a perturbation of Hp such that∑
n∈Z
|n|
(
|a(n)− ap(n)|+ |b(n)− bp(n)|
)
<∞. (A.10)
The existence of solutions u±(z, n) of the perturbated system τu = zu which
asymptotically look like the periodic ones follows from Lemma 2.3. This was first
derived in [48], Lemma 7.10. Now assume the following ansatz for the solution u(n)
of τu = zu (we only consider the ”+” case here)
u(n) =
∞∑
j=n
1
A(n, j)
K(n, j)ψp(j), (A.11)
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where ψp(n) are the solutions of the periodic system τpu = zu, K(n,m) = 0 if m < n,
and
A(n, n+ j) = Aj(n) =
∞∏
m=n
a(m)
ap(m+ j)
=
n+j−1∏
m=n
ap(m)
∞∏
m=n
a(m)
ap(m)
.
Inserting the ansatz (A.11) into the Jacobi difference equation
a(n)u(n+ 1) + b(n)u(n) + a(n− 1)u(n− 1) = zu(n)
we obtain
a(n)
∞∑
j=n+1
K(n+ 1, j)
A(n+ 1, j)
ψp(j) + b(n)
∞∑
j=n
K(n, j)
A(n, j)
ψp(j)
+ a(n− 1)
∞∑
j=n−1
K(n− 1, j)
A(n− 1, j) ψp(j) =
∞∑
j=n
K(n, j)
A(n, j)
zψp(j)
=
∞∑
j=n
K(n, j)
A(n, j)
(
ap(j)ψp(j + 1) + bp(j)ψp(j) + ap(j − 1)ψp(j − 1)
)
=
∞∑
j=n
(K(n, j − 1)
A(n, j − 1) ap(j − 1) +
K(n, j)
A(n, j)
bp(j)
+
K(n, j + 1)
A(n, j + 1)
ap(j)
)
ψp(j) +
K(n, n)
A(n, n)
ap(n− 1)ψp(n− 1).
Set K(n, n + i) = Ki(n) and A(n, n + i) = Ai(n). We compare coefficients of ψp(.)
and obtain for ψp(n− 1) that K0(n) := K(n, n) = 1 and for ψp(j) that
a(n)
Kj−1(n+ 1)
Aj−1(n+ 1)
+ b(n)
Kj(n)
Aj(n)
+ a(n− 1)Kj+1(n− 1)
Aj+1(n− 1)
= ap(n+ j − 1)Kj−1(n)
Aj−1(n)
+ bp(n+ j)
Kj(n)
Aj(n)
+ ap(n+ j)
Kj+1(n)
Aj+1(n)
.
Therefore,
Kj+1(n)−Kj+1(n− 1) = (b(n)− bp(n+ j))Kj(n) (A.12)
−ap(n+ j − 1)2Kj−1(n) + a(n)2Kj−1(n+ 1).
Since limn→∞Kj(n) = 0, j ∈ N, summing up (A.12) with respect to n yields
K1(n) = −
∞∑
m=n+1
(b(m)− bp(m))
K2(n) = −
∞∑
m=n+1
(
(b(m)− bp(m+ 1))K1(m) + (a(m)2 − ap(m)2)
)
Kj+1(n) = ap(n+ j)
2Kj−1(n+ 1)−
∞∑
m=n+1
(
(b(m)− bp(m+ j))Kj(m)
+
(
a(m)2 − ap(m+ j)2
)
Kj−1(m+ 1)
)
. (A.13)
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These are the generalizations of the formulas (10.9) in [48]. However, the terms
b(m)− bp(m+ j), a(m)2−ap(m+ j)2 pose additional difficulties in estimating Kj(n).
Associated with Kj(n) = K(n, n+ j) is the operator
(Kf)(n) =
∞∑
m=n
1
A(n,m)
K(n,m)f(m), f ∈ `∞+ (Z).
which acts as a transformation operator for the pair τp, τ ,
τKf = Kτpf, f ∈ `∞+ (Z).
Finally, we note the following result for the Volterra sum equation.
Lemma A.4. Consider the Volterra sum equation
f(n) = g(n) +
∞∑
m=n+1
K(n,m)f(m). (A.14)
Then
f(n) =
∞∑
j=0
Lj(n)g(n+ j),
where the coefficients Lj(n) of g(n+ j) are given by
L0(n) = 1,
Lj(n) =
j−1∑
m=0
Lm(n)Kj−m(n+m), j ≥ 1, (A.15)
with Kj(n) = K(n, n+ j).
Proof. Using the standart iteration trick the solution of (A.14) is formally given by
f(n) =
∞∑
j=0
fj(n)
with
f0(n) = g(n), fj+1(n) =
∞∑
m=n+1
K(n,m)fj(m).
We prove (A.15) by induction. We have
f(n) = g(n) + f1(n) + · · · = g(n) +K(n, n+ 1)g(n+ 1) +O(g(n+ 2)),
hence
L1(n) = K1(n).
The term g(n+j) only appears in the first j summands, therefore its coefficient Lj(n)
is completely determined by f1(n), . . . , fj(n)
j∑
k=0
fk(n) =
j∑
k=0
Lk(n)g(n+ k) +O(g(n+ j + 1))
= f0(n) +K1(n)
j−1∑
l=0
fl(n+ 1) +K2(n)
j−1∑
l=0
fl(n+ 2) + . . .
= f0(n) +K1(n)
( j−1∑
l=0
Ll(n+ 1)g(n+ 1 + l) +O(g(n+ j + 1))
)
+ . . .
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Comparing the coefficients of g(n+ .) yields
L0(n) = 1, L1(n) = K1(n),
Lj(n) = K1(n)Lj−1(n+ 1) +K2(n)Lj−2(n+ 2) + · · ·+Kj(n)L0(n+ j).
By induction, we replace Lj−k(n+ k) with (A.15) and collect the terms according to
Kj−k(n+ k). This leads to the desired result.
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