Abstract. We present a new branch and bound algorithm for Max-SAT which incorporates original lazy data structures, a new variable selection heuristics and a lower bound of better quality. We provide experimental evidence that our solver outperforms some of the best performing Max-SAT solvers on a wide range of instances.
Introduction
In recent years we have seen an increasing interest in propositional satisfiability (SAT) that has led to the development of fast and sophisticated complete SAT solvers like Chaff, Grasp, RelSat and Satz, which are based on the well-known Davis-Putnam-Logemann-Loveland (DPLL) procedure [5] . Given a Boolean CNF formula φ, such algorithms determine whether there is a truth assignment that satisfies φ. Unfortunately, they are not able to solve a well-known satisfiability optimization problems: Max-SAT. Given a Boolean CNF formula φ, Max-SAT consists of finding a truth assignment that maximizes the number of satisfied clauses in φ. When all the clauses have at most k literals per clause Max-SAT is called Max-k-SAT.
To our best knowledge, there are only three exact algorithms for Max-SAT that are variants of the DPLL procedure. The first was developed by Wallace & Freuder [15] (WF), the second was developed by Borchers & Furman [3] (BF), and the third, which is based on BF, was developed by Alsinet, Manyà & Planes [2] (AMP). All of them are depth-first branch and bound algorithms. The first was implemented in Lisp, while the rest were implemented in C and are publicly available. There are other exact algorithms for Max-SAT, but based on mathematical programming techniques [4, 6, 8] . There are also two exact DPLL-based algorithms for solving Max-2-SAT: one is due to Zhang, Shen & Manyà [16] (ZSM), and the other to Alber, Gramm & Niedermeier [1] (AGN).
In this paper we first present a new branch and bound algorithm for Max-SAT which incorporates original lazy data structures, a new variable selection heuristics, and a lower bound of better quality. We then report on an experimental investigation we have conducted in order to evaluate our solver on Max-SAT instances. The results obtained provide experimental evidence that our solver outperforms some of the best performing existing Max-SAT solvers on a wide range of instances.
Our new Max-SAT solver, which we call Lazy, differs from BF and AMP in the data structures used to represent and manipulate CNF formulas, in the lower bound, in the variable selection heuristic and in the incorporation of the Dominating Unit Clause (DUC) rule.
Branch and Bound for Max-SAT
The space of all possible assignments for a CNF formula φ can be represented as a search tree, where internal nodes represent partial assignments and leaf nodes represent complete assignments. A branch and bound algorithm for Max-SAT explores the search tree in a depth-first manner. At every node, the algorithm compares the number of clauses unsatisfied by the best complete assignment found so far -called upper bound (U B)-with the number of clauses unsatisfied by the current partial assignment (unsat) plus an underestimation of the number of clauses that become unsatisfied if we extend the current partial assignment into a complete assignment (underestimation). The sum unsat + underestimation is called lower bound (LB). Obviously, if U B ≤ LB, a better assignment cannot be found from this point in search. In that case, the algorithm prunes the subtree below the current node and backtracks to a higher level in the search tree. If U B > LB, it extends the current partial assignment by instantiating one more variable; which leads to create two branches from the current branch: the left branch corresponds to instantiate the new variable to false, and the right branch corresponds to instantiate the new variable to true. In that case, the formula associated with the left (right) branch is obtained from the formula of the current node by deleting all the clauses containing the literal ¬p (p) and removing all the occurrences of the literal p (¬p); i.e., the algorithm applies the one-literal rule [9] . The solution to Max-SAT is the value that U B takes after exploring the entire search tree.
Borchers & Furman [3] designed and implemented a branch and bound solver for Max-SAT, called BF herein, that incorporates two quite significant improvements:
-Before starting to explore the search tree, they obtain an upper bound on the number of unsatisfied clauses in an optimal solution using the local search procedure GSAT [13] . -When branching is done, branch and bound algorithms for Max-SAT apply the one-literal rule (simplifying with the branching literal) instead of applying unit propagation as in the DPLL-style solvers for SAT. 1 If unit propagation is applied at each node, the algorithm can return a non-optimal solution. However, when the difference between the lower bound and the upper bound is one, unit propagation can be safely applied, because otherwise by fixing to false any literal of any unit clause we reach the upper bound. Borchers & Furman perform unit propagation in that case.
The improvements incorporated in BF are also used in the rest of DPLLbased Max-SAT solvers considered in this paper (i.e. AMP, ZSM, AGN).
The lower bound and variable selection heuristic of BF are:
Note that that the number of clauses unsatisfied by the current partial assignment coincides with the number of empty clauses that contains the formula associated with the current partial assignment. In this elementary lower bound there is no underestimation of the number of clauses that become unsatisfied if we extend the current partial assignment into a complete assignment. -MOMS: selects a variable among those that appear more often in clauses of minimum size. That is the heuristic of Borchers & Furman. Ties are broken by choosing the first variable in lexicographical order [12] .
In a previous paper [2] , we incorporated two improvements into BF that led to significant performance improvements: a lower bound of better quality (LB AMP ) and another variable selection heuristic (JW):
, where φ is the formula associated with the current partial assignment, and ic(p) (ic(¬p)) -inconsistency count of p (¬p)-is the number of clauses that become unsatisfied if the current partial assignment is extended by fixing p to true (false). Note that ic(p) (ic(¬p)) coincides with the number of unit clauses of φ that contain ¬p (p). If for each variable we count the number of positive and negative literals in unit clauses, we can know the number of unit clauses that will not be satisfied if the variable is instantiated to true or false. Obviously, the total number of unsatisfied clauses resulting from either instantiation of the variable must be greater than or equal to the minimum count. Moreover, the counts for different variables are independent, since they refer to different unit clauses. Hence, by summing the minimum count for all variables in unit clauses and adding this sum to the number of empty clauses, we calculate a lower bound for the number of unsatisfied clauses given the current assignment. Such a lower bound was considered in [15] . -Jeroslow-Wang (JW) [7] : given a formula φ, for each literal L of φ the following function is defined: J(L) = L∈C∈φ 2 −|C| , where |C| is the length of clause C. JW selects a variable p of φ among those that maximize J(p)+J(¬p).
Our solver AMP is basically BF with the above lower bound and variable selection heuristic. Figure 1 shows the pseudo-code of the skeleton of BF and AMP. We use the following notation: empty-clauses(φ) is a function that returns the number of empty clauses in φ; lower-bound(φ) is the sum of the Input: max-sat(φ, ub) : A Boolean CNF formula φ and an upper bound ub 1: if φ = ∅ or φ only contains empty clauses then 2: return empty-clauses(φ) number of empty clauses in φ plus an underestimation of the number of unsatisfied clauses in the formula obtained from φ by removing its empty clauses. In our case, LB BF or LB AMP ; ub is an upper bound of the number of unsatisfied clauses in an optimal solution. We assume that the input value is that obtained with GSAT; select-variable(φ) is a function that returns a variable of φ following an heuristic; in our case, MOMS or JW; and φ p (φ ¬p ) is the formula obtained by applying the one-literal rule to φ using the literal p (¬p).
A new Max-SAT solver
Our new Max-SAT solver, which we call Lazy, differs from previous solvers in the data structures used to represent and manipulate CNF formulas, in the lower bound, in a novel variable selection heuristic, in the preprocessing of such formulas and in the incorporation of the Dominating Unit Clause rule. Lazy was implemented in C++.
Data structures BF and AMP use adjacency lists to represent CNF formulas and their variable ordering are dynamic. Lazy uses a static variable selection heuristic (defined below) that allows us to implement extremely efficient data structures for representing and manipulating CNF formulas. Our data structures take into account the following fact: we are only interested in knowing when a clause has become unit or empty. Thus, if we have a clause with four variables, we do not perform any operation in that clause until three of the variables appearing in the clause have been instantiated; i.e., we delay the evaluation of a clause with k variables until k − 1 variables have been instantiated. In our case, as we instantiate the variables using a static order, we do not have to evaluate a clause until the penultimate variable of the clause in the static order has been instantiated.
The data structures are defined as follows: For each clause we have a pointer to the penultimate variable of the clause in the static order, and the clauses of a CNF formula are ordered by that pointer. We also have a pointer to the last variable of the clause. When a variable p is fixed to true (false), only the clauses whose penultimate variable in the static order is ¬p (p) are evaluated. This approach has two advantages: the cost of backtracking is constant (we do not have to undo pointers like in adjacency lists) and, at each step, we evaluate a minimum number of clauses.
For instance, suppose we have a formula with the following clauses and that variables are instantiated in lexicographic order:
If v 1 and v 2 have been instantiated to false, when we branch on v 3 = true we derive the unit clausesv 6 andv 4 ; and when we branch on v 3 = f alse we derive the unit clause v 5 . The data structure snapshot is shown in Fig. 2 . Fig. 2 . Lazy data structure snapshot example. The numbers in the boxes stand for the literals with the given variable number. The arrow L stands for the Last pointer and the arrow P stands for the P enultimate pointer.
Lower bound Lazy incorporates a lower bound (LB LAZY ) of better quality than LB BF and LB AMP . LB LAZY can be understood as LB AMP extended with a specialization of the so-called star rule defined in [11] . The star rule states that if we have a clause of the form p 1 ∨ · · · ∨ p k and k unit clauses of the form ¬p 1 , . . . , ¬p k , then the lower bound can be incremented by one. In our case, we only consider clauses of length two. For longer clauses the star rule does not lead to performance improvements. The pseudo-code of LB LAZY is defined as follows [14] :
if ¬p ∈ φ and ¬q ∈ φ then 4:
LB LAZY := LB LAZY + 1 5: φ := φ − {p ∨ q, ¬p, ¬q} 6: end if 7: end for Variable selection heuristic MOMS is a branching heuristic that selects a variable among those that appear more often in clauses of minimum size, and breaks ties by choosing the first variable in lexicographical order. We have defined MOMS * , which is like MOMS but breaks ties in a different way. In MOMS * ties are broken by choosing the variable x with the highest weight w. Such a weight is calculated by the product w(x) = l∈N oc(l), where N stands for the set of negated neighbouring literals of variable x, and oc(l) stands for the number of ocurrences of literal l. The reason behind the calculation is that any clause a ∨ b ∨ c can be seen as the implication ¬a ∧ ¬b → c. So, the bigger the product oc(¬a) · oc(¬b), the higher the probability of creating the unit clause c.
Note that MOMS is used as a dynamic variable selection heuristic in BF while MOMS * is used as a static variable selection heuristic in Lazy.
Formula reduction preprocessing Before the search starts, the initial formula is simplified by applying the resolution rule to some binary clauses. For every pair of clauses a ∨ b and ¬a ∨ b such that variable a precedes variable b in the static instantiation order, Lazy reduces them to the unit clause b.
Dominating Unit Clause (DUC) rule DUC is an inference rule, defined in [11] , that allows us to fix the truth value of a variable; i.e., it avoids to apply branching on that variable. DUC is defined as follows: If a CNF formula φ has k occurrences of a variable p (¬p) and has at least k unit clauses of the form ¬p (p), then the value of p can be set to false (true).
Experimental Results
We conducted an experimental investigation in order to compare the performance of BF, AMP, and Lazy. When dealing with Max-2-SAT instances, we also compare with ZSM and AGN. The experiments were performed on a 2GHz Pentium IV with 512 Mb of RAM under Linux.
In our first experiment, we evaluated the relevance of defining lazy data structures to get substantial performance improvements. To this end, we compared BF and Lazy using a simple variable selection heuristic: variables are instantiated in lexicographical order. Moreover, we removed all the improvements we introduced into Lazy and replaced LB LAZY with LB BF . In this way, we have that BF and Lazy traverse the same search tree. Figure 3 shows the results obtained when solving sets of randomly generated Max-3-SAT instances with 30 variables and a different number of clauses. Such instances were generated using the method described in [10] . We generated sets for 180, 240, 300, 360, 420 and 480 clauses, where each set had 100 instances. We observe that this modified version of Lazy is about 5 times faster than BF when both solvers traverse the same search tree. In our second experiment, we generated sets of random Max-2-SAT instances with 50 and 100 variables and a different number of clauses. Such instances were generated using the method described in [10] , and each set had 100 instances. The results of solving such instances with BF, AMP, ZSM, AGN and Lazy are shown in Fig. 4 . Along the horizontal axis is the number of clauses, and along the vertical axis is the mean and median time (in seconds) needed to solve an instance of a set. Notice that we use a log scale to represent run-time. Clearly, Lazy outperforms the rest of solvers, even ZSM and AGN that are specifically designed to solve Max-2-SAT instances. In our third experiment, we generated sets of random Max-3-SAT and Max-4-SAT instances with 50 variables and a different number of clauses. Such instances were generated using the method described in [10] , and each set had 100 instances. The results of solving such instances with BF, AMP, and Lazy are shown in Fig. 5 . Again, we clearly see that Lazy provides substantial performance improvements, which are due to the lazy data structures, the quality of the lower bound and the variable selection heuristic used.
