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Abstract
Static and dynamical properties of the Lennard-Jones (LJ) fluid along the fluid-solid coexistence
line are determined by Molecular Dynamics simulation. A number of properties, such as the radial
distribution function, Einstein frequency, mean force, root mean square force, and normalized time
correlation functions are shown to be essentially invariant or structurally isomorphic along this line
when scaled by so-called macroscopic variables (MRU). Other quantities subject to MRU such as the
potential energy, pressure and infinite frequency compressional modulus are not constant along this
line of states but can be reproduced using simple formulae of the form for Roskilde fluids. The elastic
moduli fall within the domain of isomorphism theory. A generalized Cauchy relationship in which the
infinite frequency longitudinal modulus is proportional to the longitudinal modulus of the fluid was
found to be obeyed very well for the LJ fluid phase along this coexistence line.
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I. INTRODUCTION
Auxetic and other negative-valued material properties of solids are active areas of research
[1]. Their existence in fluid phases is an intriguing possibility which has received little
attention. The fluid state of matter has quite distinct mechanical behaviour to that of the solid
(crystalline) form. Fluids are not capable of sustaining indefinitely a stress after the application
of a step in strain, so any such response would be a transient. However, on a short time scale
it is well-known from the pioneering work of J. C. Maxwell, [3] that fluids behave with a
solid-like or ‘viscoelastic’ response. He proposed that the shear viscosity, ηs, of a fluid can be
written as, ηs = G∞τ , the product of an elastic modulus, G∞ and a relaxation time, τ . The
liquid behaves as a solid on time scales much shorter than τ . This is of practical significance
as the mechanical properties of important every-day states of matter such as glasses, gels or
granular beds can for practical purposes be treated as solids, even though the microstructure
is liquid-like and they are strictly speaking metastable assemblies of particles. Any stressed
state will eventually relax over time to an unstressed state. For simple liquids, τ is of order
a picosecond, while for these other materials it can be days, years or even centuries. It has
proved particularly problematic to develop statistical mechanical theories and descriptions for
the dense superctitical fluid and liquid states, compared to dilute gases and the solid state.
Some important theoretical developments in the statistical mechanics of the dense fluid state
have used a reference model fluid as a starting point. Within this class, the soft sphere potential
has proved an important model interaction for simple and complex fluids (e.g ., hydrogels, [2]).
The soft sphere or inverse power, IP, pair potential is of the form ∼ r−n, where r is the
distance between the two centres of mass, and the value of the exponent, n, governs the
potential stiffness (n → ∞ is the hard sphere potential). In the last decade there have been
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many publications applying soft sphere scaling in one form or another to a range of physical
properties. The scale invariance of the IP potential lends itself to such an application. Hidden
scale invariance in van der Waals fluids (i .e., those not significantly hydrogen bonded) is found
in material properties if plotted appropriately. A motivation for this is it provides an improved
understanding of observed trends in experimental systems, and from a practical point of view,
can reduce the number of state points that need to be considered. Roland et al.,[4, 5] found
that viscosity data for a series of real oils collapsed onto common curves using the IP scaling
parameter, (T/TR)(ρr/ρ)
γ where TR and ρR are the temperature and density of a reference
system, respectively. The exponent, γ is exactly n/3 for an IP fluid but has to be treated as
a fit parameter for real experimental data as the effective value of n for each molecule is not
known in advance, and these systems will not be represented exactly by the inverse power
potential. This density-temperature scaling procedure [6] was subsequently applied to collapse
onto a single master curve the self-diffusion coefficients of model Lennard-Jones liquids [7], and
relaxation and thermodynamic data of experimental systems [8]. Dyre and co-workers, (see for
example, Refs. [9–14]) provided additional statistical mechanical foundations to the extension
of scaling concepts to real van der Waals fluids. They invented the classification of ‘strongly
correlating’ or Roskilde fluids, which are liquids where the equilibrium virial-potential energy
correlation coefficient is about or at least 0.9 (this number is always 1 for inverse power liquids
for all fluid state points) which give rise to lines of density-temperature states which inherit
a number of soft sphere scaling properties, and were called isomorphic states. This approach
has allowed lines of nearly invariant values for structural, static and dynamical properties in
reduced units to be established, which has inter alia helped to explain the origins of empirical
correlations between these quantities discovered in the past [15, 16].
The Lennard-Jones potential has a form which has made it suitable to represent well the
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effective pair interaction between molecules in typical dense ‘van der Waals’ fluids such as
argon and small molecules. The remit of this work is to explore further aspects of the Roskilde
fluid categorisation for the Lennard-Jones system along the fluid-solid coexistence boundary.
Notably the infinite frequency elastic moduli which are relevant to mechanical properties, and
time correlation functions whose integral leads to the transport coefficients are considered.
The term, ‘fluid’ is used here rather than ‘liquid’ as many of the data points considered are at
a temperature above the critical temperature. The focus is on to what extent can the physical
properties of this set of temperature-density states be collapsed onto a single master curve.
In Sect. II the theoretical background to this work is covered, which includes an analysis of
literature simulation data on the LJ fluid-solid coexistence boundary, and an explanation of the
appropriate set of reduced units relevant to the isomorphism condition. In Sect. III the results
of Molecular Dynamics simulations of the fluid along the fluid-solid coexistence boundary are
presented and analysed for signs of isomorphism. Conclusions are made in Sect. IV.
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II. THEORETICAL BACKGROUND
First aspects of the Lennard-Jones phase coexistence behavior are discussed, and then the
subject of property scaling is covered.
A. The Lennard-Jones phase behavior
The focus here is on the Lennard-Jones (LJ) fluid in which the molecules interact with the
pair potential, φ(r) = 4[(σ/r)12 − (σ/r)6], where  and σ define the energy and length scales
of the molecule, respectively. The first term represents the repulsive and the second term the
attractive part of the intermolecular interaction. For the pure LJ system typical values of the
critical point parameters for temperature, reduced density and pressure are, Tc, ρc and Pc are
1.3120(7), [17, 18], 0.316(1), [19] and 0.141(1), [20] respectively. The triple point temperature
and density are ca. 0.69 and 0.85, respectively. [21] Lennard-Jones reduced units (see below)
are used.
Figure 1 shows the vapour-liquid coexistence boundary (black symbols) and the liquid-solid
phase boundary (blue symbols) for number density, ρ against pressure, P using molecular
simulation numerical data taken from literature sources. As will be seen that owing to the
absence of data points near the critical point it cannot be reached directly by simulation or
in fact experiment. Figure 2 concentrates on the fluid-solid phase boundary as a function of
density and temperature. It has been proposed recently that the coexistence density
of the liquid and solid phases for the LJ conform to the formula, [22–25]
T = Aρ4 −Bρ2, (1)
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where A and B are constants which can be fitted separately to the fluid and solid numerical
data. Making T the independent variable, from Eq. (1), then
ρ = (
B +
√
B2 + 4AT
2A
)1/2. (2)
Equations (1) and (2) are referred to as the M42 model, where the ‘4’ and ‘2’ are the
exponents of the density. The analytic form of Eq. (1) anticipates one of wider applicability
for other static properties, in which the ρ4 and ρ2 terms derive from the repulsive and attractive
parts of the potential, respectively. This will be discussed further below. Another analytic form
we propose here is,
T = C +Dρ4, (3)
where C and D are constants which can be fitted to numerical data, and where
ρ = ((T − C)/D)1/4 (4)
Equations (3) and (4) are referred to as the M40 model, where the ‘4’ and ‘0’ are the
exponents of the density. Equations Eq. (3) and (4) are based solely on the repulsive part
of the LJ potential (i .e., n = 12 and hence n/3 = 4) and treat the effect of the attractive part
of the potential as a mean field ‘offset’ in the location of the phase boundary. Figure 2 shows
temperature as a function of density, T (ρ). The M42 and M40 analytical formulae follow
the numerical data very well for all temperatures considered for the solid coexistence line,
but below a temperature of ' 0.95 (towards the triple point) both formulae underestimate
the coexistence temperature for the liquid. The corresponding solid line fits the simulation
data very well even in this temperature range, with M40 being slightly better than M42
at the lowest temperatures. At high temperature T and ρ the repulsive part of the LJ
potential dominates, as evident in the analytic form of Eq. (1).
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The soft-sphere system is a useful reference system for the LJ in this context, and its fluid-solid
coexistence densities have been determined using the Gibbs-Duhem equation coupled with
Molecular Dynamics simulation.[26]
Figure 3 shows ρ as a function of T . The formulae in Eqs. (2) and (4) are plotted together
with the numerical data on this figure. These formulae are useful as input for tracing out the
coexistence line using molecular simulation for temperatures in excess of ca. T < 0.95. The
soft sphere derived coexistence densities in LJ units for n = 12 are approximately represented
by the curves, 0.8238T 1/4 + 0.069 and 0.8549T 1/4 + 0.069 (note the shift factor) based on the
soft sphere coexistence densities at T = 1 taken from Refs. [27, 31], which are also given on
Fig. 3. The shift factor is to ensure reasonable agreement at high temperature between the
soft sphere and Lennard-Jones curves. It is clear that at no temperature can the effect of the
attractive part of the LJ potential be ignored as far as the coexisting densities are concerned.
Note that the low temperature region is expanded in Fig. 2 by the lin-log scales.
The dependence of pressure (P) on density and temperature along the LJ fluid-solid coexistence
line has been investigated in the literature, and a number of semi-empirical formulae for P (T )
been proposed. For example, as a fit to simulation data, Agrawal and Kofke, [27] represented
the coexistence pressure by
P = β−5/4 exp(−0.4759β1/2)(16.89 + Eβ + Fβ2) (5)
where β = 1/kBT , E = −59 and F = 12. Mastny and de Pablo, [28] give values for
E = −8.2269 and F = −2.3980 based on their numerical data. The first factor in the above
equation, 16.89β−5/4, is that of the soft-sphere systems with exponent, n = 12, dependence [29].
There are other P (T ) fluid-solid coexistence formulae in the literature. [30] The soft sphere
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coexistence pressure is 23.7 at T = 1, [31] where the soft sphere potential can be written
as, (σS/r)
12 for n = 12. Converting to the corresponding Lennard-Jones potential form,
4(σLJ/r)
12 we have, σLJ = σS/4
1/12 so, P = 16.76 T 5/4 in LJ units for soft sphere scaling.
The empirical Simon equation for real solids also takes the form P ∝ T α along the melting
line (see for example Ref. [32]). Figure 4 shows that this ‘soft sphere’ equation of state
overestimates the pressure for temperatures below ca. 100 but the two curves converge for
higher temperatures. The offset caused by the attractive part of the LJ potential has a
non-negligible effect on the value of the coexistence pressure up to very high temperatures
for real substances (e.g ., ∼ 11, 000 K for argon, taking /kB = 120 K). Unlike the coexisting
densities of Fig. 3, at high temperature the effect of the attractive part of the LJ potential
on the pressure can in practice be ignored. The P (T ) curve requires no shift factor to obtain
convergence of the soft sphere and Lennard Jones curves at high temperature. Coexisting
densities depend on the Gibbs free energy (and pressure) of the two phases being equal while
the pressure is the derivative of the free energy with respect to volume, so any constant term
present in the analytic form of the free energy to account for the attractive part of the potential
will disappear on taking any derivative of the free energy. Figure 4 also shows data for the
repulsive LJ or WCA fluid at coexistence with the solid [33]. The data for this system extend
to low temperatures, and agree quite well with the soft sphere line (in red). This is perhaps
not surprising as the WCA and n = 12 soft sphere potential are more similar than either is to
the LJ potential form.
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B. Types of Reduced Units
So far only Lennard-Jones reduced units have been considered. In the past an alternative
reduction has been proposed a number of times for various properties, based on macroscopic
and fundamental (‘real’) units (see for example, Refs. [40–44]). This is based in potential-
independent quantities rather than on molecular or the effective pair potential parameters.
This treatment has recently been given theoretical justification by the Roskilde group of Dyre
and coworkers who have shown that such quantities can be almost constant (‘invariant’), or
readily computed failing that, along certain density-temperature (‘isomorphic’) lines on the
phase diagram of the LJ fluid and other model molecule fluid. Using their notation, the reduced
quantities (X˜) for some relevant quantities are defined as follows,
r = ρ−1/3r˜,
u = kBT u˜,
P = ρkBT P˜ ,
t = ρ−1/3m1/2(kBT )
−1/2t˜,
D = ρ−1/3m−1/2(kBT )
1/2D˜,
η = ρ2/3m1/2(kBT )
1/2η˜,
λ = ρ2/3m−1/2(kBT )
1/2λ˜kB (6)
where X is the quantity in real units, u is the potential energy per particle, ρ = N/V is the
number density in real units, m is the mass of the molecule, and there are N molecules in
volume V . The self-diffusion coefficient is denoted by, D, and the viscosity is η (ηs for the
shear viscosity and ηb for the bulk or compressional viscosity). The thermal conductivity is
denoted by λ. Each quantity, X, on the left hand side of Eq. (6) is in real (e.g ., S.I.) units
while its reduced version X˜ given on the right hand side is dimensionless, the units being
taken up by the remaining quantities in each formula. As the ‘X˜’ scaled quantities are
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a mixture of macroscopic intensive thermodynamic quantities (i .e., ρ and T ) and
microscopic quantities such as m and kB it is approporiate to refer to them as ‘M’
reduced units or MRU for short.
For model fluids such as the Lennard-Jones example it is is customary to express its physical
properties in molecular pair potential parameter units (sometimes identified with an ‘∗’ su-
perscript), as we have used in the previous subsection. The same quantities expressed in pair
potential units are,
r = σr∗,
ρ = σ−3ρ∗,
T = T ∗/kB,
u = u∗,
P = σ−3P ∗,
t = σ(m/)1/2t∗,
D = σ1/2m−1/2D∗,
η = σ−21/2m1/2η∗,
λ = σ−2m−1/2(T )1/2λ∗kB. (7)
Again the quantities, X, on the left of the above equation are in real units while X∗ are
unitless, the units coming from the remaining terms based on the molecule’s description.
Equating the same quantities in Eqs. (6) and (7) and rearranging gives,
r˜ = ρ∗1/3r∗,
u˜ = u∗/T ∗,
P˜ = P ∗/ρ∗T ∗ = Z,
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t˜ = ρ∗1/3T ∗1/2t∗,
D˜ = ρ∗1/3T ∗−1/2D∗,
η˜ = ρ∗−2/3T ∗−1/2η∗,
λ˜ = ρ∗−2/3T ∗−1/2λ∗ (8)
and for completeness, β = 1/kBT , so β
∗ = 1/T ∗. Both LJ reduced and MRU scaling will be
used to test for isomorphism in Sect. III. As the Lennard-Jones fluid is being considered here,
the asterisk is dropped henceforth for reasons of compactness of notation.
Statistical mechanics suggests why the MRU representation has proved so effective in collaps-
ing experimental and simulation data onto master curves. Consider the potential energy per
particle, for example, which is defined from the following NVT ensemble average,
u˜ = uβ =
ρn/3
T
∫
r˜N u˜(r˜N)exp(−ρn/3
T
∑
ij(
1
r˜ij
)n + ρ
m/3
T
∑
ij(
1
r˜ij
)m)∫
r˜Nexp(−ρn/3
T
∑
ij(
1
r˜ij
)n + ρ
m/3
T
∑
ij(
1
r˜ij
)m)
(9)
where r˜N ≡ r˜
1
, r˜
2
· · · r˜N , is a general point in the configurational phase space of the N -
molecules, rij = ri − rj and rij = |rij| is the distance between molecules i and j. The more
general n : m notation is used (the 12 : 6 special case is the Lennard-Jones potential). For
the special case of the soft sphere potential ((σ/r)n) (by omitting the m-terms in Eq. (9)),
the MRU potential energy, u˜, has the same value along the ρn/3/T = constant line. These
states are said to be isomorphic or as we suggest, structurally isomorphic to be more specific,
because when the coordinates are MRU nondimensionalized by the density, the probability
distribution of the configurations in reduced units, P (r˜N), is the same for all states along the
isomorphic line. To say that a quantity is ‘isomorphic’ means that it has a constant value in
MRU along a set of structurally isomorphic states, but this does not automatically follow from
structural isomorphism, as will be shown below.
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The more general m : n case two term pair potential it is not so simple to treat. Even though
ρn/3/T may be equal for two density-temperature states on the phase diagram, the quantity,
ρm/3/T (where m 6= n) will not be the same. The contribution from the repulsive and attractive
parts of the potential to a given quantity (e.g ., u) will be weighted differently in the two cases.
The two states may be structurally isomorphic to a good approximation, but the values of u˜
for the total potential energy will not be the same. In the perturbation theory of liquids it
is assumed that the structure of the liquid is determined by an effective short range repulsive
potential, which in the case of the Weeks-Chandler-Andersen theory of the Lennard-Jones fluid,
is a combination of the r−12 and r−6 terms, rather than solely the r−12 part of the potential
which underpins the present analysis. In the present context, this would be tantamount to
replacing the term
∑
ij(
1
r˜ij
)m in Eq. (9) by a (perhaps solely density dependent) constant,
which will cancel out between the numerator and denominator. This, one might consider
rather drastic, approximation would lead to approximate isomorphism even in the n : m pair
potential case. Its practical benefits can only be confirmed by applying the MRU reduction
of experimental or molecular simulation data. This was the approach adopted by Coslovich
and Roland, [46] who represented an n : m potential fluid by a repulsive inverse power fluid
with the attraction term approximated by a uniform background term, φ(r) ∼ r−k + constant,
where k is another soft sphere exponent (it could transpire that k ' n in favorable cases). The
physical properties of the soft-sphere fluid are now known essentially analytically for most of
the exponent range (except very close to n = 3). [47] The prediction for Roskilde fluids and
solids is that Lennard-Jones isomorphs follow the state point path defined through, [24]
Aρ4 − Bρ2
T
= constant (10)
where the constants, A and B need to be computed by simulation.
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C. Dynamical and transport properties
The transport coefficients, D, ηs, ηb and λ were calculated by MD using the standard route of
integrating the appropriate time correlation function in the Green-Kubo formulae. [48] The
transport coefficient is generically represented by Mτ , where M is an infinite frequency
‘modulus’ and the relaxation time, τ , is the integral under a time correlation function
(TCF) normalized to unity at time, t = 0. For a given property, X, the relaxation time is
the integral of a normalised time correlation function, CX(t) which is the linear response
relaxation function in the case of a transport property. Then, τ =
∫∞
o
CX(t)dt, where
CX(t) =< X(t)X(0) > / < X(0)
2 >. The infinite frequency elastic and thermal moduli
were calculated from the t = 0 value of the unnormalized TCF, [49] and from the formulas
specific to the LJ fluid given in Ref. [51]. For the shear viscosity, M ≡ G∞, the infinite
frequency shear elastic modulus. For the bulk or compressional viscosity, M ≡ K∞ −K0, the
difference between the infinite and zero frequency isothermal bulk moduli.
In the next section a wide range of physical of LJ fluid physical properties along the fluid-solid
phase boundary are presented which were determined by Molecular Dynamics (MD) simula-
tions carried out for this work.
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III. RESULTS AND DISCUSSION
Molecular Dynamics (MD) simulations were carried out using the isotropic
Lennard-Jones potential. The quantities presented are given in the usual LJ
reduced units (i .e., σ = 1,  = 1 and the mass of the molecule, m = 1), as discussed
in the previous section. The truncation distance for the pair interaction contribution to
the potential energy and virial was rc = 3.5 with the usual long range correction formulas
added in a mean field way, [52] to take account of those interactions not specifically computed.
The critical temperature of the LJ system is known to be sensitive to truncation and various
tapered modifications, [53] and the system simulated here is a compromise to represent the
infinite range LJ potential as best as possible at reasonable computational cost. The reduced
time step was 0.004/
√
T and simulations were conducted for up to 106 time steps during the
post-equilibration stage at each state point. The number of particles in the simulation cell
was 4000 or 10, 976, to minimise finite size effects along this high density line, especially at
low temperature. The state points simulated were a selection of those given in Table. II of
Ref. [21, 39]. State points with (T, ρ) values ranging from (0.692, 0.847) to (40.0, 2.01) were
considered.
Figure 5 shows the radial distribution function, g(r) for three widely separated fluid state
points along fluid-solid coexistence. The top set of curves is where distance, r, is in LJ units,
which shows quite distinct curves. When plotted as a function of r˜, these curves superimpose
very well, strongly suggesting that the fluid states along the fluid-solid coexistence line are
to an excellent degree structurally isomorphic. Bøhling et al. explored the significance of
superimposable radial distribution functions in the context of isomorphism [54]. Figure 6 shows
the corresponding g(r) plots for solid state points. The three state points show the signature
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of a crystalline structure with multiple peaks some distance from the molecular diameter
(i .e., r = 1). Along the nominal fluid line the free energy difference between the fluid and
coexisting solid is sufficiently small that the system can overcome a practical activation energy
to form a crystalline state which is possibly metastable, although there is some uncertainty in
the true values of the coexisting fluid and solid densities for the LJ system. Again excellent
structural isomorphism is evident in the practical superposition of the three solid state g(r)
functions at least as far as r = 5. Isomorphs of crystals were studied recently by MD
simulation in Ref. [55], where a very good collapse of structure and dynamics, in
fact better than in the liquid phase, was found.
Figure 7 shows various static averages, expressed in macroscopically reduced form for the LJ
system along the fluid side of fluid-solid coexistence. These include, the mean force on the
molecule, < F˜ >, the root mean square force on the molecule, < F˜ 2 >1/2 and the Einstein
frequency, < ω˜E >,[56] where
ω2E =
4piρ
3m
∫ ∞
0
dr r2
(
φ′′(r) +
2φ′
r
)
g(r). (11)
These quantities are probably dominated by the repulsive part of the potential, so from the
discussion in the previous section it is expected that the derived properties most sensitive
to the repulsive term in the potential will show the greatest invariance with density when
expressed in MRU reduced form. The figure shows that the force and root mean square force,
and Einstein frequency manifest a weak density dependence when expressed in MRU form, a
result which is consistent with the dominance of the repulsive part of the part potential in
governing these properties.
The time dependent functions are considered now. The normalised velocity autocorrelation
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function,[57] Cv(t) =< v(0) · v(t) > / < v2(0) >, is plotted for three well separated state points
exhibiting a solid or crystalline structure in Fig. 8. This shows the negative or rebound region
which is indicative of a caged molecule. The Cv(t) obeys t˜ or ‘isochronal’ scaling, [16, 62] very
well, as may be seen in the coincident three lower curves of Fig. 8. The top set of curves are
the Cv plotted against time in LJ reduced units, and the bottom curves are the same quantities
plotted using the macroscopically reduced time, t˜. Figure 9 shows the corresponding force
autocorrelation functions, CF (t) =< F (0) ·F (t) > / < F 2(0) >, which also collapse with MRU
at essentially all times. The corresponding total shear stress autocorrelation functions, [58]
Cs(t) =< Pxy(0)Pxy(t) > / < P
2
xy(0) > where Pxy is the xy component of the pressure tensor
(including the kinetic and interaction parts), are given in Fig. 10 for the three solid
state points. These monotonically decaying functions expressed in terms of t˜ are hardly
distinguishable on the lower frame of the figure. The deviatoric pressure (X ≡ P (t)− < P >)
autocorrelation function, [61] for fluid states are given in Fig. 11. The heat flux autocorrelation
functions, CLa(t) for the three solid state points are given in Fig. 12.
Therefore to conclude this section, it is noteworthy that the normalised time correlation
functions relevant to transport coefficients along the fluid-solid coexistence line are invariant
when expressed in terms of MRU time. Hence the relaxation times, τ˜ are invariant or
isomorphic, as each is the integral of the normalised time correlation (relaxation) function.
Therefore the state dependence of a transport coefficient will follow that of the modulus, M
(a static property) using the exact Maxwell formula. It might be argued that the the MRU
scaling of the radial distribution functions in the solid state in Fig. 6 is just the affine scaling
one would expect for a crystalline sample. However, its application in the fluid state (see
Fig. 5) cannot be so readily explained away. Also the excellent MRU scaling of time dependent
properties as demonstrated in Figs. 8-12 cannot be so easily discounted.
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For static quantities, X, which have significant contributions from the attractive part of the
potential (e.g ., potential energy per particle, configurational part of pressure, and the elastic
and thermal moduli) they should take the following analytic form which is a consequence of
structural isomorphism exhibited by these systems,
X˜ = Aρ4 +Bρ2, (12)
where A and B are temperature independent constants. The relationship in Eq. (12)
we think may follow from the dominance of the r−12 term in the LJ potential
in determining the structure and hence g(r), which is consistent with classical
perturbation theory, although we note the simulation and conclusions of Ref. [25]
lead one to conclude that the explanation may not be so simple (i .e., in by treating
the repulsive and attractive parts of the LJ potential separately in this context).
It is worth noting that Rosenfeld proposed the same analytic form, where X is the pressure, in
1974 [59, 60] for the melting line properties, using a hard sphere reference fluid. Even though the
states may be essentially structurally isomorphic these derived quantities will not give density
independent X˜ because of the different density dependencies of the repulsive and attractive
components, encapsulated in Eq. (12). Nevertheless, the simple analytic form in Eq. (12) is a
significant step forward in our predictive capacity, as once A and B are determined (in principle)
from two state points, the value of < X > is predicted along an isomorphic line of state points.
As a specific example, Fig. 13 shows the potential energy per particle, and its repulsive and
attractive components as a function of density along the fluid-solid coexistence line obtained
by the MD simulations carried out in this work. A previously introduced formula, [62, 63],
u = Arρ
4 −Baρ2, (13)
where Ar and Ba are constants was fitted to the simulation data is also shown on the figure.
18
Another formula,
u = Crρ
4 −Da, (14)
where Cr and Da are constants, is also plotted on the figure. The formula in Eq. (13) fits the
MD data very well, and better than Eq. (14). Also the individual terms for the repulsive and
attractive parts of u given in Eq. (13) predict well with the repulsive and attractive components
of the simulation data potential energy, which adds extra confirmation of the fundamental
significance of Eq. (13). Equation (13) can be written in the form of macroscopic reduced units,
u˜ = (ρ4/T )u˜r + (ρ
2/T )u˜a. Similarly, for the configurational part of the pressure, Pc, obtained
from the virial expression, for the Lennard-Jones potential, P˜c = 4(ρ
4/T )u˜r + 2(ρ
2/T )u˜a.
However, these quantities do not display isomorphic collapse in the way the soft sphere fluid
does, as the repulsive and attractive contributions are additive and depend differently on
density as is obvious from Eq. (13). Nevertheless, quantities such as u, and Pc can be expressed
as formulae of the form of Eq. (13), which implies that u˜r and u˜a should have a very weak
density dependence (as may be shown for the present data).
Figure 14 presents the associated MD generated shear modulus, G∞, bulk modulus, K∞ −K0,
and thermal modulus,MT associated with the shear and bulk viscosity and thermal conductivity
Green-Kubo coefficients. The infinite frequency moduli for the LJ fluid is given by, [51, 58, 61,
69]
G∞ = ρkBT +
ρ
5
(36ur + 6ua)
K∞ =
5
3
ρkBT + ρ(20ur + 6ua) (15)
and hence
G˜∞ = 1 +
1
5
(36
ρ4
T
u˜r + 6
ρ2
T
u˜a)
19
K˜∞ =
5
3
+ (20
ρ4
T
u˜r + 6
ρ2
T
u˜a) (16)
These quantities follow u and Pc in being well represented by the function of the form
X = Aρ4 − Bρ2. Least squares fits of the numerical data to this analytic form are shown
as continuous curves on the figure. This result is because the infinite frequency elastic and
thermal moduli can be expressed as the sum of two terms, one with a ρ4 dependence (for the
n = 12 part of the potential) and a ρ2 term (for the n = 6 component), as for all similar
mechanical and thermodynamic quantities.
The corresponding collective transport coefficients of shear and bulk viscosity, and
thermal conductivity do not display MRU invariance with density as, although
the relaxation times, τ , do exhibit good density invariance when expressed in
this form (see Figs. 8-12), the moduli (as seen in Fig. 14) do not scale in this
manner but according to the general expression given in Eq. (12). Nevertheless,
the analytic form of the moduli along the isomorph can in principle be determined from
two simulations using the analytic form of Eq. (12), which would make the transport
coefficients along the fluid-solid boundary specified at each state point at coexistence. The
self-diffusion coefficient is a special case as the equivalent of the modulus is then kBT/m,
so D = kBTτ/m. Figure 7 shows that there is an approximate invariance of D˜ at high
density and temperature. Figure 15 shows that the MRU reduced infinite frequency shear
modulus has a quite weak density dependence compared to the infinite frequency bulk modulus.
The infinite frequency elastic moduli are important in describing the propagation and ab-
sorption of sound, [50] in terms of the longitudinal modulus, M∞,L = K∞ + 4G∞/3. For a
liquid in which the atoms interact via a central or isotropic potential the Cauchy relationship,
20
M∞,L = 3G∞, is obeyed. Zwanzig and Mountain, [51, 64] derived a generalized Cauchy re-
lationship for the Lennard-Jones fluid, using its analytic form introduced into the statistical
mechanical definitions of the pressure, and shear and bulk moduli, which is,
M∞,L = 3G∞ + 2P, (17)
which was confirmed for the numerical data as it is exact for the LJ fluid. A more recent
proposal for liquids close to the glass transition is the empirical formula, (see Refs. [64, 65] and
references quoted therein)
M∞,L = a + bG∞. (18)
which applies very well to the LJ fluid moduli along the fluid-solid coexistence line, as
seen in Fig. 16. On the figure the abscissa are M∞,L = K∞ + 4G∞/3 (open circles), and
M∞,L = 3G∞ + 2P (crosses). The two should agree for the LJ potential, as they are seen to
do within simmulation statistics. Typical values of b in the literature are close to 3, and the
least squares fit to the present MD data gives a value of 3.8.
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IV. CONCLUSIONS
Certain quantities when reduced according to so-called macroscopic-microscopic units (MRU)
show the hallmarks of soft-sphere like isomorphism (i .e., state point invariant) along the
fluid-solid coexistence line. The radial distribution function exhibits very good MRU scaling
which indicates that the coexisting fluid states along the Lennard-Jones fluid-solid coexistence
line are essentially structurally isomorphic. The normalized time correlation functions scale
very well also. These are properties which one might expect to be dominated by the repulsive
part of the potential, and on the pair forces rather than the potential energy. The attractive
part of the potential if approximated by a uniform background would not contribute to the
force. The mean and root mean square force fall into this excellent MRU scaling category, as
revealed in Fig. 6. Of all the density-temperature curves on the fluid part of the Lennard-Jones
phase diagram that along fluid-solid coexistence is probably the most likely to exhibit
structural isomorphism as this has the highest density at a given temperature, where one might
expect the repulsive part of the potential to be most dominant. However, static quantities
which are the sum of attractive and repulsive terms, such as the potential energy and pressure
do not exhibit data collapse when expressed in terms of macroscopic reduced units as these
two components have a different density dependence. Nevertheless, they can be expressed
well as simple formulas such as the one in Eq. (13) for the potential energy per particle,
u which follows directly from structural isomorphism to a good approximation. This sug-
gests that u˜r and u˜a, for example, are almost density independent, which is found to be the case.
The infinite frequency shear modulus is almost isomorphic in having a weak dependence on
density when expressed in MRU, whereas the infinite frequency bulk modulus performs less
well in this respect (see Fig. 14). As the infinite frequency elastic moduli can be written in
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terms of integrals of the radial distribution function, [66, 67] and as these are to a very good
approximation isomorphic states, one would expect these quantities to be expressible in the
same generic form as the one in Eq. (13) for the potential energy per particle.
The assumption underlying perturbation theory,[68] is that the fluid structure is dominated
by the repulsive or excluded volume part of the pair potential. Because of the success of
the general property formula of Eq. (12) for Lennard-Jones fluids, this might be
construed that for the LJ fluid the r−12 part of the potential is the true reference
state, which conflicts with the traditional assumption that the WCA potential
is the most appropriate reference for the Lennard-Jones potential. In the WCA
treatment the structure of the liquid is presumed to be determined essentially
by an effective repulsive potential composed of a specific mixture of the r−12
and r−6 LJ terms. In Ref. [54] based on simulation results in that publication,
the authors argue that what matters is the total force on the molecule which is
determined by the local cage structure and therefore less obviously attributable
to the details of a given pair potential. This issue is clearly one which would
benefit from further investigation. The isomorphic description provides some useful
additional relationships (e.g ., see Eq. (12)) and extends our capability in specifying time
dependent and hence linear (and possibly non-linear) rheological properties. The formalism of
isomorphism provides new perspectives in our understanding and description of so-called van
der Waals fluids (i .e., not hydrogen bond dominated). There is ‘hidden’ scaling and simple
relationships applicable to the Lennard-Jones fluid which have been established in some recent
pioneering publications by other groups, and further explored for other properties, including
elastic moduli, in this work. Isomorphism provides an explanation for a number of empirical
trends of experimental data using MRU scaled variables noted over many decades. Of course,
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the Lennard-Jones ∼ r−12 would be an approximation for the repulsive part of the potential
for real molecular systems, in which case the more general relationship ∼ Aρn/3 − Bρm/3 for
a given physical property could be fitted to experimental data, where n and m are treated as
empirical constants. The n : m potential form more immediately brings to light isomorphism
characteristics, but this does not mean that extensions of this approach could not be extended
to other repulsive potential forms, such as an exponential repulsion,[71] and the Morse potential.
The elastic moduli fall within the domain of structural isomorphism theory, as also found by
others, [65]. Ultimately this way of analysing static and time-dependent physical properties
may be useful in providing criteria which lead to, or at the very least compactly describe,
auxetic behavior in small molecule liquid and solid systems.
In the field of tribology isomorphism has already been recognised as an important new
development for high pressure or elastohydrodynamic lubrication (EHL) contacts, [72–74]. It
is very difficult to carry out controlled experiments of the physical state of the lubricant in a
working EHL contact zone. A small volume of lubricating oil may be in the contact zone for
ca. 1 ms. There are large pressure gradients in the flow direction, and temperature gradients
across the gap. Isomorphism theory could be used to provide a link between the high pressure
states typical of EHL to low temperature ambient pressure states which are more readily
probed by laboratory spectroscopic and viscometric equipment. Temperature then replaces
pressure as the independent variable, which is less costly to vary than pressure (up to 2-3 GPa,
typically) in a controlled manner.
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FIG. 1: Phase boundaries of the Lennard-Jones fluid system taken from a number of sources using
Molecular Dynamics or Monte Carlo computer simulation. The figure shows pressure, P as a function
of temperature, T . L denotes the solid region and L the liquid region. Note the lin-log scales. Key:
References: [34] (B), [35] (F), [28] (M1) [36] (K), [37] (M2) [19] (M3), [17] (P), [38] (A1), and [39]
(A2).
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FIG. 2: The fluid and solid phase boundaries of the Lennard-Jones system using simulation data taken
from various sources. The figure shows temperature, T , as a function of density, ρ. Key: References:
[21] (Ba), [39] (Ah), [37] (M1), and [28] (M2). The constants in Eq. (1) for the M42 model are
A = 2.22(8) and B = 0.74(12) for the liquid, and A = 2.04(6) and B = 1.09(10) for the solid. These
best fit curves are indicated by ‘4+2’ on the figure. Standard errors are reported here in brackets for
the last digit(s) of the number. This is the lower solid line for both liquid and solid data.
The constants in Eq. (3) for the M40 model are C = −0.40(8) and D = 1.92(4) for the fluid, and
C = −0.75(8) and D = 1.68(3) for the solid. These best fit curves are indicated by ‘4+0’ on the figure.
This is the upper solid line for both liquid and solid data.
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FIG. 3: As for Fig. 2 except that density, ρ, is plotted as a function of temperature, T . The M42 or
‘4+2’ and M40 or ‘4+0 ’ curves are the equations given in Eqs. (2) and (4), respectively. The two
green lines (‘Soft Sphere’) are 0.8238T 1/4 +0.069 and 0.8549T 1/4 +0.069 (note the additional shift to
the soft sphere formula) based on the soft sphere coexistence densities at T = 1 with data taken from
Refs. [27, 31].
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FIG. 4: The LJ pressure as function of temperature along the phase boundaries taken from various
literature sources. The predominantly blue data point curve is for the fluid-solid coexistence, and the
lower (green and red) points are for vapor-solid and vapor-liquid coexistence. Note the log-log plot.
Key: References given on the figure: [34] (B), [35] (F), [28] (M1) [36] (K), [37] (M2) [19] (M3), [17]
(P), [38] (A1), [21] (B2), and [33] (A2) for the WCA data points. ’Mastny’ is taken from Ref. [28], and
the solid red line labelled ’Soft Sphere is the n = 12 soft-sphere coexistence pressure, P = 16.76 T 5/4
cast in LJ units and taken from Ref. [31].
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FIG. 5: Radial distribution function, g(r) for three fluid states along fluid-solid coexistence. The num-
bers on the figure are ρ, T respectively in LJ time units. The top set of g(r) are plotted with distance
in LJ reduced units, and the bottom curves are the same data sets plotted using the macroscopically
reduced distance, r˜.
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FIG. 6: As for Fig. 5 except that g(r) for three solid states along fluid-solid coexistence are shown.
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FIG. 7: Various macroscopically scaled properties plotted against ρ along the LJ fluid-solid phase
boundary obtained by MD simulation. Key: mean force, < F˜ >, (F1), root mean square force,
< F˜ 2 >1/2, (F2), and Einstein frequency, < ω˜E >, (OE). The self-diffusion coefficient, 1200× < D˜ >,
(D), is also plotted. The letters in brackets are the annotation given on the figure.
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FIG. 8: Normalised velocity autocorrelation functions, Cv(t) for three solid states along fluid-solid
coexistence. The numbers on the figure are ρ, T in LJ time units. The top set of Cv are plotted
with time in LJ reduced units, and the bottom curves are the same data sets plotted using the
macroscopically reduced time, t˜.
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FIG. 9: As for Fig. 8 except the normalised force autocorrelation function, CF (t) is shown.
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FIG. 10: As for Fig. 8 except the normalised shear stress autocorrelation function, Cs(t) is shown.
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FIG. 11: The normalised deviatoric pressure autocorrelation function, Cb(t) is shown for three fluid
states.
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FIG. 12: As for Fig. 8 except the normalised heat flux autocorrelation function, CLa(t) is shown.
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FIG. 13: The potential energy per particle, u, for the fluid LJ system along the fluid-solid phase
boundary obtained by MD simulation. The contributions from the repulsive (‘R’) and attractive (‘A’)
parts of the potential are given. Also the formula given in Eq. (13) fits the data very well. The black
(Arρ
4) and brown (Baρ
2) lines are the components of this equation from the repulsive and attractive
parts of the potential, respectively. The blue line is the formula in Eq. (13). A least squares fit gives
Ar = 10.37(1) and Ba = 16.05(1) for Eq. (13), and Cr = 3.6(2) and Da = 8.9(3) for Eq. (14).
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FIG. 14: The MD generated G∞ (G), K∞ − K0 (KK) and MT (La) as symbols for the coexisting
fluid states, and their least square fit to functions of the form X = Aρ4 −Bρ2, which are continuous
curves on the figure. For G: A = 117(2), B = 57(3), for KK: A = 75(2), B = −25(3), and for T:
A = 363(6), B = 187(8) (standard errors are in brackets).
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FIG. 15: The MD generated G˜∞ (G) and K˜∞ (K) as a function of number density for the LJ fluid
states.
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FIG. 16: Test of the formula given in Eq. (18) for the LJ MD data of the fluid along fluid-solid
coexistence. Least square fit parameters are a = −23(1) and b = 3.77(1). The quantities are given in
LJ reduced units. The open circles are M∞,L = K∞+4G∞/3, and the crosses areM∞,L = 3G∞+2P .
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