Abstract-This paper presents a framework based on Gaussian Processes for assessing cross channel consensus in Body Sensor Network (BSN) data. Cross channel consensus can be observed by measuring the prediction error of one channel given the others, which could help in predicting missing data, correcting for noisy channels, or learning relationships between sensor channels over time. The method is evaluated with activities of daily living experiments with sensing data including heart rate, respiration and activity levels. The acquired prediction rates indicate the potential practical value of the technique for home-monitoring of chronically ill patients.
I. INTRODUCTION
ecent developments in body sensor networks (BSNs) have enabled continuous sensing of a range of conditions under normal physiological loading of the patient [1] . This has transformed the traditional snap-shot nature of patient monitoring, allowing many chronic conditions to be assessed continuously in normal home environments. Since many chronic conditions, such as COPD (Chronic Obstructive Pulmonary Disease), cause a reduction in activity, continuous monitoring could offer an insight into the relationship between activity levels and physiological parameters which cannot be inferred from an one-off clinical assessment [2, 3] . Continuous monitoring enables patients at risk to be identified and treated sooner and that those patients who are recovering uneventfully could be spared unnecessary routine follow up.
In pervasive sensing where data is collected from a variety of sensors over long periods of time, two problems normally emerge. The first is that of missing data due to data collision, missing packets or depleted batteries. The use of sensor fusion and cross channel consensus can play an important role in correcting for this effect. In addition, getting a complete multidimensional picture of the patient's health relies on the use of all of possible sensor sources and it requires data to be noise-resilient. COPD is a typical example where information from respiration, heart rate and activity needs to be accurately recorded.
The second problem that is typical in pervasive sensing is that of noisy data. This could be due to motion artifacts and interference with other equipment or ambient noise. Figure 1 , for example, illustrates a typical data set from three different types of sensors used in COPD monitoring. They include activity (in this example, an ear-worn activity recognition (e-AR) sensor is used to provide 3D acceleration data), heart rate and respiration sensors. It is evident that depending on the activity of the subject, different levels of cross-channel corruption of the raw sensor signal can be observed. Fig. 1 . An example of data from the three modalities used in this work: acceleration, heart rate and respiration signals. The subject was asked to perform ten daily activities (chosen to be relevant to a COPD patient). Correspondence between the signals can be seen for different activity types.
To address these problems, recent developments in probabilistic models offer a potential way of dealing with sensor noise and missing data. The relationship between sensing modalities can be learnt progressively over time and cross channel inference (or consensus) can be used to recover the missing data and remove noise. In addition, these models can also be used to detect deviations from normal behaviour and highlight the onset of deteriorating conditions. In this work, we propose a prediction framework based on Gaussian Processes for the monitoring of both daily activity and physiological parameters using wireless pervasive sensors. Gaussian Processes have been chosen as they provide a probabilistic framework to directly work with priors on a space of functions (to be predicted) without having to parameterize inherent variables, as done in typical neural networks. Moreover, Gaussian Processes can be updated on-line as new data is added, without having to completely re-estimate all parameters, thus providing more accurate prediction of the outputs. Our approach has two aims; firstly to be able to correct for cases of missing or noisy data which are easily encountered in continuous sensing, and secondly to offer a prediction framework that can learn from normal behavioral measurements of the subjects and to detect deviations from the norm when they occur.
II. DATA COLLECTION
To provide a pervasive framework for data collection, we will investigate the use of the e-AR sensor for the collection of activity data [4] . The e-AR sensor contains a 3-axis accelerometer which will be used to monitor activity, as its location on the ear provides an efficient way of looking at both the posture and body tilt of the subject. In previous work, we derived an activity index, consisting of an averaged variance over 3 axes, to observe post-operative patient recovery [5] . This work will further investigate its relationship with physiological parameters, namely heart rate and respiration. To obtain these parameters, we will use a chest worn respiration and heart rate sensor from Thought Technology [6] .
A total of 10 subjects (4 females and 6 males) were asked to perform a set of 11 activities with a period of rest in between. The activities were chosen to be relevant for a COPD patient's daily routine and consisted of: walking in the room, running on the treadmill, sitting, sleeping, eating, reading, treadmill walking at 4 speeds (1.8 Km/hr, 2.7 Km/hr, 3.6 Km/hr, 4.8 Km/hr) and stepping. The data obtained for this work is anonymised and available on: http://www.bsn-web.org .
III. GAUSSIAN PROCESSES FOR REGRESSION
Although feed-forward neural networks such as multilayer Perceptrons are a popular tool for non-linear regression and classification, the choice of a neural network type and it's optimization can influence the prediction results. Neal [7] has shown that in the limit of large neural networks, the prior distribution over non-linear functions implied by Bayesian neural networks can be seen as a Gaussian Process (GP) whose characteristic length scales are equivalent to the hyper-parameters of the neural network model. In addition, Gaussian Processes offer a principled, probabilistic approach to learning in kernel machines [8] . They are well established for a range of spatial and temporal models [9] .
A. Gaussian Processes
A Gaussian Process (GP) is a collection ϒ of random variables 
of variables has a multivariate Gaussian distribution:
where ( ) x µ is the mean and K is a covariance matrix whose entries are given by the covariance function x . Valid covariance functions give rise to positive semi-definite covariance matrices [7] . The covariance function represents our assumptions about the functions we wish to learn by defining the notion of 'similarity' between two function values as a function of two corresponding inputs.
B. Gaussian Process Regression
Gaussian Process regression is a Bayesian approach which assumes a GP prior over the functions to be estimated. Thus, if we have a function ( ) y x that we would like to estimate, we can instead observe a random variable ( ) Y x whose expected value is ( ) y x :
We assume that our prior belief about the function ( ) y x conforms to a Gaussian Process with a prior mean µ and covariance matrix K as defined above. Gaussian ∈ . This distribution is Gaussian with the following mean and variance:
The optimal parameters of the Gaussian Process are obtained by maximizing the log likelihood of the training data with respect to the parameters. However, to avoid using computationally intensive matrix operations, several methods have been suggested. These include the use of maximum likelihood [9] , integration with Hybrid Monte Carlo methods, using subsets of data, deterministic training conditional approximations and partially independent training conditional approximations [8] . Online learning with Gaussian processes is possible without having to re-invert the whole covariance matrix each time a new point is added (by using partitioned inverse equations), which could be useful for learning from large online datasets [8] .
C. Choice of Covariance Functions
The only constraint on the choice of the covariance function ' ( , ) k x x is that it must generate a non-negative definite covariance matrix for any set of points x χ ∈ [8, 9, 10] . Covariance functions can be chosen to be stationary or non stationary. Stationary covariance functions are translation invariant and are a function of separation only, such as a Gaussian covariance function. Non-stationary covariance functions, on the other hand, do not have to satisfy these criteria, which gives the user more flexibility in designing them. Normally, the choice of a covariance function depends on the problem being solved [11] . 
IV. RESULTS
For each of the subjects participating in the experiment, the activities were re-labeled into 6 main different classes including 1-Sleeping, 2-Sitting, reading and eating, 3-Walking in the room, 4-Running on the treadmill, 5-Walking on the treadmill at all speeds and 6-Stepping. Since the data from the three sensor types was collected at different sampling frequencies, the data had to be synchronized and re-sampled. Matching areas for the selected activity classes were then selected in each of the sensor channels. The features that were selected from each channel were as follows:
• From the acceleration signals, the average variance V over three axes (for a period T ) was selected as the feature representing the activity index as it was used previously for observing post-operative patients and identifying activity levels [9] . This feature is displayed in Figure 2 for four types of activities. The length of the time-window T is selected to be 1 sec for this experiment.
• The average of the Heart rate ( HR ) and respiration ( R ) was also calculated over the time-windowT .
(a) (b) Fig. 3 . Cross channel prediction results where (a) shows the RMS error for Heart rate when activity is used as an input to the GP, for 10 subjects (xaxis) and 6 types of activity, and. (b) shows the RMS error for respiration rates for the same subjects and activities. Zero values (such as walking in subject 9) indicate missing or erroneous data.
A. Results of Cross Channel Prediction
A 5 fold cross validation was used per subject and per activity to create a training set and a test set for each case. A GP with squared exponential covariance function was optimized using each training set to predict the test set. The input to the GP was the featureV , derived from acceleration and the outputs were the Heart rate ( HR ) and respiration ( R ) features, each trained on a different GP. In this work, we used subject specific prediction as physiological parameters for the same activities could vary extensively between different subjects. In addition, we trained the GP per activity, since we have shown in [4] that such a range of activities can be easily separable using a Gaussian Classifier. For this reason, it can be used as a first stage, before the GP predictor is used to predict Heart rate and respiration.
Results for all subjects are shown in Figure 3 , where the Root mean squared error (RMSE) is calculated between the real Heart rate and respiration values and those predicted by the GP using the acceleration feature V as an input. A 5 fold cross validation was used, and the error measured on a random sample from the signal. The graphs in Figure 3 can be interpreted as the confidence of the prediction, or "how wrong can the predictor go for that activity?" Areas with missing or erroneous data are replaced with a zero value.
As evident from the graphs, some activities provide lower prediction errors than others. In general, both Heart rate and respiration are well predicted for sleeping, walking and treadmill walking. Running and stepping, however, show less accurate prediction. This could be due to the variation of heart rate while doing these activities, which depends on the period. The GP framework described in this work uses the values of variance (V ) as an input independent of the timesequencing of data points, which leads to a higher error value for intense physical activities where parameters change over time.
B. Error Correction by Cross-Channel Consensus
The previous section presented a measurement of GP's prediction error for different channels. The same framework can be used to correct for noisy data, where the signal can be divided into a non-noisy part and a noisy one. Data from the non-noisy part can be used to train a GP, where the inputs are the signals from the other channels and the outputs are the values of the channel itself, providing a measure of crossconsensus. The noisy points are replaced with the GP's prediction for these points. In this work, we have used a filter where for a signal x , all points that are in the range: x x x ασ ασ − ≤ ≤ + are considered as non-noisy points.
σ is the standard deviation of the signal and α is a noise threshold. Points outside this range are replaced with the GP prediction which uses information learnt from the other channels. Figure 4 shows an application of this to Treadmill walking (highlighted as number 3 in Figure 2 ). Noisy points in respiration and heart rate are corrected for (shown in Figure 4 ) by replacing them with the GP predicted points. The value of the noise threshold, α , is selected experimentally to be 1. However, it can be varied to deal with different noise levels. Fig. 4 . Using a GP to correct for noise in the signal where the noisy points in the Heart rate signal, for example, are replaced with the GP prediction after using Respiration and Activity Index as Inputs.
V. CONCLUSIONS
This work investigates a predictive framework using GP in order to study the relationships between activities of daily living and physiological parameters. The method is used to infer a channel output given other sensor inputs. This provides a means of assessing data consistency between different channels. The prediction error can be used to quantify cross-channel consensus which can be used for predicting missing data and outliers. The proposed work can also be used for on-line learning of intrinsic-relationship between different sensors and capturing deviations from normal patterns in both activity and physiological parameters. For COPD patients for example, a decrease in activity levels could indicate a deterioration of conditions, whereas an increase in respiration rates during a particular activity could indicate a change in health status and trigger an appropriate intervention. It would be interesting to look into the relationship between location sequences and the parameters investigated in this work to provide a more complete picture of patient behaviour [12] .
