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Zusammenfassung: Aus einem polyphonen Musiksignal
mit mehreren gleichzeitig klingenden Instrumenten werden
die zu einzelnen Noten gehörenden Töne mithilfe eines
harmonischen Matching-Pursuit-Algorithmus (HMPA) se-
pariert. Hierfür wird im ersten Schritt des Verfahrens
die für den Matching-Pursuit-Algorithmus notwendige
Bibliothek auf Basis des vorliegenden Musiksignals auf-
gebaut. Im zweiten Schritt werden die in der Bibliothek
hinterlegten Notenmodelle zur Approximation des Musik-
signals verwendet. Anschließend lassen sich die einzelnen
Noten aus der Approximation extrahieren und mit dem
Vorwissen von Melodieverläufen zu separierten Melodien
einzelner Instrumente zusammenfassen.
Schlüsselwörter: Notenseparation, harmonischer Mat-
ching-Pursuit-Algorithmus, blinde Quellentrennung, poly-
phone Musiksignale, Signalrekonstruktion.
Abstract: Sound signals that correspond to discrete notes
are separated from a polyphonic music signal including
several instruments playing at the same time with a har-
monic matching pursuit algorithm (HMPA). The required
dictionary for the matching pursuit algorithm is developed
in the first step of this method on the basis of the current
music signal. In the second step, the note models that are
stored in the dictionary are employed to approximate the
music signal. The discrete notes can be extracted from
this approximation and can be combined to separated
melodies of occurrent instruments by means of previous
knowledge about melodic lines.
Keywords: Note separation, harmonic matching pursuit
algorithm, blind source separation, polyphonic music sig-
nals, signal reconstruction.
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1 Einleitung
In der digitalen Bearbeitung von Musiksignalen können
einzelne Töne oder Melodien in ihrer Tonhöhe, ihrem
Klang, ihrer Dauer und ihrer Geschwindigkeit bearbeitet
werden, wenn sie separat vorliegen. Dadurch können bei-
spielsweise einzelne Fehler in Musikaufnahmen korrigiert
oder gewünschte Passagen aus einem Musikstück in ein
anderes integriert werden. Bei mehrstimmigen Musiksigna-
len, welche auch als polyphon bezeichnet werden, treten
gleichzeitig mehrere Töne und Melodien auf, die für eine
derartige Nachbearbeitung getrennt werden müssen.
Eine weit verbreitete Methode zur blinden Quellen-
trennung, die auch in der Sprach- und Musikseparation
große Anwendung findet, ist die Nonnegative Matrix Fac-
torisation (NMF). Für die Notenseparation wurde sie das
erste Mal von Smaragdis und Brown [16] umgesetzt. Dabei
wird die Zeit-Frequenz-Darstellung des Musiksignals als
Matrix aufgefasst und mithilfe einer Optimierung in die
Multiplikation von zwei kleineren, nichtnegativen Matri-
zen zerlegt. Damit stellt die NMF einen unüberwachten
Ansatz dar, benötigt aber für eine genaue Approximation
die Anzahl der im Musiksignal auftretenden Noten und
Instrumente sowie möglichst jede Note mindestens einmal
monophon aufgenommen [13].
Neben dem unüberwachten Ansatz haben sich auch
halb oder komplett überwachte Methoden durchgesetzt,
bei denen Vorwissen über die vorkommenden Instrumente
durch Lernen der charakteristischen Instrumentenspektren
genutzt wird. Die bisher besten Ergebnisse für die Tran-
skription von Noten wurden durch überwachte Verfahren
mit neuronalen Netzen (NN) erzielt. Mithilfe von umfang-
reichen Datensätzen werden die NN trainiert und damit
auf die Erkennung von Noten der gelernten Instrumente
spezialisiert. Dabei können unterschiedliche Netzarchitek-
turen wie Convolutional Neural Networks (CNN) [15] oder
Recurrent Neural Networks (RNN) [8] gewählt werden.
Der dritte Ansatz, der wie die NMF und NN in vielen
Arbeiten zur Notenseparation und -transkription einge-
setzt wird, ist der Matching-Pursuit-Algorithmus (MPA).
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Dieser beinhaltet in einer vordefinierten Bibliothek Sig-
nalmodelle unterschiedlicher Parameter, sogenannte Ato-
me, und approximiert das zu analysierende Signal anhand
der ähnlichsten Atome. Um das Musiksignal mit spezifi-
schen Notenmodellen zu approximieren, führten Gribonval
und Bacry den harmonischen MPA (HMPA) mit harmo-
nischen Atomen ein [6]. Eine sehr performante Implemen-
tierung des HMPA stellt der Algorithmus des Matching
Pursuit Tool Kit (MPTK) [9] dar. Dessen Qualität der
Notenseparation hängt allerdings stark von der Wahl ge-
eigneter Notenspektren der Atome in der Bibliothek ab.
Aus diesem Grund führten Carabias-Orti et al. [2] vor
dem HMPA eine Schätzung der vorkommenden Noten-
spektren im Frequenzbereich mithilfe eines Expectation-
Maximization-Algorithmus durch. Auf Basis dieser Schät-
zung wird eine an das Signal angepasste Bibliothek erstellt,
die dem MPTK-Algorithmus zugrunde gelegt wird. Diese
signaladaptive Notenseparation nach Carabias-Orti et al.
ist nur für Musiksignale eines Instruments entwickelt [2].
Insgesamt zeichnet sich der MPA gegenüber den an-
deren beiden Verfahren durch eine sehr feine Zeit- und
Frequenzauflösung sowie der Unabhängigkeit von umfang-
reichen Lerndatensätzen oder spezifischem Vorwissen aus.
Deshalb wird er im vorliegenden Ansatz zur Notensepa-
ration monauraler polyphoner Musiksignale umgesetzt.
Um eine möglichst zum Musiksignal passende Bibliothek
aufbauen zu können, werden die relevanten Notenspektren
aller im Signal enthaltenen Instrumente vor der Separation
geschätzt und daraus die relevanten Atome gebildet.
In Abschnitt 2 wird der Matching-Pursuit-Algorith-
mus und seine Erweiterung für Musiknoten vorgestellt.
Anschließend erläutert Abschnitt 3 die umgesetzten Wei-
terentwicklungen des HMPA zur Notenseparation polypho-
ner Musiksignale mit mehreren Instrumenten. Die damit
erzielten Ergebnisse werden in Abschnitt 4 diskutiert.
2 Matching-Pursuit-Algorithmus
Zunächst wird die allgemeine Funktionsweise des Mat-
ching-Pursuit-Algorithmus beschrieben. Anschließend wer-
den die für den harmonischen MPA (HMPA) notwendigen
Atome definiert und eine schnelle Umsetzung des HMPA
vorgestellt, die in dieser Arbeit verwendet wird.
2.1 Definition
Der MPA nach Mallat und Zhang [11] ist eine Methode,
die auf dem Ähnlichkeitsvergleich eines Signals mit vielen
Zeit-Frequenz-Atomen, welche in einem übervollständigen
Wörterbuch 𝒟 zusammengefasst sind, basiert. Die Ähn-
lichkeit wird dabei durch die Korrelation 𝐶 des Signals
𝑠(𝑡) und des Atoms 𝑔(𝑡) berechnet. Dies ist beim MPA
das Innenprodukt
𝐶(𝑠(𝑡), 𝑔(𝑡)) = |⟨𝑠(𝑡), 𝑔(𝑡)⟩| . (1)
Daraus berechnet der MPA 𝑀 Koeffizienten 𝜆𝑚 zur linea-




𝜆𝑚𝑔𝑚(𝑡) + 𝑅𝑀 (𝑡) (2)
und 𝑅𝑀 (𝑡) als Residuum, welches die verbleibenden Sig-
nalanteile enthält [7]. Bei unendlich langer Zerlegung kon-
vergiert die Energie des Residuums gegen null. Somit kann
die Approximation des Signals beliebig genau werden.
Die Dekomposition erfolgt iterativ, wobei in jeder
Iteration 𝑚 das aktuell ähnlichste Atom 𝑔𝑚(𝑡) aus der
Menge aller Atome 𝑔(𝑡) ∈ 𝒟 durch
𝑔𝑚(𝑡) = arg max
𝑔(𝑡)∈𝒟
|⟨𝑅𝑚−1(𝑡), 𝑔(𝑡)⟩| (3)
berechnet und aus dem Signal extrahiert wird. Der Faktor
𝜆𝑚 entspricht dann genau dem Innenprodukt
𝜆𝑚 = ⟨𝑅𝑚−1(𝑡), 𝑔𝑚(𝑡)⟩ . (4)
Somit berechnet sich das aktuelle Residuum durch
𝑅𝑚(𝑡) = 𝑅𝑚−1(𝑡) − 𝜆𝑚𝑔𝑚(𝑡) . (5)




𝜆2𝑚 + ‖𝑅𝑀 (𝑡)‖2 (6)
muss die Energie jedes Atoms auf eins normiert sein.
Das Abbruchkriterium des MPA wird durch das
Signal-zu-Residuum-Verhältnis (SRV) gegeben, welches
durch den Quotienten der Energien des Ursprungssignals
𝑠(𝑡) zum Residuum 𝑅𝑚(𝑡) der Iteration 𝑚 gebildet wird:




Ist das SRV größer als ein vorgegebener Wert 𝛿SRV, wird
die Zerlegung in Atome abgebrochen und 𝑀 gleich der
letzten Iteration gesetzt.
2.2 Atome
Der allgemeine MPA verwendet Gabor-Atome zur Signal-
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gegeben [7], wobei 𝑓 die Frequenz einer komplexen Schwin-
gung, 𝑠 die Skalierung und 𝑢 die zeitliche Verschiebung
des Gabor-Atoms ist [6]. Die komplexe Schwingung wird
mit einem Fenster 𝑤(𝑡) multipliziert.
Für Musiksignale eignen sich aufgrund der Charakte-
ristik von Musiktönen mit Grund- und Oberschwingungen
dagegen harmonische Atome. Diese sind für die Zerlegung
von Signalen konzipiert, bei denen die Schwingungen ei-
ner Grundfrequenz 𝑓0 gemeinsam mit Oberschwingungen
(Partialen) der Frequenzen 𝑓𝑘 ≈ 𝑘𝑓0 betrachtet werden.
Ein harmonisches Atom ℎ(𝑡) kann als Überlagerung von








|ℎ(𝑡)|2 d𝑡 = 1 (10)
ergibt. Alle berücksichtigten Gabor-Atome spannen den
harmonischen Unterraum auf, der durch
𝒱𝑠,𝑢,𝑓1,,,,,𝑓𝐾 := span{𝑔𝑠,𝑢,𝑓𝑘 (𝑡), 1 ≤ 𝑘 ≤ 𝐾} (11)
beschrieben ist [6]. Um die Bedingung des MPA aus Glei-
chung (10) zu erfüllen, müssen die Gabor-Atome im har-
monischen Unterraum quasiorthogonal zueinander sein,
was mit der Näherung 𝑓𝑘 ≈ 𝑘𝑓0 und der Einhaltung einer
unteren minimalen Frequenz 𝑓min gegeben ist [6][2].
2.3 Umsetzung eines schnellen MPA
Ein harmonisches Wörterbuch 𝒟h mit vielen harmonischen
Atomen ℎ nach Gleichung (9) hat einen großen Umfang,
da jedes Atom mit verschiedenen Werten 𝑠 und 𝑢 skaliert
bzw. zeitverschoben wird. Wörterbücher mit variierenden
Fensterdesigns umfassen deshalb mehrere Milliarden Ato-
me. Dadurch und aufgrund der vielen Korrelationen im
MPA benötigt die definitionsgemäße Implementierung sehr
hohe Speicher- und Rechenkapazitäten. Zur Lösung die-
ses Problems wurde der MPA mit dem Matching Pursuit
Toolkit (MPTK) umgesetzt [9].
Die Vorgehensweise deckt sich mit der Definition des
MPA, aber die Zeitverschiebung 𝑢 der Atome wird durch
eine Fensterverschiebung im betrachteten Signal durch-
geführt. Somit muss das Innenprodukt nur Abschnitt für
Abschnitt mit den Atomen aus dem Wörterbuch durchge-
führt werden, wobei jeder Abschnitt die durch die Skalie-
rung 𝑠 angegebene Länge besitzt. In diesem Fall werden
die Innenprodukte über den Frequenzbereich per diskreter
Fourier-Transformation (DFT) berechnet. Anschließend
werden sie zwischengespeichert und die Parameter des
Atoms mit dem größten Innenprodukt bestimmt. Die de-
taillierten Berechnungsschritte dazu sind in [6] geschildert.
In der nächsten Iteration muss das Innenprodukt nur
an der Stelle aktualisiert werden, an der das im vorhe-
rigen Schritt extrahierte Atom lokalisiert war. Für die
anderen Signalteile können die zwischengespeicherten In-
nenprodukte übernommen werden, wodurch die benötigte
Rechenleistung stark verringert wird.
3 Umsetzung des HMPA zur
Notenseparation
Insgesamt ist das vorgestellte Verfahren in zwei Schrit-
te unterteilt. Zunächst werden alle im Musiksignal vor-
kommenden Notenspektren geschätzt und daraus die für
den HMPA notwendige Bibliothek aufgebaut. Im zweiten
Schritt wird das Musiksignal mithilfe der harmonischen
Atome der Bibliothek durch den HMPA approximiert und
die gefundenen Noten separiert.
3.1 Vorschätzung der Notenspektren
Zur Eingrenzung des Umfangs an harmonischen Atomen
im Wörterbuch und als Vorgabe für den HMPA werden die
Notenspektren, im Folgenden auch als Partial-Einhüllende
bezeichnet, mit einem Glätteansatz und der Korrelation
mit Amplitudenmodellen vorgeschätzt. Die Umsetzung der
Vorschätzung kann aus dem Flussdiagramm in Abbildung
1 entnommen werden. Zuerst wird eine Kurzzeit-Fourier-
Abb. 1: Flussdiagramm zur Vorschätzung der Partiale.
Transformation (STFT) des Signals durchgeführt. Die
dabei verwendeten Parameter wurden angelehnt an [2] auf
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ein Hann-Fenster der Länge 128 ms bei einer Verschiebung
von 10 ms festgelegt. Aus dem Zeit-Frequenz-Spektrum
der STFT werden mithilfe der Methode aus [12] die Spit-
zenfrequenzen pro STFT-Abschnitt ermittelt.
Über den festgelegten Grundfrequenzbereich
[𝑓0,min, 𝑓0,max] wird für jede mögliche Note ein Raster ge-
bildet, vergleichbar mit einem Kammfilter, um die Ampli-
tuden der kontinuierlichen Schwingungen den Vielfachen
𝑘 der Notengrundfrequenz 𝑓0 zuzuordnen. Dabei werden
die Rasterfelder durch das Intervall [2−1/24𝑘𝑓0, 21/24𝑘𝑓0]
abgesteckt, um die Toleranzgrenze genau zwischen zwei
Noten zu setzen. Damit werden auch Modulationen im Si-
gnal, wie z. B. das Vibrato bei einer Violine, berücksichtigt,
sofern diese Amplitudenabweichung die Toleranzgrenze
nicht übersteigt. Durch das Anwenden des Rasters werden
die spektralen Einhüllenden definiert.
Mit dem Glättemaß 𝛾𝑛 aus [2] werden die glattesten
Partialverteilungen aus 𝑁i Schätzungen für eine Note 𝑖
gewählt. Um mehrere Spielvariationen oder Instrumente
pro Note in Betracht zu ziehen, wird in dieser Arbeit nicht
ausschließlich der beste Kandidat verwendet, sondern eine
Auswahl der glattesten Kandidaten ℰg ermittelt, deren
Glätte über dem Schwellenwert 𝛿g liegt.
Ausgehend von typischen Modellgruppen ℳ für
Instrumente nach [17] können fundamentale Modelle
𝑒ref ∈ ℳ als Referenz für die Wahl korrekter Partialam-
plituden genutzt werden. Um die zuvor über die Glätte
gewählten Partialamplituden ℰg mit den Referenzen aus
den fundamentalen Modellen zu vergleichen, wird der
Korrelationskoeffizient 𝜌 nach Pearson [1] berechnet. Es
werden die Partialamplituden zur Schätzung verwendet,
die eine ausreichende Ähnlichkeit zu den Referenzmodel-
len aufzeigen. Ein Beispiel für die resultierende Schätzung
aller möglichen Partialverteilungen in einem Signal ist in
Abbildung 2 über ein Relief dargestellt.
Abb. 2: Partialschätzung zu J. Brahms – Horn Trio in Es-Dur,
Op. 40; normiert auf
∑︀
𝑘 |𝑐𝑘|2 = 1.
3.2 Konstruktion des Wörterbuchs
Die Konstruktion des Wörterbuchs setzt sich aus den
Amplitudenschätzungen der Partiale, variierenden Atom-
längen und den Fensterfunktionen zusammen. Trotz der
Schätzung der Partiale aus dem Musiksignal sind dabei
die Voraussetzungen für einen MPA, wie die Forderung
nach Überdefiniertheit des Wörterbuchs und die Quasior-
thogonalität des harmonischen Unterraums, gegeben.
3.2.1 Partialschätzungen
Anhand der Informationen über die Amplitudenverteilung
der geschätzten Elemente 𝑒est ∈ ℰest für die Partiale wird
das Wörterbuch mit harmonischen Atomen gefüllt. Aus












mit der Erweiterung um die Phasen der 𝑘-ten Partiale
𝜑𝑘 ∈ [0, 2𝜋). Die Errechnung der Phasenlage der Partiale
ist mit der schnellen Umsetzung des HMPA gegeben, die
in Abschnitt 2.3 beschrieben wird. Um die Linearfaktoren
𝑐𝑘 des harmonischen Unterraums 𝒱𝑠,𝑢,𝑓1,...,𝑓𝐾 an die ge-
schätzten Partiale 𝑒 anzupassen, müssen die Partiale auf






und die Energieerhaltung aus Gleichung (6) ist erfüllt.
Die Skalierung 𝑠 gibt die Länge der Atome an und
wird in der Umsetzung durch die Fensterlänge bestimmt.
Bei einer Schrittweite von 31,3 ms sind die verwendeten
variablen Fenster 31,3 ms bis 250 ms lang, analog zu [2].
3.2.2 Fensterfunktionen
Angelehnt an die Ergebnisse aus den Arbeiten [6] und [2]
werden spezielle Fensterfunktionen verwendet, um gleicher-
maßen symmetrische und asymmetrische Muster im Signal
adäquat extrahieren zu können. Die verschiedenen Muster
entstehen durch unterschiedliche Instrumentencharakte-
ristiken. In dieser Arbeit werden das Gauß-Fenster zur
klassischen Gabor-Zerlegung sowie Fensterdesigns nach
Hamming, Hann, Cosinus und Blackman als symmetrische
Fenster im Wörterbuch verwendet.
Zur Nachbildung von Anschlagsphasen oder langsam
ausklingenden Tönen wird das Fof-Fenster als asymmetri-
sches Fenster mit den Parametern aus [6] eingesetzt.
M. Schwabe et al., Notenseparation in polyphonen Musiksignalen durch einen MPA S107
3.3 Nachverarbeitung
Bei der Nachbereitung wird zwischen Transkription und
Separation unterschieden. Die Transkription ist ein klar
quantisierter Vorgang mit Definition von Grundfrequen-
zen sowie Anfangs- und Endzeitpunkten der gespielten
Noten. Im Gegensatz dazu ist die Separation von Melodien
eine Zuordnung von Signalanteilen zu den auftretenden
Noten. Gerade in der Darstellungsform über harmonische
Atome wird in der Regel nicht von einer reinen Atom-
Note-Äquivalenz ausgegangen, sondern mehrere Atome
bilden die zeitliche Charakteristik der Note ab [10].
3.3.1 Transkription
Zur Transkription werden iterativ alle quantisierten Ato-
me zu einem Cluster zusammengefasst, deren Überschnei-
dungsrate größer als 𝛿𝑡,𝑂𝑅 = 15 % ist. Die Überschnei-
dungsrate 𝑂𝑅 zweier Atome mit den Startzeitpunkten
𝑡on,1, 𝑡on,2 und Endzeitpunkten 𝑡off,1, 𝑡off,2 berechnet sich
dabei nach [14] durch
𝑂𝑅1,2 =
min(𝑡off,1, 𝑡off,2) − max(𝑡on,1, 𝑡on,2)
max(𝑡off,1, 𝑡off,2) − min(𝑡on,1, 𝑡on,2)
. (14)
Die erhaltenen Atomcluster werden anschließend anhand
der Zeitdauer gefiltert. Die untere Grenze für eine gespielte
Note ist auf Δ𝑡 = 80 ms festgelegt. Das entspricht in etwa
der Hälfe der kürzesten Noten in den Datensätzen.
3.3.2 Separation
Durch die quantisierte Grundfrequenz 𝑓0 der extrahier-
ten HMPA-Atome zu Noten westlicher Musik können die
Atome den Noten einer Melodie zugeordnet werden.
In dieser Arbeit wird davon ausgegangen, dass die
Referenz der Noten einer Melodie vorhanden ist. Ausge-
hend von dieser Referenz wird überprüft, welche Atome
durch eine Note dieser Melodie eingeschlossen werden. Da
die annotierten Noten der Melodien zeitlich von Onset
𝑡on und Offset 𝑡off der real gespielten Noten abweichen
können, wird eine Toleranz von 𝛿𝑡,sep = 100 ms verwen-
det. Der Wert für die Toleranz ist relativ hoch, da die
Instrumente häufig noch nachklingen oder leicht früher als
die Referenz gespielt werden. Mit einer durchschnittlichen
minimalen Tonlänge von 130 ms des TRIOS-Datensatzes
aus Abschnitt 4.1 liegt die Toleranz aber noch unter der
Länge einer gespielten Note und kann so etwaige kurz
davor gespielten Töne nicht fälschlicherweise einschließen.
4 Ergebnisse
Das in dieser Arbeit beschriebene Verfahren wird anhand
von einem Piano-Datensatz und einem Trio-Datensatz
unterschiedlicher Instrumente mithilfe der in Abschnitt
4.2 erläuterten Gütemaße validiert.
Nach jeder Iteration des HMPA wird das Abbruchkri-
terium SRV nach Gleichung (7) überprüft. In empirischen
Versuchen stellte sich heraus, dass ein Schwellenwert 𝛿SRV
von 8 dB für Stücke mit einem Instrument und 12 dB für
Stücke mit drei Instrumenten gut geeignet ist.
4.1 Datensätze
Zur Untersuchung der Transkriptionsgüte mit dem HMPA
wird zum einen, angelehnt an [2], ein Datensatz mit einem
synthetisierten Piano als einziges Instrument verwendet.
Um die Transkription für die Schätzung mehrerer Instru-
mente unter realen Bedingungen zu evaluieren, wurde der
TRIOS-Datensatz [5] mit Stücken, in denen drei Instru-
mente spielen, in die Auswertung aufgenommen. Anhand
von diesem Datensatz wird neben der Transkription auch
die Separation evaluiert.
Die ausgewählten Stücke aus dem TRIOS-Datensatz
beinhalten keine perkussiven Elemente und das Piano ist in
jedem Stück das Grundinstrument. Zusätzlich zum Piano
spielen Streichinstrumente sowie Holz- und Blechblasin-
strumente. Es werden folgende Kombinationen betrachtet:
– Klarinette, Bratsche und Piano (Mozart),
– Horn, Violine und Piano (Brahms),
– Fagott, Trompete und Piano (Lussier),
– Cello, Violine und Piano (Schubert).
4.2 Gütemaße
Zur Untersuchung der Transkriptionsgüte wird die Eva-
luationsmethode der MIREX-Wettbewerbe [3] verwendet,
welche in [4] und [14] beschrieben ist. Dabei wird die
Anzahl der korrekt klassifizierten Noten mit 𝑁corr, die
gesamte Anzahl erkannter Noten mit 𝑁est und die Ge-
samtzahl an Ground-Truth-Noten mit 𝑁ref gegeben. Alle
Bedingungen für eine korrekt klassifizierte Note wurden
mithilfe von [4] nach der MIREX-Konvention umgesetzt.
Die Gütemaße sind Precision 𝑃 , Recall 𝑅 und das kombi-
nierte F-Measure 𝐹1 mit
𝑃 = 𝑁corr
𝑁est
, 𝑅 = 𝑁corr
𝑁ref
und 𝐹1 = 2 ·
𝑃 · 𝑅
𝑃 + 𝑅 (15)
Diese Arbeit führt darüber hinaus eine Separation der
einzelnen, von verschiedenen Instrumenten gespielten Me-
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lodien durch. Die verwendeten Stücke setzen sich aus je
drei gemischten Instrumentenspuren zusammen. Die ein-
zelnen Spuren sind mit einer Melodie-Note-Validierung
versehen und werden mithilfe der Umsetzung aus Ab-
schnitt 3.3.2 den harmonischen Atomen zugeordnet. Zur
Evaluation der Separation wird, wie in der Signaltheorie
üblich, wenn die Ähnlichkeit zwischen zwei Signalen ge-
messen wird, Pearsons Korrelationskoeffizient 𝜌 verwendet
[1]. Der Korrelationskoeffizient 𝜌 zwischen dem rekon-
struierten Signalvektor xrec und dem Referenzsignal xref
(einzeln gespielte Spur im Separationsdatensatz TRIOS)






Zunächst werden die Ergebnisse der Transkription disku-
tiert. Anschließend folgt die Validierung der Separation.
4.3.1 Ergebnisse der Transkription
Die am F-Measure-Wert gemessene Qualität der Transkrip-
tion liegt für den Piano-Datensatz bei durchschnittlich
0,45 mit einer Standardabweichung von 0,17. Daraus folgt,
dass die Genauigkeit zwischen den Stücken stark variiert.
Das kann unter anderem darauf zurückgeführt werden,
dass Atome nur geclustert werden können, wenn sie sich
zeitlich ausreichend überschneiden. Dies ist vor allem bei
langen Noten häufig nicht der Fall. Zur Verdeutlichung
wurde die durchschnittliche Noten-Spieldauer der Stücke
im Pianodatensatz errechnet. Anhand der berechneten
Notenlängen wurde der Datensatz in zwei Gruppen unter-
teilt. Die Verteilung der 𝐹1-Werte der Gruppen ist durch
den Boxplot in Abbildung 3 dargestellt.
Abb. 3: F-Measures 𝐹1 der Piano-Transkription zum Durch-
schnitt und der Standardabweichung der Notenspieldauer.
Unter Berücksichtigung des Einflusses der Notenlän-
ge auf den 𝐹1-Wert zeigt der HMPA keine signifikant
schlechtere Transkription bei drei Instrumenten als bei ei-
nem Instrument. Dieser Zusammenhang wird anschaulich
im Diagramm in Abbildung 4 dargestellt. Dazu wird der
Abb. 4: F-Measure 𝐹1 über die durchschnittliche Notenlänge
Δ𝑡Note der Stücke aus dem Piano- und dem TRIOS-Datensatz.
𝐹1-Wert über die durchschnittlichen Notenlängen Δ𝑡Note
der Piano- und TRIOS-Stücke aufgezeichnet. Die TRIOS-
Stücke besitzen im Durchschnitt einen höheren Trans-
kriptionsfehler, allerdings werden in den TRIOS-Stücken
auch durchschnittlich längere Töne gespielt. Verglichen
mit den Punkten der Pianostücke liegen die der TRIOS-
Stücke in Abbildung 4 in vergleichbaren Bereichen.
4.3.2 Ergebnisse der Separation
Zur Auswertung der Separation polyphoner Melodien wird
der TRIOS-Datensatz mit drei parallelen Melodien verwen-
det. Die Separation wird durch den HMPA am gemischten
Gesamtsignal durchgeführt. Mit dem Wissen über die
einzelnen Melodieverläufe werden die HMPA-Atome zuge-
ordnet und das Signal separiert. Anschließend werden die
separierten Melodien anhand der Korrelationskoeffizienten
𝜌 nach Gleichung (16) mit den separaten Originalspuren
verglichen. Die Ergebnisse sind in Tabelle 1 aufgeführt.
Der durchschnittliche Korrelationskoeffizient liegt bei
𝜌 = 0,608. Es gibt starke Unterschiede bei der Separation
der einzelnen Melodien, die von jeweils einem anderen
Instrument gespielt werden. So ist die Extraktion der
Klarinette beim Stück von Mozart mit einem Korrelati-
onskoeffizient von 𝜌 = 0,923 das am besten rekonstruierte
Signal. Den zweitbesten Wert stellt die Rekonstruktion
M. Schwabe et al., Notenseparation in polyphonen Musiksignalen durch einen MPA S109
Tab. 1: Korrelationskoeffizient 𝜌 der separierten Melodiespuren
mit dem jeweiligen Original.
Komponist – Stück Instrument
Wolfgang A. Mozart Klarinette Bratsche Piano
K. 498 0,923 0,525 0,534
Johannes Brahms Horn Violine Piano
Op. 40 0,688 0,440 0,570
Mathieu Lussier Fagott Trompete Piano
Op. 8 0,236 0,670 0,513
Franz Schubert Cello Violine Piano
D. 929. Op. 100 0,780 0,594 0,818
des Pianos beim Stück von Schubert mit 𝜌 = 0,818 dar.
Die schlechtesten Rekonstruktionen werden bei der Violine
mit 𝜌 = 0,44 aus dem Stück von Brahms sowie dem Fagott
beim Stück von Lussier mit 𝜌 = 0,236 erreicht. Ursachen
der Korrelationsunterschiede bei den separierten Melodien
sind zum einen unterschiedliche Anteile der Melodien an
der Gesamtenergie des Musiksignals sowie Einflüsse der
Instrumentencharakteristik.
5 Zusammenfassung
Zur Separation von Noten eines polyphonen monauralen
Musiksignals wird ein harmonischer Matching-Pursuit-Al-
gorithmus eingesetzt, dessen Bibliothek vor der Separation
durch Amplitudenschätzungen der Tonspektren gebildet
wird. Im Vergleich zur Transkription von Musiksignalen
eines Instruments wird bei mehreren gleichzeitig gespielten
Instrumenten eine ähnlich gute Transkription erreicht.
Mit Vorwissen über die Melodieverläufe einzelner
Stimmen lassen sich die extrahierten Notenelemente zu se-
parierten Melodien dieser Stimmen zusammenfassen. Diese
rekonstruierten Einzelsignale wurden durch Korrelations-
koeffizienten validiert, wobei gute Übereinstimmungen mit
dem Originalsignal festgestellt wurden.
In zukünftigen Arbeiten soll die Amplitudenschätzung
der Partiale mithilfe von Methoden des Machine Learnings
untersucht werden, da diese die trainierbaren Charakteris-
tika von Notenmodellen sehr gut abbilden können. Dar-
über hinaus kann der Einfluss der Extraktionsreihenfolge
approximierter Noten analysiert werden.
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