Semi-supervised classification uses aspects of both unsupervised and supervised learning to improve upon the performance of traditional classification methods. Semi-supervised clustering, in particular, explicitly integrates both information about the data distribution and about class memberships into the clustering process. In this paper, the potential of a multiobjective formulation of the semi-supervised clustering problem is explored, and two evolutionary multiobjective approaches to the problem are outlined. Experimental results demonstrate practical performance benefits of this methodology, including an improved classification performance and an increased robustness towards annotation errors.
INTRODUCTION
Existing machine learning algorithms differ along a number of different dimensions, one of the most fundamental of which is the distinction between unsupervised and supervised learning techniques. Supervised learning refers to learning in the presence of training examples-in classification, a set of data samples for which the correct classification is known. If a sufficient amount of such data is available, a classifier can be trained in order to learn and correctly predict the class memberships of these data items in the hope that the trained classifier subsequently generalizes to the classification of new unlabeled data. Supervised methods can be very powerful for the classification of complex data, but may suffer from problems related to overtraining, resulting in poor generalization capabilities.
In contrast to supervised learning, unsupervised learning Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. can be applied in the absence of any prior knowledge about the number of classes, or any correct training examples. It relies on the assumption that the main class structure of the data is reflected by the actual distribution of the data, that is, that clusters of homogeneous data items can be identified and that this grouping will lead to a meaningful classification. Evidently, unsupervised approaches are prone to fail if no distinct cluster structure is present in the data, and they are, in this sense, less powerful than supervised methods. However, their positive aspects include the facts that, in contrast to supervised approaches, they can be used for exploratory data analysis in scenarios where little prior information is given and that they are not affected by overtraining. All things considered, unsupervised and supervised learning approaches must be seen as complementary approaches to the task of data classification, whose respective success and applicability depends on the features of the problem domain. But a 'third' or 'middle way' also exists -semisupervised classification (described in detail in the next section), which is able to combine the advantages of its two older brothers in some cases. In this paper, we review the current state of semi-supervised classification and motivate a multiobjective approach to semi-supervised clustering. Section 3 goes on to describe two alternative implementations of the approach, and Section 4 describes the main research questions addressed in this work as well as the corresponding experimental setup. The results of our experiments are presented in Section 5 and, finally, Section 6 discusses the implications of our findings and concludes.
SEMI-SUPERVISED CLASSIFICATION
In certain classification scenarios it can be advantageous to combine the advantages of both unsupervised and supervised classification techniques, that is, to exploit both previous knowledge of class labels and the underlying data distribution: semi-supervised approaches aim to do this. Through the combined use of labeled and unlabeled data it becomes possible to give a degree of external guidance to the classification algorithm, while still permitting intrinsic structure in the data to be taken into account. This is considered particularly useful when dealing with data sets consisting of a large number of unlabeled data items and relatively few labeled ones, and, more generally, in the case of very limited prior knowledge. For example, in cases where the classes within a particular data set are only partially known, additional ones may be identified by taking the data distribution into account (see Figure 1 ). Also, due to the combination of two fundamentally different sources of information, semi-supervised approaches would be expected to be more robust than both unsupervised and supervised approaches, and may be less sensitive towards both annotation errors and the occlusion of structures in the data due to noise.
Data sets with the above properties are frequently encountered in application domains where the categorization of individual data items is accompanied by high computational, analytical or experimental costs. Initially introduced in the field of information retrieval, semi-supervised methods have now seen first application in post-genomic data analysis, in particular for gene function classification [14, 15] , protein classification [21] and the prediction of patient survival from gene expression data [1] . In general, semi-supervised classification promises to be a fruitful approach in bioinformatics, as the availability of only few labeled samples married with large amounts of unlabeled data is the general rule in that field. Figure 1 : Illustration of the fundamental idea behind semi-supervision. The unlabeled data points can help to avoid suboptimal solutions and identify the classification model that is optimal with respect to the given data.
Transductive inference
Semi-supervised learning is closely related to the principle of transduction, which has been described as an additional principle of inference by Vapnik [20] .
The three most established types of human inference are deduction, induction and abduction. Of these, only deduction is based on the rules of formal logic, and its conclusions are necessarily true. In contrast, both inductive and abductive reasoning, which can be considered as counterparts to deductive reasoning, lead to uncertain predictions: an inductive argument takes a number of observations, consisting of individual cases and the results associated, and attempts to predict a general rule that relates the cases with their results; abductive reasoning employs a rule and an observed result and hypothesises that this particular result is an instance of the application of the rule, and that the antecedent of the rule is therefore true. The ability to deal with uncertainty and to perform generalization make induction and abduction powerful paradigms in the context of machine learning.
Differently to induction, transduction generalizes from observed, specific cases to other specific cases, and not to general principles. Thus, methods of transduction do not attempt to develop a general model that can subsequently be used for deduction, but they use inference from case to case. Vapnik argues that this avoids the solution of a more general problem (the inference of an unobserved model) before solving a more specific problem (the deduction of the results for new cases).
Previous work on semi-supervised learning
The shared concept between all techniques of semi-supervision is the fact that two types of information sources are exploited: (i) partial knowledge about the class memberships, which can be given in the form of class labels or "must-link" and "cannot-link" constraints; as well as (ii) knowledge of the underlying data distribution, which is used under the assumption of coherence in data-space , that is, the assumption that close neighbours in data space are likely to have identical class membership. Importantly, semi-supervised classification is based on the idea that unsupervised and supervised information are consistent and complement each other and that their combined use can therefore improve classification accuracy. Consequently, no improvement can be expected if these assumptions are (strongly) violated.
Two different approaches to semi-supervised learning can be distinguished, which differ in the starting point used for the derivation of the algorithms, and which we will here refer to as semi-supervised clustering methods and semisupervised classifiers. Semi-supervised clustering methods are based on traditional clustering methods that have been adapted to take additional external information into account. In contrast, semi-supervised classifiers are adapted versions of supervised classification methods that explicitly integrate unsupervised information into the training process: this is most commonly done through the transfer of decision boundaries into regions of low density (thus ensuring spatial continuity), for example in transductive support vector machines [13] or co-training [3] . The focus of this paper is on semi-supervised clustering methods.
Semi-supervised clustering methods
The adaptation of a clustering method for semi-supervision requires the integration of supervised information (either class labels or pairwise "must link" and "cannot link" constraints) into the clustering process. For this purpose, different components of the algorithm can be adapted, such as the initialization scheme, the distance function or the objective function. Alternatively, constraints reflecting the prior knowledge can be imposed on the set of possible clustering solutions, a strand of research also referred to as constrained clustering [9] .
An adaptation of the initialization is probably the simplest approach and can, for example, be based on the use of the labeled data items to generate initial 'seed' clusters [2] . The distance function or the objective function of a clustering algorithm traditionally only reflect unsupervised information (that is, distances in data space), but can be adapted to consist of a linear or non-linear combination of supervised and unsupervised information components. Here, an adaptation of the distance function has the advantage that it can be 'plugged' into almost any clustering algorithm [11, 19] . In contrast, the optimization of a semi-supervised objective function will usually require the use of a general-purpose optimization method such as a genetic algorithm [8] .
Motivation for the use of multiobjective optimization
To date, no thorough analysis of the advantages and disadvantages of the different existing methods of semi-supervised clustering is available, but a number of observations can be readily made. First of all, when integrating unsupervised and supervised information by means of a distance or an objective function, it is not usually clear what the best weighting between these components will be. It is possible that the weighting chosen may have a significant effect on the final outcome. Secondly, the use of hard constraints is also a choice that seems inflexible and may potentially cause constrained clustering methods to be sensitive to small annotation errors.
In this work, we argue that tackling the semi-supervised clustering problem within the framework of multiobjective optimization may provide a more flexible framework for the integration of both unsupervised and supervised components into the clustering process. Specifically, the use of Pareto optimization provides the means to avoid the need for hard constraints and for a fixed weighting between unsupervised and supervised objectives. Consequently, we would expect a multiobjective approach to semi-supervised clustering to perform more consistently across different data sets, and to show a higher robustness towards annotation errors.
MULTIOBJECTIVE SEMI-SUPERVISION

MOCK
In our previous work, we have described a multiobjective evolutionary algorithm (MOEA) for clustering, MOCK (Multiobjective clustering with automatic k-determination, [10] ). The development of this algorithm was motivated by the difficulty of selecting a single clustering objective that performs robustly across a range of data with different properties. We have shown that this problem can be ameliorated through the use of multiple clustering objectives and through the identification of the trade-off solutions between these. In particular, MOCK has been compared to various single objective clustering methods and validation techniques, and results indicated a clear advantage to the multiobjective approach.
MOCK is based on the elitist multiobjective evolutionary algorithm, PESA-II, described in detail in [5] .
1 It optimizes two clustering objectives, overall deviation and connectivity, which reflect two fundamentally different aspects of a good clustering solution: the global concept of compactness of clusters, and the more local one of connectedness of data points. The encoding employed is the locus-based adjacency scheme proposed in [17] . In this graph-based representation, each individual g consists of N genes g1, . . . , gN , where N is the size of the clustered data set, and each gene gi can take allele values j in the range {1, . . . , N }. Thus, a value of j assigned to the ith gene, is then interpreted as a link between data items i and j: in the resulting clustering solution they will be in the same cluster. The decoding of this representation requires the identification of all connected components, and all items belonging to the same connected component are assigned to one cluster. This can be done in linear time. The operators used are standard uniform crossover, and a specialized initialization and mutation scheme. MOCK's initialization is based on minimum spanning trees (MSTs) and the k-means algorithm [16] . For a given data set, the complete MST is computed using Prim's algorithm. Individuals corresponding to different clustering solutions are then obtained by breaking up the MST, using a measure of interestingness of individual links and the partitionings prescribed by the k-means solutions. This has the effect of generating solutions with a range of cluster numbers that already provide a good and well-spread approximation to the Pareto front. MOCK's mutation operator allows data items to be linked to one of their L nearest neighbours only. Hence, ∀i, gi ∈ {nni1, . . . , nniL}, where nn il denotes the lth nearest neighbour of data item i. This has the effect of significantly reducing the size of the search space.
MOCK generates clustering solutions that correspond to different trade-offs between the two clustering objectives and contain different numbers of clusters. In order to reduce the number of solutions to consider, an automated technique was developed, which selects good solutions from the resulting Pareto front, and, thus, simultaneously determines the number of clusters k in a data set. This method of solution selection is based on the shape of the Pareto front, specifically, it tries to determine 'knees' in the Pareto front that correspond to good solutions. A comparison to a null model, that is, random control data is used in order to correctly determine these knees. The use of the null model helps to abstract both from k-specific biases in the two objectives, and from biases introduced due to the shape of the underlying data manifold.
A positive side-effect of the multiobjective formulation of the clustering process is the ease of the integration of additional objectives into the existing framework. It should therefore be hoped that one possible approach to multiobjective semi-supervised clustering is a direct extension of MOCK through the integration of a third, supervised objective. This extension of MOCK is discussed in the following.
Extension of MOCK to semi-supervision
In order to extend MOCK to semi-supervision we integrate a third objective, which establishes the agreement between a given clustering solution and the prior knowledge. In our experimental setup, we assume that the prior knowledge is given in the form of class labels, and we can therefore use the Adjusted Rand Index (computed over the labeled data only) to obtain an objective assessment of the degree to which this prior knowledge has been preserved in a given clustering solution. Evidently, a modification of this third objective to account for different types of prior knowledge such as "must-link" and "cannot-link" constraints would be equally straightforward.
The Adjusted Rand Index is an external measure of clustering quality that is a generalization of the Rand Index. The Rand Indices are based on counting the number of pairwise co-assignments of data items. The Adjusted Rand Index additionally introduces a statistically induced normalization in order to yield values close to 0 for random partitions. This normalization removes the bias of the Rand Index with respect to different numbers of clusters, which is of particular importance in our application, as results across a range of cluster numbers are compared within the algo-rithm. Using a representation based on contingency tables, the Adjusted Rand Index [12] is given as
where n lk denotes the number of data items that have been assigned to both cluster l and cluster k. The Adjusted Rand Index returns values in the interval [∼ 0, 1] and is to be maximized.
Alternative biobjective formulation of the semi-supervised clustering problem
In this section, we describe an alternative approach to semi-supervised clustering, which is based on two objectives only. This facilitates the visualization and exploration of the resulting Pareto fronts.
The basis for the implementation of a second, biobjective algorithm for semi-supervised clustering will be a singleobjective evolutionary algorithm (EA) for clustering. Importantly, the encoding and operators developed for our multiobjective clustering algorithm can also be used in combination with clustering objectives other than connectivity and overall deviation. We can therefore maintain most of the components of MOCK described in Section 3.1, in particular the encoding, initialization, crossover and mutation operators. The only two changes necessary for the development of a single-objective EA for clustering is a modification of PESA-II's selection mechanism and the choice of a single clustering objective that is unbiased with respect to the number of clusters. For the single-objective case, selection from the archive is replaced by tournament selection of size two based on the single-objective fitness. The clustering objective chosen is the Silhouette Width, which is one of the most popular unsupervised validation techniques in the literature, and has also been used in previous work on semi-supervised clustering [11] .
The Silhouette Width [18] for a partitioning is computed as the average Silhouette value over all data items. The Silhouette value for an individual data item i, which reflects the confidence in this particular cluster assignment, is
where ai denotes the average distance between i and all data items in the same cluster and bi denotes the average distance between i and all data items in the closest other cluster (which is defined as the one yielding the minimal bi).
The Silhouette Width returns values in the interval [−1, 1] and is to be maximized. The resulting single-objective EA can be extended to perform semi-supervision through the addition of the Adjusted Rand Index (on the labeled data) as a second objective. In this case, we simply reintroduce PESA II's original selection scheme.
RESEARCH QUESTIONS AND EXPER-IMENTAL METHODOLOGY
In our experiments, we would like to explore the potential of a multiobjective formulation of the semi-supervised clustering problem. In particular, we are interested in the following questions.
1. On well-behaved synthetic data, can we observe significant performance differences between semi-supervised and entirely unsupervised or supervised approaches? By well-behaved, we here mean data that contain clear cluster structures, which are consistent with the real classes defined by the class labels.
2. On well-behaved synthetic data, can we observe significant performance differences between a genuine multiobjective semi-supervised approach and semi-supervised approaches based on a linear or non-linear combination of unsupervised and supervised objectives/distance functions?
3. On well-behaved synthetic data, how well do the different approaches cope with the introduction of noise into the class labels?
4. How do the algorithms compare on real data, which does not necessarily fulfil the assumptions made by semi-supervised classification, that is where unlabeled and labeled information may be inconsistent?
In order to address the above questions, we conduct comparisons between nine different methods on a range of synthetic and real data sets.
Contestant methods
Overall, we compare six semi-supervised, two supervised and one unsupervised method. These individual methods are described in the following.
1. Semi-supervised classification using MOCK (MOCK +semi). This version of the MOEA uses an additional third objective, which is the Adjusted Rand Index across the labeled data (as described in Section 3.2).
Unsupervised classification using MOCK (MOCK)
. This is our standard version of MOCK. Hence, two unsupervised clustering objectives are optimized across both labeled and unlabeled data.
3. Semi-supervised classification using MOCK and an adaptation of the distance matrix (MOCK+dist). The standard version of MOCK is used and, hence, two unsupervised clustering objectives are optimized across both labeled and unlabeled data. However, all distance values have been modified to take into account prior knowledge, as suggested in [11, 19] . Specifically, the distance between data items i and j is com- 4. Semi-supervised classification using multiobjective optimization (Semi). This version uses two objectives, which are the Silhouette Width across all data and the Adjusted Rand Index across the labeled data.
5. Semi-supervised classification using a non-linear combination of objectives (Non-linear). This version uses a single objective, which is the product of the Silhouette Width across all data and of the Adjusted Rand Index across the labeled data.
6. Semi-supervised classification using a linear combination of objectives (Linear). This version uses a single objective, which is a linear combination of the Silhouette Width across all data and of the Adjusted Rand Index across the labeled data. The Silhouette Width and the Adjusted Rand Index typically take values within similar ranges, and equal weighting of the two objectives is therefore used. This choice is in agreement with the suggestions in [8] .
7. Unsupervised classification using the Silhouette Width (Unsupervised). This algorithm optimizes a single unsupervised clustering objective, which is the Silhouette Width across the labeled and unlabeled data.
8. Semi-supervised classification using a linear combination of distances (Unsupervised+dist). This algorithm optimizes a single unsupervised clustering objective, which is the Silhouette Width across the labeled and unlabeled data. The dissimilarity values have been modified as described for method 3 above.
Supervised classification (Supervised).
A five-nearest neighbour classifier based on the labeled data 3 is used [7] .
The parameter settings used are identical to those given in [10] , apart from the total number of generations, which we set to 1000.
Data sets
In order to analyze the different algorithms on data sets, in which cluster structures are clearly discernible and in which the class labels are consistent with the structures present, we use a collection of synthetic data sets. These are obtained using a data generator for multivariate Gaussian clusters whose data sets have been shown to be hard to solve for a variety of different algorithms [10] . The generator is applied to produce a number of small data sets with k ∈ {2, 4, 10} and d ∈ {2, 10} (individual cluster sizes are uniformly distributed within the interval {10, . . . , 50}). We produce ten instances of each type. In our experiments, all ten data sets that are of dimensionality d and contain k clusters are then grouped and referred to as the group of data dd-kc. Hence, in total we obtain 6 different groups of data sets, which consist of 10 individual instances each. Some sample data sets are shown in Figure 2 .
In addition, we use real data sets taken from the Machine Learning Repository [6] . The Iris, Wine, Zoo and Dermatology data sets are used, whose dimensionalities range from 4 (Iris) to 34 (Dermatology), whose number of clusters range from 3 (Iris and Wine) to 7 (Zoo), and whose sizes range 10d-10c-no0
Figure 2: Some two-dimensional projections of the synthetic data data sets used in our study. Evidently, the cluster structures in these data are discernible. On the other hand, the data sets are difficult enough to reveal distinct performance differences between the different methods.
from 101 (Zoo) to 366 (Dermatology). The cluster structures in most of these real data sets are not clearly discernible, and the degree of consistency between the structures present and the class labels is not clear. The variable ranges within this data can vary drastically, and we therefore use normalization to a mean of 0 and a standard deviation of 1. For both the synthetic and the real data sets, the true classification, that is the class labels for all data items are known, and we can therefore objectively assess the quality of a given clustering result. During the classification process, we only use a fraction of the class labels available, in order to simulate the availability of limited prior class knowledge. Hence, the data is divided into unlabeled and labeled data, which correspond to training and testing data respectively. Consistently with the principles of transductive inference, both the unlabeled and the labeled data are used during the classification process.
In total, four different groups of experimental data with varying degrees of annotation and noise levels (in the class labels of the labeled data) are created.
1. Synthetic data 1: The first group of experiments considers the performance of the algorithms on sparsely labeled data without noise. Specifically, exactly 5 items (selected uniformly at random) of each class are labeled, and all remaining data items are treated as unlabeled data.
Synthetic data 2:
The second group of experiments considers the performance of the algorithms if noise is introduced into the experiments. Specifically, exactly 5 labeled items of each class are labeled, but one out of the five is assigned an incorrect class label. All remaining data items are treated as unlabeled data.
3. Synthetic data 3: The third group of experiments considers the performance of the algorithms on more general data with an arbitrary number of class labels and an arbitrary degree of noise. Specifically, the percentage of labeled data items for every cluster is deter-mined uniformly at random and may vary from 0 to 100 per cent. The percentage of incorrect class labels within this group is also determined uniformly at random and may vary from 0 to 50 per cent. 4. Real data: The fourth group of experiments considers the performance of the algorithms on sparsely labeled real data. Specifically, exactly 5 items of each class are labeled (selected uniformly at random), and all remaining data items are treated as unlabeled data. Due to the real nature of this data, the degree of noise present in the data is unknown.
Performance evaluation
In order to evaluate the quality of all solutions in the Pareto front, the Adjusted Rand Index is calculated for the unlabeled (testing) data. The use of the unlabeled data only ensures that the results obtained by the unsupervised, semisupervised and supervised algorithms can be justly compared. We then analyze the quality of the best solution identified by the different algorithm, that is we use external knowledge in order to select the best solution present in the Pareto front. Evidently, this would not be possible in a real application (where the correct solution is not known), and the development of an internal method of selecting the best solution would be preferable. We will further address this important issue in Section 6.
In the subsequent analysis, we partition the algorithms into two different groups based on the clustering objective used in the algorithms. Group A comprises the three algorithms based on MOCK, that is those that optimize connectivity and overall deviation. Group B comprises the remaining five genetic algorithms, which all optimize the Silhouette Width, as well as the nearest neighbour classifier. This grouping is motivated by the fact that only algorithms within these groups can be justly compared with regard to the impact of semi-supervision.
A Wilcoxon Signed Rank test is applied to each pair of algorithms' results within a group. This is a nonparametric test for differences between two paired (or matched) samples, as described in [4] . A paired samples test is used because data sets within a group may be heterogeneous, e.g. the group 2d-4c is made up of 10 data sets, and, in addition, different fractions of labeled data and noise are used in the third group of experimental data. The two-tailed significance level α = 0.01 is used. With the Bonferroni correction, this means that results have an overall significance of α overall = 0.05 or better. Those, and only those, algorithms that are not significantly worse than any other are deemed to be best performers.
RESULTS
The results of our experiments (averages over 21 runs) are summarized in Table 1 to Table 4 .
Analysis of the results in Group B
The results obtained for the algorithms in Group B provide tentative answers for all of the questions raised in Section 4. Firstly, the results in Table 1 indicate that, on sparsely labeled data, semi-supervised approaches can indeed have significant performance advantages compared to purely unsupervised and supervised approaches. In particular, the semi-supervised approaches based on Pareto optimization and a linear or non-linear combination of the objectives all outperform the unsupervised and supervised methods on these data. Of these three, the method based on Pareto optimization emerges as the strongest performer. Secondly, Table 2 and Table 3 demonstrate that the algorithms differ in their robustness towards increasing degrees of noise. While the performance of the multiobjective approach remains nearly unchanged, despite increasing noise levels, the performances of the other semi-supervised and supervised approaches break down significantly. In order to further analyze these differences between the algorithms, we have run additional experiments studying the algorithms' performance as a function of the percentage of labels and the noise level. These results confirm the high robustness of the Pareto-based approach. A representative result for a degree of labeling of 20 per cent is shown in Figure 3 . The overall performance advantage of a Pareto-based optimization approach is also confirmed by the results obtained on the real data.
Analysis of the results in Group A
The performance differences observed in Group A are less pronounced, which is due to the already strong performance of the underlying unsupervised method, MOCK. However, a small but consistent performance advantage for the semisupervised approach remains, which is particularly significant on two of the four data sets in Table 4 . These results may indicate a genuine degree of conflict between unsupervised and supervised information in these real-world data sets. 
DISCUSSION AND CONCLUSIONS
The experiments presented in this paper indicate several advantages of a multiobjective approach to semi-supervised clustering, and, more generally, those of a semi-supervised approach to classification. We find, in particular, that the multiobjective approach shows a more consistent performance across different data sets, and is more robust to noise.
On the other hand, one limitation of our analysis has been the use of external knowledge to choose the best solution from the Pareto fronts in the case of the multiobjective approaches. Here, we were interested in the algorithms' performance at generating high quality solutions, and we believe an advantage has been shown for the multiobjective methods in this respect. However, in practice, the selection of the best solution from the Pareto front may pose difficulties, and the peak performance obtained in these experiments may therefore be difficult to reach in reality. Nonetheless, in our previous work on multiobjective clustering, we have successfully developed an automated and unsupervised scheme for the selection of good solutions from the Pareto front, and in future work we hope to develop similar approaches for the Pareto fronts obtained by multiobjective semi-supervised clustering.
It should also be noted that the MOEA used in our work is not necessarily able to genuinely explore all of the tradeoffs between unsupervised and supervised information. This is due to the encoding and the operators used, which (for the sake of efficiency) need to integrate domain knowledge and are, in particular, based on the assumption of coherence in data space. Solutions that strongly violate this assumption can, therefore, not necessarily be reached. While it may be theoretically interesting to explore the entire range of the Pareto front, we do not consider this limitation a disadvantage innate to our approach. In fact, all existing semi-supervised clustering algorithms are based on similar assumptions, and the use of this assumption seems perfectly justified: as mentioned previously, the idea of coherence (or consistency and complementarity between supervised and unsupervised information) is fundamental in semi-supervision and is the main ground for its potential advantages -consequently, semi-supervision makes little sense in the complete absence of coherence. Admittedly, a high degree of coherence may not be immediately present in many real data sets encountered in practical data-mining scenarios. However, this does not imply that an exploration of more extreme trade-offs would be useful, but rather that a transformation of the feature space will be necessary to obtain coherent data and find interpretable results. For this reason, the integration of semi-supervision with feature selection or with distance learning is an important area of research and will be a logical extension of the work presented in this paper.
