I. INTRODUCTION
N UMERICAL (grid) dispersion is a major limiting factor for the overall accuracy of the finite-difference time-domain (FDTD) method in large-scale problems (several tens or hundreds of wavelengths) [1] , [2] . Several approaches have been proposed to reduce dispersion error [3] - [17] . Among them, higher order FDTD schemes with fourth order of accuracy in space and time, or (4,4) schemes [3] - [5] , have been shown to provide a particularly attractive trade-off between accuracy and computational cost for broadband simulations [7] - [13] .
The application of dispersion-relation-preserving (DRP) schemes to reduce the local dispersion error in two-dimensional (2-D) FDTD simulations has been discussed in [14] . In this paper, we extend the DRP approach to reduce the local dispersion error and accumulated phase error of large-scale three-dimensional (3-D) FDTD simulations for all angles (in a minimax sense) and for a given (adjustable) frequency range. The DRP procedure here starts by expanding the local dispersion error (in the frequency domain) in spherical harmonics in terms of the propagation angle. The leading order terms of this series are made equal to zero and frequency-dependent DRP FDTD coefficients are obtained. These coefficients are then expanded into a polynomial (Taylor) series in terms of the frequency variable and inverse Fourier transformed for direct incorporation into the 3-D DRP FDTD update equations. Butterworth (maximally flat) or Chebyshev filters are subsequently used to fine tune the performance in frequency. By employing such filters, the dispersion relation characteristics can be adjusted to minimize the dispersion error in a particular (possibly broad) frequency range of interest. Because the high frequency components are subject to larger cumulative phase error than low frequency components (for a given FDTD computational domain size), such filters can also be designed to produce FDTD schemes with smaller (local) dispersion error at high frequencies than at low frequencies (in traditional FDTD schemes usually the opposite is true) and reduce the maximum phase error accumulated in the FDTD grid. This paper is organized as follows. In Section II, we describe the DRP methodology and present the theoretical analysis for both filtered DRP and nonfiltered DRP schemes. In Section III, we compare numerical dispersion from the proposed 3-D DRP FDTD schemes against various traditional FDTD schemes. In Section IV, we summarize the main conclusions.
II. METHODOLOGY

A. 3-D DRP FDTD Equations
The FDTD equations using a (2,4) stencil can be written as (1) (2) where the superscripts indicate the time step. In the above, reciprocity is explicitly enforced in order to obtain a conditionally stable scheme [15] , [16] . The operator is defined as (3) where and , are coefficients to be determined, and and are displacement operators [10] defined as (4) (5) and similarly for the other components. In the above, the subscripts indicate the spatial location. The displacement operators 0018-926X/03$17.00 © 2003 IEEE should be understood as being applied to field components collocated to the components on the left hand side of (1) and (2) , so that their image produces field components at the usual positions on the staggered FDTD grid. For example, the explicit update is given by (6) In the FDTD grid, the and fields can be expanded into a discrete set of Fourier modes as (7) where (8) Substituting (7) and (8) into (1) and (2), we obtain (9) (10) with Either or can be eliminated from (9) and (10) to obtain the (discrete) dispersion relation. For a given set of coefficients and , , (recall that in a traditional (2,4) scheme, and ), this relation is used to analyze the numerical dispersion in the FDTD grid. In this work we will adopt an inverse standpoint and use this relation to design DRP FDTD schemes with minimized dispersion error over a range of frequencies. Specifically, we will enforce the exact (continuum) relation between frequency and wavenumber, viz.
, in the dispersion relation, and then solve (in an approximate sense) for and as the unknowns. We consider a plane wave (Fourier mode) propagating in the ( ) direction such that , , and . A possible way to obtain and is to enforce directly in (9) and (10) and then solve for the coefficients. In this way, and are given in terms of the frequency and propagation angle ( ), for given , , , and . An obvious limitation of this approach is that zero dispersion error is approached only for a particular and ( ), with no guarantee of a small dispersion error at other angles. Instead, we search here for DRP coefficients which minimize the maximum dispersion error for all angles. This is done by expanding the dispersion error in a series in terms of the elevation angle (with respect to the -axis), , and the azimuth angle, , and by enforcing the dominant terms to be zero.
We consider the update for the polarization so that
Substituting (11) and (12) into (10), we obtain two independent equations
The other polarization gives similar equations for the update. We can use (13) to find and , and (14) to find and . Notice that (14) involves four unknowns and depends on both and , while (13) involves two coefficients and depends on only. This is a consequence of the symmetry of the problem, which allows us to work solely with (13) to obtain and . 1 In a Cartesian grid, the remaining coefficients are simultaneously determined because they obey identical equations with respect to the elevation angles of the associated axes. 1 Note that the dispersion error retains the same functional dependency with respect to (for fixed C and C ) regardless of the choice for C and C .
By enforcing , and denoting the Courant-FriedrichsLevy (CFL) [1] number as , we can rewrite (13) as (15) where, again, , or , and denotes the number of wavelengths per cell size .
B. Non-Filtered DRP 3-D FDTD
We define an error functional proportional to the difference between the left-hand side (LHS) and right-hand side (RHS) of (15), i.e., (16) Solving for and in (15) is equivalent to letting . We expand in a series of spherical harmonics , with coefficients given by Since the functional in (16) is not a function of , the final equations will involve here only spherical harmonics. Nevertheless, we start from this most general form, which accommodates irregular grid cases.
We use the following conventions for spherical harmonics where are associated Legendre functions (with argument) with , and . As a result, we can rewrite the first term of the r.h.s. of (16) as To expand the last two terms of the r.h.s. of (16), we use the identity (17) for and zero otherwise. Since , we have for even. Bearing this in mind and using the fact that and , we calculate via integration by parts to obtain (18) The first two terms are readily found as All other terms can be evaluated recursively. So far, we have obtained the asymptotic series (19) shown at the bottom of the page. Next, we force the two leading terms in (19) 
The above can be easily transformed back to time domain through . However, if straightforward time discretization schemes are employed directly on the resulting equations with third order time derivatives, the update may become unconditionally unstable [4] . Alternatively, the second order time derivatives can be recast as spatial derivatives (Helmholtz equation) and discretized as such [5] , [17] , which is valid for staggered grids as long as and are uniform in the local stencil. In this manner, (23) and (24) becomes (25) (26) Notice that if only the first order terms in (25) and (26) are considered, the traditional (2,4) scheme is recovered. The second terms in (25) and (26) are analogous to third order time derivative terms in traditional schemes with fourth order of accuracy in time [4] . The difference resides in multiplicative factors. We denote this scheme a (nonfiltered, minimax) DRP (4, 4) scheme.
The implementation of and in staggered grids is straightforward. The stability condition can be derived in a standard way [1] is always larger than zero in practice. In fact, was found to produce stable results (including for schemes with filtering to be described next).
C. Filtered 3-D DRP FDTD Schemes
Rather than employing costly alternatives such as including additional terms in the Taylor expansion or more sophisticated time integration schemes, it is possible to improve on the results of the previous section by employing filters to further reduce the dispersion error over some preassigned frequency band. Since the procedure is essentially the same for all coefficients, we restrict the discussion here to the case. The superscript in and above refer to Butterworth coefficients. Previously, we have chosen and so as to make the first and second terms of the right hand side of the above identically zero (and the truncation error fourth order in ). Now we will treat these coefficients as unknowns for the moment. The above equation can be rewritten as At the center frequency, and . The remainder corresponds to a error. Around the center frequency, the error is dominated by the term. Theoretically, we can increase indefinitely the polynomial order above, and hence, make the response as close to an exact second-order Butterworth filter response as desired. This would have the one-time cost of inverting increasingly larger matrices . In practice, a fast convergence to the exact filter response is observed for larger . In the following numerical simulations, we employ throughout. Note that because of its maximally flat characteristics, the use of Butterworth filters is of interest not only to reduce the total phase error, but also to minimize the discrete group velocity error [18] . In practice, the design frequency in (31) may be given by the highest frequency of interest. 
2) Chebyshev Filters:
In this case, we choose { } as the expansion basis in (31), where is the th order first-kind Chebyshev polynomial, and corresponds to the frequency band of interest. Again using as an example, (31) and (32) now become (36)-(37), shown at the bottom of the page.
Following the same procedure as Butterworth case, we solve for the coefficients and obtain and of an approximate second-order Chebyshev filter. Here where , and denote the coefficients of the corresponding Chebyshev polynomials. Since the Chebyshev filter is set to be of second order, nonmonotonic behavior is expected to occur in the passband if a larger (extra degree of freedom) is used [19] . In our problem, this can be explored to reduce the maximum accumulated phase error, as illustrated in the next section.
III. NUMERICAL COMPARISONS
We compare the nonfiltered, Butterworth, and Chebyshev DRP (4,4) schemes [3] , [4] against Fang's (4,4) and Deveze's (4,4) schemes. The phase velocity in free space is solved from the transcendental dispersion relation for (maximum CFL number from the stability bound). In the following, we consider uniform 3-D FDTD grids with cell size , and we drop the coordinate subscript of the coefficients. Tables I and II give the coefficients used in the various DRP (4,4) schemes and Deveze's (4,4) scheme. 2 The Butterworth filter and the Chebyshev filter are optimized at . The scheme labeled as "Chebyshev1" is optimized with , while "Chebyshev2" is optimized with . Figs. 1-3 depicts the maximum (for all angles) phase error per wavelength, defined as , where denotes the discrete wavenumber obtained by solving the transcendental dispersion relation and refers to the continuum wavenumber. Fig. 1 illustrates the typical dispersion error levels from lower order FDTD schemes (Yee's and (2,4) schemes) as a 2 The dispersion relation of Fang's scheme is taken directly from [12] .
(36) (37) Fig. 2 . Comparison of the maximum (for all angles) phase error per wavelength using a nonfiltered DRP (4,4) scheme, Fang's (4,4) scheme and the Deveze (4,4) scheme. Fig. 3 . Comparison of the maximum (for all angles) phase error per wavelength using different DRP (4,4) schemes.
reference. 3 Fig. 2 shows that the nonfiltered DRP scheme has a better performance than both Deveze's (4,4) and Fang's (4,4) schemes. Moreover, Fig. 3 shows that the DRP schemes with filters are able to further reduce the dispersion error around the central frequency.
Figs. 4 and 5 show the dispersion error produced by specifying different in DRP schemes with Butterworth and Chebyshev 3 These curves are generated using the largest CFL number from the stability bound of each algorithm, viz. = 1 for Yee's scheme and = 6=7
for the traditional (2,4) scheme.
filters, respectively. It is observed that the Chebyshev filters tend to produce slightly smaller errors than the Butterworth filters, particularly at higher frequencies.
Note that for the schemes with filters, the dispersion error at high frequencies can be actually made smaller than the error at low frequencies (contrary to traditional schemes). As mentioned in the Introduction, this is a desirable characteristic since, for a given FDTD grid size, high frequencies correspond to an electrically larger domain and hence their accumulated phase error is larger. Unless the local dispersion error decreases faster than lin- early with frequency, the largest accumulated phase error in the computational domain is determined by the highest frequency components. On this respect, consider a 3-D FDTD simulation in a (typical) frequency range such that the lowest frequency corresponds to and the highest frequency corresponds to . Fig. 6 shows the largest (for all angles) phase error accumulated in a distance equal to the largest wavelength considered by employing the different DRP (4,4) schemes. As it can be seen from this figure, although the local dispersion error from the DRP schemes with Butterworth and Chebyshev filters of Fig. 3 is larger at low frequencies than at high frequencies, the largest accumulated phase error is still dominated by the high frequency components. The DRP scheme denoted as "Chebyshev2" is the one that comes closer to producing an uniform accumulated phase error at all frequencies (and also the smallest overall). Fig. 7 shows the accumulated phase error at two angles with the largest relative error difference, and for different . From this Figure, we observe that increasing has no discernible effect on the dispersion anisotropy. By choosing an appropriate , the magnitude of the maximum accumulated phase error can be further minimized by having near symmetric curves with respect to the zero error level. As in this case, we find that exhibit more closely this characteristic, with the largest accumulated phase error lower than 0.2 at . Fig. 8 illustrates the anisotropy of the accumulated phase error for such a Chebyshev DRP scheme over one wavelength at . Fig. 9 illustrates the frequency dependency of the anisotropy of the accumulated phase error for . This
shows that despite the increase on the anisotropy at larger frequencies, the magnitude of the total accumulated phase error is no larger than 0.2 .
IV. CONCLUSION
We have described a dispersion-relation-preserving (DRP) methodology to optimize higher order FDTD schemes for largescale 3-D problems. By first expanding the numerical dispersion error in spherical harmonics and properly choosing the FDTD coefficients to cancel the leading terms of the series, the dispersion error can be minimized in a minimax sense for all propagation angles. Time-domain DRP schemes are obtained by expanding the resulting frequency dependent coefficients in a Taylor series, and by employing either Butterworth or Chebyshev filters, the DRP schemes are fine-tuned to reduce the local dispersion error in a preassigned frequency range of interest. In particular, the dispersion characteristics can be adjusted to yield a smaller local dispersion error at high frequencies than at low frequencies so that less accumulated phase error (up to a preassigned frequency) results. A possible venue of future investigation is the extension of this methodology to irregular grids and a more detailed investigation of their (discrete) group velocity dispersion properties.
