INTRODUCTION {#sec1-1}
============

Laparoscopy or minimally invasive surgery is a surgical procedure which uses a few small incisions.\[[@ref1]\] Therefore, it has many advantages over open surgery like shorter recovery time.\[[@ref2]\] The surgeon insert laparoscope into the abdominal cavity to see through the laparoscope.\[[@ref1]\] The video output of the laparoscope can be recorded. Minimally-invasive video (MIV) can be divided into temporal segments. In previous, several researchers study temporal segmentation of endoscopic/laparoscopic videos.\[[@ref3][@ref4][@ref5][@ref6]\] These methods aim to segment medical video based on tissue boundaries\[[@ref4][@ref5]\] or type of active instruments identified by signals of sensors, that are installed on surgical tools.\[[@ref3][@ref6]\] The last class of segmentation methods considers types of active surgical instruments for surgical workflow detection.\[[@ref3][@ref6]\]

In this paper, a novel approach for temporal segmentation of MIVS is proposed. MIVS aims to segment the laparoscopic video based on several data sets, describing motion and number of surgical tools.

Extracting data from laparoscopic videos faces various challenges such as illumination variation, shadowing, dynamic backgrounds and tissue respiratory motion. These challenges if not properly addressed could increase the errors of data extraction modules. Therefore, in MIVS, several data sets are extracted from laparoscopic videos using different methods to alleviate error effects of data extraction modules on MIVS performance. Each extracted data set is segmented temporally with Genetic Algorithm (GA) after outlier removal. Three different cost functions are examined as objective function of GA. Moreover, the solutions visited by GA are compared to the solution segmented by human experts and the performance measures are calculated for the visited solutions.

The correlation coefficient is calculated between objective values of the solutions visited by GA and their corresponding performance measures. Performance measures include detection rate, recognition rate and accuracy. Cost functions having negative correlations with all mentioned performance measures are selected. Finally, a multi-objective GA (MOGA) is executed on the data sets to optimize the selected cost functions.

The novelty of this paper is three fold. Firstly, unlike the previous methods, the segmentation obtained by MIVS can discriminate surgical actions so that each segment includes at most one surgical activity. Thus, temporal segmentation of laparoscopic videos by MIVS has different applications, such as detecting laparoscopic anomalies and interrupts. Moreover, it is the prerequisite step for action recognition, video tagging, training purposes and surgeon\'s learning curve assessment.

Secondly, unlike the previous methods which segment video based on single data set, MIVS aims to segment video based on several data sets. Moreover, type of data extracted in MIVS is different from those extracted in the previous studies. MIVS aims to segment video based on the number and motion of instruments while the previous studies do that by extracting tissue properties. Moreover, unlike some previous studies, MIVS does not require any additional information collected from external sensors.

Thirdly, a novel approach is proposed in this paper to find the most appropriate cost functions, considering the correlations between cost functions and performance measures. The cost functions having negative correlation with all mentioned performance measures are selected. The reasons for that are as follows:

The mentioned performance measures are positive indicators. Therefore, maximizing them is desiredCost functions are negative indicators and minimizing them is desiredIf a cost function is negatively correlated with the mentioned performance measures, decreasing this cost function make the mentioned performance measures increase.

The rest of the paper is organized as follows. Section 2 reviews the related works. In section 3 the methodology of this research is described and then the results and findings are reported in section 4. Finally, section 5 summarizes and concludes the paper.

RELATED WORKS {#sec1-2}
=============

Motion data of surgical instruments can be analyzed for skill assessment and surgical activity recognition with reasonable accuracy.\[[@ref7]\] In this paper, motion and number of surgical instruments will be extracted from laparoscopic video with image processing techniques. Then, the extracted data sets, which are time-series data, will be segmented temporally. Therefore, the previous studies about extracting surgical instrument descriptors and segmentation of temporal data are reviewed.

Previous Studies about Extracting Descriptors of the Surgical Instruments {#sec2-1}
-------------------------------------------------------------------------

First of all, the video frames have to be segmented to identify the visible surgical instruments. Afterwards, the motion descriptors of the identified instruments will be estimated. Surgical instrument segmentation and tracking have been attracted in the previous researches and various methods are proposed for surgical instrument detection.\[[@ref8][@ref9][@ref10]\]

These methods are designed specifically for use in virtual reality and simulations. Videos of simulated surgeries face a few challenging situations. For example, respiratory motions of tissues and illumination variations may not be considered in the videos of the simulated surgeries.

In this paper, we have to face more challenges to extract data from videos of real laparoscopic procedures compared to virtual reality and simulations. Therefore, the previous methods proposed for processing videos of the simulated surgeries may not be robust to the mentioned challenges. Therefore, an offline rule-based segmentation algorithm is proposed in this paper for laparoscopic instrument detection.

After segmenting the surgical instruments, their motion patterns must be described. Many previous studies introduce approaches for motion detection and estimation. Some researchers use optical flow,\[[@ref11][@ref12][@ref13][@ref14]\] motion history image (MHI) and motion energy image (MEI),\[[@ref15][@ref16][@ref17]\] motion history histogram (MHH),\[[@ref16]\] directional motion history image and directional motion energy image\[[@ref17]\] for detection or estimation of motions in video frames. MHI does not provide explicit motion estimation. MEI can be used as a mask for detection of moving regions in the video frames. MHH is introduced to solve overwriting older motions with newer ones in MHI. However, it doesn\'t show the sequence of motions in time. Optical flow vectors measure the replacements of corresponding pixels of two consecutive frames. Global and local motion vectors can be estimated from the optical flow. Some studies use histogram of optical flow for this purpose,\[[@ref18][@ref19]\] but this requires quantization of optical flow vectors. The major disadvantage of motion quantization is the risk of information loss. Thus, motion quantization may lead to over segmentation of the quantized data. For this reason, the continuous motion vectors are considered in this paper and no quantization is applied to the extracted data sets.

Some previously proposed features include scale-invariant feature transform (SIFT),\[[@ref20]\] speeded up robust features (SURF)\[[@ref21]\] and Harris corner points.\[[@ref22][@ref23][@ref24]\] Matched pairs of features extracted from two consecutive video frames are identified and the mapping function is estimated from the matching pairs. The coefficients of the mapping function are considered as the motion parameters.\[[@ref25]\]

Our experiment shows that very few SURF and SIFT features are corresponding to the identified surgical instruments in many video frames. It could mislead the motion estimation method because of not enough features. Hence, SURF and SIFT features are not used for motion estimation in this paper.

The number of Harris corner points, detected in each surgical instrument image, is more than its corresponding SURF and SIFT features. Another advantage of Harris corner detector over SIFT detector is its shorter running time.\[[@ref26]\] Therefore, the instrument motion estimation based on its corner points is more accurate than based on SURF or SIFT features.

In this paper, the corner points are extracted from consecutive video frames based on Harris corner detector that is a mathematical operator. It is simple to compute and fast\[[@ref22][@ref23][@ref24]\] After extracting corner points, the corner points of two consecutive frames are matched. Affine parameters of the instrument motion are estimated based on matching corner points of the surgical instruments.

For more confidence, the motion magnitude of the surgical instruments is estimated too. For this purpose, the optical flow vectors are computed for every pixel inside the identified instruments. Optical flow is the apparent motion of pixels between frames. The motion magnitude is estimated based on the optical flow vectors. We extract motion parameters and motion magnitude based on two different methods, considering corner points and optical flow vectors. The reason of considering two different data extraction method is to alleviate the effect of data extraction error on the performance of our proposed method.

Previous Methods for Temporal Segmentation {#sec2-2}
------------------------------------------

Temporal segmentation of time-series data is performed to find internally homogeneous segments.\[[@ref27]\] There is 2^n^−1 possible segmentation for a sequence of length n. Even if some constraints like minimum allowable segment length are added to the temporal segmentation problem, the number of all feasible segmentations is yet an exponential number of order n.\[[@ref28]\]

Many different algorithms and methods are introduced for temporal segmentation.\[[@ref27][@ref29][@ref30][@ref31]\] Temporal segmentation methods are classified into three classes, including grammar-based methods, segment boundary detection and sliding windows (SW).\[[@ref32]\]

Grammar-based models segment data by learning statistical models of motion data. Some popular grammar-based segmentation methods include hidden Markov models, conditional random fields and semi-Markov models.\[[@ref32]\] Grammar-based methods are supervised while two others are unsupervised. Using grammar-based methods requires prior knowledge about the segment properties.

If temporal segmentation aims to cut motion stream into single action instances, grammar based methods can be used for temporal segmentation. In a time series of local motion parameters, the segments can be considered as actions. Grammar-based methods are used for action segmentation and recognition simultaneously. The grammatical model of each action must be defined previously and all possible actions must be known in prior. These methods are not robust against new action types and speed and style variations of the same action.\[[@ref32]\]

Boundary detection methods segment the motion sequences based on time derivatives of local motion parameters.\[[@ref33][@ref34]\] They are not robust against data extraction error.\[[@ref32]\]

Moreover, they are highly dependent to the specified threshold for detecting the segment boundaries. A state-of-the-art method of this group is change detection method.\[[@ref34]\] Change detection method\[[@ref34]\] tries to estimate the data distribution and use it for segmenting time series. The performance of this method depends on its parameter setting.

In SW approach, a segment is grown until its cost exceeds the predefined threshold. This process is repeated for the next segment.\[[@ref27]\] SW is a very fast method and it is more generalizable than boundary detection methods.\[[@ref32]\]

Boundary detection and SW methods use criteria for finding the segment boundaries, including dynamic time warping (DTW),\[[@ref30]\] direct point to point distance (DPPD)\[[@ref35]\] and some other measures.\[[@ref35]\] DTW and DPPD are used in a supervised manner because they compare the query time series with some predefined patterns. Please refer to\[[@ref30][@ref35]\] for more details about the discussed criteria. A state-of-the-art method of this group is dynamic principal component analysis (DPCA)-based segmentation.\[[@ref36]\] This method measures the segment homogeneity in an unsupervised manner.

We will perform temporal segmentation with unsupervised methods in this paper. Because unsupervised methods are more generalizable and they don\'t require any predefined patterns. Moreover, different surgeons perform the same activities in different styles with different speeds. Therefore, temporal segmentation of laparoscopic videos using predefined patterns is not robust against different styles of surgical activities.

Temporal segmentation tries to detect homogeneous segments in time-series data. For this purpose, the homogeneity of the segments must be measured quantitatively. Therefore, a homogeneity measure must be used. A good segmentation method tries to optimize the homogeneity measure. For this reason, temporal segmentation is actually an optimization problem\[[@ref30]\] and meta-heuristics can be used for time-series segmentation\[[@ref29][@ref30][@ref31]\] similar to other optimization problems.

Temporal segmentation using meta-heuristics requires defining and using an appropriate objective function (cost function). Objective function is defined for determining the homogeneity of generated segments. Previous studies use several measures of segment homogeneity, including summation of the segment variances\[[@ref27][@ref37][@ref38]\] and summation of covariance of segments.\[[@ref27][@ref36]\]

Finding the border points of the current segment highly depends on the last border point of the previous segment in SW and boundary detection methods. If the borders of a segment are misidentified, the border points of its adjacent segments may be misrecognized too. As mentioned before, SW and boundary detection methods are sensitive to the predefined thresholds. Utilizing meta-heuristics for choosing the segment borders can alleviate the mentioned error propagation in segments. Meta-heuristics choose the borders of the next segments independently and finally, the best segmentation is a solution with minimum total cost among the candidate solutions.

In this paper, temporal segmentation is performed with meta-heuristic algorithms as an optimization problem. For this purpose, several cost functions are examined to find the best objective function for the Meta-heuristic algorithm.

MATERIALS AND METHODS {#sec1-3}
=====================

The main steps of the research methodology are presented in [Figure 1](#F1){ref-type="fig"}.

![The main steps of minimally-invasive videos (MIVS) method for MIV segmentation](JMSS-4-53-g001){#F1}

As shown in [Figure 1](#F1){ref-type="fig"}, MIVS method consists of four steps, including data extraction from laparoscopic video, outlier detection and removal, finding appropriate cost functions and finally temporal segmentation with MOGA. The more details about steps of MIVS will be described in the following subsections.

Data Extraction {#sec2-3}
---------------

In this paper, five different data sets are extracted from laparoscopic video frames. One of them includes the number of the identified instruments and four other data sets describe the motion of the instruments. From these four data sets, one estimate affine parameters of the aggregated motion of the identified instruments. Another one estimates the average magnitude of motion vectors of the identified instruments. The third one estimates the affine motion parameters of the instrument having the largest motion magnitude. The last one estimates the magnitude of motion vector of this instrument.

The main steps of our data extraction method are illustrated in [Figure 2](#F2){ref-type="fig"}.

![The main steps of data extraction method from laparoscopic videos (DSi: ith extracted data set)](JMSS-4-53-g002){#F2}

As shown in [Figure 2](#F2){ref-type="fig"}, first of all, camera motion compensation is performed.\[[@ref39]\] Camera motion is detected and compensated in order to recognize surgical instrument motions with high accuracy.\[[@ref39]\]

Then, a novel surgical instrument segmentation algorithm (SISA) is applied to the input video frames to identify the visible instruments. IS in [Figure 2](#F2){ref-type="fig"} is the union of instruments identified by SISA from input video frames. IS includes one or more individual connected components IS~i~ .

Therefore, the number of individual connected components is stored in DS~1~ . Moreover, the affine parameters of the aggregated motion of all the identified instruments are stored in DS~2~ . Average magnitude of the aggregated motion of instruments is stored in DS~3~ . On the other hand, the motion magnitude for each surgical instrument (IS~i~ ) is estimated and stored in temporary variable M~i~ . Affine motion parameters of instrument IS~j~ having the largest motion magnitude (M~j~ ) is stored in A~j~ . A~j~ and M~j~ are stored in DS~4~ and DS~5~ , respectively.

For performing the mentioned steps illustrated by [Figure 2](#F2){ref-type="fig"}, three modules, including SISA, Estimate_Affine and Estimate_Motion_Magnitude will be executed. We will introduce these three modules in the following subsections.

SISA Module {#sec2-4}
-----------

As discussed in Section 2.A, existing methods for surgical instrument detection are more appropriate for virtual reality and simulated applications. They may have poor performance in segmenting laparoscopic videos taken from the surgical activities. Therefore, SISA as a novel SISA is proposed in this paper. The main steps of SISA are illustrated in [Figure 3](#F3){ref-type="fig"}.

![Steps of surgical instrument segmentation algorithm](JMSS-4-53-g003){#F3}

As illustrated by [Figure 3](#F3){ref-type="fig"}, SISA executes an offline rule extraction algorithm for describing surgical instrument color (REDSIC).

In REDSIC, Positive (negative) class indicates surgical instrument (soft tissue) pixels.

REDSIC extracts the required rules for classifying pixels of each video frame. For this purpose, some representative regions of tissues and instruments are selected manually. Color average of each region is extracted. The extracted data set is partitioned to train and test set. Train set is used for training the classifier and test set is used for evaluating the classifier performance.\[[@ref40]\] The classification rules can be extracted from decision trees more conveniently than other classifiers like k-nearest neighbor classifier. Therefore, REDSIC classifies data using decision tree.

After extracting discriminating rules by REDSIC, video frames are segmented by Steps 1-3 of SISA. In SISA, 3 × 3 average filter is applied to the video frame in RGB color space and creates a filtered image. Pixels of the filtered image are classified based on the output rules of REDSIC. Pixels of positive class are considered as candidate pixels of instruments. The candidate pixels compose different connected components (regions). The large enough regions will be considered as surgical instruments.

Evaluating SISA is performed in [Appendix A](#APP1){ref-type="app"} via comparing to other state-of-the-art methods.

Estimate_Affine Module {#sec2-5}
----------------------

Estimate_Affine module is used for estimating motion of surgical instruments as affine parameters. The reason for that is affine transformation can recognize many surgical actions like opening or closing the tool tip and changing the shape of the instrument. Furthermore affine transformation can recognize any combination of translational, rotational and rescaling transformations.

Steps of Estimate_Affine module are as follows:

Step 1: Corner points of the target object are extracted from video frames F~tk~ and F~t(k+1)~ via Harris corner detector as described in.\[[@ref22]\]

Step 2: Matching pairs of corner points extracted from two consecutive frames are identified as described in.\[[@ref23][@ref24]\]

Step 3: Affine transform parameters are estimated by Random Sample Consensus algorithm as described in.\[[@ref25]\] This transform tries to map corner points of F~tk~ to their corresponding corner points of F~t(k+1)~ .

Estimate_MotionMagnitude Module {#sec2-6}
-------------------------------

Estimate_MotionMagnitude module is used for estimating the average motion magnitude of one or more objects. The steps of this module are as follows:

Step 1: Optical flow vectors are calculated for the boundary pixels of the target object as described in.\[[@ref11]\] For this purpose, the corresponding boundary pixels of the target object in video frames F~tk~ and F~t(k+1)~ are considered

Step 2: The average of optical flow magnitude is calculated for boundary pixels of the target object.

One instrument may have more than one dominant motion direction. Therefore, all optical flow vectors of its boundary pixels are considered for estimating its motion magnitude regardless of their motion direction.

[Figure 4](#F4){ref-type="fig"} indicates how our proposed method of data extraction is applied to some real laparoscopic video frames.

![Applying the proposed method of data extraction to some real laparoscopic video frames: (a) A sample video frame (F~i~). (b) The next video frame (F~j~). (c) The segmented image of F~i~. (d) The segmented image of F~j~. (e) Extracting optical flows from F~i~ and F~j~ and calculating data sets DS~3~ and DS~5~. (f) Extracting and matching corner points from F~i~ and F~j~ and calculating data sets DS~2~ and DS~4~](JMSS-4-53-g004){#F4}

As illustrated by [Figure 4](#F4){ref-type="fig"}, two consecutive video frames (F~i~ and F~j~ ) are segmented using SISA method. Since two disjoint connected components are identified by SISA, as illustrated by Figure [4c](#F4){ref-type="fig"} and [d](#F4){ref-type="fig"}, the value of the corresponding member of DS~1~ will be 2. Then the optical flow vectors and corner points are extracted from F~i~ and F~j~ . The matching pairs of corner points of each surgical instrument are identified. The motion pattern of each surgical instrument is determined based on its matched corner points. Moreover, the motion magnitude of each surgical instrument is determined based on the optical flows of its boundary points. Since I~1~ has the larger motion magnitude than I~2~ , the affine motion parameters and motion magnitude of I~1~ are stored in DS~4~ and DS~5~ respectively. As we told before, the affine parameters and magnitude of the aggregated motion of surgical instruments are estimated and stored in DS~2~ and DS~3~ , respectively.

Now, we are ready to explain the reason of extracting five different data sets from laparoscopic videos. Let us see the results of segmenting some sample video frames with SISA in [Figure 5](#F5){ref-type="fig"}.

![(a) Some laparoscopic video frames. (b) Their corresponding segmented image generated by surgical instrument segmentation algorithm algorithm](JMSS-4-53-g005){#F5}

As depicted in [Figure 5](#F5){ref-type="fig"}, SISA segments video frames and labels some regions as surgical instruments. SISA algorithm is applied to the video frames illustrated by [Figure 5](#F5){ref-type="fig"} (a-1), (a-2), (a-3), (a-4) and (a-5) and outputs their corresponding segmented image depicted in [Figure 5](#F5){ref-type="fig"} (b-1), (b-2), (b-3), (b-4) and (b-5) respectively.

[Figure 5](#F5){ref-type="fig"} (a-1), (a-2) and (a-3) indicate two surgical instruments. [Figure 5](#F5){ref-type="fig"} (b-1) can detect different surgical instruments as two disjoint regions. However, the segmented regions of two instruments in [Figure 5](#F5){ref-type="fig"} (b-2) are not disjoint and constitute one connected component. Therefore, the number of white connected components is not a good representative of the number of instruments in this frame. Moreover, the largest motion may be estimated incorrectly.

As illustrated by [Figure 5](#F5){ref-type="fig"} (b-3), dark shadow of tissue is misclassifies as instrument. This may underestimate the aggregated motion and overestimate the instrument numbers. However, the largest motion can be detected correctly because the dark shadow of tissue indicates no significant motion after compensating camera motion.

[Figure 5](#F5){ref-type="fig"} (a-4) indicates only one instrument. [Figure 5](#F5){ref-type="fig"} (b-4) illustrates that the segmented image of this instrument includes more than one connected component. This may cause error in estimating the number of instruments and the largest motion parameters.

Hence, it is concluded that using only one data set may be misleading because of its estimation errors in real laparoscopic videos. Therefore, segmenting video based on multiple data sets can decrease the error rate of video boundary detection.

Outlier Detection and Removal {#sec2-7}
-----------------------------

Outliers can be misrecognized as segment boundaries. It may increase the segmentation error. Thus, outlier detection and removal are required before segmenting the extracted data sets temporally. Many approaches have been presented for outlier detection in previous studies.\[[@ref41]\] These methods can be divided into statistical tests, depth-based approaches, deviation-based methods, distance based and density based methods.\[[@ref42]\]

Statistical tests have to assume certain data distributions which may be incorrect sometimes. Depth-based methods have high computational complexity, specifically for multivariate data with more than three dimensions.

In this paper, we used distance-based outlier detection. For this purpose, the distances to the k nearest neighbors of each data record are accumulated. Data records having high distance score are considered as outliers. For reducing the computational costs, an improved K-NN based outlier detection method is used as described in.\[[@ref43]\] This method clusters data records and removes clusters having no outlier. It reduces the computational efforts to find k-nearest neighbors of each data record.

After detecting outliers, they are replaced with their adjacent members of the time series. Final step of preprocessing data is normalizing it to \[0, 1\]. Objective functions will not work properly without normalization because attributes with large ranges may dominate attributes with small ranges.\[[@ref40]\] Time series extracted from the laparoscopic video, are verified for outlier detection and removal as shown in [Figure 6](#F6){ref-type="fig"}.

![(a) Samples of extracted data sets. (b) Their corresponding outliers found by outlier detection method](JMSS-4-53-g006){#F6}

Samples of the extracted data sets are shown in [Figure 6](#F6){ref-type="fig"} (a-1, a-2, a-3, a-4 and a-5 respectively). Moreover, the distances to three nearest neighbors of each data record are accumulated and displayed in [Figure 6](#F6){ref-type="fig"} (b-1, b-2, b-3, b-4 and b-5 respectively). Outliers detected in the data sets are illustrated by red circles in [Figure 6](#F6){ref-type="fig"} (b-1, b-2, b-3, b-4 and b-5 respectively).

Outliers of the data set DS~1~ can be identified based on expert knowledge, too. DS~1~ indicates the number of visible surgical instruments. The maximum number of visible surgical instruments in each kind of laparoscopic procedure is limited and known. Therefore, this knowledge can be used for outlier detection in DS~1~ .

For example, the time series shown in [Figure 5](#F5){ref-type="fig"} is extracted from a varicocele laparoscopic surgery. Expert knowledge indicates that four instruments cannot be inside body at the same time in varicocele.

Selecting the Most Relevant Cost Functions for Temporal Segmentation of Extracted Data Sets {#sec2-8}
-------------------------------------------------------------------------------------------

In this paper, the laparoscopic video will be temporally segmented based on the data sets extracted to describe motion and number of surgical instruments.

Temporal segmentation aims to detect homogeneous segments in time-series data. Therefore, temporal segmentation is an optimization problem in which the objective (cost) function measures homogeneity of the segments. The results of segmentation are highly dependent to the selected cost function. Finding the appropriate cost function for temporal segmentation is a challenging task, specifically when it is performed in an unsupervised manner. In this paper, a novel algorithm is proposed to find the appropriate cost functions for measuring the segment homogeneity.

In the proposed algorithm, GA is used for segmenting time series.

An individual of GA is represented by n chromosomes which n is the length of the time series. Each chromosome of GA is a binary variable. If the value of a chromosome is 1, this chromosome is a border point of a segment. Otherwise, the chromosome is an internal point of a segment. Cross-over and mutation operators are defined as usual. However, a constraint is defined on the number and length of allowed segments. It prevents GA from generating a few long segments or too many short segments.

The proposed algorithm is executed several times. Each time, GA attempts to optimize a candidate cost function, selected among various cost functions used in the previous studies.

The correlation coefficient is calculated between the cost function of the solutions visited by GA and their corresponding performance measures.

Previous studies investigate the performance of their proposed methods for temporal segmentation of videos using detection rate, recognition rate and accuracy.\[[@ref44]\] Hence, in this paper, performance measures, including detection rate, recognition rate and accuracy, are considered.

Since, all candidate objective functions used in time-series segmentation are cost functions, minimizing them is desired. On the other hand, the performance measures used in this paper are positive indicators and maximizing them is desired. For this reason, candidate objective functions having negative correlation with all mentioned performance measures are the appropriate cost functions. Therefore, these cost functions are selected as objective functions of MOGA, used in the next step of MIVS.

The main steps of the proposed algorithm to find the appropriate cost functions are as follows:

Segmentation Module with GA (DS~j~ , CF~i~ ):

Step 1: Segment DS~j~ using GA to minimize CF~i~ . It is supposed that CF~ij~ is the cost function CF~i~ applied to the data set DS~j~

Step 2: Calculate detection rate, recognition rate and accuracy of each solution visited by GA are calculated

Step 3: Compute the correlation coefficients between the mentioned performance measures and their corresponding values of CF~ij~

Step 4: Add CF~ij~ to the list SelectedCostFunctions if it has negative correlation with all the mentioned performance measures.

Let us assume C and D are the number of candidate cost functions and data sets respectively. Segmentation module with GA is executed C × D times, each time with a different combination of parameter settings.

Previous researches introduced and used several cost functions for time-series segmentation. In this paper, three cost functions, CF~1~ , CF~2~ and CF~3~ , are used as candidate cost functions:

CF~1~ {#sec2-9}
-----

Cost function CF~1~ is the sum of the costs of the individual segments. Cost of a segment is defined as the sum of variances of the variables in the segment.\[[@ref27][@ref37][@ref38]\] CF~1~ is calculated as:

![](JMSS-4-53-g007.jpg)

Where *X* = {*x*~*k*~: 1 ≤ *k* ≤ *n*} is a time-series data set extracted from the laparoscopic video. m~i~ denotes the mean of the segment *i*. *a*~i~ and *b*~i~ are borders of the segment *i*.

CF~2~ {#sec2-10}
-----

Cost function CF~2~ considers the relations between variables of multivariate time series. CF~2~ is defined based on covariance of variables in each segment as:\[[@ref27][@ref36]\]

![](JMSS-4-53-g008.jpg)

Where *P*~k~ is covariance matrix describing the relationship between the variables around the *k*^th^ data point (*x*~k~ ). *P*~si~ is the covariance matrix of the segment *i* with borders *a*~i~ and *b*~i~.\[[@ref27]\] Details about how to calculate *P*~k~ and *P*~si~ have been presented elsewhere.\[[@ref27]\]

CF~3~ {#sec2-11}
-----

Another cost function CF~3~ for multivariate data is introduced, too. CF~3~ is defined based on the homogeneity measure of temporal segments presented by Cavallo.\[[@ref45]\] Cavallo have defined the homogeneity measure of the segment as the ratio of the second component of singular value decomposition to the first one (σ~2~ /σ~1~).\[[@ref45]\] If this ratio is not less than a very low threshold (about 0.05), the segment is not homogeneous enough. This measure is appropriate for recognition of nonlinear patterns occurring in time series and it is useful for detection of trend changes in time series. It is used for segmentation based on SW, too.\[[@ref45]\] Therefore, the ratio of (σ~2~ /σ~1~) is considered in a new cost function CF~3~ as:

![](JMSS-4-53-g009.jpg)

Since CF~3~ is zero for the segments with length of 1 and segments with length of 1 are not desired, a constraint is defined on the allowed total number of segments as:

0.06.*n*≤*segNo*≤0.2.*n*      (4)

Where n is the length of the time series. This constraint is defined based on the expert knowledge. It is verified for 25 laparoscopic videos.

After executing GA to minimize the cost function, the performance measures of the visited solutions are calculated. The performance measures include detection rate, recognition rate and accuracies.

Detection rate measures the ratio of correct detections of segment boundaries in a solution visited by GA to the total number of segments in human segmented time series. Detection rate is computed as:

![](JMSS-4-53-g010.jpg)

For determining the ground-truth solution, human experts analyze laparoscopic video frames manually and determine the segment boundaries. Therefore, a binary time-series is generated in which 0 and 1 elements are corresponding to internal and border points of the segments, respectively. The data set will be used as the ground-truth data to evaluate the performance of our proposed method.

Recognition rate measures the ratio of correct detections of segment boundaries in a solution visited by GA to its total number of segments. Recognition rate is computed as:

![](JMSS-4-53-g011.jpg)

Accuracy is a performance measure defined as the harmonic average of detection rate and recognition rate. Accuracy is calculated as:

![](JMSS-4-53-g012.jpg)

Let CF~ij~ be the cost function CF~i~ computed from data set DS~j~. Among all CF~ij~\'s, those having negative correlations with all mentioned performance measures are considered as the objective functions of MOGA method. For this purpose, Pearson\'s correlation coefficient is computed as:

![](JMSS-4-53-g013.jpg)

R is the Pearson\'s correlation coefficient which is always between −1 and +1. In this paper, X and Y are values of the cost function CF~ij~ and one of the mentioned performance measures computed from the solution of temporal segmentation, respectively.

Segmentation Module with GA algorithm is executed several times. Each time a data set and a candidate cost function are passed to the algorithm as input parameters. [Table 1](#T1){ref-type="table"} summarizes the results of executing Segmentation Module with GA algorithm with different parameter settings.

For each data set and each cost function, the best solution visited by GA is evaluated. For this purpose, the value of the cost function is determined for the best solution of GA and the ground-truth segmented solution. Moreover, the maximum correlation coefficient between the cost function of solutions visited by GA and their corresponding performance measures is listed in [Table 1](#T1){ref-type="table"}.

###### 

Comparing the ground-truth solution with GA best solution in terms of the cost function and calculating the maximum correlation between the cost function and performance measures of GA visited solutions

![](JMSS-4-53-g014)

As mentioned before, the cost functions having negative correlation with all the mentioned performance measures are desired. Among the verified cost functions, CF~3~ has negative correlation with the data sets. However, CF~3~ can be calculated only for multivariate data sets. Moreover, the only cost function examined on univariate data sets is CF~1~ which has positive correlation for all univariate data sets. Therefore, univariate data sets are combined column-wise to generate multivariate ones. Then, CF~3~ is computed from these new data sets.

As shown in [Table 1](#T1){ref-type="table"}, CF~3~ values of the ground-truth solutions are less than those of the best solutions of GA. It is concluded that the ground-truth segmentation is an optimal or near-optimal solution in terms of CF~3~ .

Temporal Segmentation with MOGA {#sec2-12}
-------------------------------

In the previous step, the most appropriate cost functions are selected for temporal segmentation of the extracted data sets. In this step, a multi objective GA is designed to segment data sets with the aim of minimizing the selected cost functions. The objective function of MOGA is the linear weighted combination of the selected cost functions as:

![](JMSS-4-53-g015.jpg)

Where C and D are the number of cost functions and data sets respectively. W~ij~ is the weight assigned to cost function CF~ij~. The value of W~ij~ in (9) is specified as:

![](JMSS-4-53-g016.jpg)

R~ijk~ is the correlation coefficient between CF~ij~ and the kth performance measure.

δ~ij~ in (9) is computed as:

![](JMSS-4-53-g017.jpg)

Where CF\'~ij~ is the value of CF~ij~ of the best solution visited by GA. CF"~ij~ is the value of CF~ij~ of the ground-truth segmented solution.

Cost functions having non-negative correlation with some of the performance measures are not considered in the MOGA objective function. Because contributing them to objective function of MOGA has a negative impact on the performance of temporal segmentation.

The main steps of MOGA algorithm for segmenting time series are as follows:

Step 1: Consider CF~ij~ \'s having negative correlation to all mentioned performance criteria

Step 2: For each considered CF~ij~ , determine the weight W~ij~ as (10)

Step 3: Normalize weights

Step 4: Define the objective function as (9)

Step 5: Run GA for minimizing the objective function defined in Step 4.

In MOGA, concepts, including individuals, chromosomes, cross-over and mutation, are defined as described in section 3.C.

RESULTS {#sec1-4}
=======

Data analyzed in this paper is collected from hasheminejad kidney center and includes varicocele and ureteropelvic junction obstruction (UPJO) laparoscopic videos archived in (2010-2011). Varicocele and UPJO are selected as representatives of simple and complex laparoscopic urological procedures respectively. The collected data sets are analysed with the proposed method in this paper.

Data extraction procedure is applied to two consecutive video frames to extract one data record of each data set. Among four consecutive video frames, one data record is extracted. Therefore, the length of each data set extracted from a video with N frames and frame rate of 25 fps is about N/4. This rate of sampling is determined based on the expert\'s opinions and the reaction rate of the surgeons.

After finding the most appropriate cost functions among the candidates, MOGA is executed on the extracted data sets to segment these data sets. The mentioned performance measures of a visited solution are computed via comparing its segment boundaries to those of the ground-truth solution.

[Figure 7](#F7){ref-type="fig"} illustrates a sample of a data extracted from a laparoscopic varicocele video. \[[Figure 7a](#F7){ref-type="fig"}\] illustrates the sample segmented by human expert and \[[Figure 7b](#F7){ref-type="fig"}\] indicates its corresponding best solution obtained by MOGA.

![A sample data extracted from varicocele video: (a) Sample segmented by human. (b) Its corresponding best solution obtained by multi-objective genetic algorithm](JMSS-4-53-g018){#F7}

Figure [7a](#F7){ref-type="fig"} and [b](#F7){ref-type="fig"} are very similar to each other. The segment boundaries are represented by solid vertical lines. Lines denoted in green indicate common segment boundaries between the compared samples. As depicted in [Figure 7](#F7){ref-type="fig"}, only one segment boundary (4^th^ border line denoted in brown) is misrecognized in the sample.

Moreover, the performances of GA or MOGA segmentation methods are compared for different combinations of data sets and cost functions as shown in [Table 2](#T2){ref-type="table"}.

###### 

Comparing the performance of GA or MOGA segmentation methods for different combinations of data sets and cost functions
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All data sets are combined column-wise and stored in MOGA data set. MOGA_CF is weighted linear combination of CF~ij~\'s, computed as (9). As shown in [Table 2](#T2){ref-type="table"}, the best performance measures are obtained by segmenting the MOGA data to optimize MOGA_CF.

[Figure 8](#F8){ref-type="fig"} indicates a sample of temporal segments of a real laparoscopic video. Moreover, the data sets extracted from the sample are illustrated in [Figure 8](#F8){ref-type="fig"}.

![A sample of temporal segments of a real laparoscopic video: (a) Sample frames of different temporal segment. (b) Data sets extracted from the sample segments](JMSS-4-53-g020){#F8}

The video frames illustrated by [Figure 8a](#F8){ref-type="fig"} are some sample frames of different segments. The sample sequence consists of four different segments, including S~i~ , S~i+1~ , S~i+2~ and S~i+3~ . Only a few video frames of each segment are illustrated by [Figure 8a](#F8){ref-type="fig"}.

Segment S~i~ indicates the grasping activity performed by the surgeon. Segment S~i+1~ and S~i+3~ indicate the incision activity. Segment S~i+2~ is a surgical interruption in which no motion and activity are being performed. Data sets DS~2~ , DS~3~ , DS~4~ and DS~5~ have near-zero value in this segment while all data sets have non-zero values in segments S~i~ , S~i+1~ and S~i+3~ .

As illustrated by [Figure 8b](#F8){ref-type="fig"}, the pattern of all extracted data sets of segment S~i+1~ is different from those of its adjacent segments S~i~ and S~i+2~ . Furthermore, data sets 2-5 of segment S~i+2~ are different from those of segment S~i+3~ . Therefore, it is concluded that the extracted data sets can discriminate the adjacent segments of the sample.

For evaluating the performance of MIVS, it is compared to some state-of-the-art methods, including change detection method,\[[@ref34]\] DPCA-based temporal segmentation\[[@ref36]\] and SW method with cost function of (σ~2~ /σ~1~ ).\[[@ref45]\]

[Figure 9](#F9){ref-type="fig"} indicates the results of several segmentation methods applied to the data sets of [Figure 8b](#F8){ref-type="fig"}.

![Results of minimally-invasive videos (MIVS) and other compared methods applied to a real sample: (a) Ground-truth segmented sequence. (b) Sequence segmented by change-detection method. (c) Dynamic principal component analysis-based segmented sequence. (d) Sequence segmented by Cavallo\'s method. (e) MIVS-based segmented sequence](JMSS-4-53-g021){#F9}

As illustrated by [Figure 9](#F9){ref-type="fig"}, change detection method\[[@ref34]\] splits segment S~i+1~ into two smaller segments. Moreover, DPCA-based method\[[@ref36]\] and Cavallo\'s method\[[@ref45]\] shift the boundary of segment S~i+1~ right. In another word, these two methods assign a few first members of the segment S~i+2~ to the segment S~i+1~ mistakenly. The reason is that they are highly sensitive to the threshold selected for identifying the segment boundaries. However, as illustrated by [Figure 9](#F9){ref-type="fig"}, MIVS can detect the boundaries of all mentioned segments accurately.

There is no benchmark data set in the previous papers can be used for validating MIVS. For this reason, all the compared methods are examined on each subset of all data sets extracted in this paper and the best solution obtained by each method is considered. The performances of MIVS and the compared methods in temporal segmentation of laparoscopic videos are listed in [Table 3](#T3){ref-type="table"}.

###### 

Comparing performances of MIVS and the compared methods in temporal segmentation of laparoscopic videos
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As listed in [Table 3](#T3){ref-type="table"}, MIVS outperforms compared methods in terms of detection rate, recognition rate and accuracy of segmentation.

Finally, the average execution time of MIVS and the compared methods are computed and listed in [Table 4](#T4){ref-type="table"}.

As listed in [Table 4](#T4){ref-type="table"}, MIVS is slower than the compared methods in temporal segmentation of laparoscopic video. However, all methods are applied to the same data set extracted by the proposed method. As listed in [Table 4](#T4){ref-type="table"}, the data extraction from video is much slower than segmenting the extracted data.

Parallel processing methods, such as pipeline computing, can be used for reducing total run time of MIVS. Therefore, only data extraction method has the most significant on the execution time. For this reason, MIVS is not much worse than the compared methods in terms of the execution time.

###### 

Comparing the average execution time of MIVS and the compared methods in temporal segmentation of laparoscopic videos
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CONCLUSION {#sec1-5}
==========

In this paper, a novel method for temporal segmentation of MIVS is introduced. The proposed method has the potential to be applied for anomaly detection, disruption and interrupt identification. Temporal segmentation of video is a prerequisite step for laparoscopic action recognition. Instead of extracting only one data set and segmenting video based on this data set, several data sets are extracted from video in this paper. Experimental results show that considering several data sets can improve the accuracy of video temporal segmentation.

Moreover, temporal segmentation is an optimization problem on which choosing the appropriate objective function is very important. Therefore, various cost functions are examined. The cost functions having negative correlation with positive performance measures are considered as selected objective functions. A MOGA is designed and implemented for temporal segmentation of the extracted data sets. The proposed method has reached to the best solution with detection rate of 95.59%, recognition rate of 94.20% and accuracy of 94.89%, which is so promising.

In this paper, three different cost functions are examined. One possible extension of this work can be examining more complex cost functions for MOGA. Moreover, the examined cost function for univariate data doesn\'t have negative correlation with the mentioned performance measures. Therefore, we have to combine univariate data sets to create multivariate ones. So, finding the appropriate cost functions for univariate data is another possible extension of this work. Final proposed future direction is to recognize the surgical actions occurring in the identified segments of laparoscopic video.
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SISA is a surgical instrument segmentation method proposed in this paper. We believe that SISA can alleviate many of the mentioned challenges and complexities existing in laparoscopic video frames. For evaluating the performance of SISA, it is compared against some other instrument segmentation methods.\[[@refa1][@refa2][@refa3]\] For this purpose, the precision of SISA and three compared methods is computed for surgical instrument detection. The precision is calculated as:
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Where TP indicates number of correctly identified surgical instruments and *N* indicates total number of visible surgical instruments in the examined laparoscopic video frames.

The performance of SISA is compared with other proposed surgical instrument detection methods in [Table 1](#T1a){ref-type="table"}.

###### 

Comparing the performance of SISA algorithm with other surgical instrument detection methods
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As illustrated by Table A, SISA outperforms compared methods for surgical instrument detection.
