Understanding the inner working mechanism of deep neural networks (DNNs) is essential and important for researchers to design and improve the performance of DNNs. In this work, the entropy analysis is leveraged to study the neurons activation behavior of the fully connected layers of DNNs. The entropy of the activation patterns of each layer can provide a performance metric for the evaluation of the network model accuracy. The study is conducted based on a well trained network model. The activation patterns of shallow and deep layers of the fully connected layers are analyzed by inputting the images of a single class. It is found that for the well trained deep neural networks model, the entropy of the neuron activation pattern is monotonically reduced with the depth of the layers. That is, the neuron activation patterns become more and more stable with the depth of the fully connected layers. The entropy pattern of the fully connected layers can also provide guidelines as to how many fully connected layers are needed to guarantee the accuracy of the model. The study in this work provides a new perspective on the analysis of DNN, which shows some interesting results.
1 Introduction and Motivation
Literature review
For the past decade, deep learning has been proposed as an efficient way to realize the general artificial intelligence [ Hinton et al. (2012) ; LeCun et al. (2015) ]. There have been significant progresses on the design of neural network architectures [ He et al. (2015) ; LeCun et al. (2015) ]. Deep learning algorithms have made great improvement in all kinds of applications.
Although deep learning has achieved significant success in a wide range of applications, there are few works that can fully illustrate the internal working mechanisms of the deep neural networks (DNN). They are often treated as black box and the optimization process is ignored in the applications [ Alain and Bengio (2016) ].
Understanding the inner working mechanism of deep neural networks (DNNs) is essential and important for researchers to design and improve the performance of DNNs. One effective way to 31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA. explain how neurons work internally is to study what kind of features can activate certain neurons, which is known as the feature visualization in the deep learning community [Olah et al.(2017) ]. One such method is called activation maximization, which synthesizes an image that highly activates a neuron.
The idea of using information theoretic methods for investigating deep neural networks was proposed by Tishby (2015) . However, they did not conduct any experimental result. In the work, they propose that the neural network layers can be seen as a successive Markov chain. The mutual information of the input layer X with the inner layers Y are studied in the information plane. The theoretical base for this study is the invariance of mutual information to re-parameterization along the Markov chain of the layers. They also show that the optimal neural networks can approach the Information Bottleneck bound [Tishby et al. (1999) ] of the optimal achievable representations of the input X.
The mutual information study of the layers does not fully characterize the working mechanisms of the deep neural networks. In this work, we adopt the entropy analysis to study the behavior of the fully connected layers. The entropy of the activation patterns of each layer can provide a performance metric for the evaluation of the network model accuracy.
Contribution
In this work, we study neuron activation patterns given the images of an individual class and investigate the statistical activation pattern differences between shallow and deep layers' neurons.
We use entropy analysis to quantify the statistical property of neuron activation patterns. The study is conducted based on a well trained network model. The activation patterns of shallow and deep layers of the fully connected layers are analyzed by inputting the images of a single class, which can provide some useful insights as to the design and optimization of deep convolutional neural networks (CNN). By analyzing the activation patterns for different layers, it can not only help us understand the behavior of CNN but also give us a way to improve the CNN. The entropy pattern of the fully connected layers can provide some guidelines as to how many fully connected layers are needed to guarantee the accuracy of the model. The method provides a new perspective on the analysis of deep CNN, which shows some interesting results.
Visualization Methods

How to visualize the neurons activation of a layer?
The visualization method for the neuron activation pattern is depicted in Figure 1 . The experiment is conducted based on a well trained neural network model. The images of an individual class are inputted to the network, and we first extract the representation of the layer and let it go through the softmax function, then the activation probabilities of the layer are obtained. In this way we can visualize the neuron activation pattern. 
How to quantify the activation patterns of each layer
The data used in this work are MNIST and CIFAR. We study the internal neuron patterns for different classes by visualizing the neuron activations in the fully connected layers.
We take advantage of the entropy tool in information theory to quantify the randomness of the neuron activation of different layers. For a fixed class, we first use those test images as input and calculate the output of each neurons in each fully connected layer. And then we average the output over all test images of all neurons in every fully connected layer. By using softmax function, we can derive the activation pattern of the neurons (probability of the neuron will be shown). Finally, we use the formal entropy definition to compute the entropy of each layer.
The entropy in information theory is used to characterize the the uncertainty of the random phenomenons. The definition of the information entropy is quite general, and is expressed in terms of a discrete set of probabilities p i so that
where the probabilities p i are the activation probabilities after softmax functions. The entropy can be used as a measure of the activation pattern of the neurons in the network model. As it shown above, as the convolutional layer getting deeper, only abstract features remain in the images. Such kind of feature is hard to understand by human, so we move forward to the following layer, which is fully connected layer, to analyze how these kinds of features activate the neurons of the CNN.
3.2 Visualization of the fully connected layers' neuron activation
Direct visualization
By looking at the output of different classes, we can see that the activation of the shallower layer is more unstable compare to the deeper layer. (In Figure 5 , 6 and 7, blue and orange represent two different classes. The x-axis is neurons, y-axis is the probability that the neuron will activate.) In Figure 5 , it seems that in layer 1, multiple neurons will be activated with high probability. However, in layer 2 (Figure 6 ), only one or two neurons will be activated with high probability. In the final layer, the activation seems very stable expect for the error occurs. 
Statistical visualization
In this section, we study the statistical activation of the neurons in the neural network ( Figure 8, 9 , 10, are the histograms of the activation probabilities of the neurons of 1000 samples for a fixed class. The x-axis is the probability of activation and the y-axis is the number of samples) We found that in shallower layer, combinations of neurons will be activated for a fixed class. But as the layer goes deeper, only fewer neurons will be activated. And the activation combinations become more and more stable. The CIFAR data is studied in this section. By looking at the representations of different fully connected layers, we can see that the activation of the shallower layer is more unstable compared with the deeper layer. In Figure 11 -13, the entropy plot (first plot of each figure) shows that the entropy of the neuron activations pattern is monotonically reduced with depth of the fully connected layers. And the activation become more and more stable as the layer goes deeper. Another interesting phenomenon is that if the entropy plot is pretty "flat", that is, the gradient of the entropy is very small, then these fully connected layers don't make significant contributions to the network. (The accuracy of these three models from 2 fully connected layers to 6 fully connected layers are 0.774, 0.7686 and 0.7187 respectively.)
4.2 Relationship between entropy and how many fully connected layers are needed
As we can see in the experiment results, the entropy in Figure 14 increase a little bit and then decrease. Which is not the "reduction" expected. However, this abnormality somewhat means that there's shortcomings in our model (The accuracy is roughly 0.39). By simply deleting the corresponding layer (the second fully connected layer), we can get a much better result as Figure 15 shows. But the entropy still has an abnormality. Last by deleting the corresponding layer (fully connected layer 3), we actually get a better result as Figure 16 shows. 
Conclusion
In this work, we found that for the well trained deep neural networks model, the entropy of the neuron activation pattern is monotonically reduced with the depth of the layers. That is, the neuron activation patterns become more and more stable with the depth of the fully connected layers.
Also, in our experiment, the entropy of the first few fully connected layers are almost the same. By the conclusion we had earlier, such a layer do not have a significant contribution to the the overall neural network classification accuracy. So we tried to remove some of the fully connected layers, and the prediction accuracy is almost the same.
