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Global concern and interest in the safety of nuclear power plants have increased consid-
erably since the Fukushima accident. In the event of a severe accident, the reactor vessel
water level cannot be measured. The reactor vessel water level has a direct impact on
confirming the safety of reactor core cooling. However, in the event of a severe accident, it
may be possible to estimate the reactor vessel water level by employing other information.
The cascaded fuzzy neural network (CFNN)model can be used to estimate the reactor vessel
water level through the process of repeatedly adding fuzzy neural networks. The developed
CFNN model was found to be sufficiently accurate for estimating the reactor vessel water
level when the sensor performance had deteriorated. Therefore, the developed CFNNmodel
can help provide effective information to operators in the event of a severe accident.
Copyright © 2016, Published by Elsevier Korea LLC on behalf of Korean Nuclear Society. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).1. Introduction
Global concern and interest in the safety of nuclear power
plants (NPPs) have increased considerably since the Fukush-
ima accident. In that severe accident,many of the functions of
instrumentation and monitoring systems were lost and the
plant operators could not monitor the important plant vari-
ables for plant safety [1].
Efficient management of a serious accident requires ac-
curate observation of the key parameters (e.g., reactor vessel
water level and hydrogen concentration) during the very brief
elapsed time of the initial events in order to establish the.G. Na).
sevier Korea LLC on beha
mons.org/licenses/by-ncscenario and determine the initial events that led up to the
accident [1]. In particular, it is extremely important to
determine the safety-related parameters and critical infor-
mation during the extremely short period following a loss of
coolant accident (LOCA) and steam generator tube rupture
(SGTR).
The reactor vessel water level is essential information for
confirming the cooling capability of the reactor core in order to
prevent the core from melting down and effectively manage
severe accidents. Proper measurement of the reactor vessel
water level cannot be guaranteed in severe accidents where
the reactor core integrity is uncertain. Therefore, estimatinglf of Korean Nuclear Society. This is an open access article under
-nd/4.0/).
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sures against severe accidents.
While physics-based models need detailed physical
models of a plant that are difficult to derive, the data-based
models of cascaded fuzzy neural network (CFNN) do not.
Also, they can use a large number of NPP thermohydraulic
code simulation results for safety analysis carried out exten-
sively. However, the technique has the disadvantage that the
estimation accuracy depends on the quality of the results
retrieved from thermohydraulic code simulations that cover a
wide range of plant operating conditions. Many artificial in-
telligence techniques have been successfully used in nuclear
engineering applications, such as signal validation [2e4], plant
diagnostics [5,6], and event identification [7e10]. This paper
proposes a CFNN model to estimate the reactor vessel water
level, which has a direct impact on important times (e.g., time
before the core exit temperature exceeds 650 C, core uncov-
ery time, reactor vessel failure time) and is important for
confirming the reactor core coolability.
The CFNN can be used to estimate the reactor vessel water
level value through the process of repeatedly adding fuzzy
neural networks (FNNs). The CFNN is a simple extension of
FNNs. It has previously been applied to estimating the de-
parture from nucleate boiling ratio [11] in nuclear engineering
and is expected to provide superior performance. The LOCA
break size and other measured signals are used to estimate
the water level. The LOCA break size is not a measured vari-
able; instead, it is estimated by using the trend data for a short
time before an event that proceeds to a severe accident. The
classification algorithm for determining the LOCA break po-
sition and LOCA break size estimation algorithm are
explained in previous papers [12e15]. Because the LOCA break
size can be accurately estimated by previously developed
methods, the LOCA break size can be used as an input variable
for estimating the reactor vessel water level.
The CFNN model is a data-based model that requires data
for development and verification. Because real severe accident
data do not exist, the data required by the proposed model
need to be obtained by using numerical simulations. The data
were obtained by simulating severe accident scenarios for the
Optimized Power Reactor 1000 (OPR1000) by using modular
accident analysis program (MAAP)4 code [16].2. CFNN
The CFNN model contains two or more FNN modules. The
CFNN estimates a relevant variable through the process of
repeatedly adding an FNN. Fig. 1 shows the architecture of the
CFNN model. Each FNN module contains fuzzification, fuzzy
inference, and training units.1 2
Fig. 1 e Cascaded fuzzy n2.1. FNN module
The conditional rule, which is described as an ifethen rule, is
generally used in the fuzzy inference system (FIS). It com-
prises a pair: the antecedent and consequent [17]. In this
study, the TakagieSugeno-type FIS [18] was used. This does
not need a defuzzifier in the output terminal because its
output is a real value.
In Eq. (1), an arbitrary ith fuzzy rule can be expressed as
follows (first-order TakagieSugeno type):
If x1ðkÞ is Ai1ðkÞ AND/AND xmðkÞ is AimðkÞ;
then yiðkÞ is f iðx1ðkÞ;/; xmðkÞÞ
(1)
where
x1,/,xm: FIS input values
m: number of input variables
Ai1(k),/,Aim(k): fuzzy sets of the i
th fuzzy rule
yi: outputof the ith fuzzy rule
The function f iðx1ðkÞ;/; xmðkÞÞ is expressed by the
following first-order polynomial of input variables:
f iðx1ðkÞ;/; xmðkÞÞ ¼
Xm
j¼1
qijxjðkÞ þ ri (2)
where
qij: weight of the i
th fuzzy input variable
ri: bias of the i
th fuzzy rule.
Eq. (2) expresses a first-order TakagieSugeno-type FIS. Na
input and output data zT(k) ¼ [xT(k), y(k)] {xT(k) ¼ [x1(k),
x2(k),/,xm(k)], k¼ 1, 2,/, Na} are assumed to be available, and
the input and output variables are normalized.
The membership function of the fuzzy sets Ai1(k),/,Aim(k)
for the ith fuzzy rule is denoted as mi1(x1),/,mim(xm). In general,
there is no special restriction on the shape of themembership
functions. In this study, the symmetric Gaussianmembership
function was used to reduce the number of parameters for
optimization:
mij

xjðkÞ
 ¼ eðxjðkÞcijÞ2
.
2s2
ij (3)
The Gaussian membership function has a characteristic
symmetric bell curve shape that falls towards zero. The
parameter cij indicates the center position of the peak, and sij
determines the width of the bell shape in Eq. (3).
The FIS output byðkÞ is calculated by weight-averaging the
fuzzy rule outputs yi(k) as follows:eural network (FNN).
wNu c l e a r E n g i n e e r i n g a n d T e c h n o l o g y 4 8 ( 2 0 1 6 ) 7 0 2e7 1 0704byðkÞ ¼Xn
i¼1
wiðkÞyiðkÞ ¼
Xn
i¼1
wiðkÞf iðxðkÞÞ (4)
where
wiðkÞ ¼ w
iðxðkÞÞXn
i¼1
wiðxðkÞÞ
(5)
wiðkÞ ¼
Ym
j¼1
mij

xjðkÞ

(6)
n is the number of fuzzy rules. Finally, the output byðkÞ is
expressed as a vector product:
byðkÞ ¼ wTðkÞq (7)
where
q ¼ q11 / qn1 // q1m / qnm r1 / rnT
ðkÞ ¼ w1ðkÞx1ðkÞ / wnðkÞx1ðkÞ // w1ðkÞxmðkÞ /
wnðkÞxmðkÞ w1ðkÞ / wnðkÞ
T
The vector q is a consequent parameter vector that has
(mþ1)n dimensions, and the vectorw(k) consists of input dataFig. 2 e First fuzzy neurand membership function values. The estimated output for
theNt input and output training data pairs derived from Eq. (7)
can be expressed as follows:
byt ¼Wtq (8)
where
byt ¼ ½byð1Þ byð2Þ / byðNtÞT
Wt ¼ ½wð1Þ wð2Þ / wðNtÞT
The matrixWt has Nt  (mþ1)n dimensions.
Fig. 2 describes the calculation procedure for the first FNN
module [19].2.2. Training of FNN
The FNNmodules of the CFNNmodel consist of an FIS and its
neuronal training system. Each FNN module that was devel-
oped to estimate the nuclear reactor vessel water level is
optimized by using the given training data. The optimization
method combines a genetic algorithm and least-squares al-
gorithm. All FNN modules are optimized by using the com-
binedmethod. This subsection only explains the optimization
process of the first FNN module. The optimization processes
of the subsequent FNN modules simply extend the optimiza-
tion of the first FNNmodule and will not be discussed further.al network module.
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proposed to minimize the maximum error and root mean
square (RMS) error:
F ¼ expð  l1E1  l2E2Þ (9)
where
E1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
Nt
XNt
k¼1
½yðkÞ  byðkÞ2
vuut
E2 ¼ max
k
jyðkÞ  byðkÞj; k ¼ 1; 2; /; Nt
l1 : weighting value of RMS error
l2 : weighting value of maximum error
Nt : number of training data
The variable y(k) is the actual output value, and byðkÞ is its
value estimated using the first FNN module. Because the
membership function parameters cij and sij in Eq. (3) appear in
the conditional part of the fuzzy rules in Eq. (1), these param-
etersare called theantecedentparameters. Theyareoptimized
by the genetic algorithm. The antecedent parameters are
coded in a binary fashion in a gene [20,21]. If the antecedent
parameters are determined by using a genetic algorithm
through selection, crossover, and mutation, the resulting pa-
rameters appear similar to Eq. (8) as a first-order combination.
Therefore, the consequent parameter q can be easily calcu-
lated by using the least-squares method. That is, the conse-
quent parameter q is calculated to minimize an objective
function. The objective function consists of the squared error
between the actual value y(k) and its estimated valuebyðkÞ:
J ¼ PNt
k¼1
½yðkÞ  byðkÞ2 ¼XNt
k¼1

yðkÞ wTðkÞq2
¼ 1
2

yt  byt2
(10)
whereO I
Fig. 3 e Data structure for developing and testingyt ¼ ½yð1Þ yð2Þ / yðNtÞT; byt ¼ ½byð1Þ byð2Þ / byðNtÞT:
A solution that minimizes the above objective function can
be obtained by using the following equation:
yt ¼Wtq (11)
where
Wt ¼ ½wð1Þ wð2Þ / wðNtÞT:
The matrix Wt has Nt  (mþ1)n dimensions in Eq. (11). The
parameter vector q can easily be solved from the pseu-
doinverse as follows:
q ¼ WTtWt1WTt yt (12)
The parameter vector q can be calculated from a series of
input and output data pairs and their membership function
values because matrix Wt consists of input data and mem-
bership function values.2.3. CFNNs
A number of studies [2,3,19,22] have focused on the fusion of
fuzzy logic and neural networks (i.e., FNNs).Most existing FNN
models were proposed to implement different types of single-
stage fuzzy reasoning mechanisms. However, single-stage
fuzzy reasoning is the simplest among a human's various
types of reasoning mechanisms. Syllogistic fuzzy reasoning,
where the consequence of a rule in one reasoning stage is
passed to the next stage as a fact, is essential to build up a
large-scale system effectively with high-level intelligence [23].
Because the fusion of syllogistic fuzzy logic and neural net-
works has not been sufficiently applied in the nuclear engi-
neering field, this study applied a CFNN model based on
syllogistic fuzzy reasoning. This was expected to provide
performance superior to that of a simple FNN model.T
T
C
D
the cascaded fuzzy neural network model.
Nu c l e a r E n g i n e e r i n g a n d T e c h n o l o g y 4 8 ( 2 0 1 6 ) 7 0 2e7 1 0706The CFNN model contains two or more inference stages,
where each stage corresponds to a single-stage FNN module.
Each single-stage FNN module contains fuzzification, fuzzy
inference, and training units.
The CFNN can be used to estimate the target value through
the process of repeatedly adding FNNs. In the CFNN method,
the first FNN module is the same as the FNN in Fig. 2. The
second-stage FNN module uses the initial input variables and
the output variable of the first-stage FNN module as input
variables. This process is repeated G times to find the opti-
mum output value. Similar to Eq. (1), the arbitrary ith rule at
each stage of the CFNN can be expressed as follows:Fig. 4 e Trend of the general fraction error Ef(g) according to
the stage number.
Stage 1
(
If x1ðkÞ is A1i1ðkÞ AND/ AND xmðkÞ is A1imðkÞ;
then byi1ðkÞ is f i1ðx1ðkÞ; / ; xmðkÞÞ
)
Stage 2
8><>:
If x1ðkÞ is A2i1ðkÞ AND/ AND xmðkÞ is A2imðkÞ
AND by1ðkÞ is A2iðmþ1ÞðkÞ;
then byi2ðkÞ is f i2x1ðkÞ; / ; xmðkÞ; by1ðkÞ
9>=>;
«
Stage G
8><>:
If x1ðkÞ is AGi1 ðkÞ AND/ AND xmðkÞ is AGimðkÞ;
AND by1ðkÞ is AGiðmþ1Þ ðkÞ AND/ AND byðG1ÞðkÞ is AGiðmþG1ÞðkÞ;
then byiGðkÞ is f iGx1ðkÞ; / ; xmðkÞ; by1ðkÞ;/; byðG1ÞðkÞ
9>=>;
(13)where G is the number of stages and the remaining variables
are the same as before.
The CFNN model is trained sequentially at each FNN
module in the same manner as explained in Subsection
2.2.
The CFNN may experience an overfitting problem. When
overfitting occurs, the process of adding an FNN module is
stopped. The overfitting problem can be resolved through
cross-checking using the data structure shown in Fig. 3 [11].
The criterion used to evaluate whether or not the overfitting
problem appears at stage g is the fractional error for the
checking data. This is defined as follows:
Ef ðgÞ ¼
XNc
k¼Ntþ1
h
ygðkÞ  bygðkÞi2
XNc
k¼Ntþ1
h
ygðkÞ
i2 (14)
where (NcNt) is the number of checking data (refer to Fig. 3).
The training and checking processes stop if Ef(Gþ1) > Ef(G)
(refer to Fig. 4). If the condition [Ef(Gþ1) > Ef(G)] is satisfied, if
an FNN module is added, the CFNN model begins to become
overfitted. Otherwise, the algorithm moves to the next stage,
and an FNN module is added. If Ef(G) is less than a specified
minimum fractional error, the training and checking pro-
cesses can be stopped. The CFNN model with the minimum
fractional error criterion at stage G consists of G individual
FNNmodules, as shown in Fig. 1. Fig. 5 shows the optimization
procedure of the CFNN model.
If the numbers of fuzzy rules, input variables, and devel-
opment data are given, the FNN system is constructed auto-
matically using the combined optimization method: least-
square method and genetic algorithm.3. Application to estimating the reactor
vessel water level
The proposed CFNN model was applied to estimate the water
level in a reactor vessel. To train and independently test the
proposed CFNN model, data needed to be obtained from nu-
merical simulations because few real accident data were avail-
able. Therefore, the development and test data of the proposed
model were acquired by simulating severe accident scenarios
for the OPR1000 nuclear power plant with the MAAP4 code.
It was assumed that the safety injection system was not
working in LOCA events. In this case, nuclear reactors reach asevere accident conditionwhere nuclear fuel is uncovered and
melts. In most PWR plants including OPR1000 reactors, if the
fuel rods are uncovered, the reactor vessel water level cannot
be measured because the reactor vessel water level mea-
surement system that uses heated junction thermocouples
can only measure water levels that range from the top of the
nuclear fuel to the dome of the upper head of the reactor
vessel.
The break positions were divided among hot-leg, cold-leg,
and steam generator tube (SGT), and the break size was
divided into a total of 200 steps; from 1/400 of a double-ended
guillotine break to such a break for hot-leg and cold-leg
LOCAs, and 1e200 SGTs break for SGTRs. It was assumed
Fig. 5 e Optimization procedure of the cascaded fuzzy neural network (CFNN) model.
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jection and low-pressure safety injection did not work, but the
safety injection tank and containment spray system actuated
normally. The data set for a total of 600 severe accident sce-
narios was obtained by MAAP simulations. This data set was
composed of 200 hot-leg LOCA scenarios, 200 cold-leg LOCA
scenarios, and 200 SGTR scenarios. In this study, the devel-
opment datawere used to optimize the FNNmodules. The test
data were used to verify the developed FNN module; they
differed from the development dataset. The test data were
selected at fixed intervals of the acquired data and consisted
of a total of 200 data points for each break position. The
training data were selected at fixed intervals of the remaining
data after the test data were removed. The remaining dataafter the training data and test data were removed were the
verification data (refer to Fig. 3).
The simulations were performed under the condition that
the safety injection system did not work properly. In LOCAs,
because the LOCA break position and size are not detected,
they must be identified and estimated. Previous studies fully
identified the LOCA break position and accurately estimated
the LOCA break size [12e14] with an error level of approxi-
mately 1%. Therefore, the LOCA break size signal, which is the
input signal to the first FNN module, was assumed to be
estimated from the algorithms of previous studies.
Through the simulations, a total of 600 severe accident
scenarios were obtained. These data comprised 200 hot-leg
LOCAs, 200 cold-leg LOCAs, and 200 SGTRs. Two different
Table 1 e Performance of the cascaded fuzzy neural network model (small LOCA).
No. of
fuzzy
rules
Hot-leg LOCA Cold-leg LOCA SGTR
No. of FNN
modules
RMS
error (m),
Dev data
RMS
error (m),
test data
No. of
FNN
modules
RMS
error (m),
Dev data
RMS
error (m),
test data
No. of
FNN
modules
RMS
error (m),
Dev data
RMS
error (m),
test data
2 7 0.4142 0.7726 6 0.4239 0.6011 12 0.3086 0.2147
3 18 0.2077 0.5911 42 0.1047 0.2253 7 0.3059 0.2222
5 23 0.1372 0.3218 17 0.1562 0.1957 5 0.3083 0.2206
7 18 0.1513 0.3587 18 0.1343 0.2114 6 0.2985 0.2106
Dev, development; FNN, fuzzy neural network; LOCA, loss of coolant accident; RMS, root mean square; SGTR, steam generator tube rupture.
Table 3 e Performance of the optimized CFNN model.
Break
position
RMS error in small
LOCA (m)
RMS error in large
LOCA (m)
Development
data
Test
data
Development
data
Test
data
Hot-leg LOCA 0.1372 0.3218 0.0366 0.0705
Cold-leg LOCA 0.1562 0.1957 0.1121 0.1488
SGTR 0.3083 0.2206 0.3421 0.5006
FNN, fuzzy neural network; LOCA, loss of coolant accident;
RMS, root mean square; SGTR, steam generator tube rupture.
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the LOCA break size was small or large. For the hot-leg and
cold-leg LOCAs, the break sizes were divided into two groups:
the 30 smallest break sizes formed one group, and the
remaining 170 larger break sizes formed the other group. For
the SGTRs, the break sizes were similarly divided into two
groups: the 100 smallest break sizes were grouped together,
while the remaining 100 larger break sizes formed the second
group. Here, the classification of break size as small or large is
different from that of the small or large LOCA expressed
generally and is based only on relative break size.
Because irrelevant input to the first FNNmodule will result
in an unstable model, using only high-information predictors
is important. Because the generalization may degrade if
collinearity is present among the input variables, highly
correlated input variables must be removed. When building a
model with many input variables, the number of required
observations grows exponentially with the number of input
variables to span the complete input space. Measured vari-
ables, excluding the containment pressure, were not used
because their integrity in severe accident circumstances has
not been confirmed. The containment pressure was used
because the internal environment of the containment was
expected to be better than that of the reactor vessel or reactor
coolant boundary.
Also, if the measured signals that are highly correlated
with the reactor vessel water level are used, the performance
of the CFNN model will be much better if it is evaluated on
simulation data. But the CFNNmodel was basically developed
based on the simulation data of severe accidents that were
assumed to be accurate. Even if the simulation data are known
to be accurate in the initial accident stage, they cannot avoid
having errors in long-term simulations. Because themeasuredTable 2 e Performance of the cascaded fuzzy neural network m
No. of
fuzzy
rules
Hot-leg LOCA Cold
No. of
FNN
modules
RMS
error (m),
Dev data
RMS
error (m),
test data
No. of
FNN
modules
er
D
2 35 0.0506 0.0864 63
3 20 0.0639 0.1348 44
5 40 0.0366 0.0705 36
7 32 0.0355 0.0381 26
Dev, development; FNN, fuzzy neural network; LOCA, loss of coolant accvalues must be different from the simulated data and it is not
assured whether or not the utilization of the real-time
measured data is helpful in real applications, as few
measured signals as possible were used.
The test input data differed from the data used to develop
the CFNN model and consisted of three signals: the time that
elapsed after reactor shutdown, the estimated LOCA break
size, and the containment pressure. The reactor vessel water
level was the output signal.
For hot-leg and cold-leg LOCAs, accident simulation data
from 10 minutes after reactor scram to 3 days were used to
develop the CFNNmodel and for SGTRs, data from 60minutes
to 3 days were used. Therefore, these time-span data were
used to evaluate the CFNN performance.
The parameter values for the genetic algorithm were as
follows: the crossover probability was 100%, the mutation
probability was 5%, and the population size was 20.
Tables 1 and 2 present the performance results. The results
were obtained with the developed CFNN model for the threeodel (large LOCA).
-leg LOCA SGTR
RMS
ror (m),
ev data
RMS
error (m),
test data
No. of
FNN
modules
RMS
error (m),
Dev data
RMS
error (m),
test data
0.1295 0.1921 23 0.3544 0.5734
0.1325 0.2881 6 0.3827 0.5349
0.1121 0.1488 15 0.3421 0.5006
0.1445 0.2812 12 0.3498 0.5060
ident; RMS, root mean square; SGTR, steam generator tube rupture.
(A)
(B)
Fig. 6 e Root mean square (RMS) error versus the stage
number of the cascaded fuzzy neural network model. (A)
Hot-leg loss of coolant accident for development data. (B)
Hot-leg loss of coolant accident for test data.
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1, for the development data of the hot-leg small LOCAs, the
RMS errors were approximately 0.41 m, 0.21 m, 0.14 m, and
0.15 m for the CFNN model with two, three, five, and seven
fuzzy rules, respectively. For the development data of the
cold-leg small LOCAs, the RMS errors were approximately
0.42 m, 0.10 m, 0.16 m, and 0.13 m for the CFNN model with
two, three, five, and seven fuzzy rules, respectively. For the
development data of the SGTR, the RMS errors in small SGTRsTable 4 e Results of previous fuzzy neural network (FNN) and
Break position FNN model
RMS error in small
LOCA (m)
RMS error in la
LOCA (m)
Dev data Test data Dev data Test
Hot-leg LOCA 0.43 0.53 0.20 0
Cold-leg LOCA 0.43 0.56 0.35 0
SGTR 0.37 0.41 0.40 0
Dev, development; LOCA, loss of coolant accident; RMS, root mean squarwere approximately 0.31 m, 0.31 m, 0.31 m, and 0.30 m for the
CFNN model with two, three, five, and seven fuzzy rules,
respectively.
Table 2 gives the results for the large LOCA. For the
development data of the hot-leg large LOCAs, the RMS errors
were approximately 0.05 m, 0.06 m, 0.04 m, and 0.04 m for the
CFNN model with two, three, five, and seven fuzzy rules,
respectively. The RMS errors were approximately 0.13 m,
0.13 m, 0.11 m, and 0.14 m for the development data of the
cold-leg large LOCAs for the CFNNmodel with two, three, five,
and seven fuzzy rules, respectively. Also, the RMS errors were
approximately 0.35 m, 0.38 m, 0.34 m, and 0.35 m for large
SGTRs using the CFNN model with two, three, five, and seven
fuzzy rules, respectively. As shown in Tables 1 and 2, the re-
sults for the test data are larger than those of the development
data. As shown in Tables 1 and 2, the most appropriate
number of fuzzy rules is five. Even though two fuzzy rules
seems to be too few, the CFNN model with two fuzzy rules
provides good results.
It was determined that the optimized CFNN model is the
CFNN model with five fuzzy rules. Table 3 gives the perfor-
mance of the optimized CFNN model with five fuzzy rules as
shown in Tables 1 and 2. This table indicates that the RMS
errors for the test datawere approximately 0.32m, 0.19m, and
0.22 m for the hot-leg LOCA, cold-leg LOCAs, and SGTR,
respectively, for small LOCAs. The RMS errors for the test data
were approximately 0.07 m, 0.15 m, and 0.50 m for the large
hot-leg, cold-leg, and SGTR LOCAs, respectively. The reason
why the RMS errors for SGTRs were relatively large was that
the containment pressure, which is an input for the CFNN
model, is not affected in the initial phases of a severe accident
induced by an SGTR.
Currently, the reactor vessel water level is measured by
heated junction thermocouple (HJTC) assemblies. Its total
measurement range is 4 m from the top of nuclear fuel as-
semblies to the upper head cover and does not include the
active fuel region. The HJTC assembly consists of eight HJTCs
that are positioned at eight different elevation levels, which
means that reactor vessel water level measurement has
around 0.5 m accuracy. Therefore, the estimation error of the
proposed CFNN model is acceptable for real applications.
Fig. 6 shows the RMS errors for the development data and
test data. The figure was drawn to show that the RMS errors
gradually decrease as the number of stages of the CFNN in-
crease. The CFNN models were found to be capable of accu-
rately estimating the nuclear reactor vessel water level in
severe accident circumstances.group method of data handling (GMDH) models.
GMDH model
rge RMS error in small
LOCA (m)
RMS error in large
LOCA (m)
data Dev data Test data Dev data Test data
.23 0.82 0.78 0.34 0.32
.30 0.98 1.20 0.63 0.59
.40 0.41 0.43 0.41 0.37
e; SGTR, steam generator tube rupture.
Nu c l e a r E n g i n e e r i n g a n d T e c h n o l o g y 4 8 ( 2 0 1 6 ) 7 0 2e7 1 0710Recent studies have estimated the nuclear reactor vessel
water level under severe accident circumstances [22,24]. The
proposed CFNN model was compared to previous studies
[22,24], and the results of the previously developedmodels are
given in Table 4. Tables 3 and 4 demonstrate that the CFNN
model is superior to the FNN model [22] and group method of
data handling model [24].4. Conclusion
In this study, a CFNN model was developed to estimate the
nuclear reactor vessel water level in the event of a severe
accident. The CFNN model estimates the nuclear reactor
vessel water level versus the elapsed time after reactor
shutdown by using the estimated LOCA break size and
containment pressure. The CFNN model was developed and
verified based on simulation data of OPR1000 using the
MAAP4 code.
The simulation results showed that the performance of
the developed CFNN model was satisfactory. The nuclear
reactor vessel water level can be precisely estimated if the
developed CFNN model can be optimized with a variety of
data. The developed CFNN model enables operators to
rapidly check the reactor core coolability and will be helpful
to operators in the event of a severe accident because it can
accurately estimate the reactor vessel water level, which is
essential for confirming the cooling capability of the reactor
core.Conflicts of interest
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