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Abstract

data reconstruction error. On the other hand, without taking into account class information PCA cannot compute discriminant information required by classifiers. In this pape,
we are concerned with LDA.
In LDA, we are given a set of l examples: z =
{(xi , yi )}li=1 . These examples are independently and identically distributed (i.i.d.) from the probability space Z =
X ×Y . Here probability measure ρ is defined but unknown,
xi ∈ n are the n-dimensional inputs, and yi are scalar labels. According to Fisher’s criterion, one has to find a projection matrix W that maximizes:

Linear discriminant analysis (LDA) for dimension reduction has been applied to a wide variety of face recognition
tasks. However, it has two major problems. First, it suffers
from the small sample size problem when dimensionality is
greater than the sample size. Second, it creates subspaces
that favor well separated classes over those that are not. In
this paper, we propose a simple weighted criterion for linear
dimension reduction that addresses the above two problems
associated with LDA. In addition, there are well established
numerical procedures such as semi-definite programming
for efficiently computing the proposed criterion. We demonstrate the efficacy of our proposal and compare it against
other competing techniques using a number of examples.

J(W ) =

(1)

where Sb and Sw are so-called between-class and withinclass matrices, respectively. In practice, the “small sample
size” (SSS) problem is often encountered, where Sw is singular. Therefore, the maximization problem can be difficult
to solve.
To address this issue, the term εI is added, where
ε is a small positive number and I the identity matrix
of proper size. This results in maximizing J(W ) =
|W T Sb W |/|W T (Sw + εI)W |. It can then be solved without any numerical problems. This is a special case of Friedman’s regularized discriminant analysis with regard to the
small sample size problem [7].
Another problem with Fisher’s criterion is that in multiclass problems, it creates subspaces that favor well separated classes over those that are not [14]. This is because
the solution to (1) is a linear transform that maximizes the
mean squared distance between the classes in the transformed space. As a result, a outlier (far away) class can
be further separated from the remaining classes that really
need a clear separation.
The purpose of this paper is to present a weighted additive criterion for dimension reduction that potentially provides a solution to the problems implied by the above discussions. In particular, we show that (1) our weighted additive criterion for dimension deduction is closely related
to the maximum margin criterion [12]; (2) our criterion

1 Introduction
In pattern classification, a large number of features or attributes often makes the design of a classifier difficult and
degrades its performance. This is particularly pronounced
when the number of examples is small relative to the number of features [10, 16, 17]. This fact is due to the curse of
dimensionality [2]. It states in simple terms that the number
of examples required to properly compute a classifier grows
exponentially with the number of features. For example, assuming features are correlated, approximating a binary distribution in a n dimensional feature space requires estimating O(2n ) unknown variables [3]. In such situations, computational complexity often becomes intractable. This calls
for reducing the number of features in constructing classifiers.
There are many dimensionality reduction techniques in
the literature. The two most popular ones are principal components analysis (PCA) [11] and linear discriminant analysis (LDA) [6, 8]. Both techniques have been successfully
applied to a wide variety of practical problems. By projecting data onto a linear subspace spanned by principal components, PCA achieves dimension reduction with the minimal
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using a weighted additive criterion and related optimization
techniques.

has the potential to help alleviate Fisher’s bias toward outlier classes in multi-class problems [14]; and (3) our objective can be optimized using efficient algorithms such as
semi-definite programming, thereby avoiding the inverse of
Sw and thus the potential small sample size problem. We
demonstrate the efficacy of our proposed technique using a
variety of examples.

3.1

Linear Discriminant Analysis

In LDA, within-class, between-class, and mixture scatter
matrices are used to formulate the criteria of class separability. Consider a J-class problem, where m0 is the mean
vector of all data, and mj is the mean vector of j-th class
data. A within-class scatter matrix characterizes the scatter
of samples around their respective class mean vectors, and

lj
it is expressed by Sw = Jj=1 i=1
(xji − mj )(xji − mj )T ,
where lj is the size of the data in the jth class. A betweenclass scatter matrix characterizes the scatter of the class
means
around the mixture mean m0 . It is expressed by
J
Sb = j=1 lj (mj − m0 )(mj − m0 )T . The mixture scatter matrix is the covariance matrix of all samples, regardless of their class assignment, and it is given by Sm =
l
T
= Sw + Sb . Fisher’s critei=1 (xi − m0 )(xi − m0 )
rion is used to find the projection matrix that maximizes
the objective (1). In order to determine the matrix W that
maximizes J(W ), one can solve the generalized eigenvalue
problem: Sb wi = λi Sw wi . The eigenvectors corresponding to the largest eigenvalues form the columns of W . For
a two class problem, it can be written in a simpler form:
Sw w = m = m1 − m2 , where m1 and m2 are the means
of the two classes.

2 Related Work
A number of proposals has been tabled to address the
computational difficulty associated with LDA when the
small sample size problem occurs (Sw becomes singular). A straightforward method (PCA+LDA) is to use the
+
−1
pseudo-inverse of Sw
in place of Sw
[22]. While simple,
the method does not guarantee that Fisher’s objective will
+
be optimized by the eigenvector matrix of Sw
Sb . Another
simple method is to first use PCA to remove the null space
of Sw , and then apply LDA to the reduced representation.
Fisherface is one such example [1]. However, this method
remains sub-optimal because the null space of Sw potentially contains discriminant information [4].
Another technique, newLDA [4], first transforms the
data into the null space of Sw . It then applies PCA to maximize the between-class scatter matrix in the transformed
space. While newLDA mitigates the small sample size
problem to the extent possible, its performance degrades
with decreasing dimensions of the null space. A variant of
LDA+PCA is proposed in [9]. The method first discards the
null space of Sw + Sb that is the common null space of both
Sw and Sb . And as such, discarding this null space does not
lose any discriminant information. The method then applies
LDA+PCA to the reduced representation in the transformed
space. A direct LDA (DLDA) is a method that throws away
the the null space of Sb [25]. If Sw +Sb replaces Sw , DLDA
reduces to PCA+LDA [25]. We will have more to say about
these null space methods later in the paper.
More recently, discriminant analysis based on maximum
margin criterion is proposed [12]. The technique is closely
related to LDA but does not involve inverting matrices.
Since the criterion (tr(W t (Sb − Sw )W ) is additive, the
technique does not suffer from the small sample size problem. Classic multiclass LDA creates subspaces that favor
well separated classes over those that are not. A technique
based on weighted pairwise Fisher criteria is proposed that
works well even when outlier classes exist [14].

3.2

Weighted Additive Criterion for Linear Dimension Reduction

Here we first focus on two class problems. The multiclass case will be discussed later. The goal of LDA is to find
a direction w that simultaneously places two classes afar
and minimizes within class variations. Fisher’s criterion 1
achieves this goal. Alternatively, we can achieve this by
max : wt (λSb − Sw )w, subject to:w = 1
w

(2)

where λ > 0 is a constant that weighs relative importance
of the two terms Sb and Sw in determining the outcome
of w. Notice that λ must be sufficiently large to ensure
(λSb − Sw ) to be positive semi-definite. Large λ values
prefer directions along which the two classes can be well
separated over those that are not. On the other hand, small
λ values penalize discriminants that result in large within
class spread.

3.3

3 Weighted Additive Criterion for Discriminant Analysis

Relations to Maximum Margin Criterion

We show here that the objective to be maximized
J(w) = wt (λSb − Sw )w is closely related to the maximum margin criterion for feature extraction proposed in

In this section, we first review LDA using Fisher’s criterion, and then go on to investigate discriminant analysis
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[12]. Let λ = 1, without loss of generality. We can rewrite
J(w) as J(w) = tr(wt (λSb − Sw )w), where tr denotes
the trace operator. Then it can be shown that maximizing
tr(wt (Sb − Sw )w) is equivalent to maximizing
J=

2
2
1 

2

i

However, the last constraint rank(X) = 1 is not convex. Alternatively, wecan replace the constraint rank(X) = 1 by
the constraint ni Xi i = 1. That is,
max
X

pi pj d(Ci , Cj )

(3)

Theorem 1 Suppose X ∈ F , where F be a face of the feasible set of (8). Let d = dim(F ), r = rank(X). Also, let
m be the number of linear constraints in (8). Then

We notice that (2) is a constraint optimization problem.
It can be reformulated as follows:

r(r + 1)/2 ≤ m + d.
Here the dimension of a convex set S is dim(S) =
max{p|v1 , · · · , vp ∈ S} − 1, where the vectors
n
v
are affinely independent. Thus if
1 , · · · , vp ∈
p
p
μ
v
=
0,
μ
i i i
i i = 0 implies that μi = · · · = μp = 0.
The existence of the optimal solution X ∗ to the optimization problem (8) implies that F is an extreme point, i.e., a
face having a single element. Therefore, at the optimum,
d = dim(F ) = 0. Also, m represents the number of linear
constraints in (8). In our case, m = 1. Together with r > 0,
we obtain r = 1. Therefore, our procedure for computing
w from the matrix X (Eq. 6) is guaranteed to produce the
correct answer. We call our algorithm SDP-LDA.

(4)

The notation here X = wwt  0 means that the symmetric
matrix X is positive semi-definite. This problem is equivalent to
max
X

tr((λSb − Sw )X)

(5)

X0

This is a semi-definite program (SDP), where the objective is linear with linear matrix inequality and affine equality constraints. Because linear matrix inequality constraints
are convex, SDPs are convex optimization problems. SDPs
arise in many applications. There are algorithms that have a
good theoretical foundation to solve SDPs efficiently [23].
Assume rank(X) = 1. Since X is symmetric, one can
show that rank(X) = 1 iff X = wwt for some vector w [19].
Therefore, we can recover w from X as follows. Select any
column (say the ith column) of X such that X(1, i) = 0,
and let
w = X(:, i)/X(1, i),
(6)

5 Multi-class DLA
We have presented a weighted additive criterion as an
alternative to Fisher’s criterion. We have shown how to
optimize our criterion with semi-definite programming to
obtain the optimal linear transform in two class problems,
where one dimensional projection is adequate. However,
LDA is generally used to find a subspace with d dimensions
for multiple class problems. In this section we extend our
SDP approach to LDA to the multi-class case.
Notice that LDA in a multiple class problem can be decomposed into l two class problems. In the ith two class
problem, it treats the ith class as one class and all remaining classes as the second class. Each binary class problem is
solved first, and after finding all subspaces, PCA is applied
to find eigenvectors having the largest eigenvalues. These
new eigenvectors are the solution of the original multi-class
LDA problem.

where X(:, i) denotes the ith column of the matrix X. Thus,
our goal here is to ensure the solution X to (6) has rank at
most 1.
One way to guarantee rank(X) = 1 is to reformulate (6)
as follows:
max
X

tr((λSb − Sw )X)

X0

where I is the identity matrix
the inner product of symand
n
metric matrices is A • B = i,j aij bij .
The constraint I • X = 1 ensures rank(X) = 1. Here we
appeal to the following theorem by Pataki [15]. First, let S
be a closed convex set. A convex subset F of S is called a
face of S if xinF , y, x ∈ S, x = 21 (y + z) implies that y
and z must both in F . Also, a vertex or an extreme point of
S is a face consisting of a single element.

4 Computing Linear Discriminants with
Semi-Definite Programming

= tr((λSb − Sw )wwt )
= tr((λSb − Sw )X).

(8)

I •X =1

j

where pi denotes the probability of class Ci . Here the interclass distance d is defined as d(Ci , Cj ) = d(mi , mj ) −
tr(Si ) − tr(Sj ), where Si represents the covariance of class
Ci . tr(Si ) measures the overall variance of class Ci . That
is, d(Ci , Cj ) measures the average margin between two
classes. Thus, (3) is an average margin criterion. In contrast, the minimum margin criterion is used in SVMs [5, 24].

wt (λSb − Sw )w

tr((λSb − Sw )X)

(7)

X0
rank(X) = 1
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newLDA: If Sw is full rank then solve regular LDA; else in
the null space of Sw , find the eigenvectors of Sb with
largest eigenvalues.

To be more precise, let us look at (2) again. We can
use other constraints instead of w = 1. For example,
we can maximize wt λSb w, subject to wt Sw w = 1. One
can show that maximizing wt (λSb − Sw )w under such a
constraint results in LDA. Thus, our SDP based LDA can
be naturally extended to the multi-class case. Simply, in
the decomposition step, we replace Sb in two class LDA by
λSb . In the linear case, it turns out that the SDP based LDA
algorithm in the multi-class case simply solves λSb W =
Sw W Λ.

It should be noted that PCA+LDA and Scatter-LDA can
be equivalent when Sw and Sm span the same subspace.
However, they are different when Sb totally or partially
spans the null space of Sw , thus Sw and Sm span different subspaces. For face recognition the latter case turns out
to be more common. In [4], Chen et al. prove that the null
space of Sw contains discriminant information. They also
show that Scatter-LDA is not “optimal” in that it fails to distinguish the most discriminant information in the null space
of Sw . Thus they propose the newLDA method. However,
newLDA fell short of making use of any information outside of that null space.
All these techniques make “hard” decisions, either discarding a null space, or only working in a null space. On the
other hand, our weighted additive criterion does not make
any “hard” decisions. Instead, it explores λ (2) to judicially
extract information from both subspaces. In addition, crossvalidated λ values can be leveraged to alleviate Fisher’s bias
toward outlier classes in multi-class problems [14].

6 Nonlinear Extension
Our weighted criterion (2) can be extended to the nonlinear case as well. We can follow the approach (kernel trick)
of nonlinear SVMs to kernelize the linear feature extractor
[5, 24]. In general, we use kernel functions to implicitly
perform a nonlinear mapping φ to embed the data into a
feature space F , where linear feature extraction is carried
2
out. Common kernels are Gaussian k(x, y) = e−γx−y
and degree d polynomials k(x, y) = (1 + x · y)d .
We skip the detail of the derivations. Briefly, write w =
l
i αi φ(xi ), and
m̂i = (

ni
ni
1 
1 
(i)
(i)
k(x1 , xj ), · · · ,
k(xl , xj ))t ,
ni j=1
ni j=1

8 Experiments
In this section we compare the SDP-LDA algorithm
against several competing methods: PCA+LDA, newLDA,
and Scatter-LDA on several multi-class (facial images) and
binary data sets. To solve the semi-definite program (2),
we used the general purpose optimization software SeDuMi
[20].

(i)
where xj

is in the ith class, and ni the number of examples
2
in the ith class. Also, m̂ = i=1 pi m̂i . Then, using the
kernel trick we can show that we can rewrite (2) in feature
space as maxw : αt (λŜb − Ŝw )α, subject to: α = 1,
2
where Ŝb = i=1 p( m̂i − m̂)(m̂i − m̂)t , and
Ŝw =

2

i=1

pi

8.1

1
1
Ki (Ini − 1ni 1tni )Kti .
ni
ni

Facial Images

Here we used the ORL data set [18]. The size of each
image is 92 × 112. We extracted 120 images, where there
are 40 subjects with three images from each. As a result, we
are facing the challenge of the small sample size problem.
We randomly choose two images per person for training, and the remaining one for testing. We have 80 training
and 40 test images. Subspaces are calculated from the training data, and the 1 nearest neighbor (NN) classifier is used
to obtain accuracy rates after projecting the data onto the
subspace. To obtain average performance, each method is
repeated 10 times. The term λ in (2) is chosen by 10-fold
cross-validation.
The average accuracy as a function of dimensionality is
shown 1. The X-axis represents the dimensionality of the
subspace. For each technique, the higher the dimension, the
less discriminant the dimension. For most techniques, the
accuracy rate increases quickly around the first 10 dimensions, and then increase slowly with additional dimensions.

After solving α = [α1 , · · · , αl ]t , any given new data x will
l
be projected onto the subspace by s = i=1 αi k(xi , x).

7 Discussions
We are interested in comparing the proposed SDP-LDA
algorithm to various LDA algorithms, such as PCA+LDA
[1, 21], scatter-LDA [13, 8], and newLDA [4]. These techniques are mostly proposed for solving face recognition
problems where the SSS problem will always occur. We
summarize them briefly:
PCA+LDA: Apply PCA to remove the null space of Sw
first, then maximize J(W ) = |W T Sb W |/|W T Sw W |.
Scatter-LDA: Same as PCA+LDA but maximizing
J(W ) = |W T Sb W |/|W T Sm W |.
622
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em and the smallest error rate over all methods being compared in a particular example: bm = em / min1≤k≤12 ek .
Figure 2 plots the distribution of bm for each method
over the 12 data sets. The box area represents the lower
and upper quartiles of the distribution that are separated by
the median. The outer vertical lines show the entire range of
values for the distribution. As shown in Figure 2, the spread
of the error distribution for SDP-LDA is narrow and close
to 1, followed by Scatter-LDA. The results clearly demonstrate that SDP-LDA obtained the most robust performance
over these data sets.

SDP-LDA is uniformly better than any other algorithms
on both problems, demonstrating its efficacy. It achieves the
highest accuracy rate of 0.8875 on ORL. newLDA performs
quite well in these experiments, again demonstrating that
most discriminant information is in the null space of Sw ,
for the facial recognition tasks. On the other hand, ScatterLDA does not perform well at lower dimensional subspaces.
But it eventually performs better than PCA+LDA, when the
number of dimensions is large enough. All methods achieve
their highest accuracy rate with a 39 dimensional subspace,
which is not surprising, for it is a 40 class problem. It should
be noted that the performance of newLDA and Scatter-LDA
(its tail is not shown in the plot) drops quickly with unnecessary dimensions.

2

1.8

Values
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Figure 2. Error distributions of SDP-LDA,
LDA, newLDA, and Scatter-LDA on the 12
data sets.

39

Figure 1. Comparison of SDP-LDA, LDA,
newLDA, and Scatter-LDA on the ORL image
data.

8.2

9 Summary
This paper presents a weighted additive criterion for dimension reduction that potentially provide a solution to the
small sample size problem, often associated with Fisher’s
criterion. In particular, the paper has shown that (1) the proposed weighted additive criterion (2) for dimension deduction is closely related to the maximum margin criterion; (2)
the criterion has the potential to help alleviate Fisher’s bias
toward outlier classes in multi-class problems; and (3) the
criterion can be optimized using efficient algorithms such
as semi-definite programming, thereby avoiding the inverse
of Sw and thus the potential small sample size problem.
The paper demonstrates the efficacy of the proposed technique using a number of real examples, and the results show
that the proposed technique registered superior performance
over several competing methods in several examples.

Binary Data Sets

In these experiments, we compare the four competing
methods on a number of two class classification problems.
We use 11 data sets from the UCI database and the cat and
dog (CatDog) data. They are all two class classification
problems.
For each data set, we randomly choose 60% as training
and the remaining 40% as testing. We train the four methods on the training data and obtain projections. We then
project both training and test data on the chosen subspace
and use the 1NN classifier to obtain error rates. Note that
for the two class case, one dimensional subspace is sufficient. Again, λ in Eq. 2 is chosen through ten-fold crossvalidation. We repeat the experiments 10 times on each data
set to obtain the average accuracy rates.
The results are shown in Table 1. On 6 data sets out of
12, SDP-LDA performed the best. It came second on five
data sets. It has the overall best average. Another way to
look at these methods is to measure robustness. For each
method m we compute the ratio bm between its error rate
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