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I. INTRODUCTION
Hopfield networks invented in 1984 by John Hopfield [6] , [7] are somehow predecessors of Deep Belief Networks which are widely used as state of the art neural networks. They are recurrent neural networks inspired by the physical behaviour of spin glasses. Hopfield networks are perceptron based and have a symmetric weight matrix and no self-connecting neurons. This guarantees that all dynamics, that can take place in this type of network, is a fixed point attraction. To overcome negative effects as spurious states and limited capacity of Hopfield Networks, Bolzmann Machines [5] were introduced which were then restricted to have no interconnections between neurons in a layer and which were stacked and trained layer by layer e.g. with the Wake Sleep Algorithm introduced by Geoffrey Hinton [4] . In the BioSystems journal [1] in the year 2000 and on the IWANN conference in 2001 [2] Vladimir Chinarov and Michael Menzinger presented a class of recurrent Hopfield-like networks called Bistable Gradient Networks, which eliminated the disadvantages of spurious states and of the very limited capacity. They demonstrated this by training these networks successfully with the Hebbian learning rule, storing many more patterns than a standard Hopfield network could memorize (k = 0.14N , with N neurons).
Because of their successful implementation of 5 interconnected neurons, their paper [2] presents Hebb's rule as the perfect, efficient way to train the Bistable Gradient Networks. In our investigation we realize, that this is not always true. There are pattern combinations which may not be stored with Hebb's learning rule. In the following section we start with a short description of the basic principles of Bistable Gradient Networks. To understand why Hebb's learning rule is not the best choice to train them, a simple thought experiment is described afterwards. We show, that using Hintons Contrastive Divergence CD 1 leads to far better results. Furthermore we demonstrate the capabilities storing handwritten numbers from the MNIST-database into the network and point out that noisy images are nearly perfectly denoised. Finally we end up with a conclusion.
II. BISTABLE GRADIENT NETWORKS
In this section a short introduction to the basic concepts of Bistable Gradient Networks is given. In the domain of dynamical systems a neuron is written down as a differential equation. To derive this equation we start with the energy function of such a neuron, which may be defined as follows:
where V bistable leads to a bistable behaviour of the neuron and V couple describes the linear coupling between the neurons. The variable x defines the neurons state or output, while the derivative of the energy function with respect to x gives us the direction, in which the neurons state x changes in time:
This energy function or potential is shown in figure 1 ; the derivative is plotted below in figure 2. The minima of the energy function correspond to the fixed points marked in the figure of its derivative. In the differential equation (2) we can see that there is a linear part-the sum of the weighted outputs-which may shift the function x − x 3 up or down as shown in figure 2 as a dashed line. In dependence of this linear part it easily happens that only the left or only the right fixed point exists anymore. This leads to a predetermined behaviour. The neural output converges to 1 (or slightly above) or to −1 or (slightly below). Let us name the state x i = 1 active and x i = −1 inactive. If a number of neurons have positive interconnection weights and a large part of these neurons is active, then their derivative x j − x 3 j will be shifted up and the inactive neurons converge to the active state. On the other hand a neuron which is active, but connected with negative weights to and from the other active neurons, will shift its derivative down and it converges to the inactive state. 
III. THOUGHT EXPERIMENT
To understand why special pattern combinations may not be stored we first write down the Hebbian learning rule:
Especially if we store only one pattern it is easily seen, that the active and inactive neurons get strong positive interconnections and the connections between active and inactive neurons will be strongly negative. This implicates, that the inverse image is always stored as strong as the image itself into the network, a phenomenon which is also described by Hopfield [6] , [7] .
If we now try to store many patterns into a network, which strongly overlap e.g. a big number of active neurons for all patterns with a small number of neurons which make the difference between the patterns, we find a problem emerging: a big number of neurons which is always active will always inhibit a small area of mostly inactive neurons, even if a few of them are active for a stored pattern. The network would always activate the big area, while the rest would be certainly always deactivated.
In the following section we describe how to change the learning rule to observe the wanted behaviour.
IV. CONTRASTIVE DIVERGENCE CD

1
Though the type of neurons Geoffrey Hinton uses are completely different (he uses binary output with stochastic activation) the learning rule is of great interest for us. The learning rule for CD n may be written down as follows:
where τ denotes the time step. CD 1 is computed as:
We start with randomly initialized weights w ij ≤ 0.01 ∀i, j ∈ [1..N ]. We initialize the networks output with the pattern to be learned. < x i x j > 0 is calculated from this initialisation. After computing the activation of the network for one time step we receive < x i x j > 1 . To adapt the weights only (5) has to be applied for all patterns for several times.
If a pattern is represented by a fixed point the difference in (5) (< x i x j > 0 − < x i x j > 1 ) will be zero and the weights stay unchanged. If a neuron changes its state after activation, the difference (< x i x j > 0 − < x i x j > 1 ) may be positive or negative. In the case of a negative difference the weights are weakened, while if it is positive the weights are strengthened. This is done until the difference for all patterns is zero, so that each pattern to be learned results in a fixed point.
After each weight change we keep the neurons connections symmetric w ji = w ij and eliminate self connections W ii = 0. These two conditions guarantee our network to contain only fixed point attractors. This is because any state change will decrease the appropriate energy function. In further experiments we neglected these constraints and see that the behavior of the network does not change remarkably.
In the next section the algorithm is tested on patterns of the MNIST-database for handwritten numbers.
V. THE MNIST-DATABASE FOR HANDWRITTEN NUMBERS
To proof that learning with the CD 1 algorithm is successful, we trained a network of 28 × 28 neurons with patterns from the MNIST-database using (5) . An excerpt of these learning patterns is shown in figure 3 . The great overlap of the neurons activation from one handwritten number to another makes it impossible to train these patterns using the Hebbian learning rule. The handwritten numbers are trained for 50 iterations with a learning rate η = 0.01. Figure 4 shows the reconstruction of the original images out of images with more than 10% of noise added. The network is activated using the Euler-method with a step size of 0.1. Each 5-th time step an image is computed. The converged images have a mean error rate about 1.4%.
VI. CONCLUSION
The recurrent Bistable Gradient Network using Hebb's learning rule for computing the interconnection weights of the network leads to difficulties especially in strongly overlapping patterns. To overcome these problems we applied Hintons first order Contrastive Divergence CD 1 algorithm to train the weights. The results were successfully tested with patterns from the MNIST-database for handwritten letters. Testing an image reconstruction with noisy images of more than 10% of noise leads to a near perfect reconstruction with a mean error rate of about 1.4%. In our future research we will try to improve learning by taking higher orders of the CD n algorithm into account. 
