Abstract-Advanced speech mformatlon processmg systems require further research on speakerdependent mformatlon Recently, a specific system of discrete orthogonal polynomials {4:(l), 1 = 1,2, ,L },"=, has been encountered to play a dommant role m a segmental probability model recently proposed m the speaker-dependent feature extra&on from speech waves and apphed to text-independent speaker verlficatlon Here, these speech polynomrals are shown to be the shifted Chebyshev polynomials on a dtscrete variable t,(l-1, L), whose structural and spectral properties are discussed and reviewed m light of the recent discoveries m the field of discrete orthogonal polynomials
INTRODUCTION
The classical orthogonal polynomials have been shown to play a relevant role m speech science, particularly, m research on extraction of speaker-dependent features from speech waves This 1s the case of the Legendre polynomials which have been used for speech recogmtlon, speech enhancement, speaker adaptation, (see, e g , [l-4] ) The discrete polynomials were first used m speech recogmtlon performance by means of the orthogonal-polynomial-compresslon technique [5, 6] , which allows us to independently compress different aspects of the speech spectrum Indeed, each polynomial corresponds to a different feature of the short-term speech spectrum, for example, the polynomials of first and second degrees correspond to the average slope and quadratic curvature of the spectrum Recently, the discrete polynomials have been used m the research of speaker recogmtlon to face both speaker verlficatlon and speaker ldentlficatlon problems Indeed, there has been proposed [7] a segmental probablhstlc model which 1s based on an orthogonal polynomial representation of speech signals Contrary to the conventional frame-based probablhstlc models, the Lm-Wang model concatenates several consecutive frames with similar characterlstlcs mto an acoustic segment and represents It by an orthogonal polynomial function Thus, the speech slgnal 1s composed of L successive N-dlmenslonal feature vectors, that IS, a set of N trajectories of length L Each trajectory 1s represented by a polynomial function Also, Lm and Wang propose an lteratlve, self-consistent procedure that performs recogmtlon and segmentation processes for estlmatmg the segment-based speaker model Moreover, they Illustrate Its vahdlty not only m the textdependent speaker recogmtlon, where the speaker 1s required to Issue a predetermmed utterance, but also m the text-mdependent recogmtlon methods which do not rely on a specific text bemg spoken These methods, whose aim 1s to verrfy the Identity of a claimed speaker, have a trammg phase and a verlficatlon phase For a given speech signal of a specific speaker, the number of segments, the length of each segment, and the appropriate segmental probablhstlc model are determined m the trammg phase The performance of the model depends on the mixture number (I e , number of acoustic segments used for modehng the speaker's voice charactenstlcs) and the degrees of the orthogonal polynomials This degree affects the accuracy of the model and controls the type of the basic segment for the model and Its characterlstlcs
In fact, the degree of the orthogonal polynomial used m the model determmes the smallest length of the partltloned segment of a given speech signal Moreover, the degree and the algebraic propertles of the dlsCrete orthogonal polynomials used are crucial for the efficiency (computation time and memory storage) and accuracy of the model Furthermore, the discrete orthogonal polynomials that have been naturally encountered m some speaker recogmtlon methods (to be called henceforth speech polynomials) correspond to a particular class of the so-called Hahn polynomials [8-111, denoted = h%'(z,N), which were introduced by the Russian mathematlclan Chebyshev m the past century (see [12] ) Until now, however, the study of the algebraic and spectral properties of the Chebyshev polynomials IS a very mterestmg mathematical topic which receives much attention m the modern theory of special functions [11, The purpose of this paper 1s to identify the speech polynomials as shlfted Chebyshev polynomeals In domg so, we observe that some mathematical tools used m some speaker recogmtlon methods could be conslderably reduced (see, e g , the recurrence relation used m the Lm-Wang paper [7, Appendix A] for the orthogonal polynomials), that can imply a big reduction and slmphficatlon m the algorithms inherent to these methods The structure of the paper 1s as follows In Sectlon 2, some defimtlons and statements of the general theory of orthogonal polynomials are given Then, m Sectlon 3 the speech polynomials ale identified as shifted Chebyshev polynomials Finally, m Section 4 the spectrum of zeros of the speech polynomials as a whole 1s studied by the exphclt determination of the moments-aroundthe-ollgm of the dlstrlbutlon of zeros of the speech polynomials
BASIC BACKGROUND ON ORTHOGONAL POLYNOMIALS
In this sectlon, we will describe some well-known facts from the general theory of orthogonal polynomials and, specifically, from the Chebyshev polynomials of a discrete variable which will help us m the next section to ldentlfy the orthogonal polynomials found m the Lie-Wang model [7] Let P(X) be a nonconstant and nondecreasmg function m [a, b] (lf any of a, b are foe, we require that p(*oo) should be finite) Let us define the scalar product of two real functions f and g by the StieltJes-Lebesgue integral where we suppose that f, g belong to Lz(p), 1 e , s," f2(x) &L(X) < +co A particular case of special Interest corresponds to the ones when ,LL 1s a step function with Jumps at a fimte number of points {zz}E1, 2% E [a, b], z = 1,2, , N In this case, (2 1) becomes (a + n -1) denotes the Pochhammer symbol That ES, they are orthogonal with respect to a dlstrlbutlon function /.L, which 1s a step function with N Jumps at the points x = 0, 1, TN-l, but m this case, as we already pomted out (see, e g , [8, p 24]), they form a finite family of orthogonal polynomials Furthermore, they sat& a three-term recurrence relation (2 3) w&h coefficients N-l c,=-2 '
IDENTIFICATION OF THE SPEECH POLYNOMIALS
In the Lee-Wang model [7, Section 3 11, a sequence of orthogonal polynomials 4k(1) IS mtroduced to regenerate a time sequence of L-length feature vectors This family of polynomials satisfies an orthogonahty relation [7, Appenduc A, equation (48)] n # k n,k=0,1,2,
,R
( 3 1) Obviously, the above orthogonahty relation corresponds to the discrete scalar product (2 2 
, L -1, we arrive at (3 1) Moreover, the square norm of the +k, denoted m [7, equation (38) ] by @k, has the exphclt form C,"=, &(Z)~~ (1) 
For slmphclty, let us consider the momc polynomials, 1 e , the polynomials 4:(Z) = In + With this normahzatlon, and using the the three-term recurrence relation for the Chebyshev polynomials (2 5), we obtam that the speech polynomials 4:(Z) satisfy a three-term recurrence relation of the form which 1s nothmg more than relation (50) m the Lm-Wang model [7] Most important 1s to lemark that the a and p values of this model [7, equations (51) and (52) Ob vlously, from the properties of the Chebyshev polynomials [8, 11, 13] , one can obtam many properties for the $;(1) In fact, we have followmg 1 Second-order difference equation
2 Exphclt formula 
Also, it turns out that the skewness y1 vamshes and the excess or kurtosls IS posltlve The former 1s a straightforward consequence of the symmetric nature of the dlstrlbutlon, while the latter indicates that the dlstrlbutlon of the zeros of the speech polynomials are sharper around the centrold than a Gaussian dlstrlbutlon of the same variance 109-124, (1996) A B J KmJlaars and W Van Assche, The asymptotic zero chstrlbutlon of orthogonal polynomials with varymg recurrence coefficients, J Approx Theory 99, 167-197, (1999) R Alvarez-Nodarse and J S Dehesa, Zero dlstrlbutlon of discrete and contmuous polynommls from their recurrence relation, Appl Math Comput (to appear)
