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Abstract
Recently, a non-iterative multi-frequency subspace migration imaging algorithm was developed based on an
asymptotic expansion formula for thin, curve-like electromagnetic inclusions and the structure of singular
vectors in the Multi-Static Response (MSR) matrix. The present study examines the structure of subspace
migration imaging functional and proposes an improved imaging functional weighted by the frequency. We
identify the relationship between the imaging functional and Bessel functions of integer order of the first
kind. Numerical examples for single and multiple inclusions show that the presented algorithm not only
retains the advantages of the traditional imaging functional but also improves the imaging performance.
Key words: Multi-frequency subspace migration imaging algorithm, thin electromagnetic inclusion,
asymptotic expansion formula, Multi-Static Response (MSR) matrix, Bessel functions, numerical examples
1. Introduction
Central to this paper is the problem of inverse scattering from thin curve-like electromagnetic inclusion(s)
embedded in a homogeneous domain. Generally, the main purpose of inverse scattering problem is to
identify characteristics of the target of interest, e.g., shape, location, and material properties from measured
scattered field data. Among them, shape reconstruction of extended electromagnetic inhomogeneities with
small thickness or perfectly conducting cracks is viewed as a difficult problem because of its ill-posedness
and nonlinearily but this attracted the attention of researchers because this problem plays a significant role
in many fields such as physics, medical science, and non-destructive testing of materials. Consequently,
various shape reconstruction algorithms have been reported. However, most of these algorithms are based
on Newton-type iteration scheme, which requires addition of a regularization term, complex evaluation of
Fre´chet derivatives at each iteration step, and a priori information of unknown inclusion(s). However, shape
reconstruction via the iteration method with a bad initial guess fails if the above conditions are not fulfilled.
On account of this, various non-iterative shape reconstruction algorithms have been developed, such as
MUltiple SIgnal Classification (MUSIC) algorithm [5, 12, 22, 24], topological derivative strategy [15, 16,
18, 21], and linear sampling method [7, 13]. Recently, multi-frequency based subspace migration imaging
algorithm was developed for obtaining a more accurate shape of unknown inclusions. Related articles can
be found in [4, 10, 19, 20, 23, 26] and references therein. However, studies have applied this algorithm
heuristically and therefore certain phenomena such as appearance of unexpected ghost replicas cannot be
explained. This gave the main impetus for this study to explore the structure of multi-frequency imaging
algorithm.
In this paper, we carefully analyze the structure of multi-frequency subspace migration imaging functional
by establishing a relationship with the Bessel functions of integer order of the first kind. This is based on the
fact that measured boundary data can be represented as an asymptotic expansion formula in the existence
Email address: parkwk@kookmin.ac.kr (Won-Kwang Park)
Preprint submitted to Elsevier February 26, 2018
Figure 1: Two-dimensional thin, curve-like electromagnetic inclusion Υ of thickness 2h with supporting curve γ.
of extended, thin inclusion(s). We proceed to explore certain properties of imaging functional and find
conditions for good imaging performance. We finally propose an improved imaging functional weighted by
power of applied frequencies for producing better results. We carry out a structure analysis of imaging
functional, explore a condition of imaging performance, discuss certain properties, and present numerical
examples to show its feasibility.
The rest of this paper is organized as follows. In Section 2 we introduce the two-dimensional direct
scattering problem and an asymptotic expansion formula for a thin electromagnetic inclusion, and then
review the multi-frequency subspace migration imaging functional presented in [3, 4, 19, 20, 23]. In Section
3, we discover and specify the structure and properties of the existing multi-frequency subspace migration
imaging functional. We then design an improved imaging functional weighted by several applied frequencies
and analyze its structure in order to investigate its properties. In Section 4, various numerical examples are
exhibited and discussed in order to verify our theoretical results. Finally, in Section 5, conclusion of this
paper is presented.
Finally, we would like to mention that although the constructed shape via the proposed algorithm does
not match the target shape completely, considering it as an initial guess for an iterative algorithm will be
helpful for a successful reconstruction; for details, refer to [1, 8, 25].
2. Preliminaries
2.1. Direct scattering problem and asymptotic expansion formula
We briefly survey two-dimensional electromagnetic scattering from a thin, curve-like inclusion in a ho-
mogeneous domain. For this purpose, let Ω and Υ denote a homogeneous domain with a smooth boundary
and a thin inclusion, which is characterized in the neighborhood of a simple, smooth curve γ:
Υ = {x+ ρη(x) : x ∈ γ, − h ≤ ρ ≤ h} ,
where h specifies the thickness of Υ. Throughout this paper, we denote τ (x) and η(x) as the unit tangential
and normal, respectively to γ at x (See Figure 1).
Let ε0 and µ0 denote the dielectric permittivity and magnetic permeability of Ω, respectively. Similarly,
ε and µ denote the permittivity and permeability of Υ, respectively. At a given non-zero frequency ω,
let u(l)(x;ω) be the time-harmonic total electromagnetic field that satisfies the following boundary value
2
problem:

∇ ·
(
1
µ
χ(Υ) +
1
µ0
χ(Ω\Υ)
)
∇u(l)(x;ω) + ω2 (εχ(Υ) + ε0χ(Ω\Υ))u(l)(x;ω) = 0 for x ∈ Ω
1
µ0
∂u(l)(x;ω)
∂n(x)
=
1
µ0
∂eiωθl·x
∂n(x)
for x ∈ ∂Ω
(1)
with transmission conditions on ∂Ω and ∂Υ. Here, {θl : l = 1, 2, · · · , Q} is the set of incident directions
equally distributed on the unit circle S1, and χ(A) denotes the characteristic function of a set A. Let
u
(l)
0 (x;ω) = e
iωθl·x be the solution of (1) without Υ. Then, due to the existence of Υ, the following
asymptotic expansion formula holds. This formula will contribute to development of the imaging algorithm.
A rigorous derivation of this formula can be found in [6].
Theorem 2.1 (Asymptotic expansion formula). For x ∈ γ and y ∈ ∂Ω, the following asymptotic expansion
formula holds:
u(l)(y;ω)− u(l)0 (y;ω) = hu(l)γ (y;ω) +O(h2),
where the perturbation term u
(l)
γ (x;ω) is given by
u(l)γ (y;ω) = ω
2
∫
γ
{(
ε− ε0√
ε0µ0
)
u
(l)
0 (x;ω)Λ(x,y;ω) +∇u(l)0 (x;ω) ·M(x) · ∇Λ(x,y;ω)
}
dγ(x). (2)
Here, Λ(x,y;ω) is the Neumann function for Ω that satisfies


1
µ0
∇ · ∇Λ(x,y;ω) + ω2ε0Λ(x,y;ω) = −δ(x,y) for x ∈ Ω
1
µ0
∂Λ(x,y;ω)
∂n(x)
= 0 for x ∈ ∂Ω,
and M(x) is a 2× 2 symmetric matrix such that
• M(x) has eigenvectors τ (x) and η(x),
• eigenvalues corresponding to τ (x) and η(x) are 2
(
1
µ
− 1
µ0
)
and 2
(
1
µ0
− µ
µ2
0
)
, respectively.
2.2. Introduction to multi-frequency subspace migration imaging functional
Now, we apply the asymptotic formula (2) in order to introduce the multi-frequency imaging functional.
To do so, we will use the eigenvalue structure of the MSR matrix A(ω) = [Ajl(ω)] ∈ CP×Q, where the
element Ajl(ω) is the following normalized boundary measurement:
Ajl(ω) =
∫
∂Ω
u(l)γ (y;ω)
∂v(j)(y;ω)
∂n(y)
dS(y) = ω2
∫
γ
{(
ε− ε0√
ε0µ0
)
+ ϑj ·M(x) · θl
}
e−iω(ϑj−θl)·xdγ(x)
≈ ω
2ℓ(γ)
M
M∑
m=1
{(
ε− ε0√
ε0µ0
)
+ 2
(
1
µ
− 1
µ0
)
ϑj · τ (xm)θl · τ (xm)
+2
(
1
µ0
− µ
µ20
)
ϑj · η(xm)θl · η(xm)
}
e−iω(ϑj−θl)·xm , (3)
where ℓ(γ) denotes the length of γ and v(j)(x;ω) = e−iωϑj ·x, j = 1, 2, · · · , P , is a test function. Note that
{ϑj : j = 1, 2, · · · , P} is the set of unit vectors equally distributed on the two-dimensional unit circle S1.
Based on the recent work [24], the number of P and Q must be satisfying P,Q≫ 3M .
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Throughout this section, we assume that for a given frequency ω = 2pi
λ
, γ is divided into M different
segments of size of order λ2 , and only one point, say xm for m = 1, 2, · · · ,M , at each segment, contributes
to the image space of the Multi-Static Response (MSR) matrix A(ω) based on the Rayleigh resolution limit;
for details, refer to [2, 22, 23, 24].
Based on the representation (3), A(ω) can be decomposed as follows:
A(ω) = B(ω)D(ω)H(ω), (4)
where D(ω) ∈ R3M×3M is a block diagonal matrix with components
ω2ℓ(γ)
M
[
ε− ε0 O1×2
O2×1 M(xm)
]
,
and B(ω) ∈ CP×3M and H(ω) ∈ C3M×Q are written as
B(ω) =
[
B1(ω),B2(ω), · · · ,BM (ω)
]
and H(ω) =
[
H1(ω),H2(ω), · · · ,HM (ω)
]
,
respectively. Here, Op×q denotes the p× q zero matrix and vectors Bm(ω) and Hm(ω) are represented
Bm(ω) =


e−iωϑ1·xm , ϑ1 · τ (xm)e−iωϑ1·xm , ϑ1 · η(xm)e−iωϑ1·xm
e−iωϑ2·xm , ϑ2 · τ (xm)e−iωϑ2·xm , ϑ2 · η(xm)e−iωϑ2·xm
...
...
...
e−iωϑP ·xm , ϑP · τ (xm)e−iωϑP ·xm , ϑP · η(xm)e−iωϑP ·xm

 (5)
and
Hm(ω) =


eiωθ1·xm , θ1 · τ (xm)eiωθ1·xm , θ1 · η(xm)eiωθ1·xm
eiωθ2·xm , θ2 · τ (xm)eiωθ2·xm , θ2 · η(xm)eiωθ2·xm
...
...
...
eiωθQ·xm , θQ · τ (xm)eiωθQ·xm , θQ · η(xm)eiωθQ·xm


T
, (6)
respectively.
The multi-frequency subspace migration imaging functional developed in [4, 19, 20] is given hereafter;
for several frequencies {ωk : k = 1, 2, · · · ,K}, Singular Value Decomposition (SVD) of A(ωk) is performed
as follows
A(ωk) = U(ωk)S(ωk)V
∗(ωk) ≈
Mk∑
m=1
σm(ωk)Um(ωk)V
∗
m(ωk), (7)
where σm(ωk) are nonzero singular values, and Um(ωk) and Vm(ωk) are respectively the left and right
singular vectors of A(ωk). Then, based on the representations (5) and (6), for a suitable vector φ ∈ R3\{0}
and z ∈ Ω, define vectors E(z;ωk) ∈ CP×1 and F(z;ω) ∈ CQ×1 as
E(z;ωk) =
[
φ · [1,ϑ1]Te−iωϑ1·z,φ · [1,ϑ2]Te−iωϑ2·z, · · · ,φ · [1,ϑP ]Te−iωϑP ·z
]T
F(z;ωk) =
[
φ · [1, θ1]Teiωθ1·z,φ · [1, θ2]Teiωθ2·z, · · · ,φ · [1, θQ]TeiωθQ·z
]T
,
(8)
respectively. Consequently, the corresponding unit vectors can be generated:
WE(z;ωk) :=
E(z;ωk)
|E(z;ωk)| and WF(z;ωk) :=
F(z;ωk)
|F(z;ωk)| .
Then, by comparing decompositions (4) and (7), we can observe that following property holds (see [4] also)
WE(xm;ωk) ≃ Um(ωk) and WF(xm;ωk) ≃ Vm(ωk), (9)
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based on the structure of (4) and (7), and the orthonormal property of singular vectors, we can examine the
following:
W∗E(z;ωk)Um(ωk) ≈ 1 and W∗F(z;ωk)Vm(ωk) ≈ 1 if z = xm
W∗E(z;ωk)Um(ωk) ≈ 0 and W∗F(z;ωk)Vm(ωk) ≈ 0 if z 6= xm.
(10)
Subsequently, we can design the following multi-frequency imaging functional (see [4, 19, 20, 23])
W(z,K) :=
∣∣∣∣∣
K∑
k=1
Mk∑
m=1
(
W∗E(z;ωk)Um(ωk)
)(
W∗F(z;ωk)Vm(ωk)
)∣∣∣∣∣ , (11)
Then, based on (10), imaging functional (11) should plot magnitude 1 and 0 at z = xm ∈ Υ and z 6= xm,
respectively. Although this fact indicates why subspace migration imaging functional produces an image
of thin inclusion(s), a mathematical analysis is still needed for explaining some phenomena such as the
appearance of unexpected ghost replicas. In the following section, we analyze the imaging functional (11)
and improve it for better imaging performance.
3. Introduction to weighted multi-frequency imaging functional
3.1. Analysis of multi-frequency imaging functional (11)
Now, we analyze the multi-frequency imaging functional (11). To do this, we assume that P is sufficiently
large and number of nonzero singular values Mk is almost equal to M , for k = 1, 2, · · · ,K. We then obtain
the following results.
Theorem 3.1. Assuming that K is sufficiently large, then (11) becomes
1. If Q≫ 3M and ωK < +∞, then
W(z,K) ∼ K
ωK − ω1
M∑
m=1
(
Φ(|z − xm|;ωK)− Φ(|z − xm|;ω1) +
∫ ωK
ω1
J1(ω|z− xm|)2dω
)
. (12)
Here, Φ(t;ω) is given by
Φ(t;ω) := ω
(
J0(ωt)
2 + J1(ωt)
2
)
,
where Jν(t) denotes the Bessel function of order ν and of the first kind.
2. If Q≫ 3M and ωK −→ +∞, then
W(z,K) ∼ δ(z,xm),
where δ denotes the Dirac delta function.
3. If Q > 3M and ωK −→ +∞, then
W(z,K) ∼ K
ωK − ω1
M∑
m=1
Q∑
q=1
1√
|z− xm|2 − (θq · (z− xm))2
.
Proof. First, assume that Q is sufficiently large such that Q ≫ 3M and that ωK < +∞. We denote
△ϑp := |ϑp − ϑp−1| for p = 2, 3, · · · , P , and ϑ1 := |ϑ1 − ϑN |. Notation △θq can be defined analogously.
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Plugging the orthonormal relationship (10) into (11) and applying [10, Lemma 4.1], we observe that
W(z,K) ∼
∣∣∣∣∣
K∑
k=1
M∑
m=1
(
W∗E(z;ωk)WE(xm;ωk)
)(
W∗F(z;ωk)WF(xm;ωk)
)∣∣∣∣∣
≈
∣∣∣∣∣
K∑
k=1
M∑
m=1
(
P∑
p=1
eiωkϑp·(z−xm)
)(
Q∑
q=1
eiωkθq·(z−xm)
)∣∣∣∣∣
≈
∣∣∣∣∣
K∑
k=1
M∑
m=1
(
1
2π
P∑
p=1
eiωkϑp·(z−xm)△ϑp
)(
1
2π
Q∑
q=1
eiωkθq·(z−xm)△θq
)∣∣∣∣∣
≈ 1
4π2
∣∣∣∣∣
K∑
k=1
M∑
m=1
(∫
S1
eiωkθ·(z−xm)dθ
)2∣∣∣∣∣ ≈ KωK − ω1
∣∣∣∣∣
M∑
m=1
∫ ωK
ω1
J0(ω|z− xm|)2dω
∣∣∣∣∣ .
(13)
1. Applying the indefinite integral (see [27, Page 35])∫
J0(t)
2dt = t
(
J0(t)
2 + J1(t)
2
)
+
∫
J1(t)
2dt
with a change of variable ω|z− xm| = t yields
W(z,K) ∼ K
ωK − ω1
∣∣∣∣∣
M∑
m=1
1
|z− xm|
∫ ωK |z−xm|
ω1|z−xm|
J0(t)
2dt
∣∣∣∣∣
=
K
ωK − ω1
∣∣∣∣∣
M∑
m=1
{
ωK
(
J0(ωK |z− xm|)2 + J1(ωK |z− xm|)2
)
+
∫ ωK
0
J1(ω|z− xm|)2dω
−ω1
(
J0(ω1|z− xm|)2 + J1(ω1|z− xm|)2
)
−
∫ ω1
0
J1(ω|z− xm|)2dω
}∣∣∣∣
=
K
ωK − ω1
∣∣∣∣∣
M∑
m=1
(
Φ(|z− xm|;ωK)− Φ(|z− xm|;ω1)
)∣∣∣∣∣ .
(14)
2. Let us assume ωK −→ +∞. If z = xm then it is clear W(z,K) = ∞. Suppose that z 6= xm then the
following asymptotic form of Bessel function holds for ω|z− xm| ≫ |ν2 − 0.25|,
Jν(ω|z− xm|) ≈
√
2
ωπ|z− xm| cos
{
ω|z− xm| − νπ
2
− π
4
+O
(
1
ω|z− xm|
)}
, (15)
where ν denotes a positive integer. Applying this asymptotic form to (14), we can easily observe that
W(z,K) ≈ 0. Hence, we conclude that
W(z,K) ∼ δ(z,xm).
3. Suppose that Q > 3M but Q 6≫ 3M and ωK −→ +∞. Then
W(z,K) ≈
∣∣∣∣∣
K∑
k=1
M∑
m=1
(
P∑
p=1
eiωkϑp·(z−xm)
)(
Q∑
q=1
eiωkθq·(z−xm)
)∣∣∣∣∣
∼ K
ωK − ω1
∣∣∣∣∣
M∑
m=1
Q∑
q=1
∫ ωK
ω1
eiωθq·(z−xm)J0(ω|z− xm|)dω
∣∣∣∣∣ .
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Since θq ∈ S1, the following holds:
|z− xm|2 − (θq · (z− xm))2 = |z− xm|2
{
1−
(
θq · z− xm|z− xm|
)2}
≥ 0.
Hence, applying the identity (see [9, formula 6.671, page 717])∫ ∞
0
eiatJν(bt)dt =
1√
b2 − a2
{
cos
(
ν sin−1
a
b
)
+ i sin
(
ν sin−1
a
b
)}
for a < b
yields
lim
ωK→+∞
∫ ωK
ω1
eiωθq·(z−xm)J0(ω|z− xm|)2dω ≈ 1√
|z− xm|2 − (θq · (z − xm))2
.
Remark 3.2. Theorem 3.1 indicates certain properties of (11), which are summarized as follows:
1. J0(x) has an oscillation property. Hence, if a small value of K is considered, the identification of
shape of Υ will be associated with ghost replicas.
2. On the other hand, if a large number of frequencies are applied, W(z,K) will exhibit an accurate shape
of Υ. Note that this fact can be validated via Statistical Hypothesis Testing (refer to [4] for more
details).
3. When Q is small, W(z,K) plots a large magnitude at z satisfying
z = xm ∈ Υ and θq = ± z− xm|z− xm| .
This means that W(z,K) produces not only the shape of Υ but also unexpected ghost replicas.
4. If low frequencies ωk are applied such that
ωk|z− xm| ≈ 0,
then W(z,K) will fail to produce the shape of Υ. However, if sufficiently high frequencies ωk are
applied, then following holds: ∫ ωK
ω1
J1(ω|z− xm|)2dω ≪ O(ωK).
Therefore, the last term of (12) can be negligible and hence the shape of Υ can be successfully imaged
by W(z,K). This is the reason why applying high frequency yields good results (see [11]).
5. For a small value of K, if ωK −→ +∞, then it is expected that W(z,K) will yields a good result.
However, this is an ideal assumption.
3.2. Permeability contrast case: why do two ghost replicas appear in the numerical experiments?
In section 2, although we did not focus on the vector φ, it is important. In order to determine the
influence of φ on imaging performance, let us define vectors E(z;ωk) ∈ CP×1 and F(z;ω) ∈ CQ×1 in (8) as
E(z;ωk) =
[
e−iωϑ1·z, e−iωϑ2·z, · · · , e−iωϑP ·z
]T
,
F(z;ωk) =
[
eiωθ1·z, eiωθ2·z, · · · , eiωθQ·z
]T
,
(16)
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and corresponding unit vectorsWE(z;ωk) andWF(z;ωk). Then applying [10, Lemma 4.1],W(z,K) becomes
W(z,K) ∼
∣∣∣∣∣
K∑
k=1
M∑
m=1
(
W∗E(z;ωk)Um(ωk)
)(
W∗F(z;ωk)Vm(ωk)
)∣∣∣∣∣
≈
∣∣∣∣∣
K∑
k=1
M∑
m=1
(
P∑
p=1
ϑp · (τ (xm) + η(xm))eiωkϑp·(z−xm)
)(
Q∑
q=1
θq · (τ (xm) + η(xm))eiωkθq·(z−xm)
)∣∣∣∣∣
≈
∣∣∣∣∣
K∑
k=1
M∑
m=1
(∫
S1
θ · (τ (xm) + η(xm))eiωkθ·(z−xm)dθ
)2∣∣∣∣∣
∼
∣∣∣∣∣
M∑
m=1
∫ ωK
ω1
{(
z− xm
|z− xm| ·
(
τ (xm) + η(xm)
))
J1(ω|z− xm|)
}2
dω
∣∣∣∣∣ .
Note that J1(ωx) is maximum at two points x1 and x2, and is symmetric with respect to x (see Figure 2).
This means that W(z,K) plots 0 on Υ and produces two ghost replicas in the neighborhood of Υ (see Figure
3). To obtain a good result, on the basis of the structure of (2) and (8), φ must be a linear combination of
τ (xm) and η(xm). Unfortunately, we have no prior information of Υ. Hence, finding an optimal φ is an
interesting research topic.
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3.3. Weighted multi-frequency imaging functional: Introduction and analysis
Remark 3.2 shows an optimal condition (P and Q are sufficiently large and ωK −→ +∞) for imaging.
However, in real-world applications, a high frequency such as +∞ cannot be applied. Therefore, eliminating
the last term of (12) should be a method of improvement. For this, following imaging functional weighted
by ωk is introduced in [17]:
W(z,K; 1) =
∣∣∣∣∣
K∑
k=1
Mk∑
m=1
ωk
(
W∗E(z;ωk)Um(ωk)
)(
W∗F(z;ωk)Vm(ωk)
)∣∣∣∣∣ . (17)
This is an improved version of (11). Based on what is given above, it is natural to consider the following
multi-frequency imaging functional weighted by (ωk)
n:
W(z,K;n) =
∣∣∣∣∣
K∑
k=1
Mk∑
m=1
(ωk)
n
(
W∗E(z;ωk)Um(ωk)
)(
W∗F(z;ωk)Vm(ωk)
)∣∣∣∣∣ , n ∈ N. (18)
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Consequently, the following question arises:
Does a large value of order n significantly contributes to the imaging performance?
The answer is no. To find out how, the structure of (18) is explored in the following Theorem.
Theorem 3.3. Let K and ωK have sufficiently large values and ωK < +∞. Then for a natural number n,
(18) satisfies
W(z,K;n) ∼ K
ωK − ω1
M∑
m=1
(
Φˆ(|z− xm|, ωK ;n)− Φˆ(|z− xm|, ω1;n)
)
, (19)
where Φˆ is given by
Φˆ(|z− xm|, ω;n) := ωn+1
(
J0(ω|z− xm|)2 + J1(ω|z− xm|)2
)
.
Proof. First, let us assume that n is an odd number, say n = 2s+ 1. In order to examine the structure of
(18), we recall a recurrence formula (see [27, page 14])∫
t2n+1J0(t)
2dt =
1
2n+ 1
{
t2n+2
2
(
J0(t)
2 + J1(t)
2
)
+ n2t2nJ0(t)
2 + nt2n+1J0(t)J1(t)− 2n3
∫
t2n−1J0(t)
2dt
}
.
(20)
Then, applying (20) with a change of variable ω|z− xm| = t in (18) induces
W(z,K; 2s+ 1) ∼ K
ωK − ω1
∣∣∣∣∣
M∑
m=1
1
|z− xm|2s+2
∫ ωK |z−xm|
ω1|z−xm|
t2s+1J0(t)
2dt
∣∣∣∣∣
=
K
ωK − ω1
∣∣∣∣∣
M∑
m=1
(
Ψ1(|z− xm|, ωK , ω1; s) + Ψ2(|z− xm|, ωK , ω1; s)
+Ψ3(|z− xm|, ωK , ω1; s)−Ψ4(|z− xm|, ωK , ω1; s)
)∣∣∣∣ ,
where
Ψ1(t, ωK , ω1; s) :=
(ωK)
2s+2
4s+ 2
(
J0(ωKt)
2 + J1(ωKt)
2
)
− (ω1)
2s+2
4s+ 2
(
J0(ω1t)
2 + J1(ω1t)
2
)
,
Ψ2(t, ωK , ω1; s) :=
s2
(2s+ 1)t2
(
(ωK)
2sJ0(ωKt)
2 − (ω1)2sJ0(ω1t)2
)
,
Ψ3(t, ωK , ω1; s) :=
s(ωK)
2s+1
(2s+ 1)t
J0(ωKt)J1(ωKt)− s(ω1)
2s+1
(2s+ 1)t
J0(ω1t)J1(ω1t),
(21)
and
Ψ4(|z− xm|, ωK , ω1; s) := 2s
3
(2s+ 1)|z− xm|2W(z,K; 2s− 1).
Now, we assume that ωK is sufficiently large, z satisfies z 6= xm and |z − xm| ≫ 34ωK . Then, applying
the asymptotic form of the Bessel function (15) yields
J0(ωK |z− xm|)2
|z− xm|2 ≈
2
ωK |z− xm|3π cos
(
ωK |z− xm| − π
4
)
≪ 128(ωK)
2
27π
cos
(
ωK |z− xm| − π
4
)
,
and
J0(ωK |z− xm|)J1(ωK |z− xm|)
|z− xm| ≈
2
ωK |z− xm|2π cos
(
ωK |z− xm| − π
4
)
cos
(
ωK |z− xm| − 3π
4
)
≪ 32ωK
9π
cos
(
ωK |z− xm| − π
4
)
cos
(
ωK |z− xm| − 3π
4
)
.
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Hence, we can observe that
Ψ2(|z− xm|, ωK , ω1; s)≪ O
(
(ωK)
2s+2
)
= Ψ1(|z− xm|, ωK , ω1; s),
Ψ3(|z− xm|, ωK , ω1; s)≪ O
(
(ωK)
2s+2
)
= Ψ1(|z− xm|, ωK , ω1; s),
Ψ4(|z− xm|, ωK , ω1; s)≪ 32s
3(ωK)
2
9(2s+ 1)
W(z,K; 2s− 1) = O ((ωK)2s+1) .
This means that the terms Ψ2, Ψ3, and Ψ4 are dominated by Ψ1. Hence, we conclude that for an odd
number n, (19) holds.
Next, let us assume that n is an even number, say n = 2s. Similar to the case of an odd number n, we
recall a recurrence formula (see [27, page 35])∫
t2nJ0(t)
2dt = An(t)J0(t)
2 +Bn(t)J0(t)J1(t) + Cn(t)J1(t)
2 +Dn
∫
J0(t)
2dt, (22)
where
An(t) =
n+1∑
r=1
art
2r−1, Bn(t) =
n∑
r=1
brt
2r, Cn(t) =
n∑
r=1
cnt
2r+1,
and ar, br, cr, and Dn are constants. Then, applying a change of variable t = ω|z− xm| in (22) yields
W(z,K; 2s) ∼ K
ωK − ω1
∣∣∣∣∣
M∑
m=1
1
|z− xm|2s+1
∫ ωK |z−xm|
ω1|z−xm|
t2sJ0(t)
2dt
∣∣∣∣∣
=
K
ωK − ω1
∣∣∣∣∣
M∑
m=1
(
Ψ5(|z− xm|, ωK , ω1; s) + Ψ6(|z − xm|, ωK , ω1; s)
+Ψ7(|z− xm|, ωK , ω1; s)−Ψ8(|z− xm|, ωK , ω1; s)
)∣∣∣∣ ,
where
Ψ5(t, ωK , ω1; s) :=
1
t2s+1
s+1∑
r=1
(
ar(ωKt)
2r−1J0(ωKt)
2 − ar(ω1t)2r−1J0(ω1t)2
)
,
Ψ6(t, ωK , ω1; s) :=
1
t2s+1
s∑
r=1
(
br(ωKt)
2rJ0(ωKt)J1(ωKt)− br(ω1t)2rJ0(ω1t)J1(ω1t)
)
,
Ψ7(t, ωK , ω1; s) :=
1
t2s+1
s∑
r=1
(
cr(ωKt)
2r+1J1(ωKt)
2 − cr(ω1t)2r+1J1(ω1t)2
)
,
and
Ψ8(|z− xm|, ωK , ω1; s) = Dn|z− xm|2sW(z,K).
Now, we assume that ωK is sufficiently large, z satisfies z 6= xm, and |z − xm| ≫ 34ωK . Then applying
(15) yields
s∑
r=1
ar(ωK |z− xm|)2r−1 ≪
s∑
r=1
ar
(
4
3
)2r−1
≤ max
1≤r≤s
{ar}12 · (4
2s − 32s)
7 · 32s .
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Accordingly, we obtain
Ψ5(|z− xm|, ωK , ω1; s) ∼
(
(ωK)
2s+1J0(ωK |z− xm|)2 − (ω1)2s+1J0(ω1|z− xm|)2
)
,
Ψ6(|z− xm|, ωK , ω1; s)≪ Ψ5(|z− xm|, ωK , ω1; s),
Ψ7(|z− xm|, ωK , ω1; s) ∼
(
(ωK)
2s+1J1(ωK |z− xm|)2 − (ω1)2s+1J1(ω1|z− xm|)2
)
,
Ψ8(|z− xm|, ωK , ω1; s)≪
(
4ωK
3
)2s
DnW(z,K) = O
(
(ωK)
2s+1
)
.
Hence, we conclude that for an even number n, (19) holds.
Remark 3.4. Based on Theorem 3.3, we can determine following properties of (18), as summarized below:
P1. Increasing order n in (18) does not influence the imaging performance. In fact, n = 1 is the best
choice for obtaining good results because the terms Ψl(|z−xm|, ωK , ω1; s), l = 2, 3, · · · , 8, in (18)
completely disappear.
P2. Similar to (11), applying low frequencies ωk such that ωk|z − xm| ≈ 0 degrades the results. Hence,
sufficiently high frequencies must be applied.
4. Numerical experiments
In this section, some numerical experiments are performed and corresponding results are exhibited.
Throughout this section, the homogeneous domain Ω is selected as a unit circle and two γj are chosen to
describe the supporting curves of thin inclusions Υj as
γ1 =
{
[z − 0.2,−0.5z2 + 0.4]T : −0.5 ≤ z ≤ 0.5}
γ2 =
{
[z + 0.2, z3 + z2 − 0.5]T : −0.5 ≤ z ≤ 0.5} .
The thickness of all the thin inclusion(s) is set to h = 0.015, ε0 = µ0 = 1 and εj = µj = 5. For given
wavelengths λk, the applied frequencies are ωk =
2pi
λk
, which vary between ω1 =
2pi
0.7 and ωK =
2pi
0.3 . In every
example, K = 10 different frequencies are applied.
A set of vectors {ϑj : j = 1, 2, · · · , P} and {θl : l = 1, 2, · · · , Q} on S1 are selected as
ϑj =
[
cos
2πj
P
, sin
2πj
P
]T
and θl = −
[
cos
2πl
Q
, sin
2πl
Q
]T
,
respectively. In our examples, we set, P = 24 and Q = 20. Vector φ in (8) is set to φ = [1, 0, 1]T.
For every example, white Gaussian noise with a Signal-to-Noise Ratio (SNR) of 10dB is added to the
unperturbed boundary measurement data using the MATLAB command awgn in order to demonstrate the
effectiveness of the proposed algorithm. In order to discriminate non-zero singular values, a 0.01−threshold
strategy is adopted (see [22, 24] for instance).
First, let us consider the imaging of Υ1 when only magnetic permeability contrast exists, at a fixed
frequency ω = 2pi0.5 . From the result in section 3.2, it is clear that two ghost replicas appear in the neigh-
borhood of Υ1 when we select vectors E(z;ωk) and F(z;ω) in (16). Note that based on the shape of Υ1,
τ (xm) ≈ 0 and η(xm) ≈ 1 for all m = 1, 2, · · · ,M . Hence setting of φ = [0, 0, 1]T yields a good result while
φ = [0, 1, 0]T offers a poor result, as shown in Figure 3.
Figure 4 shows the effect of the number of frequencies on the imaging performance. By comparing
the results with those in Figure 3, we observe that applying multiple frequencies yields better results than
applying a single frequency does.
Hereafter, we consider the imaging of thin inclusions when both permittivity and permeability contrast
exist. Figure 5 shows the maps of W(z, 10;n) for n = 0, 1, and 2. The overall results show that although
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Figure 3: [Permeability contrast case only] Maps of W(z, 0) with vectors in (16) (left), φ = [0, 1, 0]T (center), and φ = [0, 0, 1]T
(right) when the thin inclusion is Υ1.
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Figure 4: [Permeability contrast case only] Maps of W(z, n) with φ = [0, 0, 1]T for n = 3 (left), n = 5 (center), and n = 10
(right) when the thin inclusion is Υ1.
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Figure 5: Maps of W(z, 10;n) for n = 0 (left), n = 1 (center), and n = 2 (right) when the thin inclusion is Υ1.
W(z, 10;n) offers good imaging performance, n = 1 yields better results than n = 0, 2 does, refer to (P1) of
Remark 3.4.
Now, we consider the maps of W(z, 10;n) for n = 5, 6, and 7. The corresponding results illustrated
in Figure 6 indicate that increasing n not only contributes negligibly to the imaging performance but also
generates large numbers of unexpected replicas. This result supports (P1) of Remark 3.4.
Figure 7 shows the maps of W(z, 10;n) for n = 0, 1, and 2 when the thin inclusion is Υ2. Similar to
Figure 5, the map of W(z, 10; 1) demonstrates very good imaging performance, while the resolution is poor
at z = [0.6,−0.24]T on the large curvature.
For the final example, we consider imaging of multiple inclusions Υ1 ∪ Υ2 with ε1 = µ1 = 5 and
ε2 = µ2 = 10. Figure 8 shows the maps of W(z, 10;n) for n = 0, 1, and 2. Similar to the previous examples,
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Figure 6: Maps of W(z, 10;n) for n = 5 (left), n = 6 (center), and n = 7 (right) when the thin inclusion is Υ1.
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Figure 7: Same as Figure 5 except that the thin inclusion is Υ2.
we can see that the map of W(z, 10; 1) yields the most accurate shape of Υ1∪Υ2, but because Υ1 has a much
smaller values of permittivity and permeability than Υ2, W(z, 10;n) plots Υ1 as a much smaller magnitude
than Υ2.
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Figure 8: Same as Figure 5 except that the thin inclusions are Υ1 ∪Υ2.
5. Conclusion and perspectives
We considered a multi-frequency subspace migration algorithm weighted by applied frequencies for imag-
ing thin electromagnetic inclusions and discussed its properties. The structure of subspace migration imag-
ing functional and the corresponding numerical examples show that subspace migration imaging functional
weighted by the power of applied frequencies is effective and robust against a large amount of random noise;
however, application of a large number n in (18) does not guarantee a good imaging result.
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Although we considered a full-view inverse scattering problem, based on our contributions [20, 23], sub-
space migration imaging functional is also applicable to limited-view inverse problem. This fact has been
verified mathematically in [14] for imaging of small targets but imaging of extended thin electromagnetic in-
clusions or perfectly conducting cracks has not been considered yet. Therefore, discovering certain properties
of subspace migration imaging functional in limited-view problem will be an interesting research topic.
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