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Rezime
Predmet istrazˇivanja u doktorskoj disertaciji je teorija nepokretne tacˇke
u metricˇkom prostoru i generalizovanim metricˇkim prostorima.
U prvoj glavi je dat istorijski pregled i navedene su neke od primena
teorije nepokretne tacˇke.
U drugoj glavi doktorske disertacije predstavljeni su metricˇki prostori,
kao i neka od uopsˇtenja metricˇkih prostora.
U trec´oj glavi razmatra se problem nepokretne tacˇke za viˇseznacˇna presli-
kavanja koja zadovoljavaju integralni tip kontrakcije. Dokazane su teoreme
koje su uopsˇtenja Nadlerovog principa kontrakcije, Kanove teoreme, Zamfi-
reskuovog preslikavanja i teorema o fiksnoj tacˇki u kompletnom metricˇkom
prostoru sa konveksnom strukturom.
Cˇetvrta glava posvec´ena je nepokretnoj tacˇki za preslikavanja koja nisu
neprekidna u Takahasˇijevom metricˇkom prostoru koriˇsc´enjem rezultata An-
grisanija i Klavelija koji su uveli regularno-globalnu infimum funkciju.
U petoj glavi dokazane su teoreme o fiksnoj tacˇki i tacˇki koincidencije u
fazi metricˇkom prostoru za viˇseznacˇna preslikavanja. Funkcija promenljivog
rastojanja i viˇseznacˇna jaka {bn}−fazi kontrakcija koriˇsc´ene su pri formuli-
sanju uopsˇtenih uslova kontraktivnog tipa. Dobijene teoreme predstavljaju
uopsˇtenja nekih poznatih rezultata za jednoznacˇna preslikavanja.
U sˇestoj glavi su dokazane teoreme o nepokretnoj i subfiksnoj tacˇki za
preslikavanja u fazi G−metricˇkim prostorima. Analizira se postojanje i je-
dinstvenost zajednicˇke nepokretne tacˇke za familiju fazi preslikavanja {fi}
izvedenom generalizovanom metrikom G.

Abstract
The subject of the thesis is fixed point theory for selfmappings in metric
spaces and generalized metric spaces.
The first chapter gives a historical overview and some applications of fixed
point theory.
In the second chapter metric spaces are presented, as well as some of the
generalized metric spaces.
In the third chapter fixed point theorems for multivalued mappings sa-
tisfying an integral type of contraction are considered. Theorems which are
generalizations of Nadler contraction principle, Khan contraction theorem,
Zamfirescu mapping and the fixed point theorem in complete metric space
with a convex structure are proved. All mappings which are used satisfy
some integral type contraction.
In the fourth chapter some fixed point theorems for mapping without
continuity condition on Takahashi convex metric space (as an application
of results of Angrisani and Clavelli who introduced regular global infimum
function) are proved.
In the fifth chapter fixed and coincidence point for multivalued map-
pings in fuzzy metric space are investigated. Altering distance function and
multivalued strong {bn}−fuzzy contraction are used in order to formulate a
generalization of the contractive type condition. The presented theorems are
a generalization of some well known single valued results.
In the sixth chapter some fixed and subfixed point theorems for the map-
ping in the fuzzy G−metric spaces are proved. The existence and uniqueness
of the common fixed point for the family of fuzzy mappings {fi} by the
derived generalized metric G is analyzed.

Predgovor
Teorija nepokretne tacˇke, relativno mlada matematicˇka disciplina, je medu
najatraktivnijim matematicˇkim oblastima, pre svega zbog veoma sˇiroke mogu-
c´nosti primene, kako na druge matematicˇke discipline, tako i na probleme
tehnicˇkih nauka (tretiranje nelinearnih sistema), ekonomskih nauka (teorija
ekvilibrijuma), dinamicˇkih sistema (resˇavanje sˇirokih klasa diferencijalnih
jednacˇina), informacionih tehnologija (problemi optimizacije) itd.
U ovoj tezi izlozˇeni su pre svega originalni rezultati u cˇijem je stvaranju
autor ucˇestvovao. Vec´ina rezultata proistekla je iz rada Seminara iz nepo-
kretne tacˇke koji se odrzˇava pod rukovodstvom prof. dr Mile Stojakovic´ u
okviru Doktorskih studija Fakulteta tehnicˇkih nauka. Stalni ucˇesnici semi-
nara, prof. dr Ljiljana Gajic´, mr Biljana Caric´ i od 2014. godine prof. dr
Tatjana Dosˇenovic´ dobili su niz rezultata publikovanih u naucˇnim cˇasopisima
i izlaganih na konferencijama. Za neke delove josˇ nije zavrsˇen proces referi-
sanja, ali vec´ina je objavljena u okviru sledec´ih publikovanih radova:
1. M. Stojakovic´ , Lj. Gajic´, B. Caric´: Fixed Point and Subfixed Po-
int for Fuzzy Mappings in Generalized Metric Fuzzy Spaces, Journal
of Applied Mathematics, (M22), Kategorisan u oblasti: Mathematics
Applied
2. Lj. Gajic´, M. Stojakovic´, B. Caric´: On Angrisani and Clavelli Synthetic
Approaches to Problems of Fixed Points in Convex Metric Space, Ab-
stract and Applied Analysis, ( M21a), Kategorisan u oblastima: Mat-
hematics Applied, Mathematics
3. M. Stojakovic´, Lj. Gajic´, T. Dosˇenovic´, B. Caric´: Fixed point of multi-
valued integral type of contraction mappings, Fixed Point Theory and
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Applications (M21a), Kategorisan u oblastima: Mathematics Applied,
Mathematics
4. T. Dosˇenovic´, D. Rakic´, B. Caric´, S. Radenovic´: Multivalued generali-
zations of fixed point results in fuzzy metric spaces, Nonlinear Analysis:
Modelling and Control, (M22), Kategorisan u oblastima: Mathematics
Applied, Mathemaics Interdisciplinary Applications, Mechanics
Kao sˇto se iz navedenog vidi, svi radovi su kategorisani u oblasti Mat-
hematics Applied, sˇto i odgovara interdisciplinarnoj naucˇnoj oblasti (Prime-
njena matematika) kojoj studijski program Doktorskih studija pripada.
Tri rada koja proizilaze iz disertacije su izlozˇena na konferenciji META-
Conference on Mathematics in Engineering: Theory and Applications i ob-
javljena su u zborniku
1. T. Dosˇenovic´, B. Caric´, Fiksna tacˇka za kontrakciju integralnog tipa
primenom altering distance funkcije, META, The First Conference
on Mathematics in Engineering: Theory and Applications, Novi Sad,
March 4-6th 2016.
2. M. Stojakovic´, Lj. Gajic´, T. Dosˇenovic´, B. Caric´, Comment on Feng-
Liu Fixed Point Theorem for Multi-Valued Caristi Type Mappings,
META, The First Conference on Mathematics in Engineering: Theory
and Applications, Novi Sad, March 4-6th 2016.
3. B. Caric´, Fixed point theorem in G-metric spaces, The Second Confe-
rence on Mathematics in Engineering: Theory and Applications Novi
Sad, June 23-24th 2017.
Neka je X proizvoljan neprazan skup i f : X → X. Tacˇka x ∈ X je nepo-
kretna (fiksna) tacˇka funkcije f ako je zadovoljeno da je f(x) = x. Teorija ne-
pokretne tacˇke je jedna od najznacˇajnijih oblasti moderne matematike i pred-
stavlja mesˇavinu analize, topologije i geometrije. Snazˇan razvoj ove teorije,
kako u metricˇkim, tako i u prostorima koji predstavljaju uopsˇtenja metricˇkih
prostora vezuje se za pocˇetak XX veka. Teorija nepokretne tacˇke je interdi-
sciplinarna tema i njen razvoj iniciran je i kasnije razgranat sˇirokom lepezom
primena u raznim granama matematike: u numericˇkoj analizi, klasicˇnoj ana-
lizi, funkcionalnoj analizi, topologiji, ekonomskoj matematici, u resˇavanju
jednacˇina i sistema jednacˇina. Treba pomenuti i znacˇajnu primenu ove te-
orije u tehnici, ekonomiji, teoriji igara, u fizici, posebno u oblasti kvantne
Predgovor 9
fizike cˇestica. To je i razlog sˇto se i danas naucˇnici sˇirom sveta sve viˇse bave
proucˇavanjem teorije nepokretne tacˇke.
U disertaciji se razmatra egzistencija nepokretne tacˇke za jednoznacˇna i
viˇseznacˇna preslikavanja u metricˇkim, konveksnim metricˇkim, fazi metricˇkim
i fazi G−metricˇkim prostorima.
Rad sadrzˇi sledec´e glave:
1. Uvod
2. Metricˇki i generalizovani metricˇki prostori
3. Teoreme o nepokretnoj tacˇki u metricˇkim prostorima
4. Teoreme o nepokretnoj tacˇki u konveksnim metricˇkim prostorima bez
uslova neprekidnosti funkcije
5. Teoreme o nepokretnoj tacˇki u fazi metricˇkim prostorima
6. Teoreme o nepokretnoj tacˇki u fazi G−metricˇkim prostorima
Neki delovi druge glave i cela trec´a, cˇetvrta, peta i sˇesta glava predsta-
vljaju originalni deo doktorske disertacije.
Prva glava disertacije je uvodna, u njoj je dat istorijski pregled i neke od
primena teorije nepokretne tacˇke.
U drugoj glavi doktorske disertacije predstavljeni su metricˇki prostori,
kao i neka uopsˇtenja metricˇkih prostora.
U trec´oj glavi dokazane su teoreme o nepokretnoj tacˇki za viˇseznacˇna pre-
slikavanja primenom integralnog tipa kontrakcije. Prvo uopsˇtenje Banahovog
principa kontrakcije za viˇseznacˇna preslikavanja predstavljeno je u radu S.
B. Nadlera [61]. Za rastojanje izmedu skupova Nadler u svom radu koristi
Hausdorfovo rastojanje i dokazuje da ukoliko je (X, d) kompletan metricˇki
prostor i f : X → CB(X) (gde je sa CB(X) oznacˇena familija nepraznih,
zatvorenih i ogranicˇenih podskupova od X) i ako je zadovoljen kontraktivni
uslov H(f(x), f(y)) ≤ qd(x, y) za neko q ∈ [0, 1), tada postoji nepokretna
tacˇka preslikavanja f .
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Veoma vazˇno uopsˇtenje Banahove teoreme je prezentovano u radu Bran-
ciarija [9], gde je umesto Banahovog kontraktivnog uslova koriˇsc´ena kontrak-
cija integralnog tipa. Branciari u svom radu takode prikazuje primer koji
potvrduje da je klasa integralnih kontrakcija sˇira od klase Banahovih kon-
trakcija.
Ova dva rezultata su prosˇirena i primenjena od strane velikog broja au-
tora, a ovo su neki od njihovih radova: [2], [3], [4], [5], [12], [47], [68], [79],
[80].
Takode znacˇajan rezultat je prezentovan u radu Kana [48] u kojem je po-
boljˇsana teorija nepokretne tacˇke u metricˇkim prostorima uvodenjem funkcije
promenljivog rastojanja.
Veoma vazˇno uopsˇtenje Banahovog principa prikazano je u radu Zamfi-
reskua [82], gde su ujedinjene teoreme Banaha, Kannana i Sˇaterjea.
Na osnovu tog rezultata, dosˇlo se na ideju uopsˇtavanja Banahovog prin-
cipa kontrakcije za viˇseznacˇna preslikavanja primenom integralnog tipa kon-
trakcije. Dokazane teoreme proizilaze iz Nadlerove, Kanove i Zamfireskuove
kontrakcije. Takode, dokazana je teorema za neekspanzivna viˇseznacˇna pre-
slikavanja sa konveksnom strukturom primenom integralnog tipa kontrakcije.
Rezultati iz ovog poglavlja su publikovani u [75].
Cˇetvrta glava je primena rada autora Angrisani i Clavelli [6], koji su uveli
regularno-globalnu infimum funkciju. Jedna od metoda za pronalazˇenje ne-
pokretnih tacˇaka funkcije f : X → X je istrazˇivanje nula funkcije F : X →
[0,∞) koja je data sa F (x) = d(x, f(x)). U vezi sa tim, Angrisani i Clavelli su
dokazali nepraznost i kompaktnost skupa globanih minimuma za regularno-
globalnu infimum funkciju. Kirk i Saliga [51] su pokazali da je u mnogim
slucˇajevima dovoljno zameniti pretpostavku o neprekidnosti funkcije slabi-
jim regularno-globalnim infimum uslovom. Primenom regularno-globalne in-
fimum funkcije dokazane su teoreme o nepokretnoj tacˇki u konveksnim pro-
storima koje su uvedene u radu Takahasˇija [77]. Rezultati iz ovog poglavlja
su publikovani u [27].
U petoj glavi predmet proucˇavanja je postojanje nepokretne tacˇke za
viˇseznacˇna preslikavanja u fazi metricˇkim prostorima. Pojam fazi logike je
uveden u radu Zadeha [81]. Za razliku od teorije tradicionalne logike, gde neki
elemenat mozˇe da pripada ili ne pripada skupu, u fazi logici pripadnost ele-
menta skupu se izrazˇava brojem iz intervala [0, 1]. Neizvesnost kao susˇtinski
deo realnih problema je podstakao Zadeha na proucˇavanje teorije fazi skupova
kako bi se suocˇio sa problemom neodredenosti. Teorija nepokretne tacˇke u
fazi metricˇkim prostorima mozˇe se posmatrati na razlicˇite nacˇine, a jedan od
Predgovor 11
njih je upotreba fazi logike. Nakon Zadehovog rezultata, Heilpern [38] pred-
stavlja koncept fazi preslikavanja i dokazuje teoremu o nepokretnoj tacˇki za
fazi kontraktivna preslikavanja u linearnim metricˇkim prostorima, sˇto pred-
stavlja fazi uopsˇtenje Banahovog principa kontrakcije. Sledi zainteresovanost
velikog broja naucˇnika na proucˇavanje raznih kontraktivnih uslova u okviru
fazi preslikavanja. Ako rastojanje izmedu elemenata nije tacˇno odreden broj,
tada je nepreciznost ukljucˇena u metriku, kao sˇto je to uvedeno u definiciji
fazi metricˇkih prostora koje su uveli Kaleva i Seikkala [43]. U ovoj glavi po-
novo je upotrebljena funkcija promenljivog rastojanja [48]. Ovaj tip funkcija
je koriˇsc´en u radu [72] u okviru fazi metricˇkih prostora
Na osnovu uslova iz [72] preslikavanje f je jednoznacˇno. Postavilo se pita-
nje koji su to dodatni uslovi koji c´e obezbedivati postojanje nepokretne tacˇke
ako taj uslov primenimo na viˇseznacˇna preslikavanja. To je realizovano kroz
dve teoreme primenom t−norme H−tipa u jakom fazi metricˇkom prostoru.
U drugom delu ove glave pokazana je teorema o nepokretnoj tacˇki za jaku
{bn}−kontrakciju za viˇseznacˇna preslikavanja u fazi metricˇkim prostorima.
Pojam jake {bn}−fazi kontrakcije je uveden u radu [16] gde je pokazana i
teorema o nepokretnoj tacˇki za jednoznacˇna preslikavanja za taj tip presli-
kavanja. Da bi se pomenuti rezultat prosˇirio na slucˇaj viˇseznacˇnih presli-
kavanja, funkcija f mora zadovoljavati uslov de je strogo demikompaktno
preslikavanje. Rezultati ove glave su publikovani u radu [15].
U poslednjem poglavlju disertacije dokazane su teoreme o nepokretnoj
i subfiksnoj tacˇki za fazi preslikavanja u fazi G−metricˇkim prostorima. U
ovom delu rada, osnovni prostor je metricˇki, te primenom ideje iz [83] uveden
je pojam Hausdorfove fazi G−metrike. Analizira se postojanje i jedinstve-
nost zajednicˇke nepokretne tacˇke za familiju fazi preslikavanja fi izvedenom
generalizovanom metrikom G. Posmatraju se razlicˇite generalizacije kontrak-
tivnih uslova, primenom neopadajuc´ih funkcija neprekidnih sa desne strane
Φ : [0,∞)→ [0,∞). Postavljanjem razlicˇitih dodatnih uslova za Φ, menjaju
se i ostali uslovi u teoremama, koje za cilj imaju dokazivanje postojanja
nepokretne tacˇke. Rezultati iz ovog poglavlja su publikovani u radu [74].
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Glava 1
Uvod
1.1 Istorijat i primena teorije nepokretne tacˇke
Teorija nepokretne tacˇke je pocˇela da se razvija nakon ubrzanog razvoja
klasicˇne analize, i uglavnom nastaje kao potreba da se dokazˇu teoreme koje
se odnose na diferencijalne i integralne jednacˇine. Za fundamentalne teoreme
u teoriji nepokretne tacˇke smatraju se Brauerova i Banahova teorema.
Proucˇavanje nepokretne tacˇke je zapocˇelo 1912. godine kada je cˇuveni
holandski matematicˇar L. E. Y. Brouwer dokazao da ako je f : B → B ne-
prekidna funkcija, a B je lopta u Rn, onda f ima nepokretnu tacˇku. Ova
teorema garantuje egzistenciju, ali ne i jedinstvenost nepokretne tacˇke, niti
daje njenu konstrukciju. Postoji nekoliko dokaza ove teoreme, uglavnom to-
polosˇkih. Klasicˇni dokaz su dali Birkoff i Kellog 1922. godine, a dokaz slicˇan
ovome su dali i Dunford i Schwartz 1958. godine. Brauerova teorema ima
mnogo primena u analizi, diferencijalnim jednacˇinama i uopsˇte u teoremama
o egzistenciji za razne tipove jednacˇina. Teorema je imala veliki znacˇaj za
razvoj nekoliko grana matematike, narocˇito algebarske topologije. Brauerova
teorema ne vazˇi u beskonacˇno dimenzionim prostorima. Prvu teoremu o ne-
pokretnoj tacˇki u beskonacˇno dimenzionom Banahovom prostoru dokazao je
Schauder 1930. godine. Sˇauderova teorema tvrdi da ako je B kompaktan
i konveksan podskup Banahovog prostora X i f : B → B je neprekidna
funkcija, onda f ima nepokretnu tacˇku. Sˇauderova teorema ima primenu u
teoriji aproksimacija, teoriji igara i drugim naucˇnim disciplinama kao sˇto su
inzˇenjerstvo, ekonomija i teorija optimizacije. Uslov kompaktosti nad sku-
pom B je veoma jak i u vec´ini problema u analizi uslov kompaktnosti nije
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zadovoljen. Schauder je dokazao teoremu u kojoj je taj uslov oslabljen i ona
glasi: Ako je B zatvoren, ogranicˇen i konveksan podskup Banahovog prostora
X i ako je f : B → B neprekidno preslikavanje, onda f ima nepokretnu tacˇku.
Tychonoff je 1935. godine uopsˇtio prethodnu teoremu na lokalno konveksan
vektorsko-topolosˇki prostor.
Metod sukcesivnih aproksimacija koji je uveo Liouville 1837. godine, a
zatim razvio Picard 1890. godine kulminirao je 1922. godine kada je poljski
matematicˇar Stefan Banach dokazao teoremu da kontraktivno preslikavanje u
kompletnom metricˇkom prostoru ima jedinstvenu nepokretnu tacˇku. Njegova
teorema se smatra jednim od fundamentalnih principa funkcionalne analize.
Banahov princip kontrakcije daje egzistenciju, jedinstvenost i niz sukcesivnih
aproksimacija koji vodi ka resˇenju problema, sˇto je omoguc´ilo raznovrsne
primene, narocˇito u numericˇkoj matematici i diferencijalnim jednacˇinama.
Poznata su mnoga uopsˇtenja Banahove teoreme.
Definicija 1.1.1 Neka je f : X → X, X 6= ∅. Tacˇka x ∈ X je nepokretna
(fiksna) tacˇka preslikavanja f ako je f(x) = x.
Definicija 1.1.2 [8] Preslikavanje f metricˇkog prostora (X, d) u samog sebe
je kontrakcija ako postoji realan broj q ∈ (0, 1) tako da za sve x, y ∈ X vazˇi:
(1.1) d(f(x), f(y)) ≤ qd(x, y).
Broj q je koeficijent kontrakcije.
Teorema 1.1.1 [8] (Banahov princip kontrakcije) Neka je (X, d) kompletan
metricˇki prostor i preslikavanje f : X → X kontrakcija sa koeficijentom q.
Tada postoji jedna i samo jedna nepokretna tacˇka x ∈ X preslikavanja f i
ona je granicˇna vrednost niza {xn}, pri cˇemu je niz {xn} definisan relacijom:
x0 ∈ X, x1 = f(x0), xn+1 = f(xn) = fn+1(x0), n ∈ N
i vazˇi
d(x, xn) ≤ q
n
1− qd(x1, x0), n ∈ N0.
Definicija 1.1.3 Neka je (X, d) metricˇki prostor i f : X → X. Preslikava-
nje f je n-lokalna kontrakcija ako za svako x ∈ X postoji n = n(x) ∈ N tako
da za sve y ∈ X i q ∈ (0, 1) vazˇi:
d(fn(x), fn(y)) ≤ qd(x, y).
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Teorema 1.1.2 [32] Neka je (X, d) kompletan metricˇki prostor i f : X → X
n−lokalna kontrakcija. Tada postoji jedinstvena nepokretna tacˇka x preslika-
vanja f i za sve x0 ∈ X vazˇi
lim
n→∞
fn(x0) = x.
Definicija 1.1.4 Neka je (X, d) metricˇki prostor i f : X → X. Preslikava-
nje f je ϕ-kontrakcija ako je:
d(f(x), f(y)) ≤ ϕ(d(x, y))
za sve x, y ∈ X, pri cˇemu je ϕ od gore poluneprekidno preslikavanje nad
[0,∞) tako da je ϕ(t) < t, ∀t 6= 0 .
Teorema 1.1.3 [32] Neka je (X, d) kompletan metricˇki prostor i f : X → X
ϕ-kontrakcija. Tada postoji jedinstvena nepokretna tacˇka x preslikavanja f i
za sve x0 ∈ X vazˇi
lim
n→∞
fn(x0) = x.
Michael Edelstein je 1962. godine pokusˇao da dokazˇe teoremu o nepokret-
noj tacˇki zadrzˇavajuc´i kompletnost prostora i modifikujuc´i Banahov kontrak-
tivni uslov. Pokazao je da u tom slucˇaju kompletnost prostora nije dovoljan
uslov za postojanje nepokretne tacˇke. U radovima [20], [63] su dokazane
teoreme o nepokretnoj tacˇki za predlozˇeni kontraktivni uslov, uz restrikciju
uslova za prostor.
Definicija 1.1.5 Neka je (X, d) metricˇki prostor i f : X → X. Preslikava-
nje f je neekspanzivno ako za svako x, y ∈ X vazˇi:
d(f(x), f(y)) ≤ d(x, y).
Teorema 1.1.4 [20] Neka je (X, d) kompaktan metricˇki prostor i neka je
preslikavanje f : X → X neekspanzivno. Tada f ima jedinstvenu nepokretnu
tacˇku.
Neekspanzivno preslikavanje kompletnog metricˇkog prostora (X, d) u sa-
mog sebe ne mora imati nepokretnu tacˇku, na primer preslikavanje f(x) =
x+a, a 6= 0, pri cˇemu je d(x, y) =| x−y |. Takode, nepokretna tacˇka, ukoliko
postoji, ne mora biti jedinstvena (preslikavanje f(x) = x, x ∈ X). Teoremu
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o nepokretnoj tacˇki za neekspanzivna preslikavanja dokazali su 1965. go-
dine Browder, Kirk i Gohde, nezavisno jedan od drugog. Teorema tvrdi da
ako je B zatvoren, ogranicˇen i konveksan podskup Hilbertovog prostora H i
f : B → B neekspanzivno preslikavanje, onda f ima nepokretnu tacˇku.
Banahov princip kontrakcije implicira da je preslikavanje f neprekidno.
Postavilo se pitanje, kako bi se definisao kontraktivni uslov kod kojeg presli-
kavanje f ne mora da bude neprekidno. Odgovor na dato pitanje je dat u
radu Kanana [44], gde je dokazana sledec´a teorema.
Teorema 1.1.5 [44] Neka je (X, d) kompletan metricˇki prostor, 0 ≤ q < 1
2
i f : X → X takvo da je
(1.2) d(f(x), f(y)) ≤ q[d(x, f(x)) + d(y, f(y))],
za svako x, y ∈ X. Tada postoji jedinstvena nepokretna tacˇka preslikavanja
f.
Uslovi Banaha (1.1) i Kanana (1.2) su nezavisni. Uslov (1.1) povlacˇi
neprekidnost preslikavanja, a to nije slucˇaj sa uslovom (1.2). To pokazuju
sledec´a dva primera
Primer 1.1.1 Neka je X = [0, 1] i preslikavanje f definisano na sledec´i
nacˇin:
f(x) =
{ x
4
, x ∈ [0, 1
2
)
x
5
, x ∈ [1
2
, 1]
.
Preslikavanje f ima prekid u tacˇki x = 1
2
, pa zbog toga uslov (1.1) nije zado-
voljen, ali uslov (1.2) je zadovoljen za q = 4
9
.
Primer 1.1.2 Neka je X = [0, 1] i preslikavanje f(x) = x
3
za x ∈ [0, 1].
Uslov (1.1) je zadovoljen, ali uslov (1.2) nije zadovoljen (na primer x =
1
4
, y = 0).
Slicˇan tip kontraktivnog uslova prezentovan je u radu Sˇaterjea [11], gde
je dokazan sledec´i rezultat.
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Teorema 1.1.6 [11] Neka je (X, d) kompletan metricˇki prostor, 0 ≤ q < 1
2
i f : X → X tako da je zadovoljen sledec´i uslov:
(1.3) d(f(x), f(y)) ≤ q[d(x, f(y)) + d(y, f(x))],
za svako x, y ∈ X. Tada postoji jedinstvena nepokretna tacˇka preslikavanja
f.
Lj. C´iric´ [13] je 1974. godine uveo pojam kvazi-kontrakcije kao uopsˇtenje
pojma kontrakcije i izucˇavao nepokretne tacˇke za takvo preslikavanje.
Definicija 1.1.6 [13] Neka je (X, d) metricˇki prostor. Preslikavanje f :
X → X je kvazi-kontrakcija ako postoji realan broj λ, 0 < λ < 1, tako da je
d(f(x), f(y)) ≤ λmax{d(x, y), d(x, f(x), d(y, f(y)), d(x, f(y)), d(y, f(x))}
za svako x, y ∈ X.
Proucˇavanje nepokretne tacˇke za viˇseznacˇna preslikavanja zapocˇeo je Nad-
ler i dokazao da viˇseznacˇna kontrakcija ima nepokretnu tacˇku u kompletnom
metricˇkom prostoru. Iz Nadlerove kontrakcije za viˇseznacˇna preslikavanja
proizasˇla je teorija o nepokretnoj tacˇki za viˇseznacˇne operatore u nelinearnoj
analizi.
Pronalaskom kompjutera i razvojem novog softvera za brzo racˇunanje, te-
orija nepokretne tacˇke je dobila novu dimenziju. Generisane su nove oblasti:
primenjena matematika, numericˇka analiza i algoritmi. Teorija nepokretne
tacˇke je postala subjekat naucˇnih istrazˇivanja, kako u deterministicˇkim, tako
i u fazi i stohasticˇkim uslovima.
Kao sˇto smo vec´ napomenuli, teorija nepokretne tacˇke je matematicˇka di-
sciplina najdublje povezana sa topologijom i funkcionalnom analizom. Kao
nezaobilazna metoda pri konstituisanju i primenama, isprepletana je sa raz-
nim granama matematike - numericˇkom analizom, teorijom diferencijalnih
jednacˇina, ekonomskom i finansijskom matematikom, teorijom sistema, ve-
rovatnosnom analizom, teorijom slucˇajnih procesa, statistikom itd.
Direktna primena teorije nepokretne tacˇke nalazi se, pre svega, u tehnicˇkim
naukama - pri resˇavanju problema povezanih sa nelinearnim sistemima, u
ekonomiji - pri razmatranji problema ekvilibrijuma, u teoriji vesˇtacˇke in-
teligencije - pri razmatranju neodredenih sistema i nepotpunih podataka,
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u teoriji odlucˇivanja - pri odredivanju stacionarnih (ergodicˇnih) stanja itd.
Navodimo, nesˇto detaljnije, neke od primena teorija nepokretne tacˇke.
Dinamicˇki sistem. Izucˇavanje dinamicˇkih sistema ima veoma sˇiroku
primenu u tehnici, fizici, biologiji, hemiji, medicini, ekonomiji kroz primenu
na oblasti u kojima predstavlja fundament, medu kojima su teorija haosa,
teorija fraktala, bifurkaciona teorija, samoodrzˇivi i samoobnavljajuc´i procesi
i sl.
Dinamicˇki sistem je sistem u kojem nezavisno promenljiva predstavlja
vreme, a funkcija opisuje kretanje tacˇke kroz geometrijski prostor u zavisnosti
od vremena. Evoluciono pravilo dinamicˇkog sistema je funkcija koja opisuje
buduc´e stanje na osnovu saznanja o stanju u sadasˇnjosti. Ta funkcija mozˇe da
bude deterministicˇka (buduc´e stanje je jednoznacˇno odredeno sadasˇnjim) ili
stohasticˇka (neodredeni sistemi - dogadaji su slucˇajni). Tako, recimo, u fizici
dinamicˇki sistem opisuje se kao cˇestica ili deo cˇestice cˇije stanje varira u vre-
menu, te se evolucija sistema opisuje diferencijalnim jednacˇinama u koje su
ukljucˇene derivacije vremena. Da bi se predvidelo buduc´e ponasˇanje sistema,
vrsˇe se kompjuterske simulacije analiticˇkog resˇenja po vremenu odgovarajuc´e
diferencijalne jednacˇine.
Dinamicˇki sistem koji ocˇuvava meru mozˇe biti definisan formalno kao
transformacija sigma-algebre koja ocˇuvava meru, tj. kao cˇetvorka (X,Σ, µ, τ),
gde je X skup, Σ je sigma-algebra na X, takva da je par (X,Σ) merljiv
prostor, µ je konacˇna mera na sigma-algebri, tako da trojka (X,Σ, µ) cˇini
prostor verovatnoc´e. Preslikavanje τ : X → X je Σ-merljivo ako za svako
σ ∈ Σ, vazˇi τ−1σ ∈ Σ. Preslikavanje τ ocˇuvava meru ako za svako σ ∈ Σ,
imamo da je µ(τ−1σ) = µ(σ). Tada za preslikavanje τ : X → X koje je Σ-
merljivo i ocˇuvava meru, kazˇemo da je transformacija koja ocˇuvava meru od
X. Cˇetvorka (X,Σ, µ, τ), za takvo τ , tada definiˇse dinamicˇki sistem. Presli-
kavanje τ predstavlja evoluciju dinamicˇkog sistema kroz vreme. Od posebnog
interesa za diskretan dinamicˇki sistem je iteracija τn = τ ◦ τ ◦ · · · ◦ τ , n ∈ N.
U slucˇaju neprekidnog dinamicˇkog sistema, konstrukcije i analiza su bitno
komplikovaniji.
Razmotrimo osnovne ideje u analizi evolucije Markovljevog lanca. U
slucˇaju prebrojive populacije, evolucija Markovljevog lanca (ocˇekivane pro-
mene) mogu biti tretirane kao dinamicˇki sistem sa odgovarajuc´im parame-
trima. Tada granicˇna vrednost odgovarajuc´eg dinamicˇkog sistema odreduje
mesˇovito vreme (mixing time) Markovljevog lanca. Pod pojmom mesˇovitog
vremena (mixing time) u teoriji slucˇajnih procesa podrazumeva se, grubo go-
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vorec´i, vreme koje je potrebno da se Markovljev lanac (po raspodeli) dovoljno
priblizˇi svojoj stacionarnoj - finalnoj (steady state) raspodeli. Naime, ako
odgovarajuc´i dinamicˇki sistem ima jedinstvenu stabilnu fiksnu tacˇku, tada je
to priblizˇvanje brzo, a ako ima viˇsestruke stabilne fiksne tacˇke, priblizˇavanje
je sporo. Opisana interpretacija povezuje evolutivne Markovljeve lance - pri-
rodne algoritme, sa stohasticˇkim metodama sˇiroko primenjenim u metodama
masˇinskog ucˇenja i optimizacije.
Teorija slucˇajnih operatorskih jednacˇina je jedna od modernih grana
matematike s veoma velikom primenom pri resˇavanju diferencijalnih i inte-
gralnih jednacˇina u prostorima u kojima se neodredenost mozˇe tretirati pri-
menom verovatnosnih modela. Posebnu ulogu u razvoju te teorije odigrala je
stohasticˇka funkcionalna analiza u kojoj teorija nepokretne tacˇke predstavlja
prirodnu vezu ove dve oblasti. Primena slucˇajnih operatorskih jednacˇina je
od fundamentalnog interesa u formulaciji, analizi i resˇavanju raznih klasa
operatorskih jednacˇina nezaobilaznih u izucˇavanju raznih problema fizicˇkih,
biolosˇkih, socijalnih, tehnolosˇkih i tehnicˇkih nauka. Posebno isticˇemo klasu
slucˇajnih integralnih i slucˇajnih diferencijalnih jednacˇina formulisanih u formi
integralnih jednacˇina. Ova teorija nalazi se u bazi studija slucˇajnih integral-
nih jednacˇina povezanih sa slucˇajnim procesima i odgovarajuc´im slucˇajnim
integralnim jednacˇinama. Takode, i studije klasicˇnih integralnih linearnih
i nelinearnih jednacˇina sa slucˇajnim jezgrom ili definisanim na slucˇajnom
domenu (Fredholm i Voltera integralne jednacˇine) resˇavaju se uz pomoc´ ne-
pokretne tacˇke.
Teorija ekvilibrijuma Ekvilibrijum se kao pojam pojavljuje u raznim
naucˇnim oblastima i uopsˇteno govorec´i oznacˇava stanje sistema u kojem su
uravnotezˇeni svi uticaji koji su medusobno suprostavljeni. Teorija nepo-
kretne tacˇke veoma cˇesto koristi se kao nezaobilazna metoda pri dokazivanju
niza teorema vezanih za pomenutu problematiku.
U teoriji igara ekvilibrijum opisujemo na sledec´i nacˇin: neka je zadata igra
sa viˇse od 2 igracˇa. Pretpostavka je da ne postoji kooperacija medu igracˇima.
Svaki igracˇ formira strategiju u zavisnosti od ostalih igracˇa. Neka je skup
svih moguc´ih strategija k-tog igracˇa skup Sk, i neka je S = S1 × · · · × Sn.
Element x ∈ S nazivamo stratesˇkim profilom. Sa fk : S → R oznacˇavamo
gubitak k-tog igracˇa. Ako je
∑
k fk(x) = 0, x ∈ S, kazˇemo da je igra sa
nula-sumom (zero-sum). Cilj svakog igracˇa je da minimizira gubitak - tj. da
maksimizuje dobitak. Nesˇov ekvilibrijum je stratesˇki profil sa osobinom da
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nijedan igracˇ ne mozˇe imati korist od promene svoje strategije, pod uslovom
da ostali igracˇi ostanu pri svojim strategijama. Naime, Nesˇov ekvilibrijum
preporucˇuje prikladnu ”opreznu”strategiju za sve igracˇe u igri. Nesˇov ekvi-
librijum ne mora postojati, a, ako postoji, ne mora biti jedinstven. U teore-
mama koje se bave egzistencijom ekvilibrijuma, cˇesto se uvode dodatni uslovi
koji se postavljaju na skup strategija ili funkcije gubitka, kao recimo, da male
promene u strategiji jednog igracˇa (uz pretpostavku da ostali igracˇi ne me-
njaju strategiju) nec´e dovesti do velikih varijacija u gubitku ili da prosecˇni
gubitak koji odgovara raznim strategijama jednog igracˇa nije manji nego gu-
bitak pri ”uobicˇajenoj”strategiji i sl. Ti dodatni uslovi obicˇno predstavljaju
dovoljne uslove za primenu teorije nepokretne tacˇke koja obezbeduje egzi-
stenciju resˇenja odgovarajuc´e jednacˇine, sˇto kao posledicu daje egzistenciju
ekvilibrijuma.
Sˇto se ticˇe ekonomskih sistema, teorija ekvilibrijuma je povezana sa nacˇi-
nom na koji je koncept ekonomskog sistema formalizovan. Koncept u kojem
se slucˇajna promenljiva koristi za modelovanje i analizu ekonomskog sistema,
ekonomija ili ekonomski model definiˇse se kao sistem skupova uz pogodno iza-
branu meru. Tako, recimo, kad se bavimo samo sistemom i procesom razmene
dobara, bez razmatranja sektora produkcije, tada je probleme najbolje po-
staviti u kontekstu ekonomskog sistema bez produkcije - cˇistom ekonomijom
razmene (pure exchange economy) E = ((A,A, µ), X,Rk).
Trojka (A,A, µ) je prostor verovatnoc´e agenata (konzumenata) sa slede-
c´om interpretacijom: A je skup agenata, A je σ-algebra, skup svih moguc´ih
koalicija agenata, µ je verovatnoc´a da c´e se odgovarajuc´e koalicije realizovati.
Sa X oznacˇavamo slucˇajnu promenljivu, merljivu funkciju nad (A,A, µ) sa
vrednostima u Rk i nazivamo je funkcijom potrosˇnje i X(a) je potrosˇnja
agenta a ∈ A. U prostoru Rk su predstavljeni kvantitativni pokazatelji rob-
nih potencijala i potrazˇivanja, uz pretpostavku da trzˇiˇste raspolazˇe ukupnim
resursima koji se redistribuiraju kao rezultat aktivnosti razmene u datom
ekonomskom sistemu. Slobodno govorec´i, pod kompetitivnim ekvilibrijumom
ekonomije E tada smatramo moguc´u redistribuciju dobara (uz odredeni ce-
novni raspored) na agente, pri cˇemu c´e njihovi preferencijali biti zadovoljeni
(a budzˇet kojim raspolazˇu nec´e biti probijen).
Glava 2
Metricˇki i generalizovani
metricˇki prostori
Metrika ili funkcija razdaljine je funkcija kojom se definiˇse udaljenost
izmedu elemenata nekog skupa. Funkcija rastojanja zajedno sa skupom na
kojem je to rastojanje definisano naziva se metricˇkim prostorom. Maurice
Frechet je 1906. godine uopsˇtio pojam 3D Euklidskiog prostora. Za razliku
od 3D Euklidskog prostora gde se meri rastojanje izmedu dve tacˇke, Mau-
rice Frechet uvodi pojam rastojanja na proizvoljnom skupu cˇiji elementi ne
moraju biti samo tacˇke u prostoru, vec´ mogu biti razni objekti: skupovi,
funkcije i drugi. On je opisao osobine funkcije rastojanja zasnivajuc´i na taj
nacˇin aksiomatiku metricˇkih prostora. Prema tome, metricˇki prostor je skup
na kome je definisan pojam rastojanja (metrike).
Metricˇki prostori su prikazani u sekciji 2.1. Date su definicije komplet-
nog metricˇkog prostora, konvergentnog i Kosˇijevog niza, rastojanja tacˇke od
skupa, kao i Hausdorfovog rastojanja izmedu skupova.
Postoji veliki broj uopsˇtenja pojma metricˇkog prostora. Izostavljanjem
osnovnih osobina metricˇkih prostora, i zamenjivanjem slabijim uslovima do-
bijamo razne generalizacije metricˇkih prostora. U ovoj doktorskoj disertaciji
pazˇnja c´e se posvetiti samo nekim uopsˇtenjima metricˇkih prostora, i u njima
c´e biti dokazane teoreme o nepokretnoj tacˇki kako za jednoznacˇna tako i za
viˇseznacˇna preslikavanja.
Mnogi naucˇnici su pokusˇavali da uopsˇte koncept metricˇkih prostora gde
bi se definisalo rastojanje izmedu tri ili viˇse tacˇaka. Jedno od uopsˇtenja su
2−metricˇki prostori koje je definisao Gehler ([21], [22]). Nakon toga Dhage
[14] predstavlja novu definiciju prostora zajedno sa funkcijom tri promenljive.
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Na zˇalost, vec´ina tvrdnji koje se ticˇu fundamentalnih topolosˇkih osobina
D−metricˇkih prostora nisu tacˇne. Ovaj problem uspesˇno su resˇili Mustafa,
Sims [58] definisanjem G-metricˇkih prostora.
Japanski matematicˇar Takahashi [77] je uveo pojam metricˇkih prostora
sa konveksnom strukturom i proucˇavao osobine takvih prostora. U istom
radu je dokazao teoreme o nepokretnoj tacˇki za neekspanzivna preslikavanja.
Jedno od uopsˇtenja metricˇkih prostora je predstavljeno u radu Karl Men-
gera 1942. godine. On uvodi pojam verovatnosnih metricˇkih prostora, kao
prirodnu generalizaciju metricˇkih prostora, gde se rastojanje izmedu dve
tacˇke zamenjuje funkcijom raspodele. Rastojanje se interpretira kao vero-
vatnoc´a da je rastojanje izmedu dve tacˇke manje od nekog zadatog parametra
t. Za razliku od probabilisticˇkih metricˇkih prostora u fazi metricˇkim prosto-
rima, fazi rastojanje dve tacˇke se meri stepenom blizine tacˇaka u odnosu na
parametar t ∈ (0,∞). Prva definicija fazi metricˇkih prostora je data u radu
Kramosila i Michaleka [52], gde se u odnosu na probabilisticˇke metricˇke pro-
store ne zahteva da je supremum rastojanja jednak jedinici. Koristec´i pojam
fazi broja Kaleva i Seikkala [43] su dali novu definiciju fazi metricˇkih pro-
stora i ispitali vezu izmedu fazi metricˇkih i verovatnosnih metricˇkih prostora.
Kasnije, unapredenu definiciju uvode George i Veeramani ([28], [29]) gde u
odnosu na Mengerove prostore infimum rastojanja ne mora da bude jednak
nuli. Oni definiˇsu Hausdorfovu topologiju u fazi metricˇkim prostorima.
Poznavajuc´i G−metricˇke i fazi metricˇke prostore koji su uvedeni u radu
[43], u radu [74] je uveden pojam fazi G−metricˇkih prostora. Definisana je
Hausdorfova metrika u tim prostorima oslanjajuc´i se na metriku d. Tako
definisan fazi G−metricˇki prostor nije simetricˇan. Takode, ukoliko je (X, d)
kompletan metricˇki prostor tada je (F(X),G) kompletan fazi G−metricˇki
prostor.
U sekciji 2.2. data je definicija kvazi-metricˇkih prostora. Takode su
date definicije ultrametricˇkih i normiranih prostora, koji zadovoljavaju i jacˇe
uslove od metricˇkih prostora.
Definisanje G−metricˇkih prostora kao generalizacija metricˇkih prostora
na tri tacˇke je predmet sekcije 2.3.
U delu 2.4. prikazuju se metricˇki prostori sa konveksnom strukturom.
Banahov prostor i svaki njegov konveksan podskup pripada klasi metricˇkih
prostora sa konveksnom strukturom.
Trougaone norme i fazi metricˇki prostori su analizirani u sekciji 2.5. Pri-
kazuje se beskonacˇna ekstenzija t−normi, kao i definicija t−normi H−tipa
koja je znacˇajna za dalji rad. Prikazane su dve definicije fazi metricˇkih pro-
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stora i to: Kramosila i Michaleka i George i Veeramanija.
Fazi G−metricˇki prostori su predstavljeni u delu 2.6. Pojam Hausdorfove
G−metrike G je uveden, gde je koriˇsc´ena metrika d umesto metrike dG =
G(x, x, y) +G(x, y, y) koja je ranije upotrebljavana [40], [55], [66]. Takode je
dokazano da ako je (X, d) kompletan metricˇki prostor, da je tada (F(X),G)
kompletan fazi G−metricˇki prostor, kao i da fazi G−metricˇki prostor nije
simetricˇan.
2.1 Metricˇki prostori
Definicija 2.1.1 Metrika ili rastojanje na nepraznom skupu X je svako pre-
slikavanje d : X2 → R za koje vazˇi
(M1) d(x, y) ≥ 0,
(M2) d(x, y) = 0 ako i samo ako je x = y,
(M3) d(x, y) = d(y, x), (simetrija)
(M4) d(x, y) ≤ d(x, z) + d(y, z) (nejednakost trougla).
Metricˇki prostor je ureden par (X, d) skupa X i metrike d na X. Skup X
je nosacˇ metricˇkog prostora (X, d).
Realan broj d(x, y) je rastojanje elemenata (tacˇaka) x, y ∈ X.
Na osnovu (M4) zakljucˇujemo da u metricˇkom prostoru (X, d) vazˇi ne-
jednakost mnogougla:
d(x1, xn) ≤ d(x1, x2) + d(x2, x3) + ...+ d(xn−1, xn), n ≥ 2.
Primer 2.1.1 Uredeni par (Rn, d) je metricˇki postor, gde je metrika
d : Rn × Rn → R definisana sa
d(x, y) =
√√√√ n∑
i=1
(yi − xi)2,
x = (x1, ..., xn), y = (y1, ..., yn). Metrika d je Euklidska metrika, a prostor
(Rn, d) n-dimenzionalni Euklidski prostor
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Primer 2.1.2 Uredeni par (Rn, d∞) je metricˇki postor, gde je metrika
d∞ : Rn × Rn → R definisana sa
d∞(x, y) = max{|x1 − y1|, |x2 − y2|, ...|xn − yn|},
x = (x1, ..., xn), y = (y1, ..., yn).
Primer 2.1.3 Uredeni par (Rn, d1) je metricˇki prostor, gde je metrika
d1 : Rn × Rn → R definisana sa
d1(x, y) =
n∑
i=1
|xi − yi|, x = (x1, ..., xn), y = (y1, ..., yn).
Definicija 2.1.2 Neka je (X, d) metricˇki prostor i neka je ∅ 6= Y ⊂ X.
Preslikavanje dY je restrikcija preslikavanja d nad skupom Y
dY (x, y) = d(x, y)
x, y ∈ Y , a (Y, dY ) je metricˇki potprostor metricˇkog prostora (X, d).
Definicija 2.1.3 Neka je (X, d) metricˇki prostor, a ∈ X i r ∈ R+. Skup
L(a, r) = {x ∈ X : d(a, x) < r}
je otvorena lopta u metricˇkom prostoru (X, d) sa centrom u tacˇki a polu-
precˇnika r.
Definicija 2.1.4 Neka je (X, d) metricˇki prostor. Niz {an} ⊂ X ima granicˇnu
vrednost a ∈ X tj. lim
n→∞
an = a ako
(∀ε ∈ R+)(∃n0 ∈ N)(∀n ∈ N)(n ≥ n0 =⇒ d(an, a) < ε)
Definicija 2.1.5 Neka je (X, d) metricˇki prostor. Niz {an} ⊂ X je Kosˇijev
niz u metricˇkom prostoru (X, d) ako
(∀ε ∈ R+)(∃n0 ∈ N)(∀m,n ∈ N)(m,n ≥ n0 =⇒ d(am, an) < ε).
Teorema 2.1.1 Ako je niz {an} ⊂ X konvrgentan u metricˇkom prostoru
(X, d), tada je {an} Kosˇijev niz u (X, d).
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Teorema 2.1.2 Neka je niz {an} Kosˇijev niz u metricˇkom prostoru (X, d).
Ako neki podniz {ank} niza {an} konvregira prema a ∈ X u (X, d), tada i niz
{an} konvergira ka a u (X, d).
Teorema 2.1.3 Svaki Kosˇijev niz {an} u metricˇkom prostoru (X, d) je ograni-
cˇen u datom prostoru.
Definicija 2.1.6 Metricˇki prostor (X, d) je kompletan ako u njemu svaki
Kosˇijev niz konvergira.
Teorema 2.1.4 Zatvoren potprostor kompletnog metricˇkog prostora R je kom-
pletan.
Definicija 2.1.7 Neka je (X, d) metricˇki prostor i neka je ∅ 6= A ⊂ X pro-
izvoljan podskup. Udaljenost d(a,A) tacˇke a ∈ X od podskupa A se definiˇse
sa
d(a,A) = inf{d(a, x) : x ∈ A},
(d(a, ∅) = 0 po definiciji).
Definicija 2.1.8 Neka je (X, d) metricˇki prostor i neka su A,B ⊂ X proi-
zvoljni neprazni podskupovi. Udaljenost d(A,B) nepraznih podskupova A i B
u metricˇkom prostoru (X, d) se definiˇse sa
d(A,B) = inf{d(a, b) : a ∈ A, b ∈ B}.
(d(∅, ∅) = 0, d(A, ∅) = 1, d(∅, B) = 1 po definiciji.)
U metricˇkom prostoru (X, d) uvodimo sledec´e oznake:
- B(X) je skup svih nepraznih i ogranicˇenih podskupova od X
- CB(X) je skup svih nepraznh, zatvorenih i ogranicˇenih podskupova od
X
- C(X) je skup svih nepraznih i zatvorenih podskupova od X
- CC(X) je skup svih nepraznih i kompaktnih podskupova od X
Definicija 2.1.9 Hausdorfovo rastojanje H : CB(X)×CB(X)→ [0,∞) je
definisano sa
H(A,B) = max{sup
x∈B
d(x,A), sup
y∈A
d(y,B)},
pri cˇemu je d(x,A) = inf
y∈A
d(x, y).
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(CB(X), H) je metricˇki prostor.
Prostor (B(X), H) nije metricˇki prostor, jer ne vazˇi osobina (M2) iz De-
finicije 2.2
Ako je polazni prostor kompletan, onda je i prostor sa Hausdorfovom
metrikom kompletan.
2.2 Kvazi-metricˇki i ultrametricˇki prostori
Ako u definiciji metricˇkog prostora ne vazˇi uslov simetricˇnosti dobijeni
prostor je kvazi-metricˇki prostor.
Definicija 2.2.1 Kvazi-metrika na nepraznom skupu X je svako preslikava-
nje d : X2 → [0,∞) za koje vazˇi
(Q1) d(x, y) = 0 ako i samo ako je x = y
(Q2) d(x, y) ≤ d(x, z) + d(y, z).
Kvazi-metricˇki prostor je ureden par (X, d) skupa X i kvazi-metrike d na
X.
Lako se uocˇava da je svaki metricˇki prostor ujedno i kvazi-metricˇki pro-
stor. Medutim, u radu [19] je prikazan primer kvazi-metricˇkog prostora koji
nije metricˇki.
Primer 2.2.1 Neka je X = R i neka je metrika d definisana na sledec´i
nacˇin:
d(x, y) =
{ x− y, x ≥ y
1, x < y
.
Metrika d je kvazi-metrika nad X ali d nije metrika nad X.
Definicija 2.2.2 Neka je (X, d) kvazi-metricˇki prostor. Niz {an} ⊂ X kon-
vergira ka a ∈ X ako vazˇi
lim
n→∞
d(an, a) = lim
n→∞
d(a, an) = 0.
Definicija 2.2.3 Neka je (X, d) kvazi-metricˇki prostor. Niz {an} ⊂ X je
Kosˇijev niz u kvazi-metricˇkom prostoru (X, d) ako
(∀ε ∈ R+)(∃n0 ∈ N)(∀m,n ∈ N)(m,n ≥ n0 =⇒ d(an, am) < ε).
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Definicija 2.2.4 Neka je (X, d) kvazi-metricˇki prostor, a ∈ X i r ∈ R+.
Skup
L(a, r) = {x ∈ X : d(a, x) < r}
je otvorena lopta u kvazi-metricˇkom prostoru (X, d) sa centrom u tacˇki a
poluprecˇnika r.
Definicija 2.2.5 Kvazi-metricˇki prostor (X, d) je kompletan ako u njemu
svaki Kosˇijev niz konvergira.
Definicija 2.2.6 Ultrametricˇki prostor (X, d) je posebna vrsta metricˇkog pro-
stora u kome je nejednakost trougla zamenjena jacˇim uslovom
d(x, y) ≤ max {d(x, z), d(z, y)} ,
za sve x, y, z ∈ X.
Svaki ultrametricˇki prostor je i metricˇki prostor, dok obrnuto ne vazˇi.
Definicija 2.2.7 Neka je X vektorski prostor nad poljem F , (F = R ili
F = C). Preslikavanje ‖ · ‖ : X → [0,∞) za koje vazˇe slededec´i uslovi:
(1) ‖x‖ = 0⇔ x = 0,
(2) ‖λx‖ = |λ|‖x‖, za sve λ ∈ F, x ∈ X,
(3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖, za sve x, y ∈ X,
je norma nad X, a uredeni par (X, ‖ · ‖) normiran prostor.
Svaki normiran prostor (X, ‖ · ‖) je metricˇki prostor sa metrikom d koja
je definisana na sledec´i nacˇin: d(x, y) = ‖x− y‖, za sve x, y ∈ X.
Ako je normiran prostor (X, ‖·‖) kompletan, onda je on Banahov prostor.
2.3 G−metricˇki prostori
U nekoliko prethodnih decenija mnogi matematicˇari su neuspesˇno pokusˇa-
vali da uopsˇte pojam metricˇkog prostora definiˇsuc´i ”odstojanje” tri tacˇke,
sve do 2006. godine kada su Zead Mustafa i Brailey Sims [59] uveli novu
strukturu generalizovanih metricˇkih prostora, koje nazivamo G-metricˇkim
prostorima.
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Definicija 2.3.1 [59] Neka je X neprazan skup i neka je G : X ×X ×X →
R+ funkcija koja zadovoljava sledec´e uslove:
(G1) G(x, y, z) = 0 ako je x = y = z,
(G2) 0 < G(x, y, y) za sve x, y ∈ X, pri cˇemu je x 6= y,
(G3) G(x, x, y) ≤ G(x, y, z) za sve x, y, z ∈ X, pri cˇemu je z 6= y,
(G4) G(x, y, z) = G(x, z, y) = G(y, z, x) = ... (simetrija za sve tri pro-
menljive),
(G5) G(x, y, z) ≤ G(x, a, a) +G(a, y, z) za sve x, y, z, a ∈ X.
Funkcija G je generalizovana metrika (G−metrika), a uredeni par (X,G)
je G−metricˇki prostor.
Ako je (X, d) metricˇki prostor, onda se G-metrika mozˇe definisati na sledec´i
nacˇin:
Gs(d)(x, y, z) =
1
3
(d(x, y) + d(y, z) + d(x, z)),
Gm(d)(x, y, z) = max{d(x, y), d(y, z), d(x, z)}.
Definicija 2.3.2 G−metricˇki prostor (X,G) je simetricˇan ako vazˇi
(G6) G(x, y, y) = G(x, x, y).
Primer 2.3.1 Neka je X = {a, b},
G(a, a, a) = G(b, b, b) = 0
i
G(a, a, b) = 1, G(a, b, b) = 2
Prosˇirimo G na X × X × X pomoc´u simetrije promenljivih. G jeste G-
metrika, ali nije simetricˇna jer je G(a, b, b) 6= G(a, a, b).
Teorema 2.3.1 Neka je (X, d) G-metricˇki prostor. Tada za sve x, y, z, a ∈
X vazˇi sledec´e:
(1) ako je G(x, y, z) = 0 onda je x = y = z,
(2) G(x, y, z) ≤ G(x, x, y) +G(x, x, z),
(3) G(x, y, y) ≤ 2G(y, x, x),
(4) G(x, y, z) ≤ G(x, a, z) +G(a, y, z),
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(5) G(x, y, z) ≤ 2
3
(G(x, y, a) +G(x, a, z) +G(a, y, z)),
(6) G(x, y, z) ≤ G(x, a, a) +G(y, a, a) +G(z, a, a).
Definicija 2.3.3 Neka je (X,G) G-metricˇki prostor, a ∈ X i r ∈ R+. Skup
LG(a, r) = {x ∈ X : G(a, x, x) < r}
je G-lopta sa centrom u tacˇki a poluprecˇnika r.
Definicija 2.3.4 Neka je (X,G) G-metricˇki prostor, a {xn} niz u X. Tacˇka
x ∈ X je granicˇna vrednost niza {xn} ako je
lim
n,m→∞
G(x, xn, xm) = 0.
Niz {xn} G-konvergira ka X.
Ako xn → 0 u G-metricˇkom prostoru (X,G), tada za svako ε > 0 postoji
n0 ∈ N , tako da je G(x, xn, xm) < ε, za sve n,m ≥ n0.
Teorema 2.3.2 Neka je (X,G) G-metricˇki prostor, a {xn} niz tacˇaka u X
i tacˇka x ∈ X. Sledec´a tvrdenja su ekvivalentna:
1. niz {xn} G-konvergira ka x,
2. G(xn, xn, x)→ 0, kad n→∞,
3. G(xn, x, x)→ 0, kad n→∞,
Definicija 2.3.5 Neka je (X,G) G-metricˇki prostor, a {xn} niz u X. Niz
{xn} je G-Kosˇijev ako vazˇi
(∀ε ∈ R+)(∃n0 ∈ N)(∀n,m, l ≥ n0)(G(xn, xm, xl) < ε)
2.4 Konveksni metricˇki prostori
U teoriji nepokretne tacˇke u vektorsko-topolosˇkim prostorima konveksan
skup je od velikog znacˇaja. Matematicˇari su nastojali da dodu do nekog kon-
cepta apstraktne konveksne strukture koji bi uopsˇtavao pojam konveksnosti
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za vektorsko-topolosˇke prostore, obuhvatajuc´i sˇiru klasu prostora sa jedne
strane i omoguc´avajuc´i dobijanje novih rezultata sa druge strane.
Neka je (X, d) metricˇki prostor, B(X, r) otvorena lopta sa centrom u tacˇki
x poluprecˇnika r ≥ 0. Zatim, neka je za proizvoljno D ⊂ X:
δ(D) = sup{d(x, y), x, y ∈ D};
rx(D) = sup{d(x, y), y ∈ D}, x ∈ D;
r(D) = inf{rx(D), x ∈ D}
Definicija 2.4.1 Metricˇki prostor (X, d) ima konveksnu strukturu L ⊆ 2X
ako su zadovoljeni sledec´i uslovi:
1. ∅, X ∈ L
2. {x} ∈ L za sve x ∈ X
3. Presek proizvoljno mnogo elemenata skupa L je elemenat skupa L.
Konveksna struktura je normalna ako za svako D ∈ L i δ(D) > 0 vazˇi da
je r(D) < δ(D).
L je kompaktna (prebrojivo kompaktna) struktura ako svaki opadajuc´i
lanac (niz) nepraznih podskupova iz L ima neprazan presek. Ukoliko je ovaj
uslov zadovoljen za ogranicˇene lance zatvorenih elemenata skupa L, onda
kazˇemo da prostor ima osobinu (C).
Za ovako definisanu konveksnu strukturu A. Kirk je dokazao sledec´u teo-
remu o egzistenciji nepokretne tacˇke za neekspanzivna preslikavanja.
Teorema 2.4.1 [50] Neka je (X, d) neprazan i ogranicˇen metricˇki prostor sa
konveksnom strukturom L koja je prebrojivo kompaktna, normalna i sadrzˇi
zatvorene lopte iz X. Tada svako neekspanzivno preslikavanje T : X → X
ima nepokretnu tacˇku.
Ovaj rezultat uopsˇtava niz dobro poznatih, klasicˇnih rezultata u normiranim
prostorima, ali ovako definisana konveksna struktura ne omoguc´ava dobijanje
finijih rezultata i zato je bilo potrebno obogatiti je.
U tom smislu vrlo uspesˇnim se pokazao pojam konveksnog metricˇkog
prostora koji je uveo japanski matematicˇar Watary Takahashi 1970. godine
[77] i uopsˇtio neke teoreme o fiksnoj tacˇki koje su prethodno dokazane u
Banahovom prostoru.
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Definicija 2.4.2 [77] Neka je (X, d) metricˇki prostor i I = [0, 1]. Presli-
kavanje W : X × X × I → X je konveksna struktura na X ako za svako
(x, y, λ) ∈ X ×X × I i u ∈ X vazˇi:
d(u,W (x, y, λ)) ≤ λd(u, x) + (1− λ)d(u, y).
Metricˇki prostor (X, d) zajedno sa konveksnom strukturom W je Takahasˇi-
jev konveksan metricˇki prostor (X, d,W ).
Ako u konveksnom metricˇkom prostoru svaki Kosˇijev niz konvergira, onda
je on kompletan konveksan metricˇki prostor.
Ako je (X, d) Banahov prostor sa metrikom d(x, y) = ‖x − y‖, tada je
preslikavanje W : X ×X × I → X definisano sa W (x, y, λ)) = λx+ (1− λ)y
konveksna struktura. Banahov prostor i svaki njegov konveksan
podskup je konveksan metricˇki prostor, sˇto c´e biti ilustrovano u naredna
dva primera.
Primer 2.4.1 Neka je I = [0, 1], a X familija zatvorenih intervala [ai, bi]
tako da vazˇi 0 ≤ ai ≤ bi ≤ 1. Za Ii = [ai, bi], Ij = [aj, bj] i λ ∈ I definiˇsimo
preslikavanje W sa
W (Ii, Ij, λ) = [λai + (1− λ)aj, λbi + (1− λ)bj]
i metriku d u X Hausdorfovim rastojanjem
d(Ii, Ij) = sup
a∈I
{| inf
b∈Ii
{|a− b|} − inf
c∈Ij
{|a− c|}|}.
Primer 2.4.2 Posmatrajmo linearan prostor L koji je takode metricˇki pro-
stor sa sledec´im osobinama:
(1) Za x, y ∈ L, d(x, y) = d(x− y, 0),
(2) Za x, y ∈ L i λ ∈ I,
d(λx+ (1− λ)y, 0) ≤ λd(x, 0) + (1− λ)d(y, 0)
Definicija 2.4.3 Podskup K konveksnog metricˇkog prostora X je konveksan
ako W (x, y, λ) ∈ K za sve x, y ∈ K i λ ∈ I. Prazan skup je konveksan.
Lema 2.4.1 [77] Neka je {Kα : α ∈ A} familija konveksnih podskupova od
X, tada je i
⋂
α∈AKα konveksan podskup od X.
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Lema 2.4.2 [77] Za x, y ∈ X i λ (0 ≤ λ ≤ 1) vazˇi
d(x, y) = d(x,W (x, y, λ)) + d(W (x, y, λ), y)
Lema 2.4.3 [77] Neka je W konveksna stuktura na metricˇkom prostoru (X, d).
Ako x, y ∈ X i λ ∈ I, tada vazˇi:
(1) W (x, y, 1) = x i W (x, y, 0) = y,
(2) W (x, x, λ) = x,
(3) d(x,W (x, y, λ)) = (1− λ)d(x, y) i d(y,W (x, y, λ)) = λd(x, y),
(4) Otvorene i zatvorene lopte u X su konveksne.
Pored svih dobrih osobina, funkcija W ima veliki nedostatak-nije nepre-
kidna. Funkcija W je neprekidna u svim tacˇkama oblika W (x, x, λ), ali tek
uz dodatne pretpostavke kao sˇto je kompaktnost prostora ona postaje nepre-
kidna i u svim preostalim tacˇkama. Ukoliko W nije neprekidna funkcija, onda
zatvaranje konveksnog skupa nije konveksan skup. U cilju prevazilazˇenja ove
i josˇ nekih potesˇkoc´a L.Talman [78] je uveo pojmove striktno konveksnog i
strogo konveksnog metricˇkog prostora.
2.5 Trougaone norme i fazi-metricˇki prostori
Pojam trougaone norme (t−norme) se prvi put pojavio u radu Karl Men-
gera [56] 1942. godine. Menger je pokusˇao da uopsˇti klasicˇne metricˇke pro-
store zamenjujuc´i pojam rastojanja izmedu dve tacˇke funkcijom raspodele.
Prostore koje predlazˇe, Menger naziva verovatnosnim metricˇkim prostorima.
Da bi formulisao nejednakost trougla u verovatnosnim metricˇkim prostorima
on uvodi specijalnu klasu funkcija nad jedinicˇnim kvadratom koje naziva
trougaonim normama. Medutim, osobina asocijativnosti nije ukljucˇena u
Mengerovu definiciju trougaonih normi, a rubni uslovi koje on definiˇse su
slabiji od onih koji se danas koriste. Schweizer i Sklar [70] su 1958. godine
formulisali aksiome za t−norme (komutativnost, asocijativnost, monotonija
i neutralni elemenat).
Definicija 2.5.1 Trougaona norma (t-norma) T je binarna operacija na je-
dinicˇnom intrvalu [0, 1] tako da za sve a, b, c, d ∈ [0, 1] vazˇe sledec´i uslovi:
(1) T (a, 1) = a,
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(2) T (a, b) = T (b, a),
(3) T (a, b) ≤ T (c, d) ako je a ≤ c i b ≤ d,
(4) T (a, T (b, c)) = T (T (a, b), c).
Primer 2.5.1 Osnovne cˇetiri t-norme su:
(i) Minimum t-norma, u oznaci (TM), definiˇse se sa
TM(x, y) = min(x, y).
(ii) t-norma proizvoda, u oznaci (TP ), definiˇse se sa
TP (x, y) = x · y.
(iii) Lukasiewiczeva t-norma, u oznaci (TL), definiˇse se sa
TL(x, y) = max(x+ y − 1, 0).
(iv) Drasticˇni proizvod u oznaci (TD), definiˇse se sa
TD(x, y) =
{
min{x, y}, max{x, y} = 1
0, inacˇe.
Minimum t-norma TM je najjacˇa, a TD najslabija t-norma, tj. za proi-
zvoljnu t-normu T vazˇi:
TD ≤ T ≤ TM .
Lako se pokazuje i da je TL < TP za svako x, y ∈ [0, 1], pa je poredak
navedenih t-normi sledec´i:
TD < TL < TP < TM .
O. Hadzˇic´ [33] je definisala klasu t-normi koja je znacˇajna za teoriju
nepokretne tacˇke u verovatnosnim metricˇkim prostorima.
Definicija 2.5.2 Neka je T t-norma i neka su preslikavanja Tn : [0, 1] →
[0, 1] (n ∈ N) definisana na sledec´i nacˇin:
T1(x) = T (x, x), Tn+1(x) = T (Tn(x), x) (n ∈ N, x ∈ [0, 1]).
T je t-norma H-tipa ako je familija {Tn(x)}n∈N podjednako neprekidna u
tacˇki x = 1, odnosno ako za svako λ ∈ (0, 1) postoji δ(λ) ∈ (0, 1) tako da
vazˇi implikacija:
x > 1− δ(λ)⇒ Tn(x) > 1− λ, za svako n ∈ N.
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Asocijativnost t-norme omoguc´ava da se svaka t-norma T prosˇiri na jedin-
stven nacˇin kao n-arni operator definisan za svaku n-torku (x1, x2, . . . , xn) ∈
[0, 1]n na sledec´i nacˇin:
T
1
i=1xi = x1, T
n
i=1xi = T (T
n−1
i=1 xi, xn) = T (x1, . . . , xn) =
= T (T (. . . T (T (x1, x2), x3), . . . , xn−1), xn).
Ako je x1 = · · · = xn = x, tada je x(n)T = T (x, x, . . . , x). Takode, pretpostavlja
se da je za svako x ∈ [0, 1], x(0)T = 1 i x(1)T = x.
Svaka t-norma T se mozˇe se prosˇiriti na beskonacˇan operator tj., za svako
(xi)i∈N ∈ [0, 1]N vazˇi
T
∞
i=1xi = lim
n→∞
T
n
i=1xi.
Granica sa desne strane uvek postoji jer je niz
{Tni=1xi}n∈N
nerastuc´i i ogranicˇen sa donje strane.
Primer 2.5.2 n-arna prosˇirenja za t-norme TM , TL, TP i TD su
TM(x1, . . . , xn) = min(x1, . . . , xn)
TL(x1, . . . , xn) = max(
n∑
i=1
xi − (n− 1), 0)
TP (x1, . . . , xn) = x1 · x2 · · · · · xn
TD(x1, . . . , xn) =
{
xi, ako xj = 1 za svako j 6= i
0, inacˇe .
Za teoriju nepokretne tacˇke su vazˇne klase t-normi T i nizova {xn}n∈N iz
[0, 1] za koje je
(2.1) lim
n→∞
xn = 1 i lim
n→∞
T
∞
i=nxi = lim
n→∞
T
∞
i=1xn+i = 1.
Sledec´a propozicija je dokazana u [37].
Propozicija 2.5.1 Neka je {xn}n∈N niz brojeva iz [0, 1] takav da je lim
n→∞
xn =
1 i neka je t-norma T H-tipa. Tada je zadovoljen uslov (2.1).
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Ivan Kramosil i Jiri Mihalek [52] su 1975. godine uveli koncept fazi-
metricˇih prostora pomoc´u neprekidne t-norme.
Otkako je pre viˇse od 50 godina, L. Zadeh publikovao svoj, sada vec´
klasicˇni rad [81], teorija fazi skupova (teorija rasplinutih skupova) je u zˇizˇi
interesovanja sˇirokog polja teorijskih i primenjenih naucˇnih disciplina. Te-
orija fazi skupova, kao sˇto i ime nagovesˇtava, je teorija zahvaljujuc´i ko-
joj postoji moguc´nost adekvatnog tretiranja graduiranih sistema u kojima
neki elementi ili osobine imaju zastupljenost razlicˇitog stepena. Ova teo-
rija omoguc´ava razvijanje tehnika za modelovanje prirodnih fenomena koji
ne mogu biti analizirani koriˇsc´enjem klasicˇnih metoda baziranih na teoriji
verovatnoc´e ili dvovalentne logike. Primena teorije fazi skupova ima sˇiroku
primenu, izmedu ostalog, u kompjuterskim naukama i primenama, vesˇtacˇkoj
inteligenciji, ekspertskim sistemima, operacionim istrazˇivanjima, prepozna-
vanju oblika, teoriji odlucˇivanja, robotici, ... U klasicˇnoj teoriji skupova ako
A ⊆ X , tada je ta relacija izrazˇena indikator (karakteristicˇnom) funkcijom
IA : X → {0, 1}, gde je IA(x) = 1 ako x ∈ A i IA(x) = 0 ako x ∈ X\A.
Funkciju IA interpretiramo kao stepen pripadnosti elementa x u X . Postoje
samo dve mogunosti: 0 ili 1. U fazi konceptu skup A identifikovan je svojom
funkcijom pripadnosti uA : X → [0, 1], u kojoj, grubo govorec´i, vrednost
uA(x) interpretiramo kao stepen pripadnosti x u A, ili kompatibilnosti x sa
A. Fazi skup A od X izjednacˇavamo sa odgovarajuc´om funkcijom pripadno-
sti uA. Ako je skup svih funkcija u : X → [0, 1] oznacˇen sa F(X ), kazˇemo da
je F(X ) skup svih fazi skupova definisanih na X .
Neodredenost koja se pojavljuje u nekom opitu (gde pod opitom sma-
tramo najˇsire znacˇenje - tj. bilo koje ispitivanje ili posmatranje), mozˇe biti
prouzrokovana razlozima koji proisticˇu iz slucˇajnosti kao posledice prirodne
varijabilnosti, ili mogu biti uzrokovane nepreciznosˇc´u zbog nepotpunih in-
formacija i podataka, ili zakljucˇivanju na osnovu ekspertskih miˇsljenja, ili
neizbezˇnih gresˇaka dobijenih pri merenju i sl.
Definicija 2.5.3 Neka je (X, d) metricˇki prostor. Fazi skup u X je funkcija
A : X → [0, 1]. Ako je A fazi skup i x ∈ X, tada je A(x) funkcija pripadnosti
x u A.
Definicija 2.5.4 Fazi-broj je fazi-skup na realnoj osi, tj. preslikavanje
z : R → [0, 1]. Fazi-broj je konveksan ako je z(t) ≥ min{z(s), z(r)}, pri
cˇemu je s ≤ t ≤ r. Fazi-broj je normalan ako postoji t0 ∈ R tako da je
z(t0) = 1, a nenegativan ako je z(t) = 0 za sve t < 0.
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Definicija 2.5.5 α-nivo (α-secˇenje) je [z]α = {t|z(t) ≥ α}, 0 < α ≤ 1.
Neka je E skup od gore poluneprekidnih, normalnih, konveksnih fazi-
brojeva, a G skup skup svih nenegativnih fazi-brojeva iz E. Kako se svako
x ∈ R mozˇe posmatrati kao fazi-broj x¯ definisan sa
x¯ =
{
1, t = x,
0, t 6= x
realni brojevi mogu biti potopljeni u E.
Definicija 2.5.6 Neka je X proizvoljan neprazan skup, T neprekidna t-
norma i M fazi skup u X2 × [0,∞) koji zadovoljavaju sledec´e uslove:
(FM1) M(x, y, 0) = 0,
(FM2) M(x, y, t) = 1 za sve t > 0⇒ x = y,
(FM3) M(x, y, t) = M(y, x, t),
(FM4) T (M(x, y, t),M(y, z, t)) ≥M(x, z, t+ s),
(FM5) preslikavanje M(x, y, .) : [0,∞) → [0, 1] je neprekidno sa leve
stane,
Tada je (X,M, T ) fazi-metricˇki prostor.
U radovima o nepokretnoj tacˇki se veoma cˇesto pretpostavlja dodatni
uslov za fazi metriku:
(FM6) lim
t→∞
M(x, y, t) = 1.
Metricˇki prostori su specijalan slucˇaj fazi-metricˇkih prostora.
A. Georgea i P. Veeramani su 1997.godine modifikovali definiciju fazi-
metricˇkih prostora Kramosila i Mihaleka i definisali Hausdorfovu topologiju.
M je fazi-skup na X2× (0,∞) i uslovi (FM1), (FM2) i (FM5) su zamenjeni
sa (GV1), (GV2), i (GV5):
(GV1) M(x, y, 0) > 0, za svako t > 0,
(GV2) M(x, x, t) = 1, ∀t > 0 i x 6= y =⇒M(x, y, t) < 1, za svako t > 0,
(GV5) preslikavanje M(x, y, .) : (0,∞) → [0, 1] je neprekidno za sve
x, y ∈ X.
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Primer 2.5.3 Neka je (X, d) metricˇki prostor. Definiˇsimo T (a, b) = ab (ili
T (a, b) = min{a, b} i za sve x, y ∈ X i t > 0, M(x, y, t) = t
t+d(x,y)
. Tada je
(X,M, T ) fazi-metricˇki prostor. Fazi metrika M koja je indukovana metri-
kom d je standardna fazi-metrika.
Definicija 2.5.7 Niz {an} u fazi-metricˇkom prostoru (X,M, T ) konvergira
ka a ∈ X ako je
lim
n→∞
M(xn, x, t) = 1
za svako t > 0.
Definicija 2.5.8 Niz {xn} u fazi-metricˇkom prostoru (X,M, T ) je Kosˇijev
ako vazˇi
(∀ε ∈ (0, 1))(∀t > 0)(∃n0 = n0(ε, t) ∈ N)(∀n,m ≥ n0)(M(xn, xm, t) > 1−ε).
Lema 2.5.1 [49] Ako za dve tacˇke x, y ∈ X i pozitivan broj k < 1, vazˇi
M(x, y, kt) ≥M(x, y, t),
tada je x = y.
2.6 Fazi G−metricˇki prostori
Neka je (X, d) metricˇki prostor i neka je K(X) skup svih nepraznih kom-
paktnih podskupova od X.
Za sve x ∈ X i sve A,B ∈ K(X), neka je
d(x,A) = inf
a∈A
d(x, a) i d(A,B) = inf
a∈A,b∈B
d(a, b).
Hausdorfova metrika na K(X) je definisana sa
H(A,B) = max{sup
a∈A
d(a,B), sup
b∈B
d(b, A)}.
Oznacˇimo sa sa F(X) = F skup svih fazi skupova µ : X → [0, 1] sa
kompaktnim α-nivoima µα, α ∈ (0, 1], pri cˇemu je
µα = {x ∈ X : µ(x) ≥ α}
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i
µ0 = ∪α∈(0,1]µα.
U skupu F uvedena je metrika sa
δ(µ, ν) = sup
α∈(0,1]
H(µα, να).
Ako je µ, ν ∈ F , tada
(µ ⊆ ν)⇒ (µ(x) ≤ ν(x))
za sve x ∈ X i (µ = ν)⇒ (µ ⊆ ν ∧ ν ⊆ µ).
Funkcija G : F × F × F → R+ je definisana sa
(2.2) G(µ, ν, η) = max{L(µ, ν, η),L(η, µ, ν),L(ν, η, µ)},
pri cˇemu je
(2.3) L(µ, ν, η) = sup
α∈(0,1]
{
sup
x∈µα
{d(x, να) + d(να, ηα) + d(x, ηα)}
}
.
Lema 2.6.1 [74] Za sve µ, ν ∈ F ,vazˇi
δ(µ, ν) < G(µ, ν, ν) ≤ 2δ(µ, ν).
Dokaz. Kako je
L(µ, ν, ν) = sup
α∈(0,1]
{2 sup
x∈µα
d(x, να)},
L(ν, µ, ν) = L(ν, ν, µ) = sup
α∈(0,1]
{sup
y∈να
d(y, µα) + d(µα, να)},
iz (2.2) i (2.3), dobijamo
G(µ, ν, ν) =
= max{ sup
α∈(0,1]
{2 sup
x∈µα
d(x, να)}, sup
α∈(0,1]
{sup
y∈να
d(y, µα) + d(µα, να)}} =
= sup
α∈(0,1]
{max{2 sup
x∈µα
d(x, να), sup
y∈να
d(y, µα) + d(µα, να)}}.
2.6. Fazi G−metricˇki prostori 39
Naredne dve nejednakosti:
G(µ, ν, ν) = sup
α∈(0,1]
{max{2 sup
x∈µα
d(x, να), sup
y∈να
d(y, µα)}+ d(µα, να)}} ≤
≤ 2 sup
α∈(0,1]
{max{ sup
x∈µα
d(x, να), sup
y∈να
d(y, µα)}} =
= 2 sup
α∈(0,1]
{H(µα, να)} = 2δ(µ, ν),
G(µ, ν, ν) = sup
α∈(0,1]
{max{2 sup
x∈µα
d(x, να), sup
y∈να
d(y, µα)}+ d(µα, να)}} >
> sup
α∈(0,1]
{max{ sup
x∈µα
d(x, να), sup
y∈να
d(y, µα)}} =
= sup
α∈(0,1]
{H(µα, να)} =
= δ(µ, ν),
impliciraju relaciju
δ(µ, ν) < G(µ, ν, ν) ≤ 2δ(µ, ν),
a to je i trebalo dokazati.
Propozicija 2.6.1 [74] Ako je (X, d) kompletan metricˇki prostor, tada je
(F ,G) kompletan G-metricˇki prostor.
Dokaz. Osobine (G1), (G2) i (G4) iz Definicije 2.3.1 su ocˇigledne.
(G3) Kako je d(x,A) ≤ d(x,B)+d(A,B) za sve x ∈ X i sve A,B ∈ K(X),
dobijamo
L(µ, ν, ν) = sup
α∈(0,1]
{
sup
x∈µα
{d(x, να) + d(x, να) + d(να, να)}
}
≤
≤ sup
α∈(0,1]
{
sup
x∈µα
{d(x, να) + d(x, ηα) + d(ηα, να)}
}
=
= L(µ, ν, η).
Na isti nacˇin dokazujemo da vazˇi
L(ν, µ, ν) ≤ L(η, µ, ν) i L(ν, ν, µ) ≤ L(ν, η, µ),
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sˇto implicira G(µ, ν, ν) ≤ G(µ, ν, η).
(G5) Da bi dokazali da vazˇi G(µ, ν, η) ≤ G(µ, θ, θ) + G(θ, ν, η), posma-
trac´emo datu nejednakost za L.
L(µ, ν, η) = sup
α∈(0,1]
( sup
x∈µα
(d(x, να) + d(x, ηα) + d(ηα, να))) ≤
≤ sup
α∈(0,1]
(supx∈µα(d(x, θα) + d(θα, να) + d(x, θα) + d(θα, ηα) + d(ηα, να))) ≤
≤ sup
α∈(0,1]
( sup
x∈µα
(d(x, θα) + sup
t∈θα
d(t, να) + d(x, θα) + sup
t∈θα
d(t, ηα) + d(ηα, να))) =
= sup
α∈(0,1]
( sup
x∈µα
(d(x, θα)+d(x, θα)+d(θα, θα))+sup
t∈θα
(d(t, να)+d(t, ηα)+d(ηα, να))) =
= L(µ, θ, θ) + L(θ, ν, η).
Analogno se pokazuje da je,
L(η, µ, ν) ≤ L(θ, µ, θ) + L(η, θ, ν)
i
L(ν, η, µ) ≤ L(θ, θ, µ) + L(ν, η, θ).
Sve tri nejednakosti zajedno impliciraju
G(µ, ν, η) ≤ G(µ, θ, θ) + G(θ, ν, η).
Kompletnost prostora (F ,G) sledi iz kompletnosti (F , δ) i nejednakosti iz
prethodne leme.
Definicija 2.6.1 Neka je (X, d) metricˇki prostor. Prostor (F ,G), gde je
G definisano sa (2.2) je izvedeni fazi G-metricˇki prostor, a G izvedena G-
metrika.
Lema 2.6.2 [74] Fazi G-metricˇki prostor (F ,G) nije simetricˇan .
Dokaz. Dokazujemo da G(µ, ν, ν) 6= G(ν, µ, µ). Ako je
sup
α∈(0,1]
sup
x∈µα
d(x, να) = A, sup
α∈(0,1]
sup
y∈να
d(y, µα) = b, sup
α∈(0,1]
d(να, µα) = C,
onda sledi
G(µ, ν, ν) = max{2A,B + C} 6= G(ν, µ, µ) = max{2B,A+ C}.
Glava 3
Teoreme o nepokretnoj tacˇki u
metricˇkim prostorima
Banahov princip kontrakcije u metricˇkim prostorima je jedan od najvazˇni-
jih rezultata u teoriji nepokretne tacˇke i nelinearnoj analizi uopsˇte. To je i
razlog sˇto se naucˇnici sˇirom sveta vec´ gotovo jedan vek bave uopsˇtavanjem
Banahovog rezultata u metricˇkim, kao i drugim prostorima koji predstavljaju
generalizaciju metricˇkih prostora. S.B. Nadler [61] je prvi dokazao postojanje
nepokretne tacˇke za viˇseznacˇna preslikavanja. Time se teorija nepokretne
tacˇke prosˇirila i na viˇseznacˇna preslikavanja.
Teorema koja je dokazana u delu 3.1. proizilazi iz rezultata koji je prezen-
tovan u radu [9], gde je Banahov princip kontrakcije prosˇiren na kontrakcije
integralnog tipa. Da bi se pokazalo viˇseznacˇno uopsˇtenje Branciarijevog re-
zultata, morali su se pretpostaviti dodatni uslovi za preslikavanje T , prostor
X ili funkciju ϕ. Dodatni uslovi koji su se koristili u ovoj tezi su sledec´i:
za preslikavanje T se pretpostavlja da je slabo demikompaktno u prvoj, za
prostor X da je ultrametricˇki u drugoj, a za preslikavanje ϕ da je subaditivno
u trec´oj teoremi.
U sekciji 3.2. dokazana je teorema koja predstavlja viˇseznacˇno uopsˇtenje
rezultata Khana [48] u okviru integralnih kontrakcja. Umesto Hausdorfovog
rastojanja izmedu skupova koristi se funkcija udaljenosti
δ(A,B) = sup
a∈A
sup
b∈B
d(a, b) sˇto je svakako strozˇiji uslov u odnosu na Hausdor-
fovo rastojanje, ali je bilo potrebno uvesti ga da bi dokazali egzistenciju
nepokretne tacˇke.
U sekciji 3.3 dokazana je teorema koja predstavlja uopsˇtenje poznate te-
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oreme Zamfireskua za viˇseznacˇna preslikavanja u okviru integralnih kontrak-
cija. Da bi se osigurala egzistencija nepokretne tacˇke dodali smo uslov sub-
aditivnosti za preslikavanje ϕ.
Sekcija 3.4. bavi se egzistencijom nepokretne tacˇke u metricˇkim pro-
storima sa konveksnom strukturom. Definicija ovih prostora uvedena je u
radu Takahasˇija [77]. Za konveksnu strukturu pretpostavljamo da zadovo-
ljava uslov
∫ d(W (x,z,s),W (y,z,s))
0
ϕ(t) dt ≤ s ∫ d(x,y)
0
ϕ(t) dt. Uz ovaj dodatni uslov
i primenom definicije rastojanja izmed´u skupova koje je definisano u sekciji
2.1., dokazana je teorema o nepokretnoj tacˇki za neekspanzivna preslikavanja
u metricˇkim prostorima sa konveksnom strukturom.
3.1 Kontrakcije Nadlerovog tipa
A. Branciari [9] je 2001. godine uopsˇtio Banahov princip kontrakcije za
jednoznacˇna preslikavanja primenom integralnog tipa kontrakcije.
Sa Φ oznacˇavamo klasu funkcija ϕ : [0,∞) → [0,∞) koje zadovoljavaju
sledec´e uslove:
(i) ϕ je Lebeg-integrabilno preslikavanje, sumabilno na svakom kompakt-
nom podskupu od [0,∞),
(ii)
∫ ε
0
ϕ(t)dt > 0 za svako ε > 0.
Lema 3.1.1 [54] Neka je {rn} nenegativan niz i ϕ ∈ Φ. Tada vazˇi
lim
n→∞
∫ rn
0
ϕ(t) dt = 0
ako i samo ako je lim
n→∞
rn = 0
Teorema 3.1.1 [9] Neka je (X, d) kompletan metricˇki prostor, c ∈ (0, 1) i
f : X → X preslikavanje tako da za sve x, y ∈ X vazˇi∫ d(f(x),f(y))
0
ϕ(t)dt ≤ c
∫ d(x,y)
0
ϕ(t)dt
pri cˇemu ϕ ∈ Φ. Tada f ima jedinstvenu fiksnu tacˇku a ∈ X tako da za
svako x ∈ X vazˇi lim
n→∞
fn(x) = a.
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Sam B. Nadler [61] je 1969. godine zapocˇeo izucˇavanje nepokretne tacˇke
na viˇseznacˇnim preslikavanjima. Uopsˇtio je Banahovu teoremu.
Definicija 3.1.1 Neka je (X, d) metricˇki prostor. Funkcija f : X → C(X)
je viˇseznacˇno kontraktivno preslikavanje ako je:
H(f(x), f(y)) ≤ qd(x, y),
za sve x, y ∈ X, pri cˇemu je 0 ≤ q < 1.
Definicija 3.1.2 Tacˇka x ∈ X je nepokretna tacˇka viˇseznacˇnog preslikava-
nja f ako vazˇi x ∈ f(x).
Teorema 3.1.2 [61] Neka je (X, d) kompletan metricˇki prostor. Ako je
f : X → CB(X) viˇseznacˇno kontraktivno preslikavanje, onda f ima ne-
pokretnu tacˇku.
Lema 3.1.2 [75] Neka je (X, d) metricˇki prostor, T : X → B(X) i neka
postoji q ∈ (0, 1) tako da za sve x, y ∈ X i svako δ > 0 vazˇi
(3.1)
∫ H(T (x),T (y))+δ
0
ϕ(t) dt ≤ q
∫ d(x,y)+δ/q
0
ϕ(t) dt,
pri cˇemu ϕ ∈ Φ. Tada postoji niz {xn}, xn+1 ∈ T (xn) tako da je
lim
n→∞
d(xn, xn+1) = 0.
Dokaz. Za svako x0 ∈ X, x1 ∈ Tx0, δ = q2, postoji x2 ∈ T (x1) tako da
(3.2) d(x1, x2) ≤ H(T (x0), T (x1)) + q2.
Iz (3.1) dobijamo∫ d(x1,x2)
0
ϕ(t) dt ≤
∫ H(T (x0),T (x1))+q2
0
ϕ(t) dt ≤
≤ q
∫ d(x0,x1)+q
0
ϕ(t) dt.
Dalje, postoji x3 ∈ Tx2 tako da je d(x2, x3) ≤ H(T (x1), T (x2)) + q4, pa sledi
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(3.3)
∫ d(x2,x3)
0
ϕ(t) dt ≤
∫ H(T (x1),T (x2))+q4
0
ϕ(t) dt ≤ q
∫ d(x1,x2)+q3
0
ϕ(t) dt.
Zbog (3.2) je
d(x1, x2) + q
3 ≤ H(T (x0), T (x1)) + q2 + q3,
i zbog (3.3)∫ d(x2,x3)
0
ϕ(t) dt ≤ q
∫ H(T (x0),T (x1))+q2+q3
0
ϕ(t) dt ≤
≤ q2
∫ d(x0,x1)+q+q2
0
ϕ(t) dt.
Nastavljajuc´i postupak dobijamo niz {xn}, xn+1 ∈ T (xn) tako da je
∫ d(xn,xn+1)
0
ϕ(t) dt ≤ qn
∫ d(x0,x1)+q+q2+···+qn
0
ϕ(t) dt ≤
. . .
≤ qn
∫ d(x0,x1)+q/(1−q)
0
ϕ(t) dt, n ∈ N.
Kada n→∞ zakljucˇujemo da je
lim
n→∞
∫ d(xn,xn+1)
0
ϕ(t) dt = 0,
i zbog Leme 3.1.1, lim
n→∞
d(xn, xn+1) = 0.
Komentar 3.1.1 Ako je ϕ(t) ≡ 1 i ako T : X → CB(X) dobijamo
Nadlerovu q-kontrakciju.
Definicija 3.1.3 Neka je (X, d) metricˇki prostor, P(X) partitivni skup od
X i T : X → P(X) \ ∅. Preslikavanje T je proksimalno ako za svako x ∈ X
postoji x′ ∈ T (x) tako da je d(x, T (x)) = d(x, x′).
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Lema 3.1.3 Pretpostavimo da je T : X → B(X) proksimalno preslikavanje.
Tada uslov 3.1 iz Leme 3.1.2 mozˇe biti redukovan na∫ H(T (x),T (y))
0
ϕ(t) dt ≤ q
∫ d(x,y)
0
ϕ(t) dt.
Definicija 3.1.4 Neka je (X, d) metricˇki prostor, P(X) partitivni skup od
X, i T : X → P(X) \ ∅. Preslikavanje T je slabo demikompaktno ako
i samo ako za svaki niz {xn} iz X za koji vazˇi xn+1 ∈ T (xn), n ∈ N i
lim
n→∞
d(xn+1, xn) = 0, sledi da postoji konvergentan podniz {xnk}.
Lema 3.1.4 [75] Neka su ispunjeni svi uslovi Leme 3.1.2 i neka je preslika-
vanje T slabo demikompaktno. Tada niz {xn} ima Kosˇijev podniz {xnk}.
Lema 3.1.5 [75] Neka je (X, d) ultrametricˇki prostor i neka su ispunjeni svi
uslovi Leme 3.1.2. Tada je niz {xn} Kosˇijev.
Dokaz. Iz Leme 3.1.2 sledi da je
lim
n→∞
d(xn, xn+1) = 0,
sˇto znacˇi da za svako ε > 0 postoji n0 ∈ N tako da za sve n ≥ n0 vazˇi
d(xn, xn+1) ≤ ε. Kako je
d(xn, xn+2) ≤ max{d(xn, xn+1), d(xn+1, xn+2)} < ε, n ≥ n0,
za svako p ∈ N vazˇi
d(xn, xn+p) < ε, n ≥ n0.
Dakle, niz {xn} je Kosˇijev.
Lema 3.1.6 [75] Neka su ispunjeni svi uslovi Leme 3.1.2 i neka je funkcija
ϕ ∈ Φ takva da ∫ α+β
0
ϕ(t)dt ≤ ∫ α
0
ϕ(t)dt +
∫ β
0
ϕ(t)dt za sve α, β ∈ [0,∞).
Tada je niz {xn} Kosˇijev.
Dokaz. Kako je∫ d(xn,xn+p)
0
ϕ(t) dt ≤
∫ d(xn,xn+1)+d(xn+1,xn+2)+...+d(xn+p−1,xn+p)
0
ϕ(t) dt ≤
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≤
∫ d(xn,xn+1)
0
ϕ(t) dt+
∫ d(xn+1,xn+2)
0
ϕ(t) dt+ ...+
∫ d(xn+p−1,xn+p)
0
ϕ(t) dt
i iz Leme 3.1.2 sledi da je
lim
n→∞
d(xn, xn+1) = 0,
sˇto znacˇi da za svako ε > 0 postoji n0 ∈ N tako da za sve n ≥ n0 vazˇi
d(xn, xn+1) ≤ ε. Dakle, niz {xn}n∈N je Kosˇijev.
Teorema 3.1.3 [75] Neka je (X, d) kompletan metricˇki prostor. Ako su za
preslikavanje T : X → CB(X) ispunjeni uslovi Leme 3.1.4 ili Leme 3.1.5 ili
Leme 3.1.6 tada T ima nepokretnu tacˇku.
Dokaz. Posmatrac´emo slucˇaj kada su ispunjeni uslovi Leme 3.1.4. Tada
niz {xn} ima Kosˇijev podniz {xnk} i lim
k→∞
xnk = x
∗. Ostaje da dokazˇemo da
x∗ ∈ T (x∗). Pretpostavimo suprotno, tj. d(x∗, T (x∗)) = η > 0. Koristec´i
d(x∗, T (x∗)) ≤ d(x∗, xnk+1) + d(xnk+1, T (x∗)) ≤
≤ d(x∗, xnk) + d(xnk+1, xnk) + d(xnk+1, T (x∗)),
d(xnk+1, T (x
∗)) ≤ H(T (xnk), T (x∗)) ≤ H(T (xnk), T (x∗)) + δ, δ > 0
i uslov (3.1), stavljajuc´i δ = qη, dobijamo
(3.4)∫ d(xnk+1,T (x∗))
0
ϕ(t) dt ≤
∫ H(T (xnk ),T (x∗))+qη
0
ϕ(t) dt ≤ q
∫ d(xnk ,x∗)+η
0
ϕ(t) dt,
k ∈ N, gde je xnk bilo koji cˇlan konvergentnog podniza {xnk}.
Pusˇtajuc´i da k →∞ u (3.4) dobijamo∫ η
0
ϕ(t) dt ≤ q
∫ η
0
ϕ(t) dt,
sˇto je nemoguc´e, te je pretpostavka d(x∗, T (x∗)) = η > 0 pogresˇna. Odatle
sledi da je d(x∗, T (x∗)) = 0. Kako je T (x∗) zatvoren skup, x∗ ∈ T (x∗).
Dokaz za dva preostala slucˇaja je slicˇan.
U narednom primeru navodimo viˇseznacˇno preslikavanje kompletnog me-
tricˇkog prostora u samog sebe koje nije kontrakcija u Nadlerovom smislu, a
jeste kontrakcija u smislu Definicije 3.1.
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Primer. Neka je integrabilna funkcija ϕ definisana sa
ϕ(t) =
{
t
1
t
−2(1− ln t), t > 0
0, t = 0.
Ocˇigledno, ϕ ∈ Φ. Takode, kako je prvi izvod funkcije t 1t , t > 0 jednak
funkciji ϕ(t), dobijamo da vazˇi jednakost∫ y
0
ϕ(t) dt = y
1
y .
Jedinicˇni interval X = [0, 1] snabdeven Euklidskom metrikom d je kompletan
metricˇki prostor. Viˇseznacˇno preslikavanje T : X → 2X zadato je sa
T (x) =
{ (
x
2x+1
, x
x+1
]
, x ∈ (0, 1]
0, x = 0.
Viˇseznacˇno preslikavanje T nije kontrakcija Nadlerovog tipa (tj. T ne zado-
voljava uslove Nadlerove teoreme). Zaista, kako je
d(x, y) = |x− y|, H(T (x), T (y)) =
∣∣∣∣ xx+ 1 − yy + 1
∣∣∣∣ ,
dobijamo da je
sup
x,y∈[0,1]
∣∣∣∣H(T (x), T (y))d(x, y)
∣∣∣∣ = sup
x,y∈[0,1]
∣∣∣∣∣
x
x+1
− y
y+1
x− y
∣∣∣∣∣ = supx,y∈[0,1]
∣∣∣∣ 1(x+ 1)(y + 1)
∣∣∣∣ = 1,
te ne postoji q ∈ (0, 1) takvo da je H(T (x), T (y)) ≤ q d(x, y) za sve x, y ∈
[0, 1].
Dalje, pokazac´emo da viˇseznacˇno preslikavanje T jeste integralna kontra-
kcija. Kako je ovo preslikavanje proksimalno, jer za svako x ∈ [0, 1] postoji
x′ = x
x+1
tako da je d(x, T (x)) = d(x, x′), integralna kontraktivnost svodi se
na uslov da za sve x, y ∈ [0, 1] i neko q ∈ (0, 1), vazˇi∫ H(T (x),T (y))
0
ϕ(t) dt ≤ q
∫ d(x,y)
0
ϕ(t) dt.
Poslednja nejednakost ekvivalentna je sa
H(T (x), T (y))
1
H(T (x),T (y)) ≤ q d(x, y) 1d(x,y) .
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Pokazac´emo da za q = 1
2
i za sve x, y ∈ [0, 1] vazˇi poslednja nejednakost. Ne
gubi se na opsˇtosti ako pretpostavimo da je y < x. Kako je za sve x, y ∈ [0, 1],
y < x,
x ≤ xy + 3y + 1 ⇔ 2x ≤ xy + x+ 3y + 1 ⇔
⇔ 2x− 2y ≤ xy + x+ y + 1 ⇔ 2(x− y) ≤ (x+ 1)(y + 1) ⇔
⇔ x− y
(x+ 1)(y + 1)
≤ 1
2
,
i vazˇe naredne nejednakosti
xy + x+ y
x− y ≥ 1,
(
1
(x+ 1)(y + 1)
) 1
x−y
≤ 1,
dobijamo (
x− y
(x+ 1)(y + 1)
)xy+x+y
x−y
(
1
(x+ 1)(y + 1)
) 1
x−y
=
=
(
x− y
(x+ 1)(y + 1)
)xy+x+y
x−y
(
x− y
(x+ 1)(y + 1)
) 1
x−y
(
1
x− y
) 1
x−y
≤ 1
2
,
te je (
x− y
(x+ 1)(y + 1)
) (x+1)(y+1)
x−y
≤ 1
2
(x− y) 1x−y .
To znacˇi da je (
x
x+ 1
− y
y + 1
) 1
x
x+1−
y
y+1 ≤ 1
2
(x− y) 1x−y ,
tj. ∫ H(T (x),T (y))
0
ϕ(t) dt ≤ 1
2
∫ d(x,y)
0
ϕ(t) dt.
sˇto je i trebalo dokazati. Preslikavanje T zadovoljava uslove Leme 3.1.3,
te postoji niz {xn}, xn+1 ∈ Txn tako da lim
n→∞
d(xn, xn+1) = 0. Polazec´i od
definicije viˇseznacˇnog preslikavanja T , uocˇavamo da je pozicija originala x 6=
0 i slike
(
x
2x+1
, x
x+1
]
opisana relacijom
x >
x
x+ 1
>
x
2x+ 1
.
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Takode, ukoliko je 0 < y < x ≤ 1, tada je T (y) < T (x), tj.
y
2y + 1
<
x
2x+ 1
i
y
y + 1
<
x
x+ 1
.
Formiramo niz iteracija {xn}. Neka je x0 ∈ (0, 1] i neka je niz {xn} iz X
formiran tako da xn+1 ∈ T (xn), n ∈ N. Zakljucˇujemo da za svako n ∈ N vazˇi
d(xn, xn+1) < d(xn,
xn
1 + 2xn
).
Na osnovu odnosa originala i slike, dobijamo
x1 ∈ T (x0) =
(
x0
2x0 + 1
,
x0
x0 + 1
]
, x2 ∈ T 2(x0) ⊂
(
x0
4x0 + 1
,
x0
2x0 + 1
]
, · · ·
xn ∈ T n(x0) ⊂
(
x0
2nx0 + 1
,
x0
nx0 + 1
]
, · · ·
gde je T 2(x) = ∪y∈T (x)T (y). Ocˇigledno, niz intervala
{(
x0
2nx0+1
, x0
nx0+1
]}
n∈N
tezˇi u H-metrici ka 0, te i niz {xn} tezˇi ka 0. To dalje implicira da za svaki niz
{xn} iz X za koji vazˇi xn+1 ∈ T (xn), n ∈ N i lim
n→∞
d(xn+1, xn) = 0, sledi da
postoji konvergentan podniz {xnk}. Primenom Teoreme 3.1.3. zakljucˇujemo
da t ima nepokretnu tacˇku i ocˇigledno je to tacˇka 0. Uocˇavamo da je, u ovom
primeru, nepokretna tacˇka dobijena na opisan nacˇin, jedinstvena.
3.2 Kontrakcije primenom funkcije promen-
ljivog rastojanja
M. S. Khan, M. Swalh i S. Sessa [48] su 1984. godine dokazali teoremu o
nepokretnoj tacˇki u metricˇkim prostorima primenom funkcije promenljivog
rastojanja
Definicija 3.2.1 Funkcija ψ : [0,∞) → [0,∞) je funkcija promenljivog ra-
stojanja ako je
(i) ψ rastuc´a i neprekidna,
(ii) ψ(t) = 0 ako i samo ako je t = 0.
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Neka je
Ψ = {ψ : [0,∞)→ [0,∞), ψ je funkcija promenljivog rastojanja}
klasa funkcija koje ispunjavaju uslove (i) i (ii).
Teorema 3.2.1 [48] Neka je (X, d) kompletan metricˇki prostor, T : X → X,
ψ je funkcija promenljivog rastojanja funkcija i a : (0,∞) → [0, 1) tako da
vazˇi
ψ(d(T (x), T (y))) ≤ a(d(x, y))ψ(d(x, y))
za x, y ∈ X, x 6= y. Tada preslikavanje T ima nepokretnu tacˇku.
Funkcija δ : B(X)×B(X)→ [0,∞) je definisana sa
δ(A,B) = sup{d(a, b) : a ∈ A, b ∈ B}.
Ako je skup A = {a} jednocˇlan, piˇsemo δ(A,B) = δ(a,B), i ako je B = {b},
tada δ(A,B) = δ(a, b) = d(a, b). Za sve A,B,C ∈ B(X) vazˇi sledec´e
δ(A,B) = δ(B,A) ≥ 0, δ(A,B) ≤ δ(A,C) + δ(C,B),
δ(A,A) = diamA, δ(A,B) = 0 ⇔ A = B = {a}.
Sledec´a teorema je uopsˇtenje Khanove teoreme. Posmatra se viˇseznacˇno
preslikavanje i integralna kontrakcija.
Teorema 3.2.2 [75] Neka je (X, d) kompletan metricˇki prostor, T : X →
B(X) i ψ ∈ Ψ. Neka je k opadajuc´a funkcja, k : [0,∞) → [0, 1) tako da za
sve x, y ∈ X, x 6= y vazˇi
(3.5) ψ
(∫ δ(Tx,Ty)
0
ϕ(t)dt
)
≤ k(d(x, y))ψ
(∫ d(x,y)
0
ϕ(t)dt
)
,
pri cˇemu je ϕ ∈ Φ. Tada preslikavanje T ima jedinstvenu nepokretnu tacˇku
x∗ ∈ X, {x∗} = T (x∗).
Dokaz. Neka je x0 ∈ X. Ako je {x0} = T (x0), tada x0 = x∗. Ako
{x0} 6= T (x0), tada postoji x1 ∈ T (x0), x0 6= x1. Uslov (3.5) implicira da
(3.6) ψ
(∫ δ(T (x0),T (x1))
0
ϕ(t)dt
)
≤ k(d(x0, x1))ψ
(∫ d(x0,x1)
0
ϕ(t)dt
)
<
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< ψ
(∫ d(x0,x1)
0
ϕ(t)dt
)
.
Na osnovu istih argumenata ako je {x1} = T (x1), onda je x1 = x∗, inacˇe
postoji x2 ∈ T (x1), x2 6= x1. Kako je d(x1, x2) ≤ δ(T (x0), T (x1)), a funkcija
ψ je rastuc´a i zbog (3.6) dobijamo
(3.7) ψ
(∫ (x1,T (x0))
0
ϕ(t)dt
)
≤ ψ
(∫ δ(T (x0),T (x1))
0
ϕ(t)dt
)
≤
≤ k(d(x0, x1))ψ
(∫ d(x0,x1)
0
ϕ(t)dt
)
< ψ
(∫ d(x0,x1)
0
ϕ(t)dt
)
.
te je
d(x1, x2) < d(x0, x1).
Ponavljajuc´i postupak, konstruiˇsemo niz {xn} tako da je xn+1 ∈ T (xn) i
0 < d(xn, xn+1) < d(xn−1, xn) < · · · < d(x0, x1).
Kako je niz {d(xn, xn+1)} opadajuc´i i ogranicˇen sa donje strane, on je kon-
vergentan i
lim
n→∞
d(xn, xn+1) = p,
pri cˇemu je p ≤ d(xn, xn+1), za sve n ∈ N. Ako pretpostavimo da je p > 0,
tada relacija (3.5) i to sˇto je k opadajuc´a funkcija implicira
ψ
(∫ d(xn,xn+1)
0
ϕ(t)dt
)
≤ ψ
(∫ δ(T (xn−1),T (xn))
0
ϕ(t)dt
)
≤
(3.8)
≤ k(d(xn−1, xn))ψ
(∫ d(xn−1,xn)
0
ϕ(t)dt
)
≤ k(p)ψ
(∫ d(xn−1,xn)
0
ϕ(t)dt
)
.
Pusˇtajuc´i da n→∞ u (3.8), dobijamo
(3.9) ψ
(∫ p
0
ϕ(t)dt
)
≤ k(p)ψ
(∫ p
0
ϕ(t)dt
)
< ψ
(∫ p
0
ϕ(t)dt
)
,
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sˇto je kontradikcija, pa je p = 0.
Treba da pokazˇemo da je niz {xn} Kosˇijev. Pretpostavimo suprotno, da
niz nije Kosˇijev. Tada postoji ε > 0 i beskonacˇno mnogo parova (xi, xj),
tako da je d(xi, xj) ≥ ε. Podniz parova {(xim , xjm)}, pri cˇemu je im < jm za
sve m ∈ N, je izabran tako da zadovoljava sledec´e nejednakosti:
(3.10) d(xim , xjm) ≥ ε, d(xim , xs) < ε, za sve s ∈ {im + 2, · · · , jm − 1}.
Tada
(3.11) ε ≤ d(xim , xjm) ≤ d(xim , xim−1) + d(xim−1, xjm) < ε+ d(xim , xim−1),
i pusˇtajuc´i da m→∞ dobijamo
ε ≤ lim
m→∞
d(xim , xjm) ≤ ε,
tj.,
lim
m→∞
d(xim , xjm) = ε.
Kako je
d(xim , xjm) ≤ d(xim , xim−1) + d(xim−1, xjm−1) + d(xjm−1, xjm),
dobijamo
(3.12) ε = lim
m→∞
d(xim , xjm) = 0 + lim
m→∞
d(xim−1, xjm−1) + 0,
pa je, lim
m→∞
d(xim−1, xjm−1) = ε. Stoga, postoji m0 ∈ N tako da za sve
m > m0, d(xim−1, xjm−1) ≥ ε2 . Odatle je k(d(xim−1, xjm−1)) ≤ k( ε2) za sve
m > m0. Pozivajuc´i se na xim ∈ T (xim−1) i xjm ∈ T (xjm−1), imamo
ψ
(∫ d(xim ,xjm )
0
ϕ(t)dt
)
≤ ψ
(∫ δ(T (xim−1),T (xjm−1))
0
ϕ(t)dt
)
≤
≤ k(d(xim−1, xjm−1))ψ
(∫ d(xim−1,xjm−1)
0
ϕ(t)dt
)
≤
≤ k
(ε
2
)
ψ
(∫ d(xim−1,xjm−1)
0
ϕ(t)dt
)
,
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za sve m > m0 i kada m→∞ dobijamo
ψ
(∫ ε
0
ϕ(t)dt
)
≤ k
(ε
2
)
ψ
(∫ ε
0
ϕ(t)dt
)
< ψ
(∫ ε
0
ϕ(t)dt
)
.
Ocˇigledno, poslednja nejednakost je netacˇna, sˇto znacˇi da je pretpostavka
da je niz Kosˇijev, pogresˇna. Sledi da je niz {xn} Kosˇijev, a posˇto je prostor
kompletan, postoji x∗ ∈ X, tako da lim
n→∞
xn = x
∗.
Ostaje da se dokazˇe da δ(x∗, T (x∗)) = 0. Neka je ρn = d(xn, x∗). Kako za
sve n ∈ N, xn+1 ∈ T (xn), zakljucˇujemo da
ψ
(∫ δ(xn+1,T (x∗))
0
ϕ(t)dt
)
≤ ψ
(∫ δ(T (xn),Tx∗)
0
ϕ(t)dt
)
≤
(3.13) ≤ k(ρn)ψ
(∫ ρn
0
ϕ(t)dt
)
< ψ
(∫ ρn
0
ϕ(t)dt
)
.
Znajuc´i da ρn konvergira ka 0 kada n→∞, zbog (3.13), lim
n→∞
δ(xn+1, T (x
∗)) =
0. Relacija
(3.14) δ(x∗, T (x∗)) ≤ d(x∗, xn+1) + δ(xn+1, T (x∗)) = ρn + δ(xn+1, T (x∗))
zajedno sa prethodnim zakljucˇkom daje {x∗} = T (x∗).
Jedinstvenost fiksne tacˇke x∗ sledi iz uslova (3.5).
Komentar 3.2.1 Slicˇno kao kod kontrakcija Nadlerovog tipa iz poglavlja
3.1., u uslovu (3.5) rastojanje δ se mozˇe zameniti metrikom H uz dodatni
uslov kao u Teoremi (3.1.3)
3.3 Teoreme o nepokretnoj tacˇki Zamfiresku
tipa
T. Zamfirescu [82] je 1972. godine je ujedinio teoreme Banahha, Kanana
iˇaterjea.
Definicija 3.3.1 [82] Neka je (X, d) metricˇki prostor, T : X → X . Pre-
slikavanje T je Zamfiresku preslikavanje ako postoje brojevi a, b, c ∈ R, 0 ≤
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a < 1, 0 ≤ b < 1
2
i 0 ≤ c < 1
2
tako da je za svako x, y ∈ X zadovoljen bar
jedan od uslova:
(Z1) d(T (x), T (y)) ≤ ad(x, y),
(Z2) d(T (x), T (y)) ≤ b(d(x, T (x)) + d(y, T (y))),
(Z3) d(T (x), T (y)) ≤ c(d(x, T (y)) + d(y, T (x))).
Teorema 3.3.1 [82] Neka je (X, d) kompletan metricˇki prostor i
T : X → X. Ako je T Zamfiresku preslikavanje, onda T ima jedinstvenu
nepokretnu tacˇku.
Definicija 3.3.2 Neka je (X, d) metricˇki prostor, φ ∈ Φ i f : X → CB(X).
Preslikavanje f je viˇseznacˇno Zamfiresku preslikavanje integralnog tipa ako
postoji a, b, c ∈ R, 0 < a < 1, 0 < b < 1
2
i 0 < c < 1
2
tako da je za svako
x, y ∈ X zadovoljen bar jedan od uslova:
(Z1)
∫ H(f(x),f(y))
0
ϕ(t) dt ≤ a ∫ d(x,y)
0
ϕ(t) dt
(Z2)
∫ H(f(x),f(y))
0
ϕ(t) dt ≤ b ∫ d(x,f(x))+d(y,f(y))
0
ϕ(t) dt
(Z3)
∫ H(f(x),f(y))
0
ϕ(t) dt ≤ c ∫ d(x,f(y))+d(y,f(x))
0
ϕ(t) dt
Lema 3.3.1 Neka je (X, d) metricˇki prostor, A,B ⊆ X, i q ∈ R, q > 1.
Neka je φ ∈ Φ takvo da vazˇi ∫ α+β
0
ϕ(t)dt ≤ ∫ α
0
ϕ(t)dt +
∫ β
0
ϕ(t)dt za sve
α, β ∈ [0,∞). Tada za svako a ∈ A, postoji b ∈ B tako da vazˇi∫ d(a,b)
0
ϕ(t) dt ≤ (bqc+ 1)
∫ H(A,B)
0
ϕ(t) dt.
Dokaz. Koristec´i definiciju Hausdorfovog rastojanja za svako a ∈ A i za
svako ε > 0, postoji b ∈ B tako da
d(a, b) ≤ H(A,B) + ε.
Neka je ε ≤ (q − 1)H(A,B). Tada postoji b ∈ B tako da
d(a, b) ≤ H(A,B) + (q − 1)H(A,B) = qH(A,B) < (bqc+ 1)H(A,B).
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Koristec´i pretpostavku da je
∫ α+β
0
ϕ(t)dt ≤ ∫ α
0
ϕ(t)dt +
∫ β
0
ϕ(t)dt dobi-
jamo
∫ d(a,b)
0
ϕ(t) dt ≤
∫ (bqc+1)H(A,B)
0
ϕ(t) dt ≤
≤
∫ H(A,B)
0
ϕ(t) dt+ · · ·+
∫ H(A,B)
0
ϕ(t) dt︸ ︷︷ ︸
(bqc+1)−puta
=
= (bqc+ 1)
∫ H(A,B)
0
ϕ(t) dt.
Teorema 3.3.2 Neka je (X, d) kompletan metricˇki prostor, f : X → CB(X)
viˇseznacˇno Zamfiresku preslikavanje integralnog tipa i neka vazˇi
∫ α+β
0
ϕ(t)dt ≤∫ α
0
ϕ(t)dt +
∫ β
0
ϕ(t)dt za sve α, β ∈ [0,∞). Tada postoji x ∈ X, tako da
x ∈ fx.
Dokaz. Neka je x0 ∈ X i x1 ∈ fx0. Ako je H(fx0, fx1) = 0, iz x1 ∈ fx0
sledi da x1 ∈ fx1 i dokaz je zavrsˇen. Pretpostavimo da je H(f(x0), f(x1)) >
0. Izaberimo q > 1 tako da (bqc+ 1) < min{ 1
a
, 1
2b
, 1
2c
}. Na osnovu Leme 3.3.1
zakljucˇujemo da postoji x2 ∈ f(x1) tako da je
(3.15) d(x1, x2) ≤ H(f(x0), f(x1)) + (q − 1)H(f(x0), f(x1)) =
= (qH(f(x0), f(x1)) < bqc+ 1)H(f(x0), f(x1)).
Koristec´i (3.15) i (Z1) dobijamo
(3.16)
∫ d(x1,x2)
0
ϕ(t) dt ≤ (bqc+ 1)a
2
∫ d(x0,x1)
0
ϕ(t) dt.
Na osnovu (3.15) i (Z2) sledi
∫ d(x1,x2)
0
ϕ(t) dt ≤ (bqc+ 1)b
∫ d(x0,fx0)+d(x1,f(x1))
0
ϕ(t) dt ≤
≤ (bqc+ 1)b
∫ d(x0,x1)+d(x1,x2)
0
ϕ(t) dt ≤
≤ (bqc+ 1)b
∫ d(x0,x1)
0
ϕ(t) dt+ (bqc+ 1)b
∫ d(x1,x2)
0
ϕ(t) dt
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pa je
(3.17)
∫ d(x1,x2)
0
ϕ(t) dt ≤ (bqc+ 1)b
1− (bqc+ 1)b
∫ d(x0,x1)
0
ϕ(t) dt.
Iz (3.15) i (Z3) dobijamo
∫ d(x1,x2)
0
ϕ(t) dt ≤ (bqc+ 1)c
∫ d(x0,fx1)+d(x1,fx0)
0
ϕ(t) dt ≤
≤ (bqc+ 1)c
∫ d(x0,x2)+d(x1,x1)
0
ϕ(t) dt ≤
≤ (bqc+ 1)c
∫ d(x0,x1)
0
ϕ(t) dt+ (bqc+ 1)c
∫ d(x1,x2)
0
ϕ(t) dt
odakle sledi
(3.18)
∫ d(x1,x2)
0
ϕ(t) dt ≤ (bqc+ 1)
c
2
1− (bqc+ 1) c
2
∫ d(x0,x1)
0
ϕ(t) dt.
Neka je
α = max{(bqc+ 1)a, (bqc+ 1)b
1− (bqc+ 1)b,
(bqc+ 1)c
1− (bqc+ 1) c
2
}, α < 1.
Postupimo analogno pri izboru xn ∈ f(xn−1), n ∈ N tako da vazˇi
(3.19)∫ d(xn,xn+1)
0
ϕ(t) dt ≤ α
∫ d(xn−1,xn)
0
ϕ(t) dt ≤ · · · ≤ αn
∫ d(x0,x1)
0
ϕ(t) dt,
i zakljucˇujemo da je
lim
n→∞
d(xn, xn+1) = 0.
Treba da pokazˇemo da je niz {xn} Kosˇijev. Pretpostavimo suprotno, da
postoji ε > 0 tako da za svako n ∈ N postoji mk, nk ∈ N, mk > nk > n tako
da
3.3. Teoreme o nepokretnoj tacˇki Zamfiresku tipa 57
d(xmk , xnk) ≥ ε, d(xmk−1, xnk) < ε.
Analogno kao u prethodnoj teoremi dobijamo
lim
k→∞
d(xmk , xnk) = ε.
i
lim
k→∞
d(xmk+1, xnk+1) = ε.
Iz xmk+1 ∈ f(xmk) i xnk+1 ∈ f(xnk), i na osnovu Leme 3.3.1 dobijamo
∫ d(xmk+1,xnk+1)
0
ϕ(t) dt ≤ (bqc+ 1)
∫ H(f(xmk ),f(xnk ))
0
ϕ(t) dt, k ∈ N.
Primenom (Z1) imamo∫ d(xmk+1,xnk+1)
0
ϕ(t) dt ≤ (bqc+ 1)a
∫ d(xmk ,xnk )
0
ϕ(t) dt, k ≥ k1.
Pusˇtajuc´i da k →∞ dobijamo kontradikciju, tj.∫ ε
0
ϕ(t) dt ≤ (bqc+ 1)a
∫ ε
0
ϕ(t) dt.
Na osnovu (Z2) imamo
∫ d(xmk+1,xnk+1)
0
ϕ(t) dt ≤ (bqc+ 1)b
∫ d(xmk ,f(xmk ))+d(xnk ,f(xnk ))
0
ϕ(t) dt ≤
≤ (bqc+ 1)b
∫ d(xmk ,xmk+1)+d(xnk ,xnk+1)
0
ϕ(t) dt, k ∈ N.
Pusˇtajuc´i da k →∞ dobijamo kontradikciju, tj.
lim
k→∞
∫ d(xmk+1,xmk+1)
0
ϕ(t) dt = 0.
Iz (Z3) dobijamo
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∫ d(xmk+1,xnk+1)
0
ϕ(t) dt ≤ (bqc+ 1)c
∫ d(xmk ,f(xnk ))+d(xnk ,f(xmk ))
0
ϕ(t) dt ≤
≤ (bqc+ 1)c
∫ d(xmk ,xnk+1)+d(xnk ,xmk+1)
0
ϕ(t) dt ≤
≤ (bqc+ 1)c(
∫ d(xmk ,xmk+1)
0
ϕ(t) dt+
+
∫ d(xmk+1,xnk+1)
0
ϕ(t) dt+
+
∫ d(xnk ,xnk+1)
0
ϕ(t) dt+
∫ d(xnk+1,xmk+1)
0
ϕ(t) dt),
k ∈ N. Pusˇtajuc´i da k →∞ dobijamo kontradikciju tj.,∫ ε
0
ϕ(t) dt ≤ (bqc+ 1) c
∫ ε
0
ϕ(t) dt.
Sledi da je niz {xn} Kosˇijev, a kako je prostor kompletan, sledi da postoji
x ∈ X tako da je
lim
n→∞
xn = x.
Ostaje da dokazˇemo da x ∈ f(x). Pretpostavimo suprotno, da je d(x, f(x)) =
η > 0. Kako d(x, f(x)) ≤ d(x, xn+1) + d(xn+1, f(x)), n ∈ N, i xn+1 ∈ f(xn)
postoji p ∈ fx tako da primenom (Z1) dobijamo kontradikciju∫ d(x,f(x))
0
ϕ(t) dt ≤
∫ d(x,xn+1)
0
ϕ(t) dt+
∫ d(xn+1,p)
0
ϕ(t) dt ≤
≤
∫ d(x,xn+1)
0
ϕ(t) dt+ (bqc+ 1)a
∫ d(xn,x)
0
ϕ(t) dt.
Tada
lim
n→∞
∫ d(x,f(x))
0
ϕ(t) dt = 0⇒ d(x, f(x)) = 0.
Primenom (Z2) dobijamo kontradikciju:∫ d(x,f(x))
0
ϕ(t) dt ≤
∫ d(x,xn+1)
0
ϕ(t) dt+
∫ d(xn+1,p)
0
ϕ(t) dt ≤
≤
∫ d(x,xn+1)
0
ϕ(t) dt+ (bqc+ 1)b(
∫ d(xn,f(xn))
0
ϕ(t) dt+
∫ d(x,f(x))
0
ϕ(t) dt),
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tj. za n→∞ dobija se∫ d(x,f(x))
0
ϕ(t) dt ≤ (bqc+ 1) b
2
∫ d(x,f(x))
0
ϕ(t) dt⇒ d(x, f(x)) = 0.
Analogno, koristec´i (Z3) takode dobijamo kontradikciju.
3.4 Neekspanzivna preslikavanja u prostorima
sa konveksnom strukturom
Definicija 3.4.1 Metricˇki prostor sa konveksnom strukturom (X, d,W ) za-
dovoljava uslov (∗) ako za svako x, y, z,∈ X i svako s ∈ [0, 1] vazˇi
(3.20) (∗)
∫ d(W (x,z,s),W (y,z,s))
0
ϕ(t) dt ≤ s
∫ d(x,y)
0
ϕ(t) dt,
pri cˇemu ϕ ∈ Φ.
Teorema 3.4.1 [75] Neka kompletan metricˇki prostor sa konveksnom struk-
turom (X, d,W ) zadovoljava uslov (∗), i neka je preslikavanje T : X →
CB(X) takvo da za sve x, y ∈ X vazˇi
(3.21)
∫ δ(T (x),T (y))
0
ϕ(t) dt ≤
∫ d(x,y)
0
ϕ(t) dt,
gde je ϕ ∈ Φ. Ako je konveksna struktura W neprekidna u odnosu na prvu
promenljivu i ako je skup T (X) kompaktan, tada postoji z∗ ∈ X tako da
{z∗} = T (z∗).
Dokaz. Fiksirajmo x0 ∈ X. Neka je {kn} niz iz intervala (0, 1) takav da
je lim
n→∞
kn = 1, i neka je
Tn(x) = ∪z∈T (x)W (z, x0, kn) = W (T (x), x0, kn) ⊆ X.
Dokaz izvodimo u cˇetiri koraka.
Korak 1. Prvo c´emo pokazati da je Tn(x) kompaktan podskup od X za
sve x ∈ X. Skup Tn(x) je unija od W (z, x0, kn) ⊂ X, z ∈ T (x), sˇto implicira
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da Tn(x) ⊆ X. Neka je {αi}i∈N ⊂ Tn(x). Iz definicija skupa Tn(x) sledi
egzistencija niza {βi}i∈N ⊂ T (x), pri cˇemu je αi = W (βi, x0, kn).
Kako je skup T (X) kompaktan, onda je i skup T (x) ⊂ T (X) takode
kompaktan, sˇto implicira egzistenciju konvergentnog podniza {βim}m∈N ⊂
{βi}i∈N ⊂ T (x), lim
m→∞
βim = β ∈ T (x). Pozivajuc´i se na (3.20) i na neprekid-
nost W u odnosu na prvu promenljivu, podniz {αim}m∈N ⊂ {αi}i∈N ⊂ Tn(x)
je takode konvergentan i vazˇi
lim
m→∞
αim = lim
m→∞
W (βim , x0, kn) = α = W (β, x0, kn) ∈ Tnx.
Korak 2. Dokazac´emo da je za sve x, y ∈ X i za sve n ∈ N sledec´a
nejednakost tacˇna,
(3.22)
∫ δ(Tn(x),Tn(y))
0
ϕ(t) dt ≤ kn
∫ d(x,y)
0
ϕ(t) dt.
Neka u ∈ Tn(x) = W (T (x), x0, kn) i v ∈ Tn(y) = W (T (y), x0, kn). Tada
postoji p ∈ T (x) i q ∈ T (y) tako da u = W (p, x0, kn) i v = W (q, x0, kn).
Primenom (3.20) i (3.21) dobijamo da je
(3.23)
∫ d(u,v)
0
ϕ(t) dt =
∫ d(W (p,x0,kn),W (q,x0,kn))
0
ϕ(t) dt ≤ kn
∫ d(p,q)
0
ϕ(t) dt ≤
≤ kn
∫ δ(T (x),T (y))
0
ϕ(t) dt ≤ kn
∫ d(x,y)
0
ϕ(t) dt.
Kako je (3.23) zadovoljeno za svako u ∈ Tn(x) i v ∈ Tn(y), nejednakost
(3.22) je takode zadovoljena.
Korak 3. Da bi dokazali da preslikavanje Tn ima jedinstvenu nepokretnu
tacˇku xn tako da {xn} = Tn(xn), formirac´emo iterativni niz {yi}i∈N biranjem
y0 ∈ X, y1 ∈ Tn(y0) i y2 ∈ Tn(y1). Ocˇigledno, d(y1, y2) ≤ δ(Tn(y0), Tn(y1)).
Nastavljajuc´i taj proces, dobijamo niz {yi}i∈N sa osobinom da za svako i ∈ N,
yi ∈ Tn(yi−1) i d(yi, yi+1) ≤ δ(Tn(yi−1), Tn(yi)). Koristec´i poslednju nejedna-
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kost (3.22), dobijamo∫ d(yi,yi+1)
0
ϕ(t) dt ≤
∫ δ(Tn(yi−1),Tn(yi))
0
ϕ(t) dt ≤
≤ kn
∫ d(yi−1,yi)
0
ϕ(t) dt ≤
. . .
≤ kin
∫ d(y0,y1)
0
ϕ(t) dt.
Ako i → ∞, na osnovu Leme 3.1.1, vidimo da je lim
i→∞
d(yi, yi+1) = 0 i
lim
i→∞
δ(Tn(yi−1), Tn(yi)) = 0 .
Tvrdimo da je niz {yi}i∈N Kosˇijev. Pretpostavka da niz {yi}i∈N nije
Kosˇijev implicira da mozˇemo formirati podniz parova {(yim , yjm)}m∈N kori-
stec´i isti postupak kao u Teoremi 3.2.2 i sa osobinama formulisanim u (3.10).
Ponavljanjem argumenata iz (3.11), dobijamo
ε ≤ lim
m→∞
d(yim , yjm) ≤ lim
m→∞
(d(yim , yjm−1) + d(yjm−1, yjm)) ≤ ε
te je lim
m→∞
d(yim , yjm) = ε i zbog (3.22) zakljucˇujemo da je
lim
m→∞
δ(Tn(yim), Tn(yjm)) < ε.
Konacˇno, iz relacije
ε = lim
m→∞
d(yim , yjm) ≤
≤ lim
m→∞
(δ(yim , Tnyim) + δ(Tn(yim), Tn(yjm)) + δ(Tn(yjm), yjm)) <
< 0 + ε+ 0 = ε.
sledi kontradikcija zbog pretpostavke da niz {yi}i∈N nije Kosˇijev. Sledi da
lim
i→∞
yi = xn ∈ Tn(x). Kako je
(3.24)
δ(xn, Tn(xn)) ≤ d(xn, yi+1) + δ(yi+1, Tn(xn)) ≤ d(xn, yi+1) + δ(Tn(yi), Tn(xn))
i
(3.25)∫ δ(Tn(yi),Tn(xn))
0
ϕ(t) dt ≤ kn
∫ d(yi,xn)
0
ϕ(t) dt
i→∞→ 0 =⇒ δ(Tn(yi), Tn(xn)) i→∞→ 0,
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pusˇtajuc´i da i → ∞ u (3.24) i koristec´i zakljucˇak iz (3.25), dobijamo da
je δ(xn, Tn(xn)) = 0, tj. {xn} = Tn(xn). Zbog (3.22), xn je jedinstvena
nepokretna tacˇka preslikavanja Tn.
Korak 4. Na kraju ostaje da dokazˇemo egzistenciju nepokretne tacˇke
preslikavanja T . Iz prethodnog koraka sledi {xn} = Tn(xn) = W (T (xn), x0, kn),
n ∈ N, sˇto implicira egzistenciju zn ∈ T (xn) tako da xn = W (zn, x0, kn),
n ∈ N. Zbog kompaktnosti skupa ∪n∈NT (xn) ⊆ T (X), postoji konvergentan
podniz {znp}p∈N ⊂ {zn}n∈N, lim
p→∞
znp = z
∗ ∈ X. Iz relacije
d(xnp , z
∗) ≤ d(xnp , znp) + d(znp , z∗) = d(znp ,W (znp , x0, knp)) + d(znp , z∗) ≤
≤ knpd(znp , znp) + (1− knp)d(znp , x0) + d(znp , z∗), p ∈ N,
kada p→∞, sledi da
lim
p→∞
d(xnp , z
∗) = 0,
tj.
lim
p→∞
xnp = z
∗.
Tvrdimo da {z∗} = T (z∗). Da bi to dokazali posmatramo nejednakost
δ(z∗, T (z∗)) ≤ d(z∗, znp) + δ(znp , T (z∗)).
Iz znp ∈ T (xnp), imamo δ(znp , T (z∗)) ≤ δ(T (xnp), T (z∗)) i odatle∫ δ(znp ,T (z∗))
0
ϕ(t) dt ≤
∫ δ(Txnp ,T (z∗))
0
ϕ(t) dt ≤
∫ d(xnp ,z∗)
0
ϕ(t) dt
p→∞→ 0.
Na osnovu Leme 3.1.1 sledi δ(z∗, T (z∗)) = 0, odnosno {z∗} = T (z∗).
Glava 4
Teoreme o nepokretnoj tacˇki u
konveksnim metricˇkim
prostorima bez uslova
neprekidnosti funkcije
U ovom poglavlju dokazana su tvrdenja koja se ticˇu nepokretne tacˇke za
preslikavanja koja ne moraju biti neprekidna u Takahasˇijevim konveksnim
metricˇkim prostorima primenom sinteticˇkog prilaza Angrisanija i Klavelija
[6]. Neprekidnost funkcije za koju se ispituje postojanje nepokretne tacˇke,
cˇesto je nezaobilazna pretpostavka. Medutim, u mnogim primenama pre-
slikavanje koje se pojavljuje prilikom resˇavanja konkretnog problema nije
neprekidno, ali nije basˇ ”veoma prekidno”. U [6] Angrisani i Clavelli uvode
funkciju regularno- globalnog infimuma. Ta funkcija zadovoljava uslov koji
je slabiji od neprekidnosti, ali ipak u mnogim aspektima daje upravo one
osobine funkcije koje su dovoljne da obezbede kako postojanje, tako i jedin-
stvenost ili kompaktnost skupa resˇenja problema nepokretne tacˇke.
U poglavlju 4.1. definiˇsu se regularno-globalne infimum funkcije, kao
i mere nekompaktnosti Kuratovskog i Hausdorfa. Definiˇsu se prostori sa
konveksnom strukturom koji su uvedeni u radu Takahasˇija [77].
U delu 4.2. dokazana je teorema o nepokretnoj tacˇki za regularno-globalnu
infimum funkciju u konveksnim prostorima Takahasˇija koristec´i mere nekom-
paktnosti. Takode su dokazane teoreme o nepokretnoj tacˇki za lokalna di-
rektna neekspanzivna preslikavanja, uniformno lokalna direktno neekspan-
zivna preslikavanja, direktno neekspanzivna i slabo kvazi-neekspanzivna pre-
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slikavanja u odnosu na niz.
4.1 Rezultati Angrisania i Clavelia
Definicija 4.1.1 [6] Funkcija F : M → R, definisana na topolosˇkom pro-
storu M , je regularno-globalna infimum (r.g.i.) u tacˇki x ∈ M ako F (x) >
infM(F ) implicira da postoji ε > 0 takvo da je ε < F (x) − infM(F ) i da
postoji okolina Nx takva da F (y) > F (x)− ε za sve y ∈ Nx. Ako ovaj uslov
vazˇi za sve x ∈M , tada kazˇemo da je F r.g.i. na M .
Ekvivalentan uslov uslovu da je funkcija r.g.i. na metricˇkom prostoru za
infM F 6= −∞ dokazali su W.A. Kirk and L.M. Saliga [51].
Propozicija 4.1.1 [51] Neka je M metricˇki prostor i F : M → R. Tada je
F regularno-globalna infimum funkcija na M ako i samo ako za bilo koji niz
{xn} ⊂M , uslov
lim
n→∞
F (xn) = inf
M
(F ) i lim
n→∞
xn = x,
implicira da je F (x) = infM(F ).
Navodimo jedan od bazicˇnih rezultata iz [6] (ovde µ oznacˇava uobicˇajenu
meru nekompaktnosti Kuratovskog na metricˇkom prostoru (M,d) i Lc =
{x ∈M |F (x) ≤ c} za F : M → R, c ∈ R).
Teorema 4.1.1 [6] Neka je M kompletan metricˇki prostor i neka funkcija
F : M → R ima osobinu r.g.i. na M . Ako je lim
c→(infM (F ))+
µ(Lc) = 0, tada je
skup tacˇaka koje su globalni minimum od F , neprazan i kompaktan.
Komentar 4.1.1 Poslednja teorema pokazuje da ako je T preslikavanje kom-
paktnog metricˇkog prostora u samog sebe takvo da infM(F ) = 0 i ako je
F (x) := d(x, Tx), x ∈ M , r.g.i. na M , tada je skup nepokretnih tacˇaka od
T neprazan i kompaktan cˇak iako T nije neprekidno.
Primer 4.1.1 Neka je (X, d) kompletan metricˇki prostor i T : X → X je
preslikavanje takvo da je za neko q < 1 i sve x, y ∈ X,
d(T (x), T (y)) ≤ q max{d(x, y), d(x, T (x)), d(y, T (y)), d(x, T (y)), d(y, T (x))},
(C´iric´eva kvazi- kontrakcija). Tada je T prekidno preslikavanje i F (x) =
d(x, T (x)), x ∈ X, je r.g.i. [6].
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Neka je A ogranicˇen podskup metricˇkog prostora M . Mera nekompakt-
nosti Kuratovskog µ(A), predstavlja infimum brojeva ε takvih da A mozˇe
biti prepokriven konacˇnim brojem skupova sa dijametrom manjim ili jedna-
kim ε. Sa β(A) oznacˇic´emo Hausdorfovu meru nekompaktnosti, gde je β(A)
infimum brojeva ε takvih da A mozˇe biti prepokriven konacˇnim brojem lopti
sa poluprecˇnikom manjim ili jednakim ε.
Ako je α ∈ {µ, β} i ako ogranicˇeni podskupoviA,B ⊆M , lako se dokazuje
da:
(1) α(A) = 0 ⇔ A je totalno ogranicˇen;
(2) α(A¯) = α(A);
(3) A ⊂ B ⇒ α(A) ≤ α(B);
(4) α(A ∪B) = max{α(A), α(B)}.
Sˇtaviˇse, te dve mere nekompaktnosti su ekvivalentne u smislu da je β(A) ≤
µ(A) ≤ 2β(A) te lim
n
µ(An) = 0 ako i samo ako lim
n
β(An) = 0 (za svaki niz
{An} ogranicˇenih podskupova od M). Poslednja osobina ukazuje da su re-
zultati iz nepokretne tacˇke nezavisni od izbora mere nekompaktnosti.
U Banahovim prostorima ta funkcija ima dodatne osobine povezane sa
linearnom strukturom Banahovog prostora. Jedna od njih je
α(conv A) = α(A)
(conv A je konveksna ovojnica od A - presek svih konveksnih skupova u X
koji sadrzˇe A).
Ova osobina je od velike vazˇnosti u teoriji nepokretne tacˇke. U lokalno
konveksnim prostorima ona uvek vazˇi, ali ukoliko vektorsko-topolosˇki prostor
nije lokalno konveksan, tada ne mora da vazˇi [35].
U nedostatku linearne strukture, koncept konveksnosti mozˇe biti uveden
na apstraktan nacˇin. U metricˇkim prostorima prvi put je definiciju u tom
smislu uveo K. Menger 1928. godine, a 1970. godine je Takahashi [77] uveo
novi koncept konveksnosti u metricˇke prostore. Da se podsetimo:
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Definicija 4.1.2 [77] Neka je (X, d) metricˇki prostor i I je zatvoren je-
dinicˇni interval. Preslikavanje W : X×X×I → X ima konveksnu strukturu
na X ako za sve x, y, u ∈ X, λ ∈ I vazˇi
d(u,W (x, y, λ)) ≤ λd(u, x) + (1− λ)d(u, y).
X, zajedno sa konveksnom strukturom, je (Takahashi) konveksan metricˇki
prostor (X, d,W ), ili krac´e TCS.
Svaki konveksan potprostor normiranog prostora je konveksan metricˇki
prostor sa W (x, y, λ) = λx+ (1− λ)y.
Definicija 4.1.3 [77] Neka je (X, d,W ) TCS. Neprazan podskup K od X je
konveksan ako je W (x, y, λ) ∈ K kada x, y ∈ K i λ ∈ I.
Propozicija 4.1.2 [77] Neka je (X, d,W ) TCS. Ako x, y ∈ X i λ ∈ I, tada
(a) W (x, y, 1) = x i W (x, y, 0) = y;
(b) W (x, x, λ) = x;
(c) d(x,W (x, y, λ)) = (1− λ)d(x, y) i d(y,W (x, y, λ)) = λd(x, y);
(d) Lopte (otvorene ili zatvorene) u X su konveksni skupovi;
(e) Presek konveksnih podskupova iz X su konveksni skupovi.
Za fiksno x, y ∈ X neka je [x, y] = {W (x, y, λ)|λ ∈ I}.
Definicija 4.1.4 TCS (X, d,W ) ima osobinu (P ) ako za sve x1, x2, y1, y2 ∈
X, λ ∈ I
d(W (x1, x2, λ),W (y1, y2, λ)) ≤ λd(x1, y1) + (1− λ)d(x2, y2).
Ocˇito da je u normiranim prostorima ova nejednakost uvek zadovoljena.
Primer 4.1.2 [77] Neka je (X, d) linearni metricˇki prostor sa sledec´im oso-
binama:
(1) d(x, y) = d(x− y, 0), za sve x, y ∈ X;
(2) d(λx+ (1− λ)y, 0) ≤ λd(x, 0) + (1− λ)d(y, 0), za sve x, y ∈ X i λ ∈ I.
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Za W (x, y, λ) = λx + (1 − λ)y, x, y ∈ X, λ ∈ I, (X, d,W ) je TCS sa
osobinom (P ).
Komentar 4.1.2 Osobina (P ) implicira da je konveksna struktura W ne-
prekidna bar po prve dve promenljive sˇto znacˇi da je zatvaranje konveksnog
skupa konveksno.
Definicija 4.1.5 TCS (X, d,W ) ima osobinu (Q) ako je za svaki konacˇan
podskup A ⊆ X, convA kompaktan skup.
Primer 4.1.3 [77] Neka je K kompaktan konveksan podskup Banahovog pro-
stora i neka je X skup svih neekspanzivnih preslikavanja skupa K u samog
sebe. Definiˇsemo metriku na X sa d(A,B) = supx∈K ‖Ax− Bx‖, A,B ∈ X
i W : X × X × I → X sa W (A,B, λ)(x) = λAx + (1 − λ)Bx, za x ∈ K i
λ ∈ I. Tada je (X, d,W ) kompaktan TCS, te X ima osobinu (Q). Osobina
(P ) je takode zadovoljena.
L. Talman je [78] uveo novi pojam konveksne strukture za metricˇki prostor
baziran na Takahashijevoj definiciji - takozvanu jaku konveksnu strukturu
(skrac´eno - SCS ). U SCS osobina (Q) je uvek zadovoljena.
Svaki TCS koji zadovoljava (P) i (Q) ima sledec´u vazˇnu osobinu:
Propozicija 4.1.3 [78] Neka je (X, d,W ) TCS koji zadovoljava osobine (P )
i (Q). Tada za svaki ogranicˇen podskup A ⊆ X vazˇi
α(convA) = α(A).
Neke od mnogih studija koje se bave problemom nepokretne tacˇke u kon-
veksnim metricˇkim prostorima, mogu biti nadene u [7], [23], [24], [25], [26],
[57], [62], [64].
4.2 Regularno-globalna infimum funkcija u kon-
veksnim metricˇkim prostorima
Mera nekompaktnosti koja se pojavljuje u studijama teorije nepokretne
tacˇke obicˇno ukljucˇuje ispitivanje ili kondenzujuc´ih preslikavanja ili k-skupovnih
kontrakcija. Neprekidnost je uvek implicitna u definiciji tih klasa preslikava-
nja. Kirk i Saliga [51] pokazali su da je cˇesto dovoljno zameniti pretpostavku
o neprekidnosti slabijim regularno-globalnim infimum uslovom. Sledec´i tu
ideju za TCS, dobijamo narednu teoremu:
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Teorema 4.2.1 [27] Neka je (X, d,W ) kompletan TCS sa osobinama (P )
i (Q), K je zatvoren, konveksan ogranicˇen podskup od X i T : K → K je
preslikavanje koje zadovoljava uslove:
(i) inf
C
(F ) = 0 za svaki neprazan, zatvoren konveksan T -invariantan pod-
skup C od K, gde je F (x) = d(x, Tx), x ∈ K;
(ii) α(T (A)) < α(A) za sve A ⊆ K za koje je α(A) > 0;
(iii) F je regularno-globalna infimum funkcija na K.
Tada je skup nepokretnih tacˇaka fix(T ) od T neprazan i kompaktan.
Dokaz: Biramo tacˇku m ∈ K. Neka σ oznacˇava familiju zatvorenih,
konveksnih podskupova A od K za koje m ∈ A i T (A) ⊆ A. Kako je K ∈ σ,
vazˇi σ 6= ∅. Neka je
B = ∩A∈σA i C = conv{T (B) ∪ {m}}.
Konveksna struktura W ima osobinu (P ), te je C konveksan skup kao zatva-
ranje konveksnog skupa. Dokazac´emo da je B = C.
Kako je B zatvoren, konveksan skup koji sadrzˇi T (B) i {m}, vazˇi da je
C ⊆ B. To implicira da T (C) ⊆ T (B) ⊆ C, te C ∈ σ. Prema tome, B ⊆ C.
Iz poslednja dva zakljucˇka dobijamo da je B = C.
Osobine (1), (4) mere α i Propozicija 4.1.3 impliciraju da je
α(B) = α(conv{T (B) ∪ {m}})) = α(T (B)),
te, s obzirom na (ii), B mora biti kompaktno.
Dalje, iz Propozicije 4.1.1 sledi da T ima nepokretnu tacˇku na B, te je
skup fix(T ) neprazan. Iz uslova (ii) sledi da je fix(T ) totalno ogranicˇen.
Kako je F r.g.i., fix(T ) mora biti zatvoren. Konacˇno, zakljucˇujemo da je
fix(T ) kompaktno.
Uslov infK(F ) = 0 je jak uslov, posebno ako nemamo uslove koji impli-
ciraju neprekidnost. Dalje c´emo navesti neke dovoljne uslove koji se laksˇe
proveravaju i jednostavniji su u primeni dobijenih rezultata.
Podsetimo se definicija nekih pojmova koje c´emo pomenuti u daljem raz-
matranju. Preslikavanje T : K → K je neekspanzivno ako d(T (x), T (y)) ≤
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d(x, y), za sve x, y ∈ K i usmereno neekspanzivno ako d(T (x), T (y)) ≤ d(x, y)
za sve x ∈ K i y ∈ [x, T (x)]. Ako postoji α ∈ (0, 1) takvo da poslednja ne-
jednakost vazˇi za y = W (T (x), x, α), tada je T uniformno lokalno usmereno
neekspanzivno.
Propozicija 4.2.1 Neka je (X, d,W ) kompletan TCS sa osobinom (P ), K
je zatvoren, konveksan ogranicˇen podskup od X, T : K → K je uniformno lo-
kalno usmereno neekspanzivno preslikavanje i neka je Tα(x) = W (T (x), x, α).
Za fiksno x0 ∈ K, nizovi {xn} i {yn} su definisani sa:
xn+1 = Tα(xn), yn = T (xn), n = 0, 1, 2, ... .
Tada za sve i, n ∈ N
d(yi+n, xi) ≥ (1− α)−n (d(yi+n, xi+n)− d(yi, xi)) +
+ (1 + nα)d(yi, xi),(4.1)
i
lim
n→∞
d(xn, T (xn)) = 0.
Dokaz. Dokazujemo (4.1) matematicˇom indukcijom po n. Za n = 0
nejednakost (4.1) je trivijalna. Pretpostavimo da je (4.1) zadovoljeno za
zadato n i sve i.
Da bismo dokazali da (4.1) vazˇi za n + 1, postupic´emo na sledec´i nacˇin:
zamenjujuc´i i sa i+ 1 u (4.1) dobijamo:
d(yi+n+1, xi+1) ≥ (1− α)−n (d(yi+n+1, xi+n+1)− d(yi+1, xi+1)) +
+ (1 + nα)d(yi+1, xi+1).(4.2)
Takode,
d(yi+n+1, xi+1) ≤ d(yi+n+1,W (yi+n+1, xi, α)) +
+ d(W (yi+n+1, xi, α),W (T (xi), xi, α)) ≤
≤ (1− α)d(yi+n+1, xi) + αd(yi+n+1, T (xi)) ≤
≤ (1− α)d(yi+n+1, xi) + α
n∑
k=0
d(T (xi+k+1), T (xi+k)) ≤
≤ (1− α)d(yi+n+1, xi) + α
n∑
k=0
d(xi+k+1, xi+k)(4.3)
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jer je xi+k+1 = W (T (xi+k), xi+k, α) i T je uniformno lokalno usmereno neek-
spanzivno preslikavanje. Kombinujuc´i (4.2) i (4.3), imamo
d(yi+n+1, xi) ≥ (1− α)−(n+1)(d(yi+n+1, xi+n+1)− d(yi+1, xi+1))+
+(1− α)−1(1 + nα)d(yi+1, xi+1)− α(1− α)−1
n∑
k=0
d(xk+i+1, xk+i).
Iz Propozicije 4.1.2 (c) sledi
d(xk+i+1, xk+i) = d(W (T (xk+i), xk+i, α), xk+i) = αd(yk+i, xk+i),
te je
d(yi+n+1, xi) ≥ (1− α)−(n+1)(d(yi+n+1, xi+n+1)− d(yi+1, xi+1))+
+(1− α)−1(1 + nα)d(yi+1, xi+1)− α2(1− α)−1
n∑
k=0
d(yk+i, xk+i).
Sa druge strane,
d(yn, xn) = d(T (xn),W (T (xn−1), xn−1, α)) ≤
≤ d(T (xn), T (xn−1)) + d(T (xn−1),W (T (xn−1), xn−1, α)) ≤
≤ d(xn, xn−1) + (1− α)d(T (xn−1), xn−1) =
= αd(yn−1, xn−1) + (1− α)d(yn−1, xn−1) = d(yn−1, xn−1)
za svako n ∈ N, sˇto znacˇi da je {d(yn, xn)} opadajuc´i niz. Sada, iz nejedna-
kosti (1 + nα)− (1− α)−n ≤ 0, sledi da
d(yi+n+1, xi) ≥ (1− α)−(n+1)(d(yi+n+1, xi+n+1)− d(yi+1, xi+1)) +
+ (1− α)−1(1 + nα)d(yi+1, xi+1)−
− α2(1− α)−1(n+ 1)d(yi, xi) =
= (1− α)−(n+1)(d(yi+n+1, xi+n+1)− d(yi, xi)) +
+ ((1− α)−1(1 + nα)− (1− α)−(n+1))d(yi+1, xi+1) +
+ ((1− α)−(n+1) − α2(1− α)−1(n+ 1))d(yi, xi) ≥
≥ (1− α)−(n+1)(d(yi+n+1, xi+n+1)− d(yi, xi)) +
+ ((1− α)−1(1 + nα)− (1− α)−(n+1))d(yi, xi) +
+ ((1− α)−(n+1) − α2(1− α)−1(n+ 1))d(yi, xi) =
= (1− α)−(n+1)(d(yi+n+1, xi+n+1)− d(yi, xi)) +
+ (1 + (n+ 1)α)d(yi, xi).
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Prema tome, (4.1) vazˇi za n+ 1, sˇto nam je i bila namera da dokazˇemo.
Dalje, kako je niz {d(yn, xn)} opadajuc´i, postoji limn→∞ d(yn, xn) = r ≥
0. Pretpostavimo da je r > 0. Izaberimo pozitivan ceo broj n0 ≥ dr·α , d =
diamK, i ε > 0, takav da je ε(1−α)−n0 < r. Sad biramo pozitivan ceo broj
k takav da je
0 ≤ d(yk, xk)− d(yk+n0 , xk+n0) < ε.
Iz (4.1), imamo
d+ r ≤ r(αn0 + 1) ≤ (αn0 + 1)d(yk, xk) ≤
≤ d(yk+n0 , xk) + ε(1− α)−n0 < d+ r.
Na osnovu poslednje kontradikcije zakljucˇujemo da je pretpostavka da je
r > 0 pogresˇna, te je r = 0 i lim
n→∞
d(yn, xn) lim
n→∞
d(T (xn), xn) = 0, sˇto je i
trebalo dokazati.
Komentar 4.2.1 Poslednje tvrdenje generalizuje Lemu 9.4. iz [30].
Kombinovanjem poslednjeg rezultata sa Teoremom 4.2.1, dobijamo na-
rednu posledicu.
Posledica 4.2.1 Neka je K zatvoren, konveksan ogranicˇen podskup komplet-
nog TCS (X, d,W ) sa osobinama (P ) i (Q) i neka T : K → K zadovoljava
naredne uslove:
i) T je uniformno lokalno usmereno neekspanzivno na K;
ii) α(T (A)) < α(A), za sve A ⊆ K za koje je α(A) > 0;
iii) F je r.g.i. na K.
Tada je skup nepokretnih tacˇaka fix(T ) od T neprazan i kompaktan.
Dalje navodimo josˇ dva rezultata, koji primenom Propozicije 4.2.1, daju
generalizacije nekih drugih rezultata iz nepokretne tacˇke Kirka i Saliga [51].
Posledica 4.2.2 Neka je K zatvoren, konveksan, ogranicˇen podskup kom-
pletnog TCS (X, d,W ) sa osobinama (P ) i (Q) i neka T : K → K zadovo-
ljava naredne uslove:
i) T je uniformno lokalno usmereno neekspanzivno na K;
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ii) d(T (x), T (y)) ≤ θ (max{d(x, T (x)), d(y, T (y))}), gde je θ : R+ → R+
neka funkcija takva da je lim
t→0+
θ(t) = 0.
Tada T ima jedinstvenu nepokretnu tacˇku x0 ∈ K ako i samo ako je F r.g.i.
na K.
Dokaz. Iz Propozicije 4.2.1 sledi da je inf
K
(F ) = 0 i kao u [51], mozˇe se
dokazati da je lim
c→0+
diam(Lc) = 0. Iz Teoreme 1.2 u [6], sledi da T ima
jedinstvenu nepokretnu tacˇku x0 ∈ K ako i samo ako je F r.g.i. na K.
Teorema 4.2.2 [27] Neka je K zatvoren, konveksan, ogranicˇen podskup kom-
pletnog TCS (X, d,W ) sa osobinama (P ) i (Q) i neka T : K → K zadovoljava
naredne uslove:
(i) T je usmereno nekspanzivno na K;
(ii) α(T (Lc)) ≤ k · α(Lc), za neko k < 1 i sve c > 0;
(iii) F je r.g.i. na K.
Tada je skup nepokretnih tacˇaka fix(T ) od T neprazan i kompaktan. Sˇtaviˇse,
ako niz {xn} ⊆ K zadovoljava uslova lim
n→∞
d(xn, T (xn)) = 0, tada je
lim
n→∞
d(xn, fix(T )) = 0.
Dokaz. Propozicija 4.2.1, obezbeduje inf
K
(F ) = 0. Kako (i) implicira da
d(T (x), T 2(x)) ≤ d(x, T (x)), za svako x ∈ K,
zakljucˇak sledi direktno na osnovu iskaza Teoreme 2.3 [51].
Utvrdili smo da je lim
n→∞
d(xn, T (xn)) = 0 za svaki niz {xn} definisan sa
xn = Tα(xn−1), n ∈ N , gde je x0 ∈ K i α ∈ (0, 1). Tada je lim
n→∞
d(xn, fix(T )) =
0, sˇto znacˇi da niz {xn} konvergira ka skupu fix (T ), ali konvergencija ka
konkretnom elementu iz fix (T ) nije dokazana. Postavljajuc´i neke dodatne
uslove, mozˇe se dobiti da niz {xn} konvergira ka nepokretnoj tacˇki preslika-
vanja T .
U daljem razmatranju bavic´emo se konceptom slabo kvazi-neekspanzivnog
preslikavanja u odnosu na niz, koje su uveli M.A. Ahmed i F.M.Zeyad u [1].
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Definicija 4.2.1 [1] Neka je (X, d) metricˇki prostor i neka je {xn} niz u
D ⊆ X. Pretpostavimo da je T : D → X preslikavanje sa fix(T ) 6= ∅ koje
zadovoljava uslov lim
n→∞
d(xn, fix(T )) = 0. Prema tome, za zadato ε > 0 po-
stoji n1(ε) ∈ N takvo da je d(xn, fix(T )) < ε za sve n ≥ n1(ε). Preslikavanje
T je slabo kvazi-neekspanzivno u odnosu na {xn} ⊆ D ako za svako ε > 0
postoji p(ε) ∈ fix(T ) takvo da za sve n ∈ N , n ≥ n1(ε), vazˇi d(xn, p(ε)) < ε.
Naredna teorema predstavlja poboljˇsanje Teoreme 4.2.2, a takode i gene-
ralizaciju Teoreme 2.24 iz [1].
Teorema 4.2.3 [27] Neka je K zatvoren, konveksan, ogranicˇen podskup kom-
pletnog TCS (X, d,W ) sa osobinama (P ) i (Q) i neka T : K → K zadovoljava
naredne uslove:
(i) T je usmereno neekspanzivno na K;
(ii) α(T (Lc)) ≤ kα(Lc) za neko k < 1 i sve c > 0;
(iii) F je regularno-globalna infimum funkcija na K;
(iv) Niz {xn} ⊆ K zadovoljava uslov lim
n→∞
d(xn, Txn) = 0 i T je slabo kvazi-
nekspanzivno u odnosu na {xn}.
Tada {xn} konvergira ka tacˇki u fix(T ).
Dokaz. Dokaz teoreme je posledica Teoreme 4.2.2 i Teoreme 2.5 (b) iz
[1].
Kao posledica Propozicije 4.2.1, sledi naredna posledica.
Posledica 4.2.3 [27] Neka je K zatvoren, konveksan, ogranicˇen podskup
kompletnog TCS (X, d,W ) sa osobinama (P ) i (Q) i neka T : K → K
zadovoljava naredne uslove:
(i) T je usmereno neekspanzivno na K;
(ii) α(T (Lc)) ≤ kα(Lc) za neko k < 1 i sve c > 0;
(iii) F je regularno-globalna infimum funkcija na K;
(iv) Preslikavanje T je slabo kvazi-nekspanzivno u odnosu na niz
xn = T
n
α (x0), n ∈ N, x0 ∈ K, α ∈ (0, 1).
Tada {xn} konvergira ka tacˇki u fix(T ).
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Glava 5
Teoreme o nepokretnoj tacˇki u
fazi metricˇkim prostorima
Teorija nepokretne tacˇke u neodredenim sistemima se mozˇe posmatrati
na razlicˇite nacˇine, a jedan od njih je primenom fazi logike. U zavisnosti
od toga koji segment problema se posmatra sa nekom vrstom neodredenosti,
mora se koristi odgovarajuc´a struktura prostora u kome se problem razmatra.
Ako je rastojanje izmedu elemenata neprecizno, onda se u metriku ukljucˇuje
neodredenost, kao sˇto je u definiciji fazi metricˇkog prostora O. Kaleva i Seik-
kala [43]. Ovaj model ima mnogo slicˇnosti sa probabilisticˇkim (Mengerovim)
metricˇkim prostorima. Tehnike, metode i rezultati iz nepokretne tacˇke u ove
dve strukture su povezane. Neki od rezultata o nepokretnoj tacˇki u fazi me-
tricˇkim prostorima se mogu nac´i u sledec´im radovima: [15], [18], [40], [55],
[66], [73], [84].
Sehgal i Bharucha-Reid [71] su prvi definisali fazi uopsˇtenje Banahovog
kontraktivnog uslova, koristec´i sledec´i uslov:
(5.1) M(f(x), f(y), kt) ≥M(x, y, t),
za svako x, y ∈ X, t > 0 i k ∈ (0, 1), gde je f : X → X.
Nakon toga usledilo je uopsˇtavanje datog uslova za jednoznacˇna i viˇseznacˇna
preslikavanja u fazi metricˇkim prostorima.
U radu Shena [73] je uveden pojam funkcije promenljivog rastojanja u
fazi metricˇkim prostorima (X,M, T ). Primenom kontraktivnog uslova
(5.2) ϕ(M(f(x), f(y), t)) ≤ k(t) · ϕ(M(x, y, t)), x, y ∈ X, x 6= y, t > 0,
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dokazano je postojanje jedinstvene nepokretne tacˇke preslikavanja
f : X → X. Iz te teoreme proizilazi istrazˇivanje koje je prezentovano u pogla-
vlju 5.1. Naime, uslov (5.3) je uopsˇten ukoliko je preslikavanje f viˇseznacˇno,
a pri tome uslovi koje zadovoljava funkcija ϕ nisu menjani. Dokazane su dve
teoreme za koincidentne tacˇke: prva u jakom fazi metricˇkome prostoru uz
t−normu H−tipa, a druga u fazi metricˇkom prostoru pri cˇemu je f−strogo
demikompaktno preslikavanje.
U radu [16] je uveden pojam jake {bn}−fazi kontrakcije za jednoznacˇna
preslikavanja. U odeljku 5.2. je dokazano uopsˇtenje teoreme prezentovano
u [16] u okviru viˇseznacˇnih preslikavanja. Prostor koji se posmatra je fazi
metricˇki prostor koji su uveli Kramosil i Michalek [52].
5.1 Viˇseznacˇna generalizacija Khanove teo-
reme u fazi metricˇkim prostorima
Kao sˇto je napomenuto u prvom poglavlju, Banahov princip kontrakcije
u metricˇkim prostorima je uopsˇten u radu Khana [48] gde je prvi put pri-
menjena kontrolna funkcija, koja se naziva funkcija promenljivog rastojanja.
Ovaj tip funkcije je upotrebljen u radu [73] u okviru fazi metricˇkih prostora
(X,M, T ), gde je koriˇsc´en sledec´i kontraktivni uslov:
(5.3)
ϕ(M(f(x), f(y), t)) ≤ k(t) · ϕ(M(x, y, t)), x, y ∈ X, t > 0, 0 < k(t) < 1.
Funkcija ϕ zadovoljava sledec´e uslove:
(AD1) ϕ je strogo opadajuc´a i neprekidna sa leve strane;
(AD2) ϕ(λ) = 0 ako i samo ako je λ = 1.
Za dokaz prve teoreme koriste se jaki fazi metricˇki prostori (u nekim
radovima se za ovakve prostore koristi josˇ naziv nearhimedovski fazi metricˇki
prostor).
Definicija 5.1.1 ([28], [29]) Uredena trojka (X,M, T ) je jak fazi metricˇki
prostor ako je X proizvoljan skup, T je neprekidna t−norma i M je fazi skup
nad X2 × (0,∞) tako da su zadovoljeni sledec´i uslovi:
(GV1) M(x, y, t) > 0, x, y ∈ X, t > 0,
(GV2) M(x, y, t) = 1, t > 0⇔ x = y,
(GV3) M(x, y, t) = M(y, x, t), x, y ∈ X, t > 0,
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(GV4) T (M(x, y, t), M(y, z, t)) ≤M(x, z, t), x, y, z ∈ X, t > 0,
(GV5) M(x, y, ·) : (0,∞)→ [0, 1] je neprekidno za svako x, y ∈ X.
Definicija 5.1.2 [54] Neka je (X,M, T ) fazi metricˇki prostor, A neprazan
podskup od X, f : A→ A i F : A→ C(A). Preslikavanje F je f−strogo demi-
kompaktno ako za svaki niz {xn}n∈N iz A takav da je lim
n→∞
M(f(xn), yn, t) =
1, t > 0, za neki niz {yn}n∈N, yn ∈ Fxn, n ∈ N, postoji konvergentan podniz
{f(xnk)}k∈N.
Definicija 5.1.3 [36],[37] Preslikavanje F : X → C(X) slabo komutira sa
f : X → X ako za svako x ∈ X vazˇi da je f(Fx) ⊆ F (fx).
Neka su A i B neprazni podskupovi od X. Hausdorfova metrika u fazi
metricˇkim prostorima se definiˇse na sledec´i nacˇin:
M˜(A,B, t) = min
{
inf
x∈A
E(x,B, t), inf
y∈B
E(y, A, t)
}
, t > 0,
gde je E(x,B, t) = sup
y∈B
M(x, y, t).
Teorema 5.1.1 [15] Neka je (X,M, T ) kompletan jak fazi metricˇki prostor
i neka je t−norma T H - tipa. Neka je f : X → X neprekidno preslikavanje
i F,G : X → C(X) su preslikavanja koja slabo komutiraju sa f. Ako postoji
k : (0,∞) → (0, 1) i funkcija promenljivog rastojanja ϕ takva da je sledec´i
uslov zadovoljen:
(5.4)
ϕ(M˜(F (x), G(y), t)) ≤ k(t) · ϕ(M(f(x), (y), t)), x, y ∈ X, x 6= y, t > 0,
tada postoji tacˇka x ∈ X takva da f(x) ∈ F (x) ∩G(x).
Dokaz. Neka tacˇka x0 ∈ X. Kako je F (x0) neprazan podskup od X
postoji tacˇka x1 ∈ X takva da f(x1) ∈ F (x0). Neka je t0 > 0 proizvoljno.
Na osnovu neprekidnosti M i cˇinjenice da je k(t) < 1, t > 0, zakljucˇujemo da
postoji ε1 > 0 tako da je zadovoljena sledec´a nejednakost:
(5.5) k(t0) · ϕ(M(f(x0), f(x1), t0)) < ϕ(M(f(x0), f(x1), t0) + ε1).
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Na osnovu definicije Hausdorfove fazi metrike, za ε1 > 0 date u (5.5),
postoji tacˇka x2 ∈ X, f(x2) ∈ G(x1) i l1 ∈ N \ {0} tako da je
(5.6) M˜(F (x0), G(x1), t0) ≤M(f(x1), f(x2), t0) + ε1
2l1
.
Koristec´i (5.4), (5.5) i (5.6), kao i cˇinjenicu da je ϕ strogo opadajuc´a
funkcija, zakljucˇujemo da je
(5.7) M(f(x0), f(x1), t0) < M(f(x1), f(x2), t0).
Zadrzˇavajuc´i ε1 > 0 koje je definisano u (5.5) postoji tacˇka x3 ∈ X, f(x3) ∈
F (x2), i l2 ∈ N, l2 > l1 takvo da je
(5.8) k(t) · ϕ(M(f(x1), f(x2), t0)) < ϕ(M(f(x1), f(x2), t0) + ε1),
i
(5.9) M˜(G(x1), F (x2), t0) ≤M(f(x2), f(x3), t0) + ε1
2l2
.
Na osnovu (5.8) i (5.9) dobijamo
(5.10) M(f(x1), f(x2), t0) < M(f(x2), f(x3), t0).
Ponavljajuc´i gore opisan postupak definiˇsemo niz {xn}n∈N iz X i strogo ra-
stuc´i niz {ln}n∈N iz N tako da su zadovoljeni sledec´i uslovi:
(i) f(x2n+1) ∈ F (x2n), f(x2n+2) ∈ G(x2n+1), n ∈ N,
(ii) M(f(xn−1), f(xn), t) < M(f(xn), f(xn+1), t), t > 0, n ∈ N,
gde smo koristili nejednakost
(5.11)
M˜(F (x2n), G(x2n+1), t) ≤M(f(x2n+1), f(x2n+2), t) + ε1
2ln
, t > 0, n ∈ N.
Prema tome, niz {M(f(xn), f(xn+1), t)}n∈N, t > 0, je neopadajuc´i i ograni-
cˇen, pa postoji a ∈ (0, 1] takav da je
(5.12) lim
n→∞
M(f(xn), f(xn+1), t) = a, t > 0.
Na osnovu (5.4), (5.11) i (5.12) dobijamo
(5.13) ϕ(M(f(x2n+1), f(x2n+2), t) +
ε1
2ln
) < ϕ(M˜(F (x2n), G(x2n+1), t)) <
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< k(t) · ϕ(M(f(x2n), f(x2n+1), t)), n ∈ N, t > 0.
Pusˇtajuc´i da n→∞ u (5.13) dobijamo
(5.14) ϕ(a) ≤ k(t) · ϕ(a), t > 0,
i zakljucˇujemo da je ϕ(a) = 0, odnosno a = 1.
Potrebno je dokazati da je niz {f(xn)}n∈N Kosˇijev. Neka je ε > 0 i
s ∈ N. Kako je T t−norma H−tipa, primenom (5.12) i Propozicije 2.5.1
zakljucˇujemo da postoji n0 ∈ N takav da je
(5.15) T
∞
i=nM(f(xi), f(xi+1), t) > 1− ε, t > 0, n ≥ n0.
Na osnovu pretpostavke da je (X,M, T ) jak fazi metricˇki prostor i kako
je {Tni=1M(f(xi), f(xi+1), t)}n∈N nerastuc´i niz, na osnovu (5.15), dobijamo
da je
(5.16)
M(f(xn+s+1), f(xn), t) ≥T
n+s
i=nM(f(xi), f(xi+1), t) > 1− ε, t > 0, n ≥ n0.
Prema tome, niz {f(xn)}n∈N je Kosˇijev i kako je prostor (X,M, T ) kompletan,
postoji x ∈ X da je
(5.17) x = lim
n→∞
f(xn).
Ostaje da se dokazˇe da f(x) ∈ F (x) ∩ G(x). Kako je F (x) ∩ G(x) =
F (x) ∩G(x) potrebno je da pokazˇemo da za svako t > 0 i λ ∈ (0, 1) postoji
r1 = r1(t, λ) ∈ F (x) i r2 = r2(t, λ) ∈ G(x) tako da je r1, r2 ∈ U(f(x), t, λ),
odnosno M(f(x), r1, t) > 1− λ i M(f(x), r2, t) > 1− λ.
Neka je t0 > 0 i λ ∈ (0, 1). Kako je t-norma T neprekidna, sledi da postoji
δ = δ(λ) ∈ (0, 1) takvo da je
(5.18) T (1− δ, T (1− δ, 1− δ)) > 1− λ.
Iz neprekidnosti preslikavanja f i (5.17) postoji n1 ∈ N takav da je
(5.19) M(f(x), f(f(x2n)),
t0
3
) > 1− δ, n ≥ n1.
Na osnovu (5.12) postoji n2 ∈ N takav da je
M(f(f(x2n)), f(f(x2n+1)),
t0
3
) > 1− δ, n ≥ n2.
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Na osnovu pretpostavke preslikavanje f slabo komutira sa F te vazˇi sledec´e:
(5.20) f(fx2n+1) ∈ f(F (x2n)) ⊆ F (f(x2n)).
Takode, postoji ε∗ ∈ (0, 1) takvo da je
(5.21) k(
t0
3
) ·ϕ(M(f(x), f(f(x2n0)),
t0
3
)) < ϕ(M(f(x), f(f(x2n0)),
t0
3
)+ε∗),
za proizvoljno n0 ≥ max{n1, n2}. Iz (5.20) i definicije Hausdorfove fazi me-
trike, postoji r2 ∈ Gx takvo da je za ε∗ > 0 (definisano u (5.21)) zadovoljeno
sledec´e:
(5.22) M˜(G(x), F (f(x2n0)),
t0
3
) ≤M(r2, f(f(x2n0+1)),
t0
3
) + ε∗.
Iz (5.4), (5.20) i (5.21) zakljucˇujemo da je:
ϕ(M(r2, f(f(x2n0+1)),
t0
3
) + ε∗) ≤ ϕ(M˜(G(x), F (f(x2n0)),
t0
3
)) ≤
≤ k(t0
3
) · ϕ(M(f(x), f(f(x2n0)),
t0
3
)) < ϕ(M(f(x), f(f(x2n0)),
t0
3
) + ε∗).
Iz (5.19) sledi da je
M(r2, f(f(x2n0)),
t0
3
) > M(f(x), f(f(x2n0)),
t0
3
) > 1− δ.
Primenom (5.18) dobijamo
M(f(x), r2, t0) ≥
≥ T (M(f(x), f(f(x2n0)),
t0
3
), T (M(f(f(x2n0)), f(f(x2n0+1)),
t0
3
),
M(f(f(x2n0+1)), r2,
t0
3
))) ≥
≥ T (1− δ, T (1− δ, 1− δ)) > 1− λ.
Prema tome, r2 ∈ U(f(x), t0, λ) za proizvoljno t0 > 0 i λ ∈ (0, 1), tj.
f(x) ∈ G(x). Analogno se pokazuje da r1 ∈ U(f(x), t, λ), t > 0, λ ∈ (0, 1)
sˇto implicira da f(x) ∈ F (x).
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Teorema 5.1.2 [15] Neka je (X,M, T ) kompletan fazi metricˇki prostor i
f : X → X neprekidno preslikavanje. Neka su preslikavanja F,G : X →
C(X) slabo komutativna sa f, i neka su F ili G f−strogo demikompaktna
preslikavanja. Ako je za neko k : (0,∞) → (0, 1) i funkciju promenljivog
rastojanja ϕ zadovoljen sledec´i uslov
(5.23) ϕ(M˜(F (x), G(y), t)) ≤ k(t) · ϕ(M(f(x), f(y), t)), x, y ∈ X, t > 0,
tada postoji x ∈ X takav da f(x) ∈ F (x) ∩G(x).
Dokaz. Dokaz je slicˇan dokazu Teoreme 5.1.1, osim dela gde se pokazuje da je
niz Kosˇijev. Naime, kako je preslikavanje F ili G f−strogo demikompaktno,
i iz f(x2n+1) ∈ F (x2n) ili f(x2n+2) ∈ G(x2n+1) i lim
n→∞
M(f(x2n), f(x2n+1), t) =
1, t > 0, zakljucˇujemo da postoji konvergentan podniz {f(x2np)}p∈N
ili {f(x2np+1)}p∈N, respektivno, takav da je
(5.24) lim
p→∞
f(x2np) = x.
Poslednji deo dokaza je analogan dokazu u Teoremi 5.1.1, gde umesto niza
{f(xn)}n∈N imamo podnizove {f(x2np)}p∈N i {f(x2np+1)}p∈N.
Ako u Teoremi 5.1.1 i Teoremi 5.1.2 pretpostavimo da je F = G i da je
f identicˇko preslikavanje dobijamo sledec´u posledicu.
Posledica 5.1.1 [15] Neka je (X,M, T ) kompletan fazi metricˇki prostor,
F : X → C(X), i neka je jedan od sledec´a dva uslova zadovoljen:
(a) F je slabo demikompaktno preslikavanje,
(b) (X,M, T ) je jak fazi metricˇki prostor i T je t-norma H-tipa.
Ako postoji k : (0,∞) → (0, 1) i funkcija promenljivog rastojanja ϕ tako
da je:
(5.25) ϕ(M˜(F (x), F (y), t)) ≤ k(t) · ϕ(M(x, y, t)), x, y ∈ X, t > 0,
tada postoji x ∈ X tako da je x ∈ F (x).
Ako je preslikavanje F iz Posledice 5.1.1 jednoznacˇno, tada dobijamo
rezultat iz [15].
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Primer 5.1.1 [15]
(a) Neka je X = [0, 2], T = TP , M(x, y, t) =
t
t+d(x,y)
, gde je d Euklidska
metrika. Tada je (X,M, T ) fazi metricˇki prostor. Neka je F (x) = {1, 2}, x ∈
X. Kako je F slabo demikompaktno preslikavanje i zadovoljen je uslov (5.25),
na osnovu Posledice 5.1.1(a) sledi da postoji x ∈ X takav da x ∈ F (x).
(b) Neka je X = [0, 2], T = TM , M
∗(x, y, t) = t
t+d∗(x,y) , gde je d
∗ ul-
trametrika. Tada je (X,M∗, T ) jak fazi metricˇki prostor [31]. Za F (x) =
{1, 2}, x ∈ X, uslov (5.25) je zadovoljen, i na osnovu Posledice 5.1.1(b) sledi
da postoji x ∈ X da je x ∈ F (x).
5.2 Viˇseznacˇna jaka {bn}−fazi kontrakcija
Definicija 5.2.1 [15] Neka je (X,M, T ) fazi metricˇki prostor i {bn}n∈N niz
iz (0, 1) takav da je lim
n→∞
bn = 1. Preslikavanje F : X → C(X) je viˇseznacˇna
jaka {bn}−fazi kontrakcija ako postoji q ∈ (0, 1) tako da je
(5.26)
M(x, y, t) > bn ⇒ M˜(F (x), F (y), qt) > bn+1, x, y ∈ X, t > 0, n ∈ N.
Teorema 5.2.1 [15] Neka je (X,M, T ) kompletan fazi metricˇki prostor u
smislu Kramosila i Michaleka takav da je lim
t→∞
M(x, y, t) = 1. Neka je niz
{bn} ⊂ (0, 1) takav da je lim
n→∞
bn = 1 i F : X → C(X) viˇseznacˇna jaka
{bn}−fazi kontrakcija. Ako t−norma T zadovoljava sledec´i uslov:
(5.27) lim
n→∞
T
∞
i=nbi = 1,
tada postoji x ∈ X tako da je x ∈ F (x).
Dokaz. Neka je x0, x1 ∈ X, tako da x1 ∈ F (x0). Na osnovu (5.27) i
(F (M1)), za proizvoljno ε >, 0 postoji n0 ∈ N i t0 > 0 tako vazˇi
(5.28) T
∞
i=n0
bi > 1− ε i M(x0, x1, t0) > bn0 .
Tada, na osnovu uslova (5.26), za neko q ∈ (0, 1) i ε0 > 0 zadovoljeno je
sledec´e:
(5.29) M˜(F (x0), F (x1), qt0) > bn0+1 + ε0.
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Za odabrano ε0, primenom definicije Hausdorfove metrike postoji tacˇka x2 ∈
F (x1) takva da je
(5.30) M˜(F (x0), F (x1), qt0) ≤M(x1, x2, qt0) + ε0.
Iz (5.26), (5.29) i (5.30) dobijamo
M(x1, x2, qt0) > bn0+1 ⇒ M˜(F (x1), F (x2), q2t0) > bn0+2.
Ponavljajuc´i isti postupak dobijamo da je
(5.31) M(xk, xk+1, q
kt0) > bn0+k, k ∈ N.
Neka je ε > 0 i t > 0. Izaberimo k0 ∈ N, k0 > n0 da je
∑∞
k=k0
qk < t
t0
, tada
za svako l, r ∈ N, r > 1 dobijamo
M(xk0+l, xk0+l+r, t) ≥M(xk0+l, xk0+l+r, t0
∞∑
k=k0
qk) ≥
≥ M(xk0+l, xk0+l+r, t0
k0+l+r−1∑
k=k0+l
qk) ≥
≥ T (T . . . T︸ ︷︷ ︸
(r−1)−put
(M(xk0+l, xk0+l+1, t0q
k0+l), . . . ),
M(xk0+l+r−1, xk0+l+r, t0q
k0+l+r−1)) ≥
≥ T∞i=n0bi > 1− ε,
gde su primenjene nejednakosti (5.28) i (5.31). Prema tome, niz {xn}n∈N
je Kosˇijev i kako je na osnovu uslova teoreme prostor (X,M, T ) kompletan,
postoji x ∈ X da je
(5.32) lim
n→∞
xn = x.
Ostaje da se pokazˇe da x ∈ F (x). Kako je F (x) = F (x) dovoljno je da
se pokazˇe da za svako λ ∈ (0, 1) i t > 0 postoji r = r(t, λ) ∈ F (x) da je
M(x, r, t) > 1− λ.
Neka je t0 > 0 i λ ∈ (0, 1). Zbog neprekidnosti t−norme zadovoljen je
sledec´i uslov sup
a<1
T (a, a) = 1, pa postoji δ = δ(λ) ∈ (0, 1) da je
(5.33) T (T (1− δ, 1− δ), 1− δ) > 1− λ.
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Iz lim
n→∞
bn = 1 za δ koje je definisano u (5.33) postoji p0 ∈ N tako da je
(5.34) bp > 1− δ, p ≥ p0.
Na osnovu (5.32) za p0 moguc´e je odrediti n0 ∈ N tako da je
(5.35) M(xn, x,
t0
3
) > bp0 > 1− δ, n ≥ n0,
i
(5.36) M(xn, xn+1,
t0
3
) > bp0 > 1− δ, n ≥ n0.
Zbog (5.26) postoji ε∗ > 0 tako da je
M˜(F (xn), F (x), q
t0
3
) > bp0+1 + ε
∗, n ≥ n0.
Za neko ε∗ postoji r ∈ F (x) tako da je
M(xn+1, r, q
t0
3
) + ε∗ ≥ M˜(F (xn), F (x), q t0
3
) > bp0+1 + ε
∗,
odnosno,
(5.37) M(xn+1, r,
t0
3
) > M(xn+1, r, q
t0
3
) > bp0+1 > 1− δ, n ≥ n0.
Konacˇno, na osnovu (5.33), (5.35), (5.36) i (5.37) dobijamo
M(x, r, t0) ≥ T (T (M(x, xn, t0
3
),M(xn, xn+1,
t0
3
)),M(xn+1, r,
t0
3
)) > 1− λ.
Prema tome, x ∈ F (x).
Glava 6
Teoreme o nepokretnoj tacˇki u
fazi G−metricˇkim prostorima
U slucˇaju da je pripadnost elemenata neprecizna, sistem se mozˇe posma-
trati kao fazi sistem. U zavisnosti od problematike, uvodi se odgovarajuc´i
prostor u kome se resˇava. Za resˇavanje problema neophodno je da se nepo-
kretna tacˇka posmatra u prostoru sa odgovarajuc´om topolosˇkom strukturom.
Oznacˇimo sa K(X) skup svih kompaktnih podskupova od X, a sa F skup
svih fazi skupova sa kompaktnim α-nivoima definisanim na X, pri cˇemu X
ima metricˇku strukturu. Z. Mustafa and B. Sims [59] su uveli definiciju gene-
ralizovanog metricˇkog prostora, tj. G-metricˇkog prostora. U [42] G-metrika
je uvedena u K(X), a u [83] slicˇna konstrukcija je primenjena da se G-metrika
uvede u skup F . U oba slucˇaja struktura osnovnog G-metricˇkog prostora je
primenjena za definisanje Hausdorfove G-metrike pomoc´u rastojanja dG iz-
vedenog iz G-metrike G. U ovom delu disertacije osnovni prostor je metricˇki
(umesto G-metricˇkog) i uvedena je Hausdorfova G-metrika primenom iste
ideje kao u [42], [83], ali upotrebljena je metrika d originalnog metricˇkog pro-
stora (X, d) umesto generisane dG metrike. Uprkos tome sˇto je veza izmedu
osnovnog i generisanog prostora jednostavnija nego u [83], struktura genera-
lizovanog metricˇkog prostora (F ,G) nije redukovana. Osim toga, analizirali
smo egzistenciju i jedinstvenost zajednicˇke nepokretne tacˇke za familiju {fi}
samopreslikavanja u skupu fazi skupova F sa generalizovanom metrikom G.
Razmatran je drugacˇiji tip generalizovanog kontraktivnog uslova, primenom
neopadajuc´e, sa desne strane neprekidne funkcije Φ : [0,∞) → [0,∞). Sta-
vljajuc´i drugacˇije dodatne uslove na Φ, mozˇemo pratiti kako Φ uticˇe na druge
uslove i na konacˇan rezultat za nepokretnu tacˇku.
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Za viˇse rezultata o nepokretnoj tacˇki za preslikavanja u G-metricˇkim pro-
storima fazi skupova upuc´ujemo na [45], [65], [83].
B. Samet, C. Vetro, F. Vetro [69] i Jleli,Samet [41] su ustanovili da se
neke teoreme o nepokretnoj tacˇki u G-metricˇkim prostorima mogu dokazati
primenom postojec´ih rezultata u kvazi metricˇkim prostorima. Naime, ako bi
se kontraktivni uslov u teoremi o nepokretnoj tacˇki u G-metricˇkom prostoru
mogao redukovati na dve promenljive, tada se mozˇe dokazati ekvivalentna
teorema u obicˇnom metricˇkom prostoru. Ideja nije u potpunosti nova, ali
nije bilo uspeha pre [60]. Karapinar i Agarval u radu [49] su nastavili da ra-
zvijaju tehniku Jleli-Sameta u G-metricˇkim prostorima, ali, sa druge strane,
dokazali su teoreme o nepokretnoj tacˇki u G-metricˇkim prostorima gde ne
mozˇe da se primeni tehnika Jleli-Sameta. Dakle u nekim slucˇajevima, kao sˇto
je primec´eno u radu Jleli-Sameta [41], kada je kontraktivni uslov nelinearan,
ovakva strategija nije uvek uspesˇna. To je i ovde slucˇaj, tehnika Jleli-Sameta
ne daje adekvatne rezultate, ali ako se primeni G-metrika, teoreme mogu biti
dokazane. Dakle, nasˇi rezultati ne proizilaze iz uobicˇajenih u metricˇkim ili
kvazi metricˇkim prostorima, niti proizilaze iz rezultata B. Samet, C. Vetro,
F. Vetro i Jleli, Samet.
U poglavlju 6.1. se analizira egzistencija i jedinstvenost zajednicˇke nepo-
kretne tacˇke za familiju fazi preslikavanja fi u povezanom fazi G−metricˇkom
prostoru (F ,G). Posmatraju se razlicˇite generalizacije kontraktivnih uslova,
koriˇsc´enjem neopadajuc´e i neprekidne sa desne strane funkcije Φ : [0,∞)→
[0,∞). Postavljanjem razlicˇitih dodatnih uslova za Φ, menjaju se i ostali
uslovi u teoremama, koje za cilj imaju dokazivanje postojanja nepokretne
tacˇke.
Postojanje subfiksne tacˇke je predmet proucˇavanja u poglavlju 6.2. Kao i
u prethodnom poglavlju, razlicˇiti dodatni uslovi za funkciju Φ, omoguc´avaju
egzistenciju subfiksne tacˇke.
Osnovni pojmovi i definicije vezani za ovu tematiku su prikazani u delu
2.6.
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6.1 Nepokretna tacˇka za kontraktivne itera-
cije u tacˇki i orbitalna kontrakcija u tacˇki
za fazi preslikavanja
Uopsˇtavanje principa kontrakcije se mozˇe postic´i primenom razlicˇitih vr-
sta neopadajuc´ih funkcija neprekidnih sa desne strane Φ : [0,∞) → [0,∞).
Najcˇesˇc´e koriˇsc´ena dodatna osobina za preslikavanje Φ se dobija kombinaci-
jom sledec´ih sedam uslova:
(φ1) Φ(0) = 0,
(φ2) Φ(x) < x, za sve x > 0,
(φ3) lim
i→∞
Φi(x) = 0, za sve x > 0,
(φ4) {xi} ⊂ [0,∞) je niz pri cˇemu je xi+1 ≤ Φ(xi), tada lim
i→∞
xi = 0.
(φ5) za sve x ≥ 0 postoji y(x) ≥ 0, y(x) = sup
y≥0
{y ≤ x+ Φ(y)},
(φ6) lim
x→∞
(x− Φ(x)) =∞,
(φ7)
∑∞
i=1 Φ
i(x) <∞, za sve x > 0.
Neke od navedenih osobina preslikavanja Φ su ekvivalentne, neka osobina
implicira drugu, a neke su nekompatibilne. Sledec´a lema daje veze izmedu
osobina (φ1) - (φ7), narocˇito onih koje se koriste za definisanje generalizovane
kontrakcije.
Lema 6.1.1 [75] Neka je Φ : [0,∞)→ [0,∞) nerastuc´a funkcija, neprekidna
sa desne strane. Tada
(i) (φ2) ⇔ (φ3) ⇔ (φ4),
(ii) (φ7) ⇒ (φk) ⇒ (φ1), gde k ∈ {2,3,4},
(iii) (φ5) + (φ2) 6⇒ (φ7) i (φ6) + (φ2) 6⇒ (φ7),
(iv) (φ7) 6⇒ (φ5) i (φ7) 6⇒ (φ6).
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Dokaz. (i) Dovoljno je pokazati da (φ4) ⇒ (φ2) ⇔ (φ3)⇒ (φ4).
(φ2) ⇒ (φ3): Pretpostavimo supotno, da je za neko x > 0, lim
i→∞
Φi(x) =
a > 0. Kako je {Φi(x)} nerastuc´i niz, zbog neprekidnosti sa desne strane
funkcije Φ, vazˇi da je Φ(a) = Φ( lim
i→∞
Φi(x)) = lim
i→∞
Φi+1(x) = a > 0, pa sledi
da je 0 < a = Φ(a) sˇto je kontrdikcija sa (φ2).
(φ3) ⇒ (φ2): Ako za neko x > 0, vazˇi da je Φ(x) ≥ x, tada, na osnovu
uslova da je funkcija Φ neopdajuc´a sledi da je Φi(x) ≥ Φi−1(x) ≥ · · · ≥
Φ(x) ≥ x > 0. Odatle je lim
i→∞
Φi(x) 6= 0, sˇto je kontradikcija sa (φ3).
(φ3) ⇒ (φ4): Neka je niz {xi} ⊂ [0,∞) takav da je xi+1 ≤ Φ(xi). Tada
xi ≤ Φ(xi−1) ≤ Φ2(xi−2) ≤ · · · ≤ Φi(x0) i lim
i→∞
xi ≤ lim
i→∞
Φi(x0) = 0.
(φ4) ⇒ (φ2): Ako pretpostavimo suprotno da (φ2) ne vazˇi, tada ako
postoji y > 0, onda je y ≤ Φ(y). Ako stavimo xi = y, za sve i = 0, 1, . . . ,
tada dobijamo niz y = xi+1 ≤ Φ(y) = Φ(xi), ali taj niz ne konvergira ka 0.
(ii) Ocˇigledno, pa je dokaz izostavljen.
(iii) Funkcija
Φ(x) =
{
(x+ 2)−1, (n+ 1)−1 ≤ x < n−1, n ∈ N,
3−1, 1 ≤ x,
zadovoljava (φ5), (φ6) i (φ2), ali ne i (φ7).
(iv) Funkcija
Φ(x) =
{ (
x
2
)2
, 0 ≤ x < 2,
x− 1, 2 ≤ x,
zadovoljava uslov (φ7), ali ne zadovoljava uslov (φ5), niti (φ6).
Teorema 6.1.1 [75] Neka je (X, d) kompletan metricˇki prostor, (F ,G) iz-
vedeni fazi G-metricˇki prostor i B ⊆ F . Dalje, neka je {fi} niz samopresli-
kavanja nad F tako da za sve i ∈ N, fi(B) ⊆ B i za svako µ ∈ F postoji
n(µ) ∈ N tako da vazˇi
G
(
f
n(µ)
i (ν), f
n(µ)
j (µ), f
n(µ)
j (µ)
)
≤ Φ
(
max
{
G (ν, µ, µ) ,
2−1
[
G
(
ν, f
n(µ)
j (µ), f
n(µ)
j (µ)
)
+ G
(
µ, f
n(µ)
j (µ), f
n(µ)
j (µ)
)]
,
(6.1) 2−1
[
G
(
ν, f
n(µ)
j (µ), f
n(µ)
j (µ)
)
+
(
f
n(µ)
i (ν), µ, µ
))}]
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za sve i, j ∈ N sve ν ∈ B, pri cˇemu Φ zadovoljava uslov (φ2). Ako postoji
µ∗ ∈ B tako da je fn(µ∗)i (µ∗) = µ∗ za sve i ∈ N, tada je µ∗ jedinstvena
nepokretna tacˇka za {fi} u B i za svako µ1 ∈ F , niz µj+1 = fn(µ
∗)
i (µj),
i ∈ N, konvergira ka µ∗.
Dokaz. Prvo c´emo dokazati da je µ∗ jedinstvena tacˇka u B sa osobinom
f
n(µ∗)
i (µ
∗) = µ∗, i ∈ N. Ako je ν ∈ B, ν 6= µ∗, fn(µ∗)i (ν) = ν, i ∈ N, tada
G (ν, µ∗, µ∗) ≤ G
(
f
n(µ∗)
i (ν), f
n(µ∗)
j (µ
∗), fn(µ
∗)
j (µ
∗)
)
≤ Φ (G (ν, µ∗, µ∗)) .
Na osnovu osobine Φ(t) < t, t > 0, kako je G(ν, µ∗, µ∗) > 0, dobijamo
kontradikciju, pa pretpostavka µ∗ 6= ν nije tacˇna. Iz
fi(µ
∗) = fi(f
n(µ∗)
i (µ
∗)) = fn(µ
∗)+1
i (µ
∗) = fn(µ
∗)
i (fi(µ
∗)),
sledi da fi(µ
∗) = µ∗, za sve i ∈ N. Dalje, za neko µ1 ∈ B, formiramo niz
µi+1 = f
n(µ∗)
i (µi). Ako µ1 = µ
∗, onda je µi = f
n(µ∗)
i−1 (f
n(µ∗)
i−2 · · · (fn(µ
∗)
1 (µ
∗)) · · · )
= µ∗ i niz {µi} konvergira ka µ∗.
Ako je µ1 6= µ∗, da bismo dokazali da niz {µi} konvergira ka µ∗, posma-
tramo niz G(µi+1, µ∗, µ∗), i ∈ N.
G(µi+1, µ∗, µ∗) = G
(
f
n(µ∗)
i (µi), f
n(µ∗)
j (µ
∗), fn(µ
∗)
j (µ
∗)
)
≤
≤ Φ (max{G (µi, µ∗, µ∗) , 2−1 [G (µi, µ∗, µ∗) + (µ∗, µ∗, µ∗)] ,
2−1 [G (µi, µ∗, µ∗) + G (µi+1, µ∗, µ∗)]
})
=
= Φ
(
max
{G (µi, µ∗, µ∗) , 2−1 [G (µi, µ∗, µ∗) + G (µi+1, µ∗, µ∗)]}) .
Ako izaberemo da
max
{G (µi, µ∗, µ∗) , 2−1 [G (µi, µ∗, µ∗) + G (µi+1, µ∗, µ∗)]} =
= 2−1 [G (µi, µ∗, µ∗) + G (µi+1, µ∗, µ∗)] ,
to implicira da
(6.2) G (µi, µ∗, µ∗) ≤ G (µi+1, µ∗, µ∗) .
Sa druge strane, u slucˇaju da je
G(µi+1, µ∗, µ∗) ≤ Φ
(
2−1 [G (µi, µ∗, µ∗) + G (µi+1, µ∗, µ∗)]
)
<
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2−1G (µi, µ∗, µ∗) + 2−1G (µi+1, µ∗, µ∗) ,
sledi
(6.3) G (µi+1, µ∗, µ∗) < G (µi, µ∗, µ∗) .
Ocˇigledno je da je uslov (6.2) u kontradikciji sa uslovom (6.3). Dakle,
G(µi+1, µ∗, µ∗) ≤ Φ (G(µi, µ∗, µ∗)) .
Primenom date procedure i puta i pusˇtajuc´i da i→∞, dobijamo
G(µi+1, µ∗, µ∗) ≤ Φ (G(µi, µ∗, µ∗)) ≤ · · · ≤ Φi (G(µ1, µ∗, µ∗)) .
Kako je µ1 6= µ∗, G(µi, µ∗, µ∗) > 0 i lim
i→∞
G(µi+1, µ∗, µ∗) = 0. Poslednja
relacija pokazuje da niz {µi} konvergira ka µ∗.
Teorema 6.1.2 [75] Neka je (X, d) kompletan metricˇki prostor, f : F → F ,
pri cˇemu je (F ,G) izveden fazi G-metricˇki prostor i neka je
φ : [0,∞) → [0,∞) subaditivno preslikavanje koje zadovoljava uslov (φ7).
Ako je za neko µ0 ∈ F orbita O(f ;µ0) kompletna i za svako µ ∈ O(f ;µ0)
postoji n(µ) ∈ F tako da
(6.4) G (fn(µ)(ν), fn(µ)(µ), fn(µ)(µ)) ≤ φ (G(ν, µ, µ)) ,
za sve ν ∈ O(f ;µ0), tada niz µi+1 = fn(µi)(µi), i ∈ N0, konvergira ka nekom
µ∗ ∈ G.
Ako nejednakost (6.4) vazˇi za sve µ ∈ O(f ;µ0), tada fn(µ∗)(µ∗) = µ∗ i
f i(µ) → µ∗ za sve µ ∈ O(f ;µ0). Ako f(O(f ;µ0)) ⊆ O(f ;µ0), tada je µ∗
nepokretna tacˇka za f .
Dokaz. Prvo c´emo pokazati da je niz {µi}i∈N0 ⊂ F Kosˇijev. Za dovoljno
veliko µ ∈ N, postoje k, r ∈ N, 1 ≤ r < n(µ0) tako da µ = k · n(µ0) + r.
Primenom (6.4), dobijamo
G (fm(µ0), µ0, µ0) ≤
≤ G (fkn(µ0)+r(µ0), fn(µ0)(µ0), fn(µ)0(µ0))+ G (fn(µ0)µ0, µ0, µ0)
≤ Φ (G (f (k−1)n(µ0)+r(µ0), µ0, µ0))+ G (fn(µ0)(µ0), µ0, µ0)
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≤ Φ (G (f (k−1)n(µ0)+r(µ0), fn(µ0)(µ0), fn(µ0)) +
+ G (fn(µ0)(µ0), µ0, µ0))+ G (fn(µ0)(µ0), µ0, µ0) ≤
≤ Φ2 (G (f (k−2)n(µ0)+r(µ0), µ0, µ0))+
+Φ
(G (fn(µ0)(µ0), µ0, µ0))+ G (fn(µ0)(µ0), µ0, µ0) ≤ · · ·
≤ Φk (G (f r(µ0), µ0, µ0)) +
k−1∑
i=1
Φi
(G (fn(µ0), µ0, µ0))) .
Stavljajuc´i da je A = max{G (fp(µ0), µ0, µ0) : 1 ≤ p ≤ n(µ0)}, za sve m ∈ N,
vazˇi sledec´a nejednakost
(6.5) G (fm(µ0), µ0, µ0) ≤
k∑
s=1
Φs(A) ≤
∞∑
s=1
Φs(A) = B <∞,
i odatle,
G (µm, µm, µm+1) =
= G (fn(µm−1)(µm−1), fn(µm−1)(µm−1), fn(µm)fn(µm−1)(µm−1)) ≤
≤ Φ (G (µm−1, µm−1, fn(µm)(µm−1)) ≤ · · · ≤ Φm (G (µ0, µ0, fn(µm)(µ0)) ≤
≤ Φm(B),
za sve m ∈ N. Iz poslednje nejednakosti za svako i, j ∈ N, i < j, dobijamo
G (µi, µi, µj) ≤ G (µi, µi, µi+1) + · · ·+ G (µk−1, µk−1, µk) ≤
j∑
s=i
Φs(B)
sˇto implicira da je niz {µi}i∈N Kosˇijev. Kako je (F ,G) kompletan fazi G-
metricˇki prostor onda postoji µ∗ ∈ F tako da je lim
i→∞
µi = µ
∗.
U drugom delu teoreme, nejednakost (6.4) vazˇi za sve µ ∈ O(f ;µ0). Tada
cˇlanovi µi niza {µi}i∈N iz prethodnog dela dokaza zadovoljavaju sledec´e dve
relacije:
(6.6) G (fn(µ∗)(µ∗), fn(µ∗)(µ∗), fn(µ∗)(µi)) ≤ Φ (G (µ∗, µ∗, µi)) ,
i
G (fn(µ∗)(µi), µi, µi) = G (fn(µ∗)fn(µi−1)(µi−1), fn(µi−1)(µi−1), fn(µi−1)(µi−1)) ≤
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(6.7) ≤ Φ (G (fn(µ∗)(µi−1), µi−1, µi−1)) ≤ Φi (G (fn(µ∗)(µ0), µ0, µ0)) .
Na osnovu (6.6) vazˇi
lim
i→∞
fn(µ
∗)(µi) = f
n(µ∗)(µ∗)
a iz (6.7)
lim
i→∞
G (fn(µ∗)(µi), µi, µi) = G (fn(µ∗)(µ∗), µ∗, µ∗) = 0.
Odatle je fn(µ
∗)(µ∗) = µ∗.
Da bi pokazali da je µ∗ jedinstvena nepokretna tacˇka za fn(µ
∗) u O(f ;µ0),
pretpostavimo suprotno, da postoji josˇ jedna tacˇka x∗∗ ∈ O(f ;µ0) sa istom
osobinom. Tada
G (x∗∗, µ∗, µ∗) = G (fn(µ∗)x∗∗, fn(µ∗)µ∗, fn(µ∗)µ∗) ≤ Φ(G (x∗∗, µ∗, µ∗) ,
odnosno x∗∗ = µ∗. Dalje, ako je f(O(f ;µ0)) ⊆ O(f ;µ0), tada fµ∗ =
f(fn(µ
∗)µ∗) = fn(µ
∗)(fµ∗) implicira fµ∗ = µ∗.
6.2 Subfiksna tacˇka za generalizovanu kon-
traktivnu familiju fazi preslikavanja
Definicija 6.2.1 µ∗ ∈ F je subfiksna tacˇka preslikavanja f : F → F akko
µ∗ ⊆ f(µ∗) .
Propozicija 6.2.1 [83] Ako µ1, µ2, ν2 ∈ F i µ1 ≤ µ2, tada postoji ν1 ∈ F
tako da je G(µ1, ν1, ν1) ≤ G(µ2, ν2, ν2).
Propozicija 6.2.2 [83] Ako µ, ν, η ∈ F i µ ⊆ ν, tada
(i) L(µ, η, η) ≤ L(ν, η, η),
(ii) L(η, ν, ν) ≤ L(η, µ, µ),
(iii) L(µ, ν, ν) = 0 ⇔ µ ⊆ ν.
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U naredne dve teoreme razmatramo egzistenciju fazi skupa µ∗ koji pred-
stavlja zajednicˇku subfiksnu tacˇku za familiju samopreslikavanja {fi}, odno-
sno µ∗ ⊆ fi(µ∗) za sve i ∈ N.
Neka je (X, d) kompletan metricˇki prostor i neka je (F ,G) izveden fazi
G-metricˇki prostor. Dalje, neka je za sve µ, ν ∈ F i sve i, j ∈ N, i 6= j
G (fi(ν), fj(µ), fj(µ)) ≤ Φ(max{(G (ν, µ, µ) ,L (ν, fi(ν), fi(ν)) ,
(6.8) L (µ, fj(µ), fj(µ))) ,L (ν, fj(µ), fj(µ)) ,L (µ, fi(ν), fi(ν)})) ,
gde je Φ : [0,∞) → [0,∞). Ako je µ0 proizvoljan elemenat iz F i neka je
µ1 ∈ F izabrano tako da je µ1 ⊆ f1(µ0), tada na osnovu Propozicije 6.2.1,
postoji µ2 ⊆ f2(µ1), takvo da
G(µ1, µ2, µ2) ≤ G (f1(µ0), f2(µ1), f2(µ1)) ,
Po istom principu formiramo niz {µi} tako da
(6.9) µi+1 ⊆ fi+1(µi) za sve i ∈ N,
i
(6.10) G(µi, µi+1, µi+1) ≤ G (fi(µi−1), fi+1(µi), fi+1(µi)) .
Lema 6.2.1 [75] Ako preslikavanje Φ u (6.8) zadovoljava uslov (φ5) zajedno
sa uslovima (φ2) ili (φ3) ili (φ4), niz {µi} definisan u (6.9) je Kosˇijev niz.
Dokaz. Iz (6.8), za neko i, j ∈ N, imamo
G(µi, µj, µj) ≤ G(fi(µi−1), fj(µj−1), fj(µj−1)) ≤
Φ(max{G(µi−1, µj−1, µj−1),L(µi−1, fi(µi−1), fi(µi−1)),L(g(µj−1), fi(µi−1), fi(µi−1)),
L(µj−1, fj(µj−1), fj(µj−1)),L(µi−1, fj(µj−1), fj(µj−1))}) ≤
Φ(max{G(µi−1, µj−1, µj−1),L(µi−1, fi(µi−1), fi(µi−1)),L(g(µj−1), fi(µi−1), fi(µi−1)),
L(µj−1, fj(µj−1), fj(µj−1)),L(µi−1, fj(µj−1), fj(µj−1))}) ≤
Φ(max{G(µi−1, µj−1, µj−1),L(µi−1, µi, µi),L(µj−1, µi, µi),
L(µj−1, µj, µj),L(µi−1, µj, µj)}) ≤
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Φ(max{G(µi−1, µj−1, µj−1),G(µi−1, µi, µi),G(µj−1, µi, µi),
(6.11) G(µj−1, µj, µj),G(µi−1, µj, µj)}).
Ako posmatramo relaciju (6.11) za razlicˇite vrednosti k ≤ i, j ≤ n, dobijamo
(6.12) sup
k≤i,j≤n
{G(µi, µj, uµj)} ≤ Φ( sup
k−1≤i,j≤n
{G(µi, µj, µj)}).
za sve k, n ∈ N, 2 ≤ k < n. Znajuc´i da je
sup
1≤i,j≤n
{G(µi, µj, µj)} ≤
(6.13) max{G(µ1, µ2, µ2),G(µ2, µ1, µ1)}+ sup
2≤i,j≤n
{G(µi, µj, µj)},
i primenom (6.12) za k = 2, dobijamo
sup
1≤i,j≤n
{G(µi, µj, µj)} ≤
(6.14) max{G(µ1, µ2, µ2),G(µ2, µ1, µ1)}+ Φ( sup
1≤i,j≤n
{G(µi, µj, µj)}).
Stavljajuc´i da je x = max{G(µ1, µ2, µ2),G(µ2, µ1, µ1)}, i primenjujuc´i osobinu
(φ5) u (6.14), sledi da postoji y(x) > 0 tako da
sup
1≤i,j≤n
{G(µi, µj, µj)} ≤ y(x).
Uzimajuc´i da je k = 2 u (6.12), i ponovo koristec´i poslednju relaciju, dobi-
jamo
sup
2≤i,j≤n
{G(µi, µj, µj)} ≤ Φ(y(x)).
Nastavljajuc´i ovaj proces, dobijamo
sup
k≤i,j≤n
{G(µi, µj, µj)} ≤ Φk−1(y(x))
gde je k, n ∈ N, 2 ≤ k < n. Pusˇtajuc´i da k →∞ i koristec´i osobine funkcije
Φ, pokazali smo da je {µi} Kosˇijev niz, pa je
lim
k→∞
sup
k≤i,j≤n
{G(µi, µj, µj)} ≤ lim
k→∞
Φk−1(y(x)) = 0.
Primenom Leme 6.1.1 (ii), osobina (φ3) mozˇe biti zamenjena sa (φ2) ili (φ4).
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Lema 6.2.2 [75] Ako Φ u (6.8) zadovoljava uslov (φ6) zajedno sa uslovima
(φ2) ili (φ3) ili (φ4), niz {µi} definisan u (6.9) je Kosˇijev niz.
Dokaz. Koristec´i osobinu funkcije Φ da zadovoljava uslov (φ6) zajedno
sa (φ4), kontradikcijom smo dokazali da
(6.15) lim
n→∞
sup
1≤i,j≤n
{G(µi, µj, µj)} = sup
1≤i,j
{G(µi, µj, µj)} <∞.
Pretpostavka da (6.15) ne vazˇi, implicira da
lim
n→∞
sup
1≤i,j≤n
{G(µi, µj, µj)} =∞.
Sa druge strane, iz (φ6) i (6.14) dobijamo
∞ = lim
n→∞
(
sup
1≤i,j≤n
{G(µi, µj, µj)} − φ( sup
1≤i,j≤n
{G(µi, µj, µj)})
)
≤ max{G(µ1, µ2, µ2),G(µ2, µ1, µ1)},
sˇto je kontradikcija, pa sledi da je (6.15) tacˇno. Definiˇsimo opadajuc´i niz
{xk} ⊂ (0,∞) sa
xk = sup
k≤i,j
{G(µi, µj, µj)}
i primenom (6.11) sledi
xk ≤ Φ(xk−1) ≤ · · · ≤ Φk−1(x1).
Pusˇtajuc´i da k →∞, dokazujemo da je
lim
k→∞
sup
k≤i,j
{G(µi, µj, µj)} = 0.
Dakle, {µi} je Kosˇijev niz. Primenom Leme 6.1.1 (ii), osobina (φ4) mozˇe biti
zamenjena osobinom (φ2) ili (φ3). 2
Teorema 6.2.1 [75] Ako su sve pretpostavke iz Leme 6.2.1 ili iz Leme 6.2.2
zadovoljene, tada postoji ν∗ ∈ F tako da ν∗ ⊆ fi(ν∗) za svako i ∈ N.
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Dokaz. U Lemi 6.2.1 i Lemi 6.2.2 je dokazano da je {µi} Kosˇijev niz i
zbog kompletnosti od (F ,G), vazˇi da je lim
i→∞
µi = µ
∗ ∈ F . Da bi dokazali da
µ∗ ⊆ fj(µ∗), nastavljamo po sledec´em postupku.
L(µ∗, fj(µ∗), fj(µ∗)) ≤ lim
i→∞
L(µ∗, µi, µi)) + lim
i→∞
L(µi, fj(µ∗), fj(µ∗)) =
lim
i→∞
G(fi(µi−1), fj(µ∗), fj(µ∗)) ≤
lim
i→∞
Φ (max{G(µi−1, µ∗, µ∗),L(µi−1, fi(µi−1), fi(µi−1)),L(µ∗, fj(µ∗), fj(µ∗)) ,
L(µi−1, fj(µ∗), fj(µ∗))L(µ∗, fi(µi−1), fi(µi−1))}) ≤
lim
i→∞
Φ (max{(G(µi−1, µ∗, µ∗),L(µi−1, µi, µi),L(µ∗, fj(µ∗), fj(µ∗)) ,
L(µi−1, fj(µ∗), fj(µ∗)),L(µ∗, µi, µi))}) ≤
Φ (max{(G(µ∗, µ∗, µ∗),L(µ∗, µ∗, µ∗),L(µ∗, fj(µ∗), fj(µ∗)),
L(µ∗, fj(µ∗), fj(µ∗)),L(µ∗, µ∗, µ∗))}) =
Φ(max{0, 0,L(µ∗, fj(µ∗), fj(µ∗)), 0 + L(µ∗, fj(µ∗), fj(µ∗)), 0}) ≤
≤ L(µ∗, fj(µ∗), fj(µ∗)).
Odatle, L(µ∗, fj(µ∗), fj(µ∗)) = 0 ⇒ µ∗ ⊆ fj(µ∗), za sve j ∈ N, sˇto smo
i trebali dokazati.
Neka je ϕ : [0,∞)5 → [0,∞) neopadajuc´a funkcija neprekidna sa desne
strane u odnosu na svih pet promenljivih tako da∑
k∈N
ϕk(t, t, t, 2t, 0) <∞,
za svako t > 0. Ocˇigledno, tada za sve t > 0 vazˇi
lim
k→∞
ϕk(t, t, t, 2t, 0) = 0, ϕ(t, t, t, 2t, 0) < t, i ϕ(0, 0, 0, 0, 0) = 0.
Dalje, neka je (X, d) kompletan metricˇki prostor, a neka je (F ,G) izveden fazi
G-metricˇki prostor i {fi} familija samopreslikavanja koja zadovoljava sledec´u
nejednakost
G (fi(ν), fj(µ), fj(µ)) ≤ ϕ (G (ν, µ, µ) ,L (ν, fi(ν), fi(ν)) ,
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(6.16) L (µ, fj(µ), fj(µ)) ,L (ν, fj(µ), fj(µ)) ,L (µ, fi(ν), fi(ν))) ,
za sve µ, ν ∈ F i sve i, j ∈ N.
Koristec´i iste argumente kao u (6.9), formira se niz {µi} ,
(6.17) µi+1 ⊆ fi+1(µi) za sve i ∈ N,
sa osobinom
(6.18) G(µi, µi+1, µi+1) ≤ G (fi(µi−1), fi+1(µi), fi+1(µi)) .
Lema 6.2.3 [75] Niz {µi} definisan u (6.17) je Kosˇijev niz.
Dokaz. Da bi dokazali da je niz {µi} Kosˇijev, posmatrac´emo niz
{G(µi, µi+1, µi+1)}. Primenom relacija (6.16), (6.18) i implikacije
µi ⊆ fi(µi−1)⇒ L (µi, fi(µi−1), fi(µi−1)) = 0,
dobijamo da je
G(µi, µi+1, µi+1) ≤ G (fi(µi−1), fi+1(µi), fi+1(µi)) ≤
ϕ (G (µi−1, µi, µi) ,L (µi−1, fi(µi−1), fi(µi−1)) ,L (µi, fi+1(µi), fi+1(µi))) ,
L (µi−1, fi+1(µi), fi+1(µi)) ,L (µi, fi(µi−1), fi(µi−1)) ≤
ϕ (G (µi−1, µi, µi) ,G (µi−1, µi, µi)) ,G (µi, µi+1, µi+1)) ,
G (µi−1, µi+1, µi+1) , 0) ≤
ϕ (G(µi−1, µi, µi),G(µi−1, µi, µi),G(µi, µi+1, µi+1) ,
G (µi−1, µi+1, µi+1) , 0) .
Kako je G (µi−1, µi+1, µi+1) ≤ G (µi−1, µi, µi) + G (µi, µi+1, µi+1) , vazˇi sledec´a
relacija
G(µi, µi+1, µi+1) ≤ ϕ (G (µi−1, µi, µi) ,
G (µi−1, µi, µi) ,G (µi, µi+1, µi+1) ,G (µi−1, µi, µi)) + G (µi, µi+1, µi+1) , 0) .
Pretpostavka da G(µi, µi+1, µi+1)  G (µi−1, µi, µi) , je ekvivalentna sa
G(µi, µi+1, µi+1) > G (µi−1, µi, µi) ,
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a to vodi do nejednakosti
G(µi, µi+1, µi+1) ≤ ϕ(G(µi, µi+1, µi+1)),
G (µi, µi+1, µi+1) ,G (µi, µi+1, µi+1) , 2G (µi, µi+1, µi+1) , 0) < G (µi, µi+1, µi+1)),
sˇto je je kontradikcija. U poslednjoj transformaciji primenili smo osobinu da
je funkcija ϕ neopadajuc´a i ϕ(t, t, t, 2t, 0) < t, t ∈ R+. Odatle sledi da je
G(µi, µi+1, µi+1) ≤ G (µi−1, µi, µi). Ako uvedemo oznaku G (µi−1, µi, µi) = ti,
dobijamo
(6.19) ti+1 ≤ ϕ(ti, ti, ti, 2ti, 0) < ti ≤ · · · ≤ ϕi(t1, t1, t1, 2t1, 0).
Ako je µ0 = µ1, tada je t1 = G (µ0, µ1, µ1) = 0. Kako je ϕ(0, 0, 0, 0, 0) = 0,
iz nejednakosti (6.19) dobijamo (µ0 = µ1) ⇒ (µ1 = µ2) ⇒ · · · ⇒ (µi−1 =
µi) ⇒ · · · . Dalje, µ0 = µi ⊆ fi(µi−1) = fi(µ0), sˇto znacˇi da je µ∗ = µ0 i
dokaz je kompletan.
Ako je µ0 6= µ1, dokazac´emo da je lim
i→∞
G(µi, µj, µj) = 0 kada je i < j.
G(µi, µj, µj) ≤ G(µi, µi+1, µi+1) + G(µi+1, µi+2, µi+2) + · · ·+ G(µj−1, µj, µj) =
=
j−1∑
k=i
G(µk, µk+1, µk+1) =
j−1∑
k=i
tk+1 ≤
j−1∑
k=i
ϕk(t1, t1, t1, 2t1, 0),
i kako je t1 = G(µ0, µ1, µ1) > 0, lim
i→∞
G(µi, µj, µj) = 0. Takode, G(µj, µi, µi) ≤
2G(µi, µj, µj)) → 0. Dakle, dokazali smo da je niz {µi} Kosˇijev i kao posle-
dicu da postoji µ∗ ∈ F tako da lim
i→∞
µi = µ
∗, sˇto je lim
i→∞
G(µi, µ∗, µ∗) =
lim
i→∞
G(µ∗, µi, µi) = 0.
Teorema 6.2.2 [75] Ako su sve pretpostavke iz prethodne leme zadovoljene,
tada postoji ν∗ ∈ F takav da je ν∗ ⊆ fi(ν∗) za sve i ∈ N.
Dokaz. Pretpostavimo da je za neko j ∈ N, L(µ∗, fj(µ∗), fj(µ∗)) > 0. Tada
L(µ∗, fj(µ∗), fj(µ∗)) ≤ lim
i→∞
L(µ∗, µi, µi)) + lim
i→∞
L(µi, fj(µ∗), fj(µ∗)) ≤
≤ lim
i→∞
L(fi(µi−1), fj(µ∗), fj(µ∗)) ≤
≤ lim
i→∞
L(fi(µi−1), fj(µ∗), fj(µ∗)) ≤
≤ lim
i→∞
ϕ (G(µi−1, µ∗, µ∗),L(µi−1, fi(µi−1), fi(µi−1)),L(µ∗, fj(µ∗), fj(µ∗)) ,
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L(µi−1, fj(µ∗), fj(µ∗))L(µ∗, fi(µi−1), fi(µi−1))) ≤
≤ lim
i→∞
ϕ ((G(µi−1, µ∗, µ∗),L(µi−1, µi, µi),L(µ∗, fj(µ∗), fj(µ∗)) ,
(6.20) L(µi−1, fj(µ), fj(µ∗)),L(µ∗, µi, µi))) .
Ako stavimo da je a = L(µ∗, fj(µ∗), fj(µ∗)) > 0, kako je lim
i→∞
µi = µ
∗, za
svako ε ∈ (0, a) postoji i0 = max{i1, i2, i3, i4}, pri cˇemu je
- G(µi−1, µ∗, µ∗) < ε < a za sve i > i1,
- L(µi−1, µi, µi) < ε < a za sve i > i2,
- L(µi−1, fj(µ∗), fj(µ∗)) ≤ L(µi−1, µi, µi) + L(µi, fj(µ∗), fj(µ∗)) <
ε
2
+ a+ ε
2
< 2a, za sve i > i3,
- L(µ∗, µi, µi) < ε za sve i > i4.
Sada, relacija (6.20) postaje
L(µ∗, fj(µ∗), fj(µ∗)) ≤ ϕ(ε, ε, a, ε+ a, ε) ≤ ϕ(a, a, a, 2a, ε)
i pusˇtajuc´i da ε → 0, dobijamo da je a ≤ ϕ(a, a, a, 2a, 0) < a, gde je a =
L(µ∗, fj(µ∗), fj(µ∗)). Odatle, L(µ∗, fj(µ∗), fj(µ∗)) = 0 ⇒ µ∗ ⊆ fj(µ∗), za
svako j ∈ N, sˇto je i trebalo dokazati .
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