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Abstract
We obtain a reflection formula for the Gaussian hypergeometric function of
real symmetric matrix argument. We also show that this result extends to the
Gaussian hypergeometric function defined over the symmetric cones, and even
to generalizations of the Gaussian hypergeometric function defined in terms of
series of Jack polynomials. We also obtain a quadratic transformation formula
for the 2× 2 Gaussian hypergeometric function of Hermitian matrix argument.
1 Introduction
The Gaussian hypergeometric series is well-known to satisfy a large number of linear
(contiguous), quadratic, and nonlinear transformation formulas. We refer to Andrews,
et al. [1, Chapter 3], Erde´lyi, et al. [3, Chapter II], or Olde Daalhuis [15, Chapter 15]
for extensive treatments of these formulas.
In this paper, we are concerned with a reflection formula,
2F1(a, b; a+ b+ 1− c; 1− x) =
Γ(c− a)Γ(c− b)
Γ(c)Γ(c− a− b)
2F1(a, b; c; x), (1.1)
valid for 0 < x < 1, −a ∈ N, and for b, c satisfying various conditions. We extend the
identity (1.1) to the Gaussian hypergeometric function of matrix argument [5, 9, 10, 14],
to the Gaussian hypergeometric function defined on symmetric cones, and even to the
Gaussian hypergeometric function defined in terms of Jack polynomials [4, 13].
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We also consider the problem of deriving quadratic transformations for the Gaus-
sian hypergeometric function of matrix argument, and we derive such a transformation
for the hypergeometric functions defined on the space of Hermitian 2× 2 matrices.
2 Remarks on the classical reflection formula (1.1)
The reflection formula (1.1) is a special case of a well-known linear transformation of
the Gaussian hypergeometric function; see [15, Eq. (15.8.7)]. The formula is also stated
indirectly by Whittaker and Watson [17, p. 296, Miscellaneous Example 2], who posed
the problem of proving that if −a ∈ N and b, c /∈ N then the ratio
2F1(a, b; a + b+ 1− c; 1− x)
2F1(a, b; c; x)
, (2.1)
is independent of x; further, the reader is asked to calculate the corresponding con-
stant. Once it has been proved that this ratio is independent of x, the constant of
proportionality can be found by setting x = 1 and applying Gauss’ formula,
2F1(a, b; c; 1) =
Γ(c) Γ(c− a− b)
Γ(c− a) Γ(c− b)
, (2.2)
for Re(c−a−b) > 0. We remark that we were unable to infer, despite a close reading of
[17, Chapter XIV], whether Whittaker and Watson had expected readers to solve this
problem using a method alternative to the previously-mentioned linear transformation,
and this motivated us to investigate several approaches to proving (1.1).
For a ∈ (0, 1), b = 1 − a, and c = 1, Berndt and Chan [2] showed that certain
elliptic modular functions are expressible in terms of the inverse functions of ratios of
the type (2.1). For n ∈ N, Hannah [8, p. 88] stated (1.1) in the form,
2F1(−n, b; c; 1− x) =
(c− b)n
(c)n
2F1(−n, b;−n + b+ 1− c; x),
n ∈ N, where c, 1+ b− c−n /∈ {0,−1,−2, . . . ,−n+1}, and remarked that a proof can
be obtained by induction on n.
3 A reflection formula for the Gaussian hypergeo-
metric function of matrix argument
Another approach to establishing (1.1) is by means of Euler’s hypergeometric differen-
tial equation for the 2F1 function. As we now show, this approach generalizes to the
Gaussian hypergeometric function of matrix argument.
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First, we consider the case of m × m real symmetric matrix arguments, X . For
Re(a) > 1
2
(m− 1), let
Γm(a) = pi
m(m−1)/4
m∏
j=1
Γ
(
a− 1
2
(j − 1)
)
denote the multivariate gamma function. A partition κ = (k1, . . . , km) is a m-tuple
of nonnegative integers k1, . . . , km such that k1 ≥ · · · ≥ km; the weight of κ is |κ| =
k1 + · · ·+ km; the partitional rising factorial is
[a]κ =
m∏
j=1
(
a− 1
2
(j − 1)
)
kj
,
where (a)k = a(a + 1) · · · (a + k − 1) is the classical rising factorial; and we denote by
Zκ(X) the corresponding zonal polynomial [4, 5, 10].
For a, b, c ∈ C and for X , a m×m real symmetric matrix, the Gaussian hyperge-
ometric function of matrix argument is
2F1(a, b; c;X) =
∞∑
k=0
1
k!
∑
|κ|=k
[a]κ [b]κ
[c]κ
Zκ(X), (3.1)
where the inner sum is over all partitions κ of weight k. The existence of this series
requires that [c]κ 6= 0 for all partitions κ, equivalently, −c + 1 +
1
2
(j − 1) /∈ N for
all j = 1, . . . , m. Denote by x1, . . . , xm the eigenvalues of X ; if the series (3.1) is
non-terminating then it converges for all m×m real symmetric matrices X such that
‖X‖ := max{|x1|, . . . , |xm|} < 1, and otherwise it converges for all such X [5].
The Gaussian hypergeometric function of matrix argument can also be defined
by a generalized Euler-type integral over the cone of positive definite matrices [5, 9].
Letting Im denote them×m identity matrix then, as a consequence of those generalized
Euler-type integrals, Herz [9] generalized (2.2) to:
2F1(a, b; c; Im) =
Γm(c) Γm(c− a− b)
Γm(c− a) Γm(c− b)
, (3.2)
for Re(c− a− b) > 1
2
(m− 1).
The zonal polynomials Zκ(X) depend only on x1, . . . , xm, the eigenvalues ofX , and
are symmetric functions of x1, . . . , xm; therefore, the same holds for the hypergeometric
function of matrix argument. Muirhead [14, p. 274, Theorem 7.5.5] proved that the
function 2F1(a, b; c;X) in (3.1) is the unique solution of each of the partial differential
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equations
xi(1− xi)
∂2F
∂x2i
+
[
c− 1
2
(m− 1)−
(
a+ b+ 1− 1
2
(m− 1)
)
xi
+
1
2
m∑
j=1
j 6=i
xi(1− xi)
xi − xj
]
∂F
∂xi
−
1
2
m∑
j=1
j 6=i
xj(1− xj)
xi − xj
∂F
∂xj
= abF, (3.3)
i = 1, . . . , m, subject to the conditions that:
(i) F is a symmetric function of x1, . . . , xm;
(ii) F is analytic at X = 0, i.e., F is expressible in a neighborhood of 0 as an infinite
series of zonal polynomials F (X) =
∑∞
k=0
∑
|κ|=k cκZκ(X), where the coefficients
cκ do not depend on m; and
(iii) F (0) = 1.
The following result establishes a statement in [15, Eq. (35.7.9)] and also provides
a correction to the hypotheses state there on the parameters a, b, c.
Proposition 3.1. Suppose that −a+1+ 1
2
(j−1) ∈ N for some j = 1, . . . , m. Further,
suppose that −c+1+ 1
2
(j− 1) /∈ N and −a− b+ c− 1
2
(m− j) /∈ N for all j = 1, . . . , m.
If 0 < X < Im, i.e., all eigenvalues of X are in the interval (0, 1), then
2F1
(
a, b; a+ b+1− c+ 1
2
(m− 1); Im−X
)
=
Γm(c− a)Γm(c− b)
Γm(c)Γm(c− a− b)
2F1(a, b; c;X). (3.4)
Proof. Under the stated hypotheses on b and c, the partitional rising factorials [c]κ
and [a + b + 1 − c + 1
2
(m − 1)]κ are non-zero for all partitions κ; therefore, both sides
of (3.4) are well-defined for all symmetric m ×m matrices X such that ‖X‖ < 1 and
‖Im−X‖ < 1. Moreover, under the assumption on a, both sides of (3.4) are terminating
series, i.e., polynomials in X , hence are analytic at X = 0. Moreover, by (3.2), both
sides are equal at X = 0.
Replacing xi by 1−xi, i = 1, . . . , m, in each of the partial differential equations in
the system (3.3), we see that the outcome of this transformation is that c is replaced
by a + b + 1 − c + 1
2
(m− 1). Finally, applying the uniqueness result of Muirhead [14,
Theorem 7.5.5], we find that the left- and right-hand sides of (3.4) coincide.
The reflection formula (3.4) extends to the hypergeometric function defined on
the symmetric cones [4, 5] or in terms of series of Jack polynomials [13]. These gen-
eralizations satisfy a system of partial differential equations defined by means of the
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generalized Muirhead operators; viz., for an arbitrary parameter d > 0, the system of
partial differential equations is:
xi(1− xi)
∂2F
∂x2i
+
[
c− (m− 1)d−
(
a + b+ 1− (m− 1)d
)
xi
+ d
m∑
j=1
j 6=i
xi(1− xi)
xi − xj
]
∂F
∂xi
− d
m∑
j=1
j 6=i
xj(1− xj)
xi − xj
∂F
∂xj
= abF, (3.5)
i = 1, . . . , m.
Denote by Jκ(x1, . . . , xm; d) the corresponding Jack polynomials. Then each of
the equations (3.5) has a common unique solution, denoted by 2F1(a, b; c; x1, . . . , xn; d),
subject to the conditions:
(iv) F is a symmetric function of x1, . . . , xm;
(v) F is analytic at (0, . . . , 0), i.e., F is expressible in a neighborhood of the origin
as a series of Jack polynomials F (x1, . . . , xm) =
∑∞
k=0
∑
|κ|=k cκJκ(x1, . . . , xm; d),
where the coefficients cκ do not depend on m; and
(vi) F (0, . . . , 0) = 1.
For Re(a) > (m− 1)d, let
Γm(a; d) = pi
m(m−1)d/2
m∏
j=1
Γ
(
a− (j − 1)d
)
.
denote the corresponding multivariate gamma function. By applying the same argu-
ment used to establish Proposition 3.1, we obtain the reflection formula,
2F1
(
a, b; a+ b+ 1− c+ (m− 1)d; 1− x1, . . . , 1− xm; d
)
=
Γm(c− a; d)Γm(c− b; d)
Γm(c; d)Γm(c− a− b; d)
2F1(a, b; c; x1, . . . , xm; d),
subject to the conditions that −a + 1 + (j − 1)d ∈ N for some j = 1, . . . , m, and
−c + 1 + (j − 1)d /∈ N and −a− b+ c− (m− j)d /∈ N for all j = 1, . . . , m.
4 A quadratic transformation in the 2× 2 Hermi-
tian case
The problem of deriving nonlinear transformation formulas for the special functions of
matrix argument was raised first by Herz [9, p. 488], who noted the difficulty of deriving
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a quadratic transformation between the Bessel and confluent hypergeometric functions
of matrix argument. Such transformations are still generally unexplored and do not ap-
pear to follow from Euler integral representations, or manipulation of zonal polynomial
or Jack polynomial series expansions. It appears that such quadratic transformations
will require analysis of the full monodromy group of the system of hypergeometric dif-
ferential equations (3.5), and we note that Kora´nyi [12] studied a “diagonal” subgroup
of that monodromy group and obtained a generalization of Kummer’s twenty-four so-
lutions for the classical Gaussian hypergeometric differential equation.
A well-known quadratic transformation for the classical Gaussian hypergeometric
function is
2F1(α, α− β +
1
2
; β + 1
2
; t2) = (1 + t)−2α 2F1
(
α, β; 2β;
4t
(1 + t)2
)
; (4.1)
see [1, p. 176, Exercise 1(d)] or [15, Eq. (15.8.21)]. We now illuminate the difficulties
of deriving quadratic transformations in the matrix case by extending (4.1) to the
hypergeometric function of Hermitian matrix argument, i.e., defined on the space of
m×m Hermitian matrices and corresponding to d = 2 in (3.5).
In the Hermitian case, the multivariate gamma function is
Γm(a) = pi
m(m−1)/2
m∏
j=1
Γ(a− j + 1),
Re(a) > m− 1; the partitional rising factorial is
[a]κ =
m∏
j=1
(
a− j + 1)kj ;
the zonal polynomial, Zκ, is a multiple of the well-known Schur function sκ [6, 10]; and
the Gaussian hypergeometric function of X , a m×m Hermitian matrix, is
2F1(a, b; c;X) =
∞∑
k=0
1
k!
∑
|κ|=k
[a]κ [b]κ
[c]κ
Zκ(X). (4.2)
The Gaussian hypergeometric function of m×m Hermitian matrix arguments, X and
Y , is defined as
2F1(a, b; c;X, Y ) =
∞∑
k=0
1
k!
∑
|κ|=k
[a]κ [b]κ
[c]κ
Zκ(X)Zκ(Y )
Zκ(Im)
, (4.3)
In both series (4.2) and (4.3), the parameter c is such that −c + j /∈ N for all j =
1, . . . , m. If the series (4.2) is non-terminating then it converges for all X such that
‖X‖ < 1; further, if (4.3) is non-terminating then it converges if ‖X‖ · ‖Y ‖ < 1; see [5,
Theorem 6.3].
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Since the zonal polynomials depend only on the eigenvalues of their matrix argu-
ments then we may assume, with no loss of generality, that X = diag(x1, . . . , xm) and
Y = diag(y1, . . . , ym). Define
V (X) =
∏
1≤i<j≤m
(xi − xj),
and
c2,1 = β
−1
m
∏m
i=1(c−m+ 1)m−i∏m
i=1(i− 1)! (a−m+ 1)m−i (b−m+ 1)m−i
.
The hypergeometric function of Hermitian matrix arguments can be expressed in terms
of a determinant of classical hypergeometric functions. Denote by det(aij) the deter-
minant of a m×m matrix with (i, j)th entry aij ; then by [6, Theorem 4.2], [11],
2F1(a, b; c;X, Y ) = c2,1
det
(
2F1(a−m+ 1, b−m+ 1; c−m+ 1; xiyj)
)
V (X)V (Y )
, (4.4)
where the 2F1 functions on the right-hand side are the classical Gaussian hypergeometric
functions, and L’Hospital’s rule is to be applied if any of x1, . . . , xm, or y1, . . . , ym,
coincide. In particular, as in [7, Eq. 5], by evaluating the limit as Y → Im, i.e.,
y1, . . . , ym → 1, it follows from (4.3) and (4.4) that
2F1(a, b; c;X) =
det
(
xm−ji 2F1(a− j + 1, b− j + 1; c− j + 1; xi)
)
V (X)
. (4.5)
Setting (a, b; c) = (α+m− 1, α− β +m− 1
2
; β +m− 1
2
), equivalently
(a−m+ 1, b−m+ 1; c−m+ 1) = (α, α− β + 1
2
; β + 1
2
), (4.6)
then we obtain
c−12,1 V (X)V (Y ) 2F1(a, b; c;X, Y ) = det
(
2F1(a−m+ 1, b−m+ 1; c−m+ 1; xiyj)
)
= det
(
2F1(α, α− β +
1
2
; β + 1
2
; xiyj)
)
.
Applying (4.1), we obtain
c−12,1 V (X
2)V (Y 2) 2F1(a, b; c;X
2, Y 2)
= det
(
(1 + xiyj)
−2α
2F1
(
α, β; 2β;
4xiyj
(1 + xiyj)2
))
. (4.7)
From now on, we set m = 2. Applying to the right-hand side of (4.7) the 2 × 2
determinantal identity,
det(aijbij) = b11b22 det(aij) + a12a21 det(bij), (4.8)
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we obtain
c−12,1 V (X
2)V (Y 2) 2F1(a, b; c;X
2, Y 2)
= det
(
(1 + xiyj)
−2α
)
·
2∏
j=1
2F1
(
α, β; 2β;
4xjyj
(1 + xjyj)2
)
+ (1 + x1y2)
−2α(1 + x2y1)
−2α · det
(
2F1
(
α, β; 2β;
4xiyj
(1 + xiyj)2
))
. (4.9)
Next, we divide both sides of the latter equation by V (Y 2) ≡ y21 − y
2
2, and let
Y → I2, i.e., y1, y2 → 1. By applying L’Hospital’s rule, we obtain
lim
Y→I2
det
(
(1 + xiyj)
−2α
)
V (Y 2)
= α(1 + x1)
−2α−1(1 + x2)
−2α−1(x2 − x1).
Also, using the fact that
∂
∂y1
4xy1
(1 + xy1)2
∣∣∣∣
y1=1
=
4x(1− x)
(1 + x)3
,
and the well-known formula,
d
dy
2F1(a, b; c; y) =
ab
c
2F1(a+ 1, b+ 1; c+ 1; y),
we obtain
lim
Y→I2
det
(
2F1
(
α, β; 2β;
4xiyj
(1 + xiyj)2
))
V (Y 2)
=
1
2
lim
y1→1
1
y1 − 1
∣∣∣∣∣∣∣∣∣∣
2F1
(
α, β; 2β;
4x1y1
(1 + x1y1)2
)
2F1
(
α, β; 2β;
4x1
(1 + x1)2
)
2F1
(
α, β; 2β;
4x2y1
(1 + x2y1)2
)
2F1
(
α, β; 2β;
4x2
(1 + x2)2
)
∣∣∣∣∣∣∣∣∣∣
= α det(aijbij), (4.10)
where, for i, j = 1, 2,
aij =
( 1− xi
4(1 + xi)2
)2−j
,
bij =
( 4xi
(1 + xi)2
)2−j
2F1
(
α + 2− j, β + 2− j; 2β + 2− j;
4xi
(1 + xi)2
)
.
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Applying (4.8), we find that the determinant det(aijbij) in (4.10) equals
4x1
(1 + x1)2
· det
(( 1− xi
4(1 + xi)2
)2−j)
·
2∏
j=1
2F1
(
α + 2− j, β + 2− j; 2β + 2− j;
4xj
(1 + xj)2
)
+
1− x2
4(1 + x2)2
· det
(( 4xi
(1 + xi)2
)2−j
2F1
(
α+ 2− j, β + 2− j; 2β + 2− j;
4xi
(1 + xi)2
))
.
Note that
det
(( 1− xi
4(1 + xi)2
)2−j)
=
x2 − x1
4(1 + x1)(1 + x2)
and, by (4.5),
det
(( 4xi
(1 + xi)2
)2−j
2F1
(
α+ 2− j, β + 2− j; 2β + 2− j;
4xi
(1 + xi)2
))
= V
(
4X(I2 +X)
−2
)
2F1
(
α+ 1, β + 1; 2β + 1; 4X(I2 +X)
−2
)
.
The conclusion is that when both sides of (4.9) are divided by V (Y 2) and then
Y → I2, we obtain after some simplifications the result,
c−12,1 V (X
2) 2F1(a, b; c;X
2)
= α(x2 − x1)
2∏
j=1
(1 + xj)
−2α−1
2F1
(
α, β; 2β;
4xj
(1 + xj)2
)
+ α(1 + x1)
−2α−2(1 + x2)
−2α−1(x2 − x1)
×
[
x1
(1 + x1)
2∏
j=1
2F1
(
α + 2− j, β + 2− j; 2β + 2− j;
4xj
(1 + xj)2
)
−
(1− x2)(1− x1x2)
(1 + x2)3
2F1
(
α + 1, β + 1; 2β + 1; 4X(I2 +X)
−2
)]
.
Dividing both sides of the latter equation by x1 − x2 and using (4.6) to substitute for
(a, b, c) in terms of (α, β), we obtain
c−12,1 (x1 + x2) 2F1(α + 1, α− β +
3
2
; β + 3
2
;X2)
= − α
2∏
j=1
(1 + xj)
−2α−1
2F1
(
α, β; 2β;
4xj
(1 + xj)2
)
+ α(1 + x1)
−2α−2(1 + x2)
−2α−1
×
[
−
x1
(1 + x1)
2∏
j=1
2F1
(
α + 2− j, β + 2− j; 2β + 2− j;
4xj
(1 + xj)2
)
+
(1− x2)(1− x1x2)
(1 + x2)3
2F1
(
α + 1, β + 1; 2β + 1; 4X(I2 +X)
−2
)]
.
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