Heilbronn's triangle problem asks for the least such that n points lying in the unit disc necessarily contain a triangle of area at most . Heilbronn initially conjectured = O1=n 2 . As a result of concerted mathematical e ort it is currently known that there are positive constants c and C such that c log n=n 2 C=n 8=7, for every constant 0. We resolve Heilbronn's problem in the expected case:
This Paper: Heilbronn's conjecture is amply correct in the expected case, if the points are thrown in the unit square uniformly at random. Theorem 1 For a uniformly random distribution of n points in the unit square the smallest triangle has expected area of size 1=n 3 . The smallest triangle has area 1=n 3 with probability almost one. This follows directly from Corollaries 2 and 4 of Theorems 2 and 3 to be shown later, respectively. Our results can be used to derive related ones for polygons and multidimensional versions of Heilbronn's problem which will be the subject of a forthcoming paper. The webpage http: www.mathsoft.com asolve constant hlb hlb.html is devoted exclusively to Heilbronn's triangle problem, and Hans Arnold Heilbronn's biographical webpage is http: www-groups.dcs.st-and.ac.uk history Mathematicians Heilbronn.html.
The Incompressibility Method
The incompressibility of individual random objects yields the simple but powerful proof technique used in this paper: the incompressibility method. This method is a general purpose tool that can be used to prove l o wer bounds on computational problems, to obtain combinatorial properties of concrete objects, and to analyze the average complexity of an algorithm. Since the early 1980's, the incompressibility method has been successfully used to solve many w ell-known questions that had been open for a long time and to supply new simpli ed proofs for known results. For a survey of the method, see chapter 6 of 14 , and for some recent developments, see 12, 4 .
Kolmogorov complexity: We de ne incompressibility in terms of Kolmogorov's robust notion of descriptional complexity 13 . Informally, the Kolmogorov complexity Cx of a binary string x is the length of the shortest binary program for a xed reference universal machine that prints x as its only output and then halts. A string x is incompressible if Cx is at least jxj, the approximate length of a program that simply includes all of x literally. Similarly, a string x is nearly" incompressible if Cx is almost as large as" jxj.
The appropriate standard for almost as large" above can depend on the context, a typical choice being Cx j xj , Olog jxj".
Similarly, the conditional Kolmogorov complexity of x with respect to y, denoted by Cxjy, is the length of the shortest program that, with extra information y, prints x. And a string x is incompressible or nearly incompressible relative to y if Cxjy is large in the appropriate sense.
There are a few well-known facts about these notions that we will use freely, sometimes only implicitly. Proofs and elaboration, when they are not su ciently obvious, can be found in the literature especially 14 . The simplest is that, both absolutely and relative t o any xed string y, there are incompressible strings of every length, and that most strings are nearly incompressible, by any standard. 1 Another easy one is that 1 By a simple counting argument one can show that whereas some strings can be enormously compressed, like strings of the form 11 : : : 1, the majority of strings can hardly be compressed at all. For every n there are 2 n binary strings of length n, but only P n,1 i=0 2 i = 2 n ,1 possible shorter descriptions. Therefore, signi cantly long subwords of an incompressible string are themselves nearly incompressible by any standard, even relative to the rest of the string. 2 We need the following lemma. The proof is by simple counting. Lemma 1 2 log n + O1 for n xed and K ! 1 . Incompressibility method: In a typical proof using the incompressibility method, one rst chooses an incompressible individually random object from the class under discussion or an object with small enough randomness de ciency. 3 This object is e ectively incompressible. The argument i n variably says that if a desired property does not hold, then the object can be compressed. This yields the required contradiction. In addition, since the overwhelming majority o f objects have small randomness de ciency, the desired property usually also holds on average. on the unit square. Call the resulting axis-parallel 2K lines grid lines. Their crossing points are called grid points. We place n points on grid points. These n points will be referred to as pebbles to avoid confusion with grid points or other geometric points arising in the discussion.
There are . Using the incompressibility method, it is easy and used later on in the paper to obtain related but weaker results which, however, hold for almost all arrangements of n K pebbles on a K K grid for all large enough K. Lemma 2 Let n and K be large enough and let K exceed n enough to validate the argument below. Then, for every arrangement of n pebbles on a K K grid so that inequality 2 holds for some n = On, no three pebbles u; v; w out of x 1 ; : : : ; x n can be on a straight line in the real Euclidean plane.
Proof. Suppose that pebbles u, v and w are on a straight line in the Euclidean plane spanned by coordinates x; y. Then we can specify u, v and w by rst giving u; v, from which w e can compute the coe cients a; b; c of the equation ax + by = c of the straight line that is incident on the three pebbles. Given this line, to specify w we only need to give the number of grid points incident on this line in between u or v and w. Since all of the three pebbles are placed on grid points of the K K grid, this number is less than 4 We count only distinguishable distributions without regard for the identities of the placed pebbles. With every arrangement having the same probability 1 = , K 2 n , the result is a probability distribution known in physics as the Fermi-Dirac distribution. Clearly, the restriction that no two pebbles can be placed on the same grid point is no restriction anymore when we let K grow u n boundedly.
K. Therefore, given K we can describe the places of the three pebbles in 5 log K bits. Consequently, to describe x 1 ; : : : ; x n given n and K we only need:
A description of this discussion in O1 bits. Since we know the values of n and K the following parts of the encoding can be decoded uniquely:
A description of the locations of u; v; w on the grid in 5 log K bits; and
The arrangement of the other n , 3 pebbles in log , K 2 n,3
bits.
Altogether this description takes A := log K 2 n , 3
bits which b y de nition cannot be less than the complexity assumed by 2:
, n:
Using 1 we obtain: 3 log n log K , n + O1:
For every n we obtain a contradiction for large enough K n. That is, consider an arrangement of n pebbles on a K K grid satisfying 2 with n = log log n, and 3. Then, the smallest triangle formed by three pebbles has area at least 1=n 6 log 2+ n where 0 is an arbitrarily small constant. Lemma 3 Let n and K be large enough and let K exceed n enough to validate the argument below. Then, for every arrangement of n pebbles on a K K grid so that inequality 2 holds for some n = On, n o two pebbles u; v out of x 1 ; : : : ; x n can be on the same grid line.
Proof. Suppose two pebbles are placed on the same say horizontal grid line. To describe x 1 ; : : : ; x n given n and K we only need:
A description of the grid line containing u; v in log K bits; A description of the locations of u; v on the grid in 2 log K bits; and , n:
Using 1 we obtain: 2 log n log K , n + O1:
For every n we obtain a contradiction for large enough K n. 2 
Lower Bound
Assume the grid pebble terminology. We extend the approach a b o ve to show that if there is a too small triangle then we can compress the description of the arrangement to below the complexity stated in 2.
Theorem 2 Let n and K be large enough and let K exceed n enough to validate the argument below. Then, for every arrangement of n pebbles on a K K grid so that inequality 2 holds for some n = On, Therefore, given n and K we can specify x 1 ; : : : ; x n by listing:
A description of this discussion in O1 bits, and since we know the values of n and K the following parts of the encoding can be decoded uniquely:
The concatenated descriptions of the ordered list of coordinates of x 1 ; : : : ; x n with those of w deleted in log , K 2 n,1 bits; 5 The quantity 2 K 2 equals the number of grid points contained in one of the two rectangles in Figure 1 , possibly up to an additional term of order of circumference of the rectangle. Intuitively, w e can describe w by giving its index in an enumeration of the set of these grid points. But we h a ve to deal with the grid geometry. Therefore, we give w's index in the g gridpoints on one of the line segments at distance h parallel to u; v i n Figure 1 , together with a precise expression of h in terms of grid coordinates.
The indices of u; v in the ordered list fx 1 ; : : : ; x n g ,fwg in 2 log n bits;
The grid point containing w which is one of the 2g grid points on the two line segments at distance h as follows: We rst give the index of the grid point containing w in enumeration order in log 2g
bits. This code segment can be uniquely determined since from the previous description items we can reconstruct the line segment u; v and determine g as the number of grid points on u; v. Finally, w e give f = 2 K 2 =g in log f bits. Since this is the last part of overall description it doesn't need to be self-delimiting. In total this description item takes at most logK 2 + O1 bits.
The rst description item is coded self-delimiting and contains the program to do the following reconstruction: Determine the second description item by computing its length from n and K that are provided for free. Reconstruct the grid coordinates of x 1 ; : : : ; x n with w deleted from the second description item. Reconstruct the grid point containing w as follows: Use n to determine the length of the second description item and its parts and reconstruct the indices of u and v in the list x 1 ; : : : ; x n with w deleted. Determine u and v which gives the long side u; v of the triangle. for large enough xed n and K ! 1. Therefore, log , 3 log n , n + O1. Since the argument holds for every K, letting K ! 1 proves the theorem. 2
By Lemma 1 the probability concentrated on the set of arrangements satisfying 2 is at least 1,1=2 n . Corollary 1 Putting n points in the unit square uniformly at random, the smallest triangle formed by three points has area 1=2 n n 3 with probability at least 1 , 1=2 n .
In the particular case of n 1 the probability concentrated on arrangements satisfying 2 is at least 1 2 . Corollary 2 Putting n points in the unit square uniformly at random, the smallest triangle formed by three p oints has expected a r ea 1=n 3 . The smallest triangle has area n 3 with probability almost one. pebbles can be placed. Namely, a pebble in the strip together with the two original pebbles would form a triangle of area less than . Our goal is to show that already n=2 of the pebbles induce n 2 lines which are in some sense far enough apart so that these forbidden strips don't overlap. Then the number of grid points that are contained in these forbidden strips is so large that the number of grid points on which w e can place the remaining n=2 pebbles gets severely restricted. In fact, if rises then the potential places to put the pebbles get restricted so much that the complexity of the arrangement can be compressed to below the assumed incompressibility, which yields the aimed-for contradiction. This argument is so precise that it turns out that for small randomness de ciency n the upper bound is the same order of magnitude as the previously proven lower bound. Theorem 3 Let n and K be large enough and let K exceed n enough to validate the argument below. Then, for every arrangement of n pebbles on a K K grid so that inequality 2 holds for some n 2 , log n for any positive constant . Then, the smallest triangle formed by three p oints has area O n=n 3 .
Proof. Divide the unit square by a horizontal grid line into an upper and a lower half each of which contains n=2 2 pebbles. This is possible since we have shown that there are no three collinear pebbles in Lemma 2. For convenience we assign the possible two pebbles on the dividing line to the upper and lower halves so that each half has exactly n=2 pebbles. We write upper line for a geometric line incident with two pebbles in the upper half. 6 Plus or minus OK grid points which we ignore in the remainder of the argument. 7 We ignore constant terms in the remainder of this proof.
But our contradictory assumption put m = on which implies n = n log n which contradicts n = Olog n in the statement of the theorem. 2
The area of the smallest triangle is = 1=n 3 b y Theorem 2. Every upper line is based on two pebbles which together with any third pebble forms a triangle of area at least . Because of the orientation of every upper line with which it intersects a lower horizontal grid line this eliminates K adjacent potential pebble placement grid point positions on the horizontal grid line on both sides of the intersection. The maximal number of grid points are eliminated up to order of magnitude if every horizontal lower grid line that contains a pebble has n 2 intersections with upper lines that are pairwise so far apart that the sets of forbidden grid points associated with intersections pairwise don't overlap. To obtain an upper bound for this way, w e will describe the arrangement of the pebbles by encoding their x-and y-coordinates separately. Observe that, to specify the x-coordinate of any one of the n=2 pebbles in the lower half, we need only consider K1, n 2 grid points on the appropriate horizontal grid line, bits. Therefore, we can describe the n pebbles by giving:
A description of the set of y coordinates in log K n 9 By the construction of the upper lines they intersect the horizontal grid lines in the lower half within an angle of =8 of perpendicular. Therefore the forbidden strip covers at least 2= p 2= p 2 grid points on each side. bits to indicate both the n horizontal grid lines containing pebbles no grid line can contain more than one pebble by Lemma 3.
A description of the x-coordinates of the pebbles in the upper half using log That is, cn 3 B log e 2 n + O1 so that B 2 n + O1 cn 3 log e = O n n 3 = O log n n 3 : 7
The last equality follows since n 2 log n in the statement of the theorem. By 5 this relation must hold with either or 
