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Abstract
The work deals with nonstationary invariant probability distributions of diffusion stochastic processes (DSPs). A
few results on this topic are available, such as theoretical works of Il’in and Has’minskiı˘ and a recent more practical
contribution of Mamontov and Willander. This is in disproportion to the importance of nonstationary invariant
DSPs which have a potentially wide application to the natural sciences and mathematics, in particular, stability
in distribution, the least restrictive type of stochastic stability. The nontransient analytical recipes to determine
an invariant probability density are available only if the density is stationary and the so-called detailed-balance
condition holds. If the invariant density is nonstationary, the recipes are unknown. This is one of the fundamental
problems still unsolved in theory of DSPs. The present work proposes a solution of the problem and illustrates the
solution with the new results on the Il’in–Has’minskiı˘ example. The work also discusses the developed recipe in
connection with stability in distribution and the uniform boundedness in time, and suggests a few directions for
future research in mathematics and biology.
© 2005 Elsevier Ltd. All rights reserved.
Keywords: Kolmogorov-forward/Fokker–Planck equation; Trajectories of an imaginary particle; Nonstationary invariant
probability density
∗ Corresponding address: Department of Physics, Gothenburg University, Room 7.114, The Origo Building, Kemivägen 9,
SE-412 96 Gothenburg, Sweden. Tel.: +46 (0)31 7723489; fax: +46 (0)31 7723204.
E-mail address: yem@fy.chalmers.se.
0893-9659/$ - see front matter © 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2004.06.027
E. Mamontov / Applied Mathematics Letters 18 (2005) 976–982 977
The present work deals with a special topic in the theory of diffusion stochastic processes (DSPs)
(e.g., [1–3]) where not much is known until now. This is nonstationary invariant probability distributions
of the processes. A few results on the topic are available, such as theoretical works of Il’in and
Has’minskiı˘ [4,2] and a recent more practical contribution in [3, Chapter 3]. This is in disproportion
to the importance of nonstationary invariant DSPs. Indeed, they comprise the DSP generalizations (e.g.,
[3, pp. 54–55]; see also Definition 1 below) of the nonstationary steady states described with solutions of
determinate ordinary differential equations (ODEs) or partial differential equations uniformly bounded
in time t on the entire axis R = (−∞,∞) (e.g., [5–7]). This points out a potentially wide application
to mathematics and the natural sciences. Moreover, invariant DSPs arise in connection with such a
type of stability of systems of Itô’s stochastic differential equations as stability in distribution (e.g.,
see [4,2] for the nonstationary case and also [8,9] for the stationary case). In spite of the fact that
this stability is the least restrictive one, it was studied to a lesser extent than other types of stochastic
stability.
The well-known textbooks (such as [1] or [2]) do not include much on nonstationary invariant
DSPs. In particular, the nontransient analytical recipes to determine an invariant probability density
(i.e. the recipes which, unlike [4, Theorem 5 and Condition A on p. 258], do not involve the transition
distribution) are available only if the density is stationary and the so-called detailed-balance (DB)
condition (e.g., Remark 1 below) holds. If the invariant density is nonstationary, the recipes are unknown.
This is one of the fundamental problems still unsolved in the theory of DSPs.
The present work develops the recipe in the general, nonstationary case and illustrates it with
the new results on the Il’in–Has’minskiı˘ example [4, Remark on p. 260] (see also [2, Remark 2 on
pp. 140–141] and [3, Remark 1.17]). This is achieved by means of introduction of the hydrodynamics-
style ODE for the trajectories of an imaginary particle in multidimensional Euclidean space. In
so doing, the term “style” denotes the fact that, from the physical point of view, the mentioned
hydrodynamic analogy is formal. It turns out that the trajectory ODE implies the well-known
Kolmogorov-forward/Fokker–Planck equation (KFFPE) thereby including everything necessary to
construct theory of the DSPs which have continuous and continuously differentiable in x probability
densities. The work also discusses the developed recipe in connection with stability in distribution and
the uniform boundedness in time, and suggests a few directions for future research in mathematics and
biology.
The present work treats probability distributions in terms of the corresponding probability densities.
It considers DSPs with drift n-vector g(t, x) and diffusion n × n matrix H(t, x) where t ∈ R is the time,
x ∈ Rn, and real functions g and H are defined and sufficiently smooth on Rn+1. For the sake of brevity,
only the key assumptions are explicitly formulated in what follows.
Under rather mild conditions, the above DSPs are described with the well-known KFFPE
∂ρ/∂t + ∇T[ρν(t, x, ρ(t, x))] = 0, t > to, (1)
with initial condition
lim
t↓to
ρ = ρo(x), uniformly in x ∈ Rn, (2)
where ρ, as a function of x , is the probability density of the random variables corresponding to the
modelled DSPs, ∇ is the Hamilton differential operation, i.e. ∇ = (∂/∂x1, . . . , ∂/∂xn)T, to ∈ R is the
initial time point, function ρo is the initial probability density, ν is the n-vector with the entries
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ν j (t, x, ρ(t, x)) = g j (t, x) − 12
1
ρ(t, x)
n∑
k=1
∂[Hjk(t, x)ρ(t, x)]
∂xk
, j = 1, . . . , n, (3)
g j is the j th entry of vector-function g, and Hjk is the ( j, k) entry of matrix-function H .
Assumption 1. Let set Υ (Rn) be the set of all scalar real functions ρ which are defined on Rn and are
such that
ρ ≥ 0 for all x ∈ Rn,
∫
Rn
ρdx = 1. (4)
It is assumed that the Cauchy problem (1)–(3) for every ρo(·) ∈ Υ (Rn) has a unique solution and this
solution, as a function of (t, x), is defined on [to,∞) × Rn .
We denote this solution with ρ∗(to, ρo, t, x) keeping in mind that function ρo can depend not only on
x (as in (2)) but also on to. 
Assumption 1 is regarded to be valid below. An invariant DSP is a DSP such that ρo(·) = ρi(to, ·) where
probability density ρi (t, x) has the following property
ρ∗(to, ρi , t, x) = ρi(t, x), (t, x) ∈ [to,∞) × Rn. (5)
Density ρi is termed the invariant probability density of the DSP. Invariant DSPs are defined for all t ∈ R
(e.g., [3, Section 1.7]) and are generally nonstationary. An invariant DSP is stationary if and only if the
corresponding invariant density is stationary, i.e. independent of t .
Remark 1. If density ρi is stationary and the so-called detailed-balance (DB) condition is valid, then
the density can be determined by means of the well-known technique (e.g., [3, Sections 3.5.2–3.5.5] and
references therein for the details). This is the most common way to determine the stationary density in
practice.
If the DB condition is not valid, then the stationary density ρi can be determined as a solution of
the stationary version ∇T[ρiν(t, x, ρi )] = 0 of KFFPE (1) under the probability-density conditions (4).
However, the details of the corresponding practical methods are not fully developed yet. 
As noted in the second paragraph, one of the fundamental problems still unsolved in theory of DSPs
is that the nontransient analytical recipes to determine nonstationary invariant probability densities are
unknown. The present work is devoted to this topic. More specifically, it derives the equations for a
nonstationary invariant probability density such that they are more simple than the above KFFPE (1), (3)
but, nevertheless, assure property (5). This is achieved with the help of the hydrodynamics-style (HDS)
generalization of KFFPE (1), (3).
The HDS interpretations of KFFPE go back to at least W. Feller who termed vector ρν(t, x, ρ) in (1)
the probability flux (e.g., see [3, p. 53]). This analogy presumes that vector variable x and scalar function
ρ are regarded as the position of an imaginary particle in the entire space Rn (where n need not be
limited to 3) and the particle-position probability density respectively. Subsequently, vector (3) presents
the velocity of the probability (e.g., [3, p. 91]) corresponding to density ρ.
One can proceed with the HDS readings even further. Indeed, since vectors x and (3) are the particle
position and velocity, then the particle HDS trajectories can be introduced in the way familiar in
hydrodynamics, namely, as solutions of ODE
dx/dt = ν(t, x, ρ(t, x)) (6)
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for the particle-position vector. Importantly, this equation does not follow from theory of DSPs and is,
thus, beyond this theory.
However, this equation cannot be regarded as a common hydrodynamics equation for the trajectories
either since it includes dependences of the HDS trajectories on probability density ρ. To determine the
latter, it is sufficient to show that HDS ODE (6) implies KFFPE (1), (3). It can be done easily by means
of the following two steps.
Firstly, we note that relation (6) enables one to introduce the total derivative with respect to time as
the derivative along the particle trajectories, solutions of (6), with the help of the rule
d/dt = ∂/∂t + [ν(t, x, ρ(t, x))]T∇ (7)
where ∇ is described in the text between (2) and (3).
Secondly, let
x = ϕ(to, xo, t) (8)
be the solution of ODE (6) with initial condition
lim
t↓to
x = xo, xo ∈ Rn. (9)
Let also xo in (9) represent the values of random variable described with probability density ρo in (2).
Then x in (8) represents the values of another random variable described with probability density, say,
ρh(to, ρo, t, x) where the subscript “h” points out the HDS origin (cf., (6)) of solution (8). Let the
assumption below also hold.
Assumption 2. Assumption 1 is valid. Moreover, functions ρ and ∇ρ (see also (2)) as well as the right-
hand side of (6) and its first-order x-derivative are continuous in (t, x). 
Then, in view of the continuity in Assumption 2, the theorem on the continuous differentiability of ϕ
(see (8)) in xo (e.g., [10]), and the well-known formula (e.g., [11, Section 6 of Chapter III]), one obtains
ρh(to, ρo, t, x) = exp
{
−
∫ t
to
∇T[ν(s, x, ρh(to, ρo, s, x))]ds
}
ρo(xo), (t, x) ∈ [to,∞) × Rn. (10)
This expression shows that ρh(to, ρo, t, x) is the solution of ODE
dρ/dt + ρ∇T[ν(t, x, ρ)] = 0 (11)
with initial condition (2). Substituting (7) into (11), one obtains KFFPE (1), (3).
Thus, ρh(to, ρo, t, x) is the solution of KFFPE (1), (3) with initial condition (2) and, because of
Assumption 1, coincides with ρ∗(to, ρi , t, x), i.e.
ρh(to, ρo, t, x) = ρ∗(to, ρo, t, x), (t, x) ∈ [to,∞) × Rn. (12)
In other words, HDS ODE (6) where probability density ρ is sufficiently smooth (see Assumption 2)
implies KFFPE (1), (3). In fact, HDS ODE (6) includes everything which is necessary to construct
theory of the DSPs which have continuous and continuously differentiable in x probability densities.
Moreover, model (6) is more capable than KFFPE. Indeed, the latter is not associated with the notion of
HDS trajectories of a particle. This is the first result of the present work (see the list at the very end of
the text).
The aforementioned trajectories are highly meaningful. For instance, we note the following fact.
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In view of (12), (5), and (10), any sufficiently smooth scalar real function defined on Rn+1 is an
invariant probability density of the DSPs with drift vector g(t, x) and diffusion matrix H(t, x) if and
only if it is a solution of the equation
∇T[ν(t, x, ρ)] = 0 (13)
(see (3) for function ν) under the probability-density conditions (4) and, by virtue of (11), is such that
dρ/dt ≡ 0, i.e. independent of time along each trajectory determined by HDS ODE (6) or, equivalently
(see (7))
∂ρ/∂t + [ν(t, x, ρ)]T∇ρ = 0. (14)
In other words, the notion of the HDS trajectories leads to the criterion for a function to be an invariant
probability density. Moreover, Eq. (14) for this density points out that each invariant density is a
particular integral of the HDS-trajectory ODE (6). This feature can be used to facilitate analysis of
DSPs for stability in distribution. The mentioned facts form the second result of the present work (see
the list at the very end of the text).
To illustrate the above criterion, we consider the Il’in–Has’minskiı˘ example [4, Remark on p. 260]
(see also [3, Remark 1.17]). These authors point out that, in the case when n = 1, g(t, x) ≡ −x , and
H(t, x) ≡ 2, there exist two invariant probability densities, namely,
ρi,1(t, x) = (2π)−1/2 exp(−x2/2), ρi,2(t, x) = (2π)−1/2 exp{−[x − exp(−t)]2/2}. (15)
However, no derivation of ρi,2 is provided in [4].
To fill this gap, we apply our above recipe. Eqs. (13) and (14) are written as follows
∂2{ln[ρ(t, x)]}/∂x2 = −1, (16)
∂ρ/∂t + {−x − ∂{ln[ρ(t, x)]}/∂x}∂ρ/∂x = 0. (17)
Under the probability-density conditions (4), Eq. (16) has a continuum of solutions of the following form
ρi(t, x) = (2π)−1/2 exp{−[x − e(t)]2/2} (18)
where function e(t) is to be determined. To do the latter, we substitute (18) into (17) that results in
equation de(t)/dt + e(t) = 0. It has the following one-dimensional manifold of solutions
e(t) = eo exp(−t), eo ∈ R, (19)
parametrized with eo. Application of (19) to (18) points out the corresponding one-dimensional manifold
of invariant probability densities
ρi(t, x) = (2π)−1/2 exp{−[x − eo exp(−t)]2/2}, eo ∈ R. (20)
The fact that the above family of quite simple, scalar DSPs with time-independent drift and diffusion
(g(t, x) ≡ −x, H(t, x) ≡ 2) has a one-dimensional manifold of invariant probability densities is
somewhat unexpected and remarkable. It was revealed neither in [4] nor in [3]. Also note that manifold
(20) includes the Il’in–Has’minskiı˘ two densities (15) as particular cases at eo = 0 and eo = 1
respectively. Thus, manifold (20) substantially generalizes Il’in–Has’minskiı˘’s pair (15). This is the third
result of the present work (see the list at the very end of the text).
To eliminate the non-uniqueness of the invariant probability density (e.g., (15)), work [4] suggests to
restrict the density with an extra condition, namely [4, p. 260], the requirement that the integral in (4)
in the invariant-density case converges uniformly in t ∈ R. In so doing, the uniform boundedness of
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the density in t ∈ R is stressed. Unlike this, the discussion in [3, (1.12.10) and p. 56] draws attention
to the uniform boundedness of such characteristics of the invariant density as the expectation vector or
variance matrix. However, the corresponding issues are not formulated sharply. Note that neither of the
above two approaches contradict the form of the probability-density manifold (20). The new equation,
HDS ODE (6), enables one to extend and better focus the idea of the second approach with the help of
the notion of a core probability density introduced below.
Definition 1. An invariant probability density ρi such that any solution of ODE (6) at ρ = ρi is
uniformly bounded in t ∈ R is termed the core probability density of the DSPs with drift vector g(t, x)
and diffusion matrix H(t, x). 
Certainly, core probability densities exist. For instance, any stationary density determined under the
DB condition (see Remark 1) is of this kind.
The form of (6) corresponding to the density manifold (20) is dx/dt = −eo exp(−t) and hence x =
eo exp(−t). Subsequently, application of Definition 1 to (20) points out a single core probability density,
namely, the one corresponding to eo = 0, i.e. density ρi,1 in (15). The Il’in–Has’minskiı˘ criterion, i.e. the
uniform convergence of the integral (see above), also points out the only invariant probability density
which is ρi,1 in (15) as well. Thus, both the treatments lead (at least within the considered example) to
the same result. However, the advantage of the present, second way is that it is, at least in principle, more
suitable to practical use (for instance, it may be based on equations or other expressions related to ODE
(6)) whereas the Il’in–Has’minskiı˘ uniform convergence in t ∈ R of the integral is difficult to verify by
means of numerical simulation.
Summing up the present work, we note the following results.
• Under Assumption 2, HDS ODE (6) implies the Kolmogorov-forward/Fokker–Planck equation and
is a more rich model than the latter equation. Because of this implication, HDS ODE (6) suffices
for constructing theory of the DSPs which have continuous and continuously differentiable in x
probability densities.
• Any sufficiently smooth scalar real function defined on Rn+1 is an invariant probability density of the
DSPs with drift vector g(t, x) and diffusion matrix H(t, x) if and only if it is a solution of system
(13), (14) under the probability-density conditions (4). This recipe is of a practical importance as well.
• Moreover, any continuous (in the above sense) invariant probability density of the aforementioned
DSPs is a particular integral of HDS ODE (6). This feature can be used to facilitate analysis of DSPs
for stability in distribution.
• Application of the above recipe to the Il’in–Has’minskiı˘ example of the family of very simple DSPs
specifies and generalizes the results of the authors of the example. This also explicitly shows a fairly
complex structure of the invariant probability densities even in a very simple case.
The above results can give birth to many research directions. One of them is development of a practice-
relevant method to determine a core probability (see Definition 1). This method would be useful in many
applications, for instance, fluids of biological cells and related macromolecules (e.g., [12,13]). In so
doing, the core density may describe the homeorhetic concentrations. (Homeorhesis [14] (see also [13,
Section 4.1]) is the time-dependent generalization of homeostasis.) Another future direction is research
on what new results in stability of distribution of DSPs can be obtained on the basis of the HDS equation
(6), i.e. by means of the property of an invariant probability density to be a particular integral of this
equation.
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