The main objective of this study is to examine trend and homogeneity through the analysis of rainfall variability patterns in Iran. The study presents a review on the application of homogeneity and seasonal time series analysis methods for forecasting rainfall variations. Trend and homogeneity methods are applied in the time series analysis from collecting rainfall data to evaluating results in climate studies. For the homogeneity analysis of monthly, seasonal and annual rainfall, homogeneity tests were used in 140 stations in the 1975-2014 period. The homogeneity of the monthly and annual rainfall at each station was studied using the autocorrelation (ACF), and the von Neumann (VN) tests at a significance level of 0.05. In addition, the nature of the monthly and seasonal rainfall series in Iran was studied using the Kruskal-Wallis (KW) test, the Thumb test (TT), and the least squares regression (LSR) test at a significance level of 0.05. The present results indicate that the seasonal patterns of rainfall exhibit considerable diversity across Iran. Rainfall seasonality is generally less spatially coherent than temporal patterns in Iran. The seasonal variations of rainfall decreased significantly throughout eastern and central Iran, but they increased in the west and north of Iran during the studied interval. The present study comparisons among variations of patterns with the seasonal rainfall series reveal that the variability of rainfall can be predicted by the non-trended and trended patterns.
Introduction
Rainfall is an essential climatic element because it is the most important factor in the regionalization of climate and environmental conditions. In recent years, researchers reported temporal and spatial variability in rainfall across Asia including Iran. Furthermore, rainfall affects both the temporal and spatial patterns of climate variability. In the rainfall seasonality analysis in Iran, Talaee et al. (2014) noted that rainfall showed a decreasing trend in Iran in the previous years [1, 2] . Some researchers [3] [4] [5] [6] [7] recognized indirect indications of trend and long-term variability of rainfall. Analysis of rainfall seasonality is important in investigating the influence of climate variability on the regional climate and environmental conditions [5] . Thus, the evaluation of trend or potential estimates on a regional scale is essential [8] . In this study, the trend and homogeneity of the rainfall series in Iran should be analyzed in order to discover any important variations in the rainfall pattern during 1975-2014. The seasonal rainfall patterns can be classified into two groups: trended seasonal patterns (TSP) and non-trended seasonal patterns (NSP). In trended seasonal data, the time series trended seasonal least squares methods (TSLSM) are used on the data from each station separately. In the non-trended seasonal patterns, the absolute seasonal least squares methods (ASLSM) are used on the data from each station individually. Likewise, the homogeneity tests could be divided into two groups: absolute tests and relative tests [1, [9] [10] [11] [12] [13] . In this study, homogeneity tests were used: Pettit (1979), SNHT-Standard Normal Homogeneity Test (1986), Buishand (1982) and von Neumann (1941) tests [14, 15] . The trend of rainfall is an essential aspect in the analysis of rainfall [4] . The variability of rainfall has an important effect on environmental processes. Another essential aspect of seasonal rainfall, namely the spatial pattern of seasonal rainfall, has been given little attention in Iran [2] . A climatic series is considered to have temporal patterns if there is a statistically significant relationship between the data and the season. Temporal changes in the rainfall data can be associated with the gradual change series for a short period and is often calculated by analyzing the monthly rainfall variability [5] . The trend in a time series can be described by a predictable long-term temporal model. However, temporal patterns are used in climatology rather than the cyclic and random ones. Various statistical methods have been used in the past to study trends in climatic data [16] . Trended and non-trended patterns are combined in this study to check the seasonal rainfall series.
Various studies have applied homogeneity tests in recent years [9, 12, 13, 15, 17, 18] . In climatic studies, trend and homogeneity were mainly checked contemporaneously in order to determine temporal patterns in rainfall [4, 19] . Various statistical tests have been used to assess homogeneity in climatic series [9, 12, 13, 17, 18, 20, 21] . Actually, the applied parametric and nonparametric tests are based on several hypotheses, such as normality in the rainfall series [21] [22] [23] [24] . Analysis and forecasting methods of time series show a seasonal pattern in different areas. There are various prediction methods in the analysis of time series [20, 25, 26] . In this study, the seasonal simple average (SSA), the seasonal least squares (SLS) and the seasonal Holt-winters (SHW) were used. Seasonal analysis is the forecast of a temporally distributed succession of seasonal data or the succession of a model for seasonal investigation wherein the period is an independent variable [27, 28] . The seasonal simple average (SSA) is the most common approach to analyze the rainfall patterns. The seasonal least squares (SLS) method was used as a regression analysis tool in this study to fit trended and non-trended seasonal models and to analyze the rainfall series in Iran. Forecasts using least squares in additive and multiplicative models are important methods in modeling and forecasting rainfall data. The seasonal Holt-Winters as a seasonal smoothing and updating method is used in this study with an additive and multiplicative structure to analyze and forecast the rainfall series. The relationships between the spatial and temporal patterns of rainfall are investigated by extracting the seasonal layer from the time series using Trend Tools in the Spatial Analyst Tools of ArcGIS 10.3 [29, 30] . Precipitation variations in Iran can be quantified by the seasonal additive and multiplicative analysis of rainfall series. The main purpose of this paper is (1) to analyze precipitation homogeneity across Iran using the homogeneity tests; (2) to identify the spatial and temporal patterns of rainfall using seasonality methods and (3) to predict the possible rainfall variability patterns under climatic conditions. The results of this study could be used, for the management of climate and environmental conditions in Iran.
Study Area and Data
Iran is situated in the southwest of Asia, between 25 • 3 N to 39 • 47 N and 44 • 5 E to 63 • 18 E. The total area of Iran is approximately 1,348,195 km 2 . The climate of Iran is arid and semi-arid. The wet season usually starts from October and lasts for about six months up to the end of April. The study of the rainfall time series presented a seasonal pattern. In winter, the max of the rainfall (670 mm), spring (180 mm) and a min in summer (49 mm) and a second max in autumn (500 mm) show the decreasing pattern in summer whereas in winter and autumn, increasing pattern stations are found (Figure 1 ).
In this study, an analysis of the monthly, seasonal and annual rainfall in Iran was analyzed during the period , and recorded at 140 stations. Seasons were characterized as follows: winter (January, February, and March); spring (April, May and June); summer (July, August and September) and fall (October, November and December). We collected monthly and seasonal rainfall data from all of Iran 140 stations from the Islamic Republic of Iran Meteorological Office [31] : 38,968 rainfall points were extracted and processed to provide the rainfall layers of Iran using ArcGIS 10.3 (Figure 2 ). For each station, a cell set of the input point's raster dataset will be created in the output pattern class. The points will be positioned at the centers of stations where they are represented as an extracted layer. Any pattern class containing point (station) or multipoint class can be converted to a rainfall raster dataset. We used a statistic on the points in a neighborhood around each rainfall cell. The point statistics analysis performs a neighborhood procedure that calculates a rainfall raster layer where the value for each rainfall cell is a function of the values of any station point patterns that fall within a specified neighborhood around that location [32, 33] . All the collected rainfall series were executed to testing normality and 140 detections were determined with trends and homogeneity. This paper analyzes the point statistical patterns of seasonal rainfalls in Iran observing for point patterns variability in the period 's (1975-2014) rainfall raster dataset. We used a statistic on the points in a neighborhood around each rainfall cell. The point statistics analysis performs a neighborhood procedure that calculates a rainfall raster layer where the value for each rainfall cell is a function of the values of any station point patterns that fall within a specified neighborhood around that location [32, 33] . All the collected rainfall series were executed to testing normality and 140 detections were determined with trends and homogeneity. This paper analyzes the point statistical patterns of seasonal rainfalls in Iran observing for point patterns variability in the period 's (1975-2014) The selected stations appears in Figure 2 . Locally weighted scatterplot smoothing (LOWESS) was performed to remove general trends in the rainfall time series. Chambers et al. (1983) presented this method and provided some clear series. LOWESS is a smoothing method that uses an iterative locally weighted least squares method to fit a curve to a set of point rainfall series [34, 35] . The monthly, seasonal and annual rainfall series for the 40-year period were applied to evaluate the temporal variation patterns in the rainfall series. In addition, to decrease the local oscillations, rainfall series were corresponded with the LOWESS curve ( Figure 3 ) to detect temporal variation patterns in the rainfall series over time at annual and seasonal scales. In the present study, to evaluate rainfall distribution, we used the scatterplot corresponding with the LOWESS curve as shown in Figure 3 . Moreover, all the rise and fall patterns taken from LOWESS curves ( Figure 3A -E) as trend patterns appear in Figure 3 . The selected stations appears in Figure 2 . Locally weighted scatterplot smoothing (LOWESS) was performed to remove general trends in the rainfall time series. Chambers et al. (1983) presented this method and provided some clear series. LOWESS is a smoothing method that uses an iterative locally weighted least squares method to fit a curve to a set of point rainfall series [34, 35] . The monthly, seasonal and annual rainfall series for the 40-year period were applied to evaluate the temporal variation patterns in the rainfall series. In addition, to decrease the local oscillations, rainfall series were corresponded with the LOWESS curve ( Figure 3 ) to detect temporal variation patterns in the rainfall series over time at annual and seasonal scales. In the present study, to evaluate rainfall distribution, we used the scatterplot corresponding with the LOWESS curve as shown in Figure 3 . Moreover, all the rise and fall patterns taken from LOWESS curves ( Figure 3A -E) as trend patterns appear in Figure 3 . In this analysis, various descriptive statistics of annual rainfall series were calculated for each station for the 1975-2014 period. In addition, the least squares method and the non-trended seasonal least squares and trended seasonal least squares methods were applied to the time series [2, 13, 28, [36] [37] [38] .
Methodology
In this study, the following methodological approach was implemented to investigate trend and homogeneity in the rainfall time series: (1) descriptive statistics of the annual rainfall series were used for each station over the period of 1975 to 2014; (2) series were checked for normality, homogeneity and trend by using parametric and nonparametric tests; (3) rainfall data were checked for selecting In this analysis, various descriptive statistics of annual rainfall series were calculated for each station for the 1975-2014 period. In addition, the least squares method and the non-trended seasonal least squares and trended seasonal least squares methods were applied to the time series [2, 13, 28, [36] [37] [38] .
In this study, the following methodological approach was implemented to investigate trend and homogeneity in the rainfall time series: (1) descriptive statistics of the annual rainfall series were used for each station over the period of 1975 to 2014; (2) series were checked for normality, homogeneity and trend by using parametric and nonparametric tests; (3) rainfall data were checked for selecting and describing the prediction models of the trend; and (4) forecasts of the temporal and spatial variations of the rainfall in Iran were provided.
Checking the Normality and Homogeneity of Rainfalls Series
The statistical analyses of every climatic time series must always be carried out for studying important time series characters, i.e., normality, homogeneity, seasonality, presence of trends and changes, etc. Rainfall series of 140 stations across Iran were analyzed for the period of 1975-2014. We usually assume a sample is normally distributed in statistics. However, checking that this assumption is actually true is often ignored. There are both graphical and statistical methods for evaluating normality. In this study, the Anderson-Darling (A-D), Kolmogorov-Smirnov (K-S), Ryan-Joiner (R-J) and D'Agostino-Pearson (DA) tests were used to examine the normality of the rainfall series [21, 37, 39] . The Anderson-Darling test is used to test if a series comes from a population with a normal distribution. The value of A-D calculated is compared with the corresponding critical value of the theoretical distribution. The hypothesis that the distribution is normal is rejected if the value of A-D is greater than the critical value. [40] . The A-D test was applied to the data from each station. The K-S test is an empirical distribution function test in which the theoretical cumulative distribution function of the test distribution is compared with the empirical distribution function of the series. Large K-S values demonstrate the presence of non-normality in the time series. R-J test assesses normality by calculating the relationships between series and the normal scores of series. If the association coefficient is near 1, the data series is likely to be normal. The Ryan-Joiner statistic assesses the strength of this correlation; if it falls below the appropriate critical value, it will reject the null hypothesis of population normality. This test is similar to the Shapiro-Wilk normality test. The R-J test is similar to measuring a correlation between the quantity of the standard normal distribution and the ordered data points of a climatic series. For small values of the test-statistic, R-J demonstrates a departure from normality. The closer the obtained R-J is to 1, the closer the data distribution comes to a normal distribution; thus, if α > p, zero assumption is accepted based on the normality of the data. DA test first examines time series data to determine skewness (to calculate the normality of the data distribution) and kurtosis (to measure the shape of the data distribution). The DA test assumes approximately a chi-square distribution with two degrees of freedom under the hypothesis that the two series are independent and the population is normally distributed [21] . To measure the normality of the rainfall series, the Minitab and SPSS software were used. If normality exists in a rainfall series, a parametric test is selected. The results of the normality tests were interpreted by comparing the observed p-values, 0.05. If the p-value is more than 0.05-the null hypothesis-then normality is not rejected. It can be concluded from Table 1 that the observed p-values for the seasonal rainfalls are greater than 0.05 for the Kolmogorov-Smirnov test, the Anderson-Darling test, the Ryan-Joiner test and D'Agostino-Pearson test. Thus, based on the results of the normal probability test and the three normality tests, the rainfall series in this study can be considered normally distributed. Therefore, all the monthly rainfall series in this study are considered normally distributed. In climatic analysis, homogeneity is the most important characteristic of climatic time series. Homogeneity implies that the data in the series are similar and hence have no heterogeneous conditions. Homogeneity tests include a large number of tests for which the null hypothesis is that a time series is homogeneous between two given times. We used five homogeneity tests, the Pettitt-Whitney-Mann (PWM) [41] , the Standard Normal Homogeneity Test or Alexandersson's SNHT test [13] , Buishand's test [9] , the autocorrelation test (ACF), and the von Neumann test (VN) to explore homogeneity in rainfall time series. The tests were applied at 5% significance level. The Pettitt's test is a nonparametric test that requires no hypothesis about the distribution of the data. The Pettitt's test is an alteration of the tank-based Mann-Whitney test that allows detecting the time at which the change happens. The SNHT test (Standard Normal Homogeneity Test) was established by Alexandersson (1986) to identify a change in a series of rainfall data. Buishand's test (1982) can be applied to a series with any kind of distribution.
Nonetheless, its properties have been chiefly studied for normal distribution [1, 12, 13] . The von Neumann ratio (VN) is the most widely applied test for checking a time series for the existence of homogeneity [9, 14] . However, it tends to be <2 for the non-homogeneous time series. We used the tests of normality for selection of parametric and nonparametric tests (normality assumption). The normality assumption is essential for the selection of tests, especially for parametric tests. Analyzing the results of the Pettitt-Whitney-Mann test shows the stations which are considered homogeneous for 40 years. In addition, rainfall amount at each of the 140 stations was tested for homogeneity by one absolute test method in, e.g., the von Neumann ratio of the precipitation series of each station by SYSTAT13 software. The von Neumann ratio of a discrete data was estimated as [23, 26, 28, 42] :
The hypotheses of serial homogeneity were then tested by: H o : ρ k = 0 and H α : ρ k = 0, using the test of significance of series autocorrelation. We conclude that there is a significant similarity variation across all the seasons. If lag-3 serial coefficients are not statistically significant, then the autocorrelation test can be applied to the original data. The autocorrelation coefficient r k of a discrete data was estimated as [22, 23] :
where r k is the lag-k series autocorrelation coefficient. The hypotheses of series homogeneity were then tested by the lag-3 autocorrelation coefficient as: H 0 : ρ k = 0 and H α : ρ k = 0, using the test of significance of serial correlation (Reject :
The null hypothesis (H 0 ) of serial homogeneity was rejected at the significance level α (0.05) [43, 44] . The homogeneity of the annual and monthly precipitation series of Iran was studied using the autocorrelation and von Neumann tests. In this study, time series are analyzed in order to determine the rainfall variability. Statistical tests are used to verify the presence/absence of trend and homogeneity in this study. In addition, ArcGIS is used to present spatial patterns of trend [45] and homogeneity in this study. Considering the nature of rainfall, two types of tests (parametric and nonparametric) are used for the time series analysis in order to facilitate decision-making. Statistical tests are applied in this study in order to ensure reliable measurements for time series forecasting. First, spatial and temporal variability in seasonal rainfalls of 140 stations are analyzed and forecasted using a 40-year (1975-2014) 
where
In this study, trend slope changes have been computed by percentage change. The change percentage is given as follows
Thumb test is actually a process of self-comparison, expressing the seasonal correlation between an equally spaced series and the same series at a specified time lag or period. Thumb test statistic can be given by [23, 26, 48] :
Decision rule of Thumb test is: Reject :
(the Kruskal-Wallis test was utilized on the seasonal rainfall), which is a serial version of the one-factor analysis rank statistic. The related test statistic can be given by [48, 49] : Therefore, the hypothesis that the data are from all rainfall series with the null hypothesis is rejected, if Reject : H 0 if |z τ | > Z α/2 is the critical test-statistic value with d f = n − 1 and a significance level of α) and least squares regression test. The least squares test statistic can be given by [23] :
For the selected stations and rainfall data in the study area, the seasonal least squares test was used to distinguish the temporal trends of the seasonal rainfall series [21] . Spatial homogeneity of the annual rainfall time series is also examined by applying Levene's analysis of variance test, von Neumann test and autocorrelation test [21, 50] . These tests are performed using the SYSTAT13, SPSS and MINITAB software applications. Moreover, seasonal models (trended and non-trend) rainfall time series are controlled using the least squares regression test. Finally, the seasonality and homogeneity tests are used for all series with the 40-year data from 140 stations.
Application of Tests
The results confirm the existence of a seasonal pattern in Iran's rainfall series. Checking the temporal variations pattern, Kruskal-Wallis (KW), Thumb (TT) and least squares regression (LSR) tests were applied to examine the trend of the rainfall series in this study [21, 38] . For Kruskal-Wallis, if H o is rejected, we conclude with (1 − α) × 100% confidence that the series has seasonal variations. Thus, the Kruskal-Wallis test (nonparametric test) and the Thumb test (parametric test) determine the presence of a trend in all the rainfall series of Iran. The hypothesis test takes the form of Ho: the seasonal series is a non-trend series and Hα: the seasonal series has a trend. Rejection of Ho means there is sufficient evidence at the (α − 1) × 100% confidence level that the seasonal series is trended. In addition, if the Thumb test result is positive, we conclude that the trend is increasing (upward); if the Thumb test result is negative, the trend is decreasing (downward). In addition, the least squares regression test (parametric test) determines the presence of series patterns (trended and non-trended) in all the rainfall series of Iran. Results of the least squares regression test are adjusted to the forecast series. Therefore, the results of the tests (i.e., Kruskal-Wallis (KW), Thumb (KT) and least squares regression (LSR) tests) are similar. In addition, to analyze the trend in the rainfall seasonal series, t-statistic is used as a parametric test. This is a parametric test, which assumes that the seasonal rainfall series is uncorrelated and normally distributed with mean and standard deviation. Critical amounts of this test-statistic can be taken from the Student's t-distribution standard tables for "n − 2" degrees of freedom and 5% level of significance. If the calculated value of the test statistic is greater than its critical value, the null hypothesis is rejected and we conclude with (1 − α) × 100% confidence that the rainfall seasonal series has a trend.
Forecast Models for Rainfalls Series
Seasonal forecasting of precipitation is a core competition for applied climatology. We present a method to develop forecasts for a time series that has a seasonal pattern. Forecasting involves basic definitions and assumptions. In this study, we have used least squares method or regression method [49] to predict rainfall patterns. However, we used the following steps: (1) Estimating the seasonal index. Seasonal index is an average that can be applied to evaluate an actual rainfall series relative to what it would be if there were no seasonal variations. An index amount is added to each period of the rainfall series within a year; (2) Seasonal adjustment of rainfall series; (3) Predicting the prevailing patterns into the future for the forecast of the trends using least squares; (4) Error assessment using the observed series and the predicted series. However, the method for seasonal forecasting has four stages: the application of measurement tests, the selection of analysis models, the selection of predictive model, the development of a control model for each station and season using seasonal models and the evaluation of forecast series. Forecasts using least squares in additive and multiplicative models are an important method for modeling and forecasting rainfall data. The least squares method can be used to fit trended or non-trended seasonal models to Iran series. The forecasts using least squares for Iran precipitation with additive and multiplicative models could be written in the following form for the additive model [23, 28, 38, 51] :
Model of least squares for multiplicative model: 
Forecast for additive model:Ŷ t+p (t) =T t+p (t) +Ŝ t+p (t) (18) where S t is additive; multiplicative seasonal indexes, T t , are the trend component; ε t is the error; and β 0 , β1 t are the constant coefficients for trend. The only change from the additive updating method for a multiplicative Holt-Winters model is in the way the seasonal adjustment and de-trending is performed, by division rather than subtraction. [26, 53] . The Holt-Winters model is the most commonly used technique to predict the rainfall series. It is used when the data exhibit both trend and seasonal variations. In this study, the Holt-Winters technique is applied on the Iran rainfall series. The cross-validation used all the rainfall series to assess the non-trended and trended seasonal patterns. Cross-validation for each rainfall series location occurs one at a time and predicts the associated rainfall data value. Values of smoothing constants and (0.1) are optimized by minimizing mean absolute deviation (MAD), mean squared error (MSE), root mean squared error (RMSE) and mean absolute percent error (MAPE) indices using the solver tool of Microsoft Minitab. According to the accuracy indices analysis results, the MSE and RMSE (MSE (Multiplicative) = 5236.4, RMSE (Multiplicative) = 72.36 and MSE (Additive) = 4865.8, RMSE (Additive) = 69.76) indices for most of the stations in multiplicative updating of seasonality, is statistically more significant.
Results and Discussion
The LOWESS curve of annual rainfall presented a steady rise up to 1983 and reached the lowest value in 1991( Figure 3A) . However, curves show that Iran's rainfall in the second half of the period tended to be smaller than that in the first half of the period. In this study, normality tests were used to analyze the nature of rainfall series. The various time series tests are performed to reveal the performance of these tests for analyzing and forecasting climatic time series through studying the monthly, seasonal and annual rainfall series of Iran. The normality testing and normal probability analysis of the rainfall series reveal no normality for some stations. The normal probability tests indicate normality in the monthly and annual rainfall series. However, the monthly and annual rainfall series are regarded as normally distributed. The results of these normality tests for all stations are also shown in Figure 4 .
The normal distribution conditions indicate the conditions for selection of tests in the analysis of the monthly and annual rainfall series. The results of the D'Agostino-Pearson test are shown in Figure 5 .
The homogeneity of the annual and monthly precipitation series of Iran is studied using the autocorrelation and von Neumann tests. The results of each homogeneity test are analyzed at a significance level of 0.05 and the results of the Pettitt-Whitney-Mann (PWM) test are shown in Table 1 However, curves show that Iran's rainfall in the second half of the period tended to be smaller than that in the first half of the period. In this study, normality tests were used to analyze the nature of rainfall series. The various time series tests are performed to reveal the performance of these tests for analyzing and forecasting climatic time series through studying the monthly, seasonal and annual rainfall series of Iran. The normality testing and normal probability analysis of the rainfall series reveal no normality for some stations. The normal probability tests indicate normality in the monthly and annual rainfall series. However, the monthly and annual rainfall series are regarded as normally distributed. The results of these normality tests for all stations are also shown in Figure 4 . The normal distribution conditions indicate the conditions for selection of tests in the analysis of the monthly and annual rainfall series. The results of the D'Agostino-Pearson test are shown in Figure 5 .
The homogeneity of the annual and monthly precipitation series of Iran is studied using the autocorrelation and von Neumann tests. The results of each homogeneity test are analyzed at a significance level of 0.05 and the results of the Pettitt-Whitney-Mann (PWM) test are shown in Table  1 The results of the autocorrelation test are shown in Figure 7 . Furthermore, non-homogeneity created due to changes in the method of data collection over short periods are recorded for some stations. The results of the autocorrelation test are shown in Figure 7 . Furthermore, non-homogeneity created due to changes in the method of data collection over short periods are recorded for some stations. The results of the autocorrelation test are shown in Figure 7 . Furthermore, non-homogeneity created due to changes in the method of data collection over short periods are recorded for some stations. Hence, it is thought that the annual rainfall series could be homogeneous. Based on the precision indicators, such as RMSE of the results of two homogeneity tests for the rainfall series, it can be suggested that the von Neumann test is better than the autocorrelation test. According to the analysis of von Neumann test results, the stations with a test statistic lower than 1.49 are considered homogeneous for the 40 years investigated. According to the analysis of the autocorrelation test results, the stations with a test statistic higher than 0.32 (the critical values for tests can be obtained at degrees of freedom from the standard table available in textbooks on statistics-(Reject: 0 |0.32| < 1.49) are considered homogeneous for the studied interval [21] . The results of the von Neumann test in homogeneity are indicated in the annual series of 33 stations and all the Hence, it is thought that the annual rainfall series could be homogeneous. Based on the precision indicators, such as RMSE of the results of two homogeneity tests for the rainfall series, it can be suggested that the von Neumann test is better than the autocorrelation test. According to the analysis of von Neumann test results, the stations with a test statistic lower than 1.49 are considered homogeneous for the 40 years investigated. According to the analysis of the autocorrelation test results, the stations with a test statistic higher than 0.32 (the critical values for tests can be obtained at degrees of freedom from the standard table available in textbooks on statistics-(Reject : H 0 i f |0.32| < 1.49) are considered homogeneous for the studied interval [21] . The results of the von Neumann test in homogeneity are indicated in the annual series of 33 stations and all the monthly precipitation stations are homogeneous ( Figure 6 ). The results of the autocorrelation test indicate homogeneity in the annual series of 28 stations and all the monthly precipitation stations are homogeneous (Figure 7) . The seasonal variations of the monthly and seasonal precipitation series of Iran are studied using the Kruskal-Wallis (seasonal rainfall), Thumb (seasonal rainfall), and least squares regression tests (monthly rainfall). The results of each seasonality test are analyzed at a significance level of 0.05. The analysis of the Kruskal-Wallis test results shows that the stations with a test statistic higher than 7.81 (the critical values for tests can be obtained at degrees of freedom from the standard table available in textbooks on statistics-(Reject : ) exhibit seasonality for the 40 years of the study [21] . The results of the Thumb test are presented in Figure 9 . [21] . The results of the Thumb test are presented in Figure 9 . years of the study [21] . The results of the Thumb test are presented in Figure 9 . Reject : H 0 if |t| > t α/2 t α/2 = 1.96 and
for → Seasonal -were used to generate the system of two similar parametric methods. The t − test results indicate that the stations with test values higher than the p-value comprise a trended series and a seasonality series (F − test) for 40 years. Otherwise, if the calculated value of the t − statistic is less than its critical value at 5% level of significance with n-2 degrees of freedom, the null hypothesis of trend-free series cannot be rejected. Analysis of the seasonal precipitation series using t − test found about 26.43% of the stations with a trended pattern (37 out of 140 stations) and 24 out of 137 or 65% stations have a downward trend (decreasing). The significant upward trend is found mostly in western and northern zones of Iran (Figure 10 ), whereas a significant downward trend is found in eastern and northeastern zones of Iran ( Figure 11 ). The results of the seasonal tests are summarized in Figures 8-10 . It can be seen from these figures that the calculated test statistic values of all seasonal (for trended and no-trend patterns) tests are more than their critical values at the 5% level of significance (α = 0.05) in the rainfall series, which indicates the presence of a trend in some seasonal rainfall series of Iran. Negative test-statistic value of the seasonal data tests suggests a decreasing trend in the seasonal rainfall series of Iran. The results of the homogeneity tests indicating the presence/absence of homogeneity in the rainfall series of Iran are shown in Tables 1-3 . According to von Neumann test, the monthly and annual rainfall at about 97% of the series are homogeneous, whereas the autocorrelation test indicates that only 93% of the series of monthly and annual rainfall have homogeneity in Iran. The temporal variability of the seasonal rainfall was studied to analyze the seasonal additive model of rainfall (Figures 11-14) . A statistically significant pattern of seasonality was observed in winter ( Figure 11 Moreover, precipitation seasonal changes are observed with a 95% confidence level as 0.002 mm in season per period. The seasonal changes of Iran precipitation (with additive model) varied between 3.9 and 5 (dry season) mm in season per period during summer. The range of seasonal eminency in autumn precipitation varied between 0. 678 and 0.921 mm in season per period (Figure 14) . The results are in conformity with the trend pattern (decreasing) of the seasonal rainfall for the period 1975-2014 in winter, summer and autumn seasons. We observed that negative rainfall trends were 0.072 mm per decade in winter, 0.003 mm per decade in summer and 0.046 mm per decade in autumn. We also found that positive rainfall trends were 0.006 mm per decade in spring. A robust negative trend, up to 0.07 mm per decade, was detected in winter. Figure 16 shows the result of change percent of trend and forecasted seasonal rainfall using the seasonal prediction models. The results are in conformity with the trend pattern (decreasing) of the seasonal rainfall for the period 1975-2014 in winter, summer and autumn seasons. We observed that negative rainfall trends were 0.072 mm per decade in winter, 0.003 mm per decade in summer and 0.046 mm per decade in autumn. We also found that positive rainfall trends were 0.006 mm per decade in spring. A robust negative trend, up to 0.07 mm per decade, was detected in winter. Figure 16 shows the result of change percent of trend and forecasted seasonal rainfall using the seasonal prediction models.
The results are in conformity with the trend pattern (decreasing) of the seasonal rainfall for the period 1975-2014 in winter, summer and autumn seasons. We observed that negative rainfall trends were 0.072 mm per decade in winter, 0.003 mm per decade in summer and 0.046 mm per decade in autumn. We also found that positive rainfall trends were 0.006 mm per decade in spring. A robust negative trend, up to 0.07 mm per decade, was detected in winter. Figure 16 shows the result of change percent of trend and forecasted seasonal rainfall using the seasonal prediction models. The maximum decrease in trend changes percent in predicted seasonal rainfall was in summer (57.7%) followed by winter (53.5%), autumn (49.6%) and spring (32.4%) rainfall (9.87%) series. A robust negative trend, up to 0.031 mm per decade, was detected in the central, eastern and southern Iran and a robust positive trend, up to 0.006 mm per decade, was observed in northern and eastern Iran. The results in the area of forecasting the seasonal additive model are presented in Figure 17 . The maximum decrease in trend changes percent in predicted seasonal rainfall was in summer (57.7%) followed by winter (53.5%), autumn (49.6%) and spring (32.4%) rainfall (9.87%) series. A robust negative trend, up to 0.031 mm per decade, was detected in the central, eastern and southern Iran and a robust positive trend, up to 0.006 mm per decade, was observed in northern and eastern Iran. The results in the area of forecasting the seasonal additive model are presented in Figure 17 . In general, seasonal variations are identified underneath the widely increasing precipitation patterns over the past 40 years.
Conclusions
This study demonstrates the application of statistical tests to determine trend and homogeneity in climatic series in Iran. In this study, both ArcGIS10.3 and statistical methods are used to determine spatial and temporal patterns in rainfall in Iran. In total, the spatial and temporal variations of monthly, seasonal and annual rainfall in this study are not statistically significant. It is also found that the monthly and annual rainfall time series are relatively more homogeneous compared to the seasonal time series. The results of the seasonal tests are almost similar. Homogeneity tests suggest In general, seasonal variations are identified underneath the widely increasing precipitation patterns over the past 40 years.
This study demonstrates the application of statistical tests to determine trend and homogeneity in climatic series in Iran. In this study, both ArcGIS 10.3 and statistical methods are used to determine spatial and temporal patterns in rainfall in Iran. In total, the spatial and temporal variations of monthly, seasonal and annual rainfall in this study are not statistically significant. It is also found that the monthly and annual rainfall time series are relatively more homogeneous compared to the seasonal time series. The results of the seasonal tests are almost similar. Homogeneity tests suggest that the monthly and annual series are homogeneous (more than 89% of series) in Iran. The results of the seasonal variations are shown for three distinct regions (north and northwestern, central, and coastal regions) and precipitation seasonal trends are also analyzed with the above methods. Smoothing techniques used in this approach are very effective, efficient and helpful to study load forecasting. In addition, the Holt-Winters model used in this approach exhibits better accuracy.
