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A closed expression is derived for the probability distribution of
the transfer matrix of a particle moving in a one-dimensional
system with delta-correlated, weak disorder. The change in the
distribution as a function of wire length is described by a dif-
fusion equation on the SU(1, 1) group, which is solved through
the decomposition of the regular representation into irreducible
components. The expression generalizes a number of well-known
results, including the distributions of the transmission coefficient
and local density of states. As an application, the average sin-
gle energy-level contribution to the persistent current in a flux-
threaded ring is derived.
1 Introduction
The one-dimensional disordered wire represents the simplest example of a
disordered mesoscopic system. Over the past fifty years it has been ana-
lyzed using a variety of techniques, including diagrammatics[1, 2, 3], Fokker-
Planck equations[4], and functional-integration[5]. The system is unusual in
that exact expressions can be obtained for many quantities, such as dis-
tribution of the transmission coefficient[4], distribution of local density of
states[3], and density-density correlators[2].
The system can be described through the transfer matrix, TE(x, x
′), which
defines the transport of electrons at energy E. The main result of this
paper is a derivation of the distribution of the transfer matrix TE in the case
of short-range, Gaussian disorder. This distribution entails known results
for the transmission coefficients, local density of states, and density-density
correlators (at a single energy), but is not entailed by them, and as such
represents a new exact result for the disordered wire.
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The result is obtained by utilizing the representation theory of the pseudo-
unitary group SU(1, 1). Conservation of the probability current implies that
the transfer matrix must belong to this group, and therefore the distribution
of transfer matrices belongs to the regular representation of functions on
the group. All calculations of physical quantities at a single energy can be
rewritten as problems in the representation theory.
The paper is organized as follows. In section 2 we derive a diffusion equa-
tion on the group for the distribution of transfer matrices as a function of
wire length. In section 3 we solve the diffusion equation by decomposing the
regular representation into irreducible unitary subrepresentations. Section
4 analyses the distribution and shows how the distributions of other physi-
cal properties can be obtained from it. Finally, as an application, section 5
considers the case of a disordered ring. Specifically, we calculate the aver-
age contribution to the persistent current from electrons in a given energy
interval. The paper concludes with a discussion of possible generalizations
of the representation-theoretic method presented here to other systems.
2 Diffusion equation for the probability distribu-
tion
We choose units so that ~ = 2m = 1 and consider the one-dimensional
Hamiltonian, H = − ∂2
∂x2
+ V (x), where V (x) is Gaussian distributed and
〈V (x)V (x′)〉 = α2δ(x − x′). For weak disorder it is reasonable to write an
Eigenstate of energy E as a sum of right- and left-moving parts,
ψ(x) = φR(x)e
ikx + φL(x)e
−ikx (1)
where k =
√
E, and φR(x) and φL(x) are slowly changing functions (i.e.
|φ′R/L(x)/φR/L(x)| ≪ k). The equation Hψ = Eψ is equivalent to the
condition
d
dx
(
φR
φL
)
= −V (x)
2k
(
i ie−i2kx
−iei2kx −i
)(
φR
φL
)
(2)
In what follows we denote the matrix occuring on the right-hand side of (2)
by Aˆ(x). The transfer matrix Tˆ (x, x′) between any two points x and x′ on
the wire is defined by the condition ~φ(x) = Tˆ (x, x′)~φ(x′). From equation
(2) it follows that
d
dx
Tˆ (x, x′) = −V (x)
2k
Aˆ(x) Tˆ (x, x′) (3)
It can be checked that the matrix Aˆ(x) lies in the su(1, 1) algebra, and
therefore (3) is a differential equation on the SU(1, 1) group.
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Equation (3) is a significant generalization of equation (2): while in the
former the representation on which the group acts is fixed (as the two-
dimensional ‘natural’ representation), the latter refers only to the group
itself, and we are therefore free to consider its action on an arbitrary state
of an arbitrary representation.
In particular, we consider the (left-) regular representation and let |δ〉 de-
note the delta-function1 at the identity with respect to the Haar measure of
SU(1, 1). The action of Tˆ (x, x′) shifts the delta-function from the identity
to the point Tˆ (x, x′). Therefore, given an ensemble of transfer matrices, the
ensemble average
〈
Tˆ (x, x′)
〉
applied to the state |δ〉 gives the probability
distribution of transfer matrices with respect to the Haar measure, i.e.
P
(
Tˆ , x− x′
)
=
(〈
Tˆ (x, x′)
〉
|δ〉
)
(Tˆ ) (4)
It remains to relate the ensemble of transfer matrices to the statistics of
the disordered potential V (x). Since the disorder is weak we can consider
x = x′ + δx such that δx ≫ 1/k but short enough that Tˆ (x, x′) ≈ 1ˆ. The
Transfer matrix can be expanded as
Tˆ (x, x′) = 1ˆ− 1
2k
∫ x
x′
V (s)Aˆ(s)ds+
1
4k2
∫ x
x′
∫ s
x′
V (s)V (t)Aˆ(s)Aˆ(t)dsdt+ · · ·
(5)
Higher order terms do not contribute to first order in δx. Since 〈V 〉 = 0 and
〈V (s)V (t)〉 = α2δ(s − t), upon averaging over disorder we obtain〈
Tˆ (x, x′)
〉
= 1ˆ +
α2
8k2
∫ x
x′
Aˆ(s)2ds+O(δx2) (6)
Choosing a basis for the su(1, 1) algebra,
Lˆx =
(
0 1
1 0
)
, Lˆy =
(
0 −i
i 0
)
, Lˆz =
(
i 0
0 −i
)
(7)
and rewriting Aˆ(s) in this basis gives〈
Tˆ (x, x′)
〉
= 1ˆ +
α2
8k2
∫ x
x′
(
Lˆz + sin(2ks)Lˆx − cos(2ks)Lˆy
)2
ds+O(δx2)
= 1ˆ +
α2
16k2
(
2Lˆ2z + Lˆ
2
x + Lˆ
2
y
)
δx+O(δx2) (8)
where in the last line we have ignored terms of order 1/k. Thus, (for arbi-
trary x and x′) we have
d
dx
〈
Tˆ (x, x′)
〉
=
α2
16k2
(
2Lˆ2z + Lˆ
2
x + Lˆ
2
y
)〈
Tˆ (x, x′)
〉
(9)
1Strictly speaking the delta ‘function’ is a functional and does not belong to the regular
representation of L2-normalizable functions. A more rigorous presentation would involve
the construction of a rigged Hilbert space.
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Combining (9) with (4) gives
d
dx
P
(
Tˆ , x− x′
)
=
α2
16k2
(
2Lˆ2z + Lˆ
2
x + Lˆ
2
y
)
P
(
Tˆ , x− x′
)
(10)
which should be solved with the initial condition P
(
Tˆ , 0
)
= δ(Tˆ ). In the
regular representation the algebra elements Lˆi describe first-order differen-
tial operators on the SU(1, 1) group, and interpreting x as a time coordinate,
(10) is identified as a diffusion equation for the probability. The parame-
ter λ = 4k2/α2 can be identified as the mean free path of the particle for
back-scattering (in this case the rates of back- and forward- scattering are
equal).
The solution to the diffusion equation given below relies heavily on the
reprsentation theory of SU(1, 1), so the following section begins with a sum-
mary of the necessary results (for a thorough overview, see, e.g. [6]).
3 Derivation of the probability distribution
Given any group and a space of functions on the group, one can define
two different group-actions on the space: action on the left,
(
Tˆ
(L)
1 f
)
(Tˆ2) =
f(Tˆ−11 Tˆ2); and action on the right,
(
Tˆ
(R)
1 f
)
(Tˆ2) = f(Tˆ2Tˆ1). The regular
representation can be decomposed as a sum of irreducible unitary represen-
tations with respect to either of these actions, and as the actions commute
the right action maps between equivalent irreducible representations of the
left action, and vice-versa.
Now let Vµ be a irreducible unitary representation. The Eigenstates of
Lˆ0 = − i2 Lˆz form a basis for each Vµ, and the fact that exp[2πLˆz] = 1ˆ
implies that the Eigenvalues of Lˆ0 must be integer or half-integer (known
as the weights of the representation). Irreducibility implies that for each
weight n there is at most one Eigenstate of Lˆ0 in Vµ. The notation |nµ〉 is
used to represent the state of weight n in the representation Vµ, normalized
so that 〈nµ|nµ〉 = 1.
The functions
tm,nµ (Tˆ ) = 〈mµ| Tˆ |nµ〉 (11)
span a representation of SU(1, 1) with respect to the left and right group
actions given above. Specifically, they span a tensor product of a copy of
Vµ with respect to the right action and a copy of the dual representation
V ∗µ with respect to the left action, denoted V
∗(L)
µ ⊗ V (R)µ . Note that tm,nµ is
a state with weight −m with respect to the left action and weight n with
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respect to the right action. The key to the decomposition of the regular
representation is to find irreducible unitary representations Vµ such that
Vregular =
∑
µ
V ∗(L)µ ⊗ V (R)µ (12)
The Casimir operator of the su(1, 1) algebra is given by
cˆ = 14
(
Lˆ2x + Lˆ
2
y − Lˆ2z
)
(13)
and acts on a scalar on all irreducible representations. The irreducible rep-
resentations occuring in the decomposition of the regular representation can
be specified uniquely by the weights that occur within them and the value
of the Casimir operator. They are found to be [6]:
1. The lowest-weight representations Vl,+ with weights {l+ n|n ∈ Z, n ≥
0}, where l is a positive (half-) integer, on which the Casimir operator
takes the value l(l + 1);
2. The highest-weight representations Vl,− with weights {−(l + n)|n ∈
Z, n ≥ 0}, where l is a positive (half-) integer, on which the Casimir
operator takes the value l(l+1) as above (these are the dual represen-
tations of the lowest-weight representations);
3. The principle unitary series representations Via,ǫ with weights {ǫ +
n|n ∈ Z}, where ǫ ∈ {0, 12} and a ∈ R, a > 0, on which the Casimir
operator takes the value −(14+a2) (these representations are self-dual).
The decomposition formula can now be stated precisely. Given any function
f(Tˆ ) in the regular representation, define the coefficients
cm,nµ =
∫
SU(1,1)
dµT f(Tˆ )
(
tm,nµ (Tˆ )
)∗
(14)
where dµT is the Haar measure. Then
f(Tˆ ) ∝
∑
l∈N/2
(l − 12)
∑
m,n≥l
(
cm,nl,+ t
m,n
l,+ (Tˆ ) + c
−m,−n
l,− t
−m,−n
l,− (Tˆ )
)
+
∑
ǫ∈{0,1/2}
∫ ∞
0
da a tanh(π(a+ iǫ))
∑
m,n∈Z+ǫ
cm,nia,ǫ t
m,n
ia,ǫ (Tˆ ) (15)
With appropriate choice of Haar measure we can set the constant of pro-
portionality to one. The prefactor (l − 12) in the first sum and the term
a tanh(π(a+iǫ)) in the integral are related to the normalization of the func-
tions tm,nµ . They form what is known as the Plancherel measure of SU(1, 1).
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For the delta function we have
cm,nµ =
∫
SU(1,1)
dµT δ(Tˆ )
(
tm,nµ (Tˆ )
)∗
=
(
tm,nµ (1ˆ)
)∗
= 〈nµ|mµ〉 = δmn (16)
and thus
δ(Tˆ ) =
∑
l∈N/2
(l − 12)
∑
m≥l
(
tm,ml,+ (Tˆ ) + t
−m,−m
l,− (Tˆ )
)
+
∑
ǫ∈{0,1/2}
∫ ∞
0
da a tanh(π(a+ iǫ))
∑
m∈Z+ǫ
tm,mia,ǫ (Tˆ ) (17)
Turning back to equation (10), the operator on the right-hand side can be
written
1
4λ
(
2Lˆ2z + Lˆ
2
x + Lˆ
2
y
)
=
1
λ
(
cˆ− 3Lˆ20
)
(18)
and is therefore diagonized in the basis tm,nµ . Hence the solution of equation
(10) is given by
P (Tˆ , x− x′) = exp
[
1
λ(cˆ− 3Lˆ20)(x− x′)
]
|δ〉
=
∑
l∈N/2
(l − 12)
∑
m≥l
e(l(l+1)−3m
2)(x−x′)/λ
(
tm,ml,+ (Tˆ ) + t
−m,−m
l,− (Tˆ )
)
+
∑
ǫ∈{0,1/2}
∫ ∞
0
da a tanh(π(a+ iǫ))
∑
m∈Z+ǫ
e−(1/4+a
2+3m2)(x−x′)/λtm,mia,ǫ (Tˆ )
(19)
This is the final expression for the distribution of transfer matrices, exact
in the limit of weak disorder, and forms the central result of this paper. In
the following section we relate the functions tm,mµ (Tˆ ) to more well known
functions by choosing an explicit parametrization of the transfer matrices,
and discuss some of the properties and limits of the distribution.
4 Properties and limits of the probability distri-
bution
4.1 Form of the functions tm,nµ (Tˆ )
The parametrization of SU(1, 1) in terms of Euler angles is given by
Tˆ (φ, θ, ψ) = eLˆzφ/2eLˆxθ/2eLˆzψ/2
=
(
cosh θ2e
i(φ+ψ)/2 sinh θ2e
i(φ−ψ)/2
sinh θ2e
i(−φ+ψ)/2 cosh θ2e
−i(φ+ψ)/2
)
(20)
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where 0 ≤ φ < 2π, 0 ≤ θ < ∞, −2π ≤ ψ < 2π, and the parametriza-
tion is unique except at the identity. With the Haar measure dµT =
1
8π2
dφdψd(cosh θ) the constant of proportionality in (15) is unity.
The functions tm,ml,± (Tˆ ) can then be written as [6],
tm,ml,± (Tˆ ) = e
im(φ+ψ)(cosh θ2)
−2l
2F1(l −m, l +m; 1; tanh2 θ2 ) (21)
where ± takes the value + for m ≥ l and the value − for m ≤ −l. Note
that the expansion of the hypergeometric function terminates in this case (it
gives the Jacobi polynomial P
(0,2l−1)
m−l (1−2 tanh2 θ2)). Similarly the functions
tm,mia,ǫ (Tˆ ) can be written as
tm,mia,ǫ (Tˆ ) = e
im(φ+ψ)(cosh θ2)
−1+i2a
2F1(
1
2−m−ia, 12+m−ia; 1; tanh2 θ2) (22)
Equations (21) and (22) can be confirmed by writing cˆ and Lˆ0 as differential
operators in (φ,ψ, θ), and showing that the functions are Eigenfunctions of
these operators with the required Eigenvalues.
4.2 Reflection and transmission amplitudes
In terms of the reflection and transmission amplitudes for a particle ap-
proaching the disordered region (x′, x) from the left, r and t respectively,
the transfer matrix is given by
Tˆ (x, x′) =
(
1/t∗ r/t
r∗/t∗ 1/t
)
(23)
Comparing this with the parametrization in terms of Euler angles above,
and setting φ± =
1
2(φ± ψ), we see that t = eiφ+/ cosh θ2 and r = eiφ tanh θ2 .
The fact that the functions tm,mµ depend only on φ+ and θ implies that the
probability of the transfer matrix is independent of the phase of r. Further,
since |r|2 = 1 − |t|2, the distribution can be expressed as a function of t
alone. Figure 1 shows some plots of the probability density as a function of
t for various ratios of (x− x′)/λ.
4.3 Distribution of the resistance
The distribution of the resistance ρ = |r|2/|t|2 = sinh2 θ2 can be found by
integrating (19) over ψ and φ. Only the functions t0,0ia,0 contribute and the
distribution is found to be
P (θ, L) =
∫ ∞
0
da a tanh(πa)e−(1/4+a
2)L/λt0,0ia,0(θ) (24)
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a) b) c)
Figure 1: Distribution of the transmission amplitude t, represented in the
unit disc of the complex plane. Values of L/λ are (a) 0.3, (b) 1.0, and (c)
3.0.
(Note that we have kept the measure d cosh θ = 2dρ). This expression can
be simplified by choosing an integral representation for the hypergeometric
function (derived in appendix A):
t0,0ia,0(θ) =
cosh(πa)√
2π
∫ ∞
0
cos(av)√
cosh v + cosh θ
dv (25)
With this expression for the t0,0ia,0, the a-integral in (24) is now of Gaussian
form. Evaluating it yields
P (θ, L) =
i
4
√
2π
(
λ
L
)3/2
e−L/4λ
∫ ∞
−∞
(v − iπ)e−(v−iπ)2λ/4L√
cosh v + cosh θ
dv (26)
Shifting the integration contour by +iπ and taking proper account of the
branch cut between v = (−θ − iπ) and v = (θ − iπ) gives
P (θ, L) =
1
4
√
π
(
λ
L
)3/2
e−L/4λ
∫ ∞
θ
ve−v
2λ/4L√
cosh2 v2 − cosh2 θ2
dv (27)
This expression is identical to the one first calculated by Abrikosov in [4].
There a Fokker-Planck equation was derived for the distribution of resistance
as a function of length, an approach very similar in spirit to the one taken
in section 2. Indeed, if we had chosen the representation of L2-functions on
the set of cosets SU(1, 1)/〈Lˆz〉 instead of the regular representation, the two
approaches would be exactly equivalent. (Here 〈Lˆz〉 denotes the subgroup
generated by Lˆz, and the set of cosets thus produced can be parametrized
by the reflection amplitude r, for details see [7].)
4.4 The weak-localized limit
In the weak-localized limit, L≫ λ, the contribution of states with largem in
(19) is exponentially suppressed. Since tm,m ∼ cos(2mφ+), the distribution
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becomes approximately uniform in φ+. The contribution of states with
m = 0 has already been calculated in the previous section. The contribution
of states with m = 12 can be calculated in a similar way (see the appendix),
giving
P (1/2)(θ, φ+, L) =
1
2
√
π
(
λ
L
)3/2
e−L/λ
cosφ+
cosh θ2
∫ ∞
θ
v cosh v2e
−v2λ/4L√
cosh2 v2 − cosh2 θ2
dv
(28)
where P (m) stands for the total contribution of the tm,m states (i.e. the 2m-
th harmonic in φ+). Comparing this with (27) we see that P
(1/2)/P (0) ∼
e−3L/4λ in the weak-localized limit.
The higher harmonics can be found in a similar way, but the expressions
become increasingly complicated owing to the appearance of poles in the
integral representation for tm,m and the inclusion of the discrete-series rep-
resentations. In particular, it is not easy to give an expression equivalent to
(28) for general m.
As found in [4], for L ≫ λ the distribution of P (0) becomes approximately
Gaussian in θ,
P (0)(θ, φ+, L) ≈ 1
2
√
π
(
λ
L
)1/2
e−(θ−L/λ)
2λ/4L (29)
with respect to measure dθ. We can show a similar result also holds for the
higher harmonics. For L ≫ λ the integrand in (28) is only significant for
u = v − θ ≪ θ. Keeping only leading order terms in u/θ leads to
P (1/2)(θ, φ+, L) ≈ 1
2
√
2π
(
λ
L
)3/2
e−3L/4λe−(θ−L/λ)
2λ/4L cosφ+∫ ∞
0
θe−(θλ/2L−1/2)u√
eu − 1 du (30)
with respect to 12πdφ+dθ. Making a change of variables y = (e
u−1)1/2 gives
P (1/2)(θ, φ+, L) ≈ 1√
2π
(
λ
L
)1/2
e−3L/4λe−(θ−L/λ)
2λ/4L cosφ+∫ ∞
0
(1 + y2)−λθ/2L−1/2dy (31)
Setting θ = L/λ in the integrand allows the integral to be taken, leading to
a Gaussian distribution in θ,
P (1/2)(θ, φ+, L) ≈
√
π
2
(
λ
L
)1/2
e−3L/4λe−(θ−L/λ)
2λ/4L cosφ+ (32)
The mean and variance of the Gaussian distribution are the same as for
P (0).
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4.5 The far-ballistic limit
For λ ≫ L, the distribution is sharply peaked around θ = φ+ = 0. The
exponential factors in (19) decay slowly, and we can replace the sums on m
and l with integrals, and assume α, l,m≫ 1. Specifically, approximating
tm,ml ≈ ei2mφ+0F1(1; (l2 −m2) tanh2 θ2) (33)
tm,mα,ǫ ≈ ei2mφ+0F1(1;−(α2 +m2) tanh2 θ2 ) (34)
and∑
l∈N/2
(l − 12)
∑
m≥l
e(l(l+1)−3m
2)L/λ · · · →
2
∫ ∞
0
dl lel
2L/λ
∫ ∞
l
dm e−3m
2L/λ · · · (35)
∑
ǫ∈{0,1/2}
∫ ∞
0
da a tanh(π(a+ iǫ))
∑
m∈Z+ǫ
e−(1/4+a
2+3m2)L/λ · · · →
2
∫ ∞
0
dα αe−α
2L/λ
∫ ∞
−∞
dm e−3m
2L/λ · · · (36)
leads to integrals which can be evaluated exactly. The result is
P (θ, φ+, L) ≈
√
π
2
(
λ
L
)3/2
θ e−
λ
4L
(θ2+2φ2+) (37)
with respect to measure 12πdφ+dθ.
5 Persistent current in a flux-threaded ring
Given that the distribution of the transmission coefficient is a previously
known result, the additional information contained in the main result of
this paper, (19), is the dependence of the probability on the phase of t.
In an open, simply-connected wire, it turns out that this phase is usually
irrelevant in the calculation of physical quantities. For example, the ab-
solute value of the Green’s function GE(x, x
′) is independent of the phase
of the transmission amplitude, and therefore the density-density correlators
are likewise independent. Similarly, the distribution of the local density of
states, ρ(x) ∼ Im(GE(x, x)) can be found directly from the distribution of
the transmission coefficient (as has been explicitly demonstrated in [8]).
For an application where the full distribution of t is necessary, we therefore
turn to a closed, disordered ring. An interesting feature of such rings is
10
the appearance of a persistent current when threaded by a magnetic flux
[9]. More recent theoretical interest in such systems [10, 11, 12] has been
spurred by advances in experimental techniques [13, 14] which allow the
measurement of persistent current in a single mesoscopic ring.
Below, we calculate the average contribution to persistent current from
states with energy between E and E+dE. The contribution can be written
i(E)dE where
i(E) =
∑
n
δ(E − En)jn =
∑
n
δ(E − En)∂En
∂Φ
(38)
Here n denotes a sum over single-electron states, jn is the current of the
n-th state, and Φ denotes the total flux through the ring [15].
The presence of the magnetic flux imposes twisted boundary conditions on
the wavefunction: ψn(L) = e
i2πΦ/Φ0ψn(0), ψ
′
n(L) = e
i2πΦ/Φ0ψ′n(0), where
Φ0 = h/e is the magnetic flux quantum. This implies that
(
φR(0)
φL(0)
)
n
is an
Eigenfunction of eknLLˆz Tˆ (L, 0) with Eigenvalue ei2πΦ/Φ0 . Parametrizing the
transfer matrix by Euler angles, the Eigenvalue equation takes the form
cos
(
2π ΦΦ0
)
= cosh θ2 cos(φ+ + knL) (39)
In what follows, for notational convenience we choose units e = 1 and set
2π ΦΦ0 = KL. Differentiating (39) with respect to Φ and substituting the
result into (38) gives,
|i(E)| = | sinKL| δ (cosh θ2 cos(φ+ + kL)− cosKL) (40)
as found in [5]. Averaging over P (θ, φ+, L), we find
〈|i(E)|〉 = 1
2π
∫ ∞
1
d(cosh θ)
sinKL√
cosh2 θ2 − cos2KL
×
[
P
(
θ, cos−1
(
cosKL
cosh θ/2
)− kL,L)+ P (θ,− cos−1 ( cosKLcosh θ/2)− kL,L) ] (41)
Figure 2 shows the average persistent current as a function of E for different
values of L/λ.
In the weak-localized and far-ballistic limits it is possible to simplify the
above expression. In the far-ballistic limit, setting cosh θ2 =
cosKL
cosu and
using (37) we find
〈|i(E)|〉 ≈
√
2
π
(
λ
L
)3/2
sinKL
∫ π/2
KL
du
cos u
e−(1−cos
2u/ cos2KL)λ/L×(
e−(u
2−k˜L)2λ/2L + e−(u
2+k˜L)2λ/2L
)
(42)
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a) b) c)
d) e) f)
Figure 2: a)–c): Plots of i(E) as a function of magnetic flux and energy
E = k2 for L/λ = 0.3, 1.0, 3.0, respectively. The dashed line shows the
positions of the energy levels of the clean system. d)–f): the average current
per level as a fraction of the single-level current of the clean system. Values
of L/λ are as in a)–c).
Here we have assumed 0 ≤ KL ≤ π (this is no restriction since the persistent
current is an odd function of KL), and set k˜L/2π as the fractional part of
kL/2π. The integrand is only significant when u ≈ KL ≈ ±k˜L or when
u ≈ π2 . The pole at π2 is a consequence of the use of the approximate
formula θ2 ≈ 4 tanh2 θ2 , and should be ignored. Setting k˜ = ±K + δk,
u = KL+η and keeping only leading terms in δk and η, for KL≫
√
L
λ and
π −KL≫
√
L
λ we obtain
〈|i(E)|〉 ≈
√
2
π
(
λ
L
)3/2
e−(δkL)
2λ/2L tanKL
∫ ∞
0
e−
2λ
L
η tanKLdη
=
1√
2π
(
λ
L
)1/2
e−(δkL)
2λ/2L (43)
In the absence of disorder, the energy levels are given by k˜ = ±K with
current 2 |k|L . Thus in the far-ballistic limit the average current per level is
unchanged, and the energy-levels are Gaussian distributed around those of
a clean wire (see figure 2).
The situation is different if KL .
√
L
λ or π − KL .
√
L
λ , as should be
expected since KL = 0, π mark the positions of the level crossings in the
clean system. For KL .
√
L
λ , approximating
cos2 u
cos2KL
≈ (KL)2 − u2 we
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obtain
〈|i(E)|〉 = 1√
3
Kλe((3(KL)
2−k˜L)2)λ/3L×[
1− erf
(
(K − k˜3 )
√
3λL
)
− erf
(
(K + k˜3 )
√
3λL
)]
(44)
where erf (x) denotes the error function.
In the weak localized limit, substituting equation (27) for P (θ, φ+, L) into
equation (41) gives
〈|i(E)|〉 = 1
2
sinKL
(
λ
πL
)3/2
e−L/4λ
∫ ∞
1
d(cosh θ)
∫ ∞
θ
dv
ve−v
2λ/4L
√
cosh θ − cos 2KL√cosh v − cosh θ (45)
exchanging the order of integration allows the θ-integral to be taken. An
integration by parts in v then leads to
〈|i(E)|〉 = 1
2π
sin2KL
(
λ
πL
)1/2
e−L/4λ
∫ ∞
0
dv
cosh v2e
−v2λ/4L
cosh2 v2 − cos2KL
(46)
which agrees with the result found in [5].
Notice that the transmission phase φ+ in equation (40) occurs only in the
term cos(φ+ + kL), which is a fast oscillating function of L. Therefore
variation in L of just a single wavelength in the ensemble is enough to
destroy the dependence of 〈|i(E)|〉 on φ+, in which case (46) is obtained for
all strengths of disorder.
Unfortunately the distribution of the transfer matrix is not enough to derive
the distribution of i(E). This can be seen from equation (38), as higher
moments depend in a non-trivial way on ∂En∂Φ – i.e. on the correlations
between transfer matrices at nearby energies. It is possible to obtain the
distribution of i(E) in the case of a ring connected to an electron reservoir
(e.g. as modelled in [16]), but the result is sensitive to the nature of the
coupling. Connecting the ring to a reservoir also allows the distribution of
local density of states to be obtained (some results for the local density of
states in the closed system have been found in [17]).
6 Discussion
This paper has introduced a new method for obtaining the transport statis-
tics of disordered one-dimensional systems. The approach can be summa-
rized as follows: firstly identify the symmetry group of the transfer matrix
13
(here SU(1, 1)). Secondly relate the disordered potential to a diffusion equa-
tion on this group (equation (9)). Thirdly choose a representation on which
the group acts (here the regular representation). Finally, solve the diffusion
equation on that representation using the representation theory (in this case
we were able to exactly diagonalize the differential operator by expressing
it in terms of the Casimir invariant of the group). In principle the same
approach can be applied to any system which admits a description in terms
of a transfer matrix. The simplest generalization would be to n-channel
wires, where the SU(1, 1) group is replaced by SU(n, n) (or the subgroup
Sp(2n,R) in systems with time-reversal symmetry).
The representation used can be tailored to the calculation in question. For
example, as shown in [18], the n-th moment of the reflection coefficient
can be found in terms of the group action on the (finite-dimensional) spin-
n representation. As mentioned in the text, the full distribution of the
transmission coefficient can likewise be found by considering the space of L2-
functions on the set of cosets SU(1, 1)/〈Lˆz〉. Generalizing to the n-channel
case, the group action on the set of cosets U(n, n)/(U(n)⊗ U(n)) yields an
equation for the distribution function of the n transmission coefficients, in
a manner analogous to the DMPK technique [19, 20] (here U(n) ⊗ U(n) is
the block-diagonal subgroup generated by scattering between co-directional
channels). The connection between the DMPK technique and harmonic
analysis on coset spaces has previously been made [21], but the approach
here is more general, as the evolution operator need not be proportional to
the Laplace-Beltrami operator on a coset space; indeed the representation
used need not be realizable as a representation of functions on a coset space
at all.
Finally, given the general relationship between irreducible unitary repre-
sentations of a Lie group and its co-adjoint orbits, and the existence of a
natural symplectic form on these orbits (the Kirillov-Kostant-Souriau form
[22]), the approach should be amenable to semi-classical approximations.
Given that exact solutions are unlikely in systems more complex than the
one-dimensional wire considered here, the availability of approximation tech-
niques is significant.
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A Integral representations of the Hypergeometric
functions
The hypergeometric function 2F1(a, b; 1; z) for 0 ≤ z < 1 can be written
2F1(a, b; 1; z) =
1
2πi
∮
w−1(1− z/w)−a(1− w)−bdw (47)
where the integral is counter-clockwise around the unit circle in the complex
plane, as can be checked by a Taylor expansion of the integrand. For 0 ≤
Re(a) < 1 the integral can be collapsed onto the branch cut along the real
line from 0 to z to yield
2F1(a, b; 1; z) =
sin(πa)
π
∫ z
0
w−1(z/w − 1)−a(1−w)−bdw (48)
Inserting this into the expression for t0,0ia,0 gives
t0,0ia,0(ρ) =
cosh(πa)
π
(cosh θ2 )
−1+i2a
∫ tanh2 θ
2
0
w−1
(
(tanh2 θ2 − w)(1/w − 1)
)−1/2+ia
dw
(49)
and making a change of variables to v = ln[(sinh2 θ2 − w cosh2 θ2)(1/w − 1)],
we arrive at
t0,0ia,0(ρ) =
√
2 cosh(πa)
π
∫ ∞
0
cos(av)√
cosh v + cosh θ
dv (50)
A similar set of transformations for t
1
2
, 1
2
ia,ǫ leads to the expression
t
1
2
, 1
2
ia,0 (ρ) =
√
2 sinh(πa)
π cosh θ2
∫ ∞
0
sinh v2 sin(av)√
cosh v + cosh θ
dv (51)
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