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Abstract
In this paper we study approximations to 3D Navier-Stokes (NS) equation driven by space-
time white noise by paracontrolled distribution proposed in [GIP13]. A solution theory for
this equation has been developed recently in [ZZ14] based on regularity structure theory and
paracontrolled distribution. In order to make the approximating equation converge to 3D NS
equation driven by space-time white noise, we should subtract some drift terms in approxi-
mating equations. These drift terms, which come from renormalizations in the solution theory,
converge to the solution multiplied by some constant depending on approximations.
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1 Introduction
In this paper, we study approximations to 3D Navier-Stokes equation driven by space-time white
noise: Recall that the Navier-Stokes equations describe the time evolution of an incompressible
fluid and are given by
du =(ν∆u− P (u · ∇u))dt+ PdW
u(0) =u0, divu = 0
(1.1)
where u(x, t) ∈ R3 denotes the value of the velocity field at time t and position x, P denotes
the Leray projection, and W is an external force field acting on the fluid. We will consider the
case when x ∈ T3, the three-dimensional torus. Our mathematical model for the driving force
W is a cylindrical Wiener process on L2(T3;R3).
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In one dimensional case, approximations to general stochastic partial differential equations
driven by space-time white noise have been very well studied (see [Gy98, Gy99, DG01, HMW14]
and the reference therein). Now in this paper we consider the approximations to 3D NS equation
driven by space-time white noise.
Random Navier-Stokes equations have been studied in many articles (see e.g. [FG95],
[HM06], [De13], [DD02], [RZZ14] and the reference therein). For two dimensional case: exis-
tence and uniqueness of the solutions have been obtained if the noisy forcing term is white in
time and colored (or white) in space. For three dimensional case, existence of Markov solu-
tions for stochastic 3D Navier-Stokes equations driven by trace-class noise has been obtained
in [FR08], [DD03].
The difficulty in treating (1.1) lies in the lack of spatial regularity of its solution and the
nonlinear term cannot be well defined in the classical sense if driven by space-time white
noise. Local existence and uniqueness of the solutions to (1.1) has been established recently in
[ZZ14] based on the regularity structure theory introduced by Martin Hairer in [Hai14] and the
paracontrolled distribution proposed by Gubinelli, Imkeller and Perkowski in [GIP13].
In the theory of regularity structures, the right objects, e.g. regularity structure that could
possibly take the place of Taylor polynomials can be constructed. The regularity can also
be endowed with a model, which is a concrete way of associating every distribution to the
abstract regularity structure. Multiplication, differentiation, the living space of the solutions,
and the convolution with singular kernel can be defined on this regularity structure and then
the equation has been lifted on the regularity structure. On this regularity structure, the
fixed point argument can be applied to obtain local existence and uniqueness of the solutions.
Furthermore, we can go back to the real world with the help of another central tool of the
theory the reconstruction operator R. If W is a smooth process, Ru coincides with the classic
solution of the equation.
The theory of paracontrolled distribution combines the idea of Gubinelli’s controlled rough
path [Gub04] and Bony’s paraproduct [Bon84], which is defined by the following: Let ∆jf be
the jth Littlewood-Paley block of a distribution f , define
π<(f, g) = π>(g, f) =
∑
j≥−1
∑
i<j−1
∆if∆jg, π0(f, g) =
∑
|i−j|≤1
∆if∆jg.
Formally fg = π<(f, g) + π0(f, g) + π>(f, g). Observing that if f is regular π<(f, g) behaves
like g and is the only term in the Bony’s paraproduct not raising the regularities, the authors
in [GIP13] consider paracontrolled ansatz of the type
u = π<(u
′, g) + u♯,
where π<(u
′, g) represents the ”bad-term” in the solution, g is some distribution we can handle
and u♯ is regular enough to define the multiplication required. Then to make sense of the
product of uf we only need to define gf .
It is natural to try to use these two methods to prove the approximation result. A typical
example of approximations to (1.1) is that if uε solves
duε =(ν∆εuε − P
3∑
j=1
Dεj(uεu
j
ε))dt+ PdW, (1.2)
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where
∆εF (x) =
3∑
l=1
F (x1, ..., xl + ε, ..., x3)− 2F (x) + F (x1, ..., xl − ε, ..., x3)
ε2
,
and
DεjF (x) =
F (x1, ..., xj + ε, ..., x3)− F (x1, ..., xj , ..., x3)
ε
,
then we want to prove that uε converges to u as ε ↓ 0. In this paper we use the paracontrolled
distribution method to prove the result.
To make sense of (1.1) we need to do renormalizations for some ill-defined term and by
some cancelations due to symmetry these renormalized terms disappear in (1.1). However, we
have to modify the equation (1.2) by subtracting some drift terms from renormalizations (see
(1.3) below), since there is no cancelations for the approximation equations. If not, the limiting
process u¯ = limε→0 uε turns out not to be a solution of (1.1). Instead it solves a similar equation
with an additional drift term. This extra term depends on the specific choice of approximations
and it can be calculated explicitly. This situation is similar to the case in [HM12, HMW14],
where they consider the one dimensional Burgers-like equations by using rough path theory
(see also [HW13]).
One motivation for this paper is to illustrate how to obtain concrete approximation results
by using the paracontrolled distribution method. This is particularly interesting for the KPZ
equation [KPZ86]
∂th = ∂
2
xh+ λ(∂xh)
2 −∞+ ξ,
where ξ denotes space-time white noise and ∞ denotes an infinite constant that needs to be
subtracted in order to make sense of the diverging term (∂xh)
2 (see [Hai13]). This equation
is an important model for surface growth and it is related to the KPZ universality class (see
e.g. [Cor11] and the references therein). The present article illustrate how one can obtain
approximation results for 3D Navier-Stokes equation driven by space-time white noise, which
has similar singularity as the KPZ equation. The approximation result for KPZ equation will
be studied in our future work.
The first difficulty we encounter is that Schauder estimate for ∆ε defined above, which is
essential for the proof, does not hold any more. Here we have to modify the operator such that
the approximated heat semigroup et∆ε only involve the projection onto a finite-dimensional
subspace (see Example 1.1 (i)), which is natural in the context of numerical approximations.
However this will cause another problem. In general we need some differentiability for the
corresponding Fourier multiplier (see Mihlin multiplier theorem) to prove this result. In one
dimensional case we can overcome this difficulty by applying Marcinkiewicz multiplier theorem
to control the bounded variation norm of multiplier (see [HMW14]). But in three dimensional
case, the Marcinkievicz multiplier theorem also needs some differentiability for the correspond-
ing Fourier multiplier and cannot be used here. However, under our assumptions we can view
the Fourier multiplier as a smooth function multiply some Lp Fourier multiplier, p > 1, and
prove the Schauder estimate.
The second difficulty lies in how to prove the commutator estimate for the approximated
heat semigroup et∆ε since the original proof based on Taylor expansion, which requires some
differentiability for the corresponding Fourier multiplier. Here we prove the commutator es-
timate for a special case (see Lemmas 3.5 and 3.6). This can be used in the case that we
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approximate W by only keeping finite dimensional Fourier modes which is also natural in the
context of numerical approximations.
Framework and main result
For ε > 0 we consider the following approximating stochastic PDEs given by
duε,i0 =(∆εu
ε,i0 − 1
2
3∑
i,j=1
P i0iDεj (u
ε,iuε,j +
3∑
i1=1
(Cε,i,i1,j + C˜ε,i,i1,j + Cε,j,i1,i + C˜ε,j,i1,i)uε,i1))dt
+
3∑
i=1
P i0iHεdW
i
uε(0) =Puε0,
(1.3)
for i0 = 1, 2, 3. Here as (1.1) W is a cylindrical Wiener process on L
2(T3;R3), P is the Leray
projection. The operators ∆ε, D
ε
j , Hε are given by their action in Fourier space
∆̂εv(k) = −|k|2f(εk)vˆ(k),
D̂εjv(k) = k
jg(εkj)vˆ(k),
ĤεW (k) = h(εk)Wˆ (k).
Throughout the paper we assume that there exists some L0 > 0 such that
f(x) =
{
f˜(x), if |x1| ≤ L0, |x2| ≤ L0, |x3| ≤ L0
∞ otherwise,
where f˜ : R3 → [0,∞) is even satisfying f˜(0) = 1 and for |x1| ≤ 3L0, |x2| ≤ 3L0, |x3| ≤ 3L0,
|Dkf˜(x)| . 1|x||k|−1 + C for |k| ≤ 5, f˜(x) ≥ cf > 0. Moreover we assume that
g(x) =
eaxı − e−bxı
(a+ b)x
for some a, b ≥ 0, a+b > 0 and h(x) is a bounded even function and is continuously differentiable
on {| · | ≤ L¯0} for some L¯0 ≤ L0/2 satisfying h(0) = 1, and supph ⊂ {x : |x| ≤ L0/2}.
As mentioned before here we should subtract some drift term in (1.2) and for i, i1, j = 1, 2, 3,
Cε,i,i1,j(t) =
1
ε
(2π)−3
3∑
i2,i3=1
∑
k2∈Z3\{0}
(1− e−2|k2|2tf(εk2))(cos(aεki22 )− cos(bεki22 ))
h(εk2)
2
8(a+ b)|k2|4f(εk2)2
Pˆ ii1(k2)Pˆ
i2i3(k2)Pˆ
ji3(k2)
→Λ :=
3∑
i2,i3=1
(2π)−3
∫
R3
(cos axi2 − cos bxi2) h(x)
2
8(a+ b)|x|4f(x)2 Pˆ
ii1(x)Pˆ i2i3(x)Pˆ ji3(x)dx,
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as ε→ 0 and
C˜ε,i,i1,j(t) =
1
ε
(2π)−3
3∑
i2,i3=1
∑
k2∈Z3\{0}
(1− e−2|k2|2tf(εk2))(cos(aεki12 )− cos(bεki12 ))
h(εk2)
2
8(a+ b)|k2|4f(εk2)2
Pˆ ii2(k2)Pˆ
i2i3(k2)Pˆ
ji3(k2)
→Λ1 :=
3∑
i2,i3=1
(2π)−3
∫
R3
(cos axi1 − cos bxi1) h(x)
2
8(a+ b)|x|4f(x)2 Pˆ
ii2(x)Pˆ i2i3(x)Pˆ ji3(x)dx,
as ε → 0. Here Pˆ ii1(k) = δii1 − kiki1|k|2 for k ∈ R3\{0}. Note that Λ,Λ1 are indeed well-defined
by assumptions and depend on the specific choice of approximation. Before we proceed, we
list some of the most common examples of discretizations that do fit our framework which is
similar to examples in [HM12].
Example 1.1 i)Finite difference discretization. In this case we take
∆εF (x) =
3∑
l=1
F (x1, ..., xl + ε, ..., x3)− 2F (x) + F (x1, ..., xl − ε, ..., x3)
ε2
.
We also approximate ∆ε and W by only keeping finite Fourier modes. This corresponds to the
choice
f˜(x) =
4
|x|2 (sin
2 x1
2
+ sin2
x2
2
+ sin2
x3
2
), h(x) = 1{|x|≤L0/2}.
ii)Galerkin discretization. In this case, we approximate ∆ and W by only keeping finite
dimensional Fourier modes. This corresponds to the choice
f˜(x) = 1, h(x) = 1{|x|≤L0/2}.
Remark 1.2 Note that
DεjF (x) =
F (x1, ..., xj + aε, ..., x3)− F (x1, ..., xj − bε, ..., x3)
(a + b)ε
for some a, b ≥ 0, a+ b > 0.
The main result of this paper is the following theorem:
Theorem 1.3 Let z ∈ (1/2, 1/2 + δ0) with 0 < δ0 < 1/2 and u0 ∈ C−z. Let (u, τ) be the
unique maximal solution of the following equation
dui = ∆ui +
3∑
i1=1
P ii1dW i1 − 1
2
3∑
i1=1
P ii1(
3∑
j=1
Dj(u
i1uj))dt u(0) = u0, (1.4)
and let for ε ∈ (0, 1) the function uε be the unique maximal solution to (1.3). If the initial
data satisfies uε0 − u0 → 0 in C−z then there exists a sequence of random time τL such that
limL→∞ τL = τ and
sup
t∈[0,τL]
‖uε − u‖−z → 0 in probability, as ε→ 0.
5
Remark 1.4 i) For the definition of C−z and norm ‖ · ‖−z see Section 2.
ii) Indeed by a modification we can prove that there exists r > 0 and a sequence of random
time τε satisfying limε→0 τε = τ such that
P ( sup
t∈[0,τε]
‖uε − u‖−z > εr)→ 0, as ε→ 0.
This gives the convergence rate. We suspect this to be the true rate of convergence and we
omit it here for simpicity.
Structure of the paper This paper is organized as follows. In Section 2, we recall some
basic notions and results in paracontrolled distribution method. In Section 3 we first prove
some estimates for the approximated operators. Then we construct solutions to (1.3) and (1.4)
and prove uniform bounds by a similar argument as [ZZ14]. Finally at the end of this section we
give the proof of our main result. In Section 4 convergence of terms involving the renormalized
terms is proved.
2 Besov spaces and paraproduct
In the following we recall the definitions and some properties of Besov spaces and paraproducts.
For a general introduction to these theories we refer to [BCD11, GIP13]. First we introduce
the following notations. The space of real valued infinitely differentiable functions of compact
support is denoted by D(Rd) or D. The space of Schwartz functions is denoted by S(Rd). Its
dual, the space of tempered distributions is denoted by S ′(Rd). If u is a vector of n tempered
distributions on Rd, then we write u ∈ S ′(Rd,Rn). The Fourier transform and the inverse
Fourier transform are denoted by Fu and F−1u.
Let χ, θ ∈ D be nonnegative radial functions on Rd, such that
i. the support of χ is contained in a ball and the support of θ is contained in an annulus;
ii. χ(z) +
∑
j≥0 θ(2
−jz) = 1 for all z ∈ Rd.
iii. supp(χ)∩supp(θ(2−j ·)) = ∅ for j ≥ 1 and supp(θ(2−i·))∩supp(θ(2−j·)) = ∅ for |i−j| > 1.
We call such (χ, θ) dyadic partition of unity, and for the existence of dyadic partitions of
unity see [BCD11, Proposition 2.10]. The Littlewood-Paley blocks are now defined as
∆−1u = F−1(χFu) ∆ju = F−1(θ(2−j·)Fu).
For α ∈ R, the Ho¨lder-Besov space Cα is given by Cα = Bα∞,∞(Rd,Rn), where for p, q ∈ [1,∞]
we define
Bαp,q(R
d,Rn) = {u = (u1, ..., un) ∈ S ′(Rd,Rn) : ‖u‖Bαp,q =
n∑
i=1
(
∑
j≥−1
(2jα‖∆jui‖Lp)q)1/q <∞},
with the usual interpretation as l∞ norm in case q =∞. We write ‖ · ‖α instead of ‖ · ‖Bα∞,∞ in
the following for simplicity.
We point out that everything above and everything that follows can be applied to distribu-
tions on the torus (see [S85, SW71]). More precisely, let S ′(Td) be the space of distributions
on Td. Therefore, Besov spaces on the torus with general indices p, q ∈ [1,∞] are defined as
Bαp,q(T
d,Rn) = {u ∈ S ′(Td,Rn) : ‖u‖Bαp,q =
n∑
i=1
(
∑
j≥−1
(2jα‖∆jui‖Lp(Td))q)1/q <∞}.
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We will need the following Besov embedding theorem on the torus (c.f. [GIP13, Lemma 41]):
Lemma 2.1 Let 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ q1 ≤ q2 ≤ ∞, and let α ∈ R. Then Bαp1,q1(Td) is
continuously embedded in B
α−d(1/p1−1/p2)
p2,q2 (T
d).
Now we recall the following paraproduct introduced by Bony (see [Bon81]). In general, the
product fg of two distributions f ∈ Cα, g ∈ Cβ is well defined if and only if α+β > 0. In terms
of Littlewood-Paley blocks, the product fg can be formally decomposed as
fg =
∑
j≥−1
∑
i≥−1
∆if∆jg = π<(f, g) + π0(f, g) + π>(f, g),
with
π<(f, g) = π>(g, f) =
∑
j≥−1
∑
i<j−1
∆if∆jg, π0(f, g) =
∑
|i−j|≤1
∆if∆jg.
We also use the notation for j ≥ 0
Sjf =
∑
i≤j−1
∆if.
We will use without comment that ‖ · ‖α ≤ ‖ · ‖β for α ≤ β, that ‖ · ‖L∞ . ‖ · ‖α for α > 0, and
that ‖ · ‖α . ‖ · ‖L∞ for α ≤ 0. We will also use that ‖Sju‖L∞ . 2−jα‖u‖α for α < 0, j ≥ 0 and
u ∈ Cα, where ‖ · ‖α denotes the norm in Cα, α ∈ R.
The basic result about these bilinear operations is given by the following estimates:
Lemma 2.2 (Paraproduct estimates, [Bon 81, GIP13, Lemma 2]) For any β ∈ R we have
‖π<(f, g)‖β . ‖f‖L∞‖g‖β f ∈ L∞, g ∈ Cβ,
and for α < 0 furthermore
‖π<(f, g)‖α+β . ‖f‖α‖g‖β f ∈ Cα, g ∈ Cβ .
For α+ β > 0 we have
‖π0(f, g)‖α+β . ‖f‖α‖g‖β f ∈ Cα, g ∈ Cβ.
The following basic commutator lemma is important for our use:
Lemma 2.3 ([GIP13, Lemma 5]) Assume that α ∈ (0, 1) and β, γ ∈ R are such that α+β+γ >
0 and β + γ < 0. Then for smooth f, g, h, the trilinear operator
C(f, g, h) = π0(π<(f, g), h)− fπ0(g, h)
allows for the bound
‖C(f, g, h)‖α+β+γ . ‖f‖α‖g‖β‖h‖γ.
Thus, C can be uniquely extended to a bounded trilinear operator from Cα×Cβ×Cγ to Cα+β+γ .
7
Now we recall the following commutator estimate from [ZZ14, Lemma 3.4, Lemma 3.6].
Lemma 2.4 Let u ∈ Cα for some α < 1 and v ∈ Cβ for some β ∈ R. Then for every
k, l = 1, 2, 3 we have
‖P klπ<(u, v)− π<(u, P klv)‖α+β . ‖u‖α‖v‖β,
where P is the Leray projection.
Lemma 2.5 Let u ∈ Cα for some α ∈ R. Then we have for every k, l = 1, 2, 3
‖P klu‖α . ‖u‖α,
where P is the Leray projection.
Now we recall the following estimate for heat semigroup Pt := e
t∆.
Lemma 2.6 ([GIP13, Lemma 47]) Let u ∈ Cα for some α ∈ R. Then for every δ ≥ 0
‖Ptu‖α+δ . t−δ/2‖u‖α.
Lemma 2.7 ([CC13, Lemma A.1]) Let u ∈ Cα for some α < 1 and v ∈ Cβ for some β ∈ R.
Then for δ ≥ α + β
‖Ptπ<(u, v)− π<(u, Ptv)‖δ . t
α+β−δ
2 ‖u‖α‖v‖β.
Lemma 2.8 ([CC13, Lemma 2.5]) Let u ∈ Cα+δ for some α ∈ R, δ > 0. Then for every t ≥ 0
‖(Pt − I)u‖α . tδ/2‖u‖α+δ.
3 Proof of the main result
3.1 Estimates for the approximated operators
In the following without loss of generality we assume suppθ(2−j·) ⊂ {ξ : 2j−1 ≤ |ξ| ≤ 2j+1}. As
we mentioned in introduction, in general we need some differentiability for the corresponding
Fourier multiplier (see Mihlin multiplier theorem) to prove this result. In one dimensional
case we can overcome this difficulty by applying Marcinkiewicz multiplier theorem to control
the bounded variation norm of multiplier (see [HMW14]). But in three dimensional case,
the Marcinkievicz multiplier theorem also needs some differentiability for the corresponding
Fourier multiplier and cannot be used here. However, under our assumptions we can view the
Fourier multiplier as a smooth function multiply some Lp Fourier multiplier, p > 1, and prove
the Schauder estimate. Now we introduce the following notations and operators from [Tri78,
Section 2.11.2]. Let
qk = {x||xj | ≤ 2k, for j = 1, 2, 3}, k = 0, 1, 2, ...,
and
Q0 = q0, Qk = qk − qk−1, k = 0, 1, 2, ....
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The characteristic function χk of Qk is a multiplier on L
p, 1 < p <∞.
First we have the following equivalent norm, which makes the estimates of the approximated
operators much easier:
Lemma 3.1 Let 1 < p < ∞, s ∈ R. ‖{F−1χ·Fu}‖ls∞(Lp) := supj 2js‖F−1χjFu‖Lp is an
equivalent norm of Bsp,∞.
Proof A homogeneity argument shows that there exists a constant C independent of j such
that for j ≥ 0
‖F−1χjFu‖Lp ≤ C‖u‖Lp,
and
‖F−1θ(2−j·)Fu‖Lp ≤ C‖u‖Lp.
Then we have for j ≥ 0
2js‖F−1θ(2−j·)Fu‖Lp ≤ 2js
j+2∑
k=j−1
‖F−1θ(2−j ·)χkFu‖Lp . ‖{F−1χ·Fu}‖ls∞(Lp),
and for j = −1,
‖F−1χFu‖Lp ≤ ‖F−1χχ0Fu‖Lp . ‖{F−1χ·Fu}‖ls∞(Lp);
on the other hand, for j ≥ 1
2js‖F−1χjFu‖Lp ≤ 2js
j+1∑
k=j−1
‖F−1χjθkFu‖Lp . ‖u‖Bsp,∞,
and for j = 0,
‖F−1χ0Fu‖Lp ≤ ‖F−1χ0(χ+ θ)Fu‖Lp . ‖u‖Bsp,∞.
Thus the result follows. 
Lemma 3.2 Let u ∈ Cα for some α ∈ R. Then for every δ ≥ 0, κ > 0, t > 0
sup
ε∈(0,1)
‖P εt u‖α+δ−κ . t−δ/2‖u‖α.
Proof Without loss of generality we suppose that L0 > 1. First we consider the operator on
R3. For N ∈ N and 2−NL0 ≤ ε < 2−N+1L0, 0 < j ≤ N, p > 1, we obtain
‖F−1χjFP εt u‖Lp = ‖F−1χjϕεFu‖Lp
≤‖F−1χjϕεφ1(2−j·)Fu‖Lp + ‖F−1χjϕεφ2(2−j·)Fu‖Lp + ‖F−1χjϕεφ3(2−j ·)Fu‖Lp.
Here
ϕε(ξ) = e−t|ξ|
2f(εξ),
and
(φ1(2
−j·) + φ2(2−j·) + φ3(2−j·))ϕεχj = ϕεχj
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with φi smooth and suppφi ⊂ {14 ≤ |ξi| ≤ 32 , |ξl| ≤ 32 , l 6= i}. Moreover, we have for 0 < j ≤ N
χj(ξ)φi(2
−jξ)ϕε(ξ) = χj(ξ)φi(2
−jξ)ϕ˜ε(ξ)1{|ξl|≤ε−1L0,l=1,2,3},
with ϕ˜ε(ξ) = e−t|ξ|
2f˜(εξ), which implies that
‖F−1χjϕεφi(2−j ·)Fu‖Lp . ‖F−1ϕ˜εφi(2−j·)FF−1χjFu‖Lp ≤ ‖F−1ϕ˜εφi(2−j·)‖L1‖F−1χjFu‖Lp,
where we used that 1{|ξl|≤ε−1L0,l=1,2,3} is an L
p-multiplier. By calculation on R3 we get that for
δ ≥ 0
‖F−1(ϕ˜εφi(2−j·))‖L1 = ‖F−1(ϕ˜ε(2j·)φi)‖L1 . ‖(1−∆)2(ϕ˜ε(2j·)φi(·))‖L1
.
∑
0≤|k|≤4
2j|k|‖(Dkϕ˜ε)(2j·)|·∈suppφi‖L∞ .
∑
0≤|k|≤4
2j|k|
1
2j|k|(2j
√
t)δ
. (2j
√
t)−δ,
which yields that for 0 < j ≤ N
‖F−1χjFP εt u‖Lp . (2j
√
t)−δ‖F−1χjFu‖Lp.
Here in the second inequality we used φi has compact support and infξ∈suppφi f˜(ε2
jξ) ≥ c > 0
and |Dkf˜(ξ)| . 1|ξ||k|−1 + C for any multiindices k satisfying |k| ≤ 4 to deduce that for every
δ ≥ 0 |Dkϕ˜ε(ξ)| . 1|ξ||k|+δtδ/2 .
For j > N we have that
‖F−1χjFP εt u‖Lp = 0.
For j = 0 by the estimate above and the Mihlin multiplier theorem we obtain
‖F−1χ0ϕεFu‖Lp = ‖F−1ϕ˜εFF−1χ0Fu‖Lp . ‖F−1χ0Fu‖Lp.
Since all the constants above are independent of ε, we have on R3
sup
ε∈(0,1)
‖P εt u‖Bα+δp,∞ . t−δ/2‖u‖Bαp,∞ .
By the theory in [SW71] we know that the above calculations also hold on T3. Thus on T3 we
have for p large enough by Lemma 2.1
sup
ε∈(0,1)
‖P εt u‖α+δ−κ . sup
ε∈(0,1)
‖P εt u‖Bα+δp,∞ . t−δ/2‖u‖Bαp,∞ . t−δ/2‖u‖α.

Lemma 3.3 Let u ∈ Cα+η for some α ∈ R, 0 < η < 1. Then for every δ ≥ 0, κ > 0, ε ∈ (0, 1)
‖(P εt − Pt)u‖α+δ−κ . εηt−δ/2‖u‖α+η.
Proof Without loss of generality we assume that L0 > 1. First we consider the operator
P¯ εt − Pt = F−1(ϕ¯ε − ϕ)F on R3 with
ϕ¯ε(ξ) =
{
ϕ(ξ) for |ξi| ≤ 1/2,
ϕε(ξ) otherwise.
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Here
ϕε(ξ) = e−t|ξ|
2f(εξ), ϕ(ξ) = e−t|ξ|
2
.
For N ∈ N and L02−N ≤ ε < 2−N+1L0, 0 < j ≤ N, p > 1 we obtain that
‖F−1χjF(P¯ εt − Pt)u‖Lp = ‖F−1χj(ϕ¯ε − ϕ)Fu‖Lp
≤‖F−1χj(ϕ¯ε − ϕ)φ1(2−j·)Fu‖Lp + ‖F−1χj(ϕ¯ε − ϕ)φ2(2−j·)Fu‖Lp + ‖F−1χj(ϕ¯ε − ϕ)φ3(2−j·)Fu‖Lp,
where
(φ1(2
−j·) + φ2(2−j·) + φ3(2−j·))χj = χj , j > 0
with φi smooth and suppφi ⊂ {14 ≤ |ξi| ≤ 32 , |ξl| ≤ 32 , l 6= i}. Moreover, we have for 0 < j ≤
N, i = 1, 2, 3, that
χj(ξ)φi(2
−jξ)ϕ¯ε(ξ) = χj(ξ)φi(2
−jξ)ϕ˜ε(ξ)1{|ξl|≤ε−1L0,l=1,2,3},
with ϕ˜ε(ξ) = e−t|ξ|
2f˜(εξ), which implies that
‖F−1χj(ϕ¯ε − ϕ)φi(2−j·)Fu‖Lp
.‖F−1(ϕ˜ε − ϕ)φi(2−j·)FF−1χjFu‖Lp + ‖F−1ϕ1{|·l|>ε−1L0, for some l}φi(2−j·)FF−1χjFu‖Lp
.‖F−1(ϕ˜ε − ϕ)φi(2−j·)‖L1‖F−1χjFu‖Lp + 1j=N‖F−1ϕφi(2−N ·)FF−1χNFu‖Lp
.‖F−1(ϕ˜ε − ϕ)φi(2−j·)‖L1‖F−1χjFu‖Lp + 1j=Nεη2Nη(2N
√
t)−δ‖F−1χNFu‖Lp.
Here in the last inequality we used |ε2N | & 1. By calculation we get that
‖F−1(ϕ˜ε − ϕ)φi(2−j·)‖L1 = ‖F−1(ϕ˜ε − ϕ)(2j ·)φi‖L1 . ‖(1−∆)2((ϕ˜ε − ϕ)(2j·)φi(·))‖L1
.
∑
0≤|k|≤4
‖2j|k|(Dkϕ˜ε −Dkϕ)(2j·)|ξ∈suppφi‖L∞ .
∑
0≤|k|≤4
2j|k|
εη2jη
2j|k|(2j
√
t)δ
. εη2jη(2j
√
t)−δ.
Here in the third inequality we used infξ∈suppφi f˜(ε2
jξ) ≥ c > 0 and |Dkf˜(ξ)| . 1|ξ||k|−1 + C for
any multiindices k satisfying |k| ≤ 4 to deduce that for every δ ≥ 0, 0 < η < 1 |Dk(ϕ˜ε−ϕ)(ξ)| ≤
(ε|ξ|)η
|ξ||k|+δtδ/2
. Now we deduce that for 0 < j ≤ N
‖F−1χjF(P¯ εt − Pt)u‖Lp . εη2jη(2j
√
t)−δ‖F−1χjFu‖Lp.
For j > N we have that
‖F−1χjF(P¯ εt − Pt)u‖Lp = ‖F−1χjϕFu‖Lp . εη2jη(2j
√
t)−δ‖F−1χjFu‖Lp,
where we used |ε2j| & 1.
For j = 0 we obtain that
‖F−1χ0(ϕ¯ε − ϕ)Fu‖Lp
=‖F−1(ϕ˜ε − ϕ)(φ1 + φ2 + φ3)χ˜0FF−1χ0Fu‖Lp
.‖F−1(ϕ˜ε − ϕ)(φ1 + φ2 + φ3)FF−1χ0Fu‖Lp
.
3∑
i=1
‖F−1(ϕ˜ε − ϕ)φi‖L1‖F−1χ0Fu‖Lp
.εη(
√
t)−δ‖F−1χ0Fu‖Lp,
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where χ˜0 = χ0−1{|ξi|≤1/2,i=1,2,3} and in the last inequality we used similar argument as the case
0 < j ≤ N .
By the theory in [SW71] we know that the above calculations also hold on T3. Since on T3
operator P εt − Pt only depends on the value of ϕε − ϕ on Z3 which equals to ϕ¯ε − ϕ on Z3 we
obtain that on T3 for p > 1 large enough
‖(P εt − Pt)u‖α+δ−κ . ‖(P εt − Pt)u‖Bα+δp,∞ . εηt−δ/2‖u‖Bα+ηp,∞ . εηt−δ/2‖u‖α+η.

The next result concerns time regularity of the approximated heat semigroup. We want to
emphasize that P εt is not strongly continuous at 0. However, under our assumptions P
ε
t has
nice time continuity properties for t > 0.
Lemma 3.4 Let u ∈ Cα+δ for some α ∈ R, δ > 0. Then for every κ > 0, ε ∈ (0, 1), t > s > 0
‖(P εt − P εs )u‖α−κ . (t− s)δ/2‖u‖α+δ.
Proof Without loss of generality we assume that L0 > 1. First we consider the operator
P¯ εt − P¯ εs = F−1(ϕ¯εt − ϕ¯εs)F on R3 with
ϕ¯εt(ξ) =
{
ϕt(ξ) for |ξi| ≤ 1/2,
ϕεt (ξ) otherwise.
Here
ϕεt (ξ) = e
−t|ξ|2f(εξ), ϕt(ξ) = e
−t|ξ|2 .
For N ∈ N and 2−NL0 ≤ ε < 2−N+1L0, 0 < j ≤ N we obtain that
‖F−1χjF(P¯ εt − P¯ εs )u‖Lp = ‖F−1χj(ϕ¯εt − ϕ¯εs)Fu‖Lp
≤‖F−1χj(ϕ¯εt − ϕ¯εs)φ1(2−j·)Fu‖Lp + ‖F−1χj(ϕ¯εt − ϕ¯εs)φ2(2−j·)Fu‖Lp + ‖F−1χj(ϕ¯εt − ϕ¯εs)φ3(2−j·)Fu‖Lp.
where
(φ1(2
−j·) + φ2(2−j·) + φ3(2−j·))χj = χj
with φi smooth and suppφi ⊂ {14 ≤ |ξi| ≤ 32 , |ξl| ≤ 32 , l 6= i}. Moreover, we have that for
0 < j ≤ N
χj(ξ)φi(2
−jξ)ϕ¯εt(ξ) = χj(ξ)φi(2
−jξ)ϕ˜εt(ξ)1{|ξl|≤ε−1L0,l=1,2,3},
with ϕ˜εt (ξ) = e
−t|ξ|2f˜(εξ), which implies that
‖F−1χj(ϕ¯εt − ϕ¯εs)φi(2−j·)Fu‖Lp
.‖F−1(ϕ˜εt − ϕ˜εs)φi(2−j·)FF−1χjFu‖Lp
≤‖F−1(ϕ˜εt − ϕ˜εs)φi(2−j·)‖L1‖F−1χjFu‖Lp.
By calculation we get that
‖F−1(ϕ˜εt − ϕ˜εs)φi(2−j·)‖L1 = ‖F−1(ϕ˜εt − ϕ˜εs)(2j·)φi‖L1 . ‖(1−∆)2((ϕ˜εt − ϕ˜εs)(2j·)φi(·))‖L1
.
∑
0≤|k|≤4
2j|k|‖(Dkϕ˜εt −Dkϕ˜εs)(2j·)|·∈suppφi‖L∞ .
∑
0≤|k|≤4
2j|k|
(t− s)δ/22jδ
2j|k|
. (t− s)δ/22jδ.
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Here in the third inequality we used infξ∈suppφi f˜(ε2
jξ) ≥ c > 0, |1−e−(t−s)f˜(εξ)|ξ|2| ≤ (t−s)δ/2|ξ|δ
and |Dkf˜(ξ)| . 1|ξ||k|−1 + C for for any multiindices k satisfying |k| ≤ 4 to deduce that for any
δ ≥ 0 |Dk(ϕ˜εt − ϕ˜εs)(ξ)| . (t−s)
δ/2|ξ|δ
|ξ||k|
. For j > N we have that
‖F−1χjF(P εt − P εs )u‖Lp = 0.
For j = 0 we obtain that
‖F−1χ0(ϕ¯εt − ϕ¯εs)Fu‖Lp
≤‖F−1(ϕt − ϕs)1{|ξi|≤1/2,i=1,2,3}χ¯0FF−1χ0Fu‖Lp + ‖F−1(ϕ˜εt − ϕ˜εs)(φ1 + φ2 + φ3)χ˜0FF−1χ0Fu‖Lp
.‖F−1(ϕt − ϕs)χ¯0FF−1χ0Fu‖Lp + ‖F−1(ϕ˜εt − ϕ˜εs)(φ1 + φ2 + φ3)FF−1χ0Fu‖Lp
.(t− s)δ/2‖F−1χ0Fu‖Lp +
3∑
i=1
‖F−1(ϕ˜εt − ϕ˜εs)φi‖L1‖F−1χ0Fu‖Lp
.(t− s)δ/2‖F−1χ0Fu‖Lp,
where χ˜0 = χ0−1{|ξi|≤1/2,i=1,2,3} and χ¯0 is smooth with suppχ¯0 ⊂ {|ξ| ≤ 1} and 1{|ξi|≤1/2,i=1,2,3}χ¯0 =
1{|ξi|≤1/2,i=1,2,3}. Here in the second inequality we used 1{|ξi|≤1/2,i=1,2,3} is an L
p multiplier and
in the last inequality we used similar argument as the case 0 < j ≤ N .
By the theory in [SW71] we know that the above calculations also hold on T3. Since on T3
the operator P εt − P εs only depends on the value of ϕεt − ϕεs on Z3, which equals to ϕ¯εt − ϕ¯εs on
Z3, we obtain that on T3 for p large enough by Lemma 2.1
‖(P εt − P εs )u‖α−κ . ‖(P εt − P εs )u‖Bαp,∞ . (t− s)δ/2‖u‖Bα+δp,∞ . (t− s)δ/2‖u‖α+δ.

The following two lemmas state the commutator estimate for the approximated semigroup
in a particular case, which can be used in the case that we approximate W by only keeping
finite dimensional Fourier modes.
Lemma 3.5 Let u ∈ Cα for some α < 1 and v ∈ Cβ for some β ∈ R satisfying suppFv ⊂
{ξ : |ξ| ≤ L0/(2ε)}. Then for δ ≥ α + β
‖P εt π<(u, v)− π<(u, P εt v)‖δ . t
α+β−δ
2 ‖u‖α‖v‖β.
Proof Since suppFv ⊂ {ξ : |ξ| ≤ L0/(2ε)}, by the definition of ∆j we have ∆jv 6= 0 only for
j ≤ [log2(L0/ε)], which implies that
P εt π<(u, v)− π<(u, P εt v) =
[log2(L0/ε)]∑
j=−1
(P εt (Sj−1u∆jv)− Sj−1uP εt ∆jv).
We also have that the Fourier transform of P εt (Sj−1u∆jv) − Sj−1uP εt ∆jv has its support in a
suitable annulus 2jA. Let ψ ∈ D(R3) with support in an annulus A˜ be such that ψ = 1 on A.
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Thus we obtain that for j ≤ [log2(L0/ε)] supp(FSj−1u∆jv) ⊂ {|ξi| ≤ L0/ε} and supp(F∆jv) ⊂
{|ξi| ≤ L0/ε}, which imply that
‖[(ψ(2−j·)ϕε)(D), Sj−1u]∆jv‖L∞ = ‖[(ψ(2−j·)ϕ˜ε)(D), Sj−1u]∆jv‖L∞
.
∑
η∈Nd,|η|=1
‖xηF−1(ψ(2−j·)ϕ˜ε)‖L1‖∂ηSj−1u‖L∞‖∆jv‖L∞ ,
where in the last inequality we used the same argument as the proof of [CC13, Lemma A.1].
Here
ϕε(ξ) = e−t|ξ|
2f(εξ), ϕ˜ε(ξ) = e−t|ξ|
2f˜(εξ),
(ψ(2−j·)ϕε)(D)u = F−1(ψ(2−j·)ϕεFu), [(ψ(2−j·)ϕε)(D), Sj−1u] denotes the commutator.
Now we have that
‖xηF−1(ψ(2−j·)ϕ˜ε)‖L1
≤2−j‖F−1(∂ηψ)(2−j·)ϕ˜ε)‖L1 + ‖F−1(ψ(2−j ·)∂ηϕ˜ε)‖L1
=2−j‖F−1(∂ηψ(·)ϕ˜ε(2j·))‖L1 + ‖F−1(ψ(·)∂ηϕ˜ε(2j·))‖L1
.2−j‖(1 + | · |2)2F−1(∂ηψ(·)ϕ˜ε(2j·))‖L∞ + ‖(1 + | · |2)2F−1(ψ(·)∂ηϕ˜ε(2j·))‖L∞
=2−j‖F−1((1−∆)2(∂ηψ(·)ϕ˜ε(2j·)))‖L∞ + ‖F−1((1−∆)2(ψ(·)∂ηϕ˜ε(2j·)))‖L∞
.2−j‖(1−∆)2(∂ηψ(·)ϕ˜ε(2j ·))‖L1 + ‖(1−∆)2(ψ(·)∂ηϕ˜ε(2j·))‖L1
.2−j
∑
0≤|m|≤4
(2j)|m|
t−µ2−2jµ
(2j)|m|
+
∑
|m|≤5
(2j)|m|
t−µ2−2jµ
(2j)|m|+1
.2−jt−µ2−2jµ,
where in the fourth inequality we used |Dmϕ˜ε(ξ)| . |ξ|−|m|t−µ|ξ|−2µ, µ ≥ 0 for any multiindices
m satisfying |m| ≤ 5. Hence we get that
‖[ψ(2−j·)ϕε(D), Sj−1u]∆jv‖L∞ . t
α+β−δ
2 2j(α+β−δ)2−j(α+β)‖u‖α‖v‖β,
which yields the result by the same argument as in the proof of [CC13, Lemma A.1]. 
Lemma 3.6 Let u ∈ Cα for some α < 1 and v ∈ Cβ for some β ∈ R satisfying suppFv ⊂
{|ξ| ≤ L0/(2ε)}. Then for δ ≥ α + β, κ > 0
‖(P εt − Pt)π<(u, v)− π<(u, (P εt − Pt)v)‖δ−κ . εκt
α+β−δ
2 ‖u‖α‖v‖β.
Proof Since suppFv ⊂ {ξ : |ξ| ≤ L0/(2ε)}, by the definition of ∆j we have ∆jv 6= 0 only for
j ≤ [log2(L0/ε)], which implies that
(P εt − Pt)π<(u, v)− π<(u, (P εt − Pt)v) =
[log2(L0/ε)]∑
j=−1
((P εt − Pt)(Sj−1u∆jv)− Sj−1u(P εt − Pt)∆jv).
We also have the Fourier transform of (P εt −Pt)(Sj−1u∆jv)−Sj−1u(P εt −Pt)∆jv has its support
in a suitable annulus 2jA. Let ψ ∈ D(R3) with support in an annulus A˜ be such that ψ = 1
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on A. Thus we obtain that for j ≤ [log2(L0/ε)] supp(FSj−1u∆jv) ⊂ {|ξi| ≤ L0/ε} and
supp(F∆jv) ⊂ {|ξi| ≤ L0/ε}, which imply that
‖[(ψ(2−j·)(ϕε − ϕ))(D), Sj−1u]∆jv‖L∞ = ‖[(ψ(2−j·)(ϕ˜ε − ϕ))(D), Sj−1u]∆jv‖L∞
.
∑
η∈Nd,|η|=1
‖xηF−1(ψ(2−j·)(ϕ˜ε − ϕ))‖L1‖∂ηSj−1u‖L∞‖∆jv‖L∞ ,
where in the last inequality we used the same argument as the proof of [CC13, Lemma A.1].
Here
ϕε(ξ) = e−t|ξ|
2f(εξ), ϕ˜ε(ξ) = e−t|ξ|
2f˜(εξ), ϕ(ξ) = e−t|ξ|
2
,
(ψ(2−j·)ϕε)(D)u = F−1(ψ(2−j·)ϕεFu), [(ψ(2−j·)ϕε)(D), Sj−1u] denotes the commutator.
Now we have that
‖xηF−1(ψ(2−j·)(ϕ˜ε − ϕ))‖L1
≤2−j‖F−1(∂ηψ)(2−j·)(ϕ˜ε − ϕ))‖L1 + ‖F−1(ψ(2−j ·)∂η(ϕ˜ε − ϕ))‖L1
=2−j‖F−1(∂ηψ(·)(ϕ˜ε − ϕ)(2j·))‖L1 + ‖F−1(ψ(·)∂η(ϕ˜ε − ϕ)(2j·))‖L1
.2−j‖(1 + | · |2)2F−1(∂ηψ(·)(ϕ˜ε − ϕ)(2j·))‖L∞ + ‖(1 + | · |2)2F−1(ψ(·)∂η(ϕ˜ε − ϕ)(2j·))‖L∞
=2−j‖F−1((1−∆)2(∂ηψ(·)(ϕ˜ε − ϕ)(2j·)))‖L∞ + ‖F−1((1−∆)2(ψ(·)∂η(ϕ˜ε − ϕ)(2j·)))‖L∞
.2−j‖(1−∆)2(∂ηψ(·)(ϕ˜ε − ϕ)(2j·))‖L1 + ‖(1−∆)2(ψ(·)∂η(ϕ˜ε − ϕ)(2j·))‖L1
.2−j
∑
0≤|m|≤4
(2j)|m|
εκt−µ2−2jµ+jκ
(2j)|m|
+
∑
|m|≤5
(2j)|m|
εκt−µ2−2jµ+jκ
(2j)|m|+1
.2−jεκt−µ2−2jµ+jκ,
where in the fourth inequality we used |Dm(ϕ˜ε − ϕ)(ξ)| . εκ|ξ|−|m|t−µ|ξ|κ−2µ, µ, κ ≥ 0 for any
multiindices m satisfying |m| ≤ 5. Thus we get that
‖[ψ(2−j·)ϕε(D), Sj−1u]∆jv‖L∞ . εκt
α+β−δ
2 2j(κ+α+β−δ)2−j(α+β)‖u‖α‖v‖β,
which implies the result by the same argument as in the proof of [CC13, Lemma A.1]. 
The following two lemmas concern estimates for the operator Dεj .
Lemma 3.7 Let u ∈ Cα+1 for some α ∈ R. Then for every κ > 0
sup
ε∈(0,1)
‖Dεju‖α−κ . ‖u‖α+1.
Proof First we consider the operator on R3. For j > −1, p > 1 we have
‖F−1θ(2−j·)FDεiu‖Lp = ‖F−1θ(2−jξ)ξig(εξi)Fu(ξ)‖Lp.
It is easy to get that |g(x)| ≤ C, |g′(x)| ≤ C/|x|, which by the Mihlin multiplier theorem implies
that g is an Lp(R1) multiplier, hence an Lp(R3) multiplier. Therefore we have
‖F−1θ(2−jξ)ξig(εξi)Fu(ξ)‖Lp . ‖F−1θ(2−jξ)ξiFu(ξ)‖Lp = ‖F−1ψ(2−jξ)θ(2−jξ)ξiFu(ξ)‖Lp
.‖F−1ψ(2−jξ)ξi‖L1‖F−1θ(2−j·)Fu‖Lp . 2j‖F−1θ(2−j·)Fu‖Lp,
15
where ψ is smooth with the support of ψ contained in an annulus and ψθ = θ. Moreover,
we obtain similar estimate for j = −1. By the theory in [SW71] we know that the above
calculations also hold on T3. Thus on T3 we deduce that for p large enough
sup
ε∈(0,1)
‖Dεiu‖α−κ . sup
ε∈(0,1)
‖Dεiu‖Bαp,∞ . ‖u‖Bα+1p,∞ . ‖u‖α+1.

Lemma 3.8 Let u ∈ Cα+1+η for some α ∈ R, η > 0. Then for every κ > 0
‖(Dεi −Di)u‖α−κ . εη‖u‖α+1+η.
Proof First we consider the operator on R3. Suppose that 2−N ≤ ε < 2−N+1, N ∈ N then for
0 ≤ j ≤ N, p > 1 we have
‖F−1θ(2−j·)F(Dεi −Di)u‖Lp = ‖F−1θ(2−jξ)ε(ξi)2
g(εξi)− ı
εξi
Fu(ξ)‖Lp.
Let M(x) = g(x)−ı
x
. It is easy to get that |M(x)| ≤ C, |M ′(x)| ≤ C/|x|, which by Mihlin multi-
plier theorem implies that M is an Lp(R1) multiplier, hence an Lp(R3) multiplier. Therefore
‖F−1θ(2−jξ)ε(ξi)2M(εξi)Fu(ξ)‖Lp . ‖F−1θ(2−jξ)ε(ξi)2Fu(ξ)‖Lp
=‖F−1ψ(2−jξ)θ(2−jξ)ε(ξi)2Fu(ξ)‖Lp . ‖F−1ψ(2−jξ)ε(ξi)2‖L1‖F−1θ(2−j ·)Fu‖Lp
.εη2j(1+η)‖F−1θ(2−j ·)Fu‖Lp,
where ψ is smooth with the support of ψ contained in an annulus and ψθ = θ and we used
ε2j . 1 in the last inequality.
For j > N we have
‖F−1θ(2−j·)F(Dεi −Di)u‖Lp
≤‖F−1θ(2−j·)FDεiu‖Lp + ‖F−1θ(2−j·)FDiu‖Lp
.2j‖F−1θ(2−j·)Fu‖Lp
.εη2j(1+η)‖F−1θ(2−j·)Fu‖Lp,
where in the second inequality we used a similar estimate as Lemma 3.7 and ε2j ≥ 1 in the last
inequality. Similarly, we obtain the desired estimate for j = −1. By the theory in [SW71] we
know that the above calculations also hold on T3. Thus on T3 for p large enough.
‖(Dεi −Di)u‖α−κ . ‖(Dεi −Di)u‖Bαp,∞ . εη‖u‖Bα+1+ηp,∞ . εη‖u‖α+1+η.

3.2 Construction of solutions to 3D NS equation driven by space-
time white noise and approximating equations
In this subsection we give an outline of the construction of local solutions to (1.1) and (1.3). The
construction given here differs slightly from the construction presented in [ZZ14] (see Remark
3.11 in the following).
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Construction of solutions to 3D NS equation driven by space-time white noise:
Now we write (1.1) in the form of (1.4) with u0 ∈ C−z, where z ∈ (1/2, 1/2+ δ0) with 0 < δ0 <
1/2. As in [ZZ14] we give the definition of the solution of (1.4) as limit of solutions u¯ε to the
following equation:
du¯ε,i = ∆u¯ε,idt+
3∑
i1=1
P ii1HεdW
ε,i1 − 1
2
3∑
i1=1
P ii1(
3∑
j=1
Dj(u¯
ε,i1u¯ε,j))dt, (3.1)
u¯ε(0) = Pu0 ∈ C−z.
Now we split (3.1) into the following four equations:
du¯ε,i1 = ∆u¯
ε,i
1 dt+
3∑
i1=1
P ii1HεdW,
du¯ε,i2 = ∆u¯
ε,i
2 dt−
1
2
3∑
i1=1
P ii1(
3∑
j=1
Dj(u¯
ε,i1
1 ⋄ u¯ε,j1 ))dt u¯ε2(0) = 0,
du¯ε,i3 = ∆u¯
ε,i
3 −
1
2
3∑
i1=1
P ii1(
3∑
j=1
Dj(u¯
ε,i1
1 ⋄ u¯ε,j2 + u¯ε,i12 ⋄ u¯ε,j1 )) u¯ε3(0) = 0,
and
u¯ε,i4 (t) =Pt(
3∑
i1=1
P ii1ui10 − u¯ε,i1 (0))−
1
2
∫ t
0
Pt−s
[ 3∑
i1,j=1
P ii1Dj(u¯
ε,i1
1 ⋄ (u¯ε,j3 + u¯ε,j4 ) + (u¯ε,i13 + u¯ε,i14 ) ⋄ u¯ε,j1
+ u¯ε,i12 ⋄ u¯ε,j2 + u¯ε,i12 (u¯ε,j3 + u¯ε,j4 ) + u¯ε,j2 (u¯ε,i13 + u¯ε,i14 ) + (u¯ε,i13 + u¯ε,i14 )(u¯ε,j3 + u¯ε,j4 ))
]
ds.
(3.2)
Here for i, j = 1, 2, 3,
u¯ε,i1 =
∫ t
−∞
3∑
i1=1
P ii1Pt−sHεdW
i1,
u¯ε,i1 ⋄ u¯ε,j1 := u¯ε,i1 u¯ε,j1 − C¯ε,ij0 ,
u¯ε,j2 ⋄ u¯ε,i1 = u¯ε,i1 ⋄ u¯ε,j2 := u¯ε,i1 u¯ε,j2 ,
u¯ε,i2 ⋄ u¯ε,j2 := u¯ε,i2 u¯ε,j2 − ϕ¯ε,ij2 (t)− C¯ε,ij2 ,
u¯ε,i1 ⋄ u¯ε,j3 = u¯ε,j3 ⋄ u¯ε,i1 := π<(u¯ε,j3 , u¯ε,i1 ) + π0,⋄(u¯ε,j3 , u¯ε,i1 ) + π>(u¯ε,j3 , u¯ε,i1 ),
u¯ε,i1 ⋄ u¯ε,j4 = u¯ε,j4 ⋄ u¯ε,i1 := π<(u¯ε,j4 , u¯ε,i1 ) + π0,⋄(u¯ε,j4 , u¯ε,i1 ) + π>(u¯ε,j4 , u¯ε,i1 ),
with
π0,⋄(u¯
ε,j
3 , u¯
ε,i
1 ) := π0(u¯
ε,j
3 , u¯
ε,i
1 )− ϕ¯ε,ji1 (t)− C¯ε,ji1 ,
and
π0,⋄(u¯
ε,i
4 , u¯
ε,j
1 ) := π0(u¯
ε,i
4 , u¯
ε,j
1 ),
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with C¯ε0 is defined in section 4.2, C¯
ε
1 and ϕ¯
ε
1 are defined in Section 4.4 and C¯
ε
2 and ϕ¯
ε
2 are defined
in Section 4.6 and ϕ¯εi converges to some ϕ¯i with respect to the norm ‖ϕ‖ = supt∈[0,T ] tρ|ϕ(t)|
for every ρ > 0 and i = 1, 2. Define
dK¯ε,i = (∆K¯ε,i + u¯ε,i1 )dt K¯
ε,i(0) = 0.
In [ZZ14] we proved that for every δ > 0
C¯εW (T ) := sup
t∈[0,T ]
(
3∑
i=1
‖u¯ε,i1 ‖−1/2−δ/2 +
3∑
i,j=1
‖u¯ε,i1 ⋄ u¯ε,j1 ‖−1−δ/2 +
3∑
i,j=1
‖u¯ε,i1 ⋄ u¯ε,j2 ‖−1/2−δ/2
+
3∑
i,j=1
‖u¯ε,i2 ⋄ u¯ε,j2 ‖−δ +
3∑
i,j=1
‖π0,⋄(u¯ε,i3 , u¯ε,j1 )‖−δ +
3∑
i,i1,j,j1=1
‖π0,⋄(P ii1DjK¯ε,j, u¯ε,j11 )‖−δ
+
3∑
i,i1,j,j1=1
‖π0,⋄(P ii1DjK¯ε,i1, u¯ε,j11 )‖−δ) <∞,
with
π0,⋄(P
ii1DjK¯
ε,j, u¯ε,j21 ) := π0(P
ii1DjK¯
ε,j, u¯ε,j21 ),
π0,⋄(P
ii1DjK¯
ε,i1, u¯ε,j21 ) := π0(P
ii1DjK¯
ε,i1, u¯ε,j21 ).
In the following we will fix δ > 0 small enough such that
δ < δ0 ∧ 1
4
(1− z) ∧ 1
3
(1− 2δ0) ∧ (2z − 1).
Moreover by Lemmas 2.5 and 2.6 we easily deduce that for i = 1, 2, 3,
sup
t∈[0,T ]
(
3∑
i=1
‖u¯ε,i2 ‖−δ +
3∑
i=1
‖u¯ε,i3 ‖1/2−δ) . C¯εW ,
and
‖K¯ε,i(t)‖ 3
2
−δ . t
δ/4 sup
s∈[0,t]
‖u¯ε,i1 (s)‖−1/2−δ/2 . tδ/4C¯εW . (3.3)
For every ε > 0 by a similar argument as [ZZ14] we obtain solutions of equation (3.2): More
precisely, for each ε ∈ (0, 1) there exists u¯ε4 satisfying equation (3.2) respectively before T ε > 0
such that u¯ε4 ∈ C((0, T ε); C1/2−δ0) with respect to the norm supt∈[0,T ] t
1/2−δ0+z+κ
2 ‖u¯4(t)‖1/2−δ0 for
0 < 3κ < 1/2− z + δ0 and satisfies
sup
t∈[0,T ε]
t
1/2−δ0+z+κ
2 ‖u¯ε4(t)‖1/2−δ0 =∞.
Indeed, by (3.2) and Lemma 2.2 and Lemmas 2.5, 2.6 one has the following estimates
sup
t∈[0,T ]
t
1/2−δ0+z+κ
2 ‖u¯ε4(t)‖1/2−δ0 . Cε(‖u0‖−z, u¯ε1, u¯ε2, u¯ε3)+T
1/2+δ0−z−3κ
2 ( sup
t∈[0,T ]
t
1/2−δ0+z+κ
2 ‖u¯ε4(t)‖1/2−δ0)2,
where Cε(‖u0‖−z, u¯ε1, u¯ε2, u¯ε3) are constants depending on ε and we used z < 1/2 + δ0 − 3κ.
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In the following we will fix
0 < κ <
δ
2
∧ (1
6
+
δ0
3
− z
3
) ∧ 1− 2δ0 − 3δ
7
∧ 1− z − 4δ
5
.
Now consider the paracontrolled ansatz for i = 1, 2, 3,
u¯ε,i4 = −
1
2
3∑
i1=1
P ii1
( 3∑
j=1
Dj [π<(u¯
ε,i1
3 + u¯
ε,i1
4 , K¯
ε,j) + π<(u¯
ε,j
3 + u¯
ε,j
4 , K¯
ε,i1)]
)
+ u¯ε,♯,i
with u¯ε,♯,i(t) ∈ C1/2+β for some δ/2 < β < (z + 2δ − 1/2) ∧ (1/2 − 2δ − 3κ) ∧ (1
2
− δ0 − δ −
κ) ∧ (2− 2z − 5δ
2
− 4κ) and t ∈ (0, T ε) (which can be done for fix ε > 0 since the noise term is
smooth and we note that
t
1/2+β+z+κ
2 ‖u¯ε4(t)‖1/2+β . Cε(‖u0‖−z, u¯ε1, u¯ε2, u¯ε3) + t
1/2+δ0−3κ−z
2 ( sup
s∈[0,t]
s
1/2−δ0+z+κ
2 ‖u¯ε4(s)‖1/2−δ0)2).
By paracontrolled ansatz and Lemmas 2.2, 2.5, 2.6 we obtain the following estimate: for i =
1, 2, 3,
‖u¯ε,i4 ‖1/2−δ−κ .
3∑
i1,j=1
‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0 sup
t∈[0,T ]
‖u¯ε,j1 ‖−1/2−δ + ‖u¯ε,♯,i‖1/2+β. (3.4)
Then u¯ε = u¯ε1 + u¯
ε
2 + u¯
ε
3 + u¯
ε
4 solves (3.1) if and only if u¯
ε,♯ solves the following equation:
u¯ε,♯,i =Pt(
3∑
i1=1
P ii1ui10 − u¯ε,i1 (0))−
1
2
∫ t
0
Pt−s
3∑
i1,j=1
P ii1Dj(u¯
ε,i1
2 ⋄ u¯ε,j2 + u¯ε,i12 (u¯ε,j3 + u¯ε,j4 ) + u¯ε,j2 (u¯ε,i13 + u¯ε,i14 )
+ (u¯ε,i13 + u¯
ε,i1
4 )(u¯
ε,j
3 + u¯
ε,j
4 ) + π>(u¯
ε,i1
3 + u¯
ε,i1
4 , u¯
ε,j
1 ) + π0,⋄(u¯
ε,i1
3 , u¯
ε,j
1 ) + π0,⋄(u¯
ε,i1
4 , u¯
ε,j
1 )
+ π>(u¯
ε,j
3 + u¯
ε,j
4 , u¯
ε,i1
1 ) + π0,⋄(u¯
ε,j
3 , u¯
ε,i1
1 ) + π0,⋄(u¯
ε,j
4 , u¯
ε,i1
1 ))ds
− 1
2
∫ t
0
Pt−s
3∑
i1,j1=1
P ii1Dj1(π<(u¯
ε,i1
3 + u¯
ε,i1
4 , u¯
ε,j1
1 ) + π<(u¯
ε,j1
3 + u¯
ε,j1
4 , u¯
ε,i1
1 ))ds
+
1
2
3∑
i1=1
P ii1
( 3∑
j1=1
Dj1[π<(u¯
ε,i1
3 + u¯
ε,i1
4 , K¯
ε,j1) + π<(u¯
ε,j1
3 + u¯
ε,j1
4 , K¯
ε,i1)]
)
:=Pt(
3∑
i1=1
P ii1ui10 − u¯ε,i1 (0)) +
∫ t
0
Pt−sφ¯
ε,♯,ids+ F¯ ε,i,
(3.5)
where F¯ ε,i denotes the last two terms.
Estimates for φ¯ε,♯,i
Lemma 3.9 For φ¯ε,♯,i defined above, the following estimate holds:
‖φ¯ε,♯,i‖−1−2δ−2κ . (1 + (C¯εW )3)(1 + ‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0) + ‖u¯ε4‖2δ, (3.6)
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Proof By a similar argument as [ZZ14] we obtain that for δ ≤ δ0 < 1/2− 3δ/2
‖π0,⋄(u¯ε,i4 , u¯ε,j1 )‖−δ .
3∑
i1,j1=1
[
‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0C¯εW‖u¯ε,j1 ‖−1/2−δ/2
+ ‖u¯ε,j13 + u¯ε,j14 ‖1/2−δ0‖π0,⋄(P ii1Dj1K¯ε,i1, u¯ε,j1 )‖−δ + ‖u¯ε,♯,i‖1/2+β‖u¯ε,j1 ‖−1/2−δ/2
+ ‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0‖π0,⋄(P ii1Dj1K¯ε,j1, u¯ε,j1 )‖−δ
]
,
and
‖π>(u¯ε,i13 + u¯ε,i14 , u¯ε,j1 )‖−2δ−κ . (‖u¯ε,i13 ‖1/2−δ + ‖u¯ε,i14 ‖1/2−δ−κ)‖u¯ε,j1 ‖−1/2−δ/2
.[‖u¯ε,i13 ‖1/2−δ +
3∑
i2=1
(‖u¯ε,i23 + u¯ε,i24 ‖1/2−δ0C¯εW + ‖u¯ε,♯,i1‖1/2+β)]‖u¯ε,j1 ‖−1/2−δ/2,
where in the last inequality we used (3.4).
Hence by (3.5) we get that
‖φ¯ε,♯,i‖−1−2δ−2κ
.
3∑
i1,j1=1
[
‖u¯ε,i12 ⋄ u¯ε,j12 ‖−δ + ‖π0,⋄(u¯ε,i13 , u¯ε,j11 )‖−δ + ‖u¯ε,i12 ‖−δ‖u¯ε,j13 + u¯ε,j14 ‖1/2−δ0 + ‖u¯ε3 + u¯ε4‖2δ
+ ‖u¯ε,i13 ‖1/2−δ‖u¯ε,j11 ‖−1/2−δ/2 + ‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0‖u¯ε,j11 ‖−1/2−δ/2C¯εW
+
3∑
j,i2=1
‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0‖π0,⋄(P i2i1Dj1K¯ε,j1, u¯ε,j1 )‖−δ
+
3∑
j,i2=1
‖u¯ε,j13 + u¯ε,j14 ‖1/2−δ0‖π0,⋄(P i2i1Dj1K¯ε,i1, u¯ε,j1 )‖−δ + ‖u¯ε,♯,i1‖1/2+β‖u¯ε,j11 ‖−1/2−δ/2
]
.(1 + (C¯εW )
3)(1 + ‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0) + ‖u¯ε4‖2δ,
which implies (3.6). 
Estimate for F¯ ε
We now turn to F¯ ε:
‖F¯ ε‖1/2+β
.
3∑
i1,j1=1
‖
∫ t
0
Pt−sP
ii1Dj1π<(u¯
ε,i1
3 (s) + u¯
ε,i1
4 (s)− (u¯ε,i13 (t) + u¯ε,i14 (t)), u¯ε,j11 (s))ds‖1/2+β
+
3∑
i1,j1=1
‖
∫ t
0
Pt−sP
ii1Dj1π<(u¯
ε,i1
3 (t) + u¯
ε,i1
4 (t), u¯
ε,j1
1 (s))ds
− P ii1Dj1π<(u¯ε,i13 (t) + u¯ε,i14 (t),
∫ t
0
Pt−su¯
ε,j1
1 ds)‖1/2+β
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+
3∑
i1,j1=1
‖
∫ t
0
Pt−sP
ii1Dj1π<(u¯
ε,j1
3 (s) + u¯
ε,j1
4 (s)− (u¯ε,j13 (t) + u¯ε,j14 (t)), u¯ε,i11 (s))ds‖1/2+β
+
3∑
i1,j1=1
‖
∫ t
0
Pt−sP
ii1Dj1π<(u¯
ε,j1
3 (t) + u¯
ε,j1
4 (t), u¯
ε,i1
1 (s))ds
− P ii1Dj1π<(u¯ε,j13 (t) + u¯ε,j14 (t),
∫ t
0
Pt−su¯
ε,i1
1 ds)‖1/2+β
=I1 + I2 + I3 + I4.
Now we only estimate I1 and I2 and for I3, I4 we have similar results. By Lemma 2.7 we have
I2 . t
1
4
−
δ0+β+κ+
δ
2
2 ‖u¯ε3 + u¯ε4‖1/2−δ0C¯εW , (3.7)
where by the condition on β we have 1
4
− β+ δ2+δ0+κ
2
> 0. For I1 Lemmas 2.2, 2.6 yield
I1 .
∫ t
0
(t− s)−1− δ/2+β+κ2 ‖u¯ε1(s)‖−1/2−δ/2‖u¯ε3(t) + u¯ε4(t)− u¯ε3(s)− u¯ε4(s)‖κ/2ds,
and we note that by Lemma 2.8 that for t > s > 0
‖u¯ε3(t) + u¯ε4(t)− u¯ε3(s)− u¯ε4(s)‖κ/2
.‖(Pt/2 − Ps/2)(Pt/2 + Ps/2)(u0 − u¯ε1(0))‖κ/2 + ‖
∫ s
0
(Pt−r − Ps−r)G¯ε(r)dr‖κ/2 + ‖
∫ t
s
Pt−rG¯
ε(r)dr‖κ/2
.(t− s)b0s−(z+2κ+2b0)/2‖u0 − u¯ε1(0)‖−z + (t− s)b/2
∫ s
0
(s− r)−(3/2+δ/2+2κ+b)/2‖G¯ε(r)‖−3/2−δ/2−κ/2dr
+ (t− s)b1(
∫ t
s
‖Pt−rG¯ε(r)‖
1
1−b1
κ/2 dr)
1−b1
.(t− s)b0s−(z+2κ+2b0)/2‖u0 − u¯ε1(0)‖−z + (t− s)b/2
∫ s
0
(s− r)−(3/2+δ/2+2κ+b)/2‖G¯ε(r)‖−3/2−δ/2−κ/2dr
+ (t− s)b1(
∫ t
s
(t− r)− 3/2+δ/2+2κ2(1−b1) ‖G¯ε(r)‖
1
1−b1
−3/2−δ/2−κ/2dr)
1−b1 ,
where δ/2 + β + 2κ < 2b0 < 2− z − 2κ, δ/2 + β + 2κ < b < 1/2− 2κ− δ/2, 12(δ/2 + β + 2κ) <
b1 < [1− (δ + z + κ)] ∧ 12(1/2− δ/2− 2κ) and
G¯ε =
3∑
i1,j=1
P ii1Dj(u¯
ε,i1
1 ⋄ u¯ε,j2 + u¯ε,i12 ⋄ u¯ε,j1 + u¯ε,i11 ⋄ (u¯ε,j3 + u¯ε,j4 ) + (u¯ε,i13 + u¯ε,i14 ) ⋄ u¯ε,j1
+ u¯ε,i12 ⋄ u¯ε,j2 + u¯ε,i12 (u¯ε,j3 + u¯ε,j4 ) + u¯ε,j2 (u¯ε,i13 + u¯ε,i14 ) + (u¯ε,i13 + u¯ε,i14 )(u¯ε,j3 + u¯ε,j4 )),
Moreover, by a similar argument as (3.6) one has the following estimate
‖G¯ε‖−3/2−δ/2−κ/2 . (1 + (C¯εW )3)(1 + ‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0) + ‖u¯ε4‖2δ.
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Thus we obtain that
I1 .C¯
ε
W
(∫ t
0
(t− s)−1− δ/2+β+2κ2 +b0s−(z+2κ+2b0)/2ds‖u0 − u¯ε1(0)‖−z
+
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b/2
∫ s
0
(s− r)−(3/2+δ/2+2κ+b)/2‖G¯ε(r)‖−3/2−δ/2−κ/2drds
+
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b1(
∫ t
s
(t− r)− 3/2+δ/2+2κ2(1−b1) ‖G¯ε(r)‖
1
1−b1
−3/2−δ/2−κ/2dr)
1−b1ds
)
.C¯εW
(∫ t
0
(t− s)−1− δ/2+β+2κ2 +b0s−(z+2κ+2b0)/2ds‖uε0 − u¯ε1(0)‖−z
+
∫ t
0
(t− r)− 34− δ+β+4κ2
∫ 1
0
(1− l)−1− δ/2+β+2κ2 +b/2l−(3/2+δ/2+2κ+b)/2dl‖G¯ε(r)‖−3/2−δ/2−κ/2dr
+ (
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b1ds)b1(
∫ t
0
∫ r
0
(t− s)−1− δ/2+β+2κ2 +b1(t− r)− 3/2+δ/2+2κ2(1−b1)
‖G¯ε(r)‖
1
1−b1
−3/2−δ/2−κ/2dsdr)
1−b1
)
.C¯εW t
−
δ/2+β+z
2
−2κ‖u0 − u¯ε1(0)‖−z + C(C¯εW )
∫ t
0
(t− r)− 34− δ+β+4κ2 (‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)dr
+ C(C¯εW ) + C(t, C¯
ε
W )
[ ∫ t
0
(t− r)− 3/2+δ/2+2κ2(1−b1) (‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)
1
1−b1 dr
]1−b1 .
(3.8)
Combining (3.7) and (3.8) we deduce that
‖F¯ ε‖1/2+β
.t−
δ/2+β+z
2
−2κ‖u0 − u¯ε1(0)‖−zC¯εW + C(C¯εW )
∫ t
0
(t− r)− 34− δ+β+4κ2 (‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)dr
+ C(C¯εW ) + C(t, C¯
ε
W )
[ ∫ t
0
(t− r)− 3/2+δ/2+2κ2(1−b1) (‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)
1
1−b1 dr
]1−b1
+ t
1
4
−
δ0+β+κ+
δ
2
2 ‖u¯ε3 + u¯ε4‖1/2−δ0C¯εW .
(3.9)
A similar argument also imply that
‖F¯ ε‖δ
.C¯εW t
1
4
− z
2
−κ
2
− 3δ
4 ‖u0 − u¯ε1(0)‖−z + C(C¯εW )
∫ t
0
(t− r)− 1+2δ+κ2 (‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)dr
+ C(C¯εW ) + C(t, C¯
ε
W )(
∫ t
0
(t− r)− 1+2δ+2κ2 (‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)dr)
+ t
1
4
− δ
4‖u¯ε3 + u¯ε4‖δC¯εW ,
(3.10)
where we use ‖u¯ε3(t) + u¯ε4(t) − (u¯ε3(s) + u¯ε4(s))‖−1/2+3δ/2+κ to control the corresponding I1 of
‖F¯ ε‖δ.
Construction of the solution
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Lemma 3.10 There exists some T0 > 0 (independent of ε) with T0 ≤ T ε for ε ∈ (0, 1) such
that
sup
t∈[0,T0]
(tδ+z+κ‖u¯ε,♯‖1/2+β + t δ+z+κ2 ‖u¯ε,♯(t)‖δ) . C(T0, C¯εW , ‖u0‖−z). (3.11)
Proof By paracontrolled ansatz Lemma 2.2 and (3.3) one then has
‖u¯ε,i4 ‖1/2−δ0 .tδ/4
3∑
i1,j=1
‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0C¯εW + ‖u¯ε,♯,i‖1/2−δ0 ,
which shows that for t small enough (only depending on C¯εW )
‖u¯ε,i4 ‖1/2−δ0 .(C¯εW )2 + ‖u¯ε,♯,i‖1/2−δ0 . (3.12)
Similarly, we have for t small enough (only depending on C¯εW )
‖u¯ε,i4 ‖δ .(C¯εW )2 + ‖u¯ε,♯,i‖δ. (3.13)
Now first we assume that supε C¯
ε
W < ∞ and in this case we can choose t not depending on ε.
Then (3.6) and (3.9) yield that for δ + z + κ < 1
tδ+z+κ‖u¯ε,♯(t)‖1/2+β
.‖u0 − u¯ε1(0)‖−z(1 + C¯εW ) + tδ+z+κC(C¯εW )
∫ t
0
(t− s)−3/4−δ−β/2−3κ/2s−(δ+z+κ)sδ+z+κ(1 + ‖u¯ε,♯‖1/2+β
+ ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)ds+ tδ+z+κ
(
t−
δ/2+β+z
2
−2κ‖u0 − u¯ε1(0)‖−zC¯εW
+ C(C¯εW )
∫ t
0
(t− r)− 34− δ+β+4κ2 (‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)dr
+ C(C¯εW ) + C(t, C¯
ε
W )
[ ∫ t
0
(t− r)− 3/2+δ/2+2κ2(1−b1) (‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)
1
1−b1 dr
]1−b1
+ t
1
4
−
δ0+β+κ+
δ
2
2 ‖u¯ε3 + u¯ε4‖1/2−δ0C¯εW
)
,
(3.14)
where we used the condition on β to deduce −3/4− δ− β/2− 3κ/2 > −1, 1/2+β+z
2
≤ δ+ z and
δ + z + κ− δ/2+β+z
2
− 2κ ≥ 0. Hence by (3.12) (3.13) for t small enough we have
tδ+z+κ‖u¯ε,♯(t)‖1/2+β
.‖u0 − u¯ε1(0)‖−z(1 + C¯εW ) + tδ+z+κC(C¯εW )
∫ t
0
(t− s)−3/4−δ−β/2−3κ/2s−(δ+z+κ)sδ+z+κ(‖u¯ε,♯‖1/2+β
+ ‖u¯ε,♯‖2δ)ds+ C(C¯εW )
+ C(C¯εW )t
δ+z+κ
∫ t
0
(t− r)− 34− δ+β+4κ2 r−(δ+z+κ)rδ+z+κ(‖u¯ε,♯‖1/2+β + ‖u¯ε,♯‖2δ)dr
+ t
δ+z+κ
1−b1
∫ t
0
(t− r)− 3/2+δ/2+2κ2(1−b1) r− (δ+z+κ)1−b1 (rδ+z+κ(‖u¯ε,♯‖1/2+β + ‖u¯ε,♯‖2δ))
1
1−b1 dr.
(3.15)
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A similar argument as (3.15) and using (3.13), (3.10) one also has that for t small enough and
0 < 5κ < 1− z − 4δ
t
δ+z+κ
2 ‖u¯ε,♯(t)‖δ
.‖u0 − u¯ε1(0)‖−z + t
δ+z+κ
2 C(C¯εW )
∫ t
0
(t− s)−1/2−3δ/2−2κs−(δ+z+κ)sδ+z+κ(‖u¯ε,♯‖1/2+β
+ ‖u¯ε,♯‖2δ)ds+ C(C¯εW )
+ C(C¯εW )t
δ+z+κ
2
∫ t
0
(t− r)− 1+2δ+2κ2 r−(δ+z+κ)rδ+z+κ(‖u¯ε,♯‖1/2+β + ‖u¯ε4‖2δ)dr.
(3.16)
Combining (3.15, 3.16) we get that by Bihari’s inequality there exists some T0 (independent of
ε) such that
sup
t∈[0,T0]
(tδ+z+κ‖u¯ε,♯‖1/2+β + t δ+z+κ2 ‖u¯ε,♯(t)‖δ) . C(T0, C¯εW , ‖u0‖−z),
which combining with (3.6) implies that
sup
t∈[0,T0]
tδ+z+κ‖φ¯ε,♯‖−1−2δ−2κ . C(T0, C¯εW , ‖u0‖−z). (3.17)
Hence by (3.5) (3.12), (3.17) we have that
sup
t∈[0,T0]
t
1/2−δ0+z+κ
2 ‖u¯ε4(t)‖1/2−δ0 . (C¯εW )2 + ‖u0‖−z + C(T0, C¯εW , ‖u0‖−z),
which implies that T ε ≥ T0. Here we used z ≥ 1/2 + δ/2 and the following estimate
‖F¯ ε‖1/2−δ0
.t
−z+δ0−δ/2−κ
2 ‖u0 − u¯ε1(0)‖−zC¯εW + C(C¯εW )
∫ t
0
(t− r)− 3/2+δ−δ0+2κ2 (‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)dr
+ C(C¯εW ) + C(t, C¯
ε
W )
(∫ t
0
(t− r)− 3/2+δ+2κ−δ02 (‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖u¯ε4‖2δ)dr
)
+ t
1
4
− δ
4‖u¯ε3 + u¯ε4‖ 1
2
−δ0
C¯εW ,
which can be proved by a similar argument as (3.10), where one can ‖u¯ε3(t) + u¯ε4(t)− (u¯ε3(s) +
u¯ε4(s))‖−δ0+δ/2+κ and z + 3κ+ 3δ < 1 to control ‖F¯ ε‖1/2−δ0 . 
Moreover by paracontrolled ansatz and (3.3) we also obtain
‖u¯ε,i4 ‖−z .tδ/4
3∑
i1=1
‖u¯ε,i13 + u¯ε,i14 ‖−zC¯εW + ‖u¯ε,♯,i‖−z,
which combining with (3.5) implies that for t small enough (only depending on C¯εW ), t ∈ [0, T0]
and 1− z − 4δ − 5κ > 0
‖u¯ε,i4 (t)‖−z .C(C¯εW ) + ‖u¯ε,♯,i(t)‖−z
.C(C¯εW ) + ‖Pu0 − u¯ε1(0)‖−z +
∫ t
0
(t− s)− 1+2δ+3κ−z2 s−(δ+z+κ)sδ+z+κ‖φ¯ε,♯‖−1−2δ−2κds
+ ‖F¯ ε(t)‖−z
.C(‖u0‖−z, T0, C¯εW ) + t
1
4
− δ
4‖u¯ε4(t)‖−zC¯εW .
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Here in the last inequality we used
‖F¯ ε(t)‖−z
.C(C¯εW )
∫ t
0
(t− s)− 3/2+δ/2−z+κ2 s− δ+κ+z2 ds sup
s∈[0,t]
s
δ+κ+z
2 ‖u¯ε3 + u¯ε4‖δ + t
1
4
− δ
4‖u¯ε3(t) + u¯ε4(t)‖−zC¯εW .
Hence for T0 small enough (only depending on C¯
ε
W ) one has the following bounds
sup
t∈[0,T0]
‖u¯ε,i4 (t)‖−z .C(‖u0‖−z, T0, C¯εW ). (3.18)
Similar arguments show that for every a > 0 there exists a sufficiently small T0 > 0 such that
the map (u0, u¯
ε
1, u¯
ε
1⋄ u¯ε1, u¯ε1⋄ u¯ε2, u¯ε2⋄ u¯ε2, π0,⋄(u¯ε3, u¯ε1), π0,⋄(PDK¯ε, u¯ε1)) 7→ u¯ε4 is Lipschitz continuous
on the set
max{‖u0‖−z, C¯εW} ≤ a.
Here we consider u¯ε4 with respect to the norm of
sup
t∈[0,T0]
‖u¯ε4(t)‖−z.
Thus we obtain that u¯ε4 restricted to [0, T0] depends in a locally Lipschitz continuous way on
the data (u0, u¯
ε
1, u¯
ε
1 ⋄ u¯ε1, u¯ε1 ⋄ u¯ε2, u¯ε2 ⋄ u¯ε2, π0,⋄(u¯ε3, u¯ε1), π0,⋄(PDK¯ε, u¯ε1)).
In [ZZ14, Section 4] we proved that there exists some η > 0 and u¯1 ∈ C([0, T ]; C−1/2−δ/2),
u¯2 ∈ C([0, T ]; C−δ), u¯3 ∈ C([0, T ]; C 12−δ) such that for every p > 0
E‖u¯ε1 − u¯1‖pC([0,T ];C−1/2−δ/2) . εηp,
E‖u¯ε2 − u¯2‖pC([0,T ];C−δ) . εηp.
E‖u¯ε3 − u¯3‖pC([0,T ];C1/2−δ) . εηp.
Then for εk = 2
−k → 0 and ǫ > 0
∞∑
k=1
P (‖u¯εk1 − u¯1‖C([0,T ];C−1/2−δ/2) > ǫ) ≤
∞∑
k=1
2−kγ/ǫ <∞, (3.19)
which by Borel-Cantelli lemma implies that u¯εk,i1 −u¯i1 → 0 in C([0, T ]; C−1/2−δ/2) a.s., as k →∞.
The results for other terms are similar. Thus we obtain that supεk=2−k ,k∈N C¯
εk
W < ∞ a.s., T0
independent of ε, u¯4 := limk→∞ u¯
εk
4 on [0, T0], u = u¯1+ u¯2+ u¯3+ u¯4 as solution of (1.4) on [0, T0]
and
sup
t∈[0,T0]
‖u¯εk − u‖−z → 0 a.s..
Now we want to extend the solution to the maximal solution such that
sup
t∈[0,τ)
‖u‖−z =∞.
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A similar argument as above implies that there exists some T1(C(T0)) (for simplicity we assume
T1 ≤ T0) such that for every t∗ ∈ [0, T0]
sup
t∈[t∗,t∗+T1]
[
(t− t∗)δ+z+κ‖u¯ε,♯‖1/2+β + (t− t∗) δ+z+κ2 ‖u¯ε,♯(t)‖δ
]
. C(T1, C¯
ε
W , C(T0), ‖u(t∗)‖−z).
Here the only difference is that K¯ε,i satisfies the following equation
dK¯ε,i = (∆K¯ε,i + u¯ε,i1 )dt K¯
ε,i(t∗) = 0,
and by a similar argument as [ZZ14] we obtain that there exists some η > 0 such that for every
p > 1
E sup
r∈[0,·]
‖π0(PD
∫ ·
r
P·−su¯
ε
1ds, u¯
ε
1(·))− π0(PD
∫ ·
r
P·−su¯1ds, u¯1(·))‖pC([0,T ];C−δ) . εpη,
which implies that similar convergence also holds for π0(PDK¯
ε, u¯ε1) in this case. Here we omit
superscript for simplicity.
Thus for t∗ = T0 − T1(C(T0))2 we obtain the following estimate
sup
t∈[T0,T0+
T1
2
]
(tδ+z+κ‖u¯ε,♯‖1/2+β + t δ+z+κ2 ‖u¯ε,♯(t)‖δ)
. sup
t∈[T0,T0+
T1
2
]
((t− t∗)δ+z+κ‖u¯ε,♯‖1/2+β + (t− t∗) δ+z+κ2 ‖u¯ε,♯(t)‖δ)
.C(T1, C¯
ε
W , C(T0), ‖u0‖−z),
where we used (3.18) in the last inequality. Hence by a similar argument as above we obtain
the solution u = limk→∞ u¯
εk on [0, T0 +
T1
2
]. Now by iterating the above arguments we obtain
that there exist the explosion time τ > 0 and the maximal solution u = limk→∞ u¯
εk on [0, τ)
such that
sup
t∈[0,τ)
‖u(t)‖−z =∞.
Moreover for L ≥ 0 define τL := inf{t : ‖u(t)‖−z ≥ L} ∧ L and then τL increasing to τ and
ρ¯εL := inf{t : C¯εW (t) ≥ L}. By (3.11) and similar argument as above we have
sup
t∈[0,τL∧ρ¯
ε
L1
]
(tδ+z+κ‖u¯ε,♯‖1/2+β + t δ+z+κ2 ‖u¯ε,♯(t)‖δ) . C(L, L1), (3.20)
which combining with (3.12), (3.13) imply that for L, L1 ≥ 0
sup
t∈[0,τL∧ρ¯
ε
L1
]
(tδ+z+κ‖u¯ε4(t)‖1/2−δ0 + t
δ+z+κ
2 ‖u¯ε4(t)‖δ) . C(L, L1), (3.21)
sup
t∈[0,τL∧ρ¯εL1
]
‖u¯ε − u‖−z →P 0.
In particular, for a subsequence εk = 2
−k → 0, k ∈ N we have
sup
t∈[0,τL]
‖u¯εk − u‖−z → 0 a.s..
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Remark 3.11 The construction here is slightly different from [ZZ14] as we consider the mild
form of u¯4 here. The advantage of this approach is that it can also be used to obtain the
solution of (1.3).
Construction of solutions to approximating equation: Now we also split the equation
(1.3) into the following four equations:
duε,i1 = ∆εu
ε,i
1 dt+
3∑
i1=1
P ii1HεdW,
duε,i2 = ∆εu
ε,i
2 dt−
1
2
3∑
i1=1
P ii1(
3∑
j=1
Dεj(u
ε,i1
1 ⋄ uε,j1 ))dt uε2(0) = 0,
duε,i3 = ∆εu
ε,i
3 dt−
1
2
3∑
i1=1
P ii1(
3∑
j=1
Dεj(u
ε,i1
1 ⋄ uε,j2 + uε,i12 ⋄ uε,j1 ))dt uε3(0) = 0,
and
uε,i4 (t) =P
ε
t (
3∑
i1=1
P ii1uε,i10 − uε,i11 (0))−
1
2
∫ t
0
P εt−s
[ 3∑
i1,j=1
P ii1Dεj(u
ε,i1
1 ⋄ (uε,j3 + uε,j4 ) + (uε,i13 + uε,i14 ) ⋄ uε,j1
+ uε,i12 ⋄ uε,j2 + uε,i12 (uε,j3 + uε,j4 ) + uε,j2 (uε,i13 + uε,i14 ) + (uε,i13 + uε,i14 )(uε,j3 + uε,j4 ))
]
ds.
(3.22)
Here for i, j = 1, 2, 3,
uε,i1 =
∫ t
−∞
3∑
i1=1
P ii1P εt−sHεdW
i1,
uε,i1 ⋄ uε,j1 := uε,i1 uε,j1 − Cε,ij0 ,
uε,j2 ⋄ uε,i1 = uε,i1 ⋄ uε,j2 := uε,i1 uε,j2 +
3∑
i1=1
(Cε,i,i1,j(t) + C˜ε,i,i1,j(t))uε,i11 ,
uε,i2 ⋄ uε,j2 := uε,i2 uε,j2 − ϕε,ij2 (t)− Cε,ij2 ,
uε,i3 ⋄ uε,j1 = uε,j1 ⋄ uε,i3 = π<(uε,i3 , uε,j1 ) + π0,⋄(uε,i3 , uε,j1 ) + π>(uε,i3 , uε,j1 ),
uε,i4 ⋄ uε,j1 = uε,j1 ⋄ uε,i4 = π<(uε,i4 , uε,j1 ) + π0,⋄(uε,i4 , uε,j1 ) + π>(uε,i4 , uε,j1 ),
π0,⋄(u
ε,i
3 , u
ε,j
1 ) := π0(u
ε,i
3 , u
ε,j
1 )− ϕε,ij1 (t)− Cε,ij1 +
3∑
i1=1
(Cε,i,i1,j(t) + C˜ε,i,i1,j(t))uε,i12 ,
and
π0,⋄(u
ε,i
4 , u
ε,j
1 ) := π0(u
ε,i
4 , u
ε,j
1 ) +
3∑
i1=1
(Cε,i,i1,j(t) + C˜ε,i,i1,j(t))(uε,i13 + u
ε,i1
4 ),
with Cε0 is defined in Section 4.2, C
ε, C˜ε0 are given in introduction and Section 4.3, C
ε
1 and ϕ
ε
1
are defined in Section 4.4 and Cε2 and ϕ
ε
2 are defined in Section 4.6 and ϕ
ε
i converges to some ϕi
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with respect to ‖ϕ‖ = supt∈[0,T ] tρ|ϕ(t)| for every ρ > 0 and i = 1, 2. Define Kε be the solution
to the following equation:
dKε,i = (∆εK
ε,i + uε,i1 )dt K
ε,i(0) = 0.
For every ε > 0 by a similar argument as the case for u¯ε we obtain solutions of equation (3.22):
More precisely, for each ε ∈ (0, 1) there exists uε4 satisfying equation (3.22) respectively before
T ε0 > 0 such that u
ε
4 ∈ C((0, T ε0 ); C1/2−δ0) with respect to the norm supt∈[0,T ] t
1/2−δ0+z+κ
2 ‖u4(t)‖1/2−δ0
for 0 < 3κ < 1/2− z + δ0 and satisfies
sup
t∈[0,T ε0 ]
t
1/2−δ0+z+κ
2 ‖uε4(t)‖1/2−δ0 =∞.
Now by a similar argument as the case for u¯ε we can also consider the paracontrolled ansatz
for i = 1, 2, 3,
uε,i4 = −
1
2
3∑
i1=1
P ii1(
3∑
j=1
Dεj [π<(u
ε,i1
3 + u
ε,i1
4 , K
ε,j) + π<(u
ε,j
3 + u
ε,j
4 , K
ε,i1)]) + uε,♯,i,
with u¯ε,♯,i(t) ∈ C1/2+β for β as in Section 3.2 and t ∈ (0, T ε0 ).
Then uε = uε1 + u
ε
2 + u
ε
3 + u
ε
4 solves (1.3) if and only if u
ε,♯ solves the following equation:
uε,♯,i(t) =P εt (
3∑
i1=1
P ii1uε,i10 − uε,i1 (0))−
1
2
∫ t
0
P εt−s
3∑
i1,j=1
P ii1Dεj(u
ε,i1
2 ⋄ uε,j2 + uε,i12 (uε,j3 + uε,j4 )
+ uε,j2 (u
ε,i1
3 + u
ε,i1
4 ) + (u
ε,i1
3 + u
ε,i1
4 )(u
ε,j
3 + u
ε,j
4 ) + π>(u
ε,i1
3 + u
ε,i1
4 , u
ε,j
1 ) + π0,⋄(u
ε,i1
3 , u
ε,j
1 )
+ π0,⋄(u
ε,i1
4 , u
ε,j
1 ) + π>(u
ε,j
3 + u
ε,j
4 , u
ε,i1
1 ) + π0,⋄(u
ε,j
3 , u
ε,i1
1 ) + π0,⋄(u
ε,j
4 , u
ε,i1
1 ))ds
− 1
2
∫ t
0
P εt−s
3∑
i1,j=1
P ii1Dεj1(π<(u
ε,i1
3 + u
ε,i1
4 , u
ε,j1
1 ) + π<(u
ε,j1
3 + u
ε,j1
4 , u
ε,i1
1 ))ds
+
1
2
3∑
i1=1
P ii1(
3∑
j=1
Dεj [π<(u
ε,i1
3 + u
ε,i1
4 , K
ε,j) + π<(u
ε,j
3 + u
ε,j
4 , K
ε,i1)])
:=P εt (
3∑
i1=1
P ii1uε,i10 − uε,i1 (0)) +
∫ t
0
P εt−sφ
ε,♯,ids+ F ε,i,
(3.23)
where F ε represents the last two terms. A similar argument as the above proof and Lemmas 3.2
3.4 3.5 and 3.7 yield similar estimates as (3.6) (3.9) (3.10) and (3.11) (3.18) for ε ∈ (0, 1). Here
the only difference lies in the estimate of π0(u
ε
4, u
ε
1). This is similar as the following (3.28) and
we omit it here. Moreover define τ εL := inf{t : ‖uε(t)‖−z ≥ L} and ρεL := inf{t : CεW (t) ≥ L},
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where for T > 0,
CεW (T ) := sup
t∈[0,T ]
( 3∑
i=1
‖uε,i1 ‖−1/2−δ/2 +
3∑
i,j=1
‖uε,i1 ⋄ uε,j1 ‖−1−δ/2 +
3∑
i,j=1
‖uε,i1 ⋄ uε,j2 ‖−1/2−δ/2
+
3∑
i,j=1
‖uε,i2 ⋄ uε,j2 ‖−δ +
3∑
i,j=1
‖π0,⋄(uε,i3 , uε,j1 )‖−δ
+
3∑
i,i1,j,j1=1
‖π0,⋄(P ii1DεjKε,j, uε,j11 )‖−δ +
3∑
i,i1,j,j1=1
‖π0,⋄(P ii1DεjKε,i1, uε,j11 )‖−δ
)
,
with
π0,⋄(P
ii1DεjK
ε,j, uε,j11 ) := π0(P
ii1DεjK
ε,j, uε,j11 )− Cε,i,i1,j1,j3 ,
π0,⋄(P
ii1DεjK
ε,i1, uε,j11 ) := π0(P
ii1DεjK
ε,i1, uε,j11 )− C˜ε,i,j,j1,i13 ,
where Cε3, C˜
ε
3 are given in Section 4.6. In Section 4 we will prove that for i, j, i1, j1 = 1, 2, 3 and
every δ > 0 small enough, u¯ε,i1 − uε,i1 → 0 in C([0, T ]; C−
1
2
− δ
2 ) and u¯ε,i1 ⋄ u¯ε,j1 − uε,i1 ⋄ uε,j1 → 0 in
C([0, T ]; C−1−δ/2), u¯ε,i1 ⋄ u¯ε,j2 − uε,i1 ⋄ uε,j2 → 0 in C([0, T ]; C−1/2−δ/2), u¯ε,i2 ⋄ u¯ε,j2 − uε,i2 ⋄ uε,j2 → 0
in C([0, T ]; C−δ), π0,⋄(u¯ε,i3 , u¯ε,j1 )−π0,⋄(uε,i3 , uε,j1 )→ 0 in C([0, T ]; C−δ) and π0,⋄(P ii1DjK¯ε,j, u¯ε,j11 )−
π0,⋄(P
ii1DεjK
ε,j, uε,j11 )→ 0, π0,⋄(P ii1DjK¯ε,i1 , u¯ε,j11 )−π0,⋄(P ii1DεjKε,i1, uε,j11 )→ 0 in C([0, T ]; C−δ),
as ε→ 0. By a similar argument as above we obtain that for ε ∈ (0, 1)
sup
t∈[0,τεL∧ρ
ε
L1
]
(tδ+z+κ‖uε,♯‖1/2+β + t δ+z+κ2 ‖uε,♯(t)‖δ) . C(L, L1), (3.24)
and
sup
t∈[0,τεL∧ρ
ε
L1
]
(tδ+z+κ‖uε4(t)‖1/2−δ0 + t
δ+z+κ
2 ‖uε4(t)‖δ) . C(L, L1). (3.25)
3.3 Estimate for uε − u¯ε and the proof of Theorem 1.3
First by Lemmas 2.5, 3.3, 3.7, 3.8 for 2κ < δ one has that
sup
t∈[0,T ]
3∑
i=1
‖uε,i2 − u¯ε,i2 ‖−δ . εκ/2CεW + sup
t∈[0,T ]
3∑
i,j=1
‖u¯ε,i1 ⋄ u¯ε,j1 − uε,i1 ⋄ uε,j1 ‖−1−δ/2,
sup
t∈[0,T ]
3∑
i=1
‖uε,i3 − u¯ε,i3 ‖1/2−δ . εκ/2CεW + sup
t∈[0,T ]
3∑
i,j=1
‖u¯ε,i1 ⋄ u¯ε,j2 − uε,i1 ⋄ uε,j2 ‖−1/2−δ/2
and
‖K¯ε,i(t)−Kε,i(t)‖ 3
2
−δ . ε
κ/2 sup
s∈[0,t]
‖uε,i1 (s)‖−1/2−δ/2+ tδ/4 sup
s∈[0,t]
‖uε,i1 (s)− u¯ε,i1 (s)‖−1/2−δ/2. (3.26)
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Paracontrolled ansatz and Lemmas 2.2, 2.5, 2.6, 3.2, 3.7 and 3.8 also imply the following
estimate:
‖uε,i4 − u¯ε,i4 ‖1/2−δ−κ .
3∑
i1,j=1
(‖uε,i13 + uε,i14 − u¯ε,i13 − u¯ε,i14 ‖1/2−δ0 sup
t∈[0,T ]
‖uε,j1 ‖−1/2−δ/2
+ εκ/2‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0 sup
t∈[0,T ]
‖u¯ε,j1 ‖−1/2−δ/2
+ ‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0 sup
t∈[0,T ]
‖uε,j1 − u¯ε,j1 ‖−1/2−δ/2) + ‖uε,♯,i − u¯ε,♯,i‖1/2+β.
(3.27)
To deal with ‖uε,i4 − u¯ε,i4 ‖1/2−δ0 , we first consider ‖φε,♯,i− φ¯ε,♯,i‖−1−2δ−2κ and ‖F ε− F¯ ε‖1/2+β .
Estimate of ‖φε,♯,i − φ¯ε,♯,i‖−1−2δ−2κ
First we prove the following estimate.
Lemma 3.12 Let u ∈ Cα+1 for α ∈ R. Then for every 0 < β0 < 1, κ > 0 and a, b ≥ 0 with
a+ b > 0 we have
‖u(·+ aεηj)− u(· − bεηj)‖α+1−β0−κ . εβ0‖u‖α+1,
where for j = 1, 2, 3, ηj ∈ R3 and the j-th component equals to 1 and others are zero.
Proof By a similar argument as in the proof of Lemma 3.7 we have
‖F−1θ(2−j ·)F(u(·+ aεηj)− u(· − bεηj))‖Lp . 2jε‖F−1θ(2−j ·)Fu‖Lp,
and
‖F−1θ(2−j·)F(u(·+ aεηj)− u(· − bεηj))‖Lp
.‖F−1θ(2−j·)F(u(·+ aεηj))‖Lp + ‖F−1θ(2−j·)F(u(· − bεηj))‖Lp
.‖F−1θ(2−j·)Fu‖Lp.
Thus on T3 for p large enough one has that
‖u(·+aεηj)−u(·−bεηj)‖α+1−β0−κ . ‖u(·+aεηj)−u(·−bεηj)‖Bα+1−β0p,∞ . ε
β0‖u‖Bα+1p,∞ . εβ0‖u‖α+1.

Now we prove the following estimate for ‖φε,♯,i − φ¯ε,♯,i‖−1−2δ−2κ.
Lemma 3.13 For 1/2− 3δ/2− δ0 − 7κ/2 > 0 one has the following estimate:
‖φε,♯,i − φ¯ε,♯,i‖−1−2δ−2κ
.(δCεW + ε
κ/2(CεW + C¯
ε
W + 1))(1 + (C
ε
W )
2 + (C¯εW )
2)(1 + ‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖uε4‖1/2−δ0)
+ ‖uε4 − u¯ε4‖1/2−δ0(1 + C¯εW + (CεW )2) + ‖uε4 − u¯ε4‖δ(‖uε4‖δ + ‖u¯ε4‖δ) + εκ/2‖u¯ε4‖2δ
+ CεW‖uε,♯ − u¯ε,♯‖1/2+β ,
(3.28)
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where
δCεW := sup
t∈[0,T ]
(
3∑
i=1
‖uε,i1 − u¯ε,i1 ‖−1/2−δ/2 +
3∑
i,j=1
‖uε,i1 ⋄ uε,j1 − u¯ε,i1 ⋄ u¯ε,j1 ‖−1−δ/2
+
3∑
i,j=1
‖uε,i1 ⋄ uε,j2 − u¯ε,i1 ⋄ u¯ε,j2 ‖−1/2−δ/2 +
3∑
i,j=1
‖uε,i2 ⋄ uε,j2 − u¯ε,i2 ⋄ u¯ε,j2 ‖−δ
+
3∑
i,j=1
‖π0,⋄(uε,i3 , uε,j1 )− π0,⋄(u¯ε,i3 , u¯ε,j1 )‖−δ +
3∑
i,i1,j,j1=1
‖π0,⋄(P ii1DεjKε,j, uε,j11 )
− π0,⋄(P ii1DjK¯ε,j, u¯ε,j11 )‖−δ +
3∑
i,i1,j,j1=1
‖π0,⋄(P ii1DεjKε,i1, uε,j11 )− π0,⋄(P ii1DjK¯ε,i1 , u¯ε,j11 )‖−δ).
Proof First we consider π0,⋄(u
ε,i
4 , u
ε,j
1 ) − π0,⋄(u¯ε,i4 , u¯ε,j1 ): by the paracontrolled ansatz one has
for i, j = 1, 2, 3,
π0,⋄(u
ε,i
4 , u
ε,j
1 )− π0,⋄(u¯ε,i4 , u¯ε,j1 )
=− 1
2
[
π0,⋄(
3∑
i1,j1=1
P ii1π<(u
ε,i1
3 + u
ε,i1
4 , D
ε
j1
Kε,j1), uε,j1 )− π0,⋄(
3∑
i1,j1=1
P ii1π<(u¯
ε,i1
3 + u¯
ε,i1
4 , Dj1K¯
ε,j1), u¯ε,j1 )
]
− 1
2
[
π0,⋄(
3∑
i1,j1=1
P ii1π<(u
ε,j1
3 + u
ε,j1
4 , D
ε
j1K
ε,i1), uε,j1 )− π0,⋄(
3∑
i1,j1=1
P ii1π<(u¯
ε,j1
3 + u¯
ε,j1
4 , Dj1K¯
ε,i1), u¯ε,j1 )
]
− 1
2
[ 3∑
i1,j1=1
π0(P
ii1π<(D
ε
j1
(uε,i13 + u
ε,i1
4 ), K
ε,j1), uε,j1 )−
3∑
i1,j1=1
π0(P
ii1π<(Dj1(u¯
ε,i1
3 + u¯
ε,i1
4 ), K¯
ε,j1), u¯ε,j1 )
]
− 1
2
[ 3∑
i1,j1=1
π0(P
ii1π<(D
ε
j1
(uε,j13 + u
ε,j1
4 ), K
ε,i1), uε,j1 )−
3∑
i1,j1=1
π0(P
ii1π<(Dj1(u¯
ε,j1
3 + u¯
ε,j1
4 ), K¯
ε,i1), u¯ε,j1 )
]
+ (π0(u
ε,♯,i, uε,j1 )− π0(u¯ε,♯,i, u¯ε,j1 )) + ψε1 + ψε2.
(3.29)
Here
ψε1 =−
1
2
3∑
i1,j1=1
π0(P
ii1(π<(D
ε
j1
(uε,i13 + u
ε,i1
4 ), K
ε,j1(·+ aεηj1)−Kε,j1(·)), uε,j1 )
− 1
2
3∑
i1,j1=1
π0(P
ii1(π<((u
ε,i1
3 + u
ε,i1
4 )(· − bεηj1)− (uε,i13 + uε,i14 ), Dεj1Kε,j1), uε,j1 ))
:=L1 + L2.
and
ψε2 =−
1
2
3∑
i1,j1=1
(π0(P
ii1(π<(D
ε
j1(u
ε,j1
3 + u
ε,j1
4 ), K
ε,i1(·+ aεηj1)−Kε,i1(·)), uε,j1 )
+ π0(P
ii1(π<((u
ε,j1
3 + u
ε,j1
4 )(· − bεηj1)− (uε,j13 + uε,j14 ), Dεj1Kε,i1), uε,j1 )).
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For ψε1 we have
‖L1‖κ .
3∑
i1,j1=1
‖uε1‖−1/2−δ/2‖Dεj1(uε,i13 + uε,i14 )‖−1/2−δ0−κ‖Kε(·+ aεηj1)−Kε(·)‖1+δ0+2κ+δ/2
. ‖uε1‖−1/2−δ/2‖uε3 + uε4‖1/2−δ0εβ0‖Kε‖3/2−δ,
(3.30)
where β0 = (1/2− 3δ/2− δ0 − 3κ), 1/2− 3δ/2− δ0 > 3κ > 0 and we used Lemma 3.12 in the
last inequality. Moreover
‖L2‖−δ
≤
3∑
i1,j1=1
(‖π0(P ii1π<((uε,i13 + uε,i14 )(· − bεηj1)− (uε,i13 + uε,i14 ), Dεj1Kε,j1), uε,j1 )
− π0(π<((uε,i13 + uε,i14 )(· − bεηj1)− (uε,i13 + uε,i14 ), P ii1Dεj1Kε,j1), uε,j1 )‖κ
+ ‖π0(π<((uε,i13 + uε,i14 )(· − bεηj1)− (uε,i13 + uε,i14 ), P ii1Dεj1Kε,j1), uε,j1 )
− ((uε,i13 + uε,i14 )(· − bεηj1)− (uε,i13 + uε,i14 ))π0(P ii1Dεj1Kε,j1, uε,j1 )‖κ
+ ‖((uε,i13 + uε,i14 )(· − bεηj1)− (uε,i13 + uε,i14 ))π0,⋄(P ii1Dεj1Kε,j1, uε,j1 )‖−δ
+ ‖(uε,i13 + uε,i14 )(· − bεηj1)− (uε,i13 + uε,i14 )‖3δ/2+2κ|Cε(t)|)
.
3∑
i1,j1=1
‖(uε3 + uε4)(· − bεηj1)− (uε3 + uε4)‖3δ/2+2κ(‖Dεj1Kε,j1‖1/2−δ−κ‖uε1‖−1/2−δ/2
+ ‖π0,⋄(P ii1Dεj1Kε,j1, uε,j1 )‖−δ + C)
.εβ0‖uε3 + uε4‖1/2−δ0(‖Kε‖3/2−δ‖uε1‖−1/2−δ/2 +
3∑
i1,j1=1
‖π0,⋄(P ii1Dεj1Kε,j1, uε,j1 )‖−δ + C),
(3.31)
where we used Lemmas 2.3, 2.4 in the second inequality and Lemma 3.12 in the last inequality.
The estimate for ψε2 can be obtained similarly.
The desired estimate for the third term, the forth term and the fifth term on the right hand
side of (3.29) are easily obtained by Lemmas 2.2 3.7 3.8 and (3.26). We only need to consider
the first term in the right hand side of (3.29) and the desired estimates for the second term
follows similarly:
π0,⋄(P
ii1π<(u
ε,i1
3 + u
ε,i1
4 , D
ε
j1
Kε,j1), uε,j1 )− π0,⋄(P ii1π<(u¯ε,i13 + u¯ε,i14 , Dj1K¯ε,j1), u¯ε,j1 )
=π0(P
ii1π<(u
ε,i1
3 + u
ε,i1
4 , D
ε
j1
Kε,j1), uε,j1 )− π0(π<(uε,i13 + uε,i14 , P ii1Dεj1Kε,j1), uε,j1 )
− (π0(P ii1π<(u¯ε,i13 + u¯ε,i14 , Dj1K¯ε,j1), u¯ε,j1 )− π0(π<(u¯ε,i13 + u¯ε,i14 , P ii1Dj1K¯ε,j1), u¯ε,j1 ))
+ π0(π<(u
ε,i1
3 + u
ε,i1
4 , P
ii1Dεj1K
ε,j1), uε,j1 )− (uε,i13 + uε,i14 )π0(P ii1Dεj1Kε,j1, uε,j1 )
− (π0(π<(u¯ε,i13 + u¯ε,i14 , P ii1Dj1K¯ε,j1), u¯ε,j1 )− (u¯ε,i13 + u¯ε,i14 )π0(P ii1Dj1K¯ε,j1, uε,j1 ))
+ (uε,i13 + u
ε,i1
4 )π0,⋄(P
ii1Dεj1K
ε,j1, uε,j1 )− (u¯ε,i13 + u¯ε,i14 )π0,⋄(P ii1Dj1K¯ε,j1, u¯ε,j1 ).
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Lemmas 3.7, 3.8 and Lemmas 2.3, 2.4 imply for δ ≤ δ0 < 1/2− 3δ/2− κ that
‖π0,⋄(P ii1π<(uε,i13 + uε,i14 , Dεj1Kε,j1), uε,j1 )− π0,⋄(P ii1π<(u¯ε,i13 + u¯ε,i14 , Dj1K¯ε,j1), u¯ε,j1 )‖−δ
.‖uε,i13 + uε,i14 − (u¯ε,i13 + u¯ε,i14 )‖1/2−δ0‖Kε,j1‖3/2−δ‖uε,j1 ‖−1/2−δ/2
+ ‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0‖uε,j1 ‖−1/2−δ/2(εκ/2‖Kε,j1‖3/2−δ + ‖Kε,j1 − K¯ε,j1‖3/2−δ)
+ ‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0‖K¯ε,j1‖3/2−δ‖uε,j1 − u¯ε,j1 ‖−1/2−δ/2
+ ‖uε,i13 + uε,i14 ‖1/2−δ0‖π0,⋄(P ii1Dεj1Kε,j1, uε,j1 )− π0,⋄(P ii1Dj1K¯ε,j1, u¯ε,j1 )‖−δ
+ ‖uε,i13 + uε,i14 − u¯ε,i13 − u¯ε,i14 ‖1/2−δ0‖π0,⋄(P ii1Dj1K¯ε,j1, u¯ε,j1 )‖−δ.
(3.32)
Hence by (3.26) (3.30-3.32) we obtain for i, j = 1, 2, 3, that
‖π0,⋄(uε,i4 , uε,j1 )− π0,⋄(u¯ε,i4 , u¯ε,j1 )‖−δ
.
3∑
i1,j1=1
[‖uε,i13 + uε,i14 − (u¯ε,i13 + u¯ε,i14 )‖1/2−δ0 sup
t∈[0,T ]
‖uε,j11 ‖−1/2−δ/2‖uε,j1 ‖−1/2−δ/2
+ ‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0‖uε,j1 ‖−1/2−δ/2(εκ/2 sup
t∈[0,T ]
‖uε,j11 ‖−1/2−δ/2 + sup
t∈[0,T ]
‖uε,j11 − u¯ε,j11 ‖−1/2−δ/2)
+ ‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0 sup
t∈[0,T ]
‖u¯ε,j11 ‖−1/2−δ/2‖uε,j1 − u¯ε,j1 ‖−1/2−δ/2
+ ‖uε,i13 + uε,i14 ‖1/2−δ0‖π0,⋄(P ii1Dεj1Kε,j1, uε,j1 )− π0,⋄(P ii1Dj1K¯ε,j1, u¯ε,j1 )‖−δ
+ ‖uε,i13 + uε,i14 − u¯ε,i13 − u¯ε,i14 ‖1/2−δ0‖π0,⋄(P ii1Dj1K¯ε,j1, u¯ε,j1 )‖−δ
+ ‖uε,j13 + uε,j14 ‖1/2−δ0‖π0,⋄(P ii1Dεj1Kε,i1, uε,j1 )− π0,⋄(P ii1Dj1K¯ε,i1, u¯ε,j1 )‖−δ
+ ‖uε,j13 + uε,j14 − u¯ε,j13 − u¯ε,j14 ‖1/2−δ0‖π0,⋄(P ii1Dj1K¯ε,i1, u¯ε,j1 )‖−δ
+ ‖uε,♯,i − u¯ε,♯,i‖1/2+β‖uε,j1 ‖−1/2−δ/2 + ‖u¯ε,♯,i‖1/2+β‖uε,j1 − u¯ε,j1 ‖−1/2−δ/2
+ εβ0(‖uε,i13 + uε,i14 ‖1/2−δ0‖uε,j1 ‖−1/2−δ/2‖Kε,j1‖3/2−δ + ‖π0,⋄(P ii1Dεj1Kε,i1, uε,j1 )‖−δ‖uε,j13 + uε,j14 ‖1/2−δ0
+ ‖π0,⋄(P ii1Dεj1Kε,j1, uε,j1 )‖−δ‖uε,i13 + uε,i14 ‖1/2−δ0 + C‖uε,i13 + uε,i14 ‖1/2−δ0)
]
.[δCεW + ε
κ/2(CεW + C¯
ε
W + 1)](1 + (C
ε
W )
2 + (C¯εW )
2)(1 + ‖u¯ε4‖ 1
2
−δ0 + ‖u¯ε,♯‖ 12+β + ‖u
ε
4‖ 1
2
−δ0)
+ ‖uε4 − u¯ε4‖ 1
2
−δ0
[(CεW )
2 + C¯εW ] + ‖uε,♯ − u¯ε,♯‖ 1
2
+βC
ε
W .
(3.33)
Here we also used Lemma 2.2 to obtain the estimates for the third and the fourth terms on the
right hand side of (3.29). Now we turn to the term π>(u
ε,i1
3 + u
ε,i1
4 , u
ε,j
1 )− π>(u¯ε,i13 + u¯ε,i14 , u¯ε,j1 )
for i1, j = 1, 2, 3: Lemma 3.2 yields the following estimate
‖π>(uε,i13 + uε,i14 , uε,j1 )− π>(u¯ε,i13 + u¯ε,i14 , u¯ε,j1 )‖−2δ−κ
.(‖uε,i13 − u¯ε,i13 ‖1/2−δ + ‖uε,i14 − u¯ε,i14 ‖1/2−δ−κ)‖uε,j1 ‖−1/2−δ/2 + ‖u¯ε3 + u¯ε4‖1/2−δ−κ‖uε1 − u¯ε1‖−1/2−δ/2
.
(
‖uε,i13 − u¯ε,i13 ‖1/2−δ +
3∑
i2,j1=1
(‖uε,i23 + uε,i24 − u¯ε,i23 − u¯ε,i24 ‖1/2−δ0 sup
t∈[0,T ]
‖uε,j11 ‖−1/2−δ/2
+ ‖u¯ε,i23 + u¯ε,i24 ‖1/2−δ0 sup
t∈[0,T ]
‖uε,j11 − u¯ε,j11 ‖−1/2−δ/2 + εκ/2‖u¯ε,i23 + u¯ε,i24 ‖1/2−δ0 sup
t∈[0,T ]
‖uε,j11 ‖−1/2−δ/2)
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+ ‖uε,♯,i1 − u¯ε,♯,i1‖1/2+β
)
‖uε,j1 ‖−1/2−δ/2 + ‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ−κ sup
t∈[0,T ]
‖uε,j1 − u¯ε,j1 ‖−1/2−δ/2
.[δCεW + ε
κ/2(CεW + C¯
ε
W )](1 + (C
ε
W )
2 + (C¯εW )
2)(1 + ‖u¯ε4‖ 1
2
−δ0
+ ‖u¯ε,♯‖ 1
2
+β + ‖uε4‖ 1
2
−δ0
)
+ ‖uε4 − u¯ε4‖ 1
2
−δ0
(CεW )
2 + ‖uε,♯ − u¯ε,♯‖ 1
2
+βC
ε
W ,
(3.34)
where in the last inequality we used (3.4) and (3.27). Combining (3.33), (3.34), (3.5) and (3.23)
we deduce that for β0 >
κ
2
‖φε,♯,i − φ¯ε,♯,i‖−1−2δ−2κ
.
3∑
i1,j1,j=1
[
‖uε,i12 ⋄ uε,j12 − u¯ε,i12 ⋄ u¯ε,j12 ‖−δ + ‖uε,i12 − u¯ε,i12 ‖−δ‖uε,j13 + uε,j14 ‖1/2−δ0
+ (‖u¯ε,i12 ‖−δ + ‖uε,i13 + uε,i14 ‖δ + ‖u¯ε,i13 + u¯ε,i14 ‖δ)‖uε,j13 + uε,j14 − (u¯ε,j13 + u¯ε,j14 )‖δ
+ ‖π0,⋄(uε,i13 , uε,j11 )− π0,⋄(u¯ε,i13 , u¯ε,j11 )‖−δ
]
+ εκ/2
3∑
i1,j1=1
[
‖u¯ε,i12 ⋄ u¯ε,j12 ‖−δ + ‖π0,⋄(u¯ε,i13 , u¯ε,j11 )‖−δ + ‖u¯ε,i12 ‖−δ‖u¯ε,j13 + u¯ε,j14 ‖1/2−δ0 + ‖u¯ε3 + u¯ε4‖2δ
+ ‖u¯ε,i13 ‖1/2−δ‖u¯ε,j11 ‖−1/2−δ/2 +
3∑
j2=1
‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0‖u¯ε,j11 ‖−1/2−δ/2C¯εW
+
3∑
j,i2=1
‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0‖π0,⋄(P i2i1Dj1K¯ε,j1, u¯ε,j1 )‖−δ
+
3∑
j,i2=1
‖u¯ε,j13 + u¯ε,j14 ‖1/2−δ0‖π0,⋄(P i2i1Dj1K¯ε,i1, u¯ε,j1 )‖−δ + ‖u¯ε,♯,i1‖1/2+β‖u¯ε,j11 ‖−1/2−δ/2
]
+ [δCεW + ε
κ/2(CεW + C¯
ε
W + 1)](1 + (C
ε
W )
2 + (C¯εW )
2)(1 + ‖u¯ε4‖ 1
2
−δ0
+ ‖u¯ε,♯‖ 1
2
+β + ‖uε4‖ 1
2
−δ0
)
+ ‖uε4 − u¯ε4‖1/2−δ0 [(CεW )2 + C¯εW ] + ‖uε,♯ − u¯ε,♯‖ 1
2
+βC
ε
W
.(δCεW + ε
κ/2(CεW + C¯
ε
W + 1))(1 + (C
ε
W )
2 + (C¯εW )
2)(1 + ‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖uε4‖1/2−δ0)
+ ‖uε4 − u¯ε4‖1/2−δ0(1 + C¯εW + (CεW )2) + ‖uε4 − u¯ε4‖δ(‖uε4‖δ + ‖u¯ε4‖δ) + εκ/2‖u¯ε4‖2δ
+ CεW‖uε,♯ − u¯ε,♯‖1/2+β,
where we used 1
2
− δ − δ0 ≥ 0. 
Estimate of F ε − F¯ ε
Now we consider F ε − F¯ ε:
‖F ε − F¯ ε‖1/2+β
.
3∑
i1,j1=1
‖
∫ t
0
P εt−sP
ii1Dεj1π<(u
ε,i1
3 (s) + u
ε,i1
4 (s)− (uε,i13 (t) + uε,i14 (t)), uε,j11 (s))ds
−
∫ t
0
Pt−sP
ii1Dj1π<(u¯
ε,i1
3 (s) + u¯
ε,i1
4 (s)− (u¯ε,i13 (t) + u¯ε,i14 (t)), u¯ε,j11 (s))ds‖1/2+β
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+
3∑
i1,j1=1
‖
∫ t
0
P εt−sP
ii1Dεj1π<(u
ε,i1
3 (t) + u
ε,i1
4 (t), u
ε,j1
1 (s))ds
−
∫ t
0
Pt−sP
ii1Dj1π<(u¯
ε,i1
3 (t) + u¯
ε,i1
4 (t), u¯
ε,j1
1 (s))ds
− P ii1Dεj1π<(uε,i13 + uε,i14 ,
∫ t
0
P εt−su
ε,j1
1 ds) + P
ii1Dj1π<(u¯
ε,i1
3 + u¯
ε,i1
4 ,
∫ t
0
Pt−su¯
ε,j1
1 ds)‖1/2+β
+
3∑
i1,j1=1
‖
∫ t
0
P εt−sP
ii1Dεj1π<(u
ε,j1
3 (s) + u
ε,j1
4 (s)− (uε,j13 (t) + uε,j14 (t)), uε,i11 (s))ds
−
∫ t
0
Pt−sP
ii1Dj1π<(u¯
ε,j1
3 (s) + u¯
ε,j1
4 (s)− (u¯ε,j13 (t) + u¯ε,j14 (t)), u¯ε,i11 (s))ds‖1/2+β
+
3∑
i1,j1=1
‖
∫ t
0
P εt−sP
ii1Dεj1π<(u
ε,j1
3 (t) + u
ε,j1
4 (t), u
ε,i1
1 (s))ds
−
∫ t
0
Pt−sP
ii1Dj1π<(u¯
ε,j1
3 (t) + u¯
ε,j1
4 (t), u¯
ε,i1
1 (s))ds
− P ii1Dεj1π<(uε,j13 + uε,j14 ,
∫ t
0
P εt−su
ε,i1
1 ds) + P
ii1Dj1π<(u¯
ε,j1
3 + u¯
ε,j1
4 ,
∫ t
0
Pt−su¯
ε,j1
1 ds)‖1/2+β
=I1 + I2 + I3 + I4.
It is sufficient to estimate I1, I2 and the desired estimate for I3 and I4 can be obtained similarly.
Since by the assumption on h we know that suppFuε1 ⊂ {ξ : |ξ| ≤ L0/2ε}, which by Lemmas
3.5-3.8 deduce that for 1
2
> β + δ
2
+ δ0 + κ
I2 . t
1
4
−
δ0+β+κ+
δ
2
2 (‖uε3 + uε4− u¯ε3− u¯ε4‖1/2−δ0CεW + εκ/2‖u¯ε3 + u¯ε4‖1/2−δ0CεW + ‖u¯ε3+ u¯ε4‖1/2−δ0δCεW ).
(3.35)
For I1 one has the following estimate
I1 .
∫ t
0
εκ/2(t− s)−1− δ/2+β+κ2 ‖uε1(s)‖−1/2−δ/2‖uε3(t) + uε4(t)− uε3(s)− uε4(s)‖κ/2ds+
∫ t
0
(t− s)−1− δ/2+β+κ2
‖uε1(s)‖−1/2−δ/2‖uε3(t) + uε4(t)− uε3(s)− uε4(s)− (u¯ε3(t) + u¯ε4(t)− u¯ε3(s)− u¯ε4(s))‖κ/2ds
+
∫ t
0
(t− s)−1− δ/2+β+κ2 ‖uε1(s)− u¯ε1(s)‖−1/2−δ/2‖u¯ε3(t) + u¯ε4(t)− u¯ε3(s)− u¯ε4(s)‖κ/2ds.
Moreover Lemmas 3.2, 3.3 and 3.4 imply that for t > s > 0
‖uε3(t) + uε4(t)− uε3(s)− uε4(s)‖κ/2
.‖(P εt − P εs )(Puε0 − uε1(0))‖κ/2 + ‖
∫ s
0
(P εt−r − P εs−r)Gε(r)dr‖κ/2 + ‖
∫ t
s
P εt−rG
ε(r)dr‖κ/2
.(t− s)b0s−(z+2κ+2b0)/2‖uε0 − uε1(0)‖−z + (t− s)b/2
∫ s
0
(s− r)−(3/2+δ/2+2κ+b)/2‖Gε(r)‖−3/2−δ/2−κ/2dr
+ (t− s)b1(
∫ t
s
‖P εt−rGε(r)‖
1
1−b1
κ/2 dr)
1−b1
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.(t− s)b0s−(z+2κ+2b0)/2‖uε0 − uε1(0)‖−z + (t− s)b/2
∫ s
0
(s− r)−(3/2+δ/2+2κ+b)/2‖Gε(r)‖−3/2−δ/2−κ/2dr
+ (t− s)b1(
∫ t
s
(t− r)− 3/2+δ/2+2κ2(1−b1) ‖Gε(r)‖
1
1−b1
−3/2−δ/2−κ/2dr)
1−b1 ,
and
‖uε3(t) + uε4(t)− uε3(s)− uε4(s)− (u¯ε3(t) + u¯ε4(t)− u¯ε3(s)− u¯ε4(s))‖κ/2
.‖P εt − P εs − (Pt − Ps)(Puε0 − uε1(0))‖κ/2 + ‖(Pt − Ps)(Puε0 − uε1(0)− Pu0 + u¯ε1(0))‖κ/2
+ ‖
∫ s
0
[(P εt−r − P εs−r)Gε(r)− (Pt−r − Ps−r)G¯ε(r)]dr‖κ/2 + ‖
∫ t
s
(P εt−rG
ε(r)− Pt−rG¯ε(r))dr‖κ/2
.[((t− s)2b0s−(z+2κ+4b0)/2) ∧ (εκs−(z+2κ)/2)]‖uε0 − uε1(0)‖−z + ‖(Pt − Ps)(Puε0 − uε1(0)− Pu0 + u¯ε1(0))‖κ/2
+ ‖
∫ s
0
[(P εt−r − P εs−r)Gε(r)− (Pt−r − Ps−r)G¯ε(r)]dr‖κ/2 + ‖
∫ t
s
(P εt−rG
ε(r)− Pt−rG¯ε(r))dr‖κ/2
.(t− s)b0s−(z+2κ+2b0)/2(εκ/2‖uε0 − uε1(0)‖−z + ‖uε0 − u0 − uε1(0) + u¯ε1(0)‖−z)
+ (t− s)b/2
∫ s
0
(s− r)−(3/2+δ/2+2κ+b)/2(εκ/2‖Gε(r)‖−3/2−δ/2−κ/2 + ‖Gε(r)− G¯ε(r)‖−3/2−δ/2−κ)dr
+ (t− s)b1(
∫ t
s
‖P εt−rGε(r)− Pt−rG¯ε(r)‖
1
1−b1
κ/2 dr)
1−b1
.(t− s)b0s−(z+2κ+2b0)/2(εκ/2‖uε0 − uε1(0)‖−z + ‖uε0 − u0 − uε1(0) + u¯ε1(0)‖−z)
+ (t− s)b/2
∫ s
0
(s− r)−(3/2+δ/2+2κ+b)/2(εκ/2‖Gε(r)‖−3/2−δ/2−κ/2 + ‖Gε(r)− G¯ε(r)‖−3/2−δ/2−κ)dr
+ (t− s)b1(
∫ t
s
(t− r)− 3/2+δ/2+2κ2(1−b1) (εκ/2‖Gε(r)‖−3/2−δ/2−κ/2 + ‖Gε(r)− G¯ε(r)‖−3/2−δ/2−κ)
1
1−b1 dr)1−b1 ,
where δ/2 + β + 2κ < 2b0 < 2− z − 2κ, δ/2 + β + 2κ < b < 1/2− 2κ− δ/2, 12(δ/2 + β + 2κ) <
b1 < [1− (δ + z + 2κ)] ∧ 12(1/2− δ/2− 2κ) and
Gε =
3∑
i1,j=1
P ii1Dεj [u
ε,i1
1 ⋄ uε,j2 + uε,i12 ⋄ uε,j1 + uε,i11 ⋄ (uε,j3 + uε,j4 ) + (uε,i13 + uε,i14 ) ⋄ uε,j1
+ uε,i12 ⋄ uε,j2 + uε,i12 (uε,j3 + uε,j4 ) + uε,j2 (uε,i13 + uε,i14 ) + (uε,i13 + uε,i14 )(uε,j3 + uε,j4 )].
Thus we obtain that
I1 .(ε
κ/2CεW + δC
ε
W )
[ ∫ t
0
(t− s)−1− δ/2+β+2κ2 +b0s−(z+2κ+2b0)/2ds(‖uε0 − uε1(0)‖−z + ‖u0 − u¯ε1(0)‖−z)
+
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b/2
∫ s
0
(s− r)−(3/2+δ/2+2κ+b)/2(‖Gε(r)‖−3/2−δ/2−κ/2
+ ‖G¯ε(r)‖−3/2−δ/2−κ/2)drds+
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b1(
∫ t
s
(t− r)− 3/2+δ/2+2κ2(1−b1) (‖Gε(r)‖
1
1−b1
−3/2+δ/2+κ/2
+ ‖G¯ε(r)‖
1
1−b1
−3/2−δ/2−κ/2)dr)
1−b1ds
]
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+ CεW (
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b0s−(z+2κ+2b0)/2ds‖uε0 − uε1(0)− (u0 − u¯ε1(0))‖−z
+
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b/2
∫ s
0
(s− r)−(3/2+δ/2+2κ+b)/2‖Gε(r)− G¯ε(r)‖−3/2−δ/2−κdsdr
+
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b1(
∫ t
s
(t− r)− 3/2+δ/2+2κ2(1−b1) ‖Gε(r)− G¯ε(r)‖
1
1−b1
−3/2−δ/2−κdr)
1−b1ds)
.(εκ/2CεW + δC
ε
W )
[ ∫ t
0
(t− s)−1− δ/2+β+2κ2 +b0s−(z+2κ+2b0)/2ds(‖uε0 − uε1(0)‖−z + ‖u0 − u¯ε1(0)‖−z)
+
∫ t
0
(t− r)− 34− δ+β+4κ2
∫ 1
0
(1− l)−1− δ/2+β+2κ2 +b/2l−(3/2+δ/2+2κ+b)/2dl
(‖Gε(r)‖−3/2−δ/2−κ/2 + ‖G¯ε(r)‖−3/2−δ/2−κ/2)dr
+ (
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b1ds)b1(
∫ t
0
∫ r
0
(t− s)−1− δ/2+β+2κ2 +b1(t− r)− 3/2+δ/2+2κ2(1−b1) (‖Gε(r)‖
1
1−b1
−3/2−δ/2−κ/2
+ ‖G¯ε(r)‖
1
1−b1
−3/2−δ/2−κ/2)dsdr)
1−b1
]
+ CεW (
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b0s−(z+2κ+2b0)/2ds‖uε0 − uε1(0)− (u0 − u¯ε1(0))‖−z
+
∫ t
0
(t− r)− 34− δ+β+4κ2
∫ 1
0
(1− l)−1− δ/2+β+2κ2 +b/2l−(3/2+δ/2+2κ+b)/2dl‖Gε(r)− G¯ε(r)‖−3/2−δ/2−κdr
+ (
∫ t
0
(t− s)−1− δ/2+β+2κ2 +b1ds)b1(
∫ t
0
∫ r
0
(t− s)−1− δ/2+β+2κ2 +b1(t− r)− 3/2+δ/2+2κ2(1−b1)
‖Gε(r)− G¯ε(r)‖
1
1−b1
−3/2−δ/2−κdsdr)
1−b1).
(3.36)
Hence (3.35) and (3.36) yield that
‖F ε(t)− F¯ ε(t)‖1/2+β
.t
1
4
−
δ0+β+κ+
δ
2
2 [‖uε3 + uε4 − u¯ε3 − u¯ε4‖1/2−δ0CεW + (εκ/2CεW + δCεW )‖u¯ε3 + u¯ε4‖1/2−δ0 ]
+ (εκ/2CεW + δC
ε
W )
[
t−
δ/2+β+z
2
−2κ(‖uε0 − uε1(0)‖−z + ‖u0 − u¯ε1(0)‖−z)
+
∫ t
0
(t− r)− 34− δ+β+4κ2 (‖Gε(r)‖−3/2−δ/2−κ/2 + ‖G¯ε(r)‖−3/2−δ/2−κ/2)dr
+ (
∫ t
0
(t− r)− 3/2+δ/2+2κ2(1−b1) (‖Gε(r)‖
1
1−b1
−3/2−δ/2−κ/2 + ‖G¯ε(r)‖
1
1−b1
−3/2−δ/2−κ/2)dr)
1−b1
]
+ t−
δ/2+β+z
2
−2κ‖uε0 − uε1(0)− (u0 − u¯ε1(0))‖−zCεW + CεW
∫ t
0
(t− r)− 34− δ+β+4κ2 ‖Gε(r)− G¯ε(r)‖−3/2−δ/2−κdr
+ (
∫ t
0
(t− r)− 3/2+δ/2+2κ2(1−b1) ‖Gε(r)− G¯ε(r)‖
1
1−b1
−3/2−δ/2−κdr)
1−b1CεW ,
(3.37)
and by a similar argument as (3.6), (3.28) we deduce that
‖Gε‖−3/2−δ/2−κ/2 . (1 + (CεW )3)(1 + ‖uε,♯‖1/2+β + ‖uε4‖1/2−δ0) + ‖uε4‖2δ,
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and
‖Gε(r)− G¯ε(r)‖−3/2−δ/2−κ
.(δCεW + ε
κ/2(CεW + C¯
ε
W + 1))(1 + (C
ε
W )
2 + (C¯εW )
2)(1 + ‖u¯ε,♯‖1/2+β + ‖u¯ε4‖1/2−δ0 + ‖uε4‖1/2−δ0)
+ ‖uε4 − u¯ε4‖1/2−δ0(1 + C¯εW + (CεW )2) + ‖uε4 − u¯ε4‖δ(‖uε4‖δ + ‖u¯ε4‖δ) + εκ/2‖u¯ε4‖2δ
+ CεW‖uε,♯ − u¯ε,♯‖1/2+β .
A similar argument as (3.37) deduce that
‖F ε(t)− F¯ ε(t)‖δ
.t
1
4
− δ
4
−κ
2 (‖uε3(t) + uε4(t)− u¯ε3(t)− u¯ε4(t)‖δCεW + (εκ/2CεW + δCεW )‖u¯ε3(t) + u¯ε4(t)‖δ)
+ (εκ/2CεW + δC
ε
W )
[
t
1
4
− 3δ
4
− z
2
−κ
2 (‖uε0 − uε1(0)‖−z + ‖u0 − u¯ε1(0)‖−z)
+
∫ t
0
(t− r)− 1+2δ+κ2 (‖Gε(r)‖−3/2−δ/2−κ/2 + ‖G¯ε(r)‖−3/2−δ/2−κ/2)dr
+ (
∫ t
0
(t− r)− 1+2δ+2κ2 (‖Gε(r)‖−3/2−δ/2−κ/2 + ‖G¯ε(r)‖−3/2−δ/2−κ/2)dr)
]
+ t
1
4
− 3δ
4
− z
2
−κ
2 ‖uε0 − uε1(0)− (u0 − u¯ε1(0))‖−z +
∫ t
0
(t− r)− 1+2δ+κ2 ‖Gε(r)− G¯ε(r)‖−3/2−δ/2−κdr
+
∫ t
0
(t− r)− 1+2δ+2κ2 ‖Gε(r)− G¯ε(r)‖−3/2−δ/2−κdr,
(3.38)
where the only difference is that we use ‖u3(t) + u4(t) − u3(s) − u4(s)‖−1/2+3δ/2+κ to control
‖F ε − F¯ ε‖δ.
Estimate of uε,i4 − u¯ε,i4
By paracontrolled ansatz and Lemma 3.2 we get that
‖uε,i4 − u¯ε,i4 ‖1/2−δ0 .
3∑
i1,j=1
(tδ/4‖uε,i13 + uε,i14 − u¯ε,i13 − u¯ε,i14 ‖1/2−δ0CεW
+ ‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0‖Kε,j − K¯ε,j‖3/2−δ
+ εκ/2‖u¯ε,i13 + u¯ε,i14 ‖1/2−δ0‖K¯ε,j‖3/2−δ) + ‖uε,♯,i − u¯ε,♯,i‖1/2−δ0 ,
which by (3.26) shows that for t small enough (only depending on CεW )
‖uε,i4 − u¯ε,i4 ‖1/2−δ0 .δCεW (CεW + C¯εW + ‖u¯ε4‖1/2−δ0) + εκ/2C¯εW (C¯εW + ‖u¯ε4‖1/2−δ0)
+ ‖uε,♯,i − u¯ε,♯,i‖1/2−δ0 .
(3.39)
Similarly, one has for t small enough (only depending on CεW )
‖uε,i4 − u¯ε,i4 ‖δ .δCεW (CεW + C¯εW + ‖u¯ε4‖δ) + εκ/2C¯εW (C¯εW + ‖u¯ε4‖δ) + ‖uε,♯,i − u¯ε,♯,i‖δ. (3.40)
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Then by (3.20), (3.21), (3.24) (3.25), (3.28) and (3.37) we get that for δ + z + κ < 1, t small
enough and t ≤ τL ∧ τ εL1 ∧ ρεL2 ∧ ρ¯εL3 with L, L1, L2, L3 ≥ 0
tδ+z+κ‖uε,♯(t)− u¯ε,♯(t)‖1/2+β
.(εκ/2(CεW + 1) + δC
ε
W )(‖Puε0 − uε1(0)‖−z + ‖Pu0 − u¯ε1(0)‖−z)
+ (CεW + 1)‖Puε0 − uε1(0)− (Pu0 − u¯ε1(0))‖−z
+ tδ+z+κ
∫ t
0
(t− s)−3/4−δ−β/2−3κ/2s−(δ+z+κ)sδ+z+κ(εκ/2‖φ¯ε,♯‖−1−2δ−2κ + ‖φε,♯ − φ¯ε,♯‖−1−2δ−2κ)ds
+ CεW t
1
4
−
δ0+β+κ+
δ
2
2 tδ+z+κ‖uε4 − u¯ε4‖1/2−δ0 + (εκ/2(CεW + C¯εW + 1) + δCεW )C(CεW , C¯εW , ‖uε0‖−z, ‖u0‖−z)
+ C(CεW , C¯
ε
W )
∫ t
0
(t− r)− 34− δ+β+4κ2 (‖uε4 − u¯ε4‖1/2−δ0 + ‖uε4 − u¯ε4‖δ(‖uε4‖δ + ‖u¯ε4‖δ)
+ ‖uε,♯ − u¯ε,♯‖1/2+β)dr + C(CεW , C¯εW )(
∫ t
0
(t− r)− 3/2+δ/2+2κ2(1−b1) ‖Gε(r)− G¯ε(r)‖
1
1−b1
−3/2−δ/2−κdr)
1−b1
.(εκ/2(L2 + 1) + δC
ε
W )(‖uε0 − uε1(0)‖−z + ‖u0 − u¯ε1(0)‖−z) + (L2 + 1)‖uε0 − uε1(0)− (u0 − u¯ε1(0))‖−z
+ tδ+z+κC(L2, L3)
∫ t
0
(t− s)−3/4−δ−β/2−3κ/2s−(δ+z+κ)sδ+z+κ(‖uε,♯ − u¯ε,♯‖1/2+β
+ ‖uε,♯ − u¯ε,♯‖δ(‖uε,♯‖δ + ‖u¯ε,♯‖δ))ds
+ L2t
1
4
−
δ0+β+κ+
δ
2
2 tδ+z+κ‖uε,♯ − u¯ε,♯‖1/2+β + (εκ/2(L2 + L3 + 1) + δCεW )C(L, L1, L2, L3)
+ tδ+z+κC(L2, L3)
∫ t
0
(t− r)− 34− δ+β+4κ2 (‖uε,♯ − u¯ε,♯‖1/2+β + ‖uε,♯ − u¯ε,♯‖δ(‖uε,♯‖δ + ‖u¯ε,♯‖δ))dr
+ tδ+z+κC(L2, L3)
( ∫ t
0
(t− r)− 3/2+δ/2+2κ2(1−b1) [‖uε,♯ − u¯ε,♯‖1/2+β
+ ‖uε,♯ − u¯ε,♯‖δ(‖uε,♯‖δ + ‖u¯ε,♯‖δ)]
1
1−b1 dr
)1−b1 ,
(3.41)
where we used the condition on β to deduce −3/4− δ− β/2− 3κ/2 > −1, 1/2+β+z
2
≤ δ+ z and
δ + z + κ − δ/2+β+z
2
− 2κ ≥ 0. Hence for T1 small enough and T1 ≤ τL ∧ τ εL1 ∧ ρεL2 ∧ ρ¯εL3 there
exists some θ > 0 such that
sup
t∈[0,T1]
tδ+z+κ‖uε,♯(t)− u¯ε,♯(t)‖1/2+β
.(εκ/2(L2 + 1) + δC
ε
W )(‖uε0 − uε1(0)‖−z + ‖uε0 − u¯ε1(0)‖−z)
+ (L2 + 1)‖uε0 − u¯ε1(0)− (u0 − u¯ε1(0))‖−z + (εκ/2(L2 + L3 + 1) + δCεW )C(L, L1, L2, L3)
+ T θ1C(L, L1, L2, L3)( sup
t∈[0,T1]
tδ+z+κ‖uε,♯ − u¯ε,♯‖1/2+β + sup
t∈[0,T1]
t
δ+z+κ
2 ‖uε,♯ − u¯ε,♯‖δ),
(3.42)
By a similar argument as (3.42) (3.16) and using (3.28) (3.38)-(3.40) we also obtain that for
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0 < 5κ < 1− z − 4δ
sup
t∈[0,T ]
t
δ+z+κ
2 ‖uε,♯(t)− u¯ε,♯(t)‖δ
.(εκ/2(L2 + 1) + δC
ε
W )(‖uε0 − uε1(0)‖−z + ‖u0 − u¯ε1(0)‖−z)
+ (L2 + 1)‖Puε0 − uε1(0)− (Pu0 − u¯ε1(0))‖−z + (εκ/2(L2 + L3 + 1) + δCεW )C(L, L1, L2, L3)
+ T θ1C(L, L1, L2, L3)( sup
t∈[0,T1]
tδ+z+κ‖uε,♯ − u¯ε,♯‖1/2+β + sup
t∈[0,T1]
t
δ+z+κ
2 ‖uε,♯ − u¯ε,♯‖δ).
(3.43)
Combining (3.42,3.43) we deduce that for T1 small enough and T1 ≤ τL ∧ τ εL1 ∧ ρεL2 ∧ ρ¯εL3
sup
t∈[0,T1]
(tδ+z+κ‖uε,♯ − u¯ε,♯‖1/2+β + t δ+z+κ2 ‖uε,♯(t)− u¯ε,♯(t)‖δ)
.(L2 + 1)‖uε0 − u0‖−z + (εκ/2(L2 + L3 + 1) + δCεW )C(L, L1, L2, L3),
(3.44)
which by (3.28) (3.39), (3.40) implies that
sup
t∈[0,T1]
tδ+z+κ‖φε,♯ − φ¯ε,♯‖−1−2δ−2κ
.C(L, L1, L2, L3)‖uε0 − u0‖−z + (εκ/2(L2 + L3 + 1) + δCεW )C(L, L1, L2, L3).
(3.45)
Moreover by paracontrolled ansatz and Lemmas 3.7, 3.8 one also has that
‖uε,i4 (t)− u¯ε,i4 (t)‖−z .
3∑
i1,j=1
(tδ/4‖uε,i13 + uε,i14 − u¯ε,i13 − u¯ε,i14 ‖−zCεW
+ ‖u¯ε,i13 + u¯ε,i14 ‖−z‖Kε,j − K¯ε,j‖3/2−δ
+ εκ/2‖u¯ε,i13 + u¯ε,i14 ‖−z‖K¯ε,j‖3/2−δ) + ‖uε,♯,i − u¯ε,♯,i‖−z,
which combining with Lemmas 2.6, 3.2, 3.3, (3.17), (3.25), (3.44), (3.45) implies that for T1
small enough, T1 ≤ τL ∧ τ εL1 ∧ ρεL2 ∧ ρ¯εL3 and t ∈ [0, T1]
‖uε,i4 (t)− u¯ε,i4 (t)‖−z .(δCεW + εκ/2)C(L, L1, L2, L3) + ‖uε,♯,i(t)− u¯ε,♯,i(t)‖−z
.(δCεW + ε
κ/2)C(L, L1, L2, L3) + ε
κ/2‖Puε0 − uε1(0)‖−z
+ ‖Puε0 − uε1(0)− (Pu0 − u¯ε1(0))‖−z
+
∫ t
0
(t− s)− 1+2δ+3κ−z2 s−(δ+z+κ)sδ+z+κ(εκ/2‖φ¯ε,♯(s)‖−1−2δ−2κ
+ ‖φε,♯ − φ¯ε,♯‖−1−2δ−2κ)ds+ ‖F ε − F¯ ε‖−z
.(δCεW + ε
κ/2 + ‖uε0 − u0‖−z)C(L, L1, L2, L3) + L2t
1
4
− δ
4‖uε,i4 (t)− u¯ε,i4 (t)‖−z.
Here in the last inequality we used
‖F¯ ε(t)− F ε(t)‖−z
.(εκ/2 + δCεW )(C(C
ε
W )
∫ t
0
(t− s)− 3/2+δ/2−z+κ2 s− δ+κ+z2 ds sup
s∈[0,t]
s
δ+κ+z
2 ‖uε3 + uε4‖δ + t
1
4
− δ
4‖uε3 + uε4‖−zCεW )
+ C(CεW , C¯
ε
W )
∫ t
0
(t− s)− 3/2+δ/2−z+κ2 s− δ+κ+z2 ds sup
s∈[0,t]
s
δ+κ+z
2 ‖uε3 + uε4 − (u¯ε3 + u¯ε4)‖δ
+ t
1
4
− δ
4‖uε3 + uε4 − (u¯ε3 + u¯ε4)‖−zCεW ).
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Hence we obtain that for T1 small enough and T1 ≤ τL ∧ τ εL1 ∧ ρεL2 ∧ ρ¯εL3
sup
t∈[0,T1]
‖uε,i4 (t)− u¯ε,i4 (t)‖−z .(δCεW + εκ/2 + ‖uε0 − u0‖−z)C(L, L1, L2, L3).
We can extend the time to τL ∧ τ εL1 ∧ ρεL2 ∧ ρ¯εL3 as we did in Subsection 3.2. By a similar
argument as (3.19) and results in Section 4 we get that δCεW →P 0 as ε→ 0. Since
sup
t∈[0,τL∧ρ¯
ε
L3
]
‖u¯ε(t)− u(t)‖−z →P 0,
we obtain that if ‖uε0 − u0‖−z → 0,
sup
t∈[0,τL∧τ
ε
L1
∧ρεL2
∧ρ¯εL3
]
‖uε(t)− u(t)‖−z →P 0, ε→ 0
Proof of Theorem 1.3 It is sufficient to show that for every ǫ > 0, L > 0
lim
ε→0
P ( sup
t∈[0,τL]
‖uε − u‖−z > ǫ) = 0.
We have the following estimates:
P ( sup
t∈[0,τL]
‖uε − u‖−z > ǫ)
≤P ( sup
t∈[0,τL∧τεL1
∧ρεL2
∧ρ¯εL3
]
‖uε − u‖−z > ǫ) + P (τL ∧ ρεL2 ∧ ρ¯εL3 > τ εL1) + P (τL > ρεL2) + P (τL > ρ¯εL3).
The first term goes to zero by above proof. Also for L1 > L+ ǫ
P (τL ∧ ρεL2 ∧ ρ¯εL3 > τ εL1) ≤ P ( sup
t∈[0,τL∧τ
ε
L1
∧ρεL2
∧ρ¯εL3
]
‖uε − u‖−z > ǫ),
which goes to zero by above proof. The last two terms go to zero uniformly over ε ∈ (0, 1) as
L2, L3 go to ∞. Thus the result follows. 
4 Convergence of renormalisation terms
In the following we use notation X, X¯ to represent u1, u¯1 in the calculation respectively and
fˆ(k) = (2π)−
3
2
∫
T3
f(x)eıx·kdx for k ∈ Z3. To simplify the arguments below, we assume that
Wˆ (0) = 0 and restrict ourselves to the flow of
∫
T3
u(x)dx = 0. Then
Xε,it =
∫ t
−∞
3∑
i1=1
P ii1P εt−sHεdW
i1
s =
∑
k∈Z3\{0}
Xˆε,it (k)ek
is a centered Gaussian process with covariance function given by
E[Xˆε,it (k)Xˆ
ε,j
s (k
′)] = 1k+k′=0
3∑
i1=1
e−|k|
2f(εk)|t−s|h(εk)2
2|k|2f(εk) Pˆ
ii1(k)Pˆ ji1(k),
41
and Xˆt(0) = 0, where ek(x) = (2π)
−3/2eıx·k, x ∈ T3 and Pˆ ii1(k) = δii1 − k
iki1
|k|2
for k ∈ Z3\{0}.
Moreover, X¯ε,it =
∫ t
−∞
∑3
i1=1
P ii1Pt−sHεdW
i1 =
∑
k∈Z3\{0}
ˆ¯Xε,it (k)ek is a centered Gaussian
process with covariance function given by
E[ ˆ¯Xε,it (k)
ˆ¯Xε,js (k
′)] = 1k+k′=0
3∑
i1=1
e−|k|
2|t−s|h(εk)2
2|k|2 Pˆ
ii1(k)Pˆ ji1(k),
and ˆ¯Xt(0) = 0. We also have for t ≤ s
E[Xˆε,it (k)
ˆ¯Xε,js (k
′)] = 1k+k′=0
3∑
i1=1
e−|k|
2(s−t)h(εk)2
|k|2(f(εk) + 1) Pˆ
ii1(k)Pˆ ji1(k),
and for t > s
E[Xˆε,it (k)
ˆ¯Xε,js (k
′)] = 1k+k′=0
3∑
i1=1
e−|k|
2(t−s)f(εk)h(εk)2
|k|2(f(εk) + 1) Pˆ
ii1(k)Pˆ ji1(k).
In this section we will prove that for i, i1, j, j2 = 1, 2, 3, u
ε,i
1 − u¯ε,i1 → 0 in C([0, T ]; C−1/2−δ/2),
uε,i1 ⋄ uε,j1 − u¯ε,i1 ⋄ u¯ε,j1 → 0 in C([0, T ]; C−1−δ), uε,i1 ⋄ uε,j2 − u¯ε,i1 ⋄ u¯ε,j2 → 0 in C([0, T ]; C−1/2−δ),
uε,i2 ⋄ uε,j2 − u¯ε,i2 ⋄ u¯ε,j2 → 0 in C([0, T ]; C−δ), π0,⋄(uε,i3 , uε,j1 )− π0,⋄(u¯ε,i3 , u¯ε,j1 )→ 0 in C([0, T ]; C−δ),
π0,⋄(P
ii1DεjK
ε,j, uε,j21 )−π0,⋄(P ii1DjK¯ε,j, u¯ε,j21 )→ 0 in C([0, T ]; C−δ) and π0,⋄(P ii1DεjKε,i1, uε,j21 )−
π0,⋄(P
ii1DjK¯
ε,i1, u¯ε,j21 )→ 0 in C([0, T ]; C−δ), as ε→ 0.
Now we introduce the following notations: k1...n =
∑n
i=1 ki. To obtain the results we first
recall the following two lemmas from [ZZ14] for our later use:
Lemma 4.1 ([ZZ14, Lemma 3.10]) Let 0 < l,m < d, l +m− d > 0. Then we have
∑
k1,k2∈Zd\{0},k1+k2=k
1
|k1|l|k2|m .
1
|k|l+m−d .
Lemma 4.2 ([ZZ14, Lemma 3.11]) For any 0 < η < 1, i, j, l = 1, 2, 3 we have
|e−|k12|2(t−s)ki12Pˆ jl(k12)− e−|k2|
2(t−s)ki2Pˆ
jl(k2)| . |k1|η|t− s|−(1−η)/2.
Here Pˆ ij(x) = δij − xi⊗xj|x|2 .
By a similar argument as the proof of Lemma 4.2 we have the following result.
Lemma 4.3 For any 0 < η < 1, i, j, l = 1, 2, 3 we have for |εki12| ≤ 3L0, |εki2| ≤ 3L0
|e−|k12|2(t−s)f˜(εk12)ki12g(εki12)Pˆ jl(k12)− e−|k2|
2(t−s)f˜(εk2)ki2g(εk
i
2)Pˆ
jl(k2)| . |k1|η|t− s|−(1−η)/2.
Here Pˆ ij(x) = δij − xi⊗xj|x|2 .
42
4.1 Convergence for uε1 − u¯ε1
In this subsection we consider the convergence of uε1 − u¯ε1.
For t1 < t2 we have
E|∆q[(uε,i1 (t2)− u¯ε,i1 (t2))− (uε,i1 (t1)− u¯ε,i1 (t1))]|2
.
∑
k
θ(2qk)2h(εk)2
∣∣∣∣ 1|k|2f(εk) − 4|k|2(f(εk) + 1) − e
−|k|2f(εk)|t2−t1|
|k|2f(εk) +
2e−|k|
2f(εk)|t2−t1|
|k|2(f(εk) + 1)
+
1
|k|2 +
2e−|k|
2|t2−t1|
|k|2(f(εk) + 1) −
e−|k|
2|t2−t1|
|k|2
∣∣∣∣
.
∑
k
θ(2qk)h(εk)2(
(ε|k|)2η
|k|2 ∧
|k|2η|t2 − t1|η
|k|2 ) . ε
η2q(2η+1)|t2 − t1|η/2.
(4.1)
Here η > 0 is small enough and in the second inequality we used |f(εk) − 1| . ε|k|, for
|εki| ≤ L0, i = 1, 2, 3, and |f(ξ)| ≥ cf > 0. Then by Gaussian hypercontractivity we have for
p > 1 that
E‖∆q[(uε,i1 (t2)− u¯ε,i1 (t2))− (uε,i1 (t1)− u¯ε,i1 (t1))]‖pLp
.
∫
T3
E(|∆q[(uε,i1 (t2)− u¯ε,i1 (t2))− (uε,i1 (t1)− u¯ε,i1 (t1))](x)|2)p/2dx
.εpη/22q(2η+1)p/2|t2 − t1|ηp/4,
which implies that for ǫ small enough
E[‖(uε,i1 (t2)− u¯ε,i1 (t2))− (uε,i1 (t1)− u¯ε,i1 (t1))‖pB−1/2−η−ǫp,p ]
.εpη/2|t2 − t1|ηp/4,
Then by Lemma 2.1 we obtain that for every δ > 0, p > 1, uε,i1 −u¯ε,i1 → 0 in Lp(Ω;C([0, T ]; C−1/2−δ/2))
as ε→ 0.
4.2 Convergence for uε,i1 ⋄ uε,j1 − u¯ε,i1 ⋄ u¯ε,j1
In this subsection we consider the convergence of uε,i1 ⋄uε,j1 . Recall that uε,i1 ⋄uε,j1 = uε,i1 uε,j1 −Cε,ij0
and u¯ε,i1 ⋄ u¯ε,j1 = u¯ε,i1 u¯ε,j1 − C¯ε,ij0 .
Take
Cε,ij0 = (2π)
−3
∑
k
h(εk)2
2|k|2f(εk)
3∑
i1=1
Pˆ ii1(k)Pˆ ji1(k)
and
C¯ε,ij0 = (2π)
−3
∑
k
h(εk)2
2|k|2
3∑
i1=1
Pˆ ii1(k)Pˆ ji1(k).
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For t1 < t2
E|∆q[(uε,i1 ⋄ uε,j1 (t2)− u¯ε,i1 ⋄ u¯ε,j1 (t2))− (uε,i1 ⋄ uε,j1 (t1)− u¯ε,i1 ⋄ u¯ε,j1 (t1))]|2
.
∑
k
∑
k12=k
θ(2−qk)2h(εk1)
2h(εk2)
2
∣∣∣∣ 12|k1|2|k2|2f(εk1)f(εk2) − 4|k1|2|k2|2(f(εk1) + 1)(f(εk2) + 1)
− e
−(|k1|2f(εk1)+|k2|2f(εk2))(t2−t1)
2|k1|2|k2|2f(εk1)f(εk2) +
2e−(|k1|
2+|k2|2)(t2−t1)
|k1|2|k2|2(f(εk1) + 1)(f(εk2) + 1) +
1
2|k1|2|k2|2
+
2e−(|k1|
2f(εk1)+|k2|2f(εk2))(t2−t1)
|k1|2|k2|2(1 + f(εk1))(1 + f(εk2)) −
e−(|k1|
2+|k2|2)(t2−t1)
2|k1|2|k2|2
∣∣∣∣
.
∑
k
∑
k12=k
θ(2−qk)2
[
(ε(|k1|+ |k2|))2η
|k1|2|k2|2 ∧
(t2 − t1)η(|k1|2η + |k2|2η)
|k1|2|k2|2
]
.εη(t2 − t1)η/2
∑
k
∑
k12=k
θ(2−qk)2
|k1|2η + |k2|2η
|k1|2|k2|2
.εη(t2 − t1)η/22(2η+2)q .
Here η > 0 is small enough and in the last inequality we used Lemma 4.1. Then by Gaussian
hypercontractivity and Lemma 2.1 we obtain that for every δ > 0, p > 1, uε,i1 ⋄uε,j1 −u¯ε,i1 ⋄u¯ε,j1 → 0
in Lp(Ω;C([0, T ]; C−1−δ)).
4.3 Convergence for uε1 ⋄ uε2 − u¯ε1 ⋄ u¯ε2
In this subsection we focus on uε1u
ε
2 and prove that u
ε,i
1 ⋄uε,j2 − u¯ε,i1 ⋄ u¯ε,j2 → 0 in C([0, T ]; C−1/2−δ)
for i, j = 1, 2, 3. Recall that for i, j = 1, 2, 3,
uε,j1 ⋄ uε,i2 = uε,j1 uε,i2 +
3∑
i1=1
uε,i11 (C
ε,i,i1,j(t) + C˜ε,i,i1,j(t)),
and
u¯ε,j1 ⋄ u¯ε,i2 = u¯ε,j1 u¯ε,i2 .
Now we have the following identity: for t ∈ [0, T ], i, j = 1, 2, 3
u¯ε,j1 u¯
ε,i
2 (t)− uε,j1 uε,i2 (t)
=
(2π)−3
2
3∑
i1,i2=1
∑
k∈Z3\{0}
∑
k123=k
[ ∫ t
0
e−|k12|
2(t−s)f(εk12)ki212g(εk
i2
12) : Xˆ
ε,i1
s (k1)Xˆ
ε,i2
s (k2)Xˆ
ε,j
t (k3) : dsPˆ
ii1(k12)
−
∫ t
0
e−|k12|
2(t−s)ıki212 :
ˆ¯Xε,i1s (k1)
ˆ¯Xε,i2s (k2)
ˆ¯Xε,jt (k3) : dsPˆ
ii1(k12)
]
ek
+
(2π)−3
2
3∑
i1,i2,i3=1
∑
k1,k2∈Z3\{0}
[ ∫ t
0
e−f(εk12)|k12|
2(t−s)g(εki212)k
i2
12Xˆ
ε,i1
s (k1)
e−f(εk2)|k2|
2(t−s)h(εk2)
2
2|k2|2f(εk2) ds
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−
∫ t
0
e−|k12|
2(t−s)ıki212
ˆ¯Xε,i1s (k1)
e−|k2|
2(t−s)h(εk2)
2
2|k2|2 ds
]
Pˆ ii1(k12)Pˆ
i2i3(k2)Pˆ
ji3(k2)ek1
+
(2π)−3
2
3∑
i1,i2,i3=1
∑
k1,k2∈Z3\{0}
[ ∫ t
0
e−f(εk12)|k12|
2(t−s)g(εki212)k
i2
12Xˆ
ε,i2
s (k2)
e−f(εk1)|k1|
2(t−s)h(εk1)
2
2|k1|2f(εk1) ds
−
∫ t
0
e−|k12|
2(t−s)ıki212
ˆ¯Xε,i2s (k2)
e−|k1|
2(t−s)h(εk1)
2
2|k1|2 ds
]
Pˆ ii1(k12)Pˆ
i1i3(k1)Pˆ
ji3(k1)ek2
=I1t + I
2
t + I
3
t .
Term in the first chaos: First we consider I2t −
∑3
i1=1
Xε,i1t C
ε,i,i1,j(t) and we have
I2t −
3∑
i1=1
Xε,i1t C
ε,i,i1,j(t) = I2t − I˜2t + I˜2t −
3∑
i1=1
Xε,i1t C
ε,i,i1,j(t) +
3∑
i1=1
X¯ε,i1t C¯
ε,i,i1,j(t),
where
I˜2t =
(2π)−3
2
3∑
i1,i2,i3=1
∑
k1,k2∈Z3\{0}
[
Xˆε,i1t (k1)ek1
∫ t
0
e−|k12|
2(t−s)f(εk12)ki212g(εk
i2
12)
e−|k2|
2(t−s)f(εk2)
2|k2|2f(εk2) h(εk2)
2ds
− ˆ¯Xε,i1t (k1)ek1
∫ t
0
e−|k12|
2(t−s)ıki212
e−|k2|
2(t−s)
2|k2|2 h(εk2)
2ds
]
Pˆ ii1(k12)Pˆ
i2i3(k2)Pˆ
ji3(k2),
and as introduction
Cε,i,i1,j(t) =
(2π)−3
2
3∑
i2,i3=1
∑
k2∈Z3\{0}
∫ t
0
e−2|k2|
2(t−s)f(εk2)ki22 g(εk
i2
2 )
h(εk2)
2
2|k2|2f(εk2) Pˆ
ii1(k2)Pˆ
i2i3(k2)Pˆ
ji3(k2)ds
=
(2π)−3
4(a+ b)ε
3∑
i2,i3=1
∑
k2∈Z3\{0}
∫ t
0
e−2|k2|
2(t−s)f(εk2)(cos(aεki22 )− cos(bεki22 ))
h(εk2)
2
|k2|2f(εk2)
Pˆ ii1(k2)Pˆ
i2i3(k2)Pˆ
ji3(k2)ds
=
(2π)−3
4(a+ b)ε
3∑
i2,i3=1
∑
k2∈Z3\{0}
(1− e−2|k2|2tf(εk2))(cos(εaki22 )− cos(εbki22 ))
h(εk2)
2
2|k2|4f(εk2)2
Pˆ ii1(k2)Pˆ
i2i3(k2)Pˆ
ji3(k2)
→ (2π)
−3
8(a+ b)
3∑
i2,i3=1
∫
R3
(cos(axi2)− cos(bxi2)) h(x)
2
|x|4f(x)2 Pˆ
ii1(x)Pˆ i2i3(x)Pˆ ji3(x)dx,
as ε→ 0, and
C¯ε,i,i1,j(t) = (2π)−3
3∑
i2,i3=1
∑
k2∈Z3\{0}
∫ t
0
e−2|k2|
2(t−s)ıki22
h(εk2)
2
4|k2|2 Pˆ
ii1(k2)Pˆ
i2i3(k2)Pˆ
ji3(k2)ds = 0.
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By a straightforward calculation we obtain that for η > ǫ > 0 small enough
E[|∆q(I2t − I˜2t )|2]
.E
[∣∣∣∣
3∑
i1,i2,i3=1
∫ t
0
∑
k1
θ(2−qk1)ek1(a
ε,i1i2i3
k1
− a¯ε,i1i2i3k1 )(t− s)(Xˆε,i1s (k1)− Xˆε,i1t (k1))ds
∣∣∣∣2
]
+ E
[∣∣∣∣
3∑
i1,i2,i3=1
∫ t
0
∑
k1
θ(2−qk1)ek1a¯
ε,i1i2i3
k1
(t− s)(Xˆε,i1s (k1)− Xˆε,i1t (k1)− ˆ¯Xε,i1s (k1) + ˆ¯Xε,i1t (k1))ds
∣∣∣∣2
]
.
∑
k1
θ(2−qk1)
2
[
1
|k1|2−2η
(∫ t
0
∑
k2
εη/2(|k12|η/2 + |k2|η/2)|k12|e
−c¯f |k12|
2(t−s)−c¯f |k2|
2(t−s)
|k2|2 (t− s)
η/2ds
)2
+
εη
|k1|2−2η
(∫ t
0
∑
k2
|k12|e
−|k12|2(t−s)−|k2|2(t−s)
|k2|2 (t− s)
η/4ds
)2]
.εηt(η−ǫ)/22q(1+2η).
Here
aε,i1i2i3k1 (t− s) =
∑
k2
e−|k12|
2(t−s)f(εk12)ki212g(εk
i2
12)
e−|k2|
2(t−s)f(εk2)h(εk2)
2
|k2|2f(εk2) Pˆ
ii1(k12)Pˆ
i2i3(k2)Pˆ
ji3(k2),
a¯ε,i1i2i3k1 (t− s) =
∑
k2
e−|k12|
2(t−s)ıki212
e−|k2|
2(t−s)h(εk2)
2
|k2|2 Pˆ
ii1(k12)Pˆ
i2i3(k2)Pˆ
ji3(k2),
and in the second inequality we used that for η > 0 small enough
|e−|k12|2(t−s)f(εk12)−e−|k12|2(t−s)| . e−|k12|2c¯f (t−s)(1∧(t−s)η|f(εk12)−1|η|k12|2η) . e−|k12|2c¯f (t−s)|εk12|η/2,
(4.2)
and
|g(εki212)− ı| . |εk12|η/2, (4.3)
which imply that
|(aε,i1i2i3k1 − a¯ε,i1i2i3k1 )(t− s)| .
∑
k2
εη/2(|k12|η/2 + |k2|η/2)|k12|e
−|k12|2c¯f (t−s)−|k2|
2c¯f (t−s)
|k2|2 ,
where c¯f = cf ∧ 1. In the second inequality we also used that for η > 0 small enough
E|(Xˆε,i1s (k1)− Xˆε,i1t (k1))(Xˆε,i
′
1
s¯ (k
′
1)− Xˆε,i
′
1
t (k
′
1))|
≤1k1=k′1(E|(Xˆε,i1s (k1)− Xˆε,i1t (k1))|2)1/2(E|(Xˆ
ε,i′1
s¯ (k
′
1)− Xˆε,i
′
1
t (k
′
1))|2)1/2
.1k1=k′1(
h(εk1)
2
|k1|2f(εk1)(1− e
−|k1|2f(εk1)(t−s)))1/2(
h(εk′1)
2
|k′1|2f(εk′1)
(1− e−|k′1|2f(εk′1)(t−s¯)))1/2
.
h(εk1)
2
|k1|2 |k1|
2η|t− s|η/2|t− s¯|η/2,
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and by the estimates in Section 4.1
E((Xˆε,i1s (k1)− Xˆε,i1t (k1))− ( ˆ¯Xε,i1s (k1)− ˆ¯Xε,i1t (k1)))((Xˆε,i
′
1
s¯ (k
′
1)− Xˆε,i
′
1
t (k
′
1))− ( ˆ¯Xε,i
′
1
s¯ (k
′
1)− ˆ¯Xε,i
′
1
t (k
′
1)))
.1k1=k′1(E|(Xˆε,i1s (k1)− Xˆε,i1t (k1))− ( ˆ¯Xε,i1s (k1)− ˆ¯Xε,i1t (k1))|2)1/2
(E|(Xˆε,i′1s¯ (k′1)− Xˆε,i
′
1
t (k
′
1))− ( ˆ¯Xε,i
′
1
s¯ (k
′
1)− ˆ¯Xε,i
′
1
t (k
′
1))|2)1/2
.
h(εk1)
2
|k1|2 ε
η|k1|2η|t− s|η/4|t− s¯|η/4,
where in the last inequality we used (4.1). Moreover, we obtain that
E[|∆q(I˜2t −
3∑
i1=1
Xε,i1t C
ε,i,i1,j(t) +
3∑
i1=1
X¯ε,i1t C¯
ε,i,i1,j(t))|2]
.
∑
k1
h(εk1)
2h(εk2)
2
2|k1|2f(εk1) θ(2
−qk1)
2
[ 3∑
i1,i2,i3=1
∑
k2
∫ t
0
e−|k2|
2(t−s)f(εk2)
|k2|2f(εk2)(
e−|k12|
2(t−s)f(εk12)ki212g(εk
i2
12)Pˆ
ii1(k12)− e−|k2|2f(εk2)(t−s)ki22 g(εki22 )Pˆ ii1(k2)
)
Pˆ i2i3(k2)Pˆ
ji3(k2)
− e
−|k2|2(t−s)
|k2|2
(
e−|k12|
2(t−s)ıki212Pˆ
ii1(k12)− e−|k2|2(t−s)ıki22 Pˆ ii1(k2)
)
Pˆ i2i3(k2)Pˆ
ji3(k2)ds
]2
+
∑
k1
θ(2−qk1)
2 ε
η|k1|η
|k1|2
[ 3∑
i1,i2,i3=1
∑
k2
∫ t
0
e−|k2|
2(t−s)
|k2|2
(
e−|k12|
2(t−s)ıki212Pˆ
ii1(k12)
− e−|k2|2(t−s)ıki22 Pˆ ii1(k2)
)
Pˆ i2i3(k2)Pˆ
ji3(k2)ds
]2
= L1t + L
2
t ,
(4.4)
where we used
E|Xˆε,i1t (k1)− ˆ¯Xε,i1t (k1)|2 .
εη|k1|η
|k1|2 .
Now we consider
Et = e
−|k12|2(t−s)f(εk12)ki212g(εk
i2
12)Pˆ
ii1(k12)− e−|k2|2f(εk2)(t−s)ki22 g(εki22 )Pˆ ii1(k2) :
By Lemma 4.3 we have that if |εki12| ≤ L0 and |εki2| ≤ L0 for i = 1, 2, 3, then for 0 < η < 1
|Et| . |k1|η(t− s)−(1−η)/2,
which combining with the condition on h, Lemma 4.2, (4.2) and (4.3) we obtain that for η−ǫ > 0
small enough
|L1t | .
∑
k1
1
|k1|2 θ(2
−qk1)
(∑
k2
∫ t
0
[(t− s)−(1−η)/2|k1|η ∧ (t− s)−1/2(εη/2|k2|η/2 + εη/2|k12|η/2e−|k12|2(t−s)c¯f )]
e−|k2|
2(t−s)c¯f
|k2|2 ds
)2
.εη/2t(η−ǫ)/4
∑
k1
θ(2−qk1)
1
|k1|2−η . ε
η/2t(η−ǫ)/42q(1+η).
(4.5)
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By Lemma 4.2 we have for η − ǫ > 0
|L2t | .
∑
k1
εη|k1|η
|k1|2 θ(2
−qk1)
2(
∑
k2
∫ t
0
e−|k2|
2(t−s)
|k2|2 |k1|
η(t− s)−(1−η)/2ds)2 . εηtη−ǫ2q(1+3η),
which is the desired estimate.
Similarly, we obtain that
E[|∆q(I3t −
3∑
i2=1
Xε,i2t C˜
ε,i,i2,j(t))|2] . εηtη−ǫ2q(1+3η),
where
C˜ε,i,i2,j(t) =
(2π)−3
4
3∑
i1,i3=1
∑
k2∈Z3\{0}
∫ t
0
e−2|k2|
2(t−s)f(εk2)ki22 g(εk
i2
2 )
h(εk2)
2
|k2|2f(εk2) Pˆ
ii1(k2)Pˆ
i1i3(k2)Pˆ
ji3(k2)ds
→(2π)−3
3∑
i1,i3=1
∫
R3
(cos(axi2)− cos(bxi2)) h(x)
2
8(a+ b)|x|4f(x)2 Pˆ
ii1(x)Pˆ i1i3(x)Pˆ ji3(x)dx,
Term in the third chaos: Now we focus on the bounds for I1t . We obtain the following
inequalities:
E|∆qI1t |2
.
3∑
i1,i2=1
3∑
i′1,i
′
2=1
∑
k
θ(2−qk)2
∑
k123=k
Π3i=1
h(εki)
2
|ki|2f(εki)
∫ t
0
∫ t
0
∣∣∣∣(e−|k12|2(t−s)f(εk12)ki212g(εki212)− e−|k12|2(t−s)ıki212)
(e−|k12|
2(t−s¯)f(εk12)k
i′2
12g(εk
i′2
12)− e−|k12|
2(t−s¯)ık
i′2
12)Pˆ
ii1(k12)Pˆ
ii′1(k12)
∣∣∣∣dsds¯
+
3∑
i1,i2=1
3∑
i′1,i
′
2=1
∑
k
θ(2−qk)2
∑
k123=k
Π3i=1
h(εki)
2
|ki|2f(εki)
∫ t
0
∫ t
0
∣∣∣∣(e−|k12|2(t−s)f(εk12)ki212g(εki212)− e−|k12|2(t−s)ıki212)
(e−|k23|
2(t−s¯)f(εk23)k
i′2
23g(εk
i′2
23)− e−|k23|
2(t−s¯)ık
i′2
23)Pˆ
ii1(k12)Pˆ
ii′1(k23)
∣∣∣∣dsds¯
+
3∑
i1,i2=1
3∑
i′1,i
′
2=1
∑
k
θ(2−qk)2
∑
k123=k
∫ t
0
∫ t
0
∣∣∣∣e−|k12|2(t−s)ki212e−|k12|2(t−s¯)ki′212Pˆ ii1(k12)Pˆ ii′1(k12)
∣∣∣∣
E
∣∣∣∣[(: Xˆεs (k1)Xˆεs (k2)Xˆεt (k3) : − : ˆ¯Xεs (k1) ˆ¯Xεs (k2) ˆ¯Xεt (k3) :)
(: Xˆεs¯ (k1)Xˆ
ε
s¯ (k2)Xˆ
ε
t (k3) : − : ˆ¯Xεs¯ (k1) ˆ¯Xεs¯ (k2) ˆ¯Xεt (k3) :)]
∣∣∣∣dsds¯
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+
3∑
i1,i2=1
3∑
i′1,i
′
2=1
∑
k
θ(2−qk)2
∑
k123=k
∫ t
0
∫ t
0
∣∣∣∣e−|k12|2(t−s)ki212e−|k23|2(t−s¯)ki′223Pˆ ii1(k12)Pˆ ii′1(k12)
∣∣∣∣
E
∣∣∣∣(: Xˆεs (k1)Xˆεs (k2)Xˆεt (k3) : − : ˆ¯Xεs (k1) ˆ¯Xεs (k2) ˆ¯Xεt (k3) :)
(: Xˆεs¯ (k3)Xˆ
ε
s¯ (k2)Xˆ
ε
t (k1) : − : ˆ¯Xεs¯ (k3) ˆ¯Xεs¯ (k2) ˆ¯Xεt (k1) :)
∣∣∣∣dsds¯
=J1t + J
2
t + J
3
t + J
4
t ,
where we omit superscript of Xˆε in J3, J4 for simplicity. By (4.2) (4.3) we have for η > 0 small
enough
J1t .
∑
k
θ(2−qk)
∑
k123=k
Π3i=1
1
|ki|2
tη|k12|ηεη
|k12|2−2η
.
∑
k
θ(2−qk)
∑
k123=k
tηεη
|k3|2|k12|3−3η
.tηεη2q(1+3η),
and
J2t .
∑
k
θ(2−qk)
∑
k123=k
tηεη
|k1|2|k2|2|k3|2|k12|1−3η/2|k32|1−3η/2
.εη
∑
k
θ(2−qk)(
∑
k123=k
tη
|k1|2|k2|2|k3|2|k12|2−3η )
1/2(
∑
k123=k
tη
|k1|2|k2|2|k3|2|k32|2−3η )
1/2
.εηtη2q(1+3η),
where we used Lemma 4.1 in the last inequality. Since
E
∣∣(: Xˆεs (k1)Xˆεs (k2)Xˆεt (k3) : − : ˆ¯Xεs (k1) ˆ¯Xεs (k2) ˆ¯Xεt (k3) :)
(: Xˆεs¯ (k1)Xˆ
ε
s¯ (k2)Xˆ
ε
t (k3) : − : ˆ¯Xεs¯ (k1) ˆ¯Xεs¯ (k2) ˆ¯Xεt (k3) :)
∣∣
.(E| : Xˆεs (k1)Xˆεs (k2)Xˆεt (k3) : − : ˆ¯Xεs (k1) ˆ¯Xεs (k2) ˆ¯Xεt (k3) : |2)1/2
(E| : Xˆεs¯ (k1)Xˆεs¯ (k2)Xˆεt (k3) : − : ˆ¯Xεs¯ (k1) ˆ¯Xεs¯ (k2) ˆ¯Xεt (k3) : |2)1/2
.
∣∣∣∣ 18|k1|2|k2|2|k3|2f(εk1)f(εk2)f(εk3)
− 2|k1|2|k2|2|k3|2(1 + f(εk1))(1 + f(εk2))(1 + f(εk3)) +
1
8|k1|2|k2|2|k3|2
∣∣∣∣
.
(ε|k1|)η + (ε|k2|)η + (ε|k3|)η
|k1|2|k2|2|k3|2 ,
(4.6)
we have
J3t .
∑
k
θ(2−qk)
∑
k123=k
Π3i=1
tη
|ki|2
(ε|k1|)η + (ε|k2|)η + (ε|k3|)η
|k12|2−2η
.
∑
k
θ(2−qk)
∑
k123=k
(
tηεη
|k3|2|k12|3−3η +
tηεη
|k3|2−η|k12|3−2η
)
. tηεη2q(1+3η),
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where we used Lemma 4.1 in the second inequality. By a similar argument as (4.6) and Ho¨lder’s
inequality we have
J4t .
∑
k
θ(2−qk)
∑
k123=k
tηεη(|k1|η + |k2|η + |k3|η)
|k1|2|k2|2|k3|2|k12|1−η|k32|1−η
.εη
∑
k
θ(2−qk)(
∑
k123=k
tη(|k1|η + |k2|η + |k3|η)
|k1|2|k2|2|k3|2|k12|2−2η )
1/2(
∑
k123=k
tη(|k1|η + |k2|η + |k3|η)
|k1|2|k2|2|k3|2|k32|2−2η )
1/2
.εηtη2q(1+3η),
where we used Lemma 4.1 in the last inequality. By a similar calculation as above we also
obtain that there exist η, ǫ, γ > 0 small enough such that
E[|∆q(uε,i2 ⋄ uε,j1 (t1)− uε,i2 ⋄ uε,j1 (t2)− u¯ε,i2 ⋄ u¯ε,j1 (t1) + u¯ε,i2 ⋄ u¯ε,j1 (t2))|2] . εγ|t1 − t2|η2q(1+ǫ),
which by Gaussian hypercontractivity and Lemma 2.1 implies that for ǫ0 > 0 small enough and
p > 1
E[‖(uε,i2 ⋄ uε,j1 (t1)− uε,i2 ⋄ uε,j1 (t2)− u¯ε,i2 ⋄ u¯ε,j1 (t1) + u¯ε,i2 ⋄ u¯ε,j1 (t2))‖pC−1/2−ǫ/2−ǫ0−3/p]
.E[‖(uε,i2 ⋄ uε,j1 (t1)− uε,i2 ⋄ uε,j1 (t2)− u¯ε,i2 ⋄ u¯ε,j1 (t1) + u¯ε,i2 ⋄ u¯ε,j1 (t2))‖pB−1/2−ǫ/2−ǫ0p,p ]
.εpγ/2|t1 − t2|pη/2.
Thus for every i, j = 1, 2, 3, we choose p large enough and deduce that for every δ > 0, p > 1,
uε,i2 ⋄ uε,j1 − u¯ε,i2 ⋄ u¯ε,j1 → 0 in Lp(Ω;C([0, T ], C−1/2−δ/2)) .
4.4 Convergence for π0(u
ε,i0
3 , u
ε,j0
1 )− π0(u¯ε,i03 , u¯ε,j01 )
Now we treat π0(u
ε,i0
31 , u
ε,j0
1 ) and the estimates for π0(u
ε,i0
3 −uε,i031 , uε,j01 ) can be obtained similarly,
where (∂t −∆ε)uε,i31 = −12
∑3
i1=1
P ii1
∑3
j1=1
Dεj1(u
ε,i1
2 ⋄ uε,j11 ). We have the following identity:
π0(u
ε,i0
31 , u
ε,j0
1 )− π0(u¯ε,i031 , u¯ε,j01 ) =
1
4
( 7∑
l=1
I lt − I¯5t − I¯6t
)
,
where
I1t =(2π)
−9/2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k1234=k
3∑
i1,i2,i3,j1=1
θ(2−ik123)θ(2
−jk4)
∫ t
0
ds
[
e−|k123|
2(t−s)f(εk123)
∫ s
0
: Xˆε,i2σ (k1)
Xˆε,i3σ (k2)Xˆ
ε,j1
s (k3)Xˆ
ε,j0
t (k4) : e
−|k12|2(s−σ)f(εk12)dσki312g(εk
i3
12)k
j1
123g(εk
j1
123)− e−|k123|
2(t−s)
∫ s
0
: ˆ¯Xε,i2σ (k1)
ˆ¯Xε,i3σ (k2)
ˆ¯Xε,j1s (k3)
ˆ¯Xε,j0t (k4) : e
−|k12|2(s−σ)dσıki312ık
j1
123
]
Pˆ i1i2(k12)Pˆ
i0i1(k123)ek,
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I2t =(2π)
−9/2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k23=k,k1
3∑
i1,i2,i3,j1=1
θ(2−ik123)θ(2
−jk1)
[ ∫ t
0
dse−|k123|
2(t−s)f(εk123)
∫ s
0
: Xˆε,i3σ (k2)
Xˆε,j1s (k3) :
e−|k1|
2(t−σ)f(εk1)h(εk1)
2
2|k1|2f(εk1) k
i3
12g(εk
i3
12)k
j1
123g(εk
j1
123)e
−|k12|2(s−σ)f(εk12)dσ −
∫ t
0
dse−|k123|
2(t−s)
∫ s
0
: ˆ¯Xε,i3σ (k2)
ˆ¯Xε,j1s (k3) :
e−|k1|
2(t−σ)h(εk1)
2
2|k1|2 ık
i3
12ık
j1
123e
−|k12|2(s−σ)dσ
]
3∑
i4=1
Pˆ i2i4(k1)Pˆ
j0i4(k1)Pˆ
i1i2(k12)Pˆ
i0i1(k123)ek,
I3t =(2π)
−9/2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k23=k,k1
3∑
i1,i2,i3,j1=1
θ(2−ik123)θ(2
−jk1)
[ ∫ t
0
dse−|k123|
2(t−s)f(εk123)
∫ s
0
: Xˆε,i2σ (k2)
Xˆε,j1s (k3) :
e−|k1|
2(t−σ)f(εk1)h(εk1)
2
2|k1|2f(εk1) k
i3
12g(εk
i3
12)k
j1
123g(εk
j1
123)e
−|k12|2(s−σ)f(εk12)dσ −
∫ t
0
dse−|k123|
2(t−s)
∫ s
0
: ˆ¯Xε,i2σ (k2)
ˆ¯Xε,j1s (k3) :
e−|k1|
2(t−σ)h(εk1)
2
2|k1|2 ık
i3
12ık
j1
123e
−|k12|2(s−σ)dσ
]
3∑
i4=1
Pˆ i3i4(k1)Pˆ
j0i4(k1)Pˆ
i1i2(k12)Pˆ
i0i1(k123)ek,
I4t =(2π)
−9/2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k12=k,k3
3∑
i1,i2,i3,j1=1
θ(2−ik123)θ(2
−jk3)
[ ∫ t
0
dse−|k123|
2(t−s)f(εk123)
∫ s
0
: Xˆε,i2σ (k1)
Xˆε,i3σ (k2) :
e−|k3|
2(t−s)f(εk3)h(εk3)
2
2|k3|2f(εk3) e
−|k12|2(s−σ)f(εk12)dσki312g(εk
i3
12)k
j1
123g(εk
j1
123)−
∫ t
0
dse−|k123|
2(t−s)
∫ s
0
: ˆ¯Xε,i2σ (k1)
ˆ¯Xε,i3σ (k2) :
e−|k3|
2(t−s)h(εk3)
2
2|k3|2 e
−|k12|2(s−σ)dσıki312ık
j1
123
]
3∑
i4=1
Pˆ j1i4(k3)Pˆ
j0i4(k3)Pˆ
i1i2(k12)Pˆ
i0i1(k123)ek,
I5t =(2π)
−9/2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k14=k,k2
3∑
i1,i2,i3,j1=1
θ(2−ik1)θ(2
−jk4)
[ ∫ t
0
dse−|k1|
2(t−s)f(εk1)
∫ s
0
: Xˆε,i2σ (k1)
Xˆε,j0t (k4) :
e−|k2|
2(s−σ)f(εk2)h(εk2)
2
2|k2|2f(εk2) e
−|k12|2(s−σ)f(εk12)dσki312g(εk
i3
12)k
j1
1 g(εk
j1
1 )
−
∫ t
0
dse−|k1|
2(t−s)
∫ s
0
: ˆ¯Xε,i2σ (k1)
ˆ¯Xε,j0t (k4) :
e−|k2|
2(s−σ)h(εk2)
2
2|k2|2 e
−|k12|2(s−σ)dσıki312ık
j1
1
]
3∑
i4=1
Pˆ i3i4(k2)Pˆ
j1i4(k2)Pˆ
i1i2(k12)Pˆ
i0i1(k1)ek,
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I¯5t = 2π0(
3∑
i1,i2,j1=1
∫ t
0
P εt−sP
i0i1Dεj1X
ε,i2
s C
ε,i1,i2,j1(s)ds,Xε,j0t ),
I6t =(2π)
−9/2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k14=k,k2
3∑
i1,i2,i3,j1=1
θ(2−ik1)θ(2
−jk4)
[ ∫ t
0
dse−|k1|
2(t−s)f(εk1)
∫ s
0
: Xˆε,i3σ (k1)
Xˆε,j0t (k4) :
e−|k2|
2(s−σ)f(εk2)h(εk2)
2
2|k2|2f(εk2) e
−|k12|2(s−σ)f(εk12)dσki312g(εk
i3
12)k
j1
1 g(εk
j1
1 )
−
∫ t
0
dse−|k1|
2(t−s)
∫ s
0
: ˆ¯Xε,i3σ (k1)
ˆ¯Xε,j0t (k4) :
e−|k2|
2(s−σ)h(εk2)
2
2|k2|2 e
−|k12|2(s−σ)dσıki312ık
j1
1
]
3∑
i4=1
Pˆ i2i4(k2)Pˆ
j1i4(k2)Pˆ
i1i2(k12)Pˆ
i0i1(k1)ek,
I¯6t = 2π0(
3∑
i1,i2,j1=1
∫ t
0
P εt−sP
i0i1Dεj1X
ε,i2
s C˜
ε,i1,i2,j1(s)ds,Xε,j0t ),
I7t =(2π)
−6
∑
|i−j|≤1
∑
k1,k2
3∑
i1,i2,i3,j1=1
θ(2−ik2)θ(2
−jk2)
[ ∫ t
0
dse−|k2|
2(t−s)f(εk2)
∫ s
0
h(εk1)
2h(εk2)
2
4|k1|2|k2|2f(εk1)f(εk2)
e−|k12|
2(s−σ)f(εk12)−|k1|2(s−σ)f(εk1)−|k2|2(t−σ)f(εk2)dσg(εki312)k
i3
12k
j1
2 g(εk
j1
2 )
−
∫ t
0
dse−|k2|
2(t−s)
∫ s
0
h(εk1)
2h(εk2)
2
4|k1|2|k2|2 e
−|k12|2(s−σ)−|k1|2(s−σ)−|k2|2(t−σ)dσıki312ık
j1
2
]
3∑
i4,i5=1
(
Pˆ i3i4(k1)Pˆ
j1i4(k1)Pˆ
i2i5(k2)Pˆ
j0i5(k2) + Pˆ
i2i4(k1)Pˆ
j1i4(k1)Pˆ
i3i5(k2)Pˆ
j0i5(k2)
)
Pˆ i1i2(k12)Pˆ
i0i1(k2).
First we consider I7t : by simple calculations we have
I7t =(2π)
−6
∑
|i−j|≤1
∑
k1,k2
3∑
i1,i2,i3,j1=1
θ(2−ik2)θ(2
−jk2)Pˆ
i1i2(k12)Pˆ
i0i1(k2)
3∑
i4,i5=1
(
Pˆ i3i4(k1)Pˆ
j1i4(k1)Pˆ
i2i5(k2)Pˆ
j0i5(k2) + Pˆ
i2i4(k1)Pˆ
j1i4(k1)Pˆ
i3i5(k2)Pˆ
j0i5(k2)
)
[
h(εk1)
2h(εk2)
2
4|k1|2f(εk1)|k2|2f(εk2)(|k1|2f(εk1) + |k2|2f(εk2) + |k12|2f(εk12))k
i3
12g(εk
i3
12)k
j1
2 g(εk
j1
2 )
(
1− e−2|k2|2f(εk2)t
2|k2|2f(εk2) −
∫ t
0
dse−2|k2|
2(t−s)f(εk2)e−(|k12|
2f(εk12)+|k1|2f(εk1)+|k2|2f(εk2))s)
− h(εk1)
2h(εk2)
2
4|k1|2|k2|2(|k1|2 + |k2|2 + |k12|2) ık
i3
12ık
j1
2 (
1− e−2|k2|2t
2|k2|2 −
∫ t
0
dse−2|k2|
2(t−s)e−(|k12|
2+|k1|2+|k2|2)s)
]
.
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Let
Cε,i0,j011 (t)
=(2π)−6
∑
|i−j|≤1
∑
k1,k2
3∑
i1,i2,i3,j1=1
θ(2−ik2)θ(2
−jk2)k
i3
12g(εk
i3
12)k
j1
2 g(εk
j1
2 )Pˆ
i1i2(k12)Pˆ
i0i1(k2)
h(εk1)
2h(εk2)
2
4|k1|2f(εk2)|k2|2f(εk2)(|k1|2f(εk1) + |k2|2f(εk2) + |k12|2f(εk12))
1− e−2|k2|2tf(εk2)
2|k2|2f(εk2)
3∑
i4,i5=1
(
Pˆ i3i4(k1)Pˆ
j1i4(k1)Pˆ
i2i5(k2)Pˆ
j0i5(k2) + Pˆ
i2i4(k1)Pˆ
j1i4(k1)Pˆ
i3i5(k2)Pˆ
j0i5(k2)
)
,
and
C¯ε,i0,j011 (t)
=(2π)−6
∑
|i−j|≤1
∑
k1,k2
3∑
i1,i2,i3,j1=1
θ(2−ik2)θ(2
−jk2)ık
i3
12ık
j1
2 Pˆ
i1i2(k12)Pˆ
i0i1(k2)
h(εk1)
2h(εk2)
2
4|k1|2|k2|2(|k1|2 + |k2|2 + |k12|2)
1− e−2|k2|2t
2|k2|2
3∑
i4,i5=1
(
Pˆ i3i4(k1)Pˆ
j1i4(k1)Pˆ
i2i5(k2)Pˆ
j0i5(k2) + Pˆ
i2i4(k1)Pˆ
j1i4(k1)Pˆ
i3i5(k2)Pˆ
j0i5(k2)
)→∞,
as ε→ 0. Define
ϕε,i0j011 − ϕ¯ε,i0j011 := I7t − Cε,i0j011 − C¯ε,i0j011 ,
where ϕε, ϕ¯ε correspond to uε, u¯ε respectively. Then for every ρ > 0, η > 0 we deduce that
|ϕε,i0,j011 − ϕ¯ε,i0j011 | .
∣∣∣∣∑
k1,k2
(
ki312k
j1
2 g(εk
i3
12)g(εk
j1
2 )
|k1|2f(εk1)|k2|2f(εk2)(|k1|2f(εk1) + |k2|2f(εk2) + |k12|2f(εk12))∫ t
0
e−(|k2|
2(2t−s)f(εk2)+|k1|2sf(εk1)+|k12|2sf(εk12))ds− ık
i3
12ık
j1
2
|k1|2|k2|2(|k1|2 + |k2|2 + |k12|2)∫ t
0
e−(|k2|
2(2t−s)+|k1|2s+|k12|2s)ds)
∣∣∣∣
.t−ρ−η/2
∑
k1,k2
εη
|k1|3+r|k2|3+2ρ−r . ε
ηt−ρ−η/2.
Here r > 0 is small enough such that 2ρ > r > 0. Similarly, we can also find similar
Cε12, ϕ
ε
12, ϕ¯
ε
12, C¯
ε
12 for u3 − u31 and satisfy similar estimates as ϕε11 and ϕ¯ε11. Now define Cε1 =
Cε11 + C
ε
12, ϕ
ε
1 = ϕ
ε
11 + ϕ
ε
12, C¯
ε
1 = C¯
ε
11 + C¯
ε
12, ϕ¯
ε
1 = ϕ¯
ε
11 + ϕ¯
ε
12 where we omit superscript for
simplicity.
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Terms in the second chaos: We come to I2t and have the following calculations:
E|∆qI2t |2
.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k23=k,k1,k4
3∑
i1,i2,i3,j1=1
3∑
i′1,i
′
2,i
′
3,j
′
1=1
θ(2−ik123)θ(2
−jk1)θ(2
−i′k234)θ(2
−j′k4)θ(2
−qk)2
[
Π4i=1
h(εki)
2
|ki|2f(εki)
∫ t
0
∫ t
0
dsds¯
∣∣(e−|k123|2(t−s)f(εk123)kj1123g(εkj1123)− e−|k123|2(t−s)ıkj1123)
(e−|k234|
2f(εk234)(t−s¯)k
j′1
234g(εk
j′1
234)− e−|k234|
2(t−s¯)ık
j′1
234)
∣∣ ∫ s
0
∫ s¯
0
dσdσ¯e−|k1|
2f(εk1)(t−σ)−|k4|2f(εk4)(t−σ¯)
(e−(|k12|
2(s−σ)f(εk12)+|k24|2(s¯−σ¯))f(εk24))|k24k12|+ e−(|k12|2(s−σ)f(εk12)+|k34|2(s¯−σ¯)f(εk34))|k34k12|)
+
1
|k2|2f(εk2)|k3|2f(εk3)
∫ t
0
∫ t
0
dsds¯e−|k123|
2(t−s)|k123|e−|k234|2(t−s¯)|k234|
∫ s
0
∫ s¯
0
dσdσ¯∣∣∣∣(e−|k1|
2f(εk1)(t−σ)
|k1|2f(εk1) −
e−|k1|
2(t−σ)
|k1|2 )(
e−|k4|
2f(εk4)(t−σ¯)
|k4|2f(εk4) −
e−|k4|
2(t−σ¯)
|k4|2 )
∣∣∣∣
(e−(|k12|
2(s−σ)f(εk12)+|k24|2(s¯−σ¯))f(εk24))|k24k12|+ e−(|k12|2(s−σ)f(εk12)+|k34|2(s¯−σ¯))f(εk34))|k34k12|)
+ Π4i=1
1
|ki|2
∫ t
0
∫ t
0
dsds¯e−|k123|
2(t−s)|k123|e−|k234|2(t−s¯)|k234|
∫ s
0
∫ s¯
0
dσdσ¯e−|k1|
2(t−σ)−|k4|2(t−σ¯)
|(e−|k12|2(s−σ)f(εk12)ki312g(εki312)− ıe−|k12|
2(s−σ)ki312)
[(e−|k24|
2(s¯−σ¯)f(εk24)k
i′3
24g(εk
i′3
24)− ıe−|k24|
2(s¯−σ¯)k
i′3
24) + (e
−|k34|2(s¯−σ¯)f(εk34)k
i′3
34g(εk
i′3
34)− ıe−|k34|
2(s¯−σ¯)k
i′3
34)]|
+
1
|k1|2|k4|2
∫ t
0
∫ t
0
dsds¯e−|k123|
2(t−s)|k123|e−|k234|2(t−s¯)|k234|
∫ s
0
∫ s¯
0
dσdσ¯e−|k1|
2(t−σ)−|k4|2(t−σ¯)
(
e−(|k12|
2(s−σ)+|k24|2(s¯−σ¯))|k24k12|E
∣∣∣∣(: Xˆεσ(k2)Xˆεs (k3) : − : ˆ¯Xεσ(k2) ˆ¯Xεs (k3) :)
(: Xˆεσ¯(k2)Xˆ
ε
s¯ (k3) : − : ˆ¯Xεσ¯(k2) ˆ¯Xεs¯ (k3) :)
∣∣∣∣+ e−(|k12|2(s−σ)+|k34|2(s¯−σ¯))|k34k12|
E
∣∣∣∣(: Xˆεσ(k2)Xˆεs (k3) : − : ˆ¯Xεσ(k2) ˆ¯Xεs (k3) :)(: Xˆεσ¯(k3)Xˆεs¯ (k2) : − : ˆ¯Xεσ¯(k3) ˆ¯Xεs¯ (k2) :)
∣∣∣∣
)]
.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k23=k,k1,k4
θ(2−ik123)θ(2
−jk1)θ(2
−i′k234)θ(2
−j′k4)θ(2
−qk)2
tη(|εk123|η/2|εk234|η/2 + |εk12|η/2|εk24|η/2 + (|εk2|η/2 + |εk3|η/2)2 + |εk1|η/2|εk4|η/2)
|k2|2|k3|2|k1|2(|k1|+ |k123|)1−η|k4|2(|k4|+ |k234|)1−η(|k4|+ |k24|)(|k1|+ |k12|)
+
tη(|εk123|η/2|εk234|η/2 + |εk12|η/2|εk34|η/2 + (|εk2|η/2 + |εk3|η/2)2 + |εk1|η/2|εk4|η/2)
|k2|2|k3|2|k1|2(|k1|+ |k123|)1−η|k4|2(|k4|+ |k234|)1−η(|k4|+ |k34|)(|k1|+ |k12|)
.εη
∑
k∈Z3\{0}
(∑
q.i
2−(1−η−ǫ)i
∑
q.i′
2−(1−η−ǫ)i
′
∑
k23=k
θ(2−qk)2
(
tη
|k2|2−η|k3|2 +
tη
|k2|2|k3|2−η
)
+
∑
q.i
2−(1−3η/2−ǫ)i
∑
q.i′
2−(1−3η/2−ǫ)i
′
∑
k23=k
θ(2−qk)2
tη
|k2|2|k3|2
)
. εηtη2q(3η+2ǫ),
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where η, ǫ > 0 are small enough. Here we used (4.2) (4.3) and the following in the second
inequality
E| : Xˆεσ(k2)Xˆεs (k3) : − : ˆ¯Xεσ(k2) ˆ¯Xεs (k3) : |2
.
∣∣∣∣ 14|k2|2|k3|2f(εk2)f(εk3) − 2|k2|2|k3|2(f(εk2) + 1)(f(εk3) + 1) + 14|k2|2|k3|2
∣∣∣∣
.
(|εk2|η/2 + |εk3|η/2)2
|k2|2|k3|2 ,
(4.7)
and we used Lemma 4.1 in the last inequality and q . i follows from |k| ≤ |k123| + |k1| . 2i
and q . i′ is similar. For I3t we have a similar estimate.
Now we deal with I4t − I˜4t + I˜4t + 4
∑3
i1=1
uε,i12 C
ε,i0,i1,j0(t)− 4∑3i1=1 u¯ε,i12 C¯ε,i0,i1,j0(t) with
I˜4t =(2π)
− 9
2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k12=k,k3
3∑
i1,i2,i3,j1=1
θ(2−ik123)θ(2
−jk3)
[ ∫ t
0
: Xˆε,i2σ (k1)Xˆ
ε,i3
σ (k2) : e
−|k12|2f(εk12)(t−σ)
ki312g(εk
i3
12)dσ
∫ t
0
dse−|k123|
2(t−s)f(εk123)
e−|k3|
2(t−s)f(εk3)h(εk3)
2
2|k3|2f(εk3) k
j1
123g(εk
j1
123)
−
∫ t
0
: ˆ¯Xε,i2σ (k1)
ˆ¯Xε,i3σ (k2) : e
−|k12|2(t−σ)ıki312dσ
∫ t
0
dse−|k123|
2(t−s) e
−|k3|2(t−s)h(εk3)
2
2|k3|2 ık
j1
123
]
∑
i4
Pˆ j1i4(k3)Pˆ
j0i4(k3)Pˆ
i0i1(k123)Pˆ
i1i2(k12)ek,
and
Cε,i0,i1,j0(t) =
(2π)−3
4
∑
|i−j|≤1
∑
k3
3∑
j1=1
θ(2−ik3)θ(2
−jk3)
∫ t
0
ds
e−2|k3|
2(t−s)f(εk3)h(εk3)
2
|k3|2f(εk3)
3∑
i4=1
Pˆ j1i4(k3)Pˆ
j0i4(k3)k
j1
3 g(εk
j1
3 )Pˆ
i0i1(k3)
=
(2π)−3
4
∑
k3
3∑
j1=1
∫ t
0
ds
e−2|k3|
2(t−s)f(εk3)h(εk3)
2
|k3|2f(εk3)
3∑
i4=1
Pˆ j1i4(k3)Pˆ
j0i4(k3)k
j1
3 g(εk
j1
3 )Pˆ
i0i1(k3)
→(2π)−3
3∑
j1=1
3∑
i4=1
∫
R3
(cos(axj1)− cos(bxj1))h(x)2
8|x|4f(x)2(a+ b) Pˆ
j1i4(x)Pˆ j0i4(x)Pˆ i0i1(x)dx, ε→ 0,
where in the second equality we used that θ(2−i·)θ(2−j·) = 0 if |i− j| > 1, and
C¯ε,i0,i1,j0(t) =(2π)−3
∑
|i−j|≤1
∑
k3
3∑
j1=1
θ(2−ik3)θ(2
−jk3)
∫ t
0
ds
e−2|k3|
2(t−s)h(εk3)
2
4|k3|2
3∑
i4=1
Pˆ j1i4(k3)Pˆ
j0i4(k3)ık
j1
3 Pˆ
i0i1(k3)
=0.
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Let
cε,j1k123,k3(t− s) =
3∑
i1=1
e−|k123|
2(t−s)f(εk123)
e−|k3|
2(t−s)f(εk3)h(εk3)
2
|k3|2f(εk3) k
j1
123g(εk
j1
123)Pˆ
i0i1(k123)
and
c¯ε,j1k123,k3(t− s) =
3∑
i1=1
e−|k123|
2(t−s) e
−|k3|2(t−s)h(εk3)
2
|k3|2 ık
j1
123Pˆ
i0i1(k123).
Since by (4.2) and (4.3) for t > s > σ
|e−|k12|2(s−σ)f(εk12)g(εki312)ki312 − e−|k12|
2(s−σ)ıki312 − e−|k12|
2f(εk12)(t−σ)g(εki312)k
i3
12 + e
−|k12|2(t−σ)ki312ı|
.(|εk12|2η ∧ (t− s)1/2|k12|)e−|k12|2(s−σ)c¯f |k12|
.|εk12|η(t− s)1/4|k12|3/2e−|k12|2(s−σ)c¯f ,
we obtain that for ǫ > 0, η > 0 small enough,
E|∆q(I4t − I˜4t )|2
.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k12=k,k3,k4
θ(2−qk)2θ(2−ik123)θ(2
−jk3)θ(2
−i′k124)θ(2
−j′k4)
[∣∣∣∣
∫ t
0
ds
∫ t
0
ds¯
3∑
j1,j′1,i3,i
′
3=1
(cε,j1k123,k3 − c¯ε,j1k123,k3)(t− s)(c¯
ε,j′1
k124,k4
− c¯ε,j′1k124,k4)(t− s¯)
[
∫ s
0
dσ
∫ s¯
0
dσ¯|(e−|k12|2(s−σ)f(εk12) − e−|k12|2f(εk12)(t−σ))(e−|k12|2f(εk12)(s¯−σ¯) − e−|k12|2f(εk12)(t−σ¯))||k12|2
1
|k1|2|k2|2 +
∫ t
s
dσ
∫ t
s¯
dσ¯e−|k12|
2f(εk12)(t−σ)e−|k12|
2f(εk12)(t−σ¯)|k12|2 1|k1|2|k2|2 ]
∣∣∣∣
+
∣∣∣∣
∫ t
0
ds
∫ t
0
ds¯
3∑
j1,j′1=1
c¯ε,j1k123,k3(t− s)c¯
ε,j′1
k124,k4
(t− s¯)
[
∫ s
0
dσ
∫ s¯
0
dσ¯|(e−|k12|2(s−σ)f(εk12)g(εki312)ki312 − e−|k12|
2(s−σ)ıki312 − e−|k12|
2f(εk12)(t−σ)g(εki312)k
i3
12
+ e−|k12|
2(t−σ)ki312ı)(e
−|k12|2(s¯−σ¯)f(εk12)g(εk
i′3
12)k
i′3
12 − e−|k12|
2(s¯−σ¯)ık
i′3
12 − e−|k12|
2f(εk12)(t−σ¯)g(εk
i′3
12)k
i′3
12
+ e−|k12|
2(t−σ¯)k
i′3
12ı)|
1
|k1|2|k2|2 +
∫ t
s
dσ
∫ t
s¯
dσ¯|(e−|k12|2f(εk12)(t−σ)g(εki312)− e−|k12|
2(t−σ)ı)
(e−|k12|
2f(εk12)(t−σ¯)g(εki312)− e−|k12|
2(t−σ¯)ı)||k12|2 1|k1|2|k2|2
+
∫ t
s
dσ
∫ t
s¯
dσ¯e−|k12|
2(t−σ)e−|k12|
2(t−σ¯)|k12|2 |εk1|
η + |εk2|η
|k1|2|k2|2
+
∫ s
0
dσ
∫ s¯
0
dσ¯|(e−|k12|2(t−σ) − e−|k12|2(s−σ))(e−|k12|2(t−σ¯) − e−|k12|2(s−σ¯))||k12|2 |εk1|
η + |εk2|η
|k1|2|k2|2 ]
∣∣∣∣
]
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.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k12=k,k3,k4
θ(2−qk)2θ(2−ik123)θ(2
−jk3)θ(2
−i′k124)θ(2
−j′k4)
t2ǫ((|εk123|η/2 + |εk3|η/2)(|εk124|η/2 + |εk4|η/2) + |εk12|η + |εk1|η + |εk2|η)
|k12||k1|2|k2|2|k3|2|k4|2(|k123|2 + |k3|2)3/4−ǫ(|k124|2 + |k4|2)3/4−ǫ
.εηt2ǫ
(∑
q.i
∑
q.i′
2−(i+i
′)(1/2−3ǫ−η/2)
∑
k
∑
k12=k
θ(2−qk)
1
|k12||k1|2|k2|2
+
∑
q.i
∑
q.i′
2−(i+i
′)(1/2−3ǫ)
∑
k
∑
k12=k
θ(2−qk)
|k1|η + |k2|η + |k12|η
|k12||k1|2|k2|2
)
.εηt2ǫ2q(6ǫ+η).
Here we used (4.2) (4.3) and (4.7) in the second inequality and we used Lemma 4.1 in the
last inequality. Moreover, by similar argument as (4.4) and (4.5) we obtain for η, ǫ > 0 small
enough
E[|∆q(I˜4t + 4
3∑
i1=1
uε,i12 (t)C
ε,i0,i1,j0
t − 4
3∑
i1=1
u¯ε,i12 (t)C¯
ε,i0,i1,j0
t ))|2]
.
∑
k
∑
k12=k
h(εk1)
2h(εk2)
2
|k1|2|k2|2|k12|2 θ(2
−qk)2
[ 3∑
i1,j1=1
∑
|i−j|≤1
∑
k3
θ(2−jk3)
∫ t
0
e−|k3|
2(t−s)f(εk3)h(εk3)
2
|k3|2f(εk3)
(θ(2−ik123)e
−|k123|2(t−s)f(εk123)kj1123g(εk
j1
123)Pˆ
i0i1(k123)− θ(2−ik3)e−|k3|2(t−s)f(εk3)kj13 g(εkj13 )Pˆ i0i1(k3))ds
−
∑
|i−j|≤1
3∑
i1,j1=1
∑
k3
θ(2−jk3)
∫ t
0
e−|k3|
2(t−s)h(εk3)
2
|k3|2
(θ(2−ik123)e
−|k123|2(t−s)kj1123Pˆ
i0i1(k123)− θ(2−ik3)e−|k3|2(t−s)kj13 Pˆ i0i1(k3))ds
]2
+
∑
k
∑
k12=k
|εk12|η + |εk1|η + |εk2|η
|k1|2|k2|2|k12|2 θ(2
−qk)2
[ ∑
|i−j|≤1
∑
k3
θ(2−jk3)
∫ t
0
e−|k3|
2(t−s)f(εk3)h(εk3)
2
|k3|2f(εk3)
(θ(2−ik123)e
−|k123|2(t−s)kj1123Pˆ
i0i1(k123)− θ(2−ik3)e−|k3|2(t−s)kj13 Pˆ i0i1(k3))ds
]2
.
∑
k
∑
k12=k
h(εk1)
2h(εk2)
2
|k1|2|k2|2|k12|2 θ(2
−qk)2
[ ∑
|i−j|≤1
∑
k3
θ(2−jk3)
∫ t
0
e−|k3|
2(t−s)c¯fh(εk3)
2
|k3|2f(εk3) (|k12|
2η
(t− s)− 1−2η2 ) ∧ (t− s)− 12 (εη|k123|ηe−c¯f |k123|2(t−s) + εη|k3|η)ds
]2
+
∑
k
∑
k12=k
|εk12|η + |εk1|η + |εk2|η
|k1|2|k2|2|k12|2 θ(2
−qk)2
[ ∑
|i−j|≤1
∑
k3
θ(2−jk3)
∫ t
0
e−|k3|
2(t−s)f(εk3)h(εk3)
2
|k3|2f(εk3)
|k12|η(t− s)− 1−η2 ds
]2
.εηtǫ23qη.
Here in the first inequality we used (4.7) and in the second inequality we used (4.2) (4.3) and
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by a similar argument as Lemmas 4.2 and 4.3 we obtain similar estimate for the corresponding
terms.
Similarly, we have for I4t of π0(u
ε,i0
3 − uε,i031 , uε,j01 )− π0(u¯ε,i03 − u¯ε,i031 , u¯ε,j01 )
E[|∆q(I4t + 4
3∑
j1=1
uε,j12 (t)C˜
ε,i0,j1,j0
t )|2] . εηtǫ23qη,
where
C˜ε,i0,j1,j0t =
(2π)−3
4
∑
|i−j|≤1
∑
k3
3∑
i1=1
θ(2−ik3)θ(2
−jk3)
∫ t
0
ds
e−2|k3|
2(t−s)f(εk3)h(εk3)
2
|k3|2f(εk3)∑
i4
Pˆ i1i4(k3)Pˆ
j0i4(k3)k
j1
3 g(εk
j1
3 )Pˆ
i0i1(k3)
=
(2π)−3
4
∑
k3
3∑
i1=1
∫ t
0
ds
e−2|k3|
2(t−s)f(εk3)h(εk3)
2
|k3|2f(εk3)
3∑
i4=1
Pˆ i1i4(k3)Pˆ
j0i4(k3)k
j1
3 g(εk
j1
3 )Pˆ
i0i1(k3)
→(2π)−3
3∑
i1=1
3∑
i4=1
∫
R3
(cos(axj1)− cos(bxj1))h(x)2
8|x|4f(x)2(a+ b) Pˆ
i1i4(x)Pˆ j0i4(x)Pˆ i0i1(x)dx, ε→ 0,
.
Now we consider I5t − I˜5t + I˜5t − I¯5t with
I˜5t =(2π)
−9/2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k14=k,k2
3∑
i1,i2,i3,j1=1
θ(2−ik1)θ(2
−jk4)
[ ∫ t
0
: Xˆε,i2s (k1)Xˆ
ε,j0
t (k4) : e
−|k1|2(t−s)f(εk1)
kj11 g(εk
j1
1 )ds
∫ s
0
dσe−|k12|
2(s−σ)f(εk12)
e−|k2|
2(s−σ)f(εk2)h(εk2)
2
2|k2|2f(εk2) k
i3
12g(εk
i3
12)−
∫ t
0
: ˆ¯Xε,i2s (k1)
ˆ¯Xε,j0t (k4) :
e−|k1|
2(t−s)ıkj11 ds
∫ s
0
dσe−|k12|
2(s−σ) e
−|k2|2(s−σ)h(εk2)
2
2|k2|2 ık
i3
12
]
Pˆ i1i2(k12)
3∑
i4=1
Pˆ i3i4(k2)Pˆ
j1i4(k2)Pˆ
i0i1(k1)ek,
and
I¯5t =(2π)
−9/2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k14=k,k2
3∑
i1,i2,i3,j1=1
θ(2−ik1)θ(2
−jk4)
[ ∫ t
0
: Xˆε,i2s (k1)Xˆ
ε,j0
t (k4) : e
−|k1|2(t−s)f(εk1)
kj11 g(εk
j1
1 )ds
∫ s
0
dσe−|k2|
2(s−σ)f(εk2)
e−|k2|
2(s−σ)f(εk2)h(εk2)
2
2|k2|2f(εk2) k
i3
2 g(εk
i3
2 )−
∫ t
0
: ˆ¯Xε,i2s (k1)
ˆ¯Xε,j0t (k4) :
e−|k1|
2(t−s)ıkj11 ds
∫ s
0
dσe−|k2|
2(s−σ) e
−|k2|2(s−σ)h(εk2)
2
2|k2|2 ık
i3
2
]
Pˆ i1i2(k2)
3∑
i4=1
Pˆ i3i4(k2)Pˆ
j1i4(k2)Pˆ
i0i1(k1)ek
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=(2π)−9/2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k14=k,k2
3∑
i1,i2,i3,j1=1
θ(2−ik1)θ(2
−jk4)
∫ t
0
: Xˆε,i2s (k1)Xˆ
ε,j0
t (k4) : e
−|k1|2(t−s)f(εk1)
kj11 g(εk
j1
1 )ds
∫ s
0
dσe−|k2|
2(s−σ)f(εk2)
e−|k2|
2(s−σ)f(εk2)h(εk2)
2
2|k2|2f(εk2) k
i3
2 g(εk
i3
2 )
Pˆ i1i2(k2)
3∑
i4=1
Pˆ i3i4(k2)Pˆ
j1i4(k2)Pˆ
i0i1(k1)ek
=2(2π)−3/2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k14=k
3∑
i1,i2,j1=1
θ(2−ik1)θ(2
−jk4)
∫ t
0
: Xˆε,i2s (k1)Xˆ
ε,j0
t (k4) : e
−|k1|2(t−s)f(εk1)
kj11 g(εk
j1
1 )C
ε,i1,i2,j1
s Pˆ
i0i1(k1)ekds.
Let
dεk12,k2(s− σ) =
3∑
i2,i3=1
e−|k12|
2(s−σ)f(εk12)
e−|k2|
2(s−σ)f(εk2)h(εk2)
2
|k2|2f(εk2) k
i3
12g(εk
i3
12)Pˆ
i1i2(k12)
and
d¯εk12,k2(s− σ) =
3∑
i2,i3=1
e−|k12|
2(s−σ) e
−|k2|2(s−σ)h(εk2)
2
|k2|2 k
i3
12ıPˆ
i1i2(k12).
Since by Ho¨lder’s inequality we obtain that for η > 0 small enough
E(: Xˆε,i2s (k1)Xˆ
ε,j0
t (k4) : − : Xˆε,i2σ (k1)Xˆε,j0t (k4) :)(: Xˆε,i2s¯ (k′1)Xˆε,j0t (k′4) : − : Xˆε,i2σ¯ (k′1)Xˆε,j0t (k′4) :)
.(1k1=k′11k4=k′4 + 1k1=k′41k4=k′1)
(
1− e−|k1|2|s−σ|f(εk1)
|k1|2|k4|2f(εk1)
)1/2(
1− e−|k′1|2|s¯−σ¯|f(εk′1)
|k′1|2|k′4|2f(εk′1)
)1/2
.(1k1=k′11k4=k′4 + 1k1=k′41k4=k′1)
|k1|η|k′1|η
|k1||k′1||k4||k′4|
|s− σ|η/2|s¯− σ¯|η/2,
and by (4.7)
E(: Xˆε,i2s (k1)Xˆ
ε,j0
t (k4) : − : Xˆε,i2σ (k1)Xˆε,j0t (k4) : − : ˆ¯Xε,i2s (k1) ˆ¯Xε,j0t (k4) : + : ˆ¯Xε,i2σ (k1) ˆ¯Xε,j0t (k4) :)
(: Xˆε,i2s (k′1)Xˆ
ε,j0
t (k
′
4) : − : Xˆε,i2σ (k′1)Xˆε,j0t (k′4) : − : ˆ¯Xε,i2s (k′1) ˆ¯Xε,j0t (k′4) : + : ˆ¯Xε,i2σ (k′1) ˆ¯Xε,j0t (k′4) :)
.(1k1=k′11k4=k′4 + 1k1=k′41k4=k′1)
(
(ε2η|k1|2η + ε2η|k4|2η) ∧ (|s− σ|η|k1|2η)
|k1|2|k4|2
)1/2
(
(ε2η|k′1|2η + ε2η|k′4|2η) ∧ (|s− σ|η|k′1|2η)
|k′1|2|k′4|2
)1/2
.(1k1=k′11k4=k′4 + 1k1=k′41k4=k′1)
εη|k1| η2 (|k1| η2 + |k4| η2 )|k′1|
η
2 (|k′1|
η
2 + |k′4|
η
2 )
|k1||k′1||k4||k′4|
|s− σ|η/4|s¯− σ¯|η/4,
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it follows that for η, ǫ > 0 small enough
E|∆q(I5t − I˜5t )|2
.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k14=k,k′14=k,k2,k
′
2
3∑
i1,i′1,j1,j
′
1=1
θ(2−qk)2θ(2−ik1)θ(2
−jk4)θ(2
−i′k′1)θ(2
−j′k′4)
∫ t
0
ds
∫ t
0
ds¯
∫ s
0
dσ
∫ s¯
0
dσ¯
[
|(e−|k1|2(t−s)f(εk1)kj11 g(εkj11 )Pˆ i0i1(k1)− e−|k1|
2(t−s)ıkj11 Pˆ
i0i1(k1))|
|e−|k′1|2(t−s)f(εk′1)k′j′11 g(εk
′j′1
1 )Pˆ
i′0i
′
1(k′1)− e−|k
′
1|
2(t−s)ık
′j′1
1 Pˆ
i′0i
′
1(k′1)|
(1k1=k′11k4=k′4 + 1k1=k′41k4=k′1)
|k1|η|k′1|η
|k1||k′1||k4||k′4|
|s− σ|η/2|s¯− σ¯|η/2|dεk12,k2(s− σ)dεk′12,k′2(s¯− σ¯)|
+ e−|k1|
2(t−s)e−|k
′
1|
2(t−s¯)|k1||k′1|(1k1=k′11k4=k′4 + 1k1=k′41k4=k′1)
|k1|η|k′1|η
|k1||k′1||k4||k′4|
|s− σ|η/2|s¯− σ¯|η/2|(dεk12,k2(s− σ)− d¯εk12,k2(s− σ))(dεk′12,k′2(s¯− σ¯)− d¯
ε
k′12,k
′
2
(s¯− σ¯))|
+ e−|k1|
2(t−s)e−|k
′
1|
2(t−s¯)|k1||k′1||d¯εk12,k2(s− σ)d¯εk′12,k′2(s¯− σ¯)|(1k1=k′11k4=k′4 + 1k1=k′41k4=k′1)
εη|k1| η2 |k′1|
η
2 (|k1|η + |k4|η)
|k1||k′1||k4||k′4|
|s− σ|η/4|s¯− σ¯|η/4
]
.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k14=k
θ(2−qk)2θ(2−ik1)θ(2
−jk4)θ(2
−i′k1)θ(2
−j′k4)
(
tǫεη(|k1|η + |k4|η)
|k1|4−2η−2ǫ|k4|2 +
tǫεη|k1|η/2|k4|η/2
|k1|3−η−ǫ|k4|3−η−ǫ
)
.tǫ
∑
k
∑
k14=k
θ(2−qk)
∑
q.i
2−i
εη(|k1|η + |k4|η)
|k1|3−2η−2ǫ|k4|2 + t
ǫ
∑
k
∑
k14=k
θ(2−qk)
∑
q.j
2−jǫ
εη|k1|η/2|k4|η/2
|k1|3−η−2ǫ|k4|3−η−ǫ
.εηtǫ2q(2ǫ+3η),
where in the second inequality we used (4.2) and (4.3) and in the last inequality we used Lemma
4.1 and q . i follows from |k| ≤ |k1|+ |k4| . 2i.
Moreover, it follows that for η, ǫ > 0 small enough
E[|∆q(I˜5t − I¯5t )|2]
.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k14=k,k′14=k,k2,k
′
2
3∑
i1,i2,i3,i′1,i
′
2,i
′
3=1
θ(2−qk)2θ(2−ik1)θ(2
−jk4)θ(2
−i′k′1)θ(2
−j′k′4)
(1k1=k′11k4=k′4 + 1k1=k′41k4=k′1)
(∫ t
0
∫ t
0
|k1||k′1|e−|k1|
2f(εk1)(t−s)−|k′1|
2(t−s¯)f(εk′1)
h(εk1)h(εk
′
1)h(εk4)h(εk
′
4)
|k1||k′1||k4||k′4|∫ s
0
∫ s¯
0
∣∣∣∣
[
e−|k2|
2(s−σ)f(εk2)h(εk2)
2
|k2|2f(εk2) (e
−|k12|2f(εk12)(s−σ)ki312g(εk
i3
12)Pˆ
i1i2(k12)− e−|k2|2f(εk2)(s−σ)ki32 g(εki32 )
Pˆ i1i2(k2))− e
−|k2|2(s−σ)h(εk2)
2
|k2|2 (e
−|k12|2(s−σ)ıki312Pˆ
i1i2(k12)− e−|k2|2(s−σ)ıki32 Pˆ i1i2(k2))
]∣∣∣∣
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∣∣∣∣
[
e−|k
′
2|
2(s¯−σ¯)f(εk′2)h(εk′2)
2
|k′2|2f(εk′2)
(e−|k
′
12|
2f(εk′12)(s¯−σ¯)k
′i′3
12 g(εk
′i′3
12 )Pˆ
i′1i
′
2(k
′i′3
12 )− e−|k
′
2|
2f(εk′2)(s¯−σ¯)k
′i′3
2 g(εk
′i′3
2 )Pˆ
i′1i
′
2(k′2))
− e
−|k′2|
2(s¯−σ¯)h(εk′2)
2
|k′2|2
(e−|k
′
12|
2(s¯−σ¯)ık
′i′3
12 Pˆ
i′1i
′
2(k′12)− e−|k
′
2|
2(s¯−σ¯)ık
′i′3
2 Pˆ
i′1i
′
2(k′2))
]∣∣∣∣dsds¯dσdσ¯
+
∫ t
0
∫ t
0
|k1||k′1|e−c¯f |k1|
2(t−s)−c¯f |k
′
1|
2(t−s¯) |εk1|η + |εk4|η + |εk1|η/2|εk′1|η/2
|k1||k′1||k4||k′4|
∫ s
0
∫ s¯
0
e−|k2|
2(s−σ)
|k2|2 |e
−|k12|2(s−σ)ıki312Pˆ
i1i2(k12)− e−|k2|2(s−σ)ıki32 Pˆ i1i2(k2)|
e−|k
′
2|
2(s¯−σ¯)
|k′2|2
|(e−|k′12|2(s¯−σ¯)ık′i′312 Pˆ i
′
1i
′
2(k′12)− e−|k
′
2|
2(s¯−σ¯)ık
′i′3
2 Pˆ
i′1i
′
2(k′2))|dsds¯dσdσ¯
)
.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k14=k,k′14=k,k2,k
′
2
3∑
i1,i2,i3,i′1,i
′
2,i
′
3=1
θ(2−qk)2θ(2−ik1)θ(2
−jk4)θ(2
−i′k′1)θ(2
−j′k′4)
(1k1=k′11k4=k′4 + 1k1=k′41k4=k′1)
(∫ t
0
∫ t
0
|k1||k′1|e−|k1|
2f(εk1)(t−s)−|k′1|
2(t−s¯)f(εk′1)
h(εk1)h(εk
′
1)h(εk4)h(εk
′
4)
|k1||k′1||k4||k′4|∫ s
0
∫ s¯
0
e−|k2|
2c¯f (s−σ)
|k2|2
[
((s− σ)− (1−2η)2 |k1|2η) ∧ ((s− σ)− 12 (εη|k2|η + εη|k12|ηe−|k12|2(s−σ)c¯f ))
]
e−|k
′
2|
2c¯f (s−σ)
|k′2|2
[
((s− σ)− (1−2η)2 |k′1|2η) ∧ ((s− σ)−
1
2 (εη|k′2|η + εη|k′12|ηe−|k
′
12|
2c¯f (s−σ)))
]
dsds¯dσdσ¯
+
∫ t
0
∫ t
0
|k1||k′1|e−c¯f |k1|
2(t−s)−c¯f |k
′
1|
2(t−s¯) |εk1|η + |εk4|η + |εk1|η/2|εk′1|η/2
|k1||k′1||k4||k′4|
∫ s
0
∫ s¯
0
e−|k2|
2(s−σ)
|k2|2 |k1|
η|s− σ|− 1−η2 |e
−|k′2|
2(s¯−σ¯)
|k′2|2
|k′1|η|s¯− σ¯|−
1−η
2 |dsds¯dσdσ¯
)
.εηtǫ
(∑
k
∑
k14=k
θ(2−qk)
∑
q.i
2−i(
1
|k1|3−2η−2ǫ|k4|2−η +
1
|k1|3−3η−2ǫ|k4|2 )
+
∑
k
∑
k14=k
θ(2−qk)
∑
q.i
2−iǫ
1
|k1|3−2η−2ǫ|k4|3−η−ǫ +
1
|k1|3−η−2ǫ|k4|3−2η−ǫ
)
.εηtǫ2q(3ǫ+3η),
where we used (4.7) in the first inequality and a similar argument as (4.4) (4.5) in the second
inequality and in the last inequality we used Lemma 4.1 and q . i follows from |k| ≤ |k1|+|k4| .
2i.
Terms in the fouth chaos: Now for I1t we have the following calculations:
E[|∆qI1t |2]
.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k1234=k,k′1234=k
3∑
i1,i2,i3,j1,i′1,i
′
2,i
′
3,j
′
1=1
θ(2−qk)2θ(2−ik123)θ(2
−jk4)θ(2
−i′k′123)θ(2
−j′k′4)
(1k1=k′1,k2=k′2,k3=k′3,k4=k′4 + 1k1=k′4,k2=k′2,k3=k′3,k4=k′1 + 1k1=k′1,k2=k′2,k3=k′4,k4=k′3 + 1k1=k′3,k2=k′4,k3=k′1,k4=k′2
+ 1k1=k′1,k2=k′3,k3=k′2,k4=k′4 + 1k1=k′3,k2=k′2,k3=k′4,k4=k′1 + 1k1=k′4,k2=k′2,k3=k′1,k4=k′3)
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[ ∫ t
0
ds
∫ t
0
ds¯|e−|k123|2(t−s)f(εk123)kj1123g(εkj1123)− e−|k123|
2(t−s)ıkj1123||e−|k
′
123|
2(t−s)f(εk′123)k
′j′1
123g(εk
′j′1
123)
− e−|k′123|2(t−s)ık′123|
∫ s
0
∫ s¯
0
1
|k1|2f(εk1)|k2|2f(εk2)|k3|2f(εk3)|k4|2f(εk4)
e−(|k12|
2(s−σ)f(εk12)+|k′12|
2f(εk′12)(s¯−σ¯))dσdσ¯|k12k′12|
+
∫ t
0
ds
∫ t
0
ds¯e−|k123|
2(t−s)|kj1123e−|k
′
123|
2(t−s)k
′j′1
123|
∫ s
0
∫ s¯
0
1
|k1|2f(εk1)|k2|2f(εk2)|k3|2f(εk3)|k4|2f(εk4)
|e−|k12|2(s−σ)f(εk12)ki412g(εki412)− e−|k12|
2(s−σ)ki412ı| · |e−|k
′
12|
2(s¯−σ¯)f(εk′12)k
′i′4
12 g(εk
′i′4
12 )− e−|k
′
12|
2(s¯−σ¯)k
′i′4
12 ı|
(1{i4=i3,i′4=i′3} + 1{i4=i2,i′4=i′2})dσdσ¯
+
∫ t
0
ds
∫ t
0
ds¯e−|k123|
2(t−s)|kj1123|e−|k
′
123|
2(t−s)|k′j′1123|
∫ s
0
∫ s¯
0
e−|k12|
2(s−σ)|k12|e−|k′12|2(s¯−σ¯)|k′12|
(E| : Xˆε,i2σ (k1)Xˆε,i3σ (k2)Xˆε,j1s (k3)Xˆε,j0t (k4) : − : ˆ¯Xε,i2σ (k1) ˆ¯Xε,i3σ (k2) ˆ¯Xε,j1s (k3) ˆ¯Xε,j0t (k4) : |2)1/2
(E| : Xˆε,i′2σ¯ (k′1)Xˆε,i
′
2
σ¯ (k
′
2)Xˆ
ε,j′1
s¯ (k
′
3)Xˆ
ε,j′0
t¯ (k
′
4) : − : ˆ¯Xε,i
′
2
σ (k
′
1)
ˆ¯Xε,i
′
3
σ (k
′
2)
ˆ¯Xε,j
′
1
s (k
′
3)
ˆ¯X
ε,j′0
t (k
′
4) : |2)1/2dσdσ¯
]
=E1t + E
2
t + E
3
t + E
4
t + E
5
t + E
6
t + E
7
t .
.
Here Eit means the term corresponding to each characteristic function. Since
E| : Xˆε,i2σ (k1)Xˆε,i3σ (k2)Xˆε,j1s (k3)Xˆε,j0t (k4) : − : ˆ¯Xε,i2σ (k1) ˆ¯Xε,i3σ (k2) ˆ¯Xε,j1s (k3) ˆ¯Xε,j0t (k4) : |2
.| 1
16|k1|2|k2|2|k3|2|k4|2f(εk1)f(εk2)f(εk3)f(εk4) +
1
16|k1|2|k2|2|k3|2|k4|2
− 2|k1|2|k2|2|k3|2|k4|2(f(εk1) + 1)(f(εk2) + 1)(f(εk3) + 1)(f(εk4) + 1) |
.
∑4
i=1 |εki|η
|k1|2|k2|2|k3|2|k4|2 ,
(4.8)
for ǫ, η > 0 small enough we have
E1t .ε
η
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k1234=k
θ(2−qk)2θ(2−ik123)θ(2
−jk4)θ(2
−i′k123)θ(2
−j′k4)t
η
|k1|2|k2|2|k3|2|k4|2|k12|2|k123|2−2η
(|k123|η + |k12|η +
4∑
i=1
|ki|η)
.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k1234=k
θ(2−qk)2θ(2−ik123)θ(2
−jk4)θ(2
−i′k123)θ(2
−j′k4)
(
tηεη
|k4|2|k123|4−3η−ǫ
+
tηεη
|k4|2−η|k123|4−2η−ǫ
)
.
∑
k∈Z3\{0}
∑
q.i
2−(2−3η−ǫ)iθ(2−qk)2
tηεη
|k| . ε
η2q(3η+ǫ)tη,
where we used (4.2), (4.3) in the first inequality, Lemma 4.1 in the second inequality and
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|k| ≤ |k123|+ |k4| . 2i in the third inequality. Moreover, we have for ǫ, η > 0 small enough
E2t .ε
η
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k1234=k
θ(2−qk)2θ(2−ik123)θ(2
−jk4)θ(2
−i′k234)θ(2
−j′k1)t
η
|k1|2|k2|2|k3|2|k4|2|k12||k24||k123|1−η|k234|1−η
((|k123||k234|)η/2 + (|k12||k24|)η/2 +
4∑
i=1
|ki|η)
.
∑
k∈Z3\{0}
∑
k1234=k
θ(2−qk)2tη2−q(2−4η)((|k123||k234|)η/2 + (|k12||k24|)η/2 +
∑4
i=1 |ki|η)
|k1|1+2η|k2|2|k3|2|k4|1+2η|k12||k24||k123|1−η|k234|1−η
.εη
∑
k∈Z3\{0}
[
(
∑
k1234=k
θ(2−qk)2tη2−q(2−4η)
|k1|1+2η|k2|2|k3|2|k4|1+2η|k12|2|k123|2−3η )
1/2
(
∑
k1234=k
θ(2−qk)2tη2−q(2−4η)
|k1|1+2η|k2|2|k3|2|k4|1+2η|k24|2|k234|2−3η )
1/2
+ (
∑
k1234=k
θ(2−qk)2tη2−q(2−4η)
|k1|1+2η|k2|2|k3|2|k4|1+2η|k12|2−η|k123|2−2η )
1/2
(
∑
k1234=k
θ(2−qk)2tη2−q(2−4η)
|k1|1+2η|k2|2|k3|2|k4|1+2η|k24|2−η|k234|2−2η )
1/2
+ (
∑
k1234=k
θ(2−qk)2tη2−q(2−4η)
∑4
i=1 |ki|η
|k1|1+2η|k2|2|k3|2|k4|1+2η|k12|2|k123|2−2η )
1/2
(
∑
k1234=k
θ(2−qk)2tη2−q(2−4η)
∑4
i=1 |ki|η
|k1|1+2η|k2|2|k3|2|k4|1+2η|k24|2|k234|2−2η )
1/2
]
.
∑
k∈Z3\{0}
2−(2−4η)q
tηεη
|k|1+η−ǫ . 2
q(3η+ǫ)tηεη,
where we used Lemma 4.1 in the fourth inequality. By a similar argument we can also obtain
the same bounds for E3t , E
4
t , E
5
t E
6
t , E
7
t , which implies that for η, ǫ > 0 small enough
E[|∆qI1t |2] . 2q(3η+ǫ)tηεη.
By a similar calculation as above we also get that for η, ǫ, γ > 0 small enough
3∑
i0,j0=1
E[|∆q(π0,⋄(uε,i03 , uε,j01 )(t1)− π0,⋄(uε,i03 , uε,j01 )(t2)− π0,⋄(u¯ε,i03 , u¯ε,j01 )(t1)
+ π0,⋄(u¯
ε,i0
3 , u¯
ε,j0
1 )(t2))|2]
.εγ|t1 − t2|η2qǫ,
which by Gaussian hypercontractivity and Lemma 2.1 implies that for i0, j0 = 1, 2, 3, and δ > 0
small enough, p > 1
π0,⋄(u
ε,i0
3 , u
ε,j0
1 )− π0,⋄(u¯ε,i03 , u¯ε,j01 )→ 0 in Lp(Ω;C([0, T ], C−δ)).
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4.5 Convergence of π0(P
i1i2Dεj0K
ε,j0, uε,j11 )−π0(P i1i2Dj0K¯ε,j0, u¯ε,j11 ) and π0(P i1i2
Dj0K
ε,i2, uε,j11 )− π0(P i1i2Dj0Kε,i2, uε,j11 )
In this subsection for i1, i2, j0, j1 = 1, 2, 3, we consider π0(P
i1i2Dj0K
ε,j0, uε,j11 )−π0(P i1i2Dj0K¯ε,j0, u¯ε,j11 ).
Similar results for π0(P
i1i2Dj0K
ε,i2, uε,j11 ) − π0(P i1i2Dj0Kε,i2 , uε,j11 ) can be deduced . We have
the following identity:
π0(P
i1i2Dεj0K
ε,j0, uε,j11 )− π0(P i1i2Dj0K¯ε,j0, u¯ε,j11 ) := I1 + I2,
where
I1 =(2π)−
3
2
∑
k∈Z3\{0}
∑
|i−j|≤1
∑
k12=k
θ(2−ik1)θ(2
−jk2)
[ ∫ t
0
e−(t−s)f(εk1)|k1|
2
g(εkj01 )k
j0
1 : Xˆ
ε,j0
s (k1)Xˆ
ε,j1
t (k2) : ds
−
∫ t
0
e−(t−s)|k1|
2
ıkj01 :
ˆ¯Xε,j0s (k1)
ˆ¯Xε,j1t (k2) : ds
]
ekPˆ
i1i2(k1),
and
I2 =(2π)−3
∑
|i−j|≤1
∑
k1
θ(2−ik1)θ(2
−jk1)
[ ∫ t
0
e−2(t−s)f(εk1)|k1|
2
g(εkj01 )k
j0
1
h(εk1)
2
2|k1|2f(εk1)ds
−
∫ t
0
e−2(t−s)|k1|
2
ıkj01
h(εk1)
2
2|k1|2 ds
]
Pˆ i1i2(k1)
3∑
j2=1
Pˆ j0j2(k1)Pˆ
j1j2(k1).
It is easy to get that the second term in the right hand side of the above equality equals zero
and
I2 =C
ε,i1,i2,j1,j0
3 = (2π)
−3
∑
|i−j|≤1
∑
k1
θ(2−ik1)θ(2
−jk1)
∫ t
0
e−2(t−s)f(εk1)|k1|
2
g(εkj01 )k
j0
1
h(εk1)
2
2|k1|2f(εk1)ds
Pˆ i1i2(k1)
3∑
j2=1
Pˆ j0j2(k1)Pˆ
j1j2(k1).
Here we have
3∑
j0=1
Cε,i1,i2,j1,j03 = 2C
ε,i1,i2,j1.
Moreover, we have
E|∆qI1|2
.
∑
k∈Z3\{0}
∑
|i−j|≤1,|i′−j′|≤1
∑
k12=k,k′12=k
θ(2−qk)2θ(2−ik1)θ(2
−jk2)θ(2
−i′k′1)θ(2
−j′k′2)
∫ t
0
∫ t
0
|e−(t−s)f(εk1)|k1|2kj01 g(εkj01 )− e−(t−s)|k1|
2
ıkj01 |E| : Xˆε,j0s (k1)Xˆε,j1t (k2) :: Xˆε,j0s¯ (k′1)Xˆε,j1t (k′2) : |
|e−(t−s¯)f(εk′1)|k′1|2k′j01 g(εk
′j0
1 )− e−(t−s¯)|k
′
1|
2
k
′j0
1 |dsds¯+
∫ t
0
∫ t
0
e−(t−s)|k1|
2|k1|e−(t−s¯)|k′1|2|k′1|
E|(: Xˆε,j0s (k1)Xˆε,j1t (k2) : − : ˆ¯Xε,j0s (k1) ˆ¯Xε,j1t (k2) :)(: Xˆε,j0s¯ (k′1)Xˆε,j1t (k′2) : − : ˆ¯Xε,j0s¯ (k′1) ˆ¯Xε,j1t (k′2) :)|dsds¯
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.tǫ
∑
k
∑
q.i
∑
k12=k
θ(2−qk)θ(2−ik1)
( 1
|k1|4−2ǫ|k2|2 +
1
|k1|3−ǫ|k2|3−ǫ
)
(|εk1|η + |k2|ηεη)
.εηtǫ2q(2ǫ+η),
where we used (4.2), (4.3) and (4.7) in the second inequality and in the last inequality we used
Lemma 4.1. By a similar calculation we also get that for ǫ, η > 0 small enough
E[|∆q(π0,⋄(P i1i2Dεj0Kε,j2, uε,j11 )(t1)− π0,⋄(P i1i2Dεj0Kε,j2, uε,j11 )(t2)
− π0,⋄(P i1i2Dj0K¯ε,j2, u¯ε,j11 )(t1) + π0,⋄(P i1i2Dj0K¯ε,j2, u¯ε,j11 )(t2))|2]
.εη|t1 − t2|η2q(ǫ+3η),
which by Gaussian hypercontractivity and Lemma 2.1 implies that for i1, i2, j0, j1 = 1, 2, 3 such
that
π0,⋄(P
i1i2Dεj0K
ε,j2, uε,j11 )− π0,⋄(P i1i2Dj0K¯ε,j2, u¯ε,j11 )→ 0 in C([0, T ], C−δ).
By a similar argument we also obtain that for i1, i2, j0, j1 = 1, 2, 3 such that
π0(P
i1i2Dεj0K
ε,i2, uε,j11 )− C˜ε,i1,j0,j1,i23 − π0,⋄(P i1i2Dj0K¯ε,i2 , u¯ε,j11 )→ 0 in Lp(Ω;C([0, T ], C−δ)),
where
C˜ε,i1,j0,j1,i23
=(2π)−3
3∑
i3=1
∑
k2∈Z3\{0}
∫ t
0
e−2|k2|
2(t−s)f(εk2)kj02 g(εk
j0
2 )
h(εk2)
2
2|k2|2f(εk2) Pˆ
i1i2(k2)Pˆ
i2i3(k2)Pˆ
j1i3(k2)ds,
3∑
i2=1
C˜ε,i1,j0,j1,i23 = 2C˜
ε,i1,j0,j1.
4.6 Convergence of uε,i2 u
ε,j
2 − u¯ε,i2 u¯ε,j2
In this subsection for i, j = 1, 2, 3, we deal with uε,i2 u
ε,j
2 and prove that u
ε,i
2 ⋄uε,j2 − u¯ε,i2 ⋄ u¯ε,j2 → 0
in Lp(Ω;C([0, T ]; C−δ)). Recall that for i, j = 1, 2, 3
uε,i2 ⋄ uε,j2 := uε,i2 uε,j2 − ϕε,ij2 (t)− Cε,ij2 ,
u¯ε,i2 ⋄ u¯ε,j2 := u¯ε,i2 u¯ε,j2 − ϕ¯ε,ij2 (t)− C¯ε,ij2 .
We have the following identities:
uε,i2 u
ε,j
2 − u¯ε,i2 u¯ε,j2 := L1 + L2 + L3,
where
L1t =(2π)
−9/2
[ 3∑
i1,i2,j1,j2=1
∑
k1234=k
(∫ t
0
∫ t
0
e−|k12|
2f(εk12)(t−s)−|k34|2f(εk34)(t−s¯)ki212g(εk
i2
12)k
j2
34g(εk
j2
34)
: Xˆε,i1s (k1)Xˆ
ε,i2
s (k2)Xˆ
ε,j1
s¯ (k3)Xˆ
ε,j2
s¯ (k4) : dsds¯ek
−
∫ t
0
∫ t
0
e−|k12|
2(t−s)−|k34|2(t−s¯) : ˆ¯Xε,i1s (k1)
ˆ¯Xε,i2s (k2)
ˆ¯Xε,j1s¯ (k3)
ˆ¯Xε,j2s¯ (k4) : dsds¯ek
ıki212ık
j2
34
)
Pˆ ii1(k12)Pˆ
jj1(k34)
]
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L2 =
4∑
i=1
I i,
with
I1t =(2π)
−9/2
3∑
i1,i2,j1,j2=1
∑
k24=k,k1
(∫ t
0
∫ t
0
e−|k12|
2f(εk12)(t−s)−|k4−k1|2f(ε(k4−k1))(t−s¯)
h(εk1)
2e−|k1|
2f(εk1)|s−s¯|
2|k1|2f(εk1)
: Xˆε,i2s (k2)Xˆ
ε,j2
s¯ (k4) : dsds¯ekPˆ
ii1(k12)g(ε(k
i2
12))k
i2
12Pˆ
jj1(k4 − k1)g(ε(kj24 − kj21 ))(kj24 − kj21 )
3∑
j3=1
Pˆ i1j3(k1)Pˆ
j1j3(k1)−
∫ t
0
∫ t
0
e−|k12|
2(t−s)−|k4−k1|2(t−s¯)
h(εk1)
2e−|k1|
2|s−s¯|
2|k1|2 :
ˆ¯Xε,i2s (k2)
ˆ¯Xε,j2s¯ (k4) : dsds¯ek
Pˆ ii1(k12)ık
i2
12ıPˆ
jj1(k4 − k1)(kj24 − kj21 )
3∑
j3=1
Pˆ i1j3(k1)Pˆ
j1j3(k1)
)
,
I2t =(2π)
−9/2
3∑
i1,i2,j1,j2=1
∑
k24=k,k1
(∫ t
0
∫ t
0
e−|k12|
2f(εk12)(t−s)−|k4−k1|2f(ε(k4−k1))(t−s¯)
h(εk1)
2e−|k1|
2f(εk1)|s−s¯|
2|k1|2f(εk1)
: Xˆε,i1s (k2)Xˆ
ε,j2
s¯ (k4) : dsds¯ekPˆ
ii1(k12)g(ε(k
i2
12))k
i2
12Pˆ
jj1(k4 − k1)g(ε(kj24 − kj21 ))(kj24 − kj21 )
3∑
j3=1
Pˆ i2j3(k1)Pˆ
j1j3(k1)−
∫ t
0
∫ t
0
e−|k12|
2(t−s)−|k4−k1|2(t−s¯)
h(εk1)
2e−|k1|
2|s−s¯|
2|k1|2 :
ˆ¯Xε,i1s (k2)
ˆ¯Xε,j2s¯ (k4) : dsds¯ek
Pˆ ii1(k12)ık
i2
12ıPˆ
jj1(k4 − k1)(kj24 − kj21 )
3∑
j3=1
Pˆ i2j3(k1)Pˆ
j1j3(k1)
)
,
I3t =(2π)
−9/2
3∑
i1,i2,j1,j2=1
∑
k24=k,k1
(∫ t
0
∫ t
0
e−|k12|
2f(εk12)(t−s)−|k4−k1|2f(ε(k4−k1))(t−s¯)
h(εk1)
2e−|k1|
2f(εk1)|s−s¯|
2|k1|2f(εk1)
: Xˆε,i2s (k2)Xˆ
ε,j1
s¯ (k4) : dsds¯ekPˆ
ii1(k12)g(ε(k
i2
12))k
i2
12Pˆ
jj1(k4 − k1)g(ε(kj24 − kj21 ))(kj24 − kj21 )
3∑
j3=1
Pˆ i1j3(k1)Pˆ
j2j3(k1)−
∫ t
0
∫ t
0
e−|k12|
2(t−s)−|k4−k1|2(t−s¯)
h(εk1)
2e−|k1|
2|s−s¯|
2|k1|2 :
ˆ¯Xε,i2s (k2)
ˆ¯Xε,j1s¯ (k4) : dsds¯ek
Pˆ ii1(k12)ık
i2
12ıPˆ
jj1(k4 − k1)(kj24 − kj21 )
3∑
j3=1
Pˆ i1j3(k1)Pˆ
j2j3(k1)
)
,
I4t =(2π)
−9/2
3∑
i1,i2,j1,j2=1
∑
k24=k,k1
(∫ t
0
∫ t
0
e−|k12|
2f(εk12)(t−s)−|k4−k1|2f(ε(k4−k1))(t−s¯)
h(εk1)
2e−|k1|
2f(εk1)|s−s¯|
2|k1|2f(εk1)
: Xˆε,i1s (k2)Xˆ
ε,j1
s¯ (k4) : dsds¯ekPˆ
ii1(k12)g(ε(k
i2
12))k
i2
12Pˆ
jj1(k4 − k1)g(ε(kj24 − kj21 ))(kj24 − kj21 )
3∑
j3=1
Pˆ i2j3(k1)Pˆ
j2j3(k1)−
∫ t
0
∫ t
0
e−|k12|
2(t−s)−|k4−k1|2(t−s¯)
h(εk1)
2e−|k1|
2|s−s¯|
2|k1|2 :
ˆ¯Xε,i1s (k2)
ˆ¯Xε,j1s¯ (k4) : dsds¯ek
Pˆ ii1(k12)ık
i2
12ıPˆ
jj1(k4 − k1)(kj24 − kj21 )
3∑
j3=1
Pˆ i2j3(k1)Pˆ
j2j3(k1)
)
,
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and
L3t =(2π)
−6
3∑
i1,i2,j1,j2=1
∑
k1,k2
[ ∫ t
0
∫ t
0
e−|k12|
2f(εk12)(t−s+t−s¯)
h(εk1)
2h(εk2)
2e−(|k1|
2f(εk1)+|k2|2f(εk2))|s−s¯|
4|k1|2|k2|2f(εk1)f(εk2) dsds¯
Pˆ ii1(k12)Pˆ
jj1(k12)g(εk
i2
12)k
i2
12(−g(−εkj212)kj212)
−
∫ t
0
∫ t
0
e−|k12|
2(t−s+t−s¯)h(εk1)
2h(εk2)
2e−(|k1|
2+|k2|2)|s−s¯|
4|k1|2|k2|2 dsds¯Pˆ
ii1(k12)Pˆ
jj1(k12)
ıki212(−ıkj212)
] 3∑
j3,j4=1
(
Pˆ i1j3(k1)Pˆ
j1j3(k1)Pˆ
i2j4(k2)Pˆ
j2j4(k2) + Pˆ
i1j3(k1)Pˆ
j2j3(k1)Pˆ
i2j4(k2)Pˆ
j1j4(k2)
)
.
By a easy computation we obtain that
L3t =(2π)
−6
3∑
i1,i2,j1,j2=1
∑
k1,k2
h(εk1)
2h(εk2)
2Pˆ ii1(k12)Pˆ
jj1(k12)
3∑
j3,j4=1
(
Pˆ i1j3(k1)Pˆ
j2j3(k1)Pˆ
i2j4(k2)
Pˆ j1j4(k2) + Pˆ
i1j3(k1)Pˆ
j1j3(k1)Pˆ
i2j4(k2)Pˆ
j2j4(k2)
)[
− ki212g(εki212)kj212g(−εkj212)
1
2|k1|2f(εk1)|k2|2f(εk2)(|k1|2f(εk1) + |k2|2f(εk2) + |k12|2f(εk12))
(
1− e−2|k12|2tf(εk12)
2|k12|2f(εk12) −
∫ t
0
e−2|k12|
2f(εk12)(t−s)−(|k1|2f(εk1)+|k2|2f(εk2)+|k12|2f(εk12))sds)
− ki212kj212
1
2|k1|2|k2|2(|k1|2 + |k2|2 + |k12|2)(
1− e−2|k12|2t
2|k12|2 −
∫ t
0
e−2|k12|
2(t−s)−(|k1|2+|k2|2+|k12|2)sds)
]
.
Let
Cε,ij2 =(2π)
−6
3∑
i1,i2,j1,j2=1
∑
k1,k2
h(εk1)
2h(εk2)
2Pˆ ii1(k12)Pˆ
jj1(k12)k
i2
12g(εk
i2
12)(−kj212)g(−εkj212)
3∑
j3,j4=1
(
Pˆ i1j3(k1)
Pˆ j1j3(k1)Pˆ
i2j4(k2)Pˆ
j2j4(k2) + Pˆ
i1j3(k1)Pˆ
j2j3(k1)Pˆ
i2j4(k2)Pˆ
j1j4(k2)
)
1
4|k1|2f(εk1)|k2|2f(εk2)(|k1|2f(εk1) + |k2|2f(εk2) + |k12|2f(εk12))
1
|k12|2f(εk12) .
C¯ε,ij2 =(2π)
−6
3∑
i1,i2,j1,j2=1
∑
k1,k2
h(εk1)
2h(εk2)
2Pˆ ii1(k12)Pˆ
jj1(k12)k
i2
12k
j2
12
3∑
j3,j4=1
(
Pˆ i1j3(k1)Pˆ
j1j3(k1)
Pˆ i2j4(k2)Pˆ
j2j4(k2) + Pˆ
i1j3(k1)Pˆ
j2j3(k1)Pˆ
i2j4(k2)Pˆ
j1j4(k2)
)
1
4|k1|2|k2|2(|k1|2 + |k2|2 + |k12|2)
1
|k12|2 .
Define
ϕε,ij2 − ϕ¯ε,ij2 = L3t − Cε,ij2 + C¯ε,ij2 ,
67
where ϕε2, ϕ¯
ε
2 corresponds to u
ε, u¯ε respectively. Then for ρ > 0 we have
|ϕε2 − ϕ¯ε2| .
∣∣∣∣∑
k1,k2
−ki212kj212g(εki212)g(−εkj212)
|k1|2f(εk1)|k2|2f(εk2)(|k1|2f(εk1) + |k2|2f(εk2) + |k12|2f(εk12))(
e−2|k12|
2f(εk12)t
2|k12|2f(εk12)
+
∫ t
0
e−2|k12|
2f(εk12)(t−s)−(|k1|2f(εk1)+|k2|2f(εk2)+|k12|2f(εk12))sds)
+
∑
k1,k2
ki212k
j2
12
1
|k1|2|k2|2(|k1|2 + |k2|2 + |k12|2)(
e−2|k12|
2t
2|k12|2 +
∫ t
0
e−2|k12|
2(t−s)−(|k1|2+|k2|2+|k12|2)sds)
∣∣∣∣
.t−ρ
∑
k1,k2
εη(|k1|η + |k2|η + |k12|η)
|k1|2|k2|2|k12|2+2ρ . t
−ρεη,
where 2ρ > η > 0. Then ϕε2− ϕ¯ε2 converges to 0 with respect to ‖ϕ‖ = supt∈[0,T ] tρ|ϕ(t)| for any
ρ > 0.
Terms in the second chaos: Now we come to L2t : it is sufficient to consider I
1
t and the
desired estimates for other terms can be obtained similarly. For ǫ > 0 small enough we have
the following inequalities
E|∆qI it |2
.
∑
k
∑
k24=k,k′24=k,k1,k
′
1
3∑
i2,j2,i′2,j
′
2=1
θ(2−qk)2
[ ∫ t
0
∫ t
0
∫ t
0
∫ t
0
∣∣∣∣
(
e−|k12|
2f(εk12)(t−s)−|k4−k1|2f(ε(k4−k1))(t−s¯)ki212g(εk
i2
12)
(kj24 − kj21 )g(ε(kj24 − kj21 ))
e−|k1|
2f(εk1)|s−s¯|
|k1|2f(εk1) − e
−|k12|2(t−s)−|k4−k1|2(t−s¯)ııki212(k
j2
4 − kj21 )
e−|k1|
2|s−s¯|
|k1|2
)
(
e−|k
′
1|
2f(εk′1)|s−s¯|
|k′1|2f(εk′1)
e−|k
′
12|
2f(εk′12)(t−σ)−|k
′
4−k
′
1|
2f(ε(k′4−k
′
1))(t−σ¯)k
′i′2
12 g(εk
′i′2
12 )(k
′j′2
4 − k
′j′2
1 )g(ε(k
j′2
4 − kj
′
2
1 ))
− e−|k′12|2(t−σ)−|k′4−k′1|2(t−σ¯) e
−|k′1|
2|s−s¯|
|k′1|2
ıık
′i′2
12 (k
′j′2
4 − k
′j′2
1 )
)
1{k2=k′2,k4=k′4} + 1{k2=k′4,k4=k′2}
|k2|2|k4|2
∣∣∣∣dsds¯dσdσ¯
+
∫ t
0
∫ t
0
∫ t
0
∫ t
0
|e−|k12|2(t−σ)−|k4−k1|2(t−σ¯)ııki212(kj24 − kj21 )e−|k
′
12|
2(t−s)−|k′4−k
′
1|
2(t−s¯)ıık
′i′2
12 (k
′j′2
4 − k
′j′2
1 )
|εk2|η + |εk4|η
|k1|2|k′1|2|k2|2|k4|2
1{k2=k′2,k4=k′4} + 1{k2=k′4,k4=k′2}
∣∣∣∣dsds¯dσdσ¯
]
.tǫ
∑
k
∑
k24=k,k1,k3
(θ(2−qk)2[(|εk12| η2 + |ε(k4 − k1)| η2 + |εk1| η2 )(|εk23| η2 + |ε(k4 − k3)| η2 + |εk3| η2 )
|k1|2|k2|2|k3|2|k4|2|k1 − k4|1−ǫ|k4 − k3||k12|1−ǫ
+|εk2|η + |εk4|η
]
|k23| +
θ(2−qk)2
[
(|εk12| η2 + |ε(k4 − k1)| η2 + |εk1| η2 )(|εk34| η2 + |ε(k2 − k3)| η2 + |εk3| η2 )
|k1|2|k2|2|k3|2|k4|2|k1 − k4|1−ǫ|k2 − k3||k12|1−ǫ
+|εk2|η + |εk4|η
]
|k34|
)
,
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where in the first inequality we used (4.7). Now in the following we only estimate the first term
on the right hand side of the inequality and the second term can be estimated similarly:
E|∆qI it |2 .tǫ
∑
k
∑
k24=k
θ(2−qk)2
|k2|2|k4|2
∑
k1
1
|k1 − k4|1−ǫ|k1|2|k12|1−ǫ
∑
k3
1
|k3 − k4||k3|2|k23|
[
(|εk12|
η
2
+ |ε(k4 − k1)|
η
2 + |εk1|
η
2 )(|εk23|
η
2 + |ε(k4 − k3)|
η
2 + |εk3|
η
2 ) + |εk2|η + |εk4|η
]
.tǫ
∑
k
∑
k24=k
θ(2−qk)2
|k2|2|k4|2 (
∑
k1
1
|k1 − k4|2−2ǫ|k1|2 )
1/2(
∑
k1
1
|k12|2−2ǫ|k1|2 )
1/2(
∑
k3
1
|k3 − k4|2|k3|2 )
1/2
(
∑
k3
1
|k23|2|k3|2 )
1/2
[
(|εk12|
η
2 + |ε(k4 − k1)|
η
2 + |εk1|
η
2 )(|εk23|
η
2 + |ε(k4 − k3)|
η
2 + |εk3|
η
2 )
+ |εk2|η + |εk4|η
]
.tǫεη
∑
k
∑
k24=k
(
θ(2−qk)2
|k2|3−ǫ−η|k4|3−ǫ +
θ(2−qk)2
|k2|3−ǫ|k4|3−ǫ−η
)
. εη22ǫ+ηtǫ,
where in the last two inequalities we used Lemma 4.1.
Terms in the fourth chaos:
Now we consider L1t : For ǫ, η > 0 small enough we have the following calculations:
E|∆qL1t |2
.
∑
k
∑
k1234=k
3∑
i1,i2,j1,j2=1
3∑
i′1,i
′
2,j
′
1,j
′
2=1
θ(2−qk)2
(∫ t
0
∫ t
0
∫ t
0
∫ t
0
∣∣∣∣(e−f(εk12)|k12|2(t−s)−|k34|2f(εk34)(t−s¯)
ki212g(εk
i2
12)k
j2
34g(εk
j2
34)− e−|k12|
2(t−s)−|k34|2(t−s¯)ki212ıık
i2
34)
(e−f(εk
′
12)|k
′
12|
2(t−σ)−|k′34|
2f(εk′34)(t−σ¯)k
′i′2
12 g(εk
′i′2
12 )k
′j′2
34 g(εk
′j′2
34 )− e−|k
′
12|
2(t−s)−|k′34|
2(t−s¯)k
′i′2
12 ıık
′i′2
34 )
∣∣∣∣
(1{k1=k′1,k2=k′2,k3=k′3,k4=k′4} + 1{k1=k′3,k2=k′2,k3=k′1,k4=k′4})
1
|k1|2|k2|2|k3|2|k4|2dsds¯dσdσ¯
+
∫ t
0
∫ t
0
∫ t
0
∫ t
0
∣∣∣∣e−|k12|2(t−s)−|k34|2(t−s¯)ki212kj234ııe−|k′12|2(t−s)−|k′34|2(t−s¯)k′i′212 k′j′234 ıı
∣∣∣∣∑4
i=1 |εki|η
|k1|2|k2|2|k3|2|k4|2 (1{k1=k
′
1,k2=k
′
2,k3=k
′
3,k4=k
′
4}
+ 1{k1=k′3,k2=k′2,k3=k′1,k4=k′4})dsds¯dσdσ¯
)
.tǫ
∑
k
∑
k1234=k
θ(2−qk)2
( |εk12|η + |εk34|η +∑4i=1 |εki|η
|k1|2|k2|2|k3|2|k4|2|k12|2−ǫ|k34|2−ǫ
+
(|εk12| η2 + |εk34| η2 )(|εk14| η2 + |εk23| η2 ) +
∑4
i=1 |εki|η
|k1|2|k2|2|k3|2|k4|2|k12|1−ǫ/2|k34|1−ǫ/2|k14|1−ǫ/2|k23|1−ǫ/2
)
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.εηtǫ
(∑
k
[
(
∑
k1234=k
θ(2−qk)2(|k12|η + |k34|η)
|k1|2|k2|2|k3|2|k4|2|k12|2−ǫ|k34|2−ǫ )
1/2(
∑
k1234=k
θ(2−qk)2(|k14|η + |k23|η)
|k1|2|k2|2|k3|2|k4|2|k14|2−ǫ|k23|2−ǫ )
1/2
+ (
∑
k1234=k
θ(2−qk)2
∑4
i=1 |ki|η
|k1|2|k2|2|k3|2|k4|2|k12|2−ǫ|k34|2−ǫ )
1/2(
∑
k1234=k
θ(2−qk)2
∑4
i=1 |ki|η
|k1|2|k2|2|k3|2|k4|2|k14|2−ǫ|k23|2−ǫ )
1/2
]
+ 2q(2ǫ+η)
)
.εη2q(2ǫ+η)tǫ,
where we used (4.8) in the first inequality and Lemma 4.1 in the last inequality. By a similar
calculation we also get that for ǫ, η > 0 small enough
E[|∆q(uε,i2 ⋄ uε,j2 (t1)− uε,i2 ⋄ uε,j2 (t2)− u¯ε,i2 ⋄ u¯ε2,j2 (t1) + u¯ε2,i2 ⋄ u¯ε2,j2 )(t2))|2]
.εη|t1 − t2|η2q(ǫ+3η),
which by Gaussian hypercontractivity and Lemma 2.1 implies that for i, j = 1, 2, 3 and every
δ > 0
uε,i2 ⋄ uε,j2 − u¯ε,i2 ⋄ u¯ε,j2 → 0 in Lp(Ω;C([0, T ], C−δ)).
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