We prove that the condition
Introduction
Let Φ = {φ n : n = 1, 2, . . .} ⊂ L 2 (0, 1) be an orthonormal system. Recall that a sequence of positive numbers w(n) ր ∞ is said to be an a.e. convergence Weyl multiplier (shortly C-multiplier) if every series ∞ n=1 a n φ n (x), (1.1) with coefficients satisfying the condition ∞ n=1 a 2 n w(n) < ∞ (1.2) is a.e. convergent (see [8] or [7] ). The Menshov-Rademacher classical theorem ( [12] , [23] ) states that the sequence log 2 n is a C-multiplier for any orthonormal system. The sharpness of log 2 n in this statement was established by Menshov in the same paper [12] , proving that any sequence w(n) = o(log 2 n) fails to be C-multiplier for some orthonormal system. The following definitions are well known in the theory of orthogonal series. Definition 1.1. A sequence of positive numbers w(n) ր ∞ is said to be an a.e. convergence Weyl multiplier for the rearangements (RC-multiplier) of an orthonormal system Φ if it is C-multiplier for any rearangement of Φ.
Definition 1.2.
A sequence of positive numbers w(n) ր ∞ is said to be an a.e. unconditional convergence Weyl multiplier (UC-multiplier) for an orthonormal system Φ if under the condition (1.2) the series (1.1) converge a.e. after any rearrangement of its terms.
For a given orthonormal system Φ, we denote by RC(Φ) and UC(Φ) the families of RC and UC multipliers, respectively. Observe that according to the Menshov-Rademacher theorem we have log 2 n ∈ RC(Φ) for any orthonormal system Φ and the counterexample of Menshov tells us that log 2 n is optimal in this statement. The following two theorems provide a necessary and sufficient condition for a sequence to be UC-multiplier for all orthonormal systems. Namely, Theorem A (Orlicz, [21] ). If an increasing sequence of positive numbers λ(n) satisfies
3)
then w(n) = λ(n) log 2 n is a UC-multiplier for any orthonormal system.
Theorem B (Tandori, [24] ). If an increasing sequence of positive numbers λ(n) doesn't satisfy (1.3) , then there exists an orthonormal system for which the sequence w(n) = λ(n) log 2 n fails to be a UC-multiplier.
In particular, these results imply that the sequence log 2 n log log 1+ε n, ε > 0 is an UC-multiplier for any orthonormal system, while log 2 n log log n is not a UC-multiplier for some orthonormal systems.
The study of RC and UC multipliers of classical orthonormal systems is an old issue in the theory of orthogonal series. It is well known that the sequence w(n) ≡ 1 is a C-multiplier for trigonometric, Walsh, Haar and Franklin systems, while it fails to be RC-multiplier for those systems. Kolmogorov [10] was the first who remarked that the sequence w(n) ≡ 1 is not RC-multiplier for the trigonometric system. However, he has never published the proof of this fact. A proof of this assertion was later given by Zahorski [36] . Afterward, developing Zahorski's argument, Ul ′ yanov [27, 28] established such a property for Haar and Walsh systems. Using the Haar functions technique, Olevskii [20] succeed proving that such a phenomenon is common for arbitrary complete orthonormal system.
Later on Ul ′ yanov [29, 32] found the optimal growth of the RC and UC multipliers of Haar system. Moreover, his technique of the proof became a key argument in the study of the analogous problems for other classical systems. Namely, Theorem C (Ul ′ yanov, [31] ). The sequence log n is an RC-multiplier for the Haar system and any sequence w(n) = o(log n) is not. [31] ). The sequence w(n) is a UC-multiplier for the Haar system if and only if it holds the bound
In his famous overview [33] of 1964 Ul ′ yanov raised two problems (see [33] , pp. 58, 62-63), and those have been further recalled several times in different papers of the author (see [32] , p. 1041, [34] , p. 80, [35] , p. 57). The problems claim 1) Find the optimal sequence w(n) to be RC-multiplier for the trigonometric (Walsh) system?
2) Characterize the UC-multipliers of the trigonometric (Walsh) system?
The following result somehow clarifies the relationship between these two problems in the terms of the Orlicz "extra factor" λ(n) (see (1.3) ). It also tells us that the Orlicz theorem can be deduced from the Menshov-Rademacher theorem.
Theorem E (Ul ′ yanov-Poleshchuk, [22, 31] ). If w(n) is an RC-multiplier for an orthonormal system Φ = {φ n (x)} and λ(n) is an increasing sequence of positive numbers satisfying (1.3), then the sequence λ(n)w(n) is a UC-multiplier for Φ.
Relating to the problems 1), we first note that the Menshov-Rademacher theorem implies that log 2 n is a RC-multiplier for the trigonometric and Walsh systems, and second, it is not known any RC-multiplier w(n) = o(log 2 n) for those systems. Similarly, the only known UC-multipliers of trigonometric and Walsh systems are sequences λ(n) log 2 n coming form the result of Orlicz for the general orthonormal systems.
The lower estimates for RC and UC multipliers of Walsh system were studied in [1, [16] [17] [18] 26] . The best result at this moment proved independently by Bochkarev [1, 2] and Nakata [16] says that if an increasing sequence w(n) satisfies
then it is not an UC-multiplier for the Walsh system. For the trigonometric system analogous bounds were studied in [5, [13] [14] [15] 24] . The most general result is due Galstyan [5] , 1992, who proved that under the condition ∞ n=1 1 n log log n · w(n) = ∞ (1.6) the sequence w(n) fails to be UC-multiplier for the trigonometric system. In contrast to Haar and Walsh systems in the trigonometric case we see here extra log log n factor in (1.6). The Corollary 1.3 stated below tells us that the factor log log n can be removed also in the trigonometric system case. Note that the following inequality is the key argument in the proof of the Menshov-Rademacher theorem.
Theorem F [12] , [23] , see also [8] ). For any orthonormal system {φ k : k = 1, 2, . . . , n} ⊂ L 2 (0, 1) and coefficients a k it holds
where c > 0 is an absolute constant.
Similarly, the counterexample of Menshov is based on the following results.
Theorem G (Menshov, [12] ). For any natural number n ∈ N there exists an orthogonal system φ k , k = 1, 2, . . . , n, such that
for an absolute constant c > 0.
To state the results of the present paper let us introduce some notations. For two positive quantities a and b the notation a b will stand for the inequality a < c · b, where c > 0 is an absolute constant, and we write a ∼ b whenever a b a. Let Σ N denote the family of one to one mappings (permutations) on {1, 2, . . . , N}. For a given integer N ≥ 1 and σ ∈ Σ N we consider the operator T σ,N :
Our main result is the following.
(1.8)
We note that the upper bound in (1.8) follows from the Menshov-Rademacher inequality (1.7). Recall the weak L 2 -norm of an operator T :
From the lower bound of (1.8), applying Lemma 8.1, we easily deduce also a lower estimate for the weak L 2 -norm of the operator T σ,N . Namely, Corollary 1.1. For any integer N > 1 one can find a permutation σ ∈ Σ N such that
Applying (1.9) we prove the following results. fails to be a RC-multiplier for the trigonometric system. Moreover, there are coefficients a n , satisfying (1.2), such that the series ∞ n=1 a n e 2πiσ(n)x is almost everywhere divergent for some permutation σ. Corollary 1.3. If an increasing sequence of positive numbers w(n) satisfies (1.5), then it is not UC-multiplier for the trigonometric system. Namely, there are coefficients a n satisfying (1.2) such that the series ∞ n=1 a n e 2πinx (1.11)
can be rearranged into almost everywhere divergent series. 
A positive answer to this question would imply that log n is an RC-multiplier for the trigonometric system, completing the solutions of the above mentioned two problems of Ul ′ yanov.
Remark 1.3. It is also not know the estimate like (1.9) for the Walsh system. Note that our proof of (1.9) is based on a specific argument that is common only for the trigonometric system and it is not applicable in the case of Walsh system. Namely, we use a logarithmic lower bound for the directional Hilbert transform on the plane due to Demeter [3] .
Remark 1.4. Recall the following problem posed Kashin in [9] , that became more interesting after the result of Theorem 1.1: is there a sequence of positive numbers γ(n) = o(log n) such that for any orthonormal system φ n on (0, 1) it holds the inequality
Remark 1.5. Finally, we note that an analogous result of Theorem D for the Franklin system was proved by Gevorkyan [4] . In a recent paper of author [6] it was proved the analogous of the Theorems C and D for the orthonormal systems of non-overlapping martingale-difference (in particular, Haar) polynomials.
Directional Hilbert transform and Demeter's example
The starting point for our construction is an example given by Demeter [3] for the directional Hilbert transform. To state it we need the notations
For a rapidly decreasing function f and a unit vector (cos θ, sin θ), θ ∈ [0, 2π), we define
which is the one dimensional Hilbert transform corresponding to the direction θ. It is well known this operator can be extended to a bounded operator on L 2 (R 2 ). For the collection of uniformly distributed unit vectors
consider the operator
The result of the paper [3] is the lower bound H * Θ 2→2
log N. We find suitable to give a detailed proof of this result. Lemma 2.1 (Demeter, [3] ). For any integer N > 100 the function
satisfies the inequality
Proof. A change of variable enables to prove (2.2) for the function
and consider the unit vector u = x x = (cos θ, sin θ). Clearly, there is a unit vector
4)
A geometric argument shows that the line x − tu k , t ∈ R, has four intersection points with the boundary of B(10, N). Moreover, we have
Based on (2.4), (2.5) and (2.6), we claim that
So we conclude a < x < b. Using also
we easily get (2.7). Similarly we will have (2.8). From
and the same bound for B we obtain (2.9) and (2.10) respectively. If t ∈ E, then we have
and therefore,
Thus we get
On the other hand
Using (2.9) and (2.10) we can say that each All these imply
Combining (2.11) and (2.12), we obtain
. Thus, simple integration shows that
Smooth modification of the function f
Since the one dimensional Hilbert transform is the multiplier operator of i · sign x, for any direction θ = (cos θ, sin θ) we have
Recall the multiplier operator T D corresponding to a region D ⊂ R 2 defined by
One can check that
Let us denote
So the bound (2.2) is equivalent to the inequality
which will be used in the next sections. In this section we examine some properties of function (2.1). 
Proof. Equations (3.3) are results of a simple integration. Fix a vector h, h < δ.
Observe that
Using this we get It is well known there exists a function K ∈ L ∞ (R 2 ) satisfying the relations
where c > 0 is a constant. We are going to replace the function (2.1) by the function
Proof. Applying Fourier transform to the convolution (3.11), we get
so (3.9) immediately implies (3.12) . Write g in the form
Combining the relation supp f ⊂ B(0, N −4 ) with (3.10), we get the rough estimate
which gives us
Choosing δ = N −8 , for every x ∈ B(0, 1) we can write
From (3.4) it follows that
Applying (3.10) and the bound f ∞ < N 5 , the second integral can be estimated as follows
and so 
This completes the proof of lemma. 
A basic sequence of orthogonal functions
Proof. In light of (3.1), it is enough to prove the inequality for H θ instead of the operator T Γ θ . Without loss of generality we can suppose that θ = 0. So we have
Thus we obtain
and so (4.1).
Denote
that is a sectorial region. 
Consider the functions
and so
Once again apply Lemma 4.1 for A = 1/2, we get
Finally, combining (4.2) and (4.3), we obtain
, and consider the functions
where g is (3.11). Proof. One can check that
So from (3.14) we obtain
Now denote
And consider the functions
We have the inequality
Proof. First observe that, since g and soĝ are a spherical functions, we have
(4.8)
In view of (3.12), (4.4) and (4.6) it follows that
Besides, according to (3.15) 
Lemma 4.5. It holds the inequality
Proof. Write
Combination of supp f ⊂ B(0, N −4 ) with inequality (3.13) implies V 2 1/N. Thus we obtain 
(4.11)
From (4.4), (4.6), (4.10) and (4.11) we obtain
and so (4.9).
Lemma 4.6. There exist a sequence of functions r k ∈ L 2 (R 2 ), k = 1, 2, . . . , N, such that
(4.14)
Proof. Define
We will immediately have (4.12). From (4.9) it follows that
and in light of (4.7) we get r k − g k 2 ≤ f 2 /N. Thus, taking into account (4.5), we get (4.14). Since
and suppf k ⊂ D k , by (4.9) we get
and so (4.13).
Double trigonometric polynomials
The following lemma is a version of Lemma 4.6 for double trigonometric sums.
Proposition 5.1. There exist two dimensional non-overlapping trigonometric polynomials p k (x) = n∈G k a n e 2πin·x , k = 1, 2, . . . , N,
Proof. Let u be a fixed vector. In light of (4.12) the function
depended on x can be periodically continued and considered as a function of L 2 (T 2 ) with the Fourier representation
For any n = (n 1 , n 2 ) ∈ Z 2 we denote ∆ n = [n 1 , n 1 + 1) × [n 2 , n 2 + 1) and let 2N 15 ).
From the definition of D k it follows that
Consider the functions Clearly
and by (4.13) and (5.4) we obtain 
Finally, we can define 
Equivalency of discrete trigonometric systems
Let {f k : k ∈ A} and {g k : k ∈ B} be families of measurable functions defined on measure spaces (X, µ) and (Y, ν) respectively. We say these sequences are equivalent if there is a one to one mapping σ : A → B such that the equality µ{f α j > λ j , j = 1, 2, . . . , m} = ν{g σ(α j ) > λ j , j = 1, 2, . . . , m} holds for any choice of collections of α j ∈ A and λ j ∈ R, j = 1, 2, . . . , m. For an integer l ≥ 1 we denote N l = {1, 2, . . . , l}. The discrete trigonometric system of order l on [0, 1) is defined as
where δ (l) k = [(k − 1)/n, k/n). Tensor product of two one dimensional systems of order p and q is the collection of functions
We prove the following Proposition 6.1. If p and q are coprime numbers, then the systems T (pq) and T (p) × T (q) are equivalent. Lemma 6.1. For any coprime numbers p and q, there are two one to one mappings φ and ψ acting from N p × N q to N pq such that
Proof. According to Chinese reminder theorem for every l ∈ N pq one can find unique pair (n 1 , n 2 ) of integers n 1 ∈ N p and n 2 ∈ N q such that l = n 1 mod p, l = n 2 mod q, and this defines a one to one mapping τ from N p × N q to N pq such that τ (n 1 , n 2 ) = l. Clearly,
determine one to one mappings from N p × N q to N pq . Besides we have
Proof of Proposition 6.1. Let φ and ψ be mappings taken from Lemma 6.1. The mapping φ produces a one to one correspondence
In light of (6.1) and (6.2) one can see that each function t (p) n 1 × t (q) n 2 takes the same value on δ (p) u 1 ×δ (q) u 2 as t Proof. The condition (7.1) implieŝ
So for each n ∈ Z 2 eitherf (n) = 0 orĝ(n) = 0. This completes the proof. Now we are able to proof the main lemma.
Lemma 7.2. There exist a sequence of one dimensional trigonometric polynomials
Proof. For coprime numbers p = N 30 and q = N 30 + 1 we consider the discrete double trigonometric system T (p) × T (q) . It is easy to see that
Consider the non-overlapping double discrete trigonometric polynomials
with the same coefficients as in (5.1), where G k ⊂ N p × N q . According to Proposition 6.1 the systems T (pq) and T (p) × T (q) are equivalent. So the sequence of double polynomials P k generates a one dimensional sequence of non-overlapping polynomials R k ∈ T (pq) , k = 1, 2, . . . , N. In light of (7.4) both sequences share the same logarithmic bound (5.2) of p k . Disjointness of the spectrums of R k implies
Thus, according to (7.1), the functions R k have non-overlapping spectrums of Fourier series. Besides, they are step functions with the intervals of constancy having the length
where σ n (x, f ) denotes the n order Cesàro mean of a function f . Cleraly we will have (7.2). A standard approximation property of the Cesàro means imply 
Then we have
Proof. For a given
We have We will need the following lemma, which is absolutely based on the bound (1.9).
Lemma 9.1. For any N there exists a polynomial P ∈ P N and a rearrangement σ ∈ Σ N such that P 2 ≤ 1 and
According to (1.9) there is a polynomial Q ∈ P M with Q 2 = 1 and a rearrangement τ ∈ Σ M such that the inequality
By a standard argument one can find a sequence of points x k ∈ T, k = 0, 1, . . . , l − 1, such that
Then we consider the polynomial
Clearly P ∈ P N , where (M − 1) 2 ≤ N = lM ≤ M 2 . Define a rearrangement σ ∈ Σ N by σ(n) = τ (n − Mk) + Mk if Mk < n ≤ M(k + 1), k = 0, 1, . . . , l − 1.
One can check that for any x ∈ E + x k it holds
and so T σ,N (x, P ) > √ log N whenever x ∈ F . Since |F | 1, we complete the proof.
Proof of Corollary 1.2. Using (1.10) one can define integers N k ≥ 1, k = 1, 2, . . ., such that
. . . Applying Lemma 9.1, we find polynomials P k (x) and a rearrangements σ k ∈ Σ N k such that all the sets
It is well known this condition provides a sequence t k such that k≥1 n≥k (E n + t n ) = 1.
Consider the trigonometric series
Define a permutation σ of N as follows
Thus we get series (9.2) is almost everywhere divergent. Combining this with (9.3) we complete the proof. 
This immediately gives (1.11) for some α.
The spectrum of a trigonometric polynomial Then for any integer l there exists a sequence of non-overlapping trigonometric polynomial U n , n = 1, 2, . . . , N, such that
In view of (10.1) we consider the polynomial
where K [N 3 /3] is the Fejér kernel of order [N 3 /3] . Standard properties of the Fejér kernel implies
Applying Lemma 9.1, we find a polynomial
satisfying the condition of lemma. In light of (10.1), from (9.1) it easily follows that
where σ is the permutation from (9.1). Consider the polynomials
. . , N, whose spectrums are in (l, l + N 5 ] and non-overlapping. Clearly we have n p n L 2 (T)
|∆|.
Using (10.2) and n |b n | ≤ √ N · P 2 ≤ √ N, we get According to Lemma 10.1 as a desired sequence can serve the polynomials U n (x) = e πik 2 · p n (x) with an appropriate choice of k = 0, 1, 2, 3. Clearly they satisfy the conditions of the lemma.
In the rest of the paper we will consider the sequence ν 0 = 1, ν k = 2 50 k , k = 1, 2, . . . .
(10.5) Lemma 10.3. If an increasing sequence of numbers w(n) satisfies (1.4), then there exists a set of integers G ⊂ N such that
where ν k is the sequence (10.5).
Proof. First, observe that from (1.5) it follows that then (10.7) immediately follows from (10.8) and lemma will be proved. So we can suppose that the series in (10.9) is divergent. The set N \ G can be written in the form
where m 2j ∈ G for any j = 1, 2, . . .. We have
Proof of Corollary 1.3. Applying Lemma 10.3, we find a set of indexes G ⊂ N satisfying (10.6) and (10.7). For the sake of simplicity and without loss of generality we can suppose that G = N. Clearly there is a sequence of positive numbers q k ր ∞ such that
Consider the intervals
Applying Lemma 10.2 with N = (ν k ) 2 and ∆ = ∆ k,j , we find a sequence of nonoverlapping polynomials U k,j,n (x), n = 1, 2, . . . , (ν k ) 2 , such that spec(U k,j,n ) ⊂ (j · (ν k ) 10 , (j + 1) · (ν k ) 10 ], (10.12) 
where each polynomial U k,j,n is considered in its extended form. Let us show that the coefficients of this series satisfy condition (1.2). Indeed, in light of (10.6) and (10.12) we have w(s) w(ν k ) for any s ∈ spec(U k,j,n ). Thus (1.2) may be easily deduced from (10.13), (10.11) and the bound
It remains to rearrange (10.19) into a.e. divergent series. Denote
From (10.18) and (10.10) one can easily get
So we can choose an increasing sequence of integers k s such that 
will be located in the increasing order with respect to the s. We just need to determine the location of each polynomial U k,j,n inside of the group. We do it by induction. Start with the group of the polynomials U ks+1,j,n without any rearrangement with respect to each others. Then suppose we have already arranged the polynomials U k,j,n for k = k s + 1, k s + 2, . . . , l − 1, so that the polynomials U l−1,j,n , n = 1, 2, . . . , (ν l−1 ) 2 are located consecutively. Let us describe the procedure how to locate the polynomials of the next collection U l,j,n , j = 1, 2, . . . , ν l , n = 1, 2, . . . , (ν l ) 2 . Denote by ∆ l−1,j the unique (l − 1)order interval containing the given interval ∆ l,j of l order. The following two cases are possible: 1) If ∆ l,j ⊂ ∆ l−1,j \ E l−1,j , then we locate the polynomials U l,j,n , n = 1, 2, . . . , (ν l ) 2 , immediately after the polynomial U l−1,j,(ν l−1 ) 2 .
2) If ∆ l,j ⊂ E l−1,j , then by the definition of E l−1,j and by (10.16) and (10.17) for some m = m(l, j) we have
In this case we locate the polynomials Q l,j , n = 1, 2, . . . , (ν k ) 2 , immediately after the Q l−1,j,m . This completes the induction procedure and so the construction of the required rearrangement. Let us prove the a.e. divergence of the series (10.19) after the this rearrangement. For a given point x ∈ T there is unique decreasing sequence of intervals ∆ k,j k (x) containing x. Hence our series (10.19) can be split into two subseries
U k,j,n (x) · 1 T\∆ k,j (x). According to the rearrangement construction, one can observe that there is a "restricted" partial sum (a sum of the form q p ) of the rearranged first subseries of (10.22), which contains all the sums of the forms completely and there is no other terms in this partial sum. If (10.20) holds, then according to (10.21) , for the sum of the elements (10.24) we obtain
As for the elements (10.25), they form an a.e. absolutely convergence series. Indeed, we have
|U k,j,n (x)| · 1 T\∆ k,j (x).
The convergence of the second series follows from (10.23) . For the first series, using (10.11) and (10.13), we obtain
that implies its a.e. convergence. Combining (10.26) with the a.e. absolutely convergence of the series consisting of the terms of the form (10.25) we conclude that the first subseries in (10.22) diverges for a.e. x ∈ T. This completes the proof of Corollary 1.3.
