Abstract. This paper discusses the solvability (global in time) of the initialboundary value problem of the Navier-stokes equations in the half space when the initial data h ∈Ḃ α− 2 q qσ (R n + ) and the boundary data g ∈Ḃ
INITIAL-BOUNDARY VALUE PROBLEM OF THE NAVIER-STOKES EQUATIONS IN THE HALF SPACE WITH NONHOMOGENEOUS DATA

TONGKEUN CHANG AND BUM JA JIN
Abstract. This paper discusses the solvability (global in time) of the initialboundary value problem of the Navier-stokes equations in the half space when the initial data h ∈Ḃ q (R n−1 )), for any 0 < α < 2 and q = n+2 α+1
Introduction
Let R n + = {x ∈ R n | x n > 0}, n ≥ 2. In this study, we consider the following nonstationary Navier-Stokes equations u t − ∆u + ∇p = −div(u ⊗ u), div u = 0 in R n + × (0, ∞), u| t=0 = h, u| xn=0 = g, (1.1)
where u = (u 1 , · · · , u n ) and p are the unknown velocity and pressure, respectively, h = (h 1 , · · · , h n ) is the given initial data, and g = (g 1 , · · · , g n ) is the given boundary data. Abundant literature exists on Navier-Stokes equations with homogeneous boundary data (g = 0) (See [6, 10, 21, 22, 24, 31, 37] and the references therein).
Further, over the past decade, many mathematicians have focused on studying Navier-Stokes equations with nonhomogeneous boundary data (g = 0) (See [4, 7, 8, 12, 13, 14, 16, 17, 18, 19, 25, 26, 27, 28, 33, 35, 44] and the references therein).
The study closely relating to our present study is that by G. Grubb [27] , who used pseudo-differential operator techniques to realize the local in time existence of solution u ∈ B (∂Ω × (0, T )) with g n = 0 (When h = 0, the result in [27] was given up to the case αq > 1(and ∞ > q > n+2 α+1 ). See also [25, 26, 28, 37] ). Here, letB . In Refs. [7, 8, 16, 17, 18, 19] , rough initial and boundary data were considered for the local data in the time existence of weak or very weak solutions. In Refs. [4, 33, 44] , a mild-type solution was considered in the half space when the rough initial and boundary data are given. Recently, Chang and Jin [13] studied the local in time solvability of Navier-Stokes equations when h ∈ B q (R n−1 × R + ), q > n + 2. By the same authors [14] , this result is extended to global time existence with small initial and boundary data.
This study aims to extend the result of [27] to any h ∈Ḃ g| t=0 = h| xn=0 on R n−1 .
( 1.2)
The compatibility (1.2) can be generalized to any α > 0 and q > 1 as follows:
q(0) qσ (R n ) is some solenoidal extension of h to R n with h
and Γ t * f | xn=0 := R n Γ(x ′ − y ′ , y n , t)f (y)dy. (According to Lemma
.) The following text states our main result.
). In addition, we assume that (h, g) satisfies the generalized compatibility condition (1.3). Then, there exists ǫ * > 0 such that if
. Section 2 further explains the spaces and notations. Note that as the nonstationary Navier-Stokes equations is invariant under the scaling,
significantly considering (1.1) in the so-called critical spaces, i.e., the function space invariant under the scaling u(·) → λu(λ·) is very important. In Theorem 1.1, the function spaces containing solutions are critical spaces. For the proof of Theorem 1.1, it is necessary to study the initial-boundary value problem of the Stokes equations in R n + × (0, ∞) as follows:
Various studies have been conducted on the solvability of the Stokes equations (1.4) with homogeneous or nonhomogeneous boundary data. Refs. [10, 23, 24, 30, 31, 37, 39] and the references can be referred to for Stokes problems with homogeneous boundary data, whereas Refs. [25, 26, 27, 28, 29, 30, 37, 38, 34] and the references therein can be referred to for Stokes problems with nonhomogeneous boundary data.
Koch and Solonnikov [29] showed the unique local in time existence of solution
. See also [30, 37, 39] .
In [27] , an interior or exterior domain problem was considered for h ∈B
(Ω × (0, T )), with g n = 0 (The result was given for αq > 1 if h = 0 and for αq > 2 if h = 0. See also [25, 26, 28, 38] ). In [18, 34] , Stokes equations were solved for rough data including distributions.
The following theorem states our result on the unique solvability of the Stokes equations (1.4). Theorem 1.2. Let 1 < q < ∞, 0 < α < 2. In addition, let h and g be the same as those given in Theorem 1.1, and
for some r with 1 < r < ∞, then the solution is unique in the classḂ α,
The remainder of this paper is organized as follows. In Section 2, we introduce the notations and function spaces. Section 3 presents the preliminary estimates in homogeneous anisotropic Besov spaces for the Riesz and Poisson heat operators. In Section 4, we consider Stokes equations (1.4) with zero force and zero initial velocity, and provide proof of Theorem 4.1. Sections 5 show the proof of Theorem 1.2 with the help of Theorem 4.1 and the preliminary estimates in Section 3. In Section 6, we give the proof of Theorem 1.1 by constructing approximate solutions.
Our arguments in this paper are based on the elementary estimates of heat and Laplace operators.
Notations and Definitions
The points of spaces R n−1 and R n are denoted by x ′ and x = (x ′ , x n ), respectively. In addition, multiple derivatives are denoted by
Throughout this paper, we denote various generic constants by using c. Let
x n ≥ 0}, and R + = (0, ∞). For the Banach space X and interval I, we denote by X ′ the dual space of X, and by L p (I; X), 1 ≤ p ≤ ∞ the usual Bochner space. For 0 < θ < 1 and 1 < p < ∞, denote by (X, Y ) θ,p the real interpolation space of the Banach space X and Y . For 1 ≤ p ≤ ∞, we write p ′ = p p−1 . For s ∈ R, we write [s] = the largest integer less than s.
Let Ω be a m-dimensional Lipschitz domain, m ≥ 1. Let 1 ≤ p ≤ ∞ and k be a nonnegative integer. The norms of usual Lebesque space L p (Ω), the usual homogeneous Sobolev spaceẆ
For s ∈ R, we denote byḂ 
See [41] for the reference.
Denote byḂ
to Ω. Now, we introduce homogeneous anisotropic Besov space and its properties (See Chapter 5 of [43] , and Chapter 3 of [5] for the definition of homogeneous anisotropic spaces and their properties, although different notations were used in each books).
Define homogeneous anisotropic Besov spaceḂ s,
The above definition is equivalent to the definitions in [5, 43] . Denote byḂ s,
(Ω × I) the usual homogeneous anisotropic Sobolev space.
The properties of the homogeneous anisotropic Besov spaces are comparable with the properties of Besov spaces: In particular, the following properties can be used in this paper. Proposition 2.1.
(1) The real interpolation method giveṡ
for any real number 1 < p < ∞.
. Then, the following inclusions holḋ
For the proof of (1), refer to page 169 in [9] or (a) of Theorem 2.4.2.1 in [41] , and Theorem 6.4.5 in [9] . For the proof of (2), refer to the proof of Theorem 3 in [15] . For the proof of (3), refer to the proof of Theorem 6.5.1 in [9] , and for the proofs of (4) and (5), refer to Theorem 6.6.1 in [9] .
Remark 2.2. The properties in Proposition 2.1 of the homogeneous anisotropic
Besov spaces in R n × R hold for the homogeneous Besov spaces in R n + × R + and R n−1 × R + (see [5, 42, 43] ).
Denote byḂ s,
where p ′ is the Hölder conjugate of p, that is,
. If s < 0, then the zero extensionf of the distribution f is defined by <<f , φ >>:=< f, φ| R n−1 ×R+ >, 
. Here < ·, · > is the duality pairing betweenḂ s,
Letf be Adam's extension of f with respect to space (see Theorem 5.19 in [1] ) and reflective extension with respect to time. Then,f is inḂ s,
. Now, we introduce a notion of weak solutions of the Navier-Stokes equations with nonzero boundary data. 
3. Preliminaries.
3.1. Basic Theories. Let P xn be the Poisson operator defined by
Note that P xn f is a harmonic function in R n + and P xn f | xn=0 = f on R n−1 .
It is well known that P xn is bounded fromḂ
; this was proved in [30, Lemma 2.1]. Through an interpolation argument, we obtained the second inequality of (3.1) for α > 0.
In addition, for a solenoidal vector field u ∈ L p (R n + ), the following trace theorem holds (See [20] for the proof).
Proof. The first inequality is a well-known result (see [20] for the proof).
For α > 1 p , the second inequality is obtained from a usual trace theorem.
that is,
Hence, the proof of the second inequality of Proposition 3.2 is completed.
It is well known that the Riesz transforms in R n , R i , where 1 ≤ i ≤ n, are bounded fromḂ
. According to the definition of the homogeneous anisotropic Besov spaceḂ s,
q (R n × R) and the multiplier theorem, the following boundedness property holds true for homogeneous anisotropic Besov spaces.
We say that a distribution f in R n−1 × R + is contained in function spacė
Proof. From Proposition 3.1, we have
. Proposition 3.1 also gives the estimate
.
Hence we have
Hence, from (2) of Proposition 2.1, we complete the proof of Proposition 3.4.
3.2.
Estimates of the heat operator. The fundamental solutions of the heat and Laplace equations in R n are denoted by Γ and N , respectively, that is,
and
We define heat operators T 1 , T 2 , T * 1 and T * 2 , respectively, as follows:
The following estimates for T 1 and T * 1 are derived in Appendix A. Lemma 3.5. Let 1 < p < ∞ and 0 < α < 2. Then,
The following estimates for T 2 and T * 2 are derived in Appendix B. Lemma 3.6. Let 1 < p < ∞ and 0 < α < 2. Then,
The following estimates for Γ t * h := R n Γ(x − y, t)h(y)dy and Γ t * h| xn=0 := R n Γ(x ′ − y ′ , y n , t)h(y)dy are derived in Appendix C.
Lemma 3.7. Let 1 < q < ∞ and 0 < α < 2. Then,
The following estimates for
4. Stokes equations (1.4) with f = 0 and h = 0 and g n = 0
Let
In [37] , an explicit formula was formulated for the solution w of the Stokes equations (1.4) with f = 0, h = 0, and boundary data g = (g ′ , 0) by 
Proof. From (1) of Remark 2.3, the zero extensiong of g satisfies
. w can be rewritten through the following form
) is the n − 1 dimensional Riesz operator and S is defined by
Based on the property of the Riesz operator, we have
where
According to the well-known result for the elliptic partial differential equation [2, 3] , solution Sf of the Laplace equation (4.5) satisfies the estimate as
However, as D t Sf also satisfies elliptic equation (4.5) with the right hand side divD t F , we have
By combining (4.8) and (4.9), we obtain
The interpolation of (4.7) and (4.10) (see (1) of Proposition (2.1)) gives
for 0 < α < 2. Based on (4.2), (4.4), and (4.11), we conclude that
From Lemma 3.6, we have
Hence, the proof of Theorem 4.1 is completed.
Proof of Theorem 1.2
Let us consider the Stokes equations (1.4) with nonhomogeneous data h, f = divF , g. We represent the solution of Stokes equations (1.4) according to four vector fields, v, V, ∇φ, and w as follows.
Solution Representation. LetF be the extension of F over
Here, P is the Helmholtz projection operator defined on R n defined as
Observe that div Pf = 0 in R n × R + andf = Pf + ∇Qf ,
In addition, V satisfies the following equations:
Furthermore, V can be rewritten as
qσ (R n ) be the solenoidal extension of h with h
We define v as
Note that v satisfies the following equations:
Next, we define φ as φ(x, t) = 2
In addition,
, where
Note that G ′ | t=0 = 0 if g| t=0 = h| xn=0 . Let w be the vector field defined using (4.1) with boundary data G = (G ′ , 0) for G ′ , as defined in (5.7). Then,
formally satisfies the nonstationary Stokes equations (1.4).
5.2.
Estimates of u = v+V +∇φ+w.
• By applying Proposition 3.2 to V (t)−V (s) and v(t) − v(s), we also have
From (5.9) and (5.10), we have
(5.12)
• Note that
From Proposition 3.4 and according to the properties of Riesz operator, (5.11) and (5.12), we have 
Together with (1.3) and (2.1), we conclude
In the end, we conclude that
• By applying Theorem 4.1 to the fact that
(5.14)
• From (5.8), (5.13), and (5.14), as well as Lemma 3.7 and from Lemma 3.8, the proof of the estimate in Theorem 1.2 for smooth (h, g) with h| xn=0 = g| t=0 is completed. 
for some r with 1 < r < ∞, thenḂ α, for some r with 1 < r < ∞.
Nonlinear problem
In this section, we give the proof of Theorem 1.1. Accordingly, we construct approximate solutions and then derive uniform convergence in homogeneous anisotropic Besov spacesḂ α, 
Let f and g be functions defined in R n + ×R + . Further, letf andg be the reflective extensions over R n ×R with respect to space and time of f and g, respectively. Then, by applying Proposition 6.1 tof andg for 0 < β < 1, we obtain
6.2. Proof of Theorem 1.1. In this section, we show the construction of a solution of Navier-Stokes equations (1.1).
6.2.1. Approximate solutions. Let (u 1 , p 1 ) be the solution of the equations
, which satisfies the equations
6.2.2. Uniform boundedness. Let 0 < α < 2 and q = n+2 α+1 . Moreover, let h and g satisfy the hypothesis in Theorem 1.1. Hence, h, g, and F m satisfy the hypothesis in Theorem 1.2. Set
. Observe that 0 < −α + n+2 q < n + 2, so the solution of (6.2) exists uniquely iṅ B α,
. By applying Theorem 1.2 to the solution of (6.2), we have
2 ) and let
Hence, (β, p) satisfies the assumption of Theorem 1.2. From Besv embedding theorem(see (3) of Proposition 2.1) it holds thaṫ
In Proposition 6.1, by considering s 1 = r 2 = n + 2 and r 1 = s 2 = p(n+2) n+2−p and based on (3) of Proposition 2.1, we have
, according to Theorem
. (6.6) Observe that 0 < −α + n+2 q < n + 2, so the solution of (6.3) exists uniquely iṅ
≤ M and from (6.6), we have
Choose c 1 M ≤ 1 2 and M 0 with 2c 1 M 0 ≤ M . Then, based on the mathematical induction argument, we can conclude that
Since 0 < −α+ n+2 q < n+2, so the solution of (6.7) exists uniquely inḂ α,
Choose M so that c 2 M < 1 4 , then, the above-mentioned estimate results in
. (6.8) (6.8) implies that the infinite series
6.3. Existence. Let u be the vector field constructed in the previous section. In this section, we show that u satisfies a weak formulation of the Navier-Stokes equations. Let Φ ∈ C ∞ 0 (R + × [R + )) with div Φ = 0 and Φ| xn=0 = 0. Note that
As α = −1 + n+2 q , by using (3) of Proposition 2.1, we haveḂ
Therefore, we conclude that u is a weak solution of (1.1).
be another solution of Naiver-Stokes equations (1.1) with pressure q. Then, u − v satisfies the equations
Applying the estimate of Theorem 1.2 in [14] to the above Stokes equations, we have
Hence, we have
Observe that u − u 1 satisfies the Stokes equations
Again, applying the estimate of Theorem 1.2 in [14] to the above Stokes equations, we have
]. After iterating this procedure finitely many times, we obtain the conclusion that u = u 1 in R n + × R + . Therefore, we conclude the proof of the global in time uniqueness.
As T * 1 is the adjoint operator of
By applying the real interpolation theory to (A.1) and (A.4), and (A.2) and (A.3), we obtain estimates of T 1 f and
Appendix B. Proof of Lemma 3.6
First, let us derive the estimate of T 2 g. From [32] , we have the following estimate
Note that the identity
is defined in Section 3 with zero extensioñ φ of φ and < ·, · > is the duality pairing betweenḂ
Based on (4) of Proposition 2.1 and (A.3), we have
By applying the estimates in (B.2) to (B.3), we have
Further, by applying the real interpolation theory to (B.1) and (B.4), we obtain the estimate of T 2 g inḂ α, α 2 q (R n + × R) for 0 < α < 2. Analogously, we can derive the estimate of T * 2 g by observing that the identity
, where T 1φ is defined in Section 3 with zero extensioñ φ of φ, and < ·, · > is the duality pairing betweenḂ
. By using the same procedure as that used for the estimate of T 2 g, we can obtain the estimate of T *
(As the procedure is the same as that for T 2 g, we omitted the details). As
In addition, as ∆ y T * 2 g = −D s T * 2 g and ∂ ∂yn T * 2 g| yn=0 = g, based on the well-known elliptic theory [2, 3] , we have
(B.8)
By combining (B.7) and (B.8), we have
(B.9)
By applying the real interpolation theory to (B.6) and (B.9), we obtain the estimate of T * 2 g inḂ α, α 2 q (R n + × R) for 0 < α < 2. Thus, we complete the proof of Lemma 3.6.
Appendix C. Proof of Lemma 3.7
From [32] , the following estimate is known:
(C.1)
Let us consider the case where h ∈Ḃ (See [41] and [43] .) Hence, we have < h, T * 1 φ| s=0 >≤ c h
Again, this leads to the following conclusion
By interpolating (C.1) and (C.2), we have
Now, we will derive the estimate of Γ t * h| xn=0 . 1) Let α > .
(C.5)
3) Finally let us consider the case α = ≤ c f L p (R+;Ḃ β p (R n )) . Hence, the proof of Lemma 3.8 is completed.
