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Abstract
Identifiability is a necessary condition for successful parameter estimation of dynamic system models. A major component
of identifiability analysis is determining the identifiable parameter combinations, the functional forms for the dependencies
between unidentifiable parameters. Identifiable combinations can help in model reparameterization and also in determining
which parameters may be experimentally measured to recover model identifiability. Several numerical approaches to determining
identifiability of differential equation models have been developed, however the question of determining identifiable combinations
remains incompletely addressed. In this paper, we present a new approach which uses parameter subset selection methods based
on the Fisher Information Matrix, together with the profile likelihood, to effectively estimate identifiable combinations. We
demonstrate this approach on several example models in pharmacokinetics, cellular biology, and physiology.
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1. Introduction
Identifiability analysis is a critical step in the parameter
estimation process which addresses whether it is possible to
uniquely recover the model parameters from a given set of data.
For ordinary differential equation (ODE) models, this problem
is often broken into two broad and often overlapping categories:
practical or numerical identifiability, which incorporates prac-
tical estimation issues that come with real data (such as noise
and bias), and structural identifiability, which considers a best-
case scenario when the data are assumed to be known com-
pletely (i.e. smooth, noise-free and known for every time point).
Structural identifiability is a necessary condition for parameter
estimation with noisy data [1, 2].
In the common case of model unidentifiability, a key concept
in identifiability analysis is that of identifiable combinations,
i.e. combinations of parameters which are identifiable even if
the individual parameters are not [1, 2]. These combinations
give information on how to reparameterize a given model for
identifiability and also give insight into what additional param-
eters can be experimentally measured to yield an identifiable
model [2].
Many different analytical approaches to structural identifi-
ability have been developed [1, 3–6]. However, these meth-
ods are often restricted to specific classes of models (e.g.
Laplace transforms [1, 7, 8], differential algebra [2, 9]). They
may also be difficult to implement algorithmically, computa-
tionally intensive, or not guaranteed to terminate, making ap-
plications beyond relatively simple models more challenging
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[5, 6, 10, 11]. One common method for identifiability of poly-
nomial and rational function ODE models is via differential al-
gebra [3, 10, 12]. In the case of unidentifiability, the differen-
tial algebra approach can also be used to uncover identifiable
parameter combinations and reparameterizations of the model
in terms of these combinations [2]. The differential algebra-
based method in [2] uses Gro¨bner bases to find a ‘simplest’ set
of combinations, denoted the canonical set. However, this can
require the expensive calculation of large numbers of Gro¨bner
bases [2].
By contrast, while most numerical approaches to identifia-
bility provide only local (rather than global) information about
the parameters, they are often more computationally tractable
[13]. In some cases these methods can be used to address both
structural and practical identifiability, e.g. by using simulated
data without errors (so that any resulting unidentifiability must
be due to structural identifiability issues) [14–16]. Techniques
for determining model identifiability include the Fisher Infor-
mation Matrix (FIM) [17–21] and the profile likelihood [14],
among others [22–24]. However, the problem of finding iden-
tifiable combinations for nonlinear ODE models has received
less attention [13, 14].
In this paper, we propose a simple numerical approach to de-
termining structurally identifiable combinations. We make use
of two established tools in numerical identifiability analysis:
the FIM (and associated Cramer-Rao estimates of the covari-
ance matrix), and the profile likelihood [14, 17–19]. Individu-
ally, there are gaps in the applicability of each method (partic-
ularly for higher dimensional combinations) [14], as discussed
further below. Instead, our approach builds on these two tools
to determine structurally identifiable combinations in nonlinear
differential equation models.
Preprint submitted to Mathematical Biosciences November 2, 2018
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2. Framework and Definitions
2.1. Model Structure
We begin by introducing the overall modeling framework and
identifiability definitions used here. Let the model be given by
x˙ = f (x, t,u,p)
y = g(x, t,p)
(1)
where x˙ is a system of first order ODEs, with t representing
time, and u the experimental input function(s), if any. The set
of model parameters are given by p (typically real-valued). The
model output(s) are given by y, which represents the measured
variables—in our case assumed to be noise-free. We also let x0
represent the vector of initial conditions for x(t).
2.2. Identifiability
Identifiability analysis explores the question: given an input
u, model x˙ = f (x, t,u,p) and experimental output y, is it pos-
sible to uniquely identify the parameters p? Structural identifi-
ability examines a ‘best-case’ version of this question in which
we assume ‘perfect’ noiseless data. If parameter has a unique
value p∗ which yields a given output y∗, it is considered glob-
ally (or uniquely) structurally identifiable; if there is a unique
value p∗ within a local neighborhood of parameter space yield-
ing y∗, it is considered locally structurally identifiable; and if
there are a continuum of values of p which yield the output y∗,
the parameter is considered unidentifiable. A model is said to be
globally structurally identifiable if all the parameters are glob-
ally structurally identifiable; if any parameters are locally struc-
turally identifiable or unidentifiable, the model is also consid-
ered locally structurally identifiable or unidentifiable, respec-
tively. In the case of model unidentifiability, the model parame-
ters typically form identifiable combinations, i.e. combinations
of parameters which are identifiable even though the individual
parameters are unidentifiable.
More formally, structural identifiability can be thought of in
terms of injectivity of the map Φ : p→ y given by viewing the
model output y as a function of the parameters p [2, 10]. We
note that because there may be some ‘special’ or degenerate
parameter values or initial conditions for which an otherwise
identifiable model is unidentifiable (e.g. if all initial conditions
are zero and there is no input to the model), structural identifia-
bility is often defined for almost all parameter values and initial
conditions [2, 9, 10].
Definition 2.1. For a given ODE model x˙ = f (x, t,u,p) and
output y, an individual parameter p is uniquely (or globally)
structurally identifiable if for almost every point p∗ and almost
all initial conditions, the equation y(x, t,p∗) = y(x, t,p) implies
p = p∗. A parameter p is said to be non-uniquely (or locally)
structurally identifiable if for almost any p∗ and almost all ini-
tial conditions, the equation y(x, t,p∗) = y(x, t,p) implies that p
has more than one solution, but each solution is unique within a
local neighborhood of the parameters. Otherwise, a parameter
is said to be unidentifiable.
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Figure 1: An example set of parameter combinations. Circles indicate
the five identifiable parameter combinations, e.g. k1 and k5 are in-
volved in an identifiable combination. Some parameters are involved
in more than one identifiable combination (e.g. k1), so that there are
two overall connected components.
Definition 2.2. Similarly, a model x˙ = f (x, t,u,p) is said to be
uniquely (respectively non-uniquely) structurally identifiable
for a given choice of output y if every parameter is uniquely
(respectively non-uniquely) structurally identifiable, i.e. the
equation y(x, t,p∗) = y(x, t,p) has only one solution, p = p∗
(respectively finitely many solutions). Equivalently, a model is
uniquely structurally identifiable for a given output if and only
if the map Φ is injective almost everywhere, i.e. if there ex-
ists a unique set of parameter values p∗ which yields a given
trajectory y(x, t,p∗) almost everywhere.
2.3. Parameter Graph
In examining the parameter identifiability structure, it is of-
ten convenient to consider a parameter graph of the identifiable
combinations. We draw this as a hypergraph with the parame-
ters as nodes and the identifiable combinations as edges, with
an example shown in Figure 1. As we will see in Sections 3
and 4, the structure and connected components of the parame-
ter graph will be used to precondition the degrees of freedom
when estimating parameters in the likelihood profiles.
2.4. Fisher Information Matrix
The Fisher Information Matrix F is an N × N symmetric
matrix that represents the amount of information contained in
the data, y∗, about parameters A = {p1, ..., pN} where A ⊂ p
[17, 18]. If F is singular, A is unidentifiable. In practice, A
may be unidentifiable when the determinant of F is non-zero but
small. Regardless, the rank of the FIM corresponds to the num-
ber of identifiable parameters or combinations inA [1, 19, 21].
Inverting the FIM results in the Crame´r-Rao bound Covariance
Matrix, C. The diagonal entries of C correspond to the individ-
ual variances of parameters inA. IfA is a singleton parameter
set {p}, the variance C is simply the reciprocal of the squared
2
parameter sensitivity, 1(dy/dp)2 . Given a model x˙ and correspond-
ing output function y, Fisher Information Matrices for parame-
ter sets can be computed as follows:
1. Generate the sensitivity matrix
X = (s(t, p1), ..., s(t, pN)) (2)
where s(t, pi) = [ δyδpi (t0), ...,
δy
δpi
(tt)]T .
2. Compute the Fisher Information Matrix:
F = XT X (3)
3. Provided F is not singular, compute the Covariance Ma-
trix:
C = F−1 (4)
We will often refer to the rank of the FIM generated from the
parameters in a given connected component as the rank of the
component, or equivalently the number of identifiable combina-
tions in the component. More broadly, we refer to the rank the
FIM generated by a particular subset of parameters as the rank
of that subset. When the number of parameters in a connected
component (Np) is more than one greater than the number of
identifiable combinations (i.e. Np > Nc + 1, where Nc is the
rank of the component), we will denote this as a component
containing ‘loose’ parameters, with an example given in Figure
1 (the lower component, due to the pair k2, k3).
While the FIM and covariance matrix are useful in determin-
ing the overall identifiability of the parameters, it is not straight-
forward to uncover precisely which parameters are involved in
a given combination. This is particularly an issue in the com-
mon scenario where multiple identifiable combinations share
overlapping parameters (e.g. if p1 p2 and p1 + p3 are both iden-
tifiable combinations). In this case, while one can detect which
parameters are unidentifiable (e.g. by examining their variances
in C), the specific parameters involved in each combination is
more difficult to determine. Moreover, as the FIM is evaluated
at a single point in parameter space, this approach cannot deter-
mine the functional form of the combinations.
2.5. Profile Likelihood Approach
Another common tool in assessing parameter identifiability
is the profile likelihood [14, 25, 26]. This approach ‘profiles’
a single parameter pi ∈ A by fixing the value of pi across a
range of values, and fitting all remaining parameters for each
fixed value of pi, using the likelihood function L as the objec-
tive function. The maximum value of the likelihood function
for each parameter value constitutes the likelihood profile for
the fixed parameter. A parameter is structurally unidentifiable
when its likelihood profile is flat across its range. Alternatively,
a parameter is practically unidentifiable when the curvature of
its likelihood profile is shallow. For unidentifiable parameters,
the best fit values of the other parameters may indicate the func-
tional form of pairwise projections of identifiable combinations
(as discussed in [14]). Given data y∗ and parameters A, the
following algorithm computes the likelihood profile for each
parameter inA:
• Simulate data y for a starting parameter point p∗.
• For each pi ∈ A, select a range of values from
[min pi,max pi], about the best fit value pˆi.
– For each value of pi in [min pi,max pi]:
1. Estimate the remaining parameters p j ∈ A \ pi
2. Record best-fit values of the parameters and L
In practice, the range [min pi,max pi] can be determined dy-
namically based on a threshold for L [14]. Likelihood profiles
can in some cases be used to determine the functional form of
the identifiable combinations—by examining how the estimates
of the remaining parameters change as we profile a particular
parameter pi, we can trace out the form of the identifiable com-
binations (as developed in [14]). For example, if we have a
combination p1 + p2, then when profiling p1, we would expect
p2 to change in a compensatory way which preserves the sum
p1 + p2, as this will preserve the best fit to the data.
As noted in [14], this approach is ill-conditioned when there
are multiple parameters in a combination or multiple combi-
nations. Any extra degree(s) of freedom in the fitted parame-
ters allows them to compensate for one another, such that they
aren’t constrained to trace out the form of the identifiable com-
binations with the profiled parameter. For example, when pro-
filing p1, if our combination is p1 + p2 + p3 then there are in-
finitely many ways that p2 and p3 can compensate to maintain
the sum p1 + p2 + p3 (and thus maintain the same fit to the
data). The resulting profiled parameter relationships are often
noisy or arbitrary, as there is a range of values for the unidentifi-
able parameters which will yield the same output in the profile.
This impairs fitting functions to the profile parameter relation-
ships, as illustrated in Example 2 below. These issues can be
addressed by restricting the set of parameters used for profiling
to maintain appropriate degrees of freedom. To this end, Hengl
et al. present the optimal transformation method [13]. Here we
propose an alternate approach using the FIM.
3. Numerical Approach to Identifiable Combinations
We begin with the sensitivity matrix for the complete model
where A = p. To determine which parameters are identifi-
able, we compute a FIM and its associated covariance matrix.
We identify insensitive parameters by examining individual pa-
rameter variances. Identifiable and insensitive parameters are
omitted for the remainder of the analysis.
A central element of our approach is establishing identifiable
combinations in the parameter graph. We accomplish this task
by performing a systematic search over parameter subset ranks
(the rank of the FIM for subset Ai). We say a rank-deficient
subset has nearly full rank when the exclusion of any parameter
yields a full rank FIM. Subsets which are nearly full rank can
be assembled into connected components of parameters. By
profiling these subsets, we condition the parameter estimation
for each likelihood profile to maintain the appropriate degrees
of freedom. We can then use the plots of pairwise parameter
relationships to construct the functional forms of identifiable
combinations.
3
The steps of the method are as follows:
1. Complete Model FIM - We first determine the rank
of the FIM for p, which allows us to determine the
number of identifiable parameters/combinations. We
invert the FIM to generate an overall covariance matrix.
The resulting variances of the model parameters allow
us to uncover any identifiable parameters, as these need
not be considered for determining combinations in the
subsequent steps. We use the coefficient of variation
(given by %CV = 100 · S D/p, where p is the value of
the parameter) as our parameter uncertainty measure, as
this accounts for the size of the parameter value when
evaluating parameter uncertainty. We take a tolerance of
%CV ≥ 100 to indicate structural unidentifiability in the
parameters (and suppose that parameters may be practi-
cally unidentifiable for ∼ 25 ≤ %CV < 100), although
when parameters are structurally unidentifiable, often the
%CV’s are much larger, e.g. > 106 (see Examples below).
2. Single Parameter Sensitivity - Similarly, we can exclude
parameters which are completely insensitive, i.e. which
are unidentifiable even with all the other parameters fixed.
These can be identified by examining the sensitivity of
the output to each parameter, or equivalently the variances
from the FIM generated if we assume we are fitting
each parameter individually and fixing the rest (these are
simply the inverses of the diagonal elements of the FIM
in the previous step). Such parameters are inherently
unidentifiable, and should be fixed in subsequent steps to
avoid computational cost. As in Step 1, we flag parameters
as insensitive if their single parameter %CV ≥ 100.
3. Parameter Combination Sets Any remaining uniden-
tifiable parameters must be involved in identifiable
combinations. In this step we determine which subsets
of parameters form combinations in connected compo-
nents. In general, we seek nearly full rank subsets, i.e.
rank-deficient subsets with the following property: for
each parameter pi ∈ A the rank of A \ pi is full. As a
result,A will have exactly enough degrees of freedom for
successful profile calculations. We also note that subsets
satisfying this condition will always be within a single
component, so that this partitions the parameter graph
into connected components. This is because any subset
A containing parameters from disconnected components
B1 . . .Bm must be full rank except for in a single compo-
nent Bi, to maintain an overall rank of N − 1. But in this
case, A will fail the property above as A \ p j will not be
full rank for p j < Bi.
These subsets can be determined in a number of ways,
which are illustrated in Examples 2 and 3 in more detail.
For example, one approach is to examine the rank of the
FIM for increasing subsets of parameters (i.e. starting
with pairs, then triplets, etc.). Any rank minimal rank
deficient subsets must belong to the same connected
component, so one can identify the connected components
in this way and determine the rank of each component
(number of identifiable combinations). We can then fix
sufficiently many parameters in each component to make
nearly full rank sets. Alternatively, one may also simply
search for these nearly full rank sets directly, e.g. by
testing the rank of decreasing sized parameter subsets
beginning withA.
4. Likelihood Profiles - Next we compute the profiles for the
parameters in each subset, as these will force the profiles
to trace out the form of the identifiable combinations. We
consider only the flat regions of a the likelihood profile for
each parameter pi, and examine the relationship between
pi and the other parameters. In general a threshold
requiring the residual sum of squares to be less than
10−6 appears sufficient for most unidentifiable examples
to make sure the profiles are taken in a flat region of
likelihood space, although in practice the profiles in this
case are often significantly smaller, e.g. on the order of
10−10.
5. Functional Form for the Identifiable Combinations By
fitting rational functions to the profile relationships, we
determine an algebraic form for the relationship between
p∗ and each fitted parameter. These curves represent the
structurally identifiable combinations for the model, pro-
jected via evaluation maps for the remaining parameters to
their fitted values (i.e. to values satisfying the identifiable
combinations). From these relationships we can solve to
recover the form for the overall identifiable combinations
by combining these different projections together. While
in practice for smaller models this is typically easy to do
by inspection (see examples below), for more complicated
models a more algorithmic approach or multivariate poly-
nomial interpolation approach may be preferable, which
we aim to investigate further in future work. In general the
combinations need not be rational functions, and in this
case one could fit other combination functions to the pro-
file relationships (e.g. exponential or piecewise functions);
but we restrict to this case as it represents a commonly en-
countered class of models and there are existing methods
for quickly interpolating rational functions from data.
4. Examples
In this section, we give several examples of the overall
approach and illustrate some potential pitfalls. In Examples 1 -
3 we have chosen models where the identifiable combinations
can also be determined analytically so as to compare our
method with known results, and in Examples 4 and 5 we deter-
mine identifiable combinations for models with more complex
nonlinearities. We implemented the method in Python 2.7,
using Numpy and Scipy for numerical computation [27, 28].
To fit rational functions in Step 5, we fit a series of increasing
degree rational functions and used the Bayesian Information
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Figure 2: Linear 2-compartment model diagram (left) and parameter
graph (right).
Criterion [29] to select the simplest among them. In practice,
the resulting rational functions yielded near-perfect fits to the
data, with sum of square residuals typically on the order of
machine precision.
Example 1: Linear 2-compartment Model. The linear 2-
compartment model (Figure 3) is commonly used in pharma-
cokinetic modeling, with equations given by:
x˙1 = k12x2 − (k01 + k21)x1
x˙2 = k21x1 − (k02 + k12)x2
y = x1/V
(5)
where x1 represents the mass of a substance in the blood (e.g. a
hormone or drug), and x2 represents the mass of the substance
in the tissue. The drug exchanges between blood and tissues,
and is degraded/lost in both compartments, at the rates given
by the ki j’s above. The model output y = x1/V is the blood
concentration of the drug, where V is the blood volume. The
ki j’s and V are unknown parameters to be estimated.
This model has previously been shown to be unidentifiable
using a range of analytical methods [2, 9], and the identifiable
combinations are known to be k12k21, k12 + k02, and k21 + k01,
with V identifiable. As an example set of parameters, we take
k12 = 1, k21 = 0.7, k02 = 0.4, k01 = 0.7,V = 3, and initial
conditions x1(0) = 15, x2(0) = 0 (these parameters were chosen
arbitrarily, however we tested a range of different parameters
with similar results).
Following the approach given above, in Step 1, we first note
that the overall FIM is indeed rank deficient, with a rank of 4
(as there are 3 combinations and one identifiable parameter).
The overall covariance matrix gives parameter %CV’s greater
than 106% for all ki j’s, with the %CV for V of 4.78%, indi-
cating that the individual ki j’s are unidentifiable, but that V is
identifiable. In Step 2, we note that all individual parameter
%CV’s (i.e. when fitting only a single parameter at a time) are
Figure 3: Parameter relationships determined from likelihood profiles
for the linear 2-compartment model in Example 1.
all < 25%, indicating that no parameters are completely insen-
sitive (i.e. they aren’t inherently unidentifiable). Thus, all ki j’s
must be involved in identifiable combinations. Indeed, the full
set of ki j’s satisfies the Step 3 condition, indicating that the pa-
rameter combinations form a single connected component (Fig-
ure 2).
In Step 4, we generate profiles for each of the unidentifi-
able ki j’s, and consider the relationship between the profiled
and fitted parameters in the flat regions of the profile likelihood,
shown in Figure 3. The likelihood profiles were consistently flat
over the parameter region tested with a residual sum of squares
< 10−10 for all parameters. In Step 5, fitting to the curves in
Figure 3 gives the following relationships (after clearing de-
nominators and factoring):
k12k21 = 0.7
k12 + k02 = 1.4
k12(1.4 − k01) = 0.7
k21 + k01 = 1.4
k21(1.4 − k02) = 0.7
(1.4 − k01)(1.4 − k02) = 0.7
(6)
From the rank of the original FIM, we expect to find 3 identi-
fiable combinations (as the rank was 4 and V is identifiable),
and indeed by inspection, we can see that the identifiable
combinations consistent with Eq. (6) are k12k21, k12 + k02, and
k21 + k01.
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Figure 4: Parameter combinations for the model in Example 2. Nearly
full rank subsets shaded, as determined by subset rank search.
Example 2: 2-compartment model with a rank-deficient pa-
rameter pair. To illustrate how Step 3 works when the number
of parameters is greater than the number of combinations plus
one, we consider the following simple variant of the previous
example:
x˙1 = k1x2 − (k2 + k3 + k4)x1
x˙2 = k4x1 − (k5 + k1)x2
y = x1/V
(7)
which is equivalent to Eq. (5) with k12 = k1, k01 = k2 + k3, k21 =
k4, and k02 = k5. The identifiable parameter combinations are
thus k1k4, k2 + k3 + k4, and k1 + k5, with V again identifiable.
A diagram of these combinations is given as the bottom com-
ponent of the example in Figure 1. Based on these combina-
tions, note that one of k2 and k3 must be fixed when profiling
in order to yield an identifiable model (as there are 3 combi-
nations but 5 k’s). As an example set of parameters, we take
k1 = 2.3, k2 = 0.421, k3 = 0.52, k4 = 0.61, k5 = 1.23, and
V = 2.2 (as before, the results are similar for a range of param-
eter values).
The results for Steps 1 and 2 are similar to Example 1. The
full model FIM has rank 4 and V is identifiable so we expect
3 identifiable combinations. When we consider the subsets of
parameters in Step 3, we find that {k5, k1, k4, k2}, {k5, k1, k4, k3},
and {k2, k3} satisfy our criteria. These subsets form a single
connected component with a loose pair (Figure 4). Note that
the loose pair, {k2, k3} is the only rank deficient pair. As a result,
any subset including both of these parameters cannot satisfy the
condition in Step 3.
To illustrate the necessity of Step 3, Figure 5 shows an exam-
ple result of the relationship between k4 and k2 if all parameters
except k4 are fitted. As k4 is shifted along the x-axis, k2 and k3
are not fully constrained, i.e. they both may take on any values
that maintain k2 +k3 = 0.941−k4. This results in the appearance
of a scatterplot in Figure 5 with no clear relationship between
k4 and k2, in spite of the fact that they are part of an identifiable
combination.
Thus, in Step 4, we profile parameters within each subset,
fitting only the remaining parameters in the subset. This re-
sults in 10 distinct parameter relationships from the likelihood
profiles, shown in Figure 6. For efficiency, it is not necessary
to profile parameters twice where subsets overlap to capture all
pairwise relationships. That is, assuming parameters in sub-
sets {k5, k1, k4, k2} and {k2, k3} have been profiled, we need only
Figure 5: Example parameter relationship for k4 and k2 when there
are loose parameters in the profile fit (i.e. there are more parameters
than degrees of freedom) The resulting parameter relationship shows
no precise relationship between k4 and k2, even though the likelihood is
flat in this region. We note that the general trends of the relationships
between parameters can still be seen because we’re starting close to
the true values in each step of the profile, but the specific form of the
identifiable combinations can’t be determined.
compute a profile for k3 in the remaining subset.
In Step 5, rational function fitting of the parameter relation-
ships in Figure 6 yields the following equations:
k1 =
1.403
1.031 − k2
k4 = 1.031 − k2
k5 =
2.23643 − 3.53k2
1.031 − k2
k4 =
1.403
k1
k5 = 3.53 − k1
k5 = 3.53 − 1.403k4
k1 =
1.403
1.13 − k3
k2 = 0.941 − k3
k4 = 1.13 − k3
k5 =
2.5859 − 3.53k3
1.13 − k3
(8)
From the second, fourth, fifth, eighth, and ninth equations
above, we see that k2 + k3, k3 + k4, k2 + k4, k1 + k5, and k1k4
must be terms within our identifiable combinations. As we
expect to have 3 identifiable combinations, we can see from
these expressions that our identifiable combinations are most
likely k2 + k3 + k4, k1 + k5, and k1k4. Testing this against the
remaining equations in Eq. (8) shows that indeed these are the
identifiable combinations, which matches the combinations
found analytically above.
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Figure 6: Parameter relationships determined from likelihood profiles for Example 2.
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Figure 7: Parameter combinations for the model in Example 3. Left: Grey circles indicate identifiable parameter combinations, e.g. p1 and p2 are
involved in an identifiable combination. Some parameters are involved in more than one identifiable combination (e.g. p2), so that there are two
overall connected components. Right: Nearly full rank subsets (shaded) and overall connected components as determined by subset rank search.
Example 3: Multiple connected components of parameter
combinations. Next, we demonstrate the method using a sim-
ple example that gives multiple connected components of pa-
rameters. In this case, we will use a nonlinear variation of the
two compartment model, which has been shown previously to
be structurally identifiable [9]. The model equations are as fol-
lows:
x˙1 = k12x2 − Vmaxx1Km + x1 − k21x1
x˙2 = k21x1 − (k12 + k02)x2
y = x1
(9)
To generate an unidentifiable model with parameter combi-
nations which form multiple connected components, we take
k12 = p1 p2, Vmax = p2 + p3 + p4, Km = p4 + p5, k21 = p6 + p7,
and k02 = p7 + p8, and let p1, . . . , p8 be our parameters to be
estimated. As the original model is identifiable, these forms are
also our identifiable combinations. Figure 7 shows a diagram of
the connected parameter components of this model. As an ex-
ample set of parameter values, we take p1 = 2, p2 = 0.4, p3 =
3, p4 = 0.8, p5 = 1.2, p6 = 0.8, p7 = 1.5, and p8 = 0.3.
In Step 1, the full FIM gives rank 5, correctly indicating
that we expect to have 5 identifiable combinations, and gives
each of the parameter %CV’s on the order of 105-108, indicat-
ing that all the individual parameters are unidentifiable. The
single-parameter %CV’s in Step 2 are all < 10%, so we know
that none of the parameters are completely insensitive, and thus
are all likely to be involved in identifiable combinations.
In Step 3, we search the subsets in order of decreasing size to
find nearly full rank subsets for estimation. Namely, the subsets
{p1, p2, p4, p5}, {p1, p2, p3}, {p3, p4, p5} and {p6, p7, p8} satisfy
our selection criteria (Figure 7). The first three subsets share
parameters, indicating that {p1, p2, p3, p4, p5} form a connected
component while {p6, p7, p8} form another.
We use these subsets for the profile likelihoods in Step 4,
noting that the subsets capture all 13 unique pairwise parame-
ter relationships (Figure 8). Rational function fitting in Step 5
yields the following parameter relationships:
p2 =
0.8
p1
p4 = 1.2 − 0.8p1
p5 = −0.8 + 0.8p1
p4 = 1.2 − p2
p5 = p2 + 0.8
p5 = 2 − p4
p1 =
0.8
3.4 − p3
p2 = 3.4 − p3
p4 = 3.8 − p3
p5 = −1.8 + p3
p7 = 2.3 − p6
p8 = −0.5 + p6
p8 = 1.8 − p7
(10)
For the first component, we examine the first ten equations
above. From the first, fourth, fifth, sixth, eighth, ninth, and tenth
equations, we see that we would expect p1 p2, p4 + p2, p5 − p2,
p5 + p4, p2 + p3, p4 + p3, and p5 − p3 to be parts of various
combinations. As this component has rank 3, we expect these
to collapse to form 3 combinations. We first propose p1 p2 as
an identifiable combination. For the remaining paired sums and
differences, there are several equivalent ways we can collapse
them into combinations. For example, as all three pairs p2 + p3,
p4 + p3, p4 + p2 appear in the list of functions, we propose the
sum p2 + p3 + p4 as a combination. This then leaves p5 − p2,
p5 + p4, and p5 − p3, all of which can be explained by letting
p5 + p4 be a combination. This set of three combinations p1 p2,
p2 + p3 + p4, and p5 + p4 is consistent with all the profiled pa-
rameter relationships in this component, gives the appropriate
8
Figure 8: Parameter relationships determined from likelihood profiles for Example 3.
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Parameter Value Description
B0 1.166 Basal TSH secretion
A0 5811166 TSH rhythm amplitude
c 1 Damping coefficient
k34 0.118 Brain influx and conversion rates for T3 and T4
kdegTS H 0.756 TSH degradation rate
kdegT3B 0.037 T3B degradation rate
Table 1: Parameter values and descriptions for the TSH model in Ex-
ample 4.
rank of 3, and matches the analytically determined identifiable
combinations above. Alternatively, one could have collapsed
the pairwise sums into combinations such as p5 − p2 − p3 and
p4 + p5, which would also give the appropriate rank and match
the profiled relationships in (10).
From the last three equations, we can see that we expect
p6 + p7, p8 − p6, and p8 + p7 to be included as pieces in the
combinations. This component has rank 2, and indeed we see
that there are only two algebraically independent combinations
among these three (e.g. p8 − p6 is the difference of the other
two expressions), so that we can take our combinations to be
p6 + p7 and p8 + p7.
Example 4: Modeling Thyroid Hormone Dynamics. The fol-
lowing example demonstrates the ability of our approach to ex-
amine models that include non-rational functions. Eisenberg
and DiStefano’s thyroid hormone model [15] includes a sine
and exponential function, which are outside the scope of the
standard differential algebra approach. The model equations
are given below.
˙TS H = 1000B0(1 + A0sin(
2pi
24
t − φ))e−cT3B − kdegTS HTS H
T˙3B = k34(T3P + T4P) − kdegT3B T3B
y = TS H
(11)
where TS H is the mass of thyroid stimulating hormone, T3B
and T3P are the masses of triiodothyronine in the brain and
plasma, respectively, and T4P is the mass of thyroxine in the
plasma. We assume that T3P and T4P are measurable, so
T3P + T4P is a known quantity. Table 1 defines the model pa-
rameters.
In Step 1, the FIM generated using all seven parameters
has rank 6. In addition, φ, kdegTS H , kdegT3B, A0, and B0 have
%CV’s < 25, indicating that these parameters are identifiable.
The single parameter %CV’s computed in Step 2 are all on
the order of 10−2, so no parameters are insensitive. Step 3
confirms that the remaining parameters (k34, c) form a rank
deficient pair that is also the only connected component in the
parameter graph. For Step 4 we profile k34, fitting c. Figure 9
depicts the resulting pairwise relationship. Rational function
fitting in Step 5 yields the following functional relationship:
c = 0.236k34 . The identifiable combination is therefore ck34.
Figure 9: Parameter relationship determined from likelihood profile
for Example 4.
Example 5: Repressilator Model. The repressilator model of
Elowitz and Leibler [30] is a nonlinear model of a synthetic
cellular oscillator, generated from a cycle of three inhibitory
circuits. This model has six ODEs, three output equations, and
19 parameters, including a Hill function with a fitted coefficient
n, making the usual differential algebra approach inapplicable
to this model as well. The model equations are given by:
m˙i = α0i +
αi
1 +
(
pi−1
Ki−1
)n − kdegmimi
p˙i = βimi − kdegpi pi
yi = mi
(12)
for i = 1, 2, 3 modulo 3, where mi is the concentration of
mRNA and pi is the concentration of protein. We suppose that
gene expression data is taken, so that yi measures the concen-
tration of each of the mRNA species. The model initial con-
ditions were taken to be m1(0) = 1 and all other variables
were zero at t = 0. The parameter descriptions and values
are given in Table 2. We constructed the sensitivity matrix in
Step 1 using the concatenation of all three output time series
y = [y1(t1), . . . , y1(tn), y2(t1), . . . , y2(tn), y3(t1), . . . , y3(tn)]. The
resulting FIM computed has rank 16, indicating the presence
of identifiable combinations. All parameters except the three
Ki−1’s and three βi’s are identifiable, with %CV’s > 3000 for
these two and < 100 for the remaining parameters. In Step 2,
all parameters have individual %CV’s < 100, so none are insen-
sitive. The subset search in Step 3 returns three pairs: (β1,K1),
(β2,K2), and (β3,K3). In Step 4, we profile each βi, fitting the
corresponding Ki (shown in Figure 10). Per Step 5, we fit ra-
tional functions to the pairwise parameter plots, resulting in the
following three functions:
K1 =
284.74β1
0.822
K2 =
160.338β2
1.229
K3 =
760.082β3
1.199
(13)
yielding identifiable combinations K1/β1, K2/β2, and K3/β3.
10
Figure 10: Parameter relationships determined from the repressilator likelihood profile in Example 5.
Parameter Values (i = 1, 2, 3) Description
α0i 5 × 10−4, 1 × 10−4, 9 × 10−4 Basal mRNA
transcription rate
αi 0.5, 0.7, 0.8 Regulated mRNA
transcription rate
βi 0.1155, 0.23, 0.0789 Translation rate
kdegmi 0.005776, 0.00987, 0.00345 mRNA
degradation rate
kdegpi 0.001155, 0.00059, 0.004982 Protein
degradation rate
Ki 40, 30, 50 Inhibition constant
n 2 Hill coefficient
Table 2: Parameter values and descriptions for the repressilator model
in Example 5.
5. Conclusions
In this paper, we have demonstrated a numerical approach
for structural identifiability analysis. This approach extends the
profile likelihood procedure developed by Raue [14] with a fo-
cus on identifiable combinations. We perform a rank search on
FIMs generated from parameter subsets to precondition the pro-
file likelihood and generate functional forms for the identifiable
combinations. The functional forms of the identifiable combi-
nations can be used in several ways, for example by reparame-
terizing model in terms of these combinations, or by calculating
the FIM-based variances for the identifiable combinations and
using these as the estimated quantities in the model [31].
The rank search procedure detailed in Step 3 of Section 3 is
similar in character to the sensitivity matrix-based method de-
veloped by Cintro´n-Arias [19], although in this case applied to
the problem of identifiable combinations. We focus on identi-
fying parameter subsets for which profile calculations will un-
cover pair-wise functional relationships between unidentifiable
parameters. In particular, Examples 2 and 3 exemplify situa-
tions where pre-conditioning is necessary to avoid excess de-
grees of freedom. The FIM can be computed quickly for large
models and is a natural extension of the sensitivity matrix. Like
the optimal transformation method [13], this approach does not
require a priori information regarding parameter combinations.
However, the FIM-based pre-conditioning steps do not require
multiple parameter estimations or optimization. Compared to
analytical approaches, identifiability analysis using our proce-
dure is feasible in a reasonable amount of time on common
hardware and is applicable to a wide range of model structures.
A general hurdle for methods based on the likelihood profile
approach of [13, 14] is in combining the profile parameter rela-
tionships into combinations when there are more than two pa-
rameters involved in the combinations. In the examples given
here, this was relatively easy to determine simply by inspec-
tion, but in general a more algorithmic approach to this prob-
lem would be useful. Additionally, many of the steps in this
approach are naturally parallelizable, or can be simplified in
an algorithmic way, for example the search process for finding
nearly full rank subsets in Step 3. In our examples, we con-
sidered relatively small models with up to six ODEs and up
to 19 parameters. The general method is applicable to models
of any size, however implementing the method for sufficiently
large and complex models will likely require additional atten-
tion to issues such as %CV thresholds, linear algebra methods,
integrator and optimization routines, etc.
This approach can also be extended to understanding prac-
tically identifiable combinations, where noisy data may induce
dependencies or combinations between parameters in an other-
wise structurally identifiable model (e.g. as in [16]). Addition-
ally, this method can be implemented for a much broader class
of models (ODE, delay differential equations, discrete models,
etc.) for which the FIM and likelihood profiles are appropriate.
However, as with many numerical approaches to identifiability,
this method is local (i.e. examines a point or local neighbor-
hood in parameter space). Nonetheless, since structural iden-
tifiability is often taken as a generic property [9], this can be
addressed by testing the model identifiability for a range of ran-
domly chosen values for the parameters.
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