We derive the optimal second-order coding region for the lossy Gray-Wyner source coding problem for discrete memoryless sources under mild conditions. To do so, we leverage the properties of an appropriate generalization of the conditional distortion-tilted information density, which was first introduced by Kostina and Verdú (2012). The converse part uses the perturbation argument by Gu and Effros (2009) in their strong converse proof of the discrete Gray-Wyner problem. The achievability part uses a generalization of type covering lemmas and the uniform continuity of the conditional rate-distortion function in both the source joint distribution and the distortion level.
I. INTRODUCTION
The lossy Gray-Wyner source coding problem [1] is shown in Figure 1 . There are three encoders and two decoders. Encoder f i has access to a source sequence pair (X n , Y n ) and compresses it into a message S i . Decoder φ 1 aims to recover source sequence X n under fidelity criterion d X and distortion level D 1 with the encoded message S 0 from encoder f 0 and S 1 from encoder f 1 . Similarly, the decoder φ 2 aims to recover Y n up to some distortion D 2 given messages S 0 and S 2 . The optimal rate region for lossless and lossy Gray-Wyner source coding problem was characterized in [1] . However, because an auxiliary random is involved in the rate region, it is non-trivial to characterize the second-order coding region.
A. Related Work
The most relevant work to ours is [2] , in which Watanabe derived the optimal second-order coding region for the lossless Gray-Wyner source coding problem. We briefly summarize some other works that are related to Gray-Wyner's [1] seminal work. Gu and Effros derived a strong converse for discrete memoryless sources in [3] . Viswanatha, Akyol and Rose [4] derived a single-letter formula for the lossy version of Wyner's common information and also properties of the optimal test channel, which we exploit in our proofs for rate tuples on the Pangloss plane.
There are several works that consider second-order asymptotics for lossy source coding. These include the study of point-to-point lossy source coding by Ingber and Kochman [5] and Kostina and Verdú [6] , the Wyner-Ziv problem [7] by Watanabe, Kuzuoka and Tan in [8] and by Yassaee, Aref and Gohari in [9] ; the successive refinement source coding problem by No, Ingber and Weissman in [10] . 
B. Main Contributions
In this paper, we derive the optimal second-order coding region for the discrete lossy Gray-Wyner source coding problem under some mild conditions. We use the result in [4] to simplify the calculation of the region for the rate triplets on the Pangloss plane [1] . In the achievability part, we prove a novel covering lemma tailored to the lossy Gray-Wyner problem using a generalization of type covering lemmas in [10] , [11] and the uniform continuity of the conditional rate-distortion function in both the source joint distribution and distortion level. These technical results are non-trivial and differ from those in Watanabe's work [2] . In the converse part, we leverage ideas from the strong converse proof in [3] .
II. PROBLEM FORMULATION AND EXISTING RESULTS
Notation: Random variables and their realizations are in capital (e.g., X) and lower case (e.g., x) respectively. All sets are denoted in calligraphic font (e.g., X ). Let X n := (X 1 , . . . , X n ) be a random vector of length n. We use exp(x) to denote 2 x and Q −1 (x) to denote the inverse of the standard Gaussian complementary cumulative distribution function. The set of all probability distributions on X is denoted as P(X ) and the set of all conditional probability distributions from X to Y is denoted as P(Y|X ). Given P ∈ P(X ) and V ∈ P(Y|X ), we use P × V to denote the joint distribution induced by P and V . For the method of types, we use the notations as [12] . Given a sequence x n , the empirical distribution (type) is denoted asT x n . The set of types formed from length n sequences in X is denoted as P n (X ). Given P ∈ P n (X ), the set of all sequences of length n with type P (the type class) is denoted as T P . Given x n ∈ T P , the set of all sequences y n ∈ Y n such that the joint type of (x n , y n )
is P × V is denoted as T V (x n ). The set of all V ∈ P(Y|X ) for which T V (x n ) is not empty for x n ∈ T P is denoted as V n (Y; P ).
A. Problem Formulation
We consider a correlated source (X, Y ) with joint distribution P XY supported on a finite alphabet X × Y. The source is assumed to be memoryless, hence (X n , Y n ) is an i.i.d. sequence where each (X i , Y i ) is generated according to P XY . Definition 1. An (n, M 0 , M 1 , M 2 )-code for lossy Gray-Wyner source coding consists of three encoders:
and two decoders:
Define two distortion measures:
Let the average distortion between x n andx n be defined as d X (x n ,x n ) := 1 n n i=1 d X (x i ,x i ) and the average distortion d Y (y n ,ŷ n ) be defined in a similar manner. Throughout the paper, we consider the case where D 1 > 0 and D 2 > 0. The first-order fundamental limit is defined as follows.
is said to be (D 1 , D 2 )-achievable for if there exists a sequence of (n, M 0 , M 1 , M 2 )-codes such that lim sup
lim sup
and
The closure of the set of all (D 1 , D 2 )-achievable rate triplets is called the optimal (D 1 , D 2 )-rate region and is denoted as
In this paper, we are interested in the second-order coding region for lossy source coding and we follow the formulation in [2] . Define the excess-distortion probability for distortion pair (D 1 , D 2 ) as
The closure of the set of all second-order
The central goal for this paper is to characterize
. Note that in Def. 2, the expected distortion measure is considered whereas in Def. 3, the excessdistortion probability is considered.
B. Existing Results
Gray and Wyner characterized the (D 1 , D 2 )-achievable rate region in [1] . Let P(P XY ) be the set of all joint distributions 
I(X;X|W ), (16) and similarly for R Y |W (P Y W , D 2 ).
Theorem 1 (Gray-Wyner [1] ). The (D 1 , D 2 )-achievable rate region for lossy Gray-Wyner source coding is
III. MAIN RESULTS AND INTERPRETATION

A. Tilted Information Density
We introduce the tilted information density which plays a similar role to the lossless case in [2] . Given distortion pair (D 1 , D 2 ) and rate pair (R 1 , R 2 ), let
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Since R(D 1 , D 2 |P XY ) is a convex set [1] , the minimization in (19) is attained when R 1 = R X|W (P XW , D 1 ) and
is a non-increasing function for both R 1 and R 2 . Throughout the paper, we assume λ * 1 and λ * 2 are strictly positive.
Let P * W |XY be the optimal test channel that achieves the R(R * 1 , R * 2 , D 1 , D 2 |P XY ). Let P * W , P * XW , P * Y W be the induced W, X × W, and Y × W marginal distributions. Let P * X|W be the corresponding conditional distribution induced by P * X|XW which achieves R X|W (P * XW , D 1 ) and P * Y |W be the corre-
be the conditional D i -tilted information densities [14] , i.e.,
and similarly for  Y |W (y, D 2 |w, P * Y W ) and s * 2 . We now define the relevant tilted information density for the lossy Gray-Wyner source coding problem.
Definition 4. Given distortion threshold pair (D 1 , D 2 ), the tilted information density for lossy Gray-Wyner source coding is defined as
The tilted information density  XY (x, y|D 1 , D 2 , P XY ) has the following properties:
and for P * W |XY (·|x, y)-every w,
We then relate the tilted information density
Lemma 3. Suppose that for all Q XY in some neighborhood of P XY , supp(Q * W ) = supp(P W * ). Then
The proofs of Lemmas 2 and 3 are similar to the proofs in [2, Lemmas 1 and 3].
B. Main Results and Interpretation
We impose the following conditions on a particular rate triplet
differentiable in the neighborhood of (R * 1 , R * 2 , P XY ) and the Hessian matrix is bounded. 
Remark 1. To obtain the corresponding result for D 1 = 0 or D 2 = 0, we need to define the conditional D i -tilted information densities when
Combining the techniques used here and the lossless case in [2] , it is not hard to verify that Theorem 4 is still valid when D 1 = 0 and/or D 2 = 0. Theorem 4 is thus a generalization of Watanabe's result [2] to the lossy case.
In general, it is difficult to calculate the second-order region L(R * 0 , R * 1 , R * 2 , D 1 , D 2 , ). Here we consider calculating it for a rate triplet (R * 0 , R * 1 , R * 2 ) on the Pangloss plane [1] . It is shown in Theorem 6 in [1] 
where R XY (P XY , D 1 , D 2 ) is the joint rate-distortion function and R X (P X , D 1 ) and R Y (P Y , D 2 ) are (marginal) ratedistortion functions [13] . More precisely,
The condition in (28) is called the Pangloss bound since the optimal performance is obtained when the receivers cooperate. The set of (D 1 , D 2 )-achievable rate triplets (R 0 , R 1 , R 2 )
is called 2016 IEEE International Symposium on Information Theory the Pangloss plane, denoted as R pg (D 1 , D 2 |P XY ). Let P * XŶ |XY be the optimal conditional distribution achieving R XY (P XY , D 1 , D 2 ). Let P * XŶ be induced by P * XŶ |XY and P XY . Define the joint (D 1 , D 2 )-tilted information density as
where 
The proof of Lemma 6 uses ideas from [4] where was shown that the following Markov chains hold for the optimal test channel P * W |XY that achieves R(R * 1 , R * 2 , D 1 , D 2 |P XY ) and the conditional distributions P * X|XW and P * Y |Y W that achieve
Invoking Lemma 6, for a rate triplet (R * 0 , R * 1 , R * 2 ) on the Pangloss plane, we can simplify the calculation of L(R * 0 , R * 1 , R * 2 , D 1 , D 2 , ). Proposition 7. When (R * 0 , R * 1 , R * 2 ) ∈ R pg (D 1 , D 2 |P XY ) and the conditions in Theorem 4 are satisfied, we have
Remark 2. In order to obtain the results for D 1 = 0 or D 2 = 0, we need to define the joint (D 1 , D 2 )-tilted information density correspondingly. When D 1 = 0 and D 2 > 0, define
when D 1 > 0 and D 2 = 0, define ı XY (x, y|D 1 , D 2 , P XY ) in a similar manner; when D 1 = 0 and D 2 = 0, define
Combining the techniques used in this paper and the lossless case in [2] , it is not hard to verify that Proposition 7 is still valid when D 1 = 0 and/or D 2 = 0.
IV. PROOF OF MAIN RESULTS We only provide a proof sketch due to space limitations.
A. Converse Coding Theorem
First, we invoke the strong converse in [3] to establish a type-based strong converse. Second, we prove a lower bound on excess-distortion probability n (D 1 , D 2 ) by invoking the type-based strong converse. Finally, we use a Taylor expansion and apply the Berry-Essen theorem to obtain an outer region expressed in terms of V(D 1 , D 2 ), i.e., the variance of  XY (X, Y |D 1 , D 2 , P XY ).
B. Achievability Coding Theorem
Define four constants c 0 := 3|X | · |Y| · |W| + 4 , c 0 := c 0 + |X | · |Y|, c 1 := 11d X d X |X | · |Y| · |W| + 3|X | · |W| · |X | + 5 ,
|X | · |Y| · |W| + 3|Y| · |W| · |Ŷ| + 5 . We begin by presenting a type covering lemma that is suited to secondorder analysis for the lossy Gray-Wyner problem. , log n ≥ |Y|·|W|·|Ŷ| log |Y|d Y
D2
, and n ≥ |X | |Y| . Given a joint type Q XY ∈ P n (X × Y), for any rate pair (R 1 , R 2 ) ∈ R 2 ++ such that R(R 1 , R 2 , D 1 , D 2 |Q XY ) is achievable by some test channel, there exists a conditional type Q W |XY ∈ V n (W, Q XY ) such that the following holds:
• There exists a set C n ⊂ T Q W (Q W is induced by Q XY and Q W |XY ) such that -For any (x n , y n ) ∈ T Q XY , there exists a sequence w n ∈ C n whose joint type with (x n , y n ) is Q XY W , i.e., (x n , y n , w n )
• For each w n ∈ T Q W |XY (x n , y n ), there exists sets BX (w n ) ∈X n and BŶ (w n ) ∈Ŷ n satisfying -For each (x n , y n ) ∈ T Q XY |W (w n ), there existsx n ∈ BX (w n ) andŷ n ∈ BŶ (w n ) such that d X (x n ,x n ) ≤ D 1 and d Y (y n ,ŷ n ) ≤ D 2 , -The sizes of BX (w n ) and BŶ (w n ) are upper bounded as 1 n log |BX (w n )| ≤ R 1 + c 1 log n n and 1 n log |BŶ (w n )| ≤ R 2 + c 2 log n n .
To obtain the O log n n terms in Lemma 8, we need to show that certain conditional rate-distortion functions are uniformly continuous in both source distribution and distortion level. We do this by combining the ideas from Palaiyanur and Sahai in [17] and from No, Ingber and Weissman in [10] .
Define three rates R 0,n = 1 n log M 0 −c 0 log(n+1) n and R j,n = 1 n log M j −c j log n n , j = 1, 2. Invoking Lemma 8, we show that there exists an (n, M 0 , M 1 , M 2 )-code whose excess-distortion probability can be upper bounded in a similar manner as [2] . Lemma 9. There exists an (n, M 0 .M 1 , M 2 )-code such that
(43) Define the typical set for length-n types as
From Lemma 22 in [18] , we infer that the probability that
. Define ξ n = log n n . For anyT x n y n ∈ A n (P XY ), applying Taylor's expansion, we obtain
For a rate triplet (R * 0 , R * 1 , R * 2 ) satisfying conditions in Theorem 4, we choose 1 
≤ Pr R 0,n < R(R 1,n , R 2,n , D 1 , D 2 |T X n Y n ), T X n Y n ∈ A n (P XY ) + Pr T X n Y n / ∈ A n (P XY ) (47)
where (50) follows from the Berry-Esseen theorem [12] and T(D 1 , D 2 ) is third absolute moment of  XY (X, Y |D 1 , D 2 , P XY ), which is finite under the conditions of Theorem 4. Therefore, if (L 0 , L 1 , L 2 ) satisfies
then lim sup n→∞ n (D 1 , D 2 ) ≤ .
V. CONCLUSION
We have derived the second-order coding region for the discrete lossy Gray-Wyner problem under some mild conditions. In general, it is not easy to compute the region for specific sources but we provide an example where the second-order region calculation can be simplified (Proposition 7). In the future, we aim to compute the second-order coding region for correlated Gaussian sources under the quadratic distortion metric. We hope the solution to this problem may lead to solutions of second-order coding regions for other network information theory problems [8] , [12] .
