We quantify the separation between the numbers of labeled examples required to learn in two settings: Settings with and without the knowledge of the distribution of the unlabeled data. More specifically, we prove a separation by Θ(log n) multiplicative factor for the class of projections over the Boolean hypercube of dimension n. We prove that there is no separation for the class of all functions on domain of any size.
1 Introduction Hanneke [2016] showed that for any class C of Vapnik-Chervonenkis dimension d there exists an algorithm that -learns any target function from C under any distribution from O d+log(1/δ) labeled examples with probability at least 1 − δ. For this paper, it is important to stress that Hanneke's algorithm does not receive the distribution of unlabeled data as input. On the other hand, Benedek and Itai [1991] showed that for any class C and any distribution there exists an algorithm that -learns any target from C from O log N /2 +log (1/δ) labeled examples with probability at least 1 − δ where N /2 is the size of an 2 -cover of C with respect to the disagreement metric d(f, g) = Pr[f (x) = g(x)]. Here, it is important to note that Benedek and Itai construct for each distribution a separate algorithm. In other words, they construct a family of algorithms indexed by the (uncountably many) distributions over the domain. Alternatively, we can think of Benedek-Itai's family of algorithms as a single algorithm that receives the distribution as an input. It is known that N = O(1/ ) O(d) ; see Dudley [1978] . Thus, ignoring log(1/ ) factor, Benedek-Itai bound is never worse than Hanneke's bound.
As we already mentioned, Benedek-Itai's algorithm receives as input the distribution of unlabeled data. The algorithm uses it to construct an 2 -cover. Unsurprisingly, there exist distributions which have a small 2 -cover and thus sample complexity of Benedek-Itai's algorithm on such distributions is significantly lower then the Hanneke's bound. For instance, a distribution concentrated on a single point has an 2 -cover of size 2 for any positive .
Related work
The question of whether knowledge of unlabeled data distribution helps was proposed and initially studied by Ben-David et al. [2008] ; see also Lu [2009] . However, they considered only classes with Vapnik-Chervonenkis dimension at most 1, or classes with Vapnik-Chervonenkis dimension d but only distributions for which the size of the -cover is Θ(1/ ) Θ(d) , i.e. the -cover is as large as it can be. 1 In these settings, for constant and δ, the separation of labeled sample complexities is at most a constant factor, which is exactly what Ben-David et al. [2008] proved. In these settings, distributions over {0, 1} n labeled sample complexity fixed-distribution learning Θ (log(n)) an algorithm that does not "know" the distribution distribution on a shattered set Figure 1 : The graph shows sample complexity bounds of learning a class of projections over the domain {0, 1} n under various unlabeled distributions. We assume that and δ are constant, say, = δ = 1 100 . The graph shows three lines. The red horizontal line is Hanneke's bound for the class of projections, which is Θ(VC(C n )) = Θ(log n). The green line is the Benedek-Itai bound. The green line touches the red line for certain distributions, but is lower for other distributions. In particular, for certain distributions the green line is O(1). The dashed line corresponds to a particular distribution on a shattered set. This is where the green line and red line touch. Furthermore, here the upper bound coincides with the lower bound for that particular distribution. The black line is the sample complexity of an arbitrary distribution-independent algorithm. For example, the reader can think of the ERM or Hanneke's algorithm. We prove that there exist a distribution where the black line is Ω(log n) times higher than the green line. This separation is indicated by the double arrow.
unlabeled data are indeed useless. However, these results say nothing about distributions with -cover of small size and it ignores the dependency on the Vapnik-Chervonenkis dimension.
The question was studied in earnest by Darnstädt et al. [2013] who showed two major results. First, they show that for any non-trivial concept class C and for every distribution, the ratio of the labeled sample complexities between distribution-independent and distribution-dependent algorithms is bounded by the Vapnik-Chervonenkis dimension. Second, they show that for the class of projections over {0, 1} n , there are distributions where the ratio grows to infinity as a function of n.
In learning theory, the disagreement metric and -cover were introduced by Benedek and Itai [1991] but the ideas are much older; see e.g. Dudley [1978 Dudley [ , 1984 . The O(1/ ) O(d) upper bound on size of the smallest -cover is by Dudley [1978, Lemma 7.13 ]; see also Devroye and Lugosi [2000, Chapter 4] and Haussler [1995] .
For any distribution-independent algorithm and any class C of Vapnik-Chervonenkis dimension d ≥ 2 and any ∈ (0, 1) and δ ∈ (0, 1), there exists a distribution over the domain and a concept which requires at least Ω d+log(1/δ) labeled examples to -learn with probability at least 1 − δ; see Anthony and Bartlett [1999, Theorem 5.3] and Blumer et al. [1989] , . The proof of the lower bound constructs a distribution that does not depend on the algorithm. The distribution is a particular distribution over a fixed set shattered by C. So even an algorithm that knows the distribution requires Ω d+log(1/δ) labeled examples.
Preliminaries
Let X be a non-empty set. We denote by {0, 1} X the class of all functions from X to {0, 1}. A concept class over a domain X is a subset C ⊆ {0, 1} X . A labeled example is a pair (x, y) ∈ X × {0, 1}.
A distribution-independent learning algorithm is a function A : ∞ m=0 (X × {0, 1}) m → {0, 1} X . In other words, the algorithm gets as input a sequence of labeled examples (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x m , y m ) and outputs a function from X to {0, 1}. We allow the algorithm to output function that does not belong to C, i.e., the algorithm can be improper. A distribution-dependent algorithm is a function that maps any probability distribution over X to a distribution-independent algorithm.
Let P be a probability distribution over a domain X . For any two functions f : X → {0, 1}, g : X → {0, 1} we define the disagreement pseudo-metric
Let C be a concept class over X , let c ∈ C, let , δ ∈ (0, 1). Let X 1 , X 2 , . . . , X m be an i.i.d. sample from P . We define the corresponding labeled sample T = ((X 1 , c(X 1 )), (X 2 , c(X 2 )), . . . , (X m , c(X m ))). We say that an algorithm A, -learns target c from m samples with probability at least 1 − δ if
The smallest non-negative integer m such that for any target c ∈ C, the algorithm A, -learns the target c from m samples with probability at least 1 − δ is denoted by m(A, C, P, , δ).
We recall the standard definitions from learning theory. For any concept c : X → {0, 1} and any S ⊆ X we define π(c, S) = {x ∈ S : c(x) = 1}. In other words, π(c, S) is the set of examples in S which c labels 1. A set S ⊆ X is shattered by a concept class C if for any subset S ⊆ S there exists a classifier c ∈ C such that π(c, S) = S . Vapnik-Chervonenkis dimension of a concept class C is the size of the largest set S ⊆ X shattered by C. A subset C of a concept class C is an -cover of C for a probability distribution P if for any c ∈ C there exists c ∈ C such that d P (c, c ) ≤ .
To prove our lower bounds we need three general probabilistic results. The first one is the standard Hoeffding bound. The other two are simple and intuitive propositions. The first proposition says that if average error d P (c, A(T )) is high, the algorithm fails to -learn with high probability. The second proposition says that the best algorithm for predicting a bit based on some side information, is to compute conditional expectation of the bit and thresholds it at 1/2. Theorem 1 (Hoeffding bound). Let X 1 , X 2 , . . . , X n be i.i.d. random variables that lie in interval [a, b] with probability one and let p = 1
Then, for any t ≥ 0,
Proposition 2 (Error probability vs. Expected error). Let Z be a random variable such that Z ≤ 1 with probability one. Then,
Solving for Pr[Z > t] finishes the proof.
Proposition 3 (Predicting Single Bit). Let U be a finite non-empty set. Let U, V be random variables (possibly correlated) such that U ∈ U and V ∈ {0, 1} with probability one. Let f : U → {0, 1} be a predictor. Then,
Proof. We have
It remains to show that
We used the fact that min{x, 1 − x} = 1 2 − 1 2 − x for all x ∈ R which can be easily verified by considering two cases: x ≥ 1 2 and x < 1 2 .
Projections
In this section, we denote by C n the class of projections over the domain X = {0, 1} n . The class C n consists of n functions c 1 , c 2 , . . . , c n from {0, 1} n to {0, 1}. For any i ∈ {1, 2, . . . , n}, for any
For any ∈ (0, 1 2 ) and n ≥ 2, we consider a family P n, consisting of n probability distributions P 1 , P 2 , . . . , P n over the Boolean hypercube {0, 1} n . In order to describe the distribution P i , for some i, consider a random vector
The reader should think of as a constant that does not depend on n, say, = 1 100 . Proposition 4. Vapnik-Chervonenkis dimension of C n is log 2 n .
Proof. Let us denote the Vapnik-Chervonenkis dimension by d. Recall that d is the size of the largest shattered set. Let S be any shattered set of size d. Then, there must be at least 2 d distinct functions in C n . Hence, d ≤ log 2 |C n | = log 2 n. Since d is an integer, we conclude that d ≤ log 2 n .
On the other hand, we construct a shattered set of size log 2 n . The set will consists of points x 1 , x 2 , . . . , x log 2 n ∈ {0, 1} n . For any i ∈ {1, 2, . . . , log 2 n } and any j ∈ {0, 1, 2, . . . , n − 1}, we define x i [j] to be the i-th bit in the binary representation of the number j. (The bit at position i = 1 is the least significant bit.) It is not hard to see that for any v ∈ {0, 1} log 2 n , there exists c ∈ C n such that v = (c(x 1 ), c(x 2 ), . . . , c(x log 2 n )). Indeed, given v, let k ∈ {0, 1, . . . , 2 log 2 n − 1} be the number with binary representation v, then we can take c = c k+1 .
Lemma 5 (Small cover). Let n ≥ 2 and ∈ (0, 1 2 ). Any distribution in P n, has 2 -cover of size 2. Proof. Consider a distribution P i ∈ P n, for some i ∈ {1, 2, . . . , n}. Let j be an arbitrary index in
To see that C is a 2 -cover of C n , consider any c k ∈ C n . We need to show that
Using Bedek-Itai bound (Theorem 12 in Appendix B) we obtain the corollary below. The corollary states that the distribution-dependent sample complexity of learning target in C n under any distribution from P n, does not depend on n.
Corollary 6 (Learning with knowledge of the distribution). Let n ≥ 2 and ∈ (0, 1 2 ). There exists a distribution-dependent algorithm such that for any distribution from P n, , any δ ∈ (0, 1), any target function c ∈ C n , if the algorithm gets The next theorem states that without knowing the distribution, learning a target under a distribution from P n, requires at least Ω(log n) labeled examples.
Theorem 7 (Learning without knowledge of the distribution). For any distribution-independent algorithm, any ∈ (0, 1 4 ) and any n ≥ 600/ 3 there exists a distribution P ∈ P n, and a target concept c ∈ C n such that if the algorithm gets m ≤ ln n 3 ln (1/ ) labeled examples, it fails to 1 16 -learn the target concept with probability more than 1 16 .
Proof. Let A be any learning algorithm. For ease of notation, we formalize it is a function
The algorithm receives an m × n matrix and a binary vector of length m. The rows of the matrix corresponds to unlabeled examples and the vector encodes the labels. The output of A is any function from {0, 1} n → {0, 1}. We demonstrate the existence of a pair (P, c) ∈ P n, × C n which cannot be learned with m samples by the probabilistic method. Let I be chosen uniformly at random from {1, 2, . . . , n}. We consider the distribution P I ∈ P n, and target c I ∈ C n . Let X 1 , X 2 , . . . , X m be an i.i.d. sample from P I and let Y 1 = c I (X 1 ), Y 2 = c I (X 2 ), . . . , Y m = c I (X m ) be the target labels. Let X be the m × n matrix with entries X i [j] and let Y = (Y 1 , Y 2 , . . . , Y m ) be the vector of labels. The output of the algorithm is A(X, Y ). We will show that
This means that there exists i ∈ {1, 2, . . . , n} such that
By Proposition 2,
It remains to prove (1). Let Z be a test sample drawn from P I . That is, conditioned on I, the sequence X 1 , X 2 , . . . , X m , Z is i.i.d. drawn from P I . Then, by Proposition 3,
(2)
We need to compute E [c I (Z) | X = x, Y = y, Z = z]. For that we need some additional notation. be the set of indices of columns of x equal to the vector y. Also, we define · to be the sum of absolute values of entries of a vector or a matrix. (Since we use · only for binary matrices and binary vectors, it will be just the number of ones.) For any i ∈ {1, 2, . . . , n},
Therefore, for any i ∈ {1, 2, . . . , n},
Conditioned on I, the variables Z and (X, Y ) are independent. Thus, for any x ∈ {0, 1} n , and i = 1, 2, . . . , n,
This allows us to compute the conditional probability 
Hence,
We now show that the last expression is close to 1/2. It is easy to check that
Indeed, since ∈ (0, 1 4 ),
We now substitute this into the (2). We have
In order to prove (1), we need to show that |k(X,Y )|· |s(X,Y,Z)| ∈ 5 6 , 2 with probability at least 1/2. To that end, we define two additional random variables K = |k(X, Y )| and S = |s(X, Y, Z)| .
The condition |k(X,Y )|· |s(X,Y,Z)| ∈ 5 6 , 2 is equivalent to
First, we lower bound K. For any y ∈ {0, 1} m and any i, j ∈ {1, 2, . . . , n},
Conditioned on Y = y and I = i, the random variable K − 1 = |k(X, Y ) \ {I}| is a sum of n − 1 Bernoulli variables with parameter y (1 − ) m− y , one for each column except for column i. Hoeffding bound with t = m /2 and the loose lower bound y (1 − ) m− y ≥ m gives
Since m ≤ ln n 3 ln(1/ ) , we lower bound t = m 2 as t = m /2 > 1 2 ln n 3 ln(1/ ) = 1 2 3 √ n .
Since the lower bound is uniform for all choices of y and i, we can remove the conditioning and conclude that
For n ≥ 25, we can simplify it further to
Second, conditioned on K = r, the random variable S is a sum of r − 1 Bernoulli random variables with parameter and one Bernoulli random variable with parameter 1/2. Hoeffding bound for any t ≥ 0 gives that
Thus,
≥ 1 − 2e −n 2/3 t 2 /2 · Pr K ≥ n 2/3 2 .
We choose t = /4. Since n ≥ 600/ 3 , we have e −n 2/3 t 2 /2 < 1 8 and thus
We claim that t = /4, S K − (K−1)+1/2 K < t and K ≥ n 2/3 2 imply (3). To see that, note that S K − (K−1)+1/2 K < t is equivalent to
Since K ≥ n 2/3 2 and n ≥ 25 we have K > 4, which implies that
Since K ≥ n 2/3 2 and n ≥ 12 3/2 we have K > 5 2 , which implies that
Since t = /4, the condition (3) follows.
All functions
Let X be some finite domain. We say a sample T = ((x 1 , y 1 ), . . . , (x m , y m )) ∈ (X × {0, 1}) m of size m is self-consistent if for any i, j ∈ {1, 2, . . . , m}, x i = x j implies that y i = y j . A distribution independent algorithm A is said to be consistent if for any self-consistent sample T = ((x 1 , y 1 ), . . . , (x m , y m )) ∈ (X × {0, 1}) m , A(T )(x i ) = y i holds for any i = 1, 2, . . . , m.
In this section we show that for C all = {0, 1} X , any consistent distribution independent learner is almost as powerful as any distribution independent learner. Note that, in particular, the ERM algorithm for C all is consistent. In other words, for the class C all unlabeled data do not have any information theoretic value.
Theorem 8 (No Gap). Let X be some finite domain, C all = {0, 1} X and A be any consistent learning algorithm. Then, for any distribution P over X , any (possibly distribution dependent) learning algorithm B and any , δ ∈ (0, 1), m(A, C all , P, 2 , 2δ) ≤ m(B, C all , P, , δ) .
Proof. Fix any integer m ≥ 0 and any distribution P over X . Let X, X 1 , X 2 , . . . , X m be an i.i.d. sample from P . Define the random variable
In other words, Z is the probability mass not covered by X 1 , X 2 , . . . , X m . For any c ∈ C all , let T c = ((X 1 , c(X 1 )), (X 2 , c(X 2 ), . . . , (X m , c(X m )) be the sample labeled according to c. Since A is consistent, with probability one, for any c ∈ C all ,
Let c be chosen uniformly at random from C all , independently of X, X 1 , X 2 , . . . , X m . Additionally, define c ∈ C all as
and note that c and c are distributed identically and T c = T c , and thus
We have sup c∈C all
Equation (6) follows from (5). To justify inequality (7) holds for arbitrary m, it implies m(A, C all , P, 2 , 2δ) ≤ m(B, C all , P, , δ) for any , δ ∈ (0, 1). Darnstädt et al. [2013] showed that the gap between the number of samples needed to learn a class of functions of Vapnik-Chervonenkis dimension d with and without knowledge of the distribution is upper-bounded by O(d). We show that this bound is tight for the class of Boolean projections. On the other hand, for the class of all functions, this gap is only constant. These observations lead to the following research directions. First, it will be interesting to understand the value of the gap for larger classes of functions. For example, one might consider the classes of (monotone) disjunctions over {0, 1} n , (monotone) conjuctions over {0, 1} n , parities over {0, 1} n , and halfspaces over R n . The Vapnik-Chervonenkis dimension of these classes is Θ(n) thus the gap for these classes is at least Ω(1) and at most O(n). Other than these crude bounds, the question of what is the gap for these classes is wide open. Second, as the example with class of all functions shows, the gap is not characterized by the Vapnik-Chervonenkis dimension. It will be interesting to study other parameters which determine this gap. In particular, it will be interesting to obtain upper bounds on the gap in terms of other quantities.
Conclusion and open problems
Finally, we believe that studying this question in the agnostic extension of the PAC model [Anthony and Bartlett, 1999, Chapter 2] will be of great interest, too.
A Size of -cover
In this section, we prove an (e/ ) d upper bound on the size of the -cover of any concept class of Vapnik-Chervonenkis dimension d. To prove our result, we need Sauer's lemma. Its proof can be found, for example, in Anthony and Bartlett [1999, Chapter 3] .
Lemma 9 (Sauer's lemma). Let X be a non-empty domain and let C ⊆ {0, 1} X be a concept class with Vapnik-Chervonenkis dimension d. Then, for any S ⊆ X ,
i .
We remark that if n ≥ d ≥ 1 then
where e = 2.71828 . . . is the base of the natural logarithm. This follows from the following calculation
where we used in the last step that 1 + x ≤ e x for any x ∈ R.
Theorem 10 (Size of -cover). Let X be a non-empty domain and let C ⊆ {0, 1} X be a concept class with Vapnik-Chervonenkis dimension d. Let P be any distribution over X . For any ∈ (0, 1], there exists a set C ⊆ C such that
and for any c ∈ C there exists c ∈ C such that d P (c, c ) ≤ .
Proof. We say that a set B ⊆ C is an -packing if
We claim that there exists a maximal -packing. In order to show that a maximal set exists we to appeal to Zorn's lemma. Consider the collection of all -packings. We impose partial order on them by set inclusion. Notice that any totally ordered collection {B i : i ∈ I} of -packings has an upper bound i∈I B i that is an -packing. Indeed, if c, c ∈ i∈I B i such that c = c then there exists i ∈ I such that c, c ∈ B i since {B i : i ∈ I} is totally ordered. Since B i is an -packing, d P (c, c ) > . We conclude that i∈I B i is an -packing. By Zorn's lemma, there exists a maximal -packing.
B Fixed distribution learning
Theorem 11 (Chernoff bound). Let X 1 , X 2 , . . . , X n be i.i.d. Bernoulli random variables with E[X i ] = p. Then, for any ∈ [0, min{p, 1 − p}),
where D (x y) = x ln x y + (1 − x) ln 1 − x 1 − y is the Kullback-Leibler divergence between Bernoulli distributions with parameters x, y ∈ [0, 1].
We further use the following inequality D (x y) ≥ (x − y) 2 2 max{x, y}
Theorem 12 (Benedek-Itai). Let C ⊆ {0, 1} X be a concept class over a non-empty domain X . Let P be a distribution over X . Let ∈ (0, 1] and assume that C has an 2 -cover of size at most N . Then, there exists an algorithm, such that for any δ ∈ (0, 1), any target c ∈ C, if it gets m ≥ 48 ln N + ln(1/δ) labeled samples then with probability at least 1 − δ, it -learns the target.
Proof. Given a labeled sample T = ((x 1 , y 1 ), . . . , (x m , y m )), for any c ∈ C, we define
Let C ⊆ C be an ( /2)-cover of size at most N . Consider the algorithm A that given a labeled sample T outputs c = argmin c ∈C err T (c ) breaking ties arbitrarily. We prove that A, with probability at least 1 − δ, -learns any target c ∈ C under the distribution P . Consider any target c ∈ C. Then there exists c ∈ C such that d P (c, c) ≤ /2. Let C = {c : d P (c, c ) > }. We claim that with probability at least 1 − δ, for all c ∈ C , err T (c ) > 2 3 and err T ( c) < 2 3 and hence A outputs c ∈ C \ C .
