In data mining, classification is one of the significant techniques with applications in fraud detection, Artificial intelligence, Medical Diagnosis and many other fields. Classification of objects based on their features into predefined categories is a widely studied problem. Decision trees are very much useful to diagnose a patient problem by the physicians. Decision tree classifiers are used extensively for diagnosis of breast tumour in ultrasonic images, ovarian cancer and heart sound diagnosis. In this paper, performance of decision tree induction classifiers on various medical data sets in terms of accuracy and time complexity are analysed.
INTRODUCTION
Classification is one of the fundamental tasks in data mining and has also been studied extensively in statistics, machine learning, neural networks and expert systems over decades [1, 2] . The input for classification is a set of training records (training instances), where each record has several attributes. Attributes with discrete domains are referred to as Categorical, while those with continuous domains are referred to as numerical. There is one distinguished attribute called the class label. In general, given a database of records, each with a class label, a classifier generates a concise meaningful description for each class in terms of the attributes. The model is then used to predict class labels of unknown objects. Classification is also known as supervised learning, as the learning of the model is -supervised‖, that is, each training instance is labelled indicating its class. Classification has been successfully applied to a wide range of application areas, such as scientific experiments, medical diagnosis, weather prediction, credit approval, customer segmentation, target marketing and fraud detection [3, 4] . Decision tree classifiers are used extensively for diagnosis of breast tumour in ultrasonic images, ovarian cancer, heart sound diagnosis and so on [5] [6] [7] [8] [9] [10] .
Data Mining with Decision trees plays a vital role in the field of medical diagnosis to diagnose the problem of a patient. In this paper, accuracy of various decision tree classifiers and their time complexity are compared on Medical Data sets. Decision tree classifiers are chosen as they [1] Provide human readable rules of classification Easy to interpret Construction of decision tree is fast Yields better accuracy
The rest of the paper is organized in three sections. In Section 2, the review of decision tree induction algorithms are presented. Related to medical data sets, the performance of most frequently used decision tree classifiers are compared and the results are presented in section 3and concluded in section 4.
DECISION TREE INDUCTION
Decision tree induction is a very popular and practical approach for pattern classification. Decision tree induction is the learning of decision trees from class-labelled training tuples.
A decision tree is a flow chart like tree structure, where each internal node denotes a test on an attribute, each branch represents an outcome of the test, and each leaf node holds a class label. The decision tree classifier has two phases [1] : i) Growth phase or Build phase. ii)
Pruning phase. The tree is built in the first phase by recursively splitting the training set based on local optimal criteria until all or most of the records belonging to each of the partitions bearing the same class label. The tree may overfit the data.
The pruning phase handles the problem of over fitting the data in the decision tree. The prune phase generalizes the tree by removing the noise and outliers. The accuracy of the classification increases in the pruning phase.
Pruning phase accesses only the fully grown tree. The growth phase requires multiple passes over the training data. The time needed for pruning the decision tree is very less compared to build the decision tree.
The table specified below represents the usage frequency of various decision tree algorithms [11] . 
ID3 (Iterative Dichotomiser 3)
This is a decision tree algorithm introduced in 1986 by Quinlan Ross [12] . It is based on Hunts algorithm. The tree is constructed in two phases. The two phases are tree building and pruning ID3 uses information gain measure to choose the splitting attribute. It only accepts categorical attributes in building a tree model. It does not give accurate result when there is noise. To remove the noise pre-processing technique has to be used.
To build decision tree, information gain is calculated for each and every attribute and select the attribute with the highest information gain to designate as a root node. Label the attribute as a root node and he possible values of the attribute are represented as arcs. Then all possible outcome instances are tested to check whether they are falling under the same class or not. If all the instances are falling under the same class, the node is represented with single class name, otherwise choose the splitting attribute to classify the instances.
Continuous attributes can be handled using the ID3 algorithm by discretizing or directly, by considering the values to find the best split point t by taking a threshold on the attribute values. Id3does not support pruning.
C4.5
This algorithm is an extension to ID3 developed by Quinlan Ross [13] . It is also based on Hunt's algorithm.C4.5 handles both categorical and continuous attributes to build a decision tree.In order to handle continuous attributes, C4.5 splits the attribute values into two partitions based on the selected threshold such that all the values above the threshold as one child and the remaining as another child. It also handles missing attribute values. C4.5 uses Gain Ratio as an attribute selection measure to build a decision tree. It removes the biasness of information gain when there are many outcome values of an attribute.
At first, calculate the gain ratio of each attribute. The root node will be the attribute whose gain ratio is maximum. C4.5 uses pessimistic pruning to remove unnecessary branches in the decision tree to improve the accuracy of classification.
CART
CART [14] stands for Classification And Regression Trees introduced by Breiman. It is also based on Hunt's algorithm. CART handles both categorical and continuous attributes to build a decision tree. It handles missing values.
CART uses Gini Index as an attribute selection measure to build a decision tree .Unlike ID3 and C4.5 algorithms, CART produces binary splits. Hence, it produces binary trees. Gini Index measure does not use probabilistic assumptions like ID3, C4.5. CART uses cost complexity pruning to remove the unreliable branches from the decision tree to improve the accuracy.
EXPERIMENTAL RESULTS
The Experimental data is collected from UCI Machine Learning Repository [15] , which is publicly available. The results were analysed using Weka tool on the data using 10-fold cross validation to test the accuracy and time complexity of ID3, C4.5 and CART classifiers. The following table shows the characteristics of selected datasets related to medical domain. The above datasets contain both continuous and discrete attributes, where as ID3 algorithm cannot handle the continuous attributes. To evaluate the performance of the algorithms without any bias (for uniformity) discretization is done to convert continuous attributes in to categorical attributes. The type of discretization performed here is unsupervised discretization because supervised discretization produces complex search spaces. Some of the datasets contain missing values. Missing values cannot be handled by ID3 algorithm. So, pre-processing is done to replace the missing values with mean of the respective attributes. The Table 3 shows the accuracy of ID3, C4.5 and CART algorithms for classification applied on the above medical data sets using 10-fold cross validation is observed as follows: The Table 4 shows the time complexity in seconds of various classifiers to build the model for training data. To observe the performance of the classifiers on large data sets, only two data sets: Diabetes and Thyroid with increased size are considered for experiment. The performance in terms of accuracy and time complexity are presented in table 5 and Table 6 . The classifiers accuracy on various data sets is represented in the form of a graph. Coming to the accuracy, CART algorithm produces better accuracy though the time complexity is high. Accuracy is more important for the classification of medical data. Hence, CART is the best algorithm for medical diagnosis.
CONCLUSIONS
Data Mining is gaining its popularity in almost all applications of real world. One of the data mining techniques i.e., classification is an interesting topic to the researchers as it is accurately and efficiently classifies the data for knowledge discovery. Decision trees are so popular because they produce human readable classification rules and easy to interpret than other classification methods.
Frequently used decision tree classifiers are studied and the experiments are conducted to find the best classifier for Medical Diagnosis. The experimental results show that CART is the best algorithm for classification of medical data. It is also observed that CART performs well for classification on medical data sets of increased size.
