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Abstract
In this paper, a notion of convexity structure for graphs, called neighbourhood convexity, is introduced. It is
shown that neighbourhood convexity is exactly the graph convexity for Helly graphs to be 2-Helly. We then
consider various neighbourhood-convexity almost ﬁxed point properties for Helly graphs. In particular, we
show that for any positive number p, every Helly graph has the neighbourhood convexity  p
2
-almost ﬁxed
point property for p-weak multifunctions; and any self-mapping neighbourhood convexity strong multifunc-
tion has a selection.
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1 Introduction
When comparing discrete structures, especially graphs, with classical spaces in rela-
tion to ﬁxed point properties, we typically ﬁnd that in the discrete case we have at
best almost ﬁxed points for endomorphisms, that is, ﬁxed points up to adjacency.
As an example, compare the m-path (graph) with the unit interval. In previous
work [11] we have shown that, with suitable machinery, the comparison can be
developed in such a way that almost ﬁxed point properties of discrete structures
(graphs) and ﬁxed point properties of topological spaces are, in important cases, in-
terdeducible. An essential part of this machinery is that we have to consider almost
ﬁxed points of multifunctions. The point may perhaps be made clear via a simple
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Fig. 1. The diagrams of f1 and f2
example: consider a continuous function f from unit interval I to I deﬁned by
f(x) = 1− x
for x, 0 ≤ x ≤ 1. We are going to consider approximations of f via subdivisions
of I (and correspondingly of I2) into cells. The cells are taken as closed. Only the
closed cells of highest dimension (thus, not their proper faces) appear in the very
simple representations we have in mind.
Clearly, 12 is the exact ﬁxed point of f . Furthermore, it is easy to see that during
the approximation of f , the discrete representations f1 and f2 of f may become mul-
tifunctions, i.e. f1 : P3 → P3, 00 → {10, 11}, 01 → {01, 10, 11}, 10 → {00, 01, 10}
and 11 → {00, 01}; and f2 : P7 → P7, 000 → {110, 111}, 001 → {101, 110, 111},
010 → {100, 101, 110}, 011 → {011, 100, 101}, 100 → {010, 011, 100}, 101 →
{001, 010, 011}, 110 → {000, 001, 010} and 111 → {000, 001}. Fig. 1 shows the
diagrams of f1 and f2. Hence the discrete representations of a function may be-
come many-valued rather than single-valued. Also note that {01, 10} and {011, 100}
are the sets of almost ﬁxed points of f1 and f2, respectively.
We need now to be more explicit about the discrete structures (“digital spaces”)
involved in these representations. In fact, as already hinted in the opening remarks,
we are considering them simply as (reﬂexive, symmetric) graphs. In one of these
representing graphs, the vertices are the cells, and two vertices are adjacent just in
case, as cells, they have a common face. Since cells have a common face if and only
if they overlap as subsets of the Euclidean space, the graphs are intersection graphs
produced by coverings (by closed sets) of Euclidean space. The situation illustrated
by the example may thus be schematized as follows:
Continuous spaces Intersection graphs of coverings
−−−−−−−−−−−−−−−−−−−−→
Discrete spaces
Discrete spaces Limiting process
−−−−−−−−−−→
Continuous spaces
A similar two-way connection exists between continuous mappings on spaces and
(many-valued) graph homomorphisms on graphs, leading to the connection
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Fixed points of continuous functions←→
Almost ﬁxed points of (many-valued) graph homomorphisms
This “link” between almost ﬁxed point properties of discrete structures and ﬁxed
point properties of spaces, suggested by the above example, has been studied in de-
tail in [11]. What graphs do we have to be concerned with, in these representations?
Clearly we have (at least) the strong products of paths: paths, 8-connected grids,
and their analogues in higher dimensions. We might perhaps restrict attention to
these (as is sometimes done in digital topology). For many reasons, however, it is
convenient to take a variety of graphs as the object of study. The smallest variety
containing the simple paths in fact comprises the retracts of the strong product
of paths: an important class of graphs, well-known in graph theory as the Helly
graphs [6].
The precise deﬁnitions are given in Section 2, where we consider also the “admis-
sible” subsets of a graph (these are the intersections of metric balls). We show that,
in case a graph G is Helly, the admissible sets form a graph convexity. Moreover,
a graph is Helly if and only if its collection of admissible sets enjoys the (2-)Helly
property. Despite its simplicity, this notion of convexity (which we call neighbour-
hood convexity) has not, to our knowledge, appeared previously in the graph theory
literature. We will work with it extensively in this paper, concentrating on almost
ﬁxed point properties (AFPPs), existence of selection functions, and (brieﬂy) ﬁxed
clique properties. In a little more detail: For any non-negative integer numbers k, p,
a multifunction is called k-weak if it maps any adjacent vertices to subsets with “set
distance” equal or less than k; and is said to have a p-almost ﬁxed point if there
exists a vertex such that the set distance between the vertex and its image is equal
or less than p. We say a graph possesses the p-AFPP for a given class M of multi-
functions if any class M multifunction has a p-almost ﬁxed point. Our main results
include: (1) Every Helly graph has the neighbourhood convexity p2-AFPP for
p-weak multifunctions, and (2) For any neighbourhood convexity strong multifunc-
tion f from any ﬁnite graph to a Helly graph, there exists a graph homomorphism
f˙ called selection such that f˙(x) ∈ f(x),∀x.
Although the consideration of admissible sets seems to be new in graph theory,
the equivalent notion has long been a basic tool in the study of hyperconvex metric
spaces [1]. The analogy between Helly graphs and hyperconvex spaces has been
pointed out by one or two authors; we have made a close study of it, and proposed
a common generalization of the two notions, in [10]. That paper as well as the
present one (in intention) is part of a large ongoing research program attempting to
show that discrete and continuous spatial models can be treated in a uniform way,
the two classes being linked by procedures of approximation. Depending on one’s
point of view, one may consider that the discrete structures are approximations of
the continuous ones, or conversely, that the continuous structures of analysis are
approximate representations of the “true” discrete world. In regard to the present
paper, discrete/continuous approximation serves mainly as background motivation;
however we show as an example (Section 5) that Brouwer’s ﬁxed point theorem can
be obtained as an immediate corollary of a basic result on Helly graphs.
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Face with the lack of exact ﬁxed point properties for graphs, graph theorists
have tended to look for ﬁxed clique (in particular, ﬁxed edge) properties [5] instead.
The question arises, whether we can obtain ﬁxed clique results in our multifunction
setting. This involves some complications which do not arise in the single-valued
setting. We present a brief treatment of this topic in Section 6. Although all our
results are combinatorial, we are forced to rely for the proof of one of them on the
topology of Euclidean space; a purely combinatorial proof eludes us (so far).
2 Helly graphs and neighbourhood convexity
In this paper, we only consider ﬁnite looped (reﬂexive) undirected graphs. A graph
G is called complete if any two vertices x, y ∈ V (G) are joined by an edge, i.e.,
(x, y) ∈ E(G). A clique of a graph is a complete subgraph. Let G be a graph.
A path joining x, y ∈ V (G) is a sequence a0a1 · · · an of distinct vertices satisfying
a0 = x, an = y, and (ai, ai+1) ∈ E(G) for each i, 0 ≤ i < n. The length of a path
Γ = a0 · · · an is n. For x, y ∈ V (G), the (graph) distance dG(x, y) between x and y
in G is the least length (if it exists) of a path from x to y. A graph is said to be
connected if every pair of vertices are joined by a path. A family F of subsets of
a set X is said to satisfy the (2-)intersection property if any two elements of F are
intersection non-empty (also called pairwise non-disjoint). F satisﬁes the (2-)Helly
property if for every subfamily F ′ of F satisfying the intersection property, F ′ is
intersection non-empty.
The k-ball (or k-closed ball), for any k ∈ N, centered at a vertex x ∈ V (G) of
the graph G, is the set BG(x, k) = {y ∈ V (G) | dG(x, y) ≤ k}. We say that a
ﬁnite connected graph G is Helly if the family of balls BG(x, k),∀x ∈ V (G),∀k ∈ N,
satisﬁes the Helly property [8]. Simple examples of Helly graphs are non-empty
ﬁnite trees and the ﬁnite strong products of ﬁnite paths.
Helly graphs also appear in the literature in the guise of disk-Helly graphs (con-
trasted with clique-Helly graphs), absolute retracts, and injective objects, etc. Re-
call that an (induced) subgraph H of a graph G is a retract of G if there exists a
graph homomorphism r : G→ H called retraction such that r(x) = x for each vertex
x ofH. It is clear that any retract of a graphG is isometric, where a subgraphH ofG
is isometric if dH(x, y) = dG(x, y) for all x, y ∈ V (H). The strong product of graphs
G1 and G2 is the graph G1⊗G2 which has the vertex set V (G1)×V (G2) the carte-
sian product of the vertex sets of G1 and G2, and the edge set E(G1⊗G2) such that
((x1, x2), (y1, y2)) ∈ E(G1⊗G2) if and only if (x1, y1) ∈ E(G1) and (x2, y2) ∈ E(G2).
We have the following well-known (and useful) properties of Helly graphs [6,7]:
(1) A graph is Helly if and only if it is a retract of the ﬁnite strong product of
ﬁnite paths;
(2) Every graph isometrically embeds into a Helly graph.
A graph convexity [3,4] on a ﬁnite connected graph G is a collection of subsets
of V (G), called the convex sets of G, such that (c1) the set V (G) is convex, (c2) the
intersection of convex sets is convex, and (c3) any convex set induces a connected
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Fig. 2. H(G) is a graph convexity but G is not a Helly graph
subgraph of graph G. Let G be a ﬁnite connected graph, and M the family of balls
of G, M = {BG(x, k) | x ∈ V (G), k ∈ N}. Then the family of subsets (called the
admissible subsets) of V (G), denoted by H(G), which contains M and all ﬁnite
intersections of elements of M , has the following property:
Theorem 2.1 H(G) is a graph convexity if G is Helly.
Proof. Conditions (c1) and (c2) hold clearly. For (c3), suppose the subgraph of G
induced by C, G[C], is not connected for some C ∈ H(G), where C is the intersection
of a ﬁnite family of balls B = {B1, . . . , Bk} for some k > 1. Note that B satisﬁes
the 2-intersection property from the fact that C = ∅. Since G[C] is disconnected
(and G is ﬁnite connected), there exist x, y belonging to diﬀerent components of
G[C] such that dG(x, y) is minimal (with respect to all such pairs of vertices).
Assume dG(x, y) = k ≥ 2, induced by some path l = v0 · · · vk, v0 = x, vk = y
of G. Then there exist vertices vi ∈ BG(x, k/2) ∩ l and vj ∈ BG(y, k/2) ∩ l
such that the family of balls B′ = B ∪ {BG(vi, k/2), BG(vj , k/2)} satisﬁes the
2-intersection property; however, it is easy to check that
⋂
B′ = ∅. Thus G is not
Helly: contradiction. 
We may call H(G) the neighbourhood convexity of the graph G. Note that the
converse of Theorem 2.1 is not true, see Fig. 2 for a counter-example.
The celebrated theorem of Helly states that if, in a ﬁnite family of convex sets
in Rn, every n + 1 sets have a point in common, then there is a point common to
all the sets. In regard to the “axiomatic” setting of the Helly theorem for graphs,
the following theorem states that, for a Helly graph G, the exact (graph) convexity
for G is H(G):
Theorem 2.2 G is Helly if and only if H(G) satisﬁes the Helly property.
Proof. (only if ). Let B be a subset of H(G) satisfying the 2-intersection property.
Every element of B is a ball, or the intersection of some balls of G. Let B′ be a
family of all possible balls which induces elements of B (B′ is not unique). Then





(if ). Trivial, since every ball is an element of H(G). 
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3 Neighbourhood convexity AFPPs for P nm
A graph G is an m-path if V (G) = {a0, . . . , am} and E(G) = {(ai, ai+1) | 0 ≤ i < m}
(besides loops); we denote by Pm an m-path. The strong product (n times) of m-
paths Pm is denoted by P
n
m. A maximal clique of P
n
m has 2
n vertices, and is called
an elementary n-cube of Pnm. Let C be an elementary n-cube of P
n
m, and S ⊆ C a
subset of C. Then S is a ﬁlling subset of C if
(1) The cardinality of S, #S = n+ 1,
(2) S is not contained in any facet of C.
Every vertex x of Pnm may be represented with n coordinates (x1, . . . , xn), all integers
between 0 and m. A function L : V (Pnm) → 1˙
n from the vertex set of Pnm to the
n-product of 1˙ = {0, 1}, 1˙n, is a labeling of Pnm if
Li(x) =
{
0, xi = 0
1, xi = m
for all i, 1 ≤ i ≤ n, where x = (x1, . . . , xn) and L(x) = (L1(x), . . . , Ln(x)).
Proposition 3.1 For any given labeling L of Pnm, there exist elementary n-cubes
C,D and ﬁlling subsets S ⊆ C,S′ ⊆ D such that
(1) (0, . . . , 0) ∈ L(S), and for every coordinate i, 1 ≤ i ≤ n, there exists an indi-
vidual vertex x ∈ S such that Li(x) = 1,
(2) (1, . . . , 1) ∈ L(S′), and for every coordinate j, 1 ≤ j ≤ n, there exists an
individual vertex y ∈ S′ such that Lj(y) = 0.
Proof. Similar to the proof of Lemma 3.1 in [14]. 
Let G be a graph. For any two non-empty subsets A,B ⊆ V (G), we denote
by distG(A,B) the length of the shortest path which connects A and B, i.e.,
distG(A,B) = inf{dG(x, y) | ∀x ∈ A, y ∈ B}. Note that dist is a semi-pseudo
metric.
We denote the projection of Pnm onto its j
th factor by Prj. For any subsets A,B
of Pnm, we deﬁne distj , 1 ≤ j ≤ n, by distj(A,B) ≡ distPm(Prj(A),Prj(B)). It
is clear that all non-empty neighbourhood convex sets of Pnm are the rectangular
blocks (but the converse is false):
Lemma 3.2 Let A,B ∈ H(Pnm) be any two non-empty neighbourhood convex sets
of Pnm, then we have distPnm(A,B) = max1≤j≤n distj(A,B).




(a, b) = max
1≤j≤n
dPm(Prj(a),Prj(b)) (1)
(since Pnm is the strong product).
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For arbitrary non-empty neighbourhood convex sets A and B, choose a(j) ∈
Prj(A) and b(j) ∈ Prj(B), 1 ≤ j ≤ n, such that
dPm(a(j), b(j)) = distj(A,B). (2)
We claim that, with a = (a(1), . . . , a(n)), b = (b(1), . . . , b(n)) (thus clearly a ∈ A
and b ∈ B), we have
dPn
m
(a, b) = distPn
m
(A,B).
For, if there exist a′ ∈ A, b′ ∈ B such that dPn
m
(a′, b′) < dPn
m
(a, b), then by (1)
there is some coordinate j such that dPm(Prj(a
′),Prj(b′)) < dPm(a(j), b(j)), con-




(a, b) = max1≤j≤n dPm(a(j), b(j)) =
max1≤j≤n distj (A,B). 
3.1 Neighbourhood convexity p-AFPP for Pnm
Let G,H be graphs. By a multifunction f : G→ H we understand a mapping that
assigns to each vertex x ∈ V (G) a non-empty subset f(x) ⊆ V (H):
Deﬁnition 3.3 A multifunction f : G→ H is said to be k-weak , k ∈ N, if for any
(x, y) ∈ E(G), distH(f(x), f(y)) ≤ k. The 1-weak multifunction is simply called
weak .
It is clear that Deﬁnition 3.3 generalizes the notion of k-graph homomorphism
as in [8,9].
Deﬁnition 3.4 A graph G is said to possess the p-almost ﬁxed point property (p-
AFPP) (or simply almost ﬁxed point property (AFPP) if p = 1) for neighbourhood
convexity k-weak multifunctions, k, p ∈ N, if for any self-mapping neighbourhood
convexity k-weak multifunction f : G → G, there exists a vertex x ∈ V (G) such
that distG({x}, f(x)) ≤ p.
Theorem 3.5 Pnm has the 
p
2-AFPP for neighbourhood convexity p-weak multi-
functions.
Proof. For any subset A of V (Pnm), we denote the subset {x ∈ V (P
n
m) | ∃y ∈
A, dPn
m
(x, y) ≤ p} by BPn
m
(A, p). Let f : Pnm → P
n
m be any self-mapping neigh-






(f(x), p2), x ∈ V (P
n
m)
g(y), x ∈ V (Pnm), BPnm+1(x, 1) ⊆ BPnm+1(y, 1), y ∈ V (P
n
m).
The extension of g in this way to Pnm+1 enables some tedious case analysis to be
avoided, later on. Notice that any x ∈ V (Pnm+1)−V (P
n
m) is mapped by g in the
same way as its “closest” (dominating) neighbour in Pnm.
It is easy to check that g is a neighbourhood convexity 0-weak multifunction,
that is, if (x, y) ∈ E(Pnm+1), then g(x), g(y) are non-empty neighbourhood convex
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sets of Pnm+1 (in fact, P
n
m) such that g(x)∩g(y) = ∅. Note that if z ∈ V (P
n
m) is a ﬁxed
point of g, that is, z ∈ g(z), then it is clear that this implies distPn
m
({z}, f(z)) ≤ p2,
and hence we complete the proof. Let us, then, show that g has a ﬁxed point in the
subset V (Pnm) of V (P
n
m+1):




0, if Pri(x) ≤ y for some y ∈ (Pri ◦ g)(x)
1, if Pri(x) > y for every y ∈ (Pri ◦ g)(x).
It is easy to check that Q(x) = (Q1(x), . . . , Qn(x)) is a labeling. Hence there
exists an elementary n-cube C and subset S ⊆ C satisfying the hypothesis of
Proposition 3.1. Note that every vertex of C is either labeled (0, . . . , 0) or con-
tains at least one coordinate which is labeled 1. Also note that for any vertex
x = (x1, . . . , xj , . . . , xn) such that xj = m + 1, we have Prj(x) > Prj(w) for all
w ∈ g(x).
Let z be a vertex of C which is labeled (0, . . . , 0). Clearly, z is in V (Pnm). We
show that z is a ﬁxed point of g, and hence based on our previous discussion, z is
a p2-almost ﬁxed point of f : Suppose not, then there exists a j ∈ N, 1 ≤ j ≤ n,
such that distj({z}, g(z)) ≥ 1. If Prj(z) > Prj(w) for all w ∈ g(z), then clearly,
the j-coordinate of z would be labeled 1: contradiction. If Prj(z) < Prj(w) for all
w ∈ g(z), then it is clear that, for the vertex t ∈ C whose j-coordinate labeled 1,
we have distPn
m+1
(g(z), g(t)) ≥ 1: contradiction. 
3.2 Neighbourhood convexity selection property for Pnm
Let A,B ⊆ V (G) be any non-empty subsets of the graph G. Then A and B are
said to be strongly adjacent in G, denoted by (A,B) ∈ E(Ps(G)), if the following
condition is true:
∀x ∈ A,∃y ∈ B, (x, y) ∈ E(G) & ∀y ∈ B,∃x ∈ A, (x, y) ∈ E(G).
Deﬁnition 3.6 Let G and H be graphs. The multifunction f from G to H, f :
G → H, is strong if (f(x), f(y)) ∈ E(Ps(H)) for every pair of adjacent vertices
x, y ∈ V (G).
Deﬁnition 3.7 (1) Let f : H → G be a multifunction. A selection of f is a graph
homomorphism f˙ : H → G such that for any vertex x ∈ V (H), f˙(x) ∈ f(x).
(2) A graph G is said to possess the selection property for neighbourhood convexity
strong multifunctions if for any neighbourhood convexity strong multifunction
f : H → G, where H is any ﬁnite graph, f has a selection.
Note that for the deﬁnition of continuous selection on topological spaces, we
refer to [2].
Theorem 3.8 Pnm has the selection property for neighbourhood convexity strong
multifunctions.
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Proof. Let H be any ﬁnite graph, and f : H → Pnm a neighbourhood convexity
strong multifunction. Deﬁne f˙ : H → Pnm by
f˙(x) = inf(f(x)),
for any x ∈ V (H). That is, f˙(x) = (inf(Pr1(f(x))), . . . , inf(Prn(f(x)))) ∈ V (P
n
m).
It is clear that, for each x ∈ V (H), f˙(x) is a well-deﬁned element of Pnm. We show
that f˙(x) ∈ f(x): Suppose, for a contradiction, that we have f˙(x) ∈ f(x). From
Lemma 3.2, there must exist a coordinate i, 1 ≤ i ≤ n such that disti(f˙(x), f(x)) =
distPm(Pri(f˙(x)),Pri(f(x))) = distPm(inf(Pri(f(x))),Pri(f(x))) ≥ 1. This is im-
possible since Pnm is a ﬁnite graph.
We show that f˙ is a graph homomorphism. Indeed, for any non-empty
neighbourhood convex sets A and B of Pnm, if (A,B) ∈ E(Ps(P
n
m)), then
(inf(A), inf(B)) ∈ E(Pnm): If w ∈ A (in particular, if w = inf(A)), then ∃z ∈ B
such that Prj(z) − Prj(w) ≤ 1, for all j ∈ N, 1 ≤ j ≤ n. Hence inf(Prj(B)) −
inf(Prj(A)) ≤ 1. By symmetry, we have |inf(Prj(A))− inf(Prj(B))| ≤ 1. 
4 Neighbourhood convexity AFPPs for Helly graphs
Proposition 4.1 Let r : Pnm → A be a retraction. For any non-empty neighbour-
hood convex set C of A, we denote by KC the convex hull of C in P
n
m (that is, the
least neighbourhood convex set of Pnm such that C ⊆ KC). Then we have, for any
non-empty neighbourhood convex sets B,C of A:
(1) C = KC ∩A.
(2) If KB = KC , then B = C.
(3) r(KC) ⊆ C.
(4) If (B,C) ∈ E(Ps(A)), then (KB ,KC) ∈ E(Ps(P
n
m)).
Proof. (1) Since A is a retract of Pnm, therefore for any vertex x ∈ A, we have
BA(x, i) = BPn
m
(x, i) ∩ A for any i ∈ N (every i-ball of x in A is equal to the
intersection of the i-ball of x in Pnm with A). The result follows immediately.
(2) Directly follows from (1).
(3) Note that for any vertex x ∈ A, and i ∈ N, we have r(BPn
m
(x, i)) ⊆
BA(x, i), since r(x) = x and r is non-distance increasing. Now, we know that
C =
⋂
j∈J BA(x(j), i(j)), for suitable index set J ⊆ N, x(j) ∈ A, i(j) ∈ N. Hence
the set K =
⋂
j∈J BPnm(x(j), i(j)) is mapped into C by r. But K is (neighbourhood-)
convex in Pnm, and contains C. Hence r(KC) ⊆ C.
(4) Here it is helpful to think of KC as the smallest rectangular block containing
C. Thus, if b is any vertex of KB , we have, for every i in the range 1, . . . , n, Pri(b) =
Pri(z(i)) for some z(i) ∈ B. Since (B,C) ∈ E(Ps(A)), every z(i) is adjacent to some
element of C, say w(i). Hence b is adjacent to w = (Pr1(w(1)), . . . ,Prn(w(n))), and
w ∈ KC . Similarly, every element of KC is adjacent to some element of KB . 
As mentioned above (Section 2), G is a Helly graph if and only if G is a retract
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of Pnm for some m and n:
Theorem 4.2 Every Helly graph has the p2-AFPP for neighbourhood convexity
p-weak multifunctions.
Proof. We may consider G as a retract of Pnm (say, r : P
n
m → G is the retraction).
Let f : G → G be any neighbourhood convexity p-weak multifunction. Deﬁne the





{C | (f ◦ r)(x) ⊆ C,C ∈ H(Pnm)} = K(f◦r)(x),
for any x ∈ V (Pnm). It is clear that, if (x, y) ∈ E(P
n
m), then distG((f ◦ r)(x), (f ◦
r)(y)) ≤ p. Hence distPn
m
(g(x), g(y)) ≤ p since (f ◦ r)(z) ⊆ g(z) for all z ∈ Pnm
and G is an isometric subgraph of Pnm. Thus, from Theorem 3.5, g has a 
p
2-
almost ﬁxed point, say x ∈ V (Pnm). We show that r(x) is a 
p
2-almost ﬁxed point
of f : Indeed, since distPn
m
({x}, g(x)) ≤ p2, there exists a y ∈ g(x) such that
dPn
m
(x, y) ≤ p2. Then by Proposition 4.1(3), clearly we have distG({r(x)}, (f ◦
r)(x)) ≤ dG(r(x), r(y)) ≤ 
p
2. 
Theorem 4.3 Every Helly graph has the selection property for neighbourhood con-
vexity strong multifunctions.
Proof. Consider G as a retract of Pnm, where r : P
n
m → G is the retraction. Let H
be any graph, and f : H → G any neighbourhood convexity strong multifunction.
We deﬁne the multifunction g : H → Pnm by
g(x) =
⋂
{C | f(x) ⊆ C,C ∈ H(Pnm)} = Kf(x),
for any x ∈ V (H). It is clear that, if (x, y) ∈ E(H), by Proposition 4.1(4), g(x)
and g(y) are strongly related in Pnm (since f(x) and f(y) are strongly related in G).
Thus, from Theorem 3.8, g has a selection, say g˙. Let f˙ = r ◦ g˙. Clearly, f˙ is a
graph homomorphism. Furthermore, for any x ∈ V (H), by Proposition 4.1(3), we
have f˙(x) = (r ◦ g˙)(x) ⊆ (r ◦ g)(x) = f(x). Hence f˙ is a selection of f . 
5 Application: a new proof of Brouwer’s ﬁxed point
theorem
As in our previous work [11], we would like to claim that our “discrete” results
are not merely analogues of classical “continuous” theorems, but that there are
relations of deducibility between them. We do not discuss this theme extensively
in the present paper, but merely illustrate it with the example of Brouwer’s ﬁxed
point theorem. In fact this is an easy corollary of Theorem 4.2:
Theorem 5.1 Every closed n-(topological) ball has the ﬁxed point property.
Proof. Without loss of generality, we may prove it for the unit n-cube In. Let
f : In → In be any continuous function from In to In. Divide In into mn closed
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cells (cubes) with 1
m
side length, and denote the intersection graph of this collection
of cells by Pnm−1. Since there is an one-to-one correspondence between cells of I
n and
vertices of Pnm−1, we use the inverse notation “–1” to express their corresponding
relations. For example, A−1 is the induced subset (of cells) of In for a given subset





g(x) = K{y∈V (Pn
m−1
)|y−1∩f(x−1)	=∅}.
Since f is continuous, therefore it is easy to check that g is a weak neighbourhood
convexity multifunction. By Theorem 4.2, g has almost ﬁxed points. Clearly, if
z ∈ V (Pnm−1) is an almost ﬁxed point of g, then there exists a point (vertex) t ∈ z−1




. Since the unit n-cube In is compact, thus let m → ∞
and then by the uniform continuity of f , f has a ﬁxed point. 
6 Neighbourhood convexity FCP for Helly graphs
(sketch)
In graph theory it is more usual to discuss the ﬁxed clique property (FCP) than the
AFPP. Of course, such discussion is generally conﬁned to single-valued functions,
and it is clear that in that context the FCP is stronger than the AFPP: a graph
G is said to have the ﬁxed clique property (FCP) if for every self-mapping single-
valued graph homomorphism f , there is a clique C with C = f(C). As an example,
Nowakowski and Rival [5] proved that any ﬁnite non-empty tree T has the FCP (of
course, the ﬁxed edge property) for single-valued graph homomorphisms.
Deﬁnition 6.1 G is a graph:
(1) Let f : G → G be a multifunction, then a clique C is said to be a ﬁxed clique
of f if C ⊆ f(C).
(2) G is said to have the ﬁxed clique property (FCP) for neighbourhood convexity
weak multifunctions if every neighbourhood convexity weak multifunction of
G has a ﬁxed clique.
Recall that the weak multifunction f : H → G is simplicial if it maps any clique
C of H to a collection f(C) of subsets of G satisfying the condition that there is a
selection (ba)a∈C of vertices, with ba ∈ f(a), such that {ba | a ∈ C} is a clique of
G. By adapting the proof of a similar result (referring to AFPP for graphs rather
than FCP for graphs) form [11] (Theorem 5.4) we can show:
Theorem 6.2 Pnm has the FCP for neighbourhood convexity simplicial weak multi-
functions.
The proof of Theorem 6.2 (or of Theorem 5.4 in [11]) has, besides its length, the
unpleasant feature that it relies on classical topology; we are not at present able to
give a purely combinatorial proof.
However, neighbourhood convexity weak multifunctions from any ﬁnite graph
to a Helly graph are necessarily simplicial:
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Lemma 6.3 Let H be a ﬁnite graph, and f : H → Pnm a neighbourhood convexity
weak multifunction. Then f is simplicial.
Proof. Let C be any clique of H. For any x ∈ C, let Cx be the subset⋂
y∈C\x BPnm(f(y), 1)∩ f(x). It is clear that Cx = ∅ for each x ∈ C, by the property
of Helly (and neighbourhood convexity of Pnm). Furthermore, for any z ∈ Cx, z
is adjacent to some vertex of f(w), for any w ∈ C\x. We claim that there is a
selection (zx)x∈C of Cx (hence f(x)) such that {zx | x ∈ C} is a clique of Pnm.
Indeed, since Cx ∈ H(P
n
m) and (Cx, Cy) ∈ E(Ps(P
n
m)) for any x, y ∈ C, therefore
from Theorem 4.3, there is a selection g˙ of g : C → Pnm, x → Cx, such that g˙(C)
satisﬁes our claim. 
Proposition 6.4 Let H be a ﬁnite graph, and G a Helly graph. Then any neigh-
bourhood convexity weak multifunction f : H → G is simplicial.
Proof. Since G is Helly, therefore we may consider G as a retract of Pnm (say,
r : Pnm → G is the retraction). Deﬁne the multifunction g : H → P
n
m by
g(x) = Kf(x) ∈ H(P
n
m),
for any x ∈ V (H). It is clear that g is a neighbourhood convexity weak multi-
function; from Lemma 6.3, g is simplicial. Let Δ be any clique of H. Since g is
simplicial, there exists Λ = (zx)x∈Δ, zx ∈ g(x) such that Λ is a clique of Pnm. By
Proposition 4.1(3), we have r(zx) ∈ r(g(x)) ⊆ f(x) for each zx. Then it is clear
that (r(zx))x∈Δ is a clique of G. Hence f is simplicial. 
Let Δ be a ﬁxed clique of the multifunction f . Then Δ is said to be minimal
(or irreducible in [12]) if there is no proper subset Δ′ of Δ satisfying Δ′ ⊆ f(Δ′):
Lemma 6.5 (Lemma 21 [12]) Let G be a graph and f : G → G a self-mapping
multifunction. If Δ ⊆ V (G) is a minimal ﬁxed clique of f , then for any x ∈ Δ
there exists one and only one y ∈ Δ such that x ∈ f(y).
Proof. Deﬁne a directed graph H = (Δ, R) by
uRv ≡ v ∈ f(u)
for all u, v ∈ Δ. Clearly any cycle in H determines a ﬁxed set (clique) of f ; since
Δ is minimal, every cycle is Hamiltonian. It is then easy to see that each vertex of
H has an unique predecessor. Indeed Δ consists of a single cycle, and the function
fˆ : Δ→ Δ obtained by restricting and corestricting f to Δ is a bijection. 
Theorem 6.6 Every Helly graph has the FCP for neighbourhood convexity weak
multifunctions.
Proof. From Theorem 6.2 and Lemma 6.3 (or Proposition 6.4), it is clear that Pnm
has the FCP for neighbourhood convexity weak multifunctions.
Let G be a Helly graph, and f : G → G any neighbourhood convexity weak
multifunction. Since G is Helly, we may consider G as a retract of Pnm, where
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{C | (f ◦ r)(x) ⊆ C,C ∈ H(Pnm)} = K(f◦r)(x),
for any x ∈ V (Pnm). As already shown in Theorem 4.2, g is a neighbourhood
convexity weak multifunction. Thus g has a ﬁxed clique, say Δ. We show that f
has a ﬁxed clique: Without loss of generality, we may assume that Δ is minimal.
From Lemma 6.5, for any x ∈ r(Δ) such that x = r(y) for some y ∈ Δ, (for all
y) there exists an unique z ∈ Δ such that y ∈ g(z). Thus by Proposition 4.1(3),
we have r(y) ∈ f ◦ r(z). Then, since all the r(z) is in r(Δ), therefore we have
r(Δ) ⊆ f(r(Δ)) (which means that r(Δ) is a ﬁxed clique of f in G). 
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