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Coarse-grained description of general oscillator networks
Yuki Izumida∗ and Hiroshi Kori†
Department of Information Sciences, Ochanomizu University 2-1-1 Ohtsuka, Bunkyo-ku, Tokyo 112-8610, Japan
We propose a novel and systematic method for coarse-graining oscillator networks described by
phase equations. Our coarse-graining method enables us to obtain the closed coarse-grained equa-
tions for a few effective eigenmodes, which is based on the eigenvalue problem of the linearized system
around the phase-locked solution and a nonlinear transformation. We demonstrate our method by
applying it to oscillator dynamics on a random graph, which exhibits a saddle-node bifurcation at
the bifurcation point.
PACS numbers: 05.45.Xt, 64.60.aq, 82.40.Bj
I. INTRODUCTION
In natural or social phenomena emerging from com-
plicated interactions between the elements, it is common
that only a few variables, compared to other many de-
grees of freedom, play a vital role in the phenomena. In
physics, elucidating these important variables and deriv-
ing their coarse-grained dynamical equations are espe-
cially useful for understanding the essence of these phe-
nomena.
A coarse-grained description is particularly important
in dynamical processes on complex networks [1]. To high-
light the essential nodes in networks, many types of cen-
trality measures have been proposed [2]. However, it may
be possible that a group of nodes instead of individual
nodes collectively dominate the dynamics on the network.
A coarse-grained description would help us to identify
such a combination of nodes.
A collection of oscillators interacting with each other
(oscillator networks) shows a variety of collective behav-
iors: collective flushing by fireflies [3], organized burst-
ing of neural cells [3], and quorum sensing by social
amoebae [4], to name a few. These oscillator networks
may be described by phase equations [5, 6] to which
such a coarse-grained view could be applied. For phase-
locked (synchronized) oscillators, only one eigenmode
corresponding to the rotational invariance in the phase
equations may become the unique effective degree of free-
dom [7]. Other eigenmodes correspond to the fluctua-
tions of each oscillator around the phase-locked solution
and thus are not important. On the other hand, other
eigenmodes also become effective when the system ex-
hibits a bifurcation of the phase-locked solution at a bi-
furcation point, and they may exhibit more complicated
collective behaviors other than synchronization. There-
fore, it is important to derive the coarse-grained dynam-
ical equations for these effective eigenmodes closed only
by them, which can be applicable even after the bifurca-
tion of the phase-locked solution.
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In this paper, we propose a novel and systematic
method for coarse-graining oscillator networks described
by phase equations. Our method enables us to obtain the
closed coarse-grained equations for a few effective eigen-
modes, which is based on the eigenvalue problem of the
linearized system around the phase-locked solution and
a nonlinear transformation. Our method can be applied
to the phase equations of any network structure with any
system size, assuming they have a stable phase-locked so-
lution. We demonstrate our theory by applying it to an
oscillator network on a random graph, which exhibits a
saddle-node (SN) bifurcation of the phase-locked solution
at the bifurcation point.
II. MODEL
We consider the following phase equations describing
the time evolution ofN oscillators φ = (φ1, φ2, · · · , φN )
T
in a network (oscillator network) in the presence or the
absence of external forcing:
φ˙i = ωi +
N∑
j=1
ΓKij (φi − φj) + ǫZ(φi)ξi(t), (1)
where φi, ωi, and Γ
K
ij denote the phase of the ith oscilla-
tor, its natural frequency, and the 2π-periodic coupling
function from the jth oscillator to the ith oscillator, re-
spectively. Although we may regard K as any parameter
included in the coupling function, we assume that K is
the overall coupling strength hereafter. The functions
ξi(t) and Z(φi) represent the time-dependent external
forcing acting on the ith oscillator and the phase sen-
sitivity of the ith oscillator to the forcing, respectively.
The parameter ǫ represents the intensity of the external
forcing. We set ǫ = 0 when the external forcing is absent.
III. COARSE-GRAINING METHOD
We propose a coarse-graining method for the oscilla-
tor networks described by the phase equations in Eq. (1).
Our method consists of three steps: (A) nonlinear trans-
formation of variables from the phases to the nonlinear
2eigenmodes, (B) derivation of the dynamical equations
for the nonlinear eigenmodes, and (C) coarse-graining by
neglecting unimportant nonlinear eigenmodes, as we ex-
plain below.
A. Nonlinear transformation of variables
Here, we consider a variable transformation that en-
ables us to reduce Eq. (1) to a system with a few essential
variables. The transformation is nonlinear, although the
transformed variables asymptotically agree with the lin-
ear eigenmodes that diagonalize the system in the vicin-
ity of the phase-locked solution. This nonlinear transfor-
mation preserves the important invariance that Eq. (1)
has; i.e., the system is invariant under φi → φi + 2π for
any i, while the linear transformation violates this invari-
ance. The reason why we want to preserve this invariance
is to describe the dynamical behavior after the bifurca-
tion of the phase-locked solution, where the system does
not remain in the vicinity of the phase-locked solution
anymore.
As a necessary condition for our theory to be applied,
we assume the existence of a stable phase-locked solution
of Eq. (1) in the absence of the external forcing ǫ = 0
within a certain range of the coupling strength K in-
cluded in the coupling function. When K is sufficiently
large, the system is assumed to be in a phase-locked state.
As K decreases, the phase-locked solution bifurcates at
a bifurcation point Kc, and more complicated collective
behaviors can occur. Whereas we consider systems that
exhibit a bifurcation of co-dimension one at the bifurca-
tion point for simplicity, an extension of our method to
systems admitting a bifurcation of a higher co-dimension
is straightforward.
We express such a stable phase-locked solution as
φ∗(t) = (Ωt+ φ01,Ωt+ φ
0
2, · · · ,Ωt+ φ
0
N )
T, (2)
where Ω and φ0i are the constant frequency and the phase
offset of the ith oscillator in the fully phase-locked so-
lution. Substituting Eq. (2) into Eq. (1), we obtain Ω
explicitly as
Ω ≡ ωi +
N∑
j=1
ΓKij (φ
0
i − φ
0
j ). (3)
By linearizing Eq. (1) around the phase-locked solution
Eq. (2), we obtain:
ψ˙ = Lψ, (4)
where ψ ≡ φ − φ∗ is assumed to be small, and the ele-
ments Lij (1 ≤ i, j ≤ N) of the Jacobian L of this system
are given by
Lij = δij
N∑
k 6=i
ΓKik
′
(φ0i − φ
0
k)− (1− δij)Γ
K
ij
′
(φ0i − φ
0
j).(5)
Here, the prime denotes the derivative. We solve the
eigenvalue problem of this Jacobian:
Lu(l) = λ(l)u(l), (6)
v(l)L = λ(l)v(l), (7)
where λ(l), u(l) = {u
(l)
i }, and v
(l) = {v
(l)
i } are the lth
eigenvalue and the lth right and left eigenvectors subject
to the lth eigenvalue, respectively. One of the eigenval-
ues, λ(1), is always zero owing to the rotational invari-
ance φ→ φ+ ku(1) in Eq. (1) with k being an arbitrary
constant, where we define the corresponding right zero-
eigenvector u(1) as
u(1) ≡ (1, 1, · · · , 1)T. (8)
Then, we obtain following relations for the left eigenvec-
tors:
N∑
i=1
v
(l)
i = δl1, (9)
by using the orthonormality v(l)u(m) = δlm. Because
of the assumption of the stability of the phase-locked
solution, the real parts of the other eigenvalues are all
negative (0 = λ(1) > Reλ(2) ≥ · · · ≥ Reλ(N)).
We utilize the information of the left eigenvectors v
(l)
i
evaluated at Kˆ, where Kˆ (6= Kc) is chosen from a range
where the phase-locked solution exists. The value of Kˆ is
generally different from the actual value of K in Eq. (1).
Then, we consider the following nonlinear transformation
of variables from φ to
(
Θ, R(1), · · · , R(N)
)T
:
R(1)exp(iΘ) ≡
N∑
i=1
vˆ
(1)
i exp(i(φi − φˆ
0
i )), (10)
R(l) ≡
N∑
i=1
vˆ
(l)
i exp(i(φi − φˆ
0
i −Θ)) (l 6= 1), (11)
where the quantities with the hat denote those evaluated
at K = Kˆ hereafter. The absolute value R(1) and the ar-
gument Θ are real variables. The argument Θ in Eq. (11)
is defined in Eq. (10). The variables R(l) (2 ≤ l ≤ N)
are complex in general. We call the variables R(l) non-
linear eigenmodes. This is motivated from the fact that,
as shown in step (B), the linearization of R(l) reduces
to the usual linear eigenmodes. It may seem that the
unknown degrees of freedom increase from N to 2N ,
as the original real variables are transformed into com-
plex ones. However, because the norm of the quantity∑N
l=1 R
(l)uˆ
(l)
i = exp(i(φi − φˆ
0
i −Θ)) is preserved as∣∣∣∣∣
N∑
l=1
R(l)uˆ
(l)
i
∣∣∣∣∣ = 1, (12)
for all i, the number of the degrees of freedom are pre-
served under the transformation. We also note that the
transformation defined in Eqs. (10) and (11) has the im-
portant invariance under a 2π-rotation of each oscillator
3φi → φi + 2π for any i, as in the original equations in
Eq. (1). This feature becomes especially important when
we apply our coarse-graining method to the system after
a bifurcation of the phase-locked solution is exhibited.
B. Dynamical equations for nonlinear eigenmodes
By defining the new variables R˜(l) ≡ R(l) exp(iΘ), we
rewrite the phase equations in Eq. (1) as
˙˜R(l)= i
N∑
j=1
vˆ
(l)
j
(
M∑
k=1
R˜(k)uˆ
(k)
j
)[
ωj +
N∑
m=1
ΓKjm
{
arg
(
M∑
k=1
R˜(k)uˆ(k)m
)
− arg
(
M∑
k=1
R˜(k)uˆ
(k)
j
)
+ φˆ0j − φˆ
0
m
}]
+iǫ
[
N∑
j=1
vˆ
(l)
j
(
M∑
k=1
R˜(k)uˆ
(k)
j
)
Z
{
arg
(
M∑
k=1
R˜(k)uˆ
(k)
j
)
+ φˆ0j
}
ξj(t)
]
(l = 1, · · · ,M), (13)
where M ≤ N is a constant. When M = N , Eq. (13)
is equivalent to the original phase equations Eq. (1). We
also consider the case M < N when we perform the
coarse-graining in step (C). For M = N , the norm con-
servation in Eq. (12) also holds for R˜(l) as∣∣∣∣∣
N∑
l=1
R˜(l)uˆ
(l)
i
∣∣∣∣∣ = 1. (14)
Then, Eq. (13) together with the norm conservation in
Eq. (14) constitute the dynamical equations for R˜(l).
We note that by defining δR(l) ≡
∑N
i=1 vˆ
(l)
i (φi −
(Θ+ φˆ0i )) and neglecting the higher-order terms of δR
(l),
Eq. (13) with M = N is rewritten as (see Appendix)
Θ˙ = Ωˆ, (15)
δR˙(l) = λˆ(l)δR(l) + c∆K + ǫ
N∑
j=1
vˆ
(l)
j Z(Θ + φˆ
0
j )ξj(t),(16)
where Ωˆ ≡ ωi +
∑N
j=1 Γ
Kˆ
ij (φˆ
0
i − φˆ
0
j ), λˆ
(l) ≡ vˆ(l)Lˆuˆ(l),
c = const., and ∆K ≡ K − Kˆ. From Eq. (15), we obtain
Θ = Ωˆt + Θ0 with Θ0 being a constant. Without loss
of generality, we choose Θ0 = 0 (i.e., Θ(t = 0) = 0).
Then, for ∆K = 0, Eqs. (10) and (11) reduce to a linear
transformation from ψ to the usual linear eigenmodes x
as δR(l) ≃ vˆ(l)ψ ≡ x(l) that diagonalize Eq. (4), where we
used the approximation Θ = Ωˆt. This is the reason why
we call the variables R˜ or R the nonlinear eigenmodes
as a generalization of x.
C. Coarse-graining by neglecting unimportant
eigenmodes
For a phase-locked state with ∆K = 0 and ǫ = 0, we
have R˜(1) = 1 and R˜(l) = 0 for 2 ≤ l ≤ N , which can be
confirmed by substituting the phase-locked solution φ∗
in Eq. (2) into the definitions in Eqs. (10) and (11). It
is understandable that only the neutral eigenmode cor-
responding to the rotational invariance in a phase-locked
state becomes the unique effective degree of freedom.
When the actual value of K belongs to a range where
the phase-locked solution does not exist (i.e., after the bi-
furcation) or even for a phase-locked state with ∆K 6= 0,
other effective eigenmodes also become effective in addi-
tion to the neutral eigenmode. Suppose that some R(l)
(l = Nr + 1, · · · , N) (Nr ≥ 1) are not relevant to the dy-
namics under consideration. In this case, we substitute
M = Nr into Eq. (13) and assume
R˜(l) = 0 (l = Nr + 1, · · · , N). (17)
Then, Eq. (13) is closed only by the effective eigenmodes
R˜(l) (l = 1, · · · , Nr). This is the coarse-graining proce-
dure of our method. We note that R˜ after the coarse-
graining procedure in Eq. (17) does not satisfy the norm
conservation in Eq. (14) anymore in a precise manner,
whereas its violation may be small.
We can approximately reproduce the original dynamics
of φ by inversely solving Eqs. (10) and (11) as follows:
φMi ≡ arg
(
M∑
l=1
R˜(l)uˆ
(l)
i
)
+ φˆ0i , (18)
where φM is the original φ reproduced by Eq. (13). With
φM , we can calculate various physical quantities.
IV. EXAMPLE
To demonstrate our coarse-graining method, we apply
it to the following phase equations on a random network
as an example:
φ˙i = ωi +
K
N
N∑
j=1
Aij sin(φj − φi), (19)
where K is the coupling strength, and Aij is the adjacent
matrix given as
Aij =
{
1, (probability 0.5),
0, (otherwise).
(20)
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FIG. 1. (Color online) (a) Ω¯i–K diagram obtained numeri-
cally with the original phase equations in Eq. (19). (b) En-
larged view of (a) around the bifurcation of the phase-locked
solution. (c)–(e) comparison of (b) with the diagram obtained
numerically with the coarse-grained equations in Eq. (13) with
M = Nr = 2, 3, 5.
The adjacent matrix Aij is generally asymmetric. The
natural frequency ωi for each oscillator is randomly sam-
pled from the uniform distribution in the range [0, 1]. We
use N = 30.
As physical quantities to reproduce with our method,
we consider the following time average of the frequency
of each oscillator Ω¯i and the Kuramoto order parameter
r¯ defined as
Ω¯i ≡
1
T
∫ T
0
φ˙Mi dt, (21)
r ≡
1
N
∣∣∣∣∣
N∑
i=1
exp
(
−iφMi
)∣∣∣∣∣ , r¯ ≡ 1T
∫ T
0
rdt, (22)
respectively, where T is a sufficiently long interval used
for the average. Using the fourth-order Runge-Kutta
method with the time step dt = 0.001, we first numeri-
cally solved the original phase equations in Eq. (19) and
measured the physical quantities in Eqs. (21) and (22)
with T = 2400.
In Fig. 1 (a) [see also Fig. 1 (b) for its enlarged view
around the bifurcation point of the phase-locked solu-
tion], we plotted the Ω¯i–K diagram obtained with the
eigenmode oscillator
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FIG. 2. (Color online) (a) The sorted absolute values of the
relative phase offsets
∣
∣φˆ0i − φˆ
0
1
∣
∣ of the fully phase-locked solu-
tion at Kˆ = 1.555, just before the bifurcation of the phase-
locked solution. The thirtieth oscillator φ30 is the oscillator
that separates from the synchronized cluster of the other os-
cillators at the bifurcation point of the phase-locked solution,
which is indicated in the gap between
∣
∣φˆ030−φˆ
0
1
∣
∣ and
∣
∣φˆ029−φˆ
0
1
∣
∣.
(b) The sorted norms of the real parts of the eigenvalues λˆ(l)s
at Kˆ = 1.555, just before the bifurcation of the phase-locked
solution.
original phase equations in Eq. (19). When K is suffi-
ciently large, we can see that the system is in a phase-
locked state, and each oscillator oscillates with the shared
frequency Ω¯i = Ω given by Eq. (3). At the bifurcation
point Kc (1.554 < Kc < 1.555), the system exhibits a
SN bifurcation, and the phase-locked solution disappears.
Because of this SN bifurcation, one oscillator separates
from the synchronized cluster of the other oscillators. [see
also Fig. 2 (a) and its caption]. At the second bifurcation
around K = 1.45, another oscillator separates from the
synchronized cluster. As K decreases further, the sys-
tem exhibits a complicated cascade of bifurcations, and
each oscillator oscillates independently at its natural fre-
quency ωi in the limit of K → +0.
Considering the result in Fig. 1 (a), we choose Kˆ =
1.555, just before the bifurcation of the phase-locked
solution, at which we solve the eigenvalue problem
in Eqs. (6) and (7). We first measured the phase
offsets φˆ0i around the fully phase-locked solution by
the numerical simulation of Eq. (19) [see Fig. 2 (a)].
The elements of the Jacobian of this system are given
by Lˆij = −δij
∑N
k 6=i(Kˆ/N)Aik cos(φˆ
0
i − φˆ
0
k) + (1 −
δij)(Kˆ/N)Aij cos(φˆ
0
i − φˆ
0
j). Then, we numerically solved
the eigenvalue problem in Eqs. (6) and (7) and performed
the transformation in Eqs. (10) and (11) with the ob-
tained left eigenvectors.
In Fig. 2 (b), we show the sorted absolute values of
the real parts of the eigenvalues λˆ(l) at Kˆ = 1.555. The
eigenmode associated with λˆ(1) = 0 corresponds to the
neutral eigenmode resulting from the rotational invari-
ance. The eigenmode associated with λˆ(2) (
∣∣Reλˆ(2)∣∣≪ 1)
corresponds to the bifurcation eigenmode at the bifurca-
tion point K = Kc. This bifurcation eigenmode roughly
expresses the relative motion between the synchronized
cluster and the oscillator that separates from the clus-
ter at the bifurcation of the phase-locked solution [see
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FIG. 3. (Color online) (a)–(d) Time evolution of the norms
of some eigenmodes, R˜(l) (l = 1, 2, 3, 4), obtained by using
Eqs. (13) with M = N (no coarse-graining) just before (K =
1.555) and just after (K = 1.554) the bifurcation of the phase-
locked solution.
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FIG. 4. (Color online) r¯–K diagram around the bifurcation of
the phase-locked solution obtained numerically with the orig-
inal phase equations in Eq. (19) and with the coarse-grained
equations in Eq. (13) with M = Nr = 2, 3, 5.
also Fig. 2 (a) and its caption]. The eigenmode asso-
ciated with λˆ(3) roughly expresses the relative motion
between the synchronized cluster and the oscillator that
separates from the cluster at the second bifurcation at
around K = 1.45.
In Figs. 3 (a)–(d), we show the typical time evolution
of the norms of some eigenmodes,
∣∣R˜(l)∣∣ (l = 1, 2, 3, 4),
obtained by using Eq. (13) with M = N (no coarse-
graining) just before (K = 1.555) and just after (K =
1.554) the bifurcation of the phase-locked solution. Here,
we also used the fourth-order Runge-Kutta method to
solve Eq. (13) numerically by preparing R˜(l) = δ1l as an
initial condition. At K = 1.555, i.e., ∆K = 0, just before
the bifurcation, R˜(l) = δ1l continues to hold for all time.
At K = 1.554, just after the bifurcation, we can see that
each eigenmode remains close to the phase-locked solu-
tion almost all the time and sometimes exhibits oscilla-
tions with a large amplitude. This feature originates from
the fact that the bifurcation of the phase-locked solution
is the SN bifurcation; it accompanies an oscillation with
a large amplitude and infinite period at the bifurcation
point.
In Figs. 1 (c)–(e), we compare the Ω¯i–K diagrams cal-
culated by the original phase equations in Eq. (19) and
by the coarse-grained equations in Eq. (13) withM = Nr.
We used Nr = 2, 3, 5 as the number of the effective eigen-
modes. With Nr = 2, we can reproduce the original
diagram around the bifurcation of the phase-locked solu-
tion qualitatively as well as quantitatively. With Nr = 3,
we can also reproduce the original diagram even up to
the second bifurcation occurring at around K = 1.45.
This seems to be surprising because the second bifurca-
tion is generally not related to the solution before the first
bifurcation. This seemingly nontrivial behavior may be
explained by the following argument. First, the solutions
before and after the first bifurcation are very similar be-
cause only one out of thirty oscillators is desynchronized
at the first bifurcation. Therefore, it is possible that the
information regarding the second bifurcation is already
obtained by the eigenvalue problem of the solution before
the first bifurcation.
Finally, in Fig. 4, we plotted the r¯–K diagram. We can
see that using Nr = 2 fails to reproduce the original dia-
gram qualitatively, even in the vicinity of the bifurcation
point of the phase-locked solution. This is because using
only two effective eigenmodes cannot express the compli-
cated nonlinear dynamics inside the synchronized cluster
consisting of twenty-nine oscillators with large-amplitude
oscillations, which is inevitable in the SN bifurcation. In
this sense, the minimum number of effective eigenmodes
can be considered to be 3. By increasing the number of
the effective eigenmodes, we would gradually reproduce
the curvature of the original diagram more precisely.
V. DISCUSSION
A. Collective phase
It is also interesting to consider the time evolution of
a collective phase [1, 7–11]. The collective phase is a
single macroscopic phase constructed by the phases of
oscillators, which may be observed by real experiments.
In [7], the collective phase for a fully phase-locked state
Φ is defined as Φ ≡
∑N
i=1 vˆ
(1)
i (φi − φˆ
0
i ) (where we set
Φ(t = 0) = 0), and its time-evolution equation is derived
as
Φ˙ = Ωˆ + ǫ
N∑
j=1
vˆ
(1)
j Z
(
Φ+ φˆ0j
)
ξj(t) +O
(
ǫ2
)
. (23)
As is clear from the definition of the collective phase,
the left zero-eigenvector expresses how the microscopic
phase of each oscillator contributes to the macroscopic
phase. The collective phase is related to Θ and δR(1) in
6our method as
Φ = Θ+ δR(1), (24)
from their definitions. Thus, we can reproduce the time
evolution of the collective phase Φ˙ as Φ˙ = Θ˙+δR˙(1) from
Eqs. (15) and (16) with ∆K = 0 based on our framework.
Therefore, our theory generalizes [7].
As another intuitive definition of the collective phase,
one may choose the center of the oscillators as Φ ≡
(1/N)
∑N
i=1(φi − φˆ
0
i ). A similar idea was also adopted
in [1], and the time evolution of the collective phase
by using the “equation-free method” was discussed. In
our method, this definition of the collective phase corre-
sponds to the case where the Jacobian Lˆ is symmetric.
In this case, because the left and right eigenvectors are
proportional to each other, vˆ(1) = (1/N, 1/N, · · · , 1/N)
holds. Thus, the definition of the collective phase us-
ing the center of the oscillators is recovered. We note
that our method can also be applied to systems with an
asymmetric Jacobian without such restrictions.
B. Comparison with other approximation methods
Here, we compare our coarse-graining method with
other ones and clarify the characteristics and advantages
of our method. There are other various ways to eliminate
“fast variables” and derive dynamical equations for “slow
variables” closed only by them, which govern the essen-
tial behavior of the dynamical systems one considers. To
be specific, let us consider the following time-evolution
equations for the linear eigenmodes x around the bifur-
cation point:
x˙(l) = λˆ(l)x(l) +
N∑
m,k=2
a
(l)
mkx
(m)x(k) + · · · , (25)
which can be derived by transforming the variables from
φ to x(l) = vˆ(l)ψ in Eq. (1) with ǫ = 0. a
(l)
mk denotes the
expansion coefficients. By this transformation, the neu-
tral eigenmode x(1) does not appear in Eq. (25). The
eigenmode associated with λˆ(2) (
∣∣Reλˆ(2)∣∣ ≪ 1) corre-
sponds to the bifurcation eigenmode that causes a SN bi-
furcation. The adiabatic approximation and center man-
ifold theory may be applied to Eq. (25) for the derivation
of the dynamical equations for slow variables.
The adiabatic approximation formally eliminates the
fast variables x(l) (l = Nr + 1, · · · , N) by solving
x˙(l) = 0 and expressing these fast variables in terms
of the slow variables x(m) (m = 2, · · · , Nr) as x
(l) =
x(l)
({
x(2), · · · , x(Nr)
})
(l = Nr + 1, · · · , N). Then, we
obtain the equations for the slow variables closed only
by them by substituting these expressions for the fast
variables into the equations for the slow variables. One
of the difficulties of this method is that it is generally
difficult to solve the complicated equations x˙(l) = 0
(l = Nr+1, · · · , N) with many degrees of freedom. Com-
pared to the adiabatic approximation, our method is
much easier to apply because we approximate the unim-
portant variables to be zero, as done in Eq. (17).
The center manifold theory reduces higher-dimensional
dynamical systems near a bifurcation to a one-
dimensional system on the center manifold [12]. The
center manifold in this system is expressed as x(l) =
b
(l)
2 x
(2)2+b
(l)
3 x
(2)3+· · · (l = 3, · · · , N), where b
(l)
2 , b
(l)
3 , · · ·
are the expansion coefficients that can be determined
from Eq. (25). This is known as the center manifold
theorem, and the reduced equation, which describes the
time evolution of x(2) on the center manifold with (N−2)
dimensions, is called the normal form. The normal form
describes the time evolution of x(2) exactly but only lo-
cally around the bifurcating solution. In contrast, our
method describes the time evolution of the eigenmodes
globally but possibly only roughly, including the repeated
oscillations with a large amplitude and long period due
to the SN bifurcation, as shown in Figs. 3 (a)–(d). This
global feature results from the property in the transfor-
mation in Eqs. (10) and (11); the transformation is invari-
ant under the 2π-rotation of each φi, which is a property
of the original phase equations in Eq. (1). The normal
form lacks such invariance in general.
VI. SUMMARY
In this paper, we proposed a coarse-graining method
for general oscillator networks described by phase equa-
tions. Our coarse-graining method enables us to obtain
the closed coarse-grained equations for a few effective
eigenmodes, based on the eigenvalue problem of the lin-
earized system around the phase-locked solution and a
nonlinear transformation. We demonstrated our method
by applying it to the phase equations of a random net-
work, which exhibits a SN bifurcation of the phase-locked
solution at the bifurcation point. We emphasize the fol-
lowing advantages of our method. First, it can be applied
to systems with an asymmetric Jacobian. Second, it can
capture the global features of the dynamics, such as the
one after the SN bifurcation that accompanies the oscil-
lations with a large amplitude and long period, compared
to the center manifold theory that describes only the lo-
cal behavior around the bifurcating solution. Third, it is
much easier to apply our method to the phase equations
with many degrees of freedom rather than the adiabatic
approximation. We expect that our method can provide
a more brief description of the dynamics of the phase os-
cillators where only a few effective eigenmodes become
essential.
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Appendix: Derivation of Eqs. (15) and (16)
By assuming that the quantity φj − (Θ + φˆ
0
j) is suffi-
ciently small and by using the definition Eqs. (10) and
(11), we can approximate R˜ to
R˜(l)=
N∑
j=1
vˆ
(l)
j exp
(
i(φj − (Θ + φ
0
j ))
)
exp (iΘ)
≃
N∑
j=1
vˆ
(l)
j (1 + i(φj − (Θ + φ
0
j))) exp (iΘ)
= (δ1l + iδR
(l)) exp (iΘ) , (A.1)
where we used Eq. (9). We also approximate several
quantities in Eq. (13) with M = N by using Eq. (A.1):
N∑
k=1
R˜(k)uˆ
(k)
j ≃
N∑
k=1
(
δ1k + iδR
(k)
)
exp (iΘ) uˆ
(k)
j
=
( N∑
k=1
δ1kuˆ
(k)
j︸ ︷︷ ︸
uˆ
(1)
j
=1
+i
N∑
k=1
δR(k)uˆ
(k)
j
)
exp (iΘ)
=
(
1 + i
N∑
k=1
δR(k)uˆ
(k)
j
)
exp (iΘ) , (A.2)
arg
(
N∑
k=1
R˜(k)uˆ
(k)
j
)
= −i ln
(
N∑
k=1
R˜(k)uˆ
(k)
j
)
≃ −i ln
{(
1 + i
N∑
k=1
δR(k)uˆ
(k)
j
)
exp (iΘ)
}
≃
N∑
k=1
δR(k)uˆ
(k)
j +Θ, (A.3)
iǫ
[
N∑
j=1
vˆ
(l)
j
(
N∑
k=1
R˜(k)uˆ
(k)
j
)
Z
{
arg
(
N∑
k=1
R˜(k)uˆ
(k)
j
)
+ φˆ0j
}
ξj(t)
]
≃ iǫ
[
N∑
l=1
vˆ
(l)
j
(
1 + i
N∑
k=1
δR(k)uˆ
(k)
j
){
Z
(
Θ+ φˆ0j
)
+O(δR)
}
ξj(t)
]
exp (iΘ)
= iǫ
N∑
j=1
vˆ
(l)
j Z
(
Θ+ φˆ0j
)
ξj(t) exp (iΘ) +O (ǫδR) . (A.4)
Then, by substituting Eqs. (A.2), (A.3), and (A.4) into
Eq. (13) with M = N , we obtain the following relation
up to O (δR, ǫ,∆K) as
8iδ1lΘ˙ exp (iΘ) + iδR˙
(l) exp (iΘ) + i2δR(l) exp (iΘ) Θ˙ = i
N∑
j=1
vˆ
(l)
j
(
1 + i
N∑
k=1
δR(k)uˆ
(k)
j
)
exp (iΘ)×
{
ωj +
N∑
m=1
ΓKjm
(
N∑
k=1
δR(k)uˆ(k)m −
N∑
k=1
δR(k)uˆ
(k)
j + φˆ
0
j − φˆ
0
m
)}
︸ ︷︷ ︸
ωj+
∑
N
m=1 Γ
K
jm(φˆ0j−φˆ0m)+
∑
N
m=1 Γ
K
jm
′(φˆ0j−φˆ0m)
(∑
N
k=1 δR
(k)uˆ
(k)
m −
∑
N
k=1 δR
(k)uˆ
(k)
j
)
+O(δR2)
+iǫ
N∑
j=1
vˆ
(l)
j Z
(
Θ+ φˆ0j
)
ξj(t) exp (iΘ)
= i
N∑
j=1
vˆ
(l)
j
{
ωj +
N∑
m=1
ΓKjm
(
φˆ0j − φˆ
0
m
)
︸ ︷︷ ︸
Ωˆ+O(∆K)
+
N∑
i=1
(
δji
N∑
m 6=i
ΓKjm
′
(
φˆ0j − φˆ
0
m
)
− (1− δji)Γ
K
ji
′
(
φˆ0j − φˆ
0
i
)
︸ ︷︷ ︸
Lˆji+O(∆K)
)( N∑
k=1
uˆ
(k)
i δR
(k)
)
+O
(
δR2
)}
× exp (iΘ) + i2δR(l)
(
ωj +
N∑
m=1
ΓKjm
(
φˆ0j − φˆ
0
m
)
︸ ︷︷ ︸
Ωˆ+O(∆K)
+O(δR)
)
exp (iΘ)
+iǫ
N∑
j=1
vˆ
(l)
j Z
(
Θ+ φˆ0j
)
ξj(t) exp (iΘ)
= iδ1lΩˆ exp (iΘ) + i
(
c∆K +
N∑
k=1
N∑
j,i=1
vˆ
(l)
j Lˆjiuˆ
(k)
i︸ ︷︷ ︸
δlkλˆ(k)
δR(k) +O
(
δR∆K, δR2
))
exp (iΘ)
+i2
(
δR(l)Ωˆ +O(δR∆K, δR2)
)
exp (iΘ) + iǫ
N∑
j=1
vˆ
(l)
j Z
(
Θ+ φˆ0j
)
ξj(t) exp (iΘ) . (A.5)
By comparing both sides of Eq. (A.5), we obtain the
time-evolution equations for Θ and δR(l) (l = 1, · · · , N)
as
Θ˙ = Ωˆ, (A.6)
δR˙(l) = λˆ(l)δR(l) + c∆K + ǫ
N∑
j=1
vˆ
(l)
j Z(Θ + φˆ
0
j )ξj(t),(A.7)
respectively.
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