Complejidad de patrones dinámicos en oscilaciones estocásticas corticales by Mendoza Ruiz, Jorge















Disertación presentada para optar al t́ıtulo de
Magister en Estad́ıstica
Director
Carlos Eduardo Alonso Malaver, Ph.D.
Doctor en Estad́ıstica
Codirector
Johann Mart́ınez H, Ph.D.
Doctor en F́ısica de Sistemas Complejos
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Title in English
Dynamical patterns complexity in stochastic cortical oscilations
Resumen: En el presente trabajo se exponen los resultados del estudio de dos parámetros
dinámicos de oscilaciones estocásticas corticales en mediciones realizadas a 40 sujetos
sanos en estado de reposo (ER): la entroṕıa de permutación normalizada (H) y la
complejidad estad́ıstica (C). Se estudian 190 series de tiempo de diferentes regiones
de interés (ROI) de la corteza cerebral para cuatro bandas de frecuencia ampliamente
trabajadas en neurociencia, especialmente la banda α, debido a su alta asociación al
ER. Por medio de la representacion simbólica se obtiene la distribución de los patrones
de orden de cada serie, a partir de las cuales se computan los estad́ısticos H y C en las
bandas de frecuencia. Se observa una relación entre los parámetros dinámicos respecto
a la banda de frecuencia, la dimensión de observacion (D) y la concentración espacial
de las ROI que tienen mayores valores en los parámetros dinámicos asociando lobulos
corticales espećıficos en cada banda de frecuencia. Adicionalmente a los objetivos de esta
tesis, se explora el parámetro estructural del coeficiente de agrupamiento como medida
de centralidad de las redes funcionales obtenidas para cada banda de frecuencia. La
banda de frecuencia α exhibe altos valores de parámetros dinámicos y topólogicos en
los lóbulos occipital y parietal, revelando la existencia de actividad cortical relevante en
dichas regiones durante ER. Además, se estudia la posible existencia de una relación
lineal entre la dinámica y estructura, representadas en el parámetro H y el coeficiente
de agrupamiento. Se determina aśı, una ausencia de relaciones lineales entre ambos
parámetros a nivel general al discriminar por lóbulo cortical.
Abstract: This work presents the results of the study of two dynamical parameters from
cortical stochastic oscillations in time series of a 40-subjects group of healthy adults in
resting state (RS): normalized permutation entropy (H) and statstical complexty (C). 190
signals from different cortical regions of interest (ROI) were analyzed in four frequency
bands broadly used in neuroscience, especially alpha band due to its high association
with RS. Through symbolic representation, ordinal patterns distribution is obtained for
each signal, and it is used to compute the statistics H and C en different frequency bands.
A relationship between these parameters, frequency bands and observation dimension
(D) was observed, as well as an spatial clustering is revealed for the ROI with greater
dynamic parameter values in different lobes. Furthermore to the objectives of this work,
the clustering coefficient was computed as a measure of centrality of functional networks
obtained for each frequency band. A high dynamic and topological parameter values
are observed in occipital and parietal lobes for α frequency band revealing relevant
cortical activity in such regions of high cognitive processing during ER. A potential linear
relationship between dynamics and structure through H and clustering coefficient was
explored. It was concluded the absense of such relationship between these parameters
globally and discriminated by cortical lobe.
Palabras clave: Bandas de frecuencia, patrones de orden, entroṕıa, complejidad, sistema
dinámico, redes complejas
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Índice general I
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Evaluar la potencial existencia de la relación entre los parámetros dinámicos de entroṕıa de
permutación normalizada (H) y la complejidad estad́ıstica (C) de las oscilaciones corticales
en distintas bandas de frecuencia para sujetos sanos en ER.
Objetivos espećıficos
1. Calcular las señales correspondientes al filtro por bandas de frecuencia respecto al
estandar en neurociencia.
2. Construir un modelo robusto de captura de patrones de temporales de las señales
basados en el orden de sus muestras.
3. Determinar las distribuciones probabiĺısticas asociadas a los patrones de orden me-
diante distintas dimensiones de observación (D) en las bandas de frecuencias.
4. Calcular las medidas de dinámica asociadas: Complejidad estad́ıstica y Entroṕıa de
permutación normalizada de las señales.
5. Construir el diagrama H-C de las medidas de complejidad en las bandas de frecuencia.
V
Introducción
La caracteristica fundamentale de un sistema complejo son sus reglas de conexión entre
los elementos que lo constituyen y derivan en la probabilidad de emergencia de patrones
espacio-temporales que le permitan establecerse entre una fase de alto orden y máxima
entroṕıa. Algunos ejemplos de este tipo de sistemas se dan en campos de estudio relaciona-
dos con finanzas [41], ecoloǵıa [7], ciencias sociales [28], bioqúımica [40] y bioloǵıa [24]. En
éste último campo uno de los casos de estudio más interesantes se presenta en la actividad
sináptica que ocurre en el cerebro debido a la interrelación existente entre la dinámica de
su actividad y las conexiones entre distintas regiones, las cuales evolucionan de acuerdo a
la demanda del sistema para el procesamiento de información [52].
El cerebro ha sido abordado desde diferentes ángulos, incluyendo el nacimiento de la
neurociencia [56], pasando por aproximaciones al entendimiento de fenómenos cerebales
desde sus bases bioquimicas [38] y el análisis cĺınico [32]. Esta última perspectiva se ha
desarrollado gracias al avance tecnológico que ha permitido la aparición de herramientas
interesantes para la identificación de patoloǵıas relacionadas con la actividad cerebral.
Algunas de las herramientas más útiles en este campo son la electroencefalograf́ıa (EEG)
que permite medir las diferencias de voltaje en la corteza cerebral, y una desarrollada más
recientemente que mide las variaciones del campo magnético de la corteza por medio de
técnicas no invasivas conocida como magnetoencefalograf́ıa (MEG) [33, 50]. Aún cuando
la MEG es una técnica reciente y por tanto escasa, la alta resolución espacio temporal y
la ausencia de valores de referencia para su interpretación, son ventajas que permiten el
máximo aprovechamiento de la información obtenida mediante éste método. Aśı, el análisis
mediante técnicas de Big Data y Data Science en conjunto con aproximaciones guiadas
por análisis no lineales permiten generar estadisticas de alto orden para el entendimiento
de la dinámica cerebral propuesta en el presente trabajo.
El estado ante el cual no se percibe ningún est́ımulo, conocido como estado de reposo (ER)
fue interpretado inicialmente como la presencia base de dinámica cerebral y la existencia
de comportamientos aleatorios generalizados [6], aunque posteriormente se evidenció que
en dicho estado el cerebro se comporta como un sistema altamente no lineal, y por tanto
complejo [5, 53]. Considerando dicho comportamiento, se realiza el análisis de la dinámica
presente en la actividad cerebral a través de una aproximación basada en teoria de la
información, ampliamente usada por la comunidad cient́ıfica debido a la flexibilidad que
ofrece en la caracterización de series de temporales de diferente ı́ndole. Usando teoŕıa de la
información, se puede capturar patrones escondidos en las variaciones de las amplitudes de
una señal para la construcción de la distribución de probabilidad de ocurrencia de dichos
simbolos. Estos patrones se usan posteriormente en este trabajo para el cálculo de dos
medidas que caracterizan la dinámica cerebral presente en las señales obtenidas por medio
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de MEG en regiones corticales espećıficas medidas de adultos sanos. Las mediciones MEG
incorporan la transmisión de información de grupos neuronales asociada a distintos proce-
sos cognitivos que se encuentran ligados, a su vez, a diferentes frecuencias de transmisión
[6], por lo que es necesario filtrar la actividad en diferentes bandas de frecuencia mediante
el uso del análisis de Fourier. En particular, el trabajo se centra en la banda de frecuencia
α, asociada a procesos de atención pasiva áltamente relacionados con el ER [5].
La metodoloǵıa de captura de patrones, realizada sobre las series filtradas, se encuentra
asociada a la reconstrucción de la dinámica de los sistemas [42] e incorpora diferentes
valores temporales que permiten determinar los cambios que ocurren en la actividad en
un corto intervalo de tiempo o ventana de observación. El método usado fue propuesto
por Bandt and Pompe [4], que resulta ser una técnica robusta, invariante a transformacio-
nes monótonas y de fácil cómputo. Ha sido ampliamente usado en el estudio de fenómenos
cĺınicos y econométricos [36], análisis epidemiológicos [26], investigaciones relacionadas con
el Alzheimer [18], la creacion de nuevas métricas de correlacion para señales biomédicas
[18], y la comparación de grupos de sujetos expuestos a una tarea de memoria dentro del
paradigma de la reserva cognitiva [21]. En el presente estudio, la captura de los patrones
de orden incorpora diferentes ventanas de observación temporal, también llamada dimen-
sió de anidamiento (D) que permiten explorar el comportamiento de la dinámica cerebral
considerando una alta dimensionalidad. Los parámetros que caracterizan la dinámica de
las series temporales se construyen a partir de la distribución de probabilidad de los pa-
trones de orden, e.g., la entroṕıa normalizada de permutación (H) que permite determinar
la predictibilidad de la actividad cortical asociada a la serie, y la complejidad estad́ıstica
(C) que se encuentra ligada a la capacidad de emergencia de nuevos comportamientos en
dicha actividad. Por medio de éstos parámetros se busca caracterizar la actividad cere-
bral y determinar la capacidad de emergencia de nuevos comportamientos en ER usando
mediciones de MEG en 40 sujetos sanos realizados por el Human Connectome Project
(HCP).
Adicionalmente a los objetivos del presente trabajo que enmarcan el estudio de las señales
mediante sus propiedades dinámicas, se exploró la estructura formada por la interrela-
ción entre las señales MEG, comocida como topoloǵıa de la red funcional, y su potencial
asociación con la dinámica. La construcción de las redes se realiza mediante el uso de la
coherencia estad́ıstica, que permite medir la sincronización entre dos series temporales en
diferentes bandas de frecuencia. Adicionalmente se realiza un filtro a la red para incorporar
únicamente los enlaces que proporcionen mayor información sobre su estructura a través
del algoritmo ECO-filter [13], para luego calcular algunos parámetros de centralidad que
potencialmente permitan caracterizar la estructura de la red y determinar la importancia
de los sensores en diferentes niveles espaciales.
De acuerdo a lo anterior, se realiza el análisis de la dinámica de la actividad cerebral
mediante el uso de medidas no lineales a partir de las distribuciones de probabilidad de
los patrones de orden capturados para evaluar la relación que existe entre ellos, que es
el objetivo central de este trabajo. Adicionalmente, se construyen las redes funcionales
que determinan las dependencias estad́ısticas existentes entre dicha actividad local, y a
partir de éstas se calculan algunos parámetros de la red con el fin de determinar posibles
relaciones entre la estructura y la dinámica de la actividad cerebral. Principalmente, se
evidencia la existencia de fuerte dinámica en las regiones parietal y occipital en la banda




Se exponen los rudimentos teóricos que sustentan los análisis presentados. Se presenta
una breve introducción a la anatomı́a de la corteza cerebral, la fisioloǵıa neuronal y los
mecanismos qúımicos que permiten la transmisión de información. Posteriormente, algunos
métodos de medición de impulsos, las bases f́ısicas que los sustentan y las particularidades
de cada método.
1.1. Principios de neuroanatomı́a e impulsos nerviosos.
El cerebro es una estructura anatómica compuesta en su mayoŕıa por neuronas y células
gliales. Las primeras se encargan del procesamiento y transmisión de información y su
cuerpo se concentra principalmente en la materia gris o soma. Las células gliales se encar-
gan del transporte de nutrientes, la conservación de la concentración iónica que permite
la transmisión de información neuronal, y para un grupo espećıfico, la producción de mie-
lina que recubre ciertas fibras nerviosas aumentando la velocidad de transmisión de los
impulsos entre regiones cerebrales.
La corteza cerebral es una superficie de materia gris de 2500 cm2 y dos a cuatro mm
de grosor que recubre el cerebro. La cisura longitudinal atraviesa la corteza de forma
transversal separando al cerebro en dos hemisferios, los cuales se dividen a su vez en cuatro
lóbulos (Figura 1.1a): el lóbulo frontal que se encuentra asociado al movimiento corporal,
modulación de comportamientos sociales y memoria de trabajo; el lobulo parietal que
permite el reconocimiento de formas y texturas, la percepción de relaciones espaciales y de
movimiento, y procesos cognitivos como cálculos matemáticos, escritura y orientación; el
lóbulo temporal asociado a la percepción auditiva y la memoria visual, y el lóbulo occipital
encargado de la percepción de est́ımulos visuales [17]. Las funciones espećıficas realizadas
en cada lóbulo se desarrollan en las cortezas primarias (Figura 1.1b), mientras que las
regiones restantes son conocidas como áreas de asociación, pues interactuan entre ellas y
responden de manera más compleja ante est́ımulos externos [33]. La interacción entre estas
regiones involucra la parte profunda del cerebro ubicada bajo la corteza, donde las fibras
nerviosas conocidas como materia blanca conducen los impulsos eléctricos diez veces más
rápido que las neuronas en la superficie, lo que implica la existencia de alta anisotroṕıa en
la conductividad de los impulsos en distintas regiones corticales.
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Figura 1.1. a) Lóbulos de la corteza cerebral. b) Áreas corticales primarias. Tomado y editado
de [16]
Las neuronas están compuestas por un cuerpo celular denominado soma, del cuál surgen
extensiones alargadas denominadas dendritas que se encargan de recibir est́ımulos por
parte de otras células, y el axón, una única fibra que se desprende del soma y env́ıa pulsos
eléctricos generando sinápsis a otra neurona (Figura 1.2a). Las dendritas y el soma reciben
miles de sinápsis de otras neuronas por segundo y acumulan potencial eléctrico liberado a
través del axón cuando éste supera cierto umbral. En el caso de las neuronas piramidales
presentes en la corteza cerebral (Figura 1.2b), las dendritas tienden a ser perpendiculares
a la superficie cortical [33], lo que influye en la medición de las sinápsis, que son generados
por el flujo iónico a través de la pared celular de la neurona.
Figura 1.2. a) Conexión anatómica entre dos neuronas piramidales b) Neurona piramidal a gran
escala. Tomado y editado de [33]
El mecanismo qúımico que genera los impulsos eléctricos se inicia en la célula presináptica
cuando el pulso llega al axón, liberando moléculas conocidas como neurotransmisores que se
adhieren a los receptores moleculares de la célula postsináptica y alteran la permeabilidad
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de la membrana para iónes espećıficos. El flujo iónico cambia el potencial eléctrico de la
membrana de la célula receptora, generando un campo eléctrico y una corriente al interior
de la célula mayormente influenciadas por iones Na+, K+ y Cl−. Cuando la corriente
fluye hacia el interior de la célula, ésta se depolariza incrementando el potencial eléctrico
neuronal, mientras que cuando fluye hacia el exterior la célula de hiperpolariza, lo que
disminuye dicho potencial[33].
El potencial de acción se inicia cuando la diferencia entre el voltaje dentro y fuera de la
neurona en la base del axón alcanza el umbral de disparo alrededor de los -40 mV. Este
cambio activa la región circundante y el potencial viaja por el axón hasta la siguiente célula
manteniendo su amplitud gracias al potencial de la membrana, de manera que cuando la
señal excitatoria es más intensa, la amplitud de la señal se mantiene constante mientras que
la frecuencia de transmisión aumenta. La excitación de las neuronas postsinápticas crea
un voltaje extracelular que es más negativo alrededor de las dendritas que en cualquier
otra parte de su cuerpo celular, lo que la dota de un comportamiento similar al de un
dipolo eléctrico. Este hecho incentiva el uso del voltaje para determinar la intensidad de
las señales en la corteza y su asociación a est́ımulos.
1.2. Medición de la actividad neuronal
Algunas de las técnicas para la medición de actividad cerebral registran los procesos me-
tabólicos de las neuronas ocurridos al interior del cerebro, mientras que otras se basan en
la corriente generada por el flujo iónico que surge de los procesos sinápticos. Si bien cada
técnica cumple con una función espećıfica, aquellas que se fundamentan en la actividad
eléctrica cuentan con una resolución temporal mayor respecto a las metabólicas, lo que
representa una ventaja cuando se desea analizar la actividad en un amplio rango de fre-
cuencias. Dentro de éstas técnicas las más conocidas son la electroencefalograf́ıa (EEG) y
la magnetoencefalograf́ıa (MEG) que miden la amplitud de los impulsos eléctricos y los
campos magnéticos generados por el flujo iónico en las neuronas de la corteza.
Los registros medibles de la actividad cerebral surgen de la activación simultanea de al
menos 105 células [50], que poseen una configuración paralela, en el caso del tejido cortical,
lo que permite que las corrientes y los campos magnéticos derivados mantengan una única
dirección, facilitando el registro de las magnitudes medidas [1]. Como consecuencia de la
forma circunvolucionada de la corteza cerebral, las neuronas pueden considerarse de dos
tipos de acuerdo a su posición respecto a la superficie craneal: tangencial, si sus dendritas
son paralelas a la superficie craneal, y radial, si son perpendiculares a ésta. Dicha posición
tiene gran influencia sobre los métodos de medición de las magnitudes f́ısicas asociadas a
la actividad cortical al incidir en la dirección en que el registro es obtenido por medio de
los sensores.
En registros EEG se mide la suma de las cargas positivas y negativas alrededor del tejido
extracelular de las neurona, por lo que solo detecta cargas cuando los electrodos usados
para el registro se encuentran más cerca de una u otra parte de la neurona (soma o
dendritas), de manera que las cargas no se cancelen. Cuando las cargas de la región medida
entran en contacto con la superficie craneal, las capas del cuero cabelludo y demás tejidos,
atraen cargas opuestas y repelen cargas iguales hacia la parte superior de cada capa. Este
fenómeno conocido como conducción de volumen permite al electrodo medir la carga que
entra en contacto con el cráneo [1]. Sin embargo, la conducción de volumen ocurre también
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dentro de la corteza, por lo que las mediciones de EEG sólo pueden ser interpretadas como
magnitudes del campo eléctrico relativas a la carga media generada por la dicho fenómeno.
La MEG mide los campos magnéticos que salen del cráneo, por lo que sólo son sensibles a
neuronas tangenciales, a diferencia del EEG que puede medir la actividad de neuronas de
configuración radial y tangencial. En consecuencia la MEG mide principalmente la activi-
dad en los surcos (hendiduras) de la corteza, simplificando la interpretación de las señales
debido a su asociación con determinadas regiones cerebrales. Las neuronas radiales gene-
ran campos magnéticos paralelos a la superficie craneal que no influyen en la medición,
dado que la intensidad detectada para estos campos es nula, lo cual implica que las me-
diciones de MEG están libres de valores de referencia a diferencia del EEG. En el caso de
mediciones de MEG los sensores no se encuentran sobre el cuero cabelludo, lo que hace de
la posición del cráneo respecto al dispositivo de medición un factor de suma importancia
que debe ser registrado. [50].
Debido a la pequeña magnitud de las mediciones (fT para MEG), ambas técnicas requie-
ren de dispositivos que permitan amplificar la señal medida. Para garantizar una mejor
calidad del registro también debe garantizarse el aislamiento y reducción de ruido prove-
niente de cualquier mecanismo que genere flujos eléctricos o magnéticos que interfieran
con las mediciones, como las redes eléctricas, los ascensores, automóviles en movimientos,
el campo magnético terrestre y en general cualquier aparato electrónico. Por lo general,
el aislamiento de fuentes externas de ruido se garantiza al realizar los análisis en cuartos
sellados dispuestos para tal fin.
Como consecuencia de la ortogonalidad entre las magnitudes medidas por la EEG y la
MEG, los análisis realizados sobre mediciones de corrientes o campos magnéticos resultan
ser complementarios en lugar de puramente redundantes [50]. La medición de los campos
magnéticos conlleva algunas ventajas de la MEG sobre la EEG, e.g., la MEG no se ve
afectada por las capas intercraneales, ni por el aire presente entre el cráneo y los sensores;
disminuyendo la distorsión de la señal registrada. Permite generar imágenes con menos
distorsión que las generadas por EEG, dado que sus fuentes de sesgo están bien definidas
y pueden controlarse de manera más sencilla.
Las señales medidas integran sinápsis transmitidas en distintos rangos de frecuencia co-
nocidos como bandas de frecuencia. Estas bandas se encuentran altamente asociadas a
distintos procesos cognitivos que tienen lugar en la corteza cerebral; asi, la actividad bajo
la banda de frecuencia θ (4-7 Hz) esta asociada a estados meditativos y de sueño poco
profundo, la banda α (8-13 Hz) se encuentra asociada a procesos de estimulación senso-
rial, de atención pasiva y estado de reposo que es el centroide de este trabajo, la banda β
(14-29 Hz) está ligada a tareas que requieren permanecer en estado de alerta, y la banda γ
(30-40 Hz) se encuentra estrechamente relacionada con tareas que requieren alta demanda
cognitiva [6]. La asociación entre las bandas de frecuencia y diferentes procesos cerebra-
les incentivan el uso técnicas de procesamiento de señales que permitan caracterizar la
actividad en dichas bandas.
CAPÍTULO 2
Marco teórico
Se exponen los conceptos teóricos necesarios acerca de sistemas dinámicos para el análisis
de los registros de actividad cerebral de este trabajo. Aunque no se pretende hacer un
barrido total sobre éste tema, se busca otorgar los rudimentos teoricos para quienes puedan
usar este estudio y trabajen con las medidas dinámicas presentadas. La primera sección
introduce someramente el concepto de sistemas dinámicos, su relación con el área de estudio
y algunas de sus propiedades, comentarios básicos acerca del análisis de Fourier y su
relación con el caso de estudio, el uso de medidas de información para el análisis de los
sistemas, aśı como el uso de datos subrogados para la verificación de supuestos. La segunda
sección se dedica a los conceptos de redes complejas, algunas medidas útiles para el análisis
de las redes consideradas y la coherencia estad́ıstica como una medida de asociación entre
los elementos en una red.
2.1. Dinámica
La dinámica de un fenómeno permite determinar la magnitud de los cambios que ocurren en
él respecto a su evolución en el tiempo. En éste sentido, una mayor dinámica se encuentra
asociada a mayores y más abruptas alteraciones en el fenómeno bajo estudio en cierto
tiempo. A continuación se exponen brevemente las bases teóricas que permiten caracterizar
la evolución de distintos fenómenos de los sistemas dinámicos.
2.1.1. Sistemas dinámicos
Un sistema dinámico asocia la evolución de un sistema en el tiempo a partir de un valor
inicial, a través de un conjunto de variables que interactúan entre śı, y aplicaciones que
consisten en relaciones de correspondencia entre dos conjuntos de forma que cada elemento
del rango posea una imagen en el dominio. Formalmente un sistema dinámico consiste en
una tripleta (M,Φ, T ), integrada por un espacio fase o espacio de estados del sistema M ,
una familia de aplicaciones Φ con φt : M −→ M y un espacio de tiempo T , tal que para
cualquier x ∈M se cumple que:
1. φ0(x) = x
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2. φt+s(x) = φt(φs(x)) ∀ t, s ∈ T
donde la aplicación φt representa una correspondencia entre los estados del sistema trans-
currido un tiempo t considerando x como su estado inicial.
En general, la dinámica del sistema se encuentra explicada por la familia de aplicaciones
Φ pues caracteriza completamente las trayectorias del sistema en el espacio de fase ante
determinada condición inicial. Cuando la cardinalidad del espacio de tiempo T es igual a
la de algún subconjunto de los números naturales, se dice que T es un conjunto contable,
dando lugar a un sistema dinámico discreto cuya dinámica está asociada a mapeos en el
espacio de fase. Por otro lado, si T es un conjunto no contable, se dice que el sistema es
continuo y las ecuaciones que caracterizan su dinámica generalmente involucran ecuaciones
diferenciales [48].
Caracterizaciones adicionales de los sistemas dinámicos involucran directamente propieda-
des de las ecuaciones que determinan su evolución temporal. Un sistema se dice lineal si
las ecuaciones que describen su dinámica lo son, y se dice no lineal en otro caso. Adicio-
nalmente, se dice que el sistema es determinista cuando no existen componentes de ruido
en las ecuaciones que lo caracterizan, mientras que se dice que el sistema es estocástico si
hay presencia de dichas componentes. Por último, la conservacion de magnitudes f́ısicas
(como la enerǵıa o el voltaje) ante su evolución temporal da lugar a sistemas conservati-
vos. Cuando la conservación de las magnitudes f́ısicas no ocurre, se dice que el sistema es
disipativo y en tal caso las trayectorias definidas por las ecuaciones del sistema convergen
a un subconjunto del espacio de fase denominado atractor [5]. La presencia de linealidad
en los sistemas disipativos implica la convergencia del atractor a un punto en el espacio
de fase, mientras que la no linealidad genera una amplia variedad de atractores, objetos
que son de gran importancia para caracterizar la dinámica del sistema, pues cuanto más
complejo sea el atractor, más compleja es la dinámica del sistema.
En algunos casos no es posible medir las variables que determinan la evolución de un
sistema dinámico, lo que impide la caracterización anaĺıtica del sistema y hace necesario
el estudio de la dinámica a partir de las observaciones. En éste caso, es fundamental el
análisis no lineal de series de tiempo, el cuál consta de tres pasos: la reconstrucción del
atractor del sistema a partir de la serie temporal, la caracterización de la dinámica a partir
del atractor reconstruido y la validación de resultados mediante series subrogadas. Este
procedimiento es de vital importancia en el análisis de señales neuronales y en general en
sistemas biológicos cuya actividad se asocia a sistemas disipativos no lineales [5].
La reconstrucción del atractor del sistema se realiza generando una serie de vectores su-
cesivos m-dimensionales a partir de la serie de tiempo, los cuales forman la trayectoria
del atractor reconstruido. Este atractor conserva las mismas propiedades dinámicas del
atractor original, aunque sus trayectorias sean diferentes [42]. Por otra parte, los datos su-
brogados permiten validar las conclusiones a partir de las medidas no lineales calculadas.
Éstos datos son usados como series control y consisten en versiones de las series originales
que conservan sus propiedades lineales tales como la distribución o el espectro, pero que
pierden cualquier otra propiedad no lineal. Si la medida calculada sobre la serie original es
significativamente diferente de sus análogas sobre el grupo control, se concluye que la serie
posee un comportamiento no lineal, en cuyo caso la fuente de observación es de interés
al poseer una dinámica no trivial [5, 23, 29]. El presente trabajo considera la extracción
de patrones temporales de la señal que conservan las propiedades dinámicas de la serie
temporal en lugar del teorema da Takens. Por demás, se trabajan los dos siguientes pasos
del análisis no lineal de series de tiempo previamente descritos, a saber: la caracteriza-
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ción de la dinámica basada en los patrones ordinales capturados y el contraste con series
subrogadas.
2.1.2. Reconstrucción de sistemas dinámicos y series surrogadas
Los patrones de orden presentados por Bandt and Pompe [4] representan un alfabeto que
surge de forma natural de las series de tiempo con el objetivo de cuantificar la dinámica
presente en el sistema asociado. Estos patrones permiten incorporar información de la
estructura temporal y se encuentran estrechamente ligados a la metodoloǵıa de recons-
trucción de atractores de sistemas dinámicos [42]. Para su construcción se asigna a cada
vector de valores consecutivos de tamaño D en la serie, un vector resultante de la per-
mutación de los valores {0, 1, 2, . . . , D − 1}; asi, si x = (xs−(D−1), xs−(D−2), . . . , xs) es el
vector de tamaño D de la serie temporal X asociado al tiempo s, y y = (y0, y1, . . . , yD−1)
es el vector de valores ordenados de x tal que y0 ≤ y1 ≤ . . . ≤ yD−1, entonces el patrón de
orden asociado al vector x esta dado por π = (r0, r1, . . . , rD−1) tal que:
x = (yr0 , yr1 , . . . , yrD−1)
donde D se conoce como la dimensión de anidamiento.
A partir de la definición anterior se determina la distribución de probabilidad P asociada a
los patrones de orden de la serie temporal de longitud M . Una condición necesaria para el
cálculo es M >> D!, con el fin de determinar una distribución confiable de los D! patrones
posibles. En la Figura 2.1 se muestra un ejemplo de los patrones asociados a una serie de
corta duración y su distribución de probabilidad.
Figura 2.1. Patrones de orden. A) Señal original. B) Asignación y extracción de los patrones de
orden en la señal. C) Distribución de probabilidad asociada.
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La ventana de observación o dimensión de anidamiento D permite el cálculo de medidas
no lineales que caracterizan la dinámica del sistema a partir de la distribución de pro-
babilidad asociada a los patrones de orden al considerar distintos rezagos temporales. La
confirmación de la presencia de dinámica no lineal en el sistema se lleva a cabo mediante
el uso de series subrogadas, usadas para probar la hipótesis nula de que la serie medida
proviene de una transformación monótona no lineal sobre un proceso estocástico lineal. El
algoritmo Amplitude Adjusted Fourier Transform (AAFT) que permite generar el nuevo
conjunto de series control se describe a continuación.
1. Se asignan rangos a los valores de la serie original Xt y se genera una serie de tiempo
a partir de un ruido blanco gaussiano. Los valores generados se reordenan de acuerdo
a los rangos de la serie original, obteniendo la serie Yt.
2. Se toma la Transformada Discreta de Fourier de la serie Yt, y las fases obtenidas se
asignan aleatoriamente a las frecuencias positivas, mientras las frecuencias negativas
adoptan las fases de sus opuestos positivos para garantizar la obtención de una señal
Zt de valor real al aplicar la transformada inversa. Esta señal es la surrogada de la
serie Yt.
3. Por último, se asignan rangos a los valores de Zt y se reordena la señal original Xt
de acuerdo a dichos rangos.
Este procedimiento permite a la serie subrogada conservar la distribución de las amplitudes
y el espectro de la serie original. Una mejor conservación del espectro se obtiene bajo una
longitud considerable de los datos en la serie y la continuidad de éstos [29].
2.1.3. Transformada de Fourier
La transformada de Fourier surge como una generalización de las series de Fourier y es
una de las herramientas más ampliamente utilizadas para el análisis de señales e imágenes
debido a que permite descomponer una función en componentes sinusoidales simples. Para
una función g : R −→ C absolutamente integrable, su transformada de Fourier consiste en





donde f representa la frecuencia temporal medida en Hertz y ω = 2πf se conoce como la
frecuencia angular.
De esta transformación de g surge el espectro de frecuencias, una función que permite
determinar amplitudes asociadas a las frecuencias de las ondas sinusoidales que generan
a g y realizar su reconstrucción mediante la transformada inversa de Fourier. Para una
función h : R −→ C tal que |h| es absolutamente integrable, se tiene que su transformada





El Teorema de Inversión de Fourier establece que la Transformada de Fourier es un opera-
dor inyectivo, propiedad que resulta de gran utilidad al asociar una única transformación
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a una función y viceversa, permitiendo analizar una señal en términos de su espectro. Con-
siderando que en la práctica las funciones de interés se obtienen en intervalos de tiempo
discretos es necesario contar con una versión discreta de la transformada y su inversa, que
permita descomponer, filtrar y reconstruir completamente una señal. Aśı para una serie
temporal x = {x0, . . . , xN−1} con xn = x(tn) el conjunto de realizaciones de una varia-
ble en el intervalo de tiempo [0, T ], con tiempos de observación igualmente espaciados, la
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donde kN representa la frecuencia temporal, [14, 31].
En las versiones discretas tanto el valor de la frecuencia temporal como de los valores
del espectro que pueden calcularse están sujetos a la cantidad de datos obtenidos en la
medición, por lo que una descomposición robusta puede obtenerse al aumentar el número
de observaciones en el registro. Si bien no es necesario considerar el componente imaginario
de la transformada cuando se determina la amplitud ligada a cierta frecuencia temporal,
éste es fundamental a la hora de reconstruir o filtrar la señal, como en el caso de la
aplicación de las bandas de frecuencia a las señales MEG del presente trabajo, ya que
contiene los componentes conjugados que se cancelan y permiten obtener una señal de
valor real cuando se aplica la transformada inversa.
El espectro puede modificarse con el objetivo de resaltar los componentes asociados a
ciertas frecuencias al calcular la transformada inversa de la señal, lo que da como resultado
cuatro tipos de filtros de acuerdo a las frecuencias de interés. Para un determinado valor de
frecuencia el low-pass inhibe las frecuencias mayores y conserva las menores, mientras que
el high-pass funciona de manera opuesta. Por otra parte, el band-pass filtra los componentes
asociados a frecuencias que se encuentran en un intervalo atenuando cualquier frecuencia
por fuera de éste, mientras que el band-stop considera únicamente las frecuencias fuera del
intervalo. Matemáticamente estos filtros se obtienen de transformar la señal mediante un
kernel que permite la conservación de ciertos rangos de frecuencias [45], y son de especial
interés en el estudio de señales cerebrales pues permiten filtrar la actividad de diferentes
rangos de frecuencia asociadas a las respuestas ante diversos est́ımulos, lo que justifica el
uso del filtro band-pass en las series consideradas.
2.1.4. Medidas de complejidad
La complejidad en sistemas dinámicos es un concepto cuya definición en la comunidad
cient́ıfica no ha sido establecida unánimemente, aunque en términos generales hace re-
ferencia a la emergencia de comportamientos no triviales en un sistema que no pueden
explicarse como la suma de los comportamientos de cada uno de sus componentes. En
este sentido es importante considerar el uso de medidas que permitan cuantificar tanto el
comportamiento presente en cada componente del sistema como su capacidad intŕınseca
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para el surgimiento de comportamientos emergentes. La primera medida dinámica de la




P (π) logP (π)
log(D!)
(2.1)
donde ΠD es el conjunto de todos los posibles patrones de orden bajo una dimensión
de anidamiento D, y P su distribución de probabilidad asociada a la serie temporal.
Adicionalmente se considera por continuidad que si P (π) = 0 entonces P (π) logP (π) = 0.
La entroṕıa normalizada es invariante ante transformaciones monótonas de la serie, robusta
ante ruido dinámico y observacional, y computacionalmente eficiente, además no considera
supuestos fuertes sobre la serie, aunque es necesario que sea estacionaria en sentido débil
y que se cuente con datos suficientes para realizar el cálculo [4]. Éste parámetro permite
determinar la cantidad de información relativa asociada a la serie temporal en terminos
del alfabeto generado por el parámetro D, y puede interpretarse también como un ı́ndice
de incertidumbre del sistema. En este sentido un valor de H mı́nimo denota que el sistema
posee una dinámica completamente determinista, pues los valores asociados se limitan a
un patrón, mientras que el valor máximo se obtiene cuando la dinámica permite alcanzar
todos los estados con la misma frecuencia.
Una caracteŕıstica importante de los sistemas dinámicos es su capacidad de incrementar su
valor de entroṕıa revelando el surgimiento de nuevos comportamientos. Este incremento
no puede medirse directamente a partir de su valor de entroṕıa, sino que esta ligado a
la distancia existente entre la distribución de probabilidad P asociada a los patrones de
orden y la distribución de equilibrio o uniforme Pe. El desequilibrio Q[P ] definido a través





















ln(N + 1)− 2ln(2N) + ln(N)
]−1
siendo N = D!.
La divergencia de Jensen-Shannon es una versión simétrica de la divergencia de Kullback-
Leibler, que a diferencia de ésta, no requiere del supuesto de continuidad absoluta entre
las distribuciones de probabilidad y permite determinar valores de cotas superiores [20].
El desequilibrio no considera la cantidad de información presente en el sistema, por lo que
es apropiado incluir el valor de H para la obtención de una medida más adecuada. Dicha
medida denominada complejidad estad́ıstica está definida como:
C(P ) = H[P ]×Q[P ] (2.3)
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La complejidad estad́ıstica es una medida de las estructuras de correlación existentes entre
los estados de una serie temporal que dan lugar a comportamientos emergentes. Dichas
estructuras son nulas cuando los estados son completamente predecibles o completamente
aleatorios, mientras que son más fuertes bajo un nivel de aleatoriedad intermedio, por lo
que no pueden ser medidas por la entroṕıa. A pesar de que existen varias medidas que
buscan caracterizar la complejidad presente en un sistema, la medida aqúı presentada
cuenta con algunas ventajas como: la obtención de una cantidad intensiva -que caracteriza
a todo el sistema y es independiente de cualquier muestra de éste-, la distinción entre
diversos grados de periodicidad y la diferenciación entre sistemas bajo comportamiento
estocástico y comportamiento determińıstico. [44]
En la Figura 2.2 se muestra el comportamiento de las diferentes medidas de complejidad
estad́ıstica respecto a la distribución de los estados presentes en el sistema. El término
“orden” hace referencia a sistemas con pocos estados y alta probabilidad de ocurrencia,
mientras que el término “desorden” implica una mayor cantidad de estados con proba-
bilidades cercanas a la distribución uniforme. Cuando el sistema es ordenado el valor de
entroṕıa es minimo y su desequilibrio es máximo, lo que evidencia una baja incertidumbre
en el comportamiento del sistema ante la pequeña cantidad de estados posibles, mientras
que su potencial de alcanzar nuevos estados es mayor por la misma razón. Por otro lado,
cuando la cantidad de estados aumenta y su probabilidad es similar, la incertidumbre res-
pecto al comportamiento del sistema aumenta y la posibilidad de alcanzar nuevos estados
alcanza valores mı́nimos. La complejidad estad́ıstica integra ambas medidas permitiendo
obtener una medida más conservadora. Un sistema ordenado tiene baja capacidad para
alcanzar nuevos estados debido a que posee muy pocos de ellos, es decir, su incertidumbre
es muy baja y se dificulta generar nuevos comportamientos. Por otra parte cuando el sis-
tema exhibe máximos valores de entroṕıa, no es posible encontrar un estado que no haya
sido previamente alcanzado por el sistema, por lo que su capacidad de creación de nuevas
dinámicas se reduce. Esto permite deducir que el surgimiento de dinámicas emergentes
ocurre en sistemas con valores intermedios de entroṕıa y desequilibrio, lo que le permite
alcanzar altos valores de complejidad.
Figura 2.2. Medidas de complejidad. Las regiones donde la correlación entre H y C son positiva
y negativa se encuentran resaltadas en azul y amarillo, respectivamente. Tomado y
editado de [26].
La complejidad estad́ıstica en conjunto con la entroṕıa de permutación normalizada per-
miten evaluar la emergencia de nuevos comportamientos en un sistema y determinar su
naturaleza estocástica o determinista al ser representadas en un espacio bidimensional co-
nocido como plano HC. Un hecho interesante es la existencia de curvas que determinan
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valores mı́nimos y máximos de C para todos los valores de H, a una determinada ventana
de observación (D) lo que permite evaluar cuando el sistema posee mayor capacidad para
alcanzar nuevos estados en términos de sus cotas de información.
2.2. Estructura
El estudio de la dinámica presente en los componentes que forman un sistema permite
analizar el comportamiento a nivel microscópico, en donde se considera unicamente al
componente en cuestión. Sin embargo, este analisis no reconoce las interacciones existen-
tes entre los componentes del sistema ni la forma en cómo dichas relaciones moldean el
comportamiento del sistema a nivel global. Este hecho conlleva al uso de la teoŕıa de re-
des complejas para explicar la forma en que la actividad de un sistema se caracteriza no
solamente por la actividad de sus componentes de forma aislada basado en su dinámica,
sino también por la estructura de las relaciones que surgen entre ellos.
2.2.1. Redes complejas
La teoŕıa de redes complejas abarca el estudio de sistemas en donde sus estados globales
se ven afectados por las relaciones que surgen entre sus componentes y que no se dan de
forma completamente determińıstica o aleatoria. Una red compleja consiste en un grafo
representado como la dupla R = (V ,E ) donde V = {v1, . . . , vN} es un conjunto no vacio
de individuos denominados nodos y E = {(vi, vj)} ⊂ V × V representa el conjunto de
relaciones que se dan entre ellos, conocidas como enlaces.
Los enlaces de una red denotan una relación entre los nodos que moldean su comporta-
miento a diferentes escalas. A partir de ésta relación los enlaces se ven dotados de dos
caracteristicas principales: direccionalidad e intensidad. La existencia de direccionalidad
en los enlaces de la red está dada por la representación de relaciones de tipo causa-efecto
que da lugar a redes dirigidas, mientras que relaciones de asociación mutua implican la
ausencia de ésta propiedad y se encuentran asociadas a redes no dirigidas. Por otra parte,
cuando la intensidad de los enlaces en la red puede expresarse como una variable dicotómi-
ca, la relación subyacente está dada por la presencia o ausencia de una interacción entre los
nodos dando lugar a las conocidas redes binarias; en caso de que la interacción pueda ser
cuantificada, los enlaces adquieren valores asociados a la magnitud de la relación existente
y la red se conoce como red pesada.
En la Figura 2.3 se muestran dos ejemplos de redes con distintas configuraciones de intensi-
dad y direccionalidad: a la izquierda se muestra una red binaria dirigida, donde las flechas
indican la direccionalidad de la relación entre los enlaces y todas las relaciones tienen la
misma importancia. A la derecha se observa una red pesada no dirigida caracterizada por
asociaciones simétricas y relaciones cuantificables y comparables de acuerdo al ancho de
los enlaces. En ambas redes existe una relación entre los nodos v10 y v7, con la diferencia
de que la primera red muestra la presencia de una incidencia del primer nodo sobre el
segundo, mientras que en la segunda red la relación es mutua y tiene asociado un valor
real.
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Figura 2.3. Representación de una red. A: Red binaria dirigida, B: Red pesada no dirigida.
Las anteriores definiciones caracterizan por completo los enlaces en la red y permiten
analizar el comportamiento a nivel local de cada uno de los nodos. El análisis apropiado
de la información contenida en todos los enlaces de la red permite una caracterización
global de la red como un único sistema.
2.2.2. Matriz de adyacencia y parámetros de conectividad
El análisis de redes se fundamenta en el estudio de las propiedades que surgen en ellas a
partir de las relaciones existentes entre sus nodos, y se lleva a cabo considerando repre-
sentaciones matriciales que contienen la información asociada a los enlaces existentes en
la red. A través de dichos análisis pueden determinarse distintas caracteristicas en la red
que moldean la actividad general y de cada nodo que la compone.
La representación matricial más conocida y usualmente usada en teoŕıa de redes esta dada
por la matriz de adyacencia A, cuyos elementos corresponden a una variable dicotómica
que identifica la existencia de interacción entre los nodos; aśı el valor aij = 1 si existe el
enlace (vi, vj) y aij = 0 en caso contrario. La segunda representación matricial asociada en
particular a redes pesadas está dada por la matriz de pesos W , donde el elemento genérico
wij corresponde a la intensidad de la interacción entre los nodos vi y vj ; los elementos en la
diagonal de ambas matrices son todos iguales a cero. Éstas matrices permiten determinar
propiedades de la red que a nivel local no son evidentes, como la importancia de los nodos
a nivel global, aśı como en procesos de integración y segregación de información, y la for-
mación de grupos densamente conectados, entre otros. Dichas propiedades se determinan
a partir de los parámetros de centralidad asociados a los nodos, los cuales se definen a
continuación para el caso de redes pesadas no dirigidas. Las definiciones correspondientes
a redes dirigidas y redes binarias pueden consultarse en [34].
El grado ki del i-ésimo nodo está dado por la cantidad de enlaces asociados a él, y puede
determinarse como la suma de los elementos en la i-ésima columna de la matriz de ad-
yacencia. Análogamente la fuerza si del nodo vi corresponde a la suma de los pesos de
todos sus enlaces y se determina como la suma de los elementos de la i-ésima columna
de la matriz de pesos. El grado y la fuerza asociados a un nodo miden su influencia local
respecto a la cantidad e intensidad de sus conexiones, respectivamente. En el contexto de
las redes funcionales el grado de un nodo permite conocer la cantidad de dependencias
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estad́ısticas que posee un nodo, mientras que la fuerza mide la intensidad de dichas de-
pendencias. Estos parámetros consideran únicamente las conexiones directas del nodo sin
tener en cuenta que los enlaces asociados a nodos densamente conectados pueden reflejar
la existencia de transitividad de relaciones estad́ısticas.
Algunos parámetros de centralidad más sofisticados estan dados por la centralidad de
vector propio (ec) y el coeficiente de agrupamiento (cw). El valor de ec para el nodo vi
corresponde al i-ésimo componente del vector propio ~v asociado al mayor valor propio de
la matriz de pesos W , mientras que el coeficiente de agrupamiento cw para el nodo vi está





donde ki representa el grado del nodo y ti la media geométrica de los enlaces de los









La centralidad de vector propio asigna a cada nodo un puntaje de acuerdo a la cantidad
de conexiones de sus vecinos y a diferencia del grado y la fuerza, determina no solamente
la influencia del nodo sobre su vecindad, es decir, sobre el conjunto de nodos a los cuales
está conectado, sino que permite cuantificar la relación de su actividad con la de todos los
demás nodos en la red. Por otra parte el coeficiente de agrupamiento mide la proporción
de enlaces existentes entre los vecinos de un nodo formando una triada conectada respecto
a la máxima cantidad posible de triadas conectadas que tienen a dicho nodo como uno de
sus vértices. Ésta medida puede interpretarse tambien como la probabilidad de que exista
una relación entre la actividad de dos vecinos cualesquiera de un nodo particular, y está
asociada a la habilidad de sincronización conjunta que permite la ejecución simultanea de
una misma tarea en un fenómeno conocido como segregación [34].
Considerando las series temporales como el insumo principal para la construcción de las
matrices de adyacencia y pesos asociadas a las redes funcionales para las cuales se calculan
los parámetros, es necesario usar una medida que pueda capturar diferentes grados de
asociación en la actividad cortical. La coherencia estad́ıstica se propone más adelante para
dicha tarea al ser capaz de determinar asociaciones de diferente naturaleza entre las series
temporales.
2.2.3. Coherencia estad́ıstica
En el análisis de señales usualmente es de interés determinar si dos series temporales
medidas de forma simultanea exhiben alguna relación estad́ıstica o por el contrario, pueden
considerarse independientes. En este sentido algunas propuestas involucran medidas de
asociación lineal a través del cálculo de la correlación entre las series temporales. Una
medida más adecuada de asociación que revele potenciales relaciones no lineales está dada
por la coherencia estad́ıstica, que permite estimar la relación entre las potencias de dos
series temporales a través de sus espectros.
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Definición 2.15: Sean X y Y dos series temporales estacionarias en sentido debil con






donde Rxy(τ) = E[X(t)Y (t + τ)] representa la función de correlación cruzada entre las
series temporales que describe la amplitud asociada a la transferencia de potencia entre
ambas series para una frecuencia temporal f determinada.






donde el operador |∗| corresponde al módulo asociado al valor complejo obtenido al calcular
el espectro cruzado, y Sxx y Syy representan los valores del espectro de cada una de las
series temporales. La estad́ıstica obtenida mide la asociación existente entre las series
temporales para una frecuencia determinada y toma valores entre 0 y 1, donde el valor
mı́nimo representa independencia entre las series temporales, y el máximo, la presencia de
una completa sincronización. De acuerdo a lo expuesto en [55] el cálculo en cualquier valor
de f resulta en valores cercanos a la unidad como consecuencia del caracter complejo del
numerador de la estad́ıstica. Con el fin de sobrellevar éste inconveniente algunos métodos
proponen el uso del espectro suavizado, el cual se obtiene al promediar el espectro cruzado
usando medias móviles centradas en la frecuencia de interés antes de calcular el valor de
su módulo, aplicando el mismo tratamiento a los espectros asociados a cada una de las
series temporales. Dentro de los métodos más ampliamente usados para realizar dicho
suavizamiento se encuentra el kernel modificado de Daniell, que realiza los promedios
móviles usando las m frecuencias menores y mayores a la frecuencia de interés y asignando
a los puntos extremos la mitad del peso de los puntos internos.
Las anteriores definiciones muestran que el valor del espectro es igual a la Transformada
de Fourier de la función de correlación, por lo que pueden ser calculados para cualquier
serie observada a través de la FFT. Finalmente la coherencia estad́ıstica calculada en las
distintas frecuencias representa una ventaja en la construcción de redes funcionales corti-
cales, pues permite determinar la sincronización de la actividad cerebral en las distintas
frecuencias que forman las oscilaciones neuronales.
CAPÍTULO 3
Materiales y métodos
El presente caṕıtulo consta de dos secciones principales: en la primera se describe el corpus
de datos usado para éste trabajo, su proceso de validación y depuración para obtener
información de alta calidad [30]. En la segunda sección se explica la metodoloǵıa aplicada
considerando los conceptos teóricos presentados en el caṕıtulo anterior. Todos los análisis
presentados fueron relizados usando el software estad́ıstico R versión 3.6.1 [54].
3.1. Corpus de datos
Los datos utilizados corresponden a 116 mediciones de MEG con 190 sensores en un ex-
perimento de ER recolectadas en 89 sujetos sanos usando una unidad MAGNES 3600 en
cuartos sellados magnéticamente en la Universidad de Saint Louis (San Diego, California).
Los datos fueron recolectados en sesiones de seis minutos correspondientes a tres medi-
ciones, mientras el sujeto se encontraba acostado con los ojos abiertos y la vista fija en
un punto proyectado en un cuarto oscuro. A nivel individuo el resultado de una medición
sobre un sensor se denomina segmento, mientras que a todos los resultados sobre el mismo
sensor se denomina señal [46].
Se tomaron mediciones dentro de los cuartos vaćıos durante cinco minutos que fueron
comparadas con un conjunto de datos de referencia con el fin de evitar malfuncionamientos
del hardware o ruido ambiental excesivo, estimar los niveles de ruido base y realizar las
medidas correctivas necesarias de forma apropiada. Durante la medición de la actividad
cerebral en los sujetos se realizaron de forma simultanea electrooculograf́ıas (EOG) en
ambos ojos, electrocardiograf́ıas (ECG) y electromiograf́ıas (EMG) con el fin de filtrar la
actividad ocular, cardicaca y muscular de las señales cerebrales obtenidas.
Los registros fueron validados y preprocesados con el fin de obtener información de alta
calidad. El proceso de validación incluyó algunos análisis sobre las series obtenidas con el
fin de descartar sensores de mala calidad, evitar incrementos agudos en los niveles de ruido
y verificar la linealidad robusta en el rango de la frecuencia de muestreo y la presencia de
alta correlación entre señales correspondientes a sensores espacialmente cercanos.
La detección de sensores de baja calidad se realizó usando criterios de baja correlacion
y alto cociente de varianzas entre señales asociadas a canales vecinos. Se marcaron como
segmentos de medición de baja calidad aquellos cuyo z-score asociado a la distribución
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de estad́ısticas de la serie temporal completa fuese mayor a 20. Los sensores y segmentos
de baja calidad, asi como los datos crudos fueron usados posteriormente en un Análisis
Iterativo de Componentes Independientes para detectar otros sensores y segmentos con
baja calidad de información. Tras el preprocesamiento todos los sensores y segmentos
detectados fueron retirados del corpus de datos. Para más detalles de la obtención y el
procesamiento de los datos puede consultarse [46].
3.2. Métodos
3.2.1. Dinámica
Los componentes sinusoidales de las señales originales fueron capturadas mediante la
Transformada Rápida de Fourier (FFT) usando el filtro band-pass en las cuatro bandas
de frecuencia por medio de la función fft, obteniendo para cada una un corpus de datos
del mismo tamaño que el original a fin de realizar análisis independientes en las diferen-
tes bandas. La estacionariedad de las series fue verificada mediante el Test Aumentado
de Dickey-Fuller (adf.test) con el fin de garantizar el supuesto de la transformada de
Fourier.
En segunda instancia se efectuó el cálculo de la entroṕıa normalizada (2.1) y la compleji-
dad estad́ıstica (2.3) mediante el criterio de ventana deslizante propuesto por Bandt and
Pompe [4] usando la distribución de probabilidad de los patrones de orden de las señales
filtradas. Para probar la no linealidad de las señales se generaron datos subrogados de cada
conjunto de series temporales. Ante la alta demanda computacional del cálculo se realizó
una reducción del corpus de datos: 40 sujetos fueron seleccionados de forma aleatoria de
los 89 iniciales, y la cantidad de segmentos se redujo de 116 a 20, obteniendo conjuntos
de datos donde cada señal consta de 20360 puntos. Las pruebas de estacionariedad fueron
realizadas a fin de validar los supuestos para la aplicación de la FFT al corpus reducido. El
conjunto de datos reduce la demanda computacional asociada al cálculo de los parámetros
en las señales surrogadas, permite trabajar con patrones de orden en altas dimensionalidad
D = 3, . . . , 7, y sus parámetros dinámicos asociados muestran una variacion menor al 1 %
respecto a los calculados sobre las señales en el corpus inicial.
Finalmente, se probó la presencia no linealidad en la dinámica asociada a las series tem-
porales en cada banda de frecuencia por medio del test de Mann-Whitney usando un
conjunto de 50 series subrogadas para cada señal en el corpus. Las subrogadas fueron
generadas usando la funcion aaft de la libreŕıa season.
3.2.2. Parámetros de red
Las matrices de adyacencia fueron generadas para todos los sujetos y bandas de frecuencia
mediante el uso de la función coh de la libreria seewave para el cálculo de la coherencia
estad́ıstica y corresponde a la matriz de coherencias entre las señales filtradas. Por consis-
tencia con la teoŕıa de redes los elementos en la diagonal de la matriz se asumen iguales
a cero. Las entradas de las matrices fueron filtradas para descartar valores de asociación
bajos y obtener información de alta calidad del comportamiento de la red utilizando el
ECO-filter propuesto en [13], el cuál garantiza un balance entre la conservación de la efi-
ciencia global y local en la transmisión de información y la densidad de links. Para esto
se creó una red mı́nima del arbol conector conservando los enlaces con mayores pesos en
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la matriz usando el algoritmo de Prim hasta obtener una red completamente conectada;
posteriormente se introdujeron los enlaces con pesos más altos hasta obtener un grado pro-
medio igual a tres. Las matrices obtenidas fueron finalmente usadas para el cálculo de los
parámetros estructurales de los nodos en la red por medio de la libreria NetworkToolbox.
Las propiedades de la red descritas por los parámetros pueden deberse a dos causas: la
estructura organizacional propia de la red o el azar. El modelo nulo permite determinar la
fuente de las propiedades de la red por medio del cálculo de los parámetros sobre versiones
aleatorizadas de la matriz de adyacencia. Para su construccion se aleatorizaron los valores
de las matrices de adyacencia originales manteniendo fijos los elementos en la diagonal y
posteriormente se aplicó el ECO-filter para eliminar los enlaces con bajo peso. Se generaron
50 versiones aleatorizadas para cada matriz, se computaron los respectivos parámetros y
se calculó el valor del parámetro normalizado, definido como el cociente entre el promedio
del parámetro en todos los nodos en las redes originales y en las redes subrogadas. Los
cocientes fueron calculados para cada uno de los sujetos. Adicionalmente, se realizaron
pruebas de Mann-Whitney entre las distribuciones de los parámetros para determinar la
existencia de diferencias significativas.
3.3. Dinámica y redes
Los parámetros dinámicos y estructurales obtenidos fueron usados en un Análisis de Com-
ponentes Principales usando la función PCA de la libreria FactoMineR para determinar la
existencia de asociación entre la dinámica y la estructura propias de cada nodo. Se generó
una variable de interacción entre la dinámica y la estructura a partir de la cual se calculó
un punto de corte mediante la técnica de estratificación de Hidiroglou-Lavallée. Finalmen-
te se ajusto un modelo de regresión entre la entroṕıa y el coeficiente de agrupamiento en
canales donde la variable artificial superaba el valor del punto de corte para explorar la
existencia de una relación lineal significativa.
CAPÍTULO 4
Resultados
Se discuten los resultados obtenidos al aplicar la metodoloǵıa descrita en el caṕıtulo 3 a las
señales cerebrales. La primera sección describe los resultados del análisis de dinámica en
la actividad cortical en las regiones de medición. Cabe mencionar que el presente trabajo
tiene como objetivo únicamente el análisis dinámico mediante teoŕıa de la información,
ciencia de datos y dinámica no lineal. Posteriormente, como análisis extracurricular a este
proyecto, se analizan las redes funcionales y los parámetros de conectividad asociados.
Por último, se explora la posible relación entre los parámetros dinámicos y estructurales.
El análisis presentado se enfoca en la banda α debido a su exclusiva asociación con alta
actividad para el ER. Los resultados y la discusión correspondiente a las demás bandas
pueden encontrarse en el apéndice.
4.1. Dinámica.
El análisis de la dinámica de las señales cerebrales se realiza considerando las bandas
de frecuencia asociadas a procesos neuronales en la región cortical que dan lugar a la
existencia de distintos mecanismos de respuesta, análisis de información y procesamientos
cognitivos. Un ejemplo de la descomposición de la señal en los componentes sinusoidales
asociados a las bandas de frecuencia se muestra en la Figura 4.1, donde se evidencia una
clara importancia de la banda α en ER considerando que la amplitud de la señal filtrada
es comparativamente mayor respecto a las demás bandas.
Los sistemás dinámicos asociados a la actividad neuronal requieren del análisis de series
de tiempo no lineales. Sin embargo, algunas herramientas como la Función de Autoco-
rrelación (FAC) permiten evaluar la preservación de memoria en las distintas bandas de
frecuencia. En las señales originales se evidencia la existencia de autocorrelación positiva
estad́ısticamente significativa al considerar los primeros cien rezagos -ventana temporal de
2 décimas de segundo- tal como se muestra en la Figura 4.2. La FAC evidencia la existencia
de correlación positiva significativa en la señal original asociada a relaciones directas en la
actividad cortical bajo ER. Para las diferentes bandas de frecuencia se observa una reduc-
ción en la amplitud de la FAC que evidencia la disminución de efectos de correlación de
rezagos menores en la señal, mientras que la reducción en el periodo oscilatorio de la FAC
al aumentar la frecuencia de la banda muestra que las dependencias estad́ısticas cambian
de sentido con mayor rapidez. Dado que la FAC no solo considera la correlación entre los
19
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valores de la serie temporal para un rezago τ , sino también las estructuras de dependencia
que surgen entre rezagos consecutivos menores a τ , es necesario el uso de la funcion de
autocorrelación parcial para determinar la correlación directa entre la serie temporalpara
un rezago espećıfico ignorando rezagos de orden menor.
Figura 4.1. Serie original y series filtradas. A) Serie Original. Las series filtradas se muestran
de acuerdo a la banda de frecuencia B) θ, C) α, D) β, E) γ. Las amplitudes de las
series filtradas corresponden a las magnitudes de los campos magnéticos (fT ) de la
actividad cortical transmitida en dichas frecuencias.
La función de autocorrelación parcial (FACP) determina el valor de la correlación bajo
distintos rezagos temporales eliminando el sesgo ejercido por correlaciones asociadas a
rezagos menores. En general, la asociación temporal disminuye drásticamente respecto a
los valores de FAC, confirmando que las correlaciones de orden superior se ven influenciadas
por aquellas de menor orden En el caso de la señal original se observa la existencia de
correlaciones significativas en los primeros siete rezagos y algunas de menor magnitud en
rezagos de orden superior (ver Figura 4.3). Los valores de FACP de las bandas muestran
una caracteŕıstica común asociada a los procesos sinápticos: la correlación parcial alcanza
su máximo valor en el primer rezago y su mı́nimo valor en el segundo, sugiriendo un
descenso abrupto en la carga eléctrica neuronal producido después de la transmisión del
potencial eléctrico En los rezagos de orden superior existen diferencias en la asociación
temporal entre bandas de frecuencia, mientras que las bandas α y θ muestran correlaciones
positivas en los primeros rezagos, en los rezagos de orden superior se vuelven negativas y
tienden a ser menos significativas. En las bandas β y γ la correlación se mantiene negativa
en los primeros rezagos (40 y 20 respectivamente) y posteriormente toma valores alrededor
de la banda de confianza. En términos generales el aumento de frecuencia en la banda
reduce la cantidad de rezagos iniciales donde existe correlación positiva significativa, y se
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evidencia que las señales corticales en ER no pueden caracterizarse a partir de procesos
de ruido pues la existencia de correlaciones significativas para diferentes rezagos revelan
la existencia de componentes autorregresivos en la señal, y por ende la capacidad de
preservación de memoria.
Figura 4.2. FAC de la señal original y la obtenida mediante bandas de frecuencia: A) Serie Ori-
ginal, B) θ, C) α, D) β, E) γ. Existe una alta conservación de memoria en todas las
señales registradas en los primeros rezagos. La señal original muestra valores altos
de correlación total asociados a relaciones directas en la actividad cortical para di-
ferentes rezagos. Las oscilaciones en las bandas de frecuencia exhiben correlaciones
alternantes que evidencian estructuras de correlación positivas y negativas en diferen-
tes rezagos temporales. La disminución en las amplitudes está asociada a la reducción
de los efectos de correlación asociados a rezagos menores. La reducción en el periodo
de oscilaciones de la FAC al aumentar la frecuencia muestra mayor susceptibilidad
de las estructuras de correlación ante cambios en los rezagos temporales.
Las series filtradas fueron usadas para determinar la distribución de probabilidad de los
patrones de orden que permiten calcular las medidas dinámicas del sistema considerando
diferentes dimensiones de anidamiento. En primer lugar consideramos la entroṕıa norma-
lizada (H), medida que se encuentra asociada a la aleatoriedad presente en el sistema
considerando los estados generados según la ventana de observación D. A partir de las dis-
tribuciones de H que se muestran en la Figura 4.4 se evidencian que la actividad presente
en el sistema muestra un mayor nivel de determinismo al aumentar las dimensiones de
anidamiento y en bandas de menor frecuencia.Esto se debe a que el aumento en la dimen-
sión de anidamiento incrementa la capacidad de memoria de los patrones disminuyendo la
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aleatoriedad del sistema, mientras que al disminuir los valores de frecuencia de la banda
las variaciones en la amplitud de la señal disminuyen, generando una variedad reducida
de patrones que inducen una disminución en el valor de H. En la Tabla A.1 se presentan
las principales estad́ısticas asociadas a las distribuciones de H. No obstante, si bien los
valores promedio de entroṕıa son distintos, su variabilidad se mantiene al usar diferentes
dimensiones de anidamiento en una banda determinada, mientras que los valores de los
cuartiles de las distribuciones permiten deducir que los valores de entroṕıa se dan en un
rango muy reducido.
Figura 4.3. FACP de la señal original, y la obtenida mediante bandas de frecuencia: A) Serie
Original, B) θ, C) α, D) β, E) γ. Existe una alta conservación de memoria en todas
las señales registradas y una notoria disminución en los valores de autocorrelación re-
sultante de la eliminación de las dependencias asociadas a rezagos menores. La señal
original muestra valores de autocorrelación positivos evidenciando correlación directa
en la actividad cortical general para periodos de tiempo muy cortos. La asociación
entre valores de la señal cambia al aumentar la banda de frecuencia: para las ban-
das θ y α las correlaciones en rezagos pequeños son positivas evidenciando relación
directa en la actividad cortical en escalas de tiempo muy pequeñas; las bandas β y γ
muestran correlaciones negativas en gran parte de los rezagos, lo que evidencia altas
fluctuaciones en la actividad cortical bajo dichas bandas de frecuencia. Las señales
poseen propiedades autoregresivas al poseer valores de correlación significativos.
La segunda medida dinámica, la complejidad estad́ıstica (2.3), se asocia a la generación
comportamientos emergentes y autoorganización en el sistema. Las distribuciones de C
(ver Figura 4.5) muestran que bajo las bandas de frecuencia δ y α su nivel de autoor-
ganización disminuye al considerar mayores dimensiones de anidamiento, lo que implica
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que la generación de nuevos comportamientos en el sistema en éstas bandas ocurre al
considerar escalas temporales más cortas. La banda β muestra valores de C menores para
D = 3 sugiriendo menor autoorganización respecto ventanas temporales mayores, donde
dicha propiedad es más consistente al mostrar valores similares del parámetro dinámico.
Por otra parte, el incremento en la complejidad para mayores valores de D bajo la banda
γ muestra la aparición de nuevas dinámicas en el sistema aumenta al considerar mayores
escalas temporales. Finalmente, las distribuciones del parámetro C al igual que las de H
son homogéneas de acuerdo a los valores de las estad́ısticas distribucionales presentadas
en la Tabla A.2.
Figura 4.4. Distribuciones de entroṕıa para diferentes frecuencias y dimensiones de anidamiento.
A) θ , B) α, C) β, D) γ. Los valores de entroṕıa se reducen al considerar mayores
dimensiones de anidamiento al conservar mayor memoria en los patrones y disminuir
la aleatoriedad de las señales. Las bandas de frecuencia menores presentan valores de
entroṕıa más pequeños debido a menores variaciones en la amplitud de la señal que
generan una variedad más reducida de patrones e inciden en el valor del parametro.
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Figura 4.5. Distribuciones de complejidad para diferentes frecuencias y dimensiones de anida-
miento. A) θ , B) α, C) β, D) γ. La autoorganización representada por los valores
del parámetro tiene una relación inversa con la dimensión de anidamiento para las
bandas θ y α, evidenciando mayor autoorganización para menores valores tempora-
les. Las oscilaciones bajo la banda β muestran menor autoorganización bajo D = 3,
aunque dicha propiedad aumenta dimensiones mayores. La banda γ muestra mayor
capacidad de autoorganización ante mayores ventnas temporales.
Una de las caracteŕısticas más relevantes de la entroṕıa normalizada y la complejidad
estad́ıstica es su estrecha relación funcional. Si bien los análisis previos son útiles para
caracterizar el comportamiento de la dinámica en las ROI, no consideran la existencia de
ĺımites para el valor de C asociado a un determinado valor de H. Estas cotas al igual que
los valores de los parámetros, se muestran para diferentes dimensiones de anidamiento en
la figura 4.6. Las curvas ĺımite están asociadas a las distribuciones de probabilidad que
maximizan y minimizan la complejidad, las cuales, dependen a su vez de la cantidad de
estados asociados al comportamiento temporal del sistema, es decir, de la dimensión D. Se
encuentra una relación entre C y H con marcado espaciamiento entre bandas de frecuencia
de manera ordenada. A medida que la dimensión de observación aumenta, dichas relaciones
van cambiando desde una tendencia negativa a una tendencia positiva cercana a su cota
teórica máxima. En el caso D = 3, la relación HC es decreciente y las bandas de frecuencia
menores tienen valores de complejidad cercanos a sus máximos teóricos. En D = 4, la
tendencia es ahora positiva. El aumento de posibles estados en los que el sistema puede
encontrarse, incrementa, por ende, la resolución con la que se observa la dinámica. En
dimensiones superiores, se observa que la pendiente de dicha tendencia positiva: aumenta
en función de las bandas de frecuencia, se acerca más a los máximos teóricos, y se detecta
un mayor espaciamiento entre valores asociados a diferentes bandas.
CAPÍTULO 4. RESULTADOS 25
Figura 4.6. Diagrama HC. Las curvas negras corresponden a los valores mı́nimo y máximo de
complejidad en función de la entroṕıa. Rojo: θ, azul: α, amarillo: β, verde: γ. Di-
mensiones de anidamiento: A) D = 3, B) D = 4, C) D = 5 D) D = 6, E) D = 7.
Se observan claras diferencias en la dinámica asociada a las señales para las diversas
bandas de frecuencia. La tendencia entre los parámetros dinámicos cambia en fun-
ción de la dimensión de observación y alcanza valores muy cercanos a los máximos
posibles en altas dimensiones de anidamiento.
Debido a que se hizo un barrido completo de las potenciales dimensiones de anidamiento, se
pudo observar cómo la dimensión de observación influye en reagrupamiento de los valores
HC. En ambos casos extremos, para D = {3, 7}, los resultados se presentan con una
tendencia espúria debido a su baja resolución, o cercana a la teórica, que no es propia de
un sistema real. En este sentido, los análisis realizados en adelante involucran el valor de
los parámetros dinámicos obtenidos con D = 5 ante las ventajas que ofrece al conservar
suficiente memoria temporal, la presencia de una tendencia creciente en la relación HC en
las bandas de frecuencia, y la no superposición de los parámetros sobre las curvas ĺımite.
La validación del análisis no lineal requiere el contraste de los parámetros dinámicos en
las señales filtradas respecto a los calculados sobre señales subrogadas. En la Figura 4.7
se presentan las distribuciones de probabilidad de H calculadas en ambos conjuntos de
señales, a saber, la distribución de valores reales de H y su comparativa de distribución
emṕırica de valores extraidos de las señales subrogadas. Se evidencia una clara diferencia
entre la entroṕıa para las series temporales filtradas en las distintas bandas de frecuencia
y sus subrogadas, rechazando la hipótesis nula de que las señales no tienen algún tipo
de estructura no lineal, lo que indica la presencia de dinámica no lineal en las señales
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MEG. El contraste distribucional de los valores de entroṕıa se realizó mediante pruebas
de Mann-Whitnney y Kolmogorov-Smirnov a nivel canal, obteniendo p-valores de orden
menor a 10−4 para todos los canales evidenciando diferencias significativas incluso ante
el uso de la corrección de Bonferroni cuyo valor de significancia es ligeramente superior a
0.00026 para una significancia conjunta de 0.05. Lo anterior sugiere que la entroṕıa de las
señales originales es más baja, por tanto, tiene pocos estados de preferencia en el sistema,
respecto a los altovs valores de entropia de las señales subrogadas, las cuales rompen todo
tipo de correlación no lineal.
Figura 4.7. Distribución de entroṕıa de series originales y surrogadas: A) theta, B) alpha, C) beta,
D) gamma. Se observan diferencias significativas entre la distribucion de entroṕıa de
las series originales (P) y la de sus respectivas surrogadas (P*) que evidencian la
presencia de dinámica no lineal en las señales MEG.
La significancia de los parámetros dinámicos muestran el surgimiento de comportamientos
emergentes en la región cortical durante el estado de reposo. En la figura 4.8 se muestran
los valores de los parámetros dinámicos de los sensores proyectados en la corteza, donde
se evidencia que las ROI con mayor actividad en la banda α están ubicadas en algunas
secciones de los lóbulos parietal y occipital, ligados a la percepción de est́ımulos visuales
y el reconocimiento espacial. Estas ROI’s, a su vez, evidencian un mayor incremento en la
actividad cerebral ante procesos cognitivos de atención.
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Figura 4.8. Mapa de calor de entroṕıa y complejidad. A) Entroṕıa, B) Complejidad. Se observan
valores dinámicos significativamente altos en las regiones parietal y occipital asociadas
a procesos cognitivos visuales y de procesamiento espacial.
En este sentido, en particular para D = 5 y la banda α, se encontró una relación entre
ambos parámetros dinámicos H y C. Además, se pudo identificar un patrón espacial de
ciertas ROI’s que se reorganizan al rededor de los lóbulos parietal y occipital generando
aśı, una emergencia de la dinámica cortical asociadas a las señales MEG en ER. Las demás
bandas y dimensiones de anidamiento son presentadas en el apéndice. En estas, algunas
nuevas regiones corticales emergen como relevantes según tanto la banda como la ventana
de observación. No obstante, el estudio detallado de las demás bandas y dimensiones está
más allá del alcance de este trabajo debido, entre otras cosas, a que el experimento es para
ER y las demás bandas asocian otros tipos de est́ımulos y/o tareas de memoria o motoras.
4.2. Estructura.
El estudio de la dinámica en las ROI ha permitido evidenciar la generación de nuevos pa-
trones espacio-temporales nivel local (sensor). Sin embargo, las regiones corticales pueden
exhibir dependencias estad́ısticas en su actividad que no surgen de conexiones anatómi-
cas, dando lugar a la existencia de interacción entre distintas ROI, potencialmente, a fin
de facilitar su integración y mejorar el desempeño en los procesos cognitivos y sensoria-
les [8]. La medición de la sincronización entre pares de regiones se realiza a través de la
coherencia estad́ıstica, a partir de la cual se forman las matrices de pesos, que será el
objeto matemático de la representación de la red funcional. Sobre estas matrices se aplica
el algoritmo ECO-filter [13] para descartar valores bajos en la sincronización funcional o
correlaciones espúrias. En este contexto, los nodos de la red corresponden a las ROI en
la corteza cerebral, mientras que los enlaces asocian la intensidad de sincronización en su
actividad. A continuación se muestran los resultados para la banda α, mientras que los
análisis para las demás bandas pueden encontrarse en el apéndice.
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El análisis de las conexiones funcionales presentado incorpora el cálculo de tres parámetros
de centralidad: fuerza (s), centralidad de vector propio (ec) y coeficiente de agrupamiento
(cw). La fuerza de un nodo cuantifica su centralidad en la red de acuerdo a la intensidad
de sus enlaces. Su distribución de probabilidad calculada sobre los 40 sujetos del estudio
muestra la presencia de una gran cantidad de ROI’s que tienen poca influencia sobre sus
vecinos. En contraste, un pequeño grupo se altamente se sincroniza con otras regiones.
La centralidad de vector propio permite determinar la influencia global de un nodo con-
siderando la conectividad asociada a sus vecinos, mientras el coeficiente de agrupamiento
se asocia con su capacidad de interconexión de pequeños grupos de nodos y su actividad
simultanea. En la Tabla A.3 se presentan las principales estad́ısticas asociadas a las dis-
tribuciones de éstos parámetros, dónde se evidencia una mayor capacidad de segregación
funcional en la banda α debido al alto valor medio de cw, aún en presencia de nodos cuya
capacidad de interconexión entre sus vecinos es nula , mientras que el valor promedio de
ec asociado a la influencia global de los nodos es pequeño a nivel general.
Para determinar la significancia de los parámetros ec y cw a nivel general se usan versiones
aleatorizadas de las matrices de pesos, que permiten evaluar el surgimiento de propiedades
estructurales como consecuencia de la organización en la red y no por efectos aleatorios.
Los parámetros fueron calculados para cada sujeto considerando la matriz de pesos original
y 50 aleatorizaciones; el valor promedio del parámetro en consideración fue calculado para
la red original y sus versiones aleatorizadas, y posteriormente se determino el valor del
parámetro normalizado definido como: Xn = X/X∗, donde X y X∗ representan el valor
del parámetro en la red original y en la red aleatorizada, respectivamente.
Figura 4.9. Valores normalizados de parámetros de red en distintas regiones corticales. A) cw, B)
ec. Cada histograma corresponde al valor promedio de los parámetros normalizados
en los sensores de cada lóbulo cortical en los 40 sujetos de estudio. Se evidencia que las
interconexiones entre vecinos del mismo nodo representados por cw son significativos
al tomar valores mayores a uno, y sugieren la presencia de segregación funcional en
el procesamiento bajo ER. Los valores de ec muestran una clara similaridad con los
obtenidos en las redes aleatorizadas, evidenciando la ausencia de influencia de los
sensores en toda la red.
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En la Figura 4.9 se observan los valores de los parámetros normalizados de acuerdo al
lóbulo cortical. El coeficiente de agrupamiento normalizado toma valores superiores a uno
en todos los lóbulos, evidenciando la existencia de interconectividad propia del sistema y
no debido al azar. Para la banda α se observa valores altos del parámetro principalmente en
los lóbulos occipital y temporal, asociados a procesos de atención y estimulación sensorial,
principalmente a percepción visual y auditiva. Los valores de ec son mayoritariamente
inferiores a uno, lo que sugiere que el valor de dicho parámetro se encuentra mayormente
influenciado por la cantidad de enlaces y sus pesos que por la propia estructura de la red.
Esto sugiere que no hay nodos que influyan en la actividad global de la red de manera
significativa.
Los valores de los parámetros en las redes originales fueron contrastados a nivel local
con los calculados sobre las redes aleatorizadas mediante la prueba de Mann-Whitnney.
Los p-valores asociados a las pruebas para el coeficiente de agrupamiento mostraron
valores significativamente menores a 0.05 en los canales de las regiones occipital, parietal
posterior y gran parte de la región temporal, mientras que no se evidenciaron diferencias
significativas en la centralidad de vector propio. Como resultado se obtiene una reducción
en el número de ROI con un coeficiente de agrupamiento significativo, y se confirma la
ausencia de nodos con alta influencia en la red considerando la no significancia de los
valores de ec. Estos resultados son consistentes con los obtenidos al analizar el valor de
los parámetros normalizados.
Figura 4.10. Red funcional entre áreas corticales para la banda α. El tamaño de los nodos es
mı́nimo cuando su valor de cw no es significativo respecto a las redes aleatorizadas,
y es proporcional a cw en caso contrario. Los valores wij de los enlaces muestran la
intensidad de la sincronización en la actividad cortical entre los nodos. Se observa
alta sincronización y segregación de la actividad cortical en los lóbulos temporal y
occipital.
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La Figura 4.10 muestra la red asociada a la sincronización entre los ROI en la banda α
asociando los pesos de los enlaces wij a una escala normalizada, y los tamaños de los no-
dos al valor del agrupamiento pesado cw. La región posterior de la corteza revela una alta
presencia de ROI con capacidad de segregación funcional debido a su alto valor del coefi-
ciente de agrupamiento, y enlaces con peso alto en las regiones occipital y temporal, que
evidencian actividad mancomunada de regiones neuronales frente a procesos de atención
(potencialmente est́ımulos auditivos y visuales). Finalmente, aunque existe sincronización
en los nodos donde el valor de cw no es significativo, su capacidad de procesamiento por
segregación es muy bajo frente a los procesos cognitivos considerados.
4.3. Estructura y dinámica.
En las anteriores secciones se analizó la actividad cerebral en las ROI a través de los
parámetros dinámicos de entroṕıa y complejidad, y la organización estructural que surge
en la corteza como producto de la sincronización en dicha actividad. Considerando la ocu-
rrencia simultanea de ambos fenómenos, es natural preguntarse por la existencia de una
potencial relación entre la dinámica de actividad de los ROI y las propiedades estructu-
rales derivadas de su interconexión funcional. Con el fin de indagar en dichas relación se
realizó un Análisis de Componentes Principales (ACP) con 190 observaciones resultantes
del promedio de los parámetros a nivel de ROI sobre los 40 sujetos seleccionados. Se usó,
como variable suplementaria, el lóbulo cortical asociado a cada ROI El primer plano fac-
torial resultante explica el 91.6 % de la varianza de los parámetros, siendo la contribución
a la variabilidad en todos ellos superior al 80 % como se muestra en la Tabla 4.1. Las
correlaciones entre los parámetros y los componentes se muestran en la Tabla 4.2.
Componente
Parámetro
H C cw ec s
1 40.01 50.04 49.54 86.53 66.01
2 59.33 49.12 30.76 5.48 21.30
Total 99.34 99.16 80.30 92.01 87.31
Tabla 4.1. Porcentaje de variabilidad de los parámetros dinámicos y estructurales explicado por
los primeros dos componentes principales. Los primeros componentes explican proco
menos del 100 % de la variabilidad asociada a los parámetros dinámicos y más del 80 %
de los parámetros de red. El porcentaje de variabilidad total explicada es de 91.6 %,
por lo que solo se conservan los primeros dos componentes para el análisis.
Componente
Parámetro
H C cw ec s
1 0.633 0.707 0.704 0.930 0.812
2 0.770 0.701 -0.555 -0.234 -0.462
Tabla 4.2. Correlación entre los parámetros y las primeras dos dimensiones del plano factorial.
Los parámetros dinámicos (H,C) exhiben correlaciones altas con ambos componentes,
mientras que la correlación de los parámetros de red (cw, ec, s) poseen correlación
negativa con el segundo componente.
Las proyecciones de los parámetros sobre el primer plano factorial muestran la existencia
de algunas relaciónes entre las variables dinámicas y de red, y el lóbulo cortical donde se
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localizan las ROI. Las ROI localizadas en el lóbulo occipital se concentran en los cuadran-
tes del plano generado por las variables dinámicas (H y C) y topológicas (ec, s, cw) como se
muestra en la Figura 4.11, lo que indica una mayor ocurrencia de procesos dinámicos y de
sincronización en ésta región. Algunos canales pertenecientes al lóbulo parietal se encuen-
tran mayormente asociados a variables dinámicas. También se evidencian valores altos de
cw para algunos nodos en el lóbulo temporal. Por último, la ortogonalidad presente entre
los parámetros dinámicos y estructurales, principalmente el coeficiente de agrupamiento,
sugieren la ausencia de relación lineal entre la dinámica de los nodos y sus propiedades
estructurales.
Figura 4.11. Variables dinámicas en primer plano factorial.
Ante la posible ausencia de relación lineal entre dinámica y estructura, se seleccionaron
algunas ROI para ajustar un modelo de regresión. Para la selección se creo una variable
que mide la interacción entre la H y cw, denotada como I = H ∗ cw. La selección de estas
variables se fundamenta en la alta correlación existente entre los parámetros dinámicos H y
C, y la presencia de nodos con valores significativos para el coeficiente de agrupamiento cw.
Los canales fueron estratificados de acuerdo al valor de I usando el criterio de Hidiroglou-
Lavallée para seleccionar un valor de umbral, de forma que aquellos, cuyo valor de I fuese
superior al punto de corte se inclúıan en el modelo. La Figura 4.12 se muestra el ajuste del
modelo, el valor del coeficiente de determinación R2 y el valor p asociado a la regresión. El
modelo obtenido no presenta un buen ajuste de H a nivel canal en términos de su cw, pues
la proporción de variabilidad explicada es de 1.9 %, existe una alta cantidad de puntos
fuera de la región de confianza, y la significancia de la pendiente es mayor a 0.05, por
lo que se busca un mejor ajuste al discriminar las ROI de acuerdo a su correspondiente
lóbulo cortical.
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Figura 4.12. Modelo de regresión en canales estad́ısticamente significativos. La ecuación asociada
a la recta de regresión es H = 0.27−0.001Cw con R2 = 0.019 y p = 0.18. Se observa
una alta cantidad de puntos fuera de la región de confianza determinada por el area
sombreada, lo que reduce la variabilidad de H explicada por el modelo.
Asumiendo que la relación entre H y cw podŕıa variar a nivel cortical, se genera un modelo
lineal entre las variables para cada lóbulo. En la Figura 4.13 se muestran los modelos
ajustados obtenidos, donde se observa que los modelos asociados a los lóbulos parietal
y temporal no permiten explicar la variabilidad de la entroṕıa por medio del coeficiente
de agrupamiento, pues los valores p asociados al coeficiente de regresión son superiores a
0.05. En el modelo asociado a los canales del lóbulo occipital se observa una pendiente
significativa que surge como efecto de algunos puntos con valores at́ıpicos que pueden
incidir drásticamente en el valor de la pendiente; también se observan muchos puntos
fuera de la banda de confianza, lo que reduce la variabilidad explicada por el modelo.
Por esta razón, el modelo ajustado en esta región cortical, tampoco permite relacionar las
variables dinámicas y topológicas de los canales.
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Figura 4.13. Modelo de regresion en canales significativos de acurdo a la región cortical. A)
Región occipital; H = 0.27 − 0.0014Cw con R2 = 0.083 y p = 0.04. B) Región
parietal; H = 0.27 − 0.0014Cw con R2 = 0.084 y p = 0.36. C) Región temproal;
H = 0.27+0.0011Cw con R
2 = 0.033 y p = 0.31. Las regiones sombreadas alrededor
de las rectas de regresión corresponden a las bandas de confianza del modelo. Se
evidencia una alta presencia de puntos por fuera de las regiones de confianza lo que
reduce la variabilidad explicada por el modelo.
Discusión y prospectiva de resultados
La existencia de dinámica no lineal en las ROI en las diferentes bandas de frecuencia
evidencia la capacidad de autoorganización de la actividad cerebral en ER. Los valores de
correlación parcial de las señales evidencian una fuerte asociación entre los primeros rezagos
temporales en todas las bandas de frecuencias, lo que indica la preservación de memoria
de la actividad cortical en periodos de hasta 5 centésimas de segundo, y sugiere que los
procesos corticales bajo ER no pueden considerarse como puramente ruidosos al existir
dependencias estad́ısticas entre rezagos de la señal. El análisis de la dinámica bajo las
diferentes dimensiones de anidamiento muestra un cambio en la tendencia de la correlación
entre la información presente en los patrones de las señales, y la emergencia de nuevas
dinámicas de acuerdo a lo observado en el plano HC. En este sentido para dimensiones de
anidamiento pequeñas, la emergencia de nuevos estados en la dinámica cerebral es mayor
en bandas de baja frecuencia al exhibir comportamientos más complejos. Para dimensiones
mayores, los parámetros revelan la presencia de dinámicas altamente complejas en bandas
de alta frecuencia, asi como la tendenćıa a comportamientos deterministas en bandas de
baja frecuencia, explicada por bajos valores de la entroṕıa normalizada.
Para el análisis espacial de las ROI, los valores de los parámetros bajo D = 5 se considera-
ron menos suceptibles a la dimensión de anidamiento, por ende ofrecen mayor confiabilidad
al tomar valores asociados a dinámicas complejas no deterministas sin alcanzar los máxi-
mos valores posibles de complejidad. Para la banda α ambos parámetros H y C muestran
la presencia de una dinámica global consistente a nivel cortical en ER asociada de manera
directa a su capacidad de autoorganización y sincronización, especialmente en las regio-
nes occipital y parietal, asociadas a la percepción de est́ımulos visuales y reconocimiento
espacial.
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El estudio de diversos parámetros de centralidad asociados a la red funcional, muestra la
significancia de cw, como medida de segregación, en los lóbulos occipital y temporal. Por
otra parte, la influencia individual de los nodos en la red determinado por ec resulta ser
no significativa a nivel general.
A nivel cortical, los lóbulos parietal y occipital exhiben dinámicas complejas y estructu-
ras de sincronización importantes que revelan mayor organización y mejor capacidad de
procesamiento simultaneo en dichas regiones ante est́ımulos visuales. El lóbulo temporal
también posee propiedades de sincronización funcional, aun cuando la complejidad de su
actividad es ligeramente menor. Esto sugiere la importancia del rol de la actividad de
segregación, frente a la percepción de est́ımulos auditivos en ER.
La ausencia de relaciones lineales entre los parámetros dinámicos y estructurales eviden-
ciada en el ACP y confirmada en los modelos lineales generados a nivel global y cortical,
muestran que las configuraciones estructurales entre las ROI no inciden en su actividad.
Algunos resultados complementarios a los presentados en éste trabajo pueden surgir al
abordar nuevas metodoloǵıas, como el uso de los incrementos en las series temporales para
la conducción de los análisis, la exploración de otras medidas para la construcción de las
matrices asociadas a las redes funcionales y el uso de una mayor variedad de parámetros
estructurales.
APÉNDICE A
Dinámica y estructura en otras bandas de
frecuencia
En la presente sección se analizan los resultados del análisis de valores dinámicos y to-
pológicos para las bandas de frecuencia en las demás regiones corticales.
Análisis dinámico
El análisis exploratorio de los parámetros dinámicos calculados en las señales correspon-
dientes a todas las bandas de frecuencia y las diferentes dimensiones de anidamiento fue
presentado en el capitulo 4. El cuerpo principal del documento se centró en estudiar la
banda α, por ser esta la que está asociada al ER. También se hizo énfasis en trabajar
la dinámica en la dimensión de anidamiento D = 5, ya que esta permite un equilibrio
en la observación del sistema a una mayor resolución temporal, sin llegar al caso en el
que el sistema refleja comportamientos cercanos a los máximos teóricos de la complejidad
estad́ıstica. A continuación, se presenta un análisis comparativo de la dinámica estudiada
para las demás bandas de frecuencia considerando los lóbulos corticales.
En la figura A.1 se muestran los valores de los parámetros dinámicos para distintas bandas
de frecuencia en el lóbulo cortical considerando una dimensión de anidamiento igual a
cinco. Se observa que las ROI con mayores valores de H poseen tambien altos valores de
C en las distintas bandas de frecuencia, sugiriendo que los canales con mayor actividad
cortical poseen a su vez mayor autoorganización. En el caso de la banda θ, la actividad
es más intensa en los lóbulos occipital y parietal y algunas ROI de los lóbulos temporales
asociados a la percepción visual y auditiva. La actividad asociada a la banda β se concentra
en las ROI ubicadas en el lóbulo frontal y una pequeña parte del lóbulo parietal anterior
asociados a procesos motrices durante ER. En el caso de la banda γ no se observa una
concentración de ROI particular aunque los canales con mayor actividad se encuentran en
la periferia de la corteza en regiones asociadas a diferentes clases de est́ımulos, incluyendo
la percepción sensorial visual y auditiva, aśı como la generación de movimiento.
En las las tablas A.1 y A.2 se presentan las principales estad́ısticas asociadas a las distri-
buciones de entroṕıa y complejidad, donde se observan valores altamente homogeneos de
los parámetros dinámicos en cada banda de frecuencia. La variación de las distribuciones
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APÉNDICE A. DINÁMICA Y ESTRUCTURA EN OTRAS BANDAS DE FRECUENCIA 37
de ambos parámetros y los valores de sus cuartiles muestran que los parámetros toman
valores en un rango reducido bajo cada banda de frecuencia. La curtosis positiva asociada
a las distribuciones muestra una alta densidad alrededor de la zona central en las bandas θ,
α y γ, mientras que bajo la banda β los valores negativos indican una menor concentración
de los parámeros alrededor de su media. Adicionalmente los valores de asimetŕıa se aso-
cian a distribuciones de H con cola superior para la banda θ y cola inferior para la demás
bandas de frecuencia; en el caso de las distribuciones de C la asimetŕıa cambia cuando la
dimensión de anidamiento es mayor a tres y en tal caso, las distribuciones presentan una
mayor concentración hacia la izquierda para la banda θ y hacia la derecha para las demás
bandas.
Parámetro Banda Estad́ıstica D=3 D=4 D=5 D=6 D=7
H
θ
Media 0,4564 0,2966 0,2231 0,1816 0,1551
SD 0,0014 0,0016 0,0016 0,0015 0,0015
Curtosis 0,5187 0,4966 0,4498 0,4106 0,3642
Asimetria 0,2842 0,2741 0,265 0,2567 0,246
Q1 0,4555 0,2956 0,2221 0,1805 0,1541
Mediana 0,4563 0,2966 0,2231 0,1815 0,155
Q3 0,4573 0,2976 0,2241 0,1825 0,156
α
Media 0,5006 0,3465 0,2729 0,2302 0,2023
SD 0,0034 0,0038 0,0037 0,0036 0,0035
Curtosis 0,2316 0,2258 0,2101 0,1999 0,1896
Asimetria -0,3003 -0,3259 -0,3504 -0,3819 -0,416
Q1 0,4985 0,3442 0,2707 0,2279 0,2002
Mediana 0,5009 0,3469 0,2734 0,2306 0,2028
Q3 0,5027 0,3489 0,2753 0,2325 0,2046
β
Media 0,5856 0,4436 0,3714 0,3279 0,2988
SD 0,0055 0,0061 0,0059 0,0056 0,0053
Curtosis -0,2078 -0,2258 -0,252 -0,2783 -0,3106
Asimetria -0,2146 -0,2168 -0,2193 -0,225 -0,2285
Q1 0,5817 0,4393 0,3673 0,3239 0,2951
Mediana 0,586 0,444 0,3718 0,3282 0,2992
Q3 0,5896 0,4481 0,3759 0,3321 0,3028
γ
Media 0,6639 0,5286 0,4524 0,4024 0,3662
SD 0,0017 0,0019 0,0019 0,0019 0,0019
Curtosis 0,794 0,7369 0,5494 0,3702 0,1928
Asimetria -0,5318 -0,4793 -0,3856 -0,2816 -0,1805
Q1 0,6628 0,5274 0,4512 0,4012 0,365
Mediana 0,664 0,5287 0,4525 0,4025 0,3662
Q3 0,6651 0,5299 0,4537 0,4037 0,3675
Tabla A.1. Estad́ısticas asociadas a la distribución de entroṕıa normalizada por banda de fre-
cuencia y dimensión de anidamiento.
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Parámetro Banda Estad́ıstica D=3 D=4 D=5 D=6 D=7
C
θ
Media 0,273 0,2341 0,1978 0,1725 0,1525
SD 0,00005 0,0007 0,0011 0,0014 0,0014
Curtosis 0,9684 0,4922 0,4972 0,4748 0,4146
Asimetria -0,5511 0,2639 0,2754 0,2725 0,2587
Q1 0,2729 0,2337 0,1971 0,1716 0,1515
Mediana 0,273 0,2341 0,1978 0,1725 0,1524
Q3 0,273 0,2345 0,1985 0,1734 0,1534
α
Media 0,2697 0,2538 0,2328 0,2156 0,1978
SD 0,0004 0,0014 0,0026 0,0032 0,0034
Curtosis 0,1934 0,2554 0,2358 0,2226 0,2028
Asimetria 0,1244 -0,3325 -0,313 -0,3378 -0,391
Q1 0,2695 0,253 0,2313 0,2136 0,1958
Mediana 0,2697 0,254 0,2331 0,2159 0,1983
Q3 0,2699 0,2547 0,2345 0,2176 0,2
β
Media 0,2533 0,2818 0,2947 0,2965 0,2877
SD 0,0015 0,0015 0,0038 0,0048 0,0051
Curtosis -0,245 -0,1219 -0,1824 -0,2259 -0,2794
Asimetria 0,1194 -0,2748 -0,2331 -0,2359 -0,2375
Q1 0,2523 0,2808 0,292 0,2931 0,2841
Mediana 0,2533 0,2819 0,2949 0,2968 0,288
Q3 0,2544 0,2829 0,2975 0,3001 0,2914
γ
Media 0,227 0,2988 0,345 0,3601 0,3515
SD 0,0007 0,0004 0,001 0,0013 0,0015
Curtosis 0,7297 0,1845 0,7619 0,6906 0,2909
Asimetria 0,5049 -0,1976 -0,509 -0,4621 -0,2652
Q1 0,2265 0,2985 0,3444 0,3593 0,3506
Mediana 0,227 0,2988 0,3451 0,3602 0,3516
Q3 0,2274 0,299 0,3457 0,361 0,3526
Tabla A.2. Estad́ısticas asociadas a la distribución de complejidad estad́ıstica por banda de fre-
cuencia y dimensión de anidamiento.
Redes
A partir de pruebas de Mann-Whitney realizadas a nivel ROI para comparar las distri-
buciónes de la estad́ıstica ec en la red original y las redes aleatorizadas se determinó que
la influencia de los nodos en la red no es significativa en ninguna de las bandas de fre-
cuencia. Adicionalmente se concluye la significancia del agrupamiento cw, ejercido por los
canales en las distintas bandas de frecuencia. Aunque existen algunos canales cuyo agru-
pamiento es significativo en alguna banda en particular, los valores respectivos a las ROI
pertenecientes a los lobulos occipital, parietal y postero-temporal resultan significativos en
todas las bandas de frecuencia, evidenciando la presencia de sincronización en la actividad
cortical de dichas regiones.
Las estad́ısticas asociadas a las distribuciones de los parámetros de red se muestran en
la tabla A.3. La variabilidad y valores promedio de los parámetros son muy similares
entre las diferentes bandas de frecuencia. Los estad́ısticos asociados a la curtosis de la
distribución muestran una alta concentracion de los valores de ec alrededor de su media.
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Se observan tambien altos valores de asimetria, lo que indica que el valor del parámetro
en la mayoŕıa de ROI es menor a su media, mientras que valores altos de ec son inusuales.
Para el coeficiente de agrupamiento cw se observa la presencia de curtosis positiva que
indican distribuciones con valores muy homogeneos. Asimismo la asimetŕıa asociada a
las distribuciones de dicho parámetro muestran una alta presencia de ROI con valores
pequeños, y evidencian una menor capacidad de segregación funcional.
θ α β γ
ec cw ec cw ec cw ec cw
Media 0,027 0,159 0,025 0,163 0,028 0,148 0,026 0,151
SD 0,067 0,209 0,068 0,219 0,067 0,202 0,068 0,199
Curtosis 10,17 1,406 10,603 1,143 8,063 1,791 10,925 0,826
Asimetria 3,184 1,316 3,274 1,277 2,879 1,437 3,315 1,287
Tabla A.3. Estad́ısticas de parámetros de red en diferentes bandas de frecuencia.
En la figura A.2 se muestran las redes funcionales para las bandas de frecuencia. Se observa
que las redes de las bandas θ y α presentan una gran similaridad en la sincronización de su
actividad cortical con valores de agrupamiento altos y enlaces con fuerte sincronización en
el lóbulo occipital. Tambien se observa que las ROI con mayor capacidad de segregación
funcional se encuentran en los lóbulos temporal y occipital, involucrando algunos de
los nodos donde la actividad es mayor de acuerdo al valor de los parámetros dinámicos
(Figuras A.1, A.2, Paneles A y B). En la red de la banda β los enlaces muestran una
mayor sincronización en las regiones occipital y temporal, aśı como una mayor capacidad
de segregación en la actividad cortical; en estas regiones se evidencia además menor
actividad cortical respecto a la región frontal de acuerdo a los valores de sus parámetros
dinámicos (Figuras A.1C y A.2C). En la banda γ no se observan valores importantes
de sincronización en la actividad cortical y las ROI con alta capacidad de segregación
no presentan una distribución espacial uniforme; tampoco se evidencia relación entre las
propiedades dinámicas y estructurales de las ROI.
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Figura A.2. Redes funcionales de coherencia espectral para las bandas: A) θ, B) α, C) β, D) γ.
El tamaño de los nodos son proporcionales a cw respecto a cada banda y el color
de los enlaces se asocia al peso wij que determina la sincronización entre las señales
asociadas a los nodos. Las redes de las primeras tres bandas de frecuencia muestran
alta capacidad de segregación en las ROI de la región cortical posterior, mientras que
la red de la banda γ no muestra una distribución espacial ni valores de sincronización
importantes.
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Universidad Nacional de Colombia, Facultad de Ciencias, Departamento de F́ısica,
2002.
[12] Bullmore E. and Sporns O., Complex brain networks: graph theoretical analysis of
structural and functional systems, Nature reviews neuroscience 10 (2009), no. 3, 186.
41
BIBLIOGRAFÍA 42
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