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Abstract
Ensembling multiple predictions is a widely
used technique for improving the accuracy of
various machine learning tasks. One obvious
drawback of ensembling is its higher execu-
tion cost during inference. In this paper, we
first describe our insights on the relationship
between the probability of prediction and the
effect of ensembling with current deep neural
networks; ensembling does not help mispre-
dictions for inputs predicted with a high prob-
ability even when there is a non-negligible
number of mispredicted inputs. This finding
motivated us to develop a way to adaptively
control the ensembling. If the prediction for
an input reaches a high enough probability,
i.e., the output from the softmax function,
on the basis of the confidence level, we stop
ensembling for this input to avoid wasting
computation power. We evaluated the adap-
tive ensembling by using various datasets and
showed that it reduces the computation cost
significantly while achieving accuracy simi-
lar to that of static ensembling using a pre-
defined number of local predictions. We also
show that our statistically rigorous confidence-
level-based early-exit condition reduces the
burden of task-dependent threshold tuning
better compared with naive early exit based
on a pre-defined threshold in addition to yield-
ing a better accuracy with the same cost.
1 Introduction
The huge computation power of today’s computing
systems, equipped with GPUs, special ASICs, FPGAs,
This work was published in the 22nd International Con-
ference on Artificial Intelligence and Statistics (AISTATS)
2019, Naha, Okinawa, Japan.
or multi-core CPUs, makes it possible to train deep
networks by using tremendously large datasets. Al-
though such high-performance systems can be used
for training, actual inference in the real world may be
executed on small devices, such as a handheld devices
or an embedded controller. Hence, various techniques
(such as [Hinton et al., 2015] and [Han et al., 2016]) for
achieving a high prediction accuracy without increasing
computation time have been studied to enable more
applications to be deployed in the real world.
Ensembling multiple predictions is a widely used
technique for improving the accuracy of various ma-
chine learning tasks (e.g., [Hansen and Salamon, 1990],
[Zhou et al., 2002]) at the cost of more computation
power. In image classification tasks, for example, ac-
curacy is significantly improved by ensembling local
predictions for multiple patches extracted from an
input image to make a final prediction. Moreover,
accuracy is further improved by using multiple net-
works trained independently to make local predictions.
[Krizhevsky et al., 2012] averaged 10 local predictions
using 10 patches extracted from the center and the 4
corners of input images with and without horizontal
flipping in their Alexnet paper. They also used up to
seven networks and averaged the prediction to increase
the accuracy. GoogLeNet by [Szegedy et al., 2015]
averaged up to 1,008 local predictions by using 144
patches and 7 networks. In some ensemble methods,
meta-learning during training to learn how to best mix
multiple local predictions from the networks is used
(e.g., [Tekin et al., 2015]). In Alexnet or GoogLeNet
papers, however, significant improvements have been
obtained by just averaging local predictions without
meta-learning. In this paper, we do not use meta-
learning either.
Although the benefits of ensemble prediction are quite
significant, one obvious drawback is its higher execution
cost during inference. If we make a final prediction by
ensembling 100 predictions, we need to make 100 local
predictions, and, hence, the execution cost will be 100
times as high as that without ensembling. This higher
execution cost limits the real-world use of ensembling,
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especially on small devices, even though using it is al-
most the norm to win image classification competitions
that emphasize prediction accuracy.
In this paper, we first describe our insights on the rela-
tionship between the probability of prediction and the
effect of ensembling with current deep neural networks;
ensembling does not help mispredictions for inputs pre-
dicted with a high probability, i.e., the output from the
softmax, even when there is a non-negligible number of
mispredicted inputs. To exploit this finding to speed
up ensembling, we developed adaptive ensemble pre-
diction that maintains the benefits of ensembling with
much smaller additional costs. During the ensembling
process, we calculate the confidence level of the prob-
ability obtained from local predictions for each input.
If an input reaches a high enough confidence level, we
stop ensembling and making more local predictions for
this input to avoid wasting computation power. We
evaluated our adaptive ensembling by using four im-
age classification datasets: ILSVRC 2012, CIFAR-10,
CIFAR-100, and SVHN. Our results showed that adap-
tive ensemble prediction reduces the computation cost
significantly while achieving accuracy similar to that of
static ensemble prediction with a fixed number of local
predictions. We also showed that our statistically rig-
orous confidence-level-based early-exit condition yields
a better accuracy with the same cost (or lower cost for
the same accuracy) in addition to reducing the burden
of task-dependent threshold tuning better compared
with a naive early-exit condition based on a pre-defined
threshold in the probability.
2 Ensembling and Probability of
Prediction
This section describes the observations that have mo-
tivated us to develop our proposed technique: how
ensemble prediction improves the accuracy of predic-
tions with different probabilities.
2.1 Observations
To show the relationship between the probability of pre-
diction and the effect of ensembling, we evaluated the
prediction accuracy for the ILSVRC 2012 dataset with
and without the ensembling of two predictions made
by two independently trained networks. Figure 1(a)
shows the results of this experiment with GoogLeNet;
the two networks follow the design of GoogLeNet and
use exactly the same configurations (hence, the differ-
ences come only from the random number generator).
In the experiment, we 1) evaluated the 50,000 images
from the validation set of the ILSVRC 2012 dataset by
using the first network without ensembling, 2) sorted
the images in terms of the probability of prediction,
and 3) evaluated the images with the second network
and assessed the accuracy after ensembling two local
predictions by using the arithmetic mean. The x-axis of
Figure 1(a) shows the percentile of the probability from
high to low, i.e., going left (right), and as can be seen,
the first local predictions became more (less) probable.
The gray dashed line shows the average probability for
each percentile class. Overall, ensembling improved ac-
curacy well, although we only averaged two predictions.
Interestingly, we can observe that the improvements
only appear on the right side of the figure. There were
almost no improvements made by ensembling two pre-
dictions on the left side, i.e., input images with highly
probable local predictions, even when there was a non-
negligible number of mispredicted inputs. For example,
in the 50- to 60-percentile range with GoogLeNet, the
top-1 error rate was 29.6% and was not improved by
averaging two predictions from different networks.
For more insight into these characteristics, Figure 2(a)
shows the breakdown of 5,000 samples in each 10-
percentile range into 4 categories based on 1) whether
the first prediction was correct or not and 2) whether
the two networks made the same prediction or different
predictions. When a prediction with a high proba-
bility was made first, we can observe that another
local prediction tended to be the same regardless of
its correctness. In the highest 10-percentile range, for
instance, the two independently trained networks made
the same misprediction for all 43 mispredicted samples.
The two networks made different predictions only for
2 out of the 5,000 samples even when we included the
correct predictions. In the 10- to 20-percentile range,
the two networks generated different predictions only
for 3 out of 139 mispredicted samples. Ensembling does
not work well when local predictions tend to make the
same mispredictions.
To determine whether or not this characteristic of en-
sembling is unique to the GoogLeNet architecture, we
conducted the same experiment using Alexnet as an-
other network architecture and show the results in
Figure 1(b) and 2(b). Although the prediction error
rate was higher for Alexnet than for GoogLeNet, we
observed similar characteristics of improvements made
by ensembling.
When we combined Alexnet (for the first prediction)
and GoogLeNet (the second prediction), ensembling
the local prediction from GoogLeNet, which yielded
much higher accuracy than the first prediction by
Alexnet, did not produce a significant gain in the
0- to 20-percentile range. We discuss this deeper in
appendix. Also, we show the results with ResNet50
[He et al., 2016] in appendix. Even with ResNet, which
has higher accuracy than GoogLeNet, the improve-
ments made by ensembling were only observed on the
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Figure 1: Improvements made by ensembling and probabilities of predictions for ILSVRC 2012 validation set.
X-axis shows percentile of probability of first local predictions from high (left) to low (right). Ensembling reduces
error rates for inputs with low probabilities but does not affect inputs with high probabilities.
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Figure 2: Breakdown of samples into four categories based on 1) whether first local prediction is correct or
incorrect and 2) whether first and second predictions are same or different. X-axis shows percentile of probability
of first local predictions from high (left) to low (right). Two networks tend to make same (mis)predictions for
samples predicted with high probability (left), and, hence, ensembling does not work well for them.
right side of the figure, i.e., for images with low proba-
bilities.
These characteristics of the improvements made by
ensembling are not unique to an ILSVRC dataset; we
have observed similar trends in other datasets.
2.2 Why This Happens
To understand why ensembling does not work for in-
puts predicted with high probabilities, we investigated
a simplified classification task, which we detail in ap-
pendix, and found a common type of misclassification
that ensembling did not help.
Trained neural networks (or any classifiers in general)
often make a prediction for a sample near the decision
boundary of class A and class B with a low probabil-
ity; the classifier assigns similar probabilities for both
classes, and a class with a higher probability (but with
a small margin) is selected as the result. For such
samples, ensembling works efficiently by reducing the
effects of random perturbations.
While ensembling works near a decision boundary that
is properly learned by a classifier, some decision bound-
aries can be totally missed by a trained classifier due
to insufficient expressiveness in the model that is used
or a lack of appropriate training data. Figure 3 shows
an example of true decision boundaries in 2-D feature
space and classification results with a classifier that is
not capable of capturing all of these boundaries. In
this case, the small region of class A in the top-left was
totally missed in the classification results obtained with
a trained network, i.e., the samples in this region were
mispredicted with high probabilities. Typically, such
mispredictions cannot be avoided by ensembling pre-
dictions from another classifier trained with different
random numbers since these mispredictions are caused
by the poor expressiveness of the model rather than
the perturbations that come from random numbers.
Adaptive Ensemble Prediction for Deep Neural Networks based on Confidence Level
Actual class boundary
in the feature space
Result by a (weak) classifier
class A
A
class B
Misprediction with low 
probability (e.g. 45:55)
ensemble works
Misprediction with high 
probability (e.g. 0:100)
ensemble does not 
work
class Aclass B
Figure 3: Schematic examples of mispredictions with
high and low probabilities. Classifier may fail to learn
some decision boundaries, and this leads to mispredic-
tions with high probability; ensembling cannot help
them.
These results motivated us to make our adaptive en-
semble prediction for reducing the additional cost of
ensembling while keeping the benefit of improved accu-
racy. Once we obtain a high enough prediction proba-
bility for an input image, further local prediction and
ensembling will waste computation power without im-
proving accuracy. The challenge is how to identify the
condition under which ensembling is terminated early.
As described later, we determine that an early-exit
condition based on the confidence level of probability
works well for all tested datasets.
3 Related Work
Various prediction methods that ensemble the out-
puts from many classifiers (e.g., neural networks)
have been widely studied to achieve higher accu-
racy in machine learning tasks. Boosting (Freund
and Schapire 1996) and bagging ([Breiman, 1996])
are famous examples of ensemble methods. Boost-
ing and bagging produce enough variances in classi-
fiers included in an ensemble by changing the train-
ing set for each classifier. Another technique for
improving binary classification using multiple classi-
fiers is soft-cascade (e.g., [Bourdev and Brandt, 2005],
[Zhang and Viola, 2008]). With soft-cascade, multiple
weak sub-classifiers are trained to reject a part of nega-
tive inputs. Hence, when these classifiers are combined
to make one strong classifier, many easy-to-reject in-
puts are rejected in the early stages without consuming
a huge amount of computation time. Compared with
boosting, bagging, or soft-cascade, ours is an inference-
time technique and does not affect the training phase.
In recent studies on image classification with deep neu-
ral networks, random numbers (e.g., for initialization
or for ordering input images) used in the training phase
can give sufficient variances in networks even with the
same training set for all classifiers (networks). Hence,
we use networks trained by using the same training set
and network architecture in this study, and we assume
that the capabilities of local classifiers are not that dif-
ferent. If a classifier is way too much weaker than the
later classifiers as in soft-cascade, the ensembling goes
differently compared with our observations as discussed
in Section 2; mispredicted inputs in a weak classifier
may be predicted correctly by later powerful classifiers
even if they are predicted with high probabilities in
the local prediction made by the weak classifier. For
example, a later classifier that is capable of capturing
the top-left region of class A in Figure 3 may predict
the sample in the top-left correctly.
Another series of studies on accelerating classi-
fication tasks with two or few classes is based
on the dynamic pruning of majority voting (e.g.,
[Hernández-Lobato et al., 2009], [Soto et al., 2016]).
Like our technique, dynamic pruning uses a certain
confidence level to prune ensembling with a sequential
voting process to avoid wasting computation time.
We show that the confidence-level-based approach is
quite effective at accelerating ensembling by averaging
local predictions in many-class classification tasks with
deep neural networks when we use the output of the
softmax as the probability of the local predictions.
COMET by [Basilico et al., 2011] stops ensembling for
random forest classifiers on the basis of the confidence
interval. We also use the confidence interval but in a
different way; COMET stops ensembling for binary
classification tasks when an unobserved proportion
of positive votes falls on the same side of 0.5 as the
current observed mean with a certain confidence
level. We use the confidence interval to confirm that
a predicted label has a higher probability than other
labels with confidence. We cannot naively follow
GLEE since we do not target binary classification
tasks. Also, COMET cannot take our approach
because the random forest does not provide probability
information for each local prediction unlike neural
network classifiers. [Wang et al., 2018] decided the
order of local predictions and also the thresholds for
early stopping by solving a combinatorial optimization
problem for binary classification tasks. In our study,
we fixed the order of local predictions since our local
predictions are based on the same network architecture
and ordering is not that important. The basic
idea of using the confidence level for the early-exit
condition does not depend on this specific order of
local predictions.
Some existing classifiers with a deep neu-
ral network (e.g., [Bolukbasi et al., 2017],
[Teerapittayanon et al., 2017], [Huang et al., 2018])
take an early exit approach in ensembling similar to
ours or take an early exit from one neural network.
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In our study, we study how the early-exit condition
affects the execution time and the accuracy in detail
and show that our confidence-level-based condition
works better than naive threshold-based conditions.
The higher execution cost of ensembling is a known
problem, so we are not the first to attack it. For exam-
ple, [Hinton et al., 2015] also tackled the high execu-
tion cost of ensembling. Unlike us, they trained a new
smaller network by distilling the knowledge from an en-
semble of networks by following [Buciluaˇ et al., 2006].
To improve the performance of the inference of
deep neural networks by making small and effi-
cient executables suitable for handheld devices from
trained networks, graph compilers and optimizers,
such as NNVM/TVM ([Chen et al., 2018]) and Glow
([Rotem et al., 2018]), were recently developed.
In our technique, we use the probability of predictions
to control ensembling during inference. Typically, the
probability of predictions generated by the softmax
is used during the training of a network; the cross
entropy of the probabilities is often used as the objective
function of optimization. However, using probability
for purposes other than the target of optimization is
not unique to us. For example, [Hinton et al., 2015]
used probabilities from the softmax while distilling
knowledge from an ensemble of multiple models to
create a smaller network for deployment. As far as we
know, ours is the first study focusing on the relationship
between the probability of prediction and the effect of
ensembling with deep neural networks.
[Opitz and Maclin, 1999] showed an important obser-
vation related to ours. They showed that a large part of
the gain of ensembling came from the ensembling of the
first few local predictions. Our observation discussed
in the previous sections enhances Opitz’s observation
from a different perspective: most of the gain of en-
sembling comes from inputs with low probabilities in
prediction.
4 Adaptive Ensemble Prediction
4.1 Basic Idea
This section details our proposed adaptive ensemble
prediction method. As shown in Figure 1, ensembling
typically does not improve the accuracy of predictions
if a local prediction is highly probable. Hence, we
terminate ensembling without processing all N local
predictions on the basis of the probabilities of the
predictions. We execute the following steps.
1. start from i = 1
2. obtain the i-th local prediction, i.e., the probability
for each class label. We denote the probability for
label L of the i-th local prediction pL,i
3. calculate the average probabilities for each class
label
〈pL〉i =
∑i
j=1 pL,j
i
(1)
4. if i < N , and the early-exit condition is not satis-
fied, increment i, and repeat from step 2
5. output the class label that has the highest average
probability arg max
L
(〈pL〉i) as the final prediction.
4.2 Confidence-level-based Early Exit
For the early-exit condition in step 4, we propose a
condition based on confidence level.
We can use a naive condition on the basis of a pre-
determined static threshold T to terminate the en-
sembling, i.e., we just compare the highest average
probability maxL (〈pL〉i) against the threshold T . If
the average probability exceeds the threshold, we do
not execute further local predictions for ensembling.
As we empirically show later, the best threshold T
heavily depends on the task. To avoid this difficult
tuning of the threshold T , we propose a dynamic and
more statistically rigorous condition in this paper.
Instead of a pre-defined threshold, we can use confi-
dence intervals (CIs) as an early-exit condition. We
first find the label that has the highest average proba-
bility (predicted label). Then, we calculate the CI of the
probabilities using i local predictions. If the calculated
CI of the predicted label does not overlap with the
CIs for other labels, i.e., the predicted label is the best
prediction with a certain confidence level, we terminate
the ensembling and output the predicted label as the
final prediction.
We calculate the confidence interval for the probability
of label L using i local predictions as follows.
〈pL〉i ± z
1√
i
√∑i
j=1 (pL,j − 〈pL〉i)2
i− 1 (2)
Here, z is defined such that a random variable Z that
follows the Student’s-t distribution with i− 1 degrees
of freedom satisfies the condition Pr [Z ≤ z] = 1−α/2.
α is the significance level, and (1−α) is the confidence
level. We can read the value z from a precomputed ta-
ble at runtime. To compute the confidence interval with
a small number of samples (i.e., local predictions), it is
known that the Student’s-t distribution is more suitable
than the normal distribution. When the number of
local predictions increases, the Student’s-t distribution
approximates the normal distribution.
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Figure 4: Prediction accuracy and computation cost with static ensemble and our adaptive ensemble using different
early-exit conditions. Confidence-level-based condition achieved better accuracy than static-threshold-based
conditions with same computation cost, especially for CIFAR-10. Tuning of confidence level (CL) is less sensitive
than that of static threshold.
We can do pair-wise comparisons between the predicted
label and all other labels. However, computing CIs for
all labels is costly, especially when there are many
labels. To avoid the excess costs of computing CIs, we
compare the probability of the predicted label against
the total of the probabilities of other labels. Since the
total of the probabilities of all labels (including the
predicted label) is 1.0 by definition, the total of the
probabilities for the labels other than the predicted
label is 1− 〈pL〉i, and the CI is the same size as that
of the probability of the predicted label. Hence, our
early-exit condition is as follows.
〈pL〉i − (1− 〈pL〉i) > 2z
1√
i
√∑i
j=1 (pL,j − 〈pL〉i)2
i− 1
(3)
We avoid computing CI if 〈pL〉i < 0.5 to avoid waste-
ful computation because the early-exit condition of
equation 2 cannot be met in such cases. Since the CI
cannot be calculated with only one local prediction as
is obvious from equation (3) to avoid zero divisions, we
can use a hybrid of the two early-exit conditions. We
use the static-threshold-based condition only for the
first local prediction with a quite conservative threshold
(99.99% in the current implementation) to terminate
ensembling only for trivial inputs as early as possible,
and after the second local prediction is calculated, the
confidence-level-based condition of equation (3) is used.
We also performed evaluation by doing pair-wise com-
parisons of CIs with all other labels or with the label
having the second-highest probability. However, the
differences in the results obtained by doing pair-wise
comparisons were mostly negligible. There can be many
other criteria for the early-exit conditions, but our ap-
proach with the confidence level is a reasonable choice
for balancing multiple objectives, including accuracy,
computation cost, and ease of tuning.
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Table 1: Prediction accuracy with and without adaptive ensemble
dataset # class labels 
classification error  rate  (lower is better)  
with one network 
classification error rate  
with two networks 
no  
ensemble 
static (10) 
ensemble 
our adaptive 
ensemble 
static (20) 
ensemble 
our 
adaptive 
ensemble 
CIFAR-10 10 8.39% 6.97% (-1.41%) 
7.00% 
(-1.39%) 
6.23% 
(-2.16%) 
6.34% 
(-2.04%) 
SVHN 10 4.40% 3.44% (-0.96%) 
3.50% 
(-0.90%) 
3.19% 
(-1.21%) 
3.29% 
(-1.11%) 
CIFAR-100 
(course label) 20 
20.63% 17.84% 
(-2.79%) 
18.04% 
(-2.59%) 
16.56% 
(-4.07%) 
16.78% 
(-4.06%) 
CIFAR-100 
(fine label) 100 
30.28% 27.04% 
(-3.24%) 
27.34% 
(-2.94%) 
25.04% 
(-5.24%) 
25.15% 
(-5.13%) 
ILSVRC 
2012 
top-1 
error 1000 
31.72% 30.10% 
(-1.62%) 
30.26% 
(-1.46%) 
28.04% 
(-3.68%) 
28.12% 
(-3.60%) 
top-5 
error 
11.55% 
Lorem ipsumLorem ipsum
10.74% 
(-0.81%) 
10.87% 
(-0.68%) 
9.71% 
(-1.84%) 
9.94%  
(-1.61%) 
Ratios in parenthesis show improvements in error rate over baseline (no ensemble). 
Table 2: Number of local predictions ensembled with and without adaptive ensemble
dataset 
# local predictions ensembled  (lower is better)  
with one network 
# local predictions ensembled  
with two networks 
no  
ensemble 
static 
ensemble 
our adaptive  
ensemble 
static 
ensemble 
our adaptive 
ensemble 
CIFAR-10 
1 10 
1.66 
20 
1.92 
SVHN 1.44 1.57 
CIFAR-100 c 2.74 4.09 
CIFAR-100 f 3.59 5.93 
ILSVRC 2012 2.99 5.36 
 
 
5 Experiments
5.1 Implementation
In this section, we investigate the effects of adaptive
ensemble prediction on the prediction accuracy and
execution cost with various image classification tasks:
ILSVRC 2012, Street View House Numbers (SVHN),
CIFAR-10, and CIFAR-100 (with fine and coarse labels)
datasets.
For the ILSVRC 2012 dataset, we used GoogLeNet as
the network architecture and trained the network by
using stochastic gradient descent with momentum as
the optimization method. For other datasets, we used
a network that has six convolutional layers with batch
normalization ([Ioffe and Szegedy, 2015]) followed by
two fully connected layers with dropout. We used the
same network architecture except for the number of
neurons in the output layer. We trained the network by
using Adam ([Kingma and Ba, 2014]) as the optimizer.
For each task, we trained two networks independently.
During the training, we used data augmentations by
extracting a patch from a random position of an input
image and using random horizontal flipping. Since
adaptive ensemble prediction is an inference-time tech-
nique, network training is not affected.
We averaged up to 20 local predictions by using ensem-
bling. We created 10 patches from each input image
by extracting from the center and four corners of im-
ages with and without horizontal flipping by following
Alexnet. For each patch, we made two local predic-
tions using two networks. The patch size was 224
x 224 for the ILSVRC 2012 dataset and 28 x 28 for
the other datasets. We made local predictions in the
following order: (center, no flip, network 1), (center,
no flip, network 2), (center, flipped, network 1), (cen-
ter, flipped, network 2), (top-left, no flip, network 1),
..., (bottom-right, flipped, network 2). Since averag-
ing local predictions from different networks typically
yields better accuracy, we used this order for both our
adaptive ensembling and fixed-number static ensem-
bling. As far as we tested, the order of local predictions
slightly affected the error rates, but it did not change
the overall comparisons shown in the evaluations.
5.2 Results
To study the effects of our adaptive ensembling on
the computation cost and accuracy, we show the re-
lationship between them for the ILSVRC 2012 and
CIFAR-10 datasets in Figure 4. We used two networks
in this experiment, i.e., up to 20 predictions were en-
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sembled. In the figure, the x-axis is the number of
ensembled predictions, so smaller means faster. The
y-axis is the improvements in classification error rate
over the baseline (no ensemble), so higher means bet-
ter. We evaluated the static ensembling (averaging the
fixed number of predictions) by changing the number
of predictions and our adaptive ensembling. For the
adaptive ensembling, we also performed evaluation with
two early-exit conditions: with naive static threshold
and with confidence interval. We tested the static-
threshold-based condition by changing the threshold T
and drew lines in the figure. Similarly, we evaluated the
confidence-level-based condition with three confidence
levels frequently used in statistical testing: 90%, 95%,
and 99%.
From the figure, there is an obvious trade-off between
the accuracy and the computation cost. The static
ensemble with 20 predictions was at one end of the
trade-off because it never exited early. The baseline, at
which ensembling was not executed, was at the other
end, and it always terminated at the first prediction
regardless of the probability. Our adaptive ensembling
with confidence-level-based condition achieved better
accuracy with the same computation cost (or smaller
cost for the same accuracy) compared with the static
or naive adaptive ensembling with a static threshold.
The gain with the confidence-level-based condition over
the static-threshold-based was significant for CIFAR-
10, whereas it was marginal for ILSVRC 2012. These
two datasets showed the largest and smallest gain with
the confidence-level-based condition over the static-
threshold-based condition; the other datasets showed
improvements between those of the two datasets shown
in Figure 4.
When comparing the two early-exit conditions in adap-
tive ensembling, the confidence-level-based condition
eliminated the burden of parameter tuning better com-
pared with the naive threshold-based condition in ad-
dition to the benefit of the reduced computation cost.
Obviously, how to decide the best threshold T is the
most important problem for the static-threshold-based
condition. The threshold T can be used as a knob to
control the trade-off between accuracy and computation
cost, but the static threshold tuning is highly dependent
on the dataset and task. From Figure 4, for example,
T = 90% or T = 95% seem to have been a reason-
able choice for ILSVRC 2012, but it was a problematic
choice for CIFAR-10. For the confidence-level-based
condition, the confidence level also controlled the trade-
off. However, the differences in the computation cost
and the improvements in accuracy due to the choice
of the confidence level were much less significant and
less sensitive to the current task than the differences
due to the static threshold. Hence, task-dependent fine
tuning of the confidence level is not as important as
the tuning of the static threshold. The easier (or no)
tuning of the parameter is an important advantage of
the confidence-level-based condition.
Tables 1 and 2 show how adaptive ensemble prediction
affected the accuracy of predictions and the execu-
tion costs in more detail for five datasets. Here, for
our adaptive ensembling, we used the confidence-level-
based early-exit condition with a 95% confidence level
for all datasets on the basis of the results of Figure
4. We tested two different configurations: with one
network (i.e., up to 10 local predictions) and with two
networks (up to 20 local predictions). In all datasets,
the ensembling improved the accuracy in the trade-off
for the increased execution costs as expected. Using
two networks doubled the number of local predictions
on average (from 10 to 20) and increased both the
benefit and drawback. If we were to use further local
predictions (e.g., original GoogLeNet averaged up to
1,008 predictions), the benefit and cost would become
much more significant. Comparing our adaptive ensem-
bling with static ensembling, our adaptive ensembling
similarly improved accuracy while reducing the number
of local predictions used in the ensembles; the reduc-
tions were up to 6.9 and 12.7 times for the one-network
and two-network configurations. Since the speed-up
with our adaptive technique over static ensembling
becomes larger as the number of max predictions to en-
semble increases, the benefit of our adaptive technique
will become more impressive if we use larger ensemble
configurations.
6 Conclusion
In this paper, we described our adaptive ensemble
prediction with statistically rigorous confidence-level-
based early-exit condition to reduce the computation
cost of ensembling many predictions. We were moti-
vated to develop this technique by our observation that
ensembling does not improve the prediction accuracy
if predictions are highly probable. Our experiments
using various image classification tasks showed that our
adaptive ensembling makes it possible to avoid wast-
ing computing power without significantly sacrificing
prediction accuracy by terminating ensembles on the
basis of the probabilities of the local predictions. The
benefit of our technique will become larger if we use
more predictions in an ensemble. Hence, we expect our
technique to make ensemble techniques more valuable
for real-world systems by reducing the total computa-
tion power required while maintaining good accuracy
and throughput.
Hiroshi Inoue <inouehrs@jp.ibm.com>
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7 Appendix
Here, we show additional results and discussion on
mispredictions with high probabilities.
7.1 How mispredictions with high probability
happen
In Section 2.2, we discussed that the mispredictions
with high probabilities can be caused by the insufficient
expressiveness in the used model as one possible reason.
We show a simple example in Figure 5. We built a
three-layer perceptron for a simple binary classification
problem which maps a 2-D feature into class A or B as
shown in Figure 5(a). We label a sample with feature
(x, y), where 0 ≤ x < 1 and 0 ≤ y < 1 as
label(x, y) =
 classA (x ≤ 0.2, y ≤ 0.2)classA (x+ y ≥ 1.2, x ≥ 0.4, y ≥ 0.4)
classB (otherwise)
We use the three-layer perceptron with 10 or 100 neu-
rons in the hidden layer as the classifier and Sigmoid
function as the activation function. The output layer
has only one neuron and the classification results are
shown as high or low value. We generated 1,000 ran-
dom samples as the training data. The training is done
by using stochastic gradient descent as the optimizer
for 10,000 epochs.
Figure 5(b) depicts the classification results with 10
hidden neurons. In this case, the top-left region of class
A is not captured by the classifier at all due to the
poor expressiveness of the network even though we have
enough training samples in this region. As a result, this
(weak) classifier misclassifies the samples in this region
for the class B with almost 100% probability. Although
we repeat the training using different random number
seeds, this mispredictions cannot be avoided with 10
hidden neurons. Hence, the ensembling multiple local
predictions from this classifier cannot help this type
of mispredictions in the top-left region. The decision
boundary between class A and B at the bottom-right
region is not sharp and its shape differs run by run due
to the random numbers. The ensembling can statisti-
cally reduce the mispredictions near the boundary by
reducing the effects of the random numbers.
When we increase the number of hidden neurons from
10 to 100, the top-left region of class A is captured as
shown in Figure 5(c). So the expressiveness of the used
model matters to avoid the mispredictions with high
probabilities.
Another type of the mispredictions with high probabili-
ties can happen if we do not have enough training data
in small regions, e.g. the top-left region of class A in
the above example. In such case, of course, even highly
capable classifiers cannot learn the decision boundary
around the small region and mispredict the samples in
this region with high probability.
Ensembling multiple local predictions from the multiple
local classifiers does not help both types of mispredic-
tions and hence stop ensembling for them is effective to
avoid wasting computation power without increasing
the overall error rate.
7.2 Ensembling and Probability of Prediction
7.2.1 Results with ResNet50
In Section 2 of the paper, we showed the relationship be-
tween the probability of prediction and the effect of en-
sembling using GoogLeNet and Alexnet. To show that
our observations are still valid with newer network archi-
tectures, the result with ResNet50 [He et al., 2016] is
shown in Figure 6. In addition to the random cropping
and flipping data augmentation used for experiments
with GoogLeNet and Alexnet, we also employ sample
pairing data augmentation technique [Inoue, 2018] to
achieve further improvements in accuracy. Our ob-
servation, ensembling does not help mispredictions for
inputs predicted with a high probability, is still valid for
a newer network architecture and with more advanced
data augmentation technique as we can see by compar-
ing the results for ResNet (Figure 6) and GoogLeNet
and Alexnet (Figure 1).
7.2.2 Ensemble using different networks
In Section 2, we showed that ensembling two predictions
from two local classifiers of the same network architec-
ture (Alexnet [Krizhevsky et al., 2012] or GoogLeNet
[Szegedy et al., 2015]) can improve the prediction ac-
curacy only for samples that have low probabilities of
prediction. Here, we show the results when we mix
the predictions from Alexnet and GoogLeNet. Figure
7 shows the result when we use Alexnet in the first
prediction and GoogLeNet in the second. The x-axis
shows the percentile of the probability of the predic-
tion by Alexnet from high to low as in figures shown
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(a) ground truth
(b) prediction from multi-layer perceptron
with 10 neurons in hidden layer
(c) prediction from multi-layer perceptron
with 100 neurons in hidden layer
Figure 5: An example of mispredictions with high probabilities due to limited expressiveness of the classifier. A
classifier with limited capability (10 hidden neurons) fails to learn the decision boundaries at the top-left region,
while a classifier with higher capability (100 hidden neurons) can capture this decision boundary. The weak
classifier makes incorrect classifications with almost 100% probabilities in the top-left region.
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Figure 6: Improvements by ensemble and probabilities
of predictions in ILSVRC 2012 validation set using
ResNet50. X-axis shows percentile of probability of
first local predictions from high (left) to low (right).
in the main paper. The basic characteristics with two
different networks are consistent with the cases using
two identical networks discussed in the paper, although
the improvements from the ensemble is much more
significant since the second local classifier (GoogLeNet)
is more powerful than the first one (Alexnet). For the
leftmost region, i.e. 0- to 20-percentile samples, the
ensemble from the two different networks does not im-
prove the accuracy over the results with only the first
local classifier. For the rightmost region, the ensemble
improves the error rate significantly.
Here, the ensemble improves the accuracy for much
wider regions compared to the cases with two iden-
tical networks. For the 20- to 40-percentile range,
ensembling two local predictions from Alexnet does
not improve the accuracy as shown in Figure 1(b)
while ensembling local predictions from Alexnet and
GoogLeNet yields improvements as shown in Figure
7. As discussed above using Figure 5(b) and 5(c), a
more powerful classifier can avoid some mispredictions
with high probabilities. GoogLeNet, which has higher
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Figure 7: Improvements by ensemble and probabilities
of predictions in ILSVRC 2012 validation set using
Alexnet and GoogLeNet. X-axis shows percentile of
probability of first local predictions from high (left) to
low (right). Ensemble reduces error rates for inputs
with low probabilities but does not affect inputs with
high probabilities.
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Figure 8: Prediction accuracy and computation cost
for CIFAR-10 with static ensemble and our adaptive
ensemble using different early-exit conditions. Here we
use independently-trained network for each of the local
prediction (hence with up to 20 networks in total).
capability than Alexnet, can correctly classify some
samples that are misclassified with high probabilities
by Alexnet in this range. However, GoogLeNet cannot
do better classification in the 0- to 20-percentile range
compared to Alexnet.
7.3 Prediction Accuracy and Computation
Cost with 20 networks
In Section 4, we showed our evaluations using two
networks and ten patches for each of the network. Here,
we show the result of evaluation for CIFAR-10 using 20
independently-trained networks for 20 local predictions
in Figure 8. The all local predictions use the same
input image, which is extracted from the center of
the input image without horizontal flipping. From
the figure, the improvements from ensemble are more
significant than the improvements with two networks
because local predictions from different models are less
correlated each other than the local predictions from
the same network. Even in this configuration, our
adaptive ensemble with the proposed confidence-level-
based condition achieves better accuracy than static-
threshold-based conditions with the same number of
average evaluations.
