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La memoria que presentamos tiene dos objetivos principales. En primer lugar, se
construirán operadores de extensión lineal y continua en clases ultraholomorfas (en
el sentido de Carleman) en polisectores, generalizando de este modo el teorema de
Borel-Ritt-Gevrey, y se estudiarán propiedades de casianaliticidad en dichas clases.
En segundo lugar, se resolverá el problema de momentos de Stieltjes en los espacios
de Gelfand-Shilov mediante la construcción de aplicaciones lineales y continuas,
inversas por la derecha de la aplicación de momentos.
Antes de comentar los resultados obtenidos, creemos conveniente realizar una
revisión concisa del desarrollo de los conceptos fundamentales con los que trabajare-
mos. Como iremos indicando, en el Caṕıtulo 1 de la memoria, de carácter preliminar,
se abordarán algunos de estos aspectos con el debido detalle.
Comenzaremos recordando algunos hechos relevantes de la teoŕıa de desarrollos
asintóticos en una y varias variables, recogidos en las Secciones 1.3 y 1.4. H. Poincaré,
en el año 1886, introdujo el concepto de desarrollo asintótico en 0 para funciones
holomorfas en sectores abiertos S de C con vértice en 0. Su intención era dar un
significado anaĺıtico a las soluciones formales en serie de potencias (en general, series
divergentes) de ecuaciones diferenciales ordinarias en puntos singulares irregulares.
Con la formulación actual de su definición, resultan ser equivalentes los siguientes
hechos (ver la Definición 1.3.1 y la Proposición 1.3.2):
(i) La función f admite desarrollo asintótico en S.
(ii) Las derivadas de f admiten desarrollo asintótico en S (entendiendo la propia
función como derivada de orden nulo).
(iii) Las derivadas de f permanecen acotadas en los subsectores propios y acotados
de S.
R. Gérard e Y. Sibuya [32] extienden en 1979 el concepto de desarrollo asintó-
tico al caso de funciones de varias variables holomorfas en polisectores (productos




β, β ∈ Nn0 , k ∈ N0 (1)
(donde |β| representa la longitud del multíındice β), y se verifican todas las pro-
piedades aritméticas deseables, pero la equivalencia anterior no se conserva, pues
iii
Introducción
es posible construir funciones que admiten desarrollo asintótico mientras que sus
derivadas no (un ejemplo, debido a J. A. Hernández, F. López y S. Pérez-Cacho, se
puede encontrar en [39]).
Surge la siguiente cuestión:




y un polisector de Cn, ¿existe una función holomorfa en el polisector y que admita
por desarrollo asintótico en 0 la serie de partida?
Este tipo de problemas de interpolación son denominados de Borel-Ritt, y el co-
rrespondiente a una variable fue resuelto afirmativamente en 1916 por J. F. Ritt [68].
En el trabajo de Gérard y Sibuya se da respuesta también afirmativa a esta cuestión,
y J.-P. Ramis [64] demuestra la existencia de una función cuyas derivadas sucesivas
de cualquier orden admiten por desarrollo asintótico en 0 la derivada formal del
mismo orden de la serie de partida.
La carencia señalada para esta definición queda subsanada con la introducida por
H. Majima en 1983 [50, 51], y que denominó de desarrollo asintótico fuerte. Su idea, a
grandes rasgos y sin tener en cuenta consideraciones relativas a la convergencia de las
series que escribimos a continuación, está basada en sustituir las sumas parciales (1)
por otras del tipo ∑
β 6≥α
aβz
β, β ∈ Nn0 , α ∈ Nn0 .
Observemos que en el caso de una variable ambos enfoques coinciden.
La definición de Majima es la siguiente:
Sea n ∈ N, n ≥ 2, y pongamos N = {1, 2, . . . , n}. Si ∅ 6= J ⊂ N , denotamos
por J ′ a N \ J . Sea f una función compleja definida y holomorfa en un polisector
S =
∏n
j=1 Sj de Cn con vértice en 0. Se dice que f admite desarrollo asintótico
fuerte en 0 siguiendo S, y se escribe f ∈ A(S), si existe una familia
F =
{
fαJ : ∅ 6= J ⊂ N , αJ ∈ NJ0
}
,
donde fαJ es una función holomorfa de SJ ′ =
∏
j∈J ′ Sj en C si J 6= N , y fαJ ∈ C si












J , z ∈ S,
entonces para cada subpolisector propio y acotado T de S (pondremos T ≺ S) y
cada α ∈ Nn0 , existe c = c(α, T ) > 0 tal que para cada z ∈ T ,
|f(z)− Appα(F)(z)| ≤ c |zα|,
iv
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donde, si z = (z1, . . . , zn) y α = (α1, . . . , αn), |zα| = |z1|α1 · . . . · |zn|αn . En estas con-
diciones, la familia F es única y se denomina familia total de desarrollo asintótico
fuerte de f , denotada por TA(f). Sus elementos, que al igual que los coeficientes de
la serie de desarrollo asintótico en el caso unidimensional pueden ser obtenidos como
ĺımites de las derivadas de f respecto de parte de sus variables cuando estas tienden
hacia cero (ver (1.25)), resultan admitir desarrollo asintótico fuerte en el correspon-
diente polisector y estar ligados por unas condiciones de coherencia (ver (1.26)).
Con este concepto de desarrollo fuerte, además de verificarse todas las propiedades
algebraicas usuales, es válida la equivalencia comentada anteriormente en el caso
unidimensional, cambiando sectores por polisectores, como se probó en [37] (para
un material más accesible, ver [39]).
Denominemos F(S) al conjunto de las familias coherentes constituidas por fun-
ciones fαJ ∈ A(SJ ′), al que se dota de estructura vectorial de forma natural. Se
pueden considerar las aplicaciones
B̃ : A(S) −→ CNn0 y TA : A(S) −→ F(S), (2)











Dαf(z) = fα ∈ TA(f), α ∈ Nn0 .
Estas aplicaciones son homomorfismos de álgebras diferenciales (preservan suma,
producto por escalares, producto de funciones y derivación) si se definen en CNn0 y
F(S) operaciones producto adecuadas, y son continuas si se dota a A(S) de su topo-
loǵıa natural (ver la Observación 1.4.3) y a CNn0 y F(S) de las topoloǵıas producto
correspondientes. Respecto al teorema de Borel-Ritt en esta situación, conviene re-
calcar que el conocimiento de B̃(f) no permite en general reconstruir el resto de la
familia TA(f) para una función f que admita desarrollo asintótico fuerte, de modo
que se pueden plantear distintos problemas de interpolación. La sobreyectividad de
B̃ y TA fue probada por H. Majima [50, 51], para la segunda de ellas sólo bajo
ciertas restricciones que fueron eliminadas por J. A. Hernández [37] mediante una
prueba constructiva (que se puede ver también en [38], donde se comparan diferentes
modificaciones del concepto de desarrollo asintótico en varias variables que apare-
cen en la literatura). Otra prueba, no constructiva y basada en el resultado clásico
del Análisis Funcional que relaciona la sobreyectividad de una aplicación lineal y
continua entre espacios de Fréchet con propiedades de su traspuesta, puede verse en
el trabajo de F. Galindo y J. Sanz [30].
v
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Llegados a este punto, surge de forma natural la pregunta de si es posible cons-
truir aplicaciones lineales y continuas que sean inversas por la derecha de B̃ y TA,
respectivamente, es decir, aplicaciones que resuelvan los problemas de interpolación
de forma lineal y continua en todo el espacio correspondiente y que suelen llamarse,
por razones evidentes, operadores de extensión. El primer resultado que probamos
en la memoria, Teorema 1.3.4, establece que no existen operadores de extensión en
este contexto (nos limitamos a probar el caso unidimensional, pues las ideas son
similares en el caso general). El razonamiento que seguimos es una adaptación del
realizado por B. S. Mityagin [59], que demostró que no existe una inversa lineal y
continua para la aplicación, denominada de Borel, dada por
f ∈ C∞[−1, 1] 7→ {f (n)(0)}n∈N0 ∈ CN0 , (3)
que es lineal, sobreyectiva en virtud del teorema clásico de E. Borel [8], y continua
cuando damos a C∞[−1, 1] su topoloǵıa usual y a CN0 la topoloǵıa producto. Nuestro
primer objetivo en la memoria es determinar subclases de A(S), y las correspondien-
tes en CN0 y en F(S), lo más generales posible, de modo que, cuando se les dote de
topoloǵıas naturales, la restricción de B̃ y TA a las primeras admita operador de ex-
tensión. Para lograrlo, nos apoyaremos en el resultado que, hasta donde conocemos,
proporciona la solución más general en el caso unidimensional, debido a V. Thi-
lliez [77], en el que se consideran clases, denominadas ultraholomorfas, consistentes
en funciones holomorfas en sectores de la superficie de Riemann del logaritmo cuyas
derivadas tienen su crecimiento gobernado en términos de una sucesión numérica
fuertemente regular. Aunque daremos a continuación unas ideas generales, las pro-
piedades de las sucesiones fuertemente regulares que necesitaremos están detalladas
en la Sección 1.1. Estos problemas de extensión están estrechamente ligados a otros
en las denominadas clases ultradiferenciables, que pasamos a comentar brevemente,
aunque de nuevo se abordarán con mayor profundidad en las Secciones 1.1 y 1.2.
Conviene mencionar que nos limitaremos a considerar las clases denominadas de
Carleman o de Roumieu, en las que centramos nuestros resultados, sin entrar en el
estudio de cuestiones similares para las clases de Beurling.
A finales del siglo XIX, É. Borel [9, 10] presentó los primeros ejemplos de con-
juntos E de funciones complejas indefinidamente derivables en la recta real, que
contienen funciones no anaĺıticas (en el sentido real) y que, sin embargo, gozan de
la siguiente propiedad, propia de la clase de las funciones anaĺıticas en R:
Si f ∈ E y para un x0 se tiene que f (n)(x0) = 0 para cada n ∈ N0, entonces f es
la función idénticamente nula.
Una clase E con esta propiedad se denominará, en consecuencia, casianaĺıtica.
En 1912, J. Hadamard [35], inspirado por el trabajo previo de E. Holmgren (1908)
para la ecuación del calor, introdujo las clases (denominadas hoy en d́ıa ultradife-
renciables de Carleman) CM(I) de funciones complejas f indefinidamente derivables
vi
Introducción
en un intervalo abierto I cuyas derivadas están sometidas a una limitación de su
crecimiento en términos de una sucesión de números reales estrictamente positivos
M = (Mp)p∈N0 , que expresaremos de la siguiente forma: existen C = C(f) > 0 y
A = A(f) > 0 tales que
|f (p)(x)| ≤ CApp!Mp, p ∈ N0, x ∈ I.
Hadamard planteó el problema de establecer condiciones necesarias y suficientes
sobre M para que la clase sea casianaĺıtica. Este tipo de clases, con Mp = p!
α−1,
α ≥ 1, aparece nuevamente poco después en el estudio de M. Gevrey [33] acerca de
las soluciones de ciertos tipos de ecuaciones en derivadas parciales, razón por la que
dichas clases llevan su nombre (volveremos sobre ellas más adelante). El problema
de Hadamard es resuelto por M. Denjoy [22], que da una condición suficiente de
casianaliticidad, y T. Carleman, que lo cierra en 1923 (su memoria [14] sigue siendo
una excelente exposición sobre el tema; otros textos que incluyen este resultado
son [40, 52, 70]). Se admitirá que M es logaŕıtmicamente convexa (es decir, la
sucesión (Mp+1/Mp)p∈N0 es creciente), lo que no resta generalidad al problema, en






En otros términos, si se define la clase ΛM(N0) de las sucesiones λ = (λp)p∈N0 de






y se elige x0 ∈ I, la restricción de la aplicación de Borel
B : CM(I) −→ ΛM(N0)
f −→ Bf := (Dpf(x0))p∈N0 ,
que está bien definida y es lineal, será inyectiva bajo la condición de casianaliticidad.
Sin embargo, T. Carleman [14] probó que si además la clase contiene funciones no
anaĺıticas, entonces B no es suprayectiva. Aśı, cuando se trate de obtener operadores









De hecho, H.-J. Petzsche [61] estableció en 1988 la equivalencia entre la suprayecti-
vidad de B y la propiedad de no casianaliticidad fuerte, consistente en la existencia







Esta propiedad se probó también necesaria y suficiente para la existencia de opera-
dores de extensión en términos similares a los que aqúı construiremos.
Otro resultado clásico que ha sido estudiado en este contexto de clases ultradi-
ferenciables es el teorema de extensión de Whitney [82, 83], que dado un cerrado F
de Rn caracteriza los jets (familias) {F J : J ∈ Nn0} de funciones continuas sobre F
que provienen de una función indefinidamente derivable en Rn, es decir, tales que
existe g ∈ C∞(Rn) de modo que DJg = F J en F para todo J ∈ Nn0 . J. Bruna [13]
obtuvo una generalización de este teorema para clases de Carleman no casianaĺıticas
y, basándose en ella, J. Chaumat y A.-M. Chollet [18] establecieron el resultado (que
describimos en la Sección 1.2) en el que se apoya V. Thilliez [77] para la construc-
ción de los operadores de extensión en clases ultraholomorfas antes mencionados.
En estos tres últimos trabajos es necesario imponer a M una nueva condición, la
de crecimiento moderado, consistente en la existencia de una constante A ≥ 0 de
forma que
Mp+` ≤ Ap+`MpM` para cada p, ` ∈ N0.
Diremos que M es fuertemente regular si es logaŕıtmicamente convexa, fuertemente
no casianaĺıtica y de crecimiento moderado, y, como ya dijimos, será para este tipo
de sucesiones para las que obtendremos nuestros resultados.
Aunque no las consideraremos en nuestro estudio, en la literatura aparecen otras
clases ultradiferenciables que, basándose en un trabajo de A. Beurling posteriormen-
te mejorado por R. W. Braun, R. Meise y B. A. Taylor [12], se definen no mediante
una sucesión M, sino mediante una función peso ω en términos de cuya conjugada
de Young se expresa el comportamiento de las derivadas de los elementos de la cla-
se. Para estas clases, que también pueden ser de tipo Roumieu o de tipo Beurling,
como antes, se han obtenido numerosos resultados de extensión relacionados con los
teoremas de Borel y Whitney, entre los que citamos los de R. Meise y B. A. Tay-
lor [55, 56, 57], J. Bonet, R. Meise y B. A. Taylor [6, 7], J. Bonet, R. W. Braun, R.
Meise y B. A. Taylor [5], M. Langenbruch [46], etc. Una buena referencia para estos
y otros asuntos relacionados con las clases ultradiferenciables es la monograf́ıa de
J. Bonet [4]. Otros trabajos muy interesantes de carácter eminentemente expositivo
acerca de las clases de Carleman son los de V. Thilliez [76, 78].
Volviendo a las clases ultraholomorfas, las series formales de potencias y los desa-
rrollos asintóticos denominados de Gevrey aparecen de forma constante en la teoŕıa
de ecuaciones diferenciales ordinarias algebraicas, y en la de sistemas meromorfos,
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lineales o no, de ecuaciones diferenciales ordinarias en torno a un punto singular




cientes complejos es Gevrey de orden α ≥ 1 si existen constantes C > 0 y A > 0
tales que
|ap| ≤ CApp!α, p ∈ N0.
Equivalentemente, se trata de que la sucesión (ap)p∈N0 pertenezca a la clase Λα :=
ΛMα−1(N0) introducida anteriormente, donde Mα−1 = (p!α−1)p∈N0 . E. Maillet [49]
probó en 1903 que toda solución formal f̂ de una ecuación diferencial algebraica
es Gevrey para un cierto orden. Si α = 1, la serie formal representa una función
holomorfa en un cierto disco o una función entera, pero si α > 1 la serie diverge
en general en C \ {0}, y corresponde estudiar la existencia de funciones que, siendo
solución de la ecuación, admitan la serie por desarrollo asintótico. Retomando ideas
de É. Borel, É. Le Roy, E. Maillet, R. Nevanlinna, G. H. Hardy y G. N. Watson,
principalmente, a finales de los 70 J.-P. Ramis [63, 65, 53] introduce las teoŕıas de
desarrollos asintóticos de Gevrey y de k-sumabilidad de series formales de Gevrey.
Gracias a una extensión de esta última herramienta, denominada multisumabilidad
e introducida por J. Écalle [26, 27], se consiguió dar significado anaĺıtico a las so-
luciones formales en serie de potencias no convergentes antes mencionadas (ver los
trabajos de J.-P. Ramis [63, 65], B. L. J. Braaksma [11], J.-P. Ramis e Y. Sibu-
ya [66] o W. Balser [2]). Recordamos las propiedades y resultados básicos de esta
teoŕıa asintótica, que se pueden encontrar expuestos de manera excelente en el texto
de W. Balser [3].
Sea S un sector con vértice en 0 y α un número real con α ≥ 1. Diremos que una




como desarrollo asintótico Gevrey de orden α en S, y escribiremos f ∈ Gα(S), si para
cada subsector propio y acotado T de S existen constantes c, A > 0 (que dependen






)∣∣ ≤ cANN !α−1.
En ese caso, se verifica que
fp = ĺım
z→0,z∈T
f (p)(z), p ∈ N0.
Los siguientes enunciados son equivalentes:
i) f ∈ Gα(S).




|f (p)(z)| ≤ cApp!α para cada p ∈ N0. (4)
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De lo anterior, se deduce fácilmente que si ponemos f (p)(0) := fp para p ∈ N0, la
aplicación de Borel B̃ : Gα(S) → Λα que env́ıa f en la sucesión (f (p)(0))p∈N0 está bien
definida y es lineal. De hecho, si se definen las operaciones producto y derivación de
la forma natural, ambos espacios son álgebras diferenciales y B̃ es un homomorfis-
mo entre ambas. En cuanto a la sobreyectividad de esta aplicación, el teorema de
Borel-Ritt-Gevrey, probado por J.-P. Ramis [63] mediante el uso de la transformada
incompleta de Laplace, establece su equivalencia con el hecho de que la amplitud
o abertura del sector S sea a lo sumo (α − 1)π. Parece natural entonces intentar
obtener operadores de extensión bajo esta condición, lo que fue conseguido por V.
Thilliez [75] basándose en resultados para clases ultradiferenciables de J. Chaumat
y A.-M. Chollet [16, 17], y, posteriormente y mediante un análisis cuidadoso de la
solución en forma integral de Ramis, por J. Sanz [72]. Enunciemos este resultado.
Dados A > 0, α > 1 y un sector Sγ de amplitud πγ, con γ < α−1, se consideran












(Aα,A(Sγ), ‖ · ‖α,A) y (Λα,A, | · |α,A) son espacios de Banach, y la aplicación B̃ :
Aα,A(Sγ) → Λα,A está bien definida y es lineal y continua. Entonces, existe una
constante c = c(α, γ) > 1 de modo que para cada A ∈ (0,∞) existe una aplicación
lineal y continua Tα,A,γ : Λα,A → Aα,cA(Sγ) tal que B̃ ◦ Tα,A,γ = IdΛα,A , la aplicación
identidad en Λα,A.
En cuanto a la situación en el caso de varias variables, en 1989 Y. Harao-
ka [36] estudia las funciones f con desarrollo asintótico fuerte Gevrey de orden
α = (α1, . . . , αn) ∈ [1,∞)n en polisectores acotados S de Cn con vértice en 0,
caracterizadas por que, para cada subpolisector propio y acotado T de S existen
constantes c > 0 y A = (A1, . . . , An) ∈ (0,∞)n (que dependen de T ) de forma que
para cada z ∈ T y cada J ∈ Nn0 se tiene que
|f(z)− AppJ(f)(z)| ≤ cAJJ !α−1 |zJ |,
donde, si J = (j1, . . . , jn), se ha puesto
AJ = Aj11 · . . . · Ajnn , J !α−1 = j1!α1−1 · . . . · jn!αn−1.
Tras definir de forma acorde las series de potencias y las funciones holomorfas de
Gevrey, mediante las acotaciones correspondientes sobre sus coeficientes y sus deri-
vadas, respectivamente, se prueba que una función es de Gevrey si, y sólo si, admite
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desarrollo fuerte de Gevrey, y se obtienen resultados de tipo Borel-Ritt-Gevrey que
garantizan que las restricciones naturales de las aplicaciones definidas en (2) son
sobreyectivas, bajo ciertas condiciones en el segundo caso. En el trabajo [72] se
construyen operadores de extensión lineal y continua para ambos casos, en términos
similares a los del resultado unidimensional de V. Thilliez y de J. Sanz anterior.
Para ello resulta decisivo el hecho de que la solución en forma integral en el caso
unidimensional puede ser adaptada para obtener funciones a valores en un espacio
de Banach con comportamiento asintótico prefijado en el sector. Cuando en el lugar
de este espacio se coloca un espacio de funciones Gevrey, un isomorfismo natural
del tipo
A(α,β),(A,B)(Sγ × Sµ) ' Aα,A(Sγ,Aβ,B(Sµ)) (5)
permite deducir resultados bidimensionales. Esta es la idea que será también fruct́ıfe-
ra para resolver los problemas a los que nos enfrentamos en esta ocasión.
El resultado de extensión unidimensional y para el caso Gevrey fue generalizado
por V. Thilliez [77] para clases ultraholomorfas en sectores definidas en términos
de una sucesión M fuertemente regular, resultado que exponemos en la Sección 1.3.
La condición para la existencia de estos operadores es de nuevo que la amplitud
del sector esté limitada en términos del denominado ı́ndice de crecimiento de la
sucesión, γ(M) (cantidad introducida en la Sección 1.1), lo que concuerda con el
caso Gevrey, pues γ((p!α)p∈N0) = α para cada α > 0.
Llegados a este punto, podemos ya indicar el objetivo de la primera sección del
Caṕıtulo 2 de la memoria, que es dar las correspondientes versiones multidimen-
sionales de este último resultado, construyendo inversas por la derecha lineales y
continuas para los operadores B̃ y TA. Fijados n ∈ N, una sucesión de números
reales estrictamente positivos M, una constante A > 0, un polisector S con vértice
en 0 en Rn (donde R es la superficie de Riemann del logaritmo) y un espacio de Ba-
nach complejo B, se define AM,A(S,B) como el espacio de Banach de las funciones







donde j es la longitud del multíındice J . La razón de considerar funciones a valores
en un espacio de Banach es posibilitar la reducción del número de variables a una
sola mediante el establecimiento de, si no un isomorfismo como en (5), śı al menos
aplicaciones lineales y continuas que permitan el paso de uno a otro lado en esa co-
rrespondencia. Este es el propósito del Teorema 2.1.1, que ya permite deducir, por
un razonamiento inductivo, la existencia de operadores de extensión para B̃ (Teore-
ma 2.1.2) siempre que la amplitud πγj de cada factor Sj en S sea tal que γj < γ(M).
Para abordar el problema correspondiente a TA, se reformulará en términos de la
denominada familia de primer orden asociada a cada elemento f de AM,A(S,B),
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que denotamos por B̃1(f), y que, siendo una subfamilia de TA(f), la determina por
completo cuando se tienen en cuenta las condiciones de coherencia. Tras localizar
un espacio adecuado en el que plantear la interpolación (Proposición 2.1.6), se ob-
tiene en el Teorema 2.1.8 el segundo operador de extensión mediante un proceso
recurrente, para el que resulta fundamental el estudio, realizado en el Lema 2.1.7,
del comportamiento de las derivadas de la función solución del problema unidimen-
sional cuando esta toma sus valores en un espacio de Banach del tipo AM,A(S,B).
A diferencia de lo ocurrido en el caso Gevrey antes comentado, en el que el operador
de extensión obtenido en [72] fue dado mediante una expresión integral concreta que
haćıa asequible este estudio, en este caso la tarea es ardua, pues la técnica de cons-
trucción del operador de Thilliez se basa en una doble aplicación de los operadores
de extensión de tipo Whitney debidos a Chaumat y Chollet y en la solución de un
problema ∂. Debido a su longitud, la prueba del Lema 2.1.7 es pospuesta hasta la
última sección del caṕıtulo.
Otro problema clásico es, como ya se ha indicado en el caso ultradiferenciable, el
de la casianaliticidad, es decir, el de caracterizar la inyectividad de las aplicaciones





donde Sγ es un polisector producto de sectores Sγj de amplitud πγj, j = 1, . . . , n.
Diremos que la clase es (s) casianaĺıtica si TA es inyectiva, y casianaĺıtica si lo es B̃.
A este problema se dedica la Sección 2.2. En el caso unidimensional y para las clases
Gevrey de orden α > 1 (es decir, cuando Mn = n!
α−1, n ∈ N0), el resultado es clásico
y se denomina el lema de Watson [81]: la clase es casianaĺıtica si, y sólo si, γ ≥ α−1.
Medio siglo después, en 1966, B. I. Korenblujm [44] resolvió el problema general en
el caso unidimensional, como recordamos en el Teorema 2.2.4, en términos de la no




donde M̃ = (n!Mn)n∈N0 y TfM es la función de Ostrowski asociada (ver (1.5)). En
el caso de varias variables, los trabajos de P. Lelong [48] y W. A. Groening [34]
permitieron a J. A. Hernández [37] dar resultados de (s) casianaliticidad para clases
ultraholomorfas en polisectores, las derivadas DJf de cuyos elementos están sujetas
a estimaciones en términos de una multisucesión (MJ)J∈Nn0 . En esta misma ĺınea,
en [71] se obtuvieron versiones del lema de Watson para la (s) casianaliticidad y la
casianaliticidad de las clases de Gevrey definidas por Y. Haraoka. En la situación que
nos ocupa, el resultado de Korenblujm nos permite caracterizar la casianaliticidad
en varias variables, en un sentido o en otro y para sucesiones M arbitrarias, en
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términos de una integral similar en la que el papel de γ es ahora interpretado bien
por γ = máx{γj : j = 1, . . . , n} (Proposición 2.2.5), bien por γ = mı́n{γj : j =
1, . . . , n} (Proposición 2.2.11). A continuación, gracias a resultados clásicos de S.
Mandelbrojt [52], damos una nueva condición suficiente de (s) casianaliticidad en la
Proposición 2.2.7. Si se trabaja con sucesiones M fuertemente regulares, es posible
establecer sendas generalizaciones del lema de Watson (Proposiciones 2.2.9 y 2.2.14)







donde γ(M) denota el ı́ndice de crecimiento. También bajo esta hipótesis, satisfecha
en particular en el caso Gevrey, es posible probar que la condición γ < γ(M),
suficiente para la existencia del operador de extensión correspondiente a la aplicación
de Borel B̃, es de hecho necesaria (Teorema 2.2.15). Estos resultados para sucesiones
fuertemente regulares son nuevos incluso en una variable, y generalizan resultados
previos de V. Thilliez [77] y de J. Schmets y M. Valdivia [73].
En la Sección 2.3 se estudian resultados de rigidez (Teoremas 2.3.2 y 2.3.4)
para los operadores de extensión construidos, consistentes en la determinación de
condiciones de anulación sobre las funciones interpoladoras que aseguren que los
datos de partida eran nulos. Se adopta la misma ĺınea de argumentación que en los
resultados de V. Thilliez [75] para el caso unidimensional. Como se muestra, si la
amplitud de los polisectores en los que se trabaja es adecuada, estos resultados se
pueden combinar (ver los Corolarios 2.3.3 y 2.3.5) con los lemas de Watson obtenidos
anteriormente.
Cerramos el comentario de este caṕıtulo con la descripción de una nueva gene-
ralización del teorema de Borel, presentada en la Sección 2.4, y cuya consideración
emana de las mismas ideas expuestas en el caso de los problemas interpolatorios re-
lativos al concepto de desarrollo asintótico fuerte. Aśı, si I y J son sendos intervalos
abiertos de R con 0 ∈ I, 0 ∈ J , dada una función f ∈ C∞(I×J) se pueden construir
las sucesiones de funciones (gm)m∈N0 y (hn)n∈N0 , en C∞(I) y C∞(J), respectivamente,
dadas por
gm(x) = D
(0,m)f(x, 0), x ∈ I, m ∈ N0; hn(y) = D(n,0)f(0, y), y ∈ J, n ∈ N0.
Dichas sucesiones están ligadas por unas condiciones de coherencia que se deducen
del teorema de Schwarz. Pues bien, probamos en el Teorema 2.4.6 que todo par de
sucesiones de funciones bajo estas condiciones proviene de una función f mediante
este procedimiento.
El tercer caṕıtulo de la memoria está dedicado a la consideración del problema
de momentos de Stieltjes en los espacios de Gelfand-Shilov. Comenzamos realizando
una revisión de los resultados existentes al respecto. El problema de momentos,
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inicialmente propuesto y resuelto por T. J. Stieltjes [74], ha inspirado el trabajo
de muchos matemáticos en sus diversas variantes y generalizaciones durante más
de un siglo. Se ha mostrado que los momentos son relevantes en distintas áreas
del Análisis, tales como las fórmulas de cuadratura, fracciones continuas, teoŕıa de
representación o la teoŕıa espectral de operadores. El libro de N. I. Akhiezer [1] es
una referencia estándar, y otros temas, tanto teóricos como aplicados, en los que este
problema ha tenido influencia, se pueden encontrar en la monograf́ıa [45], incluyendo
cuestiones del análisis de Fourier, procesamiento de señales, problemas inversos o
estad́ıstica. Señalemos también que resultados recientes relacionan este tema con el
desarrollo asintótico de distribuciones y la teoŕıa de soluciones distribucionales de
ecuaciones diferenciales singulares, como puede verse en el libro de R. Estrada y
R. P. Kanwal [28] y en las referencias alĺı incluidas.
En 1989 A. J. Durán [24] obtuvo la siguiente respuesta al llamado problema
de momentos de Stieltjes: existe una función f en el espacio de Schwartz S(R)
de las funciones complejas indefinidamente derivables y de decrecimiento rápido
en R, con soporte en [0,∞) (escribimos f ∈ S(0,∞)) y con momentos (µn)n∈N0
arbitrariamente prefijados, es decir, tal que∫ ∞
0
xnf(x) dx = µn, n ∈ N0.
La integral se denomina el momento n-ésimo de f , µn(f). En otras palabras, pode-
mos decir que la aplicación M de S(0,∞) en CN0 que a cada función f ∈ S(0,∞)
le asocia su sucesión de momentos es sobreyectiva. Observemos que cuando conside-
ramos la topoloǵıa usual en S(0,∞) y la topoloǵıa producto en CN0 , esta aplicación
es continua, y tiene sentido preguntarse por la existencia de inversas por la derecha
lineales y continuas. Como en situaciones anteriores, podemos adaptar el argumen-
to de Mityagin para dar una respuesta negativa (Teorema 3.1.7), por lo que parece
natural buscar subespacios de S(0,∞) y CN0 , dotados de topoloǵıas no triviales
adecuadas, que nos permitan construir dichas inversas.
Consideremos los espacios clásicos de Gelfand-Shilov Sα(0,∞), con α > 0, for-
mados por las funciones f ∈ S(0,∞) para las que existe q = q(f) > 0 y, para cada
m ∈ N0 existe Cm = Cm(f) > 0, de modo que
sup
x∈R
|xnf (m)(x)| ≤ Cmqnn!α, n ∈ N0. (8)
Es sencillo ver que si f ∈ Sα(0,∞), entonces existen C̃0, q0 > 0 tales que
|µn(f)| ≤ C̃0qn0n!α, n ∈ N0,
es decir, la sucesión de momentos asociada a f es de la clase Gevrey Λα. En sen-
tido contrario, y apoyándose en una idea de A. L. Durán y R. Estrada [25] (que
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volvieron a probar el resultado de A. J. Durán mediante la combinación de técnicas
de transformada de Fourier y el teorema de Borel-Ritt), S.-Y. Chung, D. Kim e
Y. Yeom [20, Teorema 3.1] obtuvieron el siguiente resultado:
Sea α > 2, entonces para cada (µn)n∈N0 ∈ Λα existe f ∈ Sα(0,∞) con µn(f) =
µn, n ∈ N0.
También se pueden considerar los espacios de Gelfand-Shilov Sα(0,∞), con α >
0, de las funciones f ∈ S(0,∞) para las que existe q = q(f) > 0 y, para cada m ∈ N0
existe Cm = Cm(f) > 0, de modo que
sup
x∈R
|xmf (n)(x)| ≤ Cmqnn!α, n ∈ N0. (9)
Notemos que si α ≤ 1, estas funciones son anaĺıticas en una banda, y por lo tanto
Sα(0,∞) = {0}.
Con métodos similares a los utilizados en el resultado previo, J. Chung, S.-Y.
Chung y D. Kim [19, Teorema 3.2] probaron que:
Si α > 1, entonces para cada (µn)n∈N0 ∈ CN0 existe f ∈ Sα(0,∞) tal que
µn(f) = µn, n ∈ N0.
Nuestro objetivo en este último caṕıtulo será extender estos dos resultados al
caso de espacios de Gelfand-Shilov generales, SM(0,∞) y SM(0,∞), determinados
a partir de una sucesión M = (Mn)n∈N0 de números positivos que ocupará el lugar
de n!α−1 en las acotaciones (8) y (9).
Describimos someramente su contenido. En la Sección 3.1 se introducen los es-
pacios funcionales con los que trabajaremos y sus topoloǵıas. El estudio del com-
portamiento de la transformada de Fourier sobre los espacios de Gelfand-Shilov se
desarrolla en la Sección 3.2. Se dedica la Sección 3.3 a la solución del problema de
momentos para exponentes reales generales en los espacios SM(0,∞) (ver el Teore-
ma 3.3.4), para lo que resulta fruct́ıfera una idea de A. Yu. Popov [62]. Finalmente,
la Sección 3.4 contiene los resultados para los espacios SM(0,∞). En este caso, y en
el esṕıritu de los resultados obtenidos en el caso ultraholomorfo, la solución, presen-
tada en el Teorema 3.4.2, viene dada en forma de inversas por la derecha, lineales
y continuas, de la aplicación de momentos M restringida a subclases adecuadas
SM,A(0,∞), con M fuertemente regular tal que γ(M) > 1 y A > 0. La construcción
sigue los pasos dados en [20], pero requiere un análisis cuidadoso de la continuidad
de las diferentes operaciones involucradas en la resolución, y hace intervenir los ope-
radores de extensión de V. Thilliez [77]. Se concluye estudiando hasta qué punto
las condiciones impuestas sobre M para obtener estos operadores son necesarias,
mostrando que en algunos casos (que incluyen los espacios Sα(0,∞)) son de hecho




Se denotará por N al conjunto {1, 2, . . .} y por N0 al conjunto N ∪ {0}.
R denotará la superficie de Riemann del logaritmo. Un sector de R será un
conjunto de la forma
S = Sd,θ,ρ =
{




donde d ∈ R, θ es un número real positivo, y ρ es, bien un número real positivo,
bien ∞. La cantidad d se conoce como la dirección de bisección del sector, θπ será su
abertura o amplitud, y ρ su radio. En caso de que ρ = ∞ tendremos un sector no
acotado, que representaremos por Sd,θ. Si además d = 0, escribiremos
Sθ = S0,θ =
{




Sea S un sector. Diremos que T es un subsector propio de S si es un sector de forma
que T \ {0} ⊆ S. Diremos que un subsector T de S es propio y acotado si es propio
y tiene radio finito, y lo representaremos por T ≺ S.
Un polisector será un producto cartesiano S =
∏n
j=1 Sj ⊂ Rn de sectores. De-
cimos que un polisector T es un subpolisector propio de S si T =
∏n
j=1 Tj con
T j \ {0} ⊆ Sj, j = 1, 2, . . . , n. T es acotado si cada uno de sus factores lo es.
Dado n ∈ N, pondremos N = {1, 2, . . . , n}. Si J es un subconjunto no vaćıo de
N , denotaremos por #J a su cardinal.
Dado z ∈ Rn, escribimos zJ para la restricción de z a J (cuando se considera z
como un elemento de RN ).
Dados J y L subconjuntos no vaćıos y disjuntos de N y elementos zJ ∈ RJ y
zL ∈ RL, se denotará por (zJ , zL) al elemento de RJ∪L tal que (zJ , zL)J = zJ y
(zJ , zL)L = zL; también escribimos J
′ = N \ J , y si j ∈ N usamos j′ en lugar de
{j}′. En particular, usaremos estas convenciones para multíındices.
Si Sθ =
∏n
j=1 Sθj es un polisector, entonces SθJ =
∏
j∈J Sθj ⊂ RJ .
Se denotará por H(S) al conjunto de funciones complejas holomorfas en S, y por
C [[z]] al conjunto de series de potencias formales con coeficientes en C.
Sea n ∈ N. Dados α = (α1, α2, . . . , αn), β = (β1, β2, . . . , βn) ∈ Nn0 , m ≥ 0,
t = (t1, t2, . . . , tn) ∈ [0,∞)n y z = (z1, z2, . . . , zn) ∈ Rn, se definen:
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α + β = (α1 + β1, α2 + β2, . . . , αn + βn),
|α| = α1 + α2 + . . .+ αn,
α ≤ β ⇔ αj ≤ βj para cada j ∈ {1, 2, . . . , n} ,
α < β ⇔ αj < βj para cada j ∈ {1, 2, . . . , n} ,
1 = (1, 1, . . . , 1),
zα = zα11 z
α2
2 · · · zαnn ,












mt = (mt1,mt2, . . . ,mtn),
α! = α1!α2! · · ·αn!,
ej = (0, . . . ,
j)
1, . . . , 0).
Para J ∈ Nn0 , se utilizará con frecuencia la notación j = |J |.
Sea z0 ∈ C y r ∈ R, r > 0. B(z0, r) y B(z0, r) denotarán, respectivamente, las
bolas abierta y cerrada de centro z0 y radio r.
Sea A un conjunto. La aplicación identidad en A se denotará por IdA.
Para un compacto E de Rn y un punto x ∈ Rn, dist(x, E) representa la distancia




1.1. Sucesiones fuertemente regulares
Las clases de funciones y de sucesiones con las que se trabajará en la memoria
están definidas mediante restricciones en el crecimiento de sus derivadas o de sus
términos, respectivamente. Dichas restricciones serán expresadas en términos de una
sucesión numérica que, en aras de una riqueza adecuada de resultados, estará sujeta
a determinadas condiciones. En esta primera sección se presentarán dichas condi-
ciones y sus principales consecuencias, haciendo especial énfasis en las sucesiones
denominadas fuertemente regulares.
En lo sucesivo, dada una sucesión M = (Mp)p∈N0 se supondrá siempre que sus
elementos son números reales estrictamente positivos y que M0 = 1.
Definición 1.1.1. Se dice que una sucesión M = (Mp)p∈N0 es logaŕıtmicamente




, para cada p ∈ N, (1.1)
o, equivalentemente,
M2p ≤Mp−1Mp+1, para cada p ∈ N.
A la vista de la última expresión, es natural introducir la siguiente
Definición 1.1.2. Se define la sucesión de cocientes m = (mp)p∈N asociada a M =
(Mp)p∈N0 mediante
mp = Mp/Mp−1, p ∈ N.
Observación 1.1.3. Es inmediato que M = (Mp)p∈N0 cumple la propiedad (α0) si,
y sólo si, la sucesión m de cocientes asociada es monótona creciente. Más aún, un
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existen y coinciden (sean finitos o infinitos). Por otra parte, el crecimiento de m
permite probar sin dificultad que para cada p, q ∈ N0 se tiene que
MpMq ≤Mp+q.
Observación 1.1.4. Sea Ω un abierto no vaćıo de Rn, y consideremos la clase CM(Ω)
de las funciones complejas definidas e indefinidamente derivables en Ω y tales que






donde, para cada multíındice J ∈ Nn0 , se ha escrito j = |J |. Es obvio que CM(Ω) es
un espacio vectorial, y es sencillo probar, mediante la fórmula de Leibnitz y teniendo
en cuenta que j!k! ≤ (j + k)! para todos j, k ∈ N0, que si M cumple (α0), la clase
es cerrada para el producto, es decir, es un álgebra de funciones (de hecho, bastaŕıa
con que (p!Mp)p∈N0 cumpliera (α0), que es una condición más débil). Aunque no se
utilizará, (α0) también implica, bajo las hipótesis lógicas, que la clase es cerrada
para la composición (ver [69]).
Supongamos que M verifica (α0), como haremos frecuentemente en lo sucesivo.
De forma natural surge la pregunta de si esta clase está contenida en la de las




y esta condición resulta ser también necesaria para dicha contención, como se pue-
de deducir del trabajo de H. Cartan y S. Mandelbrojt [15]. Puesto que estamos
interesados en que la clase CM(Ω) sea suficientemente rica, admitiremos que (1.2)
no se cumple, lo que, según lo indicado en la Observación 1.1.3, equivale a que
ĺımp→∞mp = ∞. Esto da el significado de la siguiente
Definición 1.1.5. Diremos que M = (Mp)p∈N0 cumple la condición (α1) si cumple
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Observación 1.1.6. Si M verifica (α1), existirá p0 ∈ N tal que para cada p ≥ p0
se tenga que mp ≥ 1, con lo que (Mp)p≥p0−1 es monótona creciente. Como hacen
J. Schmets y M. Valdivia en [73], denominamos casi-crecientes a las sucesiones
que crecen a partir de un término. Una propiedad sencilla que se deduce del casi-






Observación 1.1.7. Otra cuestión ligada a este tipo de clases es la de la casiana-
liticidad. Se dice que CM(Ω) es casianaĺıtica si de las hipótesis:
(i) f ∈ CM(Ω), y
(ii) existe x0 ∈ Ω tal que f es plana en x0, es decir, tal que DJf(x0) = 0 para
todo J ∈ Nn0 ,
se deduce que f es la función idénticamente nula en Ω. El teorema de Denjoy-
Carleman (ver, por ejemplo, [14, 40, 52, 70]) establece condiciones necesarias y
suficientes sobre la sucesión M para que esta propiedad se verifique: suponiendo






Definamos a continuación la clase ΛM(Nn0 ) constituida por las multisucesiones λ =






Elegido x0 ∈ Ω, es obvio que la aplicación de Borel
B : CM(Ω) −→ ΛM(Nn0 )
f −→ Bf := (DJf(x0))J∈Nn0
está bien definida y es lineal, y si M verifica las condiciones (α0) y (1.4), será tam-
bién, en virtud de la casianaliticidad de la clase, inyectiva. Sin embargo, T. Carle-
man [14] probó que si M satisface (α1) y (1.4), entonces B no es suprayectiva. Aśı,
puesto que estamos interesados en obtener aplicaciones inversas por la derecha para
la aplicación de Borel, también denominadas operadores de extensión (pues asignan
a una multisucesión una función cuyas derivadas en un punto son los elementos de
aquella), será natural imponer la no verificación de la condición (1.4).
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Definición 1.1.8. Diremos que M = (Mp)p∈N0 cumple la condición de no casiana-






Observación 1.1.9. De acuerdo con lo anterior, si M cumple (α0), en CM(Ω)
existen funciones f planas en un punto y no idénticamente nulas si, y sólo si, M
satisface (γ).
Cabe mencionar también que las propiedades (α0) y (γ) implican conjuntamente
la propiedad (α1).
Volvamos a la cuestión de la suprayectividad de B comentado en la Observa-
ción 1.1.7, para la que la condición (γ) es necesaria pero no suficiente. H.-J. Petzs-
che [61] estableció la equivalencia entre la suprayectividad de B y una propiedad
más fuerte que (γ), que ya aparece en el fundamental trabajo de H. Komatsu [42],
y que definimos a continuación.
Definición 1.1.10. Diremos que M = (Mp)p∈N0 cumple la condición de no casia-
naliticidad fuerte, a la que denotaremos por (γ1), si existe una constante A > 0 de







Cabe destacar que la constante A ha de ser mayor o igual que 1 (basta poner
p = 0 en la desigualdad anterior).
Introducimos por último una condición, también considerada en [42], que limita
la velocidad de crecimiento de M.
Definición 1.1.11. Diremos que M es de crecimiento moderado, o que cumple la
condición (µ), si existe una constante A ≥ 0 de forma que
Mp+` ≤ Ap+`MpM` para cada p, ` ∈ N0.
Nuevamente debe ser A ≥ 1 (basta tomar p = ` = 0 en la desigualdad anterior).
H. Komatsu denomina esta propiedad como la de estabilidad bajo operadores
ultradiferenciables , y W. Matsumoto [54] la relaciona con lo que denomina la sepa-
ratividad de clases ultradiferenciables .
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Definición 1.1.12. Diremos que M es fuertemente regular si cumple las propieda-
des (α0), (µ) y (γ1).
Observación 1.1.13. Si M es una sucesión fuertemente regular, las constantes que
aparecen en las definiciones de las propiedades (µ) y (γ1) pueden ser tomadas iguales
(sin más que considerar su máximo).
Como se deduce de lo indicado en las Observaciones 1.1.9 y 1.1.6, toda sucesión
que verifique (α0) y (γ) (en particular, toda sucesión fuertemente regular) es casi-
creciente. Aunque V. Thilliez añade a la definición de regularidad fuerte la condición
de que M sea creciente, para nuestros objetivos esta condición no será necesaria.
Cabe mencionar que no hay acuerdo en la literatura a la hora de definir las clases
ultradiferenciables: mientras unos autores, y esta ha sido nuestra elección, prefieren
acotar las derivadas en términos de M mediante expresiones del tipo Ajj!Mj (ver,
por ejemplo, [18, 77]), otros trabajan con cotas del tipo AjMj, lo que lleva a una
reformulación de las diferentes condiciones definidas hasta ahora (ver, en este ca-
so, [13, 42] entre otros). La denominación de las propiedades (α1), (γ) y (γ1) se ha
tomado del trabajo de H.-J. Petzsche [61].
El ejemplo más importante de sucesión fuertemente regular es el de las sucesiones
de tipo Gevrey.
Definición 1.1.14. Sea α > 0. Se llama sucesión Gevrey de orden α, denotada por
Mα, a la dada por Mp = p!
α, p ∈ N0.
Pasamos a continuación a definir dos funciones asociadas a una sucesión M
que tendrán relevancia en lo sucesivo. Ambas están ligadas a la función medible





, r > 0. (1.5)
Definición 1.1.15. Sea M = (Mp)p∈N0 una sucesión de números reales estricta-
mente positivos que cumple (α1). Para cada t > 0 se definen las cantidades
N(t) = mı́n
{














N(t);hM(0) = 0. (1.6)
Estas funciones gozan de ciertas propiedades que serán de utilidad.
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Proposición 1.1.16. Sea M = (Mp)p∈N0 una sucesión cumpliendo (α1). Entonces:
(i) Para cada t > 0, N(t) es el menor entero p ∈ N0 de forma que mp+1 ≥ 1t .
(ii) La función N tiene imagen en el conjunto N0, es monótona decreciente y
ĺım
t→0+
N(t) = +∞ y N(t) = 0 para t ≥ 1
M1
.
(iii) hM es una función continua en [0,∞), no decreciente y cuya imagen es el
intervalo [0, 1]. De hecho,
hM(t) =
{
tpMp si t ∈ [1/mp+1, 1/mp), p = 1, 2, . . . ,
1 si t ≥ 1/m1.
(1.7)
Demostración:
Basta observar que para cada p ∈ N, mp+1 ≥ 1/t si, y sólo si, Mp+1tp+1 ≥Mptp. 
Seguimos en lo queda de esta sección el trabajo de V. Thilliez [77], culminando
con la definición del ı́ndice de crecimiento de una sucesión fuertemente regular.
Definición 1.1.17. Sea M = (Mp)p∈N0 una sucesión fuertemente regular y sea
γ > 0. Decimos que M satisface la propiedad (Pγ) si existe una sucesión de números




es monótona creciente, y a−1mp ≤ m′p ≤ amp para cada p ∈ N.
Proposición 1.1.18. Sea M = (Mp)p∈N0 una sucesión fuertemente regular. Se tiene
que:
(i) Existe γ > 0 de modo que se cumple la propiedad (Pγ) y existe a1 > 0 para
el cual ap1p!
γ ≤Mp para todo p ∈ N0.
(ii) Existen δ > 0 y a2 > 0 de modo que Mp ≤ ap2p!δ para todo p ∈ N0.
Definición 1.1.19. Sea M una sucesión fuertemente regular. Se define el ı́ndice de
crecimiento de M como
γ(M) = sup{γ ∈ R : (Pγ) se cumple}.
Observación 1.1.20. De acuerdo con lo mencionado anteriormente, si M es una
sucesión fuertemente regular, γ(M) ∈ (0,∞). Cabe destacar también que si Mα es
la sucesión Gevrey de orden α > 0 entonces γ(Mα) = α.
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1.2. Resultados de tipo Whitney para clases ultradiferen-
ciables
Dedicamos este apartado a introducir los espacios de funciones, jets y sucesio-
nes que manejaremos, para concluir comentando los resultados de tipo Whitney
obtenidos por J. Chaumat y A.-M. Chollet [18] que serán de utilidad para nuestros
objetivos. Aunque su versión original corresponde a funciones y jets a valores en
C, su generalización a espacios de funciones y de jets con llegada sobre un espacio
de Banach no ofrece ninguna dificultad, por lo que omitiremos sus demostraciones,
salvo por un breve esbozo de la del resultado principal, Teorema 1.2.11.
De ahora en adelante, Ω será un abierto no vaćıo de Rn, y B denotará un espacio
de Banach complejo con norma ‖ · ‖B. Como es natural, C∞(Ω, B) representa el
espacio de las funciones indefinidamente derivables de Ω enB. Extendemos en primer
lugar de forma natural la definición de las clases introducidas en la Observación 1.1.4.
Definición 1.2.1. Sean n ∈ N y M = (Mp)p∈N0 una sucesión de números reales
estrictamente positivos. Diremos que una función f ∈ C∞(Rn, B) pertenece a la








El conjunto formado por las funciones en CM(Ω, B) que verifican (1.8) para un
A > 0 prefijado se denotará por CM,A(Ω, B), y resulta ser un espacio de Banach







de modo que se puede dotar a la clase de Carleman de una estructura de espacio
vectorial topológico con la topoloǵıa de ĺımite inductivo.
Cuando B = C, pondremos
CM,A(Ω,C) =: CM,A(Ω), CM(Ω,C) =: CM(Ω),
lo que es consistente con la notación adoptada en la Observación 1.1.4.
Análogamente, definimos a continuación clases de multisucesiones de elementos
de B fuertemente relacionadas con las anteriores, generalizando de nuevo lo hecho
en la Observación 1.1.7.
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Definición 1.2.2. Sean n ∈ N, M = (Mp)p∈N0 una sucesión de números reales
estrictamente positivos, y A > 0. Se define el espacio ΛM,A(Nn0 , B) como el formado






donde j representa la longitud del multíındice J .
El par (ΛM,A(Nn0 , B), | · |M,A,B) es un espacio de Banach, y el espacio




puede ser dotado de la topoloǵıa ĺımite inductivo. Nuevamente, utilizaremos las
notaciones
ΛM,A(Nn0 ) := ΛM,A(Nn0 ,C), ΛM(Nn0 ) := ΛM(Nn0 ,C).
Es sencillo comprobar que, fijado x0 ∈ Ω, la aplicación de Borel
B : CM(Ω, B) −→ ΛM(Nn0 , B)
f −→ Bf := (DJf(x0))J∈Nn0 .
está bien definida y es lineal y continua, como lo es, para cada A > 0, cuando se
considera
B : CM,A(Ω, B) → ΛM,A(Nn0 , B).
Uno de los objetivos de este eṕıgrafe es presentar los operadores lineales y continuos,
inversos por la derecha de B, obtenidos en [18]. Para ello, será necesario introducir
la noción de jet de Whitney.
Definición 1.2.3. Sean n ∈ N y E un subconjunto compacto de Rn. Un jet F sobre
E a valores en B es una familia
{
F J : J ∈ Nn0
}
de funciones continuas sobre E con
valores en B.




F J+L : J ∈ Nn0
}
.
Observación 1.2.4. El ejemplo más sencillo de jet es el asociado de forma natural
a una función g : E → B de clase C∞ en E, definido por Fg =
{
DJg : J ∈ Nn0
}
.
Además, en este caso para cada L ∈ Nn0 se tiene que DLFg = FDLg. La siguiente
definición extiende la noción de polinomio de Taylor al caso de los jets, y se dirá que
un jet es de Whitney si el comportamiento asintótico de los restos de Taylor coincide
con el que se presenta cuando dicho jet proviene de una función g como antes.
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Definición 1.2.5. Sean n ∈ N y E un subconjunto compacto de Rn. Para todo
jet F y todo p ∈ N0, se define el polinomio de Taylor de F de orden p en ξ ∈ E,
denotado por T pξF , mediante





(x− ξ)JF J(ξ), x ∈ Rn.
Para cada J ∈ Nn0 con |J | = j, y para cada p ∈ N0 con p ≥ j, se define el resto de
Taylor de F J de orden p− j en ξ ∈ E, denotado por RJ ,pξ F , como







= F J(x)− T p−jξ (D
JF )(x), x ∈ E.
Definición 1.2.6. Diremos que un jet F es de Whitney sobre E (de clase C∞), y
lo denotaremos por F ∈ J (E,B), si se tiene que para cada p ∈ N0 y para cada
multíındice J ∈ Nn0 con j ≤ p,
RJ ,pξ F (x) = o(|ξ − x|
p−j), (ξ,x) ∈ E × E, |ξ − x| → 0.
Definición 1.2.7. Sean M = (Mp)p∈N0 una sucesión de números reales estrictamen-
te positivos, E un subconjunto compacto de Rn y F un jet sobre E. Diremos que el
jet F es un jet de Whitney de clase JM(E,B) si existen constantes A = A(F ) > 0
y C = C(F ) > 0 de forma que para cada x ∈ E y cada J ∈ Nn0 , se tiene que∥∥F J(x)∥∥
B
≤ CAjj!Mj, (1.10)
y para cada p ∈ N0, J ∈ Nn0 de longitud j ≤ p y todo (ξ,x) ∈ E × E, se tiene que∥∥RJ ,pξ F (x)∥∥B ≤ CAp+1j!Mp+1|x− ξ|p+1−j. (1.11)
Observación 1.2.8. No es dif́ıcil comprobar, a partir de la fórmula de Taylor, que
si el jet F = Fg es el asociado a una función g ∈ CM(Ω, B) y a un compacto E ⊂ Ω,
entonces se tiene que F ∈ JM(E,B).
Las próximas dos proposiciones aportan información fundamental acerca del
tamaño y las propiedades de aproximación de los polinomios de Taylor asociados a
un jet de Whitney en una clase JM(E,B), siempre que M esté sujeta a condiciones
adecuadas.
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Notación: Para x ∈ Rn, dist(x, E) denota la distancia entre x y el compacto E.
Proposición 1.2.9 ([18], Proposición 9). Sean n ∈ N y M = (Mp)p∈N0 una sucesión
que cumple (α1) y (µ). Entonces existen D1, D2 > 1 de modo que para todo E ⊆ Rn
compacto, todo jet de Whitney de clase JM(E,B) verificando (1.10) y (1.11), todo
L ≥ D1A y todo x ∈ Rn se cumple que para cada J ∈ Nn0 de longitud j,∥∥(DJT 2N [Ldist(x,E)]x̂ F )(x)∥∥B ≤ C(LD2)j+1j!Mj, (1.12)
y ∥∥(DJT 2N [Ldist(x,E)]x̂ F )(x)− F J(x̂)∥∥B ≤ C(LD2)j+1j!Mj+1dist(x, E), (1.13)
donde x̂ es un punto en E con distancia mı́nima a x, es decir, tal que dist(x, E) =
dist(x, x̂).
Proposición 1.2.10 ([18], Proposición 10). Sea n ∈ N y M = (Mp)p∈N0 una su-
cesión de números reales estrictamente positivos que cumple (α1) y (γ). Entonces
existe D3 > 1 de forma que para cada E ⊆ Rn compacto, todo jet F de Whitney
en JM(E,B) verificando (1.10) y (1.11), todo (ξ1, ξ2) ∈ E × E, x ∈ Rn, p ∈ N0 y
todo J ∈ Nn0 de longitud j se tiene que∥∥DJ(T pξ1F − T pξ2F )(x)∥∥B ≤ j!C(D3A)p+1Mp+1(|ξ1 − x|+ |ξ1 − ξ2|)p+1−j. (1.14)
Pasamos a enunciar el teorema principal del trabajo de J. Chaumat y A.-M.
Chollet [18].
Teorema 1.2.11 ([18], Teorema 11). Sean n ∈ N, E un subconjunto compacto de
Rn, M = (Mp)p∈N0 una sucesión fuertemente regular y
F =
{
F J : J ∈ Nn0
}
∈ JM(E,B).
Existe una función F ∈ CM(Rn, B) de forma que para cada J ∈ Nn0 y para cada
x ∈ E, se tiene
F J(x) = DJF(x).
Indicaremos brevemente la demostración del Teorema 1.2.11, pues se necesi-
tará en resultados posteriores. En primer lugar establecemos un resultado, que pue-
de encontrarse en el texto de R. Coifman y G. Weiss [21], en el que se construyen
recubrimientos del complementario de un compacto de Rn mediante una familia
numerable de bolas abiertas sujetas a condiciones adecuadas.
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Proposición 1.2.12. Sea n ∈ N. Existen constantes a ∈ (0, 1), b > 1, k > 1 y
n0 ∈ N\{1} (que sólo depende de n) de forma que si E es un subconjunto compacto
de Rn existe una familia de bolas abiertas (B(x`, r`))`∈N que verifica las propiedades
siguientes:
(i) Rn \ E = ∪`B(x`, r`) = ∪`B(x`, kr`).
(ii) Si x ∈ B(x`, kr`) para un cierto ` ∈ N, se tiene que
ar` ≤ dist(x, E) ≤ br` y a dist(x, E) ≤ dist(x`, E) ≤ b dist(x, E).
(1.15)
(iii) Cada bola B(xj, krj) sólo puede tener intersección no vaćıa con, a lo sumo,
n0 bolas de la familia (B(x`, kr`))`∈N.
Fijado un recubrimiento (B(x`, kr`))`∈N de Rn \ E como el de la Proposición
previa, y dada una sucesión M fuertemente regular, mediante un procedimiento
similar al utilizado por J. Bruna en [13] se construye una partición de la unidad
asociada al recubrimiento y cuyos elementos tienen el tamaño de sus derivadas
adecuadamente gobernado en términos de M.
Proposición 1.2.13 ([18], Proposición 6). Sean el conjunto E, la sucesión M =
(Mp)p∈N0 y la familia (B(x`, r`))`∈N como se ha indicado. Existe una constante B1 >
0 de forma que para cualquier η > 0, existe una familia de funciones (φ`,η)`∈N de
clase C∞(Rn) verificando que:
(i) 0 ≤ φ`,η(x) ≤ 1, para cada ` ∈ N,x ∈ Rn.
(ii) sop(φ`,η) ⊆ B(x`, kr`) para todo ` ∈ N.
(iii)
∑
` φ`,η(x) = 1 para todo x ∈ Rn \ E.





Finalmente, eligiendo de forma adecuada las cantidades L en la Proposición 1.2.9
y η en la Proposición 1.2.13, se puede comprobar que la función dada por
F(x) =
{




F (x), si x ∈ Rn \ E, (1.16)
resuelve el problema. Recordamos que la funciónN es la dada en la Definición 1.1.15,
y que para cada ` ∈ N, x̂` es un punto en E a distancia mı́nima de x`. Cabe destacar
que para cada x ∈ Rn−E, la serie en (1.16) se reduce a una suma finita ya que cada
bola en la familia (B(x`, kr`))`∈N corta a lo sumo a una cantidad finita de bolas en
dicha familia. Esta cantidad sólo depende de la dimensión del espacio, n.
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Puesto que lo utilizaremos en nuestros resultados, destacaremos también de esta
demostración la existencia de una constante C1 > 0 de modo que para cada ` ∈ N,
J ∈ Nn0 y x ∈ B(x`, kr`) se tiene que∥∥DJ(T 2N(Ldist(x`,E))x̂` F − T 2N(Ldist(x`,E))x̂ F )(x)∥∥B ≤ C1Lj+1j!MjhM(Lbdist(x, E)),
(1.17)
y también∥∥DJ(T 2N(Ldist(x`,E))x̂ F − T 2N(Ldist(x,E))x̂ F )(x)∥∥B ≤ C1j!Mj(Lb)j+1hM(Lbdist(x, E)).
(1.18)
Como consecuencia de este teorema, J. Chaumat y A.-M. Chollet [18] mencionan
el siguiente resultado, en el que se generalizan los clásicos teoremas de Borel y
Whitney mediante la construcción de operadores lineales y continuos adecuados,
inversos por la derecha, respectivamente, de la aplicación de Borel en 0 y de la
aplicación de restricción a un compacto de las funciones en CM(Rn, B).
Corolario 1.2.14. Sean n ∈ N y M una sucesión fuertemente regular.
(i) Existe una constante b ≥ 1, que depende sólo de M y de n, de forma que
para cada A > 0, existe un operador lineal y continuo
EA,B : ΛM,A(Nn0 , B) −→ CM,bA(Rn, B)
satisfaciendo que BEA,Bλ = λ para cada elemento λ de ΛM,A(Nn0 , B). Además,
las extensiones EA,Bλ pueden construirse con soporte compacto, contenido en
un entorno de 0 prefijado e independiente de λ.
(ii) Para cada conjunto abierto y acotado Ω de Rn con frontera Lipschitz, existe
una constante c ≥ 1, que depende de M, de n y de Ω, tal que para cada número
real A > 0 existe un operador lineal y continuo
FA,Ω,B : CM,A(Ω, B) −→ CM,cA(Rn, B)
satisfaciendo que FA,Ω,Bf |Ω = f para cada f ∈ CM,A(Ω, B). Además, la exten-
sión puede construirse con soporte en un compacto de Rn prefijado (e indepen-
diente de f) que contenga un entorno abierto de la adherencia de Ω.
Demostración:
Basta aplicar el Teorema 1.2.11 a los conjuntos E = {0} (identificando de forma
natural ΛM(Nn0 , B) con el conjunto JM({0}, B)) y E = Ω (identificando ahora cada
elemento de CM(Ω, B) con el jet en JM(Ω, B) que induce), respectivamente. En
ambos casos, la extensión del jet inicial es la dada por la expresión en (1.16). 
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1.3. Desarrollos asintóticos y clases ultraholomorfas en sec-
tores
Dedicamos esta sección a presentar la noción de desarrollo asintótico de funciones
de una variable compleja y sus propiedades fundamentales, aśı como su relación con
las denominadas clases ultraholomorfas de funciones. Las demostraciones de buena
parte de los resultados que siguen pueden encontrarse en el texto clásico de W.
Wasow [80] o en el más reciente de W. Balser [3].
Consideramos un sector S de la superficie de Riemann del logaritmo con vértice
en 0 y una función f : S → C, con f ∈ H(S).
Definición 1.3.1. Diremos que f admite desarrollo asintótico cuando z tiende a
0 en S (o abreviadamente, f admite desarrollo asintótico en S) si existe una serie
de potencias formal f̂(z) =
∑∞
n=0 fnz
n ∈ C [[z]], que se denominará la serie de
desarrollo asintótico de f , o simplemente el desarrollo asintótico de f , de modo
que para todo N ∈ N0 y para todo T subsector propio y acotado de S (escribimos






∣∣∣ ≤ c, z ∈ T. (1.19)
Se denotará por f(z) ∼ f̂(z) en S.
Utilizando básicamente la fórmula integral de Cauchy y la fórmula de Taylor, se
prueba la siguiente
Proposición 1.3.2. Sean S un sector, f ∈ H(S) y f̂(z) =
∑∞
n=0 fnz
n ∈ C [[z]]. Son
equivalentes:
(i) f admite desarrollo asintótico en S dado por f̂ .








(iii) Para cada N ∈ N0 y cada T ≺ S, existe ĺımz→0,z∈T f (N)(z) ∈ C.
(iv) Para cada N ∈ N0 y cada T ≺ S, se tiene que supz∈T |f (N)(z)| <∞.


















de donde se deduce la unicidad del desarrollo.
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LlamaremosA(S) al conjunto de las funciones f ∈ H(S) con desarrollo asintótico
en el sector S. Con las operaciones usuales, A(S) es un álgebra diferencial, y la
aplicación que asocia a cada elemento de A(S) su desarrollo asintótico,
A(S) −→ C [[z]]
f −→ f̂ , (1.20)
es un homomorfismo de álgebras diferenciales, es decir: la serie de desarrollo asintóti-
co de una combinación lineal, producto o derivada de funciones en A(S) es, respecti-
vamente, la serie obtenida como combinación lineal, producto de Cauchy o derivada
formal de las correspondientes series de desarrollo.
Alternativamente, esta aplicación puede entenderse como una extensión de la




n, de la sucesión B̃(f) = (f (N)(0))N∈N0 de “derivadas en 0”de
f ,
f (N)(0) := ĺım
z→0,z∈T
f (N)(z) = N !fN , N ∈ N0, T ≺ S.
Si en CN0 se definen el producto de acuerdo con la fórmula de Leibnitz para la
derivada de un producto, y la derivación como el operador de desplazamiento a la
izquierda, entonces B̃ : A(S) → CN0 es de nuevo un homomorfismo de álgebras
diferenciales.
Introducimos a continuación sendas topoloǵıas en A(S) y CN0 . En el primero,
consideramos la topoloǵıa definida por la familia de seminormas {pN,T}N∈N0,T≺S
dadas por
pN,T (f) = sup
z∈T
|f (N)(z)|, f ∈ A(S),
que lo convierte en un espacio de Fréchet, es decir, un espacio vectorial topológico
localmente convexo, metrizable (en particular, Hausdorff) y completo.
Consideramos en CN0 la topoloǵıa producto, generada por la familia de seminor-
mas (tk)k∈N0 definidas por
tk(α) = máx
j≤k
|aj|, α = (aN)N∈N0 , (1.21)
con lo que obtenemos de nuevo un espacio de Fréchet.
Pues bien, para estas dos topoloǵıas, se tiene la siguiente
Proposición 1.3.3. La aplicación B̃ : A(S) → CN0 es continua.
Demostración:
Puesto que, dados f, g ∈ A(S) y N ∈ N0, para un sector T ≺ S se tiene que
|f (N)(0)− g(N)(0)| ≤ sup
z∈T
|f (N)(z)− g(N)(z)| = pN,T (f − g),
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la conclusión es inmediata. 
El teorema de Borel-Ritt afirma que, fijado un sector S, la aplicación B̃ es so-
breyectiva. Por lo tanto, se puede establecer una aplicación T : CN0 → A(S) tal que
B̃ ◦ T = IdCN0 . Surge de forma natural la pregunta de si es posible construir una
aplicación con esta propiedad y que sea lineal y continua. La respuesta es negativa.
Teorema 1.3.4. Sea S un sector. No existe ninguna aplicación
T : CN0 → A(S)
lineal y continua tal que B̃ ◦ T = IdCN0 .
Demostración:
La demostración de este resultado está basada en la debida a Mityagin [59], que
probó la imposibilidad de una construcción similar en relación con el teorema clási-
co de Borel acerca de la existencia de funciones indefinidamente derivables en el
intervalo [−1, 1] con derivadas en 0 arbitrariamente prefijadas.
Supongamos que existe una aplicación T : CN0 → A(S) en las condiciones del
enunciado y llegaremos a un absurdo. Llamemos E1 = T (CN0). Entonces se tiene
que
E1 = {φ ∈ A(S) : φ = T B̃φ}.
En efecto, si φ ∈ E1, existe α = (an)n∈N0 ∈ CN0 para el cual T (α) = φ. Entonces
α = B̃T (α) = B̃(φ), luego φ = T (α) = T B̃φ.
Aśı, hemos visto que E1 ⊆ {φ ∈ A(S) : φ = T B̃φ}. La contención en el otro sentido
es trivial.
Por lo tanto, E1 = (IdA(S)−T B̃)−1(0), y como IdA(S)−T B̃ es continua, tenemos
que E1 es cerrado en A(S). Dado que B̃ ◦ T = IdCN0 y T ◦ B̃ = IdE1 , deducimos
que T y B̃ establecen un isomorfismo entre CN0 y E1. Ahora bien, observemos que
E1 admite una norma continua: fijado T ≺ S, podemos considerar
‖f‖ = sup
z∈T
|f(z)| = p0,T (f).
Mediante el isomorfismo existente entre E1 y CN0 , podemos construir una norma
continua en CN0 , digamos ‖ ‖?. Por tanto, existen k ∈ N0 y λ > 0 para los que
‖ ‖? ≤ λtk. Sea ξ ∈ CN0 , ξ 6= 0, para el cual tk(ξ) = 0. Tendŕıamos entonces que∥∥ξ∥∥? ≤ λtk(ξ) = 0, lo que es absurdo. 
A la vista de este resultado, la siguiente cuestión consiste en determinar subes-
pacios Λ y A, de CN0 y A(S) respectivamente, dotados de topoloǵıas adecuadas,
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de forma que sea posible construir una aplicación T : Λ → A lineal y continua tal
que B̃ ◦ T = IdΛ. Dichas aplicaciones, como se dijo anteriormente, se denominan
habitualmente operadores de extensión.
La respuesta que damos a continuación a este problema es, esencialmente, la
proporcionada por V. Thilliez en [77], con la salvedad de que, con vistas a nuestros
propósitos posteriores, nos interesa considerar funciones a valores en un espacio de
Banach complejo B.
Sea S un sector en la superficie de Riemann del logaritmo con vértice en 0.
Denotamos por H(S,B) el espacio de las funciones holomorfas de S en B.
Definición 1.3.5. Sean M una sucesión de números reales estrictamente positivos,
y A > 0 una constante. Se define
AM,A(S,B) := H(S,B) ∩ CM,A(S,B).
Observación 1.3.6. Claramente se tiene que AM,A(S,B) es un subespacio cerra-
do de CM,A(S,B) con la norma ‖ · ‖BM,A,S introducida en (1.8) y, por tanto, tiene
estructura de espacio de Banach. Si B es un álgebra de Banach y M verifica (α0),
AM,A(S,B) es también un álgebra de Banach. Al igual que para las clases de funcio-




AM,A(S,B), AM,A(S) := AM,A(S,C), AM(S) := AM(S,C).
(1.22)
Ejemplo 1.3.7. El caso más relevante, que corresponde a la elección de Mα =
(p!α)p∈N0 , con α ≥ 0, es el consistente en las funciones y desarrollos asintóticos
denominados de Gevrey de orden α+1, que aparecen en numerosos contextos dentro
de la teoŕıa de ecuaciones diferenciales ordinarias, ecuaciones en derivadas parciales
y distribuciones.
Observación 1.3.8. La definición de desarrollo asintótico y sus propiedades fun-
damentales (en particular, la Proposición 1.3.2 y las afirmaciones relativas a la
aplicación B̃) no sufren alteraciones cuando se consideran funciones holomorfas a
valores en un espacio de Banach complejo. De acuerdo con la Proposición 1.3.2, es
claro que los elementos f de AM,A(S,B) admiten desarrollo asintótico en el vérti-
ce de S, en cierto modo “uniforme”, pues las estimaciones en (1.19) y los ĺımites
en la Proposición 1.3.2 se pueden escribir globalmente en S en lugar de en cada
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uno de sus subsectores propios y acotados; además, B̃(f) ∈ ΛM,A(N0, B) (ver la
Definición 1.2.2). Más aún, la aplicación
B̃ : AM,A(S,B) −→ ΛM,A(N0, B)
es lineal y continua. El siguiente resultado de V. Thilliez [77, Teorema 3.2.1] esta-
blece la existencia de los operadores de extensión anunciados siempre que M sea
fuertemente regular y que la amplitud del sector S sea suficientemente pequeña.
Notación: Dado γ > 0, consideremos el sector
Sγ =
{
z : | arg z| < γπ
2
}
en la superficie de Riemann del logaritmo, cuya bisectriz es la semirrecta d = 0 y
cuya amplitud vale γπ. Resaltamos que el valor de d es irrelevante en lo que sigue.
Teorema 1.3.9. Sean n ∈ N y M = (Mp)p∈N0 una sucesión fuertemente regular
con ı́ndice de crecimiento γ(M). Consideremos γ ∈ R con 0 < γ < γ(M). Entonces
existe d ≥ 1, que sólo depende de M y de γ, de forma que para cada A > 0 existe
un operador lineal continuo
TM,A,γ : ΛM,A(N0, B) −→ AM,dA(Sγ, B)
cumpliendo que B̃ ◦ TM,A,γλ = λ para cada λ ∈ ΛM,A(N0, B).
En la demostración de este resultado juega un papel fundamental la construcción
de ciertas funciones en AM(Sγ), cuyas propiedades listamos aqúı para su referencia
posterior.
Proposición 1.3.10 ([77], Teorema 2.3.1 y Lema 2.3.2). Sea M = (Mp)p∈N0 una
sucesión fuertemente regular y γ ∈ R con 0 < γ < γ(M). Existe una función
G ∈ AM(Sγ) de forma que, para cada w ∈ Sγ, se tiene que:
(i) k1hM(k2|w|) ≤ |G(w)| ≤ hM(k3|w|), donde k1, k2 y k3 son constantes positi-
vas que dependen sólo de M y γ.
(ii) Para todo p ∈ N0, |G(p)(w)| ≤ bp1p!MphM(b2|w|), siendo b1 y b2 constantes
positivas que dependen sólo de M y γ.
(iii) Para todo p ∈ N0,
∣∣(1/G)(p)(w)∣∣ ≤ b3bp4p!Mp(hM(b5|w|))−1, donde b3, b4 y
b5 son constantes positivas que dependen sólo de M y γ.
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1.4. Desarrollo asintótico fuerte y clases ultraholomorfas en
polisectores
En esta sección se considera el concepto de desarrollo asintótico fuerte para
funciones de varias variables complejas definidas en polisectores, introducido por H.
Majima [50, 51], y se mencionan sus propiedades fundamentales. Posteriormente, se
comentan los resultados de tipo Borel-Ritt disponibles para las dos generalizaciones
naturales de la aplicación de Borel en este contexto.
Sea n ∈ N, n ≥ 2, y pongamos N = {1, 2, . . . , n}. Sea S un polisector en Rn con
vértice en 0, donde R denota la superficie de Riemann del logaritmo, y sea B un
espacio de Banach complejo. Con los convenios adoptados en la lista de Notaciones,
podemos dar la siguiente
Definición 1.4.1. Se dice que una función holomorfa f : S → B admite desarrollo
asintótico fuerte en S si existe una familia
F =
{
fαJ : ∅ 6= J ⊂ N , αJ ∈ NJ0
}
,
donde fαJ es una función holomorfa de SJ ′ en B cuando J 6= N , y fαJ ∈ B si












J , z ∈ S,
entonces para cada subpolisector propio y acotado T de S y cada α ∈ Nn0 , existe
c = c(α, T ) > 0 tal que∥∥f(z)− Appα(F)(z)∥∥B ≤ c|z|α, z ∈ T. (1.23)
En estas condiciones, F se denomina la familia total de desarrollo asintótico
fuerte asociada a f . La función Appα(F), holomorfa de S en B, es el aproximante
de orden α correspondiente a F . Denotaremos por A(S,B) el espacio vectorial de
las funciones holomorfas de S en B que admiten desarrollo asintótico fuerte en S.
El resultado que sigue fue obtenido por J. A. Hernández [37] a partir de una
versión de la fórmula de Taylor, válida en este contexto, que aparece en el trabajo
de Y. Haraoka [36].
Teorema 1.4.2. Sea f una función holomorfa de S en B. Son equivalentes:
(i) f admite desarrollo asintótico fuerte en S.
(ii) Para cada α ∈ Nn0 y T ≺ S, se tiene que
Qα,T (f) := sup
z∈T
‖Dαf(z)‖B <∞. (1.24)
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Si se cumplen (i) o (ii), para cada subconjunto no vaćıo J de N y cada αJ ∈ NJ0 se
verifica que
fαJ (zJ ′) = ĺım
zJ→0J
zJ∈TJ
D(αJ ,0J′ )f(z), zJ ′ ∈ SJ ′ , (1.25)
para cada TJ ≺ SJ ; el ĺımite es uniforme sobre cada TJ ′ ≺ SJ ′ siempre que J 6= N ,
lo que implica que fαJ ∈ A(SJ ′ , B) (adoptando el convenio de que A(SN ′ , B) = B).
Observación 1.4.3. De acuerdo con las expresiones en (1.25), la familia F en la
Definición 1.4.1 es única, y se denotará por TA(f), mientras que los aproximantes
serán de ahora en adelante Appα(f), α ∈ Nn0 .
Con vistas a razonamientos posteriores y sin entrar en detalles, conviene espe-
cificar la relación entre las cotas en (1.23) y en (1.24). Dados polisectores T, T ′ con
T ≺ T ′ ≺ S, y α ∈ Nn0 , si ponemos





entonces se tiene que:




(ii) Existe una constante A > 0, que depende de T y T ′, de modo que
Qα,T (f) ≤ A|α|α!Pα,T ′(f).
A(S,B) puede ser dotado de estructura de espacio de Fréchet con la topoloǵıa
generada por la familia de seminormas {Qα,T}α∈Nn0 ,T≺S. De acuerdo con el teorema
anterior, este espacio es estable por derivación, lo que no ocurre para otros conceptos
de desarrollo asintótico en varias variables (ver [32, 39]). Si B es un álgebra de
Banach, A(S,B) es un álgebra diferencial. Además, dados un subconjunto no vaćıo
J de N y αJ ∈ NJ0 , la aplicación que env́ıa f ∈ A(S,B) en fαJ ∈ A(SJ ′ , B) es
continua.
Observación 1.4.4. Cuando n = 1 todo lo anterior tiene sentido, resultando que
el concepto de desarrollo asintótico fuerte coincide con el usual, de modo que si
f ∈ A(S,B), entonces TA(f) queda reducida a la familia de coeficientes (salvo
factoriales) de la serie de desarrollo asintótico de f :
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Proposición 1.4.5 (Condiciones de coherencia). Sean f ∈ A(S,B) y
TA(f) =
{
fαJ : ∅ 6= J ⊂ N , αJ ∈ NJ0
}
su familia total de desarrollo. Entonces para todo par de subconjuntos no vaćıos y




D(αL,0(J∪L)′ )fαJ (zJ ′) = f(αJ ,αL)(z(J∪L)′); (1.26)
el ĺımite es uniforme en cada T(J∪L)′ ≺ S(J∪L)′ siempre que J ∪ L 6= N .
De las relaciones (1.26) se deduce inmediatamente que para todo subconjunto
no vaćıo J de N y todo αJ ∈ NJ0 ,
TA(fαJ ) = { f(αJ ,βL) : ∅ 6= L ⊂ J
′, βL ∈ NL0 }.
Definición 1.4.6. Diremos que una familia
F = { fαJ ∈ A(SJ ′ , B) : ∅ 6= J ⊂ N , αJ ∈ NJ0 }
es coherente si cumple las condiciones (1.26).
Fijados un polisector S y un espacio de Banach complejo B, denominemos
F(S,B) al conjunto de las familias coherentes constituidas por funciones fαJ ∈
A(SJ ′ , B), al que se le dota de estructura vectorial de forma natural. Se pueden
considerar las aplicaciones
B̃ : A(S,B) −→ BNn0 y TA : A(S,B) −→ F(S,B),











Dαf(z) = fα ∈ TA(f), α ∈ Nn0 .
Sin entrar en detalles, mencionaremos que estas aplicaciones son lineales y se com-
portan bien frente a la derivación, y son de hecho homomorfismos de álgebras di-
ferenciales si B es un álgebra de Banach y se definen en BN
n
0 y F(S,B) opera-
ciones producto adecuadas. Además, se han probado teoremas de tipo Borel–Ritt
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que garantizan que tanto B̃ como TA son sobreyectivas para un polisector arbitra-
rio. Se pueden consultar en este sentido los trabajos de H. Majima [50, 51], J. A.
Hernández [37], F. Galindo y J. Sanz [30] y J. A. Hernández y J. Sanz [38]. Ahora
bien, si se dota a BN
n
0 y F(S,B) de las topoloǵıas producto usuales, de nuevo es
imposible construir operadores de extensión en ambas situaciones, entendiendo por
tales, aplicaciones lineales y continuas que sean inversas por la derecha de B̃ y TA,
respectivamente. La prueba de este hecho será omitida, pues sigue la misma ĺınea
de ideas que en el caso unidimensional (ver Teorema 1.3.4). Para concluir esta sec-
ción, introducimos los espacios de funciones necesarios para proporcionar, ya en el
siguiente caṕıtulo, las generalizaciones a varias variables del resultado de V. Thilliez
expuesto al acabar la sección previa.
Sean n ∈ N y S un polisector con vértice en 0 en Rn. Denotamos por H(S,B) el
espacio de las funciones holomorfas de S en B. Dadas M, una sucesión de números
reales estrictamente positivos, y una constante A > 0, se define como en el caso
unidimensional
AM,A(S,B) := H(S,B) ∩ CM,A(S,B).
La Observación 1.3.6 se puede repetir aqúı palabra por palabra y, de acuerdo
con el Teorema 1.4.2, los elementos f de AM,A(S,B) admiten desarrollo asintótico
fuerte en S, en cierto sentido “uniforme”, pues los ĺımites o estimaciones en (1.23),
(1.25) y (1.26) se pueden escribir con validez en todo el polisector correspondiente.
Además, B̃(f) ∈ ΛM,A(Nn0 , B) y la aplicación
B̃ : AM,A(S,B) −→ ΛM,A(Nn0 , B)
es lineal y continua. El Teorema 2.1.2 del siguiente caṕıtulo establecerá la existencia
de operadores de extensión en esta situación.
Para tratar el caso de la aplicación TA, será necesario reformular el problema
para hacerlo más asequible. Dejamos esta disgresión para el segundo caṕıtulo.

Caṕıtulo 2
Resultados de extensión y
casianaliticidad en clases
ultraholomorfas
2.1. Generalizaciones del teorema de Borel-Ritt-Gevrey
Esta primera sección se va a dedicar a obtener dos generalizaciones del teorema
de Borel-Ritt-Gevrey para funciones con desarrollo asintótico fuerte en polisecto-
res. Se trabajará en clases ultraholomorfas determinadas en función de una sucesión
fuertemente regular, y la propiedad de interpolación que se busca vendrá dada por la
existencia de sendos operadores de extensión, inversos por la derecha de las aplicacio-
nes B̃ y TA definidas en la última sección del caṕıtulo previo. La técnica radicará en
ambos casos en la reducción del problema para funciones de varias variables a otro
equivalente en términos de funciones de una variable a valores en un espacio de
Banach adecuado. En esta dirección será fundamental el siguiente resultado, que
puede ser probado sin dificultad (una demostración similar aparece desarrollada con
detalle en [39, Teorema 4.5]).
Teorema 2.1.1. Sean n,m ∈ N, M una sucesión de números reales estrictamente
positivos, yB un espacio de Banach complejo. Fijemos además A > 0 y consideremos
(poli)sectores S y V de Cn y Cm, respectivamente. Entonces se tiene que:
(i) Si M cumple (µ) y A1 > 0 es la constante que aparece en dicha propiedad,
entonces la aplicación
Ψ1 : AM,A(S × V,B) −→ AM,2AA1(S,AM,2AA1(V,B))




(w) = f(z,w), (z,w) ∈ S × V,
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está bien definida, es lineal y continua. Dada f ∈ AM,A(S × V,B), para cada






y por lo tanto
‖f ?‖AM,2AA1 (V,B)M,2AA1,S ≤ ‖f‖
B
M,A,S×V . (2.2)
(ii) Si M cumple (α0), la aplicación








(w), f ∈ AM,A(S,AM,A(V,B)), (z,w) ∈ S × V,
está bien definida, es lineal y continua. Dada f ∈ AM,A(S,AM,A(V,B)), para














Estamos en condiciones de establecer el primero de los resultados fundamentales
de esta sección.
Notación: Dado γ = (γ1, . . . , γn) ∈ (0,∞)n, Sγ denota el polisector
∏n
j=1 Sγj .
Teorema 2.1.2. Sea n ∈ N y M = (Mp)p∈N0 una sucesión fuertemente regular y
consideremos γ = (γ1, . . . , γn) ∈ (0,∞)n verificando que 0 < γj < γ(M) para cada
j ∈ {1, . . . , n}. Entonces existe d ≥ 1 de modo que para cada A > 0 es posible
construir una aplicación lineal y continua
TM,A,γ : ΛM,A(Nn0 , B) → AM,dA(Sγ , B)
tal que
B̃ ◦ TM,A,γ = IdΛM,A(Nn0 ,B).
Demostración:
Vamos a razonar por inducción sobre la dimensión n ∈ N. Para n = 1 el resultado
es precisamente el Teorema 1.3.9. Supongamos el teorema cierto hasta n− 1, n ≥ 2.
Consideremos A ∈ (0,∞) y a = (aα)α∈Nn0 ∈ ΛM,A(N
n
0 , B). Fijado m ∈ N0, conside-
remos la multisucesión am = (a(m,β))β∈N1′0
. Si A1 > 0 es la constante que aparece
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en la propiedad (µ) asociada a la sucesión M, veamos que am ∈ ΛM,2AA1(N1
′
0 , B).
En efecto, teniendo en cuenta la definición de la norma en estos espacios y que




de donde se deduce que am ∈ ΛM,2AA1(N1
′
0 , B) y que
|am|M,2AA1,B ≤ |a|M,A,B(2AA1)mm!Mm. (2.5)
Aplicando la hipótesis de inducción tenemos garantizada la existencia de constantes
d1′ ≥ 1 y D1′ > 0, y de un operador lineal y continuo
TM,2AA1,γ1′ : ΛM,2AA1(N
1′
0 , B) → AM,d1′2AA1(Sγ1′ , B)
de modo que





≤ D1′|am|M,2AA1,B, m ∈ N0.











∈ ΛM,2AA1(N0,AM,d1′2AA1(Sγ1′ , B)).
y
|b|M,2AA1,AM,d1′2AA1 (Sγ1′ ,B) ≤ D1′|a|M,A,B. (2.7)
Además, según (2.6) se tiene también que para cada β ∈ N1′0 ,
ĺım
z1′→01′ ,z1′∈Sγ1′
Dβ(TM,2AA1,γ1′ (am))(z1′) = a(m,β). (2.8)
Sea B1 = AM,d1′2AA1(Sγ1′ , B). El Teorema 1.3.9 asegura la existencia de constantes
d1 ≥ 1 y D1 > 0, que dependen sólo de γ y de M, y la existencia de una aplicación
lineal
T̃M,2AA1,γ1 : ΛM,2AA1(N0, B1) → AM,d12AA1(Sγ1 , B1)
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de modo que B̃ ◦ T̃M,2AA1,γ1(b) = b, es decir, para cada m ∈ N0 se tiene que
ĺım
z1→0,z1∈Sγ1
Dm(T̃M,2AA1,γ1(b))(z1) = TM,2AA1,γ1′ (am), (2.9)
y además
‖T̃M,2AA1,γ1(b)‖M,d12AA1,Sγ1 ,B1 ≤ D1|b|M,2AA1,B1 . (2.10)
Pongamos d = máx{d1, d1′}2A1 ≥ 1. Es claro que AM,d12AA1(Sγ1 , B1) se inyecta
de forma trivial con continuidad en AM,dA(Sγ1 ,AM,dA(Sγ1′ , B)), y
‖f‖AM,dA(Sγ1′ ,B)M,dA,Sγ1 ≤ ‖f‖
B1
M,d12AA1,Sγ1
, f ∈ AM,d12AA1(Sγ1 , B1). (2.11)
Sea Ψ2 la aplicación lineal y continua deAM,dA(Sγ1 ,AM,dA(Sγ1′ , B)) enAM,dA(Sγ, B)
que fue descrita en el Teorema 2.1.1. Definamos la aplicación
TM,A,γ : ΛM,A(Nn0 , B) → AM,dA(Sγ , B)
por TM,A,γ(a) = Ψ2◦T̃M,2AA1,γ1(b), donde a y b son como anteriormente. Claramente
TM,A,γ es una aplicación lineal. Además, para cada a ∈ ΛM,A(Nn0 , B), aplicando
(2.4), (2.11), (2.10) y (2.7), se tiene que
‖TM,A,γ(a)‖M,dA,Sγ ,B = ‖Ψ2 ◦ T̃M,2AA1,γ1(b)‖BM,dA,Sγ ≤ ‖T̃M,2AA1,γ1(b)‖
AM,dA(Sγ1′ ,B)
M,dA,Sγ1
≤ ‖T̃M,2AA1,γ1(b)‖B1M,d12AA1,Sγ1 ≤ D1|b|M,2AA1,B1
≤ D1D1′|a|M,A,B,
concluyendo la continuidad del operador TM,A,γ . Por último, basta comprobar que
dicho operador es inverso por la derecha para el operador B̃. En efecto, sea a ∈
ΛM,A(Nn0 , B). Puesto que la familia TA(TM,A,γ(a)) es coherente (ver la Proposi-



































DβTM,2A1A,γ1(am)(z1′) = a(m,β) = aα,
con lo que se concluye la demostración. 
Sean n un número natural, con n ≥ 2, B un espacio de Banach complejo y
S un polisector de Rn con vértice en 0. Pongamos N = {1, 2, . . . , n}. Pasamos a
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considerar el segundo de los problemas que nos ocupa en esta sección, relativo a la
existencia de inversas por la derecha para la aplicación TA que env́ıa cada elemento
f ∈ A(S,B) en su familia total de desarrollo asintótico fuerte, TA(f). Su resolución
se basará en una reformulación del problema en términos de una subfamilia de
TA(f), denominada de primer orden, que definimos a continuación.
Definición 2.1.3. Sea f ∈ A(S,B). Se define la familia de primer orden asociada
a f como
B̃1(f) := { fm{j} ∈ A(Sj′ , B) : j ∈ N , m ∈ N0 } ⊂ TA(f).
Observación 2.1.4. La familia de primer orden consiste en los elementos de la
familia total que dependen de n − 1 variables. Para una mayor simplicidad, las
funciones fm{j} se denotarán por fjm, j ∈ N , m ∈ N0. A partir de las condiciones
de coherencia que verifica la familia total (ver la Proposición 1.4.5), es inmediato
deducir que B̃1(f) verifica las que denominamos condiciones de coherencia de primer
orden:
para cada L ⊂ N con al menos dos elementos, cada αL ∈ NL0 , cada j, ` ∈ L y








los ĺımites son uniformes en SL′ siempre que L 6= N .
Como se puede ver en [30, Sección 4], el conocimiento de B̃1(f) basta para
determinar TA(f) sin ambigüedad. Rećıprocamente, si partimos de una familia de
primer orden coherente, es decir, una familia
F1 = { fjm ∈ A(Sj′ , B) : j ∈ N , m ∈ N0 }
sujeta a las condiciones de coherencia de primer orden expresadas anteriormente, se
puede construir de forma única una familia coherente
F = { fαJ ∈ A(SJ ′ , B) : J ⊂ N , J 6= ∅, αJ ∈ NJ0 },
de modo que para cada j ∈ N y cada m ∈ N0 se tiene que fm{j} = fjm.
Por lo tanto, podemos concluir que hay una correspondencia biuńıvoca entre
el conjunto de las familias coherentes F(S,B) y el de las familias de primer orden
coherentes, pongamos F1(S,B), al que se dota de la topoloǵıa de subespacio de
F(S,B). Esto permite enunciar el teorema de Borel-Ritt en el presente contexto del
modo siguiente: la aplicación (lineal y continua) B̃1 que env́ıa cada f ∈ A(S,B) en
B̃1(f) ∈ F1(S,B) es sobreyectiva.
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Nuestro próximo resultado establecerá la existencia de inversas por la dere-
cha para esta aplicación en subespacios adecuados. Para ello, fijadas una sucesión
M = (Mp)p∈N0 de números reales estrictamente positivos y una constante A > 0,
analizamos en primer lugar cómo actúa B̃1 sobre AM,A(S,B). La siguiente definición
permitirá expresar cómodamente el resultado correspondiente.
Definición 2.1.5. Sea M = (Mp)p∈N0 una sucesión que verifica la propiedad (µ)
para una constante A1, y sea A > 0. Se define F
1
M,A(S,B) como el conjunto de las
familias coherentes de primer orden
G = {fjm ∈ AM,2AA1(Sj′ , B) : j ∈ N ,m ∈ N0}
de modo que para cada j ∈ N se tiene que
Gj := (fjm)m∈N0 ∈ ΛM,2AA1(N0,AM,2AA1(Sj′ , B)).
Es inmediato comprobar que, si se pone
νM,A(G) := sup
j∈N







es un espacio de Banach.
Proposición 2.1.6. En la situación de la definición previa, la aplicación
B̃1 : AM,A(S,B) −→ F1M,A(S,B)
está bien definida y es lineal y continua.
Demostración:
Sea f ∈ AM,A(S,B) y fijemos m ∈ N0 y j ∈ N . Comenzamos recordando que
fjm(zj′) = ĺım
zj→0,zj∈Sj
D(0j′ ,m{j})f(zj′ , zj), zj′ ∈ Sj′ .
En virtud de la uniformidad en los ĺımites que definen los elementos de TA(f) se
deduce que para cada zj′ ∈ Sj′ y para cada αj′ ∈ Nj
′
0 , se tiene que
Dαj′fjm(zj′) = ĺım
zj→0,zj∈Sj




‖D(αj′ ,m{j})f(zj′ , zj)‖B
≤ ‖f‖BM,A,SA|αj′ |+m(|αj′|+m)!M|αj′ |+m
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De esta desigualdad se obtiene ahora que, para cada j ∈ N ,
(fjm)m∈N0 ∈ ΛM,2AA1(AM,2AA1(Sj′ , B)),
con lo que B̃1(f) ∈ F1M,A(S,B). Además, de acuerdo con (2.12),
|(fjm)m∈N0|M,2AA1,AM,2AA1 (Sj′ ,B) ≤ ‖f‖
B
M,A,S , j ∈ N ,
de modo que νM,A(B̃1(f)) ≤ ‖f‖BM,A,S, con lo que se concluye. 
El siguiente lema suministra la información necesaria acerca del comportamiento
asintótico de la función que proporciona el operador de extensión de V. Thilliez (ver
el Teorema 1.3.9) cuando éste actúa sobre sucesiones cuyos elementos pertenecen a
un espacio del tipo AM,A(S). Su uso será fundamental para probar el resultado de
extensión a partir de familias en F1M,A(S,B). La demostración de este lema es de
marcado carácter técnico, y su longitud aconseja posponerla hasta el final de este
caṕıtulo para no interrumpir en este momento el discurrir de los razonamientos.
Notación: Para n ∈ N y j ∈ N , se denotará por ej al multíındice de Nn0 con ceros
en todas las coordenadas salvo un uno en la coordenada j-ésima.
Lema 2.1.7. Sean n ∈ N, M = (Mp)p∈N0 una sucesión fuertemente regular, A > 0,
Sθ un polisector de Rn con θ = (θ1, . . . , θn) ∈ (0,∞)n, y Sγ un sector de R con
0 < γ < γ(M). Sea f = (fp)p∈N0 ∈ ΛM,A(N0,AM,A(Sθ)) y supongamos que existe
j ∈ N tal que para cada m, p ∈ N0 se tiene que
ĺım
zj→0,zj∈Sθj
Dmejfp(z) = 0 uniformemente en Sθj′ .








uniformemente con respecto a w ∈ Sγ y zj′ ∈ Sθj′ , siendo TM,A,γ la aplicación de
extensión dada en el Teorema 1.3.9.
Enunciamos ya nuestro segundo resultado de extensión.
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Teorema 2.1.8. Sea M = (Mp)p∈N0 una sucesión fuertemente regular, y fijemos
θ = (θ1, . . . , θn) ∈ (0,∞)n tal que 0 < θj < γ(M) para cada j ∈ N . Entonces,




M,A(Sθ, B) −→ AM,cA(Sθ, B)
de modo que para cada G ∈ F1M,A(Sθ, B) se tiene que B̃1(UM,A,θ(G)) = G.
Demostración:
Sea G = {fjm} ∈ F1M,A(Sθ, B). La construcción consiste en n pasos, de manera que
en el paso k-ésimo se obtendrá una función cuya familia de primer orden asociada
contiene las sucesiones (fjm)m∈N0 con j ≤ k. El lema previo garantizará que al dar
cada paso no se pierde lo conseguido en los anteriores.
De acuerdo con la Definición 2.1.5, se tiene que
G1 := {f1m}m∈N0 ∈ ΛM,2AA1(AM,2AA1(Sθ1′ , B)).
Por el Teorema 1.3.9, existen c1 = c1(M, θ1) ≥ 1, C1 = C1(M, θ1) > 0 y un operador
lineal y continuo
TM,2AA1,θ1 : ΛM,2AA1(AM,2AA1(Sθ1′ , B)) −→ AM,c12AA1(Sθ1 ,AM,2AA1(Sθ1′ , B))
de modo que, si ponemos H
[1]?













≤ C1|G1|M,2AA1,AM,2AA1 (Sθ1′ ,B).
Teniendo en cuenta que
AM,c12AA1(Sθ1 ,AM,2AA1(Sθ1′ , B)) ⊆ AM,c12AA1(Sθ1 ,AM,c12AA1(Sθ1′ , B))
(con la desigualdad obvia entre las correspondientes normas) y aplicando el segundo
apartado del Teorema 2.1.1, podemos afirmar que la función H [1] : Sθ → B dada
por
H [1](z) := H
[1]?
1 (z1)(z1′), z = (z1, z1′) ∈ Sθ,
pertenece a AM,c12AA1(Sθ, B) y, además,
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2 (z2)(z2′) := H
[1](z2, z2′), z2 ∈ Sθ2 , z2′ ∈ Sθ2′ .
Según (i) en el Teorema 2.1.1, se tiene que
H
[1]?











zm2 , y B2 := AM,c1(2A1)2A(Sθ2′ , B).




mientras que la Definición 2.1.5 permite escribir que
G2 := (f2m)m∈N0 ∈ ΛM,2A1A(AM,2A1A(Sθ2′ , B)).
Por lo tanto, (f2m − h[1]2m)m∈N0 ∈ ΛM,c1(2A1)2A(B2). Aplicando nuevamente el Teore-
ma 1.3.9, existen c2 = c2(M, θ2) ≥ 1, C2 = C2(M, θ2) > 0 y un operador lineal y
continuo
TM,c1(2A1)2A,θ2 : ΛM,c1(2A1)2A(B2) −→ AM,c2c1(2A1)2A(Sθ2 , B2)


















‖H [2]?2 ‖B2M,c2c1(2A1)2A,Sθ2 ≤ C2|(f2m − h
[1]
2m)m∈N0|M,c1(2A1)2A,B2 .
Como en el primer paso, es obvio que
AM,c2c1(2A1)2A(Sθ2 , B2) ⊆ AM,c2c1(2A1)2A(Sθ2 ,AM,c2c1(2A1)2A(Sθ2′ , B)),
de modo que H
[2]?
2 pertenece también al segundo de estos espacios. El apartado (ii)
del Teorema 2.1.1 permite asegurar que la función H [2] : Sθ → B dada por
H [2](z) := H
[2]?
2 (z2)(z2′), z = (z2, z2′) ∈ Sθ,
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pertenece a AM,c2c1(2A1)2A(Sθ, B) y
‖H [2]‖BM,c2c1(2A1)2A,Sθ ≤ ‖H
[2]?
2 ‖B2M,c1(2A1)2A,Sθ2 .
Pongamos B̃1(H [2]) = {h[2]jm : j ∈ N ,m ∈ N0}, y determinemos los elementos de
esta familia correspondientes a j = 1 y j = 2. Para no complicar la notación,
cuando tengamos, por ejemplo, una función h de las variables z1′ = (z2, z3, . . . , zn)
y escribamos Dmekh, k ∈ {2, 3, . . . , n}, se entenderá que se está derivando m veces
respecto de la variable zk (esto no concuerda exactamente con la definición de los
multíındices ek). En el caso j = 1, gracias a las condiciones de coherencia de las
familias G y B̃1(H [1]) tenemos que para cada m, k ∈ N0,
ĺım
z1→0,z1∈Sθ1
Dme1(f2k − h[1]2k)(z2′) = ĺım
z2→0,z2∈Sθ2
Dke2(f1m − h[1]1m)(z1′) = 0,
uniformemente en Sθ{1,2}′ . Por lo tanto, podemos aplicar el Lema 2.1.7 para garan-








(z1)(z1′) = 0 uniformemente en Sθ1′ ,
























(m)(z2)(z2′) = (f2m − h[1]2m)(z2′).
Definamos la función F [2] := H [1] + H [2] ∈ AM,c2c1(2A1)2A(Sθ, B), y pongamos



















2m + f2m − h
[1]
2m = f2m,
con lo que terminamos el paso segundo. Si fuera n = 2, el razonamiento concluiŕıa en
este momento. Si n ≥ 3, esbozaremos el siguiente paso para aclarar el razonamiento
a seguir.
2.1. Generalizaciones del teorema de Borel-Ritt-Gevrey 33
La función F
[2]?
3 , dada por
F
[2]?
3 (z3)(z3′) := F
[2](z3, z3′), z3 ∈ Sθ3 , z3′ ∈ Sθ3′ ,












B3 := AM,c2c1(2A1)3A(Sθ3′ , B).
La Proposición 2.1.6 garantiza que (f
[2]
3m)m∈N0 ∈ ΛM,c2c1(2A1)3A(B3), y por la Defini-
ción 2.1.5 se tiene que
G3 := (f3m)m∈N0 ∈ ΛM,2A1A(AM,2A1A(Sθ3′ , B)),
de modo que (f3m − f [2]3m)m∈N0 ∈ ΛM,c2c1(2A1)3A(B3). El Teorema 1.3.9 asegura que
existen c3 = c3(M, θ3) ≥ 1, C3 = C3(M, θ3) > 0 y un operador lineal y continuo
TM,c2c1(2A1)3A,θ3 : ΛM,c2c1(2A1)3A(B3) −→ AM,c3c2c1(2A1)3A(Sθ3 , B3)





(f3m − f [2]3m)m∈N0)
)
,










‖H [3]?3 ‖B3M,c3c2c1(2A1)3A,Sθ3 ≤ C3|(f3m − f
[2]
3m)m∈N0|M,c2c1(2A1)3A,B3 .
Como en el paso previo se deduce que la función H [3] : Sθ → B dada por
H [3](z) := H
[3]?
3 (z3)(z3′), z = (z3, z3′) ∈ Sθ,
pertenece a AM,c3c2c1(2A1)3A(Sθ, B) y
‖H [3]‖BM,c3c2c1(2A1)3A,Sθ ≤ ‖H
[3]?
3 ‖B3M,c2c1(2A1)3A,Sθ3 .
Si ponemos B̃1(H [3]) = {h[3]jm : j ∈ N ,m ∈ N0}, con un razonamiento similar al del
paso segundo se prueba que:
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jm(zj′) = 0, zj′ ∈ Sθj′ , j = 1, 2.
(2) Según (2.13), para cada z3′ ∈ Sθ3′ se tiene que
h
[3]
3m(z3′) = (f3m − f
[2]
3m)(z3′), m ∈ N0.
Entonces, la función F [3] := F [2] + H [3] ∈ AM,c3c2c1(2A1)3A(Sθ, B) verifica que, si
ponemos B̃1(F [3]) = {f [3]jm : j ∈ N ,m ∈ N0}, entonces para todo m ∈ N0 y para
j ∈ {1, 2, 3} se tiene que f [3]jm = fjm, como queŕıamos.
Tras n pasos obtendremos una función
F = F [n] = H [1] + . . .+H [n] =: UM,A,θ(G)
que resuelve el problema. De hecho, la construcción permite afirmar que el operador
UM,A,θ es lineal y env́ıa el espacio F
1
M,A(Sθ, B) en AM,cA(Sθ, B), tomando
c = c(M,θ) := cncn−1 . . . c2c1(2A1)
n ≥ 1.
Además, para cada G ∈ F1M,A(Sθ, B) se tiene por construcción que B̃1(UM,A,θ(G)) =
G. Para demostrar la continuidad de esta aplicación, observemos que






≤ C1|G1|M,2A1A,Sθ1 ,AM,c12A1A(Sθ1′ ,B) ≤ C1νM,A(G);

















≤ C2(νM,A(G) + ‖H [1]‖BM,c12A1A,Sθ) ≤ C2(1 + C1)νM,A(G).
De forma recurrente se prueba que





















(1 + C`)νM,A(G) =
( j∏
k=1
(1 + Ck)− 1
)
νM,A(G).











con lo que concluimos la demostración. 
2.2. Casianaliticidad. Generalizaciones del lema de Watson
Bajo este eṕıgrafe vamos a presentar algunos resultados nuevos acerca de la
casianaliticidad de las clases ultraholomorfas que estamos considerando, tanto en
una como en varias variables. En el segundo caso, se dará información acerca de
la inyectividad de las aplicaciones B̃ y B̃1, lo que justifica la introducción de dos
conceptos diferentes de casianaliticidad.
Definición 2.2.1. Sean n ∈ N, S un (poli)sector en Rn y M = (Mp)p∈N0 una
sucesión de números reales estrictamente positivos.
Diremos que AM(S) es (s) casianaĺıtica si las condiciones:
(i) f ∈ AM(S), y
(ii) todos los elementos de TA(f) son nulos (o, equivalentemente, todas las fun-
ciones de la familia B̃1(f) son nulas),
implican conjuntamente que f es idénticamente nula en S (en otras palabras, la
clase es (s) casianaĺıtica si la aplicación B̃1 es inyectiva en ella).
Diremos que AM(S) es casianaĺıtica si las condiciones:
(i) f ∈ AM(S), y
(ii) B̃(f) es la (multi)sucesión con todos sus elementos nulos,
implican conjuntamente que f es idénticamente nula en S.
Observación 2.2.2. Cabe señalar que en el caso unidimensional ambas definicio-
nes coinciden, puesto que las familias TA(f) y B̃(f) son la misma. En general, la
condición de casianaliticidad implica la de (s) casianaliticidad, ya que B̃(f) es una
subfamilia de TA(f) para cada f ∈ AM(S).
Observación 2.2.3. Si la clase AM(S) es casianaĺıtica (respectivamente, (s) casi-
anaĺıtica), lo es también la clase AM(S,B) para cualquier espacio de Banach com-
plejo B. Este hecho se deduce fácilmente de las siguientes afirmaciones:
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(i) Una función f : S → B es idénticamente nula si, y sólo si, lo es ϕ ◦ f para
todo funcional lineal y continuo ϕ ∈ B′.
(ii) Si f ∈ AM(S,B) y B̃(f) ≡ 0 (resp., TA(f) ≡ 0), entonces para todo funcio-
nal lineal y continuo ϕ ∈ B′ se tiene que ϕ ◦ f ∈ AM(S) y B̃(ϕ ◦ f) ≡ 0 (resp.,
TA(ϕ ◦ f) ≡ 0).
Por esta razón, en el estudio de la casianaliticidad (respectivamente, de la (s) ca-
sianaliticidad) nos limitaremos a considerar clases ultraholomorfas consistentes en
funciones complejas.
Notación: Dada una sucesión M = (Mp)p∈N0 de números reales estrictamente
positivos, se denotará por M̃ a la sucesión (p!Mp)p∈N0 . TM o TfM denotarán las
funciones definidas de acuerdo con (1.5). Por otra parte, en numerosas ocasiones
escribiremos que integrales del tipo ∫ ∞
g(r) dr
son o no convergentes, significando con esto que el carácter de la integral se está con-
siderando en intervalos de la forma (r0,∞), siendo irrelevante el valor de r0 > 0 que
se considere. Por último, dado un elemento γ = (γ1, . . . , γn) ∈ (0,∞)n, se definen
los valores
γ = mı́n{γj : j = 1, . . . , n}, γ = máx{γj : j = 1, . . . , n}.
El siguiente teorema, que caracteriza las clases casianaĺıticas en el caso unidi-
mensional, se debe a B. I. Korenbljum [44, Teorema 3], que se basa en los resultados
clásicos de S. Mandelbrojt [52]. La condición (iii) que sigue ha sido utilizada por V.
Thilliez en [77].
Teorema 2.2.4. Sean M = (Mp)p∈N0 una sucesión de números reales estrictamente
positivos y γ > 0. Los siguientes enunciados son equivalentes:
(i) La clase AM(Sγ) es casianaĺıtica.
(ii)












Gracias a este resultado, se pueden establecer condiciones sencillas equivalentes
a la (s) casianaliticidad en varias variables.
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Proposición 2.2.5. Sean n ∈ N, M = (Mp)p∈N0 una sucesión de números reales es-
trictamente positivos que satisface (α0), y γ = (γ1, . . . , γn) ∈ (0,∞)n. Los siguientes
enunciados son equivalentes:
(i) La clase AM(Sγ) es (s) casianaĺıtica.
(ii) Existe j ∈ {1, . . . , n} de forma que AM(Sγj) es casianaĺıtica.
(iii)












La equivalencia entre (iii) y (iv) es inmediata según el Teorema 2.2.4.
Para demostrar que (iii) implica (ii) basta observar que γ = γj para algún
j ∈ {1, . . . , n}, y aplicar el Teorema 2.2.4. En el sentido contrario, y por el mismo




y lo mismo se deduce para la integral en (iii) al observar que el integrando, positivo
para r > 1, crece al sustituir en su expresión el valor γj por otro mayor o igual, γ.
Veamos ahora que (iii) implica (i). Para ello consideremos una función f ∈
AM(Sγ) tal que TA(f) tenga todos sus elementos nulos, y veamos que f es idénti-
camente nula. Sea j ∈ {1, . . . , n} un ı́ndice para el que γ = γj, de modo que el
Teorema 2.2.4 garantiza que AM(Sγj) es casianaĺıtica. Para cada zj′ ∈ Sγj′ defini-
mos la función f̃zj′ en Sγj por f̃zj′ (zj) = f(zj, zj′). La holomorf́ıa de f en Sγ y las
cotas existentes para las derivadas de f en Sγ permiten deducir que f̃zj′ ∈ AM(Sγj).
Además, para cada m ∈ N0 y cada Tj ≺ Sγj se tiene que
ĺım
zj→0,zj∈Tj
f̃ (m)zj′ (zj) = ĺımzj→0,zj∈Tj
Dmejf(zj, zj′) = fmj(zj′) = 0.
Por lo tanto, B̃(fzj′ ) es la familia nula, y concluimos que fzj′ es idénticamente nula.
Haciendo variar zj′ en Sγj′ se concluye que f también es la función idénticamente
nula.
Finalmente, si suponemos que no se cumple la condición (iii) vamos a encontrar
una función F ∈ AM(Sγ) no nula y con B̃1(F ) ≡ 0, de modo que AM(Sγ) no es (s)
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y puesto que el integrando se hace más pequeño (pero positivo mientras sea r > 1)
al reemplazar γ por un valor menor o igual que él, es obvio que∫ ∞ log T
fM(r)
r1+1/(γj+1)
dr <∞ para cada j ∈ {1, . . . , n}.
Aplicando el Teorema 2.2.4, para cada j podemos garantizar la existencia de una





fj(zj), z = (z1, . . . , zn).
Es claro que F ∈ H(Sγ) y no es la función nula. Además, F ∈ AM(Sγ), pues para
cada α = (α1, . . . , αn) ∈ Nn0 , y teniendo en cuenta la propiedad (α0) de M, se tiene
que
|DαF (z)| = |f (α1)1 (z1) · . . . · f (αn)n (zn)|
≤ C1Aα11 α1!Mα1 · . . . · CnAαnn αn!Mαn
≤ CA|α||α|!M|α|, z ∈ Sγ ,
para ciertas constantes positivas C,C1, . . . , Cn, A,A1, . . . , An. Pongamos B̃1(F ) =










j (zj) = 0,
con lo que B̃1(F ) ≡ 0, como queŕıamos. 
Como se puede observar, la hipótesis de que M cumpla (α0) se utiliza en la
equivalencia de (iii) y (iv), y en la implicación (i)⇒(iii).
El resultado auxiliar que sigue permitirá establecer una nueva condición sufi-
ciente para la (s) casianaliticidad.
Lema 2.2.6. En las condiciones de la Proposición 2.2.5, los siguientes enunciados
son equivalentes:




, para todos z ∈ Sγ y α ∈ Nn0 , (2.15)
entonces f es idénticamente nula en Sγ .
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La equivalencia de (ii) y (iii), siempre que M verifique (α0), aparece en [52, Teorema
2.4.III].
(i)⇒(ii) Supondremos que la integral en (2.16) converge. En ese caso, para cada
ı́ndice j ∈ {1, . . . , n} se tiene que la integral que se obtiene al sustituir γ por γj
en (2.16) también será convergente. Aplicando de nuevo [52, Teorema 2.4.III], para
cada j podemos garantizar la existencia de una función fj no nula, holomorfa en
S1 = {z : | arg(z)| < π/2} y de modo que
|fj(z)| ≤Mp/|z|γjp para todos p ∈ N0, z ∈ S1.
Definimos la función F por
F (z) = f1(z
1/γ1
1 ) · . . . · fn(z1/γnn ), z = (z1, . . . , zn) ∈ Sγ .
Es claro que F está bien definida, es no nula y es holomorfa en Sγ . Además, teniendo
en cuenta la propiedad (α0), para cada α = (α1, . . . , αn) ∈ Nn0 y z = (z1, . . . , zn) ∈
Sγ se tiene que
|F (z)| ≤ Mα1
|z1|α1







(ii)⇒(i) Consideremos una función f holomorfa en Sγ de forma que
|f(z)| ≤M|α|/|z|α, para todos z ∈ Sγ , α ∈ Nn0 .
Podemos suponer, sin pérdida de generalidad, que γ = γn. Para cada (z1, . . . , zn−1) ∈
Sγn′ fijo, sea g la función definida en S1 por
g(zn) = f(z1, . . . , zn−1, z
γn
n ),
que es una función holomorfa en S1. Para todo p ∈ N0 podemos aplicar (2.15) con
α = (0, . . . , 0, p), teniendo que
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Aplicando otra vez [52, Teorema 2.4.III], se deduce que g es idénticamente nula.
Puesto que (z1, . . . , zn−1) ∈ Sγn′ era arbitrario, se concluye que f es nula en Sγ ,
como se queŕıa. 
Proposición 2.2.7. Sea n ∈ N, M = (Mp)p∈N0 una sucesión de números reales
positivos, y γ = (γ1, . . . , γn) ∈ (0,∞)n. Entonces, se tiene que:
(i) Si
∫ ∞ log TM(r)
r1+1/γ
dr no converge, AM(Sγ) es (s) casianaĺıtica.












(i) Consideremos f ∈ AM(Sγ) con TA(f) ≡ 0, de modo que todos sus aproximantes
son nulos. Existen constantes C,A > 0 de forma que
|Dαf(z)| ≤ CA|α||α|!M|α|, α ∈ Nn0 , z ∈ Sγ .
Teniendo en cuenta la Observación 1.4.3, se deduce que
|f(z)| = |f(z)− Appα(f)(z)| ≤ CA|α|
|α|!
α!
M|α||z|α, z ∈ Sγ , α ∈ Nn0 . (2.17)
Llamando N = (Np)p∈N0 a la sucesión dada por Np = C(nA)
pMp para cada p ∈ N0,
se deduce de (2.17) y de la desigualdad |α|!/α! ≤ n|α|, válida para todo α ∈ Nn0 ,
que ∣∣∣f( 1
z
)∣∣∣ = ∣∣∣f( 1
z1
, . . . ,
1
zn
)∣∣∣ ≤ N|α||z|α .
Es sencillo comprobar que la integral en (2.16) y∫ ∞ log TN(r)
r1+1/γ
dr
tienen el mismo carácter, luego por hipótesis, la segunda no converge. Aplicando el
Lema 2.2.6 se deduce que la función f(1/z) es nula en Sγ , como queŕıamos.
(ii) Supongamos que existe γ̃ > γ de forma que la integral
∫ ∞ log TM(r)
r1+1/γ̃
dr es
convergente. El Lema 2.2.6 permite deducir que existe una función f holomorfa en
Sγ̃, no idénticamente nula y con
|f(z)| ≤Mp/|z|p para todos z ∈ Sγ̃, p ∈ N0.
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Ahora bien, si definimos la función F en S(γ̃,...,γ̃) por
F (z) = f(1/z1) · . . . · f(1/zn), z = (z1, . . . , zn) ∈ S(γ̃,...,γ̃),
se tiene, gracias a (α0), que
|F (z)| ≤M|α||z|α, z ∈ S(γ̃,...,γ̃), α ∈ Nn0 ,
es decir, F admite desarrollo asintótico fuerte en S(γ̃,...,γ̃) y TA(F ) tiene todos sus
elementos nulos. De acuerdo con la Observación 1.4.3, y puesto que Sγ es un subpo-
lisector propio de S(γ̃,...,γ̃), se deduce que la función G := F |Sγ pertenece a AM(Sγ),
no es idénticamente nula y TA(G) es la familia nula, con lo que AM(Sγ) no es (s)
casianaĺıtica. 
Todos los resultados anteriores vienen dados en términos de una sucesión M
de números reales positivos sujeta, a lo sumo, a la condición (α0). Los siguien-
tes tratarán el caso en que la sucesión M sea fuertemente regular. En primer lugar,
probaremos un resultado que, en el caso de una variable, ya fue obtenido por V. Thi-
lliez [77]. Nuestra prueba es distinta y contempla el caso multidimensional.
Proposición 2.2.8. Sean n ∈ N, M = (Mp)p∈N0 una sucesión fuertemente regular,
y γ = (γ1, . . . , γn) ∈ (0,∞)n tal que 0 < γ < γ(M). Entonces, la clase AM(Sγ) no
es (s) casianaĺıtica.
Demostración:
Tomemos dos números reales γ̃ y η tales que γ < γ̃ < η < γ(M). Se tiene entonces
que se cumple la propiedad (Pη), por tanto, según la Definición 1.1.17, existen una





es monótona creciente y a−1mp ≤ m′p ≤ amp para cada p ∈ N, siendo m = (mp)m∈N
la sucesión de cocientes asociada a M.





























Puesto que γ̃ < η, esta última serie converge y también lo hará la serie en (2.18).
Basta aplicar el segundo apartado del resultado previo para concluir. 
Mostraremos a continuación que, bajo cierta hipótesis adicional, la implicación
de la Proposición anterior es de hecho una equivalencia. De este modo, como se
comentará en el ejemplo subsiguiente, se extiende el lema clásico de Watson, válido
para clases Gevrey.
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Proposición 2.2.9 (Generalización del lema de Watson). Sea M fuertemente re-








∫ ∞ log TM(r)
r1+1/γ(M)
dr = ∞). Sean n ∈ N y γ ∈ (0,∞)n. Son
equivalentes:
(i) γ ≥ γ(M).
(ii) La clase AM(Sγ) es (s) casianaĺıtica.
Demostración:
Resta ver que (i) implica (ii). Si se cumple (2.19) y γ ≥ γ(M), entonces∫ ∞ log TM(r)
r1+1/γ
dr
no converge, y basta aplicar el apartado (i) de la Proposición 2.2.7. 








, p ∈ N0.
No es dif́ıcil comprobar que la sucesión M es fuertemente regular, γ(M) = α y,
además, la condición (2.19) se cumple para M si, y sólo si, β ≤ α. Es importante
observar que cuando β = 0 aparecen las sucesiones de Gevrey, Mα = (p!
α)p∈N0 , y
en consecuencia para cada α > 0 se tiene que Mα cumple (2.19).
Pasamos al estudio de la casianaliticidad de la clase AM(Sγ).
Proposición 2.2.11. Sean n ∈ N, M = (Mp)p∈N0 una sucesión de números reales
estrictamente positivos, y γ = (γ1, . . . , γn) ∈ (0,∞)n. Los siguientes enunciados son
equivalentes:
(i) La clase AM(Sγ) es casianaĺıtica.
(ii) Para todo j ∈ {1, .., n} la clase AM(Sγj) es casianaĺıtica.
(iii)












2.2. Casianaliticidad. Generalizaciones del lema de Watson 43
Demostración:
La equivalencia de (iii) y (iv), cuando se cumple (α0), ya ha sido comentada. Para
garantizar la equivalencia de (ii) y (iii) basta aplicar el Teorema 2.2.4, teniendo en
cuenta que γ ≤ γj para todo j ∈ N , que existe j para el que se da la igualdad, y que
al sustituir el valor de γ en la integral por otro mayor, se hace mayor el integrando.
Veamos que (i) implica (ii). Para ello, supongamos que existe j ∈ N de modo que
AM(Sγj) no es casianaĺıtica. Consideremos entonces fj ∈ AM(Sγj) no idénticamente
nula y tal que B̃(fj) sea nula. La función f definida en Sγ por f(z) = fj(zj), para
z = (z1, . . . , zn), es claramente un elemento de AM(Sγ), no es idénticamente nula,







j (zj) = 0,






Esto prueba la no casianaliticidad de AM(Sγ).
Finalmente, probemos que (ii)⇒(i). Sea n ∈ N, n > 1, y partamos de una función
f ∈ AM(Sγ) con B̃(f) = (0)α∈Nn0 . Para cada α1′ ∈ N
1′
0 , la función fα1′ ∈ TA(f) es
un elemento de AM(Sγ1) y además B̃(fα1′ ) = (0)m∈N0 , puesto que para todo m ∈ N0,
en virtud de las condiciones de coherencia en (1.26),
ĺım
z1→0,z1∈Sγ1
f (m)α1′ (z1) = ĺımz→0,z∈Sγ
Dme1f(z) = 0.
En virtud de (ii), AM(Sγ1) es casianaĺıtica, luego se deduce que fα1′ es idénticamente
nula en Sγ1 para cada α1′ ∈ N1
′
0 . Fijemos ahora z1 ∈ Sγ1 . Para cada α{1,2}′ ∈ N
{1,2}′
0
se considera la función fα{1,2}′ (z1, ·) : Sγ2 → C. Puesto que fα{1,2}′ ∈ AM(Sγ{1,2})
(basta realizar un razonamiento similar al de la Proposición 2.1.6), es claro que




D(0,m)fα{1,2}′ (z1, z2) = f(m{2}′ ,α{1,2}′ )(z1) = 0, para todo m ∈ N0.
Por lo tanto, B̃(fα{1,2}′ (z1, ·)) = (0)m∈N0 , y como AM(Sγ2) es casianaĺıtica, se deduce
que fα{1,2}′ (z1, ·) es la función nula en Sγ2 . Haciendo variar z1 en Sγ1 se concluye que
fα{1,2}′ ≡ 0 en Sγ{1,2}′ para todo α{1,2}′ ∈ N
{1,2}′
0 .
En el siguiente paso, necesario sólo si n > 2, fijamos z{1,2} ∈ Sγ{1,2} y para cada
α{1,2,3}′ ∈ N{1,2,3}
′
0 se prueba, de forma análoga, que la función fα{1,2,3}′ (z{1,2}, ·) :
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Sγ3 → C, que es un elemento de AM(Sγ3), es idénticamente nula. Aśı, tenemos que
fα{1,2,3}′ ≡ 0 en Sγ{1,2,3} para todo α{1,2,3}′ ∈ N
{1,2,3}′
0 . Tras n pasos, concluiŕıamos
que TA(f) tiene todos sus elementos nulos. Ahora bien, la condición (ii) garantiza,
por la Proposición 2.2.5, que AM(Sγ) es (s) casianaĺıtica, luego f será idénticamente
nula, como se deseaba. 
Podemos ahora establecer una consecuencia de la Proposición 2.2.7.
Proposición 2.2.12. Sea n ∈ N, M = (Mp)p∈N0 una sucesión de números reales
positivos, y γ = (γ1, . . . , γn) ∈ (0,∞)n. Si
∫ ∞ log TM(r)
r1+1/γ
dr no converge, AM(Sγ)
es casianaĺıtica.
Demostración:
Basta observar que, como γ ≤ γj para cada j ∈ N , tampoco serán convergentes las
integrales ∫ ∞ log TM(r)
r1+1/γj
dr,
con lo que las clases AM(Sγj), j ∈ N , son casianaĺıticas, y el resultado anterior
permite concluir. 
En el caso de que la sucesión M sea fuertemente regular, podemos extraer una
consecuencia de la Proposición 2.2.8.
Proposición 2.2.13. Sean n ∈ N, M = (Mp)p∈N0 una sucesión fuertemente regular,
y γ = (γ1, . . . , γn) ∈ (0,∞)n tal que 0 < γ < γ(M). Entonces, la clase AM(Sγ) no
es casianaĺıtica.
Demostración:
Existe j ∈ N tal que γj = γ < γ(M). De acuerdo con la Proposición 2.2.8,
AM(Sγj) no es casianaĺıtica, luego tampoco lo es AM(Sγ), de acuerdo con la Pro-
posición 2.2.11. 
Bajo la condición (2.19), se puede probar la siguiente equivalencia, que propor-
ciona una nueva versión del lema de Watson.
Proposición 2.2.14 (Segunda generalización del lema de Watson). Sea M fuerte-
mente regular y que verifica la condición (2.19), y sean n ∈ N y γ ∈ (0,∞)n. Son
equivalentes las siguientes afirmaciones:
(i) γ ≥ γ(M).
(ii) La clase AM(Sγ) es casianaĺıtica.
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Demostración:
Basta ver que (i) implica (ii). Si se verifica (i), para cada j ∈ N se tiene que
γj ≥ γ(M), lo que según la Proposición 2.2.9 garantiza que AM(Sγj) es casianaĺıtica.
Se concluye con la Proposición 2.2.11. 
Nuestro próximo objetivo es obtener algunos resultados relativos a la necesi-
dad de la condición γ < γ(M) para la existencia de los operadores de extensión
construidos en la primera sección del caṕıtulo. Sólo hemos podido razonar bajo la
hipótesis (2.19), lo que limita las conclusiones a cierta familia de clases ultraholo-
morfas que, no obstante, y según lo expuesto en el Ejemplo 2.2.10, incluye entre
otras a las clases de Gevrey. La prueba de la implicación (iv)⇒(i) en el resultado
que sigue, en el caso de una variable, consiste en una adaptación de la realizada
por J. Schmets y M. Valdivia para un resultado similar relativo a clases Gevrey [73,
Teorema 5.11], que de este modo es generalizado.
Teorema 2.2.15. Sean M una sucesión fuertemente regular que satisface (2.19),
n ∈ N y γ ∈ (0,∞)n. Los siguientes enunciados son equivalentes:
(i) γ < γ(M).
(ii) Existe d ≥ 1 tal que para todo A > 0 existe un operador lineal y continuo
TM,A,γ : ΛM,A(Nn0 ) → AM,dA(Sγ)
tal que B̃ ◦ TM,A,γ = IdΛM,A(Nn0 ).
(iii) El operador de Borel B̃ : AM(Sγ) → ΛM(Nn0 ) es sobreyectivo.
(iv) Existe una función f ∈ AM(Sγ) tal que para cada j ∈ N y cada m ∈ N0 se
tiene que Dmejf(0) = δ1,m (donde δ1,m denota la delta de Dirac).
Demostración:
(i)⇒(ii) Es precisamente el contenido del Teorema 2.1.2.
(ii)⇒(iii) Dado λ ∈ ΛM(Nn0 ), existe A > 0 de modo que λ ∈ ΛM,A(Nn0 ). Entonces,




= λ, con lo que B̃
es sobreyectiva.
(iii)⇒(iv) Consideremos la familia λ = (λα)α∈Nn0 de complejos definida por
λα = 1 si α = ej para algún j ∈ N ; λα = 0 en otro caso.
Es obvio que λ ∈ ΛM(Nn0 ), por lo que, de acuerdo con (iii), existe f ∈ AM(Sγ)
tal que B̃(f) = λ, de donde se deduce que, en particular, para cada j ∈ N y cada
m ∈ N0 se tiene que Dmejf(0) = δ1,m.
(iv)⇒(i) Razonaremos primero en el caso n = 1, para el que γ se reduce a una
constante γ ∈ (0,∞), y γ = γ. Sea f la función del enunciado y sea A > 0 de modo
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que f ∈ AM,A(Sγ). Como f está acotada en Sγ, la función φ : Sγ → C dada por
φ(z) := f(z)−z no se anula idénticamente en Sγ. Aplicando la fórmula de Taylor en









Por lo tanto, la función holomorfa Ψ : {z ∈ C : Re(z) > 0} → C dada por




)∣∣∣ ≤ CApMp|u|γp ,
















lo que, de acuerdo con (2.19), no seŕıa posible si fuese γ ≥ γ(M).
En el caso n > 1, dada f como en el enunciado consideremos para cada j ∈
N el elemento f0j′ de su familia total de desarrollo asintótico fuerte, definido por
(ver (1.25))
f0j′ (zj) = ĺımzj′→0j′ , zj′∈Sγj′
f(zj, zj′), zj ∈ Sγj .
En virtud de la uniformidad en los ĺımites que definen los elementos de TA(f) se







con lo que para todo zj ∈ Sγj ,
|f (m)0j′ (zj)| ≤ sup
z∈Sγ
|Dmejf(zj, zj′)| ≤ ‖f‖M,A,SγAmm!Mm.












Aplicando la primera parte de este apartado a cada una de las funciones f0j′ , dedu-
cimos que γj < γ(M) para cada j, es decir, γ < γ(M), como queŕıamos. 
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Observación 2.2.16. En las condiciones del teorema anterior, y en el caso de una
variable, la Proposición 2.2.14 proporciona otro enunciado equivalente a (i)-(iv): la
clase AM(Sγ) no es casianaĺıtica.
También se puede hacer notar que el Teorema 2.2.15 es igualmente válido pa-
ra funciones a valores en un espacio de Banach complejo B, modificando (iv) del
siguiente modo:
(iv’) Existe una función f ∈ AM(Sγ , B) tal que para cada j ∈ N y cada m ∈
N0\{1} se tiene que Dmejf(0) = 0, mientras que Dejf(0) 6= 0 para cada j ∈ N .
La única novedad en la demostración aparece en la implicación (iv’)⇒(i): en el caso
n = 1, basta elegir, en virtud del teorema de Hahn-Banach, un funcional lineal y
continuo ϕ : B → C tal que ϕ(f ′(0)) = 1, y observar que la función ϕ ◦ f es un
elemento de AM(Sγ) en las condiciones de (iv), con lo que se obtiene (i). El caso
general se resuelve de forma similar.
Para terminar esta sección presentamos una aplicación del resultado que acaba-
mos de comentar.
Proposición 2.2.17. Sean M una sucesión fuertemente regular que satisface (2.19),
n ∈ N y γ ∈ (0,∞)n. Supongamos que para una función f ∈ AM(Sγ), con
B̃1(f) = {fjm : j ∈ N , m ∈ N0},
se verifica que existe j ∈ N de modo que fjm ≡ 0 si m ∈ N0 \ {1}, y fj1 6≡ 0.
Entonces, se tiene que γj < γ(M).
Demostración:
Sea A > 0 tal que f ∈ AM,A(Sγ), y sea A1 la constante que aparece en la propiedad
(µ) para la sucesión M. De acuerdo con el apartado (i) del Teorema 2.1.1, para el
valor j del enunciado podemos considerar la función
f ∗j : Sγj → AM,2AA1(Sγj′ )
dada por (f ∗j (zj))(zj′) = f(zj, zj′), zj ∈ Sγj , zj′ ∈ Sγj′ . Por comodidad, de-
nominemos B al espacio de Banach AM,2AA1(Sγj′ ). Sabemos también que f
∗
j ∈
AM,2AA1(Sγj , B), y que para cada m ∈ N0 se tiene que (f ∗j )(m)(0) = fjm. De acuerdo
con las hipótesis acerca de los fjm, estamos en condiciones de aplicar la versión del
Teorema 2.2.15 para clases de funciones vectoriales, comentada en la observación
previa, para concluir lo pedido. 
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2.3. Rigidez de los operadores de extensión
En esta sección se presentarán resultados de rigidez para los operadores de ex-
tensión construidos en la Sección 2.1. El planteamiento de estos problemas se inspira
en el propuesto por V. Thilliez en [75].
Sean n ∈ N, B un espacio de Banach complejo, M = (Mp)p∈N0 una sucesión
fuertemente regular y A > 0. Comenzamos definiendo los espacios que intervendrán
en el estudio del problema correspondiente a los operadores construidos en el Teore-
ma 2.1.2. Nuestro objetivo consiste en determinar condiciones de anulación adecua-
das que, impuestas sobre la función que resulta de extender, mediante el operador
mencionado, una determinada multisucesión, garanticen que ésta última es nula.
Se define el conjunto Λ◦M,A(Nn0 , B) como aquel formado por las multisucesiones






Es claro que Λ◦M,A(Nn0 , B) ⊆ ΛM,A(Nn0 , B) y que (Λ◦M,A(Nn0 , B), | · |M,A,B) es un
espacio de Banach, por ser un cerrado en el espacio de Banach ΛM,A(Nn0 , B).
Consideremos γ ∈ (0,∞)n tal que γ < γ(M), y sea d = d(M,γ) ≥ 1 la constante
que se obtuvo en el Teorema 2.1.2. Se define el conjunto A◦M,A(Sγ , B) como aquel
formado por las funciones f ∈ AM,dA(Sγ , B) tales que B̃(f) ∈ Λ◦M,A(Nn0 , B). Es





El par (A◦M,A(Sγ , B), ‖·‖
◦B
M,A,Sγ
) es un espacio de Banach por ser A◦M,A(Sγ , B) ce-
rrado en AM,dA(Sγ , B).
Podemos considerar a continuación el subespacio KM,A(Sγ , B) formado por las
funciones f ∈ A◦M,A(Sγ , B) que verifican que B̃(f) ≡ 0. Por ser KM,A(Sγ , B) cerrado
en A◦M,A(Sγ , B), el espacio cociente
QM,A(Sγ , B) := A◦M,A(Sγ , B)/KM,A(Sγ , B)






‖f + g‖BM,dA,Sγ + |B̃(f)|M,A,B, f ∈ A
◦
M,A(Sγ , B).
Sea πM,A : A◦M,A(Sγ , B) → QM,A(Sγ , B) la aplicación de paso al cociente. Es claro
que B̃ induce la aplicación
Ḃ : QM,A(Sγ , B) → Λ◦M,A(Nn0 , B),
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que es un isomorfismo de inversa πM,A ◦ TM,A,γ .
Para cada a ∈ Λ◦M,A(Nn0 , B) se tiene que
ν◦M,A(Ḃ−1(a)) = ν◦M,A(πM,A ◦ TM,A,γ(a)) ≤ ‖TM,A,γ(a)‖
◦B
M,A,Sγ
= ‖TM,A,γ(a)‖BM,A,Sγ + |B̃(TM,A,γ(a))|M,A,B
≤ C|a|M,A,B + |a|M,A,B = (1 + C)|a|M,A,B,
siendo C la norma del operador TM,A,γ . Por lo tanto,∥∥Ḃ−1∥∥ ≤ 1 + C. (2.20)
Se define seguidamente la aplicación
PA : A◦M,A(Sγ , B) → A◦M,A(Sγ , B)
dada por PA = TM,A,γ ◦ B̃; PA es lineal y continua.
Supongamos que para cada α ∈ Nn0 elegimos un punto del polisector Sγ , zα =
(z
(1)
α , . . . , z
(n)
α ). Consideremos la aplicación




Ḋ(ḟ) = (Dα(PAf)(zα))α∈Nn0 , ḟ ∈ QM,A(Sγ , B).
La aplicación Ḋ está bien definida, pues si ḟ1, ḟ2 ∈ QM,A(Sγ , B) y ḟ1 = ḟ2,
entonces B̃(f1 − f2) = B̃(f1)− B̃(f2) ≡ 0, donde f1 y f2 son representantes de ḟ1 y
ḟ2, respectivamente, con lo que PA(ḟ1) = PA(ḟ2).
Bajo ciertas condiciones sobre los puntos zα, α ∈ Nn0 , probaremos que la apli-
cación Ḋ es “suficientemente próxima” a Ḃ.
Lema 2.3.1. Sean n ∈ N, M = (Mp)p∈N0 una sucesión fuertemente regular, A > 0,
γ ∈ (0,∞)n tal que γ < γ(M), y una multisucesión (zα)α∈Nn0 de elementos de Sγ ,
zα = (z
(1)
α , . . . , z
(n)







, para todo α ∈ Nn0 , (2.21)
donde d ≥ 1 y C > 0 son las constantes antes mencionadas, y A1 es la constante
que aparece en la propiedad (µ) de M. Entonces el rango de Ḋ está contenido en
ΛM,A(Nn0 , B) y Ḋ admite inversa continua.
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Demostración:
Sea α ∈ Nn0 y ḟ ∈ QM,A(Sγ , B). La α-coordenada de Ḃ(ḟ) es D(α)(PAf)(0), aśı que
dα :=





































lo que implica que Ḋ(QM,A(Sγ , B)) ⊆ ΛM,A(Nn0 , B) y
Ḋ : QM,A(Sγ , B) → ΛM,A(Nn0 , B)
es lineal y continua. Además,








luego Ḋ admite inversa continua. 
Estamos en condiciones de dar un resultado de rigidez para los operadores TM,A,γ .
Teorema 2.3.2. En las mismas condiciones del Lema 2.3.1, si a ∈ Λ◦M,A(Nn0 , B) es
tal que
Dα(TM,A,γ(a))(zα) = 0 para cada α ∈ Nn0 ,
entonces a ≡ 0.
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Demostración:
Las condiciones sobre a permiten afirmar que
Ḋ(πM,A ◦ TM,A,γ(a)) = (Dα(PA(TM,A,γ)(zα)))α∈Nn0
= (Dα(TM,A,γ ◦ B̃ ◦ TM,A,γ)(zα))α∈Nn0
= (DαTM,A,γ(zα))α∈Nn0 ≡ 0.
Aplicando el lema anterior, Ḋ admite inversa, luego ha de ser πM,A ◦TM,A,γ(a) = 0̇,
de donde
a = B̃ ◦ TM,A,γ(a) = Ḃ(πM,A ◦ TM,A,γ(a)) = Ḃ(0̇) = 0,
como queŕıamos probar. 
Combinando lo anterior con los resultados relativos a la casianaliticidad de la
clase AM,A(Sθ, B), podemos dar el siguiente
Corolario 2.3.3. Sean n ∈ N, M, A > 0, γ ∈ (0,∞)n y (zα)α∈Nn0 sujetos a todas
las hipótesis del Lema 2.3.1. Sea θ = (θ1, . . . , θn) ∈ (0,∞)n, pongamos θ = mı́n{θj :
j ∈ N}, y supongamos que se verifica una de las siguientes condiciones:
(i)





∫ ∞ log TM(r)
r1+1/θ
dr no converge.
(iii) M verifica (2.19) y θ ≥ γ(M).
Sea f ∈ AM,A(Sθ, B) una función de forma que
B̃f ∈ Λ◦M,A(Nn0 , B) y Dα(TM,A,γ(B̃f))(zα) = 0 para cada α ∈ Nn0 .
Entonces, f es idénticamente nula en Sθ.
Demostración:
Es claro que a := B̃f verifica las hipótesis del teorema anterior, lo que permite
asegurar que a ≡ 0. Ahora bien, cuando se verifica alguna de las condiciones (i), (ii) o
(iii), sabemos, en virtud de las Proposiciones 2.2.11, 2.2.12 y 2.2.14, respectivamente,
que la clase AM,A(Sθ, B) es casianaĺıtica, con lo que se concluye. 
Estudiamos a continuación la rigidez de los operadores UM,A,γ construidos en
el Teorema 2.1.8, siendo M, A y γ como anteriormente. Definamos F◦1M,A(Sγ , B)
como el conjunto de las familias G = {fjm : j ∈ N ,m ∈ N0} ∈ F1M,A(Sγ , B) (ver la





= 0, para todo j ∈ N .
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Equivalentemente, podemos decir que
G = {fjm : j ∈ N ,m ∈ N0} ∈ F◦1M,A(Sγ , B)
si, y sólo si, G es una familia coherente de primer orden y para cada j ∈ N se tiene
que
Gj := (fjm)m∈N0 ∈ Λ◦M,2AA1(N0,AM,2AA1(Sγj′ , B)).
En el enunciado que sigue, las constantes cj y Cj (j ∈ N ) que aparecen son las
obtenidas en la demostración del Teorema 2.1.8.
Teorema 2.3.4. En las condiciones anteriores, sea G ∈ F◦1M,A(Sγ , B), y denotemos
por H [1], H [2], . . . , H [n] las funciones obtenidas tras cada paso en la construcción de
UM,A,γ (G), de modo que H [n] = UM,A,γ(G). Supongamos que existe una familia de
números complejos {zjm : j ∈ N ,m ∈ N0} de modo que:
(i) Para cada j ∈ N y cada m ∈ N0, zjm ∈ Sγj .












donde A1 es la constante asociada a la sucesión M según la propiedad (µ).
(iii) Para cada j ∈ N y m ∈ N0, Dmej(H [j](zjm, ·)) es idénticamente nula en
Sγj′ .
Entonces G es la familia idénticamente nula.
Demostración:
Seguiremos a lo largo de la demostración la misma notación que en el Teorema 2.1.8.
Si H
[1]?
1 = TM,2AA1,γ1(G1) y H [1](z) = H
[1]?
1 (z1)(z1′) para cada z = (z1)(z1′) ∈ Sγ ,
teniendo en cuenta (2.1) y la condición (iii) se deduce que (H
[1]?
1 )
(m)(z1m) = 0 para
todo m ∈ N0. Las condiciones (i) y (ii) permiten aplicar el Teorema 2.3.2 a G1,
concluyendo que G1 es la familia nula. Por la linealidad de TM,2AA1,γ1 se tiene que
H
[1]?
1 = TM,2AA1,γ1(G1) ≡ 0, y por tanto H [1] ≡ 0 y H
[1]?
2 ≡ 0, de modo que también
se tiene que h
[1]
2m ≡ 0 para cada m ∈ N0. Aśı,
G2 = (f2m − h[1]2m)m∈N0 = (f2m)m∈N0 ,
y H
[2]?
2 = TM,c1(2A1)2A,γ2(G2). Se repite el argumento para obtener que G2 es la familia
nula y aśı sucesivamente hasta la conclusión. 
Finalizamos este apartado con una consecuencia de este resultado en la que se
hace uso de las diferentes condiciones de (s) casianaliticidad obtenidas en la sección
anterior. Su prueba es similar a la del Corolario 2.3.3, por lo que la omitimos.
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Corolario 2.3.5. Sean n ∈ N, M, A > 0 y γ ∈ (0,∞)n como anteriormente. Sea
θ = (θ1, . . . , θn) ∈ (0,∞)n tal que γj ≤ θj para cada j ∈ N , pongamos θ = máx{θj :
j ∈ N}, y supongamos que se verifica una de las siguientes condiciones:
(i’)





∫ ∞ log TM(r)
r1+1/θ
dr no converge.
(iii’) M verifica (2.19) y θ ≥ γ(M).
Sea f ∈ AM,A(Sθ, B) una función tal que:
(a) Su restricción a Sγ , digamos f̃ , es tal que B̃1(f̃) ∈ F◦1M,A(Sγ , B).
(b) Existe una familia de números complejos {zjm : j ∈ N ,m ∈ N0} que verifica
las condiciones (i), (ii) y (iii) del Teorema 2.3.4, siendo H [1], H [2], . . . , H [n] las
sucesivas funciones obtenidas en la construcción de UM,A,γ(B̃1(f̃)) en el Teore-
ma 2.1.8, y cj, Cj las constantes que alĺı aparecen.
Entonces, f es idénticamente nula en Sθ.
2.4. Un teorema de Borel generalizado
El objetivo de esta sección es proporcionar una generalización del teorema clásico
de Borel, aplicando técnicas similares a las empleadas en la primera sección de
este caṕıtulo. Observemos que, dado un intervalo abierto I de Rn, con n ≥ 1, el
espacio C∞(I) de las funciones complejas definidas e indefinidamente derivables en
I es un espacio de Fréchet cuando se le dota de la topoloǵıa de la convergencia
uniforme en los compactos de I de la función y sus derivadas de cualquier orden.
Por esta razón, consideramos en este contexto el espacio C∞(I, E) de las funciones
indefinidamente derivables en I a valores en un espacio de Fréchet complejo E, lo
que nos permitirá reducir el problema de interpolación en varias variables mediante
la utilización del isomorfismo C∞(I × J,E) ' C∞(I, C∞(J,E)), donde I y J son
sendos intervalos abiertos en Rn y Rm, respectivamente.
Sea E un espacio de Fréchet complejo cuya topoloǵıa está definida por la familia
creciente de seminormas (pm)m∈N. Comenzamos presentando un resultado auxiliar.
Lema 2.4.1. Sea (fp)
∞
p=1 una sucesión de funciones en C∞(I, E). Supongamos que
para cada α ∈ Nn0 la sucesión (Dαfp)∞p=1 converge uniformemente en los subconjun-
tos compactos de I, y pongamos
gα(x) := ĺım
p→∞
Dαfp(x), x ∈ I,α ∈ Nn0 .
Entonces:
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(i) g0 ∈ C∞(I, E),
(ii) Dαg0 = gα para cada α ∈ Nn0 .
Demostración:
Recordemos que una función g0 definida de I en E es de clase C∞ en I si, y sólo si,
es débilmente de clase C∞ en I, es decir, para cada ϕ en el dual topológico de E, E ′,
se tiene que ϕ ◦ g0 ∈ C∞(I). Entonces, el resultado (i) se deduce fácilmente a partir
del enunciado análogo para funciones escalares (véase [79, Cap. 10, p. 85–89]), y
para obtener (ii) se hace uso del teorema de Hahn-Banach. 
El siguiente resultado, cuya demostración omitimos, se puede encontrar parcial-
mente probado en [79, Teorema 40.1].
Lema 2.4.2. Sean X e Y subconjuntos abiertos de Rm y Rn, respectivamente. La
aplicación
C∞(X × Y,E) −→ C∞(Y, C∞(X,E))
φ 7→ φ?,
donde φ?(y)(x) = φ(x,y) para cada (x,y) ∈ X × Y , está bien definida y es un
isomorfismo de espacios de Fréchet. Además, para cada (α,β) ∈ Nm0 × Nn0 se tiene
que
D(α,β)φ(x,y) = Dα(Dβφ?(y))(x).
Pasamos a la obtención del teorema de Borel para funciones a valores en un
espacio de Fréchet complejo. La demostración que presentamos es una adaptación
de la que aparece en [84, p. 18–19].
Teorema 2.4.3 (Teorema de Borel). Dada una sucesión (an)n∈N0 de elementos del
espacio de Fréchet E, existe una función f ∈ C∞(R, E) de modo que para cada
n ∈ N0 se tiene que f (n)(0) = an.
Demostración:
Sea φ una función en C∞(R), de soporte compacto contenido en (−2, 2) y de modo
que φ(x) = 1 para todo x ∈ [−1, 1]. Veamos que existe una sucesión (λn)n∈N0 de




xnφ(λnx), x ∈ R, n ∈ N0, (2.23)









2.4. Un teorema de Borel generalizado 55







y elegimos λ0 > 0 arbitrario, y λn := máx{1, pn(an)Mn4nn!} para cada n ∈ N.
Sean k ∈ N0 y n ∈ N con 0 ≤ k ≤ n− 1. En virtud de la fórmula de Leibnitz se
tiene que









n(n− 1) · · · (n− p+ 1)xn−pλk−pn φ(k−p)(λnx).
Puesto que sop(φ) ⊆ (−2, 2), si |x| > 2/|λn| se tiene que φ(k−p)(λnx) = 0. Aśı, si















































































convergente uniformemente en (los subconjuntos compactos de) R. Definimos para
cada k ∈ N0 la función gk dada por la suma de la serie en (2.25). El Lema 2.4.1
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permite concluir que la función f := g0 es un elemento de C∞(R, E) y que para cada




f (k)n (x), x ∈ R.
















y se trata de comprobar que f (k)(0) = ak. Observemos en primer lugar que Rk(0) = 0
para todo k. Es claro entonces que f(0) = a0. Si k ≥ 1 todos los términos resultantes
del primer sumando en (2.26) incorporan una derivada de φ o un monomio de
exponente positivo, y en cualquier caso se anularán al evaluar en x = 0. Por idéntica








con lo que se concluye. 
Observación 2.4.4. No es dif́ıcil generalizar este resultado para funciones de varias
variables reales (véase, por ejemplo, [58]):
Sea n ∈ N, n ≥ 2. Dada una multisucesión (aα)α∈Nn0 de elementos del espacio
de Fréchet E, existe una función f ∈ C∞(Rn, E) de modo que para cada α ∈ Nn0 se
tiene que Dαf(0) = aα.
En el caso multidimensional, tiene sentido plantear un nuevo problema de tipo
Borel en base a las siguientes consideraciones. Consideremos un intervalo abierto de
Rn, I = I1 × . . . × In, donde para cada j ∈ N = {1, . . . , n} se tiene que Ij es un
intervalo abierto de R con 0 ∈ Ij. Dada una función f ∈ C∞(I, E), para cada j ∈ N
y cada m ∈ N0 se puede definir la función fjm mediante
fjm(xj′) := D




Es inmediato comprobar que fjm ∈ C∞(Ij′ , E), y que la familia {fj,m : j ∈ N ,m ∈
N0} verifica, en virtud del teorema de Schwarz, las siguientes condiciones de cohe-
rencia: dados µ, ν ∈ N0 y j, ` ∈ N , j 6= `, es válida la igualdad
Dνe`fjµ(x{j,`}′ , 0{`}) = D
µejf`ν(x{j,`}′ , 0{j}), x{j,`}′ ∈ I{j,`}′ . (2.28)
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Debemos mencionar que, como ya se comentó en la demostración del Teorema 2.1.8,
en la expresión anterior se está abusando de la notación: por ejemplo, Dνe`fjµ re-
presenta derivación respecto de la variable x` en una función de n− 1 variables, las
n originales en f salvo la xj (esto no concuerda con la definición de los multíındices
ek, pero permite evitar una notación más complicada).
Nuestro objetivo es probar que toda familia {fjm}j∈N ,m∈N0 coherente (es decir,
sujeta a las condiciones anteriores) proviene de una función f mediante este procedi-
miento. El siguiente lema proporciona la información necesaria acerca de la función
interpoladora construida en el Teorema 2.4.3 cuando el espacio de Fréchet es del
tipo C∞(I, E), con vistas a la aplicación de un proceso recurrente con respecto al
número de variables.
Lema 2.4.5. Sean n ∈ N e I como en la observación previa, y sea J un intervalo
abierto de R con 0 ∈ J . Sea (hµ)µ∈N0 una sucesión de funciones de C∞(I, E), tal que
para un j ∈ N y para cada m,µ ∈ N0 se tiene que
Dmejhµ(xj′ , 0{j}) = 0, xj′ ∈ Ij′ .
Denotemos por H? : J → C∞(I, E) la solución al problema de Borel asociada a la
sucesión (hµ)µ∈N0 en J mediante el Teorema 2.4.3, y sea H : I × J → E la función
dada por H(x, w) := H?(w)(x), x ∈ I, w ∈ J . Entonces, para ese j ∈ N y para
cada m ∈ N se tiene que
D(mej ,0)H(xj′ , 0{j}, w) = 0, (xj′ , w) ∈ Ij′ × J. (2.29)
Demostración:
Fijemos (xj′ , w) ∈ Ij′ × J y m ∈ N. A partir del Lema 2.4.2 se tiene que















razonamientos análogos a los realizados en la prueba del Teorema 2.4.3 permiten
comprobar que la convergencia de esta serie y de sus derivadas término a término
es uniforme en el producto cartesiano de J por un entorno compacto de 0 en I, de
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como se queŕıa. 
Estamos en condiciones de demostrar el resultado principal de esta sección.
Teorema 2.4.6. Sea n ∈ N, con n ≥ 2, y consideremos I = I1 × . . . × In, donde
Ij es un intervalo abierto de R con 0 ∈ Ij para cada j ∈ N . Sea E un espacio de
Fréchet complejo, y supongamos dada una familia
{fjm ∈ C∞(Ij′ , E) : j ∈ N , m ∈ N0}
sujeta a las condiciones de coherencia indicadas en (2.28). Entonces existe una fun-
ción f ∈ C∞(I, E) de modo que
Dmejf(xj′ , 0{j}) = fjm(xj′) para cada m ∈ N0, j ∈ N , xj′ ∈ Ij′ . (2.30)
Demostración:
El razonamiento es similar al realizado en la prueba del Teorema 2.1.8: la construc-
ción consiste en n pasos, de manera que tras el paso k-ésimo se obtendrá una función
que verifica (2.30) para j ≤ k. El Lema 2.4.5 garantizará que al dar cada paso no
se pierde lo conseguido en los anteriores. Para no abundar en detalles ya conocidos,
nos limitaremos a indicar los dos primeros pasos.
Dada la sucesión (f1m)
∞
m=0 de elementos de C∞(I1′ , E), en virtud del Teore-
ma 2.4.3 podemos encontrar una función H
[1]?





(0) = f1m para todo m ∈ N0. (2.31)
De acuerdo con el Lema 2.4.2, la función H [1] dada por
H [1](x) := H
[1]?
1 (x1)(x1′), x = (x1,x1′) ∈ I,
es un elemento de C∞(I, E), y se tiene que








(x1′) = f1m(x1′), x1′ ∈ I1′ , (2.32)
es decir, para esta función H [1] se cumple la condición en (2.30) para j = 1. El
siguiente paso consistirá en añadirle una segunda función H [2] de modo que la suma
cumpla la condición en (2.30) para j = 1 y j = 2.





2 (x2)(x2′) := H
[1](x2,x2′), (x2,x2′) ∈ I,









(0) ∈ C∞(I2′ , E), m ∈ N0,
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y consideramos la sucesión (f2m − h[1]2,m)∞m=0 de elementos de C∞(I2′ , E). Para cada
k,m ∈ N0 se tiene que
Dke1h
[1]




















= Dme2f1k(x{1,2}′ , 0{2}) = D
ke1f2m(x{1,2}′ , 0{1}),
donde la primera igualdad se debe a la propia definición de h
[1]
2m, la segunda y
tercera igualdades se deducen del Lema 2.4.2, en la cuarta se ha aplicado (2.31) y
en la última se ha utilizado la coherencia de la familia dato. Por lo tanto,
Dke1(f2m − h[1]2,m)(x{1,2}′ , 0{1}) = 0, k,m ∈ N0, x{1,2}′ ∈ I{1,2}′ . (2.33)
El Teorema 2.4.3 proporciona una función H
[2]?





(0{2}) = f2m − h[1]2,m, para todo m ∈ N0. (2.34)
Entonces, la aplicación H [2] : I → C dada por H [2](x) = H [2]?2 (x2)(x2′) es un ele-
mento de C∞(I, E) tal que:
(i) De acuerdo con el Lema 2.4.2 y con (2.34), se tiene que








(x2′) = (f2m − h[1]2,m)(x2′)
para todo m ∈ N0 y cada x2′ ∈ I2′ .
(ii) De acuerdo con (2.33) y con el Lema 2.4.5,
Dme1H [2](x1′ , 0{1}) = 0, m ∈ N0, x1′ ∈ I1′ .
Es claro ahora que la función F [2] := H [1] + H [2] ∈ C∞(I, E) verifica las condicio-
nes (2.30) para j = 1, 2, con lo que damos por concluida la demostración. 
Observación 2.4.7. Como se indicó en el Corolario 1.2.14, es posible generalizar el
teorema de Borel clásico al caso de clases ultradiferenciables de funciones a valores en
un espacio de Banach B, clases definidas en términos de una sucesión fuertemente
regular M; la generalización viene dada mediante la construcción de operadores
lineales y continuos, inversos por la derecha de la aplicación de Borel. Si se trabaja
con las clases CM,A(I, B) introducidas tras la Definición 1.2.1, donde I es un intervalo
de Rn y A > 0, es posible extender dichas construcciones, con las mismas técnicas
utilizadas en esta sección y en la Sección 2.1, para obtener inversas por la derecha
de la aplicación que env́ıa cada función perteneciente a una de esas clases en su
familia asociada, de acuerdo con la Observación 2.4.4. No obstante, no entraremos
en detalles para evitar repeticiones innecesarias.
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2.5. Prueba del Lema 2.1.7
Esta sección está exclusivamente dedicada a la prueba del Lema 2.1.7, que fue
crucial en el razonamiento inductivo que se utilizó para la demostración del resultado
principal del caṕıtulo, el Teorema 2.1.8. Recordamos su enunciado.
Lema 2.1.7. Sean n ∈ N, M = (Mp)p∈N0 una sucesión fuertemente regular, A > 0,
Sθ un polisector de Rn con θ = (θ1, . . . , θn) ∈ (0,∞)n, y Sγ un sector de R con
0 < γ < γ(M). Sea f = (fp)p∈N0 ∈ ΛM,A(N0,AM,A(Sθ)) y supongamos que existe
j ∈ N tal que para cada m, p ∈ N0 se tiene que
ĺım
zj→0,zj∈Sθj
Dmejfp(z) = 0 uniformemente en Sθj′ . (2.35)







(z) = 0 (2.36)
uniformemente con respecto a w ∈ Sγ y zj′ ∈ Sθj′ , siendo TM,A,γ la aplicación de
extensión dada en el Teorema 1.3.9.
Notación: Por una mayor brevedad en la escritura, pondremos B en el lugar de
AM,A(Sθ) y F ?f en el lugar de TM,A,γf . Por otra parte, cuando se identifique el plano
complejo con R2 y el punto complejo w = x+ iy con el par (x, y), resultará cómodo
introducir los multíındices ẽ1 := (1, 0) y ẽ2 := (0, 1), de modo que el operador D
ẽ1
será la derivada parcial respecto de x y Dẽ2 la derivada parcial respecto de y.
Comenzamos indicando que, como se justifica en el trabajo de V. Thilliez [77],
mediante una ramificación adecuada es posible reducir la construcción del operador
TM,A,γ al caso en que γ < 2. Un análisis del razonamiento alĺı empleado muestra que
también en nuestro caso podemos limitarnos a estudiar esa situación. La prueba del
resultado se desglosará en distintas etapas, siguiendo los pasos dados por V. Thilliez
en su construcción. Asimismo, se requerirá el establecimiento de estimaciones pre-
cisas en un estudio exhaustivo de la construcción de los operadores EA,B y FA,Ω,B
obtenidos por J. Chaumat y A.-M. Chollet y a los que hicimos referencia en el Co-
rolario 1.2.14. Antes de entrar en detalles, resumimos los pasos que vamos a dar y
la información ya disponible en [77], lo que hará más asequible el seguimiento del
extenso razonamiento:
(i) En primer lugar (etapa 1), dada f = (fp)p∈N0 ∈ ΛM,A(N0, B) se le asocia una
familia fC ∈ ΛM,A(N20, B) mediante la igualdad (2.40), y se construye g?f :=
EA,B(f
C), con soporte en un disco D = B(0, R1), que pertenece a CM,c1A(R2, B)
(para un c1 adecuado) y para la que
D(p,0)g?f (0, 0) = fp, p ∈ N0. (2.37)
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(z) = 0 uniformemente para w ∈ C, zj′ ∈ Sθj′ .









(z) = 0 uniformemente para w ∈ C, zj′ ∈ Sθj′ ,










(iii) Fijados τ > 0 y γ adecuados, con 0 < γ < γ(M), se define ψ(w) = G(τw),

















uniformemente en w ∈ Sγ y zj′ ∈ Sθj′ .







con c3 adecuado y donde Fc3A,Ω,B es el operador de extensión dado en el Coro-
lario 1.2.14, de modo que v?f ∈ CM,c4A(C, B) para cierto c4, coincide con 1ψ∂wg
?
f
en Ω y tiene soporte contenido en un disco abierto D′ centrado en 0 y tal que








uniformemente para w ∈ C y zj′ ∈ Sθj′ .
(v) Consideremos una función χ ∈ CM,A(C) con soporte en D′ e idénticamente igual






f en Sγ. (2.38)
Sea K(w) = −1/(πw), w ∈ C \ {0}; se define u?f = K ∗ (χv?f ) (donde ∗ denota





f en C. (2.39)








uniformemente para w ∈ C y zj′ ∈ Sθj′ .
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(vi) Para un c5 conveniente se tiene que ψu
?
f pertenece a CM,c5A(Sγ, B) y, además,
es plana en el origen por serlo ψ. Se define TM,A,γf := g
?
f − ψu?f . De acuerdo
con (2.37), sus derivadas en el origen son las deseadas, y es holomorfa en Sγ en
virtud de (2.38) y (2.39). En la etapa 6 se deducirá (2.36).
Queremos hacer notar que las constantes c1, . . . , c5 no son necesariamente las que,
con ese nombre, aparecen de ahora en adelante en esta sección.
2.5.1. Etapa 1
Dada f = (fp)p∈N0 ∈ ΛM,A(N0, B), definimos fC = (fC(`,k))(`,k)∈N20 ∈ ΛM,A(N
2
0, B)













Es inmediato comprobar que fC(`,k) = i
kf`+k para cada (`, k) ∈ N20.
Escojamos R1 > 0 y el disco abierto D := B(0, R1). Supondremos que el ope-
rador EA,B mencionado en el Corolario 1.2.14 proporciona funciones con soporte
contenido en D.
La función g?f := EA,B(f
C) pertenece a CM(R2, B) y, por construcción, se tiene
que D(p,0)g?f (0, 0) = fp para cada p ∈ N0. Vamos a probar que para el j ∈ N del







(z) = 0 uniformemente para w ∈ C, zj′ ∈ Sθj′ . (2.41)
Antes de comenzar enunciamos un resultado auxiliar.
Lema 2.5.1. En las condiciones del Lema 2.1.7, dados ε > 0, S > 0 y T ∈ N0,
supongamos que fC = (fC(`,k))(`,k)∈N20 verifica que existe δ > 0 de forma que
|DmejfCJ (z)| ≤ ε








para todo z ∈ Sθ con |zj| < δ, para todo w ∈ C con |w| ≤ S, y para todos J ∈ N20
con |J | ≤ T y q ∈ N0 con q ≤ T .
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Demostración:

















































= εe|w1|+|w2| ≤ εe2|w| ≤ εe2S,
para todo z ∈ Sθ con |zj| < δ, para todo w ∈ C con |w| ≤ S y para todos J ∈ N20
con |J | ≤ T y q ∈ N0 con q ≤ T . 
Pasamos a la comprobación de (2.41). Sea ε1 > 0 y fijemos m ∈ N0. Teniendo
en cuenta las propiedades descritas en la Proposición 1.1.16 podemos garantizar la





donde L y C1 son las constantes que aparecen fijadas en (1.18), D2 es la constante









Razonaremos a continuación distinguiendo tres casos en función del módulo de w:




(z) = 0 para todo z ∈ Sθ, pues
el soporte de g?f está contenido en D = B(0, R1).
(ii) Estudiamos el caso en que w ∈ C con ε̃1 ≤ |w| ≤ R1. Recordamos que el
operador de extensión que estamos aplicando a la sucesión fC viene dado por
(1.16). Esta serie se reduce a una serie finita para cada w fuera del compacto
donde vienen dados los datos a extender (en este caso el compacto es el origen de
coordenadas). En cada uno de los términos de dicha serie interviene la función
φ`,η, que tiene soporte en B(x`, kr`) (ver las Proposiciones 1.2.12 y 1.2.13).
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En virtud de (1.15), para cada ı́ndice ` ∈ N con w ∈ B(x`, kr`) se tiene que
|x`| ≥ a|w| ≥ aε̃1. Teniendo en cuenta las propiedades de la función N (ver
la Proposición 1.1.16), existe T ∈ N0 de modo que 2N(L|x`|) ≤ T para todos
los ı́ndices ` considerados. En el caso en que ` ∈ N sea tal que w /∈ B(x`, kr`),
entonces φ`,η(w) = 0.
Para ε1 > 0 fijado, a partir de (2.35) podemos asegurar la existencia de δ̃1 ∈







para todo z ∈ Sθ con |zj| ≤ δ̃1. Estamos en condiciones de aplicar el Lema 2.5.1
tomando S = R1 y ε = ε1/2e
2R1 : Para cada w ∈ C con ε̃1 ≤ |w| ≤ R1 y cada





























φ`,η(w) = ε1. (2.45)
(iii) Por último, para cada w ∈ C con |w| ≤ ε̃1 y cada ` ∈ N con w ∈ B(x`, kr`), se
tiene que∥∥T 2N(L|x`|)0 fC(w)− fC(0,0)∥∥B
≤
∥∥T 2N(L|x`|)0 fC(w)− T 2N(L|w|)0 fC(w)∥∥B + ∥∥T 2N(L|w|)0 fC(w)− fC(0,0)∥∥B. (2.46)
El primero de los sumandos en esta expresión se acota, poniendo J = 0 en





El segundo de los sumandos en (2.46) se acota, tomando J = 0 en (1.13) y de
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De estas dos expresiones podemos afirmar que
∥∥T 2N(L|x`|)0 fC(w)− fC(0,0)∥∥B = sup
K∈Nn,z∈Sθ





En particular, poniendo K = mej se concluye que∣∣∣Dmej(T 2N(L|x`|)0 fC(w)− fC(0,0))(z)∣∣∣ ≤ ε12 (2.48)
para todo z ∈ Sθ.
Por otra parte, haciendo J = (0, 0) en (2.44) se puede deducir que si z ∈ Sθ





Teniendo en cuenta (2.48) y (2.49) podemos garantizar que si w ∈ C con |w| ≤









































A la vista de (i), (2.45) y (2.50), concluimos que dado ε1 > 0 existe δ̃1 > 0 de forma





(z)| ≤ ε1, w ∈ C,
con lo que se deduce (2.41).
2.5.2. Etapa 2









(z) = 0 uniformemente para w ∈ C, zj′ ∈ Sθj′ , (2.51)
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Necesitaremos utilizar la desigualdad (37) en el trabajo de V. Thilliez [77]: para
cada K ∈ N20 (con |K| = k) y para cada w ∈ C se tiene que∥∥DK(∂wg?f)(w)∥∥B ≤ c1 ‖EA,B‖ |fC|M,A,B(c2A)kk!MkhM(c2A|w|), (2.52)
para ciertas constantes c1, c2 > 0. Su demostración se basa en el hecho de que ∂wg
?
f
es una función con derivadas nulas en el origen y en la aplicación de la fórmula de
Taylor.





De nuevo distinguiremos tres casos:







(z) = 0, z ∈ Sθ. (2.53)
(ii) Sea w ∈ C con ε̃2 ≤ |w| ≤ R1. Para cada ` ∈ N0 con w ∈ B(x`, kr`) se tiene
que |x`| ≥ a|w| ≥ aε̃2 por lo que podemos garantizar la existencia de q ∈ N0
de manera que 2N(L|x`|) ≤ q. En el caso de que w /∈ B(x`, kr`) se deduce que



















































































































































































































Haciendo de nuevo uso de la hipótesis (2.35) del lema, para ε̃2 > 0 fijado, existe
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donde B1 y n0 son las constantes indicadas en las Proposiciones 1.2.12 y 1.2.13.













































Haciendo intervenir unas cotas similares a las del Lema 2.5.1, la expresión






































Para concluir, aplicamos la propiedad (iv) para las funciones de la familia
(φ`,η)`∈N (ver la Proposición 1.2.13) poniendo J = ẽ1 y J = ẽ2, obteniendo

















En definitiva, hemos probado que dado ε2 > 0 existe δ̃2 > 0 de modo que para
w ∈ C con ε̃2 ≤ |w| ≤ R1 y z ∈ Sθ con |zj| ≤ δ̃2 se tiene que∣∣Dmej(∂wg?f (w))(z)∣∣ ≤ ε2. (2.54)
(iii) Por último, si w ∈ C con |w| ≤ ε̃2, aplicando la expresión (2.52) para K = 0,
y teniendo en cuenta la elección de ε̃2, se puede deducir que∥∥∂wg?f (w)∥∥B ≤ c1 ‖EA,B‖ |fC|M,A,BhM(c2A|w|)













Particularizando al caso K = mej, para cada w ∈ C con |w| ≤ ε̃2 y cada







(z)| ≤ ε2. (2.55)
A partir de (2.53), (2.54) y (2.55) se concluye (2.51).




Lema 2.5.2. Bajo las hipótesis del Lema 2.1.7, dados T ∈ N0 y 0 < R0 ≤ R1, se









(z) = 0, (2.56)
uniformemente para zj′ ∈ Sθj′ y para todo w ∈ C con R0 < |w|.
Demostración:
Puesto que el soporte de la función g?f está contenido en el disco D = B(0, R1),
bastará razonar para w con R0 < |w| < R1.







para todo w ∈ C con |w| ≥ R0. Además, para cada ` ∈ N con w ∈ sop(φ`,η) se tiene
que |x`| ≥ a|w| ≥ aR0, según la Proposición 1.2.12. Por tanto, existe T̃ ∈ N tal que
T̃ ≥ 2N(L|x`|) para los ı́ndices ` anteriores.
Sea K ∈ N20 con |K| ≤ T y ε > 0. Para cada w ∈ C con R0 ≤ |w| ≤ R1 y z ∈ Sθ
se tiene que


























































































































































































2e2R1n0(máx{1, η})T+1(T + 1)! máx{MT ,MT+1}LR02T
,
podemos aplicar el Lema 2.5.1, con las constantes ε̃ > 0, R1 > 0 y máx{T̃ , T +1} ∈







para todo z ∈ Sθ con |zj| < δ, para todo w ∈ C con |w| ≤ R1, para todo K ∈ N20
con |K| ≤ T+1 y para todo q ∈ N0 con q ≤ T̃ . Tomando módulos en (2.58) tenemos
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que dado ε > 0 existe δ > 0 de modo que para todo z ∈ Sθ con |zj| < δ, para todo































A partir de las cotas en (iv) de la Proposición 1.2.13 y el hecho de que la serie en `















Ahora bien, teniendo en cuenta (2.57) esta expresión se acota por
2ε̃e2R1n0(máx{1, η})|K|+1(|K|+ 1)! máx{M|K|,M|K|+1}LR02|K|
≤ 2ε̃e2R1n0(máx{1, η})T+1(T + 1)! máx{MT ,MT+1}LR02T .








con lo que se concluye. 
2.5.3. Etapa 3
En la siguiente etapa en la construcción del operador de extensión de Thilliez
se fija el valor de ciertas constantes τ > 0 y γ, con 0 < γ < γ(M) (ver la Defini-
ción 1.1.19) y se define la aplicación ψ : Sγ → C por
ψ(w) = G(τw), w ∈ Sγ, (2.59)











(z) = 0, (2.60)
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uniformemente en w ∈ Sγ y zj′ ∈ Sθj′ . Para ello, utilizaremos la estimación (39) en
[77], que se puede formular para funciones a valores en un espacio de Banach del
siguiente modo:
Existen constantes c3, L(A) > 0 de forma que para cada J ∈ N20 y cada w ∈ Sγ









≤ L(A)|fC|M,A,B(c3A)|J ||J |!M|J |hM(c3A|w|). (2.61)
Sean m ∈ N0 y ε3 > 0. Por las propiedades de hM descritas en la Proposi-






(i) Si w ∈ Sγ con |w| ≥ R1 entonces 1ψ(w)∂wg
?
f (w) es la función idénticamente nula
en C.
(ii) Si w ∈ Sγ con |w| ≤ ε̃3 y z ∈ Sθ, basta tener en cuenta (2.61) para J = (0, 0) y








∣∣∣ ≤ ε3, (2.63)
para todo z ∈ Sθ.
(iii) Por último, si w ∈ Sγ con ε̃3 ≤ |w| ≤ R1, aplicamos el apartado (iii) de la Pro-
posición 1.3.10 para p = 0, pudiendo garantizar aśı la existencia de constantes



































(z) = 0 (2.64)
uniformemente en w ∈ Sγ tal que ε̃3 ≤ |w| ≤ R1 y en zj′ ∈ Sθj′ .
A la vista de (i), (2.63) y (2.64) se concluye lo pedido.
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2.5.4. Etapa 4
Se considera el abierto Ω = D ∩ Sγ = B(0, R1) ∩ Sγ, y se elige un disco abierto







donde c3 es la constante fijada en (2.61) y Fc3A,Ω,B es el operador de extensión
dado en el apartado (ii) del Corolario 1.2.14, de modo que v?f es una función de




f en Ω. Aunque en la construcción
original del operador TM,A,γ no es necesario, supondremos también que el operador
Fc3A,Ω,B proporciona funciones con soporte en D
′, lo que es ĺıcito de acuerdo con el







(z) = 0 (2.65)
uniformemente para w ∈ C y zj′ ∈ Sθj′ .
Comenzamos recordando el clásico teorema de valor medio para funciones a
valores en un espacio de Banach.
Teorema 2.5.3 ([23], Teorema (8.5.4)). Sean E,F dos espacios de Banach, f una
aplicación de E en F , continua en un entorno de un segmento S que une dos puntos
x0 y x0 + t de E. Si f es diferenciable en cada punto de S, entonces
‖f(x0 + t)− f(x0)‖ ≤ ‖t‖ sup
0≤ξ≤1
‖f ′(x0 + ξt)‖ .
Sea ε4 > 0. Es claro que basta demostrar (2.65) para w ∈ C \ Ω, puesto que
la extensión coincide con la función de partida en Ω y para esta ya se ha probado
(2.60). A partir de (2.61) se tiene que (1/ψ)∂wg
?
f ∈ CM,c3A(Sγ, B) para una cierta










f ) ∈ CM,d1A(Sγ, B)
para una constante d1 ≥ c3 ≥ 1.

















en Ω (que forman un jet de Whitney) que aparecen en (1.13), mientras que k, a y b
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son las constantes asociadas al recubrimiento por discos de C \Ω que se establecen
en la Proposición 1.2.12. Por brevedad, para cada w escribiremos N(L,w) en lugar
de N(Ldist(w,Ω)).
Distinguimos dos casos dependiendo del valor de dist(w,Ω):
(i) Si w ∈ C \ Ω y dist(w,Ω) ≤ ε̃4 entonces para cada ` ∈ N de forma que
w ∈ B(x`, kr`), y para cada z ∈ Sθ se tiene que
∣∣Dmej(T 2N(L,x`)x̂` ( 1ψ∂wg?f)(w))(z)∣∣
≤
∣∣Dmej(T 2N(L,x`)x̂` ( 1ψ∂wg?f)(w))(z)−Dmej(T 2N(L,x`)x̂` ( 1ψ∂wg?f)(x`))(z)∣∣
(2.66)
+












Estudiaremos cada uno de estos tres sumandos por separado:
(i.1) Para estimar el término en (2.66) aplicamos el Teorema 2.5.3 sobre el
segmento [x`, w] ⊆ B(x`, kr`), obteniendo que
∥∥T 2N(L,x`)x̂` ( 1ψ∂wg?f)(w)− T 2N(L,x`)x̂` ( 1ψ∂wg?f)(x`)∥∥BM,d1A





















∥∥∥Dẽ1(T 2N(L,x`)x̂` ( 1ψ∂wg?f))(x` + ξ(w − x`))∥∥∥BM,d1A
+
∥∥∥Dẽ2(T 2N(L,x`)x̂` ( 1ψ∂wg?f))(x` + ξ(w − x`))∥∥∥BM,d1A.
Para cada 0 ≤ ξ ≤ 1, llamemos tξ a x` + ξ(w−x`). La expresión anterior


































































































(i.2) Para acotar (2.67), basta acudir a la expresión (1.13) y aplicar la definición
de la norma ‖ · ‖BM,d1A, obteniendo la cota
CLD2M1dist(x`,Ω)(d1A)
mm!Mm ≤ CLD2M1bdist(w,Ω)(d1A)mm!Mm




(i.3) Por último, para acotar (2.68) tenemos en cuenta (2.35) con w = x̂` para
garantizar la existencia de δ̃4 > 0 tal que si z ∈ Sθ y |zj| ≤ δ̃4, entonces
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De acuerdo con (2.69), (2.70) y (2.71), se concluye que si w ∈ C \ Ω es tal que
dist(w,Ω) ≤ ε̃4, entonces para cada ` ∈ N de forma que w ∈ B(x`, kr`) y para










∣∣Dmej(T 2N(L,x`)x̂` ( 1ψ∂wg?f)(w))(z)∣∣ ≤ ε4.
(2.72)
(ii) Supongamos que dist(w,Ω) > ε̃4. Puesto que v
?
f tiene su soporte contenido
en D′, bastará razonar para w ∈ D′. En este caso, para cada ` ∈ N tal que
w ∈ B(x`, k`r`) se tiene que dist(x`,Ω) ≥ a dist(w,Ω) ≥ a ε̃4, luego existe
T ∈ N0 de modo que 2N(L,x`) ≤ T para todos los ` ∈ N mencionados. Además,
es claro también que existe una constante M̃ > 0 de forma que |w − x̂`| ≤ M̃











































Teniendo en cuenta el apartado (iii) de la Proposición 1.3.10, para cada K1 ∈ N20









≤ τ |K1|b3b|K1|4 |K1|!M|K1|(hM(b5τ |w|))−1
≤ máx{1, τb4}T b3T !MT (hM(b5τ ε̃4))−1 =: L̃.
Estamos en condiciones de aplicar el Lema 2.5.2 para garantizar que, dado
ε4 > 0, existe δ4 > 0 de modo que∣∣Dmej(DK(∂wg?f )(w))(z)∣∣ ≤ ε4
e4M̃ L̃
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para todo K ∈ N20 con |K| ≤ T , todo z ∈ Sθ con |zj| ≤ δ4 y todo w ∈ C con











































De (2.72) y (2.74) se deduce (2.65), con lo que concluimos.
2.5.5. Etapa 5
Sea K el núcleo de Cauchy,
K(w) = −(πw)−1, w ∈ C \ {0}, (2.75)
y consideremos una función χ en CM,A(C), con soporte en D′ e idénticamente igual a
1 en D = B(0, R1), cuya existencia se obtiene en [5, 13, 18]. Se define u
?
f = K∗(χv?f ),
que resuelve la ecuación ∂u?f = χv
?
f en C y cuyas derivadas están sujetas a cotas en







(z) = 0, (2.76)
uniformemente para w ∈ C y zj′ ∈ Sθj′ . Para ello necesitaremos el siguiente
Lema 2.5.4. En las condiciones anteriores, para cada w ∈ C y z ∈ Sθ se tiene que

























La primera igualdad es clara si se interpreta la integral como ĺımite de sumas de
Riemann. En cuanto a la segunda, basta realizar un razonamiento inductivo, y nos
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limitaremos a presentar la prueba de la igualdad para m = 1 y j ∈ N arbitrario.
Sea w ∈ C y consideremos la aplicación F : C× Sθ → C dada por








, ξ ∈ C,
es integrable en C, pues ξ 7→ χ(ξ)v?f (ξ)(z) tiene soporte compacto y la aplicación





, z ∈ Sθ,
admite derivada parcial continua respecto de zj, ya que la aplicación vf , dada por
vf (ξ, z) = v
?
f (ξ)(z), pertenece a C∞(C× Sθ).
Por último, fijemos z0 ∈ Sθ. Las cantidades
K = máx
ξ∈D′







son finitas (obsérvese que v?f (ξ) ∈ B), de modo que
|D(0,ej)F (ξ, z)| ≤ gj(ξ) =
{
0 si ξ /∈ D′,
KLj
ξ−w si ξ ∈ D′,





basta aplicar el teorema de derivación bajo el signo integral para deducir el resultado.
























m(D′) ≤ 2πδ + 1
δ
m(D′) <∞.
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
Pasamos a la prueba de (2.76). A partir de (2.65) se tiene que dado ε5 > 0 existe























































f − ψu?f .
A partir de (2.41), (2.76) y teniendo en cuenta que la función ψ es acotada en Sγ,












Problema de momentos de
Stieltjes en los espacios de
Gelfand-Shilov
3.1. Espacios de Gelfand-Shilov. Momentos
Comenzamos este caṕıtulo definiendo los espacios de funciones complejas in-
definidamente derivables y de decrecimiento rápido con los que trabajaremos, y
presentando algunos resultados relativos al denominado problema de momentos de
Stieltjes en estos espacios.
Definición 3.1.1. Se denotará por S(R) al espacio de las funciones complejas de
decrecimiento rápido, es decir, al espacio vectorial de las funciones complejas, defi-








|xβDγf(x)|, β, γ ∈ N0, f ∈ S(R), (3.1)
que lo dota de estructura de espacio de Fréchet.




|xβDγf(x)|dx, Pβ,γ(f) = sup
x∈R
(1 + |x|2)β|Dγf(x)|,
se verifica el siguiente resultado (ver [41, p. 3–6]).
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Proposición 3.1.2. (i) Dada una función f ∈ C∞(R), los enunciados siguientes
son equivalentes:
(i.1) qβ,γ(f) <∞ para todos β, γ ∈ N0.
(i.2) Qβ,γ(f) <∞ para todos β, γ ∈ N0.
(i.3) Pβ,γ(f) <∞ para todos β, γ ∈ N0.
(ii) Las familias de seminormas (Qβ,γ)β,γ∈N0 y (Pβ,γ)β,γ∈N0 generan la topoloǵıa
natural en S(R).
Observación 3.1.3. El conjunto
S(0,∞) := {f ∈ S(R) : f(x) = 0 para todo x ≤ 0}
es un subespacio vectorial cerrado de S(R), pues basta observar que la convergencia
en S(R) de una sucesión de funciones implica la convergencia puntual. Por lo tanto,
S(0,∞) será de Fréchet con la topoloǵıa de subespacio.
Definición 3.1.4. Para cada n ∈ N0 y para cada f ∈ S(R) se define el momento





Observación 3.1.5. Obviamente, estas integrales son convergentes, como se deduce








|f(x)·xn+2| <∞ para cada n ∈ N0.
La sucesión (µn(f))n∈N0 recibe el nombre de sucesión (o familia) de momentos de
la función f , y se puede definir la aplicación M de S(R) en CN0 que a cada función







de donde resulta que si en CN0 se considera la topoloǵıa producto, la aplicación M
(que obviamente es lineal) es continua.
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De forma natural surge la siguiente cuestión: dada una sucesión arbitraria µ =
(µn)n∈N0 ∈ CN0 , ¿existe f ∈ S(R) tal que M(f) = µ? La respuesta es afirmativa y
fue obtenida por A.J. Durán [24], que de hecho demostró el siguiente resultado:
Teorema 3.1.6. Para cada sucesión µ = (µn)n∈N0 ∈ CN0 existe φ ∈ S(0,∞) de
forma que M(φ) = µ.
Sin embargo, al igual que ocurrió en el caso asintótico (ver Teorema 1.3.4), no es
posible dar la solución en términos de la existencia de un operador lineal y continuo.
Teorema 3.1.7. No existe una aplicación T : CN0 → S(0,∞) lineal y continua tal
que
M◦ T = IdCN0 .
Demostración:
La prueba es similar a la del Teorema 1.3.4. Razonemos por reducción al absurdo
suponiendo que existe una aplicación T en las condiciones del enunciado. Si E1 :=
T (CN0), entonces se tiene que
E1 = {φ ∈ S(0,∞) : φ = TMφ} .
En efecto, sea φ ∈ E1, existe a ∈ CN0 para el cual T (a) = φ, con lo que
a = M(T (a)) = M(φ), luego φ = T (a) = TMφ,
y por consiguiente E1 ⊆ {φ ∈ S(0,∞) : φ = TMφ}. La otra contención es inme-
diata.
Por lo tanto, E1 = (IdS(0,∞) − TM)−1(0), y como IdS(0,∞) − TM es continua,
tenemos que E1 es cerrado en S(0,∞). Dado que MT = IdCN0 y TM = IdE1 ,
deducimos que T y M establecen un isomorfismo entre CN0 y E1. Pero esto no es
posible, ya que E1 admite una norma continua, digamos
||φ|| = sup
t∈(0,∞)
|φ(t)| = q0,0(φ), φ ∈ E1,
mientras que CN0 no la admite. 
A la vista del resultado anterior, interesa determinar subespacios de S(0,∞)
y de CN0 , digamos Σ y Γ, respectivamente, de modo que, dotados de topoloǵıas
adecuadas, permitan la construcción de operadores T : Γ → Σ lineales y continuos
y tales que M◦ T = IdΓ. Como veremos, se obtendrán resultados satisfactorios en
el marco de los espacios denominados de Gelfand-Shilov, que pasamos a introducir.
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Definición 3.1.8. Sea M = (Mn)n∈N0 una sucesión de números reales estrictamente
positivos. Se denota por SM(R) el conjunto de las funciones f ∈ S(R) tales que existe





El conjunto SM(R) es un subespacio vectorial de S(R).
Para cada número real A > 0 se define
SM,A(R) =
{







Observación 3.1.9. Es inmediato que SM,A(R) es subespacio vectorial de SM(R) y
SM(R) =
⋃
A>0 SM,A(R). Además, si 0 < A ≤ B se tiene que SM,A(R) ⊆ SM,B(R).
Por otra parte, el espacio SM,A(R) no es trivial (no se reduce a la función nula)




condición que satisfarán todas las sucesiones que consideremos. Es obvio que, bajo
esta hipótesis, toda función f indefinidamente derivable en R y con soporte contenido
en [−A,A] pertenece a SM,A(R).






La topoloǵıa natural del espacio SM,A(R) será la generada por la familia (pγ)γ∈N0
de seminormas.
Proposición 3.1.11. SM,A(R) con su topoloǵıa natural es un espacio de Fréchet.
Demostración:
El espacio SM,A(R) es Hausdorff, pues si f ∈ SM,A(R) no es la función idénticamente
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Aśı que el espacio SM,A(R) es metrizable por ser semimetrizable y Hausdorff. Veamos
que SM,A(R) es secuencialmente completo. Sea (fn)∞n=1 una sucesión de Cauchy en
SM,A(R) y veamos que es convergente en SM,A(R).
Para cada γ ∈ N0 y para cada ε > 0 existe n0 = n0(γ, ε) ∈ N tal que si n,m ≥ n0
entonces









Se sigue que la sucesión (fn)
∞
n=1 es de Cauchy en S(R). Como el espacio S(R) es de
Fréchet, existe f ∈ S(R) tal que (fn)∞n=1 converge a f en el espacio S(R).
En particular, para cada γ ∈ N0 la sucesión de las derivadas (Dγfn)∞n=1 converge








Sea γ ∈ N0. Existe n1 = n1(γ) tal que
pγ(fn − fm) ≤ 1, para n,m ≥ n1.



























Esto prueba que f ∈ SM,A(R). Además, si n ≥ n0(γ, ε),





con lo que la sucesión (fn)
∞
n=1 converge hacia f en SM,A(R). 
A continuación se definen los espacios SM(R) y SM,A(R).
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Definición 3.1.12. Sea M = (Mp)p∈N0 una sucesión de números reales estricta-
mente positivos. Se denota por SM(R) el conjunto de las funciones f ∈ S(R) tales
que existe A = A(f) > 0 y para cada β ∈ N0, existe Cβ = Cβ(f) > 0 de forma que




El conjunto SM(R) es un subespacio vectorial de S(R).
Para cada A > 0 se define
SM,A(R) =
{







Observación 3.1.13. SM,A(R) es subespacio vectorial de SM(R) y SM(R) =⋃
A>0 SM,A(R). Si 0 < A ≤ B se tiene que SM,A(R) ⊆ SM,B(R).
En cuanto a la no trivialidad de SM(R), se deducirá bajo ciertas condiciones
naturales sobre la sucesión M en resultados subsiguientes, bien mediante la trans-
formada de Fourier (ver las Proposiciones 3.2.1 y 3.2.5), bien como consecuencia de
un enunciado de Denjoy-Carleman-Mandelbrojt (ver el Lema 3.3.2 y la observación
que le sigue).







La topoloǵıa natural del espacio SM,A(R) será la generada por la familia (pβ)β∈N0
de seminormas.
SM,A(R) con su topoloǵıa natural es un espacio de Fréchet (la demostración es
similar a la de la Proposición 3.1.11).
Observación 3.1.15. Todos estos espacios SM(R), SM,A(R), SM(R) y SM,A(R)
se denominan de Gelfand-Shilov generales, y fueron introducidos y estudiados por
dichos autores en [31]. Cuando M es la sucesión Gevrey de un cierto orden α− 1 >
0 aparecen los espacios de Gelfand- Shilov clásicos, habitualmente denotados por
Sα(R), Sα,A(R), etc.
Consideraremos también los subespacios cerrados
SM,A(0,∞) = {f ∈ SM,A(R) : f(x) = 0 para cada x ∈ (−∞, 0]} ,
SM,A(0,∞) =
{
f ∈ SM,A(R) : f(x) = 0 para cada x ∈ (−∞, 0]
}
,
que con la correspondiente topoloǵıa de subespacio son de Fréchet.
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3.2. Transformada de Fourier en los espacios de Gelfand-
Shilov
Los enunciados de esta sección determinan la forma en que opera la transformada
de Fourier sobre los distintos espacios de Gelfand-Shilov generales que acabamos de
introducir. También se caracterizan las transformadas de los elementos de SM(0,∞).
Se define la transformada de Fourier de una función integrable f : R → C como
f̂(w) = F(f)(w) =
∫ ∞
−∞
f(t)e−iwtdt, w ∈ R.







de modo que F−1 ◦ F = F ◦ F−1 = IdS(R).
En los siguientes resultados M = (Mp)p∈N0 será una sucesión casi-creciente (véase






Proposición 3.2.1. Sea M = (Mn)n∈N0 una sucesión casi-creciente y A > 0. Para
toda f ∈ SM,A(R) se tiene que f̂ ∈ SM,A(R), y la aplicación
F : SM,A(R) −→ SM,A(R)
f −→ f̂
es lineal y continua.
Demostración:
Sea φ ∈ SM,A(R), y veamos que φ̂ ∈ SM,A(R). Para cada w ∈ R, β, γ ∈ N0 se tiene
que, en virtud del teorema de derivación bajo el signo integral,∣∣∣wβφ̂(γ)(w)∣∣∣ = ∣∣∣∣wβ(−i)γ ∫ ∞
−∞
tγφ(t)e−iwtdt
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para todos m, h ∈ N0. Por lo tanto, aplicando partes β veces en la última expresión
de (3.5) tenemos que




















































Dado que φ ∈ SM,A(R), y en virtud de la definición de las seminormas (pβ)β∈N0 , es
inmediato que para todo t ∈ R y m ∈ N0, se tiene que
|tmφ(β−k)(t)| ≤ pm(φ)Aβ−k(β − k)!Mβ−k,





























































(pγ−k(φ) + pγ+2−k(φ)), (3.7)
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donde C0 es la constante definida en (3.4). Deducimos que para cada γ ∈ N0,





















concluimos del lema que F(SM(R)) ⊆ SM(R).
Proposición 3.2.3. Sea M = (Mn)n∈N0 una sucesión casi-creciente y de crecimiento
moderado (Definición 1.1.11). Entonces existe c > 1 (que depende de M) de forma
que para cada A > 0 y para toda f ∈ SM,A(R) se tiene que f̂ ∈ SM,cA(R), y para
ese c, la aplicación
F : SM,A(R) −→ SM,cA(R)
f −→ f̂
es lineal y continua.
Demostración:
Sea φ ∈ SM,A(R). Veamos que φ̂ ∈ SM,cA(R) para todo c > A1 ≥ 1, siendo A1 la
constante que aparece en la condición (µ) de crecimiento moderado de M. Razo-
nando como en la demostración del Lema 3.2.1, para cada w ∈ R, β, γ ∈ N0 se tiene
que























Puesto que φ ∈ SM,A(R), la propia definición de las seminormas (pβ)β∈N0 permite
escribir, para todo t ∈ R y m ∈ N0, que
|tmφ(β−k)(t)| ≤ pβ−k(φ)Amm!Mm,
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Aγ−k(γ − k)!Mγ−k + Aγ−k+2(γ − k + 2)!Mγ−k+2
]
.



















Aγ−k+2(γ − k + 2)!Mγ−k+2




Estudiamos (1) y (2) por separado:
(i) Como, en virtud de (3.4),
Mγ−k
Mγ
≤ C0, k ≤ γ,




, concluimos que (1) ≤ C0
(cA)k
.
(ii) Llamemos µk,γ al valor en (2), es decir, para k, γ ∈ N0 con k ≤ γ,
µk,γ =






µk,γ : γ ∈ N0, 0 ≤ k ≤ mı́n {β, γ}
}
<∞. (3.9)
(ii.1) Si k = 0, para γ ∈ N0 se tiene, en virtud de la propiedad (µ) y de la













Por tanto, existe H0 > 0 tal que µ0,γ ≤ H0, para cada γ ∈ N0.
Con este caso concluimos la prueba de (3.9) si β = 0.
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Por lo tanto, podemos encontrar una constante H1 > 0 tal que µ1,γ ≤ H1
para cualquier γ ∈ N0 con γ ≥ 1.
Con (ii.1) y (ii.2) hemos concluido la prueba de (3.9) si β = 1.
(ii.3) Si k ≥ 2 y γ ≥ k,
µk,γ =
(γ − k + 2)!Mγ−k+2
cγAk−2Mγ(γ − k)!
=










por ser c > 1, luego para cada k ∈ {2, 3, . . . , β} existe una constante
Hk > 0 para la cual µk,γ ≤ Hk para cualquier γ ∈ N0, γ ≥ k.
Considerando H = máx{H0, H1, . . . , Hβ} podemos concluir que el superior





















Deducimos que para cada β ∈ N0, pβ(φ̂) <∞, aśı que φ̂ ∈ SM,cA(R), y la aplicación






















concluimos del lema que F(SM(R)) ⊆ SM(R).
Proposición 3.2.5.
(i) La aplicación H : S(R) −→ S(R), dada por (Hf)(x) = f(−x), f ∈ S(R),
x ∈ R, es biyectiva y bicontinua de SM,A(R) (resp. SM,A(R)) en SM,A(R) (resp.
SM,A(R)). Además, se tiene que H = H−1.
(ii) F−1 = 1
2π
H ◦ F en S(R).
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(iii) Sea M = (Mn)n∈N0 una sucesión casi-creciente y de crecimiento moderado.
Se tiene que:
(iii.1) Para cada A > 0, F−1(SM,A(R)) ⊆ SM,A(R), y la aplicación
F−1 : SM,A(R) −→ SM,A(R)
f̂ −→ f
es lineal y continua.
(iii.2) Existe una constante c > 1 (que depende sólo de M) tal que para cada
A > 0 se tiene que F−1(SM,A(R)) ⊆ SM,cA(R), y la aplicación
F−1 : SM,A(R) −→ SM,cA(R)
f̂ −→ f
es lineal y continua.
(iv) Se tiene que
F(SM(R)) = SM(R) y F(SM(R)) = SM(R).
Demostración:
(i) Es inmediato.
(ii) A la vista de (3.3) es inmediato que ambas expresiones coinciden.
(iii) Aplicamos el apartado anterior junto con la Proposición 3.2.3 (resp. la Propo-
sición 3.2.1) para obtener (iii.1) (resp. (iii.2)).
(iv) En primer lugar, a partir de (iii.2) es claro que F−1(SM(R)) ⊆ SM(R), por
lo tanto, SM(R) = F ◦ F−1(SM(R)) ⊆ F(SM(R)). Teniendo en cuenta la
Observación 3.2.4, se concluye que F(SM(R)) = SM(R).
Análogamente, de (iii.1) se puede deducir que F−1(SM(R)) ⊆ SM(R), con lo
que se verifica que SM(R) = F ◦ F−1(SM(R)) ⊆ F(SM(R)). Junto con la
Observación 3.2.2 se obtiene que F(SM(R)) = SM(R).

La siguiente proposición caracteriza las transformadas de Fourier de los elemen-
tos de SM(0,∞).
Proposición 3.2.6. Sea M = (Mn)n∈N0 una sucesión casi-creciente y de crecimiento
moderado. Consideremos una función compleja ψ definida en R. Son equivalentes:
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(i) La función ψ es la transformada de Fourier de una función φ ∈ SM(0,∞).
(ii) Se dan las siguientes tres condiciones simultáneamente:
(ii.1) ψ ∈ SM(R).
(ii.2) ψ puede extenderse a una función Ψ continua en U = {z ∈ C : Imz ≤ 0}
y anaĺıtica en U = {z ∈ C : Imz < 0}.
(ii.3) Ψ se anula cuando z →∞ en U .
Demostración:
Veamos que (i) implica (ii):
(ii.1) es claro puesto que, aplicando la Proposición 3.2.5, se tiene que F(SM(R)) =
SM(R). Para demostrar (ii.2) y (ii.3), consideramos la función f : R × U → C que
viene dada para cada (t, z) ∈ R× U por
f(t, z) = φ(t)e−izt.
Se verifican las condiciones siguientes:
a) Para cada t ∈ R, la sección f t : U → C dada por f t(z) = f(t, z), z ∈ U , es
continua en U y holomorfa en U .
b) Para cada z ∈ U , la sección fz : R → C dada por fz(t) = f(t, z), t ∈ R es
medible Lebesgue por ser continua.
c) Para cada t ∈ R y cada z ∈ U , |f(t, z)| ≤ φ(t), verificándose que φ ∈ L1(R).
Por los teoremas de continuidad y holomorf́ıa bajo el signo integral, podemos definir
la función





que será una función holomorfa en U y continua en U . Es claro que Ψ extiende a ψ.
Queda solamente probar (ii.3), lo que haremos distinguiendo varios casos:
1. Sea z = x ∈ R. Entonces Ψ(x) = ψ(x) = φ̂(x), y el teorema de Riemann-
Lebesgue garantiza que ĺımx→±∞ Ψ(x) = 0.
2. Sea ε ∈ (0, π/2). Si z ∈ S = {z ∈ C : arg z ∈ (−π + ε,−ε)}, tenemos que
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φ(t)eyte−ixtdt = F(φ(t)eyt)(x). (3.11)
Llamando φy(t) = φ(t)e
yt, tenemos que Ψ(x+ iy) = F(φy)(x).
Teniendo en cuenta que φy ∈ C∞(R) y que φ′y, φy ∈ L1(R), una propiedad
estándar de la transformada de Fourier garantiza que











Ahora bien, φ′y(t) = φ
′(t)eyt + φ(t)yeyt, luego








Por otro lado, como z ∈ T , tenemos que x = |z| cos(arg z) ≥ |z| cos(ε) > 0,
luego, utilizando (3.11)–(3.14), deducimos que











En el sector T̃ = {z ∈ C : arg z ∈ [π − ε, π)}, ε ∈ (0, π/2), podemos razonar
análogamente, llegando a la misma conclusión.





Probamos a continuación la implicación contraria:




itxdt está en SM(0,∞), pues en ese caso, por
la fórmula de inversión sabemos que ψ = φ̂, como queŕıamos. Según (iv) de la
Proposición 3.2.5, tenemos que φ ∈ SM(R). Resta ver que φ(x) = 0 para cada
x < 0. Por (ii.2), existe Ψ que extiende a ψ en U .
Sea x < 0. Para cada R > 0 consideramos el camino ΓR = ΓR,1 + ΓR,2 dado por
ΓR,1 : [0, π] −→ C
θ −→ Re−iθ
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y
ΓR,2 : [−R,R] −→ C
t −→ t.
Dado δ > 0, sea Γδ,R la curva de clase C∞ a trozos, frontera del dominio
Ωδ,R = {z ∈ U : |z| < R, Imz < −δ} ,
recorrida en sentido horario. De acuerdo con (ii.2), y aplicando el teorema de Cauchy,
se tiene que ∫
Γδ,R
Ψ(z)eixzdz = 0.

































RexR sen θdθ. (3.17)





, deducimos que∣∣∣ ∫
ΓR,1
Ψ(z)eixzdz





















→ 0 cuando R→∞.
Para cada R fijado, ∫
ΓR
Ψ(z)eixzdz = 0.































Ψ(z)eixzdz = 0 + φ(x) = φ(x),
como queŕıamos. 
Teniendo en cuenta las Proposiciones 3.2.1, 3.2.3 y 3.2.6, se deduce la siguiente
Proposición 3.2.7. Sea M = (Mn)n∈N0 una sucesión casi-creciente y de crecimiento
moderado. Sea ψ una función compleja definida en R y A > 0. Son equivalentes:
(i) La función ψ es la transformada de Fourier de una función φ ∈ SM,c1A(0,∞)
(para cierto c1 ≥ 1).
(ii) Se dan las siguientes tres condiciones simultáneamente:
(ii.1) ψ ∈ SM,c2A(R) para cierto c2 ≥ 1.
(ii.2) ψ puede extenderse a una función Ψ continua en el semiplano inferior
U = {z ∈ C : Imz ≤ 0} y anaĺıtica en U = {z ∈ C : Imz < 0}.
(ii.3) Ψ se anula cuando z →∞ en U .
3.3. Problema de momentos de Stieltjes en SM(0,∞)
Nos disponemos a generalizar el siguiente resultado de J. Chung, S-Y. Chung y
D. Kim [19].
Teorema 3.3.1. Sea α > 1 y M = (n!α−1)N∈N0 la sucesión Gevrey de orden α− 1.
Para cada sucesión de números complejos (µn)n∈N0 , existe una función f ∈ SM(0,∞)
de forma que M(f) = (µn)n∈N0 .
La generalización se lleva a cabo en dos aspectos: los exponentes de x en las
integrales que definen los momentos pueden conformar una sucesión más general
que simplemente la dada por (n)n∈N0 , y la función f podrá ser tomada en el espa-
cio SM(0,∞), para una sucesión M sujeta a ciertas condiciones poco restrictivas.
En nuestra opinión, no es posible obtener el resultado que sigue con las técnicas
empleadas en [19].
Se hará uso del siguiente resultado de Denjoy-Carleman-Mandelbrojt, cuya de-
mostración puede encontrarse en el Teorema 4.2 en [42].
Lema 3.3.2. Sea M = (Mn)n∈N0 una sucesión que satisface la propiedad (γ) de
no casianaliticidad, y tal que la sucesión (n!Mn)n∈N0 satisface la condición (α0).
Entonces existe una función de clase C∞, no idénticamente nula, ϕ : R → [0,∞) de
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Observación 3.3.3. Teniendo en cuenta la definición de los espacios de Gelfand-
Shilov generales, es claro que la función ϕ en el lema anterior pertenece a SM(0,∞).
Además, cabe destacar que para cada α ∈ R y f ∈ SM(0,∞), la integral∫ ∞
0
xαf(x)dx








Nos disponemos a enunciar nuestro resultado, cuya prueba está basada en una
idea de A. Yu. Popov [62].
Teorema 3.3.4. Sea M = (Mn)n∈N0 una sucesión como en el Lema 3.3.2. Sea
(αn)n∈N0 una sucesión de números reales tal que αm 6= αn si n 6= m, y ĺımn→∞ αn =
+∞. Entonces, para cada sucesión (µn)n∈N0 de números complejos existe una función
f ∈ SM(0,∞) de modo que∫ ∞
0
xαnf(x)dx = µn, n ∈ N0.
Demostración:




xαnϕ(x)dx > 0, n ∈ N0.
Elijamos un número real r > 1. Entonces se tiene que rαn 6= rαm cuando n,m ∈ N0




Una consecuencia estándar del teorema de Mittag-Leffler (ver [67, p. 134]), permite
deducir que existe una función entera g(z) =
∑∞
k=0 akz




, n ∈ N0.





−kϕ(r−kx), x ∈ R. (3.18)
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Dados m,n ∈ N0, por un lado sabemos que existe una constante C = C(ϕ) > 0 tal
que
|xmϕ(n)(x)| ≤ CAnn!Mn, x ∈ R.
Por otro lado, como g es una función entera, cm :=
∑∞
k=0 |ak|rmk <∞. Aśı, podemos












Esta acotación nos permite deducir que f está de hecho bien definida y que es un
elemento del espacio SM(0,∞); además, podemos aplicar el teorema de la conver-

















tαnϕ(t) dt = g(rαn)ϕn = µn,
concluyendo la demostración. 
3.4. Problema de momentos de Stieltjes en SM,A(0,∞)
Sean M una sucesión fuertemente regular (ver la Definición 1.1.12) y A > 0. En
esta última sección resolveremos el problema de momentos en SM,A(0,∞) mediante
la construcción de operadores lineales y continuos, inversos por la derecha de la
aplicación M. Comenzamos estudiando cómo se comporta esta aplicación sobre los
espacios SM,A(R). Por brevedad, denotaremos por ΛM,A el espacio de sucesiones
ΛM,A(N0,C) introducido en la Definición 1.2.2, y designaremos por | · |M,A a la
norma en él considerada (ver (1.9)).
Proposición 3.4.1. Sea M = (Mn)n∈N0 una sucesión de crecimiento moderado.
Entonces existe c > 1 (que depende sólo de M) de forma que si f ∈ SM,A(0,∞)
para algún A > 0, entonces se tiene que M(f) ∈ ΛM,cA. Además, para dicho c > 1,
la aplicación
M : SM,A(0,∞) −→ ΛM,cA
f −→M(f) = (µn(f))n∈N0
es lineal y continua.
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Demostración:
Sea A1 ≥ 1 la constante que aparece en la condición (µ) de crecimiento moderado
asociada a M. Fijemos c > A1 y consideremos una constante C > 0 que cumpla que
An1 (n+ 2)(n+ 1) ≤ Ccn, n ∈ N0. (3.19)
Si f ∈ SM,A(0,∞), de acuerdo con la definición de las seminormas pγ que generan
la topoloǵıa de SM,A(0,∞), se tiene que
|xβf(x)| ≤ Aββ!Mβp0(f), x > 0, β ∈ N0.













≤ Ann!Mnp0(f) + An+2(n+ 2)!Mn+2p0(f). (3.20)


















≤ 2 máx{1, A2A21M2C}p0(f),
de donde se deduce la continuidad de M. 
Nuestro objetivo es obtener el siguiente resultado, en cierto sentido rećıproco de
esta última proposición.
Teorema 3.4.2. Sea M = (Mn)n∈N0 una sucesión fuertemente regular verificando
que γ(M) > 1. Entonces para cada A > 0 existen una constante c > 1 (que depende
de M y A) y un operador lineal y continuo
TM,A : ΛM,A −→ SM,cA(0,∞)
tal que M◦ TM,A = IdΛM,A .
Este enunciado fue inicialmente obtenido en el caso clásico, es decir, cuando M
es la sucesión Gevrey de orden α− 1, para α > 2 (ver [47]).
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Observación 3.4.3. Como se verá en los resultados que siguen, concretamente en
la Proposición 3.4.6, el Lema 3.4.7 y la Proposición 3.4.10, en los que se analizan
diferentes pasos en la construcción de nuestra solución, las condiciones que se impo-
nen sobre c (veánse (3.26), (3.28) y (3.35), respectivamente) incluyen desigualdades
del tipo c > h/A, para h > 0 adecuado. Por lo tanto, en el teorema anterior no
parece posible encontrar una constante c que haga válidos nuestros razonamientos
para todo A > 0. Sin embargo, śı se podŕıa dar un enunciado del siguiente tipo:
Sea M = (Mn)n∈N0 una sucesión fuertemente regular con γ(M) > 1, y fijemos
A0 > 0. Entonces existe una constante c > 1 (que depende sólo de M) tal que para
cada A ≥ A0 existe un operador lineal y continuo
TM,A : ΛM,A −→ SM,cA(0,∞)
tal que M◦ TM,A = IdΛM,A .
De igual manera se pueden modificar los resultados intermedios antes mencio-
nados.
Observación 3.4.4. Vamos a analizar someramente la idea de la demostración para
clarificar los próximos pasos. Dada µ = (µn)n∈N0 ∈ ΛM,A, buscamos una función
TM,A(µ) ∈ SM,cA(0,∞) (para cierto c > 1) de forma que∫ ∞
0
tn ·TM,A(µ)(t) dt = µn, n ∈ N0.








tn ·TM,A(µ)(t)dt = (−i)nµn, n ∈ N0. (3.21)
Construiremos una función que verifique (3.21), a la vez que aseguraremos que su
transformada de Fourier inversa pertenece a SM,cA(0,∞).
De hecho, ψ será la restricción al eje real del producto de otras dos funciones,
ambas holomorfas en sectores apropiados que contienen R \ {0}. La primera es una
función auxiliar a la que nos referiremos comoG, que tiende hacia 0 cuando |z| tiende
a infinito, y la segunda es una función F , en una clase ultraholomorfa de funciones
AM,c̃A(S−π/2,θ) (donde c̃ > 1 y θ > 1), cuyas derivadas en 0 vienen determinadas
de acuerdo a la fórmula de Leibnitz, para satisfacer la igualdad del primer y último








(−i)kµkan−k, n ∈ N0. (3.22)
Como la última sucesión {F (n)(0)}n∈N0 pertenece a ΛM,c1A para c1 > 1 adecuado
(ver la Proposición 3.4.6), dicha función F se obtendrá gracias a los operadores
TM,A,θ que aparecen en el Teorema 1.3.9.
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Describimos a continuación la función auxiliar que será usada más adelante. Esta
función fue introducida por S-Y. Chung, D. Kim, Y. Yeom en [20] para construir la
solución al problema de momentos que estamos tratando.
Sea τ > 1, y consideremos el conjunto H = C \ {iy : y ≥ 1}. Se define la función
hτ (z) = e
πi(1+ 1
2τ
)(z − i)1/τ , z ∈ H,








Es claro que hτ es holomorfa en H.
Se define ahora la función Gτ : H → C dada por
Gτ (z) = exp(hτ (z)), z ∈ H. (3.23)
Gτ es holomorfa y no se anula en H, luego 1/Gτ es también anaĺıtica en H (y en
particular, en B(0, 1)).
El siguiente lema recoge la información relativa a Gτ que necesitaremos más ade-
lante.
Lema 3.4.5. Sea ε un número real tal que 0 < ε < mı́n
{π
2




Gτ (z) tiende a 0 cuando z tiende a ∞ en el sector
Vε = {z ∈ H : arg(z − i) ∈ (−π − ε, ε)} . (3.24)
Demostración:
Si z ∈ Vε se tiene que



































, con lo que la imagen por hτ de Vε está contenida en





es inmediato que, para cada z ∈ Vε,




|Gτ (z)| ≤ exp(−kτ,ε|z − i|
1





τ = ∞, es inmediato concluir lo pedido. 
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Nuestro siguiente objetivo es establecer la continuidad de diversas transforma-
ciones definidas entre espacios, bien de sucesiones, bien clases ultraholomorfas, bien
espacios de Gelfand-Shilov generales, definidos todos ellos mediante acotaciones aso-
ciadas a la sucesión M. El primero de ellos se ocupa de la transformación entre
espacios de sucesiones sugerida por la igualdad en (3.22).
Proposición 3.4.6. Sean M = (Mn)n∈N0 una sucesión casi-creciente, A > 0, y
(an)n∈N0 la sucesión de derivadas en 0 de una función g, holomorfa en dicho punto.
Entonces existe c > 1 (que depende de M y de A) tal que para cada µ = (µn)n∈N0 ∈









µkan−k, n ∈ N0, (3.25)
es un elemento de ΛM,cA. Además, la aplicación
T1 : ΛM,A −→ ΛM,cA
µ = (µn)n∈N0 −→ b = (bn)n∈N0 ,
es lineal y continua.
Demostración:
Sea ρ el radio de convergencia, finito o no, de la serie de Taylor de g en 0, y elijamos
un número real c tal que
c > máx{1, 1
ρA
}. (3.26)
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y con esto se tiene que b ∈ ΛM,cA.












de donde se sigue la continuidad de T1. 
A continuación, comprobaremos que, fijados A > 0 y θ > 1, el producto por una
función holomorfa y “acotada cuando |z| → ∞” transforma el espacio AM,A(S−π/2,θ)
en AM,cA(S−π/2,θ), donde c es una constante adecuada.
Lema 3.4.7. Sean M = (Mn)n∈N0 una sucesión casi-creciente, A > 0 y θ > 1, y sea
ε > 0 tal que el sector Vε, definido en (3.24), verifica que
S−π/2,θ =
{





Supongamos que G es una función holomorfa en Vε y tal que existen números reales
M,R > 0 de modo que
|G(z)| ≤M para todo z ∈ Vε con |z| ≥ R. (3.27)
Entonces existe c > 1 (que depende sólo de A) tal que para toda f ∈ AM,A(S−π/2,θ)
se tiene que fG ∈ AM,cA(S−π/2,θ).
Demostración:
Como S−π/2,θ ⊆ Vε, para cada z ∈ S−π/2,θ se tiene que B(z, 1/3) ⊆ Vε. Elegimos un
número real c tal que
c > máx{1, 3
A
}. (3.28)
Sea f ∈ AM,A(S−π/2,θ). Para cada z ∈ S−π/2,θ se tiene que
|f (n)(z)| ≤ ‖f‖M,A,S−π/2,θA









|f (k)(z)| |G(n−k)(z)|, z ∈ S−π/2,θ,























y sea K = H2∩{z ∈ C : |z| ≤ R} ⊆ Vε. K es claramente compacto, y G es holomorfa
en Vε, luego existirá M1 > 0 tal que |G(z)| ≤ M1 para todo z ∈ K. Teniendo en
cuenta (3.27) y tomando M2 = máx {M1,M}, deducimos que |G(z)| ≤ M2 para
cada z ∈ H2.


















)n−k+1M2 = (n− k)!(1
3
)n−k M2,


































como se queŕıa. 
Observación 3.4.8. De hecho, se ha probado que
‖fG‖M,cA,S−π/2,θ ≤ C(G, θ,A) ‖f‖M,A,S−π/2,θ ,
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Observación 3.4.9. Sea θ > 1. Es inmediato que R \ {0} ⊆ S−π/2,θ. Por lo tanto,
dada una función Ψ ∈ AM,A(S−π/2,θ), podemos considerar ψ = Ψ|R\{0}. Dicha fun-
ción ψ puede extenderse de forma C∞ a toda la recta real. Para verlo, basta aplicar
el siguiente resultado, que es una aplicación directa del teorema de los incrementos
finitos:
Dados un intervalo abierto (a, b) de la recta real, y c ∈ (a, b), sea f : (a, b) → C
una función continua de forma que exista f ′ : (a, c) ∪ (c, b) → C y tal que existan
los ĺımites laterales de f ′ en c y coincidan. Entonces, existe f ′(c) y su valor es el de
dichos ĺımites laterales. En particular, si f ′ es continua en (a, c) ∪ (c, b), se deduce
que f ∈ C1(a, b).
En nuestro caso, partimos de una función ψ definida en R \ {0} y de clase C∞




en S−π/2,θ. Podemos extender Ψ de forma continua a R tomando como valor en
0 el primer coeficiente del desarrollo asintótico de Ψ, f0. Como ĺımx→0 ψ
′(x) =
ĺımx→0 Ψ
′(x) = f1, aplicando el resultado anterior, podemos decir que la función
ψ es derivable en R con derivada continua, siendo ψ′(0) = f1. Basta realizar un
razonamiento de inducción para concluir que la extensión, que seguiremos denotanto
por ψ, a toda la recta es de clase C∞, verificándose que ψ(n)(0) = n!fn, n ∈ N0.
En adelante, se entenderá que una función de este tipo, obtenida por restricción,
ha sido ya extendida, considerándola como un elemento de C∞(R).
Consideremos, para θ y ε adecuados de modo que S−π/2,θ ⊆ Vε, la función Gτ
introducida en (3.23). De acuerdo con el Lema 3.4.7, el producto de un elemento
de AM,A(S−π/2,θ) por Gτ es una función de un cierto espacio AM,c0A(S−π/2,θ). Si-
guiendo la observación 3.4.9, la restricción de esta última a R \ {0} se puede ver
como una función de clase C∞(R). Nuestro próximo resultado prueba que, de hecho,
este proceso lleva del espacio AM,A(S−π/2,θ) al espacio SM,cA(R), de forma lineal y
continua para cierto c > 1.
Proposición 3.4.10. Sean M = (Mn)n∈N0 una sucesión casi-creciente, A > 0, τ > 1
y θ > 1. Sea ε > 0 tal que
S−π/2,θ ⊆ Vε = {z ∈ H : arg(z − i) ∈ (−π − ε, ε)}
y sea Gτ : Vε → C la función definida en (3.23). Entonces, existe c > 1 (que depende
de A y de θ) de forma que se verifican:
(i) Para toda F ∈ AM,A(S−π/2,θ) se tiene que FGτ |R ∈ SM,cA(R), y
(ii) La aplicación
T2 : AM,A(S−π/2,θ) −→ SM,cA(R)
F −→ T2F = (FGτ )|R
es lineal y continua.
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Demostración:





= ‖F‖M,A,S−π/2,θ <∞. (3.30)
Veremos que T2F ∈ Sα,cA(R) para cierto c > 1 que determinaremos más adelante.





















Es posible tomar δ con 0 < δ < 1/2 y de forma que si x ∈ R y |x| ≥ 3/2 entonces








∣∣∣∣ ≤ k!|x|β2πδ2πδk+1 sup|w−x|=δ |Gτ (w)|.
Para cada w ∈ C con |w − x| = δ, tenemos que w = x + δeiθ, θ ∈ (0, 2π), luego
|x+ δeiθ − i| ≥ |x| − δ − 1. Ahora bien, dado que |x| ≥ 3/2, se tiene que(














luego, si kτ,ε es la constante positiva introducida en la Proposición 3.4.5,
−(|x| − δ − 1)1/τkτ,ε ≤ −|x|1/τ
(






1− δ + 1
3/2
)1/τ
. Hemos probado que
|Gτ (w)| = exp(Re(eiπ(1+
1
2τ




















, |x| ≥ 3/2. (3.32)
En el caso en que |x| ≤ 3/2 podremos acotar de forma más sencilla aplicando el
teorema de Cauchy para las derivadas : sean K ⊆ S−π/2,θ compacto y η ∈ (0, 1] de
forma que para cada x con |x| ≤ 3/2, B(x, η) ⊆ K ⊆ Vε. Llamemos





































Observemos que los valores δ y η sólo dependen de θ, es decir, del sector S−π/2,θ que
tomemos.




, x ∈ R. (3.34)
Fijamos un número real c tal que
c > máx{1, 1
Amı́n {η, δ}
}. (3.35)


























Aγ−k(γ − k)!Mγ−k ‖F‖M,A,S−π/2,θ .
Llamando
C1(τ, β) = (3/2)
βM(τ)C2(β, τ)
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Mγ (mı́n {η, δ})k (cA)γ





(mı́n {η, δ} cA)k cγ−k










(mı́n {η, δ} cA)k
.
La serie anterior es convergente por la elección de c. Llamando











≤ Cβ ‖F‖M,A,S−π/2,θ ,
de donde se deduce que T2F ∈ SM,cA(R) y que T2 : AM,A(S−π/2,θ) −→ SM,cA(R) es
continuo. 
Observación 3.4.11. Se ha probado que, para cada F ∈ AM,A(S−π/2,θ), T2F =
(FGτ )|R ∈ SM,cA(R). Ahora bien, si U = {z ∈ C : Imz < 0}, y dado que U \ {0} ⊆
Sθ, podemos considerar (tras la extensión trivial) la función (FGτ )|U , que es continua
en U y anaĺıtica en U . Claramente, dicha función extiende a T2F , y verifica que
ĺım
z→∞,z∈U
(FGτ )|U(z) = 0,
pues F está acotada en Sθ, por definición de AM,A(S−π/2,θ), y
ĺım
z→∞,z∈U
Gτ (z) = 0
(ver Lema 3.4.5). De acuerdo con la Proposición 3.2.7, T2F es la transformada de
Fourier de una función en SM,cA(0,∞), con c adecuado.
Finalmente, terminamos con la demostración de nuestro resultado principal.
Demostración del Teorema 3.4.2: Sea τ > 1, y consideremos an := (1/Gτ )
(n)(0),
n ∈ N0. La Proposición 3.4.6 nos permite asegurar la existencia de una constante
c1 > 1 y del operador lineal y continuo T1 definido en términos de (an)n∈N0 .
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Elijamos θ ∈ (1, γ(M)). De acuerdo con el Teorema 1.3.9, existe una constante
c2 > 1 y un operador lineal y continuo TM,c1A,θ de modo que B◦TM,c1A,θ = IdΛM,c1A .
La Proposición 3.4.10 permite garantizar de nuevo la existencia de una constante
c3 > 1 y un operador lineal y continuo
T2 : AM,c2c1A(S−π/2,θ) −→ SM,c3c2c1A(R).
Teniendo en cuenta la Proposición 3.2.1 sabemos que F−1 transforma SM,c3c2c1A en
SM,c3c2c1A de forma continua. Estableciendo c = c3c2c1 > 1, es sencillo comprobar
(ver las observaciones 3.4.4 y 3.4.11) que
TM,A := F−1 ◦ T2 ◦ TM,θ,c1A ◦ T1 : ΛM,A −→ SM,cA(0,∞)
resuelve el problema.
Fijamos ahora nuestra atención en la necesidad de las condiciones pedidas en el
planteamiento del Teorema 3.4.2.
Teorema 3.4.12. Sean M una sucesión fuertemente regular que satisface (2.19).
Los siguientes enunciados son equivalentes:
(i) γ(M) > 1.
(ii) Para cada A > 0 existen c > 1 (que depende de M y A) y un operador lineal
y continuo
TM,A : ΛM,A → SM,cA(0,∞)
de forma que M◦ TM,A = IdΛM,A .
(iii) La aplicación M : SM(0,∞) → ΛM es sobreyectiva.
(iv) Existe una función f ∈ SM(0,∞) tal que µn(f) = (−1)nδ1,n para cada
n ∈ N0 (donde δ1,n denota la delta de Dirac).
Demostración:
(i)⇒(ii) Es precisamente el contenido del Teorema 3.4.2.
(ii)⇒(iii) Dado µ ∈ ΛM, existe A > 0 de modo que µ ∈ ΛM,A. Entonces, TM,A(µ) ∈




= µ, con lo que M es sobre-
yectiva.
(iii)⇒(iv) Consideremos la sucesión µ = (δ1,n)n∈N0 . Es obvio que µ ∈ ΛM, por lo
que, de acuerdo con (iii), existe f ∈ SM(0,∞) tal que M(f) = µ.
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La función g está claramente definida para <(z) ≥ 0, donde es además continua, y
es holomorfa en H = {z ∈ C : <(z) > 0}. Más aún, como para cada n ∈ N0 se tiene
que
|tnf(t)| ≤ p0(f)Ann!Mn, t ∈ (0,∞),












≤ p0(f)Ann!Mn + p0(f)An+2(n+ 2)!Mn+2.
Como en la demostración de la Proposición 3.4.1, podemos ver que existe una cons-




(−1)ntnf(t) dt = (−1)nµn(f) = δ1,n, n ∈ N0.
Entonces, el Teorema 2.2.15 permite asegurar que γ(M) > 1. 
Observación 3.4.13. Los resultados anteriores dan respuesta completa para la
solución al problema de momentos de Stieltjes en los espacios de Gelfand-Shilov
generales SM(0,∞) bajo la condición (2.19). Estos incluyen el caso de los espacios
clásicos cuando M es una sucesión Gevrey de cierto orden α > 1.
Finalmente, obtenemos un resultado sobre la necesidad de la condición (γ1).
Proposición 3.4.14. Sea M = (Mn)n∈N0 una sucesión de números reales estric-
tamente positivos que satisface (γ) y tal que la sucesión (n!Mn)n∈N0 cumpla la
condición (α0). Si existen constantes A > 0 y c > 1 y un operador lineal y continuo
T : ΛM,A → SM,cA(0,∞) tal que M◦ T = IdΛM,A , entonces la sucesión M verifica
la condición (γ1).
Demostración:
La aplicación (µn)n∈N0 → (µn/(−i)n)n∈N0 es un isomorfismo, al que nos referiremos
por ρ, en ΛM,A. Si r ∈ N, podemos considerar el espacio EM,r[−1, 1] formado por las
funciones f ∈ C∞[−1, 1] para las cuales se tiene que |f |[−1,1],r <∞, siendo





3.4. Problema de momentos de Stieltjes en SM,A(0,∞) 111
(EM,r[−1, 1], | · |[−1,1],r) es un espacio de Banach, y el operador de restricción j :
SM,r → EM,r[−1, 1] está bien definido, y es lineal y continuo, ya que




≤ p0(f), f ∈ SM,r.
Ahora, aplicando la Proposición 3.2.3, es inmediato comprobar que existe una cons-
tante c1 ≥ 1 tal que la aplicación T1 := j ◦ F ◦ T ◦ ρ es lineal y continua del
espacio ΛM,A en el espacio EM,c1A[−1, 1] y satisface B ◦ T1 = IdΛM,A (donde B es la
aplicación de Borel en 0). Basta tener en cuenta el Teorema 3.6 en el art́ıculo de
H.-J. Petzsche [61] para concluir. 
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lles non linéaires du premier ordre, Publ. I.H.E.S. 55 (1982), 63–164.
Bibliograf́ıa 117
[54] W. Matsumoto, Characterization of the separativity of ultradifferentiable clas-
ses, J. Math. Kyoto Univ. 24 (1984), n. 4, 667–678.
[55] R. Meise, B. A. Taylor, Opérateurs linéaires continues d’extension pour les
fonctions ultradifferentiables sur des intervals compacts, C. R. Acad. Sci. Paris
302 (1986), 219–222.
[56] R. Meise, B. A. Taylor, Whitney’s extension theorem for ultradifferentiable
functions of Beurling type, Ark. Math. 26 (1988), 265–287.
[57] R. Meise, B. A. Taylor, Linear extension operators for ultradifferentiable fun-
ctions of Beurling type on compact sets, Amer. J. Math. 111 (1989), 309–337.
[58] H. Mirkil, Differentiable functions, formal power series, and moments, Proc.
Amer. Math. Soc. 7 (1956), 650–652.
[59] B. S. Mityagin, Approximate dimension and bases in nuclear spaces, Russ.
Math. Surv. 16, n. 4 (1961), 59–127.
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[65] J.-P. Ramis, Les séries k-sommables et leurs applications, Lect. Notes Phys.
126, Springer-Verlag, Berĺın, 1980.
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