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Introduction
In this work we revisit a first-order primal-dual algorithm which was introduced in [19, 12] and its accelerated variants which were studied in [3] . We derive new estimates for the rate of convergence. In particular, exploiting a proximal-point interpretation due to [13] , we are able to give a very elementary proof of an ergodic O(1/N ) rate of convergence (where N is the number of iterations), which also generalizes to overrelaxed [13, 7] and inertial [14] variants. In the second part, we give new, more precise estimates of the convergence rate for the accelerated variants of the algorithm. We conclude the paper by showing the practical performance of the algorithm on a number of randomly generated standard optimization problems.
The new proofs we propose easily incorporate additional smooth terms such as considered in [7, 22] (where convergence is already been proved, without rates), and [2] (where the proofs of [3] are extended to the framework of [22] which considers general monotone operators). We also were aware of a recent work of Drori, Sabach and Teboulle, who have obtained new results on a related primal-dual algorithm [8] . We observe that in addition, our proofs take into account without effort non-linear proximity operators, based on Bregman distance functions (except in the accelerated schemes). See also [6, 18] for recent advances on such primal-dual algorithms, including stochastic versions.
We are addressing the following problem min x∈X max y∈Y L(x, y) = Kx, y + f (x) + g(x) − h * (y) ,
which is the convex-concave saddle-point form of the "primal" minimization problem min x∈X f (x) + g(x) + h(Kx) .
Here, X and Y are Hilbert spaces, and we assume that the following assumptions are fulfilled:
(i) K : X → Y is a bounded linear operator, with operator norm L = K ;
(ii) f is a proper, lower semicontinuous, convex function, with ∇f Lipschitz continuous, i.e.
∇f (x) − ∇f (x ) * ≤ L f x − x , ∀x, x ∈ dom g;
(iii) g, h are proper, lower semicontinuous, convex functions with simple structure, in the sense that their proximal maps Here D x and D y are Bregman proximity/distance functions based on 1-convex functions ψ x and ψ y , defined by D x (x,x) = ψ x (x) − ψ x (x) − ∇ψ x (x), x −x D y (y,ȳ) = ψ y (y) − ψ y (ȳ) − ∇ψ y (ȳ), y −ȳ ,
Following [10] , we assume that ψ x , ψ y are continuously differentiable on open sets S x , S y , continuous on S x , S y , and that given any converging sequences (x n ) and (y n ),
We may of course assume that S x and S y are the respective domains of ψ x , ψ y . We need, in addition to [10] , to assume the strong convexity of our functions to ensure the convergence of the algorithms studied in this paper. This restricts the possible class of Bregman functions, notice however that classical examples such as ψ x (x) = c
provided its domain is reduced to a bounded set and c is large enough. Eventually, we must assume here that dom g ⊆ dom ψ x = S x and dom h * ⊆ dom ψ y = S y .
Clearly, the Lipschitz continuity of f implies that
Furthermore, the 1-convexity of ψ x and ψ y easily implies that for any x,x and y,ȳ, it holds
The most common choice for ψ x and ψ y is 1 2 · 2 , which yields
We will refer to this classical case as the "Euclidean case" (even if in a general Hilbert space it might be more appropriate to call it "Hilbertian"). In this case, it is standard that given a convex, lower semicontinuous function φ, ifû is the minimizer of
(which we call the "Euclidean proximity map" of φ atū), then by strong convexity one has for all u φ(u)
It turns out that this property is true also for non-Euclidean proximity operators, that iŝ
This is easily deduced from the optimality conditions forû, see [4, 21] . Before closing this section, we point out that most of our results still hold, if the function h is of the form [22, 2, 14] h(y) = min
so that h . For the ease of presentation we will not consider this situation but we will mention when our results can be extended to this case.
The general iteration
The main iterate of the class of primal-dual algorithms we consider in this paper is defined in (7) . It takes the points (x,ȳ) as well as the intermediate points (x,ỹ) as input an outputs the new points (x,ŷ).
Let us show the following descent rule: Lemma 1. If (7) holds, then for any x ∈ X and y ∈ Y one has
Proof. From the first line in the above iteration (7) and property (5), it follows:
Moreover, from the convexity of f and (4) it follows
Combining this with the previous inequality, we arrive at
In the same way:
Summing (9), (10) and rearranging the terms appropriately, we find
and (8) follows.
Non-linear primal-dual algorithm
In this section we address the convergence rate of the non-linear primal-dual algorithm shown in Algorithm 1: The elegant interpretation in [13] shows that by writing the algorithm in this form (which "shifts" the updates with respect to [3] ), in the linear case (that is, for ψ x , ψ y given by 1 2 · 2 ) then it is an instance of the proximal point algorithm [20] , up to the explicit term ∇f (x n ),
and Bregman distance functions D x and D y .
• Initialization: Choose (x 0 , y 0 ) ∈ X × Y, τ, σ > 0
where the variable z ∈ X × Y represents the pair (x, y), and the matrix M τ,σ is given by
which is positive-definite as soon as τ σL 2 < 1. A proof of convergence is easily deduced. Moreover, since we never really use the machinery of monotone operators and rely only on the fact that we are studying a specific saddle-point problem, our conditions are improved: in particular we deal easily with the explicit term f and non-linear proximity operators.
Theorem 1.
Let (x n , y n ), n = 0, . . . , N − 1 be a sequence generated by the non-linear primaldual algorithm (11) . Let the step size parameters τ, σ > 0 be chosen such that for all x, x ∈ dom g and y, y ∈ dom h * it holds that
Then, for any (x, y) ∈ X × Y it holds that
where
Remark 1. Observe that since D x (·, x ) and D y (·, y ) are 1-convex, (13) is ensured as soon as
Proof. According to the iterative scheme (11), the estimate (8) becomes
Thanks to (13) , the terms in the brackets are non-negative. Now we sum the last estimate from n = 0, . . . , N − 1 and find
where we have removed negative terms on the right hand side. Equation (14) follows from the convexity of (ξ, η) → L(ξ, y) − L(x, η).
Remark 2. For Euclidean proximity operators, that is whenever
with M τ,σ defined in (12) . This can also be rewritten as
while the final estimate (14) becomes
Observe that this rate is different from the rate obtained in [3] , which does only depend on the diagonal part of M τ,σ (each is bounded by twice the other).
Remark 3. If we assume in addition that the inequality τ σL 2 < 1 is strict (which follows from (15) if L f > 0, and has to be assumed else), then we can deduce as in [3] convergence results for the algorithm, whenever a saddle-point z * = (x * , y * ) exists. The first thing to observe is that this inequality yields that
for some α > 0. As a consequence, it follows from (16) that the sequence
. Obviously, this also yields a bound for
. We may thus assume that a subsequence (Z N k ) k weakly converges in X × Y to some Z = (X, Y ), and from (14) and the lower-semicontinuity of f, g, h * it follows that the limit Z is a saddlepoint. In finite dimension, we can also show the convergence of the whole sequences z n and Z n to the same saddlepoint. The proof follows the proof in [19, 3] , in the linear case. Let us assume that z is a limit for a subsequence (z n k ) k , then since (16) guaranties the summability of z n+1 − z n 2 , we have that also z n k ±1 → z. It follows that z is a fixed point of the algorithm and thus a saddlepoint (which we now denote z * = (x * , y * )).
Let m ≥ 0 be the limit of the nonincreasing sequence
we wish to show that m = 0. Since z n k → z * we deduce
Using assumption (3), we deduce m = 0. The convergence of the global sequence follows from (19) . In infinite dimension (in general Hilbert spaces), the same proof shows weak convergence of the sequence for Euclidean proximity operators, invoking Opial's theorem [17] .
Remark 4. In case g = 0, a better algorithm (in fact, optimal, see [15, 16] ) is proposed in [5] , which yields a rate of order
Remark 5. In case h has the composite form (6) , then the theorem still holds with the condition (15) replaced with 1
Overrelaxed and inertial variants
In this section, we consider overrelaxed and inertial versions of the primal-dual algorithm. We will only consider the Euclidean version of the algorithms since our proofs rely on the homogenity property of the Euclidean norm.
Relaxed primal-dual algorithm
First we consider the relaxed primal-dual algorithm, whose convergence has been considered already in [11, 13] . It is known that an overrelaxation parameter close to 2 can speed up the convergence but a theoretical justification was still missing.
• Initialization: Choose (x 0 , y 0 ) ∈ X × Y, τ, σ > 0 and ρ n ∈ (0, 2)
• Iterations: For each n ≥ 0 let
. . , N − 1 be a sequence generated by the overrelaxed Euclidean primal-dual algorithm (21) . Let the step size parameters τ, σ > 0 and the overrelaxation parameter ρ n be a non-decreasing sequence in (0, ρ) with ρ < 2 such that for all x, x ∈ dom g and y, y ∈ dom h * it holds that
Proof. We start with the basic inequality (8) . According to (21) , usingz = z
where M τ,σ is defined in (12) and we have used the fact that 2 a,
M . Now, observe that from the second line in (21), the auxiliary point ζ n+1 can be written as
Substituting back into the previous inequality, we have
where we have defined the metric
which is positive definite for all n as soon as (22) is fulfilled. In addition, assuming that ρ n is a non-decreasing sequence in (0, ρ) with ρ < 2, summing the above inequality from n = 0, . . . , N −1 and omitting all nonpositive terms on the right hand side, it follows
The final estimate (23) follows from defining appropriate averages and the convexity of the gap function.
Remark 6. The last result indeed shows that the convergence rate is improved by choosing ρ 0 as large as possible, i.e. close to 2. However, observe that in case the smooth explicit term ∇f is not zero, it might be less beneficial to use a overrerlaxation parameter larger than one since it requires smaller primal step sizes τ .
Inertial primal-dual algorithm
Next, we consider an inertial version of the primal-dual algorithm, who has recently been considered in [14] as an extension of the inertial proximal point algorithm of Alvarez and Attouch [1] . It has already been observed in numerical experiments that inertial terms leads to a faster convergence of the algorithm. Here we give a theoretical evidence that indeed the presence of an inertial term leads to a smaller worst-case complexity.
• Initialization:
a Here as before, z = (x, y) and similarly, ζ = (ξ, η).
Theorem 3. Let (x n , y n ), n = 0, . . . , N − 1 be a sequence generated by the inertial Euclidean primal-dual algorithm (24). Let the step size parameters τ, σ > 0 and the inertial parameter α n be a non-decreasing sequence in [0, α] with α < 1/3 such that for all x, x ∈ dom g and y, y ∈ dom h * it holds that
Proof. We again start with the basic inequality (8) . According to (24), usingz = ζ n and
Plugging in the first line of (24) we arrive at
Using the inequality
M we obtain the estimate
Now, since α n ≥ 0 is non-decreasing and z −1 = z 0 and summing the above inequality from
which is positive definite for all n as soon as (25) is fulfilled for all α n ≤ α < 1/3 since the function
1−3αn is monotonically increasing in α n . Our last estimate can be further simplified
It remains to show that the term in the last two lines of the above estimate is nonpositive. In fact:
since α n ≤ α < 1/3 and
is clearly positive definite if (25) is fulfilled. It remains to derive the ergodic rate by defining appropriate averages and expoiting the convexity of the gap function.
Remark 7. This result again shows that it is beneficial to choose α 0 as large as possible, i.e. α 0 close to 1/3 in order to reduce the constant on the right hand side. Similar to the case of overrelaxation, larger values of α n leads to smaller primal step sizes τ and hence an inertial term might be less beneficial in presence of an explicit term ∇f .
Remark 8. Letting γ = τ L f we find that the maximal feasible α is computed as
We point out that our condition requires slightly smaller values of α, compared to the condition found in [14] . This is due to the fact that our convergence proof is based on the Lipschitz continuity of ∇f rather than the co-coercivity property of ∇f , which leads to the loss of a factor 2 in the size of the primal step size τ relatively to the Lipschitz parameter L f .
Acceleration for strongly convex problems
Here in this section, we slightly improve the results in [3] on accelerated algorithms. We address more precisely the natural generalization proposed in [7] (also [22] ) and studied in [2] (where rates of convergence are proven). The main novelty with respect to [2] is a proof that in an ergodic sense, also the primal-dual gap is controlled and decreases at rate O(1/N 2 ) where N is the number of iterations. In addition to our assumptions (i)-(iii) we assume that (iv) f or g (or both) are strongly convex with respective parameters γ f , γ g and hence the primal objective is strongly convex with parameter γ = γ f + γ g > 0.
In fact, we observe that since
we can "transfer" the strong convexity of f to g:
and γ = γ f + γ g , we have now thatg is γ-convex. In addition, ∇f = ∇f − γ f I, so that
(observe that τ needs, as expected, to be less than
Hence in the following, to simplify we will just assume that g is strongly convex (that is, γ f = 0, γ = γ g ), replacing assumption (iv) with the simpler assumption:
(iv') g is strongly convex with parameter γ > 0.
Convergence analysis
• Initialization: Choose x −1 = x 0 ∈ X , τ 0 , σ 0 , θ 0 > 0 which satisfy (32).
With this additional assumption, the descent rule (9) can be slightly improved: indeed, thanks to the strong convexity of g, we can control an additional quadratic term on the right-hand side.
It follows that for any x ∈ X ,
One sees that one will be able to obtain a good convergence rate whenever the last two terms in this expression can be combined into one, which requires that D x (x,x) = x −x 2 /2, that is, we must consider linear proximity operators in the x variable 1 Now, we can specialize "à la" [3] . That is, we letỹ =ŷ = y n+1 ,x = x n+1 ,x = x n + θ n (x n − x n−1 ), x = x n , y = y n , and make τ, σ depend also on the iteration counter n. In particular, now, for any (x, y) ∈ X × Y,
It follows that for any (x, y), using also that
Assume the sequences θ n , τ n , σ n satisfy for all n ≥ 0
1 It must be observed here that the right assumption on g to obtain an accelerated scheme with an arbitrary Bregman distance Dx is simply that g is "strongly convex with respect to ψx", that is, g − γψx is convex. The proof is then identical. However, it is not clear whether this covers very interesting situations beyond the standard case.
Then (29) becomes
Observe that from (31), N n=1 θ n = σ 0 /σ N . We now let
Then, summing (33) from n = 0 to n = N − 1 and assuming x −1 = x 0 , using also the convexity
Considering eventually that (using again (31))
we deduce the following result.
Theorem 4. Let (x n , y n ) be a sequence generated by Algorithm 4, and let (X N , Y N ) and (T N ) be the ergodic averages given by (34). Then, for all x and y, for all N ≥ 1, one has the estimate
Remark 9. Notice that, taking (x, y) = (x * , y * ) a saddle-point in (35), we find that X N and x N are bounded (and converge to x * ). If we assume that h has full domain, so that h * (y)/|y| → ∞ as |y| → ∞, we deduce that also Y N is bounded (since otherwise −L(x * , Y N ) would go to infinity), and it follows that the (x, y) which realize the supremum in the expression
are also globally bounded. It follows the global estimate on the gap
Parameter choices
It turns out that it is possible to choose sequences (τ n , σ n , θ n ) satisfying (30), (31), (32) in order to have 1/T N = O(1/N 2 ). A possible choice, similar to [3] , to ensure (30), (31), (32) is to keep the product σ n τ n constant and let
Then, letting
, we find that by induction, since τ n+1 /τ n = σ n /σ n+1 < 1 for each n, (32) will be satisfied. We refer to [3] for a proof that this choice ensures that σ n ∼ γn/(4L 2 ),
A more simple (still slightly suboptimal) choice is to take σ 0 > 0 arbitrary, and
Then, (30), (31), (32) hold, and
Observe that in this case,
and
that is, the equality holds in (30). The optimal rule consists in choosing equalities in (30), (31) and (32). We find that σ 0 can be chosen arbitrarily,
and then:
so that
provided L f τ n < 1. Let us denote τ opt n , σ opt n and T opt N the τ n , σ n obtained by this "optimal" rule (and the corresponding T N ) and let us keep the notation τ n , σ n , T N for the expressions in (38) and (39). These choices, in particular, satisfy the equality in (30), (31), but a strict inequality (for n ≥ 1) in (32). We assume that the starting point σ 0 = σ opt 0 is the same, then of course also τ 0 = τ opt 0 . Then one has:
Proof. We proceed by induction. We assume σ opt n ≥ σ n , which is true for n = 0. For practical reasons, let us set
We also assume
n , which is true at n = 0. It follows then that from (40) and X opt n ≥ X n that Π n+1 ≥ Π opt n+1 . Observe that being this product negative, it means in fact that |Π n+1 | ≤ |Π opt n+1 |. On the other hand, from (32), one has that
One has then
which, by concavity of √ · and since Σ 
Acceleration for smooth and strongly convex problems
In this section, we finally make the additional assumption that (v) h * is strongly convex with parameter δ > 0.
Equivalently, h has (1/δ)-Lipschitz gradient, so that the primal objective is both smooth and strongly convex. Then, as expected, the rate can be improved, to linear convergence. In this section, we must assume that both Bregman divergences D y and D x are quadratic (based on the function · 2 /2).
We show here how to adapt the proof of the previous section, and obtain a linear convergence rate on the gap. This improves the results in [3, 2] . In contrast to [3] , we do not show convergence for a large range of relaxation parameters θ, but the proof presented here yields a better convergence rate. • Initialization: Choose x −1 = x 0 ∈ X , τ, σ, θ > 0 which satisfy (42) and (43).
Convergence analysis
A first remark is that the inequality (29), in case h * is δ-convex, can be written
It follows that if one can choose τ, σ, θ so that
then, multiplying the inequality by θ −n and summing from n = 0 to N − 1, we get (assuming
Using (43) again, we deduce
Hence, letting now
we obtain the following result Theorem 5. Let (x n , y n ) be a sequence generated by Algorithm 5, and let (X N , Y N ) and (T N )
be the ergodic averages defined in (44). Then, for all x and y, for all N ≥ 1, one has the estimate
which yields a linear convergence rate.
Parameter choices
Solving the equations (42) for τ, σ, θ, we obtain
.
In case L f = 0 the above formulas greatly simplify to
We can observe that this choice yields a slightly better linear convergence rate than previously shown in [3] .
Computational examples
In this section we demonstrate the practical performance of the proposed algorithms on a number of randomly generated instances of classical optimization problems.
Matrix games
Here, we consider the following min-max matrix game:
where ∆ k and ∆ l denote the standard unit simplices in R k and R l and A ∈ R k×l . This class of min-max matrix games can be used for approximately finding the Nash equilibrium of two-person zero-sum matrix games such as two-person Texas Hold'em Poker. Following the computational experiments in [16] , the entries of A are independently and uniformly distributed in the intervall [−1, 1]. We denote by L = A the operator norm of A. We can also easily compute the primaldual gap of a feasible pair (x, y). For this we observe that arg min x∈∆ l L(x, y) = e j , where e j ∈ ∆ l is the j-th standard basis vector corresponding to the smallest entry of the vector A T y.
Likewise, arg max y∈∆ k L(x, y) = e i , where i corresponds to the coordinate of the largest entry of Ax. Hence, the primal-dual gap is computed as 
The primal and dual step sizes are computed as τ = σ = 1/L. In the iterates of the algorithm, we need to solve subproblems of the following form:
where we are using the n log n algorithm described in [9] to compute the orthogonal projections to the unit simplices. Taking the supremum on the right hand side of (14), the ergodic O(1/N ) rate for the primal-dual gap bounded by
Entropy setting:
In the entropy setting the Bregman distance functions are given by D x (x, x ) = j x j (log x j − log x j ) − x j + x j and D y (y, y ) = i y i (log y i − log y i ) − y i + y i . Now, max x∈∆ l D x (x, x 0 ) = log l and max y∈∆ k D y (y, y 0 ) = log k. We observe that we can take much larger steps sizes than the theoretical limit of τ σ < 1/L 2 . We use the heuristic τ = l/(2L), σ = k/(2L), which worked well in all our examples. It is well known that in the entropy setting, the iterates of the algorithm are explicit:
In turn, the ergodic O(1/N ) rate in (14) specializes to
In Table 1 we report the number of iterations of the O(1/N ) primal-dual algorithms using the Euclidean setting and the entropy setting to reach a primal-dual gap that is less than ε. One can see that the entropy-based algorithm is faster than the Euclidean-based algorithm. Furthermore, one can see that the complexity for finding an ε accurate solution grows, as predicted in Theorem 1, with a factor of order 1/ε. Indeed, one can see that reducing ε by a factor of 10 roughly leads to 10 times more iterations. Comparing the results with the results reported in [16] the proposed algorithms are significantly faster. Also observe that counterintuively, less iterations are needed for larger problems. This might be due to the fact that the value of the gap of theses problems at the centers of the simplices goes to zero as the size goes to infinity, making this initialization more beneficial for larger problems. k/l Euclidean Entropy Euclidean Entropy
Ergodic versus nonergodic sequence
We also tested the performance of the nonergodic sequences, i.e. the rate of convergence of the primal-dual gap of the iterates (x n , y n ). Figure 1 depicts logarithmic convergence plots in the setting k = l = 1000, for both the Euclidean and the entropy setting. It shows that in the Euclidean setting, the nonergodic sequence converges even faster than the ergodic sequence. In the entropy setting however, we observed the contrary. The nonergodic sequence converges much slower than the ergodic sequence. We do not know the reason for this behavior. For both ergodic sequences, the gap decreases exactly at rate O(1/N ) as predicted by the analysis.
Overrelaxed and inertial primal-dual algorithms
In this section, we evaluate the performance of the overrelaxed and inertial version of the Euclidean primal-dual algorithm detailed in Algorithm 2 and Algorithm 3. We vary the relaxation parameter ρ and the inertial parameter α (which are kept constant during the iterations) and record the number of iterations that are necessary to reach a primal-dual gap which is less a tolerance of ε = 10 −4 . For both, the inertial and overrelaxed versions, we observe that the algorithms are still converging for the theoretical limits ρ = 2 and α = 1/3. In Table 2 , we report the number of iterations using different values of the relaxation parameter ρ. As predicted in Theorem 2, the number of iterations are approximately proportional to the factor 1/ρ. In Table 3 , we report the number of iterations using different inertial parameters α. Again, as predicted in Theorem 3, the number of iterations roughly correspond to the factor 1 − 1/α. 
Simplex constrained least squares problem
In this section, we consider the following class of simplex-constrained least squares problems
where ∆ l again denotes the standard unit simplex in R l and A ∈ R k×l , k < l and b ∈ R k . Several standard optimization problems used in machine learning such as the support vector machine can be obtained as special cases from (48). Here, A and b are randomly generated with their entries uniformly and independently distributed in the intervall [−1, 1]. We again denote by L = A the operator norm of A. The saddle point formulation of (48) is given by
Furthermore, the dual problem is given by
In turn, the primal-dual gap for a pair (x, y) can be easily computed by observing that arg min x∈∆ l L(x, y) = e j and also arg max y L(x, y) = Ax − b:
Accelerated primal-dual algorithms
Note that since the saddle-point problem is strongly convex in y, we can use the accelerated primal-dual algorithm presented in Algorithm 4 (by interchanging the role of the primal and the dual variables). Since L f = 0, we apply the simple parameter choice (37). We initialize the algorithms with the obvious choice (x 0 ) j = 1/l for all j and y 0 = Ax 0 − b. Let us now consider two different setups of the algorithm:
1. Euclidean setting: In the Euclidean setting, we set D x (x, x ) = 1 2 x − x 2 . According to (35), we obtain that after N iterations for all (x, y) it holds that
Taking the supremum with respect to x on both sides, it follows
The right hand side is minimized by choosing τ 0 = 1/L 2 and σ 0 = 1 which gives the final estimate
is defined in (34).
Entropy setting:
In the entropy setting, we choose D x (x, x ) = j x j (log x j − log x j ) − x j + x j . In analogy to the above calculations, we have
The optimal choice for τ 0 and σ 0 is now σ 0 = 1− 1 l log l and τ 0 = 1/(L 2 σ 0 ) which yields the final estimate
We also observed that in the entropy setting, we can choose significantly larger step sizes which is equivalent to choosing a L 2 = A 2 /c, with c > 1. We used c = 5 in all our experiments.
In Table 4 , we report the number of iterations for Algorithm 4 in the Euclidean and the entropy setting. One can see that in the entropy setting, the algorithm converges significantly faster. Furthermore, one can see that the number of iterations which are necessary to reach a primal-dual gap less than ε nicely reflect the O(1/N 2 ) rate of Algorithm 4. Indeed, reducing ε by a factor of 10 roughly leads to √ 10 ≈ 3.16 more iterations. k/l Euclidean Entropy Euclidean Entropy
Ergodic versus nonergodic sequence
We also investigated the performance difference between the ergodic and the nonergodic sequences. Figure 2 shows a comparison between the ergodic and the nonergodic sequences for both the Euclidean and the entropy setup for the simplex constrained least squares problem (48) using k = 100, l = 1000. While the ergodic sequences both show a O(1/N 2 ) rate, the nonergodic sequences show a completely different behavior. In the entropy setting, the nonergodic sequence converges a little bit faster but is seems to be quite unstable. In the Euclidean setting, the nonergodic sequence converges extremely fast. We do not know the reason for this, but it will be interesting to find an alternative proof for the convergence rate that does not rely on the ergodic sequence.
Elastic net problem
Finally, we consider the elastic net problem which has been extensively used for feature selection and sparse coding. It is written as the following optimization problem:
where A ∈ R k×l is a matrix where its columns are features and b ∈ R k is the measurement vector. For λ 2 = 0, the elastic net is equivalent to the well-known LASSO problem. It can be rewritten as the following saddle-point problem:
Observe that the above problem is λ 2 -strongly convex in x and 1-strongly convex in y. Hence, we can make use of the linearly converging Algorithm 5. The dual problem is computed as For the implementation of the algorithm we need to solve the proximal map with respect to the mixed 1 -2 norm appearing in the primal problem. The solution is given by:
where the operations are understood element-wise. In Table 5 we evaluate Algorithm 5 for different problem instances of (50). We set λ 1 = 1 and used different values of λ 2 in order to study the behavior of the algorothm for different degrees of convexity. The table reports the number of iterations that were needed to achieve a primal-dual gap less than the error tolerance ε. On can see that in general, a smaller value of λ 2 leads to a smaller strong convexity parameter of the primal problem and hence the problem appears more difficult to the algorithm. Thanks to the O(θ N ) linear convergence rate of the algorithm, reducing the required tolerance by a factor of 10 only leads to a small increase of the required iterations. 
Ergodic versus nonergodic sequence
Finally Figure 3 shows the performance difference between the ergodic sequence and the nonergodic sequence for the elastic net problem using k = 100, l = 1000, λ 1 = 1, and λ 2 = 10 −3 . On can see that while the performance of the ergodic sequence is again well predicted by the worst case rate O(θ N ), the performance of the nonergodic sequence is again superior.
Conclusion
In this work, we have presented refined ergodic convergence rates for a first-order primal-dual algorithm for composite convex-concave saddle-point problems. The presented proofs are very elementary and easily extend to non-linear Bregman distance functions and inertial or overrelaxed variants of the algorithm. Furthermore, we have given refined ergodic convergence rates in terms of the primal-dual gap function for accelerated variants of the algorithm. We have applied the algorithms to a number of standard convex optimization problems including matrix games, simplex constrained least squares problems and the elastic net selector. Our numerical results indicate that the practically observed convergence rates of the ergodic sequences nicely correspond to the theoretical predictions. We have also observed that in the Euclidean setting, the nonergodic sequences very often converge much faster then the ergodic sequences. We will investigate this issue in more detail in our future research. Furthermore, it will be interesting to investigate strategies to dynamically adjusted the step sizes τ n , σ n and θ n algorithm without a-priori knowledge of the convexity parameters.
