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Abstract
This thesis concerns various aspects of the theory of residue currents. Partic-
ularly, we study residue currents on singular varieties and duality theorems for
such currents.
On a singular variety, there are various notions of holomorphic functions. In
Paper I, we study how to extend the definition of Coleff-Herrera products and
Bochner-Martinelli type residue currents from the case of strongly holomorphic
functions to weakly holomorphic functions, and investigate how various proper-
ties known in the strongly holomorphic case transform into the weakly holomor-
phic case.
The duality theorem for Coleff-Herrera products on a complex manifold is
one of the key properties of the Coleff-Herrera product. On a singular variety, the
duality theorem for Coleff-Herrera products is in general false. In Paper II, we
discuss necessary and sufficient conditions for when the duality theorem holds,
and in particular we show that on any singular variety, one can find examples
where the duality principle fails.
Another important property of the Coleff-Herrera product is the transforma-
tion law. In Paper III, we describe a comparison formula for Andersson-Wulcan
currents, generalizing the transformation law. Applications of this formula in-
clude giving a proof by means of residue currents of a theorem of Hickel related
to the Jacobian of a holomorphic mapping, and constructing a current on a singu-
lar variety satisfying the duality principle.
The failure of the duality theorem for Coleff-Herrera products leads to the
search for an alternative. In Paper IV, we elaborate on the construction in Paper III,
of a current satisfying the duality principle for an arbitrary ideal. In particular,
using the comparison formula, we explain how we can view this construction as an
intrinsic construction on the variety, generalizing the construction of Andersson
and Wulcan.
Keywords: weakly holomorphic functions, duality theorem, Coleff-Herrera
products, Bochner-Martinelli currents, residue currents, singular varieties, an-
alytic spaces, local analytic geometry
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Part I
INTRODUCTION

Introduction
1. Introduction
In algebraic geometry one studies solutions to polynomial equations.
For example, in the plane, the set of real solutions to the equation x2+y2 = 1
is the unit circle, see Figure 1 (left), and the solutions to the equation
x5 = y2 are shown in Figure 1 (right). This second geometric figure is called
a cusp. One could consider instead the solutions to these equations as the
solutions to x2 + y2 − 1 = 0 and x5 − y2 = 0, i.e., as the zero sets of the poly-
nomials on the left-hand sides. Such objects are called varieties. Notice the
difference between these two curves; the circle is smooth everywhere, while
the cusp is smooth outside the origin, and “crumpled up” at the origin, it
has a singularity there. Much of the focus of this thesis is how the presence
of such singular points influences certain analytic objects on the variety.
The zero sets of both these polynomials are curves, i.e., they are one-
dimensional. A more precise way of expressing this is that they can be
described by precisely one parameter. The unit circle has for example the
familiar parametrization (x,y) = (cos t,sin t). For the cusp, one verifies, by
inserting it into the equation, that (x,y) = (t2, t5) lies on the curve, and with
−1 0 1
−1
0
1
x5 − y2 = 0
−1 0 1
−1
0
1
x2 + y2 − 1 = 0
Figure 1. Examples of varieties
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a short calculation, one can show that this describes all such solutions, so
this gives indeed a parametrization of the cusp.
The general principle here is that considering the zero set of one equa-
tion should decrease the dimension by one, as in these examples. However,
if we look at the real solutions to x2 + y2 = 0, it consists of only the origin
(0,0), which is zero-dimensional, so the dimension has decreased by two. In
order for the general principle to hold, one needs to look instead at all com-
plex solutions to this equation. Remember that by introducing the number
i such that i2 = −1, we get the solution x = i to the equation x2 + 1 = 0,
which has no real solutions, and that in fact all polynomial equations in
one variable has a complex solution of the form x = a + bi. Looking over
the complex numbers, the equation x2 +y2 = 0 factors as (x+ iy)(x− iy) = 0,
which then has the solutions (x,y) = (it, t) and (x,y) = (−it, t). Thus, the set
of solutions consists of two parts, each of which separately can be described
by one (complex) parameter, so it is reasonable to say that the solution set is
one-dimensional, i.e., a complex curve. Note however, that since the com-
plex plane has two real dimensions, a complex curve will also have two real
dimensions, i.e., it is a real surface.
Just as introducing the complex numbers made polynomial equations
in one variable better behaved, in the sense that it made sure a solution
always existed, if we look at a single polynomial equation in several vari-
ables, the solutions will always be of one dimension less than the number
of variables. So for example, looking at a single equation in two variables
as above, the complex solutions will always be a complex curve.
This improved behaviour over the complex numbers manifests itself in
many ways for varieties, both algebraically and geometrically, and in this
thesis, we will always consider varieties over the complex numbers.
In the first part of the introduction, we present a “crash course” in
complex analysis and residue theory in one variable. In principle, this
part should only require familiarity with basic calculus in two variables,
although this might be a bit optimistic. In the next sections, we discuss
residue theory in several variables, and try to give a bit of historical back-
ground to the contents of this thesis. Here, much more background is as-
sumed, although we have tried to facilitate the reading by relating it to the
one-variable case. Then we discuss holomorphic functions on singular va-
rieties, a key concept in this thesis. We try to rather elaborately describe
different classes of such functions on a cusp, one of the basic examples of
a singular variety, and at the same time discuss special cases of the con-
structions of residue currents from at least three of the articles. We then
conclude with a brief summary of the various articles.
1.1. The division algorithm for polynomials. The main theme (and title!)
of this thesis is residue currents on singular varieties. Singular varieties, as
we described above, are concrete geometric objects. Residue currents on
the other hand are much more abstract objects. Currents in general are a
4
Introduction
sort of generalized functions, which, although the name suggests so, have
no obvious connection to concrete currents like electric currents or ocean
currents and so on. Residue currents are a specific type of such currents,
which could be seen as a generalization of residues in one-variable com-
plex analysis. We will discuss how such objects can arise by considering a
concrete algebraic question.
Let f (z) and g(z) be two polynomials in one complex variable. The
question we consider is: How to determine whether f divides g? This has a
simple algebraic answer, coming from the division algorithm for polynomi-
als. By the division algorithm for polynomials (i.e., performing polynomial
division) there exist unique polynomials q and r such that
(1.1) g(z) = f (z)q(z) + r(z),
where the degree of r, degr, is strictly smaller than degf . The polynomial
q is thus the “quotient”, and r is the remainder term. By the uniqueness
in the division algorithm, we get a simple answer to the question above: f
divides g if and only if the remainder term r is 0. We will write f | g if f
divides g. From the algebraic point of view, this thus has a simple answer.
We will see how we can express an answer also from an analytic point of
view, i.e., in terms of derivatives and integrals and so on.
1.2. Holomorphic functions and Cauchy’s integral formula. In order to
express divisibility in an analytic way, we will do a very quick “rush”
through parts of the basics of complex analysis in one variable. This will
of course be very selectively presented, and sketchy at parts. For a nice
introduction to complex analysis in one variable, see [StSh].
To begin with, what are “complex differentiable” functions? Let f :C→
C be a complex-valued function. One way of expressing f to be complex
differentiable is that the limit of the difference quotient limh→0(f (z + h) −
f (z))/h exists, just as we would require for a real-valued function, but now
with the difference that h is a complex number tending to 0. In case this
limit exists, we denote it by f ′(z) or ∂f /∂z. By exactly the same argument as
for the real function x 7→ xn, one sees that z 7→ zn is complex differentiable,
and ∂zn/∂z = nzn−1.
From our point of view, it will be better to formulate this in another
way. We consider instead of f : C → C as a function f : R2 → R2, and
assume that f is (real-) differentiable at the origin as a function from R2 to
R2. If we consider its first order Taylor expansion,
f (x,y)− f (0,0) = fx(0)x+ fy(0)y +O(|(x,y)|2),
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and regroup it in terms of z = x + iy and z¯ = x − iy instead (or equivalently
x = (z+ z¯)/2 and y = (z − z¯)/2i), we get
f (x,y)− f (0,0) = fx(0,0)z+ z¯2 + fy(0,0)
z − z¯
2i
+O(|z|2)
=
fx(0,0)− ify(0,0)
2
z+
fx(0,0) + ify(0,0)
2
z¯+O(|z|2).
In line with the Taylor expansion in terms of x and y, it is thus reasonable
to denote the parts here in front of z and z¯ as the derivatives of f with
respect to z and z¯, i.e., we let
∂f
∂z
:=
1
2
(
∂
∂x
− i ∂
∂y
)
f and
∂f
∂z¯
:=
1
2
(
∂
∂x
+ i
∂
∂y
)
f .
The complex differentiable functions will then be the ones “depending only
on z and not on z¯”. Such functions are also called holomorphic, or analytic,
functions.
Definition 1. A real-differentiable function f : C → C is holomorphic if
∂f /∂z¯ = 0.
In case f is holomorphic, then the limit of the complex difference quo-
tient described above exists, and equals ∂f /∂z, so this is just another way
of expressing this “complex differentiability”.
The prime examples of holomorphic functions are polynomials in z,
like p(z) = 3z2 + 2, and more generally convergent power series, i.e., “poly-
nomials of infinite degree in z”. On the other hand, for example |z|2 = zz¯
is not holomorphic. In addition, sums and products of holomorphic func-
tions are holomorphic, so the holomorphic functions form a ring. The quo-
tient of two holomorphic functions is also holomorphic, as long as the de-
nominator does not vanish, i.e., a holomorphic function is invertible if and
only if it is non-vanishing.
In order to study holomorphic functions, we will use integral formulas,
and to do so we begin with a quick reminder of a theorem from 2-variable
calculus.
Theorem 1.1 (Green’s formula). Let D ⊆ R2 be a domain with smooth posi-
tively oriented boundary γ . If P and Q are differentiable on D, then∫
γ
P dx+Qdy =
∫
D
(
∂Q
∂x
− ∂P
∂y
)
dxdy.
This formula holds with no change if we allow P and Q to be complex-
valued. If we introduce dz = dx+idy and dz¯ = dx−idy, and express Green’s
formula in terms of the complex derivatives ∂/∂z and ∂/∂z¯, the complex
Green’s formula takes the following form:∫
γ
P dz+Qdz¯ = −2i
∫
D
(
∂Q
∂z
− ∂P
∂z¯
)
dxdy.
6
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This looks more natural if we denote −2idxdy by dz∧ dz¯:∫
γ
P dz+Qdz¯ =
∫
D
(
∂Q
∂z
− ∂P
∂z¯
)
dz∧ dz¯
(dz ∧ dz¯ does indeed have a meaning, which we refrain from discussing
here, and just use as a notation for −2idxdy). In particular, if f is holomor-
phic on D, then ∫
γ
f (z)dz = −
∫
D
∂f
∂z¯
dz∧ dz¯ = 0.
This formula is called the Cauchy integral theorem. A consequence of this
theorem, and a cornerstone in complex analysis in one variable is the fol-
lowing formula.
Theorem 1.2 (Cauchy’s integral formula). Let D ⊆ C be a domain with
smooth positively oriented boundary γ . Let z ∈ D, and assume that f is holo-
morphic on D. Then
f (z) =
1
2pii
∫
γ
f (ζ)dζ
ζ − z .
In particular, this demonstrates that holomorphic functions are rather
rigid objects; their values in the interior ofD are completely determined by
their values on the boundary.
Proof. We let D be D with a disc of radius  around z removed. We let γ
be the positively oriented circle around z of radius  so that γ − γ is the
boundary of D. Then f (ζ)/(ζ − z) is holomorphic in ζ for ζ ∈ D. Thus, by
Cauchy’s integral theorem,
(1.2)
1
2pii
∫
γ
f (ζ)dζ
ζ − z =
1
2pii
∫
γ
f (ζ)dζ
ζ − z .
By writing f (ζ) = f (z) +O(|ζ − z|), we get that the right-hand side of (1.2)
equals
f (z)
1
2pii
∫
γ
dζ
ζ − z +
1
2pii
∫
γ
O(|ζ − z|)dζ
ζ − z .
We are thus finished if we can prove that the first integral is 1, and the
second tends to 0 when  tends to 0. To see that the first integral is 1, we
note that on |ζ−z| = , 1/(ζ−z) = ζ − z/2, and applying the complex Green’s
formula, the integral equals
1
2pii2
∫
γ
ζ − zdζ = 1
pi2
∫
|ζ−z|<
dxdy = 1,
since the area of the disk of radius  is pi2. Since the integrand in the
second term is bounded, and since we integrate over a curve of length 2pi,
this integral will tend to 0 if we let  tend to 0. 
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Many of the important properties of holomorphic functions can be de-
rived from this integral formula. We just give one example of that. Since
we integrate over the boundary γ of D, the denominator ζ−z does not van-
ish if ζ ∈ γ and z ∈ D, so it is legitimate to differentiate with respect to z
under the integral sign. We thus get that
(1.3) f ′(z) = 1
2pii
∫
γ
f (ζ)dζ
(ζ − z)2 .
Since the integrand is holomorphic in z on the set where we integrate, ap-
plying ∂/∂z¯ to both sides shows that also f ′(z) is holomorphic. By repeating
this argument, if f is once complex differentiable, it is infinitely complex
differentiable, in stark contrast to real-differentiable functions. In addition,
we get similar formulas as (1.3) for higher order derivatives.
1.3. The division algorithm and residues. We now return to expressing
the division formula using Cauchy’s integral formula. As before, let f (z)
and g(z) be polynomials. Using the identity
1
ζ − z =
f (z) + f (ζ)− f (z)
f (ζ)(ζ − z)
and inserting this into Cauchy’s integral formula, we get
(1.4) g(z) = f (z)
1
2pii
∫
γ
g(ζ)dζ
f (ζ)(ζ − z) +
1
2pii
∫
γ
g(ζ)(f (ζ)− f (z))dζ
f (ζ)(ζ − z) ,
where γ is the positively oriented circle of radius R around 0, and R is
chosen such that all zeros of f (ζ) are contained inside this circle, and |z| < R.
We denote the first and second integral, which are both functions of z, by
q(z) and r(z), respectively, so that (1.4) says that
(1.5) g(z) = f (z)q(z) + r(z).
Note that this has exactly the same form as the division algorithm in (1.1),
and we claim that these q and r are in fact the same functions as the poly-
nomials in the division algorithm.
We consider first divisibility as holomorphic functions. For a holomor-
phic function h on D, we let
(1.6) Rf (h) :=
1
2pii
∫
γ
h(ζ)dζ
f (ζ)
,
and if g is holomorphic, we let gRf (h) := Rf (gh). We claim that p(ζ,z) :=
(f (ζ) − f (z))/(ζ − z) is holomorphic in ζ. To see this, we use the fact that
if u(ζ) is holomorphic and u(z) = 0, then u(ζ) = (ζ − z)u0(ζ), where u0 is
holomorphic, and apply this to u(ζ) = f (ζ)− f (z). Then, if gRf = 0, we get
from (1.5) that g | f , since r(z) = gRf (p(ζ,z)) = 0, and q(z) is holomorphic
in z. Conversely, if f | g, then gRf = 0 by Cauchy’s integral theorem, so we
have proved the following.
8
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Proposition 1.3. Let f (ζ) and g(ζ) be holomorphic functions. Then f | g as
holomorphic functions if and only if gRf = 0.
This result will in fact also hold for the original problem we considered,
i.e., concerning divisibility of polynomials.
Proposition 1.4. Let f (ζ) and g(ζ) be polynomials. Then f | g if and only if
gRf = 0.
The only addition needed compared to the proof of Proposition 1.3 is
the following lemma.
Lemma 1.5. Let g(z) and f (z) be polynomials, and let
q(z) :=
1
2pii
∫
γ
g(ζ)dζ
f (ζ)(ζ − z) and r(z) :=
1
2pii
∫
γ
g(ζ)(f (ζ)− f (z))dζ
f (ζ)(ζ − z) .
Then q(z) and r(z) are polynomials, and degr(z) < degf (z).
By the uniqueness in the division algorithm, this then says that q(z) and
r(z) here coincide with the ones in the division algorithm.
Proof. We first verify that r is a polynomial of degree < degf . The inte-
grand in r is p(ζ,z) = (f (ζ) − f (z))/(ζ − z) times a function only depending
on ζ. Hence, if we show that p(ζ,z) with ζ fixed is a polynomial in z of
degree < degf , we are done. To see this, we note that the numerator is a
polynomial of degree degf in z, and since for z = ζ, f (ζ)− f (z) vanishes, so
it is divisible by ζ − z, and p(ζ,z) will thus be a polynomial in z of degree
< degf .
To see that q(z) is a polynomial, we show that q(k)(z) ≡ 0 if k = degg −
degf + 1, since then we can just integrate q(k)(z), k times, and see that q(z)
is a polynomial of degree ≤ k. We differentiate the definition of q(z) with
respect to z, k times, and get that
(1.7) q(k)(z) = k!
∫
γ
g(ζ)dζ
f (ζ)(ζ − z)k+1 .
The denominator of the integrand will have degree degf +k+1 = degg +2,
i.e., 2 higher than the degree of the numerator, so the integrand will be of
O(|ζ|−2), when |ζ| tends to infinity. Since the integrand is holomorphic in ζ
for |ζ| > R, by Cauchy’s integral theorem, we can replace the integral over γ
by integrating over a circle of larger radius without changing the integral.
Letting R tend to infinity, we see that q(k)(z) ≡ 0, since we are integrating
something O(R−2) over a curve of length 2piR. 
Example 1. Take f (z) = z2. Then,
Rf (h) =
1
2pii
∫
γ
h(ζ)dζ
ζ2
=
∂h
∂z
(0)
9
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by (1.3). We now check what the condition gRf = 0 becomes. Let h be a
polynomial, and write h(ζ) = a+ bζ + ζ2c(ζ). Then
gRf (h) = Rf (gh) =
∂
∂ζ
(g(ζ)h(ζ))
∣∣∣∣∣
ζ=0
= g ′(0)a+ g(0)b.
If this is 0 for all h, i.e., for all choices of a and b, we must thus have that
g(0) = g ′(0) = 0. So by Proposition 1.3, we get the expected condition z2 |
g(z) if and only if g(0) = g ′(0) = 0.
To describe residues, we will first need two facts about zeros of holo-
morphic functions, see for example [StSh], Section 3.1. First of all, the zero
set of a holomorphic function is discrete, so in particular, there is a small
punctured disk around each zero of a holomorphic function such that the
function is non-vanishing on this punctured disk. Secondly, we will need
that if f has a zero at z0, then there is a unique integer m (the order of the
zero), such that
(1.8) f (z) = (z − z0)mu(z),
where u is holomorphic and u(z0) , 0.
A meromorphic function ψ(z) is the quotient ψ(z) = f (z)/g(z) of two
holomorphic functions. The residue Res z=z0ψ(z) of a meromorphic func-
tion ψ(z) at a point z0 is defined as
Res z=z0ψ(z) :=
1
2pii
∫
|z−z0|=
ψ(z)dz,
where  > 0 is small enough such that ψ(z) has no poles, i.e., zeros of the
denominator, in the punctured disk {0 < |z − z0| ≤ }. That there exists such
an  follows from the discreteness of the zero sets of holomorphic functions
as described above. Assume now that ψ(z) has a pole order n at z0, i.e., if
ψ(z) = f (z)/g(z), where f has a zero of order k at z0 and g has a zero of
order ` at z0, then ψ(z) has a pole of order n = ` − k at z0. Note then, that
(z − z0)nψ(z) is holomorphic near z0. Then,
(1.9) Res z=z0ψ(z) :=
1
(n− 1)!
∂n−1
∂zn−1
(
(z − z0)nψ(z)
)∣∣∣∣∣∣
z=z0
,
which can be seen from Cauchy’s integral formula and its versions for
derivatives like (1.3). We consider now
1
2pii
∫
γ
ψ(ζ)dζ,
where γ is the positively oriented boundary of some domain D, and ψ is
meromorphic on D and without any poles on γ . By Cauchy’s integral the-
orem, we can replace the integral over γ by integrals around small circles
10
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around the poles, cf., the proof of Theorem 1.2, so together with the defini-
tion of residue, we get that
1
2pii
∫
γ
ψ(ζ)dζ =
∑
Res z=z0ψ(z),
where the sum is over all poles of ψ in D. This is called the residue theorem.
Combining Proposition 1.4 with the residue theorem and (1.9), we will
arrive at the expected condition: If f and g are polynomials, then f | g if
and only if g vanishes at the zeros of f to at least the same order, i.e., as in
Example 1.
Remark 1. That the integral (1.7) is 0 in the proof of Lemma 1.5 can by the
residue theorem be reformulated as that the total sum of all residues of
the integrand is 0. The argument used in that proof, that this total sum of
residues is 0 due to the difference in degrees between the numerator and
denominator is a special case of what is called Jacobi’s residue formula.
1.4. Residue currents in one variable. We have seen how residues can ap-
pear in for example divisibility problems. We will now discuss how this
relates to the main object of study in this thesis, residue currents, and what
they are in one complex variable.
Let ψ be a smooth function on the domain D, with smooth positively
oriented boundary γ . If h is a holomorphic function, then the complex
Green’s formula says that∫
γ
ψhdζ = −
∫
D
∂ψ
∂ζ¯
hdζ ∧ dζ¯.
We will in the rest of this section use the short-hand notation ∂¯ = −∂/∂ζ¯
(the standard notation is that ∂¯ϕ = (∂/∂ζ¯)ϕdζ¯, but it will be more conve-
nient to use the notation above in this section). Let now f be a holomorphic
function, with zero set Z. If we consider Rf from (1.6), then formally we
would get that
(1.10) Rf (h) =
1
2pii
∫
D
∂¯
(
1
f
)
hdζ ∧ dζ¯.
This formula as it stands of course does not have meaning, since 1/f is not
differentiable on Z. However, there is a way to interpret ∂¯(1/f ) as a sort of
“generalized function”. Assume first that we replace (1/2pii)h by a smooth
functionϕ onD, which has compact support, i.e., is 0 close to the boundary
of D. Formally, we would have∫
D
∂¯
(
1
f
)
ϕdζ ∧ dζ¯ =
∫
D
∂¯
(
1
f
ϕ
)
dζ ∧ dζ¯ −
∫
D
1
f
∂¯ϕdζ ∧ dζ¯.
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By formally applying Green’s theorem to the first integral on the right, we
would get ∫
D
∂¯
(
1
f
)
ϕdζ ∧ dζ¯ =
∫
γ
1
f
ϕdζ = 0,
since ϕ = 0 close to the boundary γ of D. Thus, we would formally have
that
(1.11)
∫
D
∂¯
(
1
f
)
ϕdζ ∧ dζ¯ = −
∫
D
1
f
∂¯ϕdζ ∧ dζ¯.
The right-hand side of (1.11) exists as an improper integral, called the prin-
cipal value.
Proposition 1.6. Let f be holomorphic on D, and let η be a smooth function
with compact support. Then the limit
(1.12) lim
→0+
∫
D\{|f (ζ)|<}
η
f
dζ ∧ dζ¯
exists.
We postpone the proof and first discuss how this relates to the dis-
cussion above. A smooth function with compact support is called a test
function. Hence, even though 1/f is not defined as a function everywhere,
we can give it meaning as something which can be integrated against test
functions. Such objects are called distributions or currents. We will denote
this integration, i.e., (1.12), by (1/f ).η. Considering 1/f as an object one
can integrate is maybe not so surprising, as one studies improper integrals
also in single-variable calculus. What may be more surprising is that from
this viewpoint, one can also differentiate 1/f on all of D. If f has no zeroes,
so that 1/f is smooth on all of D, then (1.11) holds, and if not, one uses it
as a definition of the distribution ∂¯(1/f ), i.e., we let ∂¯(1/f ).ϕ be defined as
the right-hand side of (1.11), which thus exists by Proposition 1.6.
Note that outside of Z, the zero set of f , it would be reasonable to
say that ∂¯(1/f ) = 0 since 1/f is holomorphic there. This also holds in the
following sense: If ϕ has compact support, and ϕ is 0 in a neighbourhood
of Z, then we can in fact go backwards not just formally in the derivation
of (1.11), but with the integral on the left-hand side being only over the set
where ϕ , 0, and hence, the integral is 0 since ∂¯(1/f ) = 0 there. We then say
that ∂¯(1/f ) has its support on Z, i.e., integrated against ϕ it only depends
on the behaviour on arbitrary small neighbourhoods of Z.
Now, to come back to where we started, we have thus given meaning to
∂¯(1/f ) as a distribution, and it is natural to ask if now (1.10) has a meaning
and if the equation then holds. Note that although being smooth, h is not a
test function since it does not have compact support. However, since ∂¯(1/f )
has support on Z, we can let it act on χh, where χ is a cut-off function which
is identically 1 close to Z and has compact support onD. Incorporating this
χ will then make (1.10) hold.
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To conclude this discussion, we will reformulate Proposition 1.3 in a
way that will be generalized in this thesis. We consider, as in Proposi-
tion 1.3, the set of holomorphic functions g such that gRf = 0, which is
called the annihilator of Rf , and is denoted annRf . Since the action of
Rf on h equals the action of the current ∂¯(1/f ) on h, we can just as well
consider the annihilator of ∂¯(1/f ) instead, i.e., ann ∂¯(1/f ). In addition,
we note that the holomorphic functions g such that f | g are exactly the
functions g = hf , where h is a holomorphic function. This is called the
ideal generated by f , and which we denote by J (f ), i.e., J (f ) := {g |g =
hf ,where h is holomorphic}. Formulated in these terms, Proposition 1.3
becomes the following.
Proposition 1.7. Let f be a holomorphic function. Then
ann ∂¯
(
1
f
)
= J (f ).
This is a special case of the duality theorem for Coleff-Herrera products,
which will discuss later on. We remark also that Proposition 1.7 can be
proved in a different way.
Alternative proof of Proposition 1.7. Note that if g ∈ ann ∂¯(1/f ), then
g∂¯(1/f ) = 0. Since g is holomorphic, we get that ∂¯(g/f ) = 0. If g/f
would be a smooth function, this would mean that it is holomorphic, i.e.,
g/f = h, where h is holomorphic, so g = hf , i.e., g ∈ J (f ). Any distribution
T satisfying ∂¯T = 0 will in fact be a smooth function, a result called Weyl’s
lemma, see for example [V], 1.7.6. Thus, ann ∂¯(1/f ) ⊆ J (f ). The other
inclusion follows easily by going backwards in this argument (without the
need of using Weyl’s lemma).

Proof of Proposition 1.6. Here, we will need the two facts about zeros of
holomorphic functions, as described in the paragraph around (1.8). First of
all, the fact that the zero set of a holomorphic function is discrete implies
that if f is holomorphic on D, then f has only a finite number of zeros on
D, and we denote them by z1, . . . , zn. Secondly, by the factorization (1.8), we
can factorize f as f (z) = (z−zi)mui(z), where ui is holomorphic and ui(z) , 0
near zi .
For zi ∈ Z, we choose a cut-off function χi , which is identically 1 in a
neighbourhood of zi , and which is identically 0 in a neighbourhood of all
zj ∈ Z, j , i. By writing 1 = χ1 + · · · + χn + (1 − χ1 − · · · − χn), the integral
(1.12) splits into n + 1 different integrals. In the last one, there will be no
problem letting  tend to 0 since (1−χ1−· · ·−χn) is identically 0 near Z, so
the integrand is smooth everywhere. It thus remains to prove that
lim
→0+
∫
{|f |>}
χiη
f
dζ ∧ dζ¯
13
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exists. Since by the choice of χi , f has only one zero on the set where χi , 0,
we can by translation and the description above assume that f (ζ) = ζmu(ζ),
where u(0) , 0. In addition, we could have chosen χi such that it is non-
zero only on a small ball B around 0 so that we can define (u(ζ))1/m. We
then make the change of variables z = ζu(ζ)1/m. Then the integral becomes
lim
→0+
∫
B∩{|zm|>}
χi η˜
zm
dz∧ dz¯.
We then make a complex Taylor expansion of χi η˜ of orderm−1, so that the
integral becomes∑
α+β<m
∫
B∩{|zm|>}
aα,βz
α z¯β
zm
dz∧ dz¯+
∫
B∩{|zm|>}
O(|z|m)
zm
dz∧ dz¯.
In the last integral, the integrand is bounded, so there is no problem let-
ting  tend to 0. It thus remains to see that the integrals in the sum
in fact vanish. Switching to polar coordinates, the integrands becomes
−2iaα,βeiθ(α−β−m)rα+β−m+1, and in particular, since α + β < m, we have that
α − β −m , 0, so the integral with respect to θ is 0, and all the integrals in
the sum then vanish.

Following the argument in the proof of Proposition 1.6, or reasoning as
in the proof of Cauchy’s integral formula and (1.3), one gets that
(1.13)
m!
2pii
∂¯
1
zm+1
.ϕ = ϕ(m)(0),
and for more general functions, similar formulas exist, cf. (1.9).
In might not be apparent what we have gained here by expressing
the division algorithm in this form, when we have taken a simple alge-
braic problem, and transformed it into a more complicated analytic prob-
lem. In several variables, a natural generalization is to consider a tuple
f = (f1, . . . , fp) of polynomials, and express a function g in terms of f , as
g = h1f1 + · · · + hpfp (in one variable, these problems are equivalent due to
the polynomial ring on one variable being a principal ideal domain). Al-
gebraically, this problem becomes more involved, while several of the key
ingredients in the analytic formulation have already been introduced (al-
though the analytic formulation of course also becomes more involved).
We mention that except for the part about residue currents, the rest
of this section only uses facts which are standard in almost any book in
one-variable complex analysis. The parts about the division algorithm and
residue currents are more specialised, and are usually not treated in such
books. However, see for example the beginnings of [CD] and [BGVY],
where residue theory in the one-variable case is discussed rather thor-
oughly before treating the case of several variables.
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2. Residue currents of complete intersections
One-variable complex analysis is a classical area in mathematics, with
fundamental work done by Cauchy, Riemann and others during the 19th
century. During the beginning of the 20th century, Hartogs and Levi made
important discoveries regarding phenomena occurring for holomorphic
functions in dimension greater than one, and important contributions to
questions arising from the works of Hartogs and Levi were made by Oka
and Cartan during the 40’s and 50’s. For a nice discussion about similari-
ties and differences between one and several complex variables, see [Ra2].
After the work of Oka and Cartan, the subject of several complex variables
really began to flourish, see for example [Do6] for a survey about impor-
tant results in several complex variables during the second half of the 20th
century.
In one complex variable, there is a rather standard curriculum of con-
cepts covered in an introductory book. In several complex variables, the
contents of introductory books tend to diverge more quickly, depending
on from which point of view the book is written. Classical introductions
would be for example [Ra1], [Hö] and [GuRo], all written from rather dif-
ferent viewpoints. For our purposes, the point of view of studying prop-
erties of analytic varieties will be of particular importance, which is pre-
sented nicely in [Ta] and [Gu2] (see also the other books in the same series,
[Gu1] and [Gu3]) and also for example [KK] and [dJP]. More advanced
references would be for example [Dem] and [GH].
We now turn to residue theory in several complex variables. Let f be
a holomorphic function on Ω ⊆ Cn. The principal value current 1/f can be
defined in the same way as in one variable, by
(2.1)
1
f
.ϕ := lim
→0+
∫
{|f |>}
ϕ
f
.
In one dimension, the existence of this limit was rather elementary, relying
on the fact that the zero set consisted of isolated points and that we could
factorize the function near the points on the zero set. In several variables,
the existence of this limit is not an elementary matter anymore. Assume
first that f is an invertible holomorphic function times a monomial; f is
then said to have normal crossings singularities. In this case, existence of
the limit (2.1) can essentially be reduced to the one-variable case. The dif-
ficulty of the existence of the limit in (2.1) in the general case is to be able to
reduce it to the normal crossings case, which is handled by the deep theo-
rem of Hironaka on resolution of singularities. See [Ko2] for a nice presen-
tation of resolution of singularities in the algebraic setting. The existence
of the principal value current was proven independently by Herrera and
Lieberman in [HL] and Dolbeault in [Do1, Do2, Do3]. The form of resolu-
tion of singularities used for proving the existence of the principal value
current can be found in [Ko2], Theorem 3.26.
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Now that 1/f is defined, one can also define the residue current ∂¯(1/f )
in the sense of currents, and by the same argument as in the alternative
proof of Proposition 1.7, one gets that ann ∂¯(1/f ) = J (f ), just as in the one-
variable case.
Note that in this section and in future sections, we consider the usual
form-valued ∂¯-operator acting on forms, which for functions is
∂¯ϕ =
n∑
i=1
∂ϕ
∂z¯i
dz¯i ,
in contrast to the non-standard function-valued operator which we used in
the previous section.
2.1. Coleff-Herrera products and complete intersection ideals. We now
consider a tuple f = (f1, . . . , fp) of holomorphic functions. Although it is
in general problematic to give meaning to products of currents, Coleff and
Herrera showed in [CH] that one can give a reasonable meaning to an iter-
ative product of the residue currents ∂¯(1/fi), i.e., the current
(2.2) µf := ∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
.
This current is nowadays called the Coleff-Herrera product of f . By altering
the definition used for the principal value current, we describe one way to
define such a product. This way of defining the Coleff-Herrera product is
different from the original one, but the current we define here will coin-
cide with the current defined in [CH], see Section 2.3. The principal value
current can be defined by
1
f
:= lim
→0+
χ(|f |2/)
f
,
where χ is a smooth approximation of the characteristic function χ[1,∞).
Thus, ∂¯(1/f1) is defined. Then, one defines (1/f2) “on” ∂¯(1/f1), by
1
f2
∂¯
1
f1
:= lim
→0+
χ(|f2|2/)
f2
∂¯
1
f1
.
Taking ∂¯ of this current, we define ∂¯(1/f2)∧ ∂¯(1/f1) by
∂¯
1
f2
∧ ∂¯ 1
f1
= lim
→0+
∂¯χ(|f2|2/)
f2
∧ ∂¯ 1
f1
,
and continuing in the same way, one defines the general product (2.2).
This product behaves “nicely” if f = (f1, . . . , fp) defines what is called
a complete intersection, i.e., if codimZ(f ) = p, where Z(f ) is the common
zero set of f . In other words, f defines a complete intersection if for each
fi we add, the dimension of the common zero set decreases by 1, so that
Z(f ) is as small as it possibly could. An example of a tuple which is not
a complete intersection is f = (z2, zw) on C2, which has {z = 0} ⊆ C2 as
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common zero set, which has codimension 1. The most important aspect of
how the Coleff-Herrera product behaves “nicely” in the case of a complete
intersection is the following duality theorem for Coleff-Herrera products.
Theorem 2.1. Let f = (f1, . . . , fp) be a tuple of holomorphic functions on Ω ⊆
Cn. Then locally,
ann ∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
= J (f ).
Here, J (f ) is the ideal generated by f , i.e.,
J (f ) = {h | h = a1f1 + · · ·+ apfp, where ai are holomorphic}.
This theorem generalizes the result above about the annihilator of one sin-
gle residue current ∂¯(1/f ). The duality theorem was proven independently
by Dickenstein and Sessa in [DS1], and by Passare in [P2]. The proof in
[P2] is done by means of integral formulas, i.e., like generalizations of (1.4),
while the proof in [DS1] relies on more abstract algebraic machinery, like
sheaf theory and homological algebra. The main analytic content in the
proof in [DS1] boils down to solving the ∂¯-equation locally, i.e., the proof
shares more similarities with the alternative proof of Proposition 1.7.
Another aspect in which the Coleff-Herrera product behaves nicely is
the following transformation law for Coleff-Herrera products.
Theorem 2.2. Let f = (f1, . . . , fp) and g = (g1, . . . , gp) be two tuples of holomor-
phic functions defining complete intersections, and assume that there exists a
matrix A of holomorphic functions such that f = gA. Then
∂¯
1
gp
∧ · · · ∧ ∂¯ 1
g1
= (detA)∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
.
The transformation law was proven by Dickenstein and Sessa in [DS1].
The proof relied on the earlier known absolute case, i.e., when p = n, for
cohomological Grothendieck residues, as described in for example [GH].
A consequence of the transformation law is that one can view the Col-
eff-Herrera product essentially as an object associated to a complete in-
tersection ideal, and not to a specific choice of generators, since choosing
a different minimal set of generators will only change the current by an
invertible holomorphic function. In particular, up to change of signs, it
does not depend on the order of the functions (which was already known
from [CH] by other means). Another consequence is that one can allow
f = (f1, . . . , fp) to be sections of a vector bundle E of rank p, and the Coleff-
Herrera product will then be a section of detE∗, cf., for example [DP].
2.2. Applications of Coleff-Herrera products and residues. We discuss
here some applications, motivations and developments in the theory of
residues and residue currents. We try to provide a rather extensive list
of references, although this list will of course be far from exhaustive.
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Much of the early work on residue currents by Herrera and others
revolved around issues regarding homology and cohomology of complex
spaces. The residue currents provided concrete representatives of coho-
mology classes and realizations of constructions in cohomology theory. See
[HL], [Do1], [Do2], [Do3], [Her], [CH], [RR], [CHL], [DS1] and [DS2].
Later work in a similar spirit can be found in [Fa1].
This work was inspired by the introduction by Grothendieck of a the-
ory of residues in algebraic geometry, as presented by Hartshorne in [Hart],
which corresponds to the Coleff-Herrera product in case of a complete
intersection with discrete zeros. The work by Grothendieck has inspired
enormous amounts of work in algebraic geometry and other parts of math-
ematics. We content ourselves with referring to some developments related
to cohomological residues. Concrete representations of the cohomological
point residue in the analytic setting is described, for example in [Ton2]
and [GH], see also [Harv]. Other algebraic and analytic realizations can be
found for example in [Be], [Li], [ScSt], [Ku1], [Hop], [HK] and a compari-
son between various notions of algebraic residues can be found in [Bo].
Early applications of such cohomological residues included for exam-
ple work on zeros of vector fields and fixed points of holomorphic maps,
extending earlier work by Atiyah-Baum-Bott, see for example [CL], [Ton1],
[Tol] and [O].
Other work in the algebraic setting has been centered around toric res-
idues, see for example [GK], [C] and [CCD]. For additional references for
cohomological residues in the algebraic setting, see [Ku2] and [CD].
Much work on residue currents have centered around effectivity ques-
tions in division problems, i.e., in a theorem regarding ideal membership
for polynomials, whether one can say something about the degrees of the
terms appearing, see [BY1] and [BGVY]. Earlier results of that kind, not in-
volving residue currents had been obtained by [Br] and [Ko1], which both
are of more algebraic nature, although [Br] also relied on methods from
complex analysis.
Another area has been questions related to intersection theory, see for
example [BY2], [DP], and earlier results in [ALJ], [LJ], [Ba2], [EZ].
Coleff-Herrera products have also been used in providing explicit ver-
sions of the Ehrenpreis-Palamodov fundamental principle, describing solu-
tions to systems of linear partial differential equations with constant coef-
ficients, see [BP], [Y] and [Ri]. See also the survey [BeSt]. The fundamen-
tal principle is a generalization of the result in one-variable calculus that
the solutions of a linear ordinary differential equation with constant coef-
ficients are linear combinations of functions of the form y(t) = ert, where
r are roots of the characteristic polynomial of the differential equation (in
case it has simple roots). In addition, Coleff-Herrera products have been
used in relation to the ∂¯-equation on singular varieties, [HePo1], and ques-
tions related to the Abel transform and complex Radon transform, see [Hen],
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[HePa], [Fa2], [We] and [HePo2]. Inspiration for such work can be found in
[Gr] and [GH].
We finally also mention connections between residue currents and D-
module theory, see [Bj2] and [Bj1]. In addition, we should also mention the
introduction of Bochner-Martinelli type residue currents in [PTY] and the
construction of residue currents in [AW1], and the work developed after
those articles. However, since this will be the topic of Section 3, it will be
discussed there.
For more thorough references regarding residue currents, see for exam-
ple the books [AY], [BGVY], [Ts] and the surveys [Do4], [Do5] and [TY].
2.3. Various definitions of Coleff-Herrera products. Some remarks are
in order about different ways of defining the Coleff-Herrera product. In
the main case of interest, in case of a complete intersection, essentially all
reasonable definitions coincide. Here, we describe in a bit more detail the
different definitions, and how they are related to each other.
The original definition in [CH] is to define the Coleff-Herrera product
as
(2.3) µf .ϕ := lim
δ→0+
∫
∩{|fi |=i (δ)}
ϕ
f1 . . . fp
,
where (δ) = (1(δ), . . . ,p(δ)) is an admissible path, which means that i(δ)
tends to 0 “much faster” than i+1(δ) in the sense that there exist constants
Ci,k such that i(δ) < Ci,ki+1(δ)k for k = 1,2, . . . . Intuitively, this should
more or less correspond to letting the i tend to zero one at a time. One
way of arriving at (2.3) as a reasonable definition for the product is that by
Stokes’ theorem, for ϕ a (n,n− 1) test form,
∂¯
1
f
.ϕ = − lim
→0+
∫
|f |≥
∂¯ϕ
f
= lim
→0+
∫
|f |=
ϕ
f
,
i.e., ∂¯(χ[1,∞)(|f |/)/f ) = [{|f | = }]/f , where [{|f | = }] denotes the integra-
tion current on {|f | = } (by Sard’s theorem, this set is smooth for almost
every ). Hence, considering products of such currents should correspond
to exactly the integral in (2.3), which one then takes as the definition.
The use of the smooth regularization of χ[1,∞)(|f |/) was introduced in
[P3]. It has the advantage that multiplication of a residue current with
χ(|f |/)/f or ∂¯χ(|f |/)/f is well-defined, while multiplying a current with
a characteristic function (or derivative of a characteristic function) does not
a priori have any meaning (although it can be given meaning here, at least
if f defines a complete intersection, see [Bj1], Section 6, see also [RG]). In
[P3], averages of integrals of the form
(2.4) lim
δ→0+
∫ ∂¯χ( |f1|1(δ) )∧ · · · ∧ ∂¯χ( |fp |p(δ) )
f1 . . . fp
∧ϕ,
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where (δ) ranged over parabolic paths, was considered, and it was shown
that this average equals the Coleff-Herrera product in case f defines a com-
plete intersection. By carefully studying the proofs of the existence of both
limits, one can see that if one considers (2.4), where the limit is taken by
letting i to 0 one at a time, this limit equals the Coleff-Herrera product
defined by (2.3). An elaboration of this argument can be found in [LSK].
In the original definition of the Coleff-Herrera product, it is essential
that the limit is taken over an admissible path, as shown by Passare and
Tsikh in [PT], where the limit of residue integrals (2.3) were shown not to
exist for a complete intersection of two functions in C2, when the limit is
taken over a path which is not an admissible path. Later an even simpler
family of examples was found by Björk in [Bj1], where one of the functions
was even a coordinate function.
Using the regularization of the characteristic function, this phenome-
non does not occur, as proved by Björk and Samuelsson in [BjSa], showing
that the residue integral (2.4) is in fact continuous in (1, . . . ,p) if f defines
a complete intersection.
We will in this thesis mainly use another way of defining the Col-
eff-Herrera product stemming from a different definition of the principal
value current. In [At] and [BG], Atiyah and Bernšteı˘n-Gel′fand defined the
principal value current by
1
f
.ϕ :=
∫ |f |2λϕ
f
∣∣∣∣∣∣
λ=0
.
Here, by |λ=0, we mean that the integral on the right-hand side is an analytic
function in λ for Reλ  0, and by |λ=0, we denote the analytic continua-
tion of this function to λ = 0. The existence of this analytic continuation
is proved in a similar way as the existence of the principal value current
defined in terms of cut-off functions. Using this regularization, one would
arrive at the following integral for defining the Coleff-Herrera product of a
tuple (f1, . . . , fp): ∫
∂¯|f1|2λ1 ∧ · · · ∧ ∂¯|fp|2λp
f1 . . . fp
∧ϕ.
In [Y], Yger considered when (λ1, . . . ,λp) = λ(t1, . . . , tp), where ti > 0 were
fixed, and the current was defined as the analytic continuation to λ = 0.
In [P1], it was proven that this current equals the average of the integrals
in (2.4), as introduced in [P3]. In particular, it equals the original Coleff-
Herrera product if f defines a complete intersection. In [LSK], we show
that if one instead lets λi = 0 one at a time, this corresponds to the origi-
nal Coleff-Herrera product, irrespectively of whether f defines a complete
intersection or not.
We also mention that Mazzilli defined in [Ma] in the complete intersec-
tion case residue currents which satisfy the duality theorem. This construc-
tion is more elementary than the one of Coleff and Herrera; it avoids the use
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of Hironaka’s theorem of resolution of singularities, and relies instead only
on Weierstrass preparation theorem. However, it is not in general equal to
the Coleff-Herrera product.
3. Residue currents of arbitrary ideals
In this section, we will focus on some of the more recent developments
in the theory of residue currents.
3.1. Bochner-Martinelli type residue currents. The Coleff-Herrera prod-
uct is in general not well-behaved when the tuple f does not define a com-
plete intersection. The essential properties like the duality theorem and
the transformation law fail, and the definition of the Coleff-Herrera prod-
uct depends in a very essential way on the order of the functions. Motivated
by such issues, Passare, Tsikh and Yger introduced the following object in
[PTY].
Definition 2. Let f = (f1, . . . , fm) be a tuple of holomorphic functions. For
I = {i1, . . . , ip} ⊆ {1, . . . ,m}, the Bochner-Martinelli type residue current associ-
ated to f is defined as
R
f
I .ϕ :=
p∑
k=1
∫
∂¯|f |2λ ∧ (−1)
k−1f¯ikdf¯i1 ∧ · · · d̂f¯ik · · · ∧ df¯ip
|f |2p ∧ϕ
∣∣∣∣∣∣∣∣
λ=0
,
where d̂f¯ik means that this term is removed.
The reason for the name is that the kernel here is very much related
to the classical Bochner-Martinelli kernel, in fact, if f = (z1, . . . , zn) and I =
(1, . . . ,n), then the integral becomes exactly the Bochner-Martinelli formula
(in the classical formulation, the factor ∂¯|z|2n should be replaced by instead
integration over {|z| = r}).
If m = n and f defines a complete intersection, then it is classical
that Rf = Rf{1,...,n} provides a concrete representation of the cohomologi-
cal Grothendieck residue, see [Harv], [Ton2] and [GH]. In particular, its
action on a test form which is ∂¯-closed close to the zero set of f equals the
action of the Coleff-Herrera product. This in fact holds more generally. The
following is Theorem 4.1 in [PTY].
Theorem 3.1. Let f = (f1, . . . , fp) be a tuple of holomorphic functions defining
a complete intersection. Then,
R
f
{1,...,p} = ∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
.
An alternative proof of this can be found in [An6].
The definition of Bochner-Martinelli type residue currents had also ap-
peared earlier, for example in the book by [BGVY], although it was more
extensively developed in [PTY]. Using formalism and techniques from pre-
vious work on integral formulas, see [An1], Andersson proved in [An3] that
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the annihilator of the Bochner-Martinelli type residue current is included
in the ideal generated by f . In particular, this provided a proof of the
Briançon-Skoda theorem, as had previously also been proved by means of
residue currents in [BGVY].
The annihilator of Rf is contained in J (f ), but without equality in gen-
eral. However, as described above, it can be used to solve division problems
like the Briançon-Skoda theorem, and it has been used in several ways in
relation to division problems, see for example [An4], [AG] and [Wu3]. For
a survey about such techniques, see [AW3]. A more detailed study of the
annihilator of the Bochner-Martinelli current can be found in [Wu1] and
[JW].
In [VY], Bochner-Martinelli type residue currents were used to prove
generalizations of Jacobi’s residue formula (cf., Remark 1) in the projective
and more generally the toric setting. Further generalizations to singu-
lar projective subvarieties were considered in [BVY], while introducing
Bochner-Martinelli type residue currents also on singular varieties. Con-
sidering the Bochner-Martinelli current as an object associated to global
sections of line bundles in [An3] allowed for simplifications of the argu-
ments in [VY] in the projective setting, something which was also devel-
oped in the toric setting in [Sh].
In [BY3], a weighted version of the Bochner-Martinelli current was in-
troduced in the spirit of Lipman, [Li], and it was used to construct Green
currents in intersection theory, in the case of non-proper intersections. Later
work in a similar spirit can be found in [An5], [Mé], [ASWY]. More de-
tailed investigations related to weighted Bochner-Martinelli currents can
be found [Wu4].
3.2. Free resolutions in analytic geometry. Modern complex analysis re-
lates to many other areas of mathematics. A cornerstone is of course anal-
ysis, but of great importance are also methods of sheaf theory, homolog-
ical algebra and commutative algebra. Inspiration for such connections
can be found in differential topology, with de Rham cohomology connect-
ing topology and analysis of manifolds, see for example [Mo] and [BT]. In
complex analysis, there is a corresponding connection given by Dolbeault
cohomology, see for example [Gu3], [Ar] and [GH].
What we will be concerned with is more regarding the connection be-
tween homological algebra and commutative algebra, which in turn is inti-
mately connected with algebraic geometry. One of the pioneering results in
this direction was the result of Auslander, Buchsbaum and Serre, character-
izing regular local rings as precisely those having finite global dimension.
A canonical reference for such questions is the extensive book by Eisenbud,
[E1]. See also [E2] for both classical and modern examples of the utility of
free and projective resolutions in the study of algebro-geometric questions,
and also [ILL+] for other examples.
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We will consider here an elementary example of how to answer a ge-
ometrical question by using homological algebra. For this part, we con-
sider the ring O = O0 of germs of holomorphic functions at the origin in Cn,
i.e., holomorphic functions defined in some neighbourhood of 0. In this
ring, we have unique factorization, i.e., any holomorphic functions factors
uniquely as a product of irreducible functions (up to invertible holomor-
phic functions), see [Dem], Theorem 2.10.
Example 2. Consider a complete intersection f = (f1, f2) in O0, i.e., assume
that codimZ(f1, f2) = 2. This will be the case for any two holomorphic
functions vanishing at the origin chosen “at random” (without making this
more precise). If we factorize f1 and f2, then the complete intersection
assumption means precisely that f1 and f2 have no factors in common, since
if they did have a common factor, then the zero set of that common factor
would have codimension 1.
Assume now that we have holomorphic functions a1, a2 such that a1f1 +
a2f2 = 0, i.e., a1f1 = −a2f2. By the assumptions above, and by unique factor-
ization, all irreducible factors of f2 must be factors of a1, and similarly for
f1 and a2. We can thus divide by f1 and f2 and get that a1/f2 = a0 = −a2/f1
for some holomorphic function a0, i.e., (a1, a2) = (−f2, f1)a0. This means that
we get an exact complex
(3.1) 0→O ϕ2→O⊕2 ϕ1→O→O/J (f1, f2)→ 0,
where
ϕ2 =
[ −f2
f1
]
and ϕ1 =
[
f1 f2
]
,
i.e., at each step in (3.1), the kernel of the morphism to the right equals the
image of the morphism to the left (we verified exactness only at O⊕2, the
other ones are easier). Since the complex is exact and all the modules here
(except for the right-most one) are free, (3.1) is called a free resolution of
O/J (f1, f2).
For a complete intersection f = (f1, . . . , fp) of codimension p > 2, there
is a similar explicit construction of a free resolution of O/J (f ) of length p,
called the Koszul complex, see for example [E1], Chapter 17.
Example 3. Let J be the ideal J = J (xy,xz,yz) inO = OC3,0. Geometrically,
J corresponds to the union of the coordinate axes, i.e.,
(3.2) Z = Z(J ) = {x = y = 0} ∪ {x = z = 0} ∪ {y = z = 0}.
Hence, Z has codimension 2, but we used 3 functions above to define J .
We saw above, related to the Coleff-Herrera product, that complete inter-
section ideals were in general better behaved, so it is natural to ask whether
J is also a complete intersection ideal, i.e., can we make a better choice of
generators than the above ones, so that J is generated by only 2 functions?
To answer this, we construct first a free resolution ofO/J . The first part
of the free resolution is just the generatorsϕ1 : O⊕3→O,ϕ1 = [xy xz yz].
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Assume now that a = [a1 a2 a3]t lies in kerϕ1, i.e.,
(3.3) a1xy + a2xz+ a3yz = 0.
We then get that
a1xy = (−a2x − a3y)z,
and by unique factorization, a1 must be divisible by z, i.e., a1 = za10 for
some holomorphic function a10. In the same way, one gets that a2 = ya20
and a3 = xa30 for some holomorphic functions a20 and a30. Inserting this
into (3.3) and dividing by xyz, we then get that a30 = −a10 − a20, so that
(3.4) a = a10
 z0−x
+ a20
 0y−x
 .
It is also directly verified that the vectors in (3.4) both lie in kerϕ1, so they
generate kerϕ1, and also that they are linearly independent, i.e.,
(3.5) 0→O⊕2 ϕ2−−→O⊕3 ϕ1−−→O→O/J ,
is a free resolution of O/J , where
ϕ2 =
 z 00 y−x −x
 and ϕ1 = [ xy xz yz ] .
Now, there is a concept of minimality of free resolutions over a local
ring like OC3,0, which has the unique maximal ideal m = J (x,y,z). A free
resolution is minimal if all the entries of the morphisms in the free resolu-
tion lie in m. In particular, the free resolution (3.5) is minimal. Minimal
free resolutions are unique up to isomorphism, i.e., up to multiplication
with invertible holomorphic matrices, see [E1], Theorem 20.2. In particu-
lar, the ranks of the modules appearing, in this case, 2, 3 and 1 are uniquely
determined. Hence, O/J can not have the Koszul complex of a tuple (f1, f2)
of holomorphic functions defining a complete intersection as a free resolu-
tion, since then, the ranks would have been 1, 2 and 1 as in the previous
example. Hence, J is not a complete intersection ideal, i.e., the ideal J can
not be defined by fewer than 3 functions although the codimension is 2.
3.2.1. Local, semi-global, and global resolutions. In this thesis, the ques-
tions we study are essentially of local nature, i.e., the questions take place
in the ring of germs of holomorphic functions at a point. However, much
of the constructions regarding residue currents work globally or at least
semi-globally, but then, other issues would come into the picture, like for
example the existence of global resolutions. In addition, when going from
local to global duality, issues like solving the ∂¯-equation globally come into
the picture. We give some comments here regarding questions of existence
of resolutions and some of their properties.
In this part, we will need to use the language of sheaves, and various
connected concepts in complex analysis like coherent sheaves and Stein
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manifolds. The necessary concepts and theorems described and used here
can be found in most introductory books in complex analysis in several
variables, for example [Fi].
What we discussed above was stalkwise exactness, i.e., exactness at the
level of germs, and exactness of sheaves is then exactness at each stalk. Let
now X be a complex manifold of dimension n, with structure sheafOX , and
letOx be the ring of germs of holomorphic functions at a point x ∈ X. By the
fact that Ox is Noetherian, we get that for any ideal Jx ⊆ Ox, there exists
a free resolution of Ox/Jx. An important fact is Hilbert’s syzygy theorem,
which says that this free resolution can in fact be chosen of length ≤ n.
In addition, we mention that if codimZ(J ) = p, then any free resolution
must have length ≥ p. This will follow from an inequality between depth
and codimension of an ideal, together with the Auslander-Buchsbaum for-
mula relating depth and the length of a minimal free resolution, see [E1],
Proposition 18.2 and Theorem 19.9. Ideals for which this inequality is in
fact an equality, i.e., when O/J has a free resolution of length equal to
codimZ(J ), are in many ways more nicely behaved. Such ideals are called
Cohen-Macaulay ideals. In particular, if f = (f1, . . . , fp) defines a complete
intersection, then J = J (f ) is Cohen-Macaulay, since it has the Koszul
complex as a free resolution. Another example would be any 0-dimensional
ideal by the Hilbert syzygy theorem.
In order for free resolutions to exist not just stalkwise, one needs to
consider coherent ideal sheaves. If J is a coherent ideal sheaf, then by Oka’s
lemma, the local resolution over Ox will induce a free resolution over Oy
for y in a whole neighbourhood of x. For an ideal sheaf, coherence can be
described by that for any x ∈ X, if f1, . . . , fm generate Jx, then they should
generate Jy also for y in a neighbourhood of x. By Cartan’s theorem, if
J is the ideal sheaf JY of holomorphic functions vanishing on an analytic
subvariety Y ⊆ X, then J is coherent.
IfX is a Stein manifold, a free resolution exists in an even larger domain:
For any compact K ⊆ X, there exists a neighbourhood V ⊃ K such that O/J
has a free resolution on V , see for example [Fi], Theorem 7.2.6. One then
says that O/J has a free resolution semi-globally.
If X is instead compact, then there can only exist free resolutions in
trivial cases due to the fact that all global holomorphic functions on X are
constant. On the other hand, what is in fact of interest is locally free res-
olutions, i.e., resolutions by vector bundles, which in local trivialisations
reduce to free resolutions. Such resolutions can exist globally. For exam-
ple, on projective space Pn, any coherent sheaf has a resolution by vector
bundles of length ≤ n, see [Fi], Theorem 7.5.6.
3.3. Andersson-Wulcan currents. As described above, Bochner-Mar-
tinelli type residue currents provide one generalization of the Coleff-Her-
rera product to the case of non complete intersections, which has turned
out to be much more useful than the Coleff-Herrera product in that setting.
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However, one aspect which is not generalized is the duality theorem. In
[AW1], Andersson and Wulcan constructed currents generalizing this as-
pect, inspired by earlier work on Bochner-Martinelli type residue currents.
In [An3], the Bochner-Martinelli type residue currents were con-
structed as currents associated to the Koszul complex. In [AW1], such
a current is constructed associated to any generically exact complex of
Hermitian vector bundles (in fact, this was introduced in [An2], but the
key properties of the construction are elaborated in [AW1]). If the Hermit-
ian complex (E,ϕ) is pointwise exact outside of the analytic variety Z of
codimension p, then the associated current RE is a current of the form
RE = REp + · · ·+REm,
wherem is the length of the complex and REk is a Hom(E0,Ek)-valued (0, k)-
current, i.e., if locally, E0  O⊕r0 and Ek  O⊕rk , then REk is a rk × r0 matrix of
(0, k)-currents. In addition, suppREk ⊆ Z. Without describing the definition
of this current more precisely, we mention that it is constructed by analytic
continuation, like in one of the definitions of the Coleff-Herrera product,
of forms constructed explicitly from the entries of the Hermitian complex.
The key property of this construction is the following.
Theorem 3.2. Let (E,ϕ) be a locally free resolution of O/J , where J is a co-
herent ideal sheaf. Then locally,
annRE = J .
In particular, if f = (f1, . . . , fp) is a complete intersection, then the Koszul
complex of f is a free resolution of O/J . Thus, the current associated to
(E,ϕ) equals the Bochner-Martinelli current of f , which in turn equals the
Coleff-Herrera product of f . Hence, Theorem 3.2 is a generalization of the
duality theorem for Coleff-Herrera products associated with complete in-
tersections to arbitrary ideals.
We describe some non-trivial examples of currents as appearing in The-
orem 3.2.
Example 4. Let J = J (z2, zw,w2) ⊆ O = OC2 . Then O/J has a free resolu-
tion (E,ϕ) of the form
0→O⊕2 ϕ2→O⊕3 ϕ1→O→O/J → 0,
and
RE = RE2 = ∂¯
1
z2
∧ ∂¯ 1
w
[
1
0
]
+ ∂¯
1
z
∧ ∂¯ 1
w2
[
0
1
]
.
Note that
annRE = ann ∂¯
1
z2
∧ ∂¯ 1
w
∩ ann ∂¯1
z
∧ ∂¯ 1
w2
= J (z2,w)∩J (z,w2) = J (z2, zw,w2).
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This example can be found in [Wu2], where further computations of resi-
due currents associated to monomial ideals are made, see also [LW1].
In Example 4, we see that R has entries which are Coleff-Herrera prod-
ucts. If O/J is Cohen-Macaulay, then it will in fact always be the case that
RJ can be written as a vector of holomorphic functions times a Coleff-Her-
rera product of a complete intersection, see [Lä2, Example 2] (Paper III).
This complete intersection will however not in general have support on
Z(J ). On the other hand, one can express RJ in terms of Bochner-Mar-
tinelli currents with support on Z(J ), see [An6], and [Lä2] (Paper III) for
an explicit construction.
However, it will in general not be possible to express RJ as a vector of
holomorphic functions times a Coleff-Herrera product.
Example 5. Let J = J (xz,xw,yz,yw) ⊆ O = OC4 . Then, O/J has a minimal
free resolution of the form
0→O ϕ3−−→O⊕4 ϕ2−−→O⊕4 ϕ1−−→O→O/IZ .
Note that Z(J ) = {x = y = 0} ∪ {z = w = 0}, i.e., it is the union of two coor-
dinates planes intersecting at the origin. This zero set has codimension 2,
while O/J has a minimal free resolution of length 3, so O/J is not Cohen-
Macaulay. Outside of {0}, we have
RE2 =
1
|z|2 + |w|2 ∧ ∂¯
1
y
∧ ∂¯1
x

z
w
0
0
+ 1|x|2 + |y|2 ∧ ∂¯ 1w ∧ ∂¯1z

0
0
x
y
 .
This is Example 4 in [Lä2] (Paper III). The formula can in fact be given
meaning also over {0}, see the discussion in the example.
A few remarks are in order after these examples. First of all, by a rather
simple calculation, one notes that
R = ∂¯
1
y
∧ ∂¯1
x
[
1
0
]
+ ∂¯
1
w
∧ ∂¯1
z
[
1
0
]
has annihilator annR = J (x,y) ∩ J (z,w) = J (xz,xw,yz,yw). Hence, there
are in general “simpler” currents which have the same annihilator. How-
ever, this more complicated form of RE can be motivated by that it makes
it satisfy additional important properties, so that it fits into the framework
of integral formulas as in [An2].
We also notice that in the examples above, RE was vector-valued, i.e.,
consisted of several different currents, while for the Coleff-Herrera prod-
uct, one single current was sufficient. However, one current will in general
not suffice to have duality, see for example the beginning of Section 6 in
[Lä1] (Paper II).
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Several of the applications described above for Coleff-Herrera prod-
ucts and Bochner-Martinelli type residue currents have allowed for gen-
eralizations by using Andersson-Wulcan currents. In [AW1], the currents
were used to provide explicit realizations of the Ehrenpreis-Palamodov
fundamental principle, generalizing previous work using the Coleff-Her-
rera product. It was also described how such currents could be used in
relation to division problems for polynomial ideals, something which has
been studied rather extensively recently, see for example [AnNi], [ASS],
[AW2], [Sz1] and [Sz2]. They have also been used in relation to the ∂¯-
equation on singular varieties, see [AS1] and [AS2]. In [Lu], Lundqvist
used ideas from [AW1] to prove, by more elementary means, generaliza-
tions of the Grothendieck duality theorem, generalizing previous work by
Passare, [P2].
4. Holomorphic functions on analytic varieties
Much of this thesis concerns residue currents and in particular, duality
theorems on singular varieties. An important part in the duality theorem
is of course holomorphic functions. On a singular variety, there are differ-
ent notions of holomorphic functions, and we will discuss these different
notions in this section. In particular, we will try to elaborate these defini-
tions by considering one of the most basic examples of a singular variety, a
cusp, and finish by discussing some consequences of the different notions
of holomorphicity for residue theory on singular varieties.
Throughout this section, we let Z be an analytic subvariety of Ω ⊂ Cn,
where Ω is an open subset of Cn, i.e., Z is defined by equations Z = {h1 =
· · · = hm = 0}, where hi are holomorphic functions on Ω. (This should hold
locally, i.e., the hi are in generally only locally defined. We will in this
section be a bit sloppy regarding issues related to what should hold lo-
cally/globally, which is best formulated in the language of sheaves). We
denote the ring of holomorphic functions on Ω by OΩ. The first part of
this section discusses various basic concepts in the theory of singular vari-
eties. Good references for this part would be for example [Gu2], [KK] and
[Dem].
Example 6. We let C ⊂ C2 be the cusp defined by C = {(z,w)|z3 −w2 = 0}. It
is rather easily verified that C can be parametrized by
pi :C→ C, pi(t) = (t2, t3).
If we let h = z3 −w2, then, since dh , 0 outside of 0, we get by the implicit
function theorem that C is smooth outside of 0, i.e., C \ {0} is a complex
manifold.
On the regular part Zreg of Z, i.e., where Z is a complex manifold, there
is a natural notion of holomorphic functions, functions which are holo-
morphic in local coordinates, while in the singular part Zsing of Z, it is not
as clear what holomorphic functions should be. One natural definition of
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holomorphic functions on Z is to consider restrictions to Z of holomorphic
functions in the ambient space. Phrased slightly differently, we get the fol-
lowing definition.
Definition 3. The ring of strongly holomorphic functions OZ on Z is the
quotient ring OZ = OΩ/IZ , where IZ is the ideal of holomorphic functions
on Ω vanishing on Z.
On the regular part, it is easily verified that this definition coincides
with the usual one described above. This is the most common notion of
holomorphic functions on an analytic variety, and is mostly referred to as
just holomorphic functions on Z.
Example 7. Let C be the cusp as above. Note that h(z) = z3−w2 vanishes on
C. We claim that in fact h generates the ideal IC of holomorphic functions
on C2 vanishing on C, i.e., IC = J (h). Consider ϕ ∈ IC . By Weierstrass
division theorem,
ϕ(z,w) = ϕ1(z) +wϕ2(z) + (w
2 − z3)ϕ3(z,w).
Since ϕ vanishes on C, we get, by inserting that (z,w) = (t2, t3) on C, that
ϕ(t2, t3) = ϕ1(t2) + t3ϕ2(t2) ≡ 0, and by a Taylor expansion, we get that
ϕ1 = ϕ2 ≡ 0. Hence, ϕ(z,w) = (z3 −w2)ϕ3(z,w), so IC = J (z3 −w2), and we
get that
(4.1) OC  OΩ/J (z3 −w2).
We can also describe holomorphic functions on C with the help of the
parametrization pi above. Consider a holomorphic function ϕ(z,w) ∈
OΩ/IZ . The pullback pi∗ϕ(t) = ϕ(t2, t3) is independent of the choice of
representative ϕ(z,w) ∈ OΩ since pi∗(z3 −w2) = 0, so we get a holomorphic
function ϕ˜(t) = ϕ(t2, t3). Thus, ϕ˜(t) is a holomorphic function in t, with no
linear term t, since the term t can not be obtained by products of t2 and t3,
while all other terms tk can. Conversely, any such holomorphic function in
t will be the pullback of a holomorphic function in (z,w), so
(4.2) OC C{{t2, t3}} =
ϕ˜(t) = ∑
k,1
akt
k
 .
If (z,w) ∈ C, then (z,w) = (t2, t3), so the correspondence between (4.1) and
(4.2) is that
(4.3) ϕ(z,w) = ϕ˜(t), where (z,w) = (t2, t3) ∈ C
This example, and in particular (4.3) suggests another possible class of
holomorphic functions on C; the functions corresponding to all holomor-
phic functions in t, and not just holomorphic in t2 and t3 as in (4.2). This
gives rise to the following definition.
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Definition 4. The ring of weakly holomorphic functions O˜Z on Z is the ring
of those holomorphic functions on Zreg which are locally bounded near
Zsing.
All the statements below about weakly holomorphic functions can be
found in [Dem], Section II.7.
Example 8. We consider a weakly holomorphic functionϕ ∈ O˜C on the cusp
C. Since the parametrization pi is holomorphic and ϕ is holomorphic on
Creg = C\{0}, we get in the same way as in (4.3) a holomorphic function ϕ˜ on
C\{0}. Since ϕ is bounded near Csing = {0}, ϕ˜ will be bounded near {0}, and
by the Riemann theorem on removable singularities, ϕ˜ has a holomorphic
extension over {0}. We thus get that
O˜C C{{t}} =
ϕ˜(t) = ∞∑
k=0
akt
k
 ,
where the correspondence is as in (4.3).
Note that the function corresponding to ϕ˜(t) = t, which is weakly but
not strongly holomorphic is the pullback of the meromorphic functionw/z.
Proposition 4.1. For z ∈ Z, there exists a strongly holomorphic function h ∈
OZ near z which does not vanish identically on any irreducible component of Z
such that hO˜Z ⊆ OZ .
The function h is called a universal denominator. The reason is that any
function ϕ ∈ O˜Z can be written as ϕ = g/h, where g and h are strongly holo-
morphic. In particular, any weakly holomorphic function is meromorphic.
We note that on the cusp above, the weakly holomorphic functions on
C correspond to holomorphic functions on C. This is a more general con-
struction. First of all, the analytic variety Z, or more generally an analytic
space Z, is said to be normal if the ring of weakly holomorphic functions
on Z coincide with the ring of strongly holomorphic functions. An analytic
space is a space which locally looks like a subvariety of an open set in Cn,
in the same way as a manifold is a space which locally looks like an open
set in Cn.
Definition 5. A normalization of an analytic space Z is a normal ana-
lytic space Z˜ and a proper finite holomorphic map pi : Z˜ → Z such that
pi|Z˜\pi−1(Zsing) : Z˜ \pi−1(Zsing)→ Zreg is biholomorphic.
A holomorphic map pi : Z˜ → Z is finite if pi−1(z) consists of a finite
number of points, and it is proper if the inverse image of a compact set
is compact. One can rather easily verify that pi : C → C in the example
above is a normalization of the cusp C. We have formulated the definition
of normalization not in terms of analytic subvarieties of Ω, but in terms of
analytic spaces. The reason is, as in the example with the cusp above, the
normalization of a subvariety of an open set Ω is not in a natural way itself
a subvariety of Ω.
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Of crucial importance here will be: 1) Normalizations always exist, and
2) Normalizations are unique (up to isomorphism). The following relates
the normalization to weakly holomorphic functions: In the language of
sheaves, pi∗OZ˜ = O˜Z , where pi : Z˜ → Z is the normalization. Concretely,
this means that for any weakly holomorphic function ϕ ∈ O˜Z , there exists
a holomorphic function ϕ˜ ∈ OZ˜ such that ϕ˜ = ϕ ◦ pi, and conversely, any
holomorphic function ϕ˜ ∈ OZ˜ gives rise to a weakly holomorphic function
ϕ ∈ O˜Z .
Having discussed two different classes of holomorphic functions on an-
alytic varieties, we now start to consider residue currents on analytic vari-
eties. First of all, for a strongly holomorphic function f ∈ OZ , defining
the principal value current 1/f and the residue current ∂¯(1/f ) will work in
exactly the same way as in the smooth case in Section 2. Since the proof
relies on resolution of singularities, allowing Z to be singular will make no
difference. We will also have that f (1/f ) = 1 and g∂¯(1/f ) = 0 if f | g, see
the alternative proof of Proposition 1.7, i.e., J (f ) ⊆ ann ∂¯(1/f ). As for the
other inclusion, we will consider that below.
We consider now how to define such currents also associated to a
weakly holomorphic function f ∈ O˜Z . One way of defining the principal
value current 1/f would be to use the fact above, that f is meromorphic,
i.e., f = g/h, where g and h are strongly holomorphic, and then define
1/f := h(1/g). For our purposes, another equivalent definition will be
preferable. By the description above, the pull-back f˜ := pi∗f is strongly
holomorphic, where pi : Z˜ → Z is the normalization of Z. Hence, we can
define 1/ f˜ as a current on Z˜, and then we let 1/f := pi∗(1/ f˜ ). So for f ,g ∈ O˜Z ,
we define
g∂¯
1
f
:= pi∗
(
g˜∂¯
1
f˜
)
,
where f˜ = pi∗f , g˜ = pi∗g and pi∗ is the push-forward on currents. In partic-
ular, since this holds in the normalization, we get that if f | g in O˜, then
g∂¯(1/f ) = 0.
Example 9. We can use the discussion above to draw some conclusions
about the annihilator of the residue current ∂¯(1/g), also for g strongly holo-
morphic. Consider the weakly holomorphic function f = w/z|C , on the cusp
C as above. If we let g = z|C and h = w|C , which are both strongly holomor-
phic, then since f = h/g ∈ O˜C , g | h in O˜C . Thus, h∂¯(1/g) = 0, while h < J (g)
in OC , since h/g = f ∈ O˜C \ OC . Hence, the duality theorem does not hold
for strongly holomorphic functions on C.
This poses the natural question: Does the duality theorem hold if we
consider O˜C instead of OC? In fact, it does not either. If we consider the
meromorphic function f = g/h, where g and h are as above, then pi∗f = 1/t,
so since pi∗f is unbounded near 0, f is not weakly holomorphic. However,
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g∂¯(1/h) = 0 since
g∂¯
1
h
.ϕ(z,w)dz = pi∗
(
∂¯
1
t
)
.ϕ(z,w)dz
= ∂¯
1
t
.ϕ(t2, t3)dt2 = (2tϕ(t2, t3))|t=0 = 0,
by (1.13), and similarly, g∂¯(1/h).ϕ(z,w)dw = 0 for any test functionϕ. Since
f = g/h is not weakly holomorphic, the duality theorem does not hold over
O˜C .
This example motivates the definition of a last class of holomorphic
functions on a singular variety. On a smooth variety, the holomorphic func-
tions are the ∂¯-closed smooth functions, but by Weyl’s lemma (see the al-
ternative proof of Proposition 1.7 when n = 1, or [Dem], (3.29)), it could
equally well be defined as the ∂¯-closed (0,0)-currents. As we saw in the
example above, the function f corresponding to 1/t in the normalization
was ∂¯-closed, but not smooth, so in particular, Weyl’s lemma does not hold
on C.
Definition 6. A meromorphic function ψ on Z is said to be Barlet-Henkin-
Passare holomorphic, denoted ψ ∈ω0Z , if ∂¯ψ = 0 in the sense of currents.
Note that we assumed here that ψ was a meromorphic function in-
stead of an arbitrary (0,0)-current. However, we could in fact equally well
have assumed that ψ was an arbitrary (0,0)-current. Since a ∂¯-closed (0,0)-
current is smooth on the regular part of Z, ψ coincides with a holomorphic
function on Zreg. By [HePa], Theorem 1, ψ then is the principal value cur-
rent of a meromorphic function.
The definition we used here is due to Henkin and Passare in [HePa]. In
[Ba1], Barlet had introduced a more algebraic formulation of the same ob-
ject, and connections to the definition we use were discussed. This relation
was elaborated in [Bj1], see [HePa], Remark 5.
This class of holomorphic functions is however not a ring. For example,
letting f = g/h be as the example above, then f 2 = 1/z|C =: β, which can
easily be verified, is not ∂¯-closed. To see this, we just notice that
∂¯β.ϕ(z,w)dz = ∂¯
1
t2
.ϕ(t2, t3)dt2 = (2pii)2ϕ(0).
by (1.13). Since ω0C is not a ring, the formulation of the duality theorem
over ω0C does not make sense since we can not talk about the ideal gener-
ated by a Barlet-Henkin-Passare holomorphic function f .
Hence, we have seen that for the Coleff-Herrera product, the duality
theorem does not hold over any of these classes of holomorphic functions
on C. We finish this section with some examples of currents which indeed
have certain prescribed annihilator ideals over the ring of strongly holo-
morphic functions.
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Proposition 4.2. Let C be the cusp as above, and let pi :C→ C be the normal-
ization pi(t) = (t2, t3) of C. Let ω = dz/(2w)|C , and let
Rz := ∂¯
(1
z
ω
)
= pi∗
(
∂¯
1
t4
∧ dt
)
and Rw := ∂¯
( 1
w
ω
)
= pi∗
(
∂¯
1
t5
∧ dt
)
.
Then
annOC R
z = J (z) and annOC Rw = J (w).
It is no coincidence that ω appears in both Rz and Rw, and in fact, we
will see that we can replace (1/z)ω or (1/w)ω by (1/f )ω for any strongly
holomorphic function f on C, and get a current with annihilator J (f ).
However, here, we stick to this case since it can by proven by completely
elementary means.
Proof. Note that by (1.13),
∂¯
1
t4
.φ(t)dt = c
∂3
∂t3
φ(0)
for some constant c , 0. Hence, if g ∈ annOC Rz, then by taking the test
function ϕ to be identically t` in a neighbourhood of the origin, we get that
(4.4)
∂3
∂t3
(
t`g(t2, t3)
)∣∣∣∣∣∣
t=0
= 0
for ` = 0,1, . . . . In particular, taking ` = 3, we get that g(0,0) = 0. Hence,
g = zg1 +wg2 for some holomorphic functions g1 and g2. Inserting this into
(4.4), and taking ` = 0, we get
0 = 2
∂
∂t
g1(t
2, t3) + 6g2(t
2, t3)
∣∣∣∣∣
t=0
= 6g2(0).
Thus, g2 = zg21 +wg22 for some holomorphic functions g21 and g22, so re-
grouping, we get that g = zh1 +w2h2. Since w2 = z3 in OC , we thus get that
g = zg0, i.e., g ∈ J (z). It thus remains to see that z ∈ annOC Rz. This follows
because
(4.5) ∂¯
1
t2
∧ dt.ϕ(t2, t3) = c ∂
∂t
ϕ(t2, t3)
∣∣∣∣∣
t=0
= 0.
To prove that annOC R
w = J (w) is done in a similar way as for z. If
g ∈ annOC Rw, then by letting ` successively in the equation corresponding
to (4.4) be equal to 4,2 and 0, one arrives at g = z3g1 +wg2, which implies
that g = wg0 since z3 = w2 in OC . For the converse, that w annihilates Rw,
one arrives at exactly (4.5). 
5. Summary of papers
Here we give brief summaries of the contents of the papers in this the-
sis.
33
Introduction
5.1. Paper I. In Paper I, we discuss how to construct Coleff-Herrera prod-
ucts and Bochner-Martinelli type residue currents associated to a tuple of
weakly holomorphic functions. This generalizes a previous construction
by Denkowski in [Den], who defined Coleff-Herrera products associated
to c-holomorphic functions, i.e., weakly holomorphic functions which are
also continuous.
The main idea behind the construction is described in Section 4, we
define the currents as the push-forward of currents constructed in the nor-
malization, and can hence reduce it to the case of strongly holomorphic
functions. In that way, we are also able to deduce that many properties that
hold for strongly holomorphic functions also will hold for weakly holomor-
phic functions.
Much of the properties we prove are in fact directly reduced to the
strongly holomorphic case, but there are a couple of differences arising.
Two of them are the following: 1) Weakly holomorphic functions are in
general not smooth (in fact, not even continuous in general), so multiplica-
tion of a weakly holomorphic function and a current is not necessary well-
defined. 2) Weakly holomorphic functions are not necessarily continuous,
so it is not in general meaningful to talk about the value of a weakly holo-
morphic function at a singular point on the variety. In particular, it is not
clear what the zero set of a weakly holomorphic function should be. In the
article, we illustrate by examples how these issues manifests themselves,
and propose solutions to both of them.
5.2. Paper II. As we noted in Example 9, the duality theorem does not
hold in general for ∂¯(1/f ) on the cusp C. However, it is relatively easy to
see that on a normal varietyZ, the duality theorem holds for ∂¯(1/f ), when f
is a strongly holomorphic function on Z. In Paper II, we discuss conditions
of which Coleff-Herrera products satisfy the duality principle.
In the case of a single strongly holomorphic function f , we get, with
the help of results from Paper I, that the duality theorem holds on Z for
all currents ∂¯(1/f ) if and only if Z is normal. By Serre’s criterion, normal-
ity can be described as a condition that certain “singularity subvarieties”
associated to Z are sufficiently small. The first such singularity subvari-
ety Z0 is exactly the singular set, and in general there are more singularity
subvarieties Zk ⊆ Zsing describing the “complexity” of the singularities of
Z.
We get that whether the duality theorem holds for the Coleff-Herrera
product of a tuple f or not depends on how the zero set of f intersects
these singularity subvarieties associated to the variety. We also get that
the duality theorem holds for all complete intersections of codimension q
if and only if the variety satisfies a generalization of the normality condi-
tion. In particular, we get that the duality theorem holds for all Coleff-
Herrera products of complete intersections f on a variety Z if and only if
Z is smooth.
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5.3. Paper III. The transformation law, Theorem 2.2, is an important tool
in the study of Coleff-Herrera products. As described after Theorem 2.2,
we can then essentially view the Coleff-Herrera product as a current associ-
ated to a complete intersection ideal. From this point of view, the condition
in the transformation law, that f = gA, can then equivalently be described
as that J (f ) ⊆ J (g).
In Paper III, we discuss a generalization of the transformation law to
Andersson-Wulcan currents. The starting point is the idea that if we have
two ideals I and J such that I ⊆ J , then one would hope to express the
current associated to J in terms of the current associated to I , just as in
the transformation law. In order to describe such a formula, we use that
the inclusion of ideals I ⊆ J guarantees the existence of a morphism of
complexes between free resolutions of O/I and O/J . In case both I and
J are Cohen-Macaulay ideals of the same dimension, we get the compar-
ison formula RJ = apRI , where ap is an explicitly described holomorphic
matrix. In particular, if I and J are complete intersection ideals, this will
be exactly the transformation law. When the ideals are of different dimen-
sions, or are not Cohen-Macaulay, our comparison formula will take a more
complicated form, with an extra term appearing.
What led to the discovery of the comparison formula was an attempt to
construct currents with prescribed annihilator ideals on singular varieties.
This construction is described briefly in the article, and elaborated in Paper
IV. We also use the comparison formula to give a proof by means of residue
currents of a theorem of Hickel related to the Jacobian determinant of a
holomorphic mapping. In addition, the comparison formula is an ingredi-
ent in the computations in [LW1] of residue currents associated to Artinian
monomial ideals. In [LW1], we also show how this leads to a factorization
of the fundamental cycle of an Artinian monomial ideal in terms of the
residue current associated to such an ideal. This will be treated in general
in the forthcoming article [LW2], also using the comparison formula. This
factorization is a generalization of the Poincaré-Lelong formula in the case
of a complete intersection, and provides a current version of a previous
cohomological result due to Lejeune-Jalabert, [LJ].
5.4. Paper IV. Due to the failure in general of the duality theorem to hold
for the Coleff-Herrera product on a singular variety, we were led to search
for another current associated to an ideal, which have this ideal as annihi-
lator ideal. In Paper IV, we do exactly such a construction.
The starting point of this construction is to take a lifting of the ideal
to the ambient space, and consider the corresponding Andersson-Wulcan
current associated to this lifting. In Paper III, we describe how this induces
a current on the variety with the correct annihilator.
The purpose of Paper IV is to elaborate on this construction, and in par-
ticular, give an intrinsic description of this current. This is done with the
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help of the comparison formula from Paper III. Another important ingre-
dient is the notion of a structure form associated to a singular variety, as
constructed in [AS1], generalizing the classical Poincaré residue on a com-
plete intersection. The currents constructed on the cusp in Proposition 4.2
are examples of this construction.
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PAPER I
Residue currents associated with weakly holomorphic
functions
Richard Lärkäng
Abstract. We construct Coleff-Herrera products and Bochner-Martinelli
type residue currents associated with a tuple f of weakly holomorphic
functions, and show that these currents satisfy basic properties from the
(strongly) holomorphic case. This include the transformation law, the
Poincaré-Lelong formula and the equivalence of the Coleff-Herrera prod-
uct and the Bochner-Martinelli type residue current associated with f
when f defines a complete intersection.
1. Introduction
The basic example of a residue current, introduced by Coleff and Her-
rera in [CH], is a current called the Coleff-Herrera product associated with a
strongly holomorphic mapping f = (f1, . . . , fp). The Coleff-Herrera product
is defined by
(1.1) ∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
.ϕ = lim
δ→0+
∫
∩{|fj |=j (δ)}
ϕ
f1 . . . fp
,
where ϕ is a test form and (δ) tends to 0 along a so-called admissible path,
which means essentially that 1(δ) tends to 0 much faster than 2(δ) and
so on, for the precise definition, see [CH]. The Coleff-Herrera product was
defined over an analytic space, however, most of the work on residue cur-
rents thereafter has focused on the case of holomorphic functions on a com-
plex manifold. The theory of residue currents has various applications,
for example to effective versions of division problems etc., see for example
[AW1], [BGVY], [TY] and the references therein.
On an analytic space Z, with structure sheaf OZ , the most common no-
tion of holomorphic functions are the strongly holomorphic functions, that
is, sections of the structure sheaf, or more concretely, functions which are
locally the restriction of holomorphic functions in any local embedding.
We will throughout the article assume that Z is an analytic space of pure
dimension. In some cases, this can be a little too restrictive, and the weakly
holomorphic functions might be more natural. These are functions defined
on Zreg, which are holomorphic on Zreg and locally bounded at Zsing. Two
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reasons why these are natural: the ring O˜Z,z of germs of weakly holomor-
phic functions at z is the integral closure of OZ,z in the ringMZ,z of germs
of meromorphic functions at z, and weakly holomorphic functions corre-
spond to strongly holomorphic functions in any normal modification of
(Z,OZ ). A slightly better behaved but more restrictive notion are the c-
holomorphic functions, denoted Oc, functions which are weakly holomor-
phic and continuous on all of Z. We will throughout this article assume
that Z is an analytic space of pure dimension.
In a recent article [D], Denkowski introduced a residue calculus for c-
holomorphic functions, and showed that this calculus satisfies many of the
basic properties known from the strongly holomorphic or smooth cases.
It is then a natural question to ask what happens in the case of weakly
holomorphic functions. However, as in the c-holomorphic case, it is not
obvious how to define the associated residue currents.
In the strongly holomorphic case, there are various ways to define the
Coleff-Herrera product (for the equivalence of various definitions of the
Coleff-Herrera product, also in the non complete intersection case, see for
example [LS]). The definition we will use is based on analytic continua-
tion as in [Y], which was inspired by the ideas in [At] and [BG] that the
principal value current 1/f of a holomorphic function f can be defined by
(|f |2λ/f )|λ=0. If f = (f1, . . . , fp) is strongly holomorphic on Z, we define the
Coleff-Herrera product of f by
∂¯|f1|2λ1 ∧ · · · ∧ ∂¯|fp|2λp
f1 . . . fp
∣∣∣∣∣∣∣
λp=0,...,λ1=0
,
where we by |λp=0,...,λ1=0 mean that we take the analytic continuation in λp
to λp = 0, then in λp−1 and so on, see Section 4 for details. Recall that a
modification of an analytic space Z is a proper surjective holomorphic map-
ping pi : Y → Z from an analytic space Y such that there exists a nowhere
dense analytic set E ⊂ X with pi|Y \pi−1(E) : Y \pi−1(E)→ X \E being a biholo-
morphism. It is easy to see by analytic continuation, that if pi : Y → Z is a
modification of Z, then the Coleff-Herrera product of f can be defined as
the push-forward of the Coleff-Herrera product of f ′ := pi∗f . For weakly
holomorphic functions, we can use this observation to define the Coleff-
Herrera product, since the pull-back of a weakly holomorphic function to
the normalization is strongly holomorphic. If f is weakly holomorphic, we
define the Coleff-Herrera product of f by
(1.2) µf := ∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
:= pi∗
(
∂¯
1
f ′1
∧ · · · ∧ ∂¯ 1
f ′p
)
,
where f ′ = pi∗f . By the observation above, this of course coincides with
the usual definition in case of strongly holomorphic functions, and this
definition is also consistent with the one in [D] in the case of c-holomorphic
functions, see Proposition 4.1.
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Because of our definition, the properties we prove of the Coleff-Herrera
product for weakly holomorphic functions can mostly be reduced (by go-
ing back to the normalization) to the strongly holomorphic case. Thus the
main part of this article concerns giving a coherent exposition of the ba-
sic theory of residue currents in the strongly holomorphic case. This is
done based on analytic continuation of currents and the notion of pseu-
domeromorphic currents as introduced in [AW2], which is developed on
a complex manifold. We will see that this approach works well also with
strongly holomorphic functions on an analytic space, and we believe that
this might be of independent interest, although most of the results should
be known.
However, even for the statement of these properties in the weakly
holomorphic case, two problems occur, namely how is multiplication of
a weakly holomorphic function with a current defined, and what is the
zero set of a tuple of weakly holomorphic functions? And hence also, what
should a complete intersection mean?
With regards to defining multiplication of a weakly holomorphic func-
tion with a current, we take a similar approach as for the definition of the
Coleff-Herrera product. Assume µ is a current on Z, and that there ex-
ists a modification pi : Y → Z, with a current µ′ on Y such that µ = pi∗µ′
(the existence of such µ′ is guaranteed if µ is pseudomeromorphic and Y is
the normalization of Z, see the introduction of Section 5). If g is strongly
holomorphic on Z, then
(1.3) gµ = pi∗(pi∗gµ′).
The right-hand side of (1.3) still exists if g is weakly holomorphic on Z and
Y is normal, so we take this as a definition of gµ. However, that this is
well-defined depend on the fact that we have a certain “canonical” repre-
sentative of the Coleff-Herrera product in the normalization (or any normal
modification). We will see in Section 5 that (1.3) depends on the choice of
representative µ′ and can thus not be used to define a general multiplica-
tion of weakly holomorphic with currents on Z.
For the zero set of one weakly holomorphic function, all reasonable
definitions should coincide. For the zero set of a weakly holomorphic map-
ping f , it is natural to take into account that the zero sets of the individual
components of f can “belong” to different irreducible components. We in-
troduce in Section 2 a notion of common zero set of f , depending on f as a
mapping, and not only on the individual components, which however may
differ from the intersection of the respective zero sets.
The Coleff-Herrera product µf in (1.2) associated with a strongly holo-
morphic mapping f = (f1, . . . , fp) satisfies
suppµf ⊆ Zf and ∂¯µf = 0,
where Zf is the common zero set of f . In addition, if f forms a complete
intersection, the Coleff-Herrera product is alternating in the residue factors
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and
(1.4) (f1, . . . , fp) ⊆ annµf ,
where (f1, . . . , fp) is the ideal generated by f1, . . . , fp, and annµf is the annihi-
lator of µf , i.e., the ideal of holomorphic functions g such that gµf = 0. We
also have the transformation law for residue currents (see [DS]), which says
that if f = (f1, . . . , fp) and g = (g1, . . . , gp) define complete intersections, and
there exists a matrix A of holomorphic functions such that g = Af , then
(detA)∂¯
1
g1
∧ · · · ∧ ∂¯ 1
gp
= ∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
.
The Poincaré-Lelong formula relates the Coleff-Herrera product of f and the
integration current [Zf ] on Zf (with multiplicities) and it says that
1
(2pii)p
∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
∧ dfp ∧ · · · ∧ df1 = [Zf ].
We will see that in fact all those statements still hold also in the weakly
holomorphic case. However, as mentioned above, zero sets of weakly holo-
morphic functions and multiplication of currents with weakly holomor-
phic functions need to be interpreted in the right way.
Remark 1. The inclusion (1.4) if f defines a complete intersection is one
direction of the duality theorem proven in [DS] and [P2], which says that on
a complex manifold, the inclusion is in fact (locally) an equality. However,
in [L], we show that on any singular variety, one can always find a tuple f
of strongly holomorphic functions such that the inclusion (1.4) is strict.
Bochner-Martinelli type residue currents were first introduced in [PTY]
by Passare, Tsikh and Yger (on a complex manifold) as an alternative way of
defining a residue current corresponding to a tuple of holomorphic func-
tions. In [BVY], Bochner-Martinelli type residue currents were constructed
on an analytic space in order to prove a generalization of Jacobi’s residue
formula, generalizing previous results in [VY] in the smooth case.
The Bochner-Martinelli type residue currents give another reason why
our definition of Coleff-Herrera product is a natural one. In the smooth
case, it was proved in [PTY] that if the functions define a complete intersec-
tion, then the Coleff-Herrera product and the Bochner-Martinelli current
coincide. It is suggested in [BVY] that the same statement holds in the sin-
gular case with a similar proof. We will construct Bochner-Martinelli type
residue currents associated with a tuple of weakly holomorphic functions,
and we will show that the equality between the Coleff-Herrera product and
the Bochner-Martinelli type residue current holds both in the strongly and
weakly holomorphic cases. An advantage of the Bochner-Martinelli cur-
rent, compared to the Coleff-Herrera product, in the weakly holomorphic
case is that it can be defined intrinsically on Z as the analytic continua-
tion of an arbitrarily smooth (depending on a parameter λ) form on Z. In
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contrast, the Coleff-Herrera product is only defined as the analytic contin-
uation of an arbitrarily smooth form on the normalization of Z.
2. Zero sets of weakly holomorphic functions
The behavior of the currents we define will depend in a crucial way on
the zero sets of the weakly holomorphic functions, and in this section we
will define the zero set of a weakly holomorphic mapping.
Definition 1. Let f ∈ O˜(Z). If f is not identically zero on all irreducible
components of Z, we define the zero set of f by Zf := {z ∈ Z | (1/f )z <
O˜z}. Let Zα be the irreducible components of Z where f is identically zero,
and let Z ′ = Z \∪αZα. Then f does not vanish identically on any of the
irreducible components of Z ′, and we define Zf as ∪αZα ∪Zf |Z′ .
Remark 2. We have z ∈ Zf if and only if there exists a sequence zi → z with
zi ∈ Zreg such that f (zi)→ 0 (since if we cannot find such a sequence, then
1/f is weakly holomorphic). Hence, when f is c-holomorphic, Zf coincides
with the usual zero set of f , when f is seen as a continuous function.
We will use the following characterization of the zero set of a weakly
holomorphic function. However, since this is a special case of Proposi-
tion 2.3, we omit the proof.
Lemma 2.1. Let pi : Z ′→ Z be the normalization of Z. If f ∈ O˜(Z), then Zf is
an analytic subset of Z, and Zf = pi(Zpi∗f ).
We recall that an analytic space Z is normal if OZ,z = O˜Z,z for all z ∈ Z,
and that the normalization Z ′ of an analytic space Z is the unique normal
space Z ′ together with a proper finite surjective holomorphic mapping pi :
Z ′→ Z such that pi|Z ′\pi−1(Zsing) : Z ′ \pi−1(Zsing)→ Zreg is a biholomorphism,
see for example [G].
For any meromorphic function φ, there is a standard notion of zero set
of φ, that we denote by Z ′φ, which is defined by Z
′
φ = {z ∈ Z | (1/φ)z < Oz}.
Since weakly holomorphic functions are meromorphic, this gives another
definition of zero set if f is a weakly holomorphic function. Clearly Zf ⊆
Z ′f , but as we see in the following example, the inclusion is in general strict,
so the two definitions do not coincide.
Example 1. Let Z = {z3 − w2 = 0} ⊆ C2, which has normalization pi(t) =
(t2, t3), and let f = 1 +w/z. Since pi∗f = 1 + t3/t2 = 1 + t, f is weakly holo-
morphic on Z. Since {pi∗f = 0} = {t = −1}, we get by Lemma 2.1 that
Zf = pi({t = −1}) = {(1,−1)}.
However,
Z ′f = P1/f = Z ∩ {z+w = 0} = {(t2, t3) | t2 = −t3} = {(0,0), (1,−1)},
so Zf ( Z ′f .
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To study the dimension of zero sets of weakly holomorphic functions,
we will need the following lemma, which shows that subvarieties of the
normalization correspond to subvarieties of Z of the same dimension, and
vice versa.
Lemma 2.2. Let pi : Z ′ → Z be the normalization of Z. If Y ′ is a subvariety
of Z ′, then pi(Y ′) is a subvariety of Z with dimY ′ = dimpi(Y ′), and if Y is a
subvariety of Z, then pi−1(Y ) is a subvariety of Z ′ with dimY = dimpi−1(Y ).
Proof. The first part follows from Remmert’s proper mapping theorem,
when formulated as for example in [G], since pi is a finite proper holomor-
phic mapping. We get from the first part that dimpi−1(Y ) = dimpi(pi−1(Y )) =
dimY , where the second equality holds since pi is surjective.

If f ∈ O˜(Z) and f . 0 on any irreducible component of Z, then
codimZf = 1 or Zf = ∅. In fact, if f ′ = pi∗f and Zf ′ , ∅, then f ′ is strongly
holomorphic, and Zf ′ = {f ′ = 0} has codimension 1, and since Zf = pi(Zf ′ )
by Lemma 2.1, Zf has codimension 1 by Lemma 2.2. However, as is well-
known, in contrast to the smooth case, subvarieties of codimension 1 can-
not in general be defined as the zero set of one single strongly holomorphic
function. As we will see in the next example, this is the case in general
for zero sets of weakly holomorphic functions, even for c-holomorphic
functions on an irreducible space.
Example 2. Let V = {z31 − z22 = z33 − z24 = 0} ⊂ C4. Then V has normaliza-
tion pi : C2 → V , pi(t1, t2) = (t21 , t31 , t22 , t32), and hence f = z2/z1 − z4/z3 is
c-holomorphic since pi∗f = t1 − t2. The set Zf = {(t2, t3, t2, t3)} has codi-
mension 1 in Z. However, there does not exist a holomorphic function in a
neighborhood of 0 such that f (t21 , t
3
1 , t
2
2 , t
3
2) = 0 exactly when t1 = t2, since in
that case, we could write f (t21 , t
3
1 , t
2
2 , t
3
2) = (t1 − t2)mu(t1, t2) for some m ∈N,
where u(0,0) , 0, which is easily seen to be impossible. Hence, Zf is not
the zero set of one single strongly holomorphic function.
Example 3. Let Z = Z1 ∪ Z2 ⊂ C6, where Z1 = C3 × {0} and Z2 = {0} ×C3.
Define the functions f and g by
f (z) =
{
z1 z ∈ Z1 \ {0}
1 z ∈ Z2 \ {0} and g(z) =
{
1 z ∈ Z1 \ {0}
z4 z ∈ Z2 \ {0} .
Then f ,g ∈ O˜(Z), and Zf = Z1 ∩ {z1 = 0}, and Zg = Z2 ∩ {z4 = 0} which both
have codimension 1 in Z. However, Zf ∩Zg = {0}, which has codimension
3. Hence, zero sets of weakly holomorphic functions do not behave as well
as one could hope with respect to intersections. If we let f1 = f2 = f , f3 =
g, then Zf1 ∩ Zf2 ∩ Zf3 = {0} has codimension 3, while Zf1 ∩ Zf2 = Zf has
codimension 1 at 0 in Z. Hence, if one defines a complete intersection for
zero sets of weakly holomorphic functions f = (f1, · · · , fp) by requiring that
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Zf1 ∩· · ·∩Zfp has codimension p in Z, then it will not follow in general that
(Zf1 ∩ · · · ∩Zfk , z) has codimension k for z ∈ Zf1 ∩ · · · ∩Zfp .
Remark 3. Note that for c-holomorphic functions f = (f1, · · · , fp), if f ′ = pi∗f ,
where pi : Z ′ → Z is the normalization, then pi(Zf ′1 ∩ · · · ∩ Zf ′p ) = Zf1 ∩ · · · ∩
Zfp . Thus if we say that f = (f1, · · · , fp), where fi ∈ Oc(Z), forms a complete
intersection in Z if Zf1 ∩ · · · ∩Zfp has codimension p, then this holds if and
only if f ′ forms a complete intersection in Z ′ by Lemma 2.2.
As we see in Example 3, this remark does not hold for weakly holomor-
phic functions, because there, Zf ∩Zg = {0}, while Zf ′ ∩Zg ′ = ∅. Thus, the
straightforward generalization of complete intersection, where the zero set
Zf1∩· · ·∩Zfp is required to have codimension p does not share the same good
properties in the weakly holomorphic case as in the strongly holomorphic
(or c-holomorphic) case. Because of this, we will use a different defini-
tion of both the common zero set of weakly holomorphic functions and of
a complete intersection. It coincides with the usual definitions in case of
strongly holomorphic or c-holomorphic functions, and with our definition
the problems above disappear.
Definition 2. Let f = (f1, · · · , fp) be weakly holomorphic. We define the
common zero set of f , denoted by Zf , as the set of z ∈ Z such that there
exists a sequence zi ∈ Zreg with zi → z, and fk(zi)→ 0 for k = 1, · · · ,p. We
will see that Zf is an analytic subset of Z, and hence we say that f forms a
complete intersection if Zf has codimension p in Z.
Note that by Remark 2, this definition is consistent with the definition
of Zf in the case of one function. We also see that in Example 3, Z(f ,g) = ∅,
and hence, (f ,g) is not a complete intersection in our sense. Just as for one
function, we can give a characterization of the zero set with the help of the
normalization.
Proposition 2.3. Let f = (f1, · · · , fp) be weakly holomorphic, and let f ′ = pi∗f ,
where pi : Z ′→ Z is the normalization. Then
(2.1) Zf = pi(Zf ′1 ∩ · · · ∩Zf ′p ),
and if Zf is nonempty, then it is an analytic subset of Z of codimension ≤ p. In
general,
(2.2) Zf ⊆ Zf1 ∩ · · · ∩Zfp ,
with equality if f is c-holomorphic. In addition, f is a complete intersection if
and only if f ′ is a complete intersection in the normalization.
Proof. If z′ ∈ Zf ′1 ∩ · · · ∩Zf ′p , then we can take a sequence z′i → z′ such that
z′i ∈ pi−1(Zreg). Then, if we let zi = pi(z′i), we get that fk(zi)→ 0, and hence we
have the inclusion Zf ⊇ pi(Zf ′1 ∩ · · · ∩Zf ′p ) in (2.1). For the other inclusion,
if we have a sequence zi → z such that z ∈ Zf , since pi is proper we can
choose a convergent subsequence z′ki → z′ such that pi(z′ki ) = zki , and since
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z ∈ Zf , we must have f ′(z′) = 0, so z = pi(z′), with z′ ∈ Zf ′1 ∩ · · · ∩Zf ′p . Now,
the fact that Zf is an analytic subset of Z follows by (2.1) and Remmert’s
proper mapping theorem, since Zf ′i are analytic subsets of Z
′. Since f ′ is
strongly holomorphic, Zf ′ has codimension ≤ p, so by (2.1) combined with
Lemma 2.2 we get that Zf has codimension ≤ p. If f is c-holomorphic,
the equality in (2.2) follows by (2.1) since for any continuous mapping f ,
Zf1 ∩ · · · ∩Zfp = pi(Zpi∗f1 ∩ · · · ∩Zpi∗fp ), and the general case also follows from
(2.1) since pi(Zf ′1 ∩ · · · ∩Zf ′p ) ⊆ pi(Zf ′1 )∩ · · · ∩pi(Zf ′p ) = Zf1 ∩ · · · ∩Zfp . Finally,
the fact that f is a complete intersection if and only if f ′ is a complete
intersection follows from (2.1) together with Lemma 2.2. 
We note that if Zf1 ∩ · · · ∩Zfp has codimension ≥ p, then either Zf = ∅,
or Zf has codimension p since by Proposition 2.3, Zf ⊆ Zf1 ∩ · · · ∩Zfp , and
Zf has codimension at most p. Thus, we could have taken as definition of
a complete intersection, that Zf1 ∩ · · · ∩ Zfp has codimension ≥ p, and our
results about complete intersection would still be true. However, it would
in general give weaker statements, since it since it might very well happen
that Zf1 ∩ · · · ∩ Zfp has codimension < p, while Zf has codimension p. In
addition, results depending on the exact zero set, like the Poincaré-Lelong
formula, Proposition 8.1, would of course not be true if one would use
Zf1 ∩ · · · ∩Zfp instead of Zf .
Note also that, if f = (f1, · · · , fp) is a complete intersection and f0 =
(f1, · · · , fk), then (Zf0 , z) has codimension k for z ∈ Zf , since if z′ ∈ pi−1(z),
then (Zf ′0 , z
′) has codimension k, and hence since pi is a finite proper holo-
morphic mapping, (Zf0 , z) = ∪z′j∈pi−1(z)pi((Zf ′0 , z′j )) has codimension k in Z.
3. Pseudomeromorphic currents on an analytic space
We will in this section introduce pseudomeromorphic currents on an
analytic space. Pseudomeromorphic currents on a complex manifold were
introduced by Andersson and Wulcan in [AW2], inspired by the fact that
currents like the Coleff-Herrera product and Bochner-Martinelli type resi-
due currents are pseudomeromorphic. Two important properties of pseu-
domeromorphic currents in the smooth case are the direct analogues of
Proposition 3.1 and Proposition 3.2. Since these hold also in the singular
case, many properties of residue currents hold also for strongly holomor-
phic functions by more or less the same argument as in the smooth case.
The pseudomeromorphic currents are intrinsic objects of the analytic
space Z, so we begin with explaining what we mean by a current on an
analytic space. We will follow the definitions used in [BH] and [HL]. To
begin with, we assume that Z is an analytic subvariety of Ω, for some open
set Ω ⊆ Cn. Then, we define the set of smooth forms of bidegree (p,q) in Z
by Ep,q(Z) = Ep,q(Ω)/Np,q,Z(Ω), where Ep,q(Ω) are the smooth (p,q)-forms in
Ω andNp,q,Z(Ω) ⊂ Ep,q(Ω) are the smooth forms ϕ such that i∗ϕ ≡ 0, where
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i : Zreg→Ω is the inclusion map. The set of test forms on Z,Dp,q(Z), are the
forms in Ep,q(Z) with compact support. With the usual topology onDp,q(Ω)
by uniform convergence of coefficients of differential forms together with
their derivatives on compact sets, we give Dp,q(Z) the quotient topology
from the projection Dp,q(Ω)→Dp,q(Z). Then, (p,q)-currents on Z, denoted
D′p,q, are the continuous linear functionals onDk−p,k−q(Z), where k = dimZ.
However, more concretely, this just means that if µ is a (p,q)-current on Z,
then i∗µ is a (n−k+p,n−k+q)-current in the usual sense onΩ that vanishes
on forms in Nk−p,k−q,Z(Ω). Conversely, if T is a (n− k + p,n− k + q)-current
on Ω, that vanishes on forms in Nk−p,k−q,Z(Ω), then T defines a unique
(p,q)-current T ′ on Z such that i∗T ′ = T .
It is easy to see that the definitions of smooth forms, test forms and
currents are independent of the embedding, and hence by gluing together
in the same way one does on a complex manifold, we can define the sheaves
of smooth forms, test forms and currents on any analytic space Z. Note in
particular that by a smooth function on Z, we mean a function which is
locally the restriction of a smooth function in the ambient space.
In C, one can define the principal value current 1/zn = |z|2λ/zn|λ=0 by
analytic continuation, where |λ=0 denotes that for Reλ 0, we take the ac-
tion of |z|2λ/zn on a test form and take the value of the analytic continuation
to λ = 0, which is easily seen to exist by a Taylor expansion, or integration
by parts. Thus, if α is a smooth form on Cn and {i1, · · · , im} ⊆ {1, · · · ,n}, with
ij disjoint, then one gets a well-defined current
(3.1)
1
zn1i1
· · · 1
z
nk
ik
∂¯
1
z
nk+1
ik+1
∧ · · · ∧ ∂¯ 1
znmim
∧α
on Cn by taking ∂¯ in the current sense together with tensor product of
currents and multiplication of currents with smooth forms. In [AW2], if
α has compact support, a current of the form (3.1) is called an elementary
current. The class of pseudomeromorphic currents on a complex manifold
was then introduced as currents that can be written as a locally finite sum
of push-forwards of elementary currents. We will use the same definition
on an analytic space Z.
Definition 3. A current µ on Z is said to be pseudomeromorphic, denoted
µ ∈ PM(Z), if µ can be written as a locally finite sum
µ =
∑
(piα)∗τα ,
where piα : Zα → Z is a family of compositions of modifications and open
inclusions, and τα are elementary currents on Zα.
Note in particular that, if pi : Z˜→ Z is a resolution of singularities of Z,
and if µ ∈ PM(Z˜), then pi∗µ ∈ PM(Z). All the currents introduced in this
article are pseudomeromorphic, as we will see directly from the proofs that
the currents exist. In [AW2], it is shown that if f is holomorphic on a com-
plex manifold X, and T ∈ PM(X), one can define a multiplication (1/f )T
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and ∂¯(1/f )∧T . The same idea works equally well for strongly holomorphic
functions on an analytic space.
Proposition 3.1. Let f be strongly holomorphic on Z, such that f does not van-
ish on any irreducible component of Z, and let T ∈ PM(Z). Then the currents
1
f
T :=
|f |2λ
f
T
∣∣∣∣∣∣
λ=0
and ∂¯
1
f
∧ T := ∂¯|f |
2λ
f
∧ T
∣∣∣∣∣∣
λ=0
,
where the right-hand sides are defined originally for Reλ  0, have current-
valued analytic continuations to Reλ > − for some  > 0, and the values at
λ = 0 are pseudomeromorphic. The currents satisfies the Leibniz rule
∂¯
(
1
f
T
)
= ∂¯
1
f
∧ T + 1
f
∂¯T ,
and supp(∂¯(1/f )∧T ) ⊆ Zf ∩ suppT . If f , 0, then (1/f )T defined in this way
coincides with the usual multiplication of T with the smooth function 1/f .
Proof. If Z is smooth, this is Proposition 2.1 in [AW2], except for the last
statement. However, if f , 0, then |f (z)|2λ/f (z) is smooth in both λ and z,
and analytic in λ, so if ξ is a test form, T .((|f |2λ/f )ξ) is analytic in λ, and
hence the analytic continuation to λ = 0 coincides with the value T .((1/f )ξ)
at λ = 0. The proof in the general case goes through word for word as in
the smooth case in Proposition 2.1 in [AW2]. 
The crucial point in the proof of the following proposition is that for
any analytic subset W ⊆ Z and any T ∈ PM(Z), there exist natural restric-
tions
(3.2) 1W cT := |h|2λT |λ=0 and 1WT := T − 1W cT
where h is a tuple of holomorphic functions such that W = {h = 0}. The
restrictions are independent of the choice of such h, and are such that
supp1WT ⊆ W . This is Proposition 2.2 in [AW2], and the proof will go
through in exactly the same way when Z is an analytic space.
Proposition 3.2. Assume that µ ∈ PM(Z), and that µ has support on a variety
V . If IV is the ideal of holomorphic functions vanishing on V , then I¯V µ = 0. If
µ is of bidegree (∗,p), and V has codimension ≥ p+ 1 in Z, then µ = 0.
In the case that Z is a complex manifold, this is Proposition 2.3 and
Corollary 2.4 in [AW2], and the proof there will go through in the same
way also when Z is an analytic space. The final step in the proof that µ = 0
in the smooth case is to prove that µ = 0 on Vreg, which is proved with the
help of the previous part of the proposition, and by degree reasons, and
then by induction over the dimension of V , µ = 0. In the singular case,
this is done in the same way. Since this is a local statement, we can assume
that Z ⊆Ω ⊆ Cn, and consider V as a subvariety of Ω. Then, for the same
reasons as in the smooth case, we get that i∗µ = 0 on Vreg, and by induction
over the dimension of V that i∗µ = 0, and hence µ = 0.
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4. Coleff-Herrera products of weakly holomorphic functions
Let f1, · · · , fq+p ∈ O˜(Z). We want to define the Coleff-Herrera product
T =
1
f1
· · · 1
fq
∂¯
1
fq+1
∧ · · · ∧ ∂¯ 1
fq+p
.
If f is strongly holomorphic, one way to define it is by
(4.1) T =
|f1|2λ1 · · · |fq|2λq
f1 · · ·fq
∂¯|fq+1|2λq+1 ∧ · · · ∧ ∂¯|fq+p|2λq+p
fq+1 · · ·fq+p
∣∣∣∣∣∣∣
λq+p=0,...,λ1=0
,
which a priori is defined only when Reλi  0; however, by Proposition 3.1
it has an analytic continuation in λq+p to Reλq+p > − for some  > 0, and
the value at λq+p = 0 is pseudomeromorphic. Again, by Proposition 3.1, it
has an analytic continuation in λq+p−1 to λq+p−1 = 0 and so on, and hence
the value at λq+p = 0, · · · ,λ1 = 0 exists.
Note that if pi : Y → Z is any modification of Z, we can define the
corresponding Coleff-Herrera product of f ′ = pi∗f in Y . Taking the push-
forward of this current to Z will in fact give the Coleff-Herrera product of
f on Z. To see this, let T λ denote the form on the right-hand side of (4.1),
with Reλi  0 fixed, and let T ′λ denote the corresponding form on Y with
f ′ instead of f . If Reλi  0, then T λ and T ′λ are smooth, and pi∗T λ = T ′λ,
so pi∗T ′λ = T λ, since pi is a modification. Thus, by analytic continuation,
T = T λ|λq+p=0,··· ,λ1=0 = pi∗T ′λ|λq+p=0,··· ,λ1=0 = pi∗T ′.
Now, if f is weakly holomorphic, let pi : Z ′→ Z be the normalization of
Z, and f ′ = pi∗f which is strongly holomorphic on Z ′. Hence, the current
(4.2) T ′ = 1
f ′1
· · · 1
f ′q
∂¯
1
f ′q+1
∧ · · · ∧ ∂¯ 1
f ′q+p
exists.
Definition 4. If f = (f1, . . . , fq+p) is weakly holomorphic, we define the
Coleff-Herrera product
(4.3) T =
1
f1
· · · 1
fq
∂¯
1
fq+1
∧ · · · ∧ ∂¯ 1
fq+p
of f as pi∗T ′, where T ′ is defined by (4.2).
If f is strongly holomorphic, this definition will be the same as the
definition in (4.1) since by the remark above, T can be defined as the push-
forward from any modification. In addition, if f is weakly holomorphic,
it can be defined by the push-forward of the corresponding current in any
normal modification, since any normal modification factors through the
normalization.
We will call the factors 1/fi the principal value factors, and ∂¯(1/fi) the
residue factors.
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Remark 4. Note that even though here, the principal value factors are to
the left of the residue factors, we could equally well have the residue and
principal value factors mixed. However, changing the order will in gen-
eral give a different current, but as we will see in Theorem 4.3, if fi define
a complete intersection, the current will not depend on the order (up to
change of signs).
Remark 5. The Coleff-Herrera product for f = (f1, . . . , fp) strongly holomor-
phic is originally defined in [CH] as the limit of integrals over ∩{|fi | = i(δ)}
as → 0, where (δ) tends to 0 along an admissible path, cf., (1.1). When
(δ) tends to 0 along an admissible path, this will correspond to taking the
analytic continuation to λ = 0 in the order as in (4.1), and in fact, for arbi-
trary f , the definition in (1.1) is equal to the one in (4.3) defined by analytic
continuation, see [LS].
In [D] Denkowski gave a definition of the Coleff-Herrera product of f ,
for f c-holomorphic, and we will see below that his definition coincides
with ours in that case. The idea in [D] was to consider the graph of f ,
Γf = {(z, f (z)) ∈ Z ×Cpw|z ∈ Z},
and even though f is only c-holomorphic, the graph will be analytic. If
(z,w) ∈ Γf , then w = f (z), and hence on the graph fi = wi is a strongly
holomorphic function. IfΠ is the projection from the graph to Z, since f is
continuous, Π is a homeomorphism and in particular proper. The Coleff-
Herrera product of f was then defined by
(4.4) ∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
=Π∗
(
∂¯
1
w1
∧ · · · ∧ ∂¯ 1
wp
)
,
and since fi = wi on Γf , this should be a reasonable definition of the Coleff-
Herrera product of f . The next proposition shows, as one might hope, that
the definition of Denkowski coincides with ours.
Proposition 4.1. If f = (f1, . . . , fp) is c-holomorphic, then the definition of the
Coleff-Herrera product of f in (4.3) and in (4.4) coincide.
Proof. In [D] the definition used for the Coleff-Herrera product of strongly
holomorphic functions was the one from [CH]. However, by Remark 5 we
can assume that the definition by analytic continuation is used instead. Let
pi : Z ′ → Z be the normalization of Z and f ′ = pi∗f . We have projections
Π : Γf → Z and Π′ : Γf ′ → Z ′, where Γf ⊆ Z ×Cpw and Γf ′ ⊆ Z ′ ×Cpw′ are the
graphs of f and f ′. Thus we have a commutative diagram
(4.5)
Γf ′
(pi×Id)|Γf ′−−−−−−−→ ΓfyΠ′ yΠ
Z ′ pi−−−−−→ Z.
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We will denote the current ∂¯(1/f ′1 )∧· · ·∧ ∂¯(1/f ′p ) on Z ′ by µf
′
, and similarly
for µw and µw
′
defined on Γf and Γf ′ respectively. Then ∂¯(1/f1)∧· · ·∧ ∂¯(1/fp)
is defined in (4.3) by pi∗µf
′
, and in (4.4) by Π∗µw. Now, (pi× Id)|Γf ′ : Γf ′ → Γf
is a modification of Γf so we have µw = (Π× Id)∗µw′ , and since Π′ : Γf ′ → Z ′
is a biholomorphism and w′i = f
′
i on Γf ′ we also have µ
f ′ =Π′∗µw
′
. Thus both
are the push-forward of the same current in Γf ′ , and since the diagram (4.5)
commutes, both will have the same push-forward to Z. 
The next two theorems are extensions to the case of weakly holomor-
phic functions of well-known results of the Coleff-Herrera product of stron-
gly holomorphic functions (in the case q = 0 or q = 1), see [CH], or the case
of holomorphic functions on a complex manifold, see [P1].
Theorem 4.2. If f = (f1, · · · , fq+p) is weakly holomorphic, then T , defined by
(4.3), satisfies the Leibniz rule
∂¯T =
q∑
j=1
1
f1
· · · 1
fj−1
∂¯
1
fj
∧ 1
fj+1
· · · 1
fq
∂¯
1
fq+1
∧ · · · ∧ ∂¯ 1
fq+p
,
and suppT ⊆ Z(fq+1,··· ,fq+p).
Proof. First we assume that f is strongly holomorphic. Then the Leibniz
rule follows by analytic continuation, since if Reλ 0, we have
∂¯
( |f |2λ
f
)
=
∂¯|f |2λ
f
and ∂¯
(
∂¯|f |2λ
f
)
= 0.
The weakly holomorphic case follows by taking push-forward from the
normalization. For the last part, let T ′ be the current corresponding to
T in the normalization, and f ′ = pi∗f be the pull-back of f to the normal-
ization. Then by Proposition 3.1, T ′ = 0 outside of Zf ′i , i ≥ q + 1, and hence
suppT ⊆ pi(suppT ′) ⊆ pi(Z(f ′q+1,··· ,f ′q+p)) = Z(fq+1,··· ,fq+p), where the last equality
follows from Proposition 2.3. 
It is natural in this context to ask how to define a reasonable multiplica-
tion of a weakly holomorphic function with a current, something which we
will need in the case that the current is a Coleff-Herrera product to be able
to state the next theorem. If g ∈ O˜(Z), and T is the Coleff-Herrera product
in (4.3), we define gT by
(4.6) gT = pi∗(pi∗gT ′),
where pi : Z ′ → Z is the normalization of Z, and T ′ is the corresponding
Coleff-Herrera product of f ′ = pi∗f . In the case that both f and g are c-
holomorphic, Denkowski gives a definition of multiplication of g and the
Coleff-Herrera product of f in [D], and by a similar argument as that in
Proposition 4.1, one sees that our definition coincides with the one in [D]
in that case. Note however, that we do not define a multiplication of a
weakly holomorphic function with an arbitrary current, and as we will see
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in Section 5, this will not be possible if we require it to satisfy certain nat-
ural properties.
Theorem 4.3. Let f = (f1, . . . , fq+p) be weakly holomorphic, such that
(fq+1, . . . , fq+p) defines a complete intersection, and that (fi , fq+1, . . . , fq+p)
defines a complete intersection for 1 ≤ i ≤ q. Then the principal value factors in
T =
1
f1
· · · 1
fq
∂¯
1
fq+1
∧ · · · ∧ ∂¯ 1
fq+p
commute with other principal value factors or residue factors (see Remark 4),
and the residue factors anticommute. In addition, if 1 ≤ k ≤ q, we have
(4.7) fkT =
1
f1
· · · 1̂
fk
· · · 1
fq
∂¯
1
fq+1
∧ · · · ∧ ∂¯ 1
fq+p
,
and if q+ 1 ≤ j ≤ q+ p, then
(4.8) fjT = 0.
Note that in case fi ∈ O˜(Z), then the left-hand sides of (4.7) and (4.8)
are defined by (4.6).
Remark 6. In the smooth case, the first part of Theorem 4.3 (about permut-
ing the factors) follows from the theorem of Samuelsson in [S], about the
analyticity of the residue integral (4.1). In fact, his theorem holds also for
strongly holomorphic functions on an analytic space, cf., [LS]. Since the
proof of the first part of Theorem 4.3 reduces to the strongly holomorphic
case, one could thus refer to the results of Samuelsson. However, since the
proof of this deep theorem of Samuelsson is quite involved, we still prefer
to give a direct proof of the first part of Theorem 4.3, since it can be done
by much more elementary means.
Note that in the following lemmas, which we will use to prove Theo-
rem 4.3, we assume that the functions are strongly holomorphic.
Lemma 4.4. Assume that f1, f2 ∈ O(Z) and that T ∈ PM(Z) is of bidegree
(∗,p). If Zf1 ∩ Zf2 ∩ suppT ⊆ V , for some analytic set V ⊆ Z of codimension≥ p+ 1 in Z, then
(4.9)
1
f1
1
f2
T =
1
f2
1
f1
T .
If Zf1 ∩Zf2 ∩suppT ⊆ V ′, for some analytic set V ′ of codimension ≥ p+2 in Z,
then
(4.10)
1
f1
∂¯
1
f2
∧ T = ∂¯ 1
f2
∧ 1
f1
T ,
and if in addition Zf1 ∩Zf2 ∩ supp ∂¯T ⊆ V ′′, for some analytic set V ′′ of codi-
mension ≥ p+ 3, then
(4.11) ∂¯
1
f1
∧ ∂¯ 1
f2
∧ T = −∂¯ 1
f2
∧ ∂¯ 1
f1
∧ T .
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Proof. We have by Proposition 3.1 that
(4.12)
1
f1
1
f2
T − 1
f2
1
f1
T ,
is zero outside of Zf1 , since both terms are just multiplication of (1/f2)T
with the smooth function (1/f1), and similarly it is zero outside of Zf2 .
Thus (4.12) is a pseudomeromorphic current on Z of bidegree (∗,p) with
support on Zf1 ∩Zf2 ∩V , which has codimension ≥ p+1, so (4.9) follows by
Proposition 3.2. Similarly outside of Zf1 , we get that
(4.13)
1
f1
∂¯
1
f2
∧ T − ∂¯ 1
f2
∧ 1
f1
T
is zero, so (4.13) is a pseudomeromorphic current on Z of bidegree (∗,p+1)
and has support on Zf1 ∩Zf2 ∩ suppT , so (4.10) follows by Proposition 3.2.
For (4.11), we get by Theorem 4.2 and (4.10) that
∂¯
1
f1
∧ ∂¯ 1
f2
∧ T = ∂¯
(
1
f1
∂¯
1
f2
∧ T
)
+
1
f1
∂¯
1
f2
∧ ∂¯T
= ∂¯
(
∂¯
1
f2
∧ 1
f1
T
)
+
1
f1
∂¯
1
f2
∧ ∂¯T
= −∂¯ 1
f2
∧ ∂¯ 1
f1
∧ T − ∂¯ 1
f2
∧ 1
f1
∂¯T +
1
f1
∂¯
1
f2
∧ ∂¯T = −∂¯ 1
f2
∧ ∂¯ 1
f1
∧ T
where the last equality holds because of (4.10) and the assumption of the
support of ∂¯T . 
Lemma 4.5. Assume f ,g ∈ O(Z), and f /g ∈ O(Z). If T ∈ PM(Z) has bidegree
(∗,p) and Zg ∩ suppT ⊆ V , for some analytic subset V of codimension ≥ p + 1,
then
f
(
1
g
T
)
=
f
g
T .
Proof. Outside of Zg , we can see (1/g)T as multiplication by the smooth
function 1/g by Proposition 3.1. Hence we have f (1/g)T = (f /g)T since
their difference is a pseudomeromorphic current with support on Zg ∩
suppT , so it is 0 by Proposition 3.2. 
Proof of Theorem 4.3. First we observe that it is enough to prove the theo-
rem in case fi are strongly holomorphic, since if pi : Z ′ → Z is the normal-
ization of Z, and f ′ = pi∗f , then f ′ is a complete intersection, and if the
theorem holds in Z ′, it holds in Z by taking push-forward of the corre-
sponding currents. Hence, we can assume that fi ∈ O(Z), and the commu-
tativity properties will then follow from Lemma 4.4. For example, if we
want to see that 1/fi and 1/fi+1 commute, we can apply Lemma 4.4 with
T =
1
fi+2
· · · 1
fq
∂¯
1
fq+1
∧ · · · ∧ ∂¯ 1
fq+p
,
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and then multiply with (1/f1) · · · (1/fi−1) from the left. In case some of the
residue factors, say fq+1, . . . , fq+k , are to the left of the principal value factors,
then Z(fq+k+1,...,fq+p) has codimension p − k in a neighborhood of Zf ⊇ suppT
and the result follows in the same way from Lemma 4.4. The other cases
follow similarly from Lemma 4.4.
The equality (4.7) follows from Lemma 4.5 since Zf has codimension p.
By the first part of the theorem, we can assume that j = q+ 1 in (4.8). Then
fq+1
(
∂¯
1
fq+1
∧ · · · ∧ ∂¯ 1
fq+p
)
= ∂¯
(
fq+1
1
fq+1
∧ ∂¯ 1
fq+2
∧ · · · ∧ ∂¯ 1
fq+p
)
= ∂¯
(
∂¯
1
fq+2
∧ · · · ∧ ∂¯ 1
fq+p
)
= 0
by (4.7), and Theorem 4.2. 
5. Multiplication of currents with weakly holomorphic functions
Now, we will return to the issue of multiplication of currents with
weakly holomorphic functions. Assume g ∈ O˜(Z) and S ∈ PM(Z). Since
S ∈ PM(Z), we have S = ∑(piα)∗τα, where τα are elementary currents on
the complex manifolds Zα. Given such a decomposition, since any normal
modification of Z factors through the normalization, that is, piα = pi ◦ να,
for some να : Zα→ Z ′, we get a current S ′ in the normalization Z ′ of Z such
that pi∗S ′ = S by taking the push-forward of τα to Z ′, i.e., S ′ =
∑
(να)∗τα. To
define multiplication of the Coleff-Herrera product with the weakly holo-
morphic function g in (4.6), we defined it as the push-forward of pi∗gS ′.
In general, the current S ′ will depend on the decomposition S =
∑
(piα)∗τα.
However, in (4.6) we had a canonical representative in the normalization,
and hence the multiplication was well-defined. The following example
however shows that this multiplication depends on this choice of repre-
sentative.
Example 4. Let pi :Cn→C2n be defined by
pi(t1, · · · , tn) = (t1, · · · , tn−1, t21tn, · · · , t2n−1tn, t2n, t5n).
Then pi is proper and injective, so pi(Cn) = Z is an analytic variety of di-
mension n. Since (∂pij /∂zi)i,j has full rank outside of {0}, Zsing ⊆ {0}, and
we will see below that actually Zsing = {0}. Let
S˜ = ∂¯
1
t1
∧ · · · ∧ ∂¯ 1
tn−1
∧ ∂¯ 1
t3n
and S = pi∗S˜. Then, since d(tnt2i ) = ti(2tndti + tidtn) and dt5n = 5t4ndtn, dzk ∧
S = 0 for k = n, . . . ,2(n− 1), and dz2n ∧ S = 0. Hence if S.ξ , 0, then ξ must
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be of the form ξ = ξ0dz1 ∧ · · · ∧ dzn−1 ∧ dz2n−1. We have
S.ξ = S˜.ξ0dt1 ∧ · · · ∧ dtn−1 ∧ 2tndtn =
2 · (2pii)n
n−1∑
i=1
t2i
∂
∂zn−1+i
ξ0 + 2tn
∂
∂z2n−1
ξ0 + 5t
4
n
∂
∂z2n
ξ0

∣∣∣∣∣∣∣
t=0
= 0,
and thus S = 0. However,
tnS˜.ξdt1 ∧ · · · ∧ dt2n = 2(2pii)nξ(0)
so pi∗(tnS˜) = pi∗(pi∗gS˜) , 0, where g ∈ Oc(Z) is such that pi∗g = tn. Note
that g is not strongly holomorphic at 0, and hence Zsing = {0}. Thus, since
S = pi∗S˜ = 0, while pi∗((pi∗g)S˜) = 0, it is impossible to define a multiplication
of currents with weakly holomorphic functions in a way compatible with
push-forwards, i.e., that gS only depends on g and S, and such that gS =
pi∗((pi∗g)S ′) if S = pi∗S ′.
Hence, the multiplication in (4.6) does not depend only on g and S,
but also on the functions f defining S. Recall that the pole set, Pφ, of a
meromorphic function φ is the set where φ is not strongly holomorphic.
Recall also the definitions of the restriction operators 1V and 1V c in (3.2).
If we require that the current we get in the multiplication has restriction
0 to Pφ, the multiplication is in fact uniquely defined in PM(Z), as the
following proposition shows. This can in some cases be a natural condition,
and in fact even automatic in some cases, see Corollary 5.2. However, in
Example 4, since the common zero set of the functions defining S equals
the pole set of g, we expect S and gS to have its support on Pg , and hence
the condition is not very natural then.
Proposition 5.1. Let µ ∈ PM(Z) and φ ∈ O˜(Z). Then, there exists a unique
current, denoted φµ, in PM(Z), such that φµ is just multiplication of the
smooth function φ with the current µ outside of Pφ, and 1Pφ(φµ) = 0. If
µ = pi∗µ′, where pi : Z ′→ Z is the normalization of Z and µ′ ∈ PM(Z ′), then
(5.1) φµ = pi∗((pi∗φ)1(pi−1(Pφ))cµ
′).
Proof. First, we prove the uniqueness. Assume that T1 and T2 are two such
currents, so that T1 − T2 has support on Pφ. Hence, 1P cφ(T1 − T2) = 0. But
then,
T1 − T2 = 1P cφ(T1 − T2) + 1Pφ(T1 − T2) = 0,
since 1PφT1 = 1PφT2 = 0. Thus, we only need to prove that φµ in (5.1) satis-
fies the conditions in the proposition. It is clear that the right-hand side of
(5.1) is just multiplication of φ with µ outside of Pφ. Hence, it remains to
prove that 1Pφ(φµ) = 0. However,
1Pφ(φµ) = pi∗(1pi−1(Pφ)(pi
∗φ)1(pi−1(Pφ))cµ
′) = 0,
since 1V 1V c = 1V (1 − 1V ) = 0 because 1V 1V = 1V , and 1V commutes with
multiplication with smooth functions. 
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Corollary 5.2. Assume that µ ∈ PM(Z) is of bidegree (∗,p) and φ ∈ O˜(Z) is
such that Pφ has codimension ≥ p + 1 in Z. Then there exists a unique current
φµ ∈ PM(Z) such that φµ coincides with the usual multiplication of φ with
µ outside of Pφ. If µ = pi∗µ′, where pi : Z ′ → Z is the normalization of Z and
µ′ ∈ PM(Z ′), then
(5.2) φµ = pi∗((pi∗φ)µ′).
Proof. By Proposition 5.1, the only thing we need to prove is that for any
T ∈ PM(Z) and T ′ ∈ PM(Z ′) of bidegree (∗,p), we have 1PφT = 0 and
1pi−1(Pφ)T
′ = 0. However, since Pφ has codimension ≥ p + 1, pi−1(Pφ) has
codimension ≥ p + 1 by Lemma 2.2. Hence, 1PφT = 0 and 1pi−1(Pφ)T ′ = 0 by
Proposition 3.2, since the currents have support on Pφ and pi−1(Pφ) respec-
tively. 
Note, in particular that if Zsing has codimension ≥ p + 1, the condition
of the codimension of Pg is automatically satisfied for any weakly holomor-
phic function g ∈ O˜(Z).
Another question is whether the Coleff-Herrera product could be de-
fined as the analytic continuation of an integral on Z rather than Z ′. A nat-
ural way to do this would be to try to regularize in (4.3) by factors ∂¯|Fi |2λi
instead of ∂¯|fi |2λi , where Fi is a tuple of strongly holomorphic functions
such that ZFi = P1/fi . However, the analytic continuation to λ = 0 will in
general not coincide with our definition, even if f defines a complete inter-
section, as the following example shows.
Example 5. Let Z = {z ∈ C3 | z31 = z22} = V × C, which has normalization
pi(s, t) = (s2, s3, t), and let pi∗f1 = (1+s)t and pi∗f2 = s2. Then Zf = {0}, so f is a
complete intersection. Note that pi∗(1/f1) = (1/t)(1−s+O(s2)) for |s| < 1, and
that holomorphic functions in s at the origin correspond to strongly holo-
morphic functions on V at the origin precisely when the Taylor expansion
at the origin contains no term s. Thus P1/f1 = pi({s = 0} ∪ {s = −1} ∪ {t = 0}),
so if {F = 0} ⊇ P1/f1 , then {F = 0} ⊇ Zf2 . Thus (∂¯|F|2λ/f1) ∧ ∂¯(1/f2) = 0 for
Reλ 0. However, we have
∂¯
1
f1
∧ ∂¯ 1
f2
.ϕdz1 ∧ dz3 = 11 + s ∂¯
1
t
∧ ∂¯ 1
s2
.ϕ(s2, s3, t)ds2 ∧ dt = 4piiϕ(0),
so ∂¯(1/f1)∧ ∂¯(1/f2) is non-zero.
6. Bochner-Martinelli type residue currents
We will show that we can define a Bochner-Martinelli type residue cur-
rent associated with a tuple of weakly holomorphic functions, either by
using a similar approach as for the Coleff-Herrera product with the help of
the normalization, or by defining it intrinsically on Z by means of analytic
continuation. In view of Example 5, it is not clear how to do this directly
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for the Coleff-Herrera product. In addition, we will show that for weakly
holomorphic functions defining a complete intersection, the Coleff-Herrera
product and the Bochner-Martinelli current coincide, Theorem 6.3.
Let f = (f1, . . . , fp) be weakly holomorphic. We will follow the approach
by Andersson from [An1], and make the identification f =
∑
fie
∗
i , where
(e1, · · · , ep) is a frame for a trivial vector bundle E over Z, and (e∗1, . . . , e∗p) is
the dual frame. Since we will only use the case of trivial vector bundles,
this identification is not strictly necessary. However, we use this since it
greatly simplifies the notation in the proof of Lemma 7.3. Then, on the
set where f is strongly holomorphic, ∇f := δf − ∂¯ induces a complex on
currents on Z with values in
∧
E, where δf is interior multiplication with
f . To construct the Bochner-Martinelli current we define
(6.1) σ =
∑ f¯iei
|f |2 and u =
p−1∑
k=0
σ ∧ (∂¯σ )k .
Note that outside of Zf ∪Pf1∪· · ·∪Pfp , both u and σ are smooth, and ∇f u = 1.
Recall that a universal denominator at a germ (Z,z) is a strongly holo-
morphic function h, not vanishing on any irreducible component of (Z,z)
such that hO˜Z,z ⊆ OZ,z. For each z ∈ Z, there always exist a universal de-
nominator h, such that h is a universal denominator in a neighborhood of
z, see for example [G], Theorem Q.2.
Proposition 6.1. Assume that f = (f1, · · · , fp) is weakly holomorphic on Z. Let
F be a tuple of strongly holomorphic functions, such that {F = 0} ⊇ Zf , and
{F = 0} does not contain any irreducible component of Z, and let h be a uni-
versal denominator on Z. Then the forms |hF|2λu and ∂¯|hF|2λ ∧ u are arbi-
trarily smooth if Reλ 0, and have current-valued analytic continuations to
Reλ > − for some  > 0. The currents
(6.2) U f := |hF|2λu|λ=0 and Rf := ∂¯|hF|2λ ∧u|λ=0
are independent of the choice of F and h, and if pi : Y → Z is a modification of
Z, then U f = pi∗Upi
∗f and Rf = pi∗Rpi
∗f .
Proof. We first show that |hF|2λu and ∂¯|hF|2λ ∧ u are arbitrarily smooth
when Reλ 0. Since ∂¯|hF|2λ = |hF|2(λ−1)∂¯|hF|2, it is enough to prove this
for |hF|2λu. We let gi := hfi , where gi ∈ O(Z) since h is a universal denomi-
nator. If we differentiate u outside of {h = 0} ∪Zf , we get terms of the form
ξ/(hk |f |2n), where ξ is smooth, since if fi = gi/h, the terms in u are smooth
except for factors h and |f |2 in the denominators. Thus, we only need to
see that |hF|2λ/(hk |f |2n) tends to 0 on {h = 0} ∪Zf . This is clear outside of
Zf if Reλ 0, so we need to prove that |hF|2λ/ |f |2n tends to 0 on Zf . If we
multiply the numerator and denominator by |h|2n, we get
(6.3) |h|2n|hF|2λ/(|hf |2n).
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We note that hf is strongly holomorphic, and in fact, {hF = 0} ⊇ {hf = 0}
because
Zhf = pi(Zpi∗(hf )) = pi(Zpi∗h)∪pi(Zpi∗f ) = Zh ∪pi(Zpi∗f ) = {h = 0} ∪Zf ,
by Proposition 2.3 and the fact that pi is surjective. Thus, (6.3) will tend to
0 on Zf by the Nullstellensatz if Reλ 0.
Now, we assume that Z is smooth. Then we can take F = f and h ≡
1, and in that case, the proposition is the existence part of Theorem 1.1
in [An1], except for the fact that U f = pi∗Upi
∗f and Rf = pi∗Rpi
∗f , which
however easily follows by analytic continuation. To see that the definition
of Rf is independent of the choice of F, we see from the proof of Theorem
1.1 in [An1] that ∂¯|F|2λ∧u acting on a test form ϕ becomes, with a suitable
resolution of singularities pi : X˜→ X, a finite sum of terms of the kind
(6.4)
∫
∂¯|uµ1|2λ
µ2
∧ σ ′ ∧pi∗ϕ,
where µ1 and µ2 are monomials such that {µ1 = 0} ⊇ {µ2 = 0}, u is non-zero
and σ ′ is smooth. Thus, it is enough to observe that the value at λ = 0
of (6.4) is independent of µ1 (where uµ1 is the pull-back of F), as long as
{µ1 = 0} ⊇ {µ2 = 0}. In the same way, one sees that the definition of U f is
independent of the choice of F.
Now, if f is weakly holomorphic, and pi : Z˜ → Z is a resolution of
singularities, from the smooth case we know that ∂¯|pi∗(hF)|2λ ∧ pi∗u has a
current-valued analytic continuation to λ = 0 independent of the choice of
hF. Hence, the weakly holomorphic case follows by taking push-forward,
since ∂¯|hF|2λ ∧u = pi∗(∂¯|pi∗(hF)|2λ ∧pi∗u) for Reλ 0. 
In fact, to prove the existence of U f and Rf , defined by (6.2), it is suffi-
cient to use |F|2λu and ∂¯|F|2λ ∧ u, which can be seen are integrable on Z if
Reλ 0 by going back to the normalization. However, the addition of the
universal denominator h ensures that the forms are (arbitrarily) smooth if
Reλ 0.
The following properties of the Bochner-Martinelli current, Rf , are
well-known in the smooth case, see [PTY] and [An1].
Proposition 6.2. Let f = (f1, · · · , fp) be weakly holomorphic, and assume that
p′ = codimZf . The current Rf has support on V = Zf , and there is a decom-
position Rf =
∑p
k=p′ Rk , where Rk ∈ PM(Z) is a (0, k)-current with values in∧k E. In addition, if f is strongly holomorphic, then Rf = 1−∇fU f .
Proof. In case Z is a complex manifold, this is parts of Theorem 1.1 in
[An1], except for the fact that Rk ∈ PM(Z). However, that Rk is pseu-
domeromorphic can, as was noted in [AW2], easily be seen from the proof
of Theorem 1.1 in [An1]. The proposition then follows in case of an analytic
space, by taking push-forward from a resolution of singularities, except for
the fact that Rf =
∑p
k=p′ Rk , where p
′ = codimZf , since modifications does
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not in general preserve codimensions of subvarieties. However, we get that
Rf =
∑p
k=0Rk , where Rk ∈ PM(Z) is a (0, k)-current, and Rk has support on
Zf . Thus, by Proposition 3.2, Rk = 0 for k < codimZf = p′. 
Remark 7. If the mapping f is weakly holomorphic, as we saw in Exam-
ple 4, we do not have a well-defined multiplication of weakly holomorphic
functions with pseudomeromorphic currents on Z. Hence, the formula
Rf = 1−∇fU f in the strongly holomorphic case does not necessarily have
any meaning if f is weakly holomorphic. However, one can give this mul-
tiplication meaning by Proposition 5.1. With this definition of multiplica-
tion, one can verify that
Rf = 1−∇fU f ,
if f is weakly holomorphic. This can be seen by using that this formula
holds in the normalization, together with the fact thatU f
′
has the standard
extension property, SEP, i.e., that 1{h=0}U f = 0 for any tuple h of strongly
holomorphic functions not vanishing on any irreducible component of Z.
This follows from that U f
′
is a principal value current, i.e., when U f
′
is
written as a sum of push-forwards of elementary currents, the elementary
currents contain no residue factors, and hence have the SEP.
Theorem 6.3. If f = (f1, . . . , fp) is weakly holomorphic forming a complete in-
tersection and Rf = µ∧ e, where e = ep ∧ · · · ∧ e1, then
µ = µf := ∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
.
Proof. To begin with, we will assume that f is strongly holomorphic. The
proof will follow the same idea as the proof in the smooth case in [An2],
Theorem 3.1. Let
V =
1
fp
ep +
1
fp−1
∂¯
1
fp
∧ ep ∧ ep−1 + · · ·+ 1f1 ∂¯
1
f2
∧ · · · ∧ 1
fp
∧ ep ∧ · · · ∧ e1.
Then, by Proposition 4.3, V satisfies
∇f V = 1− ∂¯ 1f1 ∧ · · · ∧ ∂¯
1
fp
∧ e.
Following the proof of Theorem 3.1 in [An2], locally, assume Z ⊆Ω ⊆ Cn,
ω is an arbitrary neighborhood of Zf in Ω and χ is a smooth function with
support on ω which is ≡ 1 in a neighborhood of Zf . Let i : Z → Ω be the
inclusion, and let g = i∗χ − i∗(∂¯χ) ∧ u. Then, since ∇f u = 1 on supp ∂¯χ,
∇f g = 0, and hence
∇f (g ∧ (U f −V )) = g ∧∇f (U f −V ) = g0(µf −µ)∧ e = (µf −µ)∧ e,(6.5)
where g0 = χ is the component of bidegree (0,0) in g, which is 1 in a neigh-
borhood of supp(µf −µ). A current T is said to have the standard extension
property, SEP, with respect to an analytic variety W if for any holomorphic
function h such that h is not identically 0 on any irreducible component of
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W , then |h|2λT |λ=0 = T . Since µ and µf are currents in PM(Z) of bidegree
(0,p), with support on W = {f = 0}, µ and µf have the SEP, since if h does
not vanish on any irreducible component of W , µ − |h|2λµ|λ=0 has support
on W ∩ {h = 0}, which has codimension ≥ p + 1, and by Proposition 3.2 it
is 0. Also, µ and µf are ∂¯-closed and are annihilated by I¯W , see Propo-
sition 3.2, so i∗µ, i∗µf ∈ CHW , where CHW denotes ∂¯-closed (0,codimW )-
currents with support on W satisfying the SEP. By Lemma 3.3 in [An2], we
know that a ∂¯-closed current in CHW cannot be equal to ∂¯ν, where ν can be
chosen with support arbitrarily close toW , unless it is 0. Hence, by looking
at the components of top degree in (6.5), we have i∗(µ−µf ) = 0, so µ = µf .
Now, if fi are weakly holomorphic, then the current Rf will be the
push-forward of the corresponding current Rpi
∗f , where pi : Z ′ → Z is the
normalization of Z, and the same holds for the Coleff-Herrera product µf .
Hence, equality holds in the normalization, and taking push-forward we
get equality in the general case. 
7. The transformation law
With the Bochner-Martinelli type currents developed in the previous
section, we will now prove the transformation law for Coleff-Herrera prod-
ucts of weakly holomorphic functions.
Theorem 7.1. Assume that f = (f1, · · · , fp) and g = (g1, · · · , gp) are weakly holo-
morphic, defining complete intersections, and that there exists a matrix A of
weakly holomorphic functions such that g = Af . Then
∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
= (detA)∂¯
1
g1
∧ · · · ∧ ∂¯ 1
gp
.
If A is invertible, one can prove the transformation law with the help
of Theorem 6.3 together with the fact that the Bochner-Martinelli current
is independent of the metric chosen to define σ f (here, in (6.1), σ f is de-
fined with respect to the trivial metric on E), see [An1]. We will see that
we can use a similar idea even in the case that A is not invertible. In
[D] Denkowski proved the transformation law for c-holomorphic functions
based on a more direct approach.
To begin with, we assume that f , g and A are strongly holomorphic.
As in the previous section, we will identify f and g with sections of vector
bundles, however we will here identify them with sections of two different
vector bundles. Let E and E′ be trivial holomorphic vector bundles over
Z with frames e and e′, and make the identifications f =
∑
fie
∗
i , g =
∑
gie
′∗
i
and A ∈Hom(E′ ,E) such that g = f A.
Lemma 7.2. Let
∧
A :
∧
E′ →∧E denote the linear extension of the mapping
(
∧
A)(v1 ∧ · · · ∧ vk) = Av1 ∧ · · · ∧Avk . Then δf (∧A) = (∧A)δg .
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Proof. Note first that δf Ae′j = gj = δge
′
j . Hence, we have
δf (
∧
A)(e′i1 ∧ · · · ∧ e′ik ) = δf (Ae′i1 ∧ · · · ∧Ae′ik )
=
∑
(−1)j−1Ae′i1 ∧ · · · ∧ δf (Ae′ij )∧ · · · ∧Ae′ik
=
∑
(−1)j−1(
∧
A)(e′i1 ∧ · · · ∧ δge′ij ∧ · · · ∧ e′ik ) = (
∧
A)δg(e
′
i1
∧ · · · ∧ e′ik ).

To relate the currents µf and µg , we will first derive a relation between
the currents U f and U g as defined by (6.2).
Lemma 7.3. If f and g are strongly holomorphic and defining complete inter-
sections, then there exists a current R1 such that U f − (∧A)U g = ∇f R1.
Proof. Let σ,u,σ ′ and u′ be the forms defined by (6.1) corresponding to f
and g. Since A is holomorphic, (
∧
A)∂¯σ ′ = ∂¯(Aσ ′) outside of {g = 0}, and
hence if we let u′A =
∑
(Aσ ′)∧ (∂¯Aσ ′)k−1, then ∇f u′A = 1 outside of {g = 0} by
Lemma 7.2. Thus, if Reλ 0,
(7.1) ∇f (|g |2λu′A ∧u) = |g |2λu − |g |2λu′A − ∂¯|g |2λ ∧u′A ∧u.
We want to see that all the terms in (7.1) have current-valued analytic con-
tinuations to λ = 0. First, we note that since {g = 0} ⊇ {f = 0}, |g |2λu|λ=0 =
U f by Proposition 6.1, and since u′A = (
∧
A)u′ we get that |g |2λu′A|λ=0 =
(
∧
A)U g . Thus it remains to see that the left-hand side of (7.1) has an an-
alytic continuation to λ = 0, and that the analytic continuation of the last
term vanishes at λ = 0. To see that those terms have analytic continuations
to λ = 0 is similar to showing the existence of the Bochner-Martinelli cur-
rents U f and Rf . If we recall briefly the proof of the existence of U f and
Rf in [An1], the key step was that σ ∧ (∂¯σ )k−1 is homogeneous with respect
to f in the sense that if f = f0f ′, then σ ∧ (∂¯σ )k−1 = (1/f k0 )σ0 ∧ (∂¯σ0)k−1,
where σ0 is smooth if |f ′ | , 0. By blowing up along the ideals (f1, . . . , fp)
and (g1, . . . , gp) followed by a resolution of singularities, see [AHV], we can
assume that locally pi∗f = f0h and pi∗g = g0g ′, where h , 0, g ′ , 0, and by
a further resolution of singularities, we can assume that locally f0, g0 are
monomials. Since {g = 0} ⊇ {f = 0}, we get that {g0 = 0} ⊇ {f0 = 0}. Thus, by
the homogeneity of σ ′∧(∂¯σ ′)k−1 and σ ∧(∂¯σ )l−1 with respect to f and g, we
get, since u′A = (
∧
A)u′, that |g |2λu′A ∧ u and ∂¯|g |2λ ∧ u′A ∧ u acting on a test
form ϕ becomes finite sums of the form∫ |v|2λ|g0|2λ
(g0)kf
l
0
ξk,l ∧pi∗ϕ and
∫
∂¯(|v|2λ|g0|2λ)
(g0)kf
l
0
∧ ξk,l ∧pi∗ϕ,
where ξk,l are smooth (0, k + l − 2)-forms. Thus both have analytic con-
tinuations to λ = 0, and R2 := ∂¯|g |2λ ∧ u′A ∧ u|λ=0 has support on {g = 0}.
Since R2 ∈ PM(Z) and consists of terms of bidegree (0, k + l − 1), where
k + l ≤ p, with support on {g = 0} which has codimension p, we get that
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R2 = 0 by Proposition 3.2. Thus, if we let R1 := |g |2λu′A ∧ u|λ=0, we get that
∇f R1 =U f − (∧A)U g . 
Now we are ready to prove the transformation law.
Proof of Theorem 7.1. Assume first that f ,g and A are strongly holomor-
phic, and make the same identifications as after the statement of Theo-
rem 7.1. Since (
∧
A)Rg = (
∧
A)(1−∇gU g ) = 1−∇f (∧A)U g by Lemma 7.2,
we get from Lemma 7.3 that
(
∧
A)Rg −Rf = ∇f
(
(
∧
A)U g −U f
)
= ∇2f R1 = 0,
so
(
∧
A)Rg = Rf .
Thus, we get by Theorem 6.3 that
(
∧
A)
(
µg ∧ e′p ∧ · · · ∧ e′1
)
= µf ∧ ep ∧ · · · ∧ e1,
and since the left-hand side is equal to
(detA)µg ∧ ep ∧ · · · ∧ e1,
the transformation law follows. Now, if f ,g and A are weakly holomor-
phic, the transformation law follows since equality must hold in the nor-
malization because the pullback of f and g define complete intersections
in the normalization. Hence, equality must hold also in Z by taking push-
forward. 
8. The Poincaré-Lelong formula
Let f1, · · · , fp be strongly holomorphic functions forming a complete in-
tersection. The Poincaré-Lelong formula says that
(8.1)
1
(2pii)p
∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
∧ dfp ∧ · · · ∧ df1 = [Zf ] =
∑
αi[Vi],
where Vi are the irreducible components of Zf and [Zf ] is the integration
current on Zf with multiplicities. In case p = dimZ the multiplicity αi at a
point xi ∈ Zf is given as the number of elements near xi of a generic fiber of
f . In case p < dimZ the multiplicity is given as the intersection multiplicity
of Zf with L, where L is a plane of dimension dimZ − p transversal to Zf .
For a thorough discussion of the multiplicities see [C], and for a proof of
the Poincaré-Lelong formula see Section 3.6 in [CH].
Now, if fi are weakly holomorphic functions defining a complete inter-
section, we can give a relatively short proof that a formula similar to (8.1)
holds in Z. In the strongly holomorphic case, assuming Z ⊆Ω ⊆ Cn, i∗[Zf ]
can be seen either as the intersection of the holomorphic chains ZFi with
Z, where Fi are some holomorphic extensions of fi to Ω, or as a product of
closed positive currents, see [C], that is
i∗[Zf ] = [ZF1 · · · · ·ZFp ·Z] = [ZF1]∧ · · · ∧ [ZFp ]∧ [Z].
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However, these types of products are in general only defined in case ZF1 ∩· · ·∩ZFp∩Z has codimension equal to codimZ+
∑
codimZFi . Since zero sets
of weakly holomorphic functions are in general not zero sets of strongly
holomorphic functions, as we saw in Example 2, we cannot expect to have a
similar interpretation for weakly holomorphic functions, since there are no
natural counterparts to the holomorphic (n−1)-chains ZFi or closed positive
(1,1)-currents [ZFi ].
From now on, we assume that f = (f1, . . . , fp) is weakly holomorphic
defining a complete intersection. Let pi : Z ′→ Z be the normalization of Z,
so that in particular, pi is a finite proper holomorphic map. Since f ′ = pi∗f
forms a complete intersection, (8.1) holds for f ′ in the normalization. Note
that, if Vi are the irreducible components of Zf ′ , then Wi := pi(Vi) are irre-
ducible in Z. If f : V → W is a branched holomorphic cover with excep-
tional set E, we say that f is a *-covering if W \ E is a connected manifold.
In particular, this means that the sheet-number of f is constant outside the
exceptional set. By the Andreotti-Stoll theorem, see [Ł], if f : V → W is
a finite proper holomorphic map, V has constant dimension and W is ir-
reducible, then f is a *-covering. If V ⊂ Z ′ is an irreducible component
of Zf ′ and we consider pi|V : V →W , where W = pi(V ), it is a finite proper
holomorphic map satisfying the conditions required for the Andreotti-Stoll
theorem. Hence, there exists an integer k such that pi|V is a k-sheeted finite
branched holomorphic covering. Thus pi∗α[V ] = kα[W ]. For f = (f1, · · · , fp)
a weakly holomorphic mapping forming a complete intersection, we define
the left-hand side of (8.1) as the push-forward of the corresponding current
in the normalization. Thus, since we have by (8.1) that
1
(2pii)p
∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
∧ dfp ∧ · · · ∧ df1 = pi∗[Zf ′ ],
we have proved the following.
Theorem 8.1. Let f = (f1, · · · , fp) be a weakly holomorphic mapping forming a
complete intersection. Then
(8.2)
1
(2pii)p
∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
∧ dfp ∧ · · · ∧ df1 =
∑
βi[Wi]
where βi ∈N and Wi are the irreducible components of W = Zf . More explic-
itly, if [Zf ′ ] =
∑
αi[Vi] and say Vi1 , · · · ,Vik are the sets Vj such that pi(Vj ) =Wi ,
then βi =
∑
kijαij , where kj is the number of elements in a generic fiber of pi|Vj .
Remark 8. In [D] Denkowski proves the Poincaré-Lelong formula for f =
(f1, . . . , fp) ∈ Oc⊕p(Z) (based on his construction on Γf , however as for the
Coleff-Herrera product in Proposition 4.1 our definition coincides with
his). In that case, it gives a different interpretation of the multiplicities
as the intersection cycle
1
(2pii)p
∂¯
1
f1
∧ · · · ∧ ∂¯ 1
fp
∧ dfp ∧ · · · ∧ df1 = pi∗([Γf ] · [Z × {0}]),
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where pi : Z ×Cp→ Z is the projection.
Note that if f is weakly holomorphic, since f is in general not smooth
on Zsing, df is not in general defined on all Z (although its pullback to the
normalization has a smooth extension to all of Z ′) so, as for multiplication
with weakly holomorphic functions in Example 4, it might for example
happen that ∂¯(1/f ) = 0 while ∂¯(1/f )∧df , 0. For example, if Z = {z3 = w2},
pi(t) = (t2, t3) and f = w/z ∈ O˜(Z), that is pi∗f = t, then ∂¯(1/f ) = 0 while
∂¯(1/f )∧ df = 2pii[0], as expected, since Zf = {0}.
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On the duality theorem on an analytic variety
Richard Lärkäng
Abstract. The duality theorem for Coleff-Herrera products on a com-
plex manifold says that if f = (f1, . . . , fp) defines a complete intersection,
then the annihilator of the Coleff-Herrera product µf equals (locally) the
ideal generated by f . This does not hold unrestrictedly on an analytic
variety Z. We give necessary, and in many cases sufficient conditions for
when the duality theorem holds. These conditions are related to how the
zero set of f intersects certain singularity subvarieties of the sheaf OZ .
1. Introduction
Let f = (f1, . . . , fp) be a tuple of holomorphic functions on an analytic
variety Z, where we throughout the article will assume that Z has pure
dimension. The Coleff-Herrera product of f , as introduced in [CH], can be
defined by
(1.1) µf = ∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
.ϕ :=
∫
Z
∂¯|fp|2λ ∧ · · · ∧ ∂¯|f1|2λ
fp . . . f1
∧ϕ
∣∣∣∣∣∣
λ=0
.
Here, ϕ is a test form, and the integral on the right-hand side is analytic
in λ for Reλ 0, and has an analytic continuation to λ = 0, and |λ=0 de-
notes this value. We denote the Coleff-Herrera product of f either by µf , or
by ∂¯(1/f1)∧ · · · ∧ ∂¯(1/fp). The definition (1.1) is different from the original
one, but in the case we focus on here, that f defines a complete intersection,
i.e., that codimZf = p, various different definitions including this defini-
tion and the original definition by Coleff and Herrera coincide, also on a
singular variety, see [LS].
If f defines a complete intersection, the duality theorem, proven by
Dickenstein and Sessa, [DS], and Passare, [P], gives a close relation be-
tween the Coleff-Herrera product of f and the ideal J (f1, . . . , fp) generated
by f . This is done by means of the annihilator, annµf , of µf , i.e., the holo-
morphic functions g such that gµf = 0.
Theorem 1.1. Let f = (f1, . . . , fp) be a holomorphic mapping on a complex man-
ifold defining a complete intersection. Then locally,
J (f1, . . . , fp) = annµf .
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The Coleff-Herrera product of a holomorphic mapping is a current on
Z. Currents on singular varieties can be defined in a similar way as on man-
ifolds, i.e., as linear functionals on test forms, see for example [L]. However,
currents on Z also has a characterization in terms of currents in the ambi-
ent space: If i : Z→Ω is the inclusion, codimZ = k, and µ is a (p,q)-current
on Z, then i∗µ is a (k +p,k + q)-current on Ω that vanishes on all forms that
vanish on Z. Conversely, if T is a (k + p,k + q)-current on Ω, that vanishes
on all forms that vanish on Z, then T defines a unique (p,q)-current T ′ on
Z such that i∗T ′ = T . When we consider the Coleff-Herrera product in the
ambient space, i.e., i∗µf , we will denote it by
∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
∧ [Z],
and in fact, by analytic continuation, it can be defined by
(1.2) ∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
∧ [Z] = ∂¯|fp|
2λ ∧ · · · ∧ ∂¯|f1|2λ
fp . . . f1
∧ [Z]
∣∣∣∣∣∣
λ=0
.
On an analytic variety, one can find rather simple examples of functions
annihilating the Coleff-Herrera product of a complete intersection without
lying in the ideal. However, we have an inclusion in one of the directions,
see [CH], Theorem 1.7.7.
Theorem 1.2. If f = (f1, . . . , fp) are holomorphic on Z, defining a complete in-
tersection, then J (f1, . . . , fp) ⊆ annµf .
In this article, we discuss this inclusion, and give conditions for when
the inclusion is an equality, and when the inclusion is strict.
Throughout this article, we will only discuss the duality theorem for
strongly holomorphic functions on Z, i.e., functions f on Z, which are lo-
cally the restriction of holomorphic functions in the ambient space, de-
noted f ∈ O(Z). When we say holomorphic functions, we refer to stron-
gly holomorphic functions. However, we will sometimes refer to them as
strongly holomorphic functions, to make a distinction to weakly holomor-
phic, which we use in the introduction to provide examples. Recall that a
function f : Zreg → C is weakly holomorphic on Z, denoted f ∈ O˜(Z), if f
is holomorphic on Zreg, and f is locally bounded at Zsing. Recall also that
a germ of a variety, (Z,z), is said to be normal if OZ,z = O˜Z,z, and that the
normalization of a variety Z is the unique (up to analytic isomorphism) nor-
mal variety Z ′ together with a finite proper surjective holomorphic map
pi : Z ′ → Z such that pi|Z ′\pi−1(Zsing) : Z ′ \ pi−1(Zsing) → Zreg is a biholomor-
phism, see for example [D], Section II.7.
One of the reasons we do not have equality in Theorem 1.2 is because
of weakly holomorphic functions, namely if f = (f1, . . . , fp) is strongly holo-
morphic and defining a complete intersection, and g =
∑
aifi is strongly
holomorphic while the functions ai are only weakly holomorphic, then by
Theorem 4.3 in [L] (the analogue of Theorem 1.2 for weakly holomorphic
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functions), gµf = 0, but it might very well happen that the ai cannot be cho-
sen to be strongly holomorphic. For example, let Z = {z3 = w2} ⊆ C2, which
has normalization pi(t) = (t2, t3), and let f ∈ O˜(Z) be such that pi∗f = t. Then
f 2 = z and f 3 = w on Z, so that f 2, f 3 ∈ O(Z) and f 3∂¯(1/f 2) = 0 (note that
since f 2 is strongly holomorphic on Z, we see this as a current on Z, as
explained above), while f 3 , gf 2 for any g ∈ O(Z), since f < O(Z). That
f 3∂¯(1/f 2) = 0 can be seen either by going back to the normalization, where
we get t3∂¯(1/t2), which is 0 by the (smooth) duality theorem, or by seeing it
as a current in the ambient space, and using the Poincaré-Lelong formula
as in Example 1 below.
Let us now consider a germ of a normal variety (Z,z), and the Coleff-
Herrera product of one holomorphic function. Assume that g ∈ ann ∂¯(1/f ).
Since ∂¯(1/f ) is just ∂¯ of 1/f in the current sense and g is holomorphic, we
get that
∂¯
(
g
1
f
)
= 0.
In the smooth case, by regularity of the ∂¯-operator on 0-currents, g(1/f )
would be a holomorphic function. This will not hold in general on a singu-
lar space (as the example above shows). However, we get that g/f ∈ O(Zreg).
If (Z,z) is normal, then codim(Zsing, z) ≥ 2 in Z, and any function holomor-
phic on an analytic variety outside some subvariety of codimension ≥ 2 is
locally bounded, see [D], Proposition II.6.1. Thus, g/f is weakly holomor-
phic, and since (Z,z) is normal, g/f ∈ OZ,z, i.e., g ∈ J (f ). Combined with
Theorem 1.2, we get that the duality theorem holds for the Coleff-Herrera
product of one holomorphic function on (Z,z) if it is normal.
Assume now that (Z,z) is not normal. Then, there exists φ ∈ O˜Z,z \OZ,z.
Since weakly holomorphic functions are meromorphic, we can write φ =
g/h for some strongly holomorphic functions g and h. Then g∂¯(1/h) = 0, by
Theorem 4.3 in [L] (the analogue of Theorem 1.2 for weakly holomorphic
functions). However, since g/h = φ ∈ O˜Z,z \OZ,z, g < J (h) (in OZ,z).
Hence, in the case of the Coleff-Herrera product of one single holomor-
phic function on a germ of an analytic variety (Z,z), we get that the duality
theorem holds for all f if and only if (Z,z) is normal. The next example
shows that this characterization does not extend to tuples of holomorphic
functions.
Example 1. Let Z = {z21 + · · · + z2k = 0} ⊆ Ck , where k ≥ 3. Then Z is normal
since Z is a reduced complete intersection with Zsing = {0}, and a reduced
complete intersection is normal if and only if codimZsing ≥ 2 (see the dis-
cussion after Definition 1). Let µ = ∂¯(1/zk−1)∧· · ·∧∂¯(1/z1) (seen as a current
on Z). We claim that zkµ = 0. To see this, we consider this as a current in
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the ambient space, i.e., i∗(zkµ), and use the Poincaré-Lelong formula,
i∗(zkµ) = zk∂¯
1
zk−1
∧ · · · ∧ ∂¯ 1
z1
∧ 1
2pii
∂¯
1
z21 + · · ·+ z2k
∧ d(z21 + · · ·+ z2k ).
Then, zkdz
2
i = 2zizkdzi and zizk ∈ J (z1, · · · , zk−1, z21 + · · · + z2k ) for i = 1, . . . , k,
so each such term annihilates the current by Theorem 1.2. However, zk <
J (z1, · · · , zk−1) in O(Z).
We will show that depending on certain singularity subvarieties of the
analytic sheaf OZ , compared to the zero set of f , we can give sufficient (and
in many cases necessary) conditions for when the duality theorem holds
on an analytic variety. This condition can be seen as a generalization of
normality, coinciding with the usual notion of normality in the case p = 1.
Given a coherent ideal sheaf J , there exists locally a finite free resolu-
tion
(1.3) 0→O(EN )
ϕN−−→O(EN−1)→ . . .
ϕ1−−→O(E0)
where O(Ek) is the sheaf associated to the vector bundle Ek . We define Zk
as the set of points where ϕk does not have optimal rank. If Z = Z(J )
and p = codimZ, then Z1 = · · · = Zp = Z and Zk+1 ⊆ Zk , see [E], Corollary
20.12. If J = JZ , the ideal of holomorphic functions vanishing on Z, then
we define
(1.4) Z0 := Zsing and Z
k := Zp+k for k ≥ 1,
where p = codimZ. These sets are in fact independent of the choice of reso-
lution by the uniqueness of minimal free resolutions in a local Noetherian
ring, and from Lemma 3.1 and the remark following it in [AW3], Zk are
independent of the local embedding of Z into Cn. Hence they are intrinsic
subvarieties of Z. We will use the convention that codimZk refers to the
codimension in Z, while by codimZk , we refer to the codimension in the
ambient space.
Theorem 1.3. Let f = (f1, . . . , fp) be a holomorphic mapping on a germ of an
analytic variety (Z,z) defining a complete intersection. If codim(Zk ∩ Zf ) ≥
k + p+ 1 for k ≥ 0, then annµf = J (f1, . . . , fp).
The proof of Theorem 1.3 is in Section 4.
One might conjecture that this equality of the annihilator and the ideal
holds if and only if the conditions in the theorem are satisfied. We have
not been able to prove this in this generality, but have focused on a slightly
weaker formulation of it. To do this, we introduce the notion of p-duality
for an analytic variety.
Definition 1. If (Z,z) is a germ of an analytic variety, we say that (Z,z) has
p-duality if for all f = (f1, . . . , fp) ∈ O⊕pZ,z defining a complete intersection, we
have annµf = J (f1, . . . , fp).
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Theorem 1.3 implies the following statement:
(∗) (Z,z) has p-duality if codimZk ≥ p+ k + 1, for k ≥ 0.
We believe that the converse of (∗) holds, and we will discuss this through-
out the rest of this introduction. We show that indeed, in many cases, the
converse of (∗) holds, and if the condition in (∗) is not a precise condition
for p-duality, it is at least very close to being so.
We saw above that 1-duality is equivalent to that Z is normal. The
condition codimZk ≥ k + 2 in (∗) is exactly the condition that Z is normal.
This is proved in [M], but can also be seen using the conditions R1 and S2 in
Serre’s criterion for normality. Indeed, one can verify that the conditions R1
and S2 are equivalent to the condition codimZk ≥ k+2. Thus, the converse
of (∗) holds when p = 1.
Recall that a germ (Z,z) is said to be Cohen-Macaulay if the ring O/JZ,z
is Cohen-Macaulay. More concretely, this means that O/JZ,z has a free res-
olution of length p = codim(Z,z). Equivalently, Zk = ∅ for k ≥ 1. Hence, if
(Z,z) is Cohen-Macaulay, the condition codimZk ≥ p + k for k ≥ 0 becomes
just codimZsing ≥ p. In case (Z,z) is Cohen-Macaulay, the converse of (∗)
holds.
Proposition 1.4. Assume that (Z,z) is Cohen-Macaulay and that codimZsing =
k. If q ≥ k, then there exists f = (f1, . . . , fq) ∈ O⊕qZ,w, for some w arbitrarily close
to z, defining a complete intersection, and g ∈ OZ,w such that g ∈ annµf , but
g < J (f1, . . . , fq).
Remark 1. In general, we need to move to a nearby germ in order to find
the counterexample, however, if Zsing is a complete intersection in Z, we
can take w = z.
In particular, if (Z,z) is a reduced complete intersection, then (Z,z) is
Cohen-Macaulay since the Koszul complex is a free resolution of length
codim(Z,z), see [GH, p. 688].
In Example 1, (Z,0) is Cohen-Macaulay (since it is a reduced complete
intersection) and Zsing = {0}, which has codimension k−1 in (Z,0). Proposi-
tion 1.4 then says that there exists a complete intersection f = (f1, . . . , fk−1)
and g < J (f1, . . . , fk−1) such that g ∈ annµf . Then f = (z1, . . . , zk−1) and g = zk
is exactly such an example, while for any complete intersection of codi-
mension < k − 1, the duality theorem holds by Theorem 1.3.
If (Z,z) is not Cohen-Macaulay, we get the converse of (∗) only for the
least p such that the condition in (∗) is not satisfied.
Proposition 1.5. Assume that (Z,z) satisfies codimZk ≥ k + p for all k ≥ 0,
with equality for some k ≥ 1. Then there exists f = (f1, . . . , fp) ∈ O⊕pZ,z defining a
complete intersection, and g ∈ OZ,z, such that g ∈ annµf , but g < J (f1, . . . , fp).
If p = 1, then the weakly holomorphic functions give rise to counterex-
amples as described above.
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The proofs of Proposition 1.4 and Proposition 1.5 are in Section 7 and
Section 8 respectively. To prove Proposition 1.4, we use Theorem 6.3, which
says that there exists a tuple ξ of holomorphic (p,0)-forms such that
(1.5) [Z] =
∑
ξi ∧RZi ,
where [Z] is the integration current on Z, and RZ = (RZ1 , . . . ,R
Z
N ) is a tuple
of currents such that JZ = ∩Ni=1 annRZi , and the current RZ is defined by
means of a free resolution of O/JZ , see Section 3. The existence of such ξi
is proved in [A3], but the tuple ξ is not explicitly given. What we prove
in Theorem 6.3 is that if RZ is the current associated with a minimal free
resolution, then all ξi vanish at Zsing. This result can be seen as a gener-
alization of the Poincaré-Lelong formula from the reduced complete inter-
section case to the Cohen-Macaulay case. In the reduced complete intersec-
tion case, the representation (1.5) is given by the Poincaré-Lelong formula,
and since in that case, ξ is explicitly given, the fact that ξ vanish at Zsing
follows from the implicit function theorem, see Section 2.
Summarizing Theorem 1.3 and Propositions 1.4 and 1.5, we get the
following.
Corollary 1.6. Assume that codimZk ≥ k + p for all k ≥ 0, with equality for
some k. Then (Z,w) has q-duality for q < p and all w in some neighborhood of
z, and (Z,w) does not have q-duality for q = p for some w arbitrarily close to z.
In addition, if codimZsing = p, that is, we have equality for k = 0, then (Z,w)
does not have q-duality for q > p for some w arbitrarily close to z.
Proof. The only part that does not follow immediately from Theorem 1.3,
Proposition 1.4 and Proposition 1.5 is if q > p, (Z,z) is not Cohen-Macaulay
but there is equality in codimZk ≥ k + p for k = 0. However, in that case,
codimZ0 = p and codimZ1 ≥ p + 1, so since Z0 ⊇ Z1, there is some w ∈ Z0
arbitrarily close to z such that (Z,w) is Cohen-Macaulay (i.e., w ∈ Z0 \Z1),
and we can apply Proposition 1.4.

2. The case of a reduced complete intersection
We begin by showing how to prove Corollary 1.6 in the case when Z
is a reduced complete intersection, i.e., that Z = {h1 = · · · = hr = 0}, where
r = codimZ, and dh1 ∧ · · · ∧ dhr , 0 generically on Z.
Proposition 2.1. Let (Z,z) be a reduced complete intersection and assume that
codimZsing = p. Then, for all w in some neighborhood of z, (Z,w) has q-duality
for q < p, and there exists w arbitrarily close to z such that (Z,w) does not have
q-duality for q ≥ p.
In this case, the main ideas of the proof in the general case appear, but
it only involves the Coleff-Herrera product, and hence we avoid many of
the technicalities of the proof in the general case.
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By the Poincaré-Lelong formula, see Section 3.6 in [CH],
(2.1)
1
(2pii)r
∂¯
1
hr
∧ · · · ∧ ∂¯ 1
h1
∧ dh1 ∧ · · · ∧ dhr = [Z].
Now, let f = (f1, . . . , fq) be a complete intersection on Z, and consider µf
as a current in the ambient space, as given by (1.2). By considering the
regularization of µf in (1.2), using the Poincaré-Lelong formula (2.1) on
[Z], and also regularizing µh in (2.1), we get
(2.2) i∗µf =
∂¯|fq|2λ2 ∧ · · · ∧ ∂¯|f1|2λ2 ∧ ∂¯|hr |2λ1 ∧ · · · ∧ ∂¯|h1|2λ1
fq . . . f1hr . . .h1
∧ η
∣∣∣∣∣∣
λ1=0,λ2=0
,
where η = (2pii)−rdh1 ∧ · · · ∧ dhr . Note that f being a complete intersec-
tion on Z means that (f ,h) is a complete intersection on Cn. In this case,
by results of Samuelsson, [S], the right-hand side of (2.2) is continuous in
(λ1,λ2) near (0,0). In particular, we can instead take the analytic continu-
ation where λ1 = λ2 = λ to λ = 0, which equals the Coleff-Herrera product
of (f ,h), i.e.,
(2.3) i∗µf = ∂¯
1
fq
∧ · · · ∧ ∂¯ 1
f1
∧ ∂¯ 1
hr
∧ · · · ∧ ∂¯ 1
h1
∧ η.
The representation (2.3) of the Coleff-Herrera product will be the ba-
sis of proving Proposition 2.1. First, we consider the case when q < p.
Since Z is a reduced complete intersection, η = (2pii)−rdh1 ∧ · · · ∧ dhr is
non-vanishing on Zreg. Thus, if g ∈ annµf , i.e., by considering g in the
ambient space, gi∗µf = 0, we get from (2.3) that g annihilates the Coleff-
Herrera product µ(f ,h) on Zreg. The Coleff-Herrera product belongs to a
class of currents called pseudomeromorphic currents, see Section 3. This
class of currents is closed under multiplication with smooth functions, and
have the property that if T is a pseudomeromorphic (∗, k)-current with sup-
port on a variety of codimension > k, then T = 0, see Proposition 3.3. Thus,
the current gµ(f ,h) is in fact 0, since it is a (0,q+ r)-current with support on
Zsing which has codimension p + r (in Cn). By the duality theorem (on Cn),
g ∈ J (f ,h), i.e., g ∈ J (f ) in OZ = O/J (h). Hence, Z has q-duality if q < p.
We now consider the case when q ≥ p. We can find w arbitrarily close
to z, and a complete intersection f = (f1, . . . , fq) on (Z,w) such that Z(f ) ⊆
Zsing, see Section 5, and in particular Lemma 5.3. Let I = J (f1, . . . , fq), and
V = Z(I). It follows from the Nullstellensatz that there exists a holomor-
phic function g such that g < I , but g ∈ JV and gJV ⊆ I , see the proof of
Proposition 1.4 in Section 7.
We claim the g annihilates µf , and since g < J (f ), this proves the sec-
ond part of Proposition 2.1. To prove this claim, note first that by the
implicit function theorem, η = (2pii)−rdh1 ∧ · · · ∧ dhr vanishes on Zsing,
i.e., if η =
∑
|I |=r hIdzI , then each hI ∈ JZsing . Since V ⊆ Zsing, we get that
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JZsing ⊆ JV . Hence, ghI ∈ gJZsing ⊆ gJV ⊆ I , where the last inclusion fol-
lows by the choice of g. Thus, we get from multiplying (2.3) by g that g
annihilates µf , since each term ghI from gη annihilates the Coleff-Herrera
product µ(f ,h).
3. Residue currents and free resolutions
When Z is a reduced complete intersection defined by h, the Coleff-
Herrera product µh is a natural current associated to Z, and in Section 2, the
factorization of the integration current [Z] in terms of µh was the starting
point of the argument. We want to find a corresponding current RZ and a
factorization of the integration current [Z] also when Z is not a complete
intersection, see Theorem 6.3 below. To do this, we use a construction by
Andersson and Wulcan of currents associated to free resolutions of ideals,
[AW1].
Let J be a coherent ideal sheaf, and let (E,ϕ) be a locally free resolution
of the sheaf O/J as in (1.3). Mostly, we will use the case when J = JZ , the
sheaf of holomorphic functions vanishing on the analytic variety Z.
In particular, if Z is a reduced complete intersection, and JZ =
J (h1, . . . ,hp), then the Koszul complex of h is a free resolution of O/JZ .
In this case, the current associated to the Koszul complex of h equals the
Coleff-Herrera product µh, Theorem 3.2.
To construct the current associated to E, one first defines, outside of Z =
Z(J ), right inverses σk : Ek−1→ Ek to ϕk which are minimal with respect to
some metric on E, i.e., ϕkσk |Imϕk = IdImϕk , σk = 0 on (Imϕk)⊥, and Imσk ⊥
kerϕk . One lets
u = σ1 + σ2∂¯σ1 + · · ·+ σN ∂¯σN−1 . . . ∂¯σ1.
Then, if F . 0 is a holomorphic function vanishing at Z, RE is defined by
(3.1) RE = ∂¯|F|2λ ∧u|λ=0,
where for Reλ  0, this is a (current-valued) analytic function in λ, and
|λ=0 denotes the analytic continuation to λ = 0. See [AW1] for more details.
Let REk denote the part of R
E with values in Ek , i.e., R
E
k is a Ek-valued
(0, k)-current. If Z = Z(J ), and codimZ = p, then we will in fact have that
(3.2) RE = REp + · · ·+REN ,
where N is the length of the free resolution (E,ϕ).
The current RE has the following crucial property, [AW1], Theorem 1.1.
Theorem 3.1. Let RE be the current associated to a free resolution (E,ϕ) of an
ideal J . Then annRE = J .
If Z is an analytic subvariety, we will denote by RZ the current associ-
ated with a free resolution of JZ of minimal length. Note that this current
is not in general uniquely defined, as it might depend on the choice of met-
rics.
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In this article, we are only concerned with local (or semi-local) state-
ments, so the reader may very well assume the vector bundles are in fact
free modules. However, we still keep the notation of vector bundles, partly
to keep a consistent notation, but also since it is advantageous to be able to
refer to the specific vector bundle Ek and not just the free module O⊕rk .
If f = (f1, . . . , fp) defines a complete intersection, the Coleff-Herrera
product coincides with the so called Bochner-Martinelli current of f , as in-
troduced by Passare, Tsikh and Yger in [PTY] in the smooth case. It was also
developed in the case of an analytic variety in [BVY]. If f defines a com-
plete intersection, the Bochner-Martinelli current of f , denoted Rf , can be
defined as the current associated with the Koszul complex of f . In fact,
in [AW1], currents associated with any generically exact complex of vector
bundles are defined, and not only free resolutions as described above, and
then the Bochner-Martinelli current for an arbitrary f can be defined as the
current associated with the Koszul complex of f , see [A1]. This equality of
the Coleff-Herrera product and the Bochner-Martinelli current makes the
Coleff-Herrera product fit in the framework of residue currents associated
with a free resolution, and this substitution will be used throughout the ar-
guments. The theorem below is Theorem 4.1 in [PTY] in the smooth case,
and Theorem 6.3 in [L] in the singular case.
Theorem 3.2. If f = (f1, . . . , fp) defines a complete intersection on Z, then the
Bochner-Martinelli current Rf of f equals the Coleff-Herrera product µf of f .
Pseudomeromorphic currents were introduced in [AW2]. A current of
the form
1
zk1i1
· · · 1
zkmim
∂¯
1
zkm+1im+1
∧ · · · ∧ ∂¯ 1
z
kp
ip
∧α,
where α is a smooth form with compact support, is called an elementary
current. A current T is said to be a pseudomeromorphic current, denoted
T ∈ PM, if it is a locally finite sum of push-forwards of elementary cur-
rents under compositions of smooth modifications and open inclusions. As
can be seen from their construction, the Coleff-Herrera product µf and the
current RE associated with a free resolution are pseudomeromorphic. We
will need the following two properties of pseudomeromorphic currents,
see Proposition 2.3 and Corollary 2.4 in [AW2].
Proposition 3.3. If T ∈ PM is of bidegree (0,p) and T has support on a variety
of codimension ≥ p+ 1, then T = 0.
Proposition 3.4. If T ∈ PM has support on Z, and if f is a holomorphic func-
tion vanishing on Z, then f¯ T = 0.
We will use results from [A2], that one can define products of the cur-
rents Rf and RZ , and that under certain conditions, the annihilator of the
product Rf ∧RZ equals the sum of the ideals J (f ) +JZ . This type of prod-
uct can be defined more generally for currents RE and RF associated with
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two free resolutions E and F. If RE is defined by
RE := ∂¯|G|2λ ∧u|λ=0,
then RE ∧RF can be defined by
RE ∧RF := ∂¯|G|2λ ∧u ∧RF |λ=0.
Remark 2. If we consider Rf ∧RZ , where f = (f1, . . . , fp) is a strongly holo-
morphic mapping on Z, then this depends a priori on the choice of repre-
sentatives of f in the ambient space. We will only need that under certain
conditions, annRf ∧ RZ = J (f ) + JZ , which is independent of the choice
of representatives. However, one can in fact show that Rf ∧ RZ does not
depend on the choice of representatives, essentially due to that RZ is anni-
hilated by both holomorphic and anti-holomorphic functions vanishing on
Z.
If
0→ En
ϕn−−→ En−1→ . . .
ϕ1−−→ E0→ 0
and
0→ Fm
ψm−−→ Fm−1→ . . .
ψ1−−→ F0→ 0
are two complexes, then one can form the tensor product of the complexes,
denoted (E⊗F,ϕ⊗ψ), by letting (E⊗F)k = ⊕i+j=kEi⊗Fj and (ϕ⊗ψ)(ξ⊗η) =
ϕiξ ⊗ η + (−1)iξ ⊗ψjη if ξ ⊗ η ∈ Ei ⊗Fj .
The following theorem, Theorem 4.1 and Remark 8 in [A2], and its
corollary gives conditions for when the annihilator of RE ∧ RF coincides
with the sum of the annihilators, and when the tensor product of two (min-
imal) free resolutions is a (minimal) free resolution.
Theorem 3.5. Let (E,ϕ) and (F,ψ) be free resolutions of ideal sheaves I and J ,
and let ZIk and Z
J
l be the associated sets where ϕk and ψl does not have optimal
rank. If codim(ZIk ∩ZJl ) ≥ k + l for all k, l ≥ 1, then annRE ∧RF = I +J and
(E ⊗ F,ϕ ⊗ ψ) is a free resolution of I + J . In addition, if both E and F are
minimal free resolutions at some point z, then the tensor product is a minimal
free resolution.
To be precise, the last statement is not included in [A2]. However, if
the tensor product is a free resolution, it follows immediately from the def-
inition of minimality at some z, that Imϕk ⊆mzO(Ek−1) (where mz denotes
the maximal ideal of OCn,z), that it is minimal.
Corollary 3.6. If f = (f1, . . . , fp) is a reduced complete intersection on Z, and
codimZf ∩Z l ≥ p + l for l ≥ 1, then annRf ∧RZ = J (f ) +JZ , and the tensor
product of the Koszul complex of f and a free resolution of JZ is a free resolution
of J (f ) +JZ . In addition, if the free resolution of JZ is minimal at some point
z, then the tensor product is a minimal free resolution.
Proof. If f is a complete intersection, then the Koszul complex of f is a
minimal free resolution, and its associated singularity subvarieties Zfk are
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equal to Zf for k ≤ p, and empty for k > p. Since Zl = Z for l ≤ codimZ,
the condition codimZf ∩Zl ≥ p + l is automatic for l ≤ codimZ since f is
a complete intersection on Z. Thus, the condition codimZfk ∩ Zl ≥ k + l
becomes just codimZf ∩Z l ≥ p+ l. 
4. Proof of Theorem 1.3
The inclusion J (f1, . . . , fp) ⊆ annµf follows from Theorem 1.2 (also
without the conditions on Zk ∩ Zf ), so we only need to prove the re-
verse inclusion. Assume that Z ⊆ Ω ⊆ Cn and that codimZ = q. Then
i∗µf = µf ∧ [Z], where i : Z → Ω is the inclusion, and by Theorem 3.2,
µf ∧ [Z] = Rf ∧ [Z]. We will show that g ∈ ann(Rf ∧ [Z]) implies that
g ∈ ann(Rf ∧RZ ) (which does not hold in general, but does under the con-
ditions of the theorem). By (3.21) in [AS], outside of Zsing there exists a
smooth (q,0)-vector field γ such that γ¬[Z] = RZq . Then, outside of Zsing,
gRf ∧RZq = gRf ∧ (γ¬[Z]) = γ¬(gRf ∧ [Z]) = 0.
Hence gRf ∧ RZq is a (0,p + q)-current with support on Zf ∩ Zsing, so by
Proposition 3.3, it is 0 since Zf ∩Zsing has codimension ≥ p+ q+ 1.
Outside of Zk+1, there exists a smooth Hom(Eq+k ,Eq+k+1)-valued
smooth (0,1)-form αq+k+1 such that R
Z
q+k+1 = αq+k+1R
Z
q+k , see [AW1].
We will prove by induction that
(4.1) gRf ∧RZq+k = 0.
Above we proved this for k = 0, so let us assume that it is proved for k.
Then, outside of Zf ∩Zk+1,
gRf ∧RZq+k+1 = αq+k+1(gRf ∧RZq+k) = 0.
Thus gRf ∧RZq+k+1 has support on Zf ∩Zk+1 which has codimension ≥ p+q+
k+2, and since it is a pseudomeromorphic current of bidegree (0,p+q+k+1),
it is 0 by Proposition 3.3. Thus we have proven that g ∈ ann(Rf ∧RZ ). By
Corollary 3.6, ann(Rf ∧RZ ) = J (f )+JZ , and hence we get that g ∈ J (f )+JZ .
5. Complete intersections and choice of coordinates
This section contains several lemmas about choices of coordinates and
existence of complete intersections containing a certain variety. They will
be used throughout the rest of the sections. This first lemma, which is
based on the first lemma in Section 5.2.2 in [GR], is the basis for the rest of
them.
Lemma 5.1. Assume that (V ,z) ⊆ (Z,z), where (Z,z) has pure dimension, V
has codimension ≥ 1 in Z and that there exists f = (f1, . . . , fm) such that (V ,z) =
(Z,z)∩ {f1 = · · · = fm = 0}. Then there exists a finite union, E, of proper linear
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subspaces of Cm, such that (Z,z) ∩ {a · f = 0} has codimension 1 in (Z,z) if
a ∈Cm \E.
Proof. The set E of a ∈Cm such that (Z,z)∩{a · f = 0} = (Z,z) is a linear sub-
space ofCm, and since (Z,z)∩{f1 = · · · = fm = 0} has positive codimension, it
must be a proper subspace. If (Z,z) is irreducible, there thus exists a proper
subspace E ⊆ Cm such that (Z,z)∩ {a · f = 0} has codimension 1 in (Z,z) if
a ∈Cm \E. If (Z,z) is reducible, then there exists such subspaces Ei for each
irreducible component (Zi , z) of (Z,z), and thus we can take E = ∪Ei . 
The following two lemmas are about existence of certain complete in-
tersections containing a given variety, and their existence are the basis for
the counterexamples to the duality theorem.
Lemma 5.2. Assume that (V ,z) ⊆ (Z,z), where (Z,z) has pure dimension,
codimV = p in Z, and let f = (f1, . . . , fm) be such that (V ,z) = (Z,z) ∩ {f1 =
· · · = fm = 0}. Then there exists f ′ = (f ′1 , . . . , f ′p ), a complete intersection on Z,
such that (V ,z) ⊆ (V ′ , z) := (Z,z)∩ {f ′1 = · · · = f ′p = 0}, where f ′i =
∑
ai,jfj .
Proof. By Lemma 5.1, there exists E ⊆ Cm such that (Z,z)∩ {a · f = 0} has
codimension 1 in (Z,z) for a ∈ Cm \ E. We choose f ′1 = a · f , for some a ∈
Cm \ E. Proceeding in the same way with (Z,z)∩ {f ′1 = 0} instead of (Z,z),
we get f ′2 such that (Z,z)∩ {f ′1 = f ′2 = 0} has codimension 2 in Z. Repeating
this, f ′ = (f ′1 , . . . , f ′p ) will be the desired complete intersection. 
Lemma 5.3. Assume that (V ,z) ⊆ (Z,z), where (V ,z) has codimension p in
(Z,z) and dim(Z,z) = d. Then, for some w arbitrarily close to z, there exists
a complete intersection f = (f1, . . . , fd) ∈ O⊕dZ,w such that (V ,w) = (Z,w)∩ {f1 =· · · = fp = 0}.
Proof. By Lemma 5.2, there exists f = (f1, . . . , fp) a complete intersection on
(Z,z) such that (V ,z) ⊆ (V ′ , z), where V ′ = {f1 = · · · = fp = 0}. Since the set
where V ′ is reducible has codimension > p, there exists some w arbitrarily
close to z such that (V ,w) = (V ′ ,w). Then we apply Lemma 5.2 again to
({w},w) ⊆ (V ,w) to find (fp+1, . . . , fd), a complete intersection on (V ,w), so
that f = (f1, . . . , fd) is the desired complete intersection. 
This last lemma is about the existence of a certain choice of coordinates,
which is used in the proof of Theorem 6.3.
Lemma 5.4. Let (Z,0) ⊆ (Cn,0) and assume that Z has pure dimension d. Then
we can choose coordinates w on Cn such that (Z,0) ∩ {wI = 0} = {0} for all
I ⊆ {1, . . . ,n} with |I | = d.
Proof. We will choose the coordinates w on Cn inductively. By
Lemma 5.1, there exists E such that (Z,0) ∩ {a · z = 0} has codimension
1 in Z if a < E, and we choose w1 = a · z for some a < E. Now, we as-
sume by induction that we have chosen coordinates (w1, . . . ,wk) such that
(Z,0)∩ {wI = 0} has codimension |I | for each I ⊆ {1, . . . , k} with |I | ≤ d. For
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each I ⊆ {1, . . . , k} with |I | ≤ d − 1, we can then find EI by Lemma 5.1 such
that (Z,0) ∩ {wI = 0} ∩ {a · z = 0} has codimension 1 in (Z,0) ∩ {wI = 0} if
a < EI . Since each EI is a finite union of proper subspaces of Cn, we can
find a ∈ Cn \ ∪EI , and we then let wk+1 = a · z. Proceeding in this way,
w = (w1, . . . ,wn) will be the desired choice of coordinates. 
6. Representations of the integration current in the Cohen-Macaulay
case
To prove Proposition 1.4, we will use the following representation of
the integration current [Z] on Z in terms of the current RZ . Assume that
Z is Cohen-Macaulay, and that codimZ = p, so that RZ = RZp by (3.2). By
Example 1, [A3], there exist holomorphic (p,0)-forms ξi such that
(6.1) [Z] =
∑
ξi ∧RZp,i ,
where RZp,i are the various components of R
Z , i.e., given a local frame
(e1, . . . , eN ) of O(Ep), RZp =
∑
RZp,iei .
If Z is a reduced complete intersection defined by f = (f1, . . . , fp), then
RZ = µf by Theorem 3.2, and by the Poincaré-Lelong formula, see [CH], we
have
[Z] =
1
(2pii)p
∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
∧ df1 ∧ · · · ∧ dfp.
Thus, we can take ξ = df1 ∧ · · · ∧ dfp, and then it is clear by the implicit
function theorem that ξ vanishes at Zsing. We will show that this is the case
also when Z is Cohen-Macaulay. This is Theorem 6.3, and the proof will
use the following lemmas. Recall that the socle of module M over a local
ring (R,m, k) is defined as HomR(k,M), see [BH]. We will use the following
characterization of the socle, which is immediate from the definition:
(6.2) HomR(k,M)  {α ∈M | mα = 0}.
Lemma 6.1. Let q be a germ of an ideal at 0 such that
√
q = m, where m is the
maximal ideal at 0, and let
(6.3) 0→O(En)
ϕn−−→ ·· · ϕ1−−→O(E0)→O/q→ 0
be a minimal free resolution of O/q, where O = OCn,0. Then
dimCHomO(O/m,O/q) = rankEn.
Proof. We have
rankEn = dimTorn(O/m,O/q)
since Torn(O/m,O/q) is just the n:th homology of the complex (6.3) tensored
with O/m. This is CrankEn since the free resolution is minimal so that if
ϕ˜n : O(En)⊗O/m→O(En−1)⊗O/m,
then ϕ˜n = 0 since Imϕn ⊆ mEn−1 by definition of minimality of a free res-
olution. However, Torn(O/m,O/q) can also be computed by taking a free
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resolution of O/m, tensoring it with O/q and taking homology. Since the
Koszul complex of (z1, . . . , zn) is a free resolution of O/m, we get
Torn(O/m,O/q)  Ker
 n∧O/q δz−→ n−1∧O/q

 {α ∈ O/q | mα = 0} HomO(O/m,O/q),
where the last equality is (6.2). 
Lemma 6.2. Assume that there exist pseudomeromorphic currents µ1, . . . ,µN
such that q = ∩annµi , where q is an ideal such that √q =m. Then
N ≥ dimCHomO(O/m,O/q).
Proof. We claim that there exists a C-linear injective mapping
µ˜ : HomO(O/m,O/q)→CN ,
which proves the statement. We consider HomO(O/m,O/q) as (6.2). Since
q ⊆ annµi , the mapping α 7→ αµi ,α ∈ HomO(O/m,O/q) is well-defined.
Since mα = 0, and mµi = 0 by Proposition 3.4, αµi is a current of order
0 with support on {0}. Thus
(6.4) αµi = aiR0,
for some ai ∈ C, where R0 is the current δz=0dz¯, that is, R0.αdz = α(0). We
thus get a mapping
µ˜(α) = (a1, . . . , aN ),
where ai are defined by (6.4). It only remains to see that µ˜ is injective.
However, if µ˜(α) = 0, then α ∈ ∩annµi = q, so α = 0 in O/q. 
Combining Lemma 6.1 and Lemma 6.2, if f is a complete intersection
on Z, where Z is Cohen-Macaulay, then none of the components in the
decomposition Rf ∧RZ = ∑Rf ∧RZp,i are redundant. This will be a crucial
step in the proof of the following theorem.
Theorem 6.3. Let Z ⊆ Ω ⊆ Cn be a subvariety of Ω of codimension p, and
assume that Z is Cohen-Macaulay. Then there exists holomorphic (p,0)-forms
ξi such that
[Z] =
∑
ξi ∧RZp,i ,
and if RZ is defined with respect to a minimal free resolution of OZ , then all ξi
vanish at Zsing.
Proof. As mentioned in the introduction of the section, the existence of ξi
is Example 1 in [A3], so we only need to prove that ξi vanish at Zsing if RZ
is defined with respect to a minimal free resolution. Assume that 0 ∈ Zsing.
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We begin by choosing coordinates in Cn such that {wJ = 0} ∩Z = {0} for all
J ⊆ {1, . . . ,n} with |J | = n− p, which is possible by Lemma 5.4. We have
(6.5) [Z] =
∑
i,|I |=p
ξI,idwI ∧RZp,i ,
where ξI,i are holomorphic functions, and we are done if we can prove that
ξI,i(0) = 0 for all ξI,i .
Fix some I ⊆ {1, . . . ,n} with |I | = p. Let w′ = (wJ1 , . . . ,wJn−p ), where J = Ic.
By the Poincaré-Lelong formula applied to w′ on Z, see [CH], Section 1.9,
we have that
1
(2pii)p
Rw
′ ∧ dw′ ∧ [Z] = k[0]
for some k ≥ 1. Combined with the Poincaré-Lelong formula applied to w
in Cn, we get
Rw ∧ dw = (2pii)n[0] = ((2pii)n−p/k)Rw′ ∧ dw′ ∧ [Z].
Since by (6.5)
dw′ ∧ [Z] = ±
∑
i
ξI,idw∧RZp,i
we get that
(6.6) Rw = C
∑
i
ξI,iR
w′ ∧RZp,i
for some constant C , 0.
We first consider the case when RZ consists of one single component
RZp . By Corollary 3.6, ann(R
w′ ∧ RZp ) = J (w′) + JZ . We claim that the in-
clusion J (w)0 ⊇ (J (w′) + JZ )0 is strict. If the inclusion is not strict, then
w′ generates the maximal ideal mZ,0 in OZ,0, which is a contradiction by
Proposition 4.32 in [D], since the number of functions needed to gener-
ate the maximal ideal at a singular point must be strictly larger than the
dimension. Thus there exists a g in
J (w)0 \ (J (w′) +JZ )0 = (annRw)0 \ (ann(Rw′ ∧RZp ))0.
Multiplying (6.6) by g, we get that gξI ∈ ann(Rw′ ∧RZp ), and hence we must
have ξI (0) = 0.
Now we consider the case when RZp consists of more than one com-
ponent. By Corollary 3.6, the tensor product of the Koszul complex of
w′ and the minimal free resolution of JZ is a minimal free resolution of
q := J (w′) +JZ , and the rank N of its left-most non-zero module is equal
to the rank of the left-most non-zero module in the free resolution of JZ
since the left-most non-zero module of the Koszul complex has rank 1. By
Corollary 3.6, we have
(6.7) q = ∩Ni=1 ann(Rw
′ ∧RZp,i).
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By Lemma 6.1, N = dimCHomO(O/m,O/q) and by Lemma 6.2, if q =
∩mi=1 annµi , then m ≥ N . Thus, if we remove one term ann(Rw
′ ∧ RZp,i)
from the intersection in (6.7), we get something strictly larger, i.e., for any
i,
(6.8) (∩j,i ann(Rw′ ∧RZp,j )) \ (annRw
′ ∧RZp,i) , ∅.
We fix some i = 1, . . . ,n, and take gi in (6.8) and multiply (6.6) by gi . Since
gi ∈ ∩j,i ann(Rw′ ∧RZp,j ), we must have gi ∈m, so giRw = 0. Thus we get
giξI,iR
w′ ∧RZp,i = 0.
Since gi < ann(Rw
′ ∧RZp,i) but giξI,i ∈ ann(Rw
′ ∧RZp,i), we must have ξI,i ∈m,
and we are done. 
7. Proof of Proposition 1.4
By moving to a nearby germ (Z,w), we can assume that Zsing has pure
codimension k, and that there exists a complete intersection f = (f1, . . . , fq)
on (Z,w) such that (Zsing,w) = {f1 = · · · = fk = 0} ∩ (Z,w), see Lemma 5.3.
We let I = J (f1, . . . , fq)w and V = Z(I ), and since q ≥ k, V ⊆ Zsing. Since
JV ,w is finitely generated over OZ,w, we get from the Nullstellensatz that
J mV ,w ⊆ I for m sufficiently large. Now, we choose m to be minimal such
that this inclusion holds. Thus, there exists a function g ∈ J m−1V ,w \ I , such
that gJV ,w ⊆ I . Since g < I , we are done if we can show that gµf ∧ [Z] = 0.
By Theorem 3.2, we can replace µf by Rf , and instead show that gRf ∧
[Z] = 0. By Theorem 6.3
gRf ∧ [Z] = g
∑
ξi ∧Rf ∧Rpi ,
where ξi are holomorphic (p,0)-forms vanishing on Zsing. Thus ξi =∑
ξI,idwI , where ξI,i are holomorphic functions vanishing at Zsing. Since
gJV ,w ⊆ I and JZsing,w ⊆ JV ,w, we get that gξI,i ∈ I in OZ,w. By Corol-
lary 3.6, annRf ∧ RZ = I + JZ,w. Since if gξI,i ∈ I in OZ,w, then gξI,i ∈
I +JZ,w in OCn,w, we get that gRf ∧ [Z] = 0.
8. Singularity subvarieties and counterexamples in the non
Cohen-Macaulay case
We will recall the notion of singularity subvarieties of analytic sheaves
from [ST]. Let R be a local Noetherian ring and M , 0 a finitely generated
R-module. A regular M-sequence in an ideal I ⊆ R is a sequence (f1, . . . , fp)
in I such that fi is not a zero-divisor in M/(f1, . . . , fi−1)M for i = 1, . . . ,p.
The depth of an ideal I on a module M, denoted depthIM is the maximal
length of a regularM-sequence in I . By depthRM, we will denote the depth
of the maximal ideal m of R on M. This is also called the homological
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codimension of M. The homological dimension of M, denoted dhRM, is
defined as the minimal length of any free resolution of M.
A regular local ring is a local ring R such that the maximal ideal m of
R is generated by n = dimR elements, where dimR is the Krull-dimension
of R, that is, the maximal length of a strict chain of prime ideals in R. In
particular, if Z is an analytic variety, then OZ,z is a regular local ring if and
only if z ∈ Zreg, see Proposition 4.32 in [D]. The following is Theorem 19.9
in [E], the Auslander-Buchsbaum formula.
Proposition 8.1. If R is a regular local ring, and M is a finitely generated R-
module, then dhRM + depthRM = dimR.
Let F be a coherent analytic sheaf onΩ ⊆Cn, and letOz denote the ring
of germs of holomorphic functions at z in Ω. The singularity subvarieties,
Sm, of F are defined by
Sm(F ) = {z ∈Ω;depthOz Fz ≤m},
where we use the convention that depthRM = ∞ if M = 0, so that Sm ⊆
suppF . We will use the following alternative definition of the sets Zk as-
sociated with an analytic sheaf above:
(8.1) Zk(F ) = {z ∈Ω;dhOz Fz ≥ k}
(in the introduction, we defined the setsZk if F was of the formO/J , where
J was an coherent ideal sheaf, but the same definition works for any co-
herent analytic sheaf). To see this, note first that if rankϕk(z) is constant in
a neighborhood of some z0 ∈Ω (i.e., z0 < Zk), then O(Ek−1)/Imϕk is free in a
neighborhood of z0, soO/J has a free resolution of length k−1. Conversely,
by the uniqueness of minimal free resolutions, rankϕk(z) must be constant
in a neighborhood of z if k > dhOz Fz.
Proposition 8.2. If F is coherent analytic sheaf on some open set in Cn, we
have Sk(F ) = Zn−k(F ).
Proof. This follows from Proposition 8.1 and (8.1). 
LetΩ ⊆Cn be an open set, A a subvariety ofΩwith ideal sheaf JA, and
F a coherent analytic sheaf in Ω. For z ∈Ω, we define
depthA,zF =
{ ∞ if Fz = 0
depthJA,z F otherwise
.
and
depthAF = infz∈AdepthA,zF
The following is (part of) Theorem 1.14 in [ST].
Theorem 8.3. Let Ω ⊆ Cn be some open set, A a subvariety of Ω, and F a
coherent analytic sheaf in Ω. Then for q ≥ 1, we have depthAF ≥ q if and only
if dimA∩ Sk+q(F ) ≤ k for all k.
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In particular, if we let Z be an analytic subvariety of Ω, F = OZ , and
A = Z1, where the sets Zk associated with Z are defined as in (1.4), we get
the following.
Corollary 8.4. For q ≥ 1, we have depthZ1OZ ≥ q if and only if codimZk ≥
q+ k in Z for all k ≥ 1
Proof. If we apply Theorem 8.3 to A = Z1 and F = OZ , then we only need to
prove that codimZk ≥ q+k for k ≥ 1 is equivalent to dimZ1∩Sk+q(OZ ) ≤ k.
We can write the last condition as dim(Z1 ∩Zn−k−q) ≤ k by Proposition 8.2.
If we replace dimV by n−codimV and set k′ = n−k−q, we get codim(Z1∩
Zk′ ) ≥ q + k′. Since Zk = Z for k ≤ p, where p = codimZ, and Z1 = Zp+1, this
condition for k ≤ p is equivalent to codimZp+1 ≥ p + q + 1 (in Ω), and since
Zk ⊆ Zp+1 = Z1 for k > p + 1, this is equivalent to codimZp+k ≥ p + q + k for
k ≥ 2. 
In Cn, it is a standard result that a tuple f = (f1, . . . , fp) of holomorphic
functions is a complete intersection if and only if it is a regular sequence
(see for example [dJP], Corollary 4.1.20). However, Corollary 8.4 says that
this is not always the case on a singular variety. We will illustrate this with
an example.
Example 2. Let pi(t1, t2) = (t1, t1t2, t22 , t
3
2), and let Z = pi(C
2). Then Zsing = {0},
because outside of {t1 = t2 = 0}, one can construct a holomorphic inverse to
pi, and we will see thatZ is not normal at 0, so 0 ∈ Zsing. The function f such
that pi∗f = t2 is weakly holomorphic on Z, since when t1 , 0, f = z2/z1, and
when t2 , 0, f = z4/z3, so that f ∈ O(Zreg), and it is clear that f is locally
bounded near Zsing = {0}. However, f is not strongly holomorphic at 0,
because if f = h on Z in a neighborhood of 0, where h is holomorphic in a
neighborhood of 0 in C4, then by taking pull-back by pi to C2, we get
t2 = h(t1, t1t2, t
2
2 , t
3
2),
which can be seen to be impossible by a Taylor expansion of h at 0.
Since Z has pure dimension, codimZk ≥ k + 1 for k ≥ 1 by [E], Corol-
lary 20.14b. Hence, Zk = ∅ for k ≥ 2. Since Z is not normal, it does not
satisfy the condition
(8.2) codimZk ≥ k + 2, k ≥ 0
for normality (see the introduction). However, since Z0 = Zsing = {0},
the condition (8.2) is satisfied for all k , 1. Thus, since Z1 ⊆ Zsing, and
codimZ1  3, we must have Z1 = {0}. By Corollary 8.4, there does not
exist a regular OZ-sequence f = (f1, f2) in JZ1 , since any such sequence
has length ≤ 1. In particular, if we take f = (z1, z3), then f is a complete
intersection since Z∩{z1 = z3 = 0} = {0}, but f is not a regular sequence. We
claim that one can also see this more directly. To begin with, it is clear that
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z3 < (z1) in OZ since Z∩{z1 = 0} * Z∩{z3 = 0}. We also have that z2 < (z1) in
OZ , since if z2 ∈ (z1), then by taking pull-back to C2 as above, we get
t1t2 = t1h(t1, t1t2, t
2
2 , t
3
2),
which is easily seen to be impossible. However, since z2z3 = z1z4 in OZ , we
get that z2z3 ∈ (z1) in OZ . Thus, z3 is a zero-divisor in OZ /(z1), i.e., (z1, z3) is
not a regular OZ-sequence in JZ1 .
Lemma 8.5. Let f = (f1, . . . , fk) be a complete intersection on (Z,z). If
ann
(
∂¯
1
fr
∧ · · · ∧ ∂¯ 1
f1
)
= J (f1, . . . , fr ) for all r < k,
then (f1, . . . , fk) is a regular OZ,z-sequence.
Proof. If k = 1, this is clear since OZ,z is reduced and f is assumed to be a
complete intersection. By induction over k, we can assume that (f1, . . . , fk−1)
is a regular OZ,z-sequence. Assume that (f1, . . . , fk) is not a regular sequence
in OZ,z. Then, since fk < J (f1, . . . , fk−1), there exist g < J (f1, . . . , fk−1) such
that fkg ∈ J (f1, . . . , fk−1). But since g ∈ J (f1, . . . , fk−1) outside of {fk = 0}, we
get that
supp
(
g∂¯
1
fk−1
∧ · · · ∧ ∂¯ 1
f1
)
⊆ {f1 = · · · = fk = 0}
by Theorem 1.2. But then by Proposition 3.3, we get that
g ∈ ann ∂¯ 1
fk−1
∧ · · · ∧ ∂¯ 1
f1
= J (f1, . . . , fk−1),
which is a contradiction. 
Proof of Proposition 1.5. By Lemma 5.2, there exists a complete intersec-
tion (f1, . . . , fp+1) such that Z1 ⊆ {f1 = · · · = fp+1 = 0}. By Corollary 8.4,
(f1, . . . , fp+1) is not a regular OZ,z-sequence in J (f1, . . . , fp+1)z. Thus by
Lemma 8.5, we must have that
(8.3) ann
(
∂¯
1
fk
∧ · · · ∧ ∂¯ 1
f1
)
) J (f1, . . . , fk)
for some k ≤ p. However, by Theorem 1.3, we have equality for k ≤ p − 1.
Thus we must have strict inclusion in (8.3) for k = p. 
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Abstract. Given two ideals I and J of holomorphic functions such that
I ⊆ J , we describe a comparison formula relating the Andersson-Wulcan
currents of I and J . More generally, this comparison formula holds for
residue currents associated to two generically exact complexes of vector
bundles, together with a morphism between the complexes.
We then show various applications of the comparison formula in-
cluding generalizing the transformation law for Coleff-Herrera prod-
ucts to Andersson-Wulcan currents of Cohen-Macaulay ideals, proving
that there exists a natural current RJZ on a singular variety Z such that
annRJZ = J , and giving an analytic proof of a theorem of Hickel related
to the Jacobian determinant of a holomorphic mapping by means of res-
idue currents.
1. Introduction
Given a tuple f = (f1, . . . , fp) of germs holomorphic functions at the ori-
gin inCn defining a complete intersection, i.e., so that codimZ(f ) = p, there
exists a current, called the Coleff-Herrera product of f ,
(1.1) µf = ∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
,
associated to it, as introduced in [CH]. One of the fundamental proper-
ties of the Coleff-Herrera product is the duality theorem, which says that
annµf = J (f ), where annµf is the annihilator of µf , i.e., the holomorphic
functions g such that gµf = 0, and J (f ) is the ideal generated by f . The du-
ality theorem was proven independently by Dickenstein and Sessa, [DS1],
and Passare, [P].
Another fundamental property of the Coleff-Herrera product is that it
satisfies the transformation law. Earlier versions of the transformation law
involving cohomological residues (Grothendieck residues) had appeared,
see for example [To], (4.3), and [GH], page 657.
Theorem 1.1. Let f = (f1, . . . , fp) and g = (g1, . . . , gp) be tuples of holomorphic
functions defining complete intersections. Assume there exists a matrix A of
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holomorphic functions such that f = gA. Then
∂¯
1
gp
∧ · · · ∧ ∂¯ 1
g1
= (detA)∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
.
In the setting of Coleff-Herrera products, the transformation law was
first stated in [DS1], and it was explained that the proof can be reduced to
the absolute case (when p = n) and cohomological residues, together with
the technique from [CH] of fibered residues. An elaboration of this proof
can be found in [DS2].
For cohomological residues as in [GH], the idea of the proof is that if
dg1∧· · ·∧dgn is non-vanishing, and A is invertible, then the transformation
law is essentially the change of variables formula for integrals, and the
general case is reduced to the previous case by perturbations of g and A.
In the case when p = n, the transformation law combined with the Null-
stellensatz allow to express in an explicit fashion the action of µf , see for
example [Ts], page 22. Essentially the same idea is also used in [GH] to
prove the duality theorem for Grothendieck residues by using the transfor-
mation law.
One particular case of the transformation law is when we choose dif-
ferent generators f ′ = (f ′1 , . . . , f ′p ) of the ideal generated by f . Then the
Coleff-Herrera product of f ′ differs from the one of f only by an invert-
ible holomorphic function, and hence, it can essentially be considered as a
current associated to the ideal J (f ) rather than the tuple f .
The requirement that f = gA means that J (f ) ⊆ J (g). Thus, by con-
sidering the Coleff-Herrera product of g as a current associated to the ideal
J (g), the transformation law says that inclusion of ideals J (f ) ⊆ J (g) im-
plies that we can express the Coleff-Herrera product associated to J (g) in
terms of the Coleff-Herrera product associated to J (f ).
1.1. A comparison formula for Andersson-Wulcan currents. Now, con-
sider an arbitrary ideal J ⊆ O = OCn,0 of holomorphic functions. Through-
out this article, we will letO denoteOCn,0, the ring of germs of holomorphic
functions at the origin in Cn unless otherwise stated. Let (E,ϕ) be a Her-
mitian resolution of O/J ,
0→ EN
ϕN−−→ EN−1→ . . .
ϕ1−−→ E0→O/J → 0,
i.e., a free resolution of O/J , where the free modules are equipped with
Hermitian metrics. Given E, Andersson and Wulcan constructed in [AW1]
a current RE such that annRE = J , where RE = ∑Nk=pREk , p = codimZ(J ),
and REk are Hom(E0,Ek)-valued (0, k)-currents. We will sometimes denote
the current RE by RJ , although it depends on the choice of Hermitian res-
olution E of O/J . We refer to Section 2 for a more thorough description
of the current RE . Such currents have been used, for example in the study
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of various questions related to singular varieties, like division problems in
[ASS, AW3, S], and the ∂¯-equation in [AS1, AS2].
In case J is a complete intersection defined by a tuple f , then J has
an explicit free resolution; the Koszul complex of f . In that case, the
Andersson-Wulcan current associated to the Koszul complex coincides with
the Coleff-Herrera product of f , see Section 2.3.
We now consider two ideals I and J such that I ⊆ J , and free resolu-
tions (E,ϕ) and (F,ψ) ofO/J andO/I respectively. We choose minimal free
resolutions, so that in particular rankE0 = rankF0 = 1, i.e., E0  O  F0, and
we let a0 : E0 → F0 be this isomorphism. Since I ⊆ J , we get the natural
surjection pi : O/I →O/J , and by the choice of a0, the diagram
E0 // O/J
F0
a0
OO
// O/I
pi
OO
commutes. Using the fact that the Fk are free, and that (E,ϕ) is exact, by a
simple diagram chase one can show that one can complete this to a com-
mutative diagram
(1.2) 0 // EN
ϕN
// EN−1
ϕN−1
// · · · ϕ1 // E0 // O/J // 0
0 // FN
ψN
//
aN
OO
FN−1
ψN−1
//
aN−1
OO
· · · ψ1 // F0
a0
OO
// O/I
pi
OO
// 0,
of the free resolutions, i.e., a : (F,ψ)→ (E,ϕ) is a morphism of complexes.
The main result of this article is a comparison formula for the currents
associated to I and J , obtained from the morphism a. The formula in-
volves forms uE and uF , which are certain endomorphism-valued forms on
the free resolutions E and F, see Section 2 for details about how they are
defined.
Theorem 1.2. Let I ,J ⊆ O be two ideals of germs of holomorphic functions
such that I ⊆ J , and let (E,ϕ) and (F,ψ) be minimal free resolutions of O/J
and O/I respectively. Let a : (F,ψ)→ (E,ϕ) be the morphism in (1.2) induced
by the natural surjection pi : O/I →O/J . Then,
(1.3) RJ a0 − aRI = ∇ϕM,
where ∇ϕ = ∑ϕk − ∂¯,
M = ∂¯|G|2λ ∧uE ∧ auF ∣∣∣
λ=0
,
and G is a tuple of holomorphic functions such that {G = 0} contains the set
where (E,ϕ) and (F,ψ) are not pointwise exact.
The theorem in fact holds in a more general setting. First of all, there
are Andersson-Wulcan currents associated not just to free resolutions, but
to generically exact complexes of vector bundles, and the theorem holds for
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such residue currents together with arbitrary morphisms of the complexes,
Theorem 3.2. To elaborate more precisely how the current M and ∇ϕ are
defined, more background from the construction of the Andersson-Wulcan
currents is required. We refer to Section 2 for the necessary background,
and Section 3 for a more precise statement of the comparison formula in
the general form.
One of the main applications of the comparison formula will be to con-
struct residue currents with prescribed annihilator ideals on singular va-
rieties, generalizing the construction of Andersson-Wulcan. We will treat
one aspect of the construction here, which is a rather direct consequence of
the comparison formula, and we will elaborate it in the article [L3]. We will
also discuss other direct applications and special cases of the comparison
formula.
1.2. A transformation law for Andersson-Wulcan currents associated
with Cohen-Macaulay ideals. Our first application is a situation in which
the current M in (1.3) vanishes. This gives a direct generalization of the
transformation law for Coleff-Herrera products to Andersson-Wulcan cur-
rents associated with Cohen-Macaulay ideals. We recall that an ideal J is
Cohen-Macaulay if O/J has a free resolution of length equal to codimZ(J ).
Theorem 1.3. Let I ,J ⊆ O be two Cohen-Macaulay ideals of germs of holo-
morphic functions of the same codimension p such that I ⊆ J . Let (F,ψ)
and (E,ϕ) be free resolutions of length p of O/I and O/J respectively. If
a : (F,ψ)→ (E,ϕ) is the morphism in (1.2) induced by the natural surjection
pi : O/I →O/J , then
RJp a0 = apRIp .
The proof of Theorem 1.3 is given in Section 4; it is a special case of
the more general Theorem 4.1. In Remark 3 in Section 4, we describe how
the transformation law for Coleff-Herrera product is a special case of The-
orem 1.3.
In the article [DS2], two proofs of the transformation law for Coleff-
Herrera products are given. One of the proofs can in fact be adapted to
give an alternative proof of Theorem 1.3, see Section 4.
See Section 4 for various examples of how one can use Theorem 1.3
or its generalization Theorem 4.1 to express the current RI for a Cohen-
Macaulay ideal I in terms of other currents in an explicit way. In Sec-
tion 5, we give an example of a computation when the ideal is not Cohen-
Macaulay.
In a forthcoming article joint with E. Wulcan, we use Theorem 1.3 to
compute currents likeDϕ1◦· · ·◦Dϕp◦Rp, generalizing the Poincaré-Lelong
formula. In another joint article, [LW], we use Theorem 1.3 to calculate in
a simpler and in some aspects more explicit way residue currents associ-
ated to Artinian monomial ideals, compared to earlier work by the second
author.
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1.3. Andersson-Wulcan currents on an analytic variety. Let J ⊆ OCn,0 be
an ideal of holomorphic functions. Then, the Andersson-Wulcan current
RJ is a current associated to J such that its annihilator equals J . It is
natural to ask if there exists a similar current on a singular analytic variety
(Z,0) ⊆ (Cn,0) associated to an ideal J ⊆ OZ , where OZ = O/IZ and IZ is
the ideal of holomorphic functions vanishing on Z.
There exists one natural candidate. If we consider the Andersson-Wul-
can current RJ +IZ on (Cn,0), its annihilator equals J + IZ . Thus, since its
annihilator contains IZ , we get a well-defined multiplication of it by holo-
morphic functions on Z, and its annihilator considered as an ideal in OZ
equals J .
We first remind briefly how to define currents on analytic varieties. The
usual way to define currents on an analytic variety is to first define test
forms on analytic varieties, and then define currents as continuous linear
functionals on the test forms. However, more concretely, if (Z,0) ⊆ (Cn,0),
and i is the inclusion i : (Z,0)→ (Cn,0), then T is a current of bidimension
(d,e) on Z if i∗T is a current of bidimension (d,e) on (Cn,0) which vanishes
when acting on test forms φ such that φ|Zreg = 0. Conversely, if T ′ is any
such current on (Cn,0), then T ′ defines a unique current T on Z such that
i∗T = T ′.
Since RJ +IZ is a current of bidimension (n,n − p) on Cn, it cannot be a
current on Z for degree reasons, so we consider instead RJ +IZ ∧ dz, where
dz = dz1 ∧ · · · ∧ dzn, which has the same annihilator as RJ +IZ .
Theorem 1.4. Let (Z,0) be a subvariety of (Cn,0), and let J ⊆ OZ be an ideal.
Then there exists a current RJZ on Z such that annR
J
Z = J , and i∗RJZ = RJ +IZ∧
dz.
Note that we do not assume that (Z,0) has pure dimension, i.e., it may
consist of components of different dimensions. The proof of Theorem 1.4 is
given in Section 6, using the comparison formula, Theorem 1.2. As we de-
scribed above, RJ +IZ ∧dz will define the current RJZ with the correct anni-
hilator if we prove that if φ is a test form vanishing on Zreg, then RJ +IZ∧dz
acting on φ is zero.
In fact, it will essentially follow from the proof of Theorem 1.4 that the
construction of RJZ on the singular variety Z can be seen as a generalization
of the construction of the Andersson-Wulcan current RJ of an ideal J on
a complex manifold. Since elaborating on this would lead us too far astray,
we will treat this topic in a separate article, [L3].
Note that by construction, IZ annihilates RJ +IZ , and by properties of
pseudomeromorphic currents, IZ , i.e., antiholomorphic functions vanish-
ing on Z, also annihilate RJ +IZ , Proposition 2.3. If (Z,0) is not irreducible,
it is easily seen that IZ and IZ do not generate the ideal of smooth func-
tions vanishing on Z. For example, if Z = {zw = 0} ⊆ C2, then zw¯ is smooth
and vanishes at Z, but it does not lie in the (smooth) ideal generated by
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holomorphic and antiholomorphic functions vanishing on Z. However,
this can happen also when (Z,0) is irreducible. For example, the variety
Z = {z33(z21 + z22)− z31 = 0} ⊆ C3 is irreducible at 0, but there exist z arbitrarily
close to 0 such that (Z,z) is not irreducible. In this case, the ideal of smooth
functions vanishing on Z is strictly larger than the ideal generated by IZ
and IZ , see [N], Proposition 9, Chapter IV and [M], Theorem 3.10, Chap-
ter VI. Thus, it is not immediate whether it is possible to prove Theorem 1.4
using only that it is annihilated by IZ and IZ .
Remark 1. In case J is a complete intersection defined by a tuple f on a
complex manifold Z, the Coleff-Herrera product of f coincides with the
Andersson-Wulcan current of J , and hence is a current on Z such that its
annihilator equals J . If Z is singular, the Coleff-Herrera product of f still
exists, and is a current on Z. However, in general its annihilator is strictly
larger than J , see [L2].
Trying to prove Theorem 1.4 was actually how we were lead to discover
the comparison formula. Proving that RIZ ∧ dz corresponds to a current
on Z follows in a rather straightforward way by using properties of pseu-
domeromorphic currents if Z has pure dimension. Since the holomorphic
annihilator of RJ +IZ is larger than that of RIZ , and it has smaller support, it
should be easier to annihilate it, and hence, RJ +IZ should also be a current
on Z. One way of making this into a formal mathematical argument would
be to express RJ +IZ in terms of RIZ . In the case of two complete intersec-
tions f and g instead of J + IZ and IZ , the transformation law expresses
this relation. Trying to extend this to more general ideals, we arrived at
Theorem 1.2.
1.4. The Jacobian determinant of a holomorphic mapping. Let f =
(f1, . . . , fn) ∈ O⊕n = O⊕nCn,0, such that 0 ∈ Z(f1, · · · , fn), and let Jf the Jaco-
bian determinant of f , i.e.,
df1 ∧ · · · ∧ dfn = Jf dz1 ∧ · · · ∧ dzn.
If f is a complete intersection, it follows from the Poincaré-Lelong formula,
[CH], Section 3.6, that
∂¯
1
fn
∧ · · · ∧ ∂¯ 1
f1
∧ Jf dz1 ∧ · · · ∧ dzn = k[0],
where k is the multiplicity of f at 0, i.e., the generic number of preimages
f −1(z) close to 0 for z close to 0. In particular, since 0 ∈ Z(f1, . . . , fn), k ≥
1. Thus, Jf does not annihilate µf , so by the duality theorem, Jf < J (f ).
Hickel proved in [H], that the converse of this also holds.
Theorem 1.5. Let f = (f1, . . . , fn) be a tuple of germs of holomorphic functions
in OCn,0, and let Jf be the Jacobian determinant of f . Then Jf ∈ J (f1, . . . , fn) if
and only if codimZ(f1, . . . , fn) < n.
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We will use the generalization Theorem 3.2 of Theorem 1.2 to give a
proof of this theorem by means of residue currents, the proof is given in
Section 7.
The results in [H] concern more general rings than just O = OCn,0, the
ring of germs of holomorphic functions, and generalize previous results by
Vasconcelos in the case of the polynomial ring over a field, [V]. In the proof
in [H], as is the case here, residues are used. However, the proof in [H] uses
Lipman residues, which are very much algebraic in nature, compared to
Andersson-Wulcan currents, which are analytic in nature.
In the other applications of our comparison formula, we have con-
sidered Andersson-Wulcan currents associated to free resolutions. In the
proof of Theorem 1.5, we use the comparison formula when the source
complex is the Koszul complex of f , which is generically exact, and exact
if and only if f is a complete intersection. The target complex will be a
free resolution of the ideal J (f ), and in order to get the induced morphism
between the complexes, it is only required that the target complex is exact,
see Proposition 3.1.
The current associated to the Koszul complex of f is called the Bochner-
Martinelli current, as introduced in [PTY]. In fact, Theorem 1.5 was an
important tool in the study of annihilators of Bochner-Martinelli currents
in [JW].
2. Andersson-Wulcan currents and pseudomeromorphic currents
In this section, we recall the construction of residue currents associated
to free resolutions of ideals, or more generally, residue currents associated
to generically exact complexes, as constructed in [AW1] and [A3]. This is
done in a rather detailed manner, since the construction of the comparison
formula, and the properties of the currents appearing in the formula re-
quires rather detailed knowledge of the construction of Andersson-Wulcan
currents and their properties.
Let (E,ϕ) be a Hermitian complex (i.e., a complex of vector bundles
equipped with Hermitian metrics), which is generically exact, i.e., the com-
plex is pointwise exact outside some analytic set Z. Mainly, (E,ϕ) will be a
free resolution of a module O/J , for some ideal J ⊆ O. When we refer to
exactness of the complex, we mean that the induced complex of sheaves of
O-modules is exact. When we refer to exactness as vector bundles, we will
refer to it as pointwise exactness, and generic exactness means it is point-
wise exact outside of some analytic set. This is in contrast to the notation in
for example [AW1], where the induced complex of sheaves of O-modules
is denoted O(E), and exactness as vector bundles or sheaves depends on if
the complex is referred to as E or O(E).
2.1. The superbundle structure of the total bundle E. The bundle E =
⊕Ek has a natural superbundle structure, i.e., a Z2-grading, which splits E
into odd and even elements E+ and E−, where E+ = ⊕E2k and E− = ⊕E2k+1.
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Then also D′(E), the sheaf of current-valued sections of E inherits a super-
bundle structure by letting the degree of an element µ ⊗ω be the sum of
the degrees of µ and ω modulo 2, where µ is a current and ω is a section of
E.
Now, also EndE gets a superbundle structure by letting the even ele-
ments be the endomorphisms preserving the degree, and the odd elements
the endomorphisms switching degree. Given g in EndE, we consider it also
as en element of EndD′(E) by the formula
g(µ⊗ω) = (−1)(degg)(degµ)µ⊗ gω
if g is homogeneous. Also, ∂¯ can be considered as an element of EndD′(E)
by the formula ∂¯(µ⊗ω) = ∂¯µ⊗ω if ω is a holomorphic section of E.
We let ∇ := ϕ − ∂¯. Note that the action of ϕ on D′(E) is defined so that
∂¯ and ϕ anti-commute, and hence, ∇2 = 0. Note also that since ϕ and ∂¯ are
odd mappings, ∇ is odd.
The mapping ∇ induces a mapping ∇End on D′(EndE) by the formula
∇(αξ) = ∇End(α)ξ + (−1)degαα∇ξ,
where α is a section of D′(EndE) and ξ is a section of E. By the fact that
∇2 = 0, and that ∇ is odd, we also get that ∇2End = 0. Note also that if α and
β are sections of D′(EndE), of which at least one of them is smooth, so that
αβ is defined, then
(2.1) ∇End(αβ) = ∇End(α)β + (−1)degαα∇Endβ.
2.2. The residue current R associated to a generically exact complex of
vector bundles. Let Z be the set where E is not pointwise exact. Outside
of Z, let σk : Ek−1→ Ek be the right-inverses to ϕk which are minimal with
respect to the metrics on E, i.e., ϕkσk |Imϕk = IdImϕk , σk = 0 on (Imϕk)⊥, and
Imσk ⊥ kerϕk . Then,
(2.2) ϕk+1σk + σk−1ϕk = IdEk .
Let σ :=
∑
σk , considered as an element in End(E), i.e., σk = 0 on El ,
l , k − 1. Then, ∇Endσ = IdE −∂¯σ by (2.2). Thus, if we let
(2.3) u :=
∑
σ (∂¯σ )k−1,
then ∇Endu = IdE by (2.1).
The form u is smooth outside of Z, and we define a current extension
U of u over Z, U := |F|2λu|λ=0, where F is a tuple of holomorphic functions
such that Z(F) ⊇ Z. By |λ=0, we mean that for Reλ  0, |F|2λu is a (ar-
bitrarily) smooth form, and its action on a test form depends analytically
on λ, and the action of U on the test form is defined as the analytic con-
tinuation to λ = 0 of the action of |F|2λu on the test form. The existence
of this analytic continuation is non-trivial, and it relies on the theorem of
Hironaka on resolutions of singularities, see [AW1]. The definition of U is
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independent of the choice of F, cf., the discussion of a similar statement in
the proof of Proposition 6.1 in [L1].
Since u and U coincide where u is smooth, ∇EndU = IdE outside of
Z, and the residue current R associated to E is defined as the difference
between these currents, R = IdE −∇EndU , which thus is a current with sup-
port on Z. Applying ∇End to |F|2λu, and using (2.1) and that ∇Endu = IdE ,
it follows that one could also define R by
R = ∂¯|F|2λ ∧u|λ=0.
The current R satisfies the fundamental property that if E is a free resolu-
tion of O/J , then annR = J . Note that since ∇End IdE = 0,
∇EndR = ∇End IdE −∇2EndU = 0.
Since R is a End(E)-valued current, it consists of various components
Rlk , where R
l
k is the part of R taking values in Hom(El ,Ek) and R
l
k is a (0, k−
l)-current. We will denote the part of R taking values in Hom(E,Ek) by
Rk . In case we know more about the complex E, more can be said about
which components are non-vanishing. First, if k − l < codimZ, then Rlk = 0,
Proposition 2.2 in [AW1], and if E is exact, i.e., a free resolution, then Rlk = 0
if l , 0, Theorem 3.1 in [AW1].
In particular, if E is a free resolution of length N of O/J , where
codimZ(J ) = p, then
R =
N∑
k=p
R0k .
2.3. Residue currents associated to the Koszul complex. Let f =
(f1, . . . , fp) be a tuple of holomorphic functions. Then there exists a
well-known complex associated to f , the Koszul complex (
∧kO⊕p,δf ) of f ,
which is pointwise exact outside of the zero set Z(f ) of f . We let ei be the
trivial frame of O⊕p, and identify f with the section f = ∑fie∗i of (O⊕p)∗, so
that δf is the contraction with f .
In [PTY], a current called the Bochner-Martinelli current of a tuple f
was introduced, which we will denote by Rf . One way of defining it is as
the Andersson-Wulcan current associated to the Koszul complex of f , see
[A1] for a presentation from this viewpoint.
In case the tuple f defines a complete intersection, the Koszul complex
of f is exact, i.e., a free resolution of O/J (f ), so the annihilator of the
Bochner-Martinelli current equals J (f ). Another current with the same
annihilator is the Coleff-Herrera product of f , (1.1), which can be defined
by analytic continuation,
∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
.φ :=
∂¯|fp|2λ ∧ · · · ∧ ∂¯|f1|2λ
f1 . . . fp
.φ
∣∣∣∣∣∣
λ=0
.
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In fact, these two currents coincide.
Theorem 2.1. Let f = (f1, . . . , fp) be a tuple of holomorphic functions defining
a complete intersection. Let Rf be the Bochner-Martinelli current of f , Rf =
µ∧ e1 ∧ · · · ∧ ep, and let µf be the Coleff-Herrera product of f . Then, µ = µf .
The theorem was originally proved in [PTY], Theorem 4.1, see also
[A4], Corollary 3.2 for an alternative proof.
2.4. Pseudomeromorphic currents. Many arguments regarding Anders-
son-Wulcan currents use the fact that they are pseudomeromorphic. Pseu-
domeromorphic currents were introduced in [AW2], based on similari-
ties in the construction of Andersson-Wulcan currents and Coleff-Herrera
products.
A current of the form
1
zn1i1
· · · 1
z
nk
ik
∂¯
1
z
nk+1
ik+1
∧ · · · ∧ ∂¯ 1
znmim
∧α,
where α is a smooth form with compact support is said to be an elementary
current, and a current on a complex manifold X is said to be pseudomero-
morphic, denoted T ∈ PM(X), if it can be written as a locally finite sum
of push-forwards of elementary currents under compositions of modifica-
tions and open inclusions. As can be seen from the construction, Coleff-
Herrera products, Andersson-Wulcan currents and all currents appearing
in this article are pseudomeromorphic. In addition, as is apparent from
the definition, the class of pseudomeromorphic currents is closed under
push-forwards of currents under modifications and under multiplication
by smooth forms.
An important property of pseudomeromorphic currents is that they
satisfy the following dimension principle, Corollary 2.4 in [AW2].
Proposition 2.2. If T ∈ PM(X) is a (p,q)-current with support on a variety Z,
and codimZ > q, then T = 0.
Another important property is the following, Proposition 2.3 in [AW2].
Proposition 2.3. If T ∈ PM(X), and Ψ is a holomorphic form vanishing on
suppT , then
Ψ ∧ T = 0.
Pseudomeromorphic currents also have natural restrictions to analytic
subvarieties. If T ∈ PM(X), and Z ⊆ X is a subvariety of X, and h is a tuple
of holomorphic functions such that Z = Z(h), one can define
1X\ZT := |h|2λT |λ=0 and 1ZT := T − 1X\ZT .
This definition is independent of the choice of tuple h, and 1ZT is a pseu-
domeromorphic current with support on Z.
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2.5. Coleff-Herrera currents. Coleff-Herrera currents were introduced in
[DS1] (under the name “locally residual currents”), as canonical represen-
tatives of cohomology classes in moderate local cohomology. Let Z be a
subvariety of pure codimension p of a complex manifold X. A (∗,p)-current
µ on X is a Coleff-Herrera current, denoted µ ∈ CHZ , if ∂¯µ = 0, ψµ = 0 for all
holomorphic functions ψ vanishing on Z, and µ has the standard extension
property, SEP, with respect to Z, i.e., 1V µ = 0 for any hypersurface V of Z.
This description of Coleff-Herrera currents is due to Björk, see [B1],
Chapter 3, and [B2], Section 6.2. In [DS1], locally residual currents were
defined as currents of the formω∧Rh, whereω is a holomorphic (∗,0)-form,
and Z = Z(h) (at least if Z is a complete intersection defined by h).
One particular case of Coleff-Herrera currents that will be of interest to
us are Andersson-Wulcan currents RE associated to free resolutions (E,ϕ)
of minimal length of Cohen-Macaulay modules O/J . Such a current is ∂¯-
closed since ∇RE = 0 implies that ∂¯REp = ϕp+1REp+1 = 0 since E is assumed to
be of minimal length. The other properties needed in order to be a Coleff-
Herrera current are satisfied by the fact that they are pseudomeromorphic,
Proposition 2.2 and Proposition 2.3.
2.6. Singularity subvarieties of free resolutions. In the study of residue
currents associated to free resolutions of ideals, an important ingredient is
certain singularity subvarieties associated to the ideal. Given a free reso-
lution (E,ϕ) of an ideal J , the variety Zk = ZEk is defined as the set where
ϕk does not have optimal rank. These sets are independent of the choice of
free resolution. If codimZ(J ) = p, then Zk = Z for k ≤ p, Corollary 20.12 in
[E]. In addition, Corollary 20.12 says that Zk+1 ⊆ Zk , and codimZk ≥ k by
Theorem 20.9 in [E]. In fact, Theorem 20.9 in [E] is a characterization of ex-
actness, the Buchsbaum-Eisenbud criterion, which says that a generically
exact complex of free modules is exact if and only if codimZk ≥ k.
The fact that these sets are important in the study of residue currents
associated to free resolutions stems from the following. Outside of Zk ,
σk is smooth, so by using that σl+1∂¯σl = ∂¯σl+1σl (see [AW1], (2.3)), Rk =
∂¯σkRk−1 outside of Zk . This combined with the dimension principle for
pseudomeromorphic currents allows for inductive arguments regarding
residue currents, see for example Section 6.
3. A comparison formula for Andersson-Wulcan currents
The starting point of Theorem 1.2 is that the natural surjection pi :
O/I → O/J , when I ⊆ J , induces a morphism of complexes a : (F,ψ)→
(E,ϕ), where (F,ψ) and (E,ϕ) are free resolutions of O/I and O/J respec-
tively. The existence of such a morphism holds much more generally in
homological algebra, of which the following formulation is suitable for our
purposes, what is sometimes referred to as the comparison theorem.
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Proposition 3.1. Let α : M → N be a homomorphism of O-modules, and let
(F,ψ) be a complex of freeO-modules with cokerψ1 =M, and let (E,ϕ) be a free
resolution of N . Then, there exists a morphism a : (F,ψ)→ (E,ϕ) of complexes
which extends α. If a˜ is any other such morphism, then there exists a homotopy
s : (F,ψ)→ (E,ϕ) of degree −1 such that ai − a˜i = ϕi+1si − si−1ψi .
That a extends α means that the map induced by a0 on F0/(imψ1) 
M → N  E0/(imϕ1) equals α. Both the existence and uniqueness up
to homotopy of a follows from defining a or s inductively by a relatively
straightforward diagram chase, see [E], Proposition A3.13.
This is the general formulation of our main theorem, Theorem 1.2.
Theorem 3.2. Let a : (F,ψ)→ (E,ϕ) be a morphism of Hermitian complexes,
and let uE and uF be the forms associated to E and F as defined in (2.3), and let
(3.1) M := ∂¯|G|2λ ∧uE ∧ auF ∣∣∣
λ=0
,
where G is a tuple of holomorphic functions such that G . 0, and Z(G) contains
the set where (E,ϕ) and (F,ψ) are not pointwise exact. Then
(3.2) REa− aRF = ∇M,
where ∇ = ∇ϕ⊕ψ.
Note that ∇ is defined with respect to the complex (E⊕F,ϕ⊕ψ), and the
superstructure, as in Section 2.1, of this complex is the grading (E ⊕ F)+ =
E+ ⊕F+, (E ⊕F)− = E− ⊕F−.
Proof. To begin with, we should prove the existence M, i.e., that the ana-
lytic continuation of the left-hand side (3.1) has a current-valued analytic
continuation to λ = 0. However, we begin by considering the current
(3.3) M ′ = |G|2λ ∧uE ∧ auF ∣∣∣
λ=0
,
and proving the existence of this current, the existence of M follows in the
same way. The existence of the analytic continuation in (3.3) follows from
a straightforward combination of the proof of the existence of the analytic
continuation in the definition of UE and UF associated to E and F, see Sec-
tion 2 of [AW1], and the proof of the existence of the analytic continuation
of a similar current in [L1], Lemma 7.3. The main point of the argument is
that by principalization of ideals and resolution of singularities, the com-
ponents of uE and uF can respectively locally be written as push-forwards
of smooth forms divided by single holomorphic functions, and by further
principalization and resolution of singularities, the components of uE∧auF
can locally be written as the push-forward of a smooth form divided by a
monomial, of which the existence of the analytic continuation is elemen-
tary.
Now, since a is a morphism of complexes, ϕa = aψ, and hence, ∇a =
ϕa− aψ = 0. Thus, since outside of Z(G), ∇ϕuE = IdE and ∇ψuF = IdF , and
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since uE has odd degree and a even degree, we get by (2.1) that
(3.4) ∇M ′ =
(
−∂¯|G|2λuE ∧ auF + |G|2λauF − |G|2λuEa
)
|λ=0,
i.e.,
∇M ′ = −M + aUF −UEa.
Applying ∇ to this equation, we get (3.2) since ∇2 = 0, and
∇(aUF −UEa) = a∇UF −∇UEa =
= a(IdF −RF)− (IdE −RE)a = REa− aRF .

The main idea in the proof of Theorem 3.2, to form a ∇-potential essen-
tially of the form U ∧U ′ to U −U ′ appears in various works regarding res-
idue currents, for example in [A1] and [AW1] in order to prove that under
suitable conditions, the definition of the residue currents do not depend
on the choice of metrics. This corresponds to applying the comparison for-
mula in the case when (E,ϕ) and (F,ψ) have the same underlying complex,
but are equipped with different metrics.
Another instance where such a construction appear is for example [L1],
regarding the transformation law for Coleff-Herrera products of (weakly)
holomorphic functions, of which its relation to the comparison formula is
elaborated in Remark 3. It also appears in [A2] and [W], regarding prod-
ucts of residue currents, but the relation to the comparison formula is not
as apparent.
Remark 2. Note that in Proposition 3.1, the complex (F,ψ) does not have to
be exact. For our comparison formula to work, neither the complex (E,ϕ)
has to be exact, as long as the morphism a exists. For example, if we have
f = gA, for some tuples g and f of holomorphic functions, and a holomor-
phic matrix A, as in Remark 3, then A induces a morphism between the
Koszul complexes of f and g, and we can apply the comparison formula
also when the Koszul complex of g is not exact.
4. A transformation law for Andersson-Wulcan currents associated to
Cohen-Macaulay ideals
In this section, we state and prove the general version of our transfor-
mation law for Andersson-Wulcan currents associated to Cohen-Macaulay
ideals.
Theorem 4.1. Let J ⊆ O be a Cohen-Macaulay ideal of codimension p, with a
free resolution (E,ϕ) of length p, and let (F,ψ) be a generically exact complex
such that the set Z where (F,ψ) is not pointwise exact has codimension p. If
a : (F,ψ)→ (E,ϕ) is a morphism of complexes, then
REpa0 = apR
F
p .
Such a morphism a : (F,ψ)→ (E,ϕ) exists if imψ1 ⊆ J .
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Proof. The last part about the existence of a follows immediately from
Proposition 3.1. Thus, applying Theorem 3.2, since RE only takes values
in Hom(E0,Ep), only the term REpa0 of R
E
pa remains, and it will be enough
to see that the current M as defined by (3.1) is 0. We write M =
∑
k,lMl,k ,
where Ml,k is the component of M with values in Hom(Fl ,Ek). The current
Ml,k is a (0, k − l − 1)-current with support on Z which has codimension p,
so since k ≤ p, Ml,k is 0 by the dimension principle, Proposition 2.2.

Example 1. Let pi : C→ C3, pi(t) = (t3, t4, t5), and let Z be the germ at 0 of
pi(C). One can show that the ideal of holomorphic functions vanishing at
Z equals J = (y2 − xz,x3 − yz,x2y − z2).
The module O/J has a minimal free resolution
0→O⊕2 ϕ2−−→O⊕3 ϕ1−−→O→O/J ,
where
ϕ2 =
 −z −x
2
−y −z
x y
 and ϕ1 = [ y2 − xz x3 − yz x2y − z2 ] .
To check that this is a resolution, one verifies first that it indeed is a com-
plex. Secondly, since I1 = I(ϕ1) = J , and I2 = I(ϕ2) = J (the Fitting ideals
of ϕ1 and ϕ2), the complex is exact by [E], Theorem 20.9 (cf. Section 2.6,
where Zk = Z(Ik)).
In particular, since O/J has a minimal free resolution of length 2,
with rankE2 = 2, Z is Cohen-Macaulay but not a complete intersection.
However, Z is in fact a set-theoretic complete intersection. Let f = (z2 −
x2y,x4 + y3 − 2xyz), and I = J (f ). One can verify that Z(I ) = Z, and since
codimZ = 2, Z is indeed a set-theoretic complete intersection.
Now, let (E,ϕ) be the free resolution of O/J , and (F,ψ) be the Koszul
complex of f , which is a free resolution of O/I since f is a complete in-
tersection. Since O/J is Cohen-Macaulay and Z(I ) = Z(J ), we can apply
Theorem 1.3 to (F,ψ) and (E,ϕ). One verifies that a : (F,ψ)→ (E,ϕ),
a2 =
[
x3 − yz
y2 − xz
]
, a1 =
 0 y0 x−1 0
 and a0 = [ 1 ] ,
is a morphism of complexes extending the natural surjection pi : O/I →
O/J . See Appendix A for an example of how to compute these things with
the help of a computer algebra system. Since the current associated to the
Koszul complex of a complete intersection f is the Coleff-Herrera product
of f , we get by Theorem 1.3 that
RE = ∂¯
1
x4 + y3 − 2xyz ∧ ∂¯
1
z2 − x2y ∧
[
x3 − yz
y2 − xz
]
.
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The fact that we can express the residue current corresponding to the
ideal above in terms of a Coleff-Herrera product can be done more gener-
ally, as the following example shows.
Example 2. Let J ⊆ O be a Cohen-Macaulay ideal of codimension p, and let
Z = Z(J ). Then, there exists a complete intersection (f1, . . . , fp) such that
Z ⊆ Z(f ), see for example [L2], Lemma 19. By the Nullstellensatz, there
exist Ni such that f
Ni
i ∈ J . Thus, by replacing fi by f Nii , we can assume
that (f1, . . . , fp) is a complete intersection such that J (f1, . . . , fp) ⊆ J . Let
(F,ψ) be the Koszul complex of f and let (E,ϕ) be a free resolution of O/J
of length p. By Theorem 1.3, we then have that
RJp = ∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
∧ ap(e1 ∧ · · · ∧ ep),
where ap is the morphism in Theorem 1.3, since the current associated with
the Koszul complex of f is the Coleff-Herrera product of f .
Remark 3. The transformation law for Coleff-Herrera products is a corol-
lary of Theorem 1.3 in the following way. Let f and g be two complete
intersections of codimension p, and assume that there exists a matrix A of
holomorphic functions such that f = gA.
Since f and g are complete intersections, the Koszul complexes
(
∧O⊕p,δf ) and (∧O⊕p,δg ) are free resolutions of O/J (f ) and O/J (g).
Since J (f ) ⊆ J (g), we get a morphism a of the Koszul complexes of
f and g induced by the inclusion pi : O/J (f ) → O/J (g) by Proposi-
tion 3.1. In fact, the morphism ak :
∧kO⊕p → ∧kO⊕p is readily veri-
fied to be
∧kA : ∧kO⊕p → ∧kO⊕p, see [L1], Lemma 7.2. In particular,
ap =
∧pA = detA, so since the Andersson-Wulcan currents associated to
the Koszul complexes of f and g are the Coleff-Herrera products of f and
g, the transformation law µg = (detA)µf follows directly from Theorem 1.3.
In fact, the proof of Theorem 1.3 in this particular situation becomes ex-
actly the proof of the transformation law for Coleff-Herrera products given
in [L1], Theorem 7.1.
As mentioned above, the transformation law for Coleff-Herrera prod-
ucts is a special case of Theorem 1.3. In [DS2], two proofs of the transfor-
mation law are given, and in fact, we can essentially use the same argu-
ment as the second proof of the transformation law in [DS2], pages 54–55,
to prove Theorem 1.3.
Alternative proof of Theorem 1.3. Consider EpJ := ExtpO(O/J ,O). One way
of computing EpJ is by taking a free resolution (E,ϕ) of O/J , applying
Hom(•,O) and taking cohomology, i.e., EpJ  Hp(Hom(E•,O)). On the
other hand, it can also be computed by taking an injective resolution of
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O, which can be taken as the complex of (0,∗)-currents, (C0,•, ∂¯), and ap-
plying Hom(O/J ,•) to this complex and taking cohomology, i.e., EpJ 
Hp(Hom(O/J ,C0,•)).
Since these are different realizations of Ext, they are naturally isomor-
phic, and by [A5], Theorem 1.5, this isomorphism is given by
(4.1) φ : [ξ]Hp(Hom(E•,O)) 7→ [ξREp ]Hp(Hom(O/J ,C0,•)).
We now consider the map pi : O/I → O/J , which induces a map
pi∗ : EpJ → EpI . In the first realization of Ext, pi∗ becomes the map a∗p :Hp(Hom(E•,O)) → Hp(Hom(F•,O)) induced by a : (F,ψ) → (E,ϕ). In the
second realizations of Ext, the map becomes just the identity map on the
currents (due to the fact that currents annihilated by J are also annihilated
by I ). Thus, using the naturality of pi∗, and the isomorphism (4.1), we get
from the commutative diagram
(4.2) Hp(Hom(E•,O)) pi
∗
//
φ

Hp(Hom(F•,O))
φ

Hp(Hom(O/J ,C0,•)) pi∗ // Hp(Hom(O/I ,C0,•))
that [(a∗p)ξRFp ]∂¯ = [ξREp ]∂¯, where ξ is a holomorphic section of kerϕ∗p+1, so
ξapR
F
p = ξR
E
p + ∂¯ηξ , where ηξ is annihilated by I . Since O/J is Cohen-
Macaulay, ϕp+1 = 0, so the equality holds for all holomorphic sections ξ of
Ep, i.e., apRFp = R
E
p + ∂¯η for some (vector-valued) current η annihilated by
I . Since ap is holomorphic, and RFp and REp are in CHZ , see Section 2.5,
where Z = Z(I ), we get from the decomposition ker(C0,pZ
∂¯→C0,p+1Z ) = CHZ⊕
∂¯C0,p−1Z , see [DS2], Theorem 5.1, that ∂¯η = 0, where C0,pZ is the sheaf of
(0,p)-currents supported on Z.
The only difference of the proof here, to the proof in [DS2] is that we
have the isomorphism (4.1) from [A5], while in [DS2], this isomorphism
was only available if J was a complete intersection ideal, see the proof of
Proposition 3.5 in [DS1]. 
We end this section with an example of how we can express Andersson-
Wulcan currents associated to Cohen-Macaulay ideals in terms of Bochner-
Martinelli currents.
Example 3. Let f = (f1, · · · , fk) be a tuple of holomorphic functions such
that Z = Z(f ), and assume that codimZ = p. Note that we do not assume
that f is a complete intersection, i.e., that k = p. Let O⊕k be the trivial
vector bundle with frame e1, · · · , ek , and consider f as a section of (O⊕k)∗,
f =
∑
fie
∗
i . Let R
f be the Bochner-Martinelli current associated with f , and
write Rfp =
∑
RI ∧ eI , i.e., RI ∧ eI is the component of Rfp with values in
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eI := ei1 ∧· · ·∧ eip ∈
∧pO⊕k . In [A4], Andersson proves that if µ ∈ CHZ , then
there exist holomorphic (∗,0)-forms αI such that µ = ∑αIRI (first, replacing
fi by f
Ni
i such that f
Ni
i µ = 0). In particular, this applies in our case to R
Z ,
see Section 2.5. In [A4], the αI are not explicitly given, but when µ = RZ ,
we can obtain them from Theorem 4.1. We let (F,ψ) be the Koszul complex
of f , and (E,ϕ) a minimal free resolution of O/IZ . Since the current asso-
ciated with the Koszul complex of f is the Bochner-Martinelli current of f ,
Theorem 4.1 gives the factorization
RZ =
∑
αIRI ,
where αI = ap(eI ).
5. A non Cohen-Macaulay example
When the ideals involved in the comparison formula are not Cohen-
Macaulay, the comparison formula does not have as simple form as in the
Cohen-Macaulay case in Section 4. In this section, we illustrate with an
example how one could still use the comparison formula also to compute
the residue current associated to a non Cohen-Macaulay ideal.
Example 4. Let Z ⊆ C4 be the variety Z = {x = y = 0} ∪ {z = w = 0}. The
ideal IZ of holomorphic functions on C4 vanishing on Z equals IZ =
J (xz,xw,yz,yw). It can be verified that IZ has a minimal free resolution
(E,ϕ) of the form
0→O ϕ3−−→O⊕4 ϕ2−−→O⊕4 ϕ1−−→O→O/IZ ,
where
ϕ3 =

w
−z
−y
x
 , ϕ2 =

−y 0 −w 0
0 −y z 0
x 0 0 −w
0 x 0 z
 and
ϕ1 =
[
xz xw yz yw
]
.
Note that Z has codimension 2, while the free resolution above, which is
minimal, has length 3, so Z is not Cohen-Macaulay.
We compare this resolution with the Koszul complex (F,ψ) of the com-
plete intersection ideal I = J (xz,yw). One can verify that the morphism
a : (F,ψ)→ (E,ϕ)
a2 =
1
2

w
z
y
x
 , a1 =

1 0
0 0
0 0
0 1
 and a0 = [1]
is a morphism of complexes extending the natural surjection pi : O/I →
O/IZ as in Proposition 3.1.
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We compute the current RE2 by using the comparison formula, Theo-
rem 3.2, RE2 = a2R
F
2 +ϕ3M3 − ∂¯M2, where Mk is part of M in (3.1) with val-
ues in Hom(F0,Ek). Since M2 is a pseudomeromorphic (0,1)-current with
support on Z(I ), which has codimension 2, M2 is zero by Proposition 2.3.
We now consider the terms of M3,
M3 = ∂¯|G|2λ ∧
(
∂¯σE3 σ
E
2 a1σ
F
1 + σ
E
3 a2σ
F
2 ∂¯σ
F
1
)∣∣∣∣
λ=0
(where we have used that (∂¯σE3 )σ
E
2 = σ
E
3 ∂¯σ
E
2 ). We claim that in fact, the first
term of the right-hand side is 0. Note that if we choose the trivial metrics
on E, then
σE3 = 1/(|x|2 + |y|2 + |z|2 + |w|2)
[
w −z −y x
]
.
Outside of {0}, ∂¯σE3 is smooth, and the first term of M3 is ∂¯σE3 times
∂¯|G|2λ ∧ σE2 a1σF1
∣∣∣
λ=0
, where the last current is a pseudomeromorphic (0,1)-
current with support on Z(I ) of codimension 2, so it is 0 by the dimension
principle. Thus, the first term of M3 has support at 0, and being a pseu-
domeromorphic (0,2)-current supported at 0, it is zero everywhere, again
by the dimension principle. Thus, outside of {0},
RE2 = (IE2 −ϕ3σ3)a2RF2
(the minus sign in front of ϕ3 is due to ∂¯|G|2λ and σ3 anti-commuting).
Then, RE2 is the standard extension in the sense of [B2], Section 6.2, of (IE2−
ϕ3σ3)a2R
F
2 . One way to interpret the standard extension here is that since
RE2 is a pseudomeromorphic (0,2)-current defined on all ofC
4, its extension
from C4 \ {0} is uniquely defined by the dimension principle.
We have that
(IE2 −ϕ3σ3)a2 =
1
|x|2 + |y|2 + |z|2 + |w|2

w(|y|2 + |z|2)
z(|x|2 + |w|2)
y(|x|2 + |w|2)
x(|y|2 + |z|2)
 .
Since RF2 = ∂¯(1/yw)∧ ∂¯(1/xz), see Theorem 2.1, we get from the transforma-
tion law and Proposition 2.3 that RE2 is the standard extension of
1
|x|2 + |y|2 + |z|2 + |w|2

|z|2∂¯1y ∧ ∂¯ 1xz
|w|2∂¯ 1yw ∧ ∂¯1x
|x|2∂¯ 1w ∧ ∂¯ 1xz|y|2∂¯ 1yw ∧ ∂¯1z
 .
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Using again the transformation law and Proposition 2.3, one gets that RE2
is the standard extension of
RE2 =
1
|z|2 + |w|2

z
w
0
0
∧ ∂¯1y ∧ ∂¯1x + 1|x|2 + |y|2

0
0
x
y
∧ ∂¯ 1w ∧ ∂¯1z .
6. Andersson-Wulcan currents on an analytic variety
In this section, we prove Theorem 1.4. The special case of Theorem 1.4
when J = {0} will be the basis of the proof in the general case.
Proposition 6.1. Let (Z,0) be an analytic subvariety of (Cn,0), and let IZ be
the ideal of germs of holomorphic functions vanishing at Z. Then RIZ ∧ dz
defines a current on (Z,0).
In case Z has pure dimension, this will follow from [AS1], Proposi-
tion 3.3, where RIZ ∧dz is expressed as the push-forward of a current on Z.
In [L3], Proposition 5.2, we generalize this construction to the case when Z
does not have pure dimension.
Now, we let (F,ψ) and (E,ϕ) be free resolutions of the ideals IZ and
J + IZ , and let a : (F,ψ) → (E,ϕ) be the map induced from the natural
surjection pi : O/IZ →O/(J + IZ ), as in Proposition 3.1. Let σE and σF be
the forms associated to (E,ϕ) and (F,ψ) as in Section 2.2, and let G be a
tuple of holomorphic functions such that Z(G) ⊇ Z. Define
(6.1) M lk = ∂¯|G|2λ ∧ ∂¯σEk ∂¯σEk−1 . . .σEl+1alσFl ∂¯σFl−1 . . . ∂¯σF1 |λ=0.
Note that by using that ∂¯σj+1σj = σj+1∂¯σj , it follows that the current M
in (3.1) is exactly
∑
l<kM
l
k (and in particular, the existence of the analytic
continuation in the definition of M lk follows in the same way). However, in
the definition of M lk , we also allow k = l, which we interpret as containing
no σE ’s at all. The reason we allow k = l is to be able to start the induction
in the next lemma.
The proof of Theorem 1.4 will be a simple consequence of Proposi-
tion 6.1 and this lemma.
Lemma 6.2. Let M be the current defined by (3.1). Then M ∧ dz defines a
current on Z.
Proof. Note that as we remarked above, M =
∑
l<kM
l
k , where M
l
k is defined
by (6.1). We show by induction over k − l, that if φ is a test form such that
φ|Zreg = 0, then φ ∧M lk ∧ dz = 0. Since M ll = alRIZl , the case k = l follows
from Proposition 6.1.
We let Zk = Z
J +IZ
k . For k = l + 1, we have M
l
k = −σEk M lk−1 (the minus
sign in front of σEk comes from σ
E
k and ∂¯|G|2λ anti-commuting), where σEk is
smooth outside of Zk , so by induction over l, φ annihilates M
l
k ∧dz outside
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of Zk . Thus,
φ∧M lk ∧ dz = φ∧ 1ZkM lk ∧ dz = 0,
since 1ZkM
l
k is a (0, k − 1)-current with support on Zk of codimension ≥ k.
For k > l + 1, M lk = (∂¯σ
E
k )∧M lk−1 outside of Zk , and as above, φ∧M lk =
φ ∧ 1ZkM lk = 0 since 1ZkM lk is a (0, k − 1)-current with support on Zk of
codimension ≥ k. 
Proof of Theorem 1.4. The fact that RJ +IZ ∧ dz defines a current on Z will
follow from the formula
RJ +IZ ∧ dz = aRIZ ∧ dz+∇ϕM ∧ dz
in Theorem 3.2. The term aRIZ ∧ dz defines a current on Z by Proposi-
tion 6.1, and since M ∧ dz defines a current on Z by Lemma 6.2, so does
∇ϕM ∧ dz, since if φ vanishes on Z, then ∂¯φ also vanishes on Z, so
φ∧∇ϕM ∧ dz = ∇ϕ(φ∧M)∧ dz+ ∂¯φ∧M ∧ dz = 0.

7. The Jacobian determinant of a holomorphic mapping
Proof of Theorem 1.5. As explained before the statement of Theorem 1.5,
the ’only if’ direction follows from the Poincaré-Lelong formula and
the duality theorem. Thus, it remains to prove that if codimZ(f ) < n,
then Jf ∈ J (f1, . . . , fn). We consider a free resolution (E,ϕ) of O/J (f ) of
length ≤ n, which exists by Hilbert’s syzygy theorem, and the Koszul
complex (
∧O⊕n,δf ) of f . By Proposition 3.1, there exists a morphism
a : (
∧O⊕n,δf ) → (E,ϕ) extending the identity morphism coker(δf )1 
cokerϕ1. Thus, we get from Theorem 3.2 that
(7.1) RE = aRf +∇M,
where Rf is the Bochner-Martinelli current of f , i.e., the currents associated
to the Koszul complex of f . Since annRE = J (f ), we are done if we can
prove that Jf annihilates both the currents of the right-hand side of (7.1),
or equivalently that df := df1 ∧ · · · ∧ dfn annihilates these currents.
We consider first the terms Rfk ∧ df . From the proof of Lemma 8.3 in
[A1], it follows that there exists a modification pi : X˜ → (Cn,0), such that
R
pi∗f
k ∧pi∗df is of the form
∂¯
1
f k0
∧ (f n−10 df0 ∧ η1 + f n0 η2),
where f0 is a single holomorphic function, such that {f0 = 0} = {pi∗f = 0}
and η1 and η2 are smooth forms. By the Poincaré-Lelong formula and
the duality theorem, this equals 2pii[f0 = 0]f
n−k
0 η1. In particular, if k < n,
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R
f
k ∧ df = 0 since Rfk ∧ df = pi∗(Rpi
∗f
k ∧ pi∗df ). If k = n, it is thus suffi-
cient that an vanishes on Z(f ) to prove that df annihilates anR
f
n . Since we
assume that dimZ(f ) > 0, by continuity, it is enough to prove that an van-
ishes generically at Z(f ). An ideal is generically Cohen-Macaulay since if
p = codimZ(J ), then the set whereJ is not Cohen-Macaulay is Zp+1, which
has codimension ≥ p+1, see Section 2.6. Thus, we can assume that we are at
a point z0 ∈ Z(f ) such that J (f )z0 is Cohen-Macaulay, and of codimension
p < n and we want to prove that an(z0) = 0.
We consider a minimal free resolution (F,ψ) of Oz0/J (f )z0 , and let b :
(
∧O⊕nz0 ,δf )→ (F,ψ) be the morphisms induced by the identity morphism
by Proposition 3.1. Since a minimal free resolution is a direct summand
of any free resolution, we get an inclusion i : (F,ψ) → (E,ϕ). Thus, one
choice of a′ : (
∧O⊕nz0 ,δf )→ (E,ϕ) would be a′ = ib. Since bn is 0 (because
we assume that J (f )z0 is Cohen-Macaulay of codimension p < n, so Fn =
0), a′n = 0. Thus, there exists one choice of a : (
∧O⊕nz0 ,δf ) → (E,ϕ) such
that an(z0) = 0. We need to prove that this holds for any choice of a. By
Proposition 3.1, we have that there exists s : (
∧O⊕nz0 ,δf )→ (E,ϕ) of degree−1 such that ak − a′k = ϕk+1sk − sk−1(δf )k , and in particular, if k = n, then
ϕn+1 = 0, so an = a′n + sn−1(δf )n. Thus, an(z0) = 0 since a′n(z0) = 0 and (δf )n =
0 on Z(f ).
Finally, we want to prove that df annihilates M (note that df is holo-
morphic, so df commutes or anti-commutes with ∇, depending on the de-
gree of df ). Let
(7.2) M lk = ∂¯|f |2λ ∧ ∂¯σk · · · ∂¯σl+2σl+1alufl
∣∣∣∣
λ=0
,
so that M =
∑
l<kM
l
k , cf. (6.1). Note that if k = l (which we interpret as M
l
k
containing no σ ’s at all), then M ll = alR
f
l . Thus, if k = l < n, then by the first
part, df ∧M ll = 0. Then, one finishes the proof of showing that df ∧M lk = 0
for l < k by induction over k − l, the argument is exactly the same as in the
proof of Lemma 6.2. 
A. Using Macaulay2 to compute induced morphisms
The computation of the induced morphisms as in Proposition 3.1 can
be performed with the help of the computer algebra program Macaulay21.
The following code computes the induced morphisms in Example 1.
-- Create the ambient ring (R), generators (h),
-- and corresponding ideal (I), and its radical
-- ideal (J)
R = QQ[x,y,z]
h = matrix{{z^2-x^2*y,x^4+y^3-2*x*y*z}}
I = ideal(h)
1http://www.math.uiuc.edu/Macaulay2/
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J = radical(I)
-- Create free resolutions of I and J
-- (h is a complete intersection, so the
-- Koszul complex is a free resolution)
E = res J
F = koszul(h)
-- Create the map induced from the natural
-- surjection O/J -> O/I
a_0 = inducedMap(F_0,E_0)
a = extend(E,F,a_0)
-- Print a, E and F
a
E.dd
F.dd
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Abstract. Given an idealJ on a complex manifold, Andersson and Wul-
can constructed a current RJ such that annRJ = J , generalizing the
duality theorem for Coleff-Herrera products. We describe a way to gen-
eralize this construction to ideals on singular varieties.
1. Introduction
Let f ∈ O be a germ of a holomorphic function, where O = OCn,0 is
the ring of germs of holomorphic functions at the origin in Cn. Consider
the problem of finding a current U such that f U = 1. Such currents were
proven to exist abstractly by Schwartz in [S1]. A canonical and explicit
choice of such a current, as constructed in [HL], is the principal value current
1/f , which can be defined by
1
f
:= lim
→0+
f¯
|f |2 +  ,
where the limit is taken in the sense of currents. The existence of this
limit over Z(f ) as a current is non-trivial if n > 1, relying on Hironaka’s
theorem on resolution of singularities. Nevertheless, 1/f exists as a explicit
limit of smooth functions. In addition, it is canonical in the sense that
any “reasonable” way of cutting off the singularities followed by a limiting
procedure will result in the same current.
Since we have defined the principal value current 1/f , one can also
give meaning to meromorphic currents g/f and residue currents ∂¯(1/f ).
The residue current ∂¯(1/f ) is closely related to the ideal J (f ) generated
by f in the following way: Let annO ∂¯(1/f ) be the annihilator of ∂¯(1/f ),
i.e., the ideal of holomorphic functions g such that g∂¯(1/f ) = 0. Then g ∈
annO ∂¯(1/f ) = 0 if and only if ∂¯(g/f ) = 0 and, by regularity of the ∂¯-operator
on (0,0)-currents, this holds if and only if g/f ∈ O, i.e., g ∈ J (f ). Hence,
annO ∂¯(1/f ) = J (f ).
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Let f = (f1, . . . , fp) ∈ O⊕p be a tuple of holomorphic functions. In [CH],
Coleff and Herrera showed that one can give a meaning to products
∂¯
1
fp
∧ · · · ∧ ∂¯ 1
f1
,
what is nowadays called the Coleff-Herrera product of f , and which we will
also denote by µf .
Such products are “nicely” behaved if f defines a complete intersection,
i.e., if codimZ(f ) = p. Maybe the most important property is the following
duality theorem for Coleff-Herrera products.
Theorem 1.1. Let f = (f1, . . . , fp) be a holomorphic mapping on a complex man-
ifold defining a complete intersection. Then locally,
annµf = J (f1, . . . , fp).
This result thus extends the description of the annihilator for one single
holomorphic function described above. It was proven independently by
Dickenstein and Sessa in [DS] and Passare in [P].
Another way in which the Coleff-Herrera product is nicely behaved in
the case of complete intersection is the following. Let f = (f1, . . . , fp) and
g = (g1, . . . , gp) be two tuples of holomorphic functions defining complete
intersections. If there exists a matrix A of holomorphic functions such that
f = gA, then the transformation law for Coleff-Herrera products states that
µg = (detA)µf . In particular, if f and g define the same ideal, then A is
invertible, so detA is a non-vanishing holomorphic function. Thus, we can
view the Coleff-Herrera product as an essentially canonical current associ-
ated to a complete intersection ideal.
Coleff-Herrera products have had various applications, for example
to explicit versions of the Ehrenpreis-Palamodov fundamental principle
by Berndtsson and Passare, [BP], the ∂¯-equation on singular varieties by
Henkin and Polyakov, [HePo], and effectivity questions in division prob-
lems by Berenstein and Yger, [BY].
In [AW1], Andersson and Wulcan generalized the construction of
the Coleff-Herrera product from complete intersection ideals to arbitrary
ideals. From a Hermitian resolution (E,ϕ) (i.e., a locally free resolution
equipped with Hermitian metrics) of an ideal J , they constructed explic-
itly a vector-valued current RJ with values in E such that annORJ = J .
In case J = J (f1, . . . , fp) is a complete intersection ideal, the current they
constructed coincides with the Coleff-Herrera product of f .
In case the ideal is Cohen-Macaulay, i.e., if O/J has a free resolution of
length equal to codimZ(J ), the current RJ is essentially canonically asso-
ciated to J , in the sense that it does not depend on the Hermitian metrics
chosen, and choosing different minimal free resolutions only changes the
current by an invertible holomorphic matrix (just like the Coleff-Herrera
product changes by an invertible holomorphic function by changing the
generators). In addition, the construction “globalizes” in the same way as
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free resolutions in the sense that if we construct the current RJ globally,
and restrict it to a neighbourhood of a point z, we can express RJ there
as a smooth matrix times the current constructed locally around z (just as
considering a global (locally) free resolution will in general not restrict to
a minimal free resolution locally, but only that the local minimal free reso-
lution is a direct summand of the restriction of the global one).
The construction is explicit both in the sense that it is explicitly de-
scribed in terms of a free resolution of the ideal, and also in the sense that
it not only describes ideal membership in terms of its annihilator, but also
explicitly realizes this ideal membership, by appearing in integral repre-
sentation formulas, see [AW1], Section 5.
The applications described for Coleff-Herrera products have been gen-
eralized in various ways to Andersson-Wulcan currents, thereby being able
to remove assumptions about complete intersection, see for example [AS1,
AS2, ASS, AW1, AW3, S2].
The aim of this article, is to generalize the construction in [AW1], to
currents with prescribed annihilator ideals on singular varieties. Describ-
ing this construction more precisely, and how the construction generalizes
the one of Andersson and Wulcan requires more knowledge about their
construction, which we leave for later parts of the article, see in particular
Theorem 3.2 and Theorem 5.3. In the introduction, we instead describe
a special case where many of the technicalities of the construction disap-
pears, while it still illustrates much of the ideas behind the construction.
1.1. Principal ideals on hypersurfaces. Let Z ⊆ Ω be a reduced hypersur-
face of an open set Ω ⊆ Cn, i.e., Z = Z(h), where h is a holomorphic func-
tion on Ω such that dh is non-vanishing generically on Z. In particular,
OZ = O/J (h).
One of the simplest examples of an ideal in OZ would be a principal
ideal J = J (f ) ⊆ OZ , where we also assume that f is a non-zero-divisor in
OZ , i.e., f does not vanish identically on any irreducible component of Z.
We then want to find an intrinsic current R on Z such that annOZ R = J .
Currents on analytic varieties can either be defined in a similar manner as
on manifolds, or in terms of currents in the embedding, see Section 2.1. Of
particular importance here will be that the construction of principal-value
currents works just as well on singular varieties. Since the residue current
∂¯(1/f ) of f exists on Z, it would be a natural candidate for the current
R. However, in [Lä2], we show that if codimZsing = 1 (as would be the
case for example for any singular planar curve), then one can always find a
holomorphic function f such that annOZ ∂¯(1/f ) , J (f ).
We instead start by considering currents in the ambient space. Let f˜ be
a representative of f in the ambient space Ω. The current
T := ∂¯
1
f˜
∧ ∂¯1
h
∧ dz,
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where dz = dz1 ∧ · · · ∧ dzn, has the same annihilator as ∂¯(1/ f˜ )∧ ∂¯(1/h), i.e.,
J (f˜ ,h) by the duality theorem. Since the annihilator contains h, we get a
well-defined multiplication with elements of OZ = O/J (h), and the anni-
hilator of T over OZ equals J (f ). Thus, we have found a current in the
ambient space with the correct annihilator, and then if we can find a cur-
rent R on Z such that i∗R = T , where i : Z→Ω is the inclusion, then R will
be a current with the correct annihilator.
We consider the current (1/f )ω on Z, whereω is the Poincaré residue of
dz/h, see Example 2 below. One way of characterizing the Poincaré residue
ω is that i∗ω = ∂¯(1/h)∧ dz, so
i∗
(
1
f
ω
)
=
1
f˜
∂¯
1
h
∧ dz.
Thus, by Leibniz’ rule, see (2.1),
i∗
(
∂¯
(
1
f
ω
))
= ∂¯
(
1
f˜
∂¯
1
h
∧ dz
)
= ∂¯
1
f˜
∧ ∂¯1
h
∧ dz = T ,
and we have proved the following.
Proposition 1.2. Let Z be a reduced hypersurface defined by a holomorphic
function h, and let ω be the Poincaré residue of dz/h on Z. If f ∈ OZ and RfZ is
the current ∂¯((1/f )ω) on Z, then
annOZ R
f
Z = J (f ).
Note that, since ∂¯ω = 0, we have formally that RfZ = ∂¯(1/f )∧ω. How-
ever, it might very well happen that ω has its poles (which are contained
in Zsing) on Z(f ) = supp ∂¯(1/f ). In that case, the product ∂¯(1/f )∧ω can not
be defined in a “robust” way. For example, it is natural to regularize the
factors one at a time, and in that case, the product will in general depend
on in which order one regularizes, so we refrain from giving such products
any meaning. However, in case codimZsing∩Z(f ) ≥ 2 in Z, then ∂¯(1/f )∧ω
can be defined in a “robust” way, and it coincides with RfZ .
If we let U = (1/f ), then we have by Leibniz’ rule, and a natural cancel-
lation property for residue currents, see (2.1), that
(1.1) RfZ =ω −∇(Uω),
where ∇ = f − ∂¯, and in addition,
(1.2) i∗R
f
Z = ∂¯
1
f˜
∧ ∂¯1
h
∧ dz.
In this article, we generalize this construction to arbitrary ideals on arbi-
trary varieties. The starting point of generalizing this construction is to
replace the right-hand side of (1.2) with the Andersson-Wulcan current RJ˜
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associated to a maximal lifting J˜ of the ideal J , which will give a cur-
rent in the ambient space with the correct annihilator. In Section 2, we
describe the construction of residue currents from [AW1] and other neces-
sary background on residue currents. In order to prove that this current
corresponds to a current on Z, we show that RJ˜ ∧dz is the push-forward of
a current on Z of a similar form as the right-hand side of (1.1). We treat the
case when Z is of pure dimension in Section 3. The main ingredients are
a comparison formula for Andersson-Wulcan currents from [Lä3], relating
such currents associated to two different ideals, and a generalization of the
Poincaré residue to arbitrary varieties of pure dimension, as introduced in
[AS1], called the structure form associated to Z. In Section 4, we describe
how this construction coincides with the construction in [AW1] in case Z is
non-singular. In Section 5, we prove the general case of our construction,
i.e., when Z is not necessarily of pure dimension. A key part is to prove the
existence of a structure form also associated to such varieties. We finish in
Section 6 by discussing why a more straightforward generalization of the
construction in [AW1], by considering free resolutions on the variety itself,
does not work in general.
2. Preliminaries
In this section we recall several tools which will be useful during the
rest of the article, like currents on singular varieties, almost semi-mero-
morphic and pseudomeromorphic currents, the construction of Anders-
son-Wulcan of currents with prescribed annihilator ideals and a compari-
son formula for such currents.
2.1. Currents on analytic varieties. Since a key part in this article is that
we construct intrinsic currents on the varieties, we begin by recalling what
currents on analytic varieties are. The usual way to define currents on an
analytic variety is to first define test forms on analytic varieties, and then
define currents as continuous linear functionals on the test forms. How-
ever, it can also be described more concretely in terms of embeddings. If Z
is a subvariety of pure codimension k of some complex manifold X, and i is
the inclusion i : Z→ X, then T is a (p,q)-current on Z if i∗T is a (p+k,q+k)-
current on X which vanishes when acting on test forms φ on X such that
φ|Zreg = 0. Conversely, if T ′ is any such current on X, then T ′ defines a
unique current T on Z such that i∗T = T ′. Note that considered as a current
in the ambient space, it is not sufficient that suppT ⊆ Z for it to correspond
to a current on Z. For example, if Z = {0} ⊆ C, then [0], the integration cur-
rent at {0}, corresponds to a current on Z, while ∂/∂z[0] does not, although
both have support on Z.
Example 1. The most basic example of a current on a singular variety is
given by the integration current constructed by Lelong, [Le]. Given a sub-
variety Z of a complex manifold X, the integration current [Z] of Z on X is
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defined by
[Z].φ :=
∫
Zreg
φ,
where φ is a test form. It is thus immediate from the description above,
that [Z] corresponds to a current on Z, and it is reasonable to denote it by
1, i.e., i∗1 = [Z].
Multiplying the equation i∗1 = [Z] by a smooth form, any smooth (p,q)-
form on Z can be considered as a current on Z, and in fact, the construction
of Herrera and Lieberman of principal value and residue currents works
also on a singular variety, so for any meromorphic (p,q)-form η on Z, we
can define its corresponding meromorphic current, which we for simplicity
will also denote by η.
By a holomorphic form on a singular variety Z, we mean the restriction
of a holomorphic form in the ambient space, and by a meromorphic form,
we mean the restriction of a meromorphic form in the ambient space such
that its polar set has positive codimension in Z. See [HePa] for a rather
detailed discussion about different definitions of meromorphic forms, and
various definitions of holomorphic forms. In order to distinguish between
a meromorphic form η on Z, and a representative of it in the ambient space,
we will denote the representative by η˜. In particular, we write i∗η = η˜∧ [Z].
In case we have two holomorphic functions f and g on Z such that
codimZ(f )∩Z(g) = 2, then we can form products of residue currents and
principal value currents of f and g satisfying the following natural proper-
ties.
(2.1) f
1
f
∂¯
1
g
= ∂¯
1
g
, g
1
f
∂¯
1
g
= 0 and ∂¯
(
1
f
∂¯
1
g
)
= ∂¯
1
f
∧ ∂¯1
g
.
Example 2. Let Z ⊆ Ω ⊆ Cn be a reduced hypersurface defined by a holo-
morphic function h. On such a hypersurface, the Poincaré residue ω of dz/h
is a meromorphic form, which can be defined by
(2.2) i∗ω = ∂¯
1
h
∧ dz.
If we let ω˜ be a meromorphic form on Ω such that (dh/2pii) ∧ ω˜ = dz1 ∧
· · · ∧ dzn =: dz, then ω can alternatively be defined by ω := ω˜|Z . This def-
inition of ω does not depend on the choice of ω˜. Considered as a mero-
morphic current, ω is ∂¯-closed, see [HePa]. If ∂h/∂zn does not vanish
identically on any irreducible component of Z, then one can take ω =
(−1)n−1/(2pii∂h/∂zn)dz1 ∧ · · · ∧ dzn−1|Z . The Poincaré residue is a classical
construction in mathematics, see for example [Y]. In this form it appears
for example in [HePa], and in similar forms in for example [B] and [H].
2.2. Almost semi-meromorphic and pseudomeromorphic currents. In
Cz the principal value current 1/zm can be defined as the analytic con-
tinuation |z|2λ/zm|λ=0, where by |λ=0 we mean that it is a current-valued
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analytic function for Reλ 0, and |λ=0 denotes the analytic continuation
to λ = 0. We can thus also define ∂¯(1/zm) in the sense of currents, which
thus equals ∂¯|zm|2λ/zm|λ=0. Hence, we can consider tensor products of such
one variable currents
τ = ∂¯
1
zm11
∧ · · · ∧ ∂¯ 1
z
mk
k
α
z
mk+1
k+1 . . . z
mN
N
,
on CN , where m1, . . . ,mN are non-negative integers and α is a smooth form
with compact support. We call such a current an elementary current. An-
dersson and Wulcan introduced the following class of currents in [AW2].
Definition 1. Let Z be an analytic variety. A current µ on Z is pseudomer-
omorphic, denoted µ ∈ PM(Z) if it can be written as a locally finite sum
of push-forwards pi∗τ of elementary currents, where pi is a composition of
modifications and open inclusions.
The definition in [AW2] was for Z a complex manifold, but allowing
Z to be singular makes no difference. In [AS1], a slightly wider definition
was used, allowing more general push-forwards, but Definition 1 will be
sufficient for our purposes.
For pseudomeromorphic currents one can define natural restrictions to
analytic subvarieties. If T ∈ PM(Z), V ⊆ Z is a subvariety of Z, and h is a
tuple of holomorphic functions such that V = Z(h), one defines
1Z\V T := |h|2λT |λ=0 and 1V T := T − 1Z\V T .
This definition is independent of the choice of tuple h, and 1V T is a pseu-
domeromorphic current with support on V , see [AW2], Proposition 2.2.
A pseudomeromorphic current µ ∈ PM(Z) is said to have the standard
extension property, SEP, if 1V µ = 0 for any subvariety V ⊆ Z of positive
codimension. If Z does not have pure dimension, we mean that V has
positive codimension on each irreducible component of Z.
If α is a smooth form, and T is a pseudomeromorphic current, then
1V (α∧T ) = α∧1V T , and in particular, if T has the SEP, then α∧T also has
the SEP.
An important property of pseudomeromorphic currents is that they
satisfy the following dimension principle, Corollary 2.4 in [AW2].
Proposition 2.1. If T ∈ PM(Z) is a (p,q)-current with support on a variety V ,
and codimV > q, then T = 0.
Given f holomorphic on an analytic variety Z, as described in the in-
troduction, Herrera and Lieberman defined the principal value current 1/f
on Z. One way to define this is by
1
f
.φ :=
∫
Zreg
|f |2λ
f
φ
∣∣∣∣∣∣
λ=0
,
where by |λ=0, we mean that right-hand side for Reλ 0 is analytic in λ,
and |λ=0 denotes the analytic continuation to λ = 0. This way of defining the
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principal value current by analytic continuation goes back to Atiyah, [At],
and Bernstein-Gel’fand, [BG]. The proof of the existence of this analytic
continuation relies on Hironaka’s theorem of resolution of singularities in
order to write it as a locally finite sum of push-forwards of elementary
currents, and hence, principal value currents are pseudomeromorphic.
The product of a principal value current and a smooth form (i.e., the
restriction of a smooth form in the ambient space) is called a semi-mero-
morphic current. In [AS1], the authors introduce a generalization of this
called almost semi-meromorphic currents.
Definition 2. A current µ on an analytic variety Z is said to be almost semi-
meromorphic if µ = pi∗µ˜, where µ˜ is semi-meromorphic and pi : Z˜ → Z is a
smooth modification of Z.
Since the class of pseudomeromorphic currents is closed under multi-
plication with smooth functions and under push-forwards under modifica-
tions, almost semi-meromorphic currents are pseudomeromorphic. By the
dimension principle, principal value currents have the SEP, and thus any
semi-meromorphic current will also have the SEP.
Definition 3. The sheaf WZ is the subsheaf of PMZ of pseudomeromor-
phic currents on Z with the SEP on Z.
In particular, almost semi-meromorphic currents are in WZ . The fact
that WZ allows a natural multiplication with semi-meromorphic currents
will be crucial for the description of the currents we construct, Proposi-
tion 2.7 in [AS1].
Proposition 2.2. Let α be an almost semi-meromorphic current on Z. If µ ∈
W (Z), then the current α ∧ µ, a priori defined where α is smooth has a unique
extension as a current inW (Z), which we also denote by α ∧µ.
2.3. Andersson-Wulcan currents. Here we recall the construction in
[AW1] of residue currents with prescribed annihilator ideals on complex
manifolds. Let J ⊆ O be an ideal of holomorphic functions, and let (E,ϕ)
be a Hermitian resolution of O/J , i.e., (E,ϕ) is a free resolution
0 −→ EN
ϕN−−→ EN−1
ϕN−1−−−−→ ·· · ϕ2−−→ E1
ϕ1−−→ E0 −→O/J ,
where the free modules Ek  Ork are equipped with Hermitian metrics.
To construct the current associated to E, one first defines, outside of Z =
Z(J ), right inverses σk : Ek−1→ Ek to ϕk which are minimal with respect to
some metric on E, i.e., ϕkσk |Imϕk = IdImϕk , σk = 0 on (Imϕk)⊥, and Imσk ⊥
kerϕk . One lets σ = σ1 + · · ·+ σN , and
(2.3) uE = σ + σ∂¯σ + · · ·+ σ (∂¯σ )N .
Letting ∇End be the morphism on D(EndE) induced by ∇ = ϕ − ∂¯ by
∇End(α) = ∇ ◦ α − α ◦ ∇, one has that ∇EnduE = IE outside of Z. The form
uE , which is smooth outside of Z, has a current extension UE := |F|2λuE |λ=0
over Z, where F . 0 is a holomorphic function vanishing at Z and for
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Reλ 0, the right-hand side is is a (current-valued) analytic function in λ,
and |λ=0 denotes the analytic continuation to λ = 0. The residue current RE
associated to E is defined as
(2.4) RE := IE −∇EndUE .
Alternatively, one could define RE by
(2.5) RE = ∂¯|F|2λ ∧uE |λ=0.
See [AW1] for more details. From the proof of the existence of UE and RE ,
it follows that they are pseudomeromorphic.
Let REk denote the part of R
E with values in Ek , i.e., R
E
k is a Ek-valued
(0, k)-current. If Z = Z(J ), and codimZ = p, then we will in fact have that
(2.6) RE = REp + · · ·+REN ,
where N is the length of the free resolution (E,ϕ).
The fundamental property of the current RE is the following, [AW1],
Theorem 1.1.
Theorem 2.3. Let RE be the current associated to a free resolution (E,ϕ) of an
ideal J . Then annRE = J .
In particular, if J is a complete intersection ideal, J = J (h1, . . . ,hp),
then the Koszul complex of h is a free resolution of O/JZ . In that case, both
the Coleff-Herrera product of h and the current associated to the Koszul
complex are currents with annihilator equal to J , and in fact they turn
out to coincide. Here, we identify the tuple f with a section of G∗, where
G  O⊕p with a frame e1, . . . , ep, so that f = ∑fie∗i .
Theorem 2.4. Let f = (f1, . . . , fp) be a tuple of holomorphic functions defining
a complete intersection. Let Rf be the current associated to the Koszul complex
of f , Rf = µ∧ e1 ∧ · · · ∧ ep, and let µf be the Coleff-Herrera product of f . Then
µ = µf .
The current Rf was originally introduced by Passare, Tsikh and Yger in
[PTY] (defined more directly), referred to as a Bochner-Martinelli type res-
idue current. The equality of the Coleff-Herrera product and the Bochner-
Martinelli type residue current was originally proved in [PTY], Theo-
rem 4.1, see also [An1], Corollary 3.2 for an alternative proof.
The definition of the Coleff-Herrera product and Bochner-Martinelli
type current works also in the singular case, and the equality of those in the
case of complete intersection, Theorem 2.4 also holds; the proof in [An1]
works also in the singular case, see [Lä1], Theorem 6.4.
Note that from Theorem 2.3 and Theorem 2.4, the construction by An-
dersson and Wulcan of a current with a prescribed annihilator ideal can
be seen as a generalization of the Coleff-Herrera product and the duality
theorem for Coleff-Herrera products.
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We introduce the notation
(2.7) RJX := R
E ∧ωX =ωX −∇(UE ∧ωX),
where RE is the current associated to a minimal free resolution (E,ϕ) of
O/J , and ωX is a global holomorphic non-vanishing (n,0)-form on X (for
example if X is an open subset of Cnz , we can take ωX = dz := dz1 ∧ . . .dzn).
Note that since ωX is assumed to be holomorphic and non-vanishing, we
will have that annRJX = annRE = J , so in this setting, the advantage of
multiplying with the factor ωX will not be very apparent, but it will be
important when we generalize this to singular varieties.
2.4. A comparison formula for residue currents. An important tool in
this article will be a comparison formula for Andersson-Wulcan currents,
[Lä3], which can be seen as a generalization of the transformation law for
Coleff-Herrera products.
Let I ⊆ J be two ideals of holomorphic functions, and let (F,ψ) and
(E,ϕ) be free resolutions of O/I and O/J respectively. Since I ⊆ J , we
have the natural surjection pi : O/I → O/J . By a rather straightforward
diagram chase, one can show that there exists a morphism of complexes
a : (F,ψ)→ (E,ϕ) making the following diagram commute:
(2.8) 0 // EN
ϕN
// EN−1
ϕN−1
// · · · ϕ1 // E0 // O/J // 0
0 // FN
ψN
//
aN
OO
FN−1
ψN−1
//
aN−1
OO
· · · ψ1 // F0
a0
OO
// O/I
pi
OO
// 0.
The comparison formula, Theorem 1.2 in [Lä3], is expressed in terms
of this morphism a.
Theorem 2.5. Let I ,J ⊆ O be two ideals of germs of holomorphic functions
such that I ⊆ J , and let (E,ϕ) and (F,ψ) be minimal free resolutions of O/J
and O/I respectively. Let a : (F,ψ)→ (E,ϕ) be the morphism in (2.8) induced
by the natural surjection pi : O/I →O/J . Then,
(2.9) REa0 = aR
F +∇ϕM,
where ∇ϕ = ∑ϕk − ∂¯,
(2.10) M = ∂¯|G|2λ ∧uE ∧ auF ∣∣∣
λ=0
,
and G is a tuple of holomorphic functions such that {G = 0} contains the set
where (E,ϕ) and (F,ψ) are not pointwise exact.
2.5. Singularity subvarieties of free resolutions. In the study of residue
currents associated to free resolutions of ideals, an important ingredient is
certain singularity subvarieties associated to the ideal. Given a free reso-
lution (E,ϕ) of an ideal J , the variety Zk = ZEk is defined as the set where
ϕk does not have optimal rank. These sets are independent of the choice of
free resolution. If codimZ(J ) = p, then Zk = Z for k ≤ p, Corollary 20.12 in
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[E]. In addition, Corollary 20.12 says that Zk+1 ⊆ Zk , and codimZk ≥ k by
Theorem 20.9 in [E]. In fact, Theorem 20.9 in [E] is a characterization of ex-
actness, the Buchsbaum-Eisenbud criterion, which says that a generically
exact complex of free modules is exact if and only if codimZk ≥ k.
However, more precise information is obtained about which irreducible
components Zk that are of maximal dimension. By Corollary 20.14, if
codimV = k, then V ⊆ Zk if and only if IV ∈ AssJ , i.e., if the ideal of
holomorphic functions vanishing on V is an associated prime of O/J . In
particular, if J is reduced, AssJ correspond exactly the irreducible com-
ponents of Z = Z(J ). In that case, if we let W d be the union of the irre-
ducible components of Z of codimension p = n − d, then Zp = W d ∪ Z ′p,
where codimZ ′p ≥ p + 1. If we consider e > d, then codimW d ∩W e ≥ p + 1,
so we get that
(2.11) codimW e ∩Zp ≥ p+ 1.
2.6. Tensor products of free resolutions. In this section, we describe how
under suitable conditions on “proper” intersection, one can construct a free
resolution of a sum of ideals from free resolutions of the individual ideals.
To begin with, let (E,ϕ) and (F,ψ) be two complexes. The tensor product
complex (E⊗F,ϕ⊗ψ) is defined by (E⊗F)k = ⊕p+q=kEp⊗Fq and (ϕ⊗ψ)(ξ⊗
η) = ϕ(ξ) ⊗ η + (−1)iξ ⊗ ψ(η) if ξ ∈ Ei and η ∈ Fj . Note in particular that
if (E,ϕ) and (F,ψ) are minimal free resolutions of ideals J and I , then
E0  O  F0, and (ϕ ⊗ ψ)1 : E1 ⊕ F1 → O, (ϕ ⊗ ψ)1 = ϕ1 ⊕ ψ1, so if the
tensor product complex is exact, it is a free resolution of J + I . The tensor
product complex will be exact if the corresponding singularity subvarieties
intersect properly in the following sense.
Proposition 2.6. Let (E,ϕ) and (F,ψ) be free resolutions of ideal sheaves J
and I , and let ZEk and ZFl be the associated sets where ϕk and ψl do not have
optimal rank. Then (E ⊗ F,ϕ ⊗ ψ) is a free resolution of I + J if and only if
codim(ZEk ∩ZFl ) ≥ k + l for all k ≥ codimZ(J ), l ≥ codimZ(I ).
In addition, if I and J are Cohen-Macaulay ideals, and (E,ϕ) and (F,ψ)
are free resolutions of minimal length, then
(2.12) RE⊗F = (IE −∇ϕ(|G|2λuE))∧RF
∣∣∣
λ=0
,
where G is a tuple of holomorphic functions vanishing on Z(J ) but not identi-
cally on any irreducible component of Z(I ).
A proof of the first part can be found in [An2], Remark 4.6, which we
have reformulated slightly, by only requiring the condition to hold for k ≥
codimZ(J ), l ≥ codimZ(I ) instead of k, l ≥ 1. However, this reformulation
follows from the fact that ZEk = Z
E
p for k ≤ codimZ(J ) (and similarly for
ZFl ). The second part is part of Theorem 4.2 in [An2].
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When E and F are equipped with Hermitian metrics, we will assume
that E⊗F is equipped with the product metric induced from the metrics of
E and F.
3. Currents with prescribed annihilator ideals on singular varieties of
pure dimension
Let Z be an analytic subvariety of pure dimension d ofΩ ⊆Cnz . We first
consider the current RIZ associated to IZ , the ideal of holomorphic func-
tions on Ω vanishing on Z. In [AS1], Andersson and Samuelsson showed
that there exists what they call a structure form ωZ associated to Z, gener-
alizing the Poincaré residue in Section 2.1. The following part of Proposi-
tion 3.3 in [AS1] will be sufficient for our purposes.
Proposition 3.1. Let (F,ψ) be a Hermitian resolution of OΩ/IZ , and let RIZ be
the associated residue current. Then there exists an almost semi-meromorphic
current
ωZ =ω0 + · · ·+ωd−1
on Z, where dimZ = d, codimZ = p, andωr has bidegree (d,r) and takes values
in Fp+r , such that
(3.1) i∗ωZ = RIZ ∧ dz,
where i : Z→Ω is the inclusion and dz := dz1 ∧ · · · ∧ dzn.
The structure form ωZ plays an important role in [AS1] and [AS2] re-
lated to the ∂¯-equation on singular varieties. It also appears (more implic-
itly) in [ASS], related to the Briançon-Skoda theorem on a singular variety.
Let J ⊆ OZ be an ideal. We will use the comparison formula from Sec-
tion 2.4 in order to construct intrinsically on Z the current with the pre-
scribed annihilator ideal in terms of almost semi-meromorphic currents.
Let J˜ ⊆ OΩ be the largest lifting of the ideal J , i.e., the largest ideal J˜ such
that i∗J˜ = J , where i∗ : OΩ → OZ is induced by the inclusion i : Z → Ω.
Note that IZ ⊆ J˜ (since i∗IZ = 0), so if (E,ϕ) and (F,ψ) are free resolutions
of J˜ and IZ respectively, we get a morphism of complexes
(3.2) a : (F,ψ)→ (E,ϕ)
extending the natural surjection pi∗ : OΩ/IZ →OΩ/J˜ as in (2.8).
On Z \ZEp+1, let
(3.3) ν :=
∑
m≥k≥p+1
σEm∂¯σ
E
m−1 . . . ∂¯σEk .
Note that since σEl and ∂¯σ
E
l are smooth outside Zl , we get that ν is smooth
outside Zp+1. Since codimZ
E
p+1 ≥ p + 1 > p = codimZ, ν is defined and
smooth generically on Z.
Now we are ready to state our main theorem.
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Theorem 3.2. Let Z ⊆Ω ⊆ Cn be an analytic subvariety of Ω of pure dimen-
sion, where Ω is an open set in Cn. Let J ⊆ OZ be an ideal. Then ν defined by
(3.3) has an extension as an almost semi-meromorphic current to Z, which we
denote by V E . If we let
(3.4) RJZ := aωZ −∇(V E ∧ aωZ ),
where a : (F,ψ)→ (E,ϕ) is the morphism in (3.2), then
(3.5) annOZ R
J
Z = J .
Moreover,
(3.6) i∗RJZ = R
J˜
Ω,
where J˜ ⊆ OΩ is the maximal lifting of J , and RJ˜Ω is the current associated to
J˜ as in (2.7).
Proof. By applying the comparison formula (2.9) to a : (F,ψ)→ (E,ϕ), and
taking the wedge product with ωΩ = dz, we get that
(3.7) RJ˜Ω = aR
IZ
Ω +∇(M ∧ωΩ).
If we show that M ∧ωΩ in (3.7) is the push-forward of −V E ∧ aωZ , then
(3.6) will follow from (3.7) together with Proposition 3.1, and (3.5) follows
from the fact that annORJ˜Ω = J˜ .
The proof that M∧ωΩ is the push-forward of −V E ∧aωZ will be rather
similar to the proof of Lemma 6.2 in [Lä3] (which says that M ∧ωΩ corre-
sponds to a current on Z). We let
M lk = ∂¯|G|2λ ∧ ∂¯σEk ∂¯σEk−1 . . .σEl+1alσFl ∂¯σFl−1 . . . ∂¯σF1 |λ=0.
Note that by using that ∂¯σj+1σj = σj+1∂¯σj , it follows that the current M in
(2.10) is exactly
∑
l<kM
l
k . However, in the definition of M
l
k we also allow
k = l, which we interpret as containing no σE ’s at all. The reason we allow
k = l is that we use it as a starting point for an inductive argument.
If j ≥ p + 1, then σEj and ∂¯σEj are smooth outside Zj ⊆ Zp+1, which has
codimension ≥ p+1, and since codimZ = p, Zp+1 has codimension ≥ 1 in Z.
As in the proof of Proposition 3.3 in [AS1], one sees that the restrictions of
σEj and ∂¯σ
E
j to Z are almost semi-meromorphic on Z. Hence, when l ≥ p,
we can define
(3.8) V lk := i
∗∂¯σEk . . . i
∗∂¯σEl+2i
∗σEl+1
as a product of almost semi-meromorphic currents on Z by Proposition 2.2.
Note that if l ≥ p, we have outside of Zp+1 that
(3.9) M lk ∧ωΩ = −∂¯σEk . . . ∂¯σEl+2σEl+1alRFl ∧ωΩ = i∗(V lk ∧ alωl−p),
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where the minus sign in the first equality is due to ∂¯σEk . . . ∂¯σ
E
l+2σ
E
l+1 being of
odd degree and hence anti-commuting with ∂¯|G|2λ, and the second equality
is due to (3.1) and (3.8).
The right-hand side of (3.9) has a unique extension as a product of al-
most semi-meromorphic currents by Proposition 2.2 and this extension has
the SEP with respect to Z. Hence, this extension will coincide withM lk∧ωΩ
if we can prove that M lk ∧ωΩ also has the SEP with respect to Z. When
l < p, we interpret the right-hand side of (3.9) as 0, and we thus also want
to prove that M lk = 0 if l < p. We will prove both these statements, i.e., that
M lk = 0 if l < p, and that M
l
k ∧ωΩ has the SEP with respect to Z if l ≥ p, by
induction over k − l.
For k = l, M ll is a pseudomeromorphic (0, l)-current (note that M
l
k is a
(0, k − 1)-current when k > l, but an (0, k)-current when k = l) with support
on Z, which has codimension p, so if l < p, then M ll = 0 by the dimension
principle. For l ≥ p, note thatM ll = alRIZl , soM ll ∧ωΩ = i∗(alωl−p), and since
ωl−p is almost semi-meromorphic on Z, it has the SEP with respect to Z.
We thus now assume that M lk = 0 for l < p, and M
l
k ∧ωΩ has the SEP
with respect to Z for l ≥ p, and we want to prove the same for M lk+1. We
first consider the case k = l+1. ThenM ll+1 = σl+1M
l
l outside of Zl+1. If l < p,
we thus get that suppM ll+1 ⊆ Zl+1, and since M ll+1 is a pseudomeromorphic
(0, l)-current, we get by the dimension principle that M ll+1 = 0. If l ≥ p,
then since M ll+1 = σl+1M
l
l outside of Zl+1, and M
l
l ∧ωΩ has the SEP with
respect to Z, we get that supp1VM ll+1 ∧ωΩ ⊆ Zl+1 if V is a subvariety of
Z of codimension ≥ 1. Since 1VM ll+1 ∧ωΩ is a pseudomeromorphic (n, l)-
current, it is 0 by the dimension principle, i.e., M ll+1∧ωΩ has the SEP with
respect to Z. The argument for k ≥ l + 1 follows in exactly the same way as
for k = l, with the only change that M lk+1 = ∂¯σk+1M
l
k instead.
Thus, we see from (3.9) that i∗(−V E∧aωZ ) =M∧ωΩ sinceM = ∑k>lM lk ,
V E =
∑
k>l≥pV lk and M
l
k = 0 if l < p. 
We now consider some examples of this construction.
Example 3. Let Z ⊆ Ω be a Cohen-Macaulay variety, i.e., if codimZ = p,
then OΩ/IZ has a free resolution of length p. Let J ⊆ OZ be an ideal with
a lifting Ĵ of J to OΩ such that if codimZ(J ) = q in Z, then Ĵ is a Cohen-
Macaulay ideal of codimension q inΩ. Note that we want to take the lifting
Ĵ to be as small as possible, in contrast to Theorem 3.2, where we take the
largest lifting.
One example is when J = J (f1, . . . , fq) ⊆ OZ is a complete intersection
ideal.
With these conditions, we can apply Proposition 2.6 to the ideals IZ
and Ĵ , so the tensor product complex (E ⊗ F,ϕ ⊗ψ) is a free resolution of
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OΩ/(IZ + Ĵ ) = OΩ/J˜ , where (E,ϕ) and (F,ψ) are free resolutions of OΩ/Ĵ
and OΩ/IZ respectively.
Since i∗ωZ = RF ∧ dz and i∗RJZ = RE⊗F ∧ dz, we thus get by (2.12) that
i∗RJZ = i∗((IE −∇ϕ(|G|2λuE))∧ωZ )
∣∣∣
λ=0
.
Since Z is Cohen-Macaulay, ωZ = ω0, so ∇ϕ(ωZ ) = −∂¯ωZ = 0 (note the ϕ,
not ψ), since ∂¯ω0 = ψp+1ω1 = 0. In addition, i∗ is injective on currents on
Z, so
(3.10) RJZ =ωZ −∇ϕ( |G|2λuE ∧ωZ
∣∣∣
λ=0
).
From (3.10), we can see that the current RfZ we defined in Proposi-
tion 1.2 in the introduction is the current given by Theorem 3.2. When Z
is a reduced hypersurface defined by h, then RZ = ∂¯(1/h), so the structure
form ωZ becomes just the Poincaré residue of dz/h on Z. In addition, the
free resolution (E,ϕ) of O/J (f ) becomes just the complex O (f )→O. Hence,
R
J (f )
Z =ωZ − (f − ∂¯)
(
1
f
ωZ
)
= ∂¯
(
1
f
ωZ
)
.
The structure formωZ here plays a bit similar role as in [AS1]. In [AS1],
for example ∂¯-closedness for a current T ∈WZ is expressed as ∂¯(T∧ωZ ) = 0,
not just ∂¯T = 0. In the case of (0,0)-currents, ∂¯-closed currents in this
sense become just holomorphic functions, i.e., as expected from the smooth
case, while there can exist ∂¯-closed (0,0)-currents in the usual sense which
are not holomorphic functions when Z is singular. Here, we get that the
annihilator of ∂¯(1/f ) might be larger than the ideal generated by f , while
adding ωZ , the annihilator of ∂¯((1/f )ωZ ) becomes exactly f .
We finish this section with an example not covered by Example 3.
Example 4. Consider the cusp Z = {z3 − w2 = 0} ⊆ C2, and the maximal
ideal at 0, m = J (z,w) ⊆ OZ . Note that since z3 −w2 ∈ J (z,w), the maximal
lifting of m to O = OC2 equals m˜ = J (z,w) ⊆ O. It is easily verified that
the morphism a : (F,ψ)→ (E,ϕ) from (3.2), where (F,ψ) and (E,ϕ) are free
resolutions of O/IZ and O/m˜, becomes
(3.11) 0 // O ϕ2 // O⊕2 ϕ1 // O // O/m˜ // 0
0 // O
a1
OO
ψ1
// O
a0
OO
// O/IZ
pi
OO
// 0,
where
ϕ2 =
( −w
z
)
, ϕ1 =
(
z w
)
, ψ1 =
(
z3 −w2
)
and a1 =
(
z2
−w
)
.
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Choosing the trivial metric on E, the minimal right-inverse σ2 of ϕ2 is
( −w¯ z¯ )/
(
|z|2 + |w|2
)
. Since Z is a reduced hypersurface defined by z3−w2,
the structure form ω becomes 2piidz/(2w)|Z as in Example 2.
We let τ : C→ Z, τ(t) = (t2, t3), which is a smooth modification of Z (in
fact, it is the normalization of Z). Then, one can verify that τ∗(σ2a1) = −t,
and since τ∗(dz/(2w)) = dt2/(2t3) = dt/t2, we get that τ∗(V Eaω) = −2piidt/t.
Thus,
V Eaω = −2piiτ∗(dt/t)
(since τ∗τ∗ = Id for currents with the SEP on Z, where τ is a modification).
Since suppRmZ ⊆ Z(m) = {0}, we get by the dimension principle that RmZ =
−∂¯(V Ea1ω), since the right-hand side here is the only part of RmZ as defined
by (3.4) of bidegree (∗,1) on Z. Thus,
RmZ = 2pii∂¯τ∗
(
dt
t
)
= 2piiτ∗
(
∂¯
(
dt
t
))
= τ∗((2pii)2[0]) = (2pii)2[0].
This could also have been seen directly in this case from (3.6), since
Rm˜C2 = ∂¯(1/w)∧ ∂¯(1/z)∧ dz∧ dw = (2pii)2[0].
Note that since τ∗(dz/(2z)) = dt/t, we can also express this as
RmZ = ∂¯
(
2pii
dz
2z
∣∣∣∣∣
Z
)
.
4. The construction in the case that Z is smooth
Note the similarity of the definition of RJZ in (2.7) and (3.4). In fact,
it is easy to see that if Z = Ω ⊆ Cn, then the definitions of R from (2.4)
and (3.4) coincide, since then, (F,ψ) becomes just F0  O, and a = a0 is the
isomorphism a0 : F0  O  E0, V E = UE and ωZ = dz. In fact, even more
holds.
Proposition 4.1. Let Z be a smooth subvariety of Ω. Let J be a Cohen-
Macaulay ideal on Z. Then RJZ for an ideal J ⊆ OZ defined intrinsically on
Z as in (2.7) as the current associated to a free resolution on Z coincides with
the current defined in (3.4).
In particular, it is motivated to use the same notation RJZ for both the
currents defined by (2.7) and (3.4).
Proof. We assume that locally, Z = {w1 = · · · = wm = 0} ⊆ Cnz ×Cmw , i.e., z are
local coordinates on Z and IZ = J (w1, . . . ,wm). We let R be the current RJZ
defined by (3.4), and let R′ be the current RJZ defined by (2.7). We let Ĵ
be the ideal J considered as an O = OCnz×Cmw -module. We also let (Ê, ϕ̂) :=
(pi∗E,pi∗ϕ), where (E,ϕ) is a free resolution of OCnz /J and pi :Cnz ×Cmw →Cnz
is the projection. Then Ĵ is also Cohen-Macaulay since Z(Ĵ ) = Z(J ) ×
Cmw , i.e., codimCnzZ(J ) = codimCnz×CmwZ(Ĵ ) and (Ê, ϕ̂) is a free resolution of
OCnz×Cmw /Ĵ since OCnz×Cmw is a flat OCnz -module, see [F], Proposition 3.17.
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Let (F,ψ) be the Koszul complex of (w1, . . . ,wm), which is a free resolu-
tion of O/IZ . The maximal lifting J˜ of J equals Ĵ + IZ , so by Proposi-
tion 2.6, (Ê ⊗F,ϕ̂ ⊗ψ) is a free resolution of O/J˜ . Thus, by (3.6),
i∗R = RÊ⊕F ∧ dz∧ dw,
and by (2.12),
i∗R = RÊ ∧RF ∧ dz∧ dw.
Since ϕ̂ only depends on z, RÊ = RE , and by Theorem 2.4, RF = µw ∧ e1 ∧
· · · ∧ em, and by the Poincaré-Lelong formula, µw ∧ dw = (2pii)m[w = 0], so
i∗R = cRE ∧ [w = 0]∧ e1 ∧ · · · ∧ em,
for some non-zero constant c. Note also that i∗R′ = RE∧[w = 0], so i∗R′ = i∗R,
(up to ce1 ∧ · · · ∧ em), i.e., R′ = R (up to isomorphism). 
5. Currents with prescribed annihilator ideals on arbitrary varieties
We will here consider the construction of a current RJZ with annihila-
tor J on a variety Z as in Section 3, but without the assumption of pure
dimension, i.e., Z may consist of irreducible components of different di-
mensions.
The construction will be essentially the same, when seen from the right
viewpoint. However, treating the case of pure dimension separately should
hopefully illustrate the main ideas better, without needing to delve in to
certain technicalities in the general case.
To begin with, we note that on a variety which is not of pure dimension,
talking about the bidegree of a current does not have any meaning, while
the bidimension (i.e., the bidegree of the test forms it is acting on) still does.
For example, considering the union Z of a complex line and a complex
plane in C3, intersecting at the origin, then the integration current [0] is a
current on Z of bidimension (0,0). However, if we consider [0] as a current
on the line, it would have bidegree (1,1), while on the plane, it would have
bidegree (2,2). Note also that the bidimension of a current is preserved
under push-forwards under inclusions (in contrast to the bidegree in the
case of pure dimension, which increases by the codimension under push-
forwards). We will thus in this section need to reformulate statements in
terms of bidimension instead of bidegree of currents. For example, the
dimension principle needs to be formulated in the following natural form.
Proposition 5.1. If T ∈ PM(Z) is a current of bidimension (c,d) with support
on a variety V , and dimV < d, then T = 0.
The proof works the same as in the smooth case, by first proving that
hT = 0 and dh∧ T = 0 if h is a holomorphic function vanishing on suppT .
Then, if i : Z → Ω ⊆ Cn is a local embedding, one proves that i∗T = 0
by induction over dimV , by proving that i∗T = 0 on Vreg (considered as a
subvariety of Ω).
141
Residue currents with prescribed annihilator ideals
The rest from Section 2.2 about restrictions of pseudomeromorphic cur-
rents, the SEP and almost semi-meromorphic currents works the same as
in the case of pure dimension, as is assumed in [AS1]. However, one must
make sure to interpret the SEP in the right way. A pseudomeromorphic
current T has the SEP with respect to Z if 1V T = 0 for all subvarieties
V of Z of positive codimension. By positive codimension, we mean that
codimV ∩Zi > codimZi for all irreducible components Zi of Z. Note how-
ever, that this is not the same as saying that codimV > codimZ, which
for example any irreducible component not of maximal dimension would
satisfy.
The existence of the structure form ωZ takes the following form.
Proposition 5.2. Let (F,ψ) be a Hermitian resolution of OΩ/IZ , where Z is
a subvariety of Ω of not necessarily pure dimension. Let RIZ be the associated
residue current of (F,ψ), and let W e be the union of the irreducible components
of Z of dimension e. Then there exists an almost semi-meromorphic current
ωZ =ω
d + · · ·+ω0
on Z, where dimZ = d, ωe has bidimension (0, e), support on ∪f ≥eW f and
takes values in Fn−e, such that
(5.1) i∗ωZ = RIZ ∧ dz,
where i : Z→Ω is the inclusion and dz := dz1 ∧ · · · ∧ dzn.
We can now state the main theorem also in the case when the dimension
is not pure. The setting will be the same as in Section 3, with J an ideal
in OZ , J˜ a lifting of the ideal, the morphism a : (F,ψ) → (E,ϕ) between
the free resolutions (E,ϕ) and (F,ψ) of OΩ/J˜ and OΩ/IZ respectively. We
also let as above, W e be the union of the irreducible components of Z of
dimension e. On W e \Zsing, define
νe :=
∑
m≥k≥p+1
σEm∂¯σ
E
m−1 . . . ∂¯σEk ,
where p = n− e = codimW e. We then let
(5.2) ν = νd + · · ·+ ν0,
defined on Zreg (where we extend νe from W e \Zsing to Z \Zsing by 0).
Theorem 5.3. Let Z ⊆Ω ⊆Cn be an analytic subvariety ofΩ of not necessarily
pure dimension, where Ω is an open set in Cn. Let J ⊆ OZ be an ideal. Then ν
defined by (5.2) has an extension as an almost semi-meromorphic current to Z,
which we denote by V E . If we let
(5.3) RJZ := aωZ −∇(V E ∧ aωZ ),
where a : (F,ψ)→ (E,ϕ) is the morphism in (3.2), then
(5.4) annOZ R
J
Z = J
142
Residue currents with prescribed annihilator ideals
and
(5.5) i∗RJZ = R
J˜
Ω,
where J˜ ⊆ OΩ is the maximal lifting of J , and RJ˜Ω is the current associated to
J˜ as in (2.7).
Proof. Only minor changes need to be done to the proof of Theorem 3.2 in
order for it to work in this situation as well.
First of all, one defines V lk in (3.8) as almost semi-meromorphic cur-
rents on irreducible components of codimension ≥ l (which works in the
same way as in (3.8) since in a smooth modification, the components of dif-
ferent dimension will split into disjoint manifolds), and then extend it by
0 to the irreducible components of smaller codimension.
Then, in (3.8) and the rest of the proof, ωl−p is replaced by ωn−l , and
the equality in (3.8) will now follow from (5.1) instead of (3.1), together
with the fact that suppωn−l ⊆ ∪e≥n−lW e (where we as before assume that
W e consists of the irreducible components of Z of dimension e).
Finally, the induction argument that M lk = 0 if l < codimZ is re-
placed by suppM lk ⊆ ∪e≥n−lW e. The base case for this follows from that
suppωn−l ⊆ ∪e≥n−lW e by Proposition 5.2, and the induction step follows as
in the proof of Theorem 3.2 by the dimension principle.

We now turn to the proof of Proposition 5.2. Only the case of pure
dimension is treated in [AS1]. We will essentially go through the proof
of Proposition 3.3 in [AS1], and explain how to adapt the proof to cover
also the case when the dimension is not pure. In order to keep this proof
to a bit more manageable length, we split out the following lemma, which
corresponds to the first step in the proof of Proposition 3.3 in [AS1].
Lemma 5.4. Using the notation of Proposition 5.2, let R′ := 1W eR
IZ
n−e ∧ dz.
Then, there exists an almost semi-meromorphic current ω˜e on W e such that
j∗ω˜e = R′, where j :W e→Ω is the inclusion.
Proof. In Proposition 3.3 in [AS1], Z is assumed to have pure codimension
p. A vector bundle G and a morphism g : G → Fp is defined such that
ψp+1g = 0, and g has a minimal right-inverse σG, defined and smooth out-
side of Zp+1 (in the notation of [AS1], g : F→ Ep, and σG is denoted σF). We
do the same construction for p = n−e; it is not essential for this construction
that p = codimZ or that Z is of pure dimension.
The first step in the proof in [AS1] is to defineω0 on Zreg. OnW e\Zsing,
we define ω˜e in the same way as ω0 is defined in [AS1]; this definition
on the regular part does not rely on Z being of pure dimension. By con-
struction, i∗ω˜e = R
IZ
p ∧ dz = R′ on W e \Zsing. We have that R′ corresponds
to a current on W e \ Zsing since it is the push-forward of ω˜e there. In
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fact, R′ will correspond to a current on all of W e, since if φ|Zreg = 0, then
suppφ∧R′ ⊆ Zsing ∩W e, so
φ∧R′ = 1Zsing∩W e (φ∧R′) = φ∧ 1Zsing∩W eR′ = 0,
where the last equality holds since codimZsing∩W e > codimW e = p, and R′
is a pseudomeromorphic (n,p)-current, so 1Zsing∩W eR
′ = 0 by the dimension
principle. Thus, ω˜e has an extension as a current to W e. If we let ϑ = gω˜e
on W e \Zsing, then, as in the equation following (3.19) in [AS1], ∂¯ϑ = 0 on
W e \Zsing and ω˜e = σGϑ. In addition, since ω˜e has an extension as a current
to W e, so does ϑ = gω˜e, since g is holomorphic (and in particular, smooth).
By Example 2.8 in [AS1], ϑ then has a meromorphic extension to W e.
As in the proof of Proposition 3.3 in [AS1], by principalization of the
Fitting ideal of g, followed by a resolution of singularities, one gets a
smooth modification τ : Z˜ → Z of Z such that the Fitting ideal of τ∗g is
locally principal on Z˜. Thus, there exists a line bundle on Z˜ with section sG
generating this Fitting ideal. Then, τ∗σG = βG/sG, where βG is smooth. We
thus get that j∗σG, is almost semi-meromorphic on W e since it is smooth
outside of Zp+1, which has codimension ≥ p+1. Hence, ω˜e = σGϑ has an ex-
tension to W e as a product of almost semi-meromorphic currents and this
extension has the SEP with respect toW e by Proposition 2.2. Since i∗ω˜e = R′
on W e \Zsing, and both sides have extensions over Zsing, this equality will
hold on all of W e if we show that also R′ has the SEP with respect to W e.
That R′ has the SEP with respect to Z follows from the dimension princi-
ple, since R′ is a pseudomeromorphic (n,p)-current with support on W e of
codimension p (so 1VR′ will be a pseudomeromorphic (0,p)-current with
support on V of codimension ≥ 1 in W e).

Proof of Proposition 5.2. For d = dimZ (i.e., the dimension of the irreducible
components of maximal dimension), we define ωd := ω˜d , where ω˜d is from
Lemma 5.4. Since by the dimension principle, Rp ∧ dz has support on W d ,
R′ = 1W dRp∧dz = Rp∧dz. Thus, since i∗ω˜d = R′, we get that i∗ωd = Rp∧dz,
ωd is almost semi-meromorphic, and suppωd ⊆W d .
As in the proof of Lemma 5.4, by principalization of the Fitting ideals
of ϕk for k ≥ codimZ, followed by a resolution of singularities, one gets
a smooth modification τ : Z˜ → Z of Z such that all the Fitting ideals are
locally principal on Z˜. Thus, there exists line bundles on Z˜ with sections
sk generating the Fitting ideals of τ∗ϕk . Then, as in the proof of Proposi-
tion 3.3 in [AS1], τ∗σk = βk/sk , where βk are smooth, and τ∗∂¯σk = ∂¯βk/sk .
We thus get that i∗σk and i∗∂¯σk are almost semi-meromorphic on the irre-
ducible components of Z where they are generically defined.
We will now by backwards induction over e define ωe, such that i∗ωe =
Rn−e ∧ dz, ωe is almost semi-meromorphic and suppωe ⊆ ⋃f ≥eW f . As-
sume hence that this holds for ωe+1, and let p = n − e. On suppωe+1 ⊆
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f ≥e+1W f =: V , we have that j∗∂¯σp is almost semi-meromorphic, where
j : V → Ω is the inclusion, since it is generically defined outside of Zp,
which has dimension ≤ e. Then, we let
ωe := ω˜e + j∗(∂¯σp)ωe+1.
Since i∗ωe+1 = Rp−1∧dz, and Rp = ∂¯σpRp−1 outside of Zp, we get that i∗ωe =
Rp ∧ dz outside of Zp. In addition, we have that i∗ωe = Rp ∧ dz on W e \
Zsing by construction of ω˜e and the fact that ωe+1 has no support there. In
conclusion, i∗ωe = Rp∧dz outside of (W e∩Zsing)∪(V ∩Zp). Both sides have
current extensions over this set, and ωe being almost semi-meromorphic
thus has the SEP on W e∪V . It thus remains to see that also Rp∧dz has the
SEP in order to finish the induction step. This will hold by the dimension
principle, since Rp ∧ dz is of bidegree (n,p), and dim((W e ∩ Zsing) ∪ (V ∩
Zp)) < e. To see this last part, we note first that W e ∩Zsing = W esing ∪ (W e ∩
(∪f ,eW f )), of which both of the sets in this union have codimension ≥ 1 in
W e. In addition, by (2.11), dimV ∩Zp < e. 
We consider an example of such a structure form. The calculation be-
comes rather involved, even though this is probably the simplest case of a
variety which is not of pure dimension.
Example 5. Let Z = {x = y = 0} ∪ {z = 0} = Z(xz,yz) ⊆ C3. Then O/IZ has a
free resolution
0→O ϕ2→O⊕2 ϕ1→O→O/IZ ,
where
ϕ2 =
( −y
x
)
and ϕ1 =
(
xz yz
)
,
i.e., it is like the Koszul complex of (x,y), except for the factors z of the
entries in ϕ1. We first compute the current RE associated to this free res-
olution. Since RE has support on Z, by the dimension principle, we get
that RE1 has support on {z = 0}. Looking first on {z = 0} \ {x = 0}, IZ
is generated by z. Applying the comparison formula to (E,ϕ), and the
free resolution (F,ψ) of O/J (z), where F1  F0  O and ψ1 = z, we get
that the morphism a : (F,ψ) → (E,ϕ) becomes a1 = ( 1/x 0 )t. Since
the current associated to F equals ∂¯(1/z), we get by (2.9) and (2.10) that
RE1 = (IE1 −ϕ2σE2 )( 1/x 0 )t∂¯(1/x). Using that σE2 = ( −y¯ x )/(|x|2 + |y|2),
we get that outside of {x = z = 0},
(5.6) RE1 =
1
|x|2 + |y|2
(
x¯
y¯
)
∂¯
1
z
.
By the dimension principle, this holds everywhere, since RE1 is a pseudo-
meromorphic (0,1)-current, and codim {x = z = 0} = 2. Regarding what this
means at {0}, cf., the discussion of standard extensions in Example 5 in
[Lä3].
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Outside {z = 0}, then IZ = (x,y), and the free resolution (E,ϕ) of O/IZ
will differ from the Koszul complex of (x,y) only by the factor z in the
entries ϕ1. This will cause an extra factor 1/z in σ
E
1 compared to the σ1 as-
sociated to the Koszul complex. Since the current associated to the Koszul
complex of (x,y) is ∂¯(1/y)∧ ∂¯(1/x), we get that
(5.7) RE2 =
1
z
∂¯
1
y
∧ ∂¯1
x
outside of {z = 0}. On the other hand, since ZE2 = {x = y = 0}, we have
outside of ZE2 that R
E
2 = ∂¯σ
E
2 R
E
1 , and combining this with (5.6) and (5.7), we
get that
RE =
1
|x|2 + |y|2
(
x¯
y¯
)
∂¯
1
z
+
1
z
∂¯
1
y
∧ ∂¯1
x
+
∂¯

(
−y¯ x¯
)
|x|2 + |y|2
 1|x|2 + |y|2
(
x¯
y¯
)
∧ ∂¯1
z
outside of {x = y = 0} ∩ {z = 0} = {0}. By the dimension principle, this
thus holds everywhere, since the components of RE are of either bidegree
(0,1) or (0,2) and codim {0} = 3. Taking the wedge product with ωC3 =
dx∧dy∧dz, and using that ∂¯(1/y)∧ ∂¯(1/x)∧dx∧dy = (2pii)2[x = y = 0] and
∂¯(1/z)∧ dz = 2pii[z = 0], we get by (5.1) that
ωZ = (2pii)
2χ{x=y=0}
dz
z
+ 2piiχ{z=0}
(
dx∧ dy
|x|2 + |y|2
(
x¯
y¯
)
+
∂¯

(
−y¯ x¯
)
|x|2 + |y|2
 dx∧ dy|x|2 + |y|2
(
x¯
y¯
) ,
where χ{x=y=0} and χ{z=0} are the characteristic functions for the respective
zero sets.
6. Free resolutions on singular varieties
Given an ideal J ⊆ OZ , where Z ⊆ Ω, the construction of the current
RJZ relied on free resolutions over OΩ of the maximal lifting J˜ of J . A
more natural generalization of the construction in [AW1] would be to con-
sider free resolutions intrinsically on Z, i.e., a free resolution of OZ /J over
OZ , which (at least locally) exists also on a singular variety. We discuss in
this section why this approach does not work.
One of the differences between free resolutions of ideals in the smooth
and singular case is that the free resolutions need not be of finite length
in the latter case, see Example 7 below for an example of this. In fact,
a famous result by Auslander-Buchsbaum-Serre states that a Noetherian
local ring R is regular if and only if all finitely generated R-modules have
free resolutions of finite length. If R = OZ,z, then R is regular if and only if
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z is a regular point of Z. However, even when the ideals do have finite free
resolutions, the construction of Andersson and Wulcan will in general not
have the correct annihilator. This is essentially treated in [Lä2], but we will
elaborate a bit here how this applies to our situation. We consider first an
example, where one can get an indication of what can go wrong.
Example 6. Let, as in Section 1.1, Z be a reduced hypersurface defined by
a holomorphic function h, and let f be a non-zero-divisor in OZ . Note that
f being a non-zero-divisor means precisely that the complex OZ
(f )→OZ is a
free resolution of OZ /J (f ). Hence, the current associated to this free res-
olution is the residue current ∂¯(1/f ). Consider the push-forward of ∂¯(1/f )
to the ambient space, i∗∂¯(1/f ) = ∂¯(1/ f˜ )∧ [Z], where f˜ is a representative of
f in Ω. By the Poincaré-Lelong formula, see [CH], Section 3.6,
∂¯
1
f˜
∧ [Z] = 1
2pii
∂¯
1
f˜
∧ ∂¯1
h
∧ dh.
Now, if φ∂¯(1/ f˜ )∧ [Z] = 0, then the coefficients of φdh lie in J (f˜ ,h) by the
duality theorem. However, since dh vanishes on Zsing, this does not neces-
sarily imply that φ ∈ J (f˜ ,h). Indeed, we show in [Lä2] that if codimZsing =
1, then one can find φ and f such that φdh ∈ J (f˜ ,h) but φ < J (f˜ ,h). In
that case, we thus get that ann ∂¯(1/f ) , J (f ).
We now turn to the general case. Consider a singular subvariety Z ⊆Ω
of codimension p. Let Z0 := Zsing and Zk := Zk+p for k ≥ 1, where Zk+p
are the singularity subvarieties associated to a free resolution of OZ . Let q
be the largest integer such that codimZk ≥ k + q (since Z is assumed to be
singular, Z0 = Zsing , ∅, and hence, q ≤ dimZ). By Corollary 1.6 in [Lä2]
there exists a complete intersection f = (f1, . . . , fq) on Z such that annµf ,
J (f ). By Theorem 2.4, µf equals the Bochner-Martinelli current of f , i.e.,
the current associated to the Koszul complex of f . We claim that in this
case, the Koszul complex of f is a free resolution of J (f ), and hence what
we described above show that the naive generalization of the construction
by Andersson and Wulcan does not work in this case. To see that the Koszul
complex of f is exact, we note first that by Theorem 1.3 in [Lä2], if f ′ =
(f1, . . . , fq′ ), where q′ < q, then annµf
′
= J (f ′), and by Lemma 7.5 in [Lä2],
(f1, . . . , fq) is then a regular sequence. By [E], Corollary 17.5, the Koszul
complex of f is then a free resolution of OZ /J (f ).
We saw however in Example 3 that if Z is Cohen-Macaulay, there was
an easy remedy for this, we should consider R = ω − ∇(U fω) instead of
I − ∇(U f ). If Z is not Cohen-Macaulay, or if we have an ideal which does
not lift to a Cohen-Macaulay ideal, it is not as clear how to remedy this.
We consider also another issue arising when the free resolutions on the
variety are not of finite length.
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Example 7. Let Z = {x = 0} ∪ {y = 0} = {xy = 0} ⊆ C2. Consider the ideal
J = J (x) ⊆ OZ . It is easily verified that if Ek  OZ , ϕ2k+1 = (x), ϕ2k+2 = (y),
k = 0,1, · · · , then (E,ϕ) is a free resolution of OZ /J (x) over OZ . In addition,
since x ∈ m and y ∈ m, where m := J (x,y) is the maximal ideal in OZ,0,
we have that (E,ϕ) is a minimal free resolution over the local ring OZ,0,
see [E], Theorem 20.2. This theorem about uniqueness of minimal free
resolutions holds over any Noetherian local ring, without any requirements
about regularity of the ring, so since (E,ϕ) is one minimal free resolution
of OZ /J over OZ of infinite length, any other free resolution must also be
of infinite length.
We now consider the sets ZEk , where ϕk does not have minimal rank.
They are ZE2k+1 = {x = 0} and ZE2k+2 = {y = 0}, k = 0,1, . . . . Note that
codimZEk = 0 and Z
E
2k+2 * Z(J ). This shows that the Buchsbaum-Eisenbud
criterion and its corollaries, as described in Section 2.5, fail. The reason
for this is not directly that the ring we consider is not regular, the Buchs-
baum-Eisenbud criterion holds on any Noetherian local ring. However, the
criterion does not apply here, since one requirement is that the complex
is of finite length. Since much of the construction of Andersson-Wulcan
currents relies on the Buchsbaum-Eisenbud criterion and its corollaries,
this would be an obstacle to overcome in order to construct such currents
directly from free resolutions on the variety, without going to a lifting of
the ideal as we do in this article.
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