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RESTRICTED DIOPHANTINE APPROXIMATION IN REAL QUADRATIC
NUMBER FIELDS
STEPHAN BAIER AND DWAIPAYAN MAZUMDER
Abstract. The distribution of αp modulo one, where p runs over the rational primes and α is
a fixed irrational real, has received a lot of attention. It is natural to ask for which exponents
ν > 0 one can establish the infinitude of primes p satisfying ||αp|| ≤ p−ν . The latest record
in this regard is Kaisa Matomäki’s landmark result ν = 1/3 − ε which presents the limit of
currently known technology. Recently, Glyn Harman, and, jointly, Marc Technau and the first-
named author, investigated the same problem in the context of imaginary quadratic fields. Glyn
Harman obtained an analog for Q(i) of his result in the context of Q, which yields an exponent
of ν = 7/22. Marc Technau and the first-named author produced an analogue of Bob Vaughan’s
result ν = 1/4 − ε for all imaginary quadratic number fields of class number 1. In the present
article, we establish an analog of the last-mentioned result for real-quadratic fields of class number
1. This setting involves the additional complication of an infinite group of units in the ring of
integers. Moreover, although the basic sieve approach remains the same (we use an ideal version
of Harman’s sieve), the problem takes a different flavor since it becomes truly 2-dimensional. We
reduce it eventually to a counting problem which is, interestingly, related to roots of quadratic
congruences. To approximate them, we use an approach by Christopher Hooley based on the
theory of binary quadratic forms.
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1. Introduction and main results
1.1. History. Dirichlet’s approximation theorem for the rationals implies that for every x0 ∈ R\Q,
there are infinitely many pairs (p, q) of coprime integers p and q such that∣∣∣∣x0 − pq
∣∣∣∣ ≤ q−2.
Whereas the above statement is easy to prove just using pigeonhole principle or the continued
fraction expansion of x0, the problem of Diophantine approximation by fractions with denominator
restricted to primes is hard. This problem has a long history and triggered the development of
important tools in analytic number theory. It is not difficult to prove using the generalized Riemann
Hypothesis for Dirichlet L-functions that for every ε > 0 and ν = 1/3, there are infinitely many
pairs (p, π) with p an integer and π a prime such that
(1)
∣∣∣x0 − p
π
∣∣∣ ≤ π−1−ν+ε,
but an improvement beyond ν = 1/3 seems difficult even conditionally. One might expect that (1)
holds for infinitely many (p, π) if ν = 1. Important unconditional results started with Vinogradov
[16] who showed that ν = 1/5 is admissible using his intricate non-trivial treatment of trigonomet-
rical sums over primes. Vaughan [15] simplified this treatment introducing his famous identity for
sums over primes and improved the exponent to ν = 1/4 by refining Fourier-analytic arguments in
Vinogradov’s method. Harman [6] developed a new sieve method which enabled him to establish
the exponent ν = 3/10. These results were subsequently improved by Jia and Harman in several
papers. In particular, Harman got the exponent ν = 7/22 in [7]. Heath-Brown and Jia [10] brought
Kloosterman sums into the picture and made a number of further innovations to reach ν = 16/49
which falls short of the exponent 1/3. Finally, in a landmark paper, Matomäki [14] managed to
reach ν = 1/3 by using bounds for averages of Kloosterman sums. This is considered the limit of
the current technology.
It is interesting to put the said problem on restricted Diophantine approximation in the frame-
work of number fields. Novel ideas are required to make the classical methods work in this context,
and so far there are only a few recent results in this regard. The first-named author [1] extended
the classical problem, in slightly generalized form, to Q(i) and his method led to an exponent of
ν = 1/12. Harman [7] established the full analog of his above-mentioned result with ν = 7/22 for
Q(i) by introducing a number of novelties into his method, in particular, a clever estimation of
trigonometrical sums over regions of C with sharp cutoff, which are more difficult to handle than
trigonometrical sums over intervals in R since the geometry of the regions comes into play. The
first-named author and Technau [2] considered the problem for all imaginary quadratic number
fields of class number 1 and obtained an exponent corresponding to ν = 1/4. They avoided the
said trigonometrical sums with sharp cutoff by using a smoothed version of Harman’s sieve for
imaginary quadratic fields and Poisson summation to transform smooth trigonometrical sums over
all of C. Their result can be put in the following form.
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Theorem 1. Assume that Q(
√−d) with d > 1 a square-free positive integer has class number 1.
Let x0 ∈ C \ Q(
√−d). Then there exist infinitely many non-zero prime ideals p in O, the ring of
integers of Q(
√−d), such that ∣∣∣∣x0 − pq
∣∣∣∣ ≤ N (p)−1/2−1/8+ε
for some generator q of p and p ∈ O.
In simpler words, under the assumptions of the above theorem, there exist infinitely many prime
elements π ∈ O such that ∣∣∣x0 − p
π
∣∣∣ ≤ |π|−1−1/4+ε
for a suitable p ∈ O. This corresponds to Vaughan’s exponent ν = 1/4 in the classical setting.
In this article, we prove an analog of Theorem 1 for real-quadratic number fields of class number
1. There will be a certain Diophantine restriction to the pairs (x1, x2) ∈ R2 replacing x0 in this
context, but we will see that, in the sense of the Lebesgue measure, almost all of these (x1, x2) will
satisfy this restriction.
The real-quadratic setting is more difficult and of different flavor because the problem becomes
truly two-dimensional and we have to handle the infinite unit group. We will be led to an in-
teresting counting problem for solutions of two-dimensional systems of linear congruences whose
resolution depends on information on the Diophantine properties of roots of quadratic congruences,
as established by Hooley [11] making use of the theory of quadratic forms. This is a new feature, as
compared to the imaginary-quadratic case. Our starting point will again be a smoothed version of
Harman’s sieve for quadratic number fields, where we here use a formulation with ideals instead of
algebraic integers. Before we state our main theorem, we introduce some notations which will be
used throughout this article and review Dirichlet approximation in real-quadratic number fields.
1.2. Notations.
• We assume that d is a positive square-free integer satisfying d ≡ 3 mod 4 in which case the
ring of integers of Q(
√
d) equals Z(
√
d).
• We denote the ring of integers of Q(√d) by O and write K := Q(√d).
• We denote the set of ideals in O by I.
• We denote the two embeddings of Q(√d), given by the identity and conjugation, by
σ1(α+ β
√
d) := α+ β
√
d
and
σ2(α+ β
√
d) := α− β
√
d.
• We write σ(K) := {(σ1(γ), σ2(γ)) : γ ∈ K}.
• We assume that Q(√d) has class number 1 so that all ideals in O are principal.
• The norm of an ideal q ∈ O will be denoted by N (q).
• We write N (q) for the modulus of the norm over Q of an algebraic integer q ∈ O, i.e.
N (q) = N ((q)).
• If p, q ∈ O, we write gcd(p, q) ≈ t to mean that t is a greatest common divisor of p and q
in O. We note that t is unique up to units in O.
• (x1, x2) is a pair of real numbers which does not belong to σ(K).
• N , x and δ will be variables, where N > 1 is a natural number, x > 1 is a real number
and N−1 ≤ δ ≤ 1.
• ε is an arbitrary but fixed positive number.
• As usual, we write f = O(g) or f ≪ g if the functions f and g satisfy |f | ≤ c|g| for some
positive constant c, and we write f ≍ g if f ≪ g and g ≪ f .
• We allow all O-constants to depend on ε, d and (x1, x2).
1.3. Dirichlet approximation in real-quadratic number fields. A general version of Dirich-
let’s approximation theorem for number fields given in [13, Theorem 1.8], which is based on a result
of Burger, [5, Lemma 5.1], implies the following version for the case of real-quadratic number fields
Q(
√
d), where no congruence conditions on d and no conditions on the class number are required
here.
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Theorem 2. There exists a constant C > 0 with the following property. If (x1, x2) ∈ R2 \ σ(K),
then there are infinitely many pairs (p, q) ∈ O × (O \ {0}) such that∣∣∣∣xi − σi(p)σi(q)
∣∣∣∣ ≤ C|σi(q)|√N˜ (q) for i = 1, 2,
where
N˜ (q) := σ1(q)2 + σ2(q)2.
Since |σi(q)|
√
N˜ (q) ≥ |σ1(q)σ2(q)| = N (q) for i = 1, 2 and N (q˜) ≥ N (q) whenever p˜/q˜ = p/q
and p and q are coprime in O, the following is an immediate Corollary.
Corollary 3. There exists a constant C > 0 with the following property. If (x1, x2) ∈ R2 \ σ(K),
then there are infinitely many principal ideals q ∈ I \ 0 such that∣∣∣∣x− σi(p)σi(q)
∣∣∣∣ ≤ CN (q) for i = 1, 2
for some generator q of q and p ∈ O coprime to q.
Our main result on restricted Diophantine approximation in Q(
√
d) will depend on a certain
Diophantine property of (x1, x2) which we introduce next.
1.4. Good and bad (x1, x2). By Corollary 3, there are infinitely many natural numbers W such
that
(2)
∣∣∣∣∣xi − σi(u+ v
√
d)
σi(f + g
√
d)
∣∣∣∣∣ ≤ 1N (f + g√d) for i = 1, 2
for suitable u, v, f, g ∈ Z with u+ v√d and f + g√d coprime in O and N (f + g√d) = W . We shall
require the following notion.
Definition 4. For η > 0, we call (x1, x2) η-good if there is an infinite sequence of natural numbers
W such that (2) holds with
N (f + g
√
d) = W, gcd(u+ v
√
d, f + g
√
d) ≈ 1 and Z = gcd(f, g) = O (W η) ,
where gcd(f, g) is meant to be the largest natural number dividing both f and g. We call (x1, x2)
good if it is η-good for all η > 0. We call (x1, x2) bad if it is not good.
We shall show in subsection 9.3 that, in the sense of the Lebesgue measure, almost all (x1, x2) ∈
R2 \ σ(K) are good. Moreover, we shall supply an explicit construction of particular good (x1, x2)
in subsection (9.4).
1.5. Main result. The following is our main result.
Theorem 5. Assume that Q(
√
d) has class number 1, where d is a positive square-free integer
satisfying d ≡ 3 mod 4. Let ε be any positive real number. Suppose further that (x1, x2) ∈ R2\σ(K)
is η-good in the above sense. Set
ν :=
1/8− η
1 + 2η
.
Then there exist infinitely many non-zero prime ideals p in the ring O of integers of Q(√d) such
that ∣∣∣∣x− σi(p)σi(q)
∣∣∣∣ ≤ N (p)−1/2−ν+ε for i = 1, 2
for some generator q of p and p ∈ O. If (x1, x2) is good, then the above holds with ν = 1/8.
In particular, for a concrete subset of R2 of full Lebesgue measure, the good (x1, x2), we have
the real-quadratic analog to Theorem 1. We note that Theorem 5 gives a nontrivial estimate except
when (x1, x2) is not η-good for any η < 1/8. The set of these (x1, x2) has Lebesgue measure 0
since it is a subset of the set of bad (x1, x2).
The restriction to d ≡ 3 mod 4 is non-essential and just made for convenience because under
this condition we can write all elements of O in the form a+ b√d with a, b integers, and we have
that d is odd, which will turn out convenient in subsection 9.2 but is not needed anywhere else. It
should not cause much trouble to establish Theorem 5 also for the cases when d ≡ 1, 2 mod 4 along
the same lines. The requirement of Q(
√
d) having class number 1 is of significance, though. It is
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not the sieve which restricts us to class number 1, but rather we make frequent use of the interplay
between ideals and elements of O, which is not possible in the same way if the class number is
greater than 1. However, in contrast to the imaginary-quadratic case in which one has only finitely
many fields of class number 1 by the celebrated resolution of the Gauss class number problem by
Baker-Heegner-Stark, it is conjectured that there exist infinitely many real-quadratic number fields
Q(
√
d) of class number 1, and this should remain true when d is restricted to integers congruent
to 3 modulo 4.
The authors aim to improve the exponent to ν = 7/44 in future work. This would correspond
to Harman’s above-mentioned 7/22-results in the cases of Q and Q(i). To achieve a result of this
strength, no major changes in the method are required except that the asymptotic Harman sieve
for quadratic number fields needs to be replaced by a lower bound sieve analogous to the one used
by Harman in the cases of Q and Q(i). This is ongoing work.
Acknowledgements. We would like to thank the Ramakrishna Mission Vivekananda Educa-
tional and Research Institute for an excellent work environment. The second-named author’s
research has been supported by a UGC Net fellowship.
2. Smoothed setup
We begin with smoothing our Diophantine problem. Throughout the sequel, we let C be a
natural number which will be fixed in the course of this article depending on ε and no other
parameter. We shall make use of the function
(3) f(x) =
(
exp(−πx2)− exp(−2πx2))C ,
which has, on the one hand, exponential decay as |x| → ∞, and satisfies, on the other hand, the
bound
(4) f(x)≪C |x|2C
for all real x, which is strong if x is small. We also write
Ω∆(x) := exp
(
−π · x
2
∆2
)
.(5)
We define two functions ω, ω˜ : I −→ R+ as
ω(q) :=
δ2
2
√
d
·Ψ(q)(6)
and
ω˜(q) := Ψ(q) · F (q)(7)
with
Ψ(q) :=
∑
k∈O
(k)=q
f
(
σ1(k)√
N
)
f
(
σ2(k)√
N
)
(8)
and
(9) F (q) :=
∑
p∈O
Ωδ/
√
N
(
x1 − σ1(p)
σ1(q)
)
Ωδ/
√
N
(
x2 − σ2(p)
σ2(q)
)
,
where q in (9) is any generator of q, i.e.
q = (q).
Below we will see that ω(q) and ω˜(q) are well-defined.
It is easy to see that the sum over p in (9) converges. This is because
(10) Λ(q;x1, x2) =
{(
x1 − σ1(p)
σ1(q)
, x2 − σ2(p)
σ2(q)
)
∈ R2 : p ∈ O
}
is a shifted lattice in R2, and Ω∆(x) is exponentially decreasing for |x| → ∞. Moreover, we have
the upper bound
(11) F (q)≪ 1 + δ
2
N
· N (q),
which will be provided in section 3.
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The convergence of the sum over q in (8) is easy to see as well, and moreover we have the upper
bound
(12) Ψ(q)≪ exp
(
−πDC · N (q)
N
)
· logN
for every ideal q ∈ I \ {0} and a suitable constant D > 0, which will be proved in section 3, where
we shall also provide the lower bound
(13) Ψ(q)≫ 1 if N ≤ N (q) ≤ 2N.
We still need to show that F (q) is independent of the choice of the generator q, i.e., the sum on
the right-hand side of (9) is invariant under a change of variables q → uq, where u is a unit in O.
Putting uq in place of q, we get∑
p∈O
Ωδ/
√
N
(
x1 − σ1(p)
σ1(qu)
)
Ωδ/
√
N
(
x2 − σ2(p)
σ2(qu)
)
=
∑
p∈O
Ωδ/
√
N
(
x1 − σ1(pu
−1)
σ1(q)
)
Ωδ/
√
N
(
x2 − σ2(pu
−1)
σ2(q)
)
,
which equals F (q) upon making the change of variables pu−1 → p.
Thus, we have seen that Ψ(q) and F (q) are well-defined, and the definitions of ω(q) and ω˜(q)
in (6) and (7) together with the bounds (12) and (11) and δ ≤ 1 give
(14) ω(q)≪ δ2 exp
(
−πDC · N (q)
N
)
· logN and ω˜(q)≪ exp
(
−π
2
· DC · N (q)
N
)
· logN.
Our goal is to derive a lower bound for the quantity
T˜ (N) :=
∑
p
ω˜(p),(15)
where the sum on the right-hand side runs over all prime ideals p ∈ I\{0}. The convergence of this
sum is again ensured due to the bound for ω˜(q) in (14). The above quantity T˜ (N) measures, up to
units, the number of prime elements q ∈ O with norm of size about N such that |xi−σi(p)/σi(q)| is
not much larger than δ/
√
N for i = 1, 2 and a suitable p ∈ O. Our approach is, following Harman’s
philosophy, to compare T˜ (N) with the quantity
T (N) :=
∑
p
ω(p),(16)
where the sum on the right-hand side again runs over all prime ideals p ∈ I \ {0}. The quantity
T (N) measures, up to units, the number of prime elements q ∈ O with norm of size about N ,
scaled by a factor of δ2/(2
√
d). Using Landau’s prime ideal theorem together with and (6) and
(13), we obtain
T (N)≫ δ2 · N
logN
.
The main task of this article is to show that, under suitable conditions on δ, the difference
T˜ (N)− T (N)
is small compared to δ2N/ logN so that the above lower bound for T (N) yields one for T˜ (N). We
shall establish the following.
Theorem 6. Assume that (x1, x2) ∈ R2 \ σ(K) is η-good, where η > 0. Suppose that ε ≤ 1/14.
Then there exist infinitely many natural numbers N such that
T˜ (N)− T (N)≪ δ2N1−ε
and hence
T˜ (N)≫ δ2 · N
logN
,
provided that
1 ≥ δ ≥ N−ν+15ε,
where
ν :=
1/8− η
1 + 2η
.
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If (x1, x2) is good, we can choose η as small as we wish and therefore get the following as an
immediate Corollary.
Corollary 7. Assume that (x1, x2) ∈ R2 \ σ(K) is good. Suppose that ε ≤ 1/14. Then there exist
infinitely many natural numbers N such that
T˜ (N)− T (N)≪ δ2N1−ε
and hence
T˜ (N)≫ δ2 · N
logN
,
provided that
1 ≥ δ ≥ N−1/8+16ε.
In the last section, we shall derive our main result, Theorem 5 from Theorem 6 and Corollary
7.
3. Bounds for Ψ(q) and F (q)
In this section, we shall show that the sum on the right-hand side of (8) converges and that
Ψ(q) satisfies (12) and (13). We shall also provide the bound (11) for F (q). To this end, we first
prove the following lemma, which will also be needed in later parts of this paper.
Lemma 8. There exist constants c1, c2 > 0 depending only on K with the following property. For
every m0 ∈ O \ {0}, there exists a unit u in O such that
c1
√
N (m0) ≤ |σi(um0)| ≤ c2
√
N (m0) for i = 1, 2.
Proof. Let ǫ be the fundamental unit, i.e. the smallest unit in O exceeding 1. Then for any k ∈ Z,
we have
σ1
(
ǫkm0
)
= ǫkσ1(m0)
and
σ2
(
ǫkm0
)
= ǫ−kσ2(m0).
If ρ is a real number satisfying
|ǫρσ1(m0)| = |ǫ−ρσ2(m0)|,
then since
|ǫρσ1(m0)| · |ǫ−ρσ2(m0)| = N (m0),
it follows that
|ǫρσ1(m0)| =
√
N (m0) = |ǫ−ρσ2(m0)|.
This real number ρ is given by
ρ =
log |σ2(m0)| − log |σ1(m0)|
2 log ǫ
.
Take k := ⌊ρ⌋. Then it follows that
ǫ−1
√
N (m0) ≤ |σi(ǫkm0)| ≤ ǫ
√
N (m0) for i = 1, 2.
Now the claim follows with c1 = ǫ
−1, c2 = ǫ and u = ǫk. 
Using the above lemma and noting that all generators of q are of the form ±mǫn, where m is
any fixed generator, ǫ is the fundamental unit and n runs over the integers, we may write Ψ(q) in
the form
Ψ(q) = 2
∑
n∈Z
f
(
σ1 (mǫ
n)√
N
)
f
(
σ2 (mǫ
n)√
N
)
= 2
∑
n∈Z
f
(
σ1(m)ǫ
n
√
N
)
f
(
σ2(m)ǫ
−n
√
N
)
,
where (m) = q and σ1,2(m) ≍
√N (q). This gives immediately the lower bound in (13) since
Ψ(q) ≥ f
(
σ1(m)√
N
)
f
(
σ2(m)√
N
)
≫ 1 if N ≤ N (q) ≤ 2N.
The upper bound follows from∑
n∈Z
f
(
σ1(m)ǫ
n
√
N
)
f
(
σ2(m)ǫ
−n
√
N
)
≤ 2
∞∑
n=0
exp
(
−πDC · N (q)
N
· ǫ2n
)
≪ exp
(
−πDC · N (q)
N
)
·logN
for a suitable constant D > 0, where we use N (q) ≥ 1.
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At this point, we apply Lemma 8 to establish a related result which will be needed only in
subsection 9.3.
Lemma 9. For q ∈ O, let
N˜ (q) = σ1(q)2 + σ2(q)2.
Then we have ∑
q∈O
(q)=a
1
N˜ (q) ≪
1
N (a)
for any non-zero (principal) ideal a ∈ I.
Proof. As above, we may write∑
q∈O
(q)=a
1
N˜ (q) =
∑
n∈Z
1
σ1 (aǫn)
2
+ σ2 (aǫn)
2 ,
where (a) = a with σ1,2(a) ≍
√N (a) and ǫ is the fundamental unit. It follows that
∑
q∈O
(q)=a
1
N˜ (q) =
∑
n∈Z
1
σ1 (a)
2
ǫ2n + σ2 (a)
2
ǫ−2n
≪
∞∑
n=0
1
N (a)ǫ2n ≪
1
N (a) ,
which completes the proof. 
Our bound (11) follows from the exponential decay of the Gaussian and the fact that Λ(q;x1, x2),
defined in (10), is a shifted lattice in R2 with a fundamental parallelogram of area equal to 1/N (q)
and dimensions ≍ 1/√N (q). To see the latter, we employ again Lemma 8: The set Λ(q;x1, x2)
does only depend on q = (q) but not on the generator q of this ideal. Using Lemma 8, we may
choose q in such a way that σ1,2(q) ≍
√N (q). Then
Λ(q;x1, x2) = (x1, x2)−
{
ua+ vb : (u, v) ∈ Z2}
with
a :=
(
1
σ1(q)
,
√
d
σ2(q)
)
and b :=
(
1
σ1(q)
,−
√
d
σ2(q)
)
,
which are vectors of lengths ≍ 1/√N (q) which span a parallelogram of area equal to 1/N (q), as
claimed.
4. Poisson summation
In this section, we shall transform F (q), defined in (9), using the 2-dimensional Poisson sum-
mation formula, given below.
Lemma 10. Suppose that f ∈ L1(Rn). Let fˆ be the Fourier transform of this function, defined as
fˆ(y) :=
∫
Rn
f(x)e(−x · y)dx
for y ∈ Rn. Suppose that fˆ ∈ L1(Rn) and
|f(x)|+ |fˆ(x)| ≪ (1 + |x|)−(n+ε)
for some ε > 0 and all x ∈ Rn, where |x| is the Euclidean norm of x. Then for all z ∈ Rn we have∑
m∈Zn
fˆ(m)e(m · z) =
∑
m∈Zn
f(m+ z),
where the series on the left-hand and right-hand sides are absolutely convergent, respectively. In
particular, ∑
m∈Zn
fˆ(m) =
∑
m∈Zn
f(m).
Proof. See, for example, [4]. 
Using Lemma 10, we shall establish the following.
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Lemma 11. We have
(17) F (q) =
δ2
2
√
d
·
∑
p∈O
e
(
σ2(pq)x2 − σ1(pq)x1
2
√
d
)
· exp
(
−π · σ1(pq)
2 + σ2(pq)
2
4d
· δ
2
N
)
.
Proof. Let f : R2 → C be defined as
f(x, y) = Ωδ/
√
N
(
x1 − x+ y
√
d
σ1(q)
)
Ωδ/
√
N
(
x2 − x− y
√
d
σ2(q)
)
so that
Ωδ/
√
N
(
x1 − σ1(p)
σ1(q)
)
Ωδ/
√
N
(
x2 − σ2(p)
σ2(q)
)
= f(x+ y
√
d)
if p = x + y
√
d. The exponential decay of the functions Ωδ/
√
N ensures that f ∈ L1(Rn). Now we
calculate the Fourier transform of f . Making the linear change of variables
u =
√
N
δ
·
(
x1 − x+ y
√
d
σ1(q)
)
, v =
√
N
δ
·
(
x2 − x− y
√
d
σ2(q)
)
,
and using the definition of Ω∆ in (5), we obtain
fˆ(α, β) =
∫
R2
f(x, y)e(−xα− yβ)dydx
=
δ2
2
√
d
· e(−Aα−Bβ) ·
∫
R2
exp
(−π(u2 + v2)) · e (C(α, β)u −D(α, β)v) dvdu,(18)
where
A :=
σ1(q)x1 + σ2(q)x2
2
,
B :=
σ1(q)x1 − σ2(q)x2
2
√
d
,
C(α, β) :=
(β +
√
dα)σ1(q)
2
√
d
· δ√
N
,
D(α, β) :=
(β −√dα)σ2(q)
2
√
d
· δ√
N
.
Calculating the double integral in the second line of (18), we get
fˆ(α, β) =
δ2
2
√
d
· e
(
(β − α√d)σ2(q)x2 − (β + α
√
d)σ1(q)x1
2
√
d
)
×
exp
(
−π · (β + α
√
d)2σ1(q)
2 + (β − α√d)2σ2(q)2
4d
· δ
2
N
)
.
Clearly, fˆ ∈ L1(R2). Now the Poisson summation formula implies the result of Lemma (11) after
recalling the definition of F (q) in (9). 
Plugging (17) into (7), we obtain
ω˜(q) = Ψ(q) · δ
2
2
√
d
·
∑
p∈O
e
(
σ2(pq)x2 − σ1(pq)x1
2
√
d
)
· exp
(
−π · σ1(pq)
2 + σ2(pq)
2
4d
· δ
2
N
)
.(19)
We note that the right-hand side is still independent of the choice of the generator q of q. Further,
we observe that ω(q), defined in (6), equals the contribution of p = 0 on the right-hand side of
(19) so that
ω˜(q)− ω(q) =Ψ(q) · δ
2
2
√
d
·
∑
p∈O\{0}
e
(
σ2(pq)x2 − σ1(pq)x1
2
√
d
)
×
exp
(
−π · σ1(pq)
2 + σ2(pq)
2
4d
· δ
2
N
)
.
(20)
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This will be essential in establishing a non-trivial bound for the difference T˜ (N) − T (N). Our
key tool will be a version of Harman’s sieve for real-quadratic fields, to be worked out in the next
section.
5. Harman’s Sieve
In this section, we prove a weighted version of Harman’s asymptotic sieve for ideals in the ring
of integers of a real quadratic field (not necessarily of class number 1). We follow closely the proof
of a weighted integer version of Harman’s sieve for imaginary quadratic number fields in [2, section
7].
5.1. Notations and a basic lemma.
• Throughout, we suppose that K ⊆ R is some real quadratic field with class number 1 and
ring of integers O.
• We denote by I the set of all ideals of O.
• We denote by P the set of all non-zero prime ideals of O.
• We set P(z) = {p ∈ P | N (p) < z}.
• We set
P(z) =
∏
p∈P(z)
p.
• We denote by dk(a) the number of ways to write an ideal a ⊆ O as a product of k ideals.
In particular, d2(a) = d(a) is the number of ideal divisors of a.
• We write (a, b) = 1 if the ideals a and b are coprime, i.e., O is the only divisor of both a
and b.
• For a general condition (C), we write
1(C) :=
{
1 if (C) is satisfied,
0 if (C) is not satisfied.
If M is a set, we write
1M (x) :=
{
1 if x ∈M,
0 otherwise.
The following lemma, known as "cosmetic surgery" will be used for the separation of variables.
Lemma 12. For any two distinct real numbers ρ, γ > 0 and T ≥ 1 one has∣∣∣∣∣1γ<ρ − 1π
∫ T
−T
eiγt
sin(ρt)
t
∣∣∣∣∣≪ 1T |γ − ρ| ,
where the implied constant is absolute.
Proof. See, for instance, [9, Lemma 2.2]. 
5.2. The sieve result.
Theorem 13 (Weighted version of Harman’s asymptotic sieve for quadratic fields). Let x ≥ 3 be
real and let ω, ω˜ : I −→ R+ be two bounded functions such that, for both w = ω and w = ω˜,
lim
R→∞
∑
a∈I
N (a)<R
d4(a)w(a) ≤ X(21)
for X ≥ 1. Suppose further one has Y > 1, 0 < µ < 1, 0 < κ < 1/2 and M ∈ (xµ, x) with the
following property:
For any sequences (aa)a∈I,(bb)b∈I of complex numbers with |aa| ≤ 1 and |bb| ≤ d(b), one has,
TI :=
∣∣∣∣∣
∑∑
a,b∈I\0
N (a)<M
aa(ω(ab)− ω˜(ab))
∣∣∣∣∣ ≤ Y(22)
and
TII :=
∣∣∣∣∣
∑∑
a,b∈I\0
xµ<N (a)<xµ+κ
aabb(ω(ab)− ω˜(ab))
∣∣∣∣∣ ≤ Y.(23)
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Then
(24) |S(ω, xκ)− S(ω˜, xκ)| ≪ Y (log(xX))3,
where
S(w, z) =
∑
a∈I
(a,P(z))=1
w(a).
Proof. First we define the Möbius function µ for ideals. Assume that a is an ideal in O with prime
ideal factorization
a =
k∏
j=1
p
αj
j .
Then we set
µ(a) :=
{
(−1)k if αj = 1 for j = 1, 2, ..., k,
0 otherwise.
Since ∑
d|a
µ(d) =
{
1 if a = O
0 otherwise,
we have
S(w, z) =
∑
b∈I\0
w(b)
∑
d|P(z)
d|b
µ(d) =
∑
d|P(z)
µ(d)
∑
a∈I\0
w(ad).
(25)
Let
∆(d) =
∑
a∈I\0
(ω(ad)− ω˜(ad)).(26)
Applying (25) for w = ω and w = ω˜ yields
S(ω, z)− S(ω˜, z) =
∑
d|P(z)
µ(d)∆(d) =
{ ∑
d|P(z)
N (d)<M
+
∑
d|P(z)
N (d)≥M
}
µ(d)∆(d)
=S♯ + S♭, say.
(27)
Using (22) with ad = µ(d)1d|P(z), we deduce that |S♯| ≤ Y . Therefore, to prove the theorem, it
suffices to show that
|S♭| ≪ Y (log(xX))3.(28)
The next step is to arrange S♭ into subsums according to the "sizes" of the prime factors in d
(where d is the summation variable in (27)). To have some notion of size, fix some total order ≺
on P(z) such that if N (p2) < N (p1), then p2 ≺ p1 (many such orders exist, and all will do equally
well). Moreover, for p ∈ P(z) let
Π(p) =
∏
q≺p
q.
Now take g : I −→ C to be any function. We may group the terms of the sum
S =
∑
d|P(z)
µ(d)g(d)
according to the largest factor p1 of d with respect to ≺, getting the Buchstab-type identity
S = g(O)−
∑
p1∈P(z)
∑
d|Π(p1)
µ(d)g(p1d).(29)
Similarly, for the part
∑
d|Π(p1) µ(d)g(p1d), we have∑
d|Π(p1)
µ(d)g(p1d) = g(p1)−
∑
p2≺p1
∑
d|Π(p1)
µ(d)g(p1p2d).(30)
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Minding the innermost sum on the right-hand side above, it is obvious that the above identity can
be iterated if so desired. To describe for which sub-sums iteration is beneficial, we decompose P(z)
into
P(z) ={p ∈ P(z) | N (p1) > xµ} ∪˙ {p ∈ P(z) | N (p1) ≤ xµ}
=P1 ∪˙ Q1, say,
and inductively for s = 2, 3, ....,
Q′s ={(p1, ..., ps−1, ps) ∈ P(z)s | ps ≺ ps−1, (p1, ..., ps−1) ∈ Qs−1}
=Ps ∪˙ Qs, say,
where
Ps ={(p1, ..., ps−1, ps) ∈ Q′s | N (p1, p2, ..., ps) > xµ}
and
Qs ={(p1, ..., ps−1, ps) ∈ Q′s | N (p1, p2, ..., ps) ≤ xµ}.
Assuming that g vanishes on arguments a with N (a) ≤ xµ, and on applying (29) and (30), we
have
S =−
( ∑
p1∈P1
+
∑
p1∈Q1
) ∑
d|Π(p1)
µ(d)g(p1d)
=−
∑
p1∈P1
∑
d|Π(p1)
µ(d)g(p1d) +
∑
(p1,p2)∈P2
∑
d|Π(p2)
µ(d)g(p1p2d)
+
∑
(p1,p2)∈Q2
∑
d|Π(p2)
µ(d)g(p1p2d).
On iterating this process - always applying (30) to the Q-part - it transpires that
S =
∑
s≤t
(−1)s
∑
(p1,...,ps)∈Ps
∑
d|Π(ps)
µ(d)g(p1p2...psd)
+ (−1)t
∑
(p1,...,pt)∈Qt
∑
d|Π(pt)
µ(d)g(p1p2...ptd)
for any t ∈ N. Since the product of t prime ideals has norm greater than or equal to 2t, we have
Qt = ∅ for t > µ
log 2
log x.
Hence,
S =
∑
s≤t
(−1)s
∑
(p1,...,ps)∈Ps
∑
d|Π(ps)
µ(d)g(p1p2...psd)
for
t :=
⌊ log x
log 2
⌋
+ 1≪ log x.(31)
We apply this to S♭ with g(a) = ∆(a)1{N (a)≥M}. Note that since M > xµ, we have g(a) = 0
for all N (a) ≤ xµ, as was assumed in the above arguments. Thus,
S♭ =
∑
s≤t
(−1)sS♭(s),(32)
where
S♭(s) =
∑
(p1,..,ps)∈Ps
a=p1...ps
∑
d|Π(ps)
N (aps)≥M
µ(d)∆(ad).
Another application of (30) gives
S♭(s) =
∑
(p1,..,ps)∈Ps
a=p1...ps
N (a)≥M
∆(a)−
∑
(p1,..,ps)∈Ps
a=p1...ps
∑
p≺ps
∑
d|Π(p)
N (apd)≥M
µ(d)∆(apd)
=S♭1(s)− S♭2(s), say.
(33)
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Given a = p1 · · · ps−1ps with
(p1, ..., ps−1, ps) ∈ Ps and (p1, ..., ps−1) ∈ Qs−1,
and noting that N (ps) ≤ N (p1) < z = xκ, we have
xµ < N (a) = N (p1 · · · ps−1)N (ps) < xµ · xκ.
Using this, we find that S♭1(s) can be expressed as∑∑
a,b∈I\0
aa(ω(ab)− ω˜(ab)),
where the coefficients
aa = 1{N (a)≥M}1{p1···ps:(p1,...,ps)∈Ps}(a)
are only supported on a with xµ < N (a) < xµ+κ. Hence by (23),
|S♭1(s)| ≤ Y.(34)
Moving on to S♭2(s), we expand the definition (26) of ∆, getting
S♭2(s) = S
♭
2(s, ω)− S♭2(s, ω˜),
where
S♭2(s, w) :=
∑
(p1,...,ps)∈Ps
a=p1···ps
∑
p≺ps
∑
d|Π(p)
N (apd)≥M
µ(d)
∑
b∈I\0
w(abpd)
=
∑
(p1,...,ps)∈Ps
a=p1···ps
∑
n∈I\0
∑
p≺ps
∑∑
b,d
d|Πp
bpd=n
N (apd)≥M
µ(d)w(an).
In order to apply (23), we must disentangle the variables a and n in the above summation. To this
end, we split ∑
p≺ps
=
∑
p≺ps
N (p)=N (ps)
+
∑
p≺ps
N (p)<N (ps)
(35)
to obtain a decomposition
S♭2(s, w) = S
♭,=
2 (s, w) + S
♭,<
2 (s, w), say.(36)
For S♭,<2 (s, w) we have
S♭,<2 (s, w) =
∑
(p1,...,ps)∈Ps
a=p1···ps
∑
n∈I\0
∑
p≺ps
∑∑
b,d
d|Πp
bpd=n
µ(d)χ(a, d, p, ps)w(an),
where
χ(a, d, p, ps) = 1{N (apd)≥M}1{N (p)<N (ps)},
and the sum S♭,=2 (s, w) can be expressed similarly but needs a little more care.
The first summation on the right-hand side of (35) contains at most one term because K is a
quadratic extension of Q and hence for each l there are at most two prime ideals with norm l. We
will write P ′s for the set of (p1, ..., ps) ∈ Ps for which there is such a term, that is, some p ≺ ps
with N (p) = N (ps). Furthermore, let
P′(z) := {p ∈ P(z) : there exists ps such that p ≺ ps and N (p) = N (ps)}.
Then
S♭,=2 (s, w) :=
∑
(p1,...,ps)∈P′s
a=p1···ps
∑
n∈I\0
∑
p∈P′(z)
∑∑
b,d
d|Πp
bpd=n
µ(d)χ˜(a, d, p, ps)w(an),
where
χ˜(a, d, p, ps) =1{N (apd)≥M}1{N (p)=N (ps)}
=1{N (apd)≥M}1{N (p)≤N (ps)} − χ(a, d, p, ps).
(37)
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We choose some real number ρ with |ρ| ≤ 1/2 and {M+ρ} = 1/2, where {.} denotes the fractional
part. Then the condition N (apd) ≥M is equivalent to logN (apd) ≥ log(M + ρ) and
| logN (apd)− log(M + ρ)| ≥ log x+ 1
x+ 1/2
≥ 1
3x
.
Therefore, Lemma 12 shows that
1{N (apd)≥M} = 1− 1
π
∫ T
−T
N (apd)it sin (t log(M + ρ))dt
t
+O
( x
T
)
for every T ≥ 1. Similarly,
1{N (p)<N (ps)} =
1
π
∫ T
−T
eit/2eitN (p) sin (tN (ps))dt
t
+O
(
1
T
)
and
1{N (p)≤N (ps)} =
1
π
∫ T
−T
e−it/2eitN (p) sin (tN (ps))dt
t
+O
(
1
T
)
.
Thus,
S♭,<2 (s, ω) =
1
π
∫ T
−T
∑∑
a,n∈I\o
aa(t)bn(t)ω(an)
dt
t
− 1
π2
∫ T
−T
∫ T
−T
∑∑
a,n∈I\0
aa(t, τ)bn(t, τ)ω(an)
dτ
τ
dt
t
+O
((
x
T
+
1
T
∫ T
−T
| sin (τ log(M + ρ))|dτ
τ
)
×
( ∑
(p1,...,ps)∈Ps
a=p1···ps
∑
n∈I\0
∑
p≺ps
∑∑
b,d
d|Πp
bpd=n
w(an)
))
(38)
with coefficients
aa(t) :=
{
sin (tN (ps)) if there exists (p1, ..., ps) ∈ Ps such that a = p1 · · · ps,
0 otherwise,
bn(t) :=
∑
p∈P(z)
∑∑
b,d
d|Πp
bpd=n
eit/2eitN (p)µ(d),
aa(t, τ) :=aa(t)N (a)iτ sin (τ log(M + ρ)),
bn(t, τ) :=
∑
p∈P(z)
∑∑
b,d
d|Πp
bpd=n
e
it
2 eitN (p)µ(d)(Npd)iτ .
(39)
We proceed by gathering some intermediate information before applying (23). Clearly,
|bn(t)|, |bn(t, τ)| ≤ d(n).
For the other coefficients we always have
|aa(t)|, |aa(t, τ)| ≤ 1,
yet if t and τ are small, we can do better: if |t| ≤ x−1/2 and |τ | ≤ (log(x+ 1/2))−1, then
|aa(t)| ≤
√
x|t|, |aa(t, τ)| ≤
√
x|tτ | log
(
x+
1
2
)
.(40)
In view of this, we must deal with functions f : R× (1,∞) −→ R of the shape
f(t, η) =
{
ηt if |t| ≤ η−1,
1 otherwise
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and their integrals ∫ T
−T
f(t, η)
dt
|t| ≪ η
∫ η−1
0
dt+
∣∣∣∣∣
∫ T
η−1
dt
t
∣∣∣∣∣≪ 1 + | log (Tη)|.(41)
Lastly, we note that by (21),∑
(p1,...,ps)∈Ps
a=p1···ps
∑
n∈I\0
∑
p≺ps
∑∑
b,d
d|Πp
bpd=n
w(an)≪
∑
a∈I\0
d4(a)w(a)≪ X.(42)
Gathering all information we got so far, we may derive a bound for
E = |S♭,<2 (s, ω)− S♭,<2 (s, ω˜)|
as follows: after applying (38) with w = ω and w = ω˜, the O-terms are treated directly with (41)
and (42), whereas for the rest one may apply (23). Here it is important to use (40) for small |t|
and |τ | first - prior to applying (23) - and (41) then bounds the integrals. Therefore, after some
computations, we infer
E ≪ Y log(Tx) (1 + log (T log (x+ 1/2))) +XT−1 (x+ log (T log (x+ 1/2))) .(43)
Of course, the same arguments also apply to S♭,=2 (s, ω): In view of (37), we have to apply them
twice, but in both cases the coefficients corresponding to (39) obey the same bounds we used to
derive (43). Consequently, (43) also holds with S♭,=2 in place of S
♭,<
2 . In total, recalling (33) , (34)
and (36), we have
|S♭(s)| ≪ Y + the bound from (43)
and it transpires that choosing T = xX suffices to yield a bound of ≪ Y (log(xX))2. On plugging
this into (32) and recalling (31), we infer (28). Hence, the theorem is proved. 
5.3. Applying Harman’s sieve to real-quadratic fields. Now we apply Harman’s sieve, The-
orem 13, with
K := Q(
√
d), O = Z[
√
d], x−1/2 < δ ≤ 1/2, N := ⌈x1−ε⌉ , X := C(ε)δ2x, κ = 1/2,
and ω and ω˜ as defined in (6) and (7), the constant C(ε) > 0 above only depending on ε. Here
and in the following, we take into account that for every given k ∈ N and ε > 0, dk(q) ≤ N (q)ε if
N (q) is large enough. We shall obtain non-trivial estimates for the bilinear sums in (22) and (23)
for specific choices of the variables x, M and µ. According to the usual terminology, the sum in
(22) is called type I and that in (23) type II sum. We observe that under the above conditions.
the sums T˜ (N) and T (N) defined in (15) and (16) satisfy
T (N) = S(ω, xκ) +O
(
x1/2 log x
)
(44)
and
T˜ (N) = S(ω˜, xκ) +O
(
x1/2 log x
)
.(45)
This is because
S(w, xκ) = S(w, x1/2) =
∑
a∈I
(a,P(z))=1
N (a)≤x
w(a) +O
(
x−100
)
=w(O) +
∑
p∈P
x1/2<N (p)≤x
w(p) +O
(
x−100
)
=
∑
p∈P
N (p)≤x
w(p) +O
(
x1/2 log x
)
=
∑
p∈P
w(p) +O
(
x1/2 log x
)
for w = ω, ω˜, where we use (14) and δ ≤ 1. In the next sections, we will deal with the Type I and
Type II sums.
16 STEPHAN BAIER AND DWAIPAYAN MAZUMDER
6. Treatment of the type II sum
6.1. Initial transformations. Plugging (20) into (23), we obtain
TII =
∣∣∣∣ ∑∑
m,n∈I\0
xµ<N (m)<xµ+κ
ambn(ω(mn)− ω˜(mn)
∣∣∣∣
=
δ2
2
√
d
·
∣∣∣∣ ∑∑
m,n∈I\0
xµ<N (m)<xµ+κ
ambnΨ(mn) ·
∑
p∈O\{0}
E(pk)E(pk)
∣∣∣∣,
where k is any generator of the ideal mn, and we set
E(l) := exp
(
−π · σ1(l)
2 + σ2(l)
2
4d
· δ
2
N
)
and
E(l) := e
(
σ2(l)x2 − σ1(l)x1
2
√
d
)
.
We also use the notation
G(k) := f
(
σ1(k)√
N
)
f
(
σ2(k)√
N
)
below, where f is defined as in (3).
We shall choose a generator m for each of the ideals m in such a way that |σi(m)| ≍
√N (m)
for i = 1, 2, which is possible due to Lemma 8. Moreover, using the definition of Ψ(mn) and the
independence of the sum over p from the choice of k as generator of mn, we write, for m, n and m
fixed,
Ψ(mn) ·
∑
p∈O\{0}
E(pk)E(pk) =
∑
k∈O
(k)=mn
G(k)
∑
p∈O\{0}
E(pk)E(pk)
=
∑
n∈O
(n)=n
∑
p∈O\{0}
G(mn)E(pmn)E(pmn)
(46)
on setting n := k/m. Unfolding the sum ∑
n∈I\{0}
∑
n∈O
(n)=n
,
we therefore obtain
TII =
δ2
2
√
d
·
∣∣∣∣ ∑
m∈R
xµ<N (m)<xµ+κ
∑
n∈O\{0}
ambn
∑
p∈O\{0}
E(p,mn)E(pmn)
∣∣∣∣,
whereR is a maximal system of mutually non-associate elements of O satisfying |σi(m)| ≍
√N (m)
for i = 1, 2, and
am := a(m), bn := b(n)
and
E(p, k) :=f
(
σ1(k)√
N
)
f
(
σ2(k)√
N
)
exp
(
−π · σ1(pk)
2 + σ2(pk)
2
4d
)
.(47)
6.2. Cutting off summations. For convenience, we would like to cut off the summation over n
and p at appropriate points so that we are left with finite sums only. Taking |σi(m)| ≍
√N (m)
for i = 1, 2 and N :=
⌈
x1−ε
⌉
into account, the weight function
G(mn) = f
(
σ1(mn)√
N
)
f
(
σ2(mn)√
N
)
becomes negligible if
max{|σ1(n)|, |σ2(n)|} >
√
x
N (m) .
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Therefore, it suffices to take only those n’s into consideration for which
(48) max{|σ1(n)|, |σ2(n)|} ≤
√
x
N (m) .
Moreover, we may discard all p’s for which
σ1(pmn)
2 + σ2(pmn)
2
4d
· δ
2
N
≫ xε.(49)
Now comes the point where we make use of the exponent C. If
(50) σ1(mn)
2 ≤ x−εN or σ2(mn)2 ≤ x−εN,
then
G(mn)≪ x−2Cε
using (4). Now we may choose
C :=
⌈
100
ε
⌉
so that
E(mn)≪ x−200
if mn satisfies (50). The contribution of these mn becomes negligibly small so that we can assume
that
σ1(mn)
2 > x−εN and σ2(mn)2 > x−εN
in which case inequality (49) holds if
|σ1(p)| > xεδ−1 or |σ2(p)| > xεδ−1.
Hence, it suffices to consider p’s such that
|σ1,2(p)| ≤ xεδ−1.
We deduce that
TII =
δ2
2
√
d
·
∣∣∣∣ ∑
m∈R
xµ<N (m)<xµ+κ
∑
n∈O\{0}
|σ1,2(n)|≤(x/N (m))1/2
ambn×
∑
p∈O\{0}
|σ1,2(p)|≤xεδ−1
E(p,mn)E(pmn)
∣∣∣∣+O (x−100) .
Moreover, we divide the m-sum into O(log x) subsums∑
K≤N (m)≤2K
over dyadic intervals, getting
TII ≪(log x)δ2 sup
xµ≤K≤xµ+κ
|ΣK |+O
(
x−100
)
,(51)
where
ΣK :=
∑
m∈R
K≤N (m)≤2K
∑
n∈O\{0}
|σ1,2(n)|≤(x/K)1/2
ambn
∑
p∈O\{0}
|σ1,2(p)|≤xεδ−1
E(p,mn)E(pmn)
with am := 0 if N (m) > xµ+κ. Here we note, again looking at G(mn), that the contribution of
n’s with (x/N (m))1/2 < |σ1(n)| ≤ (x/K)1/2 or (x/N (m))1/2 < |σ2(n)| ≤ (x/K)1/2 is negligible.
Now we use the definition of f in (3) and expand the C-th powers implicit in the definition of
E(p, k) in (47). We are led to a linear combination of sums of the form
ΣK,j :=
∑
m∈R
K≤N (m)≤2K
∑
n∈O\{0}
|σ1,2(n)|≤(x/K)1/2
ambn
∑
p∈O\{0}
|σ1,2(p)|≤xεδ−1
Ej(p,mn)E(pmn),
where j := (j1, j2) ∈ N2 and
Ej(p, k) := exp
(
−π · σ1(pk)
2 + σ2(pk)
2
4d
· δ
2
N
)
· exp
(
−π · j1σ1(k)
2 + j2σ2(k)
2
N
)
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with j1 and j2 bounded by 2C. Hence, (51) turns into
TII ≪(log x)δ2 sup
xµ≤K≤xµ+κ
∑
1≤j≤2C
|ΣK,j |+O
(
x−100
)
,(52)
where the summation condition on j means that 1 ≤ j1, j2 ≤ 2C. In the following, we bound
|ΣK,j |.
6.3. Removing the exponential weights. Whereas in the later treatment of the type I sums,
the weight Ej(p,mn) will be essential for performing Poisson summation in the smooth sum over
n, it is convenient to remove it when dealing with the type II sums. This will be done using inverse
Mellin transform. Smooth weights of a more suitable shape will be re-introduced after applying
Cauchy-Schwarz.
We begin by writing the Gaussian as an inverse Mellin transform in the form
exp
(−y2) = 1
2πi
·
c+i∞∫
c−i∞
|y|−s · Γ(s/2)
2
ds
for all y ∈ R, where c is any positive number. This implies
exp
(
−π · σ1(pmn)
2
4d
· δ
2
N
)
=
1
4πi
·
c+i∞∫
c−i∞
(√
πδ|σ1(pmn)|√
4dN
)−s1
Γ
(s1
2
)
ds1,
exp
(
−π · σ2(pmn)
2
4d
· δ
2
N
)
=
1
4πi
·
c+i∞∫
c−i∞
(√
πδ|σ2(pmn)|√
4dN
)−s2
Γ
(s2
2
)
ds2,
exp
(
−π · j1σ1(mn)
2
N
)
=
1
4πi
·
c+i∞∫
c−i∞
(√
j1π|σ1(mn)|√
N
)−s3
Γ
(s3
2
)
ds3
and
exp
(
−π · j2σ2(mn)
2
N
)
=
1
4πi
·
c+i∞∫
c−i∞
(√
j2π|σ2(mn)|√
N
)−s4
Γ
(s4
2
)
ds4.
Write s := (s1, s2, s3, s4) and ds := ds4ds3ds2ds1. Then it follows that
(53) ΣK,j =
1
(4πi)4
·
c+i∞∫
c−i∞
· · ·
c+i∞∫
c−i∞
j
−s3/2
1 j
−s4/2
2 Φ(s)
4∏
i=1
Γ
(si
2
)
ΣK(s)ds,
where
Φ(s) := (N/π)(s1+s2+s3+s4)/2(4d)(s1+s2)/2δ−(s1+s2)
and
ΣK(s) :=
∑
m∈R
K≤N (m)≤2K
∑
n∈O\{0}
|σ1,2(n)|≤(x/K)1/2
am(s)bn(s)
∑
p∈O\{0}
|σ1,2(p)|≤xεδ−1
cp(s1, s2)E(pmn)
with
am(s) :=am|σ1(m)|−s1−s3 |σ2(m)|−s2−s4 ,
bn(s) :=bm|σ1(n)|−s1−s3 |σ2(n)|−s2−s4 ,
cp(s1, s2) :=|σ1(p)|−s1 |σ2(p)|−s2 .
We set
(54) c :=
1
log x
.
Then, if
N−1 ≤ δ ≤ 1,
we have
(55) Φ(s) = O(1)
and
am(s)≪ |am| ≤ 1, bn(s)≪ |bn| ≤ d((n)), cp(s1, s2) = O(1)
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for all s with ℜ(si) = c for i = 1, ..., 4 and m,n, p in the relevant summation ranges.
6.4. Applying Cauchy-Schwarz. Next we bound ΣK(s). We first re-arrange summations and
use the triangle inequality and the bounds cp(s1, s2) = O(1) and am = O(1) to get
ΣK(s)≪
∑
p∈O\{0}
|σ1,2(p)|≤xεδ−1
∑
m∈R
K≤N (m)≤2K
∣∣∣∣∣∣∣∣∣
∑
n∈O\{0}
|σ1,2(n)|≤(x/K)1/2
bn(s)E(pmn)
∣∣∣∣∣∣∣∣∣
.
Now we apply the Cauchy-Schwarz inequality and the definition of R to get
|ΣK(s)|2 ≪ x2εδ−2K
∑
p∈O\{0}
|σ1,2(p)|≤xεδ−1
∑
m∈R
K≤N (m)≤2K
∣∣∣∣∣∣∣∣∣
∑
n∈O\{0}
|σ1,2(n)|≤(x/K)1/2
bn(s)E(pmn)
∣∣∣∣∣∣∣∣∣
2
.
Writing k = pm and using the definition of R, we deduce that
|ΣK(s)|2 ≪ x2εδ−2K
∑
k∈O\{0}
|σ1,2(k)|≤cxεδ−1K1/2
( ∑
p,m∈O
pm=k
m∈R
1
)∣∣∣∣∣∣∣∣∣
∑
n∈O\{0}
|σ1,2(n)|≤(x/K)1/2
bn(s)E(kn)
∣∣∣∣∣∣∣∣∣
2
for some constant c > 0. Since the number of ideal divisors of k is bounded by O(N (k)ε) and m
runs over mutually non-associate elements of O, we have∑
p,m∈O
pm=k
m∈R
1≪ xε.
Furthermore, we introduce a smooth weight to extend the summation over k to all integers, ob-
taining
|ΣK(s)|2 ≪ x3εδ−2K
∑
k∈O
exp
(
−π · σ1(k)
2 + σ2(k)
2
x2εδ−2K
)
∣∣∣∣∣∣∣∣∣
∑
n∈O\{0}
|σ1,2(n)|≤(x/K)1/2
bn(s)E(kn)
∣∣∣∣∣∣∣∣∣
2
.
We expand the square, use the fact that E(l) = E(−l) and move in the summation over k to deduce
that
|ΣK(s)|2 ≪x3εδ−2K
∑
n1,n2∈O\{0}
|σ1,2(n1)|≤(x/K)1/2
|σ1,2(n2)|≤(x/K)1/2
bn1(s)bn2(s)×
∣∣∣∣∣
∑
k∈O
exp
(
−π · σ1(k)
2 + σ2(k)
2
x2εδ−2K
)
E (k(n1 − n2))
∣∣∣∣∣ .
Using bni(s)≪ d((ni))≪ xε, and writing n = n1 − n2, it follows that
|ΣK(s)|2 ≪x5εδ−2K
∑
n∈O
|σ1,2(n)|≤2(x/K)1/2
( ∑
n1−n2=n
|σ1,2(n1)|≤(x/K)1/2
|σ1,2(n1)|≤(x/K)1/2
1
)
×
∣∣∣∣∣
∑
k∈O
exp
(
−π · σ1(k)
2 + σ2(k)
2
x2εδ−2K
)
E (kn)
∣∣∣∣∣ .
Clearly, ∑
n1−n2=n
|σ1,2(n1)|≤(x/K)1/2
|σ1,2(n1)|≤(x/K)1/2
1≪ xK−1,
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giving
|ΣK(s)|2 ≪ x1+5εδ−2
∑
n∈O
|σ1,2(n)|≤2(x/K)1/2
∣∣∣∣∣
∑
k∈O
exp
(
−π · σ1(k)
2 + σ2(k)
2
x2εδ−2K
)
E (kn)
∣∣∣∣∣ .
6.5. Applying Poisson summation. Now we use again the Poisson summation formula to trans-
form the sum over k above. For (u, v) ∈ R2 set
f(u, v) := exp
(
−π · 2(u
2 + v2d)
x2εδ−2K
)
· e
(
(σ2(n)x2 − σ1(n)x1)u− (σ2(n)x2 + σ1(n)x1)v
√
d
2
√
d
)
so that
exp
(
−π · σ1(k)
2 + σ2(k)
2
x2εδ−2K
)
E (kn) = f(u, v)
if k = u + v
√
d with (u, v) ∈ Z2. Clearly, f ∈ L1(R2). We calculate the Fourier transform of f to
be
fˆ(α, β) =
1
2
√
d
· x2εδ−2K×
exp
(
−π
2
· x2εδ−2K
((
β − σ2(n)x2 − σ1(n)x1
2
√
d
)2
+
(
α− −(σ2(n)x2 + σ1(n)x1)
2
)2))
.
Obviously, this function is also in L1(R2). Hence, by Lemma 10, we get
∑
k∈O
exp
(
−π · σ1(k)
2 + σ2(k)
2
x2εδ−2K
)
E (kn) = 1
2
√
d
· x2εδ−2K×
∑
(α,β)∈Z2
exp
(
−π
2
· x2εδ−2K
((
β − σ2(n)x2 − σ1(n)x1
2
√
d
)2
+
(
α− −(σ2(n)x2 + σ1(n)x1)
2
)2))
.
which is negligibly small if ∣∣∣∣
∣∣∣∣σ2(n)x2 − σ1(n)x12√d
∣∣∣∣
∣∣∣∣ > δK−1/2
or ∣∣∣∣
∣∣∣∣σ2(n)x2 + σ1(n)x12
∣∣∣∣
∣∣∣∣ > δK−1/2
and bounded by O
(
x2εδ−2K
)
otherwise. Hence, we obtain
|ΣK(s)|2 ≪ x1+7εδ−4K×∑
n∈O
|σ1,2(n)|≤2(x/K)1/2
χJ
(∣∣∣∣
∣∣∣∣σ2(n)x2 − σ1(n)x1)2√d
∣∣∣∣
∣∣∣∣
)
· χJ
(∣∣∣∣
∣∣∣∣σ2(n)x2 + σ1(n)x12
∣∣∣∣
∣∣∣∣
)
,(56)
where χJ is the characteristic function of the interval
J :=
[
−δK−1/2, δK−1/2
]
.
7. Counting problem
We are now down to a counting problem reminiscent of that appearing in the treatment of
the same problem in the settings of rational or Gaussian integers. However, the present counting
problem has a different flavor since it is a truly 2-dimensional problem. Indeed, we will see that new
ingredients are required such as results about the approximation of roots of quadratic congruences.
Our approach is similar to that in the settings of rational or Gaussian primes, namely to use
Diophantine approximation to replace x1 and x2 by elements of Q(
√
d).
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7.1. Approximating (x1, x2). Dirichlet’s approximation theorem for Q(
√
d) gives us, in a precise
sense, a set of θ ∈ Q(√d) such that x1 and x2 have a good simultaneous approximation by σ1(θ)
and σ2(θ), respectively. We will work out the details in section 9. Assume for now we have an
approximation satisfying
(57) |xi − σi(θ)| ≤ ∆ for i = 1, 2,
where θ ∈ Q(√d). Then it follows from (56) that
|ΣK(s)|2 ≪ x1+7εδ−4K×∑
n∈O
|σ1,2(n)|≤2(x/K)1/2
χJ
(∣∣∣∣
∣∣∣∣σ2(nθ)− σ1(nθ)2√d
∣∣∣∣
∣∣∣∣
)
· χJ
(∣∣∣∣
∣∣∣∣σ2(nθ) + σ1(nθ)2
∣∣∣∣
∣∣∣∣
)
,
where
(58) J := [−∆˜, ∆˜]
with
(59) ∆˜ := δK−1/2 + 2x1/2K−1/2∆.
Writing
n = λ+ µ
√
d, θ = σ + τ
√
d
with λ, µ ∈ Z and σ, τ ∈ Q, the above turns into
|ΣK(s)|2 ≪ x1+7εδ−4K
∑
(λ,µ)∈Z2
|λ|,|µ|≤2(x/K)1/2
χJ (||λτ + µσ||) · χJ (||λσ + µτd||) ,
which may be rewritten as
|ΣK(s)|2 ≪ x1+7εδ−4K
∑
(λ,µ)∈Z2
|λ|,|µ|≤2(x/K)1/2
χJ×J
(∣∣∣∣
∣∣∣∣
(
σ τd
τ σ
)(
λ
µ
)∣∣∣∣
∣∣∣∣
)
,
where we set ∣∣∣∣
∣∣∣∣
(
x
y
)∣∣∣∣
∣∣∣∣ :=
(||x||
||y||
)
.
Hence, if
(60) θ =
a
W
+
b
W
√
d with a, b ∈ Z, W ∈ N,
then
|ΣK(s)|2 ≪ x1+7εδ−4K
∑
(λ,µ)∈Z2
|λ|,|µ|≤2(x/K)1/2
χJ×J
(∣∣∣∣
∣∣∣∣
(
a/W bd/W
b/W a/W
)(
λ
µ
)∣∣∣∣
∣∣∣∣
)
.
Finally, we may express the above using congruences modulo W as
(61) |ΣK(s)|2 ≪ x1+7εδ−4K
∑
(λ,µ)∈Z2
|λ|,|µ|≤U
∑
(α,β)∈Z2
|α|,|β|≤V
C
1,
where “C” stands for the congruence condition(
a bd
b a
)(
λ
µ
)
≡
(
α
β
)
modW
and
(62) U := 2x1/2K−1/2 and V := W ∆˜.
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7.2. A congruence relation between a and b. In our application of the Dirichlet approximation
theorem for Q(
√
d) in section 9, we shall write θ in the form
(63) θ =
u+ v
√
d
f + g
√
d
where u, v, f, g ∈ Z and
(64) gcd(u + v
√
d, f + g
√
d) ≈ 1 in O.
Further, we shall make the natural choice
W := N (f + g
√
d) = |f2 − g2d|
so that
|a+ b
√
d| = |(u+ v
√
d)(f − g
√
d)|.
It follows that
|a2 − b2d| = N (a+ b
√
d) = N (u+ v
√
d)W
and hence
(65) a2 − b2d ≡ 0 modW.
This congruence relation will be crucial in what follows.
7.3. Counting solutions of systems of linear congruences. Recalling (61), we need to detect
α, β, λ, µ satisfying the system of congruences
(66)
{
aλ+ bdµ ≡ α modW,
bλ+ aµ ≡ β modW.
Multiplying the first congruence with b and the second with a and then subtracting and using (65),
we get
(67) bα ≡ aβ modW.
We first count pairs (α, β) lying the relevant range for which (67) is satisfied. Then we fix (α, β)
and count how many pairs (λ, µ) in the relevant range satisfy (66). After fixing (α, β), assuming
that (λ0, µ0) is one particular solution, any other solution of (66) is of the form (λ0 + λ˜, µ0 + µ˜),
where
(68)
{
aλ˜+ bdµ˜ ≡ 0 modW,
bλ˜+ aµ˜ ≡ 0 modW.
We throw away the first congruence and just count the number of pairs (λ˜, µ˜) satisfying
(69) bλ˜+ aµ˜ ≡ 0 modW,
where (λ0 + λ˜, µ0 + µ˜) lies in the relevant range, i.e.
|λ0 + λ˜|, |µ0 + µ˜| ≤ U.
Since
|λ0|, |µ0| ≤ U,
it suffices to count (λ˜, µ˜) satisfying (69) and
|λ˜|, |µ˜| ≤ 2U.
So relabeling λ˜ and µ˜ as λ and −µ, respectively, we are led to counting solutions (α, β, λ, µ) of the
system of independent congruences
(70)
{
bα ≡ aβ modW,
bλ ≡ aµ modW,
subject to the conditions
|λ|, |µ| ≤ 2U and |α|, |β| ≤ V.
These congruences are of the same shape, and therefore it suffices to count the numberΘ(X ; a, b;W )
of solutions (A,B) with
|A|, |B| ≤ X
of the single congruence
(71) bB ≡ aA modW.
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In summary, we conclude from (72) that
(72) |ΣK(s)|2 ≪ x1+7εδ−4K ·Θ(2U ; a, b;W ) ·Θ(V ; a, b;W ).
7.4. Detecting congruences using additive characters. Next we bound Θ(X ; a, b;W ) under
the condition that
(73) a = Za′, b = Zb′, W = Z2W ′, gcd(b′,W ′) = 1
or
(74) a = Za′, b = Zb′, W = Z2W ′, gcd(a′,W ′) = d
for suitable a′, b′,W ′, Z ∈ Z with W ′, Z > 0. In section 9, we will prove that (73) or (74) holds.
We observe that under both (73) and (74), (65) is equivalent to
(75) (a′)2 ≡ (b′)2d modW ′
on taking out a factor of Z2, and (71) is equivalent to
(76) b′B ≡ a′A modW ′Z
on taking out a factor of Z. Moreover, (76) implies the congruence
(77) b′B ≡ a′A modW ′
which we will use in place of (76) because we are not able to utilize the factor Z in (76). Further,
under (73), if b′ is a multiplicative inverse of b′ modW ′ (i.e., bb′ ≡ 1 modW ′), then (77) is
equivalent to
(78) B ≡ a′b′A modW ′.
We will confine ourselves to treating the case when (73) is satisfied because the other case is very
similar and gives the same results. Indeed, in the case of (74), we write a′′ = a′/d andW ′′ = W ′/d
and reduce (75) further to
(a′′)2d ≡ (b′)2 mod W ′′.
Moreover, we deduce from (77) that
b′B ≡ a′′Ad modW ′′
and, noting gcd(a′′,W ′′) = 1, transform this into
Ad ≡ b′a′′B modW ′′,
where a′′ is a multiplicative inverse modulo W ′′. The counting problem now takes the same shape
as above, with the replacements
W ′ →W ′′
a′ →b′
b′ →a′′
A→B
B →Ad.
An inspection of the method below shows that the occurrence of an extra factor of d in the last
line presents no problems. Thus, we assume (73) to hold throughout the following.
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We detect the congruence (78) using additive characters, writing
Θ(X ; a, b;W ) ≤
∑
|A|,|B|≤X
B≡a′b′A mod W ′
1
=
1
W ′
∑
|A|,|B|≤X
W ′−1∑
h=0
e
(
h(B − a′b′A)
W ′
)
=
1
W ′
W ′−1∑
h=0

 ∑
|B|≤X
e
(
hB
W ′
)

 ∑
|A|≤X
e
(
ha′b′A
W ′
)
≪ 1
W ′
W ′−1∑
h=0
min
{
X,
∣∣∣∣
∣∣∣∣ hW ′
∣∣∣∣
∣∣∣∣
−1}
min
{
X,
∣∣∣∣
∣∣∣∣ha′b′W ′
∣∣∣∣
∣∣∣∣
−1}
≪ 1
W ′
∑
0≤h≤W ′/2
min
{
X,
W ′
h
}
min
{
X,
∣∣∣∣
∣∣∣∣ha′b′W ′
∣∣∣∣
∣∣∣∣
−1}
≪ X
W ′
∑
0≤h≤W ′/X
min
{
X,
∣∣∣∣
∣∣∣∣ha′b′W ′
∣∣∣∣
∣∣∣∣
−1}
+
∑
W ′/X<h≤W ′/2
1
h
min
{
X,
∣∣∣∣
∣∣∣∣ha′b′W ′
∣∣∣∣
∣∣∣∣
−1}
≪(log 2W ′) sup
H∈R
W ′/X≤H≤W ′
1
H
∑
0≤h≤H
min
{
X,
∣∣∣∣
∣∣∣∣ha′b′W ′
∣∣∣∣
∣∣∣∣
−1}
(79)
if X ≥ 1. Now we use the following lemma, which is a standard tool in this circle of problems.
Lemma 14. Suppose that X,H ≥ 1 and γ ∈ R satisfies
(80)
∣∣∣γ − u
r
∣∣∣≪ r−2
for some u ∈ Z and r ∈ N with gcd(u, r) = 1, then
(81)
∑
0≤h≤H
min
{
X, ||hγ||−1}≪ (1 + H
r
)
(X + r) log 2r,
where the implied constant in (81) depends only on that in (80).
Proof. This can be proved in a similar way as [3, Lemma 6.4.4] by dividing the summation range
into intervals of length r. 
Applying Lemma 14 to the last line of (79), we deduce that
(82) Θ(X ; a, b;W )≪
(
X2
W ′
+
rX
W ′
+
X
r
+ 1
)
(log 2r)(log 2W ′),
provided we have a Diophantine approximation of the form
(83)
∣∣∣∣a′b′W ′ − ur
∣∣∣∣≪ r−2 with gcd(u, r) = 1.
We shall prove in section 8 that this is the case for some r ≍ √W ′, which is a crucial point in this
article. Therefore, (82) turns into
(84) Θ(X ; a, b;W )≪
(
X2
W ′
+ 1
)
log2 2W ′ ≪
(
X2Z2
W
+ 1
)
log2W.
7.5. Estimating the type II sum. Plugging (84) into (72) and recalling the definitions of U and
V in (62) and ∆˜ in (59), we obtain the estimate
|ΣK(s)|2 ≪x1+8εδ−4K
(
xK−1W−1Z2 + 1
) ((
δ2 + x∆2
)
K−1WZ2 + 1
)
=x8εδ−4
((
δ2 + x∆2
) (
x2K−1Z4 + xWZ2
)
+ x2W−1Z2 + xK
)
,
(85)
provided that
(86) W ≪ x100.
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Taking square-root on both sides of (85), plugging the resulting estimate into (53), recalling (54)
and (55), applying Stirling’s formula to bound the Gamma factors, and integrating, we obtain
|ΣK,j | ≪ x5εδ−2
((
δ + x1/2∆
)(
xK−1/2Z2 + x1/2W 1/2Z
)
+ xW−1/2Z + x1/2K1/2
)
.
Reversing the roles of m and n in the whole process, we get the same estimate with x/K in place
of K, i.e.,
|ΣK,j | ≪ x5εδ−2
((
δ + x1/2∆
)(
x1/2K1/2Z2 + x1/2W 1/2Z
)
+ xW−1/2Z + xK−1/2
)
.
Taking the first estimate when K ≤ x1/2 and the second one if K ≥ x1/2 and employing (52), we
obtain
TII ≪x6ε
((
δ + x1/2∆
)(
x1−µ/2Z2 + x(1+µ+κ)/2Z2 + x1/2W 1/2Z
)
+ xW−1/2Z + x3/4
)
(87)
if
µ ≤ 1/2 ≤ µ+ κ.
8. Roots of quadratic congruences
Now we want to establish the important Diophantine approximation (83). We recall that we
have the congruence (75) which is equivalent to
(88) (a′b′)2 ≡ d modW ′.
Hence, it suffices to prove the following.
Lemma 15. Let d > 1 be an integer which is not a perfect square. Then there exist positive
constants c1, c2, c3 only depending on d such that the following holds. If Q is a positive integer and
x is a solution to the quadratic congruence
x2 ≡ d mod Q,
then there exist u, r ∈ Z with gcd(u, r) = 1 such that
c1
√
Q ≤ |r| ≤ c2
√
Q
and ∣∣∣∣ xQ − ur
∣∣∣∣ ≤ c3r2 .
8.1. Relation between quadratic congruences and quadratic forms. Our approach follows
Hooley’s treatment of roots of quadratic congruences in [11, section] and makes use of the theory
of binary quadratic forms. Recall that the discriminant of the quadratic form
ax2 + 2hxy + by2
is the quantity
D = h2 − ab.
If the congruence
x2 ≡ d mod Q
has a solution ω, then the quadratic form
(89) Qx2 + 2ωxy +
ω2 − d
Q
y2
represents Q for (x, y) = (1, 0) and has discriminant d. We shall turn it into a reduced form and
then express ω/Q in a way which is sufficient to prove Lemma 15.
Any form equivalent to (89) is obtained via a change of variables(
r β
s α
)(
x
y
)
=
(
x′
y′
)
,
where the matrix above is in SL2(Z). In particular, (x, y) = (1, 0) is taken to (x
′, y′) = (r, s) via
this change of variables. Therefore, any form
(90) ax2 + 2hxy + by2
equivalent to (89) represents Q in the form
(91) ar2 + 2hrs+ bs2 = Q,
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where r and s are relatively prime integers such that for suitable relatively prime integers α and
β, one has
(92) rα− sβ = 1
and
(93) Qx2 + 2ωxy +
ω2 − d
Q
y2 = a(rx + βy)2 + 2h(rx+ βy)(sx + αy) + b(sx+ αy)2.
Comparing the coefficients of xy on both sides, we calculate that
ω = arβ + h(rα + sβ) + bsα,
and hence, using (92) and (91),
ω
Q
=
arβ + h(rα + sβ) + bsα
ar2 + 2hrs+ bs2
=
ar2β + hr2α+ hrsβ + brsα
r (ar2 + 2hrs+ bs2)
=
ar2β + hr(sβ + 1) + hrsβ + bs(sβ + 1)
r (ar2 + 2hrs+ bs2)
=
β(ar2 + 2hrs+ bs2) + hr + bs
r(ar2 + 2hrs+ bs2)
=
β
r
+
hr + bs
r(ar2 + 2hrs+ bs2)
=
β
r
+
hr + bs
rQ
,
(94)
where gcd(β, r) = 1.
8.2. Evaluating the approximation. Thus we have established the approximation (94) for the
ratio of a root ω of the quadratic congruence x2 ≡ d mod Q and its modulus Q. To complete the
proof of Lemma 15, we now assume without loss of generality that (90) is reduced and establish
that for suitable solutions (r, s) of (91), we have
|r| ≍
√
Q and
hr + bs
rQ
≪ 1
r2
,
where the implied constants are only allowed to depend on d. Since there are only finitely many
reduced forms of discriminant d, we may treat a, h, b like constants, and it suffices to establish that
given a, h, b, we have
(95) |r| ≍
√
Q and |s| ≪ |r|
for suitable integers r, s satisfying (91), where the implied constants in (95) depend only on a, b, h.
We use the following information given in [11, page 109]. Without loss of generality, we may
take a to be positive and b to be negative. Let
m := gcd(a, h, b)
and (T, U) the least solution of the Pellian equation
T 2 − dU2 = m.
Then there exists precisely one solution (r, s) of (91) such that
r > 0 and 0 < s ≤ aU
T − hU · r.
Moreover, on the set
S :=
{
(x, y) ∈ R : x > 0, 0 < y ≤ aU
T − hU · x
}
,
the form
ax2 + 2hxy + by2
takes positive values only. With this information, we are able to finish off our proof easily.
Let
η1 := min
y∈[0,aU/(T−hU)]
(a+ 2hy + by2)
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and
η2 := max
y∈[0,aU/(T−hU)]
(a+ 2hy + by2).
From the above, 0 < η1 < η2, and
η1x
2 ≤ ax2 + 2hxy + by2 ≤ η2x2
whenever (x, y) ∈ S. Hence, r ≍ √Q, and the claim (95) is established. This completes the proof
of Lemma 15.
9. Dirichlet approximation in Q(
√
d)
9.1. Diophantine approximation. Now we use Dirichlet’s approximation theorem in Q(
√
d) to
approximate x1 and x2 simultaneously. By Corollary 3, there is an infinite increasing sequence of
natural numbers q such that ∣∣∣∣∣x1 − u+ v
√
d
f + g
√
d
∣∣∣∣∣ ≤ CW ,∣∣∣∣∣x2 − u− v
√
d
f − g√d
∣∣∣∣∣ ≤ CW ,
(96)
where u, v, f, g are rational integers, u+ v
√
d and f + g
√
d are relatively prime in O,
W := N (f + g
√
d),
and C is a positive constant only depending on d. We further write
u+ v
√
q
f + g
√
d
=
a
W
+
b
W
√
d
with a, b ∈ Z.
9.2. Reducing a, b and W . Now we want to show that a, b and W allow for a reduction in the
form given in (73) or (74). We have
(97) a+ b
√
d = (u+
√
dv)(f −
√
dg),
W = |(f + g
√
d)(f − g
√
d)|
and
gcd(u+ v
√
d, f + g
√
d) ≈ 1 ≈ gcd(u− v
√
d, f − g
√
d).
Let
Z := gcd(f, g)
and
f ′ :=
f
Z
, g′ :=
g
Z
, W ′ :=
W
Z2
so that gcd(f ′, g′) = 1. Then by (97), we also have Z|a and Z|b. Let
a′ :=
a
Z
, b′ :=
b
Z
.
It follows that
(98) a′ + b′
√
d = (u+ v
√
d)(f ′ − g′
√
d),
(99) W ′ = |(f ′ + g′
√
d)(f ′ − g′
√
d)|
and
(100) gcd(u+ v
√
d, f ′ + g′
√
d) ≈ 1 ≈ gcd(u− v
√
d, f ′ − g′
√
d).
Assume that
(101) gcd
(
f ′ + g′
√
d, f ′ − g′
√
d
)
≈ t.
Then, since
(f ′ + g′
√
d) + (f ′ − g′
√
d) = 2f ′ and (f ′ + g′
√
d)− (f ′ − g′
√
d) = 2g′
√
d,
it follows that t|2f ′ and t|2g′√d. Since gcd(f ′, g′) = 1 (and hence gcd(f ′, g′) ≈ 1 in O), this implies
t|2√d. But then t|√d because otherwise 2|t and hence 2|f ′ and 2|g′ by (101) which contradicts
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the coprimality of f ′ and g′. Now the only possibilities are t = ±√d and t = ±1. In the first case,
d|f ′ and necessarily gcd(g′, d) = 1 because otherwise gcd(f ′, g′) 6= 1. Using the equations
2a′ = (u+ v
√
d)(f ′ − g′
√
d) + (u− v
√
d)(f ′ + g′
√
d)(102)
and
2b′
√
d = (u+ v
√
d)(f ′ − g′
√
d)− (u− v
√
d)(f ′ + g′
√
d)(103)
(which follow from (98)) together with (100), we deduce that
gcd(2a′, f ′ ± g′
√
d) ≈ t ≈ gcd
(
2b′
√
d, f ′ ± g′
√
d
)
.
If t = ±1, then using (99), it follows that gcd(b′,W ′) = 1. If t = ±√d, then √d|2a′ and hence
d|2a′, from which we deduce that gcd(2a′,W ′) = d. Since we assumed that d ≡ 3 mod 4, it follows
that gcd(a′,W ′) = d. In summary, we have either (73) or (74).
Now we have filled all gaps in section 7. Further, in view of (96), we may take
θ =
u+ v
√
d
f + g
√
d
and
(104) ∆ =
C
W
in (57). Hence, our estimate (87) for the type II sum turns into
TII ≪x6ε
((
δ + x1/2W−1
)(
x1−µ/2Z2 + x(1+µ+κ)/2Z2 + x1/2W 1/2Z
)
+ xW−1/2Z + x3/4
)
.
(105)
The appearance of powers of Z above presents a serious problem. To overcome this, we introduced
the notions of good and bad (x1, x2) in subsection (1.4). Recalling definition 4, if (x1, x2) is η-good,
then (105) yields
TII ≪x6ε
((
δ + x1/2W−1
)(
x1−µ/2W 2η + x(1+µ+κ)/2W 2η + x1/2W 1/2+η
)
+ xW η−1/2 + x3/4
)
.
(106)
We note that we may assume, without loss of generality, that η ≤ 1/2 since Z2 ≤W . In the next
subsection we shall show that, in the sense of the Lebesgue measure, for every η ∈ (0, 1/2], almost
all (x1, x2) are η-good, which implies that almost all (x1, x2) are good.
9.3. Almost all (x1, x2) are good. Now we provide a measure theoretical proof of the following
result. Here we point out that σ(K) has Lebesgue measure 0 in R2.
Theorem 16. Given η > 0, almost all (x1, x2) ∈ R2 \ σ(K) are η-good.
Proof. Throughout this proof, we set X := R2 \ σ(K), α := (x1, x2) and n := σ2(n) if n ∈ O for
convenience. If q ∈ O \ {0}, we set
B(q) :=
⋃
p∈O
[
p
q
− 1
F(q)
,
p
q
+
1
F (q)
]
×
[
p
q
− 1
F (q)
,
p
q
+
1
F (q)
]
∩ X ,
where
(107) F (q) := |q|
√
N˜ (q)/C
with C being the positive constant from Theorem 2 and
N˜ (q) := σ1(q)2 + σ2(q)2.
Further, we set
Z(q) := gcd(f, g).
Noting that F (q) ≥ N (q)/C, we observe that the set of η-good α’s contains the set
G =
⋂
N∈N
N≥M
⋃
q∈O\{0}
Z(q)≤N (q)η
N (q)>N
B(q),
where M is any positive number. Now it suffices to prove that the complement Gc of G in X has
Lebesgue measure 0.
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We further note that it is sufficient to restrict ourselves to α’s contained in the parallelogram
P with sides given by the vectors (1, 1) and (
√
d,−√d). This is for the following reason: If
α = (x1, x2) ∈ B(q), then also α˜ = (x1 + a+ b
√
d, x2 + a− b
√
d) ∈ B(q) for any a, b ∈ Z. The set
{(a+ b
√
d, a− b
√
d) : (a, b) ∈ Z2}
may be written in the form
{a(1, 1) + b(
√
d,−
√
d) : (a, b) ∈ Z2} = Λ,
which forms a lattice in R2, generated by the vectors (1, 1) and (
√
d,−√d). Hence, it suffices to
show that P ∩Gc has Lebesgue measure 0.
We may write
P ∩Gc = P \
( ⋂
N∈N
N≥M
⋃
q∈O\{0}
Z(q)≤N (q)η
N (q)>N
B˜(q)
)
,
where
B˜(q) := P ∩B(q).
Next, we write
⋃
q∈O\{0}
Z(q)≤N (q)η
N (q)>N
B˜(q) ⊇
( ⋃
q∈O\{0}
N (q)>N
B˜(q)
)
\
( ⋃
q∈O\{0}
Z(q)>N (q)η
N (q)>N
B˜(q)
)
=
( ⋃
q∈O\{0}
N (q)>N
B˜(q)
)
∩
( ⋃
q∈O\{0}
Z(q)>N (q)η
N (q)>N
B˜(q)
)c
,
where the complement in the last line is taken inside P ∩ X . It follows that
⋂
N∈N
N≥M
⋃
q∈O\{0}
Z(q)≤N (q)η
N (q)>N
B˜(q) ⊇
( ⋂
N∈N
N≥M
⋃
q∈O\{0}
N (q)>N
B˜(q)
)
∩
( ⋂
N∈N
N≥M
( ⋃
q∈O\{0}
Z(q)>N (q)η
N (q)>N
B˜(q)
)c)
.
Using Dirichlet’s approximation theorem forQ(
√
d), Theorem 2, together with the above restriction-
to-P argument, the set ⋂
N∈N
N≥M
⋃
q∈O\{0}
N (q)>N
B˜(q)
agrees with P upto a set of measure 0. It follows that
µ
(
P \
( ⋂
N∈N
N≥M
⋃
q∈O\{0}
Z(q)≤N (q)η
N (q)>N
B˜(q)
))
≤ µ
( ⋃
N∈N
N≥M
⋃
q∈O\{0}
Z(q)>N (q)η
N (q)>N
B˜(q)
)
= µ
( ⋃
q∈O\{0}
Z(q)>N (q)η
N (q)>M
B˜(q)
)
,
where µ is the Lebesgue measure. Further,
⋃
q∈O\{0}
Z(q)>N (q)η
N (q)>M
B˜(q) =
⋃
Z>Mη
⋃
q∈O\{0}
M<N (q)<Z1/η
Z(q)=Z
B˜(q)
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and, setting q′ = q/Z and q′ = f ′ + g′
√
d,⋃
q∈O\{0}
M<N (q)<Z1/η
Z(q)=Z
B˜(q)
=
⋃
q′∈O\{0}
M/Z2<N (q′)<Z1/η−2
(f ′,g′)=1
⋃
p∈O
P ∩
([
p
Zq′
− 1
Z2F (q′)
,
p
Zq′
+
1
Z2F (q′)
]
×
[
p
Zq′
− 1
Z2F (q′)
,
p
Zq′
+
1
Z2F (q′)
])
⊆ 1
Z
⋃
q∈O\{0}
N (q)<Z1/η−2
⋃
p∈O
(ZP ) ∩
([
p
q
− 1
ZF (q)
,
p
q
+
1
ZF (q)
]
×
[
p
q
− 1
ZF (q)
,
p
q
+
1
ZF (q)
])
,
where in the last line, we have replaced q′ by q. Given q, the number of p’s such that ZP has
non-empty intersection with the rectangle
RZ(p, q) =
[
p
q
− 1
ZF (q)
,
p
q
+
1
ZF (q)
]
×
[
p
q
− 1
ZF (q)
,
p
q
+
1
ZF (q)
]
is bounded by O(Z2N (q)). To see this, note that
F (q), F (q) ≥ N (q)
for all q, and for fixed q, the points (
p
q
,
p
q
)
, p ∈ O
form a lattice Λ(q) in R2 which contains Λ = Λ(1) as a sublattice of index N (q) in Λ(q). Moreover,
µ(RZ(p, q)) =
1
Z2F (q)F (q)
=
C2
Z2N (q)N˜ (q) .
Combining everything and using countable subadditivity, we arrive at
µ(P ∩Gc)≪
∑
Z>Mη
∑
q∈O\{0}
N (q)<Z1/η−2
1
Z2N˜ (q) .
By Lemma 9, for any given non-zero (principal) ideal a, we have∑
q∈O
(q)=a
1
N˜ (q) ≪
1
N (a) .
Hence,
µ(P ∩Gc)≪
∑
Z>Mη
1
Z2
∑
a∈I\0
N (a)<Z1/η−2
1
N (a) ≪η
∑
Z>Mη
logZ
Z2
≪M−η/2.
Since this holds for all positive M , it follows that
m(P ∩Gc) = 0.
This completes the proof. 
We deduce the following.
Corollary 17. Almost all (x1, x2) ∈ R2 are good.
Proof. Let Gη be the set of η-good (x1, x2) and G be the set of good (x1, x2). Then
G =
∞⋂
n=1
G1/n.
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Hence,
Gc =
∞⋃
n=1
Gc1/n
and therefore
µ(Gc) ≤
∞∑
n=1
µ(Gc1/n) = 0,
which completes the proof. 
9.4. Constructing good (x1, x2). After we have seen that almost all (x1, x2) are good, we sup-
plement an explicit construction of good (x1, x2) using continued fractions. As in the previous
subsection, if a ∈ O, let a ∈ O be the conjugate of a, i.e., a := σ2(a). We pick a sequence
(ak)k∈N∪{0} in O satisfying the condition
inf
k∈N
ak > 0 and inf
k∈N
ak > 0
which we assume to hold throughout this subsection. In particular, ak, ak > 0 for all k ≥ 0. Under
this condition, the continued fractions
(108) x1 = a0 +
1
a1 +
1
a2 + · · ·
and x2 = a0 +
1
a1 +
1
a2 + · · ·
both converge. Our idea is to choose (ak)k∈N∪{0} in such a way that the convergents of these
continued fractions produce sequences(
uk + vk
√
d
fk + gk
√
d
,
uk − vk
√
d
fk − gk
√
d
)
of good simultaneous approximations of (x1, x2) with gcd(fk, gk) = 1, thus establishing that (x1, x2)
is good.
Similarly as in the context of continued fractions for integers, we write
a0 +
1
a1 +
1
a2 + · · ·
=: [a0 : a1, a2, ...]
and its convergents as
a0 +
1
a1 +
1
a2 +
. . .
1
ak
=: [a0 : a1, a2, ..., ak] =
pk
qk
=
uk + vk
√
d
fk + gk
√
d
for k ≥ 0,
where pk, qk ∈ O are coprime and uk, vk, fk, gk ∈ Z. Here, pk and qk are unique only up to units.
Clearly, we have
pk
qk
= [a0 : a1, a2, ..., ak].
The results in the following lemma are standard in the context of continued fractions for rational
integers and can be proved in our setting of algebraic integers in O in an analog way. For proofs
in the classical setup, we refer the reader to [12].
Lemma 18. (i) For k ≥ 2, assume that
pl
ql
= [a0 : a1, a2, ..., al] if l = k − 2, k − 1.
Then
pk
qk
= [a0 : a1, a2, ..., ak]
for
pk =akpk−1 + pk−2,
qk =akqk−1 + qk−2.
(109)
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(ii) If the sequences (pk)k∈N and (qk)k∈N satisfy the recursive relation (109) for all k ≥ 2 and,
without loss of generality,
p0 = a0, q0 = 1, p1 = a0a1 + 1, q1 = a1,
then we have qk > 0 for all k ≥ 0,
qkpk−1 − pkqk−1 = (−1)k
for all k ≥ 1 and, consequently,∣∣∣∣∣x1 − pk−1qk−1
∣∣∣∣∣ ≤ 1qkqk−1 and
∣∣∣∣∣x2 − pk−1qk−1
∣∣∣∣∣ ≤ 1qkqk−1
for all k ≥ 1.
Now we begin with our recursive construction. In each step, we have to ensure that gcd(fk, gk) =
1, and we also need a strong enough growth of qk and qk to get sufficiently strong approximations.
For the start, we take
a0 := 1 and a1 := f1 + g1
√
d with f1 > dg1 > 0 and gcd(f1, g1) = 1.
Then, as in Lemma 18(i), we may take
p0 = 1, q0 = f0 + g0
√
d = 1, p1 = f1 + 1 + g1
√
d, q1 = f1 + g1
√
d.
We check that for k = 2, the following conditions hold.
gcd(fk−2, gk−2) =1,
gcd(fk−1, gk−1) =1,
gcd(fk−1, fk−2) =1,
fk−2 > dgk−2 >0,
fk−1 > dgk−1 >0,
fk−1 >f2k−2.
(110)
Assume this holds for k ≥ 2. We shall construct ak, pk, qk in such a way that the conditions in
(110) hold with k + 1 in place of k, i.e.,
gcd(fk−1, gk−1) =1,
gcd(fk, gk) =1,
gcd(fk, fk−1) =1,
fk−1 > dgk−1 >0,
fk > dgk >0,
fk >f
2
k−1.
(111)
In the following, we write
ak = sk + tk
√
d, where sk, tk ∈ Z.
According to Lemma 18(i), we may then take
qk =akqk−1 + qk−2
=(sk + tk
√
d)(fk−1 + gk−1
√
d) + (fk−2 + gk−2
√
d)
=(skfk−1 + tkgk−1d+ fk−2) + (tkfk−1 + skgk−1 + gk−2)
√
d
and hence
fk =skfk−1 + tkgk−1d+ fk−2,
gk =tkfk−1 + skgk−1 + gk−2.
If sk, tk > 0, which we want to assume from now on, then it follows from fk−2, gk−1 > 0 that
fk > fk−1. So if fk is prime, then gcd(fk, fk−1) = 1. If, in addition, fk > dgk, which is the case if
(112) sk(fk−1 − dgk−1) + (fk−2 − dgk−2) > d(fk−1 − gk−1)tk,
then gcd(fk, gk) = 1. So to establish (111), all we need is to find sk and tk such that (112) holds
and fk is a prime satisfying fk > f
2
k−1.
Since gcd(fk−1, fk−2) = 1, Dirichlet’s theorem on the infinitude of primes in arithmetic progres-
sions ensures the existence of s˜k > 0 such that s˜kfk−1+ fk−2 is prime and s˜kfk−1+ fk−2 > dgk−1.
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So gcd(s˜kfk−1 + fk−2, dgk−1) = 1, and by the same theorem we can choose tk in such a way
that s˜kfk−1 + tkgk−1d + fk−2 is prime. The pair (sk, tk) = (s˜k, tk) may not satisfy condition
(112). To enforce this situation, we observe that since s˜kfk−1 + tkgk−1d+ fk−2 is prime, we have
gcd(s˜kfk−1, tkgk−1d + fk−2) = 1, and so again by Dirichlet’s above-mentioned theorem, we can
find λ > 0 such that λs˜kfk−1 + tkgk−1d+ fk−2 is a prime greater than f2k−1 and
λs˜k(fk−1 − dgk−1) + (fk−2 − dgk−2) > d(fk−1 − gk−1)tk.
Here we recall that fk−1 > dgk−1 and fk−2 > dgk−2 by (110). Now choosing sk := λs˜k, the
condition (112) is satisfied and fk is a prime greater than f
2
k−1. Hence, the conditions in (111) are
established.
We aim to show that under this construction, the pair (x1, x2) given by (108) is good. Since the
construction gives (fk, gk) = 1 for all k, it suffices to show that it satisfies (96) for all (p, q) = (pk, qk)
with k large enough, and that N (qn)→∞ as n→∞. To this end, we observe that the condition
fk ≥ max{dgk, f2k−1} for all k ≥ 1 implies
q2k ≍ N (qk) ≍ qk2
and
qk ≫ q2k−1 and qk ≫ qk−12
for all k ≥ 1. Now the above claim follows from Lemma 18(ii), which establishes that (x1, x2) is
good.
10. Bounding the type I sum
10.1. Initial transformations. We are left with bounding the type I sum TI arising from our
application of Harman’s sieve in section 5. Proceeding precisely as in the initial treatment of the
type II sum TII in subsections 6.1 and 6.2, but leaving the n-summation uncut, we arrive at
TI ≪(log x)δ2 sup
1/2≤K≤M
∑
1≤j≤2C
|Σ′K,j |+O
(
x−100
)
,(113)
where
Σ′K,j :=
∑
m∈R
K≤N (m)≤2K
∑
n∈O\{0}
am
∑
p∈O\{0}
|σ1,2(p)|≤xεδ−1
Ej(p,mn)E(pmn)
with
E(l) := e
(
σ2(l)x2 − σ1(l)x1
2
√
d
)
and
Ej(p, k) := exp
(
−π · σ1(pk)
2 + σ2(pk)
2
4d
· δ
2
N
)
· exp
(
−π · j1σ1(k)
2 + j2σ2(k)
2
N
)
.
In the following, we bound Σ′K,j . Unlike in subsection 6.3, we here don’t remove the weight
functions but rather make use of them in directly applying the Poisson summation formula to the
smooth sum over n, which will be carried out in the next subsection. We still pull in the sum over
n and use |am| ≤ 1 to obtain
(114) Σ′K,j ≤
∑
m∈R
K≤N (m)≤2K
∑
p∈O\{0}
|σ1,2(p)|≤xεδ−1
∣∣∣∣∣∣
∑
n∈O\{0}
Ej(p,mn)E(pmn)
∣∣∣∣∣∣ .
10.2. Applying Poisson summation. Now we use Poisson summation formula to transform the
sum over n above. For (u, v) ∈ R2 set
f(u, v) := e
(
−σ1(pm)x1
2
√
d
· (u+ v
√
d) +
σ2(pm)x2
2
√
d
· (u− v
√
d)
)
×
exp
(
−π ·
((
σ1(pm)
2δ2
4dN
+
j1σ1(m)
2
N
)
(u+ v
√
d)2 +
(
σ2(pm)
2δ2
4dN
+
j2σ2(m)
2
N
)
(u − v
√
d)2
))
so that
Ej(p,mn)E(pmn) = f(u, v)
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if n = u+ v
√
d with (u, v) ∈ Z2. Clearly, f ∈ L1(R2). Making the linear change of variables
u+ v
√
d =σ,
u− v
√
d =τ,
we calculate the Fourier transform of f to be
fˆ(α, β) =2
√
d
(
σ1(pm)
2δ2/N + 4dj1σ1(m)
2/N
)−1/2 (
σ2(pm)
2δ2/N + 4dj2σ2(m)
2/N
)−1/2×
exp

−π ·


(
β + α
√
d+ σ1(pm)x1
)2
σ1(pm)2δ2/N + 4dj1σ1(m)2/N
+
(
−β + α√d− σ2(pm)x2
)2
σ2(pm)2δ2/N + 4dj2σ2(m)2/N




≪N
K
· exp
(
−π · N
Kx3ε
·
((
β + α
√
d+ σ1(pm)x1
)2
+
(
−β + α
√
d− σ2(pm)x2
)2))
if m and p satisfy the relevant summation conditions in (114). Obviously, the above function fˆ is
also in L1(R2) and hence, we may use Lemma 10 to deduce that
∑
n∈O
Ej(p,mn)E(pmn) =
∑
(α,β)∈Z2
fˆ(α, β)
≪ x
K
·
∑
(α,β)∈Z2
exp
(
−π · N
Kx3ε
·
((
β + α
√
d+ σ1(pm)x1
)2
+
(
−β + α
√
d− σ2(pm)x2
)2))
.
(115)
The right-hand side is negligible unless∣∣∣β + α√d+ σ1(pm)x1∣∣∣ ≤ x2ε−1/2K1/2
and ∣∣∣−β + α√d− σ2(pm)x2∣∣∣ ≤ x2ε−1/2K1/2.
The above inequalities imply∣∣∣∣β + σ2(pm)x2 + σ1(pm)x12
∣∣∣∣ ≤ x2ε−1/2K1/2
and ∣∣∣∣α− σ2(pm)x2 − σ1(pm)x12√d
∣∣∣∣ ≤ x2ε−1/2K1/2
upon subtracting and adding and dividing by 2 and 2
√
d, respectively. Hence, the right-hand side
of (115) is negligble unless∣∣∣∣
∣∣∣∣σ2(pm)x2 + σ1(pm)x12
∣∣∣∣
∣∣∣∣ ≤ x2ε−1/2K1/2 and
∣∣∣∣
∣∣∣∣σ2(pm)x2 − σ1(pm)x12√d
∣∣∣∣
∣∣∣∣ ≤ x2ε−1/2K1/2,
in which case it is bounded by O(x/K). Hence, we deduce from (114) that
Σ′K,j ≪ x2εKδ−2 + xK−1×∑
m∈R
K≤N (m)≤2K
∑
p∈O\{0}
|σ1,2(p)|≤xεδ−1
χJ′
(∣∣∣∣
∣∣∣∣σ2(pm)x2 + σ1(pm)x12
∣∣∣∣
∣∣∣∣
)
χJ′
(∣∣∣∣
∣∣∣∣σ2(pm)x1 − σ1(pm)x12√d
∣∣∣∣
∣∣∣∣
)
where the first summand on the right-hand side comes from the contribution of n = 0, and J ′ is
the interval
(116) J ′ :=
[
−x2ε−1/2K1/2, x2ε−1/2K1/2
]
.
Writing k = pm similarly as in subsection 6.4, we deduce that
Σ′K,j ≪ x2εKδ−2 + x1+εK−1×∑
k∈O\{0}
|σ1,2(k)|≤cxεδ−1K1/2
χJ′
(∣∣∣∣
∣∣∣∣σ2(k)x2 + σ1(k)x12
∣∣∣∣
∣∣∣∣
)
χJ′
(∣∣∣∣
∣∣∣∣σ2(k)x1 − σ1(k)x12√d
∣∣∣∣
∣∣∣∣
)
(117)
for some constant c > 0.
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10.3. Estimating the type I sum. The bound (117) has the same shape as (56), and we can
therefore directly apply our method in section 7 to bound this sum. In place of (72), we now obtain
Σ′K,j ≪ x2εKδ−2 + x1+εK−1 ·Θ(2U ′; a, b;W ) ·Θ(V ′; a, b;W ),
where
U ′ := cxεδ−1K1/2 and V ′ = W (x2ε−1/2K1/2 + cxεδ−1K1/2∆).
The choices of U ′ and V ′ above are due to the fact that k is of the form
k = λ+ µ
√
d
with
(118) |λ|, |µ| ≤ U ′.
We recall (84) which states that
Θ(X ; a, b;W )≪
(
X2Z2
W
+ 1
)
log2W,
and ∆ = C/W (see (104)). Hence, we have
Σ′K,j ≪x2εKδ−2 + x1+8εK−1
(
δ−2KW−1Z2 + 1
) (
x−1KWZ2 + δ−2KW−1Z2 + 1
)
≪x2εKδ−2 + x8ε (Kδ−2Z4 +Kδ−4xW−2Z4 + δ−2xW−1Z2 +WZ2 + xK−1)(119)
under the condition (86) which states that W ≪ x100.
The bound for Σ′K,j which we need to beat is ≪ x. Therefore, if K is small, (119) will not
suffice. However, we can exclude small K, as we shall see in the next subsection.
10.4. Excluding small K. Repeating our method in section 7, we are led to counting solutions
(α, β, λ, µ) of the system of congruences
(120)
{
aλ+ bdµ ≡ α modW,
bλ+ aµ ≡ β modW,
which is (66) in subsection 7.3, subject to the conditions
|λ|, |µ| ≤ U ′ and |α|, |β| ≤ V ′.
Using the reduction in subsection 7.4, (120) implies
(121)
{
a′λ+ b′dµ ≡ α modW ′,
b′λ+ a′µ ≡ β modW ′,
where a′ = a/Z, b′ = b/Z,W ′ = W/Z2 and gcd(b′,W ′) = 1. Moreover, we deduced the congruence
(67), which states that
bα ≡ aβ modW.
By the same reduction, the above congruence implies
(122) α ≡ a′b′β mod W ′,
where b′ is a multiplicative inverse modulo W ′. We recall that, according to (83),
(123)
∣∣∣∣a′b′W ′ − ur
∣∣∣∣≪ r−2 with gcd(u, r) = 1
for some integer r with r ≍ √W ′. Therefore, there is a constant c1 > 0 such that (122) has no
solutions (α, β) with |α|, |β| ≤ c1
√
W ′ except for the trivial one, which is (α, β) = (0, 0). Hence, if
V ′ ≤ c1
√
W ′ , then (121) becomes a homogeneous system{
a′λ+ b′dµ ≡ 0 modW ′,
b′λ+ a′µ ≡ 0 modW ′.
From the second congruence, it follows that
a′b′µ ≡ −λ modW ′.
Again using (123) and |µ|, |λ| ≤ U ′ by (118), this congruence has only the solution (λ, µ) = (0, 0)
in the above range if U ′ ≤ c1
√
W ′. But since k 6= 0, this solution is excluded. In summary, the
system (68) has no solutions if
U ′ = cxεδ−1K1/2 ≤ c1
√
W ′ = c1
√
W/Z
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and
V ′ = W (x2ε−1/2K1/2 + Ccxεδ−1K1/2W−1) ≤ c1
√
W ′ = c1
√
W/Z.
Therefore, the sum over k in (117) is empty and thus
(124) Σ′K,j ≪ x2εδ−2K if K ≤ c2min
{
x−2εδ2WZ−2, x1−4εW−1Z−2
}
for some constant c2 > 0. Combining (119) and (124), we get the estimate
Σ′K,j ≪ x12ε
(
Kδ−2Z4 +Kδ−4xW−2Z4 + δ−2xW−1Z2 +WZ2
)
Plugging this into (113), we obtain
TI ≪ x13ε
(
MZ4 +Mδ−2xW−2Z4 + xW−1Z2 + δ2WZ2
)
.
If (x1, x2) is η-good, then this gives the final bound
(125) TI ≪ x13ε
(
MW 4η +Mδ−2xW 4η−2 + xW 2η−1 + δ2W 2η+1
)
.
11. Conclusion
Now we apply Theorem (13). Recalling the definitions of ω(q) and ω˜(q) in (6) and (7) and the
bound (14), we have
lim
R→∞
∑
a∈I
N (a)<R
d4(a)w(a)≪ N1+ε ≪ x
if w = ω or w = ω˜. Now combining (24), (44), (45),(106) and (125) and choosing
µ =
1
4
, κ =
1
2
, M = 2x1/4,
we obtain
x−13ε(T (N)− T˜ (N))
≪x1/4W 4η + δ−2x5/4W 4η−2 + xW 2η−1 + δ2W 2η+1+(
δ + x1/2W−1
)(
x7/8W 2η + x1/2W 1/2+η
)
+ xW η−1/2 + x3/4.
(126)
Now we optimize the parameters. First, we choose x depending on W in such a way δ = x1/2W−1,
i.e.
x := (δW )2
and hence
W ≍ x1/2δ−1.
Then (126) turns into
x−13ε(T (N)− T˜ (N))
≪x1/4+2ηδ−4η + x7/8+ηδ1−2η + x3/4+η/2δ1/2−η + x3/4.
Recalling N :=
⌈
x1−ε
⌉
, the estimate
T (N)− T˜ (N)≪ δ2N1−ε
in Theorem 6 holds if ε ≤ 1/14 and
δ ≥ N−ν+15ε
with
ν := min
{
3/4− 2η
2 + 4η
,
1/8− η
1 + 2η
,
1/4− η/2
3/2 + η
,
1
8
}
=
1/8− η
1 + 2η
This establishes Theorem 6.
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12. Unsmoothing
Now we want to use Theorem 6 and Corollary 7 to establish our main result, Theorem 5. We
look first at the definition of F (q) is (9). The set
Λ(q) :=
{(
σ1(p)
σ2(q)
,
σ2(p)
σ2(q)
)
: p ∈ O
}
is a lattice in R2 which has a fundamental parallelogram whose area equals 1/N (q) and whose
dimensions are ≍ 1/√N (q), by the same arguments as at the end of section 3. If
N (q) ≤ N1+ε and δ ≤ N−2ε,
and N is large enough, then taking into account the exponential decay of Ωδ/
√
N (y), we have
F (q)≪ 1
if there exists p ∈ O such that
(127)
∣∣∣∣x− σi(p)σi(q)
∣∣∣∣ ≤ δN1/2−ε for i = 1, 2,
and F (q) is negligible otherwise. Using this together with (12) and the definition of ω˜(q) in (6), it
follows that T˜ (N)/ logN is dominated by the number of prime ideals p ∈ I \ 0 satisfying
N (p) ≤ N1+ε
and (127) for some q generating p and p ∈ O, provided T˜ (N)≫ 1 and δ ≤ N−2ε which latter we
may assume without loss of generality. This together with Theorem 6 and Corollary 7 implies the
main result upon re-defining ε.
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