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Abstract
A major problem of intensity modulated radiation therapy (IMRT) planning is the high numerical com-
plexity of the corresponding optimization problems. This is mainly a consequence of the volume discretiza-
tion into a very large number of volume elements. Many approaches simplify the volume discretization in
order to reduce the computation times. However, most of them do the simplification in a non-adaptive way
prior to the plan computations and are thus of a heuristic type. The adaptive clustering method overcomes
this drawback as follows. The dose mapping and the planning structures first undergo a preprocessing.
The obtained output then serves as a ‘construction kit’ for the formation of volume discretizations that
are individually adapted during each plan computation. This method is highly flexible, since it is widely
independent of the type of plan parameters, can be applied to a very large class of functions for dose
evaluation, and is not restricted to the use of a particular numerical solver.
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1. Introduction
1.1. Intensity modulated radiation therapy (IMRT) planning
The main goal of intensity modulated radiation therapy planning is to find a treatment plan
that realizes sufficiently high doses in the tumor structures in order to destroy the clonogenic cells
with a high probability while keeping the dose deposit in the healthy structures reasonably low to
bound the risk of future complications. A treatment plan is characterized by some configuration x
of parameters like intensity values or beam positions, and its dose distribution d(x) is represented
by dose values corresponding to the elements of a volume discretization. The large number of plan
parameters and dose values makes a formulation as an optimization problem clearly favorable.
For this purpose, the assessment of a dose distribution d with respect to planning structures is
modeled with evaluation functions f . Reformulation of the planner’s strict requirements on the
dose distribution and aspired planning objectives with respect to these evaluation functions yields
the optimization problem of intensity modulated radiation therapy planning.
The ideal compromise between the different goals of therapy planning as well as their inter-
dependencies is a priori unknown. Hence, the search for a satisfying treatment plan requires the
computation of several optimization problems to explore the planning possibilities and limitations
for each specific case. This may be done in a human iteration loop, where each iterative step
comprises a plan computation with a subsequent evaluation by the oncologist, and if the plan is
considered unsatisfactory, a subsequent modification of the optimization problem.
Furthermore, the large number of plan parameters and dose values gives the dose mapping
d : x −→ d(x) and thus the optimization problems themselves a high numerical complexity.
However, in a plan computation the dose distribution will attain an acceptable shape in most of
the volume, such that its quality strongly depends on the shape in only small volume parts, where
for example a strong descent of dose values from the tumor structures to the healthy structures
is required. As a consequence of this problem asymmetry, using the exact representation of the
discretized dose distribution only in these critical volume parts and a simplified one elsewhere
would already suffice to assess the quality of a dose distribution sufficiently well.
Several approaches to reduce the numerical complexity of the problem by simplifications of
the volume discretization have been tried, see the listing in [1]. For example, they switch to larger
voxels or omit or sample voxels in volume parts that are expected to be less relevant for the plan
quality. However, these manipulations are typically done before the plan computations. Hence,
they may result in an insufficient control on the dose distribution during the computation and thus
an uncontrollably worsened plan quality.
1.2. The adaptive clustering method
This publication presents the adaptive clustering method as a new algorithmic concept to
overcome these difficulties. The main idea is to perform the problem approximation not in advance,
but in parallel to the plan computation to obtain an adequate approximate representation of dose
distributions, see Fig. 1. The method decomposes into two parts. In a preprocessing step performed
once prior to the plan computations, the hierarchical clustering process iteratively constructs
clusters of voxels that are likely to receive similar doses and thus play a similar role in the
subsequently computed treatment plans, and arranges them in a hierarchy. The larger these clusters
are, the coarser is the representation of the dose distribution on them and the cheaper is its
computation and evaluation.
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Fig. 1. Single plan computations with the adaptive clustering method.
The second part, the local refinement process, is performed during each plan computation. It
starts from a clustering that consists of only a few large clusters and thus yields a very coarse
representation of dose distributions. Solving the approximate optimization problem based on this
clustering reveals for which clusters the assumption of similar voxel-specific dose values and
contributions to the dose evaluation is violated. The clustering is then refined by replacing these
clusters by a number of smaller subclusters in order to obtain a refined dose representation for
the following computation steps that helps to avoid these violations. These refinements have to
be performed only locally due to the problem asymmetry. An iterative application of such local
refinements yields a sequence of approximate optimization problems, whose optima gradually
approach the optima of the original problem. Due to the problem asymmetry, the whole process will
stop with an optimization problem that approximates the optima of the original problem reasonably
well despite of being based on a comparably coarse clustering with a dose representation that can
be cheaply computed.
In contrast to many other approaches applied to the optimization problem of intensity modulated
radiation therapy, the typical tradeoff between a reduction in computational effort and a deviation
from the real optima is widely avoided: the adaptive clustering method yields a treatment plan that
is obtained with a significantly smaller effort than the straightforward computation of the original
problem would have required, but can still be considered an optimum of the original problem.
2. Material and methods
This section gives an overview of the basic theoretical and algorithmic concepts of the adaptive
clustering method. For details, the interested reader is referred to [2].
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2.1. The optimization problem of IMRT planning
Denote the volume elements (voxels) obtained from the discretization of the considered body
volume by Vj (j ∈ J), and represent dose distributions by the vectors
d = (d(Vj ))j∈J ∈ D
of corresponding dose values, where D denotes the normed space of all dose vectors. Let each
of the involved planning structures indexed by k = 0, . . . , K be given as a family of voxels Vj
with corresponding positive weights ω(Vj ) (j ∈ Jk), where Jk ⊆ J. These weights could for
example represent the volume fractions of the voxels that belong to the specific structure.
The quality of a dose distribution with respect to the kth planning structure is modelled by the
evaluation function
fk : D −→R, (1)
d −→ k
⎛
⎝∑
j∈Jk
ω(Vj )ϕk(d(Vj ))
⎞
⎠ ,
which is required to be pseudoconvex with continuously differentiable functions ϕk and k . This
means, each voxel contributes with the product of its weight and the real-valued image ϕk(d(Vj ))
of its dose value. The voxel contributions accumulate over all voxels of the planning structure.
The use of functions k in multiple variables also allows the combination of contributions from
several planning structures to a single evaluation function. This general definition comprises the
vast majority of evaluation functions in use [3]. For example, the equivalent uniform dose (EUD)
of [4],
f (d) =
⎛
⎜⎝
⎛
⎝∑
j ′∈Jk
|Vj ′ |
⎞
⎠
−1
·
∑
j∈Jk
|Vj | · d(Vj )qk
⎞
⎟⎠
qk
−1
decomposes into the volume percentage ω(Vj ) =
(∑
j ′∈Jk |Vj ′ |
)−1 · |Vj | of the j th voxel with
respect to the kth planning structure and the functions ϕk = (·)qk and k = (·)q−1k . However, the
following considerations also hold for piecewise linear evaluation functions.
Represent the emitted radiation for treatment plans by the non-negative vectors
0  x = (xi)i∈I ∈ X,
where X denotes the normed space of all treatment plans. The values xi may for example represent
the radiation emitted through the ith beamlet for a predefined irradiation geometry in photon-based
radiotherapy therapy. For radiation modalities with linearly superposing dose absorption, the dose
distribution corresponding to a treatment plan is then obtained with the linear dose mapping
d : X−→D, (2)
x −→P · x = (p(Vj ))j∈J · x.
The row vectors p(Vj ) = (pi(Vj ))i∈I ∈ R1×|I| describe the dose deposits for each unit of radi-
ation xi = 1 in the corresponding voxels Vj . The matrix P ∈ R|J|×|I| thus describes the whole
dose mapping and is therefore called the dose information.
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The optimization problem of IMRT planning is defined as
(f0 ◦ d)(x) → min s.t. (3)
(fk ◦ d)(x) 0 (k = 1, . . . , K),
−ei · x 0 (i ∈ I).
The feasible region of treatment plans, which fulfill the non-negativity conditions −ei · x  0,
where ei denotes the ith unit row vector, and the planning constraints (fk ◦ d)(x)  0, is from now
on required to be bounded. The subsequent considerations also hold for problems with additional
planning criteria such as delivery constraints, which are thus omitted in this context.
2.2. The principle of clustering
Solving the optimization problem (3) numerically would require repeated computations of the
dose mapping (2). Typically, the number of voxels Vj obtained from the volume discretization is of
the order 106 and the number of plan parameters xi of the order 103. Hence, even if the percentage
of non-zero entries in the dose information P is moderately low, the effort for a straightforward
computation would be very high.
Therefore, we need a reasonable way to simplify the dose mapping and the underlying dose
information in order to obtain an approximate optimization problem of reduced numerical com-
plexity. It is necessary for a sensible simplification that the problem is stable with respect to
changes in the dose information. For this purpose, let P be a a topological space of matrices
that contains the dose information P, and consider the family of optimization problems based on
approximate dose informations P′ ∈ P,
f0(P′ · x) → min s.t. (4)
fk(P′ · x) 0 (k = 1, . . . , K),
−ei · x 0 (i ∈ I).
It can be shown, that the corresponding feasible regions
XP
′
feas := {x ∈ Xdom : fk(P′ · x)  0 (k = 1, . . . , K)}
vary continuously for dose informations P′ close to P. This implies with classical results from
sensitivity analysis [5,6], that the optimal value
s∗P′ := min{f0(P′ · x) : x ∈ XP′feas}
is also continuous for such P′ and the set of optimal treatment plans
X∗P′ := {x ∈ XP′feas : f0(P′ · x) = s∗P
′ } (5)
is upper semicontinous for dose informations P′ close to P. This means, that an approximate
problem (4) has an optimal value similar to the optimal value of the original problem (3) and
each of its optimal treatment plans lies close to the optimal set of the original problem, provided
P′ is sufficiently close to P. These results justify the transition from the original to approximate
dose informations in a qualitative way, which leads to the question how these approximate dose
informations are obtained.
The continuity of the dose distribution d(x) for some treatment plan x in the considered body
volume implies that vicinal voxels Vj tend to receive similar doses d(Vj )(x) and thus contribute
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similarly with ϕk(d(Vj )(x)) to the dose evaluation. Hence, one may distribute the voxels to
families of vicinal voxels that belong to the same planning structure and have similar dose values.
This means, one introduces a partition
C′ := {JC′j ′ : j ′ ∈ JC
′ }
of the set of voxel indicesJ into subsetsJC′
j ′ ⊆ J, which characterize these voxel families
{Vj : j ∈ JC′j ′ }.
C′ is called a clustering consisting of the clustersJC′
j ′ . From a geometrical point of view, clusters
can be associated with the volume elements
V C
′
j ′ :=
⋃
j∈JC′
j ′
Vj
obtained as the union of the corresponding voxels. The trivial clustering given by the original
voxels is analogously denoted by C := {JCj : j ∈ J}.
In each cluster, the voxel-related dose values d(Vj )(x) are then replaced by a single represen-
tative dose value to obtain an approximate dose distribution, i.e.
dC
′
(Vj )(x) := d(V C′j ′ )(x) (Vj ⊆ V C
′
j ′ , j
′ ∈ JC′). (6)
The representative dose value for each cluster is obtained by a relative weighting of the voxel-
related dose values,
d(V C
′
j ′ )(x) :=
∑
j∈JC′
j ′
λj ′,j · d(Vj )(x) :=
∑
j∈JC′
j ′
ω(Vj )∑
j
′′ ∈JC′
j ′
ω(V
j
′′ )
· d(Vj )(x).
Hence, the vector of cluster-related representative dose values follows from the vector dC(x) =
(d(Vj )(x))j∈J of voxel-related dose values as
(d(V C
′
j ′ )(x))j ′∈JC′ = C
′
C · dC(x) := (λj ′,j )j ′∈JC′ ,j∈J · dC(x), (7)
where the weighting matrix C′C ∈ R|J
C′ |×|J| contains zeros in the remaining entries. The tran-
sition from the original dose representation to an approximate clustering-based one can thus be
fully described as follows.
Definition 1 (Clustering principle). The transition (6) and (7) from a dose distribution on C to
an approximate one on a clustering C′ is called the clustering principle. It implies an evaluation
error of
fk(dC(x)) = fk(dC′(x)) + o(‖dC(x) − dC′(x)‖∞)
for ‖dC(x) − dC′(x)‖∞ → 0.
The clustering principle as introduced above is the unique way to obtain the best possible
error behavior without requiring any information on the choice of evaluation functions and thus
retaining maximal flexibility with respect to the formulation of optimization problems.
The structure of the evaluation function (1) simplifies its application to an approximate dose
distribution obtained with the clustering principle to
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fk(dC
′
(x))=k
⎛
⎝∑
j∈Jk
ω(Vj )ϕk(d
C′(Vj )(x))
⎞
⎠
=k
⎛
⎜⎜⎝
∑
JC
′
j ′ ⊆Jk
⎛
⎜⎜⎝
∑
j∈JC′
j ′
ω(Vj )
⎞
⎟⎟⎠ · ϕk(d(V C
′
j ′ )(x))
⎞
⎟⎟⎠ , (8)
which only requires the accumulated voxel weights for the clusters and the representative dose
values. By linearity of the dose mapping (2), the latter follow as
(d(V C
′
j ′ )(x))j ′∈JC′ = (p(V C
′
j ′ ))j ′∈JC′ · x := C
′
C · PC · x. (9)
Observe that the coarser a clusteringC′ is, the fewer non-zero coefficients are contained in this
matrix and the smaller is the effort for the computation of an approximate dose distribution. The
approximate dose information PC′ , which describes the dose mapping to the clustering C′, would
follow from a redistribution of the cluster related row vectors p(V C′
j ′ ) to the contained voxels.
The previous considerations focussed on the transition from the trivial clustering C to some
coarser clustering C′. However, the transition from C′ to an even coarser C′′ can be analogously
described by a redistribution of approximate dose values from clusters of C′′ to their subclusters
inC′ in the sense of (6) and a corresponding weighting matrixC
′′
C′ . This gives the whole principle
an iterative character for the transition between different clusterings.
An important consequence of the clustering principle is monotonicity: the pseudoconvexity of
the evaluation functions implies
fk(dC(x))  fk(dC
′
(x))  fk(dC
′′
(x)). (10)
This means, the coarser a clustering is, the better is the corresponding approximate dose repre-
sentation evaluated. This is intuitively clear, since approximation in this case means averaging of
dose values, which smoothens out local aspects of dose distributions.
2.3. Approximate optimization problems
Let the elements PC′ of the previously introduced setPdescribe the approximate dose mappings
to clusterings C′, and consider the corresponding optimization problems (4). The monotonicity
relation (10) directly implies that the coarser clusterings are, the larger are the nested feasible
regions and the smaller are the optimal values, i.e.
XCfeas ⊆ XC
′
feas ⊆ XC
′′
feas, s
∗C  s∗C′  s∗C
′′
, (11)
see Fig. 2. Furthermore, one can derive the following sufficient condition for an optimum of an
approximate problem to be optimal with respect to the original problem.
Theorem 1 (Sufficient optimality condition). Let PC′ ∈ P and x∗C′ be an optimum of the approx-
imate optimization problem based on C′. If x∗C′ ∈ XCfeas and
(f0 ◦ dC′)(x∗C′) = (f0 ◦ dC)(x∗C′)
then x∗C′ is also an optimum of the optimization problem based on C.
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Fig. 2. The original and an approximate optimization problem in the intensity space. The coordinate axes represent the
different plan parameters.
If the previous requirements of feasibility with respect to the original problem (3) and equal
objective function values are not satisfied, one has to distinguish between two cases to determine
the deviation of x∗C′ from optimality with respect to the original problem.
If the optimum of the approximate problem is feasible with respect to the original problem,
the monotonicity relation (10) directly implies the following simple bound.
Lemma 1 (Bound for the deviation). Let PC′ ∈ P and x∗C′ be an optimum of the approximate
optimization problem based on C′. If x∗C′ ∈ XCfeas, then
(f0 ◦ dC′)(x∗C′) = s∗C′  s∗C  (f0 ◦ dC)(x∗C′).
This means the evaluation error in the objective function describes the deviation from optimality
in this case.
Now let x∗C′ be infeasible with respect to the original problem. The upper semicontinuity of
the set of optima (5) implies, that there is a nearby optimum x∗C of the original problem, provided
PC′ is sufficiently close to PC. Let x∗C fulfill the following standard assumption of sensitivity
analysis, see [7].
Assumption 1 (Regularity of the optimum). The constraints that are active in x∗C, i.e. (fk ◦
dC)(x∗C) = 0 or −ei · x∗C = 0 respectively, have linearly independent gradients ∇(fk ◦ dC)(x∗C)
and −ei .
It can be shown, that under the previous assumption the index sets
I=(x∗C
′
) := {i ∈ I : −ei · x∗C = 0},
KC(x
∗C′) := {1  k  K : (fk ◦ dC)(x∗C′)  0}
reveal the constraints required for the characterization of the optimum x∗C, provided ‖x∗C − x∗C′ ‖
is sufficiently small. This can be exploited in the following way to derive an estimate for the
deviation from optimality of x∗C′ with respect to the optimization problem (3).
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Define for x ∈ X the cone
Z(x) :=
⎧⎪⎨
⎪⎩
∑
k∈KC(xC′ )
uk · ∇(fk ◦ dC)(x)T −
∑
i∈I=(xC′ )
vi · eTi : uk, vi  0
⎫⎪⎬
⎪⎭
(12)
and the corresponding projection
Zx : X −→Z(x), (13)
x′ −→ arg min{‖x′ − z‖2 : z ∈Z(x)}.
Consider the transition from x∗C′ into x∗C, see Fig. 3. By continuity, the gradients of the
objective function and the active constraint functions in x∗C′ approach the gradients in x∗C. Hence,
the coneZ(x∗C′) approaches the coneZ(x∗C). Since x∗C is an optimum, −∇(f0 ◦ dC)(x∗C) can
be written as a linear combination of the active constraint gradients in x∗C with the Lagrang-
ian multipliers as coefficients [8]. Hence, −∇(f0 ◦ dC)(x∗C)T is contained in Z(x∗C) and thus
coincides with its projection onto this cone with the Lagrangian multipliers serving as cone
coefficients. By using continuity properties of the projection (13), see [9], it can be shown,
that
‖ − ∇(f0 ◦ dC)(x∗C)T − Zx∗C′ (−∇(f0 ◦ dC)(x∗C
′
)T)‖2 → 0
for ‖x∗C − x∗C′ ‖ → 0. In particular, the cone coefficients
u
(x∗C′ )
k (−∇(f0 ◦ dC)(x∗C
′
)T ), v
(x∗C′ )
i (−∇(f0 ◦ dC)(x∗C
′
)T )
’
’
’
’
(x* )’
x* ’
(x* )
x*
Fig. 3. The cones spanned by the transposed active constraint function gradients and the projections of the transposed
negative objective function gradients.
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of the projection of −∇(f0 ◦ dC)(x∗C′)T onto Z(x∗C′) approach the Lagrangian multipliers in
x∗C. Taylor approximation of the involved functions gives the following central result.
Theorem 2 (Estimate for the deviation). Let PC′ ∈ P and x∗C′ be an optimum of the approximate
optimization problem based on C′. If x∗C′ /∈ XCfeas, then
s∗C = (f0 ◦ dC)(x∗C′) +
∑
k∈KC(x∗C′ )
u
(x∗C′ )
k (−∇(f0 ◦ dC)(x∗C
′
)T) · (fk ◦ dC)(x∗C′)
+ o(‖x∗C − x∗C′ ‖) for ‖x∗C − x∗C′ ‖ → 0.
The cone coefficients themselves can be obtained from the quadratic program
‖ − ∇(f0 ◦ dC)(x∗C′)T − z‖22 −→ min s.t.
z ∈Z(x∗C′).
This means in conclusion, that a good estimate for the deviation of an optimum x∗C′ of the
approximate problem based on C′ from optimality with respect to the original problem (3) can
be cheaply computed.
2.4. The hierarchical clustering process
The previous considerations were based on some set P of approximate dose informations,
which is constructed as follows. Consider a sequence of clusterings C(l) enumerated with l =
0, . . . , L starting with C(0) := C, where each sequence element is coarser than its predecessor.
Following e.g. [10], their union is called the cluster hierarchy. By recombination of clusters origi-
nating from differentC(l), new so-called adapted clusteringsA can be constructed. The enormous
number of possible adapted clusterings demonstrates the usefulness of this “construction kit”: the
merely 43 clusters of the hierarchy shown in Fig. 4 can be recombined to 4408 different adapted
clusterings. P is then introduced as the set of dose informations PA based on adapted clusterings
obtained from the cluster hierarchy.
By monotonicity of the dose evaluations (10), the evaluation errors of the transitions from
finer to coarser clusterings just add up. This implies with the iterative character of the clustering
principle, that the construction of the underlying sequence of clusterings basically reduces to the
case of merging exactly two clusters from C(l) enumerated with ι, ι′ to a new cluster to obtain
C(l+1). The dissimilarity measure for these two clusters, which describes the increase of the
evaluation error independently of the choice of functions and treatment plans x and which can be
most cheaply obtained, is
C
(l)
(ι, ι′) := ω(V
C(l)
ι ) · ω(V C(l)ι′ )
ω(V C
(l)
ι ) + ω(V C(l)ι′ )
× max
{∥∥∥(p(V C(l)ι ) − p(V C
(l)
ι′ ))+
∥∥∥
1
,
∥∥∥(p(V C(l)ι′ ) − p(V C
(l)
ι ))+
∥∥∥
1
}
, (14)
where the projection (·)+ sets the negative vector entries to zero.
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Fig. 4. The structure of the cluster hierarchy with respect to the volume of a planning structure.
The procedure for the construction of the clusterings C(l) then attains the form
Procedure 1 (The hierarchical clustering process)
Initialize l := 0 and C(l) := C;
WHILE C(l) differs from the coarsest possible clustering DO
{
Determine the two clusters from C(l) that belong to the same planning structure and
have the minimal dissimilarity (14);
Obtain C(l+1) from C(l) by merging these clusters and set l := l + 1;
}
The computation of the dissimilarities for all pairs of different clusters is obviously the most
expensive step in this procedure, since it is of quadratic order in the number of voxels belonging a
planning structure. However, similar dose values can be mainly expected for voxels located close
to each other. Hence, the restriction to clusters corresponding to vicinal volumes V C(l)ι , V C
(l)
ι′ ,
which empirically gives a moderate superlinear order, is a sound heuristic simplification of the
hierarchical clustering process.
2.5. The local refinement process
The previously introduced cluster hierarchy allows us to formulate approximate optimization
problems (4) based on adapted clusterings, which approximate the original problem (3) reasonably
well in the sense of Lemma 1 and Theorem 2. This implies the question how to construct such
problems. For this purpose, let (A(t))t∈N be a sequence of adapted clusterings, where each
sequence element is finer than its predecessor, and consider a sequence (x∗A(t) )t∈N of optima of
the corresponding problems. According to Lemma 1 and Theorem 2, the deviation of these optima
from optimality with respect to the original problem is mainly determined by the evaluation error
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0  (f0 ◦ dC)(x∗A(t) ) − s∗A(t)
with respect to the objective function and potential violations of feasibility
0  ((fk ◦ dC)(x∗A(t) ))+ (k = 1, . . . , K).
It can be shown, that a refinement of one adapted clusteringA(t) to obtain the next oneA(t+1)
reduces these values in the transition from the current optimum x∗A(t) to x∗A(t+1) approximately
by
0  (fk ◦ dA(t+1) )(x∗A(t) ) − (fk ◦ dA(t) )(x∗A(t) ) (15)
mainly depending on their difference x∗A(t+1) − x∗A(t) . Boundedness of the feasible region of the
original problem implies, that the objective function error and the violations of feasibility pass
below some predefined error bounds εk after finitely many steps with reasonably large values in
(15). The iterative computation of approximate optimization problems combined with refinements
then gives the following refinement process.
Procedure 2 (The refinement process)
Initialize εk > 0 (k ∈K), t := 0 andA(t);
DO
{
Compute an optimum x∗A(t) of the approximate problem based onA(t);
IF NOT
εk > (fk ◦ dC)(x∗A(t) ) (k = 1, . . . , K),
ε0 > (f0 ◦ dC)(x∗A(t) ) − s∗A(t) , (16)
THEN
Define ε(t)k  0 (k = 0, . . . , K), refineA(t) accordingly and set t := t + 1;
ELSE RETURN;
}
WHILE (a refinement was done)
The loop runs until no further need for refinement is detected for the computed optimum of the
current approximate optimization problem. This optimum can then be considered as a reasonable
approximation of an optimum of the original problem, see Lemma 1 and Theorem 2. The progress
of the refinement process in the space of parameter configurations is shown in Fig. 5.
The refinement of A(t) is based on a suitable replacement of clusters by families of smaller
subclusters contained in the cluster hierarchy as follows.
Procedure 3 (The local refinement)
InitializeA(t+1) :=A(t);
FOR k = 0, . . . , K DO
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Fig. 5. The refinement process in the parameter space.
WHILE ε(t)k > (fk ◦ dA
(t+1)
)(x∗A(t) ) − (fk ◦ dA(t) )(x∗A(t) )) DO
{
Select the clusters with the largest differences between their contributions to fk ◦ dA(t+1)
and the contributions accumulated over the corresponding voxel families;
Choose from the selected clusters the ones with the largest differences between their con-
tributions and the contributions accumulated over the corresponding largest subclusters
contained in the hierarchy;
Replace these clusters by the considered subcluster families;
}
The body of the inner loop thus aims for the presumably biggest progress in the reduction of
the objective function error and the violations of feasibility. Since this procedure modifies the
adapted clustering only locally, the name local refinement is well justified, see Fig. 6. Although
the performance of this whole process depends on the specific optimization problem (3) and the
performance of the local refinement steps, significant reductions of the computational effort can
be obtained for virtually all asymmetric optimization problems of IMRT planning.
2.6. Clustering method, dose computation and numerical solver
Having introduced the adaptive clustering method from a purely algorithmic point of view,
this section discusses its interfaces with the routines for dose computation and the numerical
solver in use. The main feature of the adaptive clustering method is the construction of a suitably
adapted volume discretization to conduct an appropriate approximate dose computation on. For
this purpose, the preparatory hierarchical clustering process requires information about the dose
absorption on the voxels Vj , i.e. the row vectors p(Vj ), to merge these voxels to clusters with a
mean absorption behavior p(V C′
j ′ ), see (9). Hence, the routine for dose computation must be able
to produce these row vectors for single voxels.
Since the process only uses qualititive properties of the dose computation such as the similar
absorption behavior for vicinal voxels, this routine may be based on virtually any kind of physical
model and numerical approximation ranging from most simple pencil-beam algorithms to highly
sophisticated Monte Carlo simulations.
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Fig. 6. The effect of a local refinement step in the cluster hierarchy and the volume of a planning structure.
According to (8), the evaluation of dose distributions depends on the underlying adapted
clustering, which is modified during the refinement process. The data structures of the numerical
solver should thus be flexible enough to easily conduct these modifications internally without
uploading the whole approximate problem anew after each refinement.
Another crucial aspect to obtain a good numerical performance is a close coordination of the
local refinements and the solver iterations. Optimization problems are in general handed over
to a numerical solver without any a priori knowledge about the optima. However, in case of
the adaptive clustering method, the previously computed approximate problem already provides
some information about the optima of the new problem obtained from a local refinement, see
(11), Lemma 1 and Theorem 2. This information can then be used for a suitable realization of the
next solver run.
For example, the computations of the next section were done with the free of charge licensed
IMRT research software MIRA, see [11], whose numerical solver uses an exterior penalty method,
see [8, Section 9.2]. This method approaches the optima from outside the corresponding feasible
region and thus fits ideally to the refinement process. There, the initial parameter and the stopping
criterion for the penalty loop were chosen according to the evaluations and estimates obtained
from the optimum of the previous problem.
3. Results
The following numerical example based on real clinical data of a prostate carcinoma shows
the high practicability of the adaptive clustering method. Since the segmentation of planning
structures, the choice of evaluation functions and reference doses and the formulation of planning
objectives is case-specific, the problem formulations of the examples might not appeal to everyone.
However, the relative improvement of the computational effort, on which the main focus shall be
put, is not affected by this. This clinical data set was provided to us by the Clinical Cooperation Unit
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Fig. 7. A transversal view of the planning structures and the arrangement of beams.
Radiation Oncology of the German Cancer Research Center (DKFZ) in Heidelberg, Germany.
The computations were done on a Intel( Pentium IV 2.4GHz machine.
In this case, the tumor volume comprising the gross tumor volume (GTV), the clinical target
volume (CTV) and the planning target volume (PTV) touches the rectum and the bladder, see
Fig. 7. The other planning structures involved are the two femoral heads, the small intestine and
the remaining unclassified tissue.
3.1. Geometric and physical parameters
The voxel resolution is 2.62 mm in each dimension. The body volume in consideration consists
of 917,585 voxels, which are distributed to the different planning structures as shown in Table 1.
The tumor volume is split into three planning structures. The volume of visible and demonstrable
malignant growth is referred to as the gross tumor volume (GTV). The surrounding clinical target
volume (CTV) includes the tissue of microscopic malignant disease, and the definition of the
planning target volume (PTV) takes the geometrical variations and inaccuracies into consideration
to assure that the CTV actually absorbs the prescribed dose deposits. In this case, the opposing
planning goals are the realization of a sufficiently high and homogeneous dose distribution in the
tumor structures and in particular in the GTV while widely sparing the adjacent healthy structures,
namely the rectum and the bladder. The farther intestine and femoral heads can be expected to be
less critical.
The beam arrangement consists of seven beam positions with 396 beamlets altogether, which
were chosen to be coplanar and equidistant. The number of non-zero dose deposits from all
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Table 1
The different planning structures with their numbers of non-zero dose deposits over all beamlets and voxels, of voxels
and of newly formed clusters
Planning structure Deposits Voxels New clusters
Gross tumor volume (GTV) 1,146,432 2950 580
Clinical target volume (CTV) 1,572,179 4068 967
Planning target volume (PTV) 1,515,634 3951 1201
Rectum 1,008,186 2664 483
Bladder 3,622,642 10,387 1941
Left femoral head 1,031,336 4585 828
Right femoral head 1,213,896 5385 1016
Small intestine 4,626,955 16,157 3344
Unclassified tissue 115,714,703 867,438 156,417
Whole volume 131,451,963 917,585 166,777
Table 2
The parameters, prescribed doses and homogeneity doses for the tumor structures
Tumor structure m qpre,m dpre,m qhom,m dhom,m
Gross tumor volume (GTV) 0 10.0 75 8.0 80
Clinical target volume (CTV) 1 6.0 66 8.0 75
Planning target volume (PTV) 2 4.0 62 8.0 75
beamlets into the voxels of each planning structure is given in Table 1. In total, there are at about
131.5 millions of non-zero dose deposits.
3.2. Formulating the optimization problem
The quality of the lower dose deposits in each tumor structure is evaluated with the functions
fpre,m(d(x)) =
⎛
⎝|Jm|−1 ·
∑
j∈Jm
(dpre,m − d(Vj )(x))qpre,m+
⎞
⎠
q−1pre,m
, (17)
which measure some average undershooting of the prescribed dose dpre,m. The quality of the
higher dose deposits is analogously evaluated with the functions
fhom,m(d(x)) =
⎛
⎝|Jm|−1 ·
∑
j∈Jm
(d(Vj )(x) − dhom,m)qhom,m+
⎞
⎠
q−1hom,m
, (18)
which measure some average exceedance of some dose value dhom,m. The parameters for both
functions are given in Table 2. The evaluation functions for the GTV are formulated in this way
to obtain a homogeneous dose distribution with a median dose value of approximately 76 Gy.
The evaluation functions for the CTV and the PTV are more relaxed with respect to the lower
dose deposits in order to keep the dose deposits in the directly adjacent rectum and bladder in
acceptable ranges. The reference dose values of 66 Gy and 62 Gy are chosen to keep the maximal
dose attained in the rectum below 68 Gy.
The evaluation function for the healthy structures is based on the equivalent uniform dose
(EUD) concept of [4],
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fEUD,m(d(x)) = αm · d−1ref,m ·
⎛
⎝|Jm|−1 ·
∑
j∈Jm
(d(Vj )(x))
qm
⎞
⎠
qm
−1
(19)
+ (1 − αm) · d−1ref,m ·
⎛
⎝|Jm|−1 ·
∑
j∈Jm
(d(Vj )(x))
q ′m
⎞
⎠
q ′m
−1
with the parameters chosen according to Table 3. The comparably small reference dose dref,3 =
25 Gy, the high value q ′3 = 8.0 and the coefficient α3 = 0.75 for the rectum give the high doses an
important role in the computation. The situation is analogous for the bladder and the small intestine.
The radiobiological impact on the femoral heads and the unclassified tissue can be expected to
be less critical, as indicated by the small values q ′m and αm and a high dref,m(m = 5, 6, 8).
The optimization problem in its original form is then formulated as
max
m=3,...,8 fEUD,m(d(x)) → min s.t.
fhom,m(d(x)) − 0.5 Gy 0 (m = 0, . . . , 2),
fpre,m(d(x)) − 0.5 Gy 0 (m = 0, . . . , 2),
−x 0.
The undershootings of dpre,m and the exceedances of dhom,m in the three tumor structures are
kept moderately low by the corresponding constraints fpre,m(d(x)), fhom,m(d(x))  0.5 Gy. For
the computation itself, the maximum of the other evaluations is approximated by some differen-
tiable objective function.
Two aspects render this specific problem asymmetric. First, a model-specific asymmetry occurs
for the tumor structures, since the function (17) only takes dose values below dpre in account, and
the evaluation function (18) for the dose inhomogeneity only cares for dose values beyond dhom.
All tumor voxels Vj with dose values
dpre d(Vj )(x) dhom (20)
do not play any or only a very minor role in the optimization problem. Hence the formation of
even large clusters on such families of voxels does not really change the problem. The second and
more important form of asymmetry is based on a low local volatility of the dose distribution. If
many voxels of some local volume part receive dose values, which differ only slightly from their
representative dose value or at least spread rather uniformly around this value, the formation of
comparably large clusters alters the evaluation corresponding to the specific planning structure
only very moderately. For example, for (19),
Table 3
The parameters and reference dose values for the healthy planning structures
Planning structure m qm q ′m αm dref,m
Rectum 3 3.0 8.0 0.75 25
Bladder 4 3.0 8.0 0.65 30
Left femoral head 5 2.0 5.0 0.30 50
Right femoral head 6 2.0 5.0 0.30 50
Small intestine 7 3.0 8.0 0.80 30
Unclassified tissue 8 1.1 2.0 0.10 50
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∑
j∈JC′
j ′
(d(Vj )(x))
qEUD,m ≈ |JC′j ′ | · (d(V C
′
j ′ )(x))
qEUD,m (21)
for even large sets JC′
j ′ ⊆ Jm. The dose distribution of an optimal plan is in general of a low
volatility in most of the considered volume. Major dose variations typically occur at the borderline
of volume parts with large dose deposits and volume parts with only minor dose values. This is in
particular the case at the edge of the volume, in which the emissions of beams located at different
positions superpose with the natural consequence of steep dose gradients.
3.3. The preprocessing step of hierarchical clustering
In the preprocessing step, the hierarchical clustering process is performed on the different
planning structures. The number of newly formed clusters is given in Table 1. In this case, the
process requires 69.27 s computation time.
3.4. Plan computation using the local refinement process
The computation starts with the initialization of a first adapted clustering A(0) with a small
number of non-zero entries in the corresponding dose information, see Table 4. This clustering is
comparably fine in the tumor structures, for which the dose distribution is required to be rather
homogeneous, and in the adjacent rectum, which is expected to play an important role in the
computation. For the other healthy structures, the number of non-zero entries in the corresponding
dose information is rather small. Computation of the corresponding approximate optimization
problem yields an optimum x∗A(0) , for which the the original dose representation onC is computed
and evaluated. The constraint violations exceed the predefined threshold of ε = 0.02 for all tumor
structures, see Table 5, which indicates how difficult the fulfillment of these strict requirements is.
Among the healthy structures, the dose distribution is evaluated worst with respect to the bladder
and in particular the rectum and the evaluation differences also exceed ε for these two organs,
see Table 6. These evaluations show, that low dose deposits in the rectum and the bladder are
the most difficult planning objectives to achieve while fulfilling the constraints with respect to
the tumor structures. All these facts justify the definition of the initial adapted clustering. These
Table 4
The different planning structures with their dose deposits for the initial and the final adapted clustering in absolute and
relative numbers
Planning structure Deposits forA(0) Deposits forA(4)
Number Percentage Number Percentage
GTV 40,035 3.49 596,994 52.07
CTV 71,325 4.54 697,950 44.39
PTV 90,253 5.95 674,184 44.48
Rectum 33,622 3.33 827,676 82.10
Bladder 26,886 0.74 858,481 22.24
Left femoral head 16,021 1.55 16,021 1.55
Right femoral head 19,374 1.60 19,374 1.60
Small intestine 22,515 0.49 22,515 0.49
Unclassified tissue 146,436 0.13 146,436 0.13
Whole volume 466,467 0.35 3,859,722 2.94
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Table 5
The constraint violations for the optima x∗A(0) and x∗A(4) of the initial and the final approximate optimization problem
Planning structure Function Constraint violations for
dC(x∗A(0) ) dC(x∗A(4) )
GTV fpre,0 3.0708 0.0049
GTV fhom,0 1.5752 0.0031
CTV fpre,1 1.6547 0.0087
CTV fhom,1 2.6085 0.0206
PTV fpre,2 3.5784 0.0063
PTV fhom,2 0.5877 0.0196
Table 6
Evaluations of the approximate dose distributions and differences from the evaluation of the original dose distribution in
the objectives for the optima x∗A(0) and x∗A(4) of the initial and the final approximate optimization problem
Planning structure Function x∗A(0) x∗A(4)
Eval. Diff. Eval. Diff.
Rectum fEUD,3 1.5726 0.0984 1.9226 0.0206
Bladder fEUD,4 1.1539 0.1334 1.3585 0.0089
Left femoral head fEUD,5 0.2478 0.0107 0.2914 0.0153
Right femoral head fEUD,6 0.2711 0.0093 0.3360 0.0136
Small intestine fEUD,7 0.3253 0.0205 0.3368 0.0185
Unclassified tissue fEUD,8 0.1456 0.0069 0.1543 0.0073
major evaluation differences in tumor structures, rectum and bladder are successively reduced by
major local refinements of the corresponding cluster structures, see Table 4, until the final adapted
clusteringA(4) yields an approximate problem with an optimum x∗A(4) , for which all constraint
violations and evaluation differences stay within the acceptable range as shown in Tables 5 and
6. Hence the deviation of x∗A(4) from optimality with respect to the original problem based on
the exact dose representation can be considered insignificant, i.e. x∗A(4) is a good approximation
of an optimum of the original problem.
The dose–volume histogram for this optimum is shown in Fig. 8 and the dose distributions with
isodoses and in color wash in a transversal volume slice are given in Fig. 9. The displayed curves
represent the isodoses for 30, 40, 50, 55, 60, 70 and 75 Gy. The dose–volume histogram indicates
that the undershooting of 75 Gy in the GTV is negligible. Concerning the other tumor structures,
practically the whole volumes of the CTV and the PTV receive at least 65 and 60 Gy, respectively.
The isodoses from 60 Gy down to 40 Gy illustrate the strong decrease of dose deposits outside
the tumor structures, which is of particular relevance for the rectum and bladder.
3.5. The numerical effort
The entire computation of the approximate optimum including the local refinement process
with its four steps required 97.54 s. The final adapted clustering A(4) results in 3.86 millions
of non-zero dose deposits, which is only 2.94% of the original 131.5 millions of non-zero dose
deposits. Since the search for a fitting treatment plan even for such clinical standard cases typically
requires several plan computations, the investment of 69.27 s in the hierarchical clustering process
in advance of all these computations is well justified.
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Fig. 8. The dose–volume histogram of the dose distribution of the computed approximate optimum.
Fig. 9. The dose distribution of the computed approximate optimum in a transversal slice.
3.6. General comments on the numerical performance
The performance of the adaptive clustering method depends on various case-specific properties,
whose respective influence cannot be entirely quantified.
One aspect is the geometry of the planning structures. For few simply shaped planning struc-
tures of reasonable size as in prostate cases, the hierarchical clustering process produces compa-
rably large and regularly shaped clusters. For cases with a strongly fragmented volume like head
and neck cases, it tends to produce many small and irregularly formed clusters.
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The performance of the local refinement process also strongly depends on how difficult the
fulfillment of the constraints and the achievement of the planning objectives is. Consider for
example the case of a paraspinal tumor, where a high dose tumor coverage and a maximal sparing
of the adjacent spinal cord have to be achieved under the physical limitation of some maximally
possible steepness in the dose gradients. Then the shape of an optimal dose distribution is almost
predefined and the local refinement process easily finds a suitably adapted clustering. Conversely,
if there are many degrees of freedom to obtain a well shaped dose distribution like in simple
prostate cases, the optima x∗A(t) tend to wander around in X and explore all possibilities, which
tends to result in more local refinements.
Another aspect are local inhomogeneities in the optimal dose distribution. If there is, for
example, need for steep dose gradients in major parts of the considered volume as for tumors in the
head-and-neck region with many healthy structures nearby, the assumption of similarly irradiated
voxels with similar contributions to the dose evaluations holds only partly, which requires a
transition to comparably small clusters in these volume parts during the local refinement process.
More sophisticated strategies to control the local refinements and improve the interaction with
the numerical solver are thus a topic of future research.
4. Discussion
This publication introduces the adaptive clustering method as a new approach to reduce the
computational effort of IMRT plan optimization. In contrast to the vast majority of sparsing
techniques performed prior to the plan computations, the adaptation of an approximate dose
representation and optimization problem is done during the plan computation itself. This avoids the
typical drawback of an unknown and uncontrollable approximation error: the adaptive clustering
method gives good estimates for the deviation from optimality with respect to the original problem.
These are in turn used for an individual modification of the approximate problem. Furthermore,
this new approach is highly flexible to use, since it relies on basic structural properties of the
optimization problem of IMRT planning. It can thus be combined with virtually any numerical
solver and applied to optimization problems based on a large class of evaluation functions.
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