We enumerate labelled and unlabelled Hamiltonian cycles in complete n-partite graphs
Introduction
The problem of enumerating Hamiltonian cycles in different classes of graphs is one of the most difficult problems of enumerative combinatorics. Apart from some trivial examples (like Hamiltonian cycles in complete graphs), only a few exact results of this type are known. Due to the inherent complexity of such problems, the efforts of researchers have been largely concentrated on obtaining upper and lower bounds on the numbers of Hamiltonian cycles in different classes of graphs (see [1] , [2] , [3] , [4] , [5] ). Even fewer results regarding unlabelled Hamiltonian cycles have been obtained so far.
One exception in this regard is the work [6] in which the author derived an analytic formula for the numbers H n of labelled Hamiltonian cycles in n-dimensional octahedrons (http://oeis.org/A003436), that is, in n-partite graphs K 2,2,...,2 having 2n vertices. That article also contains a table of the corresponding numbers for unlabelled Hamiltonian cycles, numerically computed for small n. 20 years later the numbers H n appeared once again in the problem of enumerating loopless chord diagrams [7] . A chord diagram consists of 2n points on a circle labelled with the numbers 1, 2, . . . , 2n in a circular order and joined pairwise by chords (figure 1). A chord is said to be a loop if it connects two neighboring points (chord {1, 2} on Figure 1 ). A loopless chord diagram is a diagram without loops.
In the paper [8] a bijection between Hamiltonian paths in octahedrons and loopless chord diagrams was noted. Take an n-dimensional octahedron with a distinguished Hamiltonian cycle (Figure 2 and draw it in such a way that this cycle forms a circle on a plane (Figure 2(b) ). Then remove all of its edges that don't belong to the Hamiltonian cycle and add chords between those vertices that weren't connected by an edge before (Figure 2(c) ). The resulting object is a chord diagram which is necessarily loopless: traversing a Hamiltonian cycle in K 2,2,...,2 we can't visit two vertices of the same part one after another. Clearly, this transformation is invertible. The first part of this paper is devoted to enumerating generalized loopless chord diagrams without considering symmetries or, equivalently, to enumerating labelled Hamiltonian cycles in
n [8] . Linear diagrams have a selfcontained meaning; in particular, permutations in certain classes can be depicted as linear diagrams (see, for example, [9] ).
Depending on the notion of isomorphism used, two diagrams are said to be isomorphic if one could be obtained from the other either by a rotation or by a combination of rotations and reflections of the circle. Isomorphism classes of labelled generalized chord diagrams are said to be unlabelled generalized chord diagrams. In the second part of the paper we derive a system of recurrence relations that can be used to efficiently compute the numbers of unlabelled diagrams, and hence enumerate unlabelled Hamiltonian cycles in the graphs K d,d,...,d . We provide answers for both notions of isomorphism: for rotations only, as well as for rotations and reflections. As we've noted before, it will be convenient to find the numbers b 
Indeed, among all a
n,0 without loops we should retain only those that have no chord connecting two end vertices. Assume that after deleting such chord K d in a diagram that contains it, we obtain a linear diagram with k loops. The number of ways to obtain a generalized linear diagram A n using the formula (1) we need some recurrence relations for the numbers a
It will be easier to start with some recurrence relations for a broader range of possible values of k. Namely, we claim that for k = 0, . . . , n(d − 1) the following is true:
The proof of relations (2) As an example on Figure 6 we show a generalized linear diagram A Figure 6 ). Counting the total number of ways to perform these combinatorial actions, we prove the formulas (2) -(3). n takes the form
and the system (2)-(3) gets simplified to a n,k = a n−1,k−2 + 2 [3(n − 1)
3 A closed system of recurrence relations for a
The recurrence relations (2)- (3) in principle allow us to obtain the values of a
n . However, from the computational point of view this approach could be improved; ideally we would find a system of recurrences involving only those values of a
that explicitly appear in (1). For d = 2 the approach described in [8] was to rewrite the system (2)-(3) as a system of recurrence relations, find the generating function w(z, t) for a n,k and then substitute z = 0 into it. The generating function ϕ(t) = w(z, 0) obtained as a result of substitution defines the numbers a (2) n,0 ≡ a (2) n sufficient for calculating b (2) n . Unfortunately this approach does not generalize well for d > 2. One alternative approach would be to derive the corresponding system by a combinatorial argument. This approach works perfectly for d = 2 (see [7] , [8] ), but even for d = 3 an analogous combinatorial proof becomes quite cumbersome, and for d > 3 the problem becomes practically intractable.
In turns out that we can actually use a combined approach: use combinatorial arguments together with the already obtained system of recurrence relations (2)- (3) for the numbers a (1) by just one. Namely, substituting k = 0 into the formula (2) we obtain the recurrence relation 
For the values of k from 1 to d − 1 the relations for a
n,k could be obtained using combinatorial arguments. Namely, consider a generalized linear diagram A (d) n,k that has k loops distributed over l subgraphs isomorphic to K d , 1 l k < d. We will begin with the simplest case l = 1 for which all ways. Summing over m from 0 to d − k, we obtain that for l = 1 the numbers a n,k which belong to the i-th subgraph K d , and let
4,3 with l = 2, r 1 = 3, r 2 = 4 on Figure 10 ). Contracting each such loop into a point, we obtain a reduced linear diagram with n − l subgraphs K d , and l subgraphs K r i (Figure 11 ).
Assume that after deleting the subgraphs K r i we obtain a generalized linear diagram A Consider instead of K r 1 some other subgraph K t 1 , t 1 = r 1 − j 1 obtained by contracting j 1 loops of the subgraph K r 1 (Figure 14) . This subgraph K t 1 could be placed into the original diagram A 
ways. Splitting t 1 vertices of the subgraph K t 1 into r 1 vertices such that the vertices of the obtained subgraph K r 1 form j 1 additional loops could be done in
of ways obtained in the first step should be multiplied by the number
of ways to add a subgraph K r 2 into v 2 := v 1 + r 1 positions to destroy s 2 loops of the linear diagram with m 2 = m 1 + j 1 − s 1 loops and add j 2 loops.
Continuing this process further, we will reach the final step where we will need to add a subgraph K r l to a linear diagram. This step is special because after this addition there must be no loops in the diagram: after adding K r 1 , . . . , K r l we must obtain a loopless reduced linear diagram (see Figure  11 ). Consequently, in this final step we must destroy all loops obtained on the previous step (that is, set m l = s l ) and the subgraph K r l should not form any loops itself (that is, j l = 0).
Taking that into account, one could obtain the following final formula for the numbers a
n,k for l > 1:
Here R is an ordered multiset {r 1 , . . . , r l } that satisfies the conditions (6), the outer summation runs . . .
. . .
The multiplier α R in the formula (7) describes the number of ways to transform the subgraphs
takes into account the fact that we delete the subgraphs K r i not simultaneously but one after another; that is, all the cliques K r i with the same number of loops are distinct. Consequently, if we have β u instances of a subgraph K u among all cliques K r i , we should divide the result by β u !.
Finally, note that for l > 1 the numbers a n,k . These numbers can always be eliminated using the recurrence relation (2) rewritten as
For instance, substituting n − 1 instead of n into (8), we express the numbers a
, a
, . . .
In a similar manner we can express the numbers a It can be seen that along with the numbers a Expressing the numbers a (2) n,1 from these relations we obtain a second-order recurrence relation a (2) n+1,0 = (2n + 1)a (2) n,0 + a 
The relation for a
n,1 as well as the recurrence relation for the numbers a
n,2 which corresponds to the case of both loops belonging to a single subgraph K 3 could be obtained from the formula (5):
n,2,l=1 = (3n − 2) a
However, in contrast with the case d = 2, it could happen that both loops of the diagram A
n,2 belong to two different subgraphs K 3 . To count the number of such diagrams we can use the formula (7). In the current special case
n−2,m .
In its turn, the numbers a 
n−2,j through the relation (8):
.
The obtained system of recurrence relations for d = 3 can be simplified and rewritten as a
n−1,0 + (3n − 4)a
n,1 = 2a
n−1,0 + 2a
n,2 = 2a
n−1,0 + 5a
n−1,1 + 2a
n−2,0 . n of such diagrams can be calculated using the Burnside's lemma b
Here | Fix(g)| is the number of labelled diagrams fixed by the action of an element g of some group G that defines the isomorphism relation between diagrams. In our case G will be either the cyclic group C d·n of diagrams' rotations or the dihedral group D d·n of rotations and reflections.
Consider the simpler case of the cyclic group C d·n and the action of this group on the set of generalized chord diagrams with d · n points and n chords. Let m be a divisor of d · n, ϕ(m) be the Euler function of it. There are ϕ(m) elements of order m in C d·n . Any such element fixes the same number f (d·n, m) of diagrams which will be called m-symmetric. Consequently, (9) could be rewritten as
To calculate the values of f (d · n, m) it will be convenient to begin with counting so-called generalized m-linear diagrams (Figure 15 
where d = ld/m. To prove this formula we need to show that the number of generalized loopless mlinear diagrams having vertices i · v and i · v + 1, i = 1, 2, . . . , m connected by edges e i = {i · v, i · v + 1} is expressed by the formula Note that it is sufficient to consider the case l = m where every edge e i belongs to its own subgraph K d (see Figure 15(a) ). Indeed, for any diagram with l = m (see Figure 16 (a)) we can select l neighboring sectors (l = 2 on Figure 16(a) ) and build a reduced diagram with l · v points and K d subgraphs (see Figure 16 (b)), in which every edge e i that connects the points i · v and i · v + 1 belongs to its own subgraphs K d . Conversely, taking m/l copies of such reduced diagrams and gluing them one after another we will obtain the diagram A (m,d) v,0 . Consequently, it is sufficient to prove the formula (11) for the special case l = m and d = d. In other words, it is sufficient to prove that the number of generalized m-linear diagrams in which the points i · v and i · v + 1, i = 1, 2, . . . , m are connected by edges e i = {i · v, i · v + 1} each belonging to a separate subgraph K d can be calculated by the formula
In order to prove (12) consider a diagram A In addition, we must insert d − k − 2 internal (that would not lie on a sector end) vertices of the cliques K d into each sector of the diagram. We can add these vertices one after another, and that explains the divisor (d − 2 − k)! in the denominator of the formula (12). In addition, we will assume that the points that fall into any of k loops of the diagram are placed to the right of any k points that were inserted into k loops of the diagram A Figure 17 ). The number q k,j+1 of ways to insert j + 1 points into a sector in such a way that the number of loops k stays the same can be expressed through the numbers q k−1,j , q k,j and q k+1,j by the formula
Indeed, consider a diagram with j red points and k − 1 loops. To add a new red point into it in a way that creates one new loop, we can add it either on the left or on the right of any of j red points, or to the right of any yellow point. However this counts each position that falls into one of k − 1 loops twice. Consequently, the total number of positions to insert (j + 1)-th point is equal to 2j + k − ( k − 1).
To explain the multiplier ( k + 1)(m − 1) of q k+1,j recall that we must insert a point to destroy one Using the recurrence relation (13) we can calculate the numbers q k,j up to j = d − 2 − k. We will need the numbers q 0,j which describe the ways to add j points so that there are no loops after the addition.
The final step of building a loopless m-linear diagram is the addition of two end vertices to each sector. If these vertices do not belong to the same subgraph K d as their neighbors, there are no loops added and the number of ways to do that coincides with q 0, v , v := d − 2 − k. However there exists a possibility that one or two of the end vertices creates a new loop. Hence the number p v of loopless diagrams with added end vertices can be expressed through the numbers q 0,j using inclusion-exclusion principle:
In this formula the summation runs over the number i of leftmost points that belong to the same clique as the point being added, and over an analogous number j of rightmost points.
To use the formula (11) it remains to obtain some recurrence relations for the numbers a
v,k . In fact, these numbers can be counted by the following formulas:
First consider the case of the axis of symmetry not passing through any vertices (Figure 18 (a) ). The number dn of points must be even in this case. We can transform any such diagram into some generalized 2-linear diagram having dn/2 points by cutting the circle between the points 1 and dn, between the points dn/2 and dn/2 + 1 (Figure 19 (a) ), and then reflecting one half of the diagram along the horizontal axis (Figure 19 (b) ). However, the mapping described by this transformation may be not bijective: if a 2-linear diagram has edges e 1 and e 2 connecting the vertices 1 and dn/2+1, as well as dn and dn/2, the reverse mapping would create two loops in the new diagram.
Note that for an odd d the described mapping is actually bijective. Indeed, any edge e i must belong to some subgraph K d which must be transformed into itself by a reflection along the vertical axis, and that is impossible for odd d. So for odd d we have
For an even d the formula is more complex: a generalized 2-linear diagram may have both edges e i or any of them separately. Then for h (0) (n) we have the following formula:
Figure 19
The coefficients α
k describe the diagrams which have an edge e connecting either the pair 1 and dn/2 + 1 or the pair dn and dn/2; the coefficients α (2) k describe the diagrams that have both of these pairs of vertices connected by edges e i , i = 1, 2, belonging to two different subgraphs K d ; the coefficients α (3) k describe an analogous case when both e i belong to the same subgraph K d .
To find the coefficients α Enumerating the ways to add these two subgraphs back results in almost the same considerations as those that were performed to find the coefficients p n,R,m .
Namely, first we add the subgraph K d that contains the edge e 1 into a diagram A 
Conclusion
In this paper labelled and unlabelled generalized loopless chord and linear diagrams were enumerated. Tables 1-5. 
