Infinitely divisible random vectors without Gaussian component admit representations with shot noise series. We analyze four known methods of deriving kernels of the series and reveal the superiority of the inverse Lévy measure method over the other three methods for simulation use. We propose a numerical approach to the inverse Lévy measure method, which in most cases, provides no explicit kernel. We also propose to apply the quasi-Monte Carlo procedure to the inverse Lévy measure method to enhance the numerical efficiency. It is known that the efficiency of the quasi-Monte Carlo could be enhanced by sensible alignment of low discrepancy sequence. In this paper we apply this idea to exponential interarrival times in the shot noise series representation. The proposed method paves the way for simulation use of shot noise series representation for any infinite Lévy measure and enables one to simulate entire approximate trajectory of stochastic differential equations with jumps based on infinite shot noise series representation. Although implementation of the proposed method requires a small amount of initial work, it is applicable to general Lévy measures and has the potential to yield substantial improvements in simulation time and estimator efficiency. Numerical results are provided to support our theoretical analysis and confirm the effectiveness of the proposed method for practical use.
Introduction
The infinitely divisible law consists of three independent components; a constant, a centered normal random vector and a Poisson jump component. The Poisson component is governed in full by the so-called Lévy measure. If Lévy measure is infinite, then its Poisson component consists of infinite number of jumps. Obviously, it is impossible to generate infinitely many jumps in practice. Possible simulation methods can be summarized as follows. (i) Direct generation: When an explicit density function, or an alternative exact simulation method, is available, a direct sample generation, even with further improvement for Monte Carlo methods, is straightforward in principle. Stable, exponential, gamma, geometric and negative binomial are in this category. To simulate random variables from complex distributions, but still with density known in closed form, numerical inversion methods of a distribution function have been applied to generalized hyperbolic, normal inverse Gaussian and Meixner distributions. See, for example, [10, 15, 16, 19, 23] .
(ii) Generation from compound Poisson: If a neighborhood of the origin of the Lévy measure is discarded or replaced by its mean value, then the remainder term is a compound Poisson random vector with a constant shift. It converges to its true random vector, as the intensity of the discarded part of the Lévy measure decreases. However, when the discarded part of the Lévy measure is too intense, the component may produce a substantial error. The discarded component can be approximated by a Gaussian random vector with an appropriate small variance under mild conditions on the Lévy measure [1, 6] . This approximation may complement a method through series representations when the series converges slowly. (iii) Generation with shot noise series representation: Infinite shot noise series representations provide a simple simulation method of infinitely divisible random vectors and associated stochastic differential equations. A disadvantage of this method is that some series may converge at an extremely slow rate. One might need a huge number of terms to reach a desired accuracy of the approximation. With ever increasing computational speed, a slow convergence may no longer be a serious issue of practical importance in some applications. Also, it is sometimes the case that the representation is intricate with many different random sequences involved. See, for example, [12, 13, 14, 18] for simulation use of infinite series representations.
Series representations involving Poisson arrival times are given by Ferguson and Klass [8] , for real independent increment processes without Gaussian component and with positive jumps. Those are extended by LePage [24] to multidimensional settings. The uniform convergence of those representations is established in Kallenberg [17] , while they are related to the Lévy-Ito decomposition of processes with independent increments in Resnick [28] . The simulation of nonnegative infinitely divisible random variables is investigated and their series representations as a special form of generalized shot noise is developed in Bondesson [3] . The same approach is used in Rosiński [29] as a general pattern for series representations of Banach space valued infinitely divisible random vectors.
Among several different methods of deriving a kernel of shot noise series representation, the inverse Lévy measure method [8, 24] is most attractive from a simulation point of view for the reason that, in principle, we only need to generate Poisson arrival times for jump size and a few others for jump timing and direction.
In this paper, we rigorously validate the inverse Lévy measure method in computation. To this end, in Section 3, we analyze and compare four known methods of deriving kernels of shot noise series, that is, the inverse Lévy measure method [8, 24] , the rejection method [29] , the thinning method [29] and Bondesson's method [3] . In particular, we rigorously prove in Theorem 3.1 that the inverse Lévy measure method simulates more mass of Lévy measure tails than the other three methods, under a common finite truncation.
It is however often the case that no kernel is available in closed form through the inverse Lévy measure method. Derflinger et al. [7] propose a numerical inversion method for generating random variates from continuous distributions when only the density function is given. Their algorithm is based on Newton interpolation of the inverse CDF and Gauss-Lobatto integration. The method is applicable to calculate values for inverse of the Lévy measure although in our case the Lévy measure is not normalized. Motivated by their work [7] , we propose a model-free efficient numerical procedure to simulate infinitely divisible random distributions by directly applying the inverse Lévy measure method and discuss its advantages and limitations. It is worth emphasizing that although a naive direct method is always available and can be easily performed by solving a nonlinear equation to get a sample from a Lévy measure with the Newton algorithm, it is far less efficient than the proposed method, especially when using in the Monte Carlo framework that involves many iteration procedures. Furthermore, the proposed method is applicable to a broad range of problems as long as their Lévy measures are available in closed form. In order to further enhance the efficiency of the numerical approach we discuss in Section 5 the applicability of the quasi-Monte Carlo (QMC) method. The QMC method has been proposed as a competitive alternative for Monte Carlo (MC) method. By relying on a specially constructed sequence known as the low discrepancy sequence, the QMC achieves a convergence rate of O(N −1 log d N), in dimension d and sample size N, known as Koksma-Hlawka bound. This means, at least asymptotically, the convergence rate is far more superior than the classical MC rate of O(N −1/2 ). See a monograph of Niederreiter [25] for a detailed discussion of the low-discrepancy sequence. Many authors report that the QMC yields a much higher accuracy than MC method, especially in financial applications.
From a practical point of view, on the other hand, it is known that the success of QMC is intricately related to the notion of effective dimension, originally discussed by Caflisch et al. [4] who introduce this notion using the analysis of variance decomposition of a function. It can be shown that the superior rate of QMC could be attained when the effective dimension of the integrand is small. In this paper we propose to employ the QMC method combined with the numerical inverse Lévy method. In the same spirit of [12] , multi-dimensional low discrepancy sequence is carefully assigned to a set of random variables to decrease the effective dimension. Section 6 presents numerical results to illustrate the superiority of our numerical inverse Lévy measure method over the three other methods for simulation use and the applicability of low discrepancy sequences. Finally, Section 7 concludes and outlines directions for further research. To maintain the flow of the paper, we collect proofs in Appendix. To avoid overloading the paper with rather lengthy proofs of somewhat routine nature, we omit non-essential details in some instances.
Shot Noise Series Representation of Lévy Processes
Let us begin this section with the notations which will be used throughout the paper. We denote by R d the d-dimensional Euclidean space with the norm · ,
We let N be the collection of positive integers, and let N 0 := N ∪ {0}. We write S d−1 for the unit sphere in R d . We denote by L = and L →, respectively, identity and convergence in law. A stochastic process {X t : t ≥ 0} in R d is called a Lévy process if it has independent and stationary increments, if it is continuous in probability, and if X 0 = 0, a.s. By the Lévy-Khinchine representation theorem, the characteristic function of the marginal law is uniquely given by
where γ ∈ R d , A is a symmetric nonnegative-definite d × d matrix, and ν is a Lévy measure on R d 0 , that is, a σ -finite measure satisfying
If the above holds, then we say that the Lévy process {X t : t ≥ 0} is generated by the triplet (γ, A, ν). In this paper, we restrict ourselves to the following setting; (i) A ≡ 0, that is, the Lévy process has no Gaussian component, (ii) ν(R d 0 ) = +∞, that is, the Lévy process jumps infinitely many times over every finite time interval, (iii) the Lévy measure ν is absolutely continuous with respect to the Lebesgue measure, that is, a Lévy density is well defined.
Finally, we use the following throughout the paper.
(i) The letter T denotes a positive number for the finite interval [0, T ],
(ii) {E k } k∈N is a sequence of iid exponential random variables with unit mean, (iii) {Γ k } k∈N is a sequence of standard Poisson arrival times, generated iteratively as a successive summation of iid exponential random variables;
where the sequences {E k } k∈N and {T k } k∈N are mutually independent. The exponential random variables {E k } k∈N serve as interarrival times of a standard Poisson process. Let us next review generalities on the series representation of infinitely divisible random vectors with a view towards simulation. Our startup discussion is essentially parallel to the inverse Lévy measure method. Notice first that the random variable ∑
is infinitely divisible with Lévy measure ν(dz) = dz defined on (0, T ]. Recall also that the epochs of an inhomogeneous Poisson process on [0, T ] with intensity h(t) can be generated by H(Γ 1 ), H(Γ 2 ), . . ., where H(t) = inf{u ∈ [0, T ] : u 0 h(s)ds < t}, provided that T 0 h(s)ds < +∞. Therefore, by regarding the intensity h(t) as a Lévy measure ("on state space" rather than "on time"), we deduce that
is an infinitely divisible random variable with Lévy measure ν(dz) = h(z)dz defined on (0, T ]. Notice that the definition of H(t) implicitly assumes that that the Lévy measure ν has a compact support. Also, the integrability condition T 0 h(s)ds < +∞ indicates a finite Lévy measure. We can extend this formulation to an infinite Lévy measure on R + , simply by redefining the kernel H as running down from the infinity rather than up the other way, that is, H(r) = inf{u ∈ R + : +∞ u h(s)ds < r}, and compute ∑ +∞ k=1 H(Γ k ), where {Γ k } k∈N is no longer restricted on a finite interval [0, T ]. We now present the so-called generalized shot noise method.
Theorem 2.1. (Bondesson [3] and Rosiński [29] ) Assume that Lévy measure ν defined on R d 0 can be decomposed in the form
where U is a random variate taking values in a suitable space U , and where H : R + × U → R d 0 is such that for each u ∈ U , r → H(r, u) is non-increasing. Then, an infinitely divisible random vector X generated by the triplet (0, 0, ν) is identical in law to the series representation as
where {U k } k∈N is a sequence of iid copies of the random variate U, independent of {Γ k } k∈N , and {c k } k∈N is a sequence of suitable vectors in R d .
Next, we present four known methods of deriving a kernel of shot noise series representation, each of which can be thought of as a special case of the generalized shot noise method.
where σ is a probability measure on the unit sphere S d−1 of R d and {h(·, ξ )} ξ ∈S d−1 is a measurable family of Lévy measures on 5) and let {U k } k∈N be a sequence of iid random vectors with common distribution σ on S d−1 , independent of {Γ k } k∈N . Then, a Lévy process {X t : t ∈ [0, T ]} in R d generated by (0, 0, ν) can be written in different forms as follows.
(i) Inverse Lévy measure method (Ferguson and Klass [8] and LePage [24] ): It holds that
where
(ii) Rejection method (Rosiński [29] ): Let ν p be a Lévy measure on
where {h p (·, ξ )} ξ ∈S d−1 is a measurable family of Lévy measures on R + such that for each ξ ∈ S d−1 , h(·, ξ ) is absolutely continuous with respect to h p (·, ξ ) and satisfies 9) and {V k } k∈N is a sequence of iid uniform random variables on [0, 1]. (Throughout the paper, we exclude the trivial case h p = h.) (iii) Thinning method (Rosiński [29] ): Assume that there exists a family {F(·, ξ )} ξ ∈S d−1 of probability measures on R d such that for each ξ ∈ S d−1 , h(·, ξ ) is absolutely continuous with respect to F(·, ξ ). Then, it holds that 10) and {(V k ,U k )} k∈N is a sequence of iid random vectors with common distribution
Assume that there exists a family {G(·, ξ )} ξ ∈S d−1 of probability measures on R + and a family {g(·, ξ )} ξ ∈S d−1 of non-increasing functions from
Then, it holds that 11) and {(V k ,U k )} k∈N is a sequence of iid random vectors with common distribution
Proof. For the sake of self-containedness and later use, we present the proof of Proposition 2.2 in brief in Appendix.
We close this section with a concrete example in which a kernel is available in closed form through the inverse Lévy measure method. 
where a > 0, α ∈ (0, 2) is the stability index, and σ is a probability measure on S d−1 . By simple computation, we get H(r, ξ ) = (αr/a) −1/α , independent of ξ , through the inverse Lévy measure method. Then, it holds that
where {c k } k∈N is a sequence of suitable vectors in R d .
Finite Truncation of Infinite Shot Noise Series
When Lévy measure is infinite, its associated shot noise series representations are necessarily a summation of infinite series. To deal with infinite sums in simulation, we need to truncate them up to a certain finite point. A straightforward approach is the truncation to a finite number of terms of the series ∑ n k=1 for some n ∈ N, while in this paper, we adopt another approach based on the truncation to a finite time span of the underlying standard Poisson process, that is, ∑ {k∈N: Γ k ≤n} . Clearly, truncation levels are different for different replications, while they are all almost surely finite. This truncation scheme enables us to trace the part of Lévy measure, which shot noise series can simulate. Let us first present the main result of this section. We defer the proof to Appendix. Theorem 3.1. Consider the same setting of Proposition 2.2. For k = 1, 2, 3, 4, let {X k,n } n∈N be sequences of random vectors in R d respectively defined by
where c k,n (T ) is given by (2.7), (2.9), (2.10) and (2.11), respectively. Then, we have the following.
(i) For each k = 1, 2, 3, 4, and n ∈ N, the law of the random vector X k,n is infinitely divisible with Lévy measure ν k,n on R d 0 satisfying E e i y,X k,n = exp
(ii) It holds that for each n ∈ N,
where the equalities hold only for x ∈ R + , respectively, such that h p = h over (x, +∞)×S d−1 , such that for each ξ ∈ S d−1 , F((x, +∞), ξ ) ≡ 1 and (dh/dF)(·, ξ ) is a positive constant over (x, +∞) and such that for each ξ ∈ S d−1 and r ∈ (0, n), G(x/g(r, ξ ), ξ ) ≡ 1. (iv) It holds that for each n ∈ N and q ≥ 0 such that z >1 z q ν(dz) < +∞,
(v) It holds that for each n ∈ N and q ≥ 2,
The above results assert the superiority of the inverse Lévy measure method over the three other methods in simulation. The result (ii) of Theorem 3.1 confirms that all the four methods account for the mass n out of the infinite Lévy measure ν when truncating the infinite series via {k ∈ N : Γ k ≤ n}. The result (iii) indicates that whenever the truncation is performed, the three methods (rejection, thinning and Bondesson's) cannot simulate the tails of the Lévy measure as much as the inverse Lévy measure method. Moreover, the results (ii) and (iii) together imply that the three methods instead simulate some part of the Lévy measure closer to the origin. The result (iv) is an interesting consequence of the results (ii) and (iii), implying that the inverse Lévy measure method can express more variability of randomness than the other three methods under the common finite truncation. Even more interestingly, the result (v) has a direct relation with the Gaussian approximation for the discarded jumps. To be precise, approximation of lim n↑+∞ X k,n (=: X) by the truncated version X k,n discards jumps, for example,
which is the error due to truncation in the inverse Lévy measure method. Define variance-covariance matrix Σ k,n :
It is proved in [1, 6] that the error component X − X k,n (or its associated Lévy process) can be approximated asymptotically by the multidimensional Gaussian law N (0, Σ k,n ) (or its associated multivariate Brownian motion, respectively) if and only if the matrix Σ k,n is invertible and for each κ > 0,
which roughly indicates ultra high jump activity. For example, this condition holds true for the stable law (Example 2.3) and the tempered stable law (Section 6.2), while not for the gamma law (Section 6.1) and the compound Poisson law (again Section 6.2). When the above condition holds, the weak approximation L (X) ≈ L (X k,n + Z k,n ), with Z k,n ∼ N (0, Σ k,n ), works well for sufficiently large n. The result (v), with q = 2, guarantees that for each truncation level n, the approximating Gaussian law N (0, Σ 1,n ) associated to the inverse Lévy measure method has the least variance among all the methods described in Proposition 2.2. In the other words, for each n, the inverse Lévy measure method X 1,n approximates the original random vector X better than the other X k,n 's with k = 2, 3, 4.
The following corollary gives a closer look at the way the inverse Lévy measure method and the rejection method simulate the tails of Lévy measure. The simplifications imposed in each setting are not very restrictive, in which most settings of practical interest can be covered.
Corollary 3.2.
If the measure h(dr, ξ ) is independent of ξ , then it holds that for each x ∈ R + and C ∈ B(S d−1 ),
If moreover the Radon-Nykodym derivative (dh/dh p )(r, ξ ) is independent of ξ , then it holds that for each x ∈ R + and C ∈ B(S d−1 ),
Proof. The results follow in a straightforward manner by making use of the proof of Theorem 3.1.
Numerical Inverse Lévy Measure Method
We have shown in Theorem 3.1 the superiority of the inverse Lévy measure method in finite truncation framework. It is ideal to have the kernel H(r, ξ ) through the inverse Lévy measure method available in closed form like in the case of stable Lévy measure presented in Example 2.3. This is, however, not the case in most situations, namely the inverse of Lévy measure tails admits no closed form. The worst case is that no explicit kernel is known through any of the four existing methods described in Proposition 2.2. In this section, we develop a numerical approach to the inverse Lévy measure method for any Lévy measure. To simplify the discussion, we focus on onedimensional unilateral setting, such that the Lévy measure is given in the form w(z)dz defined on R + . We also let W (x) := +∞ x w(z)dz be the cumulative Lévy measure, where the cumulation here runs down from infinity, rather than up the other way.
In order to materialize the inverse Lévy measure method, a numerical approach may be taken so that the inverted value W −1 (u) is obtained numerically for a given u. Unfortunately, most numerical methods, such as root finding algorithm, are extremely slow for repeated use for computation of these inverted values. To address this issue, an efficient numerical inversion method was proposed in [7] to generate non-uniform random variates when its probability density function is known by inverting a cumulative distribution function in an efficient way. Furthermore, it is known that inversion methods preserve structural properties of the original uniform variate. This property turns out to be important, in particular, for use of quasi-Monte Carlo method. We defer the related discussion to Section 5.
The accuracy of approximation can be controlled in the numerical inversion method of [7] . The effectiveness of the methods was illustrated with regard to typical distributions such as normal, Cauchy, Gamma, and Beta. Let us review three distinctive features employed in the method. First, in the setup phase of the method, a truncated compact domain is determined by users and is adaptively divided into a set of subintervals. To compute a distribution function from a given probability density, the Gauss-Lobatto quadrature is adopted for numerical integration. This quadrature method is aimed at approximation of a definite integral with a weighted average of the density function of finite nodes. (We refer the reader to Gander and Gautschi [9] for details about the Gauss-Lobatto quadrature.) The second feature is that Newton interpolation is employed for finding an inverted value F −1 (u), provided that u ∈ (0, 1) is given. The final feature is that the numerical inversion method uses the same set of subintervals for both integration and interpolation, which makes the method more efficient. Furthermore, compared to their previous method of Hörmann et al. [11] , no time-consuming root finding algorithm is required.
We here extend the numerical method in [7] and develop a numerical approach to the inverse Lévy measure method. There are a couple of issues to be addressed. First, Lévy measures in our scope are infinite, that is,
Since its support R + is unbounded, we need to focus on a compact, sufficiently large, domain [x min , x max ] ⊆ R + , in order to apply quadrature and interpolation techniques. For this reason, it is sensible to treat positive and negative jump components separately. For notational convenience, we write w min and w max for W (x min ) and W (x max ), respectively, that is,
Note that w max < w min by definition. The idea is to apply the numerical inversion method of [7] to the standardized cumulative Lévy measure. To this end, we define a function F :
which acts as a cumulative distribution function in the method of [7] . We can accordingly derive its density function
In order to apply the proposed method, it is essential to cut off irregularity for computation, such as explosion and unbounded support, from the domain of a distribution. To determine the domain for the numerical inversion algorithm of [7] , they first choose a typical point of the distribution, namely, a point x c in the domain of the distribution not too far from the mode. They next determine the domain for computation in such a way that the values of the density function at the boundaries of the domain are sufficiently small relative to the density at x c . (See the details in "Algorithm 1. NINIGL" of [7] .) This idea is not directly applicable to our situation as the Lévy density often explodes at x = 0, where the aforementioned approach of [7] is unfortunately not applicable. Therefore, we choose the domain for computation in such a way that the value of the density at x max is sufficiently small, for example, less than 10 −14 . We have observed in the numerical experiments that accuracy and efficiency of the proposed method is not sensitive to the choice of x max as long as the Lévy density at x max is sufficiently small. Note that this can serve as a probability density function. We should pay an extra attention to computation of W (x) near the origin because this function has a very steep peak there. (As pointed out in [7] , their numerical method may fail for continuous distributions with high and narrow peaks or poles.) This turns out to be the primal issue to addressed for our setting. Accordingly, we need to add a couple of safety devices to avoid undesired failures in the first algorithm, which is outlined as follows. Step
(Gauss-Lobatto quadrature using density function f .) Step 5. (Check approximation errors with respect to Newton interpolation.) ε max ← 0; (maximal approximation error) sign m ← TRUE; (monotonicity condition)
Step 2. (Resize the stepsize and go back.) else (Close the current subinterval.)
Step 8. else go to Step 2.
Step 8. (Make guide table) k , using the Gauss-Lobatto quadrature quadl. (In Algorithm 4.1, we adopt MATLAB description for the reader's convenience, while we do not use MATLAB for numerical experiments in Section 6). The quadrature is designed to compare two approximations, better and worse say, at each step to decide if the adaptive procedure terminates. Here, the better approximation is computed as a weighted average of f (x) based on seven points, while the worse one is only based on four points. In Step 5, NInterp( y; y, x) returns a value x corresponding to y, obtained with the Newton interpolation using a set {(x[ j], y[ j])} j=0,...,6 of points. Clearly, Newton polynomials of order 6 are used for the interpolation. To estimate the maximal approximation error within each subinterval [x L , x R ], test points are discussed in [7] for checking errors.
Step 5 checks the midpoint F mid for error estimation and for check monotonicity condition. More precisely, we always check whether each interpolated value lies in the appropriate subinterval, that is,
. This is one of the safety devices in case of failure of Newton interpolation. As can be seen in Step 6, the choice of the tolerance ε tol raises the trade-off issue between accuracy and computing time. In fact, a small ε tol provides a high approximation accuracy, while it obviously prevents the algorithm from exiting. Finally, Step 8 and 9 forms the so-called guide 
In applying Algorithm 4.1 to most Lévy densities of practical interest, the major difficulty lies in the explosive behavior of tail integral W (x) at the origin. Let us take an unrealistic, yet very illustrative, example of stable Lévy density w(z) = αz −α−1 on R + . (This is illustrative while unrealistic in our context both because its tail integral is available in closed form.) The standardized cumulative function (4.1) is then F(x) = (x
. This implies that a small change in x near a very small truncation x min causes a very large fluctuation of F(x). This fluctuation is remarkable when x min is chosen extremely small. Then, the error ε max in Step 5 tends to stay extremely large even after refining the stepsize ∆ in Step 6 several times, and thus the iteration never terminates. In this respect, great care should be taken in the choice of the truncation x min , that drastically affects the computing time required for Algorithm 4.1. Step 1.
Step 2. (Set seven points for Newton interpolation.)
(Compute the Newton interpolation.)
then ERROR and exit. else return v. else return v.
For each input value u ∈ (0, 1), a subinterval, or more precisely the index k,
Step 5. Sequential search, which seeks the index from k = 0, is the simplest algorithm for this purpose, but apparently less efficient. The method Indexed Search, due to Chen and Asau [5] , is a clever idea to speed up the sequential search. Recall that Step 9 of Algorithm 4.1 computes
We can thus start our sequential procedure from g[k 0 ] instead of starting always at 0, where the index uM of the correct table entry. This method significantly enhances speed of searching by reducing the number of trials for finding the appropriate index of subinterval. (For a detailed description of the index search algorithm, we refer the reader to page 46 of [10] .) Also, the monotonicity condition is checked in Step 4 to avoid undesired numerical failure. The Hermite interpolation there is applied as another safety device. In fact, we have found in our preliminary numerical experiments that the Newton interpolation may break the monotonicity condition although exceptionally rare. In the case of violation occurred in the Newton interpolation, we instead employ the Hermite interpolation HInterp(u; x, y, f ) to obtain a more appropriate value. A similar device has been employed in the literature, for example, Remark 2 [7] that states "We use linear interpolation as a fallback when the Newton interpolation formula fails due to numerical errors."
The above numerical algorithms require a small amount of initial work for their implementation, while it has the potential to provide significant improvements in simulation time and estimator efficiency. Equally important is that as can be seen in Algorithm 4.1 and 4.2, our numerical method is model-free and thus requires no adjustment to different Lévy measures for different problems. Moreover, the proposed method is applicable to the multivariate setting, whenever the size and direction of each jump are neatly decomposable. For instance, the inversion function H(r, ξ ) for multivariate stable laws (Example 2.3) is independent of ξ . Remark 4.3. If the density w(z) has support away from the origin, then the Lévy measure is finite and thus induces compound Poisson. Although this setting is off center of main interest (as it is too straightforward), our method works in a straightforward way, without worrying about explosion at the origin.
Applicability of Quasi-Monte Carlo Methods
As seen in Proposition 2.2, there are various forms of shot noise series representation. The common building block of shot noise series representations is the epochs {Γ k } k∈N of a standard Poisson process. This random sequence can be generated iteratively as a successive summation of iid exponential random variables {E k } k∈N as (2.1). The exponential random variables can easily be simulated by letting E k ← − ln(J k ), where {J k } k∈N is a sequence of iid uniform random variables on [0, 1]. It is discussed in [12] that the effective dimension argument in the Quasi-Monte Carlo framework suits well to the structure of series representation. More concretely, the Poisson arrivals {Γ k } k∈N are dominated to a large extent by a lower dimension of the interarrival times {E k } k∈N , due to the structure (2.1). Those exponential random variables can be controlled through the transform E k = − ln(J k ), preserving the uniformity of low discrepancy sequences. It has been observed that the domination by a lower dimension has particularly large effect on the kernel H(r, ξ ) of the inverse Lévy measure method since for ξ ∈ S d−1 , the kernel is non-increasing in r. Let us illustrate this in brief. In view of (2.1), the first few terms of {H(Γ k , ξ )} k∈N are expressed solely by the first few interarrival times {E k } k∈N . To simplify the discussion, fix λ > 1 and consider the summation of a decreasing sequence
where the interchange of two summations can be justified by the Fubini theorem due to the almost sure positivity of the summands, including the case that the both sides are infinite. To check the impact of the first exponential E 1 , we compare (5.1) to its counterpart with all the rest {E k } k≥2 being set to be degenerate, in the first and second moments, that is,
Hence, a greater λ assigns a more significant role to the lower dimension of the interarrival times {E k } k∈N . Roughly speaking, this phenomenon tends to realize with the kernel H(r, ξ ) having a faster decay in r. This corresponds to a less activity near the origin of the Lévy measure. Next, concerning the Lévy measure tail, recall that the kernel H(r, ξ ) is non-increasing in r and thus most part of the Lévy measure tail tends to be expressed by the first few terms of {H(Γ k , ξ )} k∈N . The Lévy measure tail is closely related to moments of its associated infinitely divisible random vector in such a way that for a submultiplicative, locally bounded, measurable function f : R d → [0, +∞), the expectation E[ f (X)] is well defined if and only if z >1 f (z)ν(dz) is finite. (For example, the functions x k ∨ 1 and e c,x are submultiplicative. See Theorem 25.3 and its surrounding arguments of Sato [31] for details.) In this respect, simulation of the largest jumps through a systematic generation of a lower dimension of interarrival times {E k } k∈N is expected to contribute to improvements in both precision and convergence when estimating expectations. It has also been observed in [12] that the effectiveness of the QMC seems to be watered down if additional random elements (rather than {Γ k } k∈N and {U k } k∈N ) are involved in a kernel of shot noise series representation. To illustrate this "blurring" effect, we consider the series representations of gamma processes, which we discuss in the next section. In short, in Bondesson's representation (6.2) of the gamma process, for each v ∈ R + , the random sequence {e −Γ k /a v/b} k∈N is almost surely decreasing in k, while the random sequence {e −Γ k /a V k /b} k∈N is not decreasing due to the additional random sequence {V k } k∈N . The presence of {V k } k∈N also tends to ruin the efficiency of the QMC method due to the well known fact that the estimation error of the QMC method increases in computational dimension. (See, for example, Niederreiter [25] for basic properties of the QMC method.)
Based on those observations, in terms of the efficient use of low discrepancy sequences to the interarrival times {E k } k∈N , it is natural to expect that the QMC method works best for the inverse Lévy measure method, compared to the other three representations. We will confirm this conjecture by numerical results in the next section.
Algorithm 5.1 below describes the procedure for estimating the expected value and standard error using the randomized quasiMonte Carlo method. In RQMC algorithm, each estimated value, namely, ave batch is calculated within the Step 2.3. with N B sample points given by the randomized LD generator; that is, LD (D N , N B ) . The final outputs ave iteration and stderr iteration are respectively estimated by N I iterations of ave batch within the Step 2. This double loop is a standard procedure for the randomized QMC method. At each iteration, the numerical Lévy measure method first computes exponential variables E that are used for generating a gamma vector for n b = 1 to N B do Step 2.3.1.
Step 2.3.3.
ERROR and exit (The nominal dimension D N is not large enough) Step 2.3.4.
(Compute a realized value of X 1 ) Step 4. return ave iteration and stderr iteration ;
Numerical Illustrations
In this section, we provide numerical results to support our theoretical analysis and practical use of the inverse Lévy measure method based on Theorem 3.1. We focus on numerical results for calculating expectation of simple but typical functions for clear comparison purposes. It is essentially possible without major difficulty to apply the proposed method to more complex examples where no other representations are available in closed form.
We also examine the applicability of the QMC method to the inverse Lévy measure method. In our numerical experiments, we use a scrambled version of Sobol' sequences [32] , proposed in Owen [26] , which enable us to enhance the accuracy. Furthermore, we employ the Latin supercube sampling (LSS) method of Owen [27] to avoid generating more than 50-dimensional Sobol' sequences. For example, 500-dimensional low discrepancy sequences are constructed as 10 sets of 50-dimensional (randomized) low discrepancy sequences by randomizing the run order of points in an appropriate manner. Thanks to the randomization, we can estimate the standard error even in the randomized-QMC (RQMC) method, for a comparison of the performance between the RQMC and the MC. We consider a set of sample sizes of 2 12 = 4096 because the Sobol' sequence, which is a (t, m, s)-net in base 2, attains a better uniformity when sample size is in the power of 2 (see [25] ), and repeat 30 iterations to estimate the standard error in the RQMC method. For a fair comparison, we employ the same procedure in estimating those reference numbers with the MC method, except that pseudo-random sequences replace low-discrepancy sequences. All the experiments are implemented in JAVA on the computer platform Intel Xeon(R) CPU 3.00GHz with 3.25GB memory. (We did not use MATLAB at all even for existing algorithms, such as the Newton interpolation, the Gauss-Lobatto quadrature and the Hermite interpolation.)
Gamma Processes
The first setting we consider is the gamma (Lévy) process. Recall that a Lévy process {X t : t ≥ 0} is called a gamma process if its marginal has the characteristic function E e iyX t = exp t
for some a > 0 and b > 0. The reason for taking the gamma process as our first example is because it admits explicit representations through the three methods, while only the inverse Lévy measure method provides no closed form. (For details, see [29] .) Let us present the four representations
where Ei(x) := +∞ x u −1 e −u du is the exponential integral function and {V k } k∈N is a sequence of iid standard exponential random variables. Those representations are respectively due to the inverse Lévy measure method, the rejection method, the thinning method and Bondesson's method. For the sake of simplicity, we compare the performance of the four representations only through moment estimation of the marginal X 1 at unit time of gamma processes, that is, gamma random variables. We test three different parameter settings, (a, b) = (1.0, 0.5), (10, 0.5) and (10, 2.0).
Let us first check the accuracy of our numerical inversion procedures Algorithm 4.1 and 4.2. We present in Table 6 .1 numerical results on sensitivity of the numerical inversion with respect to the choice of the lower threshold x min , with extremely small choices of x min = 10 −k , for k = 7, . . . , 20. There, the column "# of intervals" indicates the number of subintervals in the setup phase for the numerical inversion, and "setup time" is the computational time, measured in seconds, required for implementing the setup phase. The fifth and the sixth columns indicate, respectively, the maximum and the average of u-errors, defined by
evaluated at equidistant points u k = k/N, k = 1, . . . , N − 1, with N = 100000. Here, F is the standardized cumulative function (4.1) based on the exponential integral function Ei(x) in (6.1). Note that Ei(x) is independent of the parameter set (a, b). This function F is required in Algorithm 4.1, while its approximate inverse F −1 * is the output of Algorithm 4.2. The tolerance of maximal approximation error in Algorithm 4.1 is set ε tol =1.0E-14. Let us emphasize here F(F −1 * (u)) = u in general, because the function F can be assumed to be exact, while F * is an approximation of the true inverse F −1 . (With a large N, the average approximates the scale-free expectation
, where U is a uniform random variable on (0, 1). We refer the reader to [7] for its practical relevance.) In a similar manner, the seventh and the eighth columns present, respectively, the maximum and the average of w-errors, defined by
evaluated at equidistant points w k = w max + (w min − w max )k/N, k = 1, . . . , N − 1, again with N = 100000. Let us remind that both W and W −1 * are independent of the parameter set (a, b) because so are F and F −1 * . Unlike the u-error, however, this w-error is not scale-free and thus is able to express the actual magnitude of numerical errors. For fair comparisons throughout, we have fixed the
and sixth columns clearly shows that w-errors are negligibly small (at most the order of 10 −13 ). To sum up, it seems safe to conclude that the choice of x min has little effect on computational accuracy and time of the inverse W −1 * . Table 2 presents numerical results on estimation of the mean. The numbers in the column "Truncation" indicate "n" of the almost sure finite truncation {k ∈ N : Γ k ≤ n}. Estimates are supposed to increase in truncation because a gamma process is a pure-jump Lévy process with jumps only in the positive direction. By looking at averages (numbers not in parentheses) within either the MC section or the QMC section, it is evident that the inverse Lévy measure method dominates over the other three representations and achieves a faster convergence to the true value, just as Theorem 3.1 claims. In particular, strong domination at smaller truncations is remarkable.
Next, let us discuss estimation accuracy based on standard errors (numbers in parentheses) between the MC and QMC sections. The QMC method improves the inverse Lévy measure method by 20 to 50 times in terms of standard error, while the other methods are almost insensitive to the QMC method at all. In view of the high improvement by the inverse Lévy measure method, this fact can be accounted for by the "blurring" effect by the additional random sequences {V k } k∈N and {U k } k∈N , as discussed in Section 5. Similar observations hold true on estimation of the variance in Table 3 .
It is worth observing the difference in required truncation level between the mean and the variance. For instance, for the parameter set (a, b) = (1.0, 0.5), the first 10 terms seem to be enough for the mean (Table 2) , while only the first 3 terms look already enough for the variance (Table 3) . This is rather natural as the relative error of the variance decays at a much faster rate than that of the mean;
∼ bx min , and
as x min ↓ 0. (Here, we have assumed x max = +∞ for the sake of simplicity.) As such, the required truncation level, as well as x min , may well differ for different problems. Before proceeding to the next example, let us mention that gamma processes do not have sufficient jump activity to justify normal approximation for the small jumps discarded as a consequence of our method. For more details, see Example 2.4 [1].
Tempered Stable Ornstein-Uhlenbeck Processes
Next, consider the Ornstein-Uhlenbeck process {Y t : t ≥ 0} defined in the form of stochastic differential equation
where λ > 0, Y 0 > 0, a.s., and {Z t : t ≥ 0} is a subordinator, or in canonical form
For example, this Ornstein-Uhlenbeck process driven by a suitable subordinator is used to model the squared volatility in a stochastic volatility model proposed in Barndorff-Nielsen and Shephard [2] . Simulation methods for discrete observations are discussed in [21, 22] . In this section, we consider the exponentially tempered stable Lévy density Table 2 : Numerical results of the estimation for the mean E[X 1 ]. The numbers "Truncation" indicate "n" in {k ∈ N : Γ k ≤ n}. In each cell, the numbers indicate average, while the numbers in parentheses indicate the standard error.
where a > 0, b > 0 and κ ∈ (0, 1). This Lévy density constitutes a self-decomposable Lévy measure. Hence, there exists an OrnsteinUhlenbeck process {Y t : t ≥ 0} whose marginal law is infinitely divisible with the tempered stable Lévy density (6.4), if the initial state Y 0 is chosen to have the stationary infinitely divisible distribution. (See Section 17 of [31] .) Now, on the one hand, let w(x) be the Lévy density of the stationary law L (lim t↑+∞ Y t ). Since the density u(x) is differentiable, the Lévy densities w(x) and u(x) can be related as
This form of the density w(x) indicates that the subordinator {Z t : t ≥ 0} is a superposition of independent tempered stable and compound Poisson subordinators. Unlike the case of gamma processes in Section 6.1, normal approximation for the small jumps of the tempered stable component can be justified by
where asymptotics holds as ε ↓ 0, which is slower than ε 2 , while that any compound Poisson does not have sufficient jump activity to justify normal approximation. (See Proposition 2.1 and Example 2.2 [1] for details.) Quite interestingly, in spite of the justification of normal approximation here, it should not be employed in this setting because an addition of the Gaussian component destroys non-negativity of this unilateral Ornstein-Uhlenbeck process. Apart from the normal approximation, in light of the asymptotic result (6.3) for the gamma process, this slower rate ε 2−κ may well result in the need for a higher truncation level as well as a smaller lower threshold x min .
(a, b) = (1.0, 0. Table 3 : Numerical results of the estimation for the variance Var(X 1 ). The numbers "Truncation" indicate "n" in {k ∈ N : Γ k ≤ n}. In each cell, the numbers indicate average, while the numbers in parentheses indicate the standard error.
Sample paths of the tempered stable Ornstein-Uhlenbeck process can be simulated as follows,
where { Γ k } k∈N is a sequence of Poisson arrivals with intensity abκ, independent of {Γ k } k∈N , and {G k } k∈N is a sequence of iid random variables with gamma distribution with scale parameter 2b −1/κ and shape parameter 1 − κ. (See [13, 30] for the series representation of tempered stable Lévy processes.) On the other hand, it is well known that the tail integral W (x) of the Lévy density w(x) is given in closed form
Accordingly, we can generate sample paths based on
where W −1 (x) is the inverse function of W (x), to be obtained through our numerical inverse Lévy measure method. Obviously, the representation (6.7) is much simpler than the representation (6.5), as soon as the inverse function W −1 (x) is available, in the sense that we only need to generate Poisson arrivals {Γ k } k∈N and jump timings {T k } k∈N .
We only consider estimation of the mean E[Y T ] using the representations (6.5) and (6.7). Regardless of the law of the initial state
In our numerical experiments, we set a = 0.5, b = 1.2, λ = 1, κ = 0.6. We set T = 100 as a sufficiently long time and, for convenience,
Numerical results are presented in Table 4 . As before, the numbers in the column "Truncation" indicate "n" of the almost sure finite truncation by {k ∈ N : Γ k ≤ n} in the first sum of "Direct" (6.5) and the sum of "Inversion" (6.7). As in Section 6.1, we adopt x min = 1.0E-15 and x max = 1000 and have confirmed that the resulting interval [x min , x max ] is wide enough to deal with our experiment with the maximum truncation level 5000. Note that the second sum of "Direct" (6.5) is compound Poisson and is thus of almost surely finite, which we have exactly simulated. (This is because within the representation (6.5), the truncation by {k ∈ N : Γ k ≤ n} has nothing to do with the compound Poisson component.) First, observe the results labeled with "MC". Since the compound Poisson component is exactly simulated, the numerical results for "Direct" and "Inversion" are not directly comparable. In this respect, the results of "Inversion" are disadvantageous. Observe however that "Inversion" shows a similar performance to "Direct" in terms of average. This fact indicates that convergence of the infinite sum in (6.7) is much faster than that of the first infinite sum in (6.5). Computing time required for Algorithm 4.1 is 0.36 second, while it takes around 1500 seconds to generate 4096 sample paths for each of the "Direct" and "Inversion" methods with the truncation level 5000. It is natural to conjecture that our numerical inverse Lévy measure method provide a competitive sample paths simulation technique for stochastic differential equations with jumps. Recall again that the "Direct" method is available in this example as a series representation of the tempered stable law is available in closed form, while this is quite a rare case. It is worth noting that our numerical method is applicable to every infinite Lévy measure and thus enables us to simulate entire trajectory of stochastic differential equations with jumps using infinite shot noise series representation.
Next, observe the results labeled with "QMC1". Those are based on experiments where Poisson arrival times {Γ k } k∈N (or more precisely exponential interarrival times {E k } k∈N ) controlled by the low discrepancy sequence with the exactly same replications of the experiment for "MC" used in all the other random elements. This setting enables us to discuss the pure effectiveness of the low discrepancy sequence applied to {Γ k } k∈N . (Note that we have made no amendment to the compound Poisson component in "Direct", either.) Indeed, no improvement from "MC" to "QMC1" is confirmed in both "Direct" and "Inversion". Based on the discussion in Section 5, we conjecture that this happen due to the presence of additional random elements, such as {V k } k∈N , {U k } k∈N and {T k } k∈N .
To check this conjecture, we also test a further application of the low discrepancy sequence to the jump timings {T k } k∈N . Numerical results are given in the columns labeled with "QMC2". Again, almost no improvement from "QMC1" is observed in "Direct", while in "Inversion", standard errors are reduced by around 65%. For the truncation level 5000, it takes around 1700 seconds to generate 4096 sample paths based on "QMC2" by each of the "Direct" and "Inversion" methods. By applying QMC method, our numerical inversion Lévy measure method achieves significantly higher estimation accuracy with a similar amount of computing time.
Concluding Remarks
We have proved the superiority of the inverse Lévy measure method over the other three methods under a common finite truncation. We have proposed a numerical approach to the inverse Lévy measure method. Our method is model-free and requires no adjustment to different Lévy measures for different problems. Although our numerical approach requires a certain amount of initial work for its implementation, it has the potential to provide significant improvements in simulation time and estimator efficiency. We thus expect it to pave the way for simulation use of shot noise series representation for various infinite Lévy measures.
It would be interesting to enhance the use of series representation even further, for example, through improvement of our numerical inversion algorithms, and application of variance reduction techniques, to mention just a few. As the inverse Lévy measure method is now available to every Lévy measure, it would certainly be worthwhile to further study both strong and weak approximation of stochastic differential equations with jumps using infinite shot noise series representation. These topics will be investigated in subsequent papers. Proof of Theorem 3.1. We begin with the proof of (ii). All the methods presented in Proposition 2.2 are special cases of the generalized shot noise method presented in Theorem 2.1. The truncation by {k ∈ N : Γ k ≤ n} implies that the integration in terms of the first argument of H(r, ξ ) in (2.2) is taken over (0, n). By setting B = R d 0 , the probability in the integrand is one and thus we get the result. Next, we prove (iii). Observe that for ν 1,n , (n ∧ h((x, +∞), ξ )) 1 C (ξ )σ (dξ ) ≤ ν((x, +∞)C), which yields the result by change of variables. In a similar manner, we get
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