Realized volatility computed from high-frequency data is an important measure for many applications in finance. However, its dynamics are not well understood to date. Recent notable advances that perform well include the heterogeneous autoregressive (HAR) model which is economically interpretable and but still easy to estimate. It also features good outof-sample performance and has been extremely well received by the research community.
Introduction
Volatility of financial assets is of great importance to many applications in finance. Reliable estimates and forecasts are key for risk management and asset allocation. As opposed to return series, financial volatility is predictable and has received great attention in the financial econometrics research community. The seminal paper of Bollerslev (1986) introducing the generalized autoregressive conditional heteroscedasticity (GARCH) model for conditional volatility has thus sparked an even greater interest in volatility modeling. The GARCH model has become extremely popular and despite various extensions and modifications the basic GARCH(1,1) fares well as a prediction device for conditional volatility in an out-of-sample forecast comparison (Hansen & Lunde 2005) . While Bollerslev's (1986) GARCH model is able to capture stylized facts of volatility series (e.g., volatility clustering), its estimation still relies on daily observations and thus potentially discards intraday information. The advent of high-frequency data (with frequencies as high as tick-by-tick) has ignited a new line of research pioneered by Andersen, Bollerslev, Diebold & Labys (2001) and Barndorff-Nielsen & Shephard (2002) among others. The results of their work has rendered the thus far unobservable daily volatility observable by means of asymptotic arguments:
Suppose that an asset's log price obeys the dynamics dX t = µ t dt + σ t dW t where W t is a Brownian motion, σ t the instantaneous volatility and µ t the instantaneous drift term. One can then show that plim δ→0 t i (X t i+1 − X t i ) 2 = T 0 σ 2 t dt where δ = sup{t i+1 − t i }, i.e., the sum of squared returns converges to the integrated variance (over a day) as the sampling frequency increases. 1 An estimator of Since the goal of this work is to investigate the dynamics of the realized variance and not the estimation itself we can thus -with daily realized variance at hand -approach the problem of 1 It is known that this naive estimator of T 0 σ 2 t dt is biased under e.g., microstructure noise (the observable return process Y t i = X t i + ε t i is contaminated with noise) or if the log price process is a jump-diffusion (dX t = µ t dt + σ t dW t + dJ t where J t is a finite activity jump process).
modeling realized variance.
It has been observed that the time series {RV t } 1≤t≤T exhibits some distinct features such as a near log-normal unconditional distribution as well as a slowly decaying autocorrelation function which is often termed "long memory": These findings appear to be robust across different asset classes and evidence has been reported for exchange rates (Andersen, Bollerslev, Diebold & Labys 2001) , index futures (Areal & Taylor 2002 , Thomakos & Wang 2003 , as well as for individual stocks (Andersen, Bollerslev, Diebold & Ebens 2001) .
To address these characteristics of the realized variance time series, different approaches have been put forward, most prominently fractionally integrated ARMA models (ARFIMA) and the heterogeneous autoregressive (HAR) model for realized volatility introduced by Corsi (2009) 
The HAR model not only allows for an economic interpretation of the proposed dynamics, but also allows for an easy estimation and is thus highly appreciated and widely used within the research community.
The contribution of this paper is to shed more light on the underlying dynamics as advocated by Corsi's (2009) HAR model which in essence claims tomorrow's realized variance to be a sum of daily, weekly, and monthly averages of realized variances that can each be attributed to specific investment behaviors. The question we are aiming to answer relates to how much these frequencies (daily, weekly, monthly) are really inherent to the data and if we can identify them from a model selection perspective.
Model selection plays a crucial role in determining a model for forecasting. Oftentimes model selection can be extremely costly from a computational perspective and may already become infeasible within the class of linear models (an exhaustive search over p lags already requires 2 p comparisons and thus grows exponentially). An important contribution in terms of model selection within the class of linear models was made in Tibshirani (1996) where the Least Absolute Shrinkage and Selection Operator (lasso) was introduced. The lasso, a shrunk regression, performs shrinkage and selection at a time and is yet computationally affordable.
Although originally the lasso was mostly noticed by the computational statistics community, researchers in econometrics are increasingly using it. Most recently, conditions under which the lasso gives consistent results have also been established in time series econometrics (Nardi & Rinaldo 2011) , and applications of the lasso are also found in Park & Sakaori (2012) .
Despite the great popularity and appreciation of the HAR model there has been little work investigating the validity of the structure as proposed by the HAR model. Although most work is done in the direction of extending the HAR model (see the recent review of Corsi, Audrino & Renò (2012) ) there is a notable exception: Craioveanu & Hillebrand (2010) investigate the structure of the HAR model and find no benefit in allowing for a more flexible structure of lag selection. However, their result is based on an exhaustive search over HAR-like models but varying aggregation frequencies.
It is along these lines that this paper adds to the literature. We present a methodologically sound way of recovering the HAR model. We show that under the assumption that HAR model is the true model, we can apply the lasso and should recover the structure as implied by the HAR model. To this end we investigate how far Nardi & Rinaldo's (2011) can be extended for the special case of the HAR model. Moreover, we investigate if the lasso can be used for forecasting realized variance from a purely statistical point of view as well as measuring outperformance from a more economically relevant point of view via a risk management application. We find no substantial superiority of either the HAR model or the lasso when it comes to out-of-sample forecasting.
In summary, we have reason to believe that the HAR model might not be the true model.
However, it captures a linear footprint of the true underlying variance dynamics which appear to change over time, thus casting some doubt on the appropriateness of the HAR as a global model for realized variance.
The rest of the paper is structured as follows: Section 1 introduces the HAR model in more detail, relates it to the autoregressive class of time series models and shows how the lasso can be used in this context. Section 2 features an empirical application of the proposed model selection approach, a Monte CFarlo study, as well as an out-of-sample comparison of the HAR versus the lasso. Section 3 discusses the results and further research and then concludes.
5
2 Theoretical Foundation
The HAR Model
The HAR model as introduced in Corsi (2009) enjoys great popularity: It allows for an economic interpretation, has good forecasting performance, and is still easy to estimate. There are numerous variants and modifications of the HAR model (Corsi et al. 2012 ), however we restrict our attention to the original model to keep a clear focus on the actual volatility dynamics. We thus intentionally ignore other transient effects (such as the leverage effect) that may be embedded in a HAR framework as well.
Let for this purpose RV (d) t be an estimate of daily realized variance. Then, the HAR model postulates that log RV
where (with a slight abuse of notation) log RV
and log RV
are the weekly and monthly averages of daily log realized variances, and ω t+1 is an innovation.
Once these average log-variances are known, the model can be consistently estimated by traditional least squares to obtain estimates for c,
, and β (m) .
In other words, the conditional expectation of tomorrow's log-realized variance is the weighted sum (plus an intercept) of daily, weekly, and monthly log-realized volatilities. 2 For the remainder of the paper we assume the HAR model to be causal as well as
to be positive. These assumptions are by no means restrictive: First they comply with the view put forward in the original work as outlined below, second, if estimating the HAR on empirical data, the coefficients are always found to be positive. The different aggregation frequency can then be seen as a heterogeneous agent model where heterogeneity is induced by the different time horizons and can be casted into an information cascade view. Hence, the weighted average perspective appears reasonable and positiveness of the coefficients follows.
Clearly, the HAR model is simply a constrained AR(22) model, as it has already been noted 2 We comment further on the use of log-realized volatilities in Section 3.1.
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by Corsi (2009) , i.e., we can write log RV
where the restrictions as imposed by (1) require
A direct specification test is obviously testing the restrictions as collected by (3). Given the high number of restrictions a rejection of these is not surprising. However, in the original work Corsi argues that this can well be attributed to specific properties of the time series. However, there is already some preliminary indication that indeed the HAR model may fail to fully capture the effects present in the data.
The lasso as model selection device
The lasso was introduced in Tibshirani (1996) and is frequently used in the field of computational statistics and machine learning. In recent years, the lasso in general as well as the lasso as model selection device has also been found in Econometrics (Kock 2012 , Leeb & Pötscher 2005 . The lasso is computationally very efficient and renders model selection with a high number of predictors feasible. As opposed to the 2 p comparisons that are required in an exhaustive search over p predictors, the lasso employs a highly efficient algorithm which provides estimates and model selection jointly (Friedman, Hastie & Tibshirani 2010) at affordable computational costs.
The lasso as originally introduced by Tibshirani covered the cross-sectional case: Let x i = (x i1 , . . . , x ip ) be predictor variables and y i responses. Under the assumption that the predictors are standardized, the lasso estimator of the model
is obtained as
where t is a tuning parameter. Sinceα is independent of t it will always be equal toȳ and it is thus generally assumed thatȳ = 0 and α is dropped from the minimization. It can be seen (Tibshirani 1996) that (5) is equivalent to the Lagrangian form given aŝ
with a one-to-one correspondence between λ in (6) and t in (5). The powerful feature of the lasso is now induced by the L 1 -norm of the penalty. The lasso solution will be sparse, since some φ j s will be set exactly to zero (as opposed to for instance ridge regularization in Hastie, Tibshirani & Friedman (2009) where sparsity of the solution is lost due to the L 2 -geometry of ridge).
A question of utmost importance is how reliable is the lasso in the sense that it sets the true zero coefficients to zero. Typically, this is what is captured by model selection consistency. The following definition adopts the view of Nardi & Rinaldo (2011) . For an overview and weaker form of this, the reader is referred to Bühlmann & Van De Geer (2011) . (sgn(φ 1 ), . . . , sgn(φ p )) . Then an estimatorφ n is said to be model selection consistent if
The above model selection consistency definition meets our requirement that if there is an estimator producingφ n which is model selection consistent it will eventually only retain the true non-zero coefficients supp φ 0 .
An extension of the lasso as well as proof for which conditions the lasso is model selection consistent is given in Zou (2006) . Zou introduces the adaptive lasso which allows for a more 8 flexible penalization, i.e.,β
where λ j are adaptive weights. It can be shown (Zou 2006 , Bühlmann & Van De Geer 2011 that in fact the adaptive lasso relaxes the assumptions for the model selection consistency of the lasso.
An important extension of this strand of literature has been made by Nardi & Rinaldo (2011) :
Nardi & Rinaldo show that properties already well-established in the cross sectional case carry over to the time series case of an AR(p) process. 3 More precisely, they establish that under some assumptions, a version of the adaptive lasso is model selection consistent. Suppose that X t is a causal Gaussian AR(p) process, i.e.,
. . , p} the active set, S c = {1, . . . , p} \ S the non-active set, and Γ XY = Cov(X, Y) the covariance matrix of a vector X and Y. Consequently, Γ SS is the square covariance matrix of the active predictors and Γ S c S is the covariance matrix of the predictors in the non-active set (given as {X t−j , j ∈ S c }) with the predictors in the active set (given as {X t− j , j ∈ S}). They then proceed and prove the following theorem (Nardi & Rinaldo 2011, Theorem 3 .1):
Theorem 1. Consider the AR(p) settings described above. Assume that (i) there exists a finite positive constant C max such that Γ
Further assume that the asymptotic properties for λ n and λ n, j as given in Nardi & Rinaldo (2011, Theorem 3 .1) hold.
Then, the lasso estimator is model selection consistent in the sense of Definition 1. The assumption of Gaussianity of the error may appear strong at first sight. However, the HAR model is usually estimated using quasi-likelihood which in turn also assumes Gaussianity.
An even stronger argument is given below and proved in the appendix. Under the assumption that the HAR model is the true DGP, we precisely know the dynamics and can prove (ii) of Theorem 1 directly without relying on Gaussianity. This can then be used in Zhao & Yu's (2006) result which relaxes the assumptions of Gaussianity of the innovations. The relaxation on the distribution of the error term comes at the price of keeping S and S c fixed; the lasso literature generally differentiates between a p = |S| growing with n or p fixed. Theorem 1 above addresses the case where p is allowed to grow, our contribution below however requires p to be fix:
Theorem 2. Under the assumptions that the DGP is as given in (1) is causal and the innovation has a finite fourth moment, S c is held fixed, then lasso is model selection consistent in the sense of Definition 1.
The complete argument and proof is given in Appendix A.
Empirical Application
In this section we illustrate our approach of identifying the HAR model via the lasso using nine assets traded on the New York Stock Exchange. For each of these stocks we compute a realized 4 In the sense of setting the non-active coefficients to zero.
variance measure using Zhang, Mykland & Aït-Sahalia's (2005) two-time scales estimator (using a frequency of 10 minutes) to obtain a series of daily realized variance measures. These measures are then used to estimate the HAR model in-sample and contrast it with estimates as obtained by the lasso procedure described in Section 2. We also compare the lasso's forecasting performance to the performance of the HAR out-of-sample. To rule out any doubt that these findings are dependent on a specific realized variance estimator we also report a summary of results using Andersen, Dobrev & Schaumburg's (2009) MedRV estimator in Appendix C. The key descriptive properties of the data are summarized in Fig. 1 and Tab. 1.
Note that we obviously only forecast one day ahead realized variance since our argument is based on the original specification of the HAR model. One could of course address the question whether the lasso is also well suited to forecast realized variance at longer horizons (weekly, monthly); this however would be a purely empirical exercise and is beyond the scope of this paper.
Data Description
We use intraday data of Alcoa, Inc. shows a violin plot (Hintze & Nelson 1998) of the unconditional log RV t Although using the log to transform the realized variance is standard in the literature, we briefly comment explicitly on this in Appendix B for the HAR model. In what follows we always assume the use of log realized variance when speaking of realized variance unless otherwise stated.
Consistent with the existing literature we witness slowly decaying autocorrelation functions in Fig. 1 (a) for all assets. This is most pronounced for Citigroup, Inc. The same stock also exhibits particularities in the unconditional distribution of log RV t as can be seen from Tab. 1
and Fig Following this train of thought, we also report the actual returns in Fig. 10 in the appendix where an extremely high excess kurtosis for the log returns of Citigroup Inc. can be observed.
In-sample Evaluation
To address the question whether the HAR model is identified by the lasso procedure we define
Since λ in (6) Two important points should be noted here: First, the lasso does not recover all of the coefficients implied to be non-zero by the HAR as can be inferred from Tab. 2. Although near lags are recovered for most assets, lags beyond x t−6 rarely get selected by the lasso. Note at this point that a comparison of coefficients in magnitude of the lasso estimates to the HAR estimates cannot be made since the lasso, as a penalized estimator, is biased. Second, sometimes lags far beyond x t−22 are selected in the active set as can be seen in Fig. 2 . Clearly, these lags are zero under the assumption that the HAR model is true.
At this stage it is alaredy apparent that the lasso does not fully recover the HAR model, i.e. S {1, . . . , 22}. To provide further evidence supporting this statement, we conduct analyses which attempt to answer the following two questions: 1. How reliable is the lasso as a model selection device in this specific finite sample setting? 2. How stable are these regressors over time? A thorough answer to these questions is provided in the two subsequent paragraphs.
Monte Carlo Study
To assess the model selection consistency of the lasso in the case of the HAR model in finite sample we include a Monte Carlo simulation in this section. Since the lasso's model selection results depend on the signal-to-noise ratio (Bühlmann & Van De Geer 2011) , it is important (c) Apply the lasso as specified in Section 3.2 and record the lasso estimates
Step 2 is repeated 1,000 times and the results are reported in Tab. 3.The results clearly indicate that the HAR structure is well recovered by the lasso in this synthetic HAR setting. Although small coefficients (the monthly coefficients) are selected less often, the daily and weekly coefficients are almost always estimated to be non-zero and thus considered active. Note at this point that there is indeed some contradiction with what has been reported in Tab. 2: The lasso does not select γ 1 , . . . , γ 5 for all assets and selection of lags beyond 22 is rare. 6 We thus conclude from this Monte-Carlo application that indeed the lasso does recover the HAR model reasonably well if it is the true model, i.e., if we simulate from this DGP. Number of times (out 1,000 replications) a lag has been selected (estimated as non-zero) by the lasso in percent. Omitted rows contain zero only.
Rolling Window
To address the question whether all of the observed in-sample selected regressors are constant over time we apply the lasso procedure in a rolling window manner. We stack our data for each asset as follows
We then estimate the lasso on the first 1,000 rows of X and roll this window of length 1,000
down to the last row of X. Pursuing this procedure we obtain 1,384 lasso estimates and record them. Groups of regressors moving along the diagonal lines are likely to be noise (they are one-off events that move through the sampling window). It is also apparent from Fig. 3 that there is a clear break in structure during the financial crisis. The only lag which is selected during the crisis is the x t−1 indicating that the variance process prevailing in the data is actually an however, we also find for HAS, HDI, and C lags that constantly get selected and remain (beyond the training window length of 1,000 observations). This may be an indication of longer-range dependence that warrants further research. As can clearly be inferred from Fig. 4 the dependence breakdown during the financial crisis is for some assets even more pronounced than it is for Citigroup, Inc. For these, the optimal lag structure as chosen by the lasso, sometimes reduces to a constant (e.g., HDF in Fig. 4) . Also, there are assets that exhibit a dependence structure (i.e., by lags beyond x t−22 ) which is not accounted for by the HAR model.
Out-of-sample prediction
So far we have only considered the lasso results in-sample. But the HAR has also garnered prais for its for out-of-sample prediction. In a next step we thus compare the HAR's and the lasso's out-of-sample performance. We estimate the HAR model with data up to time t and 20 compute an estimate for t + 1 which is labeled log RV (HAR) t+1|t . We do the same for the lasso to obtain log RV (lasso) t+1|t . We proceed again in a rolling window manner but also vary the training window length (the length on which we estimate the lasso and the HAR model). To render the results comparable we report the out-of-sample prediction for different training window length but the same evaluation window (from May 12, 2009 to Nov 15, 2010 as implied by the longest training window length and resulting in 383 observations) in Tab. 4. To have an objective comparison we also include the random walk in our analysis. Although there is theoretical guidance for choosing λ in (6) we pursue a different approach. The theoretical guidance is optimal in the sense of asymptotic model selection consistency; however, this is not necessarily the best penalty for prediction. Thus, we employ the common approach of estimating the expected prediction error using cross validation.
Cross-validation in the cross sectional case is a statistically sound way of estimating the expected out-of-sample prediction error and thus determining the optimal penalty parameter opt . From a conceptual point of view, this observation is in accordance with the result that for kernel regression the bandwidth is smaller for positively correlated errors when compared to uncorrelated errors (Hart & Wehrly 1986) . Even if kernel regression and the lasso may at first appear as different approaches they can be related, exploiting the linearity of both approaches, by looking at the trace of their smoother matrix (the generalized cross-validation, GCV) which again is an estimate of the prediction error (Hastie et al. 2009 ).
Summarizing, we use blocked cross validation for both, empirically and theoretically founded reasons, to obtain an optimal λ in our out-of-sample procedure. We use 10 blocks to find an estimate of the optimal λ. MSPE for all nine assets across training window length of 200, 400, 1,000, and 2,000 observations (rolling window). In addition to the lasso and the HAR the random walk (RW) is included.
We measure the out-of-sample performance using the mean squared prediction error (MSPE) which is computed as MSPE = 1 n n t=1 ( log RV t+1|t − log RV t+1 ) 2 where log RV t+1|t is the prediction obtained by either the HAR model or the lasso and n is the total number of out-of-sample
predictions. Tab. 4 shows two points: First, both the lasso and the HAR need a certain window length to attain reasonably low mean squared prediction errors (MSPEs), although the HAR model is markedly better for small training window sizes. Second, for longer training windows, the lasso and the HAR are almost equal in terms of MSPE.
To better understand these results we further report the evaluation over different out-ofsample periods: Pre-crisis, post-crisis, and full sample. The date for the beginning of the financial crisis was set to Sep 1, 2007. For the relevant training window lengths (i.e., 1,000 days and 2,000 days) we kept the maximal out-of-sample period which, unlike Tab. 4, results in evaluation windows of different lengths. The difference in MSPE is then tested using the Diebold-Mariano test (Diebold & Mariano 1995) . These results are reported in Tab. 5. and log RV (HAR) t+1|t in the sense of Mincer & Zarnowitz (1969) we find no evidence of either of the models (reported in Appendix E) being more often unbiased.
To be retained at this stage is that there is no clear evidence that either of the two models is genuinely better suited to forecast realized variance out-of-sample.
Risk Management Application
To test the predictions obtained from the lasso and the HAR model from a different angle, we include a risk management application. The value at risk of an asset to the level α is given as
where X t is the daily log-return of an asset. 8 Under the assumption, which also underlies the computation of realized variance, that an asset's return X t is given as
we can readily compute (assuming a scale-location family with continuous distribution function)
where q 1−α is the 1 − α quantile of the standardized distribution Z t , µ t the conditional mean, and σ t the conditional volatility of X.
As the distribution for Z t we use the standard normal distribution as well as the empirical distribution after (quasi-)standardizing X t with µ t and estimates of σ t as obtained by the RV t estimates. Since we are aiming for a realistic benchmark we do not employ backtesting for the value at risk but conduct an out-of-sample analysis and predict
where σ t+1|t is again obtained based on RV t+1|t estimates by either the lasso or the HAR model.
To do so, we estimate both models on window lengths of n = 200, 400, 1, 000, 2, 000 observations to obtain a forecast log RV t+1|t . To get an optimal forecast (in the sense of Proietti & Lütkepohl (2011) and Appendix B) of the actual volatility we computeσ t+1|t aŝ
whereσ 2 is the variance of log RV t and is computed as the empirical variance of { log RV t−n+1 , . . . , log RV t } which producesσ
. The same transformation is used to obtain the quantiles of the (quasi-)standardized residuals in (10).
The hit ratios are then defined as
where 'M' can either be 'HAR' or 'lasso' depending on how σ t+1|t of (12) is computed (either by the HAR-model or our lasso approach), and 'D' is either 'Norm' or 'Emp' depending on how q 1−α in (11) is computed (quantiles of a N(0, 1) distribution or quantiles of the standardized empirical distribution). In all cases we compute the conditional mean as µ t = 1 n n i=1 r t−n+i .
To contrast these estimates we also implement a naive estimator of the value at risk by simply taking the empirical α-quantile of the distribution of the log-returns, i.e.
HR
Emp α = #{x t+1 <q 1−α } n , whereq 1−α is the empirical 1 − α quantile of {x t−n+1 , . . . , x t }.
HAR (Norm)
Lasso ( There is no apparent outperformance of computing the VaR with volatility forecasts obtained by either the HAR or the lasso over simple (but effective) historical quantiles. This is all the more so, when looking at the rejections of H 0 under Kupiec's (1995) test (assuming the correct level for the VaR). It is less often rejected for the 'Emp' than for any realized variance model.
The poor performance of all VaR forecasts for Citigroup, Inc. is related to the turbulent times the stock went through during the financial crisis resulting in pronounced non-normality of the log RV t as reported in Fig. 1 (b) as well as non-normality of the log-returns reported in Fig. 10 .
Conclusions and Further Research
We conclude that the lasso does not recover the HAR model. We consider this as evidence against the presumption that HAR model is the true DGP since, first, we have theoretically founded reason to believe that the lasso should detect the HAR model, and, second, we provided empirical evidence on synthetic data that the lasso does recover the HAR model if the data stem from this DGP.
In addition, the lasso and the HAR model appear to be indistinguishable from an out-ofsample performance point of view: Neither the HAR nor the lasso excels in an out-of-sample prediction exercise. When we look at a more economically meaningful comparison using value at risk prediction, both models fare equally poorly with no noticeable differences in favor of either of the two.
The argument above and the selection of only near-lags (in the whole sample, and even more pronouncedly during the crisis) leads us to the hypothesis that in fact the realized variance dynamics are much better explained by shorter horizon models. Our results are in line withe empirical evidence shown in Chen, Härdle & Pigorsch (2010) , eventually hinting at the possibility that the seemingly long-memory dynamics of the realized variance time series are in fact spurious. Arguments against this view are the lags which are selected and persist: This actually indicates that there might be some long range dependence which warrants further research.
We thus conclude that the HAR model may not be the true model. However, it captures -as does the lasso -a linear footprint of the possibly non-linear volatility dynamics that can be used for volatility forecasting. Given the equal out-of-sample performance of the two approaches we see potential for further research in this domain: Although adding additional predictors other than the lagged values of the realized volatilities themselves expels us from the thorough theoretical model selection framework established in this paper, we anticipate further insights with regard to e.g., volatility spillovers (including other assets, markets, etc. as predictors) or calendar effects (adding day-of-week dummies to the lasso regression).
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A Proof of Theorem 2
This proof is structured as follows. We first show in Lemma 1 that the irrepresantable condition is satisfied for the HAR model. Based on this we invoke a theorem of Zhao & Yu (2006) which relaxes the assumptions on the innovation term for the lasso to be model consistent. Finally we
show that the HAR model satisfies the assumptions of the aforementioned theorem and we can thus expect the lasso to be model selection consistent without the assumption Gaussianity for the error term. we only collect the proof of (ii) in the Lemma below.
Proof. The proof is split into two parts. First we show that the infinity norm of Γ S c S Γ
−1 SS
can be seen as the sum of the absolute values of the regression coefficients of the usual HAR estimates, second, we show that it is sufficient to consider one specific non-active regressor.
Moreover, consider the following equivalent notations:
To rule out any possible confusion we re-state the definition of the infinity norm of a matrix.
If ξ ∞ for ξ ∈ R n is defined as ξ ∞ = max 1≤i≤n |ξ i |, then the corresponding matrix norm is given as
where it can be shown (Lewis 1991, Proposition 3.4 
.1) for
In what follows we consider a row-vector ξ = [ξ 1 , . . . , ξ n ] as 1 × n matrix such that ξ ∞ = ξ 1 .
Throughout the proof we assume without loss of generality the HAR model to contain no intercept. Moreover, for the sake of notational simplicity we assume the AR process to be labeled as
Assume that |S c | = 1 with S c = {x t−23 } 10 and that the true model is in fact the HAR model, i.e. |S| = 22 with S = {x t−1 , x t−2 , . . . , x t−22 }. In other words, the active set consists of the first 22 lagged values and the first non-active predictor is x t−23 . We then find that
where [φ 1 , . . . ,φ 22 ] is the usual representation of regression coefficients of x t−23 on x t−1 , x t−2 , . . . , x t−22
(note that the previously introduced superscript "HAR" is omitted to alleviate notation).
Since we are only interested in the sum of the absolute values of these regression coefficients,
i.e. [φ 1 , . . . ,φ 22 ] ∞ , we may as well reorder the regressors since
is true for any permutation σ. With σ(i) = 22 − i + 1 we find that
A closer look at the second term (exploiting covariance stationarity and thus, the fact that the 10 Observe that we slightly deviate from the notation used previously where S ⊂ N; we use S and S c to denote the corresponding lags variables rather than their indices.
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autocovariance is an even function, (see for instance Brockwell & Davis (1986) ) shows that
Combining (16) and (17) shows that (15) is indeed simply the sum of the absolute values of the coefficients of (14), i.e., we conclude for S c = {x t−23 } that we have
When extending the set of non-active predictors to S C = {x t−(22+i) } 1≤i≤k one can verify 11 that
Hence,
In a next step we show that
| for l > k by induction. The conclusion then follows since it holds for k = 1, i.e. for S c = x t−23 which has already been proved in (18).
Given the argument which shows that reversing the order has no effect on the sum of the coefficients we present the argument in the usual AR(22) representation as given in (14) and thus drop the tilde, i.e.
Now, consider the induction basis for j = 1 → 2:
1 t + t+1 and
for i = 1, . . . , 21 and φ
By the assumptions put forward in (1) we have that φ (2) i > 0 ∀i = 1, . . . , 22 and taking the difference of the sum of absolute values thus yields
By (20) and (3) we have the induction basis φ (2) i > 0 ∀i = 1 . . . 22 and also we find by the fact 12
Reapplying the same argument for the induction step j → j + 1 yields
where againε t+ j = φ
(1) 1 ε t + ε t+ j and φ
Taking the difference between the sum of φ
and the sum of φ
.
By the induction basis we have φ
. . , 22 and thus
follows. Summarizing we conclude that for the HAR model it holds that Γ S c S Γ SS ∞ ≤ 1 − δ if
Having proven the above we look at a theorem provided by Zhao & Yu (2006) which shows that the lasso is model selection consistent under some assumptions. Later we will prove that these assumptions hold if the HAR model is assumed to be true and we can thus safely relax the assumption of normally distributed errors if we are willing to accept a fixed S and S c (as opposed to Nardi & Rinaldo's (2011) results where p = |S| is allowed to grow as the sample size increases.
Theorem A (Zhao & Yu (2006) ). Under the assumptions of S and S c fixed and
< 1 where 1 is a vector of ones and the inequality is understood compo- The condition on the innovation follows from Hölder's inequality since we have that L 4 ⊂ L 2 such that it suffices to require a finite fourth moment of the error term.
13 It is semi-definite since it is a covariance matrix.
Summarizing we have that the lasso should detect the HAR model if we assume a finite fourth moment.
B Log-Transformed Volatilities
Although it is common to use the log-transform to model realized variance for reasons of positiveness, lower skewness and lower kurtosis, the case of the HAR model even allows for additional arguments to justify the use of log-transformed realized volatilities. These are not solely related to the realized volatility series as such (as for instance in Martens, van Dijk & de Pooter (2009, Table 1 )) but also to how realized volatility is modeled. Extending the approach of Box & Cox (1964) where only the dependent variable is transformed we employ the Box-Cox transform
to series of realized volatility. Consequently, the Box-Cox transform not only affects the de- Clearly, following again Box & Cox and choosing a rational λ it follows that λ = 0 is a sensitive choice and thus justifies the use of log-transformed volatilities. A further argument for using λ = 0 may be found in the fact that for the case of λ = 0 we can construct unbiased estimates (under the assumption of normality of the log-transformed realized volatilities) explicitly without resorting to the median (Pankratz & Dudley 1987 , Proietti & Lütkepohl 2011 .
C Robustness
This section shows the key results in graphical form as presented in the main paper if the realized volatility is estimated by Andersen et al.'s (2009) training windows (1,000, 2,000) and before/after the financial crisis using the MedRV estimator.
D Risk Management Application
This section contains the actual violations of the value at risk visualized in 
E Mincer Zarnowitz Regressions
In this paragraph we present the Mincer-Zarnowitz (Mincer & Zarnowitz 1969) regressions for the lasso as well as the HAR model for the different training window lengths as well as split into pre-crisis (PrC), post-crisis (PoC), and full-sample (FS). Instead of reporting tables we include three figures: Fig. 11 contains the estimated intercept with 95% confidence intervals, Fig. 12 contains the estimated slope parameter with 95% confidence intervals, and Fig. 13 contains the p-value of the joint hypothesis that the intercept equals 0 and the slope equals 1. Horizontal lines show the 5% and 10% level. In total the lasso is rejected 38 times (48 times) at the 5% level (10% level) whereas the HAR is rejected 50 times in both cases (out of 99 tests for each model).
We account for dependence of the error term by using HAC consistent standard errors (Newey & West 1987) . Figure 13 : p-value H 0 : α = 0 ∧ β = 1 of log RV t = α + β · log RV t + t
