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Abstract
In four dimensions one can use the chiral part of the spin connection as the main object that
encodes geometry. The metric is then recovered algebraically from the curvature of this connection.
We address the question of how isometries can be identified in this “pure connection” formalism. We
show that isometries are recovered from gauge transformation parameters satisfying the requirement
that the Lie derivative of the connection along a vector field generating an isometry is a gauge
transformation. This requirement can be rewritten as a first order differential equation involving
the gauge transformation parameter only. Once a gauge transformation satisfying this equation is
found, the isometry generating vector field is recovered algebraically. We work out examples of the
new formalism being used to determine isometries, and also prove a general statement: a negative
definite connection on a compact manifold does not have symmetries. This is the precise “pure
connection” analog of the well-known Riemannian geometry statement that there are no Killing
vector fields on compact manifolds with negative Ricci curvature.
1 Introduction
A new formalism for Euclidean or Lorentzian four-dimensional geometry, which encodes geometry
in the chiral part of the spin connection rather than the metric, has been proposed in [1] and [2],
with the latter reference explaining how Einstein metrics can be treated. An exposition oriented
at mathematicians appeared in [3]. In this formalism, Einstein equations are equivalent to a set of
second-order partial differential equations on an SO(3) connection (SL(2,C) connection in the case of
the Lorentzian signature). The metric is recovered algebraically from the curvature of this connection.
Moreover, the equations on the connection follow by extermising a functional with some attractive
convexity properties. There are no such convexity properties for the Einstein-Hilbert functional of the
metric formalism. Thus, the connection formalism re-expresses the hard to solve Einstein equations
as equations with different mathematical properties for a different object - the connection. It can thus
be expected that some questions that are difficult in one formalism will be easier in the other. The
first results confirming that this expectation is correct are the references [4] and [5]. The first of these
uses the convexity of the pure connection action functional to prove a new, stronger than the one
previously available, result on the local rigidity of 4D Einstein metrics. The second paper uses the
connection formalism to describe the asymptotically hyperbolic case, and in particular gives a new,
simpler prescription for the renormalised volume.
The aim of this paper is to address the question of how isometries can be identified in this chiral
pure connection formalism. Concretely, the question that is of interest to us is, given a connection,
find the vector fields, if any, such that the Lie derivative of the metric defined by the connection in
the direction of these vector fields is zero. Of course, one can answer this question by first computing
the metric and then writing down the Killing equation. But this would be unduly complicated, and
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the aim of this paper is to develop a procedure that works directly at the level of the connection. For
simplicity we do everywhere in the case of the Euclidean signature, but Lorentzian treatment is also
possible.
The Euclidean signature setup is that we have an SO(3) connection Ai, i = 1, 2, 3. Let F i =
dAi + (1/2)ǫijkAjAk be the curvature 2-form. When F i ∧ F j is a matrix-valued top form with a
definite matrix (i.e. all eigenvalues are of the same sign) then the connection defines a Euclidean
metric gA that is algebraically constructed from the curvature. We are interested in the question of
whether this metric has Killing vector fields, and how to find them.
The basic idea is simple. We take the Lie derivative of Ai with respect to the would-be Killing
vector field, and require that the result is a gauge transformation:
LvAi = dAξi. (1)
This immediately implies that the metric constructed from the curvatures F i has vanishing Lie deriva-
tive with respect to v
LvgA = 0, (2)
simply because the metric is a gauge-invariant construct. We don’t even need to specify an explicit
formula for how the metric is produced, it is sufficient to know that it produced in an algebraic
fashion from F i that transform covariantly under gauge transformations, and the metric itself is
gauge invariant.
Thus, the question we would like to address is when the equation (1) has solutions. In this
paper we describe some examples of solving the equation (1), as well as prove one general statement.
The examples we consider are those of the hyperbolic space H4, the 4-sphere S4, as well as a more
complicated example of a “spherically-symmetric” connection.
Our other goal is to establish a general statement as to existence of solutions of (1) on compact
manifolds. To describe it, we need to introduce some additional notions. A connection is called
definite when the 3× 3 matrix appearing in F i ∧ F j is definite at all points of M . Such connections
have some attractive properties. Below we will explain that a definite connection has a well-defined
notion of sign. When the connection in question is Einstein, i.e., the metric it defines is Einstein,
this sign correlates with the sign of the Ricci curvature. Thus, for instance, we will see below that the
chiral connection on the four-sphere S4 has the positive sign, while that on the hyperbolic space H4 is
negative. The statement that we prove is that a negative-definite connection on a compact manifold
does not have symmetries.
Our statement should be compared to the well-known Riemannian geometry statement that a
negatively Ricci curved Riemannian metric has no isometries. The proof is simple, and we remind it
to the reader for completeness. We have∫
M
(∇avb)2 = −
∫
M
vb∇a∇avb =
∫
M
vb∇a∇bva. (3)
Here, to get the first equality we integrated by parts, and so used the compactness of the four-manifold
M . To get the second equality we used the Killing equation ∇(avb) = 0. We can then use ∇ava = 0,
which is the contracted Killing equation to write∫
M
(∇avb)2 =
∫
M
vb(∇a∇b −∇b∇a)va =
∫
M
vbRacabv
c =
∫
M
Rbcv
bvc. (4)
When the Ricci tensor Rab is negative definite we have a non-negative right hand-side equal to a non-
positive left hand-side, which implies that va = 0. The statement that we prove is a precise analog of
this Riemannian geometry statement in the land of connections. We also prove it by an integration
by parts argument.
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First examples of negative-definite connection on compact four-manifolds that are not gravitational
instantons (i.e. not anti-self-dual Einstein) appear in [6], while the first non-trivial examples of Einstein
negative-definite connections are constructed in [7]. Another relevant work is [8], where it is shown
that a negative-definite connection on a compact four-manifold can never admit an S1 symmetry. The
methods used in this reference are completely different from ours here, but the result of [8] can be
used to give an alternative proof of our statement.1 Indeed, the group of symmetries of the definite
connection is a compact Lie group G (just as the group of isometries of a compact Riemannian manifold
is a compact Lie group). Then the flow of the given non-trivial symmetry generates a closed subgroup
of G. This subgroup must be commutative (since it is the closure of the flow of a single vector field)
and so is a copy of a torus inside G. It then follows that each non-trivial symmetry vector field gives
rise to a circle action, which is impossible [8].
There is also a relation between our work and the classical proof by N. Hitchin of the statement
that the only positively curved gravitational instantons (i.e. anti-self-dual (ASD) Einstein metrics)
are those on S4 and CP 2, see e.g. [9], Theorem 13.30. In fact, what Hitchin uses is precisely the
“projected” version of our main equation (1), see (22) below, in the situation when the matrix Xij
appearing as the 3 × 3 matrix in F i ∧ F j is the identity matrix. This is the situation relevant for
the gravitational instantons. Hitchin can then estimate the dimension of the space of solutions of this
projected equation from the index of a certain complex of differential operators that becomes available
on an instanton background. All considerations in the Hitchin’s proof are in the connection territory
rather than the metric, which again serves to illustrate the power of the chiral connection formalism.
Our work can thus be read as that generalising (some of the) methods used in the Hitchin’s proof to
the case of chiral connections on general four-manifolds rather than ASD Einstein.
The organisation of the rest of this paper is as follows. In next section, we remind the reader the
basics of the chiral pure connection formalism. The notions of a definite connection and its sign are
explained here. The Section 3 introduces the projected version of the equation (1), which is a set of
first-order differential equations on a gauge parameter, and explains how isometries can be recovered
from solutions of these. It also proves the main statement of this paper about negative-definite
connections. Section 4 describes a set of examples that are treated via our formalism.
2 Preliminaries: Definite connections
2.1 Definite connections
We first describe how metrics arise from SO(3) connections. Let E be a rank 3 vector bundle over
a 4-dimensional manifold M . We assume that E is equipped with a positive definite metric in the
fibres. We can use this metric to identify E with its dual space E∗, so we will not make a distinction
between these two spaces in what follows. We choose an orthonormal basis in E, so that the metric
in the fibres has components δij , i, j = 1, 2, 3. We also choose an orientation of E. In a basis it is
described as an anti-symmetric tensor ǫijk. We work with basis vectors oriented so as to give this
tensor its standard components.
Let A be an SO(3) connection in E. Concretely, we think of A in terms of its connection components
Ai, i = 1, 2, 3, which is a vector-valued one-form. Let F i = dAi + (1/2)ǫijkAjAk be the curvature 2-
form.
We assume M to be orientable. Let µ be a nowhere vanishing 4-form on M . A choice of µ defines
the following E ⊗ E valued object Xij constructed from the curvature
F iF j = −2Xijµ. (5)
The sign and the numerical factor in this formula are for future convenience. There is of course
ambiguity in the choice of µ, and different choices of µ are related by multiplication by a nowhere
1KK is grateful to Joel Fine for this argument.
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vanishing function. If we change µ→ Ω4µ then Xij transforms X → Ω−4X. It will be useful to track
the effects of these transformations in what follows, as meaningful geometric objects will be invariant
under these transformations.
A connection A is called definite if the symmetric matrix Xij is definite at every point of M , i.e.
has eigenvalues that are all of the same sign. A definite connection defines an orientation of M . This
is an orientation µ in which Xij is positive definite.
2.2 Metrics from definite connections
A definite connection equips M with a unique conformal class of a Riemannian signature metric. This
is obtained as follows. We define the metric pairing of two vectors v, u ∈ TM as proportional to
g(v, u)µ ∼ σǫijkiuF iivF jF k. (6)
The proportionality sign here stands for modulo multiplication by a positive function on M , µ is the
orientation 4-form that makes the matrix Xij defined in (5) positive definite, and σ is a sign that
makes g to be a Riemannian metric of signature all plus. When σ > 0 (σ < 0) the connection is called
positive (negative) definite. The geometric meaning of this choice of the metric is that it is precisely
the conformal metric that makes the triple of 2-forms F i self-dual (or anti-self-dual, this depends on
the choice of orientation, to be discussed below).
There is also a preferred choice of the conformal factor for the above formula. Thus, a definite
connection equips M with the canonical metric defined as follows
g(v, u)µg =
σ
6
ǫijkiuF
iivF
jF k. (7)
Here µg is the volume form for the metric g, in the orientation that makes X
ij positive definite. This
formula defines the metric uniquely, as well as specifies the sign σ of the connection.
We note, however, that there are in general other choices of the conformal class that can be made.
The choice described is the one that is most mathematically natural, but other choice are possible,
and in fact more appropriate in some situations. We will return to this point below after we describe
a convenient formalism for doing calculations with definite connections.
2.3 Basis in the space of self-dual 2-forms. Projectors
In this subsection we will assume that a metric is given. We will go back to metrics from connections
in the following subsection. Let gµν be a Euclidean signature metric tensor, and let e
I , I = 1, 2, 3, 4 be
a co-frame for the metric ds2 = gµνdx
µdxν =
∑
I e
IeI . We introduce the following basis in the space
of self-dual 2-forms
Σi = e4ei − 1
2
ǫijkejek. (8)
The wedge product of 1-forms here is omitted for compactness of notation. Note that Σi ∈ E⊗Λ2, i.e.
these are vector-valued 2-forms. They take values in the vector bundle E that has been introduced
above. While it may not be obvious that these two vector bundles should be the same, it can be
mentioned already at this stage that given the objects Σi that come from a metric there is a unique
SO(3) connection Ai on E that satisfies dAΣi = dΣi + ǫijkAjΣk = 0. This explains why both the
connection and the objects Σi should be thought of as valued in the same SO(3) bundle E.
The 2-forms (8) are self-dual in the orientation 1234, and we will refer to them as the basis of
self-dual 2-forms for the metric given. Alternatively, they are anti-self-dual in the orientation 4123
that is perhaps more natural with our conventions. So, calling them self- or anti-self-dual is a matter
of taste and we use self-dual because it’s shorter.
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One can raise one of the two indices of these 2-forms with the metric and obtain objects Σiµ
ν ∈
E ⊗ End(T ∗M) that have the following algebra
Σiµ
ρΣjρ
ν = −δijδµν + ǫijkΣkµν . (9)
Thus, the objects Σiµ
ν are 3 endomorphisms of the space of 1-forms that satisfy the algebra of imaginary
quaternions.
2.4 Projectors
Let us now consider the space E ⊗ Λ1 of vector-valued 1-forms ηiµ, where again E is the space that
the vectors with index i take values in. The endomorphisms Σiµ
ν can be used to build the following
operator acting on E ⊗ Λ1:
JΣ : E ⊗ Λ1 → E ⊗ Λ1, (JΣη)iµ := ǫijkΣjµνηkν . (10)
It is not hard to check that the square of JΣ satisfies
J2Σ = 2I+ JΣ, (11)
where I is the identity operator. This means that JΣ can be used to build the following two (orthogonal)
projector operators
P (1,1) :=
1
3
(I+ JΣ), P
(3,1) :=
1
3
(2I− JΣ). (12)
It is also not hard to see that P (1,1) is the projector on the elements in E ⊗ Λ1 of the form Σiµνvν ,
where vµ is an arbitrary 1-form. Such elements are then in the kernel of the projector P
(3,1).
2.5 Parametrisation of the curvature
As discussed after (6), there always exists a choice of the conformal metric that makes the triple of
2-forms F i self-dual. Choosing any representative in the conformal class of this metric, and then
choosing a co-frame for it gives us the basis (8) in the space of self-dual 2-forms. Because F i are by
construction self-dual, we can expand them into the basis of 2-forms Σi. We get
F i = σ
√
X
ij
Σj . (13)
This is a very important formula for the applications that follow, so let us explain all of its ingredients.
The quantity σ = ±1 is the sign of the connection that was already defined in (6). The object √Xij is
the positive matrix square root of positive definite matrix Xij that was defined in (5). The definition
of Xij depends on a choice of the volume form µ, and so is the choice of a metric in the conformal
class of metrics defined by (6). The objects Σi are thus also dependent on a choice of the metric. It
is natural to relate these two ambiguities. This is best done by setting
ΣiΣj = −2δijµ, (14)
thus setting the volume form µ to be the metric volume form. There is also a choice of orientation that
has been made in writing this formula, it is clear that we prefer the 4123 orientation that makes Σi
anti-self-dual. With these choices the objects Xij and Σi still depend on a choice of a representative
in the conformal class of (6). One passes between different choices by the transformations Σi → Ω2Σi
and
√
X
ij → Ω−2√Xij so that F i is independent of such choices.
Finally, it is clear that the matrix of coefficients appearing in the decomposition of F i into the
basis of Σi must be
√
X
ij
because we must have (5), which indeed results in view of (14).
The formula (13) provides a very convenient parametrisation of the curvature. The latter is
parametrised by the metric it defines via (6), as well as by the matrix Xij it defines via (5).
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2.6 Choice of a metric in the conformal class
We now return to the question of how a metric in the conformal class of (6) can be fixed. It is clear that
fixing a metric also fixes the volume form µ. But this turns out to be not the best way of eliminating
the conformal freedom present so far.
To develop a better way of fixing this freedom let us discuss how this freedom is eliminated in the
formula (7) that specifies the metric completely. To this end, we substitute the parametrisation (13)
into (7). This gives
g(u, v)µg =
1
6
det(
√
X)ǫijkiuΣ
iivΣ
jΣk. (15)
On the other hand, a direct calculation with Σi defined by (8) gives
g(u, v)µg =
1
6
ǫijkiuΣ
iivΣ
jΣk, (16)
which implies that we have
det(
√
X) = 1. (17)
This means that in the case of metric fixed by (7) we have fixed the metric in the conformal class of
(6) by imposing a single condition on the components of the matrix Xij . Note that this is of course
an SO(3)-invariant condition.
It is now clear that we can more generally fix a metric in the conformal class of (6) by imposing a
single SO(3)-invariant condition on the matrix Xij .
2.7 Example: choice relevant for imposing the Einstein condition
It turns out that if one wants to impose the condition that some metric in the conformal class of (6)
is Einstein, the relevant metric is not the one given by (7), but rather corresponding to a different
condition on Xij . Namely, the condition is Tr(
√
X) = const. This is explained in [2], and in a more
mathematician-friendly way in [3].
3 Killing vectors of the metric defined by a definite connection
As we discussed in the previous section, a definite connection defines the conformal class of a metric via
formula (6). A metric in this conformal class can be singled out if one imposes a single SO(3)-invariant
condition on the matrix Xij , of a type that fixes the freedom of conformal rescalings Xij → Ω−4Xij .
For example, this can be the condition (17), or the conditions Tr(
√
X) = const that is relevant for
imposing the Einstein condition on the metric. In what follows we will assume that such a choice
is made, but it will not be important which of these options is selected. We will see that the main
statement will be valid for any of the choices of the type we discussed.
We now ask the following question. Given a definite connection on M , together with a choice of
the metric in the conformal class of (6), how can we find isometries of the metric just by looking at
the connection? The answer has already been explained in the Introduction. Indeed, it is sufficient
that the Lie derivative of the connection is a gauge transformation
LvAi = dAξi. (18)
To see that a vector field that satisfies this condition is a Killing vector field of the metric constructed
from the connection it is sufficient to note that the metric is constructed algebraically from the
curvature of Ai. This is the case for both the conformal metric, constructed via (6), as well as the
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conformal factor that is fixed by some SO(3)-invariant condition on the matrix Xij . Both of these are
SO(3)-invariant, and so the Lie derivative of the metric, which in view of (18) is a gauge transformation,
vanishes.
Thus, to find symmetries of a connection, as well as those of the metric it defines, we need to find
all solutions of (18). This is an overdetermined first-order differential equation on both the vector
field v and the gauge transformation parameter ξi. In the following section we will describe examples
of how this equation can be solved. The purpose of this section is to describe some general properties
of solutions of this equation.
3.1 Extracting an equation for the gauge parameter
As we now discuss, to solve (18) it is best to rewrite it in a way that eliminates the vector field
from this equation, resulting in a first order differential equation for the gauge parameter only. This,
however, requires a redefinition of the gauge transformation parameter.
The equation (18) can be rewritten as
ivF
i = dAξ˜i, (19)
where we introduced the notation
ξ˜i := ξi − ivAi. (20)
As we shall now see, the left-hand-side of the equation (19) can be projected away, with the result
being a differential equation for the gauge transformation parameter ξ˜i only. After this is found one
can find the vector field v algebraically from the covariant derivative of ξ˜i.
To obtain an equation for ξ˜i we use the parametrisation of the curvature (13). Multiplying this
equation from both sides with
√
X
−1
we get
σ ivΣ
j = (X−1/2)ijdAξ˜j. (21)
As we know from (12), the left-hand-side of this equation is in the kernel of the projector P (3,1). Using
the explicit form of this projector we get
2(X−1/2)ijdAµ ξ˜
j = ǫijkΣjµ
ν(X−1/2)kldAν ξ˜
l. (22)
This is the desired equation that only contains the gauge parameter.
3.2 Determining the vector field once the gauge parameter is solved for
Let us now describe how the vector field can be recovered once the equation (22) is solved. The way to
do this can be seen from (21). Indeed, in index notations the left-hand-side reads σvνΣiνµ. Multiplying
this with Σiρ
µ, and using the algebra (9) we have 3σvρ. This means that
vµ =
σ
3
Σiµ
ν(X−1/2)ijdAν ξ˜
j. (23)
This means that when ξ˜i is found from (22), we can recover the vector field algebraically from the
derivative of the gauge parameter. Thus, the problem reduces to that of solving (22).
One consequence of the equation (23) is that
|v|2 = 1
9
Σiµ
ν(X−1/2)ijdAν ξ˜
jΣk µρ(X−1/2)kldAρ ξ˜
l (24)
=
1
9
(δikgνρ − ǫiksΣs νρ)(X−1/2)ij(X−1/2)kldAν ξ˜jdAρ ξ˜l
=
1
9
(X−1)ijgµνdAµ ξ˜
idAν ξ˜
j − 1
9
det(X−1/2)ǫijkdAµ ξ˜
idAν ξ˜
j(X1/2)klΣl µν .
We will see that these two terms are actually multiples of each other.
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3.3 Determining the gauge parameter from the vector field
For completeness, let us note that one can also solve for ξ˜i algebraically if one knows the vector field.
To see this, we take the exterior covariant derivative of the equation (19). We have
dA(ivF
i) = ǫijkF j ξ˜k. (25)
This is an algebraic equation for ξ˜i that can be solved. Indeed, writing everything in index notation
and replacing F i with its parametrisation (13) we have
2
[
dA(
√
X
ij
ivΣ
j)
]
µν
= ǫijk(
√
X)jmΣmµν ξ˜
k.
The gauge parameter can be extracted by multiplying this with ǫilp(X−1/2)lnΣnµν . We get
ξ˜k =
1
4
ǫkli(X−1/2)lnΣnµν
[
dA(
√
X
ij
ivΣ
j)
]
µν
. (26)
Thus, in principle, the gauge parameter can be computed in terms of the derivatives of the vector
field.
3.4 Rewriting the equation
The most convenient form of the equation (22) is obtained by multiplying it on both sides with another
factor of X−1/2. We get
2(X−1)ijdAµ ξ˜
j = det(X−1/2)ǫijk(X1/2)jlΣlµ
νdAν ξ˜
k. (27)
The reason for writing it in this form is that we can now use (13) to rewrite the right-hand-side in
terms of the curvature
2(X−1)ijdAµ ξ˜
j = σdet(X−1/2)ǫijkF jµ
νdAν ξ˜
k. (28)
Note that the metric is still needed to write this equation, as one needs to raise one of the indices of
the curvature on the right-hand-side.
We can also use (27) to further manipulate (24). Indeed, from (27) we have see that the second
term in the last line of (24) is twice the first term. This means that we can write (24) in two different
ways as
|v|2 = 1
3
(X−1)ijgµνdAµ ξ˜
idAν ξ˜
j = −1
6
det(X−1/2)ǫijkdAµ ξ˜
idAν ξ˜
j(X1/2)klΣl µν . (29)
3.5 The case of a compact manifold
We now deduce some consequence of (29) on a compact manifold. We multiply the second equation
in (29) by det(
√
X) and get integrate over M . We get
6
∫
M
det(
√
X)|v|2µg = −
∫
M
ǫijkdAµ ξ˜
idAν ξ˜
j(X1/2)klΣl µνµg. (30)
We remind that µg is the volume form of the metric for which Σ
i are the basis of self-dual 2-forms,
and with respect to which |v|2 is evaluated. The key point now is that we can rewrite the integrand
on the right-hand-side in terms of the curvature using (13), and then in terms of the wedge product
of forms using the (anti-)self-duality of the curvature. We get
6
∫
M
det(
√
X)|v|2µg = σ
∫
M
ǫijkdAξ˜idAξ˜jF k, (31)
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where now the right-hand-side contains the wedge product of forms. We then integrate by parts and
use the Bianchi identity for the curvature to get
6
∫
M
det(
√
X)|v|2µg = −σ
∫
M
ǫijkξ˜iǫjmnFmξ˜nF k. (32)
Using the definition (5) we get, finally
3
∫
M
det(
√
X)|v|2µg = σ
∫
M
(Tr(X)δij −Xij)ξ˜iξ˜j µg. (33)
By construction the matrix Xij is positive definite, and so the left-hand-side is non-negative. The
integrand on the right-hand-side is also non-negative because Tr(X)δij −Xij is also positive-definite.
This means that for negative definite connections σ < 0 both sides must vanish, and there are no sym-
metries. We learn that negative definite connections on compact manifolds cannot have symmetries.
This is a precise analog of the classical result in Riemannian geometry that compact manifolds with
negative Ricci curvature cannot have symmetries.
Of course the above discussion relies on an integration by parts argument and is only true on
compact manifolds. There definitely are symmetries on the hyperbolic space H4, as our next section
example demonstrates.
4 Examples
We now consider several examples of how the procedure described above can be put to use in practice.
We start with the simplest example of the hyperbolic space, then consider the four-sphere, and finally
consider the more involved example of a “spherically-symmetric” connection.
4.1 Hyperbolic space
We take a connection on the upper-half-space t > 0 in R4 with coordinates t, xi. The connection in
question is
Ai =
1
t
dxi, (34)
and is the self-dual part of the Levi-Civita connection for the hyperbolic metric
ds2 =
1
t2
(dt2 +
∑
i
(dxi)2). (35)
This metric arises from the connection as follows. The curvature of the connection (34) is given by
F i = −Σi, Σi = 1
t2
(dtdxi − 1
2
ǫijkdxjdxk). (36)
One first obtains the conformal metric as the unique conformal metric that makes the triple of curva-
tures self-dual. One then fixes the conformal factor so that the volume form is the one appearing on
the right-hand-side of
F iF j = −2δijv. (37)
This gives the metric (35).
Let us now search for Killing vector fields. We write a general vector field as
v = vt
∂
∂t
+ vi
∂
∂xi
, (38)
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where vt, vi are functions of all the coordinates. The Lie derivative of Ai is then
Lv = −v
t
t2
dxi +
1
t
dvi =
1
t
∂vi
∂t
dt+
(
1
t
∂vi
∂xj
− v
t
t2
δij
)
dxj. (39)
We want this to be equal to the gauge transformation with a parameter ξi, i.e.
dAξ
i =
∂ξi
∂t
dt+
(
∂ξi
∂xj
+
1
t
ǫijkξk
)
dxj , (40)
where we have used the explicit expression (34) for the connection. Matching the terms gives the
following equations
∂ξi
∂t
=
1
t
∂vi
∂t
,
∂ξi
∂xj
+
1
t
ǫijkξk =
1
t
∂vi
∂xj
− v
t
t2
δij . (41)
We note that differentiating the second equation with respect to time and using the derivative of
the first equation with respect to the xj coordinates, these two equations imply
ǫijkξk = ǫijk
∂vk
∂t
+
∂vi
∂xj
+ t2
∂
∂t
(
vt
t2
)
δij ,
which gives us ξi if we know the Killing vector field components vt, vi.
4.1.1 Solutions with ξi = 0
We now attempt to solve for ξi and vt, vi simultaneously. The easiest case is when ξi = 0. We see
that the vector field leaves the connection unchanged when
∂vi
∂t
= 0,
∂vi
∂xj
=
vt
t
δij . (42)
Thus, the first equation says that vi is time coordinate independent. In order for the left-hand-side of
the second equation to be time independent we must have vt ∼ t. There are two possible solutions:
Case 1: vt = 0, and vi is a constant vector. These are the 3 Killing vector fields corresponding to
translations in the xi directions
v = vi
∂
∂xi
.
Case 2: vt = t, and vi = xi. This is the dilatations Killing vector field
v = t
∂
∂t
+ xi
∂
∂xi
.
4.1.2 Solutions with ξi 6= 0
Having found all vector fields that simply leave the connection invariant, let us find those whose effect
can be offset by a gauge transformation.
Case 1: The easiest case to consider is when ξi is time independent. In this case vi is also time
independent. The terms in the second equation in (41) then have different powers of 1/t in front of
them. It is only possible to satisfy this equation if vt = 0 and ξi is a constant vector ξi = αi. This
gives
v = ǫijkxjαk
∂
∂xi
,
which is the vector field describing a rotation around the αi axis. There is also an integration constant
in obtaining this relation, but this integration constant is the already described Killing vector field
corresponding to translations.
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Case 2: The only solution not covered is that corresponding to special conformal transformations.
We simply state it, and develop tools to find it systematically later. We have
vt = −2tαixi, vi = (t2 + |x|2)αi − 2xi(αjxj), ξi = 2tαi + 2ǫijkαjxk, (43)
where αi is a constant vector.
4.1.3 Systematic procedure: projection
We now search for isometries using the systematic procedure described in Section 3. The main equation
(1) is rewritten as
ivF
i = dAξ˜
i, ξ˜i := ξi − ivAi. (44)
As before, iv is the operator of the interior product, inserting the vector field v into a differential form
that follows. Given that the matrix Xij in question is the identity matrix, the projected equation (22)
reads
2dAµ ξ˜
i − ǫijkΣjµνdAν ξ˜k = 0. (45)
For our background (36) we have
Σiµ
ν = (dt)µ
(
∂
∂xi
)ν
− (dxi)µ
(
∂
∂t
)ν
− ǫijk(dxj)µ
(
∂
∂xk
)ν
, (46)
and (45) reduces to the following two equations
2
∂ξ˜i
∂t
= ǫijk
∂ξ˜k
∂xj
− 2
t
ξ˜i, (47)
2
∂ξ˜i
∂xj
+
1
t
ǫijkξ˜k = δij
∂ξ˜k
∂xk
− ∂ξ˜
j
∂xi
− ǫijk ∂ξ˜
k
∂t
.
The second equation splits into its symmetric and anti-symmetric with respect to ij parts. The
anti-symmetric part coincides with the first equation, while the symmetric part gives
∂ξ˜i
∂xj
+
∂ξ˜j
∂xi
=
2
3
δij
∂ξ˜k
∂xk
, (48)
which just says that the symmetric part of the spatial derivative of ξ˜i with respect to xj is proportional
to δij . We rewrite the first equation in the following suggestive form
D(tξ˜) = 0, (49)
where D is a first order operator that maps vectors into vectors
(Dλ)i =
(
δij
∂
∂t
+
1
2
ǫijk
∂
∂xk
)
λj. (50)
We are thus interested in vectors in the kernel of the Dirac-like operator D, satisfying in addition (48).
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4.1.4 Finding the vector field
Let us assume that a solution for ξ˜i is found. The vector field can then be extracted by simple
operations. Thus, we have for the background at hand
−vνΣiνµ = dAµ ξ˜i. (51)
It follows that
vµ = −1
3
Σi µνdAν ξ˜
i. (52)
For the case at hand this results in the following expressions
vt =
t2
3
∂ξ˜k
∂xk
, vi =
t2
3
(
∂ξ˜i
∂t
− 2
t
ξ˜i − ǫijk ∂ξ˜
j
∂xk
)
. (53)
The second expression can be rewritten as
v =
(
t
∂
∂t
− 1
)
(tξ˜)− 2t
3
D(tξ˜), (54)
where we used index-free notation. On solutions to (49) the second term drops and the spatial
component of the vector field is simply recovered from the time derivative of tξ˜i.
4.1.5 Solution
We now search for solutions of (49). The easy solution is any constant vector tξ˜i = λi. This gives
the vector field corresponding to spatial translations. Let us search for more general solutions among
expressions homogeneous in t, xi coordinates. At homogeneity degree one we can make the following
ansatz
tξ˜i = tαi + ǫijkβjxk + γxi, (55)
where αi, βi are constant vectors and γ is a constant. It is clear that both equations (49) and (48) are
satisfied for any γ, and so tξ˜i = xi is the solution that corresponds to dilatations. For the remainder
we have D(tξ˜) = 0 implying α + β = 0, and so we get another solution tξ˜i = tαi − ǫijkαjxk. It
automatically satisfies (48) and corresponds to rotations.
We now search for solutions in an expression of homogeneity degree two in t, xi. The most general
ansatz is
tξ˜i = (t2 + b|x|2)αi + tǫijkβjxk + xi(γjxj), (56)
where αi, βi, γi are constant vectors and b is a constant. The equation (49) gives 2αi − βi = 0 and
βi + bαi − (1/2)γi = 0. The equation (48) gives 2bαi + γi = 0. Together they imply that b = −1 and
give the following solution
tξ˜i = (t2 − |x|2)αi + 2tǫijkαjxk + 2xi(αjxj), (57)
which is easily seen to correspond to special conformal transformations (43).
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4.2 Four-sphere
The description of symmetries for the four-sphere geometry S4 is very similar to the one in the
hyperbolic geometry. The reason why we perform this exercise is to do an explicit check that the
formula (33) holds. We use the conformally flat parametrisation of the metric. Let x1, . . . , x4 be the
Cartesian coordinates on R4.
To define the connection consider the conformal function Ω = 2/(1 + |x|2). The metric of S4 is
ds2 = Ω2((dx4)2 +
∑
i
(dxi)2), (58)
where we singled out the fourth coordinate, and the index i = 1, 2, 3. The basis of chiral 2-forms is
given by
Σi = Ω2(dx4dxi − 1
2
ǫijkdxjdxk). (59)
The chiral connection satisfying dAΣi = 0 is then checked to be
Aiµ = Σ
i
µ
ν∂ν(lnΩ). (60)
This is checked using the (anti-) self-duality of Σiµν as well as the algebra (9). The matrix of wedge-
products F iF j of the curvature is positive definite when the orientation as in (5) is chosen µ ∼
dx4dx1dx2dx3. Then Xij = δij and F i = Σi, which corresponds to a positive definite connection.
4.2.1 S4 isometries
To obtain the parameters ξ˜ we solve the equation (27). All calculations are entirely analogous to the
hyperbolic case, with the only difference being that the rescaled gauge transformation parameter ξ¯i is
now defined via ξ˜i = Ω ξ¯i. The rescaled gauge parameter satisfies
∂ξ¯i
∂xj
+
∂ξ¯j
∂xi
=
2
3
δij
∂ξ¯k
∂xk
, (61)
and
D(ξ¯) = 0. (62)
The equations are equal to (48) and (49) but for the ξ¯i variable instead. They were already solved in
section 4.1.5. Therefore, here we just list the ten Killing gauge transformation parameters
ξ˜iλ = Ωλ
i
ξ˜iγ = γ Ωx
i (63)
ξ˜iα = Ω
(
x4αi − ǫijkαjxk
)
ξ˜iβ = Ω
(
((x4)2 − |~x|2)βi + 2x4ǫijkβjxk + 2xi(βjxj)
)
,
with λi, γ, αi and βi being ten constants corresponding to the ten Killing symmetries of S4.
4.2.2 From Killing vector fields to gauge transformations
With the gauge transformation parameters just found it is possible to recover the Killing vector fields
from (23). This exercise was already performed in 4.1.4 for the hyperbolic geometry case. Since both
examples are very similar, we feel it is more instructive to do the opposite check. Given the usual
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Killing vector fields we check that the gauge transformation parameters obtained with (26) are in
correspondence with the ones found in (63).
The S4 metric is conformally flat and the six rotational Killing vectors field for flat spacetime are
also Killing vectors of S4. The vector components are
vµ[ω] = ω
µνxν , (64)
where ωµν is an arbitrary constant anti-symmetric matrix. Here all index contractions are carried out
using the flat metric on R4. There are also the four ”translation” Killing vector fields
vµ[ρ] = ρ
µ1− |x|2
2
− xµ(ρνxν). (65)
For the rotations, the corresponding six Killing parameters are recovered from (26), and read
ξi[ω] =
1
2
(ωαµ + ωανxν∂µ ln Ω) Σ˜iµα. (66)
Here Σ˜i = Ω−2Σi is the flat metric ASD 2-forms. This gauge transformation parameter is a combina-
tion of ξ˜i[λ] and ξ˜
i
[β] from (63). For the “translations” the four Killing parameters are
ξ˜i[ρ] = Ω(ρ
4xi − ρix4 − ǫijkρjxk) (67)
= ΩρµxνΣ˜iµν .
This again can be written as a combination of ξ˜i[γ] and ξ˜
i
[α] from (63).
We can now perform an explicit check of the formula (33). In this case the matrix Xij = δij , and
the check reduces to the computation of the integrals of the norms |v|2 and |ξ˜|2. We have explicitly
computed the integrals and checked that the formula (33) holds.
4.3 Spherically symmetric connection
We also work out the case of a static and “spherically-symmetric” connection, and see how the corre-
sponding Killing vector fields can be recovered. The increased level of difficulty of this example is that
the matrix Xij is no longer a multiple of the identity matrix. This examples gives a good illustration
of the difficulties of a generic setup.
Let us take the following Ansatz for the connection
A1 = adt+ cos θdφ, A2 = −b sin θdφ, A3 = bdθ. (68)
Here θ, φ are the usual spherical coordinates and a, b are functions of a “radial” coordinate that we
will call R. We reserve the name r for the coordinate that is related to the area of the spheres of
symmetry. For future reference, the curvature 2-forms are
F 1 = −a′dtdR + (b2 − 1) sin θ dθdφ, (69)
F 2 = −ab dtdθ + b′ sin θ dφdR,
F 3 = −ab sin θ dtdφ+ b′dRdθ.
From the (7) with σ = −1 and volume µg =
√
det(g) dtdRdθdφ we have
ds2 =
a2b2a′
f(R)
dt2 +
a′b′2
f(R)
dR2 +
ab(b2 − 1)b′
f(R)
(dθ2 + sin2 θ dφ2), (70)
with f(R) =
(
a2b2(b2 − 1)a′b′2)1/3.
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From (5) we have
Xij =
1
f(R)
diag
(
a′(b2 − 1), abb′, abb′) . (71)
Note det(X) = 1.
The two-forms basis can be read from (13)
Σ1 =
√
f(R)
a′(b2 − 1)
(
a′ dtdR− (b2 − 1) sin θ dθdφ) , (72)
Σ2 =
√
f(R)
abb′
(
ab dtdθ − b′ sin θ dRdφ) , (73)
Σ3 =
√
f(R)
abb′
(
ab sin θ dtdφ− b′ dRdθ) . (74)
The metric (70) has the following four Killing vector fields
v[t] =
∂
∂t
, (75)
v[φ] =
∂
∂φ
, (76)
v[1] = cosφ
∂
∂θ
− cot θ sinφ ∂
∂φ
, (77)
v[2] = sinφ
∂
∂θ
+ cot θ cosφ
∂
∂φ
. (78)
Here we will not try to obtain these vector fields from the gauge transformation parameters.
Instead, we will just list the gauge parameters corresponding to these vector fields. Requiring that
the Lie derivative of Ai with respect to these vector fields equals to a gauge transformation gives the
following four corresponding Killing parameters
ξi[t] = (0, 0, 0), (79)
ξi[φ] = (0, 0, 0), (80)
ξi[1] = (− csc θ sinφ, 0, 0), (81)
ξi[2] = (csc θ cosφ, 0, 0). (82)
Two of these are zero, as the Lie derivative of the connection is simply zero for the corresponding
vector fields. However, the shifted gauge transformation parameters (20) are not zero and work out
to be given by
ξ˜i[t] = (−a, 0, 0), (83)
ξ˜i[φ] = (− cos θ, b sin θ, 0), (84)
ξ˜i[1] = (− sin θ sinφ,−b cos θ sinφ,−b cosφ), (85)
ξ˜i[2] = (sin θ cosφ, b cos θ cosφ,−b sinφ). (86)
We know from general considerations that these gauge parameters satisfy the equations (22), and the
Killing vector fields (75) can be recovered from them. Interestingly, we note that for b = 1 the set of
last three gauge transformation parameters forms an orthonormal triad in R3.
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