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Epidemiological models for the spread of pathogens in a population are usually only able to de-
scribe a single pathogen. This makes their application unrealistic in cases where multiple pathogens
with similar symptoms are spreading concurrently within the same population. Here we describe a
method which makes possible the application of multiple single-strain models under minimal con-
ditions. As such, our method provides a bridge between theoretical models of epidemiology and
data-driven approaches for modeling of influenza and other similar viruses.
Our model extends the Susceptible-Infected-Recovered model to higher dimensions, allowing the
modeling of a population infected by multiple viruses. We further provide a method, based on
an overcomplete dictionary of feasible realizations of SIR solutions, to blindly partition the time
series representing the number of infected people in a population into individual components, each
representing the effect of a single pathogen.
We demonstrate the applicability of our proposed method on five years of seasonal influenza-like
illness (ILI) rates, estimated from Twitter data. We demonstrate that our method describes, on
average, 44% of the variance in the ILI time series. The individual infectious components derived
from our model are matched to known viral profiles in the populations, which we demonstrate
matches that of independently collected epidemiological data. We further show that the basic
reproductive numbers (R0) of the matched components are in range known for these pathogens.
Our results suggest that the proposed method can be applied to other pathogens and geographies,
providing a simple method for estimating the parameters of epidemics in a population.
I. INTRODUCTION
Compartmental models, first suggested by Hamer [1]
and later developed by Kermack and McKendrick [2] de-
scribe the spread of an infection through the interaction
between the parameters of a pathogen and three pop-
ulations: susceptible individuals, infective individuals
and recovered individuals. These models are commonly
known as susceptible-infected-recovered (SIR) models.
SIR models were originally developed to model individual
pathogens. More recently, these models were extended
to multiple compartments, which allows the modeling
the dynamics of multiple disease strains [3–6] and cross-
immunity in an age structured model [7–9] .
A different approach to modeling disease spread is a
data-driven approach, using the most recent known dis-
ease load and
or proxy data to disease load. The former is usually
highly accurate but is gathered with some delay and at
lower temporal and spatial resolution, compared to the
latter, which is less accurate but can be collected in near
real time with relatively high spatial resolution. Exam-
ples of such proxy data have, in recent times, focused on
Internet data such as search queries [10–13], social media
postings [14, 15] or other Internet data [16]. Social net-
works often reflect dynamics of aggregation of types and
subtypes of influenza, and commonly serve as crude esti-
mation to the real number of infected individuals. Mon-
itoring influenza by type and subtype not only provides
more detailed observational content but supports more
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accurate forecasting [17].
However, when tracking disease with such proxy data
it is usually impossible to distinguish between similar
diseases because data are usually related to symptoms
of the disease. In the case of influenza, these include
low specificity symptoms such as cough, sore throat, and
fever of ≥ 37.8◦C. Hence, tracking of influenza is usually
replaced by tracking of influenza-like illnesses (ILI). ILI
includes diseases with similar symptoms, such as respi-
ratory syncytial virus (RSV) and parainfluenza. If (as
is usually the case) several diseases overlap in time and
space, ILI rates cannot be modeled by simple SIR mod-
els, and the important link between data-driven disease
tracking and tracking via epidemiological models is lost.
Prior research has attempted to bridge this gap. How-
ever, simple application of multiple SIR models is limited
by the dimensionality of the resulting problem. Modeling
of n viral strains in a simple history-based model requires
the solution to O(2n) equations, making it difficult to in-
clude more than a few strains. As a result, most previous
work using a population level model has either focused
on a small number of strains [3, 18, 19], or reduced the
dimensionality of the model by making certain strate-
gic assumptions [20, 21]. In particular, it is possible to
reduce the history-based equation system to O(n) equa-
tions if all strains are tracked, but the order in which they
are seen is not [22, 23]. This limits the number of poten-
tial strains that can be studied unless computationally
intensive individual-based models are used [24, 25].
Thus, here we focus on modeling multiple pathogens
using an ensemble of SIR models. We show that the tem-
poral dynamics of ILI can be blindly partitioned into mul-
tiple SIR models in a data-driven manner and show that
the resulting models correspond to known pathogens.
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2II. MODELING
Our modeling approach is based on the basic SIR
model, due to Kermack-McKendrick [26]. It describes
the evolution of an infectious agent in a population using
a system of ordinary differential equations:
dS
dt
= −βSI, dI
dt
= βSI − γI, dR
dt
= γI (1)
where β > 0 is the infection rate and γ > 0 is the re-
covery rate. To improve this model and account for mul-
tiple viruses infecting the same population we suggest to
transform (1) to be multidimensional, thus representing
the dynamics of a population infected by multiple viruses
and virus strains. To this end, we assume a v dimensional
space, where v denotes the number of distinct viruses ex-
isting in a specific population prone to infection. In this
is the case, S, I, and R take the form of square matrices
with dimension v. The specific elements in these matri-
ces, e.g. Sij , are defined for viruses of type i in case that
i = j, or when i6=j, as a mutation of virus i to virus
j. We force 0 to specific elements in S, I, and R when
the option to mutate does not exist or its likelihood is
negligible. β in its matrix form accounts for the infection
rate and the ability to cross infect. Similarly, γ is defined
such that in the case of i6=j we account for a different re-
covery period for people who are infected by a mutation
and were infected in the past by a similar virus.
In the general case the new dynamics can be defined
as:
dS
dt
= −IβᵀS
dI
dt
= SβᵀI− γᵀI
dR
dt
= γᵀI
(2)
representing a pool of v viruses effecting a population
of size N = constant. This approach enables us to cap-
ture the composite seasonal dynamics, as will be shown
in the following sections. The state of the system at time
t is defined by the two matrices S(t) and I(t). In the sim-
plest case these matrices, as well as β and γ will take the
diagonal form, allowing no mutations or cross infections.
Degrading the dynamics to allow only diagonal states
represents a simple dynamic in which the different viruses
affect people independently. That is, the dynamic will
follow (1) and N is preserved for each virus type in-
dependently. This degradation assumes no interaction
between different virus types and no increase in, for ex-
ample, the likelihood of infection in people infected or
recovered from other viruses.
In a degraded system as described above, the L1 norm
(the sum of the diagonal elements) of the state matrix
I(t) is equivalent to the total size of the infected sub-
population at a given time t. If influenza-like illnesses
are modeled using Equations (2), then L1 represents the
ILI rate. Moreover, since each virus is independent of
other viruses, its equations can be solved independently
of others. We take this approach in the next sections,
and show how this model can be fit to real seasonal data.
III. METHODS
A. Data collection
1. Twitter data
We collected all messages from the Twitter social net-
work, also known as tweets, originating from England
during five consecutive influenza seasons, from 2012 to
2017. Each year we collected these data from October
1st to April 30th of the following year. Tweets were
identified as originating in England if they had GPS co-
ordinates embedded in them, and these coordinates were
within England. The total number of tweets per season
is shown in Table I.
Season Number of ILI tweets
2012-2013 133,269
2013-2014 187,289
2014-2015 91,552
2015-2016 3,493
2016-2017 2,208
TABLE I. Number of ILI tweets per season
Following the methodology reported in Yom-Tov et al.
[27] (where full details of the methodology are provided),
we identified Twitter messages that were likely related to
ILI by constructing a large set of ILI-related terms and
then narrowed them to contain only the most informative
of these terms. We began by manually crafting a list of
217 textual markers related to or expressing symptoms of
ILI. This list was narrowed down by constructing a linear
prediction model to obtain the best correlation between
the ILI rates gathered by the Royal College of General
Practitioners (RCGP) and published by Public Health
England (PHE) and the number of times each term was
mentioned in tweets during the same time period. We
then selected the 20 phrases which had the largest weight
in the model, and retained only those tweets which con-
tained one or more of these terms. The terms are listed
in Table II.
The number of people who mentioned on of these 20
terms each day is our estimated ILI rate, as computed
from Twitter data.
3Term
bad cough bed flu chest infection
chesty cough cold flu cough
cough syrup coughing feel sick
flu food feel sick headache night
illness man flu shivering
throat cough vomit vomiting
waking headache worst cough
TABLE II. Terms used for the first stage of tweet filtering
2. Public Health England (PHE) data
We extracted the weekly ILI rate reported from RCPG
in the PHE Weekly National Influenza Reports. Ad-
ditionally, we extracted the fraction of samples which
tested positive for influenza, as reported by the Res-
piratory DataMart System. These included the frac-
tions for each of the following strains: Influenza A(H3),
A(H1N1)pdm09, A(not subtyped) and B. We approxi-
mate the fraction of each strain in the population as
the product of the ILI rate by the fraction of detec-
tions. Also recorded were the positivity for RSV, Rhi-
novirus, Parainfluenza, Adenovirus, and human metap-
neumovirus (hMPV). Thus, weekly data for 9 viral
strains was available to us as ground truth data.
B. Blind decomposition of aggregate time series
Matching pursuit (MP) [28] is a method for decompos-
ing a signal into a linear combination of waveforms drawn
from a redundant dictionary of functions. Here we apply
MP with a dictionary of functions which are instantia-
tions of the number of infected individuals over time, in
solutions to SIR models with different parameters.
In a simple model of a compartmental SIR, there are
four parameters, shown in Table III. Additionally, for the
case of MP, a phase parameter, θ, is added to allow infec-
tions that begin later in a season. Finally, each function
is multiplied by a gain parameter.
In the proposed solution, the dictionary of functions
is comprised of the number of infected individuals over
time for each valid solution of the SIR equations in a
10-point grid with the parameter values shown in Table
III. Additionally, in order to remove solutions which were
unlikely to be representative of actual seasonal viruses,
we required solutions to have 50% or more of infected
individuals during 15% or more of the days in the season.
That is, solutions which showed most individuals being
infected in a very short time (less than 15% of the season)
were removed as unfeasible.
MP finds n functions from the dictionary which best
match the ILI time series through a greedy approxima-
tion process. In our analysis the squared error was used
as the criteria for matching. The number of functions
was selected such that adding another component did
FIG. 1. The ILI rate inferred from Twitter postings and the
ILI rate from the composite SIR model, for the 2012 season.
The R2 between the composite and actual ILI rate is 0.49.
not increase the value of the model fit (R2) by more than
1%. Since N is assumed to be identical for all infectious
agents, MP is run for each value of N , and the popula-
tion size which reached the lowest squared error is taken
as the best solution.
C. Matching individual components to known
infections
The result of MP is a set of functions from the dictio-
nary, each of which has a corresponding set of SIR pa-
rameters. We match each of these functions to the time
series of tracked diseases reported by PHE by finding the
time series of the virus which has the highest Pearson
correlation, without replacement.
RESULTS
Figure 1 shows the ILI rate inferred from Twitter post-
ings during the 2012 season, compared to the ILI rate
from a composite of 5 SIR components. For this com-
posite, R2 = 0.49. During the 5 seasons examined, an
average of 5 components was required so that adding
components resulted in a lowering of R2 by less than
1%. The average R2 for those seasons was 0.44.
Table IV shows the average values of the SIR compo-
nents matched to each virus, over the five seasons, for
those viruses which were matched during at least 3 sea-
sons.
As noted above, PHE provides the fraction of reported
influenza cases for each type, and the positivity rate for
other viruses. After matching these reports over time
with the SIR components (according to their Pearson
correlation), we use linear regression to model the peak
4Parameter Range Spacing
Size of the population (N) (105, 108) Logarithmic
The number of individuals infected at time zero (I(0)) (101, 103) Logarithmic
Basic reproduction number (R0) (0.7, 5) Linear
Rate of recovery (γ) 10−6, 10−2 Logarithmic
Phase (θ) 0, 100 Linear
TABLE III. Number of ILI tweets per season
Virus R0 I0
Influenza A(H3) 3.1 151
Influenza A(not subtyped) 2.7 354
Influenza B 2.5 363
hMPV 3.7 297
Parainfluenza 2.7 539
Rhinovirus 1.2 604
RSV 1.6 1000
TABLE IV. Average SIR component values for each virus
across the five seasons.
value for each virus during the season, from PHE reports,
with the peak value of the SIR component multiplied by
the gain parameter, as well as an indicator of whether
this virus is reported in PHE through its detection rate
(as for influenza) or its positivity in the population.
The resulting model parameters are shown in Table
V. As the Table shows, though the components were
matched solely according to their shape over the sea-
son, there statistically significant correlation between the
peak value of the SIR component computed from the
Twitter ILI rate and the peak value of the matched virus
as reported by PHE.
Attribute Slope (S.E.) P-value
Rate reported? 13.0 (3.6) 0.002
Peak value of SIR component 13.5 (6.1) 0.037
TABLE V. Model parameters for a linear estimator of the
peak reported value in PHE for each virus at each season,
as a function of the reporting type and the peak value of
the matched SIR component. The R2 for this model is 0.54
(n=24).
DISCUSSION
Epidemiological models for the spread of pathogens in
a population are usually only able to describe a single
pathogen. This makes their application unrealistic in
cases where multiple pathogens with similar symptoms
are spreading concurrently within the same population.
Here we describe a method which makes possible the ap-
plication of multiple single-strain models under minimal
conditions of independence. As such, our method pro-
vides a bridge between theoretical models of epidemiol-
ogy and data-driven approaches for modeling of influenza
and other similar viruses.
The proposed algorithm reaches an average R2 of 0.44,
which means that much of the daily variance in predicted
ILI is explained by the model. This result was obtained
by taking the nave assumption of complete pathogen in-
dependency, where all state and parameter matrices take
the diagonal form. In this case we assume that the ILI
is represented by the L1 norm of the I(t) state matrix
which represent simple counting of the infected popula-
tion, regardless of the virus type. Note that by taking
this assumption we allow each individual in the popula-
tion to be infected by multiple viruses at a given point
in time and thus N is constant for every virus type. The
non-diagonal elements in the model enable a more de-
tailed analysis of the population, taking into account
cross-pathogen dependencies. For example, it may be
that early infection by one pathogen leads to lower im-
munity to or longer recovery from other pathogens. Thus,
future work will focus on removing the independency as-
sumption to evaluate if such removal can provide more
explanatory models. We hypothesize that such improve-
ment could be observed especially for mutations of the
same virus, for viruses which are especially virulent, and
in at-risk populations. The non-diagonal elements in β
and γ can introduce these impacts to the dynamics of
the population state matrices.
We note that, after blind decomposition of the ILI time
series, individual components could be matched to known
viral profiles in the populations, and that their peak ac-
tivity matches that of independently collected data (Ta-
ble V). This matching suggests that the matched com-
ponents are indeed related to the underlying pathogens.
Another support to this finding is that the basic repro-
ductive numbers (R0) of the matched components (Table
IV) are in range known for these pathogens. Specifically,
White et al. [29] estimated R0 for the 2009 influenza
A1˝N1 pandemic between 2.2 and 2.3, and a review of
multiple studies reported a median R0 for seasonal in-
fluenza at 1.28 [30]. One estimate for RSV was found to
be between 1.2 and 2.1 [31]. Thus, our estimates for R0
in influenza are relatively high compared to past stud-
ies, while the estimate for RSV is within known ranges.
We hypothesize that the differences for influenza may be
related to the differences in population demographics be-
tween past studies and ours, which was based on social
media data.
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