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In this Letter, we point out inconsistencies, obvious mistakes and inappropriate state-
ments in the paper [1] published in Journal of Radiological Protection .
(1) In Ethics Statement, the authors write “[T]he geocoded household addresses of the glass-
badge monitoring participants were pseudo-anonymized by rounding both longitude and
latitude coordinates to 1/100 degrees prior to data analyses”. This cannot be true: 1/100
degree of longitude is 921 m and that of latitude is 1,110 m. Yet, the minimal distance
between points in Figure 3 of [1] is approximately 60 m. This suggests that they have
not performed “pseudo-anonymization” as claimed.
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Figure 1: Plot of coordinate data from GIS and the plot from [1]. Top left: GIS data of
1,800 addresses (without street numbers), top center: Fig. 3c of the paper [1], top right: same
plot as top left but rounded to 1/100 degree as described in the paper, bottom left: GIS data
with full street addresses and bottom right: GIS data with full street addresses superimposed
on Fig. 3c.
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Figure 1 shows the plot of the GIS data down to the level without the street number, one
panel of Figure 3 of [1], the plot of the GIS data rounded in the way described in the paper,
and the plot of full street address. It is clear that the plot of the paper does not look like
a pseudo-anonymized plot, but matches quite well with the original GIS data. We made
the GIS data using the public site http://ktgis.net/gcode/lonlatmapping.html.
(2) The authors have computed the coefficient c for different sets of population and it varied
with age [2], without reporting it in the paper. On the other hand, the age distribution
of the participants differs considerably depending on the period as shown in Table 1, but
the paper ignores this difference. It is inappropriate to calculate c simply by averaging
this data set.
(3) In Fig. 4a, the bins with 1.35, and 1.45µSv/h contain less than 200 and 400 participants
respectively, yet there are 4 and 6 points indicating upper outliers above the upper
whisker. This would be impossible if the outliers were defined as those above the 99-th
percentile (there would be only two and four outliers, respectively), as claimed in the
paper. There are similar issues in other figures.
In fact, we see that the ratio between the upper whisker and the median of the personal
dose rate is between 1.5 and 3 in the most populated bins (from 0.35 to 0.55µSv/h in
Fig. 4c, together contain more than 35,000 participants). In the log-normal distribution
matching Fig. 5, 2 and 3 times the median coefficient corresponds to 90-th and 98-th
percentile, respectively. We suspect that the upper whisker in Fig. 4 actually corresponds
to a value much smaller than 99%, such as 90%.
If this is the case, there should be many participants above the upper whisker not pre-
sented in the Fig. 4. For example, the upper whisker of the bin 2.15µSv/h in Fig. 4b
(containing around 200 participants) goes beyond the upper limit of the figure, meaning
that around 20 participants with doses rates higher than 1.05µSv/h are omitted. It is
inappropriate to omit such participants without any good reason.
(4) In Figs. 4, there are bins containing only outliers (0.45µSv/h in Fig. 4b, 0.25µSv/h in
Fig. 4d and 0.25µSv/h in Fig. 4e). This would mean that 90% (and not 99%, as discussed
above) of the participants in these bins received 0 mSv in this period. This is highly
unlikely (indeed most of the participants in the adjacent bins received non-zero doses).
To confirm this, we looked at the dose data obtained from Date City by a Freedom of
Information request and found that there were only 810 participants who received 0 mSv
in the whole period corresponding to Fig. 4b [3]. The bin of ambient dose 0.45µSv/h alone
contains around 1,700 participants, meaning that there were at least 1,500 participants
who received 0 mSv, which contradicts with the fact that there are only 810 participants
who received 0 mSv. This discrepancy suggests a serious mistake in the analysis which
might affect all results in this paper.
(5) In Fig. 5, the cumulative distribution reaches 1 (at least above 0.9999) at c = 1, which
implies there was no individual with c > 1. This is in a clear contradiction with Figs. 4,
which show some participants with c larger than 1.
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(6) Below Eq. (2), the authors state “50-percentile is c = 0.15”. However, careful exami-
nation of Fig. 5 shows that the 50-th percentile (cumulative distribution 0.5) actually
corresponds to c = 0.16. Namely, the median of c in Fig. 5 is 0.16. Moreover, Fig. 5
shows that the distribution of c matches the log-normal distribution very well. The aver-
age over the log-normal distribution is greater than the median (see also item 8 below).
This immediately contradicts with the main result, Eq. (1), which states that the average
of c is 0.15. The contradiction persists whether we use the median value 0.16 from Fig. 5
or 0.15 from the authors’ statement below Eq. (2).
(7) The above two issues suggest that “outliers” might have been omitted from Fig. 5 and the
“cumulative distribution” is defined with respect to the data excluding the “outliers”. If
this is the case, there are two problems. First, the cumulative distribution is generally
defined by including outliers. Moreover, there is no explanation how the outliers are
defined and how many data are excluded from Fig. 5.
(8) Below Eq. (1), the authors state “〈〉 denotes the average over all data in the six periods
excluding the outliers”. However, the “outliers” are not defined here. The only place
where the “outliers” are defined is in the first paragraph of Section 3, as an explanation
of Fig. 4. There, the “outliers” are defined as below 1-st and above 99-th percentile.
However, as we have already discussed above, it already contradicts with Fig. 4. If we
assume that the same definition of “outliers” applies to Eq. (1), the contradiction pointed
out above becomes even more serious. That is, the log-normal distribution (logarithm of
the random variable obeying the normal distribution with the mean µ and the standard
deviation σ) matching Fig. 5 is characterized by µ = log 0.16 and σ = 0.54. Its average
over the section between 1-st and 99-th percentiles (0.0455 < c < 0.562) gives c = 0.18,
significantly larger than the claimed average 0.15.
(9) In Section 3, in the main result 〈c〉 = 0.15± 0.03 (Eq. (1)), it is not explained what the
claimed confidence interval(?) “±0.03” exactly means, and how it is derived.
(10) In Section 4, the authors refer to the limitation of the study, but then go on to state
“[H]owever, we believe the differences in actual dosimeter use patterns among the partic-
ipants do not greatly affect the present results, as discussed below”. This is misleading,
to say the least, for two reasons. First, there is no quantitative analysis on the effect of
the dosimeter use patterns to their result. Second, the two papers cited, i.e. Refs. [4]
and [5], do not directly apply to the situation addressed in this paper. In addition, both
of them have several technical issues, and their conclusions themselves are not without
problems, as shown in Hamaoka [6].
(11) In the Abstract, the authors state “The result show that the individual doses were about
0.15 times the ambient doses, the coefficient of 0.15 being a factor of 4 smaller than
the value employed by the Japanese government, . . . ”. However, even if all the data
analyses in the paper were correct, the quoted value 0.15 is the average (or the median?)
of the coefficient c, which should not be used for the purpose of radiological protection
and thus cannot be compared directly to the value employed by the government. In
particular, the median value of c means that the half of the population will actually
have greater values of c. In fact, the data in Figs. 4 and 5 show that the coefficient
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c has a wide variation among individuals. International Commission on Radiological
Protection (ICRP) recommends that “the representative person should be defined such
that the probability is less than approximately 5% that a person drawn at random from
the population will receive a greater dose” (Paragraph B50 of Ref. [7].) Following this
recommendation, one should rather use the 95-th percentile value of c. Assuming the
data analyses in the paper are correct, from the log-normal distribution in Fig. 5, the 95-
th percentile is estimated as c = 0.39, which is more than half of the value 0.6 employed
by the Japanese government. We note that the authors do mention that the 90-th and
99-th percentile values are c = 0.31 and c = 0.56 (below Eq. (2)).
(12) In the Conclusion section, the authors write “it is possible to predict the external exposure
dose received by each individual based on the aircraft monitoring data”. As we pointed out
above, individual fluctuations of the coefficient are not taken into account in drawing such
a conclusion. The conclusion of this paper cannot be a basis of radiological protection.
To summarize all the issues (1)–(12) above, the treatment of data in the paper does
not satisfy the minimum standard required for scientific papers. For instance, it is even
unclear whether the main conclusion “c = 0.15” represents the average or the median of the
actual data, and the number of samples excluded as outliers is not specified. Given that
the exposure dose is known to follow the log-normal distribution, there should be no need
to exclude part of the samples as outliers if the logarithm is taken in the first place. As
observed in Fig. 4, it is highly likely that c is underestimated because samples with high dose
exposure are excluded. The authors of this paper analyzed the logarithm of exposure in
other papers [8][4]. It is necessary to explain why this paper did not do so. For the purpose
of radiological protection, the large variation of the individual doses is important, and it is
inappropriate just to use the median or the average. Furthermore, c should depend on the
age and lifestyles of participants, but the authors did not take that into account. Moreover,
although they state “[T]hese results show that coarse-grained airborne data can be a useful
estimator for predicting the individual doses of residents living in contaminated areas” in
Section 4, they do not give any information that shows the goodness-of-fit.
We note that, while one of us (S. K.) has written a comment [9] concerning the subsequent
paper [10], this Letter addresses separate issues on a different paper [1].
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