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This work focuses on two lipid receptors known as GM1 and phosphatidylinositol
4,5-bisphosphate (PI(4,5)P2). GM1 is a ganglioside present in the outer plasma
membrane, sensing signals from the outside of the cell, while PI(4,5)P2 is an important
phosphoinositide found in the inner leaflet of the plasma membrane. Due to their
vital role in cellular life, studies of the lipid–lipid and lipid–protein interactions of
these receptors have become an attractive venture for researchers. Nevertheless,
despite a significant amount of work, the molecular details of these interactions have
remained largely unknown due to the limited temporal and spatial resolution of the
current experimental methods. Here we overcome this problem by using atomistic
and coarse-grained molecular dynamics simulations applied to explore the structural
and dynamical properties of these lipid receptors in various membranes.
In the first part of this Thesis, the functional properties of PI(4,5)P2 were studied
through lipid–protein interactions between PI(4,5)P2, talin, and integrin. The
simulations revealed a new means on how PI(4,5)P2 together with talin interferes with
the stability of the integrin transmembrane domains, suggesting a new mechanism
for the first steps of integrin activation.
The second part of this Thesis focuses on various mechanisms that can alter and
regulate lipid receptor binding properties. First, the binding of cholera toxin to
GM1 and the fluorescent analog of the receptor was examined. A clear diﬀerence in
the behavior between the native and the labeled GM1 was observed. These results
highlight the importance of artifacts that fluorescent labeling can cause. Second,
the intracellular calcium was shown to aﬀect the PI(4,5)P2 headgroup tilting and
the related ligand binding. Importantly, these results were directly linked to cell
signaling events through experimental findings observed by our collaborators. Finally,
the fundamental question as to how the PI(4,5)P2 receptor is recognized only in the
plasma membrane but not in the other cell compartments was explored. Enhanced
ligand binding to cholesterol-rich PI(4,5)P2 membranes was found, suggesting that
the steep cholesterol gradient along the secretory pathway in a cell may be a part of
the machinery coordinating the specific cell organelle recognition.
Altogether, the Thesis provides novel insight on the function of lipid receptors,
modulation of lipid–protein interactions, and highlights the added value gained by
bridging scientific computing and novel computing tools with experimental science.
iv
vTIIVISTELMÄ
Tässä työssä käsitellään GM1 ja fosfatidyyli-inositoli-4,5-bisfosfaatti (PI(4,5)P2) -
lipidireseptoreita. GM1 on gangliosidi, joka esiintyy solukalvon ulommaisella puolella
ja vastaanottaa solun ulkopuolelta tulevia signaaleja. PI(4,5)P2 on tärkeä fosfatidyyli-
inositoli ja esiintyy solukalvon sytosolisella osalla. Soluille elintärkeisiin toimintoihin
osallistumisen takia lipidireseptoreiden vuorovaikutukset muiden lipidien sekä pro-
teiinien kanssa ovat olleet monien tutkimusten kohteena. Suuresta huomiosta ja
panostuksesta huolimatta reseptoreiden toiminnallisista yksityiskohdista tiedetään
kuitenkin edelleen verrattain vähän. Tämä johtuu nykyisten kokeellisten menetelmien
haasteista tutkia pieniä nanoskaaloja sekä niiden nopeaa dynamiikkaa. Tässä työssä
käytetään atomistisia sekä karkeistettuja molekyylidynamiikkasimulaatioita kyseisten
lipidireseptoreiden rakenteellisten ja dynaamisten ominaisuuksien selvittämiseen.
Väitöstyön ensimmäisessä osassa tutkitaan PI(4,5)P2-reseptorin vuorovaikutuksia
integriinin kanssa. Simulaatiot paljastivat uuden mekanismin, jolla PI(4,5)P2 yhdessä
talin-proteiinin kanssa voi häiritä integriinin kalvossa olevan osan vakautta. Tulokset
tarjoavat uuden mahdollisen selityksen sille, miten integriinien aktivoitumista voidaan
säädellä solukalvoissa.
Jälkimmäinen osa tästä väitöstyöstä keskittyy lipidireseptorien toimintamekanismien
säätelyyn. Ensiksi tutkitaan koleratoksiinin sitoutumista sekä sen luonnolliseen GM1-
reseptoriin että sen fluoresoivaksi muokattuun GM1-vastinpariin. Tulokset osoittavat
selkeän eron proteiinin sitoutumisessa näiden reseptorien välillä, korostaen yleisesti
käytettyjen fluoresoivien aineiden merkitystä ja vaikutusta tutkittaviin kohteisiin.
Seuraavaksi selvitetään sytosolissa olevan kalsiumin vaikutus PI(4,5)P2-reseptoriin
ja sen aiheuttamiin muutoksiin proteiinin sitoutumisessa. Tulokset yhdistetään
myös solusignalointireittiin kokeellisen yhteistyön kautta. Viimeiseksi tutkitaan
perusperiaatetta siitä, miten PI(4,5)P2-reseptori sitoo tiettyjä proteiineja pelkästään
solukalvossa, mutta ei muissa solun soluelimissä. Tulokset havainnollistavat, että
solukalvon kolesteroli parantaa proteiinien sitoutumista PI(4,5)P2-reseptoriin. Tämä
voi selittää soluelinten identiteettiä, kun jo ennestään tiedetään, että kolesteroli-
konsentraatio muuttuu eri solukalvoissa ja on korkeimmillaan juuri plasmakalvossa.
Kokonaisuutena tämä työ tarjoaa uusia näkemyksiä lipidireseptorien toiminnallisuu-
desta sekä lipidi–proteiini -vuorovaikutusten säätelystä. Työ korostaa laskennallisten
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11. INTRODUCTION
Cells are the fundamental functional and structural units of all living organisms. To
work properly, a cell has to respond to changes in its immediate environment and
must be able to receive and process signals. Universally, all cells are surrounded by
a plasma membrane that separates the interior of a cell from the extracellular space.
The main function of the membrane is to act as a barrier and regulate the transport
of matter and signals to and from a cell. In addition to the plasma membrane, also
many other membrane structures exist within a cell, including several cell organelles
and the nucleus of a eukaryotic cell.
The core of all the membranes is a lipid bilayer. It is a soft interface that is a few
nanometers thick, consisting of various kinds of lipids. In cell membranes in cells,
the lipid bilayer is complemented by other molecules, such as carbohydrates and, in
particular, membrane-associated proteins. Although the importance of membranes
in living systems is outstanding and they have been studied intensively during the
past decades, the interactions and the communication between lipids and proteins is
not well understood. By understanding the lipid–lipid and lipid–protein interactions
in more detail, new treatments and drugs against diseases, such as cancer, could be
designed.
Frequently, the problem to experimentally study the structure and the dynamics of a
membrane is related to the small size and dynamical nature of the studied molecules.
Computational simulations can be used to overcome this problem and unravel the
dynamics and the structure of a biological system even in atomic-level resolution.
While simulations also have limitations, the high-quality simulation models and the
computer capacity have improved rapidly, shrinking the gap between experiments
and simulations. Consequently, the computational tools have become more and more
interesting for researchers, pharmaceutical companies, and biotechnology industries.
In this work, the properties of two lipid receptors are explored with the aid of molecular
dynamics simulations. GM1, a well-known lipid marker for nanoscale liquid-ordered
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membrane domains, and PI(4,5)P2, the most abundant phosphoinositide in the inner
leaflet of the plasma membrane, are studied in diﬀerent membrane environments.
Furthermore, most of the simulation studies discussed in this Thesis are also bridged
to experiments done by our collaborators. The main focus in this Thesis is on the
results achieved in silico.
1.1 Research Objectives and Scope of the Thesis
Integrins are crucial for several key cellular activities, including proliferation, survival,
and gene expression [1]. Hence, revealing new insights on the first steps of integrin
activation could reveal new target binding sites for drug molecules against diseases,
such as cancer. The first objective of this work is to study how the PI(4,5)P2 lipid
receptor can bind talin (a well-known integrin activator [2, 3]) and further aﬀect
integrin stability.
The second main objective of this Thesis project is to study the eﬀect of BODIPY,
an often used fluorescent label, on the GM1 lipid receptor. Cholera toxin recognizes
the native GM1 in the liquid-ordered phase. Nevertheless, in a recent study, the
acyl-chain labeled BODIPY-GM1 was recognized in the opposing liquid-disordered
phase [4]. The molecular details for the newly observed behavior remained unclear.
Due to the critical role of interactions between GM1 and cholera toxin in diarrhea, and
the interactions between the BODIPY labeled GM1 and cholera toxin in biomolecular
studies, it is of exceptional importance to understand how GM1 interacts with its
key partners in cell membranes.
Finally, the main focus of this work is to clarify how naturally existing molecules
can modulate lipid receptor recognition. The intracellular calcium ions act as
messengers to regulate cell migration, gene transcription, and apoptosis [5]. Moreover,
phospholipase C (PLC) binding to PI(4,5)P2 is known to result in the release of
calcium ions to the cytosol [6]. Nevertheless, the eﬀect of calcium on interactions
between PI(4,5)P2 and PLC has remained unknown. Also, PI(4,5)P2 receptors are
present not only in the plasma membrane but also in the other cell compartments,
such as Golgi apparatus [7, 8]. How various PI(4,5)P2 specific proteins, including
PLC, can recognize PI(4,5)P2 in the plasma membrane but not in the other cell
compartments [9] is a fundamental question that has remained unsolved. Our aim is
to unravel the enigma of the specific protein binding to the plasma membrane. In
particular, the focus here is to clarify if the steep cholesterol concentration gradient
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along the secretory pathway [10, 11] can correlate with the altered protein binding.
Altogether, the primary objective of this Thesis project is to provide one with new
knowledge on the structure and dynamics of the well-known lipid receptors, GM1
and PI(4,5)P2.
1.2 Structure of the Dissertation
This Thesis is structured as follows. First, the relevant biological background
information related to cell membranes, lipids, and related proteins is described in
Chapter 2. In Chapter 3, the utilized research methods, including the basics of
molecular dynamics simulations and analysis tools are introduced. Chapter 4 gives
an overview of the studied simulation systems. In Chapter 5, the key results of
this project are presented and discussed. Section 5.1 is based on Article I and
gives insight into the joint action of PI(4,5)P2 and talin on integrin activation. In
Section 5.2, based on Article II, GM1 properties in diﬀerent lipid phase environments
are examined, and the eﬀect of fluorescent labels on GM1 are demonstrated. Based
on Article III and unpublished results, the structural and dynamical changes in the
PI(4,5)P2 conformation upon the presence of calcium and cholesterol are discussed in
Chapters 5.3 and 5.4, respectively. Finally, conclusions and ideas for future research
are given in Chapter 6.
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52. BIOLOGICAL BACKGROUND
Cell membranes possess a ubiquitous bilayer architecture that is vital for cells and
living organisms. The core of all the membrane structures is composed of lipids
that make up the underlying membrane scaﬀold, where other molecules, such as
proteins, are embedded. Membrane heterogeneity (lateral compartmentalization and
leaflet asymmetry) is essential for cell signaling and traﬃcking and can be achieved
by recruiting specific lipids from/into functional compartments. To understand the
cell functioning mechanisms properly, it is of particular importance to understand
lipid–lipid and lipid–protein interactions.
In this Chapter, the relevant biological background for this Thesis is discussed, the
main focus being lipids and membranes. The Chapter is closed with a discussion of
membrane-associated proteins and their interactions with membranes.
2.1 Lipids and Other Building Blocks of Membranes
Lipids are amphiphilic biomolecules. They have several major functions in cells.
They are used to store energy [12], they act as signaling molecules [13], and they are
also substrates in post-translational protein modifications [14]. Nevertheless, one of
the most important functions of lipids is to form lipid bilayers that work as barriers
between two fluids, and at the same time as protein recruitment platforms [15, 16].
A lipid bilayer can be formed by a single lipid type. Still, a huge diversity of lipids
exist in cells. The human plasma membrane alone is known to contain thousands
of diﬀerent lipid species [17]. To understand the biological consequences of various
lipids, it is crucial to understand the reason for the enormous diversity of membrane
lipid compositions and chemical heterogeneity of diﬀerent lipid types. Why so many
diﬀerent lipids are needed, and what are their functions, are fundamental questions
that have been studied extensively [15].
The diversity among lipids arises from the combination of diﬀerent headgroups,
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lipid backbones, and the fatty acids attached to the lipid backbone. The degree of
structural diﬀerences ranges from subtle changes (double bonds in the acyl chain)
to larger ones (diﬀerent backbones or headgroups). The most abundant membrane
lipids are classified into three groups: glycerophospholipids (GPLs), sphingolipids,
and sterols (cholesterol in mammals).
Lipids are categorized into structural and signaling lipids [18]. The primary structural
lipids in eukaryotic cells are the glycerophospholipids: phosphatidylcholine (PC),
phosphatidylethanolamine (PE), phosphatidylserine (PS), phosphatidic acid (PA),
and phosphatidylinositol (PtdIns). Their hydrophobic fragment is a diacylglycerol
(DAG) with acyl chains of various lengths and saturation states (number of double
bonds). The sn-1 acyl chain is usually saturated, whereas the sn-2 fatty acid is often
mono- or polyunsaturated (cis) [19]. In most eukaryotic membranes, PC accounts
for more than half of all the phospholipids [15].
The second class of structural lipids is constituted of sphingolipids. The major
sphingolipids in mammalian cells are sphingomyelin (SM) and glycosphingolipids
(GSLs), whose hydrophobic portion is ceramide (CER). As denoted by the name,
GSLs contain sugar moieties in their headgroup. Mono-, di-, or oligosaccharides are
constructed on either glucosylceramide (GlcCer) or galactosylceramide (GalCer) [20].
Notably, the N-acyl chain of sphingolipids tends to be longer and more saturated
than the sn-2 acyl chains of GPLs [21], often leading to a highly packed membrane
organization.
The third main lipid type found in biological membranes are sterols. In mammals,
sterols are predominantly cholesterol (Chol) molecules, while in yeast they are
ergosterols. The cholesterol structure consists of four hydrocarbon rings with a
hydroxyl group (polar) at one end and a branched and fully saturated aliphatic tail
at the other end. The ring structure is rigid with one side almost flat (smooth ↵-face),
whereas the other side contains two methyl groups making the surface rougher ( -face).
Cholesterol is synthesized in the endoplasmic reticulum and is eventually transported
through the Golgi to the plasma membrane [22]. In the plasma membrane, it is
present in both leaflets. Nevertheless, the details of its transmembrane distribution
remain debated [23, 24, 25]. Due to its unique structure (see Fig. 2.1), cholesterol
has a substantial impact on fundamental membrane properties (see Section 2.2.2).
The lipid molecules used in this Thesis project are illustrated in Fig. 2.1 and the
main lipid receptors, GM1 and PI(4,5)P2, are discussed in more detail below.
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Figure 2.1 Snapshots of lipid molecules used in this work. Standard coloring scheme and
licorice drawing method are used. Pictures are visualized using Visual Molecular Dynamics
(VMD) [26] and rendered utilizing the Tachyon ray tracing library [27].
2.1.1 Phosphoinositides and PI(4,5)P2
Phosphorylation is a process where a phosphoryl group (PO2 3 ) is attached to a host
molecule. Phosphoinositide (PI) is a term used for phosphorylated phosphatidylinos-
itol (PtdIns). PIs are minor constituents of cellular membranes, possessing about 1
mol% of all the phospholipids [28]. The degree of diversity among the phosphatidyli-
nositols arises from the level of phosphorylation of the PI headgroup. The inositol
ring in the PI headgroup can be phosphorylated on positions 3, 4, and 5, generating
seven possible PIs. In humans, PI(4,5)P2 is the most abundant PI [8] mainly localized
at the plasma membrane [29]. Nevertheless, PI(4,5)P2 has also been detected in
the nucleus [30] and Golgi [7, 8]. Furthermore, PI(4,5)P2 plays a significant role
in regulating various signaling pathways. This is most likely due to the ability of
rapid switching of the phosphorylation state with the help of diﬀerent kinases and
phosphatases. For instance, doubly phosphorylated PI(4,5)P2 can be synthesized
from various PIs by diﬀerent kinases: type I PIP5K↵,  , and   convert PI(4)P
into PI(4,5)P2 [31], type II PIP4K kinase turn PI(5)P into PI(4,5)P2 [32, 33], and
phosphatases such as PTEN modify PI(3,4,5)P3 into PI(4,5)P2 [34].
PIs are composed of the glycerol backbone, sn-1 and sn-2 acyl chains, and an inositol
ring attached to a phosphate group [28] (see Fig. 2.1). Although acyl chains of PIs
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can vary, they possess less heterogeneity than the other GPLs [35]. In humans, the
most common fatty acid chains for PIs are stearic acid consisting of a saturated
18-carbon chain (18:0) in the sn-1 position and arachidonic acid with four double
bonds in a 20-carbon long fatty acid chain (20:4) linked to the sn-2 position [19, 36].
Although the levels of these signaling molecules are small compared with the levels
of bulk membrane lipids, they are essential to identify endocytic membranes and to
recruit proteins from the cytosol [8]. The identity among organelles is mostly defined
by molecules present on the cytoplasmic leaflet of membranes. Phosphoinositides are
key players among these molecules [15]. In the inner leaflet of the plasma membrane,
PI(4,5)P2 has multiple roles. For instance, phospholipase C (PLC) is known to bind
to PI(4,5)P2 in the plasma membrane, hydrolyze the receptor, and eventually lead
to Ca2+ release from the endoplasmic reticulum (ER) [6]. Moreover, PI(4,5)P2 is
required for the actin regulation of clathrin-mediated endocytosis [8]. Also, to name
a few examples, diﬀerent eﬀector proteins for endocytosis have an ENTH, ANTH, or
PH domain, and these are specific to PI(4,5)P2 [8, 37, 38] (for more examples see
Refs. [8, 18]).
2.1.2 Glycolipids and GM1
Glycolipids constitute the most complex and varied group of membrane lipids. This is
due to their headgroup that consists of one or more sugar units. Glycolipids fall into
two categories based on their structure [39]. Glycolipids built on phosphatidylglycerol
are denoted as glycophospholipids, and glycolipids built on ceramide are known as
glycosphingolipids.
Glycosphingolipids are the most common glycolipids in cell membranes. Their struc-
ture is composed of a fatty acid attached to a long-chain amino alcohol sphingosine and
glycans. The primary sugar units in glycosphingolipids found in animals are glucose,
galactose, fucose, N -acetylgalactosamine (GalNAc), and N -acetylglucosamine [40].
When one (or more) sialic acid (usually N -acetylneuraminic acid) is linked to the
glycosphingolipid sugar chains, the molecule is denoted as ganglioside [41]. Depending
on the headgroup structure, gangliosides are named as follows [39]. The shortest
member, containing a single galactose residue linked to the glucose core, is designated
as G3. Addition of one sugar monomer (GalNAc) generates G2, and extension with
a further galactose residue results in the G1 member. Moreover, the number of
sialylation fragments is designated with a second letter in the receptor name: M for
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monosialylated, D for disialylated, and so forth. Therefore, a headgroup with all the
three sugar moieties and a single sialylation is called GM1 (see Fig. 2.2).
GM1 occurs most abundantly in the outer leaflet of the plasma membrane and it is
known to drive several vital cellular functions, such as neuronal diﬀerentiation [42, 43],
ion transport modulation [44, 45], immune cell reactivity [46, 47], and microdomain
regulation [48]. These and multiple other roles are discussed in Ref. [49]. In addition
to the vital roles in cell functions, GM1 has been used as a lipid raft marker in
model membranes owing to its enrichment in ordered lipid microdomains, where it
is recognized by ligands, such as the cholera toxin B subunit (CTxB). Supporting
the high-aﬃnity binding to GM1, the crystal structure of CTxB has been resolved
at 1.25 Å resolution in complex with the GM1 pentasaccharide [50]. The crystal
structure reveals a “two-fingered grip” of carbohydrates (thumb being sialic acid and
forefinger the last two sugars of the other headgroup branch) holding CTxB. This
is among the highest aﬃnity protein–carbohydrate interactions with a micromolar










































Figure 2.2 A sketch of diﬀerent ceramide -based monosialylated gangliosides. Ceramide
unit and sialic acid are highlighted in blue and red, respectively. In the lipid structure, acyl
chains are not fully shown.
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2.2 Membrane Models
Various membrane models have been proposed in the past decades [53]. One of the
first major steps in the field was done by Robertson in 1959 [54] when he proposed
a three-layered membrane structure where two protein layers are adsorbed to the
lipid bilayer. Based on the Robertson model and additional observations, in 1966
Lenard and Singer proposed a new model [55] suggesting that some of the proteins
may be able to span the lipid bilayer. Eventually, one of the most significant steps
in the field was done by Singer and Nicolson in 1972 [56] when they proposed the
famous “fluid mosaic” model (also called the Singer–Nicolson model) for membranes.
The core of the model is the lipid bilayer structure consisting of amphiphilic lipids.
Instead of proteins coating the bilayer, as proposed by Robertson, the proteins were
suggested to reside within the lipid bilayer and diﬀuse with lipids in a fluid 2D matrix.
Although the fluid mosaic model is still relevant [57], it has been further developed to
satisfy other requirements. One of the most famous models proposes that membranes
are laterally segregated and contain functional domains (called “rafts”) [58]. This
concept has been studied extensively since 1997 and its main core is now quite well
established and accepted: cell membranes are dynamic, heterogeneous, protein-rich
lipid bilayers involved in numerous cellular functions. Also, there is considerable
evidence supporting the picture that in cell membranes there are membrane proteins
forming functional complexes with specific lipids that foster the activation of the
proteins, and/or modulate their activation. For further discussion on this broad
topic, see, e.g., Refs. [59, 60, 61].
Based on the current view, membranes are composed of two sheets of lipids in which
proteins are embedded (see Fig. 2.3). In the bilayer, amphiphilic phospholipids
are oriented so that the hydrophobic groups (acyl chains) face each other, and the
hydrophilic groups (polar headgroups) face with the aqueous phase. Notably, the
membrane composition varies according to the organism (prokaryote or eukaryote) [19,
62], the cell type (e.g., diﬀerent tissues) [21, 63], the organelle type (e.g., Golgi,
endoplasmic reticulum, plasma membrane) [15, 64], the state of the cell (responding
to stimuli) [65, 66], and between membrane leaflets and subdomains [61]. Importantly,
changes in lipid compositions have been linked to diseases, such as type 2 diabetes,
cancer, and Alzheimer’s disease [21, 67, 68].
Although membrane structures exist in many cell organelles, lipids are not distributed
homogeneously throughout the main organelles [15]. Instead, various lipids are found
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in diﬀerent quantities in diﬀerent subcellular space, and particular patterns of lipid
compositions have been found among various cell organelles. For instance, cholesterol
concentration is found to increase along the secretory pathway [10, 11] and is
highest in the plasma membrane [10, 11]. Moreover, endoplasmic reticulum (ER)
contains more unsaturated GPLs, whereas sphingolipids are enriched in the plasma
membrane [15, 64]. Also, cardiolipin resides almost exclusively in mitochondria [69]
or the lysobisphosphatidic acid in late endosomes [70, 71].
2.2.1 Lipids Modulating Membrane Properties
The relative size of the cross-sectional area of the lipid headgroup and lipid acyl chains
aﬀects the lipid shape and consequently membrane curvature [72]. Cylindrically
shaped lipids (cross-sectional areas of the headgroup and acyl chains being similar),
such as PC, typically form planar lipid bilayers. Conically shaped lipids (cross-
sectional area of the headgroup is smaller than the area of acyl chains), such as
PA, form negative spontaneous membrane curvature, while inverse conical shaped
lipids (cross-sectional area of the headgroup is larger than the area of acyl chains),
such as lysolipids, induce positive curvature. These disrupting shapes may promote
non-bilayer membrane structures and intermediates for membrane fusion [73, 74].
Lipids with diﬀerent acyl chains can influence intrinsic membrane properties. Long
saturated fatty acids (typically in sphingolipids) pack tightly, make membranes
thicker, and decrease lipid mobility [15, 61]. On the other hand, double bonds in
unsaturated fatty acids form a kink in the acyl chain, leading to more distorted
and fluid membranes. In model membranes with appropriate lipid compositions and
temperature, saturated lipids, unsaturated lipids (essentially lipids with diﬀerent
melting points), and cholesterol can form phase separated systems with high lipid
packing (liquid-ordered phase, Lo) and less lipid packing (liquid-disordered phase,
Ld) [15]. This phenomenon is one of the basic fundamentals behind the lipid raft
hypothesis [58]. Phase separation has been detected in vesicles derived from cell
membranes [75, 76]. Nevertheless, phase transitions are rarely observed in living
cells [77, 78], and the existence of phases in the cell membrane is to date unclear.
In the plasma membrane and Golgi, lipids are asymmetrically distributed in the
lipid bilayer. In these membranes, SM and GSLs are localized on the luminal
side (non-cytosolic), whereas PS and PE are enriched in the cytosolic leaflet [79,
80]. Importantly, the asymmetric lipid distribution has an essential role in cell





Figure 2.3 Illustrative artistic figure presenting a cell plasma membrane. In the upper
leaflet (extracellular side) glycolipids can be found. Moreover, three diﬀerent proteins are
illustrated: a peripheral protein (left), an integral membrane protein (middle), and a lipid-
anchored protein (right). Cholesterol molecules and actin cytoskeleton are also shown. Gray
color represents the proteins, blue structural GPL/sphingolipids, orange cholesterol, green
the actin cytoskeleton, and red the sugar units.
functions. For instance, PS is presented mainly in the inner leaflet of the plasma
membrane, whereas in the outer leaflet it mediates a signal for phagocytosis and
leads to apoptosis [81]. Lipids can move across the bilayer (in a process called lipid
flip–flop). The rate of flip–flop strongly depends on the lipid type. For example, PC
movement across the bilayer is slow and takes from hours to days [82, 83], whereas
cholesterol can flip–flop at a rate of time scales from nanoseconds to microseconds,
depending on the acyl chains of the adjacent lipids [84]. In biological membranes,
flippases (ATP-dependent and unidirectional) and scramblases (energy-independent
and bidirectional) can enhance flip–flop rates significantly [79]. Furthermore, lipids
are also known to interact across the bilayer. For instance, PS aggregates in the
cytosolic leaflet of the plasma membrane induce clustering of glycolipids in the outer
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leaflet of the plasma membrane [85]. Notably, this requires at least one long acyl
chain, and cholesterol.
2.2.2 Cholesterol Aﬀects Membrane Properties
Due to its unique structure, cholesterol has a substantial impact on physical membrane
properties. It is known to increase the order of acyl chains [86, 87], condense
bilayers [88], increase the mechanical strength [89], and decrease the membrane
permeability [90]. Furthermore, cholesterol increases membrane viscosity, slowing
down the lateral and rotational lipid diﬀusion [91, 92, 93]. Also, due to the relatively
small cross-sectional area of the polar headgroup compared to the ring structure,
cholesterol generates intrinsic negative membrane curvature [94]. Consequently,
cholesterol has potential for promoting the emergence of highly curved membrane
structures and can cause intermediate states in the membrane fusion process [95, 96].
According to the current view, cholesterol is a fundamental component of ordered
nanodomains that form a platform for membrane signaling and traﬃcking [60].
Cholesterol straightens out the lipid acyl chains [97] in the cholesterol-rich liquid-
ordered Lo phase. This makes such bilayers or compartments of membranes thicker
than the membrane structure in the cholesterol-poor Ld phase [98]. Aﬀecting the
bilayer thickness, cholesterol has been suggested to play a major role in identifying
the cell organelles via altering the hydrophobic thickness (and hydrophobic mismatch
for proteins), and therefore selectively guide diﬀerent transmembrane proteins to
diﬀerent cell organelles [99]. Cholesterol–protein interactions are discussed in more
detail in Section 2.3.
2.2.3 Ions Modulating Membranes
Biomembranes assemble and operate in the aqueous solution, where ions are also
present. The most common ions in biologically relevant electrolytes are Na+, K+,
and Cl . The polar lipid headgroups interact directly with ions in the solution and
can lead to changes in lipid phase transitions [100], membrane potential [101], and
dynamics of the hydration layer [102]. Also, divalent ions Ca2+ and Mg2+ are of
importance in biomembranes. They are found to catalyze membrane fusion [103, 104]
and to modify membrane structure by binding multiple anionic sites simultaneously.
Notably, intracellular calcium ions act as secondary messengers and have been linked
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to many vital aspects of life, including gene transcription, cell proliferation, and
death [105]. Moreover, intracellular Ca2+ homeostasis has been found to alter cancer
cells, and targeting calcium signaling has become an emerging research area [5].
Many experimental methods exist for studying the eﬀect of ions on membrane
structure and mechanical properties, including deuterium nuclear magnetic resonance
(NMR), atomic force microscopy (AFM), calorimetry, and electron spin resonance
(ESR) [106, 107]. Also, simulations have been used to study eﬀects of ions on
membranes. Nevertheless, these studies are only as accurate as the simulation
method and the force field. For instance, smaller ions, such as F  and Li+, induce
polarisation of the water, and can therefore induce over- or underestimated lipid
binding [108]. Moreover, multivalent ions are often more complicated [109], and
transition metals, such as Zn2+ and Cd2+, are challenging to model even with
quantum chemical calculations [110]. It is not only the ion parameters, but also the
membrane models that need to be accurate, and for example, overbinding of Na+ in
the CHARMM force field has been corrected with an extra potential [111].
2.3 The Interplay of Lipids and Proteins
Biological membranes are mainly composed of lipids and proteins. It is estimated
that about a third of plasma membrane area is covered by proteins [112]. Although
the number of diﬀerent proteins in cells is enormous, they are generally classified
into three main categories. The first class, integral membrane proteins (often
called transmembrane proteins) are permanently associated with the membrane.
They span through the entire membrane with one or more alpha helices or a beta
barrel [113]. The second class, peripheral proteins, are temporarily associated with
the membrane by partially penetrating into the membrane surface. Lipid-anchored
proteins constitute the third class. These proteins have a covalently linked anchor,
typically being a lipid acyl chain that is embedded in the membrane [114]. All protein
types are illustrated in Fig. 2.3.
Transmembrane proteins have been suggested to require a suitable lipid environment
to work properly; this is largely the view proposed by Simons et al. when introducing
the raft concept [58]. The influence of lipids on proteins can be divided into two main
categories: membrane-mediated eﬀects and direct (specific) interactions. Membranes
as such can influence proteins through bulk properties [115], such as hydrophobic
mismatch (membrane thickness), headgroup hydration, headgroup tilting, membrane
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curvature, and electrostatic properties. The specific lipid–protein interactions are
formed through chemical recognition of proteins and lipids, modulating protein
structure and functions [116]. To highlight the specific lipid binding sites on protein
surface, many protein structures have been resolved together with bound lipids [117].
The lipids that are tightly bound to a specific lipid binding site in the protein are
called non-annular lipids, whereas the lipids around the protein are generally called
annular lipids [118, 119]. The other lipids further from protein move faster than the
annular or non-annular lipids [120] and are called bulk lipids.
To study protein–lipid interactions, multiple methods can be used, including crys-
tallography, NMR, AFM, and molecular dynamics simulations. Unfortunately, our
knowledge of protein–lipid interactions is still based on single case studies. For
instance, in a recent study by Contreras et al. [121], a direct and highly specific
interaction between the transmembrane domain of the COPI machinery protein p24
and sphingomyelin with an 18-carbon long acyl chain attached to the spinghosine
backbone (SM 18) was found. Sphingolipid was observed to bind with high binding
aﬃnity to the protein, consequently leading to protein dimerization. Importantly, this
was found to be acyl chain specific and only the SM 18 caused the eﬀect, not other
acyl chain lengths like 16 or 20. The study demonstrates how elaborate lipid–protein
interactions can be and increases our understanding of why such a vast variety of
diﬀerent lipids exist in biological membranes. Indeed, changes in lipid acyl chains
have been linked to severe diseases, such as cancer [122].
Cholesterol influences the behavior of membrane-associated proteins in multiple
ways [123]. It can aﬀect protein behavior both through specific and non-specific eﬀects.
For cholesterol, diﬀerent binding motifs from proteins have been recognized [124], and
cholesterol has been co-crystallized together with several proteins, a large fraction of
them belonging to G protein-coupled receptors (GPCRs) [125].
In a study by Lingwood et al. [126], cholesterol was found to modulate glycolipid
conformation and receptor activity. In the study, membrane cholesterol induced GM1
headgroup tilting, resulting in loss of access for ligand binding. Furthermore, Manna
et al. [127] demonstrated how cholesterol limits  2-adrenergic receptors ( 2ARs)
conformational variability and therefore modulates  2AR functioning in an allosteric
fashion. This eﬀect was caused by specific interaction between the protein and
cholesterol molecules, not via the bulk membrane properties. Moreover, cholesterol
has been proposed to modulate binding aﬃnities of some G protein-coupled receptors,
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such as serotonin1A [128] and glutamate [129] receptors. Also, cholesterol has been
shown to accelerate the interaction between A 5-16 peptide and GM1 molecules [124].
This likely takes place through the hydrogen bond formed between the cholesterol
hydroxyl group (OH) and the oxygen atom linking the oligosaccharide to the GM1
ceramide.
There are also other determinants that can alter protein functioning in membranes,
such as transmembrane protein oligomerization [130], and protein phase partitioning.
Therefore, lipids are not only forming a platform for proteins, but they also serve
as functional units and regulators in cell signaling pathways. Thus, the interplay
between proteins and lipids and lipid–protein interactions are crucial to understand
before we can understand how cell signaling events are mediated and controlled.
2.4 Selected Protein in Spotlight
In this Thesis, a transmembrane protein from the integrin family is studied. Integrins
have a remarkable ability to transmit signals in both directions across the cell
membrane [131]. These signals are crucial for several key cellular activities, including
proliferation, survival, and gene expression [1]. Also, certain tumor types have been
found to exhibit high levels of specific integrins which make the integrin-associated
signal complex an important spot for cancer therapy development [132].
Integrins are heterodimeric transmembrane receptors composed of ↵- and  -subunits.
In human, 18 diﬀerent ↵- and eight  -subunits have been found, forming 24 diﬀerent
integrin heterodimers [131]. Since the activation of integrin is essential for cell
adhesion and integrin linkage to the actin cytoskeleton, much of the research has
focused on the diﬀerent integrin activation steps. The activation has been shown to
change the conformation of the integrin complex [133]. In its folded inactive state,
the intracellular portions of the ↵- and  -subdomains lie close together and adhere to
one another. In the active state, this contact is broken, and both the transmembrane
and the intracellular portions of the ↵- and  -subdomains stay further from each
other.
Transmembrane helices from each subunit are characterized to be stabilized by the
inner membrane clasp (IMC) and the outer membrane clasp (OMC) [134, 135]. The
inactive conformation is the passively adopted integrin receptor’s default state [136]
that is shifted towards the activated state upon recruitment of activating proteins,
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such as talin (inside-out activator) [2, 3]. Notably, PI(4,5)P2 lipid receptors have
been observed to enhance talin binding to membranes [137, 138] and further to
influence talin–integrin binding [139, 140]. Nevertheless, how integrin activation is
regulated, and how diﬀerent lipid species and lipid environments aﬀect the process,
remain largely unknown.
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3. METHODS
Atomic details of biological systems are extremely challenging to study by the
current experimental methods. For example, X-ray crystallography can solve the
structure of a molecule in atomistic resolution, but the data it yields characterizes
the structure, not the dynamics. Meanwhile, single-molecule fluorescence techniques
can grasp the movement of molecules, but their spatial resolution is not suﬃcient
to understand the atomistic picture. Also, in fluorescent techniques additional
fluorescent labels (probes) are needed, and therefore the observations are no longer
based on the natural compounds but on their fluorescent analogs. To overcome
these challenges, one approach to study dynamical properties of biological systems
in atomistic resolution is to use computer simulations and modeling tools, such as
atomistic molecular dynamics (MD) simulations.
3.1 Molecular Dynamics Simulations
Classical MD simulation is a computational approach to calculate the time evolution
of particles’ positions and velocities in a many-body system using classical mechanics.
MD simulations can be used to estimate equilibrium and transport properties of
complex systems that are analytically unsolvable.
The first MD simulation study was published already in 1957 [141]. In the study,
a hard-sphere model was employed such that atoms moved in straight lines, and
collisions were perfectly elastic. The first MD simulation of a real liquid (argon) was
reported in 1964 [142], and the first biomolecular simulation of a small 58 amino acid
protein bovine pancreatic trypsin inhibitor (BPTI) was simulated in vacuum for 8.8
ps and published in 1977 [143]. The first 1 µs simulation was performed in 1998 [144]
demonstrating protein folding. The current methodology and computer capacity have
allowed studies of a full virus in atomistic detail [145], tens of thousands of lipids for
microseconds [146], and simulations of proteins over time scales of milliseconds [147].
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The molecular dynamics simulation approach is in principle quite simple. Molecules
consist of particles that are attached to each other by springs, and the movement
of the particles is computed using Newton’s equations of motion. Nevertheless, the
roots of the classical molecular dynamics (or molecular mechanics in general) method
are in quantum mechanics [148], where molecular properties are derived by solving
the Schrödinger equation. However, in classical MD simulations only the nuclear
coordinates are followed and electrons are neglected. The basis of this is in the
Born–Oppenheimer approximation stating that the movement of atomic nuclei can
be separated from the movement of the electrons. Moving on, Newton’s equations of
motion for a conservative force can be derived from elegant theoretical Lagrangian
and Hamiltonian frameworks of classical mechanics [149], which play a fundamental
role in statistical mechanics. For further discussion of this exciting topic, please see
discussion in, e.g., Ref. [149].
Below I go through the basic theory behind MD and aim to give a broad view of
the MD method. For further information, I recommend reading Refs. [148, 150, 151,
152] that give more detailed insight combined with practical examples.
3.1.1 Initial Conditions
Before initiating any MD simulation, the system needs to be adequately prepared.
To run a simulation, one needs initial structure and topology. Initial structures
for a biomolecular system are usually based on experimental results. For instance,
X-ray and NMR methods are used to resolve protein structures, which are generally
available in the protein data bank (PDB) [153]. In addition to the initial structure
(and velocities), description of the system is required. This information is called
the system topology. It contains parameters attributed to the particles and their
interactions. In practice, these parameters describe physical properties of particles,
such as charge, mass, as well as relations between other particles, like bonds and
angles. Notably, in a typical MD simulation the information given in the topology
does not change, that is, it is not modified during the course of the simulations. For
example, bonds do not break, or new bonds can not form during an MD simulation.
However, there are also reactive force fields (for force fields, see Section 3.1.3) that
allow modifications in molecular structure, such as bond breaking [154]. Importance
of the initial conditions is unquestioned since a wrong initial structure would require
simulations to be exceptionally long to make sure that sampling at long times would
3.1. Molecular Dynamics Simulations 21
generate correct results, and failures in the topology would make the simulation
results useless.
After the system has been constructed properly, it is usually energy minimized to
eliminate the high-energy interactions before the production run. In the run, the
system starts to evolve in time through forces acting on the particles.
3.1.2 Time Propagation
The motion of particles in a simulated system is calculated from the forces acting on
the particles. To this end, one uses Newton’s equations of motion. Newton’s second






where t is time, Fi is the force acting on particle i of mass mi, and ri is the position
vector of particle i [155].
When the total force acting on each particle is known, new particle positions can
be calculated. Nevertheless, this can not be solved analytically for a many-body
system [156]. Therefore, numerical methods are needed to solve the equations
of motion. The basic idea of the numerical approach is that continuous time is
discretized and particle positions and forces are calculated at points separated by
short time intervals  t (called the time step). This method is called the finite
diﬀerence approach [152].
When the forces and the time step are known, many algorithms (called integrators)
are available for integrating the equations of motion. Commonly, these algorithms
approximate dynamical properties, such as velocities and accelerations, as Taylor
series expansions. In this work, the so-called leap-frog algorithm [157, 158] was
utilized:






















where ri is the position and vi the velocity of particle i. As can be seen from Eqs. (3.2)
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and (3.3), the velocities are defined at half steps, while the positions are defined at
whole steps of  t. Therefore, the technique is named the leap-frog algorithm.
When performing an MD simulation, the selection of a proper time step  t is crucial.
For example, if a time step of one millisecond is used to simulate how the earth
orbits around the sun, many iterations are needed to get a trajectory of the earth
going around the sun just once. Meanwhile, because the particles in a system (here
the earth) continue their movement in a straight line and the force is assumed to
be constant during the time step, having a too long  t will result in an incorrect
particle path, giving wrong simulation results.
The time step  t needs to be short enough to describe the fastest degree of freedom.
In the case of a typical atomistic biomolecular system, the fastest movement is the
O–H or N–H bond stretching with a wave number of 3400–3700 1cm [148]. This
corresponds to a period of 10 fs. Considering that a reasonable  t is one-tenth
of the period of the highest frequency mode, a proper time step for an atomistic
biomolecular system would then be  t = 1 fs. In practice, various constraint
algorithms, such as LINCS [159] and SETTLE (for water) [160] are used to constrain
the bond stretching and consequently to remove the high-frequency movements. After
the implementation of constraints, the fastest frequencies are usually the H–O–H
angle vibrations (1600 1cm), and the longest acceptable time step to sample this
movement properly would then be  t = 2 fs. In this work, the time step of 2 fs was
used in all the atomistic models (for details, see Chapter 4).
Even if a really short time step is used, events that contain high-frequency movements
are not in the scope of atomistic simulations. In quantum mechanics, harmonic
oscillator energies are quantized by h⌫, where h is Planck’s constant and ⌫ is the
frequency of the vibration. On the other hand, in a classical approach, the thermal
energy is kBT , where kB is Boltzmann’s constant, and T is the temperature. That is,
by having hv ⌧ kBT , discretized energy levels are not present and classical mechanics
can be used. Therefore, especially in low-temperature simulations, this needs to be
considered carefully.
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3.1.3 Potential Energy Function
In MD simulations, the forces in Eq. (3.1) are calculated by taking a negative gradient
of the potential energy
Fi =  rVTOT, (3.4)
where VTOT is the potential energy. The potential energy function together with
parameters used in the potential energy function is called the force field. Quite often,
the force field is also considered to include the algorithms used in the simulation
(barostat, thermostat, etc.) and their parameters, since if these algorithms or their
parameters are changed, then also the results often changes. For biomolecular systems,
several force fields are available, but none of them is perfect and universal. When
simulating a system containing proteins and lipids in atomistic detail in the same
system, the set of the available force fields is more limited. One commonly used set of
potential functions is the CHARMM36 protein force field [161] in combination with
the recently published CHARMM36 lipid force field [162]. In CHARMM, force fields
for nucleic acids [163] and carbohydrates [164] are also available. Another commonly
used force field is the OPLS (optimized potentials for liquid simulations) all-atom
protein force field [165] that is compatible with a newly released lipid force field [166,
167]. Unfortunately, the selection of the refined lipid types in this force field is
more limited compared to CHARMM36. Further, a new OPLS3 force field has been
designed [168] oﬀering a large set of parameters for small molecules, but it is currently
available only for commercial purposes. Finally, the Amber ﬀ99SB-ILDN force field
for proteins [169] is compatible with the recently developed Lipid14 parameter set
for lipids [170, 171]. Also, newly designed Slipids parameters [172, 173, 174] can be
used with the Amber protein force field. For more details about various force fields,
see Refs. [175, 176, 177].
In each force field, the described interactions can be divided into two categories:
bonded and non-bonded interactions. The total potential energy function is the sum
of these interactions
VTOT =Vbonded + Vnon–bonded. (3.5)
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3.1.4 Bonded Interactions
Covalent bonds between atoms or molecules are modeled by introducing three bonded
interactions: bond, angle, and dihedral potentials

















where kr,ij, k✓,ijk, and k!,ijkl are force constants and r0ij, ✓0ijk, and !0ijkl are reference
values in equilibrium for a bond, an angle, and a dihedral, respectively. In the
dihedral potential, the torsional angle is defined as the angle between the ijk and jkl
planes with a value of zero corresponding to particles i and l on the same side (cis
configuration). Moreover, n is an integer denoting the periodicity of the rotational
barrier. The parameter values for bonded interactions are usually determined by using
spectroscopic techniques and X-ray crystallography, as well as quantum-mechanical
calculations [148]. Also, diﬀerent types of potential functions exist for the bonded
interactions [150].
3.1.5 Non-Bonded Interactions
In addition to the bonded interactions among the covalently bonded atoms, also
independent molecules can experience interactions with each other. These long-range
interactions are called non-bonded interactions. In general, three types of non-bonded
interactions are considered: Pauli repulsion, van der Waals (vdW) dispersion, and
electrostatic interaction. The first two are quantum-chemical in nature and are











The attractive component r 6 (r being distance) is due to dispersive forces that arise
from fluctuations in the electron clouds. The fluctuations induce the formation of
a dipole, which in turn induces dipoles in the electron clouds of the surrounding
atoms. The theory for this phenomenon was explained already in 1930 using quantum
mechanics [152] (also known as London dispersion). The repulsive interaction has also
its roots in quantum mechanics (Pauli principle), noting that two electrons can not
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have the same set of quantum numbers and therefore particles repel each other if they
get too close to each other. The attractive van der Waals interaction can have various
forms, such as those proportional to r 4, r 6, etc., depending on whether, for instance,
there are fluctuating or permanent dipoles, or spatially fixed or freely rotating dipoles
interacting with one an other. Nevertheless, in commonly used force fields, the
term proportional to r 6 is usually chosen for simplicity, eﬃciency, and suﬃcient
accuracy. Similarly, again for mathematical convenience and practical eﬃciency, the
repulsive term in the Lennard-Jones interaction potential is typically chosen to be
proportional to r 12. The LJ-parameters ✏ij and  ij are usually obtained by fitting
simulation results to lattice energies and crystal structures, or to experimentally
measured liquid properties such as the enthalpy of vaporization (heat of vaporization)
and density [178].
The third non-bonded interaction, electrostatic interaction between two particles, is






where ✏0 is the permittivity of vacuum, qi and qj are the charges of particles i and
j, ✏r is the relative permittivity of the medium, and rij the distance between two
particles. In a typical atomistic system, each atom carries a fixed partial charge that
is obtained from quantum-chemical calculations. Nevertheless, QM calculations do
not solve partial atomic charges uniquely, since diﬀerent methods, such as full density
screening and outer density screening, can give diﬀerent results [179]. Therefore,
great care needs to be taken when deriving partial charges for MD simulations. It is
also important to note that while the Lennard–Jones potential decays rapidly, the
Coulombic interaction does not, thus increasing the computational load significantly.
Using computational tricks (cut-oﬀs), the interaction can be calculated only to a
certain distance, but even with large cut-oﬀ distances (2.5 nm), significant artifacts
have been obtained [180]. Alternative algorithms, such as Ewald methods [181, 182],
are implemented to address this problem.
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3.1.6 Fine-Tuning Simulations: Ensembles and Periodic Bound-
ary Conditions
Although the basics of MD is really simple (see Section 3.1), many corrections are
needed to include further properties to the system and to mimic the real biological
environment. A direct use of MD leads to the microcanonical ensemble (NVE
ensemble), where the number of particles, the system volume, and the energy of the
system are kept constant. However, NpT (isothermal-isobaric) or NVT (canonical
ensemble) ensembles are often applied as they are more realistic and typically used
in experiments. The simulated systems presented in this work are conducted in the
NpT ensemble. To achieve this, the temperature and the pressure are treated using
a thermostat and a barostat, respectively.
The velocities and the kinetic energy of the particles in an MD simulation can be












where Nf is the number of degrees of freedom. From Eq. (3.11), the temperature







A simple way to keep the temperature constant is to use the so-called weak coupling
scheme by Berendsen [183]. In this scheme, the reference temperature T0 is achieved







Although the Berendsen scheme is eﬃcient in stabilizing the temperature of the
system, it does not generate any thermodynamic ensemble correctly as it suppresses
the fluctuations of the kinetic energy. To this end, more sophisticated methods, such
as the Nosé–Hoover [184, 185] and velocity rescaling [186] thermostats are utilized.
For more details and comparison of other thermostats, see e.g. Ref. [187].
Analogous to temperature coupling, diﬀerent coupling schemes exist for the pressure
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control. The Berendsen coupling scheme [183] scales the simulation box size and
consequently the atom coordinates, leading to exponential decay towards the reference
pressure. The Berendsen barostat is often used to equilibrate the simulation system.
Nevertheless, it does not yield the correct NpT ensemble, and therefore, more
sophisticated barostats, such as Parrinello–Rahman [188, 189] can be used. The
pressure coupling is usually implemented isotropically (scaled in all directions by the
same amount), semi-isotropically (x and y dimensions scaled by the same amount,
z independently), or anisotropically (all directions scaled independently). The
semi-isotropic coupling is often used for systems containing lipid bilayers.
To oﬀer a realistic environment for the studied system, simulation of, e.g., a membrane
and water in an infinite vacuum is not an optimal idea. For this, finite simulation
boxes could be used, but then the question is, how to deal with the box boundaries?
There are several ways to treat the boundaries. The most common in biomolecular
systems is to use the periodic boundary conditions (PBCs). With PBCs, the
simulation box is replicated infinitely by its translational copies, meaning that if a
particle goes through one side of the box, it comes back to the same box from the
other side.
3.2 Atomistic vs. Coarse-Grained Models
MD simulations can be used to simulate physical point-like particles. In biomolecular
systems, molecular models of diﬀerent levels (resolutions) are used. As the basis of
all phenomena in living systems originates from chemical and mechanical processes
on an atomic level, atomistic models are commonly used in the field. Nevertheless,
for certain large-scale phenomena, atomistic models are too costly to be conducted.
Therefore, also more coarse models are designed to reach longer times and larger
length scales.
In all-atom (AA) models, simulation particles represent individual atoms. Parameters
of the particles, such as mass and partial charge, reflect reality and the interactions
between particles can be adopted from experiments. As atomistic models have the
ability to describe, e.g., inter and intra hydrogen bonding, they are often used in
studies where atomistic details are important for the studied phenomena. Especially
in many systems comprised of transmembrane proteins embedded in lipid bilayers,
AA models are the method of choice. A typical simulation system including a
transmembrane protein, 100-1,000 lipids, and solvent (water and ions) results in
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a system of 100,000–1,000,000 atoms. In a representative case, these systems are
simulated for a few microseconds and they are repeated a couple of times (see e.g.,
Ref. [127]).
Although computing power has increased and modeling software have been optimized
heavily during the past decades, one of the main issues in biological science is still
the length-scale and time-scale gap between theoretical and experimental methods.
One way to overcome this issue is to systematically reduce the number of degrees of
freedom representing a system of interest. This is called coarse-graining (CG) [150].
In CG systems, a group of atoms is considered as a single particle, called bead (or
pseudo-atom), and atomistic details are taken eﬀectively into account in the bead
parameters. Such averaging reduces the computational cost because of two main
reasons. First, the number of particles decreases substantially. As the number of
non-bonded interactions increases by the square of interacting sites, the number of
calculated interactions decreases by orders of magnitude when converting from AA
to CG (depending on the CG model) and the achieved benefit in computational
cost is significant. Second, when the smallest particles are removed from the system,
the finest interaction details (fastest motions) in the system get slower, the particle-
particle interactions become softer, and therefore longer time-steps can be used in
the integration process. Consequently, with the same computational resources, CG
models can oﬀer a substantial increase in the time and length scales compared to
the corresponding AA system.
One of the simplest ways to use coarse-graining is to include all the hydrogen atoms
in the heavy atoms. For instance, in hydrocarbons (CH, CH2, and CH3) the number
of interaction sites decreases by a factor of 2–3, depending on the saturation state.
In this level of coarse-graining, the model describes the underlying molecular unit by
a single particle (see, e.g., the Berger lipid model [190]). Models derived in this way
are commonly called united-atom (UA) force fields.
Perhaps the most commonly used coarse-grained model in biomolecular systems is
the MARTINI force field. It is parametrized mainly based on density, solubility,
and diﬀusion rates of water/oil systems [191]. The resulting model is based on a
four-to-one mapping, meaning that each particle (often called a bead) represents on
average four heavy atoms. Special cases, such as ring-like structures, require finer
description to capture adequate chemical specificity. MARTINI has four types of
particles: charged, polar, non-polar, and apolar. Each particle type has a number of
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subtypes, allowing one to describe more accurately the underlying atomic structure
(such as the degree of polarity) [192]. Currently, MARTINI contains parameters for
proteins [172, 193], lipids [192], nucleic acids [194], and carbohydrates [195], and it
is also compatible with a polarizable water model [196]. Additionally, MARTINI
simulations can be conducted with implicit solvent (so-called dry MARTINI) [197].
Depending on the system composition, a time step of 20–40 fs is typically used
(in comparison to a 2 fs time step used with AA models). Notably, due to the
coarse-graining process, phenomena in simulations speed up and, for instance, the
diﬀusion rate of water is approximately 4 times higher in MARTINI simulations
compared to the experimental diﬀusion rate of water [191].
The smaller computational load in coarse-grained models comes with a cost, as the
atomic details are lost and certain properties, such as hydrogen bonds, can not be seen.
Therefore, quite often in a novel research project, the same system is simulated using
a coarse-grained model in combination with the corresponding atomistic model. Also
in this work, the so-called multiscale approach was used, i.e., the unpublished work
was first simulated using the MARTINI model to reach proper protein binding with
longer time scales, and then fine-grained and further simulated with a fully atomistic
description to see the details of the binding event. As the multiscale approach is
of interest, practical tools, such as MARTINI insane [198] and backward [199],
have been developed to help to do the conversion from atomistic to coarse-grained
resolution and vice versa.
3.3 Analysis Tools
In this work, a vast set of analysis tools have been utilized. Here, I only describe the
methods that are not trivial but play an essential role in this Thesis.
3.3.1 Hydrogen Bonds
Hydrogen bonds are quantum mechanical in nature [200]. Because the MD method
follows the rules of classical mechanics, the analysis of hydrogen bonds in this
context needs clarification. When analyzing the number of hydrogen bonds from
classical simulations, diﬀerent geometrical criteria can be used (see, e.g. Ref. [201]).
Typically, a distance cut-oﬀ in the range of 3–4 Å for the acceptor-donor distance is
used, resulting from the position of the first minimum of the donor-acceptor distance
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distribution (3.4 Å for oxygen-oxygen distance in water [201]). Moreover, a maximum
value of 20–30  for the acceptor-donor-hydrogen triplet angle (zero meaning that
hydrogen is between the donor and acceptor atoms) is applied. This criterion is also
observed from the angle distribution function, and in a previous study for water was
found to be 30  [201]. In some cases, also acceptor-hydrogen-acceptor angle criteria
could be used, but the angle distribution is rather flat and gets all the values from
zero to 180 , and is therefore not adapted [201].
Here, the number of hydrogen bonds was calculated using the GROMACS tool
gmx hbond. In the calculation, the default GROMACS parameters of 30  and
0.35 nm for angle and distance were used, respectively. When both criteria are
satisfied, the contact is considered to describe a hydrogen bond. In the calculations,
all the OH and NH groups are considered as donors, and N and O atoms as acceptors.
3.3.2 Solvent Accessible Surface Area
The surface area of a molecule can be calculated in several ways. For a single
particle, the area of a sphere is simply A = 4⇡r2, where r is the radius of the sphere.
For example, the van der Waals radius rvdW can be used as the radius r. For a
many-body system, the analytical solution can be derived, but it needs extensive
and sophisticated programming and is thus not often used [202]. Instead, numerical
methods are commonly utilized by using either cylindrical slices, cube composition,
or point distributions on atomic spheres.
In this work, we have used the solvent accessible surface area (SASA) [202] method
to calculate the surface of a molecule or group of molecules. In the algorithm, a
spherical solvent probe with a radius of 0.14 nm is set in contact with a solute atom,
whose radius corresponds to its van der Waals radius rvdW. The probe is sampled
around the studied solvent molecule without penetrating to its atoms [202]. In the
unpublished results for the solvent group, the membrane and the protein are selected,
whereas for the calculation group only the protein is picked. In this way, the area
of the protein that is accessible to water is computed. Further, subtracting this
value from the total surface area of the protein, the area covering the membrane is
determined. Similarly, in Articles II and III, the surface calculation is done for lipid
headgroups by selecting the whole membrane as a solute and the lipid headgroups as
the calculation group.
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3.3.3 Order Parameter
One way to define the degree of orientation among molecules is to employ so-called
order parameter. In this context, it shows how strongly the orientations of selected
molecules are aligned in the same direction. The order parameter calculation of this
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where ✓z is the angle between the z-axis of the simulation box and the selected
vector. For lipid acyl chains, the vector is defined between the positions of carbon
atoms Cn 1 and Cn+1. The brackets correspond to taking an average over time and
molecules. The minimum Sz value ( 12) represents the perpendicular orientation, a
value of one refers to fully aligned vectors, and a value of zero represents the case
where the vectors are randomly aligned. Deuterium order parameter (SCD) provides
essentially the same information with diﬀerent minimum and maximum values. From
simulations, SCD can be calculated by using formula 3.14 and defining the angle ✓z
between z-axis of the simulation box and the C–H vectors of the lipid acyl chains.
If this order parameter was used to consider changes in phase behavior, an abrupt
change in the order parameter would be observed when the membrane changed
its phase, e.g., from the low-temperature gel phase to the high-temperature fluid
phase. Nevertheless, even if the phase of the membrane would not change, SCD
would increase gradually as the order of the acyl chains along the membrane normal
increased. Moreover, the deuterium order parameter for lipid acyl chains is highly
useful because it can be obtained from the quadrupolar splitting of the NMR spectrum.




4. OVERVIEW OF THE SYSTEMS STUDIED
IN THIS WORK
In this Chapter, the details of the simulation systems explored in the Thesis are
presented. The main components (lipids, proteins etc.) are listed, their preparation
is described, and all the force fields and other important parameters are characterized.
Because the last piece of the Thesis project has not been submitted for publication
yet, a detailed description of the models used in this study is also provided below.
4.1 Article I
In the first case study (Article I), atomistic MD simulations were performed to show
how a single phosphatidylinositol 4,5-bisphosphate (PI(4,5)P2) lipid receptor plays a
role in the first steps of integrin activation. Here, ↵IIb 3 integrin was embedded into
1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) and DOPC/PI(4,5)P2 (9:1) bilayers.
Furthermore, an N-terminal FERM domain of a well-known integrin activator talin [2,
3] was added to the systems. To get more details about the talin binding, two versions
of the protein were prepared; the first consisted of four talin FERM domains (F0–F3),
and the second one of two FERM domains (domains F2–F3). In addition, systems
without talin (integrin embedded in the membrane with PI(4,5)P2) were simulated
as a reference.
Short talin version (F2–F3) was prepared using the PDB ID 1MK7 [204] crystal
structure and the other two talin domains (F0–F1) using PDB IDs 3IVF [205] and
2KMA [206]. Transmembrane domains of ↵IIb 3 integrin were prepared using
PDB IDs 2K9J [135], 2KNC [207], and 2KV9 [208]. Furthermore, the contacts
between talin and integrin were modeled using structures of PDB IDs 1MK7 [204]
and 3G9W [209]. All the protein models were prepared using the Modeller [210]
software, whereas the lipid bilayers were built using in-house scripts.
To describe the potential energy functions, the OPLS all-atom (OPLS-AA) [165]
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force field was applied to the proteins. For lipids, a lipid-refined version of the
OPLS all-atom force field was employed [166]. For water, the OPLS-AA compatible
TIP3P [211] model was utilized. Simulations were carried out at constant pressure
(1 bar) and temperature (310 K). The pressure and temperature were controlled by
the Parrinello-Rahman [188] and velocity rescaling (v-rescale) [186] methods with
time constants of 1 ps and 0.1 ps, respectively. The integration time step was set to
2 fs, and simulations were simulated for 500 ns and 750 ns for the systems with and
without talin, respectively. The last 300 ns of each system was used for the analysis.
4.2 Article II
In Article II, the diﬀerences between the natural and the BODIPY-labeled GM1 gan-
glioside were studied in diﬀerent lipid environments using atomistic MD simulations.
Related simulation studies of free probes (dyes) gauging membrane properties overall,
and probes attached to lipids, thereby investigating single-molecule behavior, have
been done quite extensively [212, 213, 214, 215]. However, to the best of the author’s
knowledge, there are no previous simulation studies focusing on labeled GM1. This
is quite surprising, since GM1 is an exceptionally important lipid due to its role,
for instance, as a receptor for cholera toxin, and therefore as a raft marker [4]. The
challenge is to resolve how native (non-labeled) GM1 and BODIPY-labeled GM1
(bdGM1) behave in lipid membranes, how they bind to cholera toxin, and how in
these contexts the properties of native and labeled GM1 diﬀer from each other.
For this purpose, two membranes, identical to the lipid bilayers used in the exper-
iments done by our collaborator, were prepared using the method for embedding
proteins into bilayers introduced by Javanainen [216], and in-house scripts to im-
plement the method. First, a membrane consisting of DOPC and GM1 (220/40)
was assembled to mimic a lipid bilayer in the liquid-disordered (Ld) phase. Second,
a membrane containing N-stearoyl-D-erythro-sphingosylphosphorylcholine (SSM),
cholesterol, and GM1 (220/220/40) was prepared to mimic a lipid bilayer in the
liquid-ordered (Lo) phase. Further, additional lipid bilayers (4 in total) were prepared
with the same lipid compositions, but instead of GM1, the BODIPY-GM1 was used.
All the four membranes were simulated with and without cholera toxin B-pentamer
(CTxB, protein data bank (PDB) ID: 1RF2 [217]), which is a peripheral protein and
a well-known GM1 marker. Moreover, to compare with a previous study [126] (for
details, see Section 5.2), an extra membrane without sphingolipid (DOPC/Chol/GM1,
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220/220/40) was prepared. Finally, all the systems were solvated with water and
140 mM sodium chloride (NaCl) salt.
All the simulations were performed at a constant pressure (1 bar) and temperature
(298 K) using the Parrinello-Rahman [188] barostat and the v-rescale [186] thermostat,
respectively. The OPLS all-atom force field [165] was used to parametrize all the
molecules. For water, the TIP3P [211] model was used. The BODIPY label was
parameterized based on the standard OPLS all-atom force field (LJ parameters and
bond, angle, and dihedral potentials), and the partial charges were calculated by the
authors. Geometry optimization for the BODIPY molecule was carried out by using
density functional theory (DFT) with the B3LYP [218] functional and the 6-31G*
basis set. All the QM calculations were done by using the Gaussian 09 program [219],
and the ChelpG [220] routine was used to derive the partial charges.
4.3 Article III
In the third case study (Article III), atomistic MD simulations were conducted to
study the eﬀect of calcium ions on PI(4,5)P2 receptors in lipid bilayers. To this end, a
lipid bilayer consisting of 230 POPC and 26 PI(4,5)P2 molecules was generated using
CHARMM-GUI [221, 222]. The system was solvated in water and 150 mM potassium
chloride (KCl) salt. Moreover, to neutralize the system, three diﬀerent ions were
used: Ca2+, Mg2+, and K+. Following this procedure, simulated systems contained
a calcium (and magnesium) concentration of approximately 220 mM. Systems with
Mg2+ and K+ are used as control systems for the simulation with calcium.
Due to the rather inaccurate description of divalent ions in classical models, three
diﬀerent atomistic force fields were considered to simulate the same systems. First,
similarly to previous studies (Articles I and II), the OPLS all-atom [211] force
field with additional refined lipid parameters [166] was used. Second, a standard
CHARMM36 lipid force field [162] was employed. Finally, to consider the electronic
polarization eﬀects of charged groups, we utilized the recently developed electronic
continuum correction with rescaling (ECCR) that dampens the unrealistically high
ion pairing that is common in nonpolarizable force fields [223]. In practice, the
partial charges of all the ions and PI(4,5)P2 phosphate groups were scaled by a factor
of 0.75. The ECCR correction was done for the Ca2+ and K+ in OPLS-AA systems.
All the simulations were performed under constant pressure (1 bar) and temperature
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(310 K). The pressure was coupled using the Parrinello–Rahmen barostat [188] and the
temperature with the Nosé–Hoover thermostat [184, 185]. For water, the TIP3P [211]
and TIP3PS [224] water models were used for OPLS-AA and CHARMM36, respec-
tively. The TIP3PS water model is based on the TIP3P model [211], with the
addition of the Lennard–Jones interactions also applied on the hydrogen atoms. For
the integration of the equations of motion, a time step of 2 fs was used and all the
systems (8 in total) were simulated for 1 µs. The first 400 ns was considered as
equilibration and the last 600 ns were used for the analysis.
4.4 Results to be Published
In the manuscript that is currently being prepared and will be later submitted for
publication, the eﬀect of cholesterol on PI(4,5)P2 molecular presentation and ligand
binding was studied. To this end, four PI(4,5)P2 (18:0, 20:4) lipid bilayers with
various cholesterol concentrations were considered. All the membranes were prepared
using CHARMM-GUI [221, 222]. Each system was solvated by 50 water molecules
per lipid, and potassium ions were used as counterions to neutralize the systems.
Using CHARMM-GUI output files, the systems were energy-minimized and then
equilibrated by removing implied restraints in a stepwise manner. All the systems
were simulated for 1 µs. The first 400 ns was considered as an equilibrium time and
the rest was used for analysis.
To study how protein recognition changes upon cholesterol enrichment, additional
simulations were performed in a multiscale manner, i.e. by combining atomistic
and coarse-grained models. Using this technique, we can simulate larger systems
with long simulation times, but still reach atomistic resolution. Here, we started our
study by using the coarse-grained (CG) MARTINI model [192]. First, cholesterol-free
and cholesterol-rich bilayers were prepared using the CHARMM-GUI MARTINI
Bilayer Maker [221, 225]. The equilibrium protocol proposed by the CHARMM-GUI
output files was used. The systems were energy-minimized and then equilibrated
by removing implied restraints in a stepwise manner. Next, the canonical PI(4,5)P2
sensor, here the pleckstrin homology (PH) domain of PLC  1 (PDB ID: 1MAI, [226]),
was introduced to the systems. The protein model for the MARTINI force field was
built using martinize.py (available in http://cgmartini.nl). The PLC  1-PH
domain was placed in a random position into the bulk water, with a limitation to
keep the minimum distance between the protein and the membrane at 1 nm. The
protein was oriented so that the canonical binding site [226] was pointing towards
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the membrane. After protein insertion, water was added to the systems and sodium
ions were used as counter-ions to neutralize the scheme. Finally, the systems were
equilibrated for 2.5 ns using restraints for the protein prior to the production runs.
Three replicas were made for both 0 mol% and 35 mol% membrane systems.
In order to improve sampling and get more quantitative observations of the protein
binding, the umbrella sampling method [227] was utilized. In essence, using the
umbrella sampling method, one can calculate the free-energy profile for a protein
binding. To this end, one replica from each system (0 mol% and 35 mol% cholesterol)
was randomly chosen and a structure close to the end of 4 µs of the simulations
was taken. The selected structures present the protein-bound state of the system.
Next, the protein was pulled out from the membrane surface. External force along
the membrane normal was applied to the protein towards the bulk water in one
run, and towards the membrane interior in the second run. From the two runs, 31
configurations were extracted to act as initial structures for the umbrella sampling
simulations. Initial structures were selected so that the distance between the center of
the mass (COM) of the protein and the COM of the membrane varied systematically
using a 0.1 nm interval in the range of 3–6 nm. The same procedure was repeated for
cholesterol-free and cholesterol-rich membrane systems. The cholesterol-free systems
were simulated for 400 ns and the cholesterol-rich systems for 500 ns so that the free
energy profiles converged. For the free energy profile calculation, the last 100 ns of
the umbrella windows were used.
To see the atomistic details of the protein binding, the same structures that were
chosen to represent the protein-bound state were fine-grained to atomistic resolution
using the Backward [199] tool available in http://cgmartini.nl. Because
the atomistic systems require more computational resources to simulate the same
molecules compared to the coarse-grained models, we reduced the system size before
starting the atomistic production runs. Prior to fine-graining, large CG systems
were shrunk by removing lipids that were away from the protein. The system size
was cut down so that the number of lipids was identical to the atomistic membrane
systems without the protein that was simulated earlier. Also, the water and ions
close to the removed lipids were deleted. After fine-graining, the original crystal
structure of the PLC  1-PH-domain (PDB ID: 1MAI, [226]) was fitted on top of
the fine-grained protein structure to avoid possible mistakes in the fine-graining
procedure and to have the correct protein structure as an initial condition for the
atomistic system. In addition to the fine-grained CG systems where the protein is
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bound to the lipid bilayer in the initial state, three additional repeats (for both 0
mol% and 35 mol% cholesterol systems) with the protein in bulk water were prepared.
The initial structures for the lipid bilayers were taken from the membrane simulations
by choosing the membrane structures at 400 ns, 700 ns, and 1000 ns, one for each
replica. Furthermore, the protein (PDB ID: 1MAI) was placed into the water phase,
at least 1 nm away from the membrane surface. Finally, the systems were solvated
with water, and potassium ions were added to neutralize the systems. Prior to the
1 µs production run, the systems were equilibrated for 10 ns using restraints on the
protein backbone. The last 600 ns of all the five replicas (both 0 mol% and 35 mol%
cholesterol) was used for analysis.
4.4.1 CHARMM36 (AT) Parameters
For all the atomistic simulations in this project, the CHARMM36 force field [161,
162] was employed. The GROMACS format force field files were downloaded from the
MacKerell Lab Homepage, available in http://mackerell.umaryland.edu.
For water, the TIP3PS water model [224] was used. The temperature was maintained
at 310 K using the Nosé–Hoover thermostat [185, 228] and the protein, the membrane,
and the solvent were coupled separately with a time constant of 1 ps. The pressure was
coupled semi-isotropically to 1 bar in the plane of the membrane and perpendicular
to it using the Parrinello–Rahman barostat [188]. The coupling constant and
membrane compressibilities were set to 5 ps and 4.5⇥10 5 bar 1, respectively. The
leap-frog algorithm was used to integrate the equations of motion, a time step of
2 fs was employed, and all the trajectories were stored every 100 ps. The neighbor
list for non-bonded interactions was updated every 20 steps using the buﬀered
Verlet method [229]. Electrostatic interactions were evaluated utilizing the smooth
particle-mesh Ewald (PME) algorithm [230] with a real space cut-oﬀ of 1.2 nm. The
Lennard–Jones potential was smoothly switched oﬀ at 10–12 Å by a force-based
switching function [231]. All the covalent bonds involving hydrogen atoms were
constrained using the LINCS algorithm [159, 232].
4.4.2 MARTINI (CG) Parameters
All the lipid bilayers that were simulated using coarse-grained models in this study
were prepared using the CHARMM-GUI MARTINI Bilayer Maker [221, 225]. The
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membranes were energy-minimized and equilibrated using the CHARMM-GUI output
files. For the production run with the presence of the protein, the following force field
files from the MARTINI web page (http://cgmartini.nl) were downloaded:
martini_v2.2.itp, martini_v2.0_lipids_all_201506.itp,
martini_v2.0_solvents.itp, and martini_v2.0_ions.itp. Topology
file for the PLC  1-PH-domain was generated using martinize.py (available in
http://cgmartini.nl). To preserve the protein tertiary structure, an elastic
network was applied to the protein beads with a force constant of 500 kJmol .
Similarly to the atomistic systems, all the CG simulations were performed in the
isothermal-isobaric (NpT) ensemble (310 K and 1 bar). The temperature was
coupled separately for the membrane, solvent, and the protein using the v-rescale
thermostat [186] with a time constant of 0.1 ps. The pressure was maintained
semi-isotropically using the Berendsen barostat [183] with a relaxation time constant
of 5 ps. Lennard-Jones interactions were shifted to zero at 9–12 Å and electrostatic
interactions to zero between 0–12 Å. The neighbor list was updated every 10 steps
with a radius of 1.4 nm. The time step of 10 fs was used, coordinates were saved every
1 ns, and the periodic boundary conditions were employed in all three dimensions.
In the umbrella sampling simulations, the parameters mentioned above were used
and an additional external umbrella force with a force constant of 1000 kJmol was
applied between the COM of the protein and the COM of the membrane. To
prevent unwanted membrane bending, a cylinder geometry for the external force was
employed with a radius of 3.5 nm.
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5. RESULTS AND DISCUSSION
In this Chapter, the results from Articles I – III are discussed. Moreover, additional
results to complement those presented in Article III are discussed in more detail in
Section 5.4. The focus in this Chapter is on the results from MD simulations, however
also some essential experimental results from the original papers are reviewed.
5.1 Article I: PI(4,5)P2–Talin Complex Initiating Integrin Ac-
tivation
The members of the integrin family have a remarkable ability to transmit signals in
both directions across the cell membrane [131], thus being crucial for several vital
cellular activities, including proliferation, survival, and gene expression [1]. These
proteins are heterodimeric transmembrane receptors composed of ↵- and  -subunits.
The activation of the protein has been shown to change the conformation of the
integrin complex [133]. In its folded inactive state, the intracellular portions of ↵-
and  -subdomains lie close together and adhere to one another. In the active state,
this contact is broken and both the transmembrane and the intracellular portions
of the ↵- and  -subdomains stay apart. Moreover, the inactive conformation is the
passively adopted integrin receptor’s default state [136] that is shifted towards the
activated state upon recruitment of activating proteins, such as talin (inside-out
activator) [2, 3]. Notably, PI(4,5)P2 receptors have been observed to enhance talin
binding to membranes [137, 138] and further to influence talin–integrin binding [139,
140]. Nevertheless, the details of the integrin activation and the role of lipids in the
process are largely unknown.
Integrin ↵- and  -subunit transmembrane helices are characterized to be stabilized
by the inner membrane clasp (IMC) and the outer membrane clasp (OMC) [134,
135]. The IMC is formed between the conserved GFFKR motif of the ↵IIb domain
and the hydrophobic residues Trp715 and Ile719 of the  3 unit, together with the
salt bridge between Arg995 ↵IIb and Asp723  3. The OMC is between Gly708 in
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 3 and the G972xxxG976 motif in ↵IIb and is located away from the cytoplasm. In
a previous study by Hughes et al. [233], specific mutations of the residues in IMC
and OMC resulted in perturbed interactions of the integrin transmembrane helices
and further led to a continuously active integrin.
The main focus of this study was to study how talin and PI(4,5)P2 aﬀect the integrin
properties. To this end, three diﬀerent systems were prepared (for system details,
see Section 4.1). In the first system, ↵IIb 3 integrin was embedded into a lipid
bilayer containing PI(4,5)P2 and talin was placed to the water phase. As a reference,
the second system lacked talin, and in the third case a pure DOPC bilayer without
PI(4,5)P2 was used. From these systems, the stability of the salt bridge in the IMC
and the distance between the transmembrane helices was measured to recognize early
steps of the integrin activation process.
The simulations revealed that when talin and PI(4,5)P2 are present, the salt bridge
in the IMC breaks up (Fig. 5.1A). This behavior was observed in all three replica
simulations. Nevertheless, the separation of the integrin ↵- and  -subunits was not
observed (see Fig. 5.1B). This may be due to the somewhat short simulation times
that do not allow the rearrangement of the helices to occur, or the fact that only
a part of the full-length integrin was included in the simulation model (integrin
ectodomain missing). Moreover, when talin was taken away from the system, integrin
was observed to be steady, i.e. the salt bridge remained stable during the whole course
of simulation (see Fig. 5.1C). Also, the IMC distance remained rather unchanged
(see Fig. 5.1D). Finally, in the third case where integrin and talin were present but
the anionic PI(4,5)P2 molecules were removed from the lipid bilayer, the salt bridge
broke in one out of the three systems. Still, even in this system, the separation of
transmembrane helices was not observed (see Fig. 5.1F).
During the course of the simulations, PI(4,5)P2 molecules were observed to interact
actively with the ↵IIb residue Arg995 (the component of the IMC salt bridge) in two
out of three systems in the presence of talin. Importantly, when talin was absent,
hydrogen bonds between PI(4,5)P2 and the ↵IIb residue Arg995 were not recorded
at all. Nevertheless, contacts between PI(4,5)P2 and the neighboring residue of the
salt bridge (↵IIb residue Lys994) were continuously formed. This suggests that talin
is not needed to localize PI(4,5)P2 near the Arg995-Asp723 salt bridge. However, the
binding of talin to integrin may expose the salt bridge to the attack by PI(4,5)P2.
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Figure 5.1 In the left panel (A,C,E), the distance between the salt bridge residues (Arg995
from the ↵IIb and Asp723 from the  3) as a function of time is presented. When both talin
and PI(4,5)P2 are present, the salt bridge breaks in all the systems (A), whereas without
talin (C) the salt bridge remains unbroken. Moreover, in the pure DOPC bilayers (E) the
salt bridge breaks in one out of the three systems. To see if this causes integrin activation
(separation of the transmembrane helices), the distance between residues Phe993 in ↵IIb
and Lys716 in  3 in the IMC was measured for all the systems studied (B,D,F). A clear
correlation between the salt bridge breakage and the separation of helices was not observed.
In panels (C,D) red and brown depict replicas of the system without talin, whereas in panels
(A,B,E,F) red and brown illustrate replicas of the systems with two FERM domains (F2–F3).
Moreover, dark red represents systems with four talin FERM domains (F0–F3). In the most
right column, the initial structure of each system is shown. Color coding is as follows: red,
PI(4,5)P2; white, integrin; brown, talin (F0–F3 domains shown). The lipids are drawn as
licorice model and the protein with a transparent surface on top the secondary structure.
Location of the salt bridge is marked with transparent brown circles on top of the snapshots
in the right column. Figure adapted from Ref. [234].
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Although the transmembrane helices remained attached to each other in all the
systems, PI(4,5)P2 together with talin seems to facilitate the break up of the salt
bridge. The salt bridge has been shown to be crucial for the integrin stability, and
once the salt bridge is broken, integrin activation can take place [233, 235, 236]. Also,
new insights into talin binding to PI(4,5)P2 enriched lipid bilayers was given in this
study, but these results are not discussed here (for details, see Article I).
5.2 Article II: Synthetic Modifications Alter the Binding Prop-
erties of GM1
Cellular plasma membranes are laterally heterogeneous, featuring a variety of distinct
subcompartments that diﬀer in their biophysical properties and composition. These
lipid-induced membrane domains are responsible for functional compartmentalization
of cellular traﬃcking and signaling activities in a wide variety of cellular contexts [60,
237]. One of the lipid types present in the domains are glycosphingolipids (GSLs) [58].
GSLs participate in a wide range of biological processes, such as recognition of
hormones, cell growth/diﬀerentiation, and cell-cell interaction [238, 239, 240]. Among
the many glycosphingolipids, GM1 is used as a default lipid marker for the nanoscopic
cholesterol/sphingomyelin enriched, liquid-ordered (Lo) membrane domains [4, 240,
241, 242, 243]. These nanodomains are often referred to as “membrane rafts” [58],
opposing the liquid-disordered (Ld) membrane environment.
To be able to explore membrane nanostructures visually, in experiments small
molecules (lipids and proteins) are often labeled with fluorescent tags. The physico-
chemical properties of lipids (e.g. hydrophobicity, molecular shape, and planarity)
determine their both collective and individual behavior in membranes. Thus, the
addition of bulky tags may drastically aﬀect native lipid behavior [244]. For example,
GM1 detection by cholera toxin (CT) is a well-established tool for monitoring the Lo
membrane domains. Nevertheless, the acyl chain-BODIPY labeled GM1 (bdGM1)
is bound to cholera toxin beta-subunit (CTxB) exclusively in the Ld phase in giant
unilamellar vesicles (GUVs) and giant plasma membrane vesicles (GPMVs) [4, 243].
Consequently, these fluorescent analog lipids are not identical to the native GM1
regarding their biochemical and biophysical behavior.
Cholera toxin has been discovered to bind to GM1-containing lipid membranes and
to induce local membrane curvature (radius of 36 nm) [245, 246]. In this study, the
molecular basis of the cholera toxin beta-subunit binding to GM1 and bdGM1 was
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unraveled through atomistic MD simulations complemented by experiments done by
our collaborator. For the MD simulations, two membranes were prepared (for the
system details, see Section 4.2), one mimicking the liquid-ordered (Lo) and the other
the liquid-disordered phase. Furthermore, the bilayers were enriched with either the
native GM1 or its fluorescent analog (the acyl chain-BODIPY labeled GM1). These
bilayers were simulated as such, as well as in the presence of CTxB.
First, the headgroup exposure to the water phase was analyzed by calculating the
solvent accessible surface area (SASA) of the GM1 and bdGM1 molecules. While
SASA for the native GM1 was similar in both systems, for bdGM1 a pronounced
change of ⇠0.43 nm2 per molecule was observed between the Ld and Lo phases (see
Fig. 5.2A), indicating higher exposure of the headgroup to water in the Ld phase. To
understand the origin of the discovered change, the orientation of the GM1 headgroup
was monitored by calculating angles between the membrane normal and the selected
vectors of the GM1 headgroup: forefinger, thumb, and wrist (vectors illustrated in
Fig. 5.2B). The GM1 forefinger was observed to have a tilted orientation towards
the membrane, while the wrist and the thumb were found to point more towards
the water phase. Although the angle distributions were somewhat similar regardless
of the lipid environment and the presence of the BODIPY label, a few interesting
features can be highlighted. First, the BODIPY label oriented the wrist part more
towards the water phase (by ⇠5 ) compared to the native GM1. Second, while the
thumb tilted towards water in Ld for bdGM1 when compared to the native GM1, it
tilted towards the membrane in the Lo phase. These diﬀerences are quite minor but
evident and may explain the preferential CTxB binding of bdGM1 in the Ld phase in
the phase separated systems [4]. Importantly, in the previous study by Lingwood et
al. [126], cholesterol was found to tilt the headgroup of GM1 towards the membrane,
which we did not observe with the present Ld and Lo membranes. To address this
diﬀerence, we replaced SSM in the Lo phase by DOPC and simulated the revised
system. Interestingly, a significant tilt of the GM1 headgroup towards the membrane
was observed, in agreement with the previous study [126], thus showing that the
eﬀect of cholesterol on GM1 orientation depends largely on the lipid pool hosting it.
Next, the availability of the GM1 headgroup for CTxB binding was studied. The
number of hydrogen bonds between GM1 molecules and CTxB was used as a correlate
to the binding aﬃnity. Regardless of the GM1 structure (native or labeled), binding
to the Ld phase was recognized to be more prominent based on the higher number of
hydrogen bonds compared to the Lo phase (see Fig. 5.3C). However, this is not in
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Figure 5.2 (A) Solvent accessible surface area (SASA) calculated for all the simulated
systems. Each replica is shown as a transparent line. In case of bdGM1 (on the right), SASA
clearly decreases when moving from the Ld to the Lo phase, meaning higher exposure of the
GM1 headgroup to water in the Ld phase. (B) Angle distribution of the three vectors defined
in the GM1 headgroup (vectors presented in each plot as a subfigure). Headgroup orientation
remains similar in all the simulated systems, regardless of the membrane environment (Ld or
Lo phase) or the presence of the BODIPY tag. The “wrist” vector slightly tilts (⇠5 ) towards
the water phase when GM1 is labeled. This happens both in the Ld and Lo environments.
(C) Figure showing the angle between the membrane normal and a selected vector. Here,
“thumb” vector is highlighted as red arrow, showing the orientation approximately at the peak
of the angle distribution curve (B). Figure adapted from Ref. [247].
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agreement with the previous knowledge that CTxB is used as a lipid raft (Lo phase)
marker. To reveal the enigma, CTxB binding was also measured experimentally
(see Article II) using synthetic liposomes. The equilibrium binding aﬃnities were
discovered to be similar in all the four systems, in agreement with the MD results.
Still, an evident decrease in the maximum binding aﬃnity for the BODIPY labeled
GM1 was detected compared to the native GM1 vesicles both in Ld and Lo. The
diﬀerence was significant, especially in the vesicles mimicking the Lo phase (⇠35–40%),




























Figure 5.3 Snapshots of the end structure of the (A) Ld and (B) Lo systems. The CTxB
is shown as a gray transparent surface on top of a gray secondary structure. Cholesterol is
colored as red, DOPC in brown, SSM in yellow, and GM1 in orange. In (C) the average
number of hydrogen bonds between CTxB and GM1 is shown. The mean values are calculated
by averaging over all the three replicas and from each replica, the last 700 ns is used for
calculation. The error shown is the standard error. Figure adapted from Ref. [247].
As the CTxB binding to the studied Ld and Lo phases remains merely unchanged,
and the molecular details of GM1 receptors in the studied bilayers are not changing
dramatically, the following question arises: how CTxB recognizes the native GM1 in
Lo, and bdGM1 in the Ld phase, in the phase separated systems? Some other factors
that change in the headgroup presentation must be involved, such as ganglioside
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oligomerization (also proposed by Shi et al. [248]) or the GM1 phase partitioning.
This needs further research, but the key result of this study is that even if the
BODIPY label does not strongly aﬀect the GM1 headgroup presentation or ligand
binding, the used acyl-chain labeling can change molecules’ functional properties
significantly. Thus, great care needs to be taken when interpreting data from studies
where fluorescent labels are used.
5.3 Article III: Calcium Regulating PI(4,5)P2 Presentation
Intracellular calcium ions (Ca2+) have diverse roles in cellular functioning, including
cell proliferation, cell cycle control, gene expression, autophagy, and cell death [249,
250]. One controlling mechanism for adjusting the calcium levels inside the cell is
caused by phospholipase C (PLC) that binds to PI(4,5)P2 in the plasma membrane
and hydrolyzes it to water-soluble inositol 1,4,5-trisphosphate (IP3) and diacylglycerol
(DAG). Further, IP3 induces the Ca2+ release from the endoplasmic reticulum and
thus increases the calcium concentration in the cytosol [6].
PI(4,5)P2 lipid receptor is enriched in the cytoplasmic (inner) leaflet of the plasma
membrane [251, 252] and is there, among the other negatively charged lipids, continu-
ously exposed to divalent ions. Ca2+ is proposed to cause acyl chain thickening of the
PI(4,5)P2 molecules [253], and that upon interactions between Ca2+ on PI(4,5)P2,
they partially dehydrate each other and further cause electron density to increase
in the lipid headgroup region [254]. While the overall eﬀects of Ca2+ on PI(4,5)P2
have been studied extensively, the interactions between Ca2+ and PI(4,5)P2 at the
molecular level remain unclear.
In Article III, we unraveled the functional and structural consequences of the interplay
between Ca2+ and PI(4,5)P2 through MD simulations bridged to experiments. For
the MD simulations, systems of a lipid bilayer with various salts were prepared (for
details, see Section 4.3). Systems were repeated with diﬀerent force fields, all giving
(at least qualitatively) similar results. Here, only the results from one force field
(here CHARMM36) are presented.
Even the visual comparison of the systems with and without Ca2+ revealed a striking
diﬀerence between the two systems: PI(4,5)P2 headgroup is more tilted towards
the membrane in the presence of Ca2+. To quantitatively determine the tilting, the
angle between the membrane normal and the C1–C4 carbon atoms of the PI(4,5)P2
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was monitored (see Fig. 5.4A). The mean value of the angle for the Ca2+ system
was 69  and for the system without divalent ions 36 , suggesting a strong tilting
of the PI(4,5)P2 headgroup towards a membrane caused by the calcium ions. As a
reference, another divalent ion present in the cytosol, Mg2+, was found to induce a
mean tilt angle of 49 , showing milder tilting towards the membrane compared to
Ca2+. The angle data were complemented by mass density profiles (see Fig. 5.4B)
that show the movement of the PI(4,5)P2 headgroups away from the water towards
the membrane, when Ca2+ is present. Again, Mg2+ also caused penetration of the
PI(4,5)P2 headgroup to the membrane interior, but not as deeply as Ca2+ did.





































Figure 5.4 (A) Angle distributions of the angle between the PI(4,5)P2 headgroup (vector
illustrated in the subfigure) and the bilayer normal for the system with calcium in brown,
magnesium in red, and without divalent ions in dark red. Simulation time 400–1000 ns was
used for analysis. From the distributions, the PI(4,5)P2 headgroup tilting can be clearly
seen when Ca2+ is present. (B) Density profiles of phosphorus atoms at position four in the
inositol ring (P4) and carbonyl oxygens atoms of the PI(4,5)P2 molecule. The same coloring
scheme is used as in (A), and the dashed line shows the carbonyl oxygens, whereas the solid
line represents the P4 phosphorus atoms. From the density profiles, the total movement of
the PI(4,5)P2 headgroups towards the membrane center can be clearly seen. Figure adapted
from Ref. [255].
Next, the ion binding to PI(4,5)P2 was analyzed in more detail by calculating the
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radial distribution function of ions using five diﬀerent reference points selected from
the PI(4,5)P2 molecule: i–ii) phosphorus atoms in the positions 4 (P4) and 5 (P5)
of the inositol ring, iii) the phosphorus in the backbone phosphate (P1), and iv–v)
the carbonyl oxygens of both acyl chains (C=Osn 1, C=Osn 2). From the radial
distribution profiles (see Fig. 5.5) one can clearly see that Ca2+ binds mostly to
the phosphate groups at positions 4 and 5, but it also penetrates deeper into the
lipid bilayer interacting with the carbonyl groups. The presence of calcium ions
was also observed to correlate with other membrane properties, including increasing
acyl chain order, slower headgroup rotation, and decreased area per lipid (data not
shown). Importantly, using protein–lipid binding assays, the PLC binding to the
PI(4,5)P2 containing liposomes was observed. Nevertheless, when calcium was added,
the binding was almost fully inhibited. Also, PLC was not observed to bind to the
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Figure 5.5 Radial distribution function (RDF) between calcium (left column) or magnesium
(right column), and each PI(4,5)P2 phosphorus atoms (top row) or the carbonyl oxygens
(bottom row). Only the results based on the CHARMM36 force field are shown here, as the
results of the other force fields are in good agreement with the present results (see Article III).
Figure adapted from Ref. [255].
Altogether, these findings indicate that calcium has the ability to switch PI(4,5)P2
conformational states that can further serve as a potential cellular mechanism for
receptor recognition. Thus, the results present an undiscovered role and mechanism
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of Ca2+ in cellular signaling. The results are in good agreement with the experiments
done by our collaborators. Also, in the previous study by Seo et al. [256], the eﬀect
of Mg2+ was observed to be weaker than the one induced by Ca2+ for diﬀerent PLCs,
suggesting that the divalent ions bind to PI(4,5)P2 with diﬀerent binding aﬃnities.
5.4 Cholesterol Plays a Fundamental Role in PI(4,5)P2 recog-
nition
PI(4,5)P2 is the most abundant phosphoinositide and is concentrated in the plasma
membrane. However, PI(4,5)P2 is also found in other cell compartments, such as
Golgi (reviewed in [7, 8]). Interestingly, it has been shown that certain PI(4,5)P2
binding ligands recognize their receptor only in the plasma membrane [9]. How the
binding is regulated, remains unclear.
Membrane cholesterol concentration increases along the secretory pathway [10, 11]
and is highest in the plasma membrane [10, 11]. In the present work, we studied in
atomic detail how cholesterol aﬀects the PI(4,5)P2 binding properties. The employed
atomistic MD simulations were bridged to experiments through collaborators.
5.4.1 High Cholesterol Concentration Makes Lipid Headgroups
More Exposed to Water without Changing Headgroup
Orientation
To study the membrane properties in atomistic detail, MD simulations were em-
ployed for membranes with various cholesterol concentrations (for system details,
see Section 4.4). In brief, all the simulated atomistic (AT) membranes contained
232 POPC and 24 PI(4,5)P2 molecules. Depending on the system, 0, 28, 64, or 138
cholesterol molecules were added to the membranes to explore them systematically
with various cholesterol concentrations from 0 to 35 mol%.
In the acyl chain region, the eﬀect of cholesterol was clearly seen as increasing order in
POPC sn-1 carbons, when the cholesterol concentration was increased (see Fig. 5.6A).
Moreover, to see the change(s) in the POPC headgroup presentation, the angle be-
tween the membrane normal and a vector characterizing the orientation of the POPC
headgroup was calculated (see Fig. 5.6B). Interestingly, the tilt angle distribution
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Figure 5.6 (A) Acyl chain order parameter of the POPC sn-1 chain for atomistic 0
mol% Chol/10 mol% Chol/20 mol% Chol/35 mol% Chol systems. Order parameter is
higher for the membranes with high cholesterol concentration, thus showing the ordering
eﬀect of cholesterol. Tilt angle distribution of (B) the POPC headgroup, (C) the PI(4,5)P2
headgroup, and (D) cholesterol. Angle is measured between the membrane normal and the
vector shown in the subfigures. The headgroup orientation of neither POPC nor PI(4,5)P2
is aﬀected by cholesterol. Nevertheless, the tilt angle distribution of cholesterol is shifted
towards smaller angles when increasing cholesterol concentration, thus showing more strict
orientation of the cholesterol molecules in cholesterol-rich membranes.
of POPC was found to be essentially independent of cholesterol concentration. A
similar finding was made for the headgroup orientation of PI(4,5)P2 (see Fig. 5.6C),
whereas cholesterol molecules oriented more strongly along the membrane normal in a
cholesterol-rich bilayer (see Fig. 5.6D). Although the POPC and PI(4,5)P2 headgroup
orientation is not aﬀected by cholesterol, the exposure of the lipid headgroup can be
switched, eventually leading to altered access for water and ligands.
To analyze the behavior of the lipid headgroups in more detail, hydrogen bonds
between water and the lipid molecules (and their components) were calculated (see
Fig. 5.7A,B). At lower cholesterol concentrations (0, 10, and 20 mol%) the number
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of hydrogen bonds between water and lipids (PI(4,5)P2 and POPC) was observed to
be rather similar. However, at 35 mol%, the number of hydrogen bonds increased
significantly for both lipids, thus indicating the lipids to be more exposed at high
cholesterol concentrations. This result is supported by the solvent accessible surface
area (SASA) data depicted in Fig. 5.7A,B, which shows a clear change at high
cholesterol concentrations.
To further quantify the changes in the lipid bilayers of various cholesterol concentra-
tions, the same analysis (number of hydrogen bonds and SASA) was done by dividing
PI(4,5)P2 and POPC molecules into four components; head, phosphate (PO4), car-
bonyl, and tail regions (see Table 5.1). While the acyl chain region gets more compact
in the cholesterol-rich membranes (in agreement with the order parameter data),
the headgroup and the phosphate were found to have more interactions with water,
thus demonstrating a more exposed headgroup presentation. Furthermore, although
the carbonyl region has higher SASA and more contacts with water in the case of
35 mol% cholesterol, the number of hydrogen bonds stayed similar, or even decreased,
especially with POPC. This may be due to the more packed environment of the acyl
chains so that the water molecules do not have enough space to orient properly to
form hydrogen bonds with the carbonyl oxygens. Further, the increased number of
hydrogen bonds between water and cholesterol molecules and between the carbonyl
groups and cholesterol may also disturb the hydrogen bonds from water to the
carbonyl groups. Moreover, the deeper penetration of water can be seen as a tiny
shift in the density profile of water towards the membrane interior (see Fig. 5.7C).
To conclude, the results show that although the lipid headgroup orientation is largely
independent of the amount of cholesterol, with high cholesterol concentrations lipid
headgroups are more exposed to water, thus supporting the idea of higher hydration
in the headgroup, phosphate (PO4), and carbonyl regions.
5.4.2 Coarse-Grained Simulations Highlight PLC  1-PH Bind-
ing to Be Rapid, and to Favor Cholesterol-Rich Mem-
branes
To study the binding properties of the PLC  1-PH-domain to the PI(4,5)P2 containing
membranes in cholesterol-free and cholesterol-rich environments, we performed MD
simulations in a multiscale manner (see Section 4.4). In all the systems, the protein
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POPC C=O 0 mol% Chol
POPC C=O 35 mol% Chol
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Figure 5.7 Number of hydrogen bonds (red) between water and (A) PI(4,5)P2 or (B)
POPC as a function of cholesterol concentration. The number given here is per lipid. In the
same graph, the solvent accessible surfaces area (SASA, brown) per lipid is shown. While
the number of hydrogen bonds and SASA are roughly constant or decrease slightly with low
cholesterol concentrations (up to 20 mol%), there is a significant increase in both quantities
at high cholesterol concentration (35 mol%). A more detailed analysis (see Table 5.1), reveals
that it is the headgroup and the phosphate groups that form more hydrogen bonds, and also
the carbonyl region is observed to be more exposed to water in the cholesterol-rich membrane.
(C) Density profiles (calculated symmetrically for the bilayer) for the simulated atomistic
membranes. The distance is measured along the membrane normal and the zero position
is set on the POPC carbonyl oxygens. The negative distance is towards the membrane
interior and the positive distance towards the bulk water. Water penetrates deeper into the
cholesterol-rich membrane (35 mol% cholesterol) as the density of the membrane decreases
in the headgroup region when increasing cholesterol concentration.
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Table 5.1 Number of hydrogen bonds per molecule between water and diﬀerent components
of the membrane. The first 400 ns of the simulation is considered as equilibrium time.
Standard error for all the values is smaller than 0.05 and therefore not shown.
Chol concentration
Component 0 mol% 10 mol% 20 mol% 35 mol%
PI(4,5)P2 25.7 25.8 25.8 26.1
POPC 7.0 7.0 7.0 7.1
Chol - 1.6 1.6 1.7
PI(4,5)P2 head 19.5 19.5 19.6 19.7
PI(4,5)P2 PO4 4.3 4.3 4.3 4.5
PI(4,5)P2 carbonyl 1.9 1.9 1.9 1.9
PI(4,5)P2 chain - - - -
POPC head - - - -
POPC PO4 5.3 5.3 5.3 5.3
POPC carbonyl 1.8 1.8 1.7 1.8
POPC chain - - - -
was observed to bind to the membrane during the first 300 ns of the simulation.
Moreover, in all the systems a single PI(4,5)P2 molecule was found to attach to the
PLC  1-PH-domain’s PI(4,5)P2 canonical binding site, which is expressed in the
crystal structure [226] and also presented in other studies, such as in silico studies
by Yamamoto et al. [257]. Thus, the present results are in good agreement with the
previous studies. Once PI(4,5)P2 found the canonical binding site, it did not leave
the binding site during the course of the simulations.
To quantify how strong the protein binding is, the free energy of binding was
calculated using the umbrella sampling method [227]. When the potential was set to
zero in bulk water, the free energy minima for protein binding were obtained to be
-76.6 kJ/mol and -87.6 kJ/mol for cholesterol concentrations of 0 and 35 mol%, in
respective order (see Fig. 5.8). Furthermore, the position of the free energy minimum
was obtained to shift (from 3.65 to 3.35 nm) towards the bilayer center in case of a
cholesterol-rich membrane, demonstrating that PLC  1-PH penetrates deeper into
the lipid bilayer with high cholesterol concentrations.
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Figure 5.8 The free energy profile for PLC  1-PH binding along the membrane normal.
The cholesterol-rich membrane presents a deeper free energy minimum, thus supporting the
idea of stronger membrane binding with increasing cholesterol concentration.
5.4.3 PLC Binding Is Enhanced by Interactions with Lipid
Phosphate-Groups in Cholesterol-Rich Membranes
To understand the diﬀerence in protein binding, five atomistic replicas for each
membrane using the CHARMM36 [161, 162] force field were simulated. As a result,
PLC  1-PH was found to remain bound to the membrane in all the fine-grained
systems. In the systems where the protein was placed into bulk water, the protein
bound quickly (in the first 300 ns) to the membrane surface, independent of the
cholesterol concentration.
The probability to have a contact with a membrane, described separately for each
protein residue, is depicted in Fig. 5.9. It reveals that the residues involved in the
binding are similar in cholesterol-poor and cholesterol-rich systems. This suggests that
the orientation of the membrane-bound PLC  1-PH is not dependent on cholesterol
concentration. Moreover, the PI(4,5)P2 canonical binding site found in the  1/ 2
loop is occupied almost all the time in both systems (see Fig. 5.9). As reported in
the paper by Yamamoto et al. [257], in addition to the canonical PI(4,5)P2 binding
site, the PLC  1-PH domain has strong interactions with PI(4,5)P2 also with the
 3/ 4 loop that is next to the canonical binding site (see Fig. 5.9). Further, also the
↵2 unit that has been found to be involved in protein binding in previous solid-state
NMR studies [258, 259] formed contacts with the simulated membranes almost all the
time during the course of the simulations (the region illustrated in blue in Fig. 5.9).
Although all the protein residues forming contacts in the cholesterol-free membrane
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are also involved in the protein binding to the cholesterol-rich membrane, the residues
27 and 111 have a higher probability to make contacts with the membrane whose
cholesterol concentration is high. Interestingly, these residues are next to each other
(see Fig. 5.9). This suggests that there is a new binding mode (a slightly tilted
protein orientation) in membranes with a high cholesterol concentration. Notably,
the residues in the canonical binding site ( 1/ 2 loop) and in the  3/ 4 loop are
still involved in the binding.





















































Figure 5.9 (A) Probability to have a contact with a membrane as a function of the PLC
 1-PH residue number. Brown and red lines show the probability to have a contact with
cholesterol-free and cholesterol-rich membranes, respectively. Average values are calculated
using the data over a period of 400–1000 ns of all the five replicas, and the error bars
given are standard errors. The known PI(4,5)P2 canonical binding site ( 1/ 2 loop) is
highlighted in gray. The other proposed PI(4,5)P2 binding site for PLC  1-PH ( 3/ 4 loop)
is highlighted in red, and the ↵2-helix is highlighted in blue. (B) Illustrative picture of PLC
 1-PH showing the positions of the highlighted residues with transparent surfaces. The two
residues (27 and 111) that have more contacts with a cholesterol-rich membrane are shown
as dark-red van der Waals spheres. Moreover, the inositol ring presented in the crystal
structure (pdb ID: 1MAI, [226]) is shown in licorice using the standard coloring scheme.
The number of hydrogen bonds between PLC  1-PH and the membrane was observed
to be 22.6 and 25.3 in cholesterol-free and cholesterol-rich membranes, respectively
(see Table. 5.2). The diﬀerence of 2.7 hydrogen bonds, favoring binding in membranes
with high cholesterol concentration is in good agreement with the CG free energy
results, as well as with the binding assay experiments done by our collaborator (data
not shown). Interestingly, although the PLC  1-PH is a known PI(4,5)P2 lipid sensor,
the increased number of H-bonds in a cholesterol-rich membrane was formed mainly
by POPC (63%). Moreover, when the lipids were divided into four components
(see Table 5.2) and hydrogen bonds between the protein and lipid components were
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analyzed, the phosphate group region (PO4 from both PI(4,5)P2 and POPC) was
found to form 2.37 hydrogen bonds more in the cholesterol-rich membrane, thus
corresponding to 88% of the total change.
Table 5.2 Number of hydrogen bonds between PLC  1-PH and each component of the
membrane. Notably, the number of hydrogen bonds increases by 2.7 bonds from a cholesterol-
free to a cholesterol-rich membrane and is mainly due to the POPC and PI(4,5)P2 backbone
phosphate groups (88% of the total change). The values given are calculated over all the
5 replicas, using the simulation time 400-1000 ns for analysis. Error shown is standard
error.
Component 0 mol% Chol 35 mol% Chol
Membrane 22.56 ± 0.78 25.27 ± 1.10
PI(4,5)P2 19.22 ± 0.77 20.03 ± 1.36
POPC 3.34 ± 0.64 5.05 ± 1.11
Chol - 0.18 ± 0.06
PI(4,5)P2 head 18.68 ± 0.59 18.68 ± 1.45
PI(4,5)P2 backbone PO4 0.52 ± 0.20 1.30 ± 0.68
PI(4,5)P2 carbonyl 0.02 ± 0.01 0.05 ± 0.03
PI(4,5)P2 acyl chains 0 0
POPC head 0 0
POPC PO4 3.18 ± 0.63 4.77 ± 1.04
POPC carbonyl 0.17 ± 0.02 0.28 ± 0.09
POPC acyl chains 0 0
5.4.4 Conclusions
To conclude, in CG umbrella sampling simulations it was shown that the free
energy of binding of PLC  1-PH to the membrane is about 10 kJ/mol stronger
in cholesterol-rich membranes in comparison to cholesterol-free bilayers. In the
fine-grained atomistic systems, it was shown that the diﬀerence in the free energy
of binding is coupled to an increase of 2.7 hydrogen bonds between the lipids and
the protein. Interestingly, it is not only PI(4,5)P2 that forms more hydrogen bonds
with its lipid sensor PLC  1-PH, but also POPC. The role of POPC is even more
significant in cholesterol-free membranes. Although most of the hydrogen bonds
between the protein and the membrane are formed with the PI(4,5)P2 inositol group,
the largest contribution to the observed increase in the number of hydrogen bonds
in cholesterol-rich membranes in comparison to cholesterol-free bilayers comes from
the phosphate (PO4) group in both PI(4,5)P2 and POPC. Moreover, although some
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hydrogen bonds were formed between the protein and the carbonyl groups of the
lipids, their number is minor compared to the headgroup and PO4 components. The
larger ability to form hydrogen bonds between PLC  1-PH and cholesterol-rich bilayer
is attributed to the looser packing in the membrane headgroup region. Essentially
this leads to more exposed lipid headgroups, deeper penetration of PLC  1-PH, and
a stronger protein binding to the cholesterol-rich membrane.
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6. CONCLUSIONS
The structure and the dynamical properties of lipid receptors are challenging to study
using experimental methods. This is primarily due to the small size and the dynamic
nature of lipid molecules. Molecular dynamics simulations can oﬀer added value
to biomolecular experiments by providing atomic-scale explanations for phenomena
unreachable by experiments. In this Thesis, MD simulations were employed to study
specific lipid–protein interactions and properties of two lipid receptors, GM1 and
PI(4,5)P2.
First, the joint action of PI(4,5)P2 and talin in integrin activation was demonstrated.
In the presence of talin, integrin stability was impaired by hindering the salt bridge
in the inner membrane clasp of the transmembrane receptor. Importantly, PI(4,5)P2
alone was not observed to interfere with integrin stability. Instead, the presence
of talin was also required for PI(4,5)P2 molecules to interact directly with the salt
bridge and to eventually break it.
GM1 is a default lipid marker for nanoscale liquid-ordered membrane domains [4,
240, 241, 242, 243]. Nevertheless, in the previous study by Sezgin et al. [4], CTxB
was found to bind to GM1 exclusively in the liquid-disordered phase of the phase
separated system, when the acyl chain-BODIPY labeled analog of GM1 was used. Our
objective was to study the molecular details leading to the aforementioned behavior
of (bd)GM1 and cholera toxin. Through atomistic simulations, the conformation of
the GM1 headgroup was observed to be similar, regardless of the lipid environment or
the presence of the fluorescent label. This was further complemented by experimental
measurements that showed similar binding aﬃnities of CTxB to the vesicles mimicking
Ld and Lo phases. This leads us to conclude that other properties than structural
changes, such as clustering and partitioning, play a major role in the binding of
CTxB. Nevertheless, the properties of GM1 and bdGM1 were clearly diﬀerent from
each other.
Concerning the natural compounds present in eukaryotic cells, the eﬀects of Ca2+ and
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cholesterol were explored in lipid bilayers with PI(4,5)P2. Here, we showed in atomic
detail the switched conformation of the PI(4,5)P2 headgroup controlled by Ca2+ ions,
eventually leading to the inhibited PI(4,5)P2 ligand binding. Importantly, these
results oﬀer molecular details for the negative feedback loop in cell signaling. Without
calcium, PLC binds to PI(4,5)P2, leading to a release of Ca2+ to the cytosol. Again,
the increased calcium concentration tilts the PI(4,5)P2 headgroup and consequently
inhibits new PLC ligand binding. On the other hand, the presence of cholesterol was
found to enhance PLC binding to PI(4,5)P2 membranes by increasing the exposure
of the phosphate region of lipids to water. Because cholesterol concentration in the
plasma membrane is high, these results oﬀer one explanation for the question of why
certain proteins bind to PI(4,5)P2 only in the plasma membrane but not in the other
cell compartments. These results indicate the sensitive nature of lipid receptors and
reveal new insights on the cell signaling regulatory machinery.
To summarize, three key take-home messages can be concluded from the results
presented in this Thesis. First, the usage of fluorescent probes in experimental studies
can be complicated. The attachment of BODIPY to a GM1 acyl chain can alter
functional properties of the GM1 receptor even without significantly changing the
lipid orientation. Hence, great care needs to be taken when designing and interpreting
results from fluorescent studies. Second, lipid receptors can be extremely sensitive.
For instance, PI(4,5)P2 that is present in the inner plasma membrane was found
to switch its conformation based on the varying cytosolic Ca2+ concentration, also
aﬀecting the ligand binding. Third, molecular dynamics simulations have proven to be
a useful tool to study biomolecular systems and to complement related experimental
findings.
Several ideas for further studies arise from the results. First, the partitioning of
GM1 (or bdGM1) to diﬀerent phases was not studied by atomic-level simulations.
This task is challenging but doable. Notably, in phase separated systems the part of
the membrane mimicking the liquid-ordered phase is problematic due to slow lipid
diﬀusion that calls for long simulation times to sample the lipid movements adequately.
Next, the eﬀect of enhanced receptor binding to cholesterol-rich membranes raises a
question of the role of lipid acyl chains. Cholesterol aﬀects the acyl chain region, e.g.,
by increasing acyl chain order, and therefore diﬀerent lipid chains could potentially
alter the cholesterol-induced eﬀects. This topic remains elusive and requires further
investigation. Finally, while using various parameter sets for biomolecular simulations,
the development of the force fields is of particular importance. Continually increasing
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computer capacity allows longer simulations and larger system sizes, and therefore
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ABSTRACT: Integrins are major players in cell adhesion and
migration, and malfunctions in controlling their activity are
associated with various diseases. Nevertheless, the details of
integrin activation are not completely understood, and the role
of lipids in the process is largely unknown. Herein, we show
using atomistic molecular dynamics simulations that the
interplay of phosphatidylinositol 4,5-bisphosphate (PIP2)
and talin may directly alter the conformation of integrin
αIIbβ3. Our results provide a new perspective on the role of
PIP2 in integrin activation and indicate that the charged PIP2
lipid headgroup can perturb a clasp at the cytoplasmic face of
the integrin heterodimer.
1. INTRODUCTION
Multicellular organisms provide well-deﬁned and tightly
controlled mechanisms for cell−cell and cell−extracellular
matrix interactions. The group of receptors called integrins
plays a central role in these mechanisms. Integrins and integrin-
mediated processes are essential for normal cell functions such
as signaling, cell migration, adhesion to the local extracellular
environment, and leukocyte function. Moreover, integrins play
a role in cancer progression and metastasis, and certain tumor
types have been found to exhibit higher levels of speciﬁc
integrins. This makes the integrin-associated signal complex an
important spot for cancer therapy development.1
Integrins are heterodimeric transmembrane receptors that in
mammals are composed of 18 diﬀerent α and 8 β subunits.2,3
These proteins respond to both extracellular (outside-in) and
intracellular (inside-out) stimuli, connect the extracellular
matrix to the cytoskeleton, and pass signals across the plasma
membrane in both directions.3 This requires a properly
controlled integrin activation mechanism that involves
conformational changes within the integrin heterodimer. In
the case of the inside-out signaling, the changes eventually lead
to an extended integrin conformation with a high aﬃnity for
extracellular ligands.2,4 Proper control of integrin activation and
thus cellular communication with the external environment is
crucial for many physiologically relevant processes. Perturba-
tion of this equilibrium can lead to constitutive activation of the
integrin5 and result in bleeding disorders.3,6−8
Talin, a 2541-residue-long cytoplasmic protein,9−11 is one of
the triggers that binds to integrin and activates it (inside-out) in
the ﬁrst stages of cell attachment.12,13 Importantly, the
conformational changes induced by talin in the transmembrane
part of the integrin αβ complex are crucial for the inside-out
activation process.14 More speciﬁcally, the N-terminal FERM
domain of talin binds to the NPxY motif of the integrin β tail,
induces a reorganization of the integrin heterodimer, and
contributes to integrin activation.11,15−18 Attachment of talin to
a membrane is enhanced by a lipid known as phosphatidyli-
nositol 4,5-bisphosphate (PIP2),19,20 which can enforce talin to
undergo conformational changes that expose the integrin β-tail
binding site in its head domain.11,21−23
The role of PIP2 in integrin activation is intriguing given that
PIP2 is a major phosphoinositide of the inner plasma
membrane.24,25 Moreover, talin itself binds and activates
phosphatidylinositol phosphate kinase type Iγ26,27 and may
thereby regulate the local concentration of PIP2 in the
membrane. PIP2 is able to regulate many important cellular
processes including vesicular traﬃcking, platelet activation, and
organization of the cytoskeleton,28−30 and it may control
several steps in focal adhesion.19,20,31 PIP2 can also aﬀect
protein conformation,32−35 target cytoplasmic proteins to the
membrane, and stabilize protein oligomers.31,36
In this article, we focus on clarifying the importance of lipid
membrane composition in the conformational modulation of
integrins. In particular, we focus on the role of PIP2 in the
Received: July 6, 2015
Revised: August 21, 2015
Published: August 26, 2015
Article
pubs.acs.org/JPCB
© 2015 American Chemical Society 12381 DOI: 10.1021/acs.jpcb.5b06457
J. Phys. Chem. B 2015, 119, 12381−12389
complex integrin activation process. Despite very well
documented earlier studies that showed the role of talin−
PIP2 interactions in the integrin activation,19,22 and the fact
that single lipid species have recently been found to regulate the
conformation and function of several membrane proteins,37−39
it is striking that the eﬀects of direct integrin−PIP2 interactions
have not received attention until now.
Here, by using extensive atomistic molecular dynamics (MD)
simulations, we show that PIP2 can interfere with the integrin
heterodimer and therefore have implications for the integrin
activation process. We discuss the possible joint action of PIP2
with talin, and deﬁne regions in all talin head subdomains F0−
F3 that are able to interact with phosphatidylcholine and PIP2
lipids in the studied membranes. Altogether, our results give
new insight into integrin−talin interactions with an emphasis
on PIP2 and its role in integrin activation.
2. MATERIALS AND METHODS
2.1. Molecular Modeling of the Integrin−Talin
Complex. Short and long versions of the mouse talin-1 head
domain were prepared using Modeler v 9.9 and 9.10,
respectively.40 The crystal structure of talin-1 subdomains
F2−F3 in a complex with β3-integrin (PDB ID: 1MK7)15 was
used as a template for the short talins containing the residues
209−400. Missing residues were added to the talin-1 head
domain structure (PDB ID: 3IVF)41 using the NMR structure
of the talin head subdomains F0−F1 (PDB ID: 2KMA)42 to
yield a talin-1 head domain with the residues 2−398 (Δ139−
168). Talin−integrin contacts were modeled using two talin−
integrin structures (PDB IDs: 1MK715 and 3G9W).43 The
transmembrane domains of the integrin αβ dimer and the free
β3 tail were modeled using NMR structures of the αIIbβ3
integrin as templates (PDB IDs: 2K9J,44 2KNC,45 and
2KV946).
2.2. Atomistic Molecular Dynamics Simulations.
Extensive atomistic molecular dynamics simulations were
performed for the integrin αIIbβ3 and the integrin−talin
complex together with a lipid bilayer comprising either pure
1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) or a 9:1
molar mixture of DOPC and phosphatidylinositol-4,5-bi-
sphosphate (PIP2) (Figure S1; see Supporting Information
(SI)). We simulated systems of the integrin heterodimer
consisting of transmembrane and cytoplasmic domains of
αIIbβ3 in a complex with talin. Talin was present in two
diﬀerent conﬁgurations (either with the talin head domain
(F0−F3) or with a fragment of talin head (F2−F3)), and for
the purpose of having controls, systems consisting of the
integrin heterodimer without talin were also studied. All these
conﬁgurations, except for integrin without talin, were simulated
in both membrane compositions. Some of the simulations were
repeated for improved sampling. This resulted in a total of eight
simulated systems (Table 1), each of which was simulated for
500 or 750 ns, altogether generating 4.5 μs of simulation
results. The simulations were performed at a physiological salt
concentration of 150 mM KCl. Counter ions were included to
neutralize the total charge of the system. To control that the
simulations are long enough, we calculated the mean square
displacement of the center of mass of lipid molecules in the
membrane plane (Figure S2; SI). The data obtained indicate
that during the simulation time lipids diﬀuse on average 4−5
nm, which is 5−6 times the diameter of the lipids in the
membrane plane.
The OPLS all-atom force ﬁeld was used to describe the
interactions for all molecules except for lipids.47 For lipids, a
compatible lipid-reﬁned version of the OPLS all-atom force
ﬁeld was applied.48,49 For water, the TIP3P model that is
compatible with the OPLS parametrization was employed.50
The system setup used in this study is identical to that
employed in previous simulations of lipid bilayers with the
OPLS all-atom parametrization by the authors.51,52 Periodic
boundary conditions with the minimum image convention were
employed in all three dimensions. The length of each hydrogen
atom covalent bond was preserved by the LINCS algorithm.53
The integration time step was set to 2 fs and the simulations
were carried out at constant pressure (1 bar) and temperature
(310 K). The temperature and pressure were controlled by the
v-rescale and Parrinello−Rahman methods, respectively.54,55
The temperatures of the solute and solvent were coupled
separately. For pressure, a semi-isotropic scaling was employed.
The Lennard-Jones interactions were cut oﬀ at 1.0 nm. For
electrostatic interactions, the particle mesh Ewald method was
employed with a real space cutoﬀ of 1.0 nm, B-spline
interpolation (6th order), and a direct sum tolerance of
10−6.56 The simulations were performed with the GROMACS
4.5.5 simulation package.57
3. RESULTS AND DISCUSSION
3.1. PIP2 Acting on the Integrin Dimer Can Break the
Arg995-Asp723 Salt Bridge. The transmembrane domain of
integrin possesses two interaction interfaces that stabilize the
inactive conformation of the dimer.14 One is formed between
the highly conserved (GFFKR) motif of αIIb integrin and the
hydrophobic residues Trp715 and Ile719 of β3 integrin within
the membrane core, stabilized by a cytoplasmic salt bridge
between Arg995 in αIIb and Asp723 in β3 integrin. These
interactions are referred to as the inner membrane clasp (IMC).
Table 1. Composition of the Simulated Systemsa
system integrin talin (F0−F3) talin (F2−F3) DOPC PIP2 water K+ Cl− simulation time (μs)
PIPF0−F3 1 1 - 844 96 113310 703 319 0.5
PIPF2F3−A 1 - 1 440 50 60559 365 169 0.5
PIPF2F3−B 1 - 1 440 50 60559 365 169 0.5
NO-PIPF0−F3 1 1 - 950 0 114470 320 320 0.5
NO-PIPF2F3−A 1 - 1 439 0 56631 158 162 0.5
NO-PIPF2F3−B 1 - 1 439 0 56631 158 162 0.5
PIPCONTROL−A 1 - - 420 50 56182 358 155 0.75
PIPCONTROL−B 1 - - 420 50 56182 358 155 0.75
aF0−F3 and F2−F3 correspond to the talin domains included in the systems. The abbreviation PIP refers to systems with PIP2 (and DOPC) lipids,
while NO-PIP refers to systems without PIP2 lipids. The subscripts A and B stand for two independent runs of the same system. The control
systems with PIP2 but without talin are represented by PIPCONTROL.
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Further away from the cytoplasm, the interaction of the β3
residue Gly708 with the αIIb G972xxxG976 motif establishes
the outer membrane clasp (OMC). Importantly, mutations of
residues in either of these interaction sites (IMC and OMC)
result in perturbed interactions of the transmembrane (TM)
helices that can lead to a constantly active integrin.14,44 In this
respect, our particular interest is the salt bridge Arg995-Asp723
of the IMC.
By using atomistic molecular dynamics simulations, we
investigated the interactions between PIP2 and the talin−
integrin complex. The number of hydrogen bonds between
PIP2 and each of the protein domains in the complex (integrin
αIIb, β3, and talin) are shown in Table 2. A more detailed
overview of the interactions between the integrin complex
residues and PIP2 lipids is shown in Figure 1 and Table S1 and
Table S2, where the number of contacts between the atoms of
integrin αIIb and β3 and atoms of PIP2 during the last 300 ns
of the simulations are reported. Two residues were deﬁned as
being in contact when two heavy atoms of diﬀerent molecules
were located at a distance of 0.35 nm or less. Some residues in
both αIIb and β3 integrin show a very high aﬃnity toward
PIP2. This applies to residues that are already outside the
transmembrane helix in the water phase, such as Lys994,
Arg995, and Arg997 in integrin αIIb, and His722, Arg724,
Lys725, Lys729, and Arg736 in integrin β3. Interestingly, both
from visual inspection (see Figure 2) and from the analyses of
the number of hydrogen bonds between the residue Arg995
and PIP2 in time (Table 2), one can conclude that the PIP2
headgroup can ﬁnd its way to the positively charged residue
Arg995 and establish a bond with it through negatively charged
phosphate groups. This interaction led to the breakage of the
Arg995-Asp723 salt bridge (Figure 2B−C, Figure 3), and it
took place spontaneously after less than 300 ns of the
simulation time in two out of three simulations, where PIP2
was present. It has been shown that this salt bridge is crucial for
the stability of the integrin αIIbβ3 dimer, and once it is broken,
integrin activation can take place.2,5,58 The local concentration
of PIP2 might thus translate to integrin activation.
3.2. Opening of the Arg995-Asp723 Salt Bridge
Step toward Integrin Activation? Having observed the
breakage of the Arg995-Asp723 salt bridge, we were tempted to
ask whether in the simulations, where PIP2 breaks the Arg995-
Asp723 salt bridge, one can see any signs of the initial steps of
the integrin activation process. In order to characterize the
integrin activation mechanism in more detail, we analyzed a
number of parameters suggested to be associated with the
activation process.61,62 Speciﬁcally, opening of the integrin
dimer at the IMC and OMC and tilting of the transmembrane
domain have been proposed to take place in the integrin
activation process,16,18,43−45 although recent simulation studies
are not conclusive on the mechanism of activation.61−65 We
therefore analyzed the integrin conformation by measuring the
helix−helix distance through the distance of Cα atoms of
chosen residues at the bottom and at the top of the helices
(Figure S3, Table S3), and the tilt angle of the β3-helix in
reference to the bilayer normal, representing the helix as a
vector between the center of mass of the residues at the bottom
and the corresponding center of mass of the residues at the top
of the helix (Figure S4, Table S4).
The distance between helices is expected to increase at the
IMC and OMC interfaces when the interactions are
disrupted.61 In our analyses, we assume that the distance
between the Cα atoms of the residues Val700 and Gly972
measures the stability of OMC, and similarly between Lys716
and Phe993 of IMC. Time evolutions of these distances are
shown in Figure S3, and the average values over the last 300 ns
of the simulations are depicted in Table S3. The OMC
distances remained in the same range whether or not Arg995
and Asp723 were in contact, with the exception of the system
PIPCONTROL−A. In PIPCONTROL−A, a DOPC lipid tail entered
between Val700 and Gly972 during the ﬁrst 30 ns of the
simulation, possibly suggesting that the OMC contact is not
very tight. Separation of the IMC was observed for PIPF0−F3,
but its distance remained shorter than in the system NO-
PIPF2F3−A. Therefore, we observe no clear correlation between
the existence of the Arg995-Asp723 salt bridge (Figure 3) and
the separation of the integrin transmembrane helices.
Another potential indicator of integrin activation is the tilt
angle of the integrin β3 helix, which in the nonactive state has
been shown to be ∼25° and is stabilized by the residue Lys716,
which keeps the helix in a certain orientation by snorkeling with
NH3
+ toward the phosphate headgroup region.66 Time
evolution (Figure S4) and average over the last 300 ns of the
simulations (Table S4) show that, in three of the cases, the tilt
angle is approximately 25°. In the systems NO-PIPF2F3−A and
NO-PIPF2F3−B, it is higher (33.37° and 29.43°, respectively);
while in the systems PIPF2F3−A, NO-PIPF0−F3, and
PIPCONTROL−A, it is lower (18.12°, 18.00°, and 22.22°,
respectively). However, these diﬀerences in tilt angle are
small,61,65 and it is diﬃcult to associate the changes in tilt angle
with the existence of the Arg995-Asp723 salt bridge.
Experimental and computational data have been reported to
be in favor of the view that talin-induced breakage of the
Arg995-Asp723 salt bridge is involved in integrin activation.14,64
Meanwhile, a recent simulation study questioned the paradigm
as to the separation of integrin TM helices upon activation.65
The authors speculated on the insigniﬁcance of the Arg995-
Asp723 interaction in talin-mediated integrin activation. Our
simulations indicate that this interaction can be disrupted in the
presence of ionic lipids such as PIP2, which were not present in
any of the previous MD simulation studies of integrin activation
by talin.61−65,67 The models we simulated in this work contain
only a small part of the integrin, and there are many factors
causing stress to the αIIbβ3 interface, including conformational
changes of the integrin extracellular domain and its interactions
with extracellular proteins. Overall, although we can claim the
connection between PIP2 and the initialization of inside-out
integrin activation process, the data is not suﬃcient to clarify
Table 2. Average Number of Hydrogen Bonds between











PIPF0−F3 3.50 6.28 25.30 1.68
PIPF2F3−A 3.17 4.66 17.67 3.00
PIPF2F3−B 2.85 4.53 17.46 0
PIPCONTROL−A 8.68 8.10  0
PIPCONTROL−B 11.99 4.66  0
aThe data were calculated over the last 300 ns of the simulation time,
regardless of the total simulation length. Errors are 0.2 or less. A
hydrogen bond was judged to be formed when the acceptor−donor
distance is ≤0.325 nm and the angle between the acceptor−donor
vector and the covalent bond donor−hydrogen is ≤35°.59
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Figure 1. Interactions between integrin and PIP2 lipids. Lipid contact occupancies are mapped on integrin structures in PyMOL (Schrödinger) and
presented in separate histograms for the α and β integrins. Occupancy was deﬁned as the percentage of time (during the last 300 ns of the simulation
time) when the integrin residue formed contacts with PIP2. Two residues were deﬁned as being in contact when two heavy atoms of diﬀerent
molecules were located at a distance of 0.35 nm or less. The results for PIPF2F3 and PIPCONTROL are averages over the two independent simulations
(A, B).
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the impact of the PIP2-induced breakage of the Arg995-Asp723
salt bridge on integrin activation.
3.3. Role of Talin in PIP2-Mediated Integrin Activa-
tionJoint Action of Talin and PIP2? Interactions of talin
with lipids have been shown to be an important factor in
integrin activation,19 but some of the related mechanisms are
still not clear. To shed light on this matter, in our simulations
we included diﬀerent talin conﬁgurations, containing domains
F2−F3 (residues 209−400) and F0−F3 (residues 2−398
Δ139−168), to characterize the interactions that occur between
talin and a lipid membrane. Similarly to previous analyses of the
contacts between integrin tails and PIP2, we carried out contact
and hydrogen bond analyses for talin and PIP2/DOPC
(Figures 4 and S5; Tables S5, S6).
Our data show that there are PIP2 binding spots present in
the F0 subdomain: the residues Lys15-Met17, Arg35, and
Asp55-Lys58 can bind strongly to PIP2. Subdomains F2 and F3
seem to be very well characterized regarding their aﬃnity
toward negatively charged lipids, and20 indeed, our results show
that there are regions within this area that interact very strongly
with PIP2, including the residues Glu252-Lys284, Lys318-
Arg328, Arg339, Lys343, Ile348, and Lys364. Similar regions
tend to bind to DOPC (Figure 4), which is in line with recent
studies on the talin−integrin in diﬀerent lipid bilayer
compositions.62,67 The simulated structure in our study only
contained a truncated form of the large loop in the F1 domain;
however, this truncated F1 domain loop was found to reside
near the membrane, in accordance with previous studies.42,62
An integrin activation mechanism involving a hydrophobic
membrane anchor in the F2 domain of talin was recently
predicted in a simulation study.67 One of the reportedly
membrane-inserting phenylalanines was found to reside near
the membrane in our simulations (see Phe259 and Phe280 in
Figure 4 and Table S5 and Table S6), but no anchoring by
phenylalanines was observed.
In the simulation of the system PIPF0−F3, the joint action of
talin and PIP2 was distinguished. The residues Lys322 and
Lys324 in talin F3 domain established hydrogen bond
interactions with one of the PIP2 lipids near the integrin
helices to further bring it into contact with the residue Arg995
from integrin αIIb. As a result, the important Arg995-Asp723
salt bridge was broken through an interaction between Arg995
Figure 2. Schematic picture of the simulated system and central
ﬁndings. (A) Schematic picture of the talin head domain in complex
with the integrin αIIbβ3 transmembrane and cytoplasmic domains.
Integrin αIIb (blue) and β3 (red) chains are embedded in a lipid
bilayer (gray). Talin head subdomains F3 (green), F2 (yellow), F1
(orange), and F0 (olive green) bind the cytoplasmic tail of integrin β3.
PIP2 is shown in the van der Waals (vdW) sphere representation. (B)
Snapshot of the Arg995-PIP2 contact from the simulation system
PIPF2F3−A. The PIP2 lipid interfering with the Asp723-Arg995
interaction is shown in vdW spheres, and other lipids in gray
transparent lines. (C) Snapshot of the Arg995-Asp723 salt bridge that
is broken by the PIP2−Arg995 interaction from the simulation system
PIPF0−F3. Snapshots were made using the VMD package.
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Figure 3. Presence of the Arg995-Asp723 salt bridge. The results show
the distance between the Arg995 and Asp723 charged groups. (A)
Systems with a membrane containing PIP2 and DOPC lipids. (B)
Systems with a membrane containing only DOPC. (C) Systems with a
membrane containing PIP2 and DOPC but without talin included in
the protein complex. The results shown here were smoothened using a
running average over 50 points from a single frame.
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and PIP2 lipid headgroup phosphates (see Figure 2C). In the
second case where we observed the breakage of the salt bridge
mediated by PIP2 (system PIPF2F3−A), talin was not in contact
with the PIP2 lipid (for details see Figure 2B). This raises a
question whether talin only indirectly facilitates the opening of
the IMC by bringing PIP2 lipids into contact with integrin, or
Figure 4. Interactions between talin and (A) PIP2 or (B) DOPC lipids. Lipid contact occupancies are mapped on talin structures in PyMOL
(Schrödinger), and presented in histograms. Occupancy was deﬁned as the percentage of time (during the last 300 ns of the simulation time) when
the talin residue formed contacts with a lipid. Two residues were deﬁned as being in contact when two heavy atoms of diﬀerent molecules were
located at a distance of 0.35 nm or less. The results for PIPF2F3, NO-PIPF2F3, and PIPCONTROL are averages over the two independent simulation
repeats.
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whether it has an active role in the process. In the simulations
without talin, Arg995 in integrin αIIb did not form contacts to
PIP2 lipids, yet its neighboring residue Lys994 was constantly
in contact with a PIP2 lipid (Figure 1 and Table S1). This
suggests that talin is not required for PIP2 lipids to localize near
the integrin dimer and the Arg995-Asp723 salt bridge.
However, the binding of talin to β3 integrin may expose the
Arg995-Asp723 salt bridge to an attack by PIP2.
4. CONCLUSIONS
Schematic representation of our main results is shown in Figure
5. We propose that PIP2 can have an impact on integrin
activation through interaction with talin and Arg995, in a
manner which leads to a breakage of the Arg995-Asp723 salt
bridge. Our simulations did not show other clear signs of
structural changes in the interaction between the αIIb and β3
chains after the breakdown of the ionic bond.
The integrin activation process involves multiple cytoplasmic
proteins, and it is possible that the system simulated here is too
simpliﬁed for the evaluation of further dissociation of the
integrin tails and integrin activation. Nevertheless, the fact that
experimentally it has been well established that the lack of this
salt bridge leads to integrin activation renders our consid-
erations reasonable. Moreover, we recognized other regions of
integrin involved in the interactions with PIP2 that might be of
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Driven by interactions between lipids and proteins, biological membranes display lateral
heterogeneity that manifests itself in a mosaic of liquid-ordered (Lo) or raft, and
liquid-disordered (Ld) or non-raft domains with a wide range of different properties and
compositions. In giant plasma membrane vesicles and giant unilamellar vesicles, specific
binding of Cholera Toxin (CTxB) to GM1 glycolipids is a commonly used strategy to
label raft domains or Lo membrane environments. However, these studies often use
acyl-chain labeled bodipy-GM1 (bdGM1), whose headgroup accessibility andmembrane
order or phase partitioning may differ from those of GM1, rendering the interpretation of
CTxB binding data quite problematic. To unravel the molecular basis of CTxB binding
to GM1 and bdGM1, we explored the partitioning and the headgroup presentation
of these gangliosides in the Lo and Ld phases using atomistic molecular dynamics
simulations complemented by CTxB binding experiments. The conformation of both
GM1 and bdGM1 was shown to be largely similar in the Lo and Ld phases. However,
bdGM1 showed reduction in receptor availability when reconstituted into synthetic
bilayer mixtures, highlighting that membrane phase partitioning of the gangliosides plays
a considerable role in CTxB binding. Our results suggest that the CTxB binding is
predominately modulated by the partitioning of the receptor to an appropriate membrane
phase. Further, given that the Lo and Ld partitioning of bdGM1 differs from those of GM1,
usage of bdGM1 for studying GM1 behavior in cells can lead to invalid interpretation of
experimental data.
Keywords: GM1, ganglioside, cholera toxin, membrane domains, molecular dynamics simulations, model
membranes
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INTRODUCTION
Glycosphingolipids (GSLs) are important constituents of cell
membranes, participating in a wide range of biological processes
such as recognition of hormones, function of bacterial and
viral toxins, cell growth/diﬀerentiation, and cell-cell interaction
(Karlsson, 1989; Miljan and Bremer, 2002; Ewers et al., 2009).
The key to understanding GSL function is the conformational
behavior of GSL headgroups. Molecular dynamics (MD)
simulations and structural data for the GM1 headgroup-
lectin interactions have suggested GSL headgroups to undergo
diﬀerential conformational selection (Lingwood et al., 2011;
Blaum et al., 2016). Interestingly, GSLs are often referred to
as being “cryptic,” which stems from the observation that their
recognition is regulated by the physicochemical properties of the
proximal membrane environment, such as membrane fluidity
influenced by, e.g., cholesterol concentration and protein content
(Shichijo and Alving, 1985; Lampio et al., 1986; Stewart and
Boggs, 1993; Kiarash et al., 1994; Mahfoud et al., 2010; Sezgin
et al., 2012b). These findings suggest that the conformational
landscape of the GSL headgroup is subject to various physical
factors such as spatial and electrostatic eﬀects imposed by the
headgroup’s chemical structure and its molecular interactions.
Diﬀerential ligand recognition of discrete pools of GSLs in
native membrane environments has also been suggested to
play an important role in triggering specific signaling pathways
(Haselhorst et al., 2001; Blaum et al., 2016). Therefore, it is
important to understand the molecular mechanism of how
membranes and their physicochemical properties modulate GSL
headgroup presentation and availability.
Among the many GSLs, GM1 (Figure 1A) is used as a default
lipid marker for the nanoscopic cholesterol/sphingomyelin
(Chol/SM) enriched, liquid-ordered (Lo) membrane domains
usually referred to as “membrane rafts,” opposing liquid-
disordered (Ld) environments (Harder et al., 1998; Bacia et al.,
2005; Ewers et al., 2009; Sezgin et al., 2012a,b). In cell membranes,
cell-derived giant plasma membrane vesicles (GPMVs), and
synthetic giant unilamellar vesicles (GUVs), GM1 detection by
fluorescently labeled Cholera Toxin (CTxB) is a well-established
tool for monitoring Lo membrane domains. Alternative and
more direct reporters of GM1 are fluorescent analogs such as the
acyl chain-bodipy labeled GM1 (bdGM1, Figure 1A). However,
these GM1 analogs are not identical to native GM1 in terms of
their biochemical and biophysical behavior, and it is not clear
whether the conformational distributions of GM1 and bdGM1
headgroups are alike, as they should be if bdGM1 were used to
consider CTxB binding with GM1. Further, bdGM1 is excluded
from Lo domains in GUVs, while it is equally distributed in
GPMVs (Sezgin et al., 2012a,b). Toxin binding, however, occurs
in both systems exclusively in the Ld phase, which gives rise to a
question of the importance of membrane phase in CTxB binding.
Given the importance of GM1-CTxB binding in initiation of
specific signaling pathways at cell surfaces, determination of the
principles guiding the binding of CTxB to GM1 and bdGM1 is
called for.
Here, we used extensive atomistic MD simulations supported
with CTxB binding experiments to investigate how the binding
of CTxB to its receptor (GM1, bdGM1) is modulated by the
receptor’s membrane phase partitioning. The results highlight
the importance of ganglioside partitioning in CTxB binding and
the great care needed in interpreting results based on the use of
labeled ganglioside receptors.
RESULTS
Atomistic Simulations Highlight Subtle
Differences between GM1 and bdGM1
Headgroup Conformations
CTxB is a pentameric protein with five GM1 binding sites
(Merritt et al., 1994). Therefore, geometrical compatibility
between CTxB and GM1 molecules in the plane of a membrane
is essential for eﬃcient binding (Ewers et al., 2009). Given
this, any structural modifications or GM1 reorganization in
the membrane plane could compromise the binding. This
would likely take place if a fluorophore were attached to
GM1, which is the case with bdGM1, or if the state of liquid
ordering of the surrounding lipid matrix would change, which
is the case if CTxB binding would take place in Ld instead
of Lo. To explore the consequences of these scenarios, we
performed all-atom molecular dynamics (MD) simulations
on GM1 and bdGM1 (Figure 1A) in both Lo (N-stearoyl-D-
erythro-sphingosylphosphorylcholine/cholesterol (SSM/Chol))
and Ld (1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC))
membranes. Lo membranes were composed of ∼46 mol% Chol,
∼46mol% SSM, and∼8mol%GM1 (or bdGM1). Ldmembranes
were comprised of ∼92 mol% DOPC with about 8 mol% GM1
(or bdGM1). Both Lo and Ld membranes were studied both with
and without CTxB (see Table S1, see Supplementary Information
(SI)). The key microsecond-simulations were carried out in
three replicas. Details of the simulation models, simulations, and
experimental methods and materials are discussed in SI.
First we analyzed how the GM1 headgroups are localized and
oriented. We therefore calculated the mass density profiles of
atoms from the GM1 headgroup and its components subdivided
in thumb, forefinger, and wrist subunits (Figures 1B,C and
Figures S1, S2). No significant diﬀerences between the Lo and
Ld environments were observed in the localization of the GM1
headgroups for either GM1 or bdGM1, except for a minor
shift toward the membrane core for bdGM1 in the Lo phase
(Figure 1). This eﬀect was strongest for the thumb and the
forefinger rings of the bdGM1 headgroup (Figure S2). The results
for the mass density profiles were confirmed by data for the
solvent accessible surface area (SASA), which is the molecule’s
surface area that is accessible to solvent (in this case, water) (for
the definition of SASA, see SI). SASA provides an estimate for
the exposure of the GM1 headgroup to the water phase above
the bilayer core and therefore indirectly indicates to what extent
the headgroup is oriented toward the water phase. Only for
bdGM1 a pronounced SASA change of ∼0.43 nm2 per molecule
between Ld and Lo was observed, indicating a higher exposure
of the bdGM1 headgroup in Ld (Figure 1D and Table S2). The
diﬀerence in SASA for bdGM1 was mainly caused by a change
in the orientation of the thumb region (Figure S3). Overall, these
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FIGURE 1 | Headgroup geometry of GM1 and bdGM1 in the Lo and Ld phases. (A) Snapshot of GM1 and bdGM1 taken from the atomistic MD simulations. (B)
Illustration of the vectors representing the different GM1 headgroup subunits. (C) Density profiles of atoms from GM1 headgroups in membranes that are in the Ld and
Lo phases (in systems 5–8, Table S1 without CTxB). Here, a value of zero in membrane depth corresponds to the bilayer center. The differences in the absolute
density values for the GM1 headgroups are attributed to the presence of cholesterol, which is significantly smaller than the other surrounding lipids, thus reducing the
dimensions of the simulation box in the Lo system. (D) Results for the solvent accessible surface area (SASA) calculated per molecule for GM1 and bdGM1
headgroups (see also Figure S3). In each graph, the results of three replicas are shown by means of gray transparent lines. (E) Angle distributions in Ld and Lo for the
different subunits of GM1 and bdGM1. The angle is defined with respect to the membrane normal, thus a value of zero corresponds to a situation where the vector
stands upright along membrane normal, and an angle of 90◦ describes a vector lying along the membrane surface. (D,E) are based on data with CTxB, but the results
have been computed from the leaflet not bound to CTxB.
observations may partially explain the preferential CTxB binding
of bdGM1 in the Ld phase of phase separated model membranes
(Sezgin et al., 2012b).
To quantitatively determine whether these diﬀerences stem
from altered headgroup conformations, we calculated the angles
between membrane normal and vectors of the respective GM1
headgroup components. Here, we found that for both GM1 and
bdGM1 the conformation of the headgroup is very similar—the
forefinger is tilted toward the membrane, while the thumb and
the wrist subunits are more exposed to water (Figure 1E and
Table S3)—largely regardless of the molecular structure and
membrane environment. However, while the overall changes
between the four systems are relatively small (Figure 1E and
Table S3), there are a few interesting features that may be
involved in the altered GM1-CTxB binding and thus need to be
highlighted. First, the bodipy label orients the ganglioside wrist
subunit toward the water phase by ∼5◦, and this result holds
in both lipid environments when compared to unlabeled GM1.
Second, if the bodipy marker is attached to GM1, the thumb
part of the GM1 headgroup is tilted slightly (by ∼3◦) toward the
water phase in Ld, but (by ∼2◦) toward the membrane in Lo,
which largely explains the diﬀerence observed in themass density
profile in the Lo phase (Figure 1C). The forefinger subunit of
bdGM1 is oriented slightly more toward the membrane than
the forefinger of GM1. In the case of bdGM1, this orientation
in favor of the membrane surface is larger in Ld than in Lo. In
Frontiers in Physiology | www.frontiersin.org 3 May 2017 | Volume 8 | Article 252
Rissanen et al. GM1 Binding to Cholera Toxin
the case of GM1, the forefinger in Lo tilts to some extent more
toward the membrane surface than in Ld. These diﬀerences are
not substantial but anyhow evident. Themajority of the change in
the forefinger orientation is caused by the terminal sugar residue
(β-galactose; Figure S4, and Table S4).
The results in Figure 1E suggest that the conformation of
GM1 with respect to the membrane plane is not dependent
on cholesterol. Meanwhile, recent MD simulations on
POPC/cholesterol/GM1membranes (with a ratio of 75/20/5) and
experiments are in favor of the opposite view (Lingwood et al.,
2011). We therefore explored this matter by considering the
conformation of GM1 in a DOPC/cholesterol/GM1 membrane
with∼46mol%DOPC,∼46mol% cholesterol, and about 8mol%
GM1, where the relative amounts of these lipid types match those
used in the present Lo bilayers with SSM, cholesterol, and GM1.
The results (Figure S5) show that in the DOPC/cholesterol/GM1
membrane the headgroup of GM1 is strongly tilted against the
membrane, in agreement with ref. (Lingwood et al., 2011), the
tilt angle of the GM1 headgroup in this case being much larger
than in SSM/cholesterol/GM1 membranes. Clearly, the GM1
headgroup orients in a cholesterol-dependent manner, however
the significance of cholesterol depends on the lipid pool hosting
cholesterol.
The observed conformational diﬀerences prompted us to
follow the availability of the headgroup for ligand binding. We
therefore simulated the actual binding of CTxB to both GM1
and bdGM1 in Ld and Lo environments (snapshots taken from
simulations shown in Figure 2A). As Figure 2B illustrates, the
binding of CTxB to the membranes took place rapidly in about
20-100 ns. The number of hydrogen bonds established between
the protein and the respective GM1 molecules was used as a
correlate for the binding aﬃnity (Figures 2B,C and Table S5).
For GM1, this analysis revealed a greater number of CTxB-GM1
hydrogen bonds in the Ld phase, suggesting a slight preference
for CTxB binding to the Ld phase (Figure 2C, and Tables S5).
For bdGM1, the eﬀect was similar but quite a bit weaker. These
conclusions are supported by consideration of contacts between
CTxB and GM1 (or bdGM1), (Table S6), using 0.35 nm as the
maximum distance for a contact. This analysis revealed that the
number of GM1/bdGM1 bound to CTxB was 8.9 ± 0.7 (GM1
in Ld), 6.8 ± 1.0 (GM1 in Lo), 5.6 ± 1.4 (bdGM1 in Ld), and
6.9± 0.9 (bdGM1 in Lo).
Experiments Point to Differences in
Membrane Phase Partitioning
The high specificity of CTxB binding to GM1 is commonly used
to detect the presence of raft or Lo domains in cellular and
synthetic membranes, respectively. However, based on our MD
simulation data, slightly more eﬃcient binding of CTxB to GM1
in the Ld environment is expected. One possible explanation for
the discrepancy is that CTxB would bind GM1 preferentially in
an Ld domain, but then the complex would move into an Lo
domain, as suggested previously (Bacia et al., 2005). To test this
possibility, we followed the binding of Alexa-labeled CTxB to
GM1-containing GUVs and GPMVs immediately after addition
of CTxB. In both model membranes, CTxB bound rapidly and
largely to the Lo phase without obvious initial binding to the Ld
phase (Figures 3A,B and Supplementary Movies 1, 2). Thus, it is
unlikely that the experimentally observed binding to the Lo phase
is a result of initial/stronger recognition of the GM1 molecules
in the Ld phase by CTxB and subsequent partitioning of the
GM1-CTxB complex into the Lo phase.
An alternative explanation for the observed discrepancy is
that CTxB binds its lipid receptor GM1 preferentially in Lo
FIGURE 2 | Simulation results gauging the dependence of GM1-CTxB binding on membrane environment in simulations of systems with CTxB. (A)
Snapshots of simulated membrane systems at 0 (left) and 500 ns (right) in Ld (upper) and Lo (lower) phases (Lo composition: 46 mol% Chol, 46 mol% SSM, and 8
mol% GM1 (or bdGM1); Ld composition: 92 mol% DOPC and 8 mol% GM1 (or bdGM1)). DOPC is depicted in brown, cholesterol in red, SSM in yellow, and GM1 in
orange. Water molecules are not shown for clarity. (B) Time course of the number of hydrogen bonds established between GM1 species and CTxB. Each case was
simulated three times. (C) Average number of hydrogen bonds (H bonds) established between GM1 species and CTxB between 300 and 1,000 ns. The error bar
represents the standard error.
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FIGURE 3 | Time-lapse confocal imaging of the equatorial plane of (A) phase separated GUVs (DOPC:SSM:Chol:GM1 = 40:40:20:0.1) and (B) phase
separated GPMVs prepared from RBL cells (labeled with the Ld marker Fast-DiI, red), following the addition (at time 0) and rapid binding of Alexa 488-labeled CTxB
(green) to GM1. Binding occurs right after CTxB addition in the Lo phase. Scale bar 10 µm. Experiments were done at 10◦C. Miscibility temperature for GPMVs is
around 15◦C.
domains, once coexisting Ld/Lo phases are available. In order
to selectively monitor CTxB binding to its lipid receptor in
pure Ld or Lo membrane only, we used synthetic liposomes
consisting of either DOPC (Ld) or SM/Chol (Lo) and 0.1
mol% of either GM1 or bdGM1. These liposomes were then
used as capture specimen in electrochemiluminescence ELISA
assays to quantitatively evaluate CTxB binding (Kolondra
et al., 2010; Lingwood et al., 2011). Equal GSL content in
liposomes was validated by thin-layer chromatography (TLC)
analysis (Figure S6). In all systems we observed similar
equilibrium binding aﬃnities of ∼15 nM, independent of
lipid composition or GM1 acyl bodipy modification (Figure 4,
and Table 1). However, we observed obvious diﬀerences in
Bmax (maximum binding capacity) values. In Ld liposomes,
bdGM1 showed Bmax to decrease ∼20% compared to native
GM1. In Lo domains, the decrease was ∼35–40%. In our
experimental conditions this means that less CTxB were bound
to the bdGM1 vesicles than to those containing GM1. Since
in all the studied systems the GM1 amounts were similar,
the decreased Bmax values suggest that in the respective
systems, a number of bdGM1 molecules remain hidden from
CTxB. Although these observations are consistent with the
trends predicted by atomistic MD simulations (Figures 2B,C),
there is reason to keep in mind that the headgroup angle
distribution and SASA of GM1 and bdGM1 showed only slight
diﬀerences, and therefore the results suggest that other factors,
e.g., ganglioside oligomerization may be involved (Shi et al.,
2007).
Our simulations and experimental measurements document
that, although GM1 headgroup conformation is slightly
modulated by the surrounding lipid environment, it is not the
discriminating factor for the diﬀerences in CTxB binding to
GM1 and its fluorescent analog. CTxB binding to GM1 shows
a clear preference for the Lo phase in both GUVs and GPMVs
FIGURE 4 | Representative plot showing binding of Alexa 594-labeled
CTxB to liposomes containing 0.1mol % GM1 or bdGM1.
TABLE 1 | Results for characteristics of Alexa594-labeled CTxB binding to
liposomes containing 0.1 mol% GM1 or bdGM1 (n = 3).
CTxB-Alexa594 Kd [nM] Bmax
Ld+GM1 16.56 ± 6.11 97.95% ± 1.93
Lo+GM1 15.59 ± 5.80 100%
Ld+bdGM1 13.48 ± 5.34 79.76% ± 7.23
Lo+bdGM1 14.85 ± 4.06 63.76% ± 10.52
The Bmax was normalized to the highest value in each experiment.
(Figure 3), which in respect to slight headgroup conformation
changes and comparable CTxB binding aﬃnities to these
molecules can only be explained by the enrichment of the GM1
Frontiers in Physiology | www.frontiersin.org 5 May 2017 | Volume 8 | Article 252
Rissanen et al. GM1 Binding to Cholera Toxin




Our atomistic MD simulation data confirmed that GM1
headgroup localization and geometry is sensitive to membrane
environment (Figures 1, 2). Surprisingly, the presence of the
bodipy-label at the acyl chain of GM1 caused a deeper
penetration of bdGM1 into the membrane in the Lo domains
(Figures 1C,E), demonstrated by decreased SASA and the
density distribution of the forefinger structure (Figures 1B–E
and Figures S2, S4, S5). The overall changes could thus
render the bdGM1 headgroup partially inaccessible to CTxB.
Our observations are consistent with previously reported
NMR analysis in synthetic membranes, which showed that
conformation and motional order of the complex ganglioside
headgroups is influenced by factors such as natural variation
in the glycolipid hydrocarbon chains, membrane fluidity,
temperature, or the presence of cholesterol (Barber et al., 1994;
Morrow et al., 1995; Singh et al., 1995). Interestingly, as presented
by our simulations, the observed changes in GM1 headgroup
conformation indicate a preference for CTxB binding to GM1
in the Ld environment rather than Lo (Figure 2). This result
is in line with previously published atomistic MD simulations
of GM1 in POPC or POPC/Chol membranes, which showed
that GM1 headgroup adopts a tilted conformation in the
presence of cholesterol, resulting in decreased recognition by
CTxB (Lingwood et al., 2011). However, the eﬀect of membrane
phase on CTxB-GM1 interaction was weak in the present
simulations, and this lack of a strong eﬀect was validated
experimentally by measuring binding of CTxB to synthetic
liposomes in various phases (Table 1 and Figure 4). The binding
data showed that the overall binding of CTxB to bdGM1 was
reduced in comparison to GM1 especially in the Lo liposomes
(Figure 4). Our data therefore confirm at the molecular level
that the presence of the fluorophore on the acyl chain, rather
than changing the headgroup geometry, largely excludes the
bdGM1 molecules from the Lo membrane environments, where
native GM1 molecules seemed to be enriched (Komura et al.,
2016). Therefore, CTxB binding to GM1 occurs more in the
ordered membranes, while binding to bdGM1 takes place
preferably, if not exclusively, in the disordered domains (Sezgin
et al., 2012b, 2015). The conclusion that the partitioning of
bdGM1 does not properly represent the phase partitioning of
GM1 is consistent with recent findings by Fricke and Dimova
(Fricke and Dimova, 2016) published during the review of this
paper.
Our experiments reveal that the recognition of bdGM1 by
CTxB is decreased in comparison to native GM1 (Figure 4).
Meanwhile, the MD simulations do not suggest strong structural
changes within the headgroup region of the studied GM1
molecules. Therefore, it seems evident that the observed
diﬀerences in CTxB recognition do not stem primarily from
diﬀerences in headgroup conformation but rather from other
factors such as clustering of GM1 lipids (Shi et al., 2007; Sachl
et al., 2015). Consideration of such dynamical processes based
on slow lateral diﬀusion through atom-scale MD simulations
remains to be done in future work.
Gangliosides are important receptors at the cell surface, and
the use of fluorescently labeled analogs is a common tool to study
their cellular functions (Ewers et al., 2009; Sachl et al., 2015;
Sezgin et al., 2015; Fricke andDimova, 2016; Komura et al., 2016).
However, the data presented here and in our previous work
(Sezgin et al., 2012b) reveal that the presence of the fluorophore
aﬀects the behavior of the host lipid molecules. We have shown
that acyl-chain labeling of GM1 changes its phase partitioning
without strongly aﬀecting ligand binding (here, CTxB). These
eﬀects should be considered for proper interpretation of cellular
studies employing these and other fluorescent lipid analogs.
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Gustav Carus of TU Dresden, Technische Universitaẗ Dresden, Fetscher Strasse 74, 01307 Dresden, Germany
‡German Center for Diabetes Research (DZD e.V.), Ingolstad̈ter Landstraße 1, 85764 Neuherberg, Germany
§Institute of Organic Chemistry and Biochemistry, Academy of Sciences of the Czech Republic, Flemingovo naḿeští 2, 16610
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ABSTRACT: The orchestrated recognition of phosphoinositides
and concomitant intracellular release of Ca2+ is pivotal to almost
every aspect of cellular processes, including membrane homeo-
stasis, cell division and growth, vesicle traﬃcking, as well as
secretion. Although Ca2+ is known to directly impact phosphoi-
nositide clustering, little is known about the molecular basis for
this or its signiﬁcance in cellular signaling. Here, we study the
direct interaction of Ca2+ with phosphatidylinositol 4,5-bi-
sphosphate (PI(4,5)P2), the main lipid marker of the plasma
membrane. Electrokinetic potential measurements of PI(4,5)P2
containing liposomes reveal that Ca2+ as well as Mg2+ reduce the
zeta potential of liposomes to nearly background levels of pure
phosphatidylcholine membranes. Strikingly, lipid recognition by
the default PI(4,5)P2 lipid sensor, phospholipase C delta 1 pleckstrin homology domain (PLC δ1-PH), is completely inhibited in
the presence of Ca2+, while Mg2+ has no eﬀect with 100 nm liposomes and modest eﬀect with giant unilamellar vesicles.
Consistent with biochemical data, vibrational sum frequency spectroscopy and atomistic molecular dynamics simulations reveal
how Ca2+ binding to the PI(4,5)P2 headgroup and carbonyl regions leads to conﬁned lipid headgroup tilting and conformational
rearrangements. We rationalize these ﬁndings by the ability of calcium to block a highly speciﬁc interaction between PLC δ1-PH
and PI(4,5)P2, encoded within the conformational properties of the lipid itself. Our studies demonstrate the possibility that
switchable phosphoinositide conformational states can serve as lipid recognition and controlled cell signaling mechanisms.
■ INTRODUCTION
Cell signaling pathways are largely organized via a speciﬁc
recruitment of signaling eﬀector proteins to their target
membranes and a conﬁned release of calcium ions. The
quintessential example of this is the action of phospholipase C
(PLC) that binds and hydrolyzes phosphatidylinositol 4,5-
bisphosphate (PI(4,5)P2) in the plasma membrane to
diacylglycerol (DAG) and the water-soluble inositol 1,4,5-
trisphosphate (IP3), the latter inducing the release of Ca2+ from
the endoplasmic reticulum (ER) into the cytosol.1 Another
prominent example is synaptotagmin-1, the main Ca2+ sensor of
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neuronal exocytosis in the presynaptic axon terminal.
Synaptotagmin-1 binding to PI(4,5)P2 directly ampliﬁes protein
cooperativity and thus sensitivity to Ca2+ by a factor of >40.
This mutual interplay is a critical step in neurotransmitter
release.2
PI(4,5)P2 is enriched in the inner leaﬂet of the plasma
membrane3,4 and constitutes around 1% of the total anionic
phospholipid content in cellular membranes.5 In comparison
with other phospholipids, it contains a rather bulky
phosphorylated inositol headgroup with a negative charge
ranging from −3 e to −5 e, depending on the pH and the
presence of proteins or ions.6 PI(4,5)P2 and other negatively
charged lipids in the cytosolic leaﬂet are constantly exposed to
divalent cations. In resting cells, the free cytosolic Ca2+
concentration is approximately 100 nM.7,8 The cytosolic
concentration of Ca2+ upon cell signaling has been reported
to span a wide range from 0.5 μM to several hundred μM, with
a half-life of 500 μs to 26 ms.9−14 Ca2+ inﬂux primarily
originates from internal stores within the endoplasmic/
sarcoplasmic reticulum or from specialized channels within
the plasma membrane providing an essentially inﬁnite supply of
extracellular calcium.9 In all cases, Ca2+ is delivered as brief
transients, forming microdomains at the membrane site of
inﬂux,10 and thus, local concentrations of Ca2+ can be expected
to exceed cytosolic concentrations by orders of magnitude.15
Meanwhile, unlike Ca2+, the levels of free, cytosolic Mg2+ are
maintained within a fairly narrow concentration range of 0.25−
1 mM.16,17 Interestingly, calcium but not magnesium ions have
been ascribed a strong propensity to promote the formation of
PI(4,5)P2 clusters as demonstrated in several studies, primarily
by using monolayer techniques.18−22
While the overall eﬀects of divalent cations, including
calcium, on PI(4,5)P2 lateral organization have been intensely
studied, the mechanism of Ca2+ and PI(4,5)P2 interactions at
the molecular level remain unclear. Experiments with pure
PI(4,5)P2 monolayers have suggested partial dehydration of
both Ca2+ and PI(4,5)P2 upon interaction with each other,
23
triggering an electron density increase in the PI(4,5)P2
headgroup region as well as acyl chain region thickening.24
Interactions between PI(4,5)P2 and Ca
2+ have also been
studied computationally. These studies, however, have typically
focused on single PI(4,5)P2 molecules
25 or used simpliﬁed
coarse-grained models19 that lack suﬃcient details to deal with
speciﬁc chemical features of phosphatidylinositides.
Herein, we combine protein−lipid binding assays and
spectroscopic experiments with atomistic molecular dynamics
(MD) simulations employing reﬁned state-of-the art force ﬁelds
to unravel the functional and structural consequences of the
interplay between Ca2+ and PI(4,5)P2. Our data indicate a
hitherto undiscovered role and mechanism for Ca2+ in cellular
signaling, namely the direct organization of the phosphoinosi-
tide headgroup conformation and the selective recognition
thereof by the pleckstrin homology (PH) domain of PLC δ1,
the canonical PI(4,5)P2 sensor.
■ RESULTS AND DISCUSSION
Protein−Lipid Binding Assays. To determine the
equilibrium dissociation constants (KD) for divalent cation/
PI(4,5)P2 interaction, we employed a simple ﬂuorescent assay
using a supported lipid bilayer platform26−28 containing 5 mol
% of PI(4,5)P2 (for details, see the Supporting Information).
Signiﬁcantly, the KD values diﬀered by less than a factor of 2,
with a KD of 0.6 ± 0.2 mM for Ca2+ compared to 1.2 ± 0.2 mM
for Mg2+ (Figure S1). We therefore decided to use a cation
concentration of 1 mM for all follow-up experiments, matching
the free Mg2+ concentration in the cytosol. In order to
systematically study the eﬀects of Ca2+ on PI(4,5)P2, we
produced 100 nm diameter large unilamellar vesicles (LUVs),
facilitating the control of membrane lipid composition and
properties. For quality control and physicochemical character-
ization, all preparations were ﬁrst subjected to thin layer
chromatography (TLC), dynamic light scattering (DLS), and
zeta potential measurements (Figure S2). Having the opposite
charge of PI(4,5)P2, it is not surprising that Ca
2+ and Mg2+
equally reduce the zeta potential of POPC liposomes
containing 5 mol % of PI(4,5)P2, the former being described
previously.29 In fact, the presence of either cation attenuates the
electrokinetic potential of the membrane down to the level of
POPC alone (Figure S2c).
Because of its extraordinary stereospeciﬁcity, the PLC δ1-PH
domain is widely used as the canonical reporter for cellular
PI(4,5)P2 levels at the plasma membrane as well as with in vitro
assays.30−34 We therefore used recombinant PLC δ1-PH
domain to follow PI(4,5)P2 binding to synthetic liposomes.
Size-exclusion chromatography and DLS conﬁrmed that the
puriﬁed PLC δ1-PH domain (Figure S3a,b) was monomeric in
solution, even in the presence of Ca2+ and Mg2+ (Figure S3c,d).
Next, we performed liposome ﬂotation assays to follow PLC
δ1-PH binding eﬃciency to POPC/PI(4,5)P2 vesicles.
Interestingly, preincubation with 1 mM Ca2+ but not 1 mM
Mg2+ fully inhibited liposome binding (Figure 1a,b). Moreover,
PLC δ1-PH did not bind to pure POPC liposomes, highlighting
its speciﬁcity to PI(4,5)P2.
Circular dichroism (CD) spectroscopy excluded a direct
eﬀect for cations on the secondary structure of the protein
(Figure S3e,f). As such, although Ca2+ and Mg2+ bind to
PI(4,5)P2 with comparable KD values and reduce electrokinetic
membrane properties in an equal manner, only Ca2+ was
capable of inhibiting PLC δ1-PH binding. This indicates that
PI(4,5)P2 recognition by proteins cannot be solely based on
electrostatic interactions.
Because a concentration of 1 mM Ca2+ corresponds to twice
its KD for PI(4,5P)2 interaction, we performed additional
ﬂotation assays with lower Ca2+ concentrations. Here, a
signiﬁcant reduction in protein binding could be observed
already at a concentration of 0.6 mM Ca2+ (Figure S4). In this
context, recent data by Milovanovic and colleagues show that
Ca2+ but not Mg2+ promotes syntaxin-1/PI(4,5)P2 domain
formation by an underlying mechanism in which Ca2+ clusters
PI(4,5)P2 and syntaxin-1 independently from each other.
Moreover, Ca2+ acts as a charge bridge that merges multiple
syntaxin-1/PI(4,5)P2 clusters into larger domains. Also here,
Ca2+ was found to be eﬀective at a concentration of 0.5 mM
while even 1 mM Mg2+ had no eﬀect.35
Ca2+ binding to membranes has been recently reported to
increase with high curvature.36 We therefore additionally
followed the binding of monomeric ECFP-PLC δ1-PH fusion
protein to giant unilamellar vesicles (GUVs) (Figure 1c).
Despite limited control over membrane lipid composition at
the individual GUV level,37 GUVs provide the most appropriate
synthetic approach for ﬂat and freestanding bilayer systems. In
this system, the presence of 1 mM Ca2+ drastically reduced
ECFP-PLC δ1-PH binding (Figure 1d and Figure S5),
demonstrating the robustness of the observed eﬀect,
irrespective of membrane curvature. Magnesium, however,
also reduced ECFP-PLC δ1-PH domain binding, halfway
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toward the Ca2+ eﬀect. To understand this result, it is important
to note that liposome ﬂotation experiments with proteins are
nonequilibrium assays because much of the protein stays in the
bottom of the tube. At the same time, cation concentrations
remain constant, leading to an additional stoichiometric shift.
By contrast, protein binding in the GUV experiment is at
equilibrium and binding events are quantiﬁed at the individual
GUV level.
Vibrational Sum Frequency Spectroscopy. To analyze
the molecular basis for the cation speciﬁcity, vibrational sum
frequency spectroscopy (VSFS) was employed to study the
eﬀects of Ca2+ and Mg2+ on pure PI(4,5)P2 monolayers at the
air/water interface. The spectra were recorded over frequency
ranges corresponding to the headgroup and acyl-chain portions
of the lipid molecules and included the adjacent interfacial
water structure.
We present VSFS spectra from the inositol ring and
phosphate regions of PI(4,5)P2 in the absence and presence
of 1 mM Ca2+ and Mg2+ (Figure 2a, detailed peak assignments
in Figure S6 and Table S1). In the absence of cations in the
subphase, both the inositol ring vibrations and the phosphate
stretches were rather weak (black data points). This is because
of a relatively disordered arrangement of the PI(4,5)P2
headgroups adopted in a pure buﬀer with a wide range of tilt
angles relative to the surface normal. With 1 mM Ca2+,
however, the inositol ring signal (961 cm−1 and 1012 cm−1
peaks from the C−C and C−O coupled vibrations,
respectively)38 increased substantially (red data points). In
fact, the resonances showed 2.7- and 3.6-fold increases,
respectively, in oscillator strength (Table S1). These changes
reﬂect both reorientation of the inositol rings and a narrowing
of their orientational distribution upon cation binding.
Signiﬁcantly, the changes were not nearly as strong upon the
addition of 1 mM Mg2+ (blue data points). In that case, the
oscillator strength of the inositol ring vibrations was increased
by only a factor of 1.5 and 2.1, respectively. Such results
indicated that Ca2+ rigidiﬁed the conﬁguration of the PI(4,5)P2
headgroups much more eﬀectively than Mg2+.
In addition to the inositol ring modes, the phosphate peaks
(e.g., symPO3
2− at 982 cm−1, symPO2
− at 1086 cm−1, asyPO3
2− at
1115 cm−1, asyPO2
− at 1154 cm−1, detailed assignments in
Figure S6 and Table S1) also showed a substantial intensity
increase upon the introduction of Ca2+ to the subphase. This
indicates a strong net orientation and/or ordering of the
headgroup phosphates upon Ca2+ binding. It should be noted
that Ca2+ binding may help to deprotonate the second
monoesteriﬁed phosphate,25 which would prompt additional
changes in the spectra beyond those related to ordering and tilt
angle. Moreover, upon the addition of Ca2+, the symmetric
PO3
2− stretch exhibited a relatively large 20 cm−1 blue shift,
while the asymmetric PO3
2− and PO2
− stretches shifted by 6
cm−1 and 8 cm−1, respectively (Table S1). The shifts of both
PO3
2− peaks are consistent with phosphate dehydration upon
cation binding and/or a symmetry change of the C3v point
group.39,40 The shift of the asymmetric PO2
− peak also suggests
headgroup phosphate dehydration upon Ca2+ binding.40−42
The spectral change brought about by 1 mM Mg2+ in the
phosphate region was much less pronounced overall compared
to that with 1 mM Ca2+. The diﬀerence in the interactions of
Ca2+ and Mg2+ with phosphate could be explained at least in
part by diﬀerent dehydration penalties for these two cations. It
has been suggested that Ca2+ binding to phosphate groups is
favored because Ca2+ is more easily dehydrated than Mg2+.23
This diﬀerence in the hydration shell chemistry may, in turn,
act to disfavor the bridging of the inositol rings of PI(4,5)P2,
which would weaken the ordering eﬀect of Mg2+.
In addition to phosphate and inositol resonances, VSFS
spectra were also obtained in the carbonyl CO symmetric
stretch (1730 cm−1)43 region before and after addition of 1 mM
CaCl2 or MgCl2 (Figure 2b). Again, Ca
2+ showed a more
prominent eﬀect on the PI(4,5)P2 than Mg
2+. In fact, a 1.6-fold
Figure 1. (a) Setup of the LUV ﬂotation assay. (b) PLC δ1-PH
binding to LUVs with POPC/PI(4,5P)2 (95/5 mol %). Error bars are
standard deviations of three independent experiments. (c) GUVs after
ECFP-PLC δ1-PH addition (green) and Dil as membrane marker
(red). The scale bar corresponds to 10 μm. (d) The distribution of
median ECFP-PLC δ1-PH intensity per pixel of individual GUVs and
diﬀerent sizes of control (blue) and after preincubation with 1 mM
Mg2+ (green) or Ca2+ (red) (data from two additional independent
experiments are provided in Figure S5). Each dot represents a single
GUV. The number of analyzed GUVs is indicated in the respective
color. The median intensity values with mean and standard deviation
are depicted in the inset. The Mann−Whitney test was used as
signiﬁcance test (p value <0.0001 for all cases).
Figure 2. VSFS spectra of (a) the inositol ring and phosphate regions
and (b) the carbonyl CO symmetric stretch region of PI(4,5)P2 on
a buﬀer subphase (black spectra) containing 1 mM MgCl2 (blue
spectra) or 1 mM CaCl2 (red spectrum) at a surface pressure of 17
mN/m. The open circles represent VSFS data points, and the solid
lines are ﬁts to the data. All spectra were taken with the ssp
polarization combination. Spectra of the same data oﬀset along the y-
axis are provided in Figure S7. Details of monolayer preparation and
images are provided in Figure S14.
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increase in the oscillator strength of this peak was observed
upon binding of Ca2+, while only a 1.3-fold increase was found
for Mg2+ (Table S2). This oscillator strength increase should
correspond to a backbone ordering eﬀect, thus helping to
reinforce a more rigid conﬁguration of the headgroup inositol
rings. Ordering of the lipid acyl chains was also observed
(Figure S8 and Table S3).44
Taken together, the changes in the VSFS spectra provide
strong experimental evidence for distinct conformational
changes within the lipid headgroup region in the presence of
Ca2+, but less with Mg2+. Such results should be important for
the PLC δ1-PH domain selectivity of PI(4,5)P2 found above
with liposomes and GUVs.
Atomistic Molecular Dynamics Simulations. With the
aim of obtaining mechanistic insights into the eﬀects of Ca2+
and Mg2+ on PI(4,5)P2 molecules at a molecular level, we
employed atomistic MD simulations. In order to reduce
methodological bias, we used two all-atom force ﬁelds
(OPLS-AA and CHARMM36) as well as the united-atom
force ﬁeld from Berger (Table S4).45−47 Importantly, to further
account for electronic polarization eﬀects of charged groups in
a mean ﬁeld manner, for Ca2+ interacting with PI(4,5)P2
phosphates we also employed the recently developed electronic
continuum correction with rescaling (ECCR) method.48 This,
to a large extent, dampens the unrealistically high ion pairing
found when employing nonpolarizable force ﬁelds.48 It is
particularly useful in the present case where strong electronic
polarization can be expected in the vicinity of multiple-charged
moieties.
We generated multiple sets of 1 μs long trajectories for
diﬀerent initial PI(4,5)P2 distributions prior to and after the
addition of Ca2+ or Mg2+. For all simulations, consistently with
all force ﬁelds used, we ﬁnd that Ca2+ interacts with PI(4,5)P2
and has a pronounced eﬀect on the lipid headgroup orientation
(Figure 3 and Figures S9 and S13). Moreover, control
simulations with Mg2+ showed that the eﬀects induced by
magnesium are much weaker than those induced by calcium for
all simulations (Figure 3c,d and SI), in full agreement with
experiments.
The addition of Ca2+ or Mg2+ immediately leads to a
signiﬁcant reduction of the area per lipid (Figure S10 and Table
S5). This macroscopic eﬀect is in agreement with lateral
condensation of the PI(4,5)P2-containing monolayers by
Ca2+ 20,22−24 and our VSFS analysis of the CH stretches
(Figure S8). At the microscopic level, we found that each
PI(4,5)P2 molecule binds on average 1.6−3.1 Ca2+ molecules,
depending on the force ﬁeld that is employed (Table S5). This
is consistent with the water peak spectral changes, which show
that each lipid molecule binds more than two Ca2+ ions (Figure
S8). Ca2+ binds mostly to the phosphate groups at positions 4
and 5, but it also penetrates deeper into the lipid bilayer to
interact with the carbonyl groups (Figure S11). Ca2+ binding to
the lipid carbonyl group is consistent with the VSFS data in the
carbonyl stretch region, as documented herein (Figure 2b) and
elsewhere.49−53 In agreement with previously published
computational and experimental results,24,50 we observed that
Ca2+ increases the order parameters of the PI(4,5)P2 acyl chains
(Figure S12). The acyl chain ordering is also fully in line with
the eﬀects observed in the VSFS spectra (Figure S8).
The most prominent feature observed by simulations is a
pronounced headgroup reorientation, primarily caused by the
ability of Ca2+ to bridge two PI(4,5)P2 headgroups (Figure
3a,b). This result was found regardless of which force ﬁeld was
used. To quantitatively analyze the headgroup reorientation, we
monitored the tilt angle between the C1−C4 atoms of the
PI(4,5)P2 inositol ring and the bilayer normal. The average tilt
angle in the control simulation without Ca2+ was in the range of
35−41°, depending on the employed force ﬁeld. This result is
in agreement with previously published MD studies.54−56 In the
presence of Ca2+ ions, however, the average tilt angle
signiﬁcantly increased for all of the force ﬁelds up to 65°
(Figure 3c and Figures S9 and S13). Simulations thus
consistently showed bending of the PI(4,5)P2 headgroup
toward the plane of the bilayer and away from bulk water
(Table S5). Moreover, consistent with a narrowing of the
inositol ring’s distribution as indicated by VSFS results above
(Figure 2a), Ca2+ slowed PI(4,5)P2 headgroup rotational
diﬀusion as revealed by the rotational correlation function
(Figure S9e). The Ca2+ eﬀect was also manifested in the density
proﬁles (Figure 3d), where the location of the PI(4,5)P2
headgroups shifted in the presence of calcium toward the
bilayer center. Moreover, Ca2+ signiﬁcantly decreased the
solvent accessible surface area of PI(4,5)P2, which correlated
with a reduced average number of hydrogen bonds between the
PI(4,5)P2 headgroups and water molecules (Table S5). These
data also match the experimentally observed partial dehydration
of PI(4,5)P2 in the presence of Ca
2+ as measured here by VSFS
and elsewhere.23
The charge state of PI(4,5)P2 in lipid membranes is highly
sensitive to the cellular pH and the presence of proteins and
ions.6,57 By using not only the default parametrization
(CHARMM36 and OPLS-AA) but also the ECCR corrected
charges for the ions and PI(4,5)P2 phosphate groups (Berger,
OPLS-AA), we were able to assess the potential eﬀects of the
lipid charge state. Namely, the charge used for PI(4,5)P2 varied
from −3.75 to −5, depending on the particular force ﬁeld (for
Figure 3. Snapshots from MD simulations of the lipid bilayer taken at
1 μs (a) without and (b) with Ca2+. (c) Tilt angle distribution of the
PI(4,5)P2 headgroup and (d) density proﬁles of lipid headgroups
without (blue) and with Mg2+ (green) or Ca2+ (red). Numbers in (c)
represent mean tilt angles for each system. Here, only the results of the
Berger force ﬁeld simulations are presented. Additional force ﬁeld
simulations with similar outcomes can be found in the Supporting
Information.
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more details, see the SI). Reassuringly, we found semi-
quantitatively the same eﬀect of Ca2+ on the PI(4,5)P2 tilt
angle with Ca2+ in all the systems which were tested. This
indicates that under the conditions of these investigations the
protonation state of PI(4,5)P2 was not particularly critical for
the observed eﬀects.
■ CONCLUSION
By means of protein−lipid binding assays and spectroscopic
experiments, together with atomistic MD simulations, we have
unraveled and characterized in molecular detail the pronounced
eﬀect of Ca2+ on PI(4,5)P2 headgroup presentation. First, we
conﬁrmed the previously observed increase of the PI(4,5)P2
acyl chain order and PI(4,5)P2 cluster formation,
18−21 as
evidenced here by VSFG spectroscopy and MD simulations.
Second, we characterized at the molecular level the interactions
of Ca2+ with PI(4,5)P2 headgroup phosphates, as well as the
more deeply seated carbonyl groups. We observed the hitherto
unrecognized consequences of Ca2+ binding for PI(4,5)P2 at
the molecular level. Namely, we observed a dramatic change in
the PI(4,5)P2 headgroup tilt angle. By means of liposome
ﬂotation and GUV binding assays, we show that Ca2+ has a
strong propensity to render the PI(4,5)P2 headgroup invisible
to the PLC-δ1 PH domain.
Our data lead to the plausible conjecture that the calcium-
induced switching of phosphoinositide conformational states
may serve as a potential cellular mechanism for lipid
recognition and thus play a decisive role in cell signaling and
membrane traﬃcking. A systematic correlation of kinetics and
curvature sensitivities at the nanoscale in vitro58 will be key to
understanding the general applicability of our data to other
proteins and to diﬀerent endomembranes.
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83” (Grant No. TRR83 TP18 (Ü.C., A.C., E.B.)), the German
Federal Ministry of Education and Research grant to the
German Center for Diabetes Research (DZD e.V.) (Ü.C.), the
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