Visual search may be affected by mirror-image symmetry between target and non-targets and also by switching the roles of target and non-target. Do different attention mechanisms underlie these two phenomena? Can a unifying explanation account for both? We conducted two experiments to decompose processing into component parts, and compared results to competing modelsÕ predictions. Mirrorimage search was unimpaired after target discrimination had been balanced across search conditions-results were consistent with an unlimited-capacity, decision noise model. Search asymmetry affected higher-level processing, however, resulting in capacity limitations that necessitated serial processing. A unifying explanation can account for these two seemingly unrelated phenomena.
Introduction
Visual search paradigms have been widely used to explore perceptual and cognitive information processing and to determine under what conditions demands are placed on attention. In this pursuit, numerous visual search experiments have been performed, as reviewed by others (e.g., Pashler, 1998; Wolfe, 1999) . The extensive visual search literature demonstrates a wide diversity of phenomena, with a corresponding diversity of explanations for them.
In this paper, we used simple line stimuli to look at two seemingly unrelated phenomena: (a) mirror-image symmetry between target and non-targets (e.g., Davis, Shikano, Peterson, & Michel, 2003; Roggeveen, Kingstone, & Enns, 2004; and (b) asymmetry in visual search performance caused by exchanging the roles of target and non-target stimuli (e.g., Carrasco, McLean, Katz, & Frieder, 1998; Cavanagh, Arguin, & Treisman, 1990; Treisman & Gormican, 1988; Treisman & Souther, 1985) . For our experiments, the mirror-image search target was a line tilted clockwise (T:/) embedded among non-target lines tilted counterclockwise (N:n), whereas the asymmetric search target was a vertical line (T:|) with non-target lines tilted clockwise (N:/). Both mirror-image and asymmetric searches were compared to a baseline condition in which the target is tilted clockwise (T:/) and the non-targets are vertical lines (N:|).
Both mirror-image symmetry and search asymmetry may result in larger set-size effects than the comparison baseline condition (but see Davis et al., 2003) . On one hand, large differences in set-size effects could occur because processing is qualitatively different from the baseline condition. For example, consider capacity limitations, where capacity is defined as the maximum amount of information that can be processed per unit time (or stored in a short-term buffer). Perhaps mirror-image or asymmetric search places additional demands on attention that result in capacity limitations whereas no such capacity limitations occur for the baseline search (e.g., Treisman & Gormican, 1988) . On the other hand, differences in set-size effects could occur even if processing is qualitatively similar across conditions. For example, unlimited-capacity processing could occur for all conditions, but the processing may be noisier for the mirror-image or asymmetric search than for the comparison baseline condition (e.g., Palmer, Verghese, & Pavel, 2000) . As Pashler (1998) has pointed out, noisy processing is sometimes mistaken for capacity limitations when, in fact, there are no capacity limitations.
One issue addressed here is whether mirror-image symmetry or search asymmetry results from qualitatively different processing than occurs in the comparison baseline condition. Another issue addressed is whether the underlying mechanisms or relevant levels of processing do differ for mirror-image symmetry and search asymmetry. A third issue is whether a unifying explanation can predict both the mirror-image and search asymmetry results. Below we summarize some of the germane literature and proposed mechanisms.
Mirror-image symmetry
Although mirror-image symmetry about the vertical axis can be helpful in perceptually segmenting figure from ground, shape perception, and identification of objects (e.g., Koffka, 1935 , cited in Baylis & Driver, 1995 Palmer, 1982; Pashler, 1990; Rock, 1983) , the role it plays in visual search is less clear (e.g., Davis et al., 2003; Roggeveen et al., 2004; . Does mirror-image symmetry between the target and non-target stimuli harm search performance? If so, what underlying mechanism causes this? Does it place additional demands on attention so that capacity limitations occur? as well as Roggeveen and her colleagues (2004) have reported evidence that mirror-image symmetry about the vertical axis does harm visual search when at least some of the non-target stimuli are mirror images of the target. They suggested that symmetry about the vertical axis induces perceptual grouping among stimuli, although symmetry about an oblique axis does not. Thus, in mirror-image search the target is perceptually grouped with the mirror-image non-target stimuli prior to identification of a target from a non-target. This places additional demands on attention in segmenting the target from non-targets, resulting in capacity limitations and larger set-size effects than found for the comparison baseline condition. According to Wolfe, these results suggest that the similarity between target and mirror-image non-target is not adequately captured by sensory factors (i.e., psychophysical discrimination threshold); one must also consider similarity caused by perceptual grouping of multiple stimuli at a higher level of processing.
In contrast, Davis et al. (2003) found that early sensory processing could adequately account for mirror-image search. If target discrimination was psychophysically equated across mirror-image and baseline search, performance was similar in both search conditions: both were consistent with predictions of a noisy, unlimited-capacity, parallel-process model. There was no evidence of perceptual grouping of multiple stimuli or of capacity limitations. However, Davis and her colleagues only tested set sizes of 2 and 4 items. If they had used a larger set size of 8 items, perhaps they also would have found that mirror-image symmetry adversely affected visual search performance.
In the experiment reported here we used a larger range of set sizes to test these two alternative explanations. According to the perceptual grouping hypothesis, even if pairs of target and non-target stimuli are psychophysically equated for discriminability, this will not eliminate the effects of perceptual grouping for larger set sizes. The perceptual grouping hypothesis predicts that parallel processing will suffer capacity limitations in mirror-image search, but not in baseline search. According to the alternative hypothesis, however, equating psychophysical discrimination for a pair of target and non-target stimuli, in fact, should eliminate any effects caused by mirror-image symmetry. The alternative hypothesis predicts that noisy, unlimited-capacity, parallel processing underlies both mirror-image and baseline search performance, after target discrimination has been equated.
Mirror-image symmetry between target and non-target stimuli is only one manipulation that may influence search performance. Switching the roles of target and non-target stimuli also may affect search performance, perhaps because of different underlying causes.
Visual search asymmetry
Treisman and others (e.g., Carrasco et al., 1998; Cavanagh et al., 1990; Treisman & Gormican, 1988; Treisman & Souther, 1985) have reported that the search rate for a target among non-target stimuli can change dramatically when the roles of target and non-target are reversed. That is, a marked search asymmetry often occurred so that in one case the search was slower and more error-prone, suggesting capacity limitations had occurred, but was much faster and more accurate in the other search, suggesting no capacity limitations. They found these search asymmetries for several different sets of stimuli, such as curved versus straight lines or tilted versus vertical lines (e.g., Treisman & Gormican, 1988) , and for several different types of surface media, such as luminance-or color-or motion-defined bars (Cavanagh et al., 1990) .
Treisman suggested search asymmetries arise from higher-level processing. According to her interpretation, some stimuli represent prototypes (e.g., a vertical line), whereas others are deviations from that prototype (e.g., a tilted line). The prototypical stimuli activate only the prototypical channel whereas the deviant stimuli activate both the prototypical as well as their own deviant channels (e.g., Treisman, 1993; Treisman & Gormican, 1988) . For instance, to detect a target line tilted clockwise among vertical non-target lines, one only needs to monitor the deviant channel. Because only the tilted-line stimulus activates the deviant channel, it is easy to detect the tilted target. In contrast, to detect a vertical line target among tilted lines, first one must search through all locations that activate the prototypical channel and then determine whether the stimulus at each location is vertical or tilted. Because both vertical and tilted lines activate the prototypical channel, it is more difficult to detect the vertical-line target.
1 Thus, whereas a tilted target among vertical non-targets is searched in parallel, a vertical target among tilted non-targets is serially searched for individual items or sub-groups of items (Treisman & Gormican, 1988) .
An alternative interpretation is that filtering out prototypical non-target stimuli is easier than filtering out deviant non-target stimuli (e.g., Carrasco et al., 1998; Treisman & Gormican, 1988) . The argument is that vertical stimuli are more efficiently processed than tilted-line stimuli, as suggested by various studies of oblique-effect results (e.g., Appelle, 1972) . Thus, one can immediately register a homogeneous background of vertical line stimuli and filter them out, but one cannot do this with a homogeneous background of tilted line stimuli. This alternative explanation also would account for a search asymmetry in which performance is more efficient for a tilted-line target embedded among vertical non-target stimuli than vice versa.
Possible unifying explanations for the effects of mirrorimage symmetry and search asymmetry
Notice that both search asymmetry explanations can make predictions about the mirror-image search and, thus, each could provide a possible unifying explanation of the two phenomena. Although both unifying explanations make similar predictions for the search asymmetry, they make radically different predictions for mirror-image search.
TreismanÕs initial interpretation of a search asymmetry effect (Treisman, 1993; Treisman & Gormican, 1988) would predict equivalent search performance in both the mirrorimage and baseline search conditions. For example, suppose the target is a line tilted clockwise; in the mirror-image condition the homogeneous array of non-target lines are tilted counterclockwise whereas in the baseline condition they are vertical. In both search conditions, only the clockwise-tilted target activates a deviant channel categorized as tilted right (e.g., -that is, neither set of non-targets would activate the tilted right channel. Thus, search performance should be equivalent in mirror-image and baseline conditions if the ability to discriminate a target from a non-target has been equated across both conditions (e.g., Duncan & Humphreys, 1989) . Moreover, unlimited capacity, parallel search should result if target vs. non-target discrimination is not set at a difficult level (e.g., Duncan & Humphreys, 1989; Treisman & Gormican, 1988) .
The alternative explanation of a search asymmetry effect, based on filtering-out non-targets (e.g., Carrasco et al., 1998; Treisman & Gormican, 1988) , would predict worse performance for mirror-image search than for baseline. If prototypical stimuli are easier to filter out than deviant stimuli, then search performance should be better in the baseline search, where a clockwise-tilted target is presented among prototypical vertical non-target stimuli, but worse in the mirror-image search, where it is presented among a homogeneous background of deviant counterclockwise-tilted non-target stimuli. This alternative interpretation also could provide a unifying explanation for both mirror-image symmetry and search asymmetry.
Which of the two interpretations is more likely? The results of the two experiments reported here can help decide among the alternative explanations presented in Section 1 and whether additional interpretations need to be considered.
Preview of experiments
To examine the effects of mirror-image symmetry and visual search asymmetry on search performance, we parsed information processing into the components of (a) ability to discriminate the target from a non-target stimulus, (b) ability to divide attention across widely separated locations, (c) target detection accuracy, and (d) target localization accuracy. In doing so, we tried controlling sensory factors that otherwise could produce confounds in our search results (e.g., Geisler & Chou, 1995; Palmer, 1994 Palmer, , 1995 . These controls included equating discrimination of a target from a non-target stimulus (e.g., Davis et al., 2003; Duncan & Humphreys, 1989; Palmer, 1994) , presenting stimuli at a given eccentricity from fixation (e.g., Carrasco, Evert, Chang, & Katz, 1995; Ericksen & Spencer, 1969; Palmer, 1994) , and using homogeneous distractors (e.g., Duncan & Humphreys, 1989) . Our approach should let us distinguish early visual processing from higher-level attention-demanding processes (e.g., Geisler & Chou, 1995; Palmer, 1994 Palmer, , 1995 .
To determine if capacity limitations occurred, we compared the data to the Marilyn ShawÕs Boundary Condition predictions (1980) . ShawÕs model has stood the test of time in predicting the worst possible performance for any noisy, unlimited-capacity, parallel-process model. If performance is even worse than ShawÕs model predicts, so that data systematically fall below the Boundary Condition, then we can rule out an unlimited-capacity, parallel-process model. If capacity limitations do occur, however, we still must determine if they arose from parallel processing in which all stimuli are processed simultaneously (e.g., Green & LuceÕs sampling-size model, 1974) or from serial processing (e.g., Bergen & Julesz, 1983; Davis et al., 2003; Reeves, 1980) . These analyses will help us tease apart whether different underlying mechanisms account for search asymmetry versus mirror-image symmetry and whether their processing is qualitatively different from the comparison baseline condition. In short, these analyses will help us to distinguish among the proposed mechanisms described above. Because the theoretical approaches are intimately intertwined with the data analysis, we describe the models more completely in comparing the data of Experiment 1 with the theoretical predictions. Experiment 2 addressed some remaining unresolved issues.
Experiment 1
2.1. Method 2.1.1. Subjects
We tested 15 adults who either received course credit or cash payment for their participation. All had normal near and distance visual acuity after any necessary refractive correction and none had any clinically significant visual problems.
Apparatus
Two Dell Pentium computers (160 MHz) with Sony Trinitron color monitors (SVGA 19 00 color monitors) were used. Custom-designed computer software controlled the presentation of the stimuli and recorded subjectsÕ responses.
2.1.3. Stimuli 2.1.3.1. Visual discrimination display. The display consisted of a pair of stimuli, with each stimulus presented on opposite sides of a fixation mark (viz., to the left and right or above and below fixation). Three pairs of stimuli were used: (a) the baseline pair in which the target was a clockwise-tilted line (T:/) and the non-target was a vertical line (N:|); (b) the asymmetric pair in which the target was a vertical line (T:|) and the non-target was tilted clockwise (N:/); and (c) the mirror-image pair in which the target was tilted clockwise (T:/) and the non-target was tilted counterclockwise (N:n). Each stimulus line subtended 2°of visual angle and was presented 8°in the periphery when viewed from a distance of 28.5 inches.
2.1.3.2. Visual search display. The search display always consisted of eight stimuli, arranged with approximately equal spacing around a slightly ragged, invisible circle with a radius of 8 ± 0.5°, and a fixation mark in the center of the circle. The set size was 2, 4, or 8 stimuli; lines on the fixation mark cued the spatial locations of the relevant stimuli (see Fig. 1 ). Because the display always contained 8 stimuli, the perceptual characteristics of the visual display should be equated across all set sizes (e.g., Ericksen & Spencer, 1969; Palmer, 1995) .
2.1.4. Procedure 2.1.4.1. Preliminary discrimination study. Prior to conducting the visual search experiment, we determined each individualÕs target-discrimination threshold for pairs of stimuli in each of the three conditions. The method of constant stimuli was used (Gescheider, 1985) , the orientation of the tilted target or non-target being varied in randomized blocks of trials. There was a total of 40 experimental trials for each orientation offset in each discrimination condition; the offsets spanned a range from 1°to 12°, so that discrimination performance varied from near chance to nearly perfect. We counterbalanced the order in which the three pairs of target and non-target stimuli were tested. Before each block of trials the subject was informed which pair would be used. Three blocks of practice trials preceded six blocks of experimental trials (two for each search condition).
The subject was instructed to fixate the mark in the center of the display and to divide attention across the two spatial locations where a target could appear. The subject initiated each trial by pushing a button, after which the stimuli were presented for 57 ms. The target randomly appeared on one side of the fixation mark or the other. On each trial the subject reported the location of the target and auditory feedback followed an incorrect response. Subjects were told that accuracy was more important than speed in making their decisions and that there were no time constraints in making a response.
The preliminary discrimination study let us psychophysically equate target discrimination across the three search conditions for each individual subject. We set the orientation discrimination threshold so that the target could be correctly discriminated from the non-target on approximately 96% of the trials-corresponding to a d 0 value of approximately 2.5 (viz., d 0 2AFC ¼ 2:5).
2 For example, in the asymmetric condition the target is vertical and the non-target stimulus may be tilted clockwise 5.55°for a given individual. However, in the baseline condition the Fig. 1 . Sample visual displays for Experiment 1 in the baseline search condition. The display shows a relevant set size of two, four, or eight (indicated by the lines on the fixation symbol). Notice that the display always contains eight stimuli so that perceptual characteristics are constant across the different set sizes (e.g., Ericksen and Spencer, 1969; Palmer, 1995) .
non-target is vertical and the target may be tilted 5.95°c lockwise for that same individual so we could equate discrimination across both conditions. 2.1.4.2. Visual search experiment. There were two sessions, with all search conditions tested within each session. During a session, the subject had three blocks of practice trials followed by twelve blocks of experimental trials (four for each search condition). Within each block a single target randomly appeared on 40% of the trials, no target appeared on 40% of the trials, and targets appeared at all relevant locations for the remaining trials. We included trials with multiple targets primarily to test whether subjects were dividing attention across two widely separated spatial locations (e.g., Shaw, 1980) , as explained in Results. Within each block we tested only one visual search condition (baseline, mirror image, or asymmetric) and one set size (2, 4, or 8). The subject was informed of the search and set-size conditions before each block of trials. We randomized the order in which search conditions were tested for the first session; for the second session this order was reversed.
The instructions and procedure were similar to those used in the preliminary discrimination study except that on each trial the subject had to both detect and locate the target by pressing the appropriate keys on the keyboard. Detection required a Yes or No response whereas target location was a forced-choice response among the possible target locations. A beep followed the responses only if a target had been shown on that trial.
Results and discussion

Overview
Mirror-image symmetry affected early visual processing so that mirror-image discrimination thresholds were significantly larger than those for the baseline condition. Both search performance and attention-sharing indices were similar for mirror-image and baseline conditions, however, suggesting that mirror-image symmetryÕs underlying attention mechanisms were similar to those for the comparison baseline search. Thus, there was no evidence that perceptual grouping placed additional demands on attention or resulted in capacity limitations. Mirror-image symmetry search was consistent with an unlimited-capacity model in which all relevant stimuli were simultaneously processed (viz., parallel processing).
In contrast, set-size effects were significantly larger for the asymmetry search than for baseline, even though target discrimination and attention-sharing indices were similar for both conditions. Asymmetric search placed additional demands on attention so that performance was much worse than any unlimited-capacity, parallel-process model would predict. The attention mechanisms underlying asymmetric search seem to differ from those for the comparison baseline search and from those for mirror-image symmetry.
Finally, the predictions of TreismanÕs unifying explanation agree qualitatively with our results: performance was equivalent for both the baseline and mirror-image search, whereas asymmetric search resulted in larger set-size effects.
The statistical analyses for discrimination, attentionsharing, target detection, and localization accuracy are described below. Next, the target localization data are compared to quantitative theoretical predictions. Then, the implications and unresolved issues are discussed.
Visual discrimination
Data from the preliminary study let us quantify and psychophysically equate target discrimination across search conditions for each individual (e.g., Davis et al., 2003; Duncan & Humphreys, 1989; Palmer, 1995) . Although there was no difference in discrimination thresholds between the asymmetric and baseline conditions (t(14) = 0.3, p = 0.79), mirror-image symmetry between target and non-target resulted in significantly larger discrimination thresholds (t(14) = À3.8, p = 0.002). In fact, the average discrimination threshold was almost 50% larger in the mirror-image condition (M = 8.91°, SEM = 1.32) than in either the baseline (M = 5.96°, SEM = 0.43) or asymmetric (M = 5.84°, SEM = 0.65) condition. (See Fig. 2 and Table 1.) To equate target discrimination across search conditions as well as across individual subjects, orientation offset was set at a value corresponding to a d 0 of 2.5 (approximately 96% correct for 2AFC location judgments) for each individual subject.
Sharing attention across widely separated spatial locations
Could subjects divide attention across two widely separated spatial locations? Or, was attention completely allocated to one spatial location on a given trial? To make this assessment, we used target detection accuracy for set size 2 search and computed the attention-sharing score (Mulligan & Shaw, 1980 3 The numerator shows the conditional probabilities of not detecting a target when (a) none is present (1 À P 00 ), (b) targets are present at both relevant locations (1 À P 11 ), and (c) the target is present either to one side of fixation (1 À P 10 ) or to the opposite side (1 À P 01 ). The denominator, S Total , is the estimated standard deviation of the numerator.
If the subject could only monitor a single location on each trial, then the expected value of the attention-sharing Z score would be zero. A score of 1.28 or higher (p 6 0.05 for a one-tailed test) lets us reject this hypothesis and assume the individual could divide attention across two widely separated spatial locations. Overall, subjects shared attention across the two spatial locations-no one had an attention-sharing score near zero. In fact, the average attention score was 1.98 (SEM = 0.151) for the baseline condition, 1.66 (SEM = 0.107) for the asymmetric condition, and 1.92 (SEM = 0.139) for the mirror-image condition. (See Fig. 3 .) Planned comparisons of a repeated-measures analysis of variance (ANOVA) showed that neither the asymmetric nor the mirror-image conditions significantly differed from baseline in ability to share attention. These results rule out two possible interpretations of search performance: (a) subjects could not share attention even across two spatial locations or (b) they shared attention in one search condition but not in another. However, it is possible subjects may have had difficulty sharing attention across more than two locations.
Set-size effects for target detection and location accuracy
For all search conditions there were significant setsize effects.
4 Search results were similar for both baseline and mirror-image conditions, but asymmetric search resulted in much larger set-size effects, as shown in Fig. 4 . Both target detection and localization accuracy produced a similar pattern of results, suggesting that the underlying processes for a given search condition may similarly affect both detection and localization performance.
2.2.4.1. Target detection accuracy. A two-way repeatedmeasures ANOVA revealed significant main effects for set size (F(2, 28) = 34.2, p < 0.001) and search condition (F(2, 28) = 16.3, p < 0.001) as well as a significant interaction (F(4, 56) = 4.1, p = 0.006). Individual planned contrasts showed no significant difference in search performance for mirror-image and baseline conditions. Search performance was significantly worse for the asymmetric condition than for baseline (F(1,14) = 27.4, p < 0.001), however, at least partially because set-size effects were larger for the asymmetric condition (F(2,28) = 13.1, p < 0.001). Moreover, Fig. 4 shows that, even for set size 2, search performance was worse for the asymmetric condition than for baseline (t(14) = 3.64, p < 0.01).
2.2.4.2. Target location accuracy. Again, a two-way repeated-measures ANOVA revealed significant main effects for set size (F(2, 28) = 24.5, p < 0.001) and search condition (F(2, 28) = 26.5, p < 0.001) as well as a significant interaction (F(4, 56) = 12.3, p < 0.001). Individual planned comparisons showed no significant differences between the mirror-image and baseline search conditions. Again, the asymmetric condition resulted in worse search performance than baseline (F(1,14) = 43.6, p < 0.001), partially because the asymmetric condition had larger set-size effects (F(2, 28) = 20.4, p < 0.001). 4 Target detection required a binary yes-no decision whereas target location required a forced-choice decision about where the target had appeared. As the set size increases, so does the number of possible locations where a target could appear. So, if one merely guesses the targetÕs location, one would be correct on half of the trials for set size 2, but correct on only one-eighth of the trials for set size 8. Thus, analyzing the proportion of correct location responses might inflate estimates of setsize effects. To equate effects of guessing across all set sizes, we used d 0 as a measure of sensitivity in our statistical analyses for both Yes-No detection and forced-choice location responses (Green & Swets, 1988; Macmillan & Creelman, 2005) .
shows that, even for set size 2, search performance was worse for the asymmetric condition than for baseline (t(14) = 3.77, p < 0.01), although discrimination performance had been equated for both conditions for set size 2, as previously described. In Experiment 2, we address why asymmetric search performance was worse than baseline for set size 2.
Comparison of target location data and theoretical predictions
In Section 1, we stated three issues to be addressed in this research: (a) are the underlying attention mechanisms in baseline search different from those for either asymmetric or mirror-image search? (b) do the underlying attention mechanisms differ for asymmetric and mirror-image searches? (c) can a unifying explanation account for both asymmetric and mirror-image search performance? TreismanÕs unifying explanation qualitatively agrees with the results, but it is not clear whether the attention mechanisms involved in asymmetric search are different from those involved in baseline or in mirror-image search. For example, do capacity limitations occur during asymmetric search but not during baseline or mirror-image search? Or, do the same attention mechanisms affect all three search conditions, but perhaps decision processes are noisier for asymmetric search, as some have suggested (e.g., Palmer et al., 2000) ?
To answers to these questions, we compared target localization data with predictions of three models that assess how attention influences perceptual and decisionmaking processes when sensory factors have been controlled.
5 All three models have been very successful in differentiating the underlying attention mechanisms of visual search (e.g., Bergen & Julesz, 1983; Cameron, Tai, Eckstein, & Carrasco, 2004; Davis et al., 2003; Eckstein, 1998; Green & Luce, 1974; Green & Swets, 1988; Lu, Lesmes, & Dosher, 2002; Palmer et al., 2000; Poder, 2004; Shaw, 1980) . One model is a signal detection theory (SDT) decision noise model in which attention affects noisy decision processes, but all information can be processed simultaneously in a parallel fashion (e.g., Green & Swets, 1988; Palmer, 1994; Shaw, 1980) . In the other two models, attention is characterized by capacity limitations, so only some of the relevant information is available for decision making. One of these limited-capacity models, the sampling-size model (Green & Luce, 1974) , is a parallel-process model, whereas the other is a serial-process model (e.g., Bergen & Julesz, 1983; Davis et al., 2003; Reeves, 1980) . All three models assume the observer reports the stimulus location that produces the largest response (viz., a maximum output decision rule). For ease of explication, first the parallel-process models are described and compared to the data, and then the serialprocess model is considered.
2.2.5.1. SDT decision noise model-an unlimited-capacity, parallel-process model. Although the SDT model is an unlimited-capacity model, so that there is more than enough capacity to monitor and process all sources of information, sometimes a non-target stimulus (noise) is mistaken for a target (signal). The SDT decision noise model assumes that the representation of each stimulus is variable or ''noisy'' (e.g., Davis, Kramer, & Graham, 1983; Graham, 1989; Green & Swets, 1988; Palmer, 1994; Shaw, 1980) . Thus, on a given trial, the noise response to a non-target location may be larger than the signal response to the targetÕs location. In this case, a false alarm occurs and the subject reports the wrong location for the target. The probability of a false alarm increases when the observer must monitor many locations instead of only a few, as occurs when the relevant set size is increased, because there are more opportunities for a non-target location to be mistaken for a target.
ShawÕs Boundary Condition (Shaw, 1980 (Shaw, , 1982 (Shaw, , 1984 ) is a general version of the SDT decision noise model-it makes no specific assumptions about the underlying distributions of the signal and noise distributions. 6 ShawÕs Boundary Condition predicts the worst possible search performance caused by decision noise. Fig. 5 shows the region in which decision noise could account for the data: the bold, solid no set-size line shows the upper boundary and the dashed noise boundary line shows the lower boundary of this decision noise region. Thus, to rule out the SDT decision noise model, the data must systematically fall below the noise boundary line so that the data are significantly worse than any decision noise model predicts.
7
Neither the baseline nor the mirror-image search data systematically lie below the noise boundary, as shown in Fig. 5 , but the asymmetric search was much worse than even ShawÕs Boundary Condition predicted. Table 2 shows the average target location accuracy for set sizes 4 and 8 as well as the model predictions, averaged across individuals, and the results of the statistical Wilcoxon signed-rank tests. The statistical tests confirmed that only the asymmetric search results were significantly worse than the decision noise model predicted. Although there is some scatter in the data, especially in the baseline condition for set size 4, we cannot rule out the decision noise model for either the baseline or the mirror-image search conditions. In Experiment 2, we address some reasons why these data may have been so variable for set size 4.
2.2.5.2. Sampling-size model-a limited-capacity, parallelprocess model. The sampling-size model also is a parallel-process model in which all locations are simultaneously processed. It predicts much larger set-size effects than the SDT noise model, however, because it is a limited-capacity model (e.g., Green & Luce, 1974; Palmer, Ames, & Lindsey, 1993; Shaw, 1980) . The sampling-size model assumes that perception arises from a fixed, total number of samples of the visual array. If only one stimulus location is monitored, then all samples are devoted to processing information from that stimulus and the resulting percept is clear and distinct. If many stimuli are monitored, however, then the samples are distributed among the monitored stimulus locations so that there are fewer samples for each stimulus. As a result, the percept of each stimulus is less clear and less distinct when many stimuli are monitored, causing more errors in detection and localization as set size increases.
The thin, solid of Fig. 5 shows the predictions of the sampling-size model. To rule out this model, the data must lie systematically above the prediction line or else lie systematically below it. The sampling-size model predicts significantly worse target location accuracy than we obtained in either the baseline or mirror-image search, so it can be rejected (also see Table 2 .) Moreover, although the modelÕs predictions agree with asymmetric search results for set size 8, performance for set size 4 was much worse than the model predicted. So, the sampling-size model encounters difficulty in explaining the asymmetric search results for set size 4. Again, in Experiment 2 we address some reasons why data for set size 4 were not consistent with the model. 2.2.5.3. Serial-process limited-capacity model. This model assumes only a limited number of stimuli, B, can be scanned during a brief presentation of N stimuli (e.g., Bergen & Julesz, 1983; Davis et al., 2003; Liss & Reeves, 1983; Reeves, 1980) . If the number of scanned stimuli is less than the total number to be processed (B < N) then capacity limitations occur. Errors occur for two reasons, because either (a) the target location is not scanned (e.g., Bergen & Julesz, 1983; Liss & Reeves, 1983; Reeves, 1980) or (b) the target is scanned but it is not detected or recognized as a target (e.g., Davis et al., 2003) , and the observer then guesses the wrong location. The second reason (b) explains why performance may not be perfect even for set size 2, when a target is present and observers are forced to choose which of two locations contains the target. We also assume the number of scanned stimuli, B, is the same across all set sizes if it is less than the total number of relevant stimuli (B < N; see Liss & Reeves, 1983 . As the set size increases so that N becomes larger, the B/N ratio becomes smaller, so it becomes less likely that the target will be scanned. Thus, more errors occur as set size increases, resulting in large set-size effects. In the strict serial-processing model only one stimulus is scanned (B = 1); it predicts the largest set-size effects, as shown in Fig. 6 .
No single serial-process model can adequately account for all data from any one of the three search conditions, 6 For set size 2, the probability of a hit is the probability that the target location produced the larger output, P(C 2 ). Conversely, a false alarm is the probability that the distractor location produced the larger output, 1 À P(C 2 ). As the number of distractor locations increases there are more opportunities for a distractor to be mistaken for a target. For set size 4, there are three opportunities that a distractor will be mistaken for a target instead of only one opportunity. To choose the correct target location, the output from the target location must exceed the output from each of these three distractor locations. So, for set size 4 the probability of a hit is P(C 2 ) 3 . Because the value of P(C 2 ) is less than one, this means that the probability of a hit decreases, whereas the probability of a false alarm increases, as the set size becomes larger. In general, for a set size of n stimuli, the probability of a hit is P(C 2 ) (nÀ1) and the probability of a false alarm is 1 À P(C 2 )
. Thus, the worst possible noise-limited performance for set size n is P(C 2 ) (nÀ1) , based on search performance for set size 2. 7 In Fig. 5 notice that if the proportion correct is less than 82% for set size 2, it is difficult to distinguish the predictions of the two parallelprocess models because the predictions for the limited-capacity samplingsize model lie inside the region of the unlimited-capacity SDT decision noise modelÕs predictions, rather than outside it. Also notice that at lower accuracy levels for set size 2, it would be harder to reject the SDT decision noise model because the model predicts a much wider range of acceptable performance for set sizes 4 and 8. To make it easier to reject the decision noise model, the individual subjectsÕ discrimination thresholds had been set to higher levels, restricting set-size 2 target localization performance to a narrow region above 82% correct.
as shown in Fig. 6 and Table 3 . 8 We expect each individualÕs estimated capacity limitation, B, to be constant across the different set sizes whenever the number of scanned stimuli is less than the total number of stimuli to be processed (viz., B < N). For example, if someone had a capacity limit of two scanned stimulus locations (B = 2) for set size 4, that individual also should have a capacity limit of two for larger set sizes. In each of the three search conditions, however, each individualÕs estimated number of scanned stimuli for set size 4 was significantly smaller than for set size 8, as shown in Table 4 for paired-comparison t tests. 
Preliminary conclusions and unresolved issues
The results of Experiment 1 have resolved some of the issues raised in the Introduction. First, mirror-image symmetry affected early visual processing, but did not place additional demands on attention-the same underlying attention mechanisms appeared to operate for both baseline and mirror-image search. Second, asymmetric search placed additional demands on attention, with set-size effects so large that capacity limitations were clearly implicated for the asymmetric search, although not for baseline or mirror-image search. Third, the pattern of results qualitatively agrees with our unifying explanation based on TreismanÕs explanation for asymmetric search. That is, set-size effects are similar for baseline and mirror-image search, but much larger for asymmetric search.
Although Experiment 1 resolved some issues, other issues remain unresolved. It is not clear: (a) why asymmetric search was worse than the comparison baseline condition even for set size 2; (b) why the baseline search performance was so variable for set size 4; and (c) what caused the capacity limitations in asymmetric search performance, given the failures of both parallel-and serial-process versions of limited-capacity models.
Two factors may help explain the anomalous data (a-c above). First, attention may be attracted toward deviant stimuli, such as tilted lines, and away from prototypical stimuli, such as vertical lines. That is, the outputs of deviant channels may be weighted more heavily, in terms of attention, perhaps because they convey more ''newsworthy'' information than do the prototypical channels. Second, because 8 physical stimuli were always presented in the display, the observers had to ignore certain stimulus locations for set sizes 2 and 4. For some stimulus configurations, however, it may be difficult to ignore stimuli presented at the irrelevant locations.
Why was asymmetric search performance worse than baseline for set size 2 although the discrimination thresholds should have equated target location performance for set size 2? In asymmetric search the target was a prototypical, vertical line presented among deviant, tilted-line nontarget stimuli. When the set size was 2, the observer should have monitored only the two cued locations and ignored the other six locations. However, perhaps the observerÕs attention was drawn to some deviant non-target stimuli presented at the six irrelevant locations. If so, asymmetric search performance would deteriorate. In baseline search the target was a deviant stimulus, drawing attention away from the prototypical, vertical non-target stimuli. So, the observer may have successfully monitored only the two relevant locations-resulting in better baseline performance for set size 2. We hypothesized that presenting only two stimuli for set size 2 should eliminate this potential problem, resulting in equivalent performance for asymmetric and baseline search with a set size of 2.
Why was baseline search performance so variable for set size 4? Perhaps because it was more difficult to ignore stimuli presented at the irrelevant locations for set size 4 than it was for the other set sizes. For set size 2, the observer must attend to stimuli on opposite sides of the fixation symbol, forming an elongated bar of attention whereby all stimuli within this bar are monitored and those outside it are ignored. Evidence suggests that observers can easily do this (e.g., Panagopoulos, von Grü nau, & Galera, 2004) . For set size 8, the observer must attend to all 8 stimuli, forming a circular spotlight or ring of attention whereby all stimuli within this circle are monitored, so there are no irrelevant stimulus locations (e.g., Egly & Homa, 1984; Ericksen & St. James, 1986) . However, for set size 4, the observer must monitor 4 of the 8 stimuli, thus forming a complicated cross-shaped spotlight of attention. For example, in set size 4 the observer may need to monitor the top, right, bottom, and left positions around the circle, but ignore the intermediate positions (top-right, bottom-right, bottom-left, and top-left) . It may be difficult to maintain the cross-shaped spotlight of attention and to ignore irrelevant stimuli presented at intermediate locations. We hypothesized that presenting only four stimuli for set size 4 should eliminate this difficulty and reduce variability in the data for set size 4.
Why did both the parallel-process and the serial-process versions of limited-capacity models fail to account for the 8 Table 3 shows the average target location accuracy for set sizes 4 and 8. For each set size, it also shows the predicted accuracy for each value of B, the assumed number of stimuli scanned. A statistically significant Wilcoxon signed-ranks test indicates the modelÕs predictions do not agree with the data. For instance, in the asymmetric search, the data for set size 4 suggest that two items can be scanned during a trial. That is, the prediction for B = 2 is not significantly different from the data (viz., 0.561 vs. 0.595, respectively; p = 0.156). For set size 8, however, the data suggest that three stimuli can be scanned (p = 0.570 for B = 3). In each of the three search conditions, the ''best'' estimate of the number of items scanned (B) for set size 4 is less than it is for set size 8. Because we expect the same number of stimuli to be scanned for set sizes 4 and 8, we can rule out all serial-process models for any of the three search conditions. 9 In Table 4 notice that for both the baseline and mirror-image search conditions, the estimate for B SS4 is almost half of the estimate for B SS8 . Because both of these searches can be explained by a parallel process, decision noise model, this is exactly the result we would expect (see Liss & Reeves, 1983; Reeves, 1980) . The serial-processing model simply is not correct for either the baseline or mirror-image search conditions. Because the asymmetric search results cannot be adequately explained by any parallel-process model, however, it is a problem that the estimate for B SS4 is significantly less than the estimate for B SS8 because even the modified serial-processing model cannot adequately account for the data.
asymmetric search results? The parallel-process model failed because performance for set size 4 was much worse than the model predicted, although performance for set size 8 was consistent with the model. The serial-process model failed because the estimated number of stimuli scanned (B) for set size 4 was significantly smaller than for set size 8; the estimates should have been equal for both set sizes. Two factors may have been involved: (a) attention was attracted away from prototypical stimuli and toward deviant, non-target stimuli and (b) it was difficult to monitor a cross-shaped spotlight of attention for set size 4. As a result, for a nominal set size of 4, at least some of the irrelevant locations may have been monitored or scanned, instead of being ignored. If so, then search performance would be worse than the parallel-process model predicted and the serial-process model would underestimate number of stimuli scanned for a nominal set size of 4. We hypothesized that removing all irrelevant stimuli from the display should eliminate these problems and let us determine if one of the limited-capacity models is consistent with the data.
Experiment 2
To evaluate the hypotheses described above, in Experiment 2 we examined the baseline and asymmetric search conditions in which only 2, 4, or 8 stimuli were presented Fig. 5 . Theoretical predictions of parallel-process models and target location accuracy data are shown for each search condition (baseline, asymmetric, and mirror image) for Experiment 1. The left column shows the predictions and data for set size 4, whereas the right column shows those for set size 8. Each datum shows the target location accuracy for an individual subject. The bold, solid line shows the prediction for no set-size effect. The noise boundary prediction is shown by the dashed line; it represents the lower boundary of the SDT decision noise model and assumes unlimited capacity. The limited-capacity prediction is shown by the thin, gray solid line and represents the sampling-size model. within the circular aperture of the display. So, observers could monitor all of the stimuli presented in the display-they did not have to ignore any stimuli. If the above conjectures are correct, we should eliminate any significant difference between baseline and asymmetric search performance for set size 2. We also should find that, if a parallel-process model is correct, it fits the data for both set sizes 4 and 8. However, if a serial-process model is correct, we should find that the estimated number of scanned stimuli is the same for both set sizes 4 and 8.
Method
Subjects
We tested 10 adults who received course credit for their participation. All had normal near and distance visual acuity after any necessary refractive correction and none had any clinically significant visual problems.
Apparatus
The apparatus was the same as in Experiment 1.
3.1.3. Stimuli 3.1.3.1. Visual discrimination display. The display was the same as Experiment 1 except only two pairs of stimuli were used: (a) the baseline pair in which the target was a clockwise-tilted line (T:/) and the non-target was a vertical line (N:|) and (b) the asymmetric pair in which the target was a vertical line (T:|) and the non-target was tilted clockwise (N:/).
3.1.3.2. Visual search display. The search display consisted of 2, 4, or 8 stimuli, for set sizes 2, 4, and 8, respectively, as shown in Fig. 7 . The stimuli were presented on opposite sides of a fixation mark, approximately 8°away from fixation. For example, for set size 2 stimuli might be presented above and below fixation, with locations cued by a vertical line fixation.
3.1.4. Procedure 3.1.4.1. Preliminary discrimination study. Prior to conducting the visual search experiment, we determined each individualÕs target-discrimination threshold for pairs of stimuli in each of the two conditions, as described previously for Experiment 1.
3.1.4.2. Visual search experiment. There were two sessions, with both search conditions tested within each session. During a session, the subject had two blocks of practice trials followed by eight blocks of experimental trials (four for each search condition). Otherwise, the procedure was identical to that of Experiment 1, in which the subject had to provide both a Yes-No detection response and a forcedchoice target location response on each trial.
Results and discussion
Overview
Because the display only contained 2, 4 or 8 stimuli, corresponding to the relevant set size, we could examine the unresolved issues from Experiment 1. We again found that set-size effects were significantly larger for asymmetric search than for the comparison baseline search, but now there was no significant difference in performance for set size 2. Moreover, the baseline target localization data were definitely consistent with the unlimited-capacity, parallelprocess, SDT decision noise model. Finally, for asymmetric search, target localization was consistent with the modified serial-process, limited-capacity model, not with the parallel-process, sampling-size model. Otherwise, the data from Experiment 2 were similar to those reported in Experiment 1 for the baseline and asymmetric conditions. 
Visual discrimination
There was no difference in discrimination thresholds between the asymmetric and baseline conditions (t(9) = 1.0, p = 0.34). The average discrimination threshold was 5.3°(SEM = 0.448) in the baseline condition and 5.4°( SEM = 0.400) in the asymmetric condition (see Fig. 8 .) These discrimination thresholds are similar to those obtained in Experiment 1, as shown in Tables 1 and 5. To equate target discrimination across search conditions and individual subjects, for each individual the orientation offset was set at a value corresponding to approximately 96% correct for 2AFC location judgments.
Sharing attention across widely separated spatial locations
We used Mulligan and ShawÕs (1980) attention-sharing scores to evaluate whether subjects could divide attention across two widely separated spatial locations. All subjects shared attention across the two spatial locations; no one had an attention-sharing score near zero. Moreover, the attention-sharing scores were similar for the baseline and asymmetric search conditions, with an average attention score of 1.95 (SEM = 0.024) for the baseline condition and of 1.92 (SEM = 0.028) for the asymmetric condition (see Fig. 9.) 
Set-size effects for target detection and location accuracy
Set-size effects were significantly larger for asymmetric search than for baseline search, both for target detection and target localization, similar to results reported in Experiment 1 (see Fig. 10 .) In Experiment 2, however, pairedcomparison t tests showed that for set size 2 there were no significant differences between asymmetric and baseline search performance. Fig. 6 . Theoretical predictions of the modified serial-processing models and target location accuracy data are shown for each search condition (baseline, asymmetric, and mirror image) of Experiment 1. The left column shows the predictions and data for set size 4, whereas the right column shows those for set size 8. Each datum shows the target location accuracy for an individual subject.
3.2.4.1. Target detection accuracy. A two-way repeatedmeasures ANOVA revealed significant main effects for set size (F(2, 18) = 47.1, p < 0.001) and search condition (F(1, 9) = 63.4, p < 0.001) as well as a significant interaction (F(2, 18) = 19.9, p < 0.001). Although set-size effects were significantly larger for the asymmetric search, a paired-comparison t test showed that performance was equivalent for both asymmetric and baseline search at set size 2 (also see Fig. 10 .) Note. Those individuals with an estimated B of at least four for set size 4 were eliminated from this analysis because they do not demonstrate a capacity limitation for that set size. A significant t test indicates that the B estimate for set size 4 is significantly smaller than the estimate for set size 8. *** p 6 0.001. Fig. 7 . Sample visual displays for Experiment 2 in the baseline search condition. The display shows a relevant set size of two, four, or eight (indicated by the lines on the fixation symbol). Notice that the display contains only the relevant stimuli for set sizes 2, 4, and 8. 3.2.4.2. Target location accuracy. Again, a two-way repeated-measures ANOVA revealed significant main effects for set size (F(2, 8) = 162.2, p < 0.001) and search condition (F(1, 9) = 93.0, p < 0.001) as well as a significant interaction (F(2, 8) = 38.0, p < 0.001). Fig. 10 shows that set-size effects were significantly larger for the asymmetric search.
Moreover, a paired-comparison t test showed there was no difference between the asymmetric and baseline search at set size 2; this was expected, as discrimination performance had been equated for both conditions for set size 2.
Comparison of target location data and theoretical predictions
To gain a better understanding of the underlying attention mechanisms involved in the baseline and asymmetric search, we compared target localization performance to the predictions of three competing models. If baseline search is consistent with an unlimited-capacity, parallel-process model, as suggested from results in Experiment 1, results should agree with the predictions of a SDT decision noise model (Shaw, 1980) . To determine if the capacity limitations for asymmetric search arise from parallel-or serial-processes, we compared target localization data with the predictions of the two types of limited-capacity models.
3.2.5.1. SDT decision noise model-an unlimited-capacity, parallel-process model. The baseline search results were consistent with the decision noise modelÕs predictions, as shown in Fig. 11 . The baseline data lie above or near the lower noise boundary, so that they lie within the decision noise region. However, the asymmetric search results clearly were not consistent with the SDT decision noise model because the data systematically lie below the lower noise boundary. The statistical Wilcoxon signed-rank tests shown in Table 6 also confirm that results for the asymmetric search are significantly worse than any decision noise model predicts. These results clearly indicate that the underlying attention mechanism for asymmetric search involves capacity limitations whereas those for the baseline condition do not.
3.2.5.2. Sampling-size model-a limited-capacity, parallelprocess model. Target localization data were not consistent with the predictions of the parallel-process, limited-capacity model. The baseline data lie systematically above the sampling-size model predictions, as shown in Fig. 11 , and were significantly better than the model predicted. Data for asymmetric search tended to lie below the limited-capacity modelÕs predictions and, as Table 6 shows, were significantly worse than the model predicted for set sizes 4 and 8.
3.2.5.3. Serial-process limited-capacity model. A serial-process model was consistent with the asymmetric search performance, but not with the baseline search performance (see Fig. 12 and Table 7 .) From the serial-process modelsÕ predictions, we estimated that, on average, approximately 3 stimuli were scanned for both set sizes 4 and 8, as shown in Table 8 . In the baseline condition, however, the estimated capacity for each individual was significantly larger for set size 8 than for set size 4. 
General discussion
There is no evidence here that mirror-image symmetry between target and non-target stimuli results in perceptual grouping that places additional demands on attention or causes capacity limitations.
10 Instead, the effects of mirror-image symmetry seem adequately explained by early visual processing. If discrimination thresholds are balanced across mirror-image and comparison baseline search conditions, the underlying attention mechanism is similar for both: results are consistent with unlimited-capacity, parallel processing in which decision noise affects search performance. That is, information from the different stimulus locations is processed independently in a parallel fashion, but sometimes the noise response to a non-target location is mistaken for a signal response to a target.
In contrast, switching the role of target and non-target stimuli causes a large search asymmetry effect. Even though target discrimination thresholds and attentionsharing indices are similar for both baseline and asymmetric conditions, set-size effects are much larger for the asymmetric search. Additional demands are placed on attention in the asymmetric search, resulting in capacity limitations. The attention mechanism underlying asymmetric search performance is very different from that for baseline or mirror-image search: asymmetric search is consistent with a perceptual limited-capacity, serial-processing model.
A possible unifying explanation for the effects of mirrorimage symmetry and search asymmetry
Of the two potential unifying explanations presented in Section 1, only one agrees qualitatively with both the mirror-image and asymmetric search results-the interpretation originally proposed by Treisman to explain search Fig. 11 . Theoretical predictions of parallel-process models and target location accuracy data are shown for the baseline and asymmetric search conditions of Experiment 2. The left column shows the predictions and data for set size 4, whereas the right column shows those for set size 8. Each datum shows the target location accuracy for an individual subject. The bold, solid line shows the prediction for no set size effect. The noise boundary prediction is shown by the dashed line; it represents the lower boundary of the SDT decision noise model and assumes unlimited capacity. The limited-capacity prediction is shown by the thin, gray solid line and represents the sampling-size model. 10 Our results suggest that previously reported visual search deficits for mirror-image search could be largely due to sensory factors that have not been adequately controlled (see Geisler & Chou, 1995) . For instance, discrimination of a target vs. non-target pair of stimuli had not been equated across the mirror-image and baseline search conditions in experiments that reported a visual search deficit. Moreover, other researchers who have found evidence of perceptual grouping based on similarity, proximity, or mirror-image symmetry have conducted visual search using a matrix array of many closely spaced stimuli (e.g., Davis, Fujawa, & Shikano, 2002; Verghese & Nakayama, 1994; ). Because we were specifically interested in how attention affects perceptual capacity limitations and noisy decisions when sensory factors have been controlled, however, in the present experiments we used a slightly irregular circular array of stimuli to control for eccentricity effects, et cetera, as described in Section 1. asymmetry effects, then modified by Wolfe (Treisman & Gormican, 1988; . It predicts larger set-size effects for the asymmetric search than for baseline search and, as we have suggested, it also predicts equivalent search performance for mirror-image and baseline search.
A schematic model of the unifying explanation is shown in the top panel of Fig. 13 . The left channel corresponds to the tilted-left deviant channel, the middle one to the prototypical steep channel, and the right one to the tilted-right deviant channel.
According to their explanation, the prototypical stimulus (vertical line) activates only the prototypical channel, corresponding to WolfeÕs category of steep. There were two types of deviant stimuli used in our experiments, lines tilted either (a) clockwise or (b) counterclockwise. Both types of deviant stimuli also activate the prototypical channel because they, too, correspond to the category of steep. In addition, each type of deviant stimulus activates its own unique deviant channel, corresponding to WolfeÕs categories of tilted-right and tilted-left; the prototypical Fig. 12 . Theoretical predictions of the modified serial-processing models and target location accuracy data are shown for the baseline and asymmetric conditions of Experiment 2. The left column shows the predictions and data for set size 4, whereas the right column shows those for set size 8. Each datum shows the target location accuracy for an individual subject. vertical-line stimulus, however, does not activate either of the deviant channels.
In the asymmetric search, the vertical line target and the clockwise-tilted non-target lines both activate the prototypical channel, corresponding to the category of steep. So, it should be difficult to detect the vertical target-the observer must search through all of the stimulus locations to determine whether the stimulus at each location is a vertical target or a tilted non-target line. Treisman proposed that asymmetric search is a limited-capacity process in which the display is serially searched for individual stimuli or sub-groups of stimuli (Treisman & Gormican, 1988) . Data from Experiment 2 are consistent with this interpretation, suggesting that approximately three stimuli are scanned within the brief duration of a trial.
In the mirror-image or baseline search, however, the clockwise-tilted target is a deviant stimulus that activates its own unique deviant channel, corresponding to WolfeÕs category of tilted-right; none of the non-target stimuli activate the tilted-right deviant channel. According to Treisman, performance should be consistent with predictions of an unlimited-capacity, parallel-process model for the baseline search and, as we have suggested, also for the mirror-image search.
Possible modification of the unifying explanation
The unifying explanation does a good job of explaining much of our data, but the details may need to be modified and further developed. For instance, some data from Experiment 1 suggest that attention may be attracted toward deviant stimuli, such as tilted lines, and away from prototypical stimuli, such as vertical lines. Data from Experiment 2 also are consistent with this interpretation. The model shown in the top panel of Fig. 13 does not predict this effect. Fig. 13 . The top panel shows the original unifying explanation for search asymmetry, whereas the bottom panel shows our modified unifying explanation. In both panels, the prototypical channel is the center channel, with the solid black line. The left-tilted and right-tilted deviant channels are shown to the left and right of the prototypical channel, respectively. In the modified unifying explanation, the outputs of the deviant channels are more heavily weighted than the prototypical channel, resulting in greater activation. Arrows along the horizontal axis indicate the left-tilted, vertical, and right-tilted stimuli. Notice that the prototypical channel is activated by all three stimuli, but each deviant channel is only activated by the corresponding deviant stimulus. Perhaps the outputs of the deviant channels are more heavily weighted because the deviant channels convey more ''newsworthy'' information than do the prototypical channels. If so, observersÕ attention would be drawn toward the deviant stimuli, as our data suggest, because those stimulus locations would produce large responses.
The bottom panel of Fig. 13 depicts the schematic of a unifying explanation modified along these lines. To illustrate the attention weighting effect, the relative outputs of the deviant channels have been multiplied by a factor of 2. The tilted-line stimulus does not have the optimal orientation for the corresponding deviant channel (e.g., compare tilted-right line to tilted-right deviant channel). However, because the deviant channelÕs output is more heavily weighted, its average response to the tilted line is approximately the same as the prototypical channelÕs average response to the vertical line. If the orientation of the tilted-line stimulus more closely matched the optimal orientation of the deviant channel, the channel would produce an even larger response. Given the observers select the stimulus location with the largest output, this modification could account for data suggesting that attention is attracted toward deviant stimuli. This is only an initial suggestion to modifying the unifying explanation. But, it is a start to further develop and test a model designed to explain some diverse and seemingly unrelated visual search phenomena.
