We present an access method for set-valued attributes that is based on a multi-level extendible hashing scheme. This scheme avoids exponential directory growth for skewed data and thus generates a much smaller number of subqueries for query sets (up to now fastgrowing directories have prohibited the use of hash-based index structures for set-valued retrieval). We demonstrate the advantages of our scheme over regular extendible hashing both analytically and experimentally. Additionally, we compare the performance of a prototype implementation with that of several other access methods; the results underline the benefits of our approach.
Introduction
Efficiently retrieving data items with set-valued attributes is an important task in modern applications. These queries were irrelevant in the relational context since attribute values had to be atomic. However, newer data models like the object-oriented (or objectrelational) models support set-valued attributes, and many interesting queries require a set comparison. An example would be to find persons who match a job offering. In this case the query set required-skills is a subset of the persons' set-valued attribute skills. Note that we assume to work on a large number of objects, but with limited set cardinality. We believe that this is the most common case found in practice. This belief is backed by our observations on real applications for object-oriented or object-relational databases (as found for example in product and production models [7] and molecular databases [1, 21] ).
One way to support the efficient evaluation of queries is by employing index structures. Hash-based data structures are among the most efficient access methods known, allowing retrieval in nearly constant time. However, when applying hash-based techniques to set-valued retrieval on secondary storage we have to meet two main challenges. As it is too expensive to completely reorganize hash tables on secondary storage, dynamic hashing schemes, like linear hashing [15] and extensible hashing [5] , are used. The first problem, however, with dynamic hashing schemes is their inadequate handling of data skew, leading to exponentially growing directory sizes. The second problem is the evaluation of set-valued queries on hash tables. In order to access all subsets/supersets of a query set, we have to generate all possible subsets/supersets of the query set and probe the hash table with them. Obviously, in the average case this will have an exponential run time. However, many of the generated sets are redundant, as the respective entries in the directory of the hash table point to the same (shared) buckets or are empty.
We propose a dynamic multi-leveled hashing scheme to remedy this situation. As we have shown in [10] , this hashing scheme can handle skewed data much better than existing schemes. Here we focus on adapting this index structure to retrieving data items with set-valued attributes efficiently. We demonstrate that hash-based schemes are a viable approach to indexing set-valued attributes.
The remainder of this work is organized as follows. The following section describes related work and the context of our work. We give a brief introduction to superimposed coding and show how to apply signatures to set-valued retrieval in Section 3. Section 4 contains a short description of our (regular) multi-level hashing scheme, while Section 5 describes how this scheme is adapted to set-valued retrieval. In Section 6 we present the results of our experimental evaluation. Section 7 concludes the paper.
Work on the evaluation of queries with set-valued predicates is few and far between. Several indexes dealing with special problems in the object-oriented [3] and the object-relational data models [18] have been invented, e.g. nested indexes [2] , path indexes [2] , multi indexes [16] , access support relations [13] , and join index hierarchies [23] . These index structures focus on evaluating path expressions efficiently.
One of the predominant techniques used for indexing set-valued attributes is superimposed coding, in which sets are represented by bit vector signatures. Existing techniques for organizing signatures include: sequential files [12] , hierarchical organization (signature trees [4] , Russian Doll Trees [8] ), and partitioning (S-tree split [19] , hierarchical bitmap index [17] ).
At first glance, methods from text retrieval appear to be similar to set retrieval. However, text retrieval methods (like [24] ) focus on partial-match retrieval, that is, retrieving supersets of the query set. Set retrieval also supports subset and exact queries, which are relevant and common for example in molecular databases (e.g. searching for characteristic parts of a large molecule).
Preliminaries

Querying Set-Valued Attributes
Let us assume that our database consists of a finite set O of data items o i (1 ≤ i ≤ n) having a set-valued attribute A with a domain D. Let o i .A ⊆ D denote the finite value of the attribute A for some data item o i . A query predicate P is defined in terms of a setvalued attribute A, a finite query set Q ⊆ D, and a set comparison operator θ ∈ {=, ⊆, ⊇}. A query of the form {o i ∈ O|Q = o i .A} is called an equality query, a query of the form {o i ∈ O|Q ⊆ o i .A} is called a subset query, and a query of the form {o i ∈ O|Q ⊇ o i .A} is called a superset query. Note that containment queries of the form {o i ∈ O|x ∈ o i .A} with x ∈ D are equivalent to subset queries with Q = {x}.
Signature-Based Retrieval
Superimposed coding is a method for encoding sets as bit vectors. It uses a coding function to map each set element to a bit field of length b (b is the signature length) such that exactly k < b bits are set. The code for a set (also known as the set's signature; abbreviated as sig) is the bitwise or of the codes for the set elements [6, 14] .
The following properties of signatures are essential (let s and t be two arbitrary sets): s θ t =⇒ sig(s) θ sig(t) for θ ∈ {=, ⊆, ⊇} (1) where sig(s) ⊆ sig(t) and sig(s) ⊇ sig(t) are defined as sig(s) ⊆ sig(t) := sig(s)&˜sig(t) = 0 sig(s) ⊇ sig(t) := sig(t)&˜sig(s) = 0 (& denotes bitwise and and˜denotes bitwise complement.)
As set comparisons are very expensive, using signatures as filters is helpful. Before comparing the query set Q with the set-valued attribute o i .A of a data item o i , we compare their signatures sig(Q) and sig(o i .A). If sig(Q) θ sig(o i .A) holds, then we call o i a drop. If additionally Q θ o i .A holds, then o i is a right drop; otherwise it is a false drop. We have to eliminate the false drops in a separate step. However, the number of sets we need to compare in this step is drastically reduced as only drops need to be checked.
In summary we can say that there are three main reasons for using signatures to encode sets. First, they are of fixed length and hence very convenient for index structures. Second, set comparison operators on signatures can be implemented by efficient bit operations. Third, depending on the application, signatures may be much more space efficient than explicit set representation.
Multi-Level Hashing
As in other dynamic hashing schemes, our multi-level hashing index (MLH index) is divided into two parts, a directory and buckets. In the buckets we store the full hash keys of and pointers to the indexed data items. We determine the bucket into which a data item is inserted by looking at a prefix h g of g bits of a hash key h. A non-hierarchical hashing scheme has a directory with 2 g entries, where g is called the global depth of the hash table. The prefix h g identifies one of these entries and we follow the link in this entry to access the corresponding bucket.
In our MLH index things are done a bit differently. We also check the prefix of a hash key to find the right bucket, but the length of the prefix that we check may vary depending on the level in the directory where we finally find the correct bucket (our hashing scheme is not necessarily balanced).
General Description
Due to space constraints, we can only give a brief description, for details see [9, 10] . We employ a multilevel extendible hash tree in which hash tables share pages according to a buddy scheme. In this buddy scheme, z-buddies are hash tables that reside on the same page and whose stored hash keys share a prefix of z bits. Consequently, all buddy hash tables in our tree have the same global depth z.
Let us illustrate our index with an example. We assume that a page can hold 2 n entries of a hash table directory. Furthermore, we assume that the top level hash table directory (also called the root) is already filled, contains 2 n different entries at the moment, and that another overflow occurs (w.l.o.g. in . In this case, we allocate a new hash table of global depth 1 (beneath the root) to distinguish the elements in the former bucket according to their n + 1th bit. However, we do this not only for the overflowing bucket, but also for all 1-buddies of this bucket. The hash tables for the buddies are created in anticipation of further splits. All of these hash tables can be allocated on a single page, resulting in the structure shown in Figure 1 . (In a simple hierarchical hash tree, we would have allocated just one hash table with depth n for the overflown bucket. If other buckets overflow, we allocate new recursive hash tables for them as well. The main problem with simple hash trees is a waste of memory: almost all entries in these newly allocated hash tables share the same buckets, i.e. we do not need a directory with depth n yet. At first glance our scheme does not seem that much different, as we also allocated a whole page. However, due to the data skew we expect splits near buckets that have already split. Even when the anticipated splits do not occur, we can eliminate unnecessary directory pages.)
If another overflow occurs in one of the hash tables on level 2, causing it to grow, we increase the global depth of all hash tables on this page by 1, doubling their directory sizes. We now need two pages to store these tables, so we split the original page and copy the content that does not fit to a new page. Adjusting the pointers in the parent directory is our next task. The left half of the pointers referencing the original page still point to this page, the right half to the new page (see Figure 2 ).
The space utilization of our index can be improved by eliminating pages with unnecessary hash tables. The page on the right-hand side of the second level in Figure 2 is superfluous, as the entries in the directories of all hash tables point to a single bucket, i.e. all buckets have local depth 0. In this case, the page is discarded and all buckets are connected directly to the hash table on the next higher level.
Due to our buddy scheme, we have a very regular structure that can be exploited. Indeed, we can compute the global depths of all hash tables (except the root) by looking at the pointers in the corresponding parent table. Finding 2 n−i identical pointers there means that the referenced page contains 2 n−i i-buddies of global depth i. Consequently, we can utilize the whole page for storing pointers, as no additional information has to be kept. 
Lookups
Lookups are easily implemented (for the pseudocode see Figure 3 ). We have to traverse inner nodes until we reach a bucket. On each level we determine the currently relevant part of the hash key. This gives us the correct slot in the current hash table. As more than one hash table can reside on a page, we may have to add an offset to access the right hash table. Due to the regular structure, this offset can be easily calculated. We just multiply the last n − i bits of the relevant pointer in the parent table by the size of a hash table on the shared page. If n − i = 0, we do not need an offset, as only one hash table resides on this page. If we reach a bucket, we search for the data item. If the bucket does not exist (no data item is present there at the moment), we hit a NULL-pointer and can abort the search.
Insertions
After finding the bucket where the new data item has to be inserted (using the lookup procedure, for the pseudocode see 4), we have to distinguish several cases. We concentrate on the most difficult case, where an overflow of the bucket occurs and the global depth of the hash table on the current level increases. The other cases can be handled in a straightforward manner.
If the hash table has already reached its maximal global depth (i.e. it resides alone on a page), we add a new level with 2 n−1 hash tables of global depth 1 to the existing index structure (comparable to Figure  1 ). If we have not reached the maximal global depth yet (the hash table shares a page with its buddies), the global depth of all hash tables on this page is increased by 1. The hash tables on the first half of the page remain there. The hash tables on the second half of the page are moved to a newly allocated page. Then the pointers in the parent hash table are modified to reflect the changes. We optimize the space utilization at this point if we discover that the buckets of all hash tables in one of the former halves have a local depth of one (or are not present yet). In this case (compare the 
Adapting ML-Hashing to Set-Valued Queries
Using a (non-hierarchical) hashing scheme in a naive way to evaluate a set-valued query is quite straightforward. All the hashing keys employed in our scheme are made up of signatures encoding sets. When processing a query we first determine the signature of the query set via superimposed coding. Depending on the type of the query (subset or superset query) we generate all supersets or all subsets of the query signature's prefix h g and initiate subqueries with all of these generated sets. When we reach a bucket, we compare the full query signature to all signatures stored there to decide whether to access a data item or not. For our multi-level hashing scheme we generate the relevant supersets and subsets of the query signature on demand on each level of the data structure. If we encounter buckets on our way down we also compare the full query signature to the signatures stored in each bucket. Figure 5 shows the described algorithm in pseudocode (the lookup function is called with the hashkey, a set consisting of the root node, current depth 0, and the local width of the root table). For insertions the same code as in Figure 4 is used.
Example
The following example demonstrates the difference between non-hierarchical hashing schemes and out multilevel approach. Let A be a non-hierarchical hash table with a global depth of four. We wish to obtain the supersets of our query set Q with signature sig(Q) = 001011101110. The relevant prefix of sig(Q) is 0010, and for A we must now generate all eight superset prefixes, namely 0010, 0011, 0110, 1010, 0111, 1011, 1110, and 1111. Thus, for a non-hierarchical hash table, we must start eight subqueries to access three of the seven buckets (see also Figure 6 (a)). For our multi-level hashing approach, on the other hand, we begin by generating only the top level supersets 00, 01, 10, and 11 and then the superset 1 for the hash table on the left-hand side of the second level, followed by the supersets 10 and 11 for the hash table on the right-hand side of the second level (see also Figure 6 (b)). Thus, we need to generate only seven rather than eight supersets; at first glance, this may not seem like huge savings, but the next section will show that the savings grow when the tables are larger. 
Comparison of ML-Hashing with Regular Extendible Hashing
If skewed data is inserted into a hash table, the directory of a non-hierarchical hashing scheme grows exponentially. This is bad news for the naive method of generating all subset or supersets, as on average we have to generate
signatures (including the original prefix of sig(Q)).
1
For large values of g this is clearly infeasible. The 1 Here we assume that on average half of the bits in a signaworst thing is that most of these signatures are generated needlessly. Hash tables containing skewed data look at lot like the one depicted in Figure 6 (a). In this example sixteen entries share seven buckets, which means that most of the subqueries will access the same buckets over and over again. How do we cope with this situation? First of all, our MLH index can handle skewed data much better than other dynamic hashing schemes resulting in a much smaller directory. Summarizing the results from [9, 10] , in which we have substantiated our claim experimentally, we can say that the main idea is to unbalance the hierarchical directory of our hash table on purpose. We did this because obviously we are unable to change the fact that skewed data has been inserted into our hash table, meaning that we have many data items on our hands whose hash keys share long prefixes. (Even if the employed hash function works reasonably well, it cannot even out the effect of multiple copies of certain sets.) In order to distinguish these data items we need a hash table with a large depth. However, we want to make sure that other data items are not punished for this. Second, when generating subsets and supersets of query signatures while evaluating set-valued queries, we do not generate them en bloc for the whole prefix. Instead, we generate the appropriate subsets and supersets for each level separately. On each level we have hash tables with a maximum depth of n, so we have to generate
signatures on average. We have to do this for each level we look at. Let us assume that the largest prefix we distinguish in our MLH index is g. Then we generate
signatures in the average case.
2
Formula (3) does not yet consider that we can have hash tables with different depths on the same level in our directory. If the left page on the second level in Figure 2 were to split again, this would result in two pages containing two hash tables with depth three each. The other page on the second level is unaffected by this, still keeping its four hash tables with depth two. So in the worst case we have to generate signatures for each depth up to n on each level (except the first; if g < n use Formula (2)):
ture are set to 0 and half are set to 1. This is the case if the parameters k and b have been optimized correctly. 2 If we traverse all levels of the directory. 
For a closed-form formula of (4) see Appendix A. Figure 7 compares the number of generated signatures for our hierarchical directory versus a non-hierarchical directory. As can be clearly seen, the curves for the hierarchical directories break away at some point from the exponentially growing curve for non-hierarchical directories. This happens when the top-level directory page reaches n, the maximum depth of the hierarchical hash tables. In summary we can say that our MLH index is suited better for set-valued retrieval than other hashbased indexes, because it does not need exponential running time for generating the subqueries and it is able to cope better with data skew.
Evaluation
In this section we measure the performance of our index structure by comparing it experimentally to other access methods. We also confirm the results of the analytical evaluation from the previous section.
Experimental Environment
The experiments were conducted on a lightly loaded Intel Pentium 4 PC (2.8 GHz) with 1 GByte main memory running under SuSE-Linux 10.0. We implemented the data structures and algorithms of the index structures in C++, using the GNU C++ Compiler Version 4.0 and integrated them into our experimental database management system Natix. The data structures were stored on 16K plain pages.
We used three different data sets to evaluate our hashing scheme experimentally: two generated ones and a real data set. The first generated data set used uniformly distributed sets with a cardinality ranging between 5 and 15 elements taken from a domain of 2000 different elements. For the second data set we generated Zipf-distributed sets. The cardinality (also ranging from 5 to 15) as well as the elements from the domain (with a cardinality of 2000) were distributed with the parameter z=1. Each dataset contained 250,000 sets. For the real data set we built a dictionary containing all different words from the Bible in English, Danish, and Swedish, "The First Folio" in English,"Don Quijote" in Spanish, "Le Tour du Monde en Quatre-Vingts Jours" in French, and "Faust" in German (to model a translation application). However, we did not index the words directly, but generated a set of 3-grams for each word, e.g., "along" has the set { alo, lon, ong }. N-grams are usually used for queries with partially specified terms [22] . This amounted to a little more than 250,000 sets with 14384 different 3-grams. To make our datasets comparable we randomly chose exactly 250,000 sets of the real dataset. In order to compare our multi-level hash scheme (MLH) to other index structures we implemented the following algorithms: a sequential sequence of signatures being searched linearly [12] , also called sequential signature file (SIGSCAN), an extensible (signature) hashing scheme (ESH) adapted to set-valued retrieval [11] , an S-tree approach [20] with a linear splitting algorithm (STN) and one with quadratic splitting algorithm (STQ). As a reference we also implemented a simple scan (without any indexes) on all sets performing set comparisons on every set (SETSCAN).
For S-tree-based algorithms, signatures describing pages on a lower level in the tree are created by superimposing all signatures found on a page via a bitwise or-operation. The higher a page in an S-tree, the more 1-bits will have accumulated in its signatures. While Tousidou et al. have shown in [20] that by using certain split heuristics this effect can be improved slightly, we think that this is just delaying the inevitable (Tousidou et al. have just compared the split heuristics with each other, but not with other index structures, and only for quite small data sets). Sooner or later the signatures in the inner nodes of the trees will contain mostly 1-bits, leading to an almost exhaustive search of the tree nodes. Nevertheless we implemented the split algorithms with a linear and quadratic runtime complexity. We also tried the cubic alternative but found that it required a very long time to insert the data but it did not show any significant improvements compared to the quadratic algorithm.
Before running the experiments we tuned the parameters of all algorithms to get the best performance. Thus, we used a signature size of 8 bytes for the signature-based index structures (b=64). The number of bits per element in a set was k=3.
We ran the experiments in two phases: first, inserting all sets into the index structures and then, secondly, querying the data. After the first phase we had a look at the memory consumption of the access methods for different data distributions. In the second phase we used queries containing a subset or an equality predicate (for subset queries we used sets that had an average cardinality of five elements, while for equality queries we took sets randomly from the data set). The query performance was measured in number of page accesses as well as total elapsed time. For all measurements depicted in the following graphs we averaged the results of 10 runs to even out outliers.
Segment Sizes
Figure 8(a) shows the number of pages each scheme needs to store the uniformly distributed data set. SIGSCAN can be seen as a lower bound for the memory consumption, as it just concatenates all the signatures and thus has no further overhead. (The curve for SETSCAN shows the memory size needed to store the data, as it does not use an index. It is merely included for comparison with the size of the index structures.) Both hashing schemes (ESH and MLH) follow closely behind SIGSCAN and need roughly the same number of pages (the two lines lie on top of each other). The tree-based schemes occupy the most space. We do not show a graph for Zipf-distributed data, as it looks almost identical to Figure 8 (a) (only ESH is slightly worse for large data sets). The tree-based indexes are the largest ones, taking up space that is roughly equal to the indexed data (STQ looks identical to SETSCAN).
The major difference between uniformly distributed data and real data (the results of which are shown in Figure 8(b) ) is the behavior of the ESH index. Due to the skewedness of real data, its directory size literally explodes (showing exponential growth). We limited the growth of ESH's directory to a maximum of 32,768 pages (as it does not make sense to have an in- # of sets max avg max avg  max avg  depth  full  100  2  2  2  2  2  2  1  0  1000  2  2  2  2  2  2  2  1  10000  2  2  2  2  2  2  2  1  50000  2  2  3  3  3  2.21  2  1  100000  2  2  3  2.67  3  3  2  1  250000  2  2  3 2.91 4 2.68 3 2 Figure 9 : Depths of indexes dex structure that is more than 40 times larger than the indexed data). So almost all of the size of ESH in Figure 8 (b) can be traced back to the directory. In our implementation we reserved a total of 32,768 consecutive pages before inserting any data items. For the evaluation only the pages that are really used are considered.
Structure of the Indexes
As the size of the hierarchical index structures does not tell the whole story, we had a closer look at their inner structure. Figure 9 summarizes our findings. MLH has entries for the different data distributions and the maximal and average depth 3 in terms of levels in the index (including buckets). For STN and STQ we only have one entry for both, as they showed exactly the same behavior. As a matter of fact, both had the same depth for all different data distributions. The column labeled 'full' denotes the number of levels in the tree that contains only signatures completely composed of 1s.
Let us first have a look at MLH. For uniformly distributed data, the index structure grows very evenly, not even needing any recursive hash tables. So, basically, it looks like an ESH index. We included the numbers for Zipf distributed data, as there are differences to uniformly distributed data, even though not in the total number of allocated pages. Between 10000 and 50000 inserted sets MLH adds its first recursive hash table. An interesting fact is that between 50000 and 100000 data items the average depth decreases, which means that superfluous buddy tables are dropped and their contents attached to a table on a higher level (as described in Section 4.1). For the real data, the maximal depth increases even further to accommodate the heavy skew. Surprisingly, the average depth of MLH does not increase compared to that for Zipf distributed data (in some cases it is even lower). This shows how well MLH can handle skewed data.
For the tree-based index structures the data distribution does not seem to have an effect on the structure. While normally this would be a positive feature, the number of levels containing only signatures filled with 3 MLH is an unbalanced data structure.
1s puts this into perspective. This number, representing levels in the tree that do not filter at all, increases steadily, meaning that not only is there no advantage to organizing the signatures hierarchically -it is actually a disadvantage because the upper levels end up being searched exhaustively.
Results for Subset Queries
We now examine how the index structures perform on subset queries for each of the three data distributions (uniform, Zipf, and real).
Uniformly Distributed Data
Figure 10(a) shows the number of page accesses needed to answer subset queries. The hashing schemes perform best (please note that the curves for ESH and MLH and the curves for STN and STQ lie right on top of each other). For uniformly distributed data both indexes look almost identical, as the number of directory splits is moderate. The SIGSCAN index comes in second, but needs about three times more page accesses than the hashing schemes, as it has to scan all signatures compared to a subset of signatures for the hashing schemes. The SETSCAN and tree-based indexes come in last. SETSCAN needs even more page access than SIGSCAN, as it has to scan all sets and not just their signatures. SIGSCAN only accesses a set if it is a drop. The S-tree based indexes perform quite badly due to the low filtering capabilities of their inner nodes (the reasons for this were shown in Section 6.3).
Figure 10(b) shows the clock time for answering a subset query. Comparing indexes by clock time gives the same relative performance as comparing them by the number of page accesses, with one major exception: the SETSCAN method takes considerably longer to complete a query evaluation. This is due to the overhead of having to compare all sets in terms of subset predicates, while the other access methods can discard most of the sets after a test using signatures and very fast bit operations. This was, after all, one of the reasons to employ signatures in the first place: set comparison is expensive. Figure 11 shows the results of the queries on the Zipf distributed dataset. Figure 11(a) shows the performance in terms of the number of page accesses, while Figure 11 (b) shows the total execution time of a query. When looking at the number of page accesses in Figure 11 (a), there are two main differences: SETSCAN has improved slightly, while the performance of ESH has deteriorated slightly. The improvement of SETSCAN is mainly due to the smaller set cardinality of the Zipf distributed data set (the cardinality of the sets was also Zipf distributed between 5 and 15 with the parameter z = 1, so the ratio of smaller sets to larger sets was greater). More interesting is the deterioration in ESH performance: here we observe the first consequences of fast directory growth for Zipf distributed data.
Comparing the running times of the index structures with each other (see Figure 11 (b)) for Zipf distributed data yields similar results to uniformly distributed data. In terms of ranking the various access methods, running times and the number of page accesses yield equal results, with the exception of SETSCAN. Also, ESH needs slightly more time than MLH, because the larger directory means that more supersets have to be generated for the query evaluation.
Real Data
The most interesting results are revealed in Figure 12 , which shows the results for the real data. Here MLH outperforms all other index structures in terms of page accesses (Figure 12(a) ) as well as total elapsed time ( Figure 12(b) ). The most striking feature is the performance of ESH. While for all other access methods the number of page accesses and the elapsed time exhibit linear growth, these values grow exponentially for ESH. This is the effect that we predicted in our analytical comparison of ESH and MLH in Section 5. Due to the large directory, ESH has to generate an exponential number of supersets to process subset queries via ESH. For MLH, on the other hand, the expansion of the toplevel directory stops at a much earlier point and the expansion of certain parts of the directory is continued recursively at lower levels. In this way, MLH is able to cope with the heavily skewed real data.
Results for Equality Queries
The last set of figures (Figure 13(a) and (b) ) show the results for equality predicates. We only show the results for uniformly distributed data, as the results for the other data sets are similar. For equality predicates the size of the ESH's directory does not have an impact on its query performance.
For this kind of query the hash-based schemes really shine, as they only have to find a single bucket and compare its content to the query signature. Usually this can be done with just two page accesses (the curves for ESH and MLH are right on top of each other again). For the scanning methods (SIGSCAN and SETSCAN) the query predicate does not make a difference. They still have to scan the whole signature file or the file containing the sets, respectively. Compared to the subset queries, the tree-based schemes do not improve their performance considerably. This is because with superimposed signatures, the comparison in internal nodes uses subset predicates. We can switch to equality predicates only when we compare leaf node signatures.
Summary of Experimental Evaluation
MLH clearly shows the best behavior among all the index structures we presented. It is best both in terms of the number of page accesses and total running time when evaluating subset queries. While for uniformly or mildly skewed data, ESH achieves a performance comparable with that of MLH, the drawbacks of ESH become apparent when the data is heavily skewed: in that case, ESH suffers due to directory growth and the exponential cost of generating subqueries. The scanning methods (SIGSCAN and SETSCAN) which have mainly been added as a reference are not able to compete with MLH either. The big surprise is the hierarchical S-tree index structure. In contrast to the results presented in [20] we show that the tree-based access methods are not suitable for indexing set-valued attributes, because they do not scale -the prevalence of all-1 nodes nullifies the inner nodes' filtering capacity. The superiority of hash-based schemes for equality queries does not come as a big surprise, since point queries are the strong point of hash table approaches. We have demonstrated that even in terms of index size, MLH copes extremely well with skewed data: unlike ESH the directory does not grow exponentially. Instead, the growth is linear, much as for lightly skewed or uniformly distributed data.
Conclusion
We presented the first secondary-storage, hash-based access method for indexing set-valued attributes that is able to outperform other index structures for set retrieval. Until now the fast directory growth of hashbased schemes has prevented their use for evaluating queries with subset and superset queries, as the number of subqueries that had to be submitted was exponential in the size of the directory. Our approach generates a number of subqueries linear in the global depth of the hash table. We demonstrated the competitiveness of our index structure analytically and experimentally. We also showed that hierarchically organized schemes, like S-trees, do not scale well, as their filtering capabilities deteriorate considerably with every level that is added to the data structure. Hashbased schemes have the additional advantage of being one of the fastest data structures for evaluating point queries (in our case equality predicates on sets).
Although superimposed coding and dynamic hashing schemes have attracted some attention when they first appeared, they were not able to make their way into industrial strength database systems. One of the main reasons was their susceptibility to skewed data, which robust, data-driven index structures like B + -trees were able to handle much better. Our multi-level hashing scheme represents an interesting compromise between data-driven and space-driven data structure and could renew the interest in hash-based, superimposed coding schemes.
