Abstract. Given a finite depth subfactor planar algebra P endowed with the graded * -algebra structures {Gr + k P} k∈N of Guionnet, Jones, and Shlyakhtenko, there is a sequence of canonical traces T r k,+ on Gr + k P induced by the Temperley-Lieb diagrams. Moreover, with a trace-preserving embedding into the bounded operators on a Hilbert space one can generate with {Gr + k P} k∈N a tower of non-commutative probability spaces {M k,+ } k∈N whose inclusions recover P as its standard invariant. We show that traces T r (v) k,+ induced by certain small perturbations of the Temperley-Lieb diagrams yield trace-preserving embeddings of Gr + k P that generate the same tower {M k,+ } k∈N .
Introduction
Despite the relatively innocuous definition of a subfactor, Jones showed in [5] , [6] , and [7] that there is in fact an incredibly rich structure underlying the inclusion of one II 1 factor in another. In particular, one can associate to a subfactor N ⊂ M its standard invariant: a planar algebra. It was later shown by Popa in [9] that in fact every subfactor planar algebra can be realized through this association.
In [1] Guionnet, Jones, and Shlyakhtenko produced an alternate proof of this fact by constructing the subfactors via free probabilistic methods. Given a subfactor planar algebra P, for each k ≥ 0 one can turn Gr + k P = ⊕ n≥k P n,+ into a * -algebra with a trace T r k,+ defined by a particular pairing with Temperley-Lieb diagrams. Then each Gr (M k−1 ) ⊂ M k (for any k ≥ 1) recovers P as its standard invariant. The embedding relies on the fact that a subfactor planar algebra P always embeds into the planar algebra of a bipartite graph P Γ (cf. [7] ). It turns out that Gr + 0 P embeds as a subalgebra of free Araki-Woods factor. Free Araki-Woods factors and their associated free quasi-free states, studied by Shlyakhtenko in [10] , provide examples of type III factors and can be thought of as the non-tracial analogues of the free group factors. The are constructed starting from a strongly continuous one-parameter group of orthogonal transformations {U t } t∈R on some real Hilbert space. When U t = 1 for all t, this construction simply yields the free group factor. Stone's theorem guarantees the existence of a positive, non-singular generator A satisfying A it = U t for all t ∈ R. It was shown in [10] that the type classification of the free Araki-Woods factor depends on the spectrum of the generator A. Moreover, the action of the modular automorphism group is well known and also depends explicitly on A. In [8] , by adapting the free transport methods of Guionnet and Shlyakhtenko (cf. [3] ), it was shown that non-commutative random variables whose joint law is "close" to a free quasi-free state in fact generate a free Araki-Woods factor. In particular, the finitely generated q-deformed Araki-Woods algebras were shown to be isomorphic to the free Araki-Woods factor for small |q|.
Let P be a finite depth subfactor planar algebra and T r : P → C be the state induced by the TemperleyLieb diagrams via duality. By utilizing the transport construction methods of [8] , we show that we can perturb the embedding constructed in [1] to make it state-preserving for states on P which are "close" to T r. Moreover, the von Neumann algebra generated by the subfactor planar algebra via this embedding is unchanged. In this context, if P embeds into P Γ and µ is the Perron-Frobenius eigenvector for the bipartite graph Γ, then the generator A associated to the free Araki-Woods algebra will be determined by µ.
The free transport methods in [3] and [8] apply only to joint laws of finitely many non-commutative random variables. Since each edge in the graph Γ will correspond to a non-commutative random variable, we can only consider finite depth subfactor planar algebras with these methods.
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Planar algebras
We briefly recall the definitions of a planar algebra and planar tangle. For additional details, see [6] , [1] , and [2] , [4] . Definition 2.1. A planar algebra is a collection of graded vector spaces P = {P n,+ , P n,− } n≥0 possessing a conjugate linear involution * . For each k ≥ 0 we call P k := P k,+ ⊕ P k,− the k-box space of P. A planar algebra also admits an action by planar tangles. A planar tangle consists of an output disc D 0 ⊂ R 2 and several input discs D 1 , . . . , D r ⊂ D 0 , each disc D j , 0 ≤ j ≤ r having 2k j boundary points (k j ≥ 0). These boundary points divide the boundaries of the discs into separate intervals and the distinguished interval is marked with a "⋆." Each boundary point is paired with another boundary point (potentially from a distinct disc) and connected via non-crossing strings in D 0 \ (D 1 ∪ · · · ∪ D r ). The strings divide D 0 \ (D 1 ∪ · · · ∪ D r ) into several adjacent regions which are then shaded black or white so that adjacent regions have different shades.
Let T be a planar tangle whose output disc D 0 has 2k 0 boundary points and whose input discs D 1 , . . . , D r have 2k 1 , . . . , 2k r boundary points, and for each j = 0, . . . , r we define s j ∈ {+, −} to be + if the distinguished interval of D j borders a white region and − otherwise. Then T corresponds to a multilinear map Z T : P k1,s1 × · · · × P kr ,sr → P k0,s0 . These maps satisfy the following conditions.
(1) Isotopy invariance: if F is an orientation preserving diffeomorphism of R 2 then Z T = Z F (T ) . (2) Naturality: gluing planar tangles into one another corresponds to composing the corresponds to composing the multilinear maps.
. . , x * r ). Furthermore, there is a canonical scalar δ associated with P with the property that a tangle with a closed loop is equivalent to δ times the tangle with the closed loop removed. .
In light of the isotopy invariance of the planar tangles, we will usually depict the input discs as rectangles with all strings emanating from the top side and the distinguished interval being formed by the other sides. For example:
corresponds to a multilinear map P 2,− × P 1,− → P 1,− . We shall usually omit drawing the output disc and the shading. Given a planar algebra P we define Gr ± k P = n≥k P n,± and Gr k P = Gr
An element of x ∈ Gr k P can be visually represented as x where the thick lines on the left and right each represent k strings, the thick line on top is an arbitrary (possibly zero) number of strings, and the shading of the region bordered by the distinguished interval varies according to the components of x. Gr k P is endowed with the multiplication
and the involution
Now let TL ⊂ P be the canonical copy of the Temperley-Lieb planar algebra, and T L n the sum of all the Temperley-Lieb diagrams with 2n boundary points (both shadings). Then we consider the P 0,+ ⊕ P 0,− valued map T r k on Gr k P defined for x ∈ P n+k,+ ⊕ P n+k,− by
] denote the family of formal power series on elements in Gr 0 P. As a vector space, this is equivalent to
, we can define T r k (x) for a general x ∈ Gr 0 P simply by
since the only components of T L ∞ which will contribute non-zero terms are those matching the components of x, of which there are a finite number. In fact, given any f ∈ Gr 0 [[P]] we can define a P 0,+ ⊕ P 0,− valued map with
2.1. Subfactor planar algebras. Definition 2.2. A subfactor planar algebra P is a planar algebra satisfying:
(1) dim(P n,± ) < ∞ for all (n, ±); (2) dim(P 0,± ) = 1; (3) for each (n, ±) the sesquiliner form where the thick string denotes n strings
(shaded according to ±) is positive definite; and (4) the equality
holds for any x ∈ P 1,± . Remark 2.3. As in condition (3) above, all inner products in this paper will be complex linear in the second coordinate.
The condition dim(P 0,± ) = 1 implies that each P 0,± is isomorphic to C as C * -algebras with the multiplication
Because of property (2), the maps T r k defined above are in fact C 2 -valued and we think of them as scalar valued when restricted to either Gr
, T r k,− (x)) for the two components, and let T L + ∞ (resp. T L − ∞ ) be the formal sum of all Temperley-Lieb diagrams whose distinguished interval borders an unshaded (resp. shaded) region. Then T r ± k are equivalently defined using the same tangle as
We extend the inner product from property (3) to all of Gr 0 P with the convention that P n,s is orthogonal to P m,t when (n, s) = (m, t) ∈ N × {+, −}. Then T r
Hence we can define φ k : Gr k P → C for each k via (1). We also note that if φ 0 is positive then f = f * . . Let Γ = (V, E) be an oriented bipartite graph with positive vertices V + ⊂ V and negative vertices V − = V \ V + . Given an edge e ∈ E, we let s(e), t(e) ∈ E denote its beginning and ending vertex, respectively, and let e • denote the edge with the opposite orientation (i.e. s(e • ) = t(e) and t(e • ) = s(e)). Then E + = {e ∈ E : s(e) ∈ V + } is the set of edges starting on a positive vertex, and E − = {e ∈ E : s(e) ∈ V − } = {e
• : e ∈ E + }. Let L denote the set of loops in Γ where a loop traveling along edges e 1 , e 2 , . . . , e n (in that order) is written as e 1 e 2 · · · e n . Since Γ is bipartite, any loop will consist of an even number of edges and so we let L n for n ≥ 0 denote the loops of length 2n (with L 0 = V ). We further sort the loops according to whether they start with a positive or negative vertex and denote these by L n,+ and L n,− , respectively. Then for each n ≥ 0, we consider the vector space P Γ n,+ (resp. P Γ n,− ) of bounded functions on L n,+ (resp. L m,− ). When |E| < ∞ (and consequently |L m,± | < ∞ for each n), the vector spaces P Γ n,± are finite dimensional and spanned by the delta functions supported on individual loops in L n,± . Letting u ∈ L n,± serve as notation for both the loop and the delta function supported on said loop, we write w = u∈Ln,± β(u)u for elements w ∈ P Γ n,± , where β(u) ∈ C. We define the following involution on P Γ n,± :
where
• 1 when u = e 1 · · · e n . Let A Γ be the adjacency matrix for the graph Γ. Then by the Perron-Frobenius theorem it has a unique largest eigenvalue δ > 0 with eigenvector µ satisfying µ(v) > 0 for all v ∈ V . We note that the eigenvalue condition A Γ µ = δµ guarantees µ(v) µ(w) < δ for all adjacent vertices v, w ∈ V . The map Z T associated to a planar tangle is defined as follows. Replace T with an isotopically equivalent tangle whose input and output discs are rectangles with boundary points along the top edges and distinguished interval forming the side and bottom edges. Assume D 0 and D 1 , . . . , D r are the input and output discs, respectively, and that D j has 2k j boundary points and whose distinguished interval has the shading s j ∈ {+, −}, 0 ≤ j ≤ r. Let u j ∈ L kj ,sj for each j, and assign each edge in u j to a boundary point on D j . The edges are assigned in order with the leftmost boundary point corresponding to the first edge and the rightmost boundary point corresponding to the last edge. We set Z T (u 1 , . . . , u r ) ≡ 0 unless every boundary point, say corresponding to an edge e, is connected to a boundary point of D 0 or is connected to a boundary point of another input disc corresponding to the edge e
• . When the latter holds, each string is labeled by a single edge (and its opposite) and consequently the regions in D 0 \ (D 1 ∪ · · · ∪ D r ∪ {strings}) can be labeled by vertices: traversing the regions adjacent to D j clockwise corresponds to traveling along the vertices in the loop u j . In this case, Z T (u 1 , . . . , u r ) is supported on the loop f 1 · · · f 2k0 , where f l = e
• if the lth boundary point of D 0 is connected to the boundary point of an input disc corresponding to the edge e. The value of this function is
, where p is the number of closed loops in T , e s is the edge corresponding to the boundary point at the start of the string s, and θ s is the total winding angle of the string s (counter-clockwise being the direction of positive angles). We then multilinearly extend to Z T to P k1,s1 × · · · × P kr ,sr .
When the output disc has zero boundary points there is one region of
by the boundary of of D 0 . If the above procedure labels this region v 0 , then Z T (u 1 , . . . , u r ) is supported on v 0 with the same value as above.
We have the following fact due to Jones (cf [7] ):
Proposition 2.4. Let P be a subfactor planar algebra. Then there exists a bipartite graph Γ and a planar algebra embedding i : P → P Γ .
Definition 2.5. A subfactor planar algebra is said to have finite depth if in the above proposition Γ can be taken to be a finite graph.
For the remainder of the paper we fix a finite depth subfactor planar algebra P, along with finite graph Γ and inclusion i : P → P Γ . We will use the notations b, a P or b, a P Γ to distinguish between the pairings b * a occurring in P or P Γ . Define the maps {T r k } k≥0 for both P and P Γ as above. As a planar algebra embedding, i preserves the actions of tangles. Hence T r k • i(x) = T r k (x) for all x ∈ Gr k P and all k ≥ 0. However, the 0-box space of
With this in mind we extend i to an embedding i : Gr k P → Gr k P Γ . As the * -algebra structure of Gr k P was defined using planar tangles, i is a * -algebra embedding.
2.3. The Guionnet-Jones-Shlyakhtenko construction. We let H denote the complex Hilbert space with the edges E of Γ as an orthogonal basis and norms defined by
, and use the notation
Let A = ℓ ∞ (V ), then we define left and right actions of A on H by
where v denotes both the vertex and the delta function supported at that vertex. Thus H is an A-bimodule.
We define an A-valued inner product by e, f A = e, f t(e) = e, f t(f ).
Let
and observe that because the tensor product is relative to A non-zero elements e 1 ⊗ · · · ⊗ e n ∈ F A correspond to paths e 1 · · · e n in Γ. Indeed:
For each e ∈ E we define ℓ(e) ∈ B(F A ) by
and then its adjoint is given by
Notice that in the above formula e, e 1 A = e, e 1 t(e 1 ) and that t(e 1 )e 2 = e 2 if this element is a path. The norm of this operator is given by
For each e ∈ E we define the non-commutative random variable
and consider the conditional expectation E : B(F A ) → A given by
It is known that (Gr
into the von Neumann algebra (W * (c(e) : e ∈ E + ), E) in a trace-preserving manner (cf. Theorem 3 in [1] ). In fact, all of Gr 0 P Γ embeds into W * (c(e) : e ∈ E) in a trace-preserving manner. Denote M := W * (c(e) : e ∈ E).
For each v ∈ V , we can define a state φ v = δ v • E and a weight
Then for x ∈ Gr 0 P, using (2) we see that
Consequently we define
Consider the Fock space
(ignoring the A-bimodule structure of H). Let ϕ be the vacuum state on B(F ). For each e ∈ E we definê ℓ(e) ∈ B(F ) as above and letĉ(e) =l(e) +l(e • ) * . Extendingĉ to loops by e 1 · · · e 2n →ĉ(e 1 ) · · ·ĉ(e 2n ), it follows that φ • c = ϕ •ĉ. Indeed, the GNS vector space associated to φ v is isomorphic to the subspace of F spanned by elements of the form e 1 ⊗ · · · ⊗ e 2n where e 1 · · · e 2n ∈ L and s(e 1 ) = t(e 2n ) = v. Consequently,
Since this holds for each v, φ(c(x)) = ϕ(ĉ(x)) by summing over the support of x according to which vertex it starts at. Consequently, using (3) we have
From now on, we will repress the embedding notation i and consider Gr 0 P as a subalgebra of Gr 0 P Γ , although the traces of such elements will still be thought of as scalars so that (4) makes sense.
We will use the notation C e =ĉ(e) for e ∈ E, and M = W * (C e : e ∈ E) ⊂ B(F ). It turns out M is a free Araki-Woods factor, which we demonstrate below, and thus this embedding lies in the scope of the transport results obtained in [8] .
Free Araki-Woods algebras
Each C e is a generalized circular element (cf. [10] ). Indeed, let h = e/ e and g = e
• / e • be normalized opposite edges. Then
so letting λ(e) = σ(e) 2 = e −4 we see that C e / e is a generalized circular element of precisely the form discussed in [10] . Consequently the C e will be linearly related to certain semicircular random variables, and the von Neumann algebra they generate will be a free Araki-Woods factor. We describe these semicircular elements presently. For e ∈ E define
so that u(e), u(e • ) are unit vectors. For each e ∈ E let X e =l(u(e)) +l(u(e)) * , then it is easy to check that
For each pair e, f ∈ E let α ef = ϕ(X f X e ) = u(f ), u(e) . Then take A ∈ M |E| (C) to be the matrix defined by 2 1+A ef = α ef . It follows that A is a block-diagonal matrix in the sense that [A] ef = 0 unless f ∈ {e, e
• }. As this will be the case for all matrices considered in this paper, we adopt the following notation for B ∈ M |E| (C) and e ∈ E + :
In particular, we have
Moreover, A is positive with spectrum(A) = {λ(e)} e∈E and consequently,
Setting U t = A it for t ∈ R gives a one-parameter orthogonal group with [U t ] ef = 0 when f ∈ {e, e • } and U t (e) = cos(t log λ(e)) − sin(t log λ(e)) sin(t log λ(e)) cos(t log λ(e)) e ∈ E + .
It follows that H is isomorphic to the closure of C |E| with respect to the inner product
and this isomorphism is implemented by sending the standard basis of C |E| to {u(e)} e∈E in the obvious way. Moreover, M = W * (C e : e ∈ E) = W * (X e : e ∈ E) ∼ = Γ(R |E| , U t ) ′′ , where the latter von Neumann algebra is the free Araki-Woods factor.
3.1. The differential operators. Since M is a free Araki-Woods factor, all the machinery developed in [8] carries over and we proceed by translating it to the context of the generalized circular system C = (C e : e ∈ E). Let X = (X e : e ∈ E), then the linear relation in (5) can be stated succinctly as
where U is the matrix with [U ] ef = 0 for f ∈ {e, e • } and
Because of this linear relation, if we denote P = C X e : e ∈ E then these can be thought of as noncommutative polynomials in either the X e or in the C e . As elements of P, the distinction is trivial; however, for the purposes of composition with elements of P |E| it is necessary to indicate whether an element is being thought of as a function on the C e or the X e .
Let {δ e } e∈E be the free difference quotients defined on P by δ e (X f ) = δ e=f 1 ⊗ 1 and the Leibniz rule. We use the same conventions on P ⊗ P op as those in [8] . The σ-difference quotients of [8] are given by ∂ u(e) = f ∈E α f e δ f , and these generate a new collection of derivations {∂ e } e∈E via the linear relation in (7):
. These can also be independently defined on P by ∂ e (C f ) = δ f =e • σ(e)1 ⊗ 1 and the Leibniz rule. We shall refer to the derivations {∂ e } e∈E as c-difference quotients.
For
Letting J σ be the operator considered in [8] we have [
Let {D u(e) } e∈E be the σ-cyclic derivatives of [8] :
and for Q ∈ P we let DQ be the σ-cyclic gradient of Q: DQ = (D u(e) Q : e ∈ E). We then define the c-cyclic
where we have used the action of the modular automorphism group ϕ ϕ t on C e discussed in Lemma 5.
(ii) in [1] . For Q ∈ P we define D c Q = (D e Q : e ∈ E) as the c-cyclic gradient. It then follows that
It is clear the the c-difference quotients and c-cyclic derivatives induce derivations on Gr 0 P Γ through c, and we denote these by ∂ e and D e as well. Suppose eu is a loop (so that u is a path from t(e) to s(e)). Then ∂ e u is zero unless e
• is one of the edges traversed by u in which case ∂ e u is a tensor product u ℓ ⊗ u r of two loops such that u ℓ starts at t(e) and u r starts at s(e). If u itself is a loop, then D e u is zero unless e
• is traversed by u in which case D e u is path starting at s(e) and ending at t(e).
We next encode the action of these differential operators on Gr 0 P via planar tangles.
Lemma 3.1. For g ∈ Gr 0 P, x ∈ P n,± , and 1 ≤ i ≤ 2n, consider the tangle g x where the ith boundary point of x is connected with g and we sum over all choices of boundary points of g. Then the image of the output of this tangle underĉ is the same asĉ(x) except with each monomial
Proof. We prove this result for the corresponding tangle on Gr 0 P Γ , so that it then holds via our embedding Gr 0 P ֒→ Gr 0 P Γ . Suppose w = e 1 · · · e 2n and u = f 1 · · · f 2m , are loops. Then
The image of this underĉ is precisely
Using the multilinearity of this and the tangle with respect to u and w, we obtain the result for general g and x.
This lemma tells us that g can be thought of an vector whose components are indexed by how we label the bottom string, and the image of this vector underĉ is the c-cyclic gradient of g, D c g. Identify Gr 0 P Γ with its dual via the pairings
Given a linear functional ψ on M , ψ •ĉ is a linear functional on Gr 0 P Γ and so by duality there is an element
where on the left we sum over the choices of the right-most endpoint of the string connecting x to itself and V (e) ∈ N is |V + | if e ∈ E + and |V − | otherwise.
Proof. We first claim that x f embeds as (ψ ⊗ 1)( eu∈L σ x (eu)∂ eĉ (u)) underĉ. Indeed, let e 1 u = e 1 e 2 · · · e 2n ∈ L. Then this tangle evaluated at e 1 u instead of x yields
(We note that if e j = e • 1 then e 2 · · · e j1 and e j+1 · · · e 2n are indeed loops). Now, since f * , e 2 · · · e j−1 P Γ is supported only on t(e 1 ) = s(e 2 ), we have [ f * , e 2 · · · e j−1 P Γ ](t(e 1 )) = ψ(ĉ(e 2 · · · e j1 )). Consequently the image of the above expression underĉ is
Summing over general eu ∈ L yields the claim for x. Now, for a ∈ Gr + 0 P we have that f * , a P Γ is the function supported on V + with constant value of f * , a P . Hence ψ(ĉ(a)) = |V + | f * , a P , or
where the planar tangle is occurring in P. Similarly for a ∈ Gr − 0 P. Applying this to the output of the tangle in the first claim yields (12) once we note that the components of x in Gr ± 0 P embed as eu∈L± σ(eu)eu ∈ Gr ± 0 P Γ .
Remark 3.3. The element associated to the free quasi-free state ϕ by (11) is T L ∞ , which we note is distinct from T L ∞ , the element associated to it via the pairing f * , · P on Gr 0 P. This difference is simply a consequence of the relationship between these two pairings for elements of Gr 0 P:
3.2. Formal power series and Banach algebras. Recall from [8] that on P we considered two Banach norms for an R > 0. For
coef(e 1 , . . . , e n )X e1 · · · X en we defined
|coef(e 1 , . . . , e n )|R n .
We denote the closure P · R by P (R) . Moreover, P (R) ϕ denotes the intersection P (R) ∩ M ϕ with the centralizer of M : the elements fixed under the modular automorphism group.
Writing Q = n≥0 π n (Q) where π n is the projection onto monomials of degree n, we also defined
where ρ : P → P is defined by
The tangle induced by ρ on Gr 0 P Γ is the identity tangle but with the last string rotated clockwise around to the leftmost boundary point of the output disc. Equivalently, the tangle shifts the distinguished interval to the adjacent interval in the counter-clockwise direction.
Let P f inite = {Q ∈ P : Q R,σ < ∞}, then it is easy to see that P ∩ M ϕ ⊂ P f inite and we let P (R,σ) = P · R,σ . We also denote P (R,σ) ϕ = P (R,σ) ∩ M ϕ and further denote by P (R,σ) c.s.
the elements in P (R,σ) which are fixed under ρ. Such elements are called σ-cyclically symmetric and have the same norm with respect to · R and · R,σ .
Provided R is larger than all the operator norms X e , e ∈ E, then both norms · R and · R,σ dominate the operator norm on M . Hence P (R,σ) ⊂ P (R) ⊂ M for such R. Since,
we will usually consider only R ≥ 2(1 + δ 1 4 ). In fact, due to hypothesis of the transport theorems (cf. Theorem 3.17 in [8] for example) we will usually restrict ourselves to
where we have used (6) . Via the embeddingĉ, the norms · , · R , and · R,σ induce norms on Gr 0 P Γ , which we denote in the same way, and maps σ ϕ z , z ∈ C, and ρ induce a maps on Gr 0 P Γ , again still denoted in the same way. Let
(we will see below that w R,σ < ∞ for all w ∈ Gr 0 P Γ ). We similarly define (Gr 0 P) (R) and (Gr 0 P) (R,σ) . (Gr 0 P Γ ) (R) may be thought of the subalgebra of Gr 0 [[P]] of absolutely convergent power series on loops with a radius of convergence of at least R, where a loop of length 2n is given degree 2n (modulo the constants involved in translating from X to C). Similarly, (Gr 0 P Γ ) (R,σ) may be thought of as the subalgebra of Gr 0 [[P]] of absolutely convergent power series on the loops so that every rotation of its support loops has radius of convergence at least R. We also use the subscripts ϕ and c.s. to denote the corresponding subspaces.
We make the following observations for a loop e 1 · · · e 2n ∈ L n,± :
e 1 · · · e 2n = e 1 · · · e 2n , and for 1 ≤ k < 2n
µ(t(e l )) µ(s(e l )) e 2n−k+1 · · · e 2n e 1 · · · e 2n−k = µ(t(e 2n )) µ(s(e 2n−k+1 )) e 2n−k+1 · · · e 2n e 1 · · · e 2n−k .
where we used the bound
Thus for w = u∈Ln,± β(u)u ∈ P Γ n,± we have the bound
and using (13) we obtain
In particular, for any w ∈ Gr 0 P Γ , w R,σ < ∞. 
Using (9) and (10) this is equivalent to
The solution ψ is the free Gibbs state with potential V and is often denoted ϕ V .
Lemma 3.4. Let ψ be the free Gibbs state with potential V . Assume that V =ĉ(v) for some v ∈ (Gr 0 P)
c.s. , and that the element f ∈ Gr 0 [[P Γ ]] associated to ψ by the duality in (11) satisfies f ∈ Gr 0 [[P]]. Then the following equivalence of planar tangles holds:
where on the left we sum over the endpoints of v which are connected to x and on the right we sum over the positions of the right endpoint of the string.
Proof. Let
and suppose x embeds as u∈L σ x (u)u ∈ Gr 0 P Γ . Then by Lemma 3.1
where V (e) = |V + | if e ∈ E + and V (e) = |V − | otherwise. Next applying (14) yields
which is equivalent to the right-hand side of (15) by Lemma 3.2. Recall that in [8] we considered the following potential
which satisfied DV 0 = X. The free Gibbs state with potential V 0 is the vacuum state ϕ. Rewriting V 0 in terms of the C e via (7) yields
and D c V 0 = U #DV 0 = C. Observe that V 0 =ĉ(v 0 ) where v 0 ∈ Gr 0 P is the sum of the 1-box Temperley-Lieb diagrams
, which embeds as 
] which satisfy the Schwinger-Dyson planar tangle for potential v close to v 0 with respect to the · R,σ norm. Our convention will be to denote the difference by w = v − v 0 . We will also construct an embedding of Gr 0 P Γ into M taking the edges e ∈ E to noncommutative random variables whose joint law with respect to ϕ is the free Gibbs state with potential V =ĉ(v).
Transport
For the remainder of the paper we fix R ′ > R ≥ 4δ 1 2 , so that the operator norm is dominated by · S for any S ≥ R. The constants obtained in the following will depend only on R, R ′ , and |E|.
4.1.
Constructing the transport element. The main theorem of [8] showed that if Z is an N -tuple of random variables in some non-commutative probability (L, ψ) whose joint law ψ Z is the free Gibbs state with potential V , and V − V 0 R,σ is sufficiently small then (W * (Z), ψ) ∼ = (W * (X), ϕ) and the isomorphism is state-preserving. Stated more succinctly, the theorem gives
small. In this section we will show that if v ∈ (Gr 0 P)
with v − v 0 R,σ is sufficiently small, then there is an element satisfying the Schwinger-Dyson planar tangle with potential v.
Recall that the map N : P → P is defined by multiplying a monomial of degree n by n, and Σ is its inverse on monomials of degree one or higher. These induce maps on Gr 0 P Γ , which we also denote N and Σ:
Lemma 4.1. Let w ∈ (Gr 0 P)
and denote W :=ĉ(w). Consider the following map defined on
Consider the following planar tangles on Gr 0 P Γ :
where the number discs containing v 0 + Σg varies according to the components of w,
where there are exactly m discs containing Σg, and
where again there are exactly m discs containing Σg. Then on Gr 0 P Γ , F •ĉ =ĉ • T where T is the planar tangle
and convergence is with respect to the · R ′ -norm.
Proof. We will prove this equivalence term by term. For w ∈ Gr 0 P and W =ĉ(w), we have thatĉ
, we can sum over the support of w to obtain the equality since convergence is guaranteed by
, is a delta function supported on the loop e l,1 · · · e l,n l . Theñ
2 × e 1,j1+1 · · · e 1,n1 e 1,1 · · · e 1,j1−1 e 2,j2+1 · · · e 2,n2 e 2,1 · · · e 2,j2−1
δ e2,j 2 =e σ(e)σ(e 2,j2+1 ) 2 · · · σ(e 2,n2 ) 2 e 2,j2+1 · · · e 2,n2 e 2,1 · · · e 2,j2−1
Using the multilinearity of each side we have for arbitrary
and we note that the left-hand side isĉ • T 2 (g). LetT
First note that because of (8), for each l = 1, . . . , m − 1 and e, f ∈ E we have
Also it follows from a simple computation that
×ĉ(e 1,j1+1 · · · e 1,i1−1 ) ⊗ĉ(e 1,i1+1 · · · e 1,j1−1 ).
Assume each u l is the delta function supported on the loop e l,1 · · · e l,n l . Theñ (e m,im+1 ) ). with the factor corresponding to l + 1 rather than l.
With these changes we havẽ
Applyingĉ and comparing this to (16) and (17) demonstrates the claimed equivalence. Then using the multilinearity of each side to replace u l with Σg for each l = 1, . . . , m then showŝ
A similar argument demonstrateŝ
Finally, a term by term comparison then yields the equivalence
Using (9) and (10) it is not hard to see that the map F defined in Lemma 4.1 is equivalent to the map considered in Corollary 3.14 of [8] where the W in this latter map is being thought of as a polynomial on the X e (for the purposes of composing with X + DG).
Corollary 3.18 of [8] (with N = |E|) then says that there is constant ǫ > 0 so that if W =ĉ(w) for w ∈ (Gr 0 P)
with w R ′ +1,σ < ǫ then there exists G ∈ P (R ′ ,σ) c.s.
so that the joint law of the N -tuple Y = X + DG is the free Gibbs state with potential V 0 + W . By (14) this is equivalent to joint law of the N -tuple C + D c G satisfying the Schwinger-Dyson equation with potential V 0 + W but with the differential operators D c and J σ . That is,
where here [Q](P ) for Q ∈ P (R) and P ∈ (P (R) ) |E| means Q evaluated as a power series in the C e at C e = P e . This G = ΣĜ whereĜ is the · R ′ ,σ -norm limit of the sequence
Definition 4.2. The element g ∈ (Gr 0 P)
is called the transport element from v 0 to v.
, there is a sequence {h n } n∈N ⊂ Gr 0 P so that g − h n R ′ → 0. Let
then x k ∈ Gr 0 P and η(x) is the · R -limit of the x n by Lemma 2.5 in [8] .
It is clear that the element associated to ϕ •ĉ • η via the duality in (11) is
where we sum over the number of input discs with g in them. Define 
] defined above satisfies the Schwinger-Dyson planar tangle. Moreover, the mapĉ • η sends Gr 0 P Γ to a subalgebra of W * (C e + D eĝ : e ∈ E), whose joint law with respect to the free quasi-free state ϕ is the free Gibbs state with potential , the requirement that w = v − v 0 be invariant under ρ prevents us from fully generalizing the result in [2] . For example, consider the Temperley-Lieb diagram B = which embeds as
Proposition 2 of [2] can be applied to the perturbation v 0 + t u∈L σ B (u)u, but as this element is not invariant under ρ the above proposition does not apply. In fact, symmetrizing t u∈L σ B (u)u with respect to ρ yields
The later summation is t times the embedding of the Temperley-Lieb diagram
which is the diagram obtained from B by shifting the distinguished interval one interval counter-clockwise, i.e. applying ρ to B.
4.2.
Equality of non-commutative probability spaces. Usingĉ to realize Gr 0 P as a subalgebra of M ,
Note that by our choice of R ≥ 4δ 1 2 , · S dominates the operator norm for any S ≥ R and therefore (Gr 0 P) (S) ⊂ M 0 for every S ≥ R. Thus, for
In this section we show that by making ǫ smaller if necessary we have
Suppose h ∈ (Gr 0 P) (R) with zero P 0 component embeds into M aŝ
and define H ∈ P (R) |E| by
Then L(H) =ĉ(h) and for u 1 eu 2 ∈ L (e ∈ E) we have
Proof. The assertion L(H) =ĉ(h) follows immediately from the definition of H and L(H). To see that the output of the planar tangle embeds as stated, one simply notes that the string connecting h to e must have e • as its endpoint in h and contributes a factor of σ(e • ) to the tangle.
Theorem 4.6. There exists a constant ǫ > 0 so that for v ∈ (Gr 0 P) 
and g is the transport element from v 0 to v. We claim that h k ∈ (Gr P 0 ) (R) and if
and the map L is injective. The sequence {U −1 #H k } k∈N (now thought of as power series in X), is precisely the sequence considered in Lemma 2.8 of [8] . In particular (after shrinking ǫ if necessary for f to satify the hypotheses of this lemma)
Consequently x k ∈ (Gr 0 P) (R) since P (R) is a Banach algebra. Now, if x embeds as u∈L σ x (u)u ∈ Gr 0 P Γ , then by Lemma 4.5
since P (R) is a Banach algebra. Thus η(x k ) ∈ (Gr 0 P) (R) as claimed. Lemma 2.8 of [8] also showed that
here we are evaluating U −1 #H k as power series in X) with respect to the · R -norm. Consequently H k (C + D cĉ (g)) → C (evaluating H k as a power series in C) with respect to the · R -norm. Considering (19) we then havê
Finally, let π n : Gr 0 [[P]] → P n,+ ⊕ P n,− be the projection onto the nth component. Write each x k = n≥0 π n (x k ), where this sum converges with respect to the · R -norm. Then η(x k ) = lim N η N n=0 π n (x k ) with respect to the · R -norm. This shows that η(x k ) ∈ M The * -automorphism on M is simply the extension of C e → C e + D eĉ (g).
Remark 4.7. Because of (4), the embeddingĉ : (Gr 0 P, T r 0 ) ֒→ (M 0 , ϕ) is not trace-preserving. However, restricting to either Gr 
4.3.
Tower of non-commutative probability spaces. In this section we recall the embeddings of Gr k P Γ into B(F ) considered in [1] , and show that perturbing these embeddings by the transport element g still yields the same von Neumann algebra. For k ≥ 1 consider the mapĉ k :
where e 1 , . . . , e k , f 1 , . . . , f k ∈ E and uf
We letĉ 0 =ĉ. The reason for the apparent rotation of the edges in the definition ofĉ k is that when we represent x ∈ Gr k P as the diagram x we want to send the strings on the left to operators of the form l(e), the strings on the right to operators of the form l(e • ) * , and the strings on top to operators of the formĉ(e). Because l(f ) * l(e) = δ f =e e 2 Ω,ĉ k is a * -homomorphism from Gr k P Γ with multiplication ∧ k to M k ⊂ B(F ) where
which satisfies ϕ k (ĉ(x)) = v∈V [T r k (x)](v) for x ∈ Gr k P, and the embeddings i
These inclusion maps correspond to the inclusion tangles
In [1] , the embedding c : C e ∈ E → B(F A ) rather thanĉ was used to define these von Neumann algebras on the GNS space corresponding to the weight φ from Section 2.3. However, since ϕ •ĉ = φ • c these are isomorphic to the M k defined here. Consequently, Theorem 8 of [1] implies that the standard invariant of the subfactors i k−1 k (M k−1,+ ) ⊂ M k,+ is isomorphic to the subfactor planar algebra P.
Let v ∈ (Gr 0 P) (R ′ +1,σ) c.s.
be sufficiently close to v 0 so that the transport element g from v 0 to v exists. We then define η k on Gr k P by η k (x) = v 0 + g · · · v 0 + g x x ∈ Gr k P (with η 0 = η). Note that η k (x ∧ k y) = η k (x) ∧ k η k (y) for x, y ∈ Gr k P and that I k−1 k intertwines η k−1 and η k . Theorem 4.9. Let ǫ > 0 be as in Theorem 4.6. For each x ∈ Gr k P,
k,± = M k,± . Finally, the inclusions in the tower {M (v) k } k≥0 given by the maps {i k−1 k } k≥0 are the same as in the tower {M k } k≥0 ; that is, P is recovered as the standard invariant of the tower {M (v) k,+ } k≥0 . Proof. Let {h n } n≥0 ⊂ Gr 0 P be a sequence converging to v 0 + g in with respect to the · R ′ ,σ -norm. Given x ∈ Gr k P, suppose it embeds as uu • 2 u1∈L σ x (uu σ x (uu
, where
|σ x (uu ⊂ M k . The reverse inclusion follows from the same argument since we showed in the proof of Theorem 4.6 that c(u) is the · R -norm limit of elements of the formĉ • η(u ′ ). The final statements are immediate from the equalities established above, but we also note that they follow from the fact that I k−1 k intertwines η k and η k−1 for each k. One should think of the embeddingsĉ k • η k , k ≥ 0 as small perturbations of the embeddingsĉ k of Gr k P. Thus, Theorems 4.6 and 4.9 say that when the perturbation is small enough, the von Neumann algebra generated by the Gr k P are the same and we can recover the subfactor planar algebra P as the standard invariant of the subfactors i Recall that we can extend this to a series of traces τ k : Gr + k P → C, k ≥ 0, via (1). Let (H k , π k , ξ k ) be the GNS representation of (Gr . Thus when the L k are factors, one can consider the standard invariant associated to these inclusions. The following corollary shows that if f satisfies the Schwinger-Dyson planar tangle with a potential v close enough to v 0 , then L k ∼ = M k,+ for each k ≥ 0 and hence the standard invariant for {L k ⊂ L k+1 } k≥0 is simply P. . If and v − v 0 R,σ < ǫ then there exists trace-preserving embeddings (Gr k P, τ k ) ֒→ (M k , ϕ k ) for each k and the von Neumann algebra generated by Gr k P under this embedding is M k . Moreover, L k ∼ = M k,+ for each k ≥ 0.
Proof. Let g ∈ (Gr 0 P) (R,σ) c.s.
be the transport element from v 0 to v. Then the embeddings are simply {ĉ k • η k } k≥0 and the equality of the generated von Neumann algebras follows from Theorem 4.9. The isomorphism L k ∼ = M k,+ follows from the fact that both representations π k andĉ k • η k are trace-preserving.
