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Abstract
In this work we present a robust and accurate arbitrary order solver for the fixed-boundary plasma equilibria in
toroidally axisymmetric geometries. To achieve this we apply the mimetic spectral element formulation presented
in [56] to the solution of the Grad-Shafranov equation. This approach combines a finite volume discretization with
the mixed finite element method. In this way the discrete differential operators (∇, ∇×, ∇·) can be represented exactly
and metric and all approximation errors are present in the constitutive relations. The result of this formulation is an
arbitrary order method even on highly curved meshes. Additionally, the integral of the toroidal current Jφ is exactly
equal to the boundary integral of the poloidal field over the plasma boundary. This property can play an important
role in the coupling between equilibrium and transport solvers. The proposed solver is tested on a varied set of plasma
cross-sections (smooth and with an X-point) and also for a wide range of pressure and toroidal magnetic flux pro-
files. Equilibria accurate up to machine precision are obtained. Optimal algebraic convergence rates of order p + 1
and geometric convergence rates are shown for Soloviev solutions (including high Shafranov shifts), field-reversed
configuration (FRC) solutions and spheromak analytical solutions. The robustness of the method is demonstrated for
non-linear test cases, in particular on an equilibrium solution with a pressure pedestal.
Keywords: Grad-Shafranov, spectrally accurate, spectral element, Poisson solver, mimetic discretization, mixed
finite element
1. Introduction
The numerical computation of magnetohydrodynamic (MHD) equilibria plays a central role in the study of mag-
netically confined plasmas. In particular, MHD equilibria are used as input to complex algorithms capable of perform-
ing detailed simulations of MHD turbulence and stability, transport, heating, etc, see for example [11, 18, 19, 28, 31,
45, 66]. Other applications of MHD equilibrium computations that have been gaining an increasing attention are dis-
charge scenario validation and control of tokamak reactors, see [36] for an overview of current and future applications
in control. In the context of control and discharge scenario validation, MHD equilibria are typically used in coupled
simulations with 1D transport codes, e.g. [3, 16, 19, 33, 34, 57]. With these applications in mind, the development of
fast, robust and accurate MHD equilibrium solvers on arbitrary geometries has become an important and active topic
of research.
For plasmas in axisymmetric configuration, such as in tokamak devices, the MHD equilibrium can be expressed
in cylindrical coordinates (r, z, φ) by the Grad-Shafranov equation, see [30, 65]:
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in Ωp , (1)
where ψ is the flux function, f is related to the toroidal component of the magnetic flux, P is the plasma pressure and
where Ωp = Ωp(ψ) denotes the plasma domain. For a complete derivation of this equation see for example the book
by Goedbloed et al. [26].
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The Grad-Shafranov equation, (1), is a non-linear elliptic partial differential equation. Its non-linear character
stems from the non-linear dependence of P and f on the unknown flux function ψ and from the fact that the plasma
domain Ωp is also an unknown, that in general can only be determined once the flux function is known. These two
characteristics make the solution of this equation a challenging task.
The literature on the numerical solution of MHD equilibria is extensive. A detailed review of different formulations
and codes prior to 1991 is presented in [67] and a shorter review up to 1984 is given in [5]. More recently, several
other approaches have been proposed and are used by different research groups, e.g. CEDRES++ [32], CHEASE
[50, 51], CREATE-NL+ [2], ECOM [46, 59], EEC [47], ESC [71], HELENA [37], NIMEQ [35], SPIDER [40], etc.
The solution of MHD equilibria can be grouped into two distinct classes: (i) fixed-boundary (e.g. CHEASE,
ECOM, EEC, ESC, HELENA, NIMEQ, SPIDER) and (ii) free-boundary (e.g. CEDRES++, CREATE-NL+). In the
fixed-boundary case the plasma domain is prescribed together with ψ = constant at its boundary, ∂Ωp. Equation (1) is
then used to find ψ inside the plasma. The free-boundary approach requires the solution of the MHD equilibrium in
an infinite domain with homogeneous boundary conditions, ψ = 0, at infinity and taking into consideration the current
flowing in a set of external coils and the Grad-Shafranov equation in the plasma region, (1). In this situation, both
the plasma domain and the flux function, ψ, are unknowns that need to be computed consistently. Both in the fixed-
and free-boundary cases, the functions P(ψ) and f (ψ) are either prescribed or determined from transport codes (e.g.
ASTRA [60], CORSICA [17], CRONOS [3], JETTO [14], RAPTOR [20], TRANSP [13]).
The different schemes to numerically solve the MHD equilibrium problem can either compute the flux function, ψ,
on a prescribed mesh in the (r, z) coordinate system (Eulerian or direct solvers, e.g. CEDRES++, CHEASE, CREATE-
NL+, ECOM, [29, 39, 41]) or employ a flux-based mesh and compute the physical coordinates (r, z) from the plasma
geometry and ψ (Lagrangian or indirect solvers, e.g. EEC, ESC, [42, 49]). Regarding the numerical formulation,
several different approaches have been proposed: finite element method (CEDRES++, CHEASE, CREATE-NL+,
EEC, ESC, HELENA, NIMEQ, [41]), spectral element or collocation method (ECOM, ESC, NIMEQ, [49]), finite
difference method ([29]) and radial-basis function meshfree method ([39]).
In this article we present a new arbitrary order, fixed-boundary, Eulerian MHD equilibrium solver based on a
mimetic spectral element method formulation, [56]. High-order accuracy is obtained by (i) reformulating the Grad-
Shafranov equation, (1), as a non-linear scalar Poisson equation with a non-uniform tensorial material property in
the constitutive equation (see for example [53] for a derivation of Darcy’s law), (ii) using a mixed finite element
formulation for the equations containing metric and material properties and a finite volume formulation for the equa-
tions establishing topological relations, and (iii) using a particular set of arbitrary order finite element basis functions
(edge basis functions, see [22, 56]). To our knowledge, the proposed approach results in the first spectrally accu-
rate Grad-Shafranov solver capable of reconstructing the total plasma current on highly curved meshes. An important
characteristic of this solver is that it can account for arbitrary plasma shapes, including plasma shapes with an X-point.
Also, no restrictions on the flux functions f (ψ) and P(ψ) are required, allowing for the computation of a wide variety
of equilibria.
Mimetic methods aim to preserve essential physical/mathematical structures in a discrete setting. Many of such
structures are topological, i.e. independent of metric, and involve integral relations. For these reasons the mimetic
method uses an integral formulation in order to preserve these properties at the discrete level. A general presentation
of the mimetic formulation used in this work is given in [56] and earlier work is presented in [10, 23, 24, 54, 55]. For
other mimetic formulations see the references in [56].
The outline of this paper is as follows. In Section 2 we present the proposed numerical method. We start by
introducing the Grad-Shafranov equation as a non-linear Poisson equation in Section 2.1 and then in Section 2.2 the
iterative procedure used is discussed. This is followed by the mimetic discretization of the linear Poisson equation
in Section 2.3. We finalize the presentation of the method by applying the Poisson solver to the discretization of the
Grad-Shafranov equation. In Section 3 the proposed method is applied and tested on a varied set of test cases. We start
by testing algebraic and geometric convergence rates on Soloviev (Section 3.1.1), field-reversed (Section 3.1.2) and
spheromak (Section 3.1.3) analytical solutions. We then show the robustness of the method for linear and non-linear
eigenvalue test cases, Section 3.2.2 and Section 3.2.3 respectively. In Section 4 we conclude with a discussion of the
merits and limitations of this solver and future extensions.
2
2. Numerical method
2.1. The Grad-Shafranov equation as a Poisson equation
As stated before, the work presented here is focussed on the fixed-boundary solution of the Grad-Shafranov
equation, which corresponds to a homogeneous Dirichlet problem given by:−
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Since we consider a fixed-boundary solution, Ωp is known. In the same manner, both P and f are also given.
Another form of this equation, that is typically presented in the literature, is−∇ ·
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Although this expression is correct, we prefer to use an equivalent formulation that highlights the physical nature of
the problem: ∇ × (K∇ × ψ) = Jφ in Ωp ,ψ = 0 on ∂Ωp , where

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f
d f
dψ
,
(4)
and with ∇ × ψ := ∂ψ
∂z~er − ∂ψ∂r ~ez. This form shows that this boundary-value problem can be seen as a non-linear vector
Poisson problem in 2D with a non-uniform tensorial material propertyK in the constitutive relation. Additionally, the
following two relations are explicitly expressed in (4):
K∇ × ψ = ~hp = hr~er + hz~ez and ∇ × ~hp = Jφ , (5)
with ~hp the poloidal component of the magnetic field. By posing the fixed-boundary Grad-Shafranov problem as a
non-linear Poisson problem we can focus on the numerical solution of the more general Poisson problem and then
substitute K and Jφ by the particular cases present in MHD equilibria.
2.2. Iterative solution of non-linear Poisson problem
The solution of the non-linear Poisson problem (4) requires an iterative procedure such as Newton’s method or
a more straightforward fixed-point iteration method. In this work we focus on the fixed-point iteration scheme. It
is important to note that the fixed-point iteration procedure does not converge in all cases. In the future a Newton
method will be required as a more robust solver. Under some conditions (4) becomes an eigenvalue problem. In this
situation a modification to the standard fixed-point iteration method is required. For this reason, we present first the
non-eigenvalue case and then the eigenvalue one.
2.2.1. Non-eigenvalue case
With this simple method the updated value of the flux function, ψk+1, is computed by solving the Poisson problem
with the right-hand side evaluated at the previous value ψk, that is Jφ(ψk, r, z). This means that for each iteration k a
linear Poisson problem is solved: ∇ ×
(
K∇ × ψk+1
)
= Jφ(ψk, r, z) in Ωp ,
ψ = 0 on ∂Ωp .
(6)
The iterative procedure is stopped once the residual error satisfies
‖∇ ×
(
K∇ × ψk+1
)
− Jφ(ψk+1, r, z)‖Ls <   1 ,
3
with ‖ · ‖Ls the standard s-norm given by
‖ f ‖Ls :=
∫
Ωp
| f |s dV
 1s ,
and s ∈ N.
2.2.2. Eigenvalue case
In some situations the current profile Jφ has the form
Jφ(ψ, r, z) = J˜φ(ψ, r, z)ψ . (7)
In this case ψ = 0 is a trivial solution of this equation and therefore the iterative procedure outlined above needs to be
adapted in order to recover the physically relevant solution. Under this condition, the non-linear Poisson problem (4)
becomes an eigenvalue problem, see for example [25, 43, 48, 59, 64]. Below we outline the procedure presented in
[59], and followed in this work, for the solution of this eigenvalue problem.
The main idea is that it is possible to rescale the flux function, ψ¯ := ψ ‖ψ‖−1Ls , and the total toroidal current,
J¯φ := Jφ σ−1. Introducing these rescalings into P, f and Jφ we get:
dP
dψ
=
1
‖ψ‖Ls
dP
dψ¯
, f
d f
dψ
=
1
2
d f 2
dψ
=
1
‖ψ‖Ls
d f 2
dψ¯
and Jφ(ψ, r, z) =
σ
‖ψ‖Ls J¯φ(ψ¯, r, z) . (8)
Using the rescaling (8) results in the following non-linear eigenvalue problem:∇ × (K∇ × ψ¯) = σ¯ J¯φ in Ωp ,ψ¯ = 0 on ∂Ωp , (9)
with σ¯ := σ‖ψ‖2Ls
representing the eigenvalue. This form of the MHD equilibrium equation clearly shows that it is an
eigenvalue problem on the eigenfunction ψ¯ and associated eigenvalue σ¯. This, as noted in [48, 59], demonstrates the
well known scale-invariance property of the Grad-Shafranov equation under the transformation
(ψ, σ, r, z) −→ (λψ, λ2σ, r, z) . (10)
The fixed-point iterative procedure to find the physically relevant eigenfunction of this non-linear eigenvalue
problem can either be employed to find the normalized flux function solution or the solution that satisfies a specific
total toroidal current. Here we use the approach for finding a normalized flux function solution as presented in [59].
This method computes in each iteration a new eigen-pair (ψ¯k+1, σ¯k+1) by first using the previous eigen-pair (ψ¯k, σ¯k) to
solve the linear Poisson problem: ∇ ×
(
K∇ × ψk+1
)
= σ¯k J¯φ(ψ¯k, r, z) in Ωp ,
ψk+1 = 0 on ∂Ωp .
(11)
The new eigen-pair is computed in the following way:
ψ¯k+1 =
ψk+1
‖ψk+1‖Ls and σ¯
k+1 =
σ¯k
‖ψk+1‖Ls . (12)
Once showed that the iterative procedure to solve the non-linear Poisson problem (4) (and consequently the Grad-
Shafranov problem (2)) relies heavily on the successive solution of a linear Poisson problem, we proceed with the
discussion on the application of the mimetic spectral element discretization to the solution of the linear Poisson
problem.
4
2.3. Poisson problem and its discrete solution
In this section we present the application of the mimetic spectral element discretization to the solution of the linear
Poisson problem, such as the one appearing in the iterative solution of the Grad-Shafranov problem, (11):∇ × (K∇ × ψ) = J in Ωp ,ψ = ψb on ∂Ωp . (13)
Note that (i) J = J(r, z) since it is a linear Poisson problem and (ii) ψb , 0. The general case of inhomogeneous
boundary conditions is outlined since it will be necessary in the solution of the Soloviev test case.
We start by rewriting (13) as a system of first order equations:
K∇ × ψ = ~hp in Ωp ,
∇ × ~hp = J in Ωp ,
ψ = ψb on ∂Ωp .
(14)
In this form, it is possible to separate the topological laws (exact) from the metric-dependent (approximate) ones. The
second expression, ∇ × ~hp = J, is a topological law (a circuital law in particular) that relates the flux integral of the
current density J through a surface N to the line integral of ~hp over the boundary of N :∫
∂N
~hp · d~l =
∫
N
J dV , (15)
where we have used Stokes’ theorem to establish the relation:
∫
∂N
~hp · d~l =
∫
N ∇ × ~hp dV . The integral form (15)
highlights the topological, metric-free nature of this equation. On the other hand, the first equation, K∇ × ψ = ~hp,
is an approximate relation since it combines a topological relation, ∇ × ψ = ~bp, with a constitutive one, K~bp =
~hp. Constitutive relations establish connections between different physical quantities by means of (inexact) physical
constants and metric-dependent relations, as in this case where K is the metric-dependent tensorial material property.
For these reasons, this equation has a local (metric-dependent) and approximate character opposed to the exact nature
of the previously discussed topological law. For a detailed discussion of the nature of physical laws the authors advise
the book by Tonti, [69].
It turns out, see for example[6–9, 24, 52, 56, 68–70] for an extensive discussion, that it is highly desirable (and
in some situations essential) to exactly satisfy the topological equations at the discrete level, while all approximation
and interpolation errors can be included in the constitutive relations.
With this objective in mind we will establish the mimetic discretization of the Poisson equation as expressed by
the first order system (14). We start by recalling the standard inner product definitions for both scalar and vector
valued functions,
〈g, f 〉Ω :=
∫
Ω
g f dV and 〈~u,~v〉Ω :=
∫
Ω
~u · ~v dV , (16)
the associated norms,
‖ f ‖L2(Ω) := 〈 f , f 〉
1
2
Ω
and ‖~u‖L2(Ω) := 〈~u, ~u〉
1
2
Ω
, (17)
and the function spaces L2(Ω) and H(∇×,Ω),
L2(Ω) := { f | ‖ f ‖L2(Ω) < ∞} and H(∇×,Ω) := {~u ∈ L2(Ω) | ∇ × ~u ∈ L2(Ω)} .
Note that the L2(Ω) space is defined for both scalar and vector valued functions.
The standard mixed finite element formulation starts by constructing the weak problem, see [12],
Find ψ ∈ L2(Ωp) and ~hp ∈ H(∇×,Ωp) such that
〈ψ,∇ × (K ~ϕ)〉Ωp = 〈~hp, ~ϕ〉Ωp , ∀~ϕ ∈ H(∇×,Ωp) ,
〈∇ × ~hp, φ〉Ωp = 〈J, φ〉Ωp , ∀φ ∈ L2(Ωp) .
(18)
5
Note that we consider here homogeneous Dirichlet boundary conditions ψ = ψb = 0 on ∂Ωp, which are now imposed
weakly. Well-posedness of this weak formulation can be found in any book on mixed finite elements, e.g. [12].
This formulation has two shortcomings:
1. The discrete K∇× operator will not be the adjoint of the discrete ∇× operator, as opposed to the continuous
case where both operators are adjoint. This can lead to the loss of self-adjointness and negative definiteness
of the discrete Laplacian operator, ∇ × K∇×, on general grids, leading to poor convergence properties, see for
example [38].
2. The second equation, representing the topological relation, is satisfied only approximately in curved geometries,
not exactly. We will see that with the use of a proper set of basis functions it is possible to write this equation
in a purely topological form, which is exact even on curved geometries.
In order to overcome these two aspects of the standard mixed finite element formulation we will present the
mimetic spectral element discretization. We start by introducing an alternative inner product, as discussed in [38, 56,
61], and show that this results in a K∇× operator that is the adjoint of the ∇× operator. Afterwards, we introduce the
set of basis functions used to discretize the physical quantities and show that they result in an exact representation of
the topological relation in (14).
2.3.1. The natural inner product
We can define an alternative inner product between two vector fields ~u,~v ∈ H(∇×,Ω) using the material metric
tensor K, since it is symmetric and positive definite. This inner product, which we denote by natural inner product, is
defined by
〈~u,~v〉K,Ω :=
∫
Ω
(
K−1~u
)
· ~v dV =
∫
Ω
~u ·
(
K−1~v
)
dV . (19)
If this inner product is used on the first equation in (18) we obtain the following alternative equality
〈K∇ × ψ, ~ϕ〉K,Ωp = 〈~hp, ~ϕ〉K,Ωp , ∀~ϕ ∈ H(∇×,Ωp) . (20)
Using the definition of the inner product, (19), and integrating by parts we obtain:
〈K∇ × ψ, ~ϕ〉K,Ωp :=
∫
Ωp
(
K−1K∇ × ψ
)
· ~ϕ dV =
∫
Ωp
ψ · ∇ × ~ϕ dV −
∫
∂Ωp
ψ~ϕ · d~l = 〈ψ,∇ × ~ϕ〉 −
∫
∂Ωp
ψ~ϕ · d~l . (21)
For homogeneous boundary conditions, ψb = 0, this expression shows that the natural inner product between vector
valued functions, (19), satisfies the adjoint relation between K∇× and ∇×. In order to enforce this adjoint relation at
the discrete level we rewrite the mixed finite element formulation, (18), as:
Find ψ ∈ L2(Ωp) and ~hp ∈ H(∇×,Ωp) such that
〈ψ,∇ × ~ϕ〉Ωp = 〈~hp, ~ϕ〉K,Ωp , ∀~ϕ ∈ H(∇×,Ωp) ,
〈∇ × ~hp, φ〉Ωp = 〈J, φ〉Ωp , ∀φ ∈ L2(Ωp) .
(22)
Note that the Dirichlet boundary conditions ψ = ψb = 0 on ∂Ωp are still imposed weakly. For inhomogeneous
boundary conditions the boundary term
∫
∂Ωp
ψ~ϕ · d~l must be included.
2.3.2. The finite dimensional basis functions
In this work we approximate ψ and ~hp by expanding them in two distinct families of tensor product polynomials
of at most degree p in r and z coordinates. First, two types of polynomials are introduced, one associated to nodal
interpolation and the other associated to histopolation (see [22, 62, 63] for an extensive discussion of histopolation
and its relation to integral interpolation). Subsequently, these two types of polynomials will be combined to generate
the two-dimensional polynomial basis functions used to discretize ψ and ~hp.
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Consider the canonical interval I = [−1, 1] ⊂ R and the Legendre polynomials, Lp(ξ) of degree p with ξ ∈ I. The
p + 1 roots, ξi, of the polynomial (1 − ξ2) dLpdξ are called Gauss-Lobatto-Legendre (GLL) nodes and satisfy −1 = ξ0 <
ξ1 < · · · < ξp−1 < ξp = 1. Let lpi (ξ) be the Lagrange polynomial of degree p through the GLL nodes, such that
lpi (ξ j) :=

1 if i = j
0 if i , j
, i, j = 0, . . . , p . (23)
The explicit form of these Lagrange polynomials is given by
lpi (ξ) =
p∏
k=0
k,i
ξ − ξk
ξi − ξk . (24)
Let q(ξ) be a function defined on I and qi = q(ξi), then its expansion in terms of these polynomials, qh(ξ), is given by
qh(ξ) :=
p∑
i=0
qil
p
i (ξ) . (25)
By (23) qh(ξ) is a polynomial interpolant of degree p of q(ξ). For this reason we denote the Lagrange polynomials in
(24) by nodal polynomials.
Before introducing the second set of basis polynomials that will be used in this work it is important to introduce
the reader to the concept of histopolant. Given a histogram, a histopolant is a function whose integrals over the
cells (or bins) of the histogram are equal to the area of the corresponding bars of the histogram, see Figure 1. If the
histopolant is a polynomial we say that it is a polynomial histopolant. In the same way as a polynomial interpolant
that passes exactly through p + 1 points has degree p, a polynomial that exactly histopolates a histogram with p + 1
bins has polynomial degree p. Consider now a function g(x) and its associated integrals over a set of cells [a j−1, a j],
g j =
∫ a j
a j−1
g(x)dx, with a0, < · · · < a j < · · · < ap. The set of integral values g j and cells [a j−1, a j] can be seen as a
histogram. As mentioned before, it is possible to construct a histopolant of this histogram. This histopolant will be an
approximating function of g that has the particular property of having the same integral over the cells [a j−1, a j] as g.
In the same way as an interpolant exactly reconstructs the original function at the interpolating points, a histopolant
exactly reconstructs the integral of the original function over the cells.
0 0.5 1 1.5 2
x
0
0.5
1
1.5
2
Ahistopolant
Ahistogram
Figure 1: Histogram and an example of a histopolant (red curve). By definition, the integral of the histopolant over each cell (or bin) Ahistopolant is
equal to the area of the corresponding bar of the histogram Ahistogram.
Using the nodal polynomials we can define another set of basis polynomials, epi (ξ), as
epi (ξ) := −
i−1∑
k=0
dlpk (ξ)
dξ
, i = 1, . . . , p . (26)
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These polynomials epi (ξ) have polynomial degree p − 1 and satisfy,
∫ ξ j
ξ j−1
epi (ξ) dξ =

1 if i = j
0 if i , j
, i, j = 1, . . . , p . (27)
The proof that the polynomials epi (ξ) have degree p−1 follows directly from the fact that their definition (26) involves
a linear combination of the derivative of polynomials of degree p. The proof of (27) results from the properties of
lpk (ξ). Using (26) the integral of e
p
i (ξ) becomes∫ ξ j
ξ j−1
epi (ξ) dξ = −
∫ ξ j
ξ j−1
i−1∑
k=0
dlpk (ξ)
dξ
= −
i−1∑
k=0
∫ ξ j
ξ j−1
dlpk (ξ)
dξ
= −
i−1∑
k=0
(
lpk (ξ j) − lpk (ξ j−1)
)
= −
i−1∑
k=0
(
δk, j − δk, j−1
)
.
It is straightforward to see that
−
i−1∑
k=0
(
δk, j − δk, j−1
)
=

1 if i = j
0 if i , j
, i, j = 1, . . . , p .
For more details see [22, 62, 63].
Let g(ξ) be a function defined on I and gi =
∫ ξi
ξi−1
g(ξ) dξ, then its expansion in terms of these polynomials, gh(ξ),
is given by
gh(ξ) =
p∑
i=1
gie
p
i (ξ) . (28)
By (27) we have
∫ ξi
ξi−1
gh(ξ) dξ = gi and therefore gh(ξ) is a polynomial histopolant of degree p − 1 of g(ξ). For this
reason we denote the polynomials in (26) by histopolant polynomials.
It can be shown, [22, 62], that if q(ξ) is expanded in terms of nodal polynomials, as in (25), then the expansion of
its derivative dq(ξ)dξ in terms of histopolant polynomials is(
dq(ξ)
dξ
)
h
=
p∑
i=1
(∫ ξi
ξi−1
dq(ξ)
dξ
dξ
)
epi (ξ) =
p∑
i=1
(q(ξi) − q(ξi−1)) epi (ξ) =
p∑
i=1
(qi − qi−1) epi (ξ) =
p∑
i=1, j=0
E1,0i, j q je
p
i (ξ) , (29)
where E1,0i, j are the coefficients of the p × (p + 1) matrix E1,0
E1,0 :=

−1 1 0 0 . . . 0
0 −1 1 0 . . . 0
...
. . .
. . .
...
0
. . . 0 −1 1 0
0 . . . 0 0 −1 1

, (30)
and the following identity holds (
dq(ξ)
dξ
)
h
=
dqh(ξ)
dξ
. (31)
For an example of the basis polynomials corresponding to p = 4 see Figure 2.
Combining histopolant polynomials we can construct the polynomial basis functions used to discretize ψ on
quadrilaterals. Consider the canonical interval I = [−1, 1], the canonical square Q = I × I ⊂ R2, the histopolant
8
ξ-1 -0.5 0 0.5 1
l i
(ξ
)
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
3
ξ
-1 -0.5 0 0.5 1
e
i
(ξ
)
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
3
Figure 2: Basis polynomials associated to p = 4. Left: nodal polynomials, the value of the basis polynomial at the corresponding node is one and
on the other nodes is zero. Right: histopolant polynomials, the integral of the basis polynomials over the corresponding shaded area evaluates to
one and to zero on the others.
polynomials (26), epi (ξ) of degree p − 1, and take ξ, η ∈ I. Then a set of two-dimensional basis polynomials, ωpk (ξ, η),
can be constructed as the tensor product of the one-dimensional ones
ω
p
k (ξ, η) := e
p
i (ξ) e
p
j (η), i, j = 1, . . . , p, k = j + (i − 1)p . (32)
These polynomials, ωpk (ξ, η), have degree p − 1 in each variable and satisfy, see [22, 56],
∫ ξi
ξi−1
∫ η j
η j−1
ω
p
k (ξ, η) dξdη =

1 if k = (i − 1)p + j
0 if k , (i − 1)p + j
, i, j = 1, . . . , p, k = 1, . . . , p2 . (33)
Where, as before, ξi and ηi with i = 0, . . . , p are the Gauss-Lobatto-Legendre (GLL) nodes. Let ψ(ξ, η) be a function
defined on Q and ψk =
∫ ξi
ξi−1
∫ η j
η j−1
ψ(ξ, η) dξdη with k = j + (i − 1)p, then its expansion in terms of these polynomials,
ψh(ξ, η), is given by
ψh(ξ, η) =
p2∑
k=1
ψkω
p
k (ξ, η) . (34)
By (33) we have
∫ ξi
ξi−1
∫ η j
η j−1
ψh(ξ, η) dξdη = ψk for k = j + (i − 1)p, with i, j = 1, . . . , p. Additionally, ψh(ξ, η) is
a two-dimensional histopolant of ψ(ξ, η) of degree p − 1 in each variable. For this relation between the expansion
coefficients and volume integration (in two dimensions volumes are surfaces) we denote the polynomials in (32) by
volume polynomials. Moreover, these basis polynomials satisfy ωpk (ξ, η) ∈ L2(Q).
In a similar way, but combining nodal polynomials with histopolant polynomials, we can construct the polynomial
basis functions used to discretize ~hp on quadrilaterals. Consider the nodal polynomials (24), l
p
i (ξ) of degree p, the
histopolant polynomials (26), epi (ξ) of degree p − 1, and take ξ, η ∈ I. A set of two-dimensional basis polynomials,
~
p
k (ξ, η), can be constructed as the tensor product of the one-dimensional ones
~
p
k (ξ, η) :=

epi (ξ)l
p
j (η)~eξ if k < p(p + 1), with i = 1, . . . , p, j = 0, . . . , p, k = (i − 1)(p + 1) + j ,
lpi (ξ)e
p
j (η)~eη if k ≥ p(p + 1), with i = 0, . . . , p, j = 1, . . . , p, k = ip + j + p(p + 1) − 1 .
(35)
These polynomials, ~ pk (ξ, η), have degree p− 1 in ξ and p in η if k < p(p + 1). If k ≥ p(p + 1) then the degree in ξ is p
9
and the degree in η is p − 1. It is possible to show, see [22, 56], that these polynomials satisfy
∫ ξi
ξi−1
~
p
k (ξ, η j) · ~eξ dξ =

1 if k = (i − 1)(p + 1) + j
0 if k , (i − 1)(p + 1) + j
, with

i = 1, . . . , p,
j = 0, . . . , p,
k = 0, . . . , 2p(p + 1) − 1 ,
(36)
and ∫ η j
η j−1
~
p
k (ξi, η) · ~eη dη =

1 if k = ip + j + p(p + 1) − 1
0 if k , ip + j + p(p + 1) − 1
, with

i = 0, . . . , p,
j = 1, . . . , p,
k = 0, . . . , 2p(p + 1) − 1 .
(37)
Let ~hp(ξ, η) be a vector valued function defined on Q and
hp,k =

∫ ξi
ξi−1
~hp(ξ, η j) · ~eξ dξ if k < p(p + 1), with

i = 1, . . . , p,
j = 0, . . . , p,
k = (i − 1)(p + 1) + j ,
∫ η j
η j−1
~hp(ξi, η) · ~eη dη if k ≥ p(p + 1), with

i = 0, . . . , p,
j = 1, . . . , p,
k = ip + j + p(p + 1) − 1 .
(38)
then its expansion in terms of these polynomials, ~hp,h(ξ, η), is given by
~hp,h(ξ, η) =
2p(p+1)−1∑
k=0
hp,k~
p
k (ξ, η) , (39)
Using (36) we have∫ ξi
ξi−1
~hp,h(ξ, η j) · ~eξ dξ = hp,k , for k = (i − 1)(p + 1) + j , with i = 1, . . . , p and j = 0, . . . , p . (40)
In a similar way, using (37) we have∫ η j
η j−1
~hp,h(ξi, η) · ~eη dη = hp,k , for k = ip + j + p(p + 1) − 1 , with i = 0, . . . , p and j = 1, . . . , p . (41)
The expansion ~hp,h(ξ, η) is a two-dimensional edge histopolant (interpolates line integrals) of ~hp(ξ, η) with degrees
p − 1 in ξ and p in η along the ξ component and degrees p in ξ and p − 1 in η along the η component. Since the
coefficients of this expansion are edge (or line) integrals, we denote the polynomials in (35) by edge polynomials.
Additionally, these basis polynomials satisfy ~ pk (ξ, η) ∈ H(∇×,Ω), see [22, 56].
It can be shown, [22, 56], that if ~hp(ξ, η) is expanded in terms of edge polynomials, as in (39), then the expansion
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of ∇ × ~hp in terms of the volume polynomials, (32), is(
∇ × ~hp(ξ, η)
)
h
=
p∑
i, j=1
∫ ξi
ξi−1
∫ η j
η j−1
∇ × ~hp(ξ, η) dξdη
ωpj+(i−1)p(ξ, η)
=
p∑
i, j=1
∫ ξi
ξi−1
~hp(ξ, η j−1) · ~eξ dξ +
∫ η j
η j−1
~hp(ξi, η) · ~eη dη
−
∫ ξi
ξi−1
~hp(ξ, η j) · ~eξ dξ −
∫ η j
η j−1
~hp(ξi−1, η) · ~eη dη
ωpj+(i−1)p(ξ, η)
(38)
=
p2∑
k=1
(
hp,k+(k divp) + hp,k+p(p+2) − hp,k+(k divp)+1 − hp,k+p(p+1)
)
ω
p
k (ξ, η)
=
p2,2p(p+1)−1∑
k=1, j=0
E2,1k, j hp, jω
p
k (ξ, η) , (42)
where E2,1k, j are the coefficients of the p
2 × 2p(p + 1) matrix E2,1 and are defined as
E2,1k, j :=

1 if j = k + (k divp) ,
1 if j = k + p(p + 2) ,
−1 if j = k + (k divp) + 1 ,
−1 if j = k + p(p + 1) ,
0 otherwise .
(43)
The following identity holds (
∇ × ~hp(ξ, η)
)
h
= ∇ × ~hp,h . (44)
Here, (k divp) denotes integer division, that is division in which the fractional part (remainder) is discarded, e.g.
(5 div 3) = 1, (5 div 2) = 2 and (5 div 6) = 0.
A graphical representation of the coefficients in the polynomial expansions, (34) and (39), is shown in Figure 3.
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Figure 3: Visual representation of the coefficients of the polynomial expansions using volume polynomials (left) and edge polynomials (right).
These coefficients correspond to geometric degrees of freedom. For volume polynomials these geometric degrees of freedom are associated to
surfaces of the spectral element mesh and for edge polynomials they are associated to edges of the spectral element mesh.
2.3.3. Discrete representation of topological laws
The finite dimensional polynomial basis functions presented in Section 2.3.2 enable us to exactly satisfy the
topological laws at a discrete level. Consider the topological law in (22)
〈∇ × ~hp, φ〉Ωp = 〈J, φ〉Ωp , ∀φ ∈ L2(Ωp) . (45)
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If ~hp and J are substituted by their polynomial expansions as in (39) and (34) respectively, using (42) the following
expression is obtained
〈
p2,2p(p+1)−1∑
k=1, j=0
E2,1k, j hp, jω
p
k (ξ, η), φ〉Ωp = 〈
p2∑
k=1
Jkω
p
k (ξ, η), φ〉Ωp , ∀φ ∈ L2(Ωp) . (46)
By linearity of the inner product this can be rewritten as
p2,2p(p+1)−1∑
k=1, j=0
E2,1k, j hp, j〈ωpk (ξ, η), φ〉Ωp =
p2∑
k=1
Jk〈ωpk (ξ, η), φ〉Ωp , ∀φ ∈ L2(Ωp) . (47)
Since the basis elements ωpk form a basis, we have that
∑
akω
p
k = 0 is equivalent to ak = 0, therefore we can write it
in a purely topological fashion (independent of metric and material properties)
p2,2p(p+1)−1∑
k=1, j=0
E2,1k, j hp, j =
p2∑
k=1
Jk . (48)
In matrix notation, this equation takes the more compact form
E2,1hp = J , (49)
where hp denotes the row vector with j-th entry equal to hp, j and J represents the row vector with j-th entry equal to
J j.
The key factor that allows the construction of a purely topological law at the discrete level, (49), is the appropriate
definition of a set of basis functions such that (42) and (44) are satisfied.
2.3.4. The discrete system of equations
Having defined a natural inner product, (19), having constructed a set of basis functions with which to discretize
the unknown physical quantities ψ and ~hp, (32) and (35), and having derived the equivalent discrete topological law,
(49), we can now revisit the weak formulation of the Poisson problem, (22).
Consider the computational domain Ωp in the (r, z)-plane and its tessellation T (Ωp) consisting of N arbitrary
quadrilaterals (possibly curved), Ωm with m = 1, . . . ,N. We assume that all quadrilateral elements Ωm can be obtained
from a map Φm : (ξ, η) ∈ Q → (r, z) ∈ Ωm. Then the pushforward Φm,∗ maps functions in the reference element Q to
functions in the physical element Ωm, see for example [1, 21]. For this reason it suffices to explore the analysis on the
reference domain Q.
Remark 1. If a differential geometry formulation was used, the physical quantities would be represented by differen-
tial k-forms and the map Φm : (ξ, η) ∈ Q → (r, z) ∈ Ωm would generate a pullback, Φ∗m, mapping k-forms in physical
space, Ωm, to k-forms in the reference element, Q.
Let U and V be finite-dimensional polynomial spaces such that U = span{ωp1 , . . . , ωpp2 } ⊂ L2(Q) and V =
span{~ p0 , . . . , ~ p2p(p+1)−1} ⊂ H(∇×,Q). The mimetic formulation for the discrete solution of (14) on Q is given by
Find ψh ∈ U and ~hp,h ∈ V such that :
〈ψh,∇ × ~ pj 〉Q = 〈~hp,h, ~ pj 〉K,Q , j = 0, . . . , 2p(p + 1) − 1 ,
〈∇ × ~hp, ωpj 〉Q = 〈J, ωpj 〉Q , j = 1, . . . , p2 .
(50)
Well-posedness of this discrete formulation follows directly from the fact that V ⊂ H(∇×,Q), U ⊂ L2(Q) and Zh :=
{~vh ∈ V | ∇ × ~vh} ⊂ Z := {~v ∈ H(∇×,Q) | ∇ × ~v}. For a more detailed discussion see [56].
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Substituting ψh, ~hp,h by their expressions and J by its expansion, as in (39), (34) and (39) respectively, and using
both the linearity of the inner product and (42) we obtain
Find ψh ∈ U and ~hp,h ∈ V such that :
p2∑
i=1,k=1
E2,1k, jψi〈ωpi , ωpk 〉Q =
2p(p+1)−1∑
k=0
hp,k〈~ pk , ~ pj 〉K,Q , j = 0, . . . , 2p(p + 1) − 1 ,
2p(p+1)−1,p2∑
i=0,k=1
E2,1k,i hp,i〈ωpk , ωpj 〉Q =
p2∑
k=1
Jk〈ωpk , ωpj 〉Q , j = 1, . . . , p2 .
(51)
Note that we have used ∇ × ~ pj =
∑p2
k=1 Ek, jω
p
k , a special case of (42). This formulation takes a more compact form in
matrix notation 
Find ψ ∈ Rp2 and hp ∈ R2p(p+1) such that :(
E2,1
)ᵀ
Nψ = M hp ,
NE2,1hp = N J ,
(52)
with
Ni, j := 〈ωpi , ωpj 〉Q and Mi, j := 〈~ pi , ~ pj 〉K,Q . (53)
As expected, for homogeneous Dirichlet boundary conditions, ψb = 0, the system of algebraic equations is symmetric.
2.4. Grad-Shafranov problem and its discrete solution
The discrete solution of the Grad-Shafranov problem (4) can be directly obtained combining (53) with the iterative
procedures described in Section 2.2.1 (non-eigenvalue case) and Section 2.2.2 (eigenvalue case).
2.4.1. Non-eigenvalue case
For the non-eigenvalue case we replace in (6) the continuous operators by their discrete versions (53). Hence, for
each iteration k the following algebraic system of equations is solved
Find ψk+1 ∈ Rp2 and hk+1p ∈ R2p(p+1) such that :(
E2,1
)ᵀ
Nψk+1 = M hk+1p ,
NE2,1hk+1p = N J
k ,
(54)
with
Jkn =
∫ ξi
ξi−1
∫ η j
η j−1
Jφ(ψkh(r, z), r, z) dξdη, n = j + (i − 1)p, i, j = 1, . . . , p . (55)
As before, the iterative procedure is stopped once the residual between two consecutive iterations satisfies
‖∇ × ~hk+1p,h − Jk+1h ‖Ls <  , (56)
with   1 and s ∈ N.
2.4.2. Eigenvalue case
In a similar way, for the eigenvalue case we just replace in (11) and (12) the continuous operators by their discrete
versions (53). Therefore, for each iteration k a new eigen-pair (ψ¯k+1, σk+1) is computed by solving the algebraic
system of equations 
Find ψk+1 ∈ Rp2 and hk+1p ∈ R2p(p+1) such that :(
E2,1
)ᵀ
Nψk+1 = M hk+1p ,
NE2,1hk+1p = σ
kN Jk ,
(57)
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and then normalizing
ψ¯
k+1
=
ψk+1
‖ψk+1h (ξ, η)‖Ls
and σk+1 =
σk
‖ψk+1h (ξ, η)‖Ls
, (58)
with
Jkn =
∫ ξi
ξi−1
∫ η j
η j−1
Jφ(ψ¯kh(r, z), r, z) dξdη, n = j + (i − 1)p, i, j = 1, . . . , p . (59)
As before, the iterative procedure is stopped once the residual satisfies (56).
3. Numerical test cases
In order to assess the accuracy and robustness of the proposed Grad-Shafranov solver we apply it to the solution
of different test cases. We start by analyzing the convergence properties of the solver on different grids by solving
equilibria where exact solutions are known, Section 3.1. We then proceed to address the case where the computational
domain coincides with the plasma domain, Section 3.2. We first present results for the case of smooth plasma bound-
aries for both linear, Section 3.2.2, and non-linear eigenvalue problems, Section 3.2.3. We finalize with an application
to an X-point configuration, Section 3.3.
The choice of the specific test cases addressed here was made with the objective of comparing the proposed
solver with results from recently published high order solvers, namely [35, 46, 59]. Therefore most of the test cases
discussed here are also presented either in [35] or [59]. A summary of the different profile models used in the test
cases is presented in Table 1.
Table 1: A summary of the profile models used in the test cases.
Equilibria f model P model
Soloviev f (ψ) = f0 P(ψ) = Cψ + P0
FRC f (ψ) = 0 P(ψ) = P0 + P1
ψ2
ψ20
Spheromak f (ψ) = f0ψ P(ψ) = P0
ψ
ψ0
Linear eigenvalue f (ψ) = 0 P(ψ) = C1+C2r
2
2µ0
ψ2 + P0
non-linear eigenvalue f (ψ) = 0 P(ψ) = C1+C2ψ
2
µ0
(
1 − e− ψ
2
η
)
X-point (Soloviev)
f (ψ) =
√
2µ0Aψ P(ψ) = (1 − A)ψ
X-point (linear eigenvalue)
f (ψ) = 0 P(ψ) = C1+C2r
2
2µ0
ψ2 + P0
X-point (non-linear eigenvalue)
f (ψ) = 0 P(ψ) = C1+C2ψ
2
µ0
(
1 − e− ψ
2
η
)
3.1. Convergence tests
The convergence tests focus mainly on both h- (mesh refinement) and p- (increase of polynomial degree of basis
functions) convergence studies. We intend to show optimal convergence rates of order p + 1 for h-refinement and
exponential convergence rates for p-refinement. Another important aspect we intend to show is the robustness of
the present method with respect to highly curved meshes. For this reason we will compare the convergence rates
on orthogonal meshes with the ones on highly curved meshes. We will use three plasma configurations where exact
solutions are known: (i) Soloviev solution in Section 3.1.1, (ii) field-reversed configuration (FRC) in Section 3.1.2
and (iii) spheromak configuration in Section 3.1.3.
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3.1.1. Soloviev test case
The first test case corresponds to a Soloviev solution of the Grad-Shafranov equation. This solution is one of the
most widely used analytical solutions of the Grad-Shafranov equation. This special case corresponds to a constant
model f (ψ) = f0 combined with a linear model P(ψ) = Cψ+ P0. This leads to the following Grad-Shafranov equation∇ × (K∇ × ψ) =
r
µ0
in Ωp ,
ψ = ψa on ∂Ωp ,
(60)
where we have set C = 1
µ0
. Note that since we are solving the Grad-Shafranov equation on a rectangular domain, here
Ωp stands for a rectangular domain, which includes the plasma.
We outline here the methodology presented in [15, 59] to obtain physically relevant solutions to this equation.
The analytical solution, ψa(r, z), is constructed by adding to the particular solution r
4
8 a linear combination of three
homogeneous solutions,
ψa(r, z) =
r4
8
+ d1 + d2r2 + d3
(
r4 − 4r2z2
)
. (61)
The coefficients di are determined by imposing a physically relevant shape to the contour line ψa(r, z) = 0, the plasma
cross section. The shape of the plasma is parameterized by three variables, see [15, 59] for a detailed discussion:
inverse aspect-ratio , elongation κ, and triangularity δ. The imposed boundary conditions correspond to the following
equations ψa(1 ± , 0) = 0 Lateral shape conditions,ψa(1 − δ, κ) = 0 Vertical shape condition, (62)
which can be expressed as 1 (1 + )
2 (1 + )4
1 (1 − )2 (1 − )4
1 (1 − δ)2 (1 − δ)4 − 4(1 − δ)2κ22

 d1d2d3
 = −18
 (1 + )
4
(1 − )4
(1 − δ)4
 . (63)
The numerical method proposed in this work is applied to the solution of two Soloviev solution cases, as in [59].
One corresponds to an ITER-like cross section where  = 0.32, κ = 1.7 and δ = 0.33. The other solution corresponds
to an NTSX-like cross section where  = 0.78, κ = 2.0 and δ = 0.35.
For this test case we consider meshes obtained by the transformation of the unit square [−1, 1]2 to curvilinear
coordinates on the domain [r−, r+] × [z−, z+] by the mapping given as (r, z) = Φ(ξ, η), with
r(ξ, η) = (ξ + c sin(piξ) sin(piη) + 1)
r+ − r−
2
,
z(ξ, η) = (η + c sin(piξ) sin(piη) + 1)
z+ − z−
2
.
(64)
Figure 4 shows the meshes generated by (64) with increasing values of c, for the solution domain used in the ITER-like
case.
The mimetic spectral element method is capable of very accurately reproducing the analytical solution for both
the ITER and the NSTX cases even on highly deformed meshes, see Figure 14 and Figure 15 respectively.
The convergence tests for h-refinement and p-refinement show very good convergence rates. For h-convergence,
Figure 7 left, we can see that the mimetic spectral element solver preserves high convergence rates very close to p + 1
even on highly deformed meshes. Regarding p-convergence, Figure 7 right, we observe the same robustness of the
method, with convergence rates maintaining their exponential character on highly deformed meshes. Furthermore, it
is possible to observe convergence to machine accuracy.
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Figure 4: Example of mesh deformation generated by (64) for c = 0.0, 0.1, 0.2, 0.3 used in the ITER-like case. Mesh corresponding to 4 × 4
elements of polynomial degree p = 8.
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Figure 5: Numerical solution of the Soloviev test case, (60), for ITER parameters,  = 0.32, κ = 1.7, δ = 0.33. From left to right: (i) computational
mesh, with curvature parameter c = 0.3, 4 × 4 elements of polynomial degree p = 8, (ii) numerical solution using the mesh in (i), ψh, and (iii)
logarithmic error between the analytical solution and the numerical one, log10 |ψa − ψh |.
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Figure 6: Numerical solution of the Soloviev test case, (60), for NSTX parameters,  = 0.78, κ = 2.0, δ = 0.35. From left to right: (i) computational
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Figure 7: Convergence plots for the numerical solution of the Soloviev test case (60) for ITER parameters,  = 0.32, κ = 1.7, δ = 0.33. Left:
h-convergence plots. Right: p-convergence plots. Convergence plots computed for meshes with deformation, c = 0.0 and c = 0.3.
17
3.1.2. FRC test case
The second test case corresponds to a field-reversed configuration (FRC). This solution is characterised by zero
toroidal field f (ψ) = 0 combined with a quadratic model for pressure P(ψ) = P0 + P1
ψ2
ψ20
, where P0 and P1 are free
constants and ψ0 is the flux at the magnetic axis, also a free parameter. This corresponds to the following Grad-
Shafranov equation 
∇ × (K∇ × ψ) = 2rP1 ψ
ψ20
in Ωp ,
ψ = 0 on ∂Ωp ,
(65)
where Ωp = [0, Lr] × [0, Lz].
An extensive derivation of the analytical solution under these conditions is presented in [58]. Here we outline this
procedure. The Grad-Shafranov equation can be written in terms of dimensionless variables r¯ = rLr and z¯ =
z
Lz
and the
analytical solution obtained by the method of separation of variables such that
ψa(r¯, z¯) = W(r¯)T (z¯) . (66)
A solution for T (z¯) that satisfies the boundary conditions is given by T (z¯) = sin(piz¯). Introducing the change of
variables ζ = iL
2
r
ψ0
√
2µ0P1r¯2 the equation for W(z¯) becomes
d2W
dζ2
+
(
ik
ζ
− 1
4
)
W = 0 , (67)
with k = pi
2
4L2z
√
d
, d = 2µ0P1
ψ20
and i =
√−1. Equation (67) is Whittaker’s equation with m = 12 . The solution that is real-
valued and zero on the z-axis (ζ = 0) is given by W(ζ) = −iCMik, 12 (ζ), with C a real number and Mik, 12 (ζ) Whittaker’s
M function. By imposing the radial boundary condition, W(i
√
dr¯2) = 0, the lowest physically realistic value for Lr is
determined by finding the first non-zero root of −iMik, 12 (ζ), ζ1. The location of the magnetic O-point on the midplane
ζ = ζ0 corresponds to the maximum of −iMik, 12 (ζ) in the interval [0, ζ1]. The analytical solution is then given by
ψa(r, z) = ψ0
Mik, 12 (i
√
dr2)
Mik, 12 (i
√
dr20)
sin
(
pi
Lzz
)
, (68)
with r0 = ζ
1
2
0 d
− 14 and Lr = ζ
1
2
1 d
− 14 .
The mimetic spectral element method is applied to the FRC solution with parameters ψ0 = 0.1, Lz = 1.0,
µ0P1 = 0.277, r0 = 0.7670524200738164 and Lr = 1.0367471722606991, as in [35]. As in the Soloviev test
case, Section 3.1.1, we use the same mapping to generate the mesh deformation, (64), on the domain [0, Lr] × [0, Lz].
We see that the proposed method accurately computes the FRC solution, showing small errors even on a highly
deformed mesh, see Figure 8.
The convergence tests for the FRC test case confirm the results obtained for the Soloviev solution. We can observe
high h-convergence rates very close to order p + 1, Figure 9 left. Similar behaviour can be seen for p-convergence
with the method converging exponentially fast for both straight and curved meshes, Figure 9 right. Also for this test
case machine accuracy is achieved.
As pointed out in [58], FRC equilibria are often very elongated. In order to study the dependence of the error
in the numerical solution with respect to the plasma elongation LzLr , we have computed the error as a function of the
elongation for a mesh with 20 × 20 elements of polynomial degree p = 1 (Figure 10 left) and for a mesh with 4 × 4
elements of polynomial degree p = 5 (Figure 10 right). As can be seen, the error increases slowly with the elongation
(blue line). Since the area of the plasma increases with the elongation, a better comparison is the error normalized by
the area of the plasma (red line). The normalized error shows a very small variation with the elongation of the plasma.
As an example, we present in Figure 11 the numerical solution for a plasma with elongation 10.87.
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Figure 8: Numerical solution of the FRC test case, (65), with ψ0 = 0.1, Lz = 1.0, µ0P1 = 0.277, r0 = 0.7670524200738164 and
Lr = 1.0367471722606991. From left to right: (i) computational mesh, with curvature parameter c = 0.3, 4 × 4 elements of polynomial de-
gree p = 8, (ii) numerical solution using the mesh in (i), ψh, and (iii) logarithmic error between the analytical solution and the numerical one,
log10 |ψa − ψh |.
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Figure 9: Convergence plots for the numerical solution of the FRC test case (65), with ψ0 = 0.1, Lz = 1.0, µ0P1 = 0.277, r0 = 0.7670524200738164
and Lr = 1.0367471722606991. Left: h-convergence plots. Right: p-convergence plots. Convergence plots computed for meshes with deformation,
c = 0.0 and c = 0.3.
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Figure 11: Numerical solution of the FRC test case, (65), with ψ0 = 0.1, Lz = 10.0, µ0P1 = 0.277, r0 = 0.6508076929394377 and Lr =
0.9199638879139966. From left to right: (i) computational mesh, with curvature parameter c = 0.2, 4 × 4 elements of polynomial degree p = 5,
(ii) numerical solution using the mesh in (i), ψh, and (iii) logarithmic error between the analytical solution and the numerical one, log10 |ψa − ψh |.
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3.1.3. Spheromak test case
The third test case used to determine the h- and p-convergence properties of the proposed method is the cylindrical
spheromak configuration. This case is obtained by a linear toroidal field f (ψ) = f0ψ together with a linear pressure
profile P(ψ) = P0
ψ
ψ0
, where f0 and P0 are constants and ψ0 is the flux at the magnetic axis, also a free parameter. With
these models the Grad-Shafranov problem becomes∇ × (K∇ × ψ) =
P0r
ψ0
− f
2
0 ψ
µ0r
in Ωp ,
ψ = 0 on ∂Ωp ,
(69)
where Ωp = [0, Lr] × [0, Lz].
Here we simply outline the derivation of the analytical solution as presented in [4]. The methodology to obtain
the analytical solution is very similar to the one used in the FRC case, Section 3.1.2. The first step is to multiply (69)
by r and rewrite (69) in terms of the normalized quantities ψ¯ = ψ
ψ0
, r¯ = rr0 , z¯ =
z
r0
, f¯0 = f0r0, k¯ = kr0 = r0 piLz and with
respect to χ = ψ¯ + β r¯2 f¯0
−2, where β = pi2µ0P0r40ψ
−2
0 and r0 is the radial coordinate of the plasma’s axis:
r¯
∂
∂r¯
(
1
r¯
∂χ
∂r¯
)
+
∂2χ
∂z¯
+ f¯0 χ = 0 . (70)
The solution can now be obtained by the method of separation of variables such that
χ(r¯, z¯) = r¯g(r¯) sin(k¯z¯) . (71)
Introducing the change of variables x2 = ( f¯0
2 − k¯2)r¯2 the equation for g(x) becomes:
x2
d2g
dx2
+ x
dg
dx
+ (x2 − 1)g = 0 , (72)
which is Bessel’s equation with n = 1. The physically relevant solution is then
ψa(r, z) = ψ0
χ11
χ01Lr
B1(
χ11r
Lr
)
B1(χ01)
r sin
(
pir
Lz
)
− pi
2µ0P0r
f0ψ20
, (73)
with Bn the n-th Bessel function of the first kind, χi j the j-th positive zero of Bessel function Bi. The constant f0 is
then given by f0 =
√
χ211L
−2
r + k2.
For this test case we apply the numerical method developed in this article to the spheromak solution with param-
eters ψ0 = 0.1, Lr = 1.0, Lz = 1.0, P0 = 0.0 and f0 = 4.954954595474438, as in [35].
As can be seen in Figure 12, the mimetic spectral element method is capable of accurately reproducing the results
on a highly curved mesh obtained with the mapping (64), on the domain [0, Lr]× [0, Lz]. The convergence tests for the
spheromak test case confirm the results obtained previously. We can observe high h-convergence rates close to order
p + 1, Figure 13 left. Similar behaviour can be seen for p-convergence with the method converging exponentially fast
for both straight and curved meshes, Figure 13 right. Machine accuracy is also achieved in this test case.
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Figure 12: Numerical solution of the spheromak test case, (69), with ψ0 = 0.1, Lr = 1.0, Lz = 1.0 and f0 = 4.954954595474438. From left to
right: (i) computational mesh, with curvature parameter c = 0.3, 4× 4 elements of polynomial degree p = 8, (ii) numerical solution using the mesh
in (i), ψh, and (iii) logarithmic error between the analytical solution and the numerical one, log10 |ψa − ψh |.
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Figure 13: Convergence plots for the numerical solution of the spheromak test case (65), with ψ0 = 0.1, Lr = 1.0, Lz = 1.0 and
f0 = 4.954954595474438. Left: h-convergence plots. Right: p-convergence plots. Convergence plots computed for meshes with deformation,
c = 0.0, c = 0.1, c = 0.2 and c = 0.3.
3.2. Curved plasma boundary
In this section we assess the ability of the proposed numerical model to solve fixed boundary problems where the
prescribed plasma boundary is curved. For this purpose the method is tested first on the Soloviev solutions presented
in Section 3.1.1 (now with curved plasma boundary), then on both linear and non-linear eigenvalue problems, and
finally we test it on a plasma with an X-point.
In all cases, the plasma boundary is prescribed parametrically such that rb = γr(s) and zb = γz(s) with s ∈ [s−, s+].
The computational mesh is prescribed using a transfinite mapping, see [27].
3.2.1. Soloviev test case
In order to assess the accuracy of the proposed method for the solution of a curved boundary plasma shape, we
first apply it to the Soloviev problem introduced in Section 3.1.1. For this case the plasma boundary is given by the
equation
r4
8
+ d1 + d2r2 + d3
(
r4 − 4r2z2
)
= 0, (74)
with d1, d2, d3 as in (63).
In Figure 14 an example solution for ITER parameters is presented and in Figure 15 another example solution
for NSTX parameters is shown. As can be seen, both solutions are well reconstructed by the proposed method. The
NSTX case has larger errors due to the more deformed underlying mesh. As was seen in Section 3.1.1, a higher mesh
deformation leads to higher errrors.
The NSTX case convergence tests for h-refinement and p-refinement show very good convergence rates both for
ψh and for ~hh. For h-convergence, Figure 16 left and Figure 17 left, we can see that the mimetic spectral element
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Figure 14: Numerical solution of the Soloviev test case, (60), for ITER parameters,  = 0.32, κ = 1.7, δ = 0.33. From left to right: (i) computational
mesh with 4 × 4 elements of polynomial degree p = 8, (ii) numerical solution using the mesh in (i), ψh, and (iii) logarithmic error between the
analytical solution and the numerical one, log10 |ψa − ψh |.
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Figure 15: Numerical solution of the Soloviev test case, (60), for NSTX parameters,  = 0.78, κ = 2.0, δ = 0.35. From left to right: (i)
computational mesh with 4 × 4 elements of polynomial degree p = 8, (ii) numerical solution using the mesh in (i), ψh, and (iii) logarithmic error
between the analytical solution and the numerical one, log10 |ψa − ψh |.
solver preserves high convergence rates of p + 1. Regarding p-convergence, Figure 16 right and Figure 17 right, we
observe the same robustness of the method, with convergence rates maintaining their exponential character. As noted
before, it is possible to obtain convergence to machine accuracy.
A final test consisted in computing the error between the flux integral
∫
Ωp
JhdV and the contour integral
∫
∂Ωp
~hhd~l.
We show the results for the NSTX test case in Figure 18, where it is possible to see that the two quantities are identical
up to machine precision. This solver can reconstruct the integral values up to machine precision, independently of the
number of elements and polynomial degree of the basis functions.
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Figure 16: Convergence plots for the numerical solution of ψ(r, z) of the Soloviev test case (60) for NSTX parameters,  = 0.78, κ = 2.0, δ = 0.35.
Left: h-convergence plots. Right: p-convergence plots.
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Figure 17: Convergence plots for the numerical solution of ~hh(r, z) of the Soloviev test case (60) for NSTX parameters,  = 0.78, κ = 2.0, δ = 0.35.
Left: h-convergence plots. Right: p-convergence plots.
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Figure 18: Error between the flux integral
∫
Ωp
JhdV and the contour integral
∫
∂Ωp
~hhd~l, for the Soloviev test case (60) with NSTX parameters,
 = 0.78, κ = 2.0, δ = 0.35. Left: h-convergence plots. Right: p-convergence plots.
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3.2.2. Linear eigenvalue problem
For this fixed boundary test case we consider the plasma configuration used in [59], corresponding to the models
f (ψ) = 0 and P(ψ) = C1+C2r
2
2µ0
ψ2 + P0. This leads to the following Grad-Shafranov problem
∇ × (K∇ × ψ) =
(C1
r
+ C2r
)
ψ
µ0
in Ωp ,
ψ = 0 on ∂Ωp ,
(75)
with the plasma boundary Ωp given byr(s) = 2 +  cos(s + α sin s) with s ∈ [0, 2pi[ ,z(s) = κ sin s with s ∈ [0, 2pi[ . (76)
The coefficients Ci determine the Shafranov shift of the solutions. Several different values were tested but here
we only present the results corresponding to C1 = −1.0 and C2 = 2.0, the highest Shafranov shift used in [59]. Two
plasma shapes have been tested: (i)  = 0.32, κ = 1.7 and δ = 0.33 (ITER shape, Figure 19), and (ii)  = 0.78, κ = 2.0
and δ = 0.45 (NSTX shape, Figure 20).
Since analytical solutions are not available for these test cases, it is not possible to compute the exact error asso-
ciated to the numerical approximation. In order to assess the accuracy of the method in these cases, we compute and
analyse the following error term
E =
∣∣∣∣∣∣∣∇ × ~hh − σ J(r, z, ψh)σ J(r, z, ψh)
∣∣∣∣∣∣∣ . (77)
We can see, Figure 19 and Figure 20, that the method presented in this article can accurately reproduce the
plasma contour lines on both meshes, even for highly elongated plasmas. The error is substantially reduced when the
polynomial degree of the basis functions is increased, as has already been seen in the previous test cases.
For the ease of comparison, the error (77) along the line γ (see Figure 19 for ITER test case and Figure 20 for
NSTX test case) is shown in Figure 21.
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Figure 19: Numerical solution of the linear eigenvalue ITER test case, (75), with |ψ0 | = 1.0,  = 0.32, κ = 1.7, δ = 0.33 and C1 = −1.0 and
C2 = 2.0 (high Shafranov shift). Top: mesh of 4 × 4 elements and elements of polynomial degree p = 8. Bottom: mesh of 4 × 4 elements and
elements of polynomial degree p = 16. From left to right: computational mesh, numerical solution, and error as given by (77).
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Figure 20: Numerical solution of the linear eigenvalue NSTX test case, (75), with |ψ0 | = 1.0,  = 0.78, κ = 2.0, δ = 0.45 and C1 = −1.0 and
C2 = 2.0 (high Shafranov shift). Top: mesh of 4 × 4 elements and elements of polynomial degree p = 8. Bottom: mesh of 4 × 4 elements and
elements of polynomial degree p = 16. From left to right: computational mesh, numerical solution, and error as given by (77).
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Figure 21: Error, as given by (77), along the curve γ (see Figure 19 for ITER test case and Figure 20 for NSTX test case). Left: ITER test case.
Right: NSTX test case.
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3.2.3. Non-linear eigenvalue problem
To further assess the proposed numerical model on a fully non-linear problem, we apply it to the non-linear test
case presented in [59]. This test case corresponds to a configuration with a pressure pedestal and consists of the
following models:
f (ψ) = 0 and P(ψ) =
C1 + C2ψ2
µ0
(
1 − e− ψ
2
η
)
, (78)
which lead to the following non-linear Grad-Shafranov problem∇ × (K∇ × ψ) = 2r
[
C2ψ
(
1 − e− ψ
2
η
)
+
C1 + C2ψ2
η
ψη−
ψ2
η
]
in Ωp ,
ψ = 0 on ∂Ωp ,
(79)
with the plasma boundary Ωp given by (76).
For the coefficients Ci we use the same values as in [59], C1 = 0.8 and C2 = 0.2, and we set η = 0.1. ITER
(Figure 22) and NSTX (Figure 23) plasma shapes, as in Section 3.2.2, are tested.
As can be seen in Figure 22 and Figure 23, an increase in the polynomial degree of the basis functions leads to a
reduction of the error in the numerical solution.
0.6 0.8 1 1.2
r
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
z
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
0.6 0.8 1 1.2
r
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
z
0
0.2
0.4
0.6
0.8
1
0.6 0.8 1 1.2
r
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
z
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
0.6 0.8 1 1.2
r
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
z
0
0.2
0.4
0.6
0.8
1
Figure 22: Numerical solution of the non-linear eigenvalue ITER test case, (79), with |ψ0 | = 1.0,  = 0.32, κ = 1.7, δ = 0.33 and C1 = 0.8 and
C2 = 0.2 and η = 0.1. Top: mesh of 4 × 4 elements and elements of polynomial degree p = 8. Bottom: mesh of 4 × 4 elements and elements of
polynomial degree p = 16. From left to right: computational mesh, numerical solution, and error as given by (77).
An interesting aspect of this test case is that for these meshes the elements at the boundary show a substantially
larger error than the interior elements. This behaviour can be explained by analysing ∇ × ~hh(r, z) and σJ(r, z, ψh). In
Figure 25 we compare σJ(r, z, ψh) to ∇×~hh(r, z) for p = 8, 16 along the line γ (Figure 22 for ITER case and Figure 23
for NSTX case). As can be seen, for the ITER shape there is a sharp variation of σJ(r, z, ψh) close to the edge of the
plasma. This sharp variation cannot be accurately recovered with p = 8 for large elements, as used here. Nevertheless,
with an increase of the polynomial degree to p = 16, we can see a much better agreement.
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Figure 23: Numerical solution of the non-linear eigenvalue NSTX test case, (79), with |ψ0 | = 1.0,  = 0.78, κ = 2.0, δ = 0.45, C1 = 0.8, C2 = 0.2
and η = 0.1. Top: mesh of 4 × 4 elements and elements of polynomial degree p = 8. Bottom: mesh of 4 × 4 elements and elements of polynomial
degree p = 16. From left to right: computational mesh, numerical solution, and error as given by (77).
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Figure 24: Comparison between σJ(r, z, ψh) and ∇×~hh(r, z) for p = 8, 16 along the line γ (Figure 22 for ITER case and Figure 23 for NSTX case).
Left: ITER test case. Right: NSTX test case.
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Figure 25: Error, as given by (77), along the curve γ (see Figure 22 for ITER test case and Figure 23 for NSTX test case). Left: ITER test case.
Right: NSTX test case.
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3.3. Plasma shape with an X-point
The final test cases correspond to a plasma with an X-point, leading to a plasma boundary with a sharp cor-
ner. This plasma configuration will be assessed for a Soloviev problem, the linear eigenvalue problem introduced in
Section 3.2.2 and the non-linear eigenvalue problem of Section 3.2.3.
3.3.1. Plasma shape definition
The shape of the plasma considered here is the up-down asymmetric ITER-like configuration presented in [15],
see Figure 26. This shape is given by the equation
r4
8
+ A
(
r2
2
ln r − r
4
8
)
+
12∑
k=1
ck ψk(r, z) = 0, (80)
with the functions ψi(r, z) and the coefficients ci as in Appendix A.
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Figure 26: Plasma shape with an X-point, corresponding to the up-down asymmetric ITER-like configuration presented in [15].
3.3.2. Soloviev problem
The first test case for the X-point plasma corresponds to a Soloviev solution of the Grad-Shafranov equation. This
special case corresponds to f (ψ) =
√
2µ0Aψ combined with a linear model P(ψ) = (1 − A)ψ, for a more detailed
discussion see [15]. This leads to the following Grad-Shafranov equation∇ × (K∇ × ψ) = (1 − A)r +
A
r
in Ωp ,
ψ = 0 on ∂Ωp ,
(81)
where we will consider A = −0.155.
The analytical solution, ψa(r, z), is constructed by adding to the particular solution r
4
8 + A
(
r2
2 ln r − r
4
8
)
a linear
combination of twelve homogeneous solutions, ψi(r, z) with i = 1, . . . , 12:
ψa(r, z) =
r4
8
+ A
(
r2
2
ln r − r
4
8
)
+
12∑
k=1
ck ψk(r, z) , (82)
with the homogeneous solutions and the coefficients ci as given in Appendix A. The methodology to obtain this
solution is similar to the one presented in Section 3.1.1 and is fully detailed in [15].
In Figure 27 an example solution with 4 × 4 elements of polynomial degree p = 8 is presented. As can be seen,
the solution is well reconstructed by the proposed method.
The convergence tests for h-refinement and p-refinement show very similar results to the ITER and NSTX cases of
Section 3.1.1, both for ψh and for ~hh, see Figure 28 and Figure 29. As seen before, accuracy up to machine precision
is achieved.
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Figure 27: Numerical solution of the X-point Soloviev test case, (81). From left to right: (i) computational mesh with 4× 4 elements of polynomial
degree p = 8, (ii) numerical solution using the mesh in (i), ψh, and (iii) logarithmic error between the analytical solution and the numerical one,
log10 |ψa − ψh |.
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Figure 28: Convergence plots for the numerical solution of ψ(r, z) of the X-point Soloviev test case (81). Right: p-convergence plots.
As in Section 3.1.1, the error between the flux integral
∫
Ωp
JhdV and the contour integral
∫
∂Ωp
~hhd~l shows excellent
results, see Figure 30.
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Figure 29: Convergence plots for the numerical solution of ~hh(r, z) of the X-point Soloviev test case (81). Left: h-convergence plots. Right:
p-convergence plots.
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3.3.3. Linear eigenvalue problem
The second test for the X-point plasma configuration is the linear eigenvalue problem of Section 3.2.2. The same
Grad-Shafranov problem in (75) with C1 = −1.0 and C2 = 2.0 is solved with the plasma boundary Ωp given by (80).
We first show in Figure 31 two example solutions obtained with a mesh of 4 × 4 elements of polynomial degree
p = 8 and p = 16. As can be seen the error E given by (77) considerably decreases when the polynomial degree of
the elements is increased from p = 8 to p = 16.
For the ease of comparison, the error (77) along the line γ (see Figure 31) is shown in Figure 34. It is possible to
see that the proposed method can accurately solve the linear eigenvalue Grad-Shafranov problem for a plasma with
an X-point.
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Figure 31: Numerical solution of the linear eigenvalue problem (75) for the X-point plasma shape given in (80), with |ψ0 | = 1.0, C1 = −1.0 and
C2 = 2.0 (high Shafranov shift). Top: mesh of 4 × 4 elements and elements of polynomial degree p = 8. Bottom: mesh of 4 × 4 elements and
elements of polynomial degree p = 16. From left to right: computational mesh, numerical solution, and error as given by (77).
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Figure 32: Error, as given by (77), along the curve γ (see Figure 31).
3.3.4. Nonlinear eigenvalue problem
The third and final test case for the X-point plasma configuration is the non-linear Grad-Shafranov problem of
Section 3.2.3 with η = 0.1. The difference between this case and the previously discussed cases is the X-point plasma
shape.
Numerical solutions corresponding to a mesh with 4 × 4 elements of polynomial degree p = 8 and p = 16 are
shown in Figure 33. As can be seen, the mimetic spectral element solver can adequately compute the non-linear
equilibrium solution for a plasma with an X-point, showing a similar error to the cases discussed in Section 3.2.3.
As seen in Section 3.2.3, for these meshes the elements at the boundary show a substantially larger error than the
interior ones. This is again due to the large gradient in σJ(r, z, ψh). In Figure 34 we compare σJ(r, z, ψh) to ∇×~hh(r, z)
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Figure 33: Numerical solution of the non-linear eigenvalue X-point test case, (79), with |ψ0 | = 1.0 and η = 0.1. Top: mesh of 4 × 4 elements and
elements of polynomial degree p = 8. Bottom: mesh of 4×4 elements and elements of polynomial degree p = 16. From left to right: computational
mesh, numerical solution, and error as given by (77).
for p = 8, 16 along the line γ, see Figure 33 left. As can be seen, there is a sharp variation of σJ(r, z, ψh) close to the
edge of the plasma. The error (77) along the line γ (see Figure 33) is shown in Figure 34 right. It is possible to see a
substantial reduction in the error when the polynomial degree of the elements is increased from p = 8 to p = 16.
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Figure 34: Left: Comparison between σJ(r, z, ψh) and ∇×~hh for p = 8, 16, along the curve γ (see Figure 33). Right: Error, as given by (77), along
the curve γ (see Figure 33).
4. Conclusions
This article presents a new, fixed-boundary, Eulerian Grad-Shafranov solver based on the mimetic spectral element
framework [44, 56]. The advantages of this method are: (i) high order accuracy, enabling both spectral and geometric
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convergence, (ii) geometric flexibility, allowing for arbitrary plasma shapes (symmetric, asymmetric and including
X-points) and (iii) exact discretization of topological laws, resulting in an exact computation of the total plasma
current.
We have shown for a wide range of profiles, including fusion relevant profiles with a pressure pedestal and high
Shafranov shift, that the proposed method is capable of accurately computing equilibria. Highly accurate solutions of
the order 10−15 (machine precision) can be achieved with relatively coarse meshes, using high order basis functions.
This characteristic represents one of the attractions of spectral element based discretizations: small numerical errors
can be obtained with a much smaller number of degrees of freedom using higher order basis functions.
Nevertheless, the proposed method still allows for further improvement, mainly in terms of speed. An important
improvement to this method would be the use of a Newton solver instead of the Picard iteration presented. Another
prossible improvement is the optimization of the discretization of the right-hand side, Jφ(r, z, ψ), required in each
iteration. These improvements are the subject of ongoing and future research.
Appendix A. X-point Soloviev solution
The X-point Soloviev solution used in this work corresponds to the up-down asymmetric ITER-like configuration
presented in [15]. The analytical solution is given by
ψa(r, z) =
r4
8
+ A
(
r2
2
ln r − r
4
8
)
+
12∑
k=1
ck ψk(r, z), (A.1)
with
ψ1(r, z) = 1,
ψ2(r, z) = r2,
ψ3(r, z) = z2 − r2 ln r,
ψ4(r, z) = r4 − 4r2z2,
ψ5(r, z) = 2z4 − 9z2r2 + 3r4 ln r − 12r2z2 ln r,
ψ6(r, z) = r6 − 12r4z2 + 8r2z4,
ψ7(r, z) = 8z6 − 140z4r2 + 75z2r4 − 15r6 ln r + 180r4z2 ln r − 120r2z4 ln r,
ψ8(r, z) = z,
ψ9(r, z) = zr2,
ψ10(r, z) = z3 − 3zr2 ln r,
ψ11(r, z) = 3zr4 − 4z3r2,
ψ12(r, z) = 8z5 − 45zr4 − 80z3r2 ln r + 60zr4 ln r,
and the values for the ci coefficients given in Table A.2.
Table A.2: Values for the ci coefficients for the up-down asymmetric ITER-like configuration of (A.1).
c1 : 0.086 491 278 547 880 7 c5 : 0.380 737 527 692 225 5 c9 : 0.740 186 742 713 983 5
c2 : 0.323 647 599 931 171 3 c6 : −0.357 334 667 877 597 2 c10 : −0.439 771 891 652 096 0
c3 : −0.522 704 715 201 473 4 c7 : −0.014 874 015 731 906 6 c11 : −0.107 130 862 464 480 6
c4 : −0.231 973 578 904 936 7 c8 : 0.148 014 937 999 316 3 c12 : 0.012 786 215 146 965 2
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