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1 はじめに
微表情 [1]とは人が感情を隠そうとしている時に発生する表情
であり，本人の意識にかかわらず発生するものである．またロ
ボットが人間の感情を理解するてがかりになると考えられてい
る．しかしこの微表情は表情の微小の動きであり，発生時間が
短いことから検出をすることが困難である．
そこで本研究では多様な特徴抽出が行えるディープニューラ
ルネットワークを用いて，微表情の検出を行うことを試みる．
様々なディープニューラルネットワークがある中でも，画像の
特徴を抽出し画像特徴ごとのわずかな違いを学習することが
できるネットワークである畳み込みニューラルネットワーク
(CNN)[2]を用いて微表情の検出と分類を行う．
しかし CNN は多層のネットワークであるため計算に時間が
かかりすぎてしまう．そこで転移学習 [3]を用いて，既存の学習
済みモデルを利用し一部の層の重みを再学習することで計算時
間の削減を図る．
2 提案手法
顔画像のみを入力データとするために OpenCVのカスケード
を利用し，顔画像を切り出した．
さらに本研究では CNN を用い図 1 のように一部分のみを再
学習する転移学習を行う．手法の流れは下記のように行う．
1. 既存の学習済みネットワークを用意する．
2. クラスを分類するための最終層である全結合層を微表情の
画像データを使い再学習させる．
全結合層のみを学習させることによって本来学習する重みの数
が格段に減り，計算コストを抑えることができる．これにより
計算量が減り，より高速で効率的に多層なネットワークの学習
を行うことができる．
図 1: 転移学習を適用するネットワークの構造
3 計算機シミュレーション
CNNの転移学習済みのモデルは ILSVRC-2014の分類部門で
優勝した inception-v3[4]を用いる．
3.1 データセット
微表情のデータセットとして CASME II[5] を利用した．こ
のデータセットは微表情が発生する前から微表情が発生した
後までの映像データで，フレームレートは 200fps である．画
像のラベルは平常時である neutral と微表情発生時である mi-
cro expression の２クラスに大別され，微表情のクラス分類は
happiness, disgust, surprise, repression, others の５クラスで
ある．図 2が各クラスの実際の画像である．
学習に用いる各クラスの画像の枚数が均等ではなかったこと
から，均等になるように微表情の検出では各クラスから 13796
枚ずつ，分類では 1605枚ずつランダムに選択した．
3.2 結果
結果を表１に，誤分類された画像のクラスを表２に示す
表 1: シミュレーション結果
微表情の検出 微表情の分類
精度 (%) 72.1 92.3
(a) neutral (b) happiness (c) disgust
(d) surprise (e) repression (f) others
図 2: 微表情のデータセットの一部*1
表 2: シミュレーションごとの誤分類の割合
クラス 誤分類の割合 (%)
neutral 40.6
micro expression 59.4
happiness 21.0
disgust 14.5
surprise 1.6
repression 11.3
others 51.6
3.3 考察
検出においては微表情の発生後すぐの画像と発生前の画像は
違いが見えづらいということから 72.1%という精度が出たこと
が考えられる．最も微表情が顕著に現れたタイミングの画像を
多く使うことによって精度が向上すると考えられる．
分類においてはクラス others の画像の誤分類がが多かった．
クラス othersはどこにも分類されないものであることから，さ
らに細分化し新たなクラスを作るべきであると考える．
4 おわりに
本研究では転移学習済みの CNN を一部分再学習したネット
ワークを用いて微表情をどの程度検出，分類ができるかを確認
することができた．
今後の課題としてデータセットを時系列データとしてみるこ
とで精度を上げることができるのではないかと考られる．学習
と実行の方法を時系列データに対応していく必要がある．
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