A cycle cover of a graph is a set of cycles such that every vertex is part of exactly one cycle. An L-cycle cover is a cycle cover in which the length of every cycle is in the set L ⊆ N. For most sets L, computing L-cycle covers of minimum weight is NP-hard and APX-hard.
Introduction
A cycle cover of a graph is a spanning subgraph that consists solely of cycles such that every vertex is part of exactly one cycle. Cycle covers are an important tool for the design of approximation algorithms for different variants of the traveling salesman problem [3, 5, 6, [9] [10] [11] [12] 22] , for the shortest common superstring problem from computational biology [8, 30] , and for vehicle routing problems [18] .
In contrast to Hamiltonian cycles, which are special cases of cycle covers, cycle covers of maximum weight can be computed efficiently. This is exploited in the above mentioned algorithms, which in general start by computing a cycle cover and then join cycles to obtain a Hamiltonian cycle (this technique is called subtour patching [15] ).
Short cycles limit the approximation ratios achieved by such algorithms. Roughly speaking, the longer the cycles in the initial cover, the better the approximation ratio. Thus, we are interested in computing cycle covers without short cycles. Moreover, there are algorithms that perform particularly well if the cycle covers computed do not contain cycles of odd length [5] . Finally, some vehicle routing problems [18] require covering vertices with cycles of bounded length.
Therefore, we consider restricted cycle covers, where cycles of certain lengths are ruled out a priori: For a set L ⊆ N, an L-cycle cover is a cycle cover in which the length of each cycle is in L. For undirected graphs, we assume L ⊆ {3, 4, 5, . . .}, while L ⊆ {2, 3, 4, . . .} in the case of directed graphs.
Unfortunately, computing L-cycle covers of maximum weight is hard in general [21, 27] . Thus, in order to fathom the possibility of designing approximation algorithms based on computing cycle covers, our aim is to find out how well L-cycle covers can be approximated.
Beyond being a basic tool for approximation algorithms, cycle covers are interesting in their own right. Matching theory and graph factorization are important topics in graph theory. The classical matching problem is the problem of finding one-factors, i.e. spanning subgraphs in which every vertex is incident to exactly one edge. Cycle covers of undirected graphs are also called two-factors since every vertex is incident to exactly two edges in a cycle cover. Both structural properties of graph factors (cf. Lovász and Plummer [24] and Schrijver [29] ) and the complexity of finding graph factors (cf. Hell [20] , Kirkpatrick and Hell [23] , and Schrijver [29] ) have been the topic of a considerable amount of research.
Preliminaries
Let G = (V, E) be a graph with vertex set V and edge set E. If G is undirected, then a cycle cover of G is a subset C ⊆ E of the edges of G such that all vertices in V are incident to exactly two edges in C. If G is a directed graph, then a cycle cover of G is a subset C ⊆ E such that all vertices are incident to exactly one incoming and one outgoing edge in C. Thus, the graph (V, C) consists solely of vertex-disjoint cycles. The length of a cycle is the number of edges it consists of. We are concerned with simple graphs, i.e. the graphs do not contain multiple edges or loops. Thus, the shortest cycles of undirected and directed graphs are of length three and two,
respectively.
An L-cycle cover of an undirected graph is a cycle cover in which the length of every cycle is in the set L ⊆ U = {3, 4, 5, . . .}. An L-cycle cover of a directed graph is analogously defined except that L ⊆ D = {2, 3, 4, . . .}. Important special cases of L-cycle covers are k-cycle covers, which are {k, k + 1, . . .}-cycle covers. In the following, let L = U \ L in the case of undirected graphs and L = D \ L in the case of directed graphs. (This will be clear from the context.)
Given a weight function w : E → N, the weight w(C) of a subset C ⊆ E of the edges of G is w(C) = e∈C w(e). In particular, this defines the weight of a cycle cover since we view cycle covers as sets of edges.
Min-L-UCC is the following optimization problem: Given an undirected complete graph with non-negative edge weights that fulfill the triangle inequality, i.e. w({u, v}) ≤ w({u, x}) + w({x, v}) for all u, x, v ∈ V , find an L-cycle cover of minimum weight. Min-k-UCC is defined for k ∈ U like Min-L-UCC except that k-cycle covers are sought instead of L-cycle covers.
Min-L-DCC and Min-k-DCC are defined for directed graphs like Min-L-UCC and Min-k-UCC for undirected graphs except that L ⊆ D and k ∈ D and the triangle inequality is of the form w(u, v) ≤ w(u, x) + w(x, v). Finally, Max-L-UCC, Maxk-UCC, Max-L-DCC, and Max-k-DCC are analogously defined except that now cycle covers of maximum weight are sought and that the edge weights do not have to fulfill the triangle inequality.
Previous Results
Undirected Cycle Covers. Min-U-UCC, i.e. the cycle cover problem in undirected graphs without any restrictions, can be solved in polynomial time via Tutte's reduction to the classical perfect matching problem, which can be solved in polynomial time (cf. Lovász and Plummer [24] ). By a modification of an algorithm of Hartvigsen [17] , also 4-cycle covers of minimum weight in graphs with edge weights one and two can be computed efficiently [27] . For Min-k-UCC restricted to graphs with edge weights one and two, there exists a factor 7/6 approximation algorithm for all k [7] . Hassin and Rubinstein [19] presented a randomized approximation algorithm for Max-{3}-UCC that achieves an approximation ratio of 169/89 + ǫ. Max-L-UCC admits a factor 2 approximation algorithm for arbitrary sets L [26] .
The decision problem to test whether an undirected graph contains an L-cycle cover as a spanning subgraph is NP-hard if L ⊆ {3, 4}, i.e. for all but a finite number of sets L [21] . Vornberger showed that Min-5-UCC is NP-hard [31] . Max-L-UCC, and henceforth Min-L-UCC as well, is APX-hard if L ⊆ {3} [27] , i.e. for almost all L, Max-L-UCC is unlikely to possess a polynomial-time approximation scheme. (We refer to Ausiello et al. [2] for a survey on optimization problems and their approximability.) Even a restriction of Max-L-UCC where only edge weights zero and one are allowed is APX-hard for all L with L ⊆ {3, 4} [27] . Thus, already the restricted version of Min-L-UCC where only edge weights one and two are allowed is APX-hard for all such L.
So far, except for some specific results for L = {3} or k-cycle covers, no approximation algorithms for Min-L-UCC are known.
Directed Cycle Covers. Min-D-DCC, which is also known as the assignment problem, can be solved in polynomial time by a reduction to the minimum weight perfect matching problem in bipartite graphs [1, Chap. 12] . The only other L for which Min-L-DCC can be solved in polynomial time is L = {2}. For all L ⊆ D with L = {2} and L = D, Min-L-DCC is APX-hard and NP-hard, even if only edge weights one and two are allowed [27] .
There are factor 4/3 approximation algorithms for Max-3-DCC [6] as well as for Min-k-DCC for k ≥ 3 with the restriction that the only edge weights allowed are one and two [4] . Max-L-DCC can be approximated with a factor of 20/7 for arbitrary L [26].
New Results
While it is known that L-cycle covers of maximum weight allow for constant factor approximations, nothing is known so far about approximability of computing L-cycle covers of minimum weight.
We present a factor 4 approximation algorithm for Min-L-UCC that works for all sets L ⊆ U (Section 2), which is the first approximation algorithm for Min-L-UCC for general L we are aware of. Its running-time is O(n 2 log n). This algorithm is based on an approximation algorithm for constrained forest problems devised by Goemans and Williamson [16] .
In contrast to the existence of efficient approximation algorithms for Min-L-UCC, no such algorithm exists for approximating directed L-cycle covers of minimum weight. We show this by proving the following unconditional inapproximability result for Min-L-DCC (Section 3): There exist sets L for which no recursive algorithm, let alone polynomial-time algorithm, can achieve a sub-linear approximation ratio. This inapproximability result is obtained for sets L that do not contain an infinite recursively enumerable subset, so-called immune sets. To cope with the problems arising for such hard sets L, we can include the allowed cycle lengths in the input, which yields an NP optimization problem. However, we argue that Min-L-DCC is harder to approximate than the three other variants even for "natural" sets L: A constant factor approximation algorithms since this would yield a constant factor approximation algorithm for the asymmetric traveling salesman problem, the existence of which is an open problem since more than two decades.
Finally, we present a factor 8/3 approximation algorithm for Max-L-DCC that works for arbitrary L, thus improving over the previously known approximation ratio of 20/7.
Approximating Undirected Cycle Covers
The aim of this section is to devise an approximation algorithm for Max-L-UCC that works for all sets L ⊆ U. The catch is that for most L it is impossible to decide whether some cycle length is in L since there are uncountably many sets L: If, for instance, L is not a recursive set, then deciding whether a cycle cover is an L-cycle cover is impossible. One option would be to restrict ourselves to sets L such that the unary language
are NP optimization problems [25, Sect. 2.4] . Another possibility for circumventing the problem is to include the permitted cycle lengths in the input. While such restrictions are mandatory when we want to compute optimum solutions, they are not needed for our approximation algorithms. A complete n-vertex graph contains an L-cycle cover as a spanning subgraph if and only if there exist (not necessarily distinct) lengths
Although L can be arbitrarily complicated, L always allows efficient membership testing according to the following lemma.
In the following, it suffices to know such a finite set
The L-cycle covers computed by our algorithm will in fact be L ′ -cycle covers. In order to estimate the approximation performance, this cycle cover will be compared to an optimal L ′ -cycle cover. Since L ⊆ L ′ , the weight of an optimal L ′ -cycle cover provides a lower bound for the weight of both an optimal L-and L ′ -cycle cover.
For simplicity, we do not mention L ′ in the following. Instead, we assume that already L is a finite set.
Goemans and Williamson have presented a general technique for approximating so-called constrained forest problems [16] . Let us briefly review the results that we will exploit. We are given a graph G = (V, E) and non-negative edge weights w : E → N. We introduce a variable x e for every edge e ∈ E and consider the integer linear program minimize e∈E w(e) · x e subject to e∈δ(S)
x e ≥ f (S) for all S with ∅ S V and x e ∈ {0, 1} for e ∈ E.
(P)
Here, δ(S) = {{u, v} ∈ E | u ∈ S, v / ∈ S} denotes the set of all edges with exactly one endpoint in S. Let 2 V denote the power set of V . The function f :
, and
For instance, the minimum spanning tree problem corresponds to the function f with f (S) = 1 for all S with ∅ S V .
We relax x e ∈ {0, 1} to x e ≥ 0 and consider the dual of the linear program thus obtained: maximise
y S ≤ w(e) for all e ∈ E and
Goemans and Williamson have presented an approximation algorithm [16, Fig. 1 ] for constrained forest problems that are characterized by proper functions. We will refer to their algorithm as GoeWill. 
Furthermore, there exists a solution (y S ) ∅ S V of (D) with
this dual solution is implicitely constructed by GoeWill).
Hence, GoeWill is a factor (2− 2 ℓ ) approximation algorithm for the constrained forest problem defined by a proper function f .
Besides other problems, Goemans and Williamson consider the exact tree partitioning and the exact cycle partitioning problem. For both problems, the graph G is assumed to be complete, and the edge weights are assumed to fulfill the triangle inequality. Furthermore, we are given natural number k. In the exact tree partitioning problem, spanning forests are sought every component of which contains exactly k vertices. The aim is to find such a forest of minimum weight. The exact cycle partitioning partition is simply Min-{k}-DCC, i.e. only cycles of length k are allowed. Both problems are NP-hard for all k ≥ 3 [14, 20] . For the purpose of approximation algorithms, it is important that the edge weights fulfill the triangle inequality. Otherwise, no efficient approximation algorithm is possible unless P = NP. The reason is that already the decision problem whether a (non-complete) graph admits a partition into trees or cycles of size k is NP-complete [20] .
The function f used to approximate both the exact tree partitioning problem and Min-{k}-UCC is
The approximation algorithm by Goemans and Williamson finds a collection of trees such that the number of vertices of each tree is a multiple of k and the weight of the forest is within a factor of 2 − 2 n of the optimal such forest. In turn, the weight of the optimal such forest is a lower bound for the weight of an optimal exact tree partitioning. From such a forest, we obtain an exact tree partitioning as follows: First, we duplicate every edge. Now every component is Eulerian. For every component, we walk along an Eulerian cycle and take shortcuts whenever we would come back to a vertex that we have already visited. Since the edge weights fulfill the triangle inequality, taking shortcuts does not increase the weight. The result is a collection of cycles, each of a length that is divisible by k. By cutting every kth edge, we obtain a collection of paths, which are also trees containing k vertices. We choose the edges to be cut such that at least a fraction of 1/k of the weight of the cycles is removed.
The result is a solution to the exact tree partitioning problem. The weight of this solution is at most a factor of (2 −
To get an approximate solution for Min-{k}-DCC, we connect the two endpoints of each path. Due to the triangle inequality, the weight is at most doubled. Since the weight of an optimal exact tree partitioning provides a lower bound for the weight on an optimum solution for Min-{k}-DCC, we get an approximation ratio of at most 2 To do this, we take into account that a cycle cover is a two-factor, i.e. a spanning subgraph in which each vertex has a degree of exactly two. Thus, the weight of a minimum weight {k}-cycle cover is bounded from below by the value of the optimum solution of the linear program minimize e∈E w(e) · x e subject to e∈δ(S)
x e ≥ 2 · f (S) for all S with ∅ S V and x e ∈ {0, 1} for e ∈ E.
(P2)
The corresponding dual linear program (D2) is essentially the same as (D), the only difference is that the objective function is S:∅ S V 2 · f (S) · y S . Thus, the dual solution mentioned in Theorem 2, which is implicitely constructed by GoeWill, is feasible for this dual linear program and provides a lower bound of 2z for the value of the optimum primal solution.
The weight of the set of edges constructed as a solution for Max-{k}-UCC is at most 8z, thus at most a factor of 4 away from the value of a feasible solution of (D2), which in turn is a lower bound for the value of an optimum primal solution.
Summarising, we have a factor 4 approximation algorithm for Max-{k}-UCC. Our aim is now to generalize this in order to obtain an approximation algorithm that works for Max-L-UCC for arbitrary sets L.
Let us start by defining the function f , which now depends on L rather than k:
Input: undirected complete graph G = (V, E), |V | = n; edge weights w : E → N satisfying the triangle inequality Output: an L-cycle cover C apx of G if n is L-admissible, ⊥ otherwise 1: run GoeWill using the function f thus described (the result is a collection of trees, the size of each of which is in L ) 2: duplicate each edge to obtain a multi-graph consisting of Eulerian components (the number of edges of each component is in L ) 3: for all component of the multi-graph do 4: walk along an Eulerian cycle 5: take shortcuts to obtain a Hamiltonian cycle 6: discard edges in order to obtain a collection of paths, the number of vertices of each of which is in L 7:
connect the two endpoints of every path in order to obtain an L-cycle cover 8: the union of all cycles constructed forms C apx ; return C apx Algorithm 1: A factor 4 approximation for Min-L-UCC.
Then we proceed as described above. A little more care is needed when dividing the Hamiltonian cycle, the length of which is in L , into smaller cycles: Given a cycle of length λ ∈ L \ L, we first compute (not necessarily distinct) numbers λ 1 , . . . , λ k ∈ L for some k ∈ N that add up to λ. Then we construct cycles of lengths λ 1 , λ 2 , . . . out of the cycle of lengths λ. Such numbers λ 1 , . . . , λ k can be computed easily in time O(λ · min(n, max(L))) ⊆ O(n 2 ) by dynamic programming. Overall, we obtain Algorithm 1. Executing GoeWill takes time O(n 2 log n). All other operations can easily be implemented to run in O(n 2 ). Hence, we have the following result.
Theorem 3. For every L ⊆ U, the algorithm thus described is a factor 4 approximation algorithm for Max-L-UCC. Its running-time is O(n 2 log n).
Approximability of Directed Cycle Covers

Unconditional Inapproximability of Min-L-DCC
For undirected graphs, both Max-L-UCC and Min-L-UCC can be approximated efficiently to within a constant factor, even if L is not a recursively enumerable. Surprisingly, in case of directed graphs, this holds only for the Max-L-DCC, the maximization variant of the directed L-cycle cover problem. The minimization version of the problem cannot be approximated to within any constant factor. In fact, Min-L-DCC cannot be approximated within a factor of o(n) for certain sets L, where n is the number of vertices of the input graph. The key to the unconditional inapproximability for Min-L-DCC are immune sets: An infinite set L ⊆ N is called an immune set if L does not contain an infinite recursively enumerable subset [28] .
One might argue that this inapproximability result is more of theoretical interest. The sets L for which one wants to compute L-cycle covers are usually either finite or co-finite. But, as we will discuss in Section 3.2, Min-L-DCC seems to be much harder a problem than the other three variants, even for more practical sets L.
Theorem 4. Let L ⊆ U be an immune set. Then no approximation algorithm for Min-L-DCC achieves an approximation ratio of o(n), where n is the number of vertices of the input graph.
Proof. Let G n be a directed complete graph with n vertices {1, 2, . . . , n}. The weight of an edge (i, j) is (j − i) mod n. This means that the vertices are ordered along a directed cycle, and the distance from i to j is the number of edges that have to be traversed in order to get from i to j. These edge weights fulfill the triangle inequality.
For all n ∈ L, the optimal L-cycle cover of G n is a Hamiltonian cycle, which has weight n. Furthermore, the weight of every cycle that traverses some of G n 's vertices has a weight of at least n: Let i and j be two traversed vertices with i < j. Since the edge weights fulfill the triangle inequality, the weight of the path from i to j has at least a weight of j − i while the path from j to i has at least a weight of i − j + n = (i − j) mod n. This results in an overall weight of at least n.
Consider any approximation algorithm Approx for Min-L-DCC. We run Approx on G n for n ∈ N. By outputting the cycle lengths occurring in the L-cycle cover of G n for all n = 1, 2, . . ., we obtain an enumeration of a subset S of L.
Since L is immune, S must be a finite set. Thus, max(S) = s exists, and the L-cycle cover output for G n consists of at least n/s cycles. Hence, the weight of the cycle cover computed by Approx is at least n 2 /s. For n ∈ L, this is a factor of n/s away from the optimum solution, where s is a constant that depends only on Approx. Thus, no recursive algorithm can achieve an approximation ratio of o(n).
Remarks on the Approximability of Max-L-DCC
On first glance, it might seem surprising that Min-L-DCC is much harder a problem than Min-L-UCC or the maximization problems Max-L-UCC and Max-L-DCC. Furthermore, our inapproximability result based on the fact that it is hard to test whether a given cycle cover is an L-cycle cover and not on finding the cycle cover itself. Given the lengths in L, finding an optimal L-cycle cover for the graph of the proof of Theorem 4 is easy.
In the following, we argue why Min-L-DCC is more difficult than the other three variants of the L-cycle cover problems. In particular, even for "easy" sets L, for which membership testing can be done in polynomial time, it seems that Min-L-DCC is much harder to approximate than the other three variants.
Let us first argue why the minimization versions are harder to approximate than their maximization counterparts. In order to get a good approximation ratio in the case of maximization problems, it suffices to detect a few "good", i.e. heavy edges. If we have a decent fraction of the heaviest edges, their weight is already within a constant factor of the weight of an optimal L-cycle cover. In order to form an L-cycle cover, we have to connect the heavy edges using other edges. These other edges might of course be of little weight. However, they do not decrease the weight that we already obtained from the heavy edges, thus do not deteriorate the approximation ratio. Now consider the problem of finding cycle covers of minimum weight. It does not suffice to detect a couple of "good", i.e. light edges. The reason is the following: Once we have selected a couple of good edges, we might have to connect them with heavy-weight edges. These heavy-weight edges can worsen the approximation ratio dramatically. To summarize: Bad edges do not hurt for maximization, but they hurt for minimization. Now let us give some intuition why Min-L-DCC is harder than Min-L-UCC. If we have cycle in an undirected graph whose length is in L but not in L (or L ′ but we do not know whether it is in L), then we can decompose the cycle into smaller cycles all lengths of which are in L. This can be done in such a way that the weight is at most doubled (see Section 2). However, this does not work for directed cycles as we have seen in the proof of Theorem 4: By decomposing a long cycle into smaller ones, the weight can increase tremendously.
Finally, a question that naturally arises is whether we can do better if all allowed cycle lengths are known a priori. This can be achieved either by restricting ourselves to sets L that allow efficient membership. Another option is to include the allowed cycle lengths in the input, i.e. in addition to an n-vertex graph and edge weights, we are given a subset of {2, 3, . . . , n} of allowed cycle lengths.
Let us start by considering the latter option. The cycle cover problem with cycle lengths included in the input contains the asymmetric traveling salesman problem (ATSP) as a special case: for an n-vertex graph, we just allow only cycles of length n. Consequently, if this variant allowed for a constant factor approximation, we would immediately obtain a constant factor approximation for the ATSP. The fact that, despite a considerable amount of research devoted to the ATSP in the past decades, no such algorithm has been found so far is an indication that finding such an algorithm for the directed cycle cover problem might be difficult. Now consider the restriction to sets L for which {1 λ | λ ∈ L} is in P (Min-L-DCC is an NP optimization problem for all such L). For the three other variants of the cycle cover problem, we have approximation algorithms that achieve a constant approximation ratio of r, where r is independent of the set L at hand.
If we had such an algorithm for Min-L-DCC as well, we would obtain a c · log n approximation algorithm for the ATSP, where c > 0 can be made arbitrarily small: In particular, such an algorithm for Min-L-DCC would allow for a r approximation of Min-k-DCC for all k ∈ N. A close look at the (log n) approximation algorithm for ATSP of Frieze et al. [13] shows that a r-approximation for k-cycle covers would yield a (r · log k n) approximation for the ATSP. We have r log k n = r log k log n. Thus, by increasing k, we can make c = r log k arbitrarily small.
An 8/3 Approximation for Max-L-DCC
Now we are concerned with computing L-cycle covers of maximum weight rather than minimum weight. A basic ingredient for our approximation algorithm is the following decomposition lemma. A single is a single edge (or a path of length one) in a graph, while a double is a path of length two. Table 1 : Every cycle cover on n = 6k + ℓ vertices can be decomposed into k + α ℓ singles and k + β ℓ doubles. • (V, D) consists of k + α ℓ singles, k + β ℓ doubles, and n − 5k − 3β ℓ − 2α ℓ isolated vertices, such that all these subgraphs are pairwise vertex-disjoint, and
The values for α ℓ and β ℓ are given in Table 1 . Figure 1 illustrates how a cycle cover is decomposed into singles and doubles. The following point is crucial for our approximation algorithm: Since every cycle cover, thus in particular every L-cycle cover if n is L-admissible, can be decomposed into k + α ℓ singles and k + β ℓ doubles, we can also build an L-cycle cover given k + α ℓ singles, k + β ℓ doubles, and n − 5k − 3β ℓ − 2α ℓ isolated vertices.
We call a cycle of length λ a λ-cycle for short. Furthermore, cycles of even or odd length will simply be called even or odd cycles, respectively. In the following, let C opt be an optimum, i.e. maximum-weight, L-cycle cover. Let w λ denote the weight of the λ-cycles in C opt . For directed graphs, however, we cannot apply the decomposition lemma directly since directed cycle covers can contain 2-cycles. Therefore, we use the lemma only in case that 2 / ∈ L. Since 2 / ∈ L, the weight of an optimal L-cycle cover is at most the weight of an optimal 3-cycle cover. Thus, we proceed as follows: First, we compute a 4/3 approximation C init 3
for Max-3-DCC, which can be done by using the algorithm of Bläser et al. [6] . We have w(C into a collection D singles and doubles according to Lemma 5. Finally, we join the singles, doubles, and isolated vertices of D to form an L-cycle cover C apx . Now we have
compute a cycle cover C init (without restrictions) 6: for all even cycles c of C init do 7: take every other edge of c such that at least one half of c's weight is preserved 8: add the converse edges to obtain a collection of 2-cycles; add these cycles to C apx 9:
for all odd cycles c of C init do 10: take every other edge and one path of length two of c such that at least one half of c's weight is preserved 11: add edges to obtain a collection of 2-cycles plus a 3-cycle; add these cycles to C apx 12:
compute a matching M of cardinality at most D(n, L) that has maximum weight among all such matchings 14: join the edges of M to form an L-cycle cover C
compute a 4/3-approximation C init 3
to an optimal 3-cycle cover 17:
of edges according to Lemma 5 18: join the singles and doubles in D to obtain an L-cycle C Consequently, we have a factor 8/3 approximation for the case that 2 / ∈ L. We divide the case that 2 ∈ L into two subcases. First, consider the case that 3 / ∈ L. In this case, a simple matching-based algorithm achieves an approximation ratio of 5/2. The algorithm roughly proceeds as follows: We compute a matching of a certain cardinality, which we will specify in a moment, and then we join the edges of the matching to obtain an L-cycle cover.
The cardinality of the matching is chosen such that an L-cycle cover can be built from such a matching. A cycle of length λ yields a matching of cardinality ⌊λ/2⌋. Thus, a matching of cardinality d in a graph of n vertices can be extended to form an L-cycle cover if and only if d ≤ D(n, L), where
λ i = n, and λ i ∈ L for 1 ≤ i ≤ k .
Let us now estimate the weight of a matching of cardinality at most D(n, L) that has maximum weight among all such matchings. From C opt , we obtain a matching matching with a weight of at least
The reason is that w 3 = 0 because 3 / ∈ L and that min λ∈{2,4,5,6,7,...} ⌊λ/2⌋ ≥ 2/5. Thus, by computing a maximum-weight matching M of cardinality at most D(n, L) and joining the edges to form an L-cycle cover C apx , we obtain a factor 5/2 approximation.
What remains to be considered is the case that L contains both 2 and 3. In this case, we start by computing an initial cycle cover C init (without any restrictions). Then we do the following: For every even cycle, we take every other edge such that at least one half of the cycle's weight is preserved. For every edge thus obtained, we add the converse edge to obtain a collection of 2-cycles. For every odd cycle, we take every other edge and one path of length two such that at least half of the weight is preserved. Then we add edges to obtain 2-cycles and one 3-cycles. In this way, we obtain a {2, 3}-cycle cover C apx , which is in particular an L-cycle cover, with w(C apx ) ≥ · w(C opt ). Figure 2 shows an example. Our approximation algorithm is summarized as Algorithm 2. Its running-time is polynomial since the running-time of the algorithm of Bläser et al. is polynomial [6] and all other steps can be executed in polynomial time as well. of Min-L-DCC and ATSP, an answer to either question would hopefully also shed some light on the approximability of the asymmetric traveling salesman problem.
