Optimal and robust control theories are used to determine e ective, estimator-based feedback control rules for laminar plane channel ows that e ectively stabilize linearly unstable ow perturbations at Re = 10; 000 and linearly stable ow perturbations, characterized by mechanisms for very large disturbance ampli cation, at Re = 5; 000. Wall transpiration (unsteady blowing/suction) with zero net mass ux is used as the control, and the ow measurement is derived from the wall skin-friction. The control objective, beyond simply stabilizing any unstable eigenvalues (which is relatively easy to accomplish), is to minimize the energy of the ow perturbations created by external disturbance forcing. This is important because, when mechanisms for large disturbance ampli cation are present, small amplitude external disturbance forcing may excite ow perturbations with su ciently large amplitude to induce nonlinear ow instability.
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Optimal and robust control theories are used to determine e ective, estimator-based feedback control rules for laminar plane channel ows that e ectively stabilize linearly unstable ow perturbations at Re = 10; 000 and linearly stable ow perturbations, characterized by mechanisms for very large disturbance ampli cation, at Re = 5; 000. Wall transpiration (unsteady blowing/suction) with zero net mass ux is used as the control, and the ow measurement is derived from the wall skin-friction. The control objective, beyond simply stabilizing any unstable eigenvalues (which is relatively easy to accomplish), is to minimize the energy of the ow perturbations created by external disturbance forcing. This is important because, when mechanisms for large disturbance ampli cation are present, small amplitude external disturbance forcing may excite ow perturbations with su ciently large amplitude to induce nonlinear ow instability.
The control algorithms used in the present work account for system disturbances and measurement noise in a rigorous fashion by application of modern linear control techniques to the discretized linear stability problem. The disturbances are accounted for both as uncorrelated white Gaussian processes (H 2 or \optimal" control) and as nite \worst case" inputs which are maximally detrimental to the control objective (H 1 or \robust" control). Root loci and transient energy growth analyses are shown to be inadequate measures to characterize overall system performance. Instead, appropriatelyde ned transfer function norms are used to characterize all systems considered in a consistent and relevant manner. In order to make a parametric study tractable in this high-dimensional system, a convenient new scaling to the estimation problem is introduced such that three scalar parameters f ; ;`g may be individually adjusted to achieve desired closed-loop characteristics of the resulting systems. These scalar parameters may be intuitively explained, and are de ned such that the resulting control equations retain the natural dual structure between the control parameter,`, and the estimation parameter, . The performance of the present systems with respect to these parameters is thoroughly investigated, and comparisons are made to simple proportional schemes where appropriate.
Introduction
The behaviour of small ow perturbations in simple laminar shear ows is an important and well-understood problem (Drazin & Reid 1981) . As the Reynolds number is increased, laminar ows often become unstable and transit to turbulence. The e ects of the turbulence produced are very signi cant and often undesirable, resulting in increased drag and heat transfer at ow boundaries. Thus, a natural engineering problem is to develop methods of ow control which can delay or eliminate transition to turbulence.
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T. R. Bewley and S. Liu A rm theoretical basis for the control of small perturbations in viscous shear ows is only beginning to emerge. Some important steps in this direction, for the consideration of two-component (2C) disturbances, are provided by Hu & Bau (1994) , Joshi, Speyer, & Kim (1995 , 1997 , and Joslin et al. (1997) . In these works, the eigenvalues of the linearized transition problem are successfully stabilized in a closed-loop framework such that the dynamics of the vertical velocity component of the ow acting in concert with the controller is considered. Hu & Bau (1994) examines a restricted class of multiple-input/multiple-output (MIMO) proportional controllers with a single controller gain, with skin friction as the measurement and wall temperature as the actuation. Joshi, Speyer, & Kim (1997) examines a single-input/single-output (SISO) proportionalintegral (PI) controller (i.e., a controller with both proportional and integral terms), with a single-point skin friction measurements used to determine each sine-wave component of the distributed wall velocity actuation. Joshi, Speyer, & Kim (1995) consider the H 2 control of a problem related to the supercritical case presented here, reducing the problem to the 9 least stable modes in a Matlab implementation of an H 2 controller, and make several interesting theoretical observations about the e ects of the distributed nature of the problem at hand. A formal treatment of the distributed nature of the present problem is given by Bamieh (1997) . Joslin et al. (1997) also apply H 2 control theory to a problem related to the supercritical case presented here; in their approach, the control is determined through an adjoint formulation requiring full ow eld information.
Root loci, which partially characterize system behaviour by tracking the movement of closed-loop system eigenvalues as a function of control parameters (Joshi, Speyer, & Kim 1995 , 1997 , are inadequate to quantify the performance of the present closed-loop systems, as they do not address the nonorthogonality of system eigenvectors (Trefethen et al. 1993) . It is possible to characterize the nonorthogonality of a set of eigenvectors by determining the maximum transient energy growth of a stable system from a deleterious set of initial conditions by a variational formulation (Butler & Farrell 1992) . However, such an approach is, at best, a dubious approximation of the method by which external disturbance forcing actually excites ow perturbations.
To adequately characterize the behaviour of a nonorthogonal linear system and its excitation by external disturbances, taking into account any known structure by which external disturbances force the state equation, transfer function norms are the appropriate measure (Skogestad & Postlethwaite 1996) . In the present work, norms of the disturbance to state (w ! x) transfer function and the disturbance to control (w ! u) transfer function are introduced to quantify separately the response of the state and the response of the control to Gaussian and worst-case disturbances. For both of the cases considered, it is shown that the state response is signi cantly reduced in the closedloop systems by application of modern control theory. Further, the rms of the control applied to achieve this reduced state response is bounded and may be kept small. On the other hand, the rms of controllers which contain a proportional component, such as that of Joshi, Speyer, & Kim (1997) , in response to Gaussian disturbances is shown to be unbounded.
The present work improves upon previous analyses of ow transition by rigorously accounting for state disturbances and measurement noise in both a Gaussian and a worst-case sense. The controllers and estimators used are determined by application of likely to exhibit nonlinear instabilities when said external disturbance forcing is of nite magnitude. Many problems in uid mechanics, including the later stages of transition and turbulence, are dominated by nonlinear behaviour. In such problems, the linear analysis performed in this paper is not valid. Iterative optimal control approaches over nite time intervals, which make use of full state information, may still be formulated (Abergel & Temam 1990 ) and performed (Moin & Bewley 1995) with impressive results. In order to make such schemes practical, one must understand how to account for disturbances in a rigorous fashion and how to estimate accurately the necessary components of the state (for instance, the location and strength of the near-wall coherent structures) based on limited ow measurements. The present paper makes these concepts clear in a uid-mechanical sense, albeit for a linear problem, and thus provides a step in this development. Techniques to extend the robust control concept, introduced for problems in uid mechanics in the present work, to nonlinear problems (such as turbulence) are discussed in Bewley, Moin, & Temam (1997) and Bewley, Temam, & Ziane (1998) 
1.1. Outline of paper The structure of the remainder of the paper is:
(x2) The governing equations for the ow stability problem are put in a standard notation which makes subsequent application of control theory straightforward. Two speci c cases are identi ed to be examined in detail: one supercritical and one subcritical.
(x3) The control approach and numerical method used are brie y summarized. (x6) The controlled (\closed-loop") systems are studied in detail. Root loci, which demonstrate the movement of the closed-loop system eigenvalues with respect to control parameters, are shown to illuminate some general trends, but fail to provide a quantitative measure of system performance. Maximum transient energy growth, which indicates nonorthogonality of closed-loop system eigenvectors, also fails to provide a quantitative measure of system performance. The rms response of the state and the control to white Gaussian disturbances and \worst-case" disturbances is ultimately quanti ed using the 2-norm and the 1-norm of the appropriate transfer functions, and the system behaviour as a function of the control parameters f ; ;`g is thoroughly investigated. 
Governing equations
In this chapter, the equations governing small ow perturbations in a laminar channel ow (Poiseuille ow) are succinctly summarized in a form to which standard control techniques may be applied. This familiar discussion is presented to precisely de ne the problem under consideration, and to demonstrate that the simpler and more intuitive \classical" derivation of the ow stability problem may be used easily in a controls setting, bypassing the involved stream function derivation of Joshi, Speyer, & Kim (1995 , 1997 which leads to a state-space formulation for two-component (2C) perturbations only. Readers interested only in how the control techniques are applied to the ow stability problem derived here are advised to proceed directly to x3.
In the present development, it is assumed that an array of sensors, which measure streamwise and spanwise skin-friction, and actuators, which provide wall-normal blowing and suction with zero net mass ux, are mounted on the walls of a laminar channel ow. It is also assumed that a su cient number of sensors and actuators is installed in both the streamwise and spanwise directions so that, in these directions, individual Fourier components of wall skin-friction and wall transpiration may be approximated. The control analyses in the present work are then carried through for particular wavenumber pairs. The next natural step after the present work is to compute an array of controllers at an array of wavenumber pairs with the methods developed herein, then to inverse transform the resulting set of controllers back to the physical domain. Recent theoretical work by Bamieh (1997) indicates that such a procedure should result in spatial convolution kernels with compact support such that the weights on sensor measurements eventually decay exponentially as a function of distance from the actuator. This property will allow the convolution kernels to be truncated with a prescribed degree of accuracy at a nite distance from each actuator, resulting in implementable schemes in the physical domain. The present work sets the stage for this development.
Continuous form of ow equations
Consider a steady plane channel ow with maximum velocity U 0 and channel half-width . Non-dimensionalizing all velocities by U 0 and lengths by , the mean velocity pro le in the streamwise direction (x) may be written U(y) = 1?y 2 on the domain y 2 ?1; 1]. The equations governing small, incompressible, three-dimensional perturbations fu; v; w; pg to the mean ow U are given by the linearized Navier-Stokes and continuity The ow perturbation problem in fu; v; w; pg with second-order partial derivatives in (2.1)-(2.2) has been reduced to a problem in fv; !g with fourth-order partial derivatives in (2.3) with no loss of generality; essentially, the three-component velocity eld has been projected onto a two-component divergence-free manifold by eliminating the pressure from the equations and applying continuity. Such a manipulation is standard practice for both the present derivation (Gustavsson & Hultgren 1980) and the fully nonlinear Navier-Stokes equation (Kim, Moin, & Moser 1987) .
As the domain is homogeneous in the x and z directions, we may Fourier transform the solution such that v(x; y; z; t) = X kx;kzv (k x ; y; k z ; t) exp i(k x x + k z z)]
!(x; y; z; t) = X kx;kz! (k x ; y; k z ; t) exp i(k x x + k z z)]:
As the various Fourier modes are orthogonal and equations (2.3a) and (2.3b) are linear, the solution for each wavenumber pair (k x ; k z ) is decoupled and obeys the equations and p may be found by solution of the equation p = ?2i k x U 0 v. Control is applied at the wall as a boundary condition on the wall-normal component of velocity v. The boundary conditions on u and w are no-slip (u = w = 0), which implies that, at the wall, ! = 0 and (by continuity) @v=@y = 0.
Discrete form of ow equations
The continuous equations for the fv; !g perturbations in (2.4) are now discretized on a grid of N + 1 Chebyshev-Gauss-Lobatto points in the wall-normal direction such that y = cos( =N) for 0 6 6 N:
An (N + 1) (N + 1) matrix D may be expressed (Canuto et al. 1988, eqn. 2.4.31) With these derivative matrices, it is straightforward to write (2.4) in matrix form. This is accomplished by rst expressing the matrix form of (2.4) on all N + 1 collocation
(2.6b) where the (N + 1) (N + 1) matrices L , C , and S represent the spatial discretization of the bracketed operations in (2.4). The Dirichlet boundary conditions are explicitly prescribed as separate \forcing" terms. To accomplish this, decompose L , C , and S according to The vector x, which contains the normal velocity uctuations v i and normal vorticity uctuations ! i at the grid points on the interior of the channel, is referred to as the \state". The vector u, which contains the blowing/suction velocity at the top and bottom walls, is referred to as the \control". 2.3. Wall measurements We will consider control algorithms using both full ow eld information and wall information only. For the latter case, we will assume that measurements made at the wall provide information about the streamwise and spanwise skin-friction, from which (subtracting out the known in uence of @v=@x and @v=@z from the stress tensor at the wall) y Note that, for k 2 x + k 2 z 6 = 0, the matrix form of the LHS of (2.4a) is invertible, so the form (2.6a) is easily determined. The 2-norm of a vector u, denoted jjujj, is de ned as the square root of (u; u). Note that, for two vectors of the same dimension as the state vector x, which is de ned only on the interior grid points, the inner product is given simply by and the star ( ) denotes the complex conjugate. For su ciently smooth functions u; v on a su ciently large number N of Chebyshev-Gauss-Lobatto grid points (Canuto et al. 1988) , this inner product of the continuous functions approximates the inner product of the discrete vectors, (u; v) (u; v). The implication of using a discretization dependent weighting factor, such as (y), to develop a control rule is discussed in x6.2.
For the purpose of developing control rules, the kinetic energy density is a more physically relevant quantity than measures derived from a (discretization dependent) 2-norm of the discretized vector, such as that given by (y) above. The kinetic energy density of a ow perturbation in the physical domain is 
Cases studied
It is well known that, for supercritical Re > 5772, the uncontrolled problem is linearly unstable, with the most unstable modes occurring for ow perturbations with k z 0, and that, for subcritical Re 6 5772, the uncontrolled problem is linearly stable. However, transition often occurs at a Reynolds number well below that required for linear instability of the laminar ow. Butler & Farrell (1992) show that the non-orthogonality of the eigenmodes of subcritical ows, especially for ow perturbations with k x 0, implies that ow perturbations of a particular initial structure will experience large, O(Re) ampli cation of energy before their eventual decay. They suggest that such transient linear ampli cation can sometimes lead to ow perturbations large enough for nonlinear instability to be triggered, if such initial conditions ever happen to be encountered. This paper will explore control techniques which simultaneously a) stabilize any unstable system eigenvalues, and b) greatly reduce the maximum transient energy growth of small ow perturbations due to nonorthogonal system eigenvectors. The quantitative comparison of the various controlled closed-loop systems, however, will nally be obtained by the transfer function analysis to be described in x4.4.
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To simplify our discussion, we will restrict our attention in the remainder of this work to one supercritical case and one subcritical case: CASE (i): Re = 10; 000, k x = 1, k z = 0; CASE (ii): Re = 5; 000, k x = 0, k z = 2:044. Case (i), which is supercritical, is the \classic" Re = 10; 000 case benchmarked by Orszag (1971) . It has been studied by several authors since, including Joshi, Speyer, & Kim (1997) . Case (ii), which is subcritical, is the wavenumber pair that gives the maximum transient energy growth at Re = 5; 000, as shown by Butler & Farrell (1992) . For case (ii), as C 6 = 0, we must use the full coupled system derived in x2.2 and x2.3. Note that case (ii), which consists of three-component fu; v; wg perturbations, varies only in the y and z directions, and therefore is properly referred to (Reynolds & Kassinos 1995) as 2D, 3C (two-dimensional, three-component). Case (i), for which we consider only the two-component fu; vg perturbations, varies only in the x and y directions, and therefore is referred to as 2D, 2C (two-dimensional, two-component).
2.6. State disturbances and measurement noise State disturbances of some level are inevitable in any ow. They arise from sources such as acoustics, surface irregularities, vibrations of the wind-tunnel walls, etc. Measurement noise of some level is also inevitable. It arises from inaccuracies of the sensors and from the electronics processing their signals. These phenomena are now accounted for in a general form. The simple assumptions used to solve the problem here may be re ned as more information is learned about particular ows of interest.
De ne G 1 as the square root of the expected covariance of the state disturbances to be added to (2.7) and G 2 as the square root of the expected covariance of measurement noise to be added to (2.9). Note that G 1 and G 2 are time invariant, and it can be assumed that G 2 is nonsingular due to the inevitability of noise in measurements. In the present problem, as nothing yet is known about the state disturbances or measurement noise a priori, they are assumed to have the simple covariances and the problem is normalized such that max (G 2 1 ) = 1. Known structure of these covariances (for example, if one sensor is known to be noisier than another) is accounted for by replacing the identity matrices in the above expressions with appropriate matrices of unit maximum singular value, retaining the quantity to re ect the balance between the magnitudes of the two types of disturbancesy.
The disturbed system under consideration may be written _ x = Ax + G 1 w 1 + Bu y m = Cx + G 2 w 2 + Du:
The controllers developed in this work will rigorously account for the state disturbances G 1 w 1 and the measurement noise G 2 w 2 . These \disturbances", as they shall generically be referred to, are considered both in a Gaussian sense and in a worst-case sense; the present system de nition is convenient for the consideration of both types of disturbances. When optimizing the system response to disturbances with a Gaussian structure, as any covariance of the disturbances known in advance is accounted for in G 1 and G 2 , the external signals w 1 and w 2 are taken as uncorrelated, zero-mean, white Gaussian processes with covariance E w 1 w 1 ] = I, E w 2 w 2 ] = I. Note that, for the present system, the expectation value may be written
When optimizing the system response to worst-case disturbances, as, again, any covariance of the disturbances known in advance is accounted for in G 1 and G 2 , no disturbance structure is assumed at all. Instead, a nite \unstructured" disturbance is found which maximizes a cost function representing the control objective. Simultaneously, a controller is found which minimizes the same cost function in the presence of this disturbance. This is the essence of noncooperative game theory, and will be discussed further in x3.
To account for disturbances in a more tractable manner in the control theory, de ne a new \observation" vector y by a simple change of variables such that y G ?1 2 (y m ? D u) The observation y is easily determined from the ow measurements. Also, de ne The system is then written in the standard form _ x = A x + B 1 w + B 2 u y = C 2 x + D 21 w: (2.11) y This scaling of the problem is used because it turns out to be quite convenient in the derivation of the H1 estimator in the development to follow. Note that the de nition of is based on the ratio of maximum singular values of the covariance matrices; the maximum singular value is also referred to as the induced matrix 2-norm, i.e., jjG 2 2 jj2 max(G 2 2 ). (3.1b) A simple method is sought to \close the loop" to stabilize the system; i.e., to determine a control u based on the observations y to force the state x towards zero in a manner which rigorously accounts for the disturbances w. A system model with a structure similar to the system (3.1) itself, but without the in uence of the unknown disturbances, is used for this purpose such that _
with feedbackû based on the di erence between the observations of the state y and the corresponding quantity in the modelŷ such that u = L(y ?ŷ):
The control u, in turn, is based on the state estimatex such that u = Kx:
(3.3) Equation (3.1), is referred to as the \plant", (3.2) is referred to as the \estimator", and (3.3) is referred to as the \controller". The problem at hand is to compute linear time-invariant (LTI) matrices L and K such that i) the estimator feedbackû forces the state estimatex in the estimator towards the state x in the plant, and ii) the controller feedback u forces the state x towards zero in the plant.
The ow of information is illustrated schematically in the following block diagram. The plant, forced by external disturbances, has an internal state x which cannot be observed. Instead, a noisy observation y is made and an estimate of the statex determined. This state estimate is then fed through the controller to determine the control u to be applied on the plant to regulate x to zero.
Several recent references describe in detail how H 2 (\optimal") and H 1 (\robust") techniques determine L and K for systems of the form (3.1)|(3.3) in the presence of structured and unstructured disturbances w. The reader is referred in particular to Doyle et al. (1989) , Dailey et al. (1990) , Green & Limebeer (1995) , and Zhou, Doyle, & Glover (1996) for further discussion of these control theories, and Bewley & Agarwal (1996) for a tutorial in the context of the current problem. To summarize brie y, a cost function J describing the control problem at hand is de ned that weighs together the state x, the control u, and the disturbance w such that J E This cost function is minimized with respect to the control u and maximized with respect to the disturbance w. For su ciently large and a stabilizable, detectable system (as de ned in x4.1), this results in nite values for both u and w, the magnitudes of which are governed by the three scalars f ; ;`g. Recall that 2 , de ned earlier, quanti es the relative level to which the observation y is corrupted by measurement noise.
The parameter`2 may be interpreted as the \price" of the control. The`! 1 limit, which corresponds to \expensive control", results in the smallest possible u which stabilizes the system, i.e., makes E x Q x ] nite. Reduced values of`penalize the cost function less upon the application of control, and thereby tend to result in a larger control magnitude E u u ] and a smaller energy density of the state E x Q x ].
Consider the min/max problem just described as a di erential game between a uid dynamicist seeking the \best" control u which stabilizes the ow perturbation with limited control e ort and nature seeking the \maximally malevolent" small disturbance w which destabilizes the ow perturbation (Green & Limebeer 1995, pg 218 ). The parameter 2 factors into such a competition as a weighting on the magnitude of the disturbance which nature can a ord to o er, in a manner analogous to the parameter`2, which is a weighting on the magnitude of the control which the uid dynamicist can a ord to o er. The negative sign on the term involving 2 is necessary because the cost function is maximized with respect to the disturbance w, while it is minimized with respect to the control u. The ! 1 limit, referred to as the H 2 solution, removes the disturbance \player" from the noncooperative game between u and w (i.e., w ! 0 in the maximization). This limit may also be interpreted as assuming the disturbance w is white and uncorrelated with the control applied, i.e., E w w ] = I and E w u ] = 0, which implies that the problems of control and estimation in the H 2 limit are decoupled. Reduced values of introduce a \maximally malevolent" disturbance w of increased magnitude relative to the magnitude of the control u.
Solving for the feedback which is e ective even in the presence of such malevolent disturbances achieves system robustness. In the present systems, for < 0 for some critical value 0 (which may be found by trial and error), the noncooperative game does not have a nite solution; essentially, nature wins. The feedback corresponding to = 0 results in a stable system even when nature is on the brink of making the system unstable. This is sometimes referred to as the \optimal" H 1 feedback, as it is the feedback which is \most robust". However, the \optimal" H 1 feedback is generally not the most suitable choice overall, as discussed in x6.1.1 and x6.1.2.
The parameter in the min/max problem formulated above in the time domain is Optimal and Robust Control and Estimation of Linear Paths to Transition 317 also, it turns out, an upper bound on the 1-norm of the transfer function from the disturbance w to the performance measure z in the frequency domain, de ned precisely in x4.4 and denoted jjT zw jj 1 (Zhou, Doyle, & Glover 1996) . Thus, by reducing to the minimum values possible ( 0 ) when computing the estimator feedback matrix L and the controller feedback matrix K, the most restrictive bounds on jjT zw jj 1 in the resulting closed-loop systems are attained.
An estimator/controller which minimizes J in the presence of that disturbance which simultaneously maximizes J is given by the estimator feedback (3.6) where Ric( ) denotes the solution of the associated Riccati problem (Doyle et al. 1989) . Standard numerical techniques to solve equations of this form are well developed (Laub 1991) . Solutions to these Riccati problems exist only for su ciently large at a given values of`and . As previously stated, the smallest = 0 for which solutions to these equations exist may be found by trial and error.
Comparison of optimal and robust control
Most of the robustness problems associated with H 2 stem from the state estimation.
Optimal controllers provided with full state information (i.e., without estimators) generally have excellent performance and robustness properties (Dailey et al. 1990 ). Note that the problems of control and state estimation in the H 2 formulation ( ! 1) are decoupled. Other then the system matrix A, K depends only upon f`; B 2 ; C 1 g, and L depends only upon f ; B 1 ; C 2 g. This is a result of the celebrated Separation Principle of the H 2 formulation (Green & Limebeer 1995 , Lewis & Syrmos 1995 .
An important observation is that the problems of control and state estimation in the H 1 formulation are coupled. Speci cally, the computation of K in (3.6) depends on the expected covariance of the state disturbances, which are accounted for in B 1 , and the computation of L in (3.5) depends on the weightings in the cost function, which are accounted for in C 1 . This is one of the essential features of H 1 control.
The H 1 controller takes into account the expected covariance of the state disturbances, re ected in B 1 , when determining the state feedback matrix K. By so doing, the components of x that are expected to have the largest excitation by external disturbances are forced with the largest feedback by the relationship u = Kx in the equation for the controller.
Similarly, the H 1 estimator takes into account the weightings in the cost function, re ected in C 1 , when determining the estimator feedback matrix L. By so doing, the components ofx corresponding to the components of x that are most important in the computation of the cost function are forced with the largest feedback by the relationship u = L(y ?ŷ) in the equation for the estimator.
By applying strong control only to those components of x signi cantly excited by external disturbances (by keeping`large and reducing ), and by applying strong estimator corrections only to those components ofx important in the computation of the cost function (by keeping large and reducing ), H 1 feedback gains for components of 318 T. R. Bewley and S. Liu the system not relevant to the control problem at hand may be kept at a minimum. With such feedback gains kept small, the stability properties of H 1 estimator/controllers in the presence of system uncertainties may be dramatically improved over H 2 counterparts which, for an equivalent worst-case response of the nominal plant, require reduced values of`and and, therefore, larger feedback gains. The reduced feedback applied in the H 1 approach results in reduced opportunity for improper feedback to disrupt the closed-loop system. where the k i and i are chosen by parametric variation. It is found by such a parametric variation that i = 0 is most e ective in this framework, and that the best performance is obtained near k 1 = k 2 = 60 for case (i) and k 1 = k 2 = 10 for case (ii). These restricted MIMO proportional controllers will be used as a basis for comparison in the analysis of the estimator/controllers based on modern control theory in x6.
Comparison with proportional control
More general forms for K in a proportional controller may be considered, but, as the dimension of the problem grows, searching parametrically for e ective K ij becomes intractable, and the bene t of an approach based on control theory to determine the feedback matrices becomes apparent. With the present theory, the feedback matrices for systems of arbitrary dimension are developed as a function of just three scalar parameters f ; ;`g, each of which may be intuitively understood and individually adjusted to achieve desired system characteristics.
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3.4. Numerical method Standard numerical techniques are now applied to the control problem posed in (3.1)| (3.6). The algebraic Riccati equations are solved using the method of Laub (1991) , which involves a Schur factorization. This is found to be a stable numerical algorithm for all cases tested. The implementation of Laub's method is written in Fortran 90 and follows closely the algorithm used by the Matlab function are.m (Grace et al. 1992) . A Lyapunov solver, modelled after the Matlab function lyap.m, is also used. Two LAPACK routines (Anderson et al. 1995) , zgeev.f and zgees.f, are used to compute eigenvalues/eigenvectors and Schur factorizations.
All routines are compiled in quad precision (128 bits per real number) to ensure sucient numerical precision in the eigenvalue computation. Computations are carried out with N = 140 for case (i) and N = 70 for case (ii) to ensure good resolution of all significant eigenmodes. The eigenvalues of A for case (i) in table 1 match those tabulated by Orszag (1971) to eight signi cant gures, and the maximum transient energy growth for case (ii) in gure 3b matches that obtained by Butler & Farrell (1992) to four signi cant gures, indicating that the present numerical method is su ciently accurate.
Spurious eigenmodes
It is a well-known computational challenge that, in addition to all of the well-resolved eigenmodes of a particular continuous PDE, several poorly-resolved eigenmodes inevitably result from the solution of a discrete matrix eigenvalue problem. Such spurious eigenmodes are sometimes referred to as \two-delta waves" because their dominant wavelength is approximately twice the local grid spacing. Unfortunately, the (spurious) eigenvalues of these poorly-resolved eigenmodes may be near the (valid) eigenvalues of the wellresolved eigenmodes, even though the spurious modes are physically meaningless. For example, the rst spurious eigenvalue computed for case (i) with N = 140 occurs at = ?0:0235 + 1:520 i. Spurious eigenmodes may be identi ed easily in two ways: i) the eigenvalue moves signi cantly when N is modi ed slightly, though the remaining eigenvalues remain converged to all signi cant gures, and ii) when plotted, spurious eigenvectors are characterized by large oscillations from grid point to grid point across the domain, though converged eigenmodes are well resolved, as depicted in gure 1b in x5.
Inclusion of spurious eigenmodes in the system matrix A to be controlled may cause problems when applying control theory to modify the closed-loop characteristics of the entire system, as these modes may be uncontrollable and/or unobservable. In order to ensure problems related to these modes do not arise, the spurious eigenmodes of A are identi ed, the corresponding eigenvalues modi ed to a \benign", well-damped location, and the system matrix reconstructed according to A modi ed = modi ed :
(3.8) Note that modi ed is the matrix of eigenvalues with the eigenvalues corresponding to spurious modes moved to = ?500. This insures that the dynamics of these spurious modes are damped su ciently to be insigni cant with respect to the rest of the system. The modi ed matrix A modi ed is implied by the symbol A in the remainder of this work.
A minimal realization approach (Kailath 1980 ) is well suited to greatly reduce the dimension of the matrices and vectors involved, and thus the computer time needed, in the present computations. With this approach, uncontrollable, unobservable, spurious, and highly damped modes may be removed altogether from the representation of the system to be controlled. This idea will be explored in future work. The purpose of the present work, however, is to study the e ects of control and estimation on the entire locus 320 T. R. Bewley and S. Liu of eigenvalues in a well-resolved implementation. Thus, the matrix A is considered with no modi cations beyond the damping of the spurious modes as described above. Note that, though controllers may be designed based on reduced systems, they must always be analyzed based on the complete system to accurately characterize system behaviour. In x4.1, the controllability and observability system Gramians are reviewed as a means to characterize the system as a whole. However, this approach alone does not characterize the stabilizability of uncontrollable systems or the detectability of unobservable systems.
Methods of analysis
As shown in x4.2, it is useful to analyze the individual eigenmodes of the system under consideration separately, and to identify the degree to which each of these modes may be modi ed by the control and the sensitivity with which each may be detected by the observations. Nonorthogonality of the eigenmodes is reviewed in x4. 4.1. System Gramians We rst address whether or not all of a given system's eigenmodes may be altered by the controlũ, and whether or not all of these eigenmodes may be discerned with the observationsỹ. To accomplish this, it is standard practice (Lewis & Syrmos 1995) to consider two matrices which characterize the controllability and observability of the system (4.1) as a whole, assuming for the moment thatw = 0. These are the system controllability Gramian L c of (Ã;B 2 ) and the system observability Gramian L o of (C 2 ;Ã), Stable numerical techniques to solve equations of this form, referred to as Lyapunov equations, are well developed (Bartels & Stewart 1972) .
If L c is (nearly) singular, there is at least one eigenmode of the system which is (nearly) una ected by any choice of controlũ, and the system is called \uncontrollable". If all uncontrollable eigenmodes are stable, and the dynamics of the system may be made stable by the application of controller feedback, the system is called \stabilizable".
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Similarly, if L o is (nearly) singular, there is at least one eigenmode of the system which is (nearly) indiscernible by the observationsỹ, and the system is called \unobservable". If all unobservable eigenmodes are stable, and the dynamics of the error of the estimate may be made stable by the application of estimator feedback, the system is called \detectable".
System Gramians alone do not identify which of the eigenmodes are una ected byũ or indiscernible byỹ. Thus, determination of whether or not an uncontrollable system is stabilizable or an unobservable system is detectable requires further analysis.
Eigenmode analysis
Modal canonical form (Kailath 1980 ) will now be used to quantify the sensitivity of each individual eigenmode of a system matrixÃ to both control and observation. Though this is common practice in linear systems theory (Skogestad & Postlethwaite 1996, p. 122 and 126) a brief review helps establish two scalars, denoted here f and g , which If the vectorC 2 = 0, thenỹ will not be a function of . In other words, the component ofx parallel to does not contribute to the observationsỹ, and the eigenmode is said to be \unobservable". Further, the (scaled) 2-norm of the vectorC 2 g = Re q C 2C 2 ;
(4.5) similarly termed the \observation residual" of mode , is a quantitative measure of the sensitivity of the observationỹ to eigenmode . Note the dependence of this expression on the matrixC 2C 2 , which is the matrix which drives the Lyapunov equation for observability Gramian L o . Note also that the scaling Re is used simply for numerical convenience.
4.3. Transient energy growth Consider an initial statex(0) of a stable system which may be decomposed into several constituent nonorthogonal eigenmodes which destructively interfere in such a way that the energy of the initial state E (0) =x (0) Qx(0) is small. Such destructive interference may reduce in time as some eigenmodes decay more quickly than others. This can result in a large transient growth in the kinetic energy density E (t) of the state before an eventual exponential decay of energy at the rate of the least stable constituent eigenmode.
Over a particular time interval , the shape of the most ampli ed initial conditions x(0) may be found by a variational formulation (Butler and Farrell 1992) . As introduced in (4.3), a statex(0) may be decomposed onto the eigenvector matrix via a projection vector . Solving the system of simple ODE's resulting from application of (4.3) to (4.1a), assuming for the moment thatũ =w = 0,x(t) may be writteñ x(t) = e t :
where the projection is independent of time. The initial statex(0) maximizing energy growth at t = may be found by considering the cost function J E = E ( ) ? Norms the transfer function Tzw(s), also referred to as system norms, quantify how relevant performance measuresz respond to disturbancesw in the present systems, as shown below. These norms turn out to be nite for all H 2 -and H 1 -controlled systems considered here, but not for the proportionally controlled systems, as explained in detail in x4.6.
Transfer function 2-norms
The 2-norm of a stable transfer function Tzw(s) may be de ned (Doyle et al. 1989 It is nite whenÃ is stable (i.e., all of the eigenvalues ofÃ have negative real part) and Tzw(j!) is \strictly proper" (i.e., when Tzw(j!) ! 0 as ! ! 1). The norm jjTzwjj 2 is a very useful measure, as it is exactly the expected rms value of the outputz, i.e., jjTzwjj 2 2 = E z z ], when the inputw is a unit variance white Gaussian process. The 2-norm of Tzw may be found by solving a Lyapunov equatioñ A L o + L oÃ +C 1C 1 = 0 ) jjTzwjj 2 2 = trace(B 1 L oB1 ):
As stated previously, stable numerical techniques to solve Lyapunov equations are well developed (Bartels & Stewart 1972 Tzw(j!) is \semi-proper" (i.e., when Tzw(j!) is nite as ! ! 1).
The norm jjTzwjj 1 is very useful, as it is a measure of the \worst case" ampli cation of the disturbancew by the system. Unfortunately, the 1-norm of Tzw must be sought by an iterative search. The approach used here, suggested by Doyle et al. (1989) , is:
(a) Guess a value of . (See Doyle et al. 1989 for de nition of the latter property.) Thus, we may increase or decrease accordingly, using a golden section search, and repeat from (b) until bounds on jjTzwjj 1 reach a desired tolerance.
Performance measuresz to be considered
For the characterization of the present closed-loop systems, two separate performance measuresz will be considered. The rst performance measurez 1 , obtained by setting C 1 = Q 1=2 and D 12 = 0 (and thusz 1z 1 = x Q x), allows us to evaluate the norms of the transfer function from the disturbance w to the energy of the state x. For notational convenience, the transfer function from the disturbance w to the performance measurẽ z 1 is denoted T xw in the remainder of this work.
The second performance measurez 2 , obtained by setting C 1 = 0 and D 12 = I (and thusz 2z 2 = u u), allows us to evaluate the norms of the transfer function from the disturbance w to the control u. For notational convenience, the transfer function from the disturbance w to the performance measurez 2 is denoted T uw in the remainder of this work. Note that, since z z = x Q x +`2 u u by (3.4), it follows that the 2-norm of the transfer function from the disturbance to the performance measure z actually used in the computation of the controller is just jjT zw jj 2 2 = jjT xw jj 2 2 +`2jjT uw jj 2 2 : (4.8) 4.5. Systems to be analyzed Four systems are now described and algebraically manipulated into the generic system form (4.1) presented at the beginning of this chapter. By so doing, any of the analysis techniques described above may be readily applied to any of the systems described below simply by appropriate de nition of the tilde (~) variables in (4.1). This versatile analysis approach is exploited in subsequent chapters to characterize the open-loop and closedloop systems, and is a signi cant design advantage of modern control theory. System #1. The eigenvalues and eigenvectors ofÃ may be examined to characterize the behaviour of the closed-loop system in the absence of disturbances w and quantify the maximum transient energy growth using the techniques of x4.2 and x4.3. Given this type of control, the transfer function from w(s) to z(s) is now z(s) = C 1 ( s I ?Ã ) ?1B 1 +D 11 ]w(s) T zw (s) w(s): Setting C 1 = Q 1=2 and D 12 = 0, and thus z z = x Q x (our rst performance measure), the norms of the transfer function from the disturbance w to the energy of the state x, jjT xw jj 2 and jjT xw jj 1 , can be evaluated using the techniques of x4.4. Note that, in this case,D 11 = 0. Setting C 1 = 0 and D 12 = I, and thus z z = u u (our second performance measure), we see that the transfer function from the disturbance w to the control u is not \strictly proper" (Skogestad & Postlethwaite 1996, pg. 5) , as there is a direct feedthrough term from the disturbance w to the control u; in this case,D 11 6 = 0. As there is a term of T uw (s) which is constant for all s, the system is termed \semi-proper", and thus, by its de nition in (4.6), it is clear that jjT uw jj 2 = 1.
The main point here is that a controller with a proportional component, such as the PI controller proposed by Joshi, Speyer, & Kim (1997) , will not have built-in high frequency roll-o of the controller response, and measurement noise will feed directly through to the controller input. Thus, the rms value of the control u in response to a unit variance white Gaussian disturbance w is in nite. In practice, limitations in the response of the actuators and the controlling electronics would limit the rms response of a proportional controller to white-noise disturbances. An ad hoc low-pass lter is required to achieve high-frequency roll-o of the proportional component of a PI controller below those frequencies set by the implementation hardware itself. An advantage of the optimal and robust approaches developed in this paper is that the resulting systems are strictly proper, and thus an appropriate amount of high frequency roll-o is built-in as a natural result of the control formulation (i.e., T zw (j!) ! 0 appropriately quickly as ! ! 1). Simulations of the idealized optimal and robust closed-loop systems developed in this article can be used to determine what high frequency performance of the implementation hardware is necessary for the desired performance of a given system. 
Analysis of uncontrolled, open-loop system
The uncontrolled (\open-loop") system is now examined in detail using the methods of analysis of x4 by consideration of system #1 in x4.5.
5.1. System Gramians For both case (i) and case (ii) of the present system, the smallest eigenvalues of both system Gramians, L c and L o , are computed to be near machine zero, indicating that these systems are both uncontrollable and unobservable. To obtain information on stabilizability and detectability, analysis of the individual eigenmodes is necessary.
Eigenmode analysis 5.2.1. Eigenmode analysis of case (i)
The least stable eigenvalues of A for case (i) are plotted in gure 1a and tabulated, along with the corresponding control and observation residuals f and g , in table 1. Figure 1b shows the shape of the eigenvectors corresponding to the 6 least stable eigenvalues along with an example of a spurious mode as discussed in x3.4.1.
An important observation from gure 1b is that eigenvalues in the upper branch of gure 1a have corresponding eigenvectors with variations primarily in the centre of the channel, and thus it may be expected that these modes will be less controllable via wall transpiration and less observable via wall measurements than eigenmodes in the lower branch. This observation is quanti ed by smaller values of f and g for these modes. All modes are stable and all eigenvalues real.
than the rst eigenmode to modi cations in the control. In general, those modes in the upper branch of gure 1a (large j=( )j) are much less sensitive to control than those in the lower branch (small j=( )j). Near the intersection of the two branches (<( ) ?0:3), the control residual is maximum, while it decreases slowly to the left of this intersection (<( ) < ?0:3). It can be predicted that the closed-loop eigenmodes corresponding to the largest f might be a ected most upon application of controller feedback. Indeed, Joshi, Speyer, & Kim (1997) report di culty with the destabilization of mode = 37, the mode with the largest f , by application of their PI controller.
Note also from table 1 that the ow measurements are two orders of magnitude less sensitive to the third eigenmode than they are to the rst eigenmode. It can be predicted that the closed-loop eigenmodes corresponding to the largest g might be a ected most upon application of estimator feedback.
Eigenmode analysis of case (ii)
The least stable eigenvalues of A for case (ii) are plotted in gure 2a and tabulated, along with the corresponding control and observation residuals f and g , in table 2. Figure 2b shows the shape of the eigenvectors corresponding to the 9 least stable eigenvalues. Note that all eigenmodes shown span the entire channel, and thus f and g are all O(1); i.e., the least-stable eigenmodes are both observable and controllable.
An important observation from gure 2 is that the eigenvalues in this case tend to come in nearly identical pairs, and the corresponding eigenvectors are nearly parallel. This structure may be explained by examination of the governing equations. De ning v DD ? k 2 z I and ! D D ? k 2 z I, the discrete form of (2.4) when k x = 0 is: 
Transient energy growth
The exponential energy growth possible in case (i), as shown in gure 3a, is well predicted by examining the eigenvalues for this case in gure 1a, as a system eigenvalue in the right half plane implies an unstable mode. The eigenvalues move to the left half plane as stabilizing estimators and controllers are applied to the system.
The large but nite transient energy growth possible in case (ii), which reaches a maximum of E ( )=E (0) = 4897 for the uncontrolled system as shown in gure 3b, can not be predicted by examination of the eigenvalues for this case in gure 2a. Such a large transient energy growth in a linearly stable system is possible because the eigenvectors of case (ii) are highly nonorthogonal, as shown in gure 2b. The mechanism for this large energy growth is explained in physical terms in gure 4. For small but nite initial ow perturbations, O(Re) transient energy growth may be large enough to stimulate nonlinear instabilities in the ow and instigate transition to turbulence. In x6.4, the maximum transient energy growth for case (ii), max ;x(0) fE ( )=E (0)g, is shown to be signi cantly reduced as estimators and controllers are applied to the system.
Transfer function norms
As described in x4.4, in order to quantify the behaviour of the state response to disturbances and the control response to disturbances separately, norms of the transfer functions T xw and T uw will be computed separately. Three norms will be considered: jjT xw jj 2 is a measure of the state response to Gaussian disturbances, jjT xw jj 1 is a measure of the state response to worst-case disturbances, and jjT uw jj 2 is a measure of the control used in response to Gaussian disturbances. These transfer function norms will be used as benchmarks in x6.1 to quantify the e ects of control and estimation for the present systems.
For the uncontrolled cases, of course, T uw = 0. For case (i), as the uncontrolled system is unstable, jjT xw jj 2 and jjT xw jj 1 are in nite; any slight excitation of the unstable mode of the system results in an unbounded response. For case (ii), the uncontrolled system has jjT xw jj 2 = 524:8 and jjT xw jj 1 = 15388. Note that these numbers are quite large; due to the nonorthogonality of the eigenvectors of case (ii), the state is very sensitive to small disturbances of a particular structure. Note also that the system response for the two di erent types of disturbances (Gaussian and worst case) di er by a factor of 30; Gaussian analysis alone is not su cient to completely characterize the system. variation. The initial perturbation (a superposition of several eigenmodes) is a streamwise vortex lling the channel with zero streamwise velocity component. The streamwise vorticity diminishes with time, during which very large streamwise velocity uctuations are induced by its action on the mean streamwise velocity pro le U(y). Positive streamwise velocity regions (\sweeps") are indicated with solid contours, and negative streamwise velocity regions (\ejections") are indicated with dashed contours. The streamwise velocity uctuations eventually decay, after the streamwise vorticity inducing them is su ciently reduced.
Analysis of closed-loop systems
The controlled (\closed-loop") systems are now examined in detail using the analysis methods of x4. Speci cally, the behaviour of the ow and the estimator/controllers (or portions thereof) operating together as a single dynamical system is characterized. Tables 3 and 4 summarize a parametric study of a variety of control schemes applied to cases (i) and (ii), respectively, using the transfer function norms described in x4.4 to provide a quantitative comparison between H 2 , H 1 , and proportional controllers.
Quantitative comparison of various closed-loop systems
The rst two columns in these tables list the settings of the relevant parameters used to determine the controller and/or estimator. The remaining columns contain data on the response of the state in the closed-loop system to Gaussian disturbances and worstcase disturbances, the maximum transient energy growth, and the level of control e ort used to attain this closed-loop performance. Speci cally, the third column contains jjT xw jj 2 , which indicates the square-root of the expected energy of the state, E x Q x ], in response to white Gaussian disturbances w. The fourth column contains jjT xw jj 1 , which indicates the square-root of the expected energy of the state in response to worstcase disturbances w with unit norm. For comparison, the fth column contains the maximum transient energy growth of the closed-loop system. The sixth column contains jjT uw jj 2 , which indicates the rms value of the control u in response to white Gaussian disturbances w. Recall that, by (4.8), jjT zw jj 2 2 = jjT xw jj 2 2 +`2jjT uw jj 2 2 . For consistency, all transfer function norms tabulated are computed under the assumption that = 1 in the determination of the norm, though the estimator feedback L is determined with the value of cited in the table. Of course, the analyses may be conducted easily for other values of which better describe a particular system of interest.
Full information controllers
To investigate the behaviour of the H 2 =H 1 controller separately from that of the estimator, consider the closed-loop system #2 in (4.10) for the controlled state x, obtained
by combining the open-loop plant with the controller and assuming full state information is available.
It is seen from tables 3 and 4 that full information controllers do an excellent job of reducing both jjT xw jj 2 and jjT xw jj 1 , while maintaining nite values of jjT uw jj 2 . The full information H 2 controllers minimize the 2-norm of the transfer function from the disturbance w to the performance measure z, namely, jjT zw jj 2 2 = jjT xw jj 2 2 +`2jjT uw jj 2 2 ; this is, in fact, the H 2 design objective. As the control is made cheaper (`is reduced), the state x contributes relatively more to the performance measure z, causing the H 2 controller to drive jjT xw jj 2 to the minimum value possible, though the control e ort required, jjT uw jj 2 , generally increases; these trends are all con rmed in the tables.
At a xed price for the control (`= 30), the introduction of a worst-case disturbance in the design of an H 1 controller (by the reduction of ) results in a system which does not necessarily further reduce jjT xw jj 2 , but which reduces the 1-norm of the transfer function from the disturbance w to the performance measure z, namely, jjT zw jj 1 ; this is, in fact, the H 1 design objective. State estimator: transfer function to xE and max growth of E x E Q xE reported. z Composite estimator/controller: max growth of E x Q x + x E Q xE reported.
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The two parameters and`provide the exibility needed to achieve the desired trade-o between a) Gaussian disturbance response, b) worst-case disturbance response, and c) control e ort required.
Note that`! 0 limits exist for all norms listed for both case (i) and case (ii). As the present systems are stabilizable but not controllable, as remarked in x5.1, there are diminishing returns to be gained by increasing the feedback gains K. The optimal controllers do not attempt to push the closed-loop system beyond the limits imposed by uncontrollable modes. This topic is quanti ed further in x6.5 using the modal control residuals de ned in x4.2.
State estimators
To investigate the behaviour of the H 2 =H 1 estimator separately from that of the controller, consider the closed-loop system #3 in (4.11) for the estimation error x E x ?x, obtained by combining the open-loop plant with the estimator and assuming no control is applied.
It is seen from tables 3 and 4 that the state estimators (based on measurements at the wall only) do an excellent job of regulating the dynamics of the response of the estimation error x E to both Gaussian disturbances (jjT xw jj 2 ) and worst-case disturbances (jjT xw jj 1 ). As the measurements are assumed to be increasingly accurate in the design of the estimator ( is reduced), the estimator feedback is increased, and it is seen that the H 2 estimator drives jjT xw jj 2 to small values, though the estimator feedback (not tabulated) generally increases. Note that the behaviour of jjT xw jj 2 is not quite monotonic with respect to for both case (i) and case (ii). This is because the H 2 estimator is designed to reduce the expected value of x E x E , though, in the tables, jjT xw jj 2 represents the transfer function related to the expected value of x E Q x E for consistency. The di erence between these two types of measures is discussed further in x6.2.
At a xed relative magnitude of measurement noise, = 10, the introduction of a worst-case disturbance in the design of an H 1 estimator (by the reduction of ) results in a system which reduces jjT zw jj 1 , in a manner analogous to that of the H 1 controller. For small values of (reliable measurements), high levels of estimator feedback may result. Note that high levels of estimator feedback (or, for that matter, controller feedback) can cause problems if the state model A in the estimator (3.2a) is inaccurate. Though this topic is beyond the scope of the present discussion, it su ces to say that small levels of estimator feedback are desirable from the standpoint of reduced sensitivity to modeling errors. The two parameters and provide the exibility needed to achieve the desired trade-o between a) Gaussian disturbance response, b) worst-case disturbance response, and c) estimator feedback required. Future work recommended in this area would be asynthesis approach to the present control problem to account rigorously for the sensitivity of the system to modeling uncertainties (Skogestad & Postlethwaite 1996) .
Composite estimator/controllers
To investigate the behaviour of the estimator and controller acting together, consider the closed-loop composite system #4 in (4.12), in which the state is formed by the union of x and x E and the system is obtained by combining the open-loop plant with both the estimator and the controller. It is seen from tables 3 and 4 that the transfer function norms jjT xw jj 2 and jjT xw jj 1 for the controlled systems based on estimated state informationx are slightly degraded from the controlled systems using the corresponding full-information controllers.
Some degradation of performance in the composite system (as compared with the fullinformation system) is expected, as the system dynamics of the composite system are of Half of the eigenvectors ofÃ are formed by the eigenvectors of the controlled system (A + B 2 K) x = x with x E = 0. Thus, in the closed-loop composite system with no disturbances, if the initial state estimate is correct (x E (0) = 0), then the state estimate will remain correct (x E (t) = 0) and the dynamics of the (decoupled) system as it is regulated to zero will simply be the dynamics of the controlled plant provided with full state information. The other half of the eigenvectors ofÃ are formed by the eigenvectors of the estimated system (A + L C 2 ) x E = x E with x = (A + B 2 K ? I) ?1 B 2 K x E . Thus, any errors in the initial state estimate (x E (0) 6 = 0) will induce perturbations in the state itself (x(t) 6 = 0) as the entire coupled system is regulated back to zero.
Comparison with proportional control
Proportional controllers, though simpler in their design, are not nearly as e ective as the H 2 and H 1 controllers. The most important aw of any controller with a proportional component, as described in x4.6, is that it has no high-frequency roll-o in the controller's response to measurement noise, so the rms of the control response u to white noise (jjT uw jj 2 ) is unbounded.
The best H 1 composite estimator/controllers tested, shown in boldface in tables 3 and 4, are seen to perform better than all proportional controllers tested with respect to the response of the state x to both white noise disturbances (jjT xw jj 2 ) and worst case disturbances (jjT xw jj 1 ). This is remarkable, as the H 1 estimator/controllers use signi cantly less control energy than the proportional controllers, as indicated by their bounded values of jjT uw jj 2 .
6.2. System eigenvalue (\root locus") analyses By examining root locus plots which map the movement of the closed-loop system eigenvalues with respect to the scalar parameters of the system (for the H 1 controller, , , or`; for the proportional controller, k 1 = k 2 = k), the e ect of an estimator/controller applied to a large MIMO linear system may be partially characterized.
The eigenmodes ofÃ = A + B 2 K describe the dynamics of the closed-loop system #2 in (4.10) when u 0 = w = 0. The movement of these eigenvalues as a function ofà nd , the free parameters of the H 1 controller, for case (i) are examined in gures 5a, 5b, and 5c. The eigenvalues for`! 1 are very near those of the uncontrolled system A in gures 5a and 5b, with the previously unstable mode re ected just to the left of the imaginary axis; this solution represents the \expensive control" limit that uses the minimum control necessary to marginally stabilize the system. The eigenvalues generally move to the left as`, the \price" of the control, is decreased. . Eigenvalues are marked as in gure 5a. Note that the eigenvalues in the lower branch are signi cantly moved by this modi ed H2 controller. However, the physically relevant transfer function norms are more e ectively reduced by controllers which are speci cally designed taking the energy of the state into account, i.e., by those which take C1 = (Q 1=2 0) . As shown in gure 5a, such controllers may result in signi cantly less eigenvalue movement in a root locus plot. This implies that root locus plots themselves, which characterize eigenvalues but not eigenvectors or closed-loop transfer function norms, do not give the complete picture of system performance. For C 1 = (Q 1=2 0) , the de nition given in (3.4) and used throughout this paper, the root locus for an H 2 controller with respect to`is given in gure 5a; note that the eigenvalues move only slightly with the application of H 2 control. For C 1 = (I 0) , a de nition which weighs all of the discretized values of the state x equally, more eigenvalue movement is seen in the root locus with respect to`, as shown in gure 5b. However, the physically relevant energy norm, jjT zw jj 2 , is reduced less e ectively by this modi ed H 2 controller. The modi ed de nition of C 1 results in extra weighting in the performance measure on those regions of ow where the grid points are clustered. In the present case, this weighting takes the form (y) = (1 ? y 2 ) ?1=2 , as discussed in x2.4. This is a very large weighting on the eigenfunctions near the wall, and thus this performance measure results in very large movement of all of the controllable eigenmodes which are nonzero in the heavily weighted region near the wall when the corresponding optimal controller is applied. The weighting given by (y) is not physically based, and thus, in the opinion of the authors, should not be used to de ne the performance measure. If a rigorous analysis indicates a Lyapunov function more relevant to secondary instability than the energy norm, that function may easily be used to replace Q in the present development. However, the ad hoc weighting implied by (y) is almost certainly not such a function, and performance measures based on the kinetic energy density, as used here, are preferred. and 5b, which show that all controllable modes of the system are modi ed when`is reduced. Figure 5d shows the movement of the closed-loop system eigenvalues when MIMO
proportional control is applied. For k > 2, the system is stable (i.e., the unstable eigenvalue moves to the left-half plane), and the eigenmodes appear to be e ectively controlled right up to the large gain limit. Note also that a new, distinct ( Y )-shaped structure to the locus of eigenvalues emerges for case (i) with a MIMO proportional controller in the large gain limit, as indicated by the eigenvalues marked with an (o) in gure 5d. The simple pattern of eigenvalues in the lower branch, which is reminiscent of the pattern of eigenvalues of the (uncontrollable) centre modes in the upper branch, apparently emerges due to a fundamental shift to a simple boundary condition in this limit, as discussed in the following section.
Though root locus plots do reveal some important trends, they do not indicate the important e ects of the nonorthogonality of the eigenvectors or the e ect of the control on the physically relevant norms of interest. For systems (such as the present) with highly nonorthogonal eigenvectors, a root locus characterization can therefore be misleading, as established above by the apparently good behaviour of the proportional controller in the large gain limit, indicated by gure 5d, but its terrible disturbance response in this limit, reported in table 3. Note that Trefethen et al. (1993) have proposed an interesting extension to the root locus approach, referred to as pseudospectra, which extends the root locus analysis to re ect the sensitivity of a system to external forcing. In the future, such a technique should be explored in a closed-loop framework in an attempt to obtain a graphical characterization of di erent control approaches. (dashed) magni ed by a factor of 300 rather than a factor of 1000. The eigenvectors are made more orthogonal by the application of control, to the point that a one-to-one correspondence of the above eigenmodes to the uncontrolled eigenmodes of gure 2b is barely distinguishable.
Modi cation of eigenvectors by application of control
The modi ed shapes of the closed-loop eigenvectors for case (i) by application of H 1 control and proportional control are shown in gure 6. Only the = 1 mode is signicantly modi ed by the H 1 controller, whereas all controllable eigenmodes are modi ed by the proportional controller. For case (ii), however, it is seen that the H 2 (and H 1 ) controllers modify all of the eigenvectors, as shown in gure 7. In this case, the critical issue is the nonorthogonality of the set of eigenvectors, not the real component of any particular eigenvalue, and thus the optimal control acts to make the set of eigenvectors more orthogonal.
Recall from x2 that the boundary conditions on the uncontrolled Orr-Sommerfeld problem are v = 0 and @v=@y = 0 at the walls. Consider the proportional controller of the form u = Ky m given in (3.7), taking k 1 = k 2 = k and 1 = 2 = . By (2.5), noting that k z = 0 for this case, the homogeneous Dirichlet boundary conditions at each wall are replaced by v = k e i 1 Re @u @y = k i k x e i k 2 x + k 2 z 1 Re @ 2 v @y 2 = k C @ 2 v @y 2 ; where C is some constant. Note that the homogeneous Neumann boundary condition still applies due to continuity. In the limit for which the feedback gain k ! 1, assuming the eigenvectors remain nite (con rmed a posteriori), the Dirichlet boundary condition is equivalent to a homogeneous boundary condition on the second derivative of v, i.e. @v @y = 0 and @ 2 v @y 2 = 0 when k ! 1:
Optimal and Robust Control and Estimation of Linear Paths to Transition 343 These simple boundary conditions on the closed-loop eigenvectors are veri ed by the plots of the computed eigenvectors for the proportional controller with large k in gure 6b for case (i), which clearly shows that both the slope and the curvature of the closedloop eigenvectors go to zero near the wall. It is inferred that these simple homogeneous boundary conditions are related to the simple eigenvalue structure which emerges in this limit, as shown in gure 5d.
Reduction of maximum transient energy growth
The e ect of the control on the worst-case transient energy growth is tabulated along with the transfer function norms in tables 3 and 4. Though large values of jjT zw jj 1 and large values of transient energy growth are both due, in part, to non-orthogonality of the eigenvectors, they do not always correlate closely as the various control parameters are altered. It is the excitation by external disturbance forcing, and not the growth from a particularly deleterious set of initial conditions, which is the primary topic of interest in the present control problem. Thus, transfer function norms, which quantify the response of the state and the control to external disturbance forcing, are used in the present work to formulate the control objective. However, a side e ect of the control application in the present problem is that the maximum transient energy growth of the system is reduced e ectively. For example, the maximum transient energy growth in case (ii), which is reduced from an uncontrolled value of E ( )=E (0) = 4897 to a value of 2860 by the proportional controller, is reduced to a value of 1313 by the wall-information H 2 controller, and is reduced to a value of 155 by the full-information H 2 controller, as tabulated in table 4 and shown in gure 8. The mechanism for the large reduction in energy growth is explained in physical terms in gure 9. Finite-horizon terminal controllers, in both an H 2 and H 1 setting (Green & Limebeer 1995) , may be proposed to minimize the transient energy growth of a closed-loop system over a time interval in a rigorous manner. However, such is not the objective of the present control problem. 6.5. Sensitivity of optimal estimator/controllers to further modi cation The sensitivity of the closed-loop system eigenmodes to further modi cation of the H 2 controller ( ! 1) in the cheap control limit (`! 0) is shown in table 5a. This table shows that, in the cheap control limit, the closed-loop system matrix is modi ed to the point that the eigenmodes are no longer sensitive to further modi cation of the controller feedback. All of the controllable dynamics of the system have been used by the controller feedback in this limit. This demonstrates that the optimal (H 2 ) controller extracts the best possible performance from a given system assumed to have no state disturbances and full, accurate state information.
The sensitivity of the closed-loop system eigenmodes to further modi cation of the H 2 estimator ( ! 1) in the low measurement noise limit ( ! 0) is shown in table 5b.
This table shows that, in the limit of precise ow measurements, the closed-loop system matrix is modi ed to the point that the eigenmodes are no longer sensitive to further modi cation of the estimator feedback. All of the observable dynamics of the system have been used by the estimator feedback in this limit. This demonstrates that the optimal (H 2 ) estimator (also known as a Kalman-Bucy lter) extracts the best possible state estimate from a given set of measurements when no control is applied and the system matrix A is modeled exactly.
Note, however, that the locations of the closed-loop eigenvalues in the`! 0 and ! 0 limits depend upon the de nition of performance measure, and thus are not unique. This can be seen by noting that, in the`! 0 limit, the eigenvalue locations obtained by the two optimal controllers in gures 5a and 5b are very di erent. Thus, though the modal
