Fast Estimation of Sparse Quantum Noise by Harper, Robin et al.
Fast Estimation of Sparse Quantum Noise
Robin Harper,1, ∗ Wenjun Yu,2, ∗ and Steven T. Flammia3
1Centre for Engineered Quantum Systems, School of Physics,
University of Sydney, Sydney, NSW 2006 Australia
2Institute for Interdisciplinary Information Sciences, Tsinghua University, Beijing 100084, China
3AWS Center for Quantum Computing, Pasadena, CA 91125 USA
(Dated: July 17, 2020)
As quantum computers approach the fault tolerance threshold, diagnosing and characterizing the
noise on large scale quantum devices is increasingly important. One of the most important classes
of noise channels is the class of Pauli channels, for reasons of both theoretical tractability and
experimental relevance. Here we present a practical algorithm for estimating the s nonzero Pauli
error rates in an s-sparse, n-qubit Pauli noise channel, or more generally the s largest Pauli error
rates. The algorithm comes with rigorous recovery guarantees and uses only O(n2) measurements,
O(sn2) classical processing time, and Clifford quantum circuits. We experimentally validate a
heuristic version of the algorithm that uses simplified Clifford circuits on data from an IBM 14-
qubit superconducting device and our open source implementation. These data show that accurate
and precise estimation of the probability of arbitrary-weight Pauli errors is possible even when the
signal is two orders of magnitude below the measurement noise floor.
I. INTRODUCTION
Estimating noise in quantum computers is becoming
increasingly important as we begin to test quantum er-
ror correction (QEC) on current noisy intermediate-scale
devices [1]. Much of the current effort in noise estima-
tion is focused on identifying methods that will remain
tractable as the system size increases beyond the few
qubit regime [2–15]. In such larger systems it is im-
portant to identify not only the errors that occur when
qubits are operated in isolation or in small groups but
also the additional errors that occur when the device is
implementing fault-tolerant QEC circuits and nontriv-
ial quantum algorithms. If we are able to characterize
the noise and noise types (such as control errors, de-
coherence and crosstalk errors) in such a system then
that will allow us to better diagnose and fix such er-
rors, for instance by enabling calibration in the presence
of crosstalk. Characterization of the noise will also al-
low the construction of tailored quantum error-correcting
codes and decoders and customized fault-tolerance pro-
tocols designed to counteract the specific noise in the
system. Such bespoke systems have been shown to out-
perform their generic counterparts at quantum error cor-
rection [16–21].
Noise estimation is possible in principle using quan-
tum process tomography [22], but in practice this is of-
ten not desirable for several reasons. First, even using
methods such as compressed sensing [23–28], the enor-
mous Hilbert space of a multi-qubit machine makes it
difficult to efficiently estimate all possible parameters be-
yond a handful of qubits. Second, standard tomography
protocols are susceptible to state preparation and mea-
surement (SPAM) errors [29], which limit the accuracy
in estimating noise in quantum gates.
∗ These authors contributed equally.
One promising approach to make noise characteriza-
tion more tractable is to reduce the noise to a smaller set
of relevant parameters that can be estimated in a SPAM-
free way. A natural candidate for this approach is to learn
the Pauli projection of a quantum noise channel. This is
the channel obtained when the noise channel is twirled
over the set of n-qubit Pauli operators. The remaining
parameters of the channel, known as the Pauli error rates,
are the most relevant parameters for near-term applica-
tions of QEC and fault tolerance because of the domi-
nant role played by stabilizer codes [30]. Moreover, prac-
tical methodologies have been developed to implement
the Pauli projection without substantially changing the
average error rate in a given round of gates [31–33]. Fur-
thermore, QEC tends to make noise less coherent [34–36],
which further justifies the Pauli approximation at the log-
ical level. Finally, Pauli error rates can be learned in a
SPAM-free way [37, 38].
Focusing on Pauli channels reduces the number of pa-
rameters required for complete noise estimation to 4n,
where n is the number of qubits of the device. Al-
though this has better scaling than other SPAM-robust
methods that attempt to learn an entire noise channel
(e.g. [39, 40]), this is unfortunately already too large to
be tractable for some present-day quantum devices [41].
There are several ways to try to reduce this parameter
count even further while still capturing the most rele-
vant parameters for fault tolerance and QEC. For exam-
ple, when the Pauli error rates form a bounded-degree
Markov field, then the channel can be learned efficiently
in n [37]; this algorithm was experimentally validated in
Ref. [38]. Ref. [37] also gave an efficient algorithm for
estimating the class of s-sparse Pauli channels, i.e. those
with at most s nonzero Pauli error rates. These two
classes of Pauli channels are motivated by the fact that
quantum devices approaching the fault-tolerant regime
will have very few significant errors (and therefore are
approximately sparse) and will have errors that are only
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2weakly correlated (and therefore are approximated by a
low-degree Markov field).
A. Main Results
In this paper, we give a new algorithm for estimating s-
sparse Pauli channels that is distinct from Ref. [37]. This
algorithm can reconstruct an s-sparse Pauli channel with
the following recovery guarantee. We assume first that
an experiment can be modeled as having access to a noisy
oracle that can return an eigenvalue of an unknown Pauli
channel with some independent Gaussian noise with vari-
ance ξ2. Then using at most O(sn) queries to the noisy
oracle, the algorithm returns s estimated error rates pˆj
that agree with the channel error rates pj with precision
|pˆj−pj | ≤ O
(
ξ√
s
)
. In fact, the bound is slightly stronger
than this. The precise statement is given in Theorem 1,
together with Assumptions 1 which lay out the precise
mathematical assumptions used in the derivation.
We then show how to break open the oracle and per-
form the entire estimation efficiently. We show that noisy
eigenvalues can be estimated to within variance ξ2 by
using only Clifford quantum circuits and computational
basis measurements. Our results use modifications of
the algorithm from [37] and show how the relevant noisy
eigenvalue queries can be obtained with only O
(
n2
ξ2
)
mea-
surements.
Next, we validate these algorithms using experimental
data from a 14-qubit superconducting device [38]. The
original experiment exhaustively estimated the averaged
eigenvalues in this device. We use these data to con-
struct our eigenvalue oracle. We then simulate various
levels of measurement noise on top of this “true” exper-
imental signal to validate our algorithms. Our results
are depicted in Figure 1. We show that when the noise
added to the eigenvalues has any standard deviation in
the range of 10−3–10−5 then we can accurately recover
Pauli error rates as small as two orders of magnitude less
than the noise added on the eigenvalues. Importantly,
even when we artificially add arbitrary many-body Pauli
errors with comparable error probabilities, we still re-
cover these strongly correlated errors with high relative
precision.
Our results suggest that practical characterization of
all Pauli error rates with probabilities greater than 10−4
or 10−5 in a quantum device with 10–20 qubits can be
achieved with around 106 or 107 experimental measure-
ments. In such quantum devices having sub-microsecond
gate times, this puts practical noise characterization
within reach on a time scale of hours, not days or weeks.
Finally, we have written open source code, available
on GitHub [42], which reproduces all the figures in this
manuscript and contains other examples which explain
how to use the algorithms in real experiments.
The remainder of this paper is organized as follows. We
provide some notation and background in §II followed by
an intuitive overview of our recovery algorithm in §III.
We state our precise recovery guarantees in §IV. We de-
scribe the circuits we use for practical eigenvalue estima-
tion and provide details of our validation results in §§V
and VI. We have deferred the precise definition of the
algorithm until §VII and the proofs until §§VIII and IX.
We conclude in §X.
II. NOTATION AND BACKGROUND
Given a set of n qubits with Hilbert space dimension
2n, we can introduce the following notation. Let Pn
denote the group of Pauli operators on all n qubits and
Pn = Pn/〈i〉 be the Paulis modulo phase. There is a
natural isomorphism between multiplication on Pn and
bit-wise addition of 2n-bit strings F2n2 given by
a ∈ F2n2 , a←→ Pa = Paxaz = iax·azX[ax]Z[az], (1)
where ax, az ∈ Fn2 and X and Z are the standard single-
qubit Pauli matrices, and Pa ∈ Pn is understood to be a
canonical coset representative. Here X[ax] = X
ax1⊗. . .⊗
Xaxn , and similar for Z[az]. Using this isomorphism, we
can directly use a ∈ F2n2 to denote the Pauli matrix Pa.
For any two Pauli matrices Pa and Pb, we have PaPb =
(−1)〈a,b〉PbPa where the symplectic inner product
〈a, b〉 = ax · bz + az · bx mod 2 (2)
is symmetric and bilinear.
We define a stabilizer group S to be a linear subspace
of F2n2 such that for all a, b ∈ S, 〈a, b〉 = 0. Thus a
stabilizer group forms a commuting subgroup of the full
Pauli group by the mapping in (1).
An n-qubit Pauli channel E acting on a quantum state
ρ is of the form
E(ρ) =
∑
j
pjPjρPj , (3)
where pj is the error rate associated with the Pauli op-
erator Pj . The Pauli error rates pj form a probability
distribution over all N = 4n elements of the n-qubit Pauli
group modulo phases. These are closely related to, but
distinct from, the Pauli channel eigenvalues, which are
defined as
λj =
1
2n
Tr
(
PjE(Pj)
)
. (4)
Because it will be clear from context, we will often refer to
these simply as the “error rates” and the “eigenvalues”.
Thus, when a state ρ is subjected to the noisy channel
E , the error rate pj describes the probability of a multi-
qubit Pauli error Pj affecting the system. In contrast,
the eigenvalues describe how faithfully a given multi-spin
Pauli operator is transmitted through the channel. The
error rates pj and eigenvalues λj are related by a Walsh-
Hadamard transform (WHT). From equations 3 and 4
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FIG. 1. (a) This figure shows the ability of the reconstruction algorithms to recover sparse Pauli error rates from experimental
data. The “true” error rates (gray line) were constructed using data from a 14-qubit experiment [38] as described in the main
text (§V). Dots indicate recovered Pauli error rates using our algorithm with artificially added normally distributed noise on top
of the true error rates to simulate finite sampling and other noise sources. The reconstruction used two experimental designs
using a number of randomized benchmarking style experiments: Type I used 58 and Type II used 365 such experiments, each
with the same number of samples per experiment. The Type II experimental design runs more experiments and therefore takes
more data overall, but allows recovery of an increasing number of Paulis while keeping constant the number of measurements
per experiment. (b) shows the recovery of 1000 different error rates as low as 10−7 with high relative precision, when the
experimental noise varies between ξ = 10−3–10−5. Notably, the error rates are recovered with a precision almost two orders
of magnitude below the standard deviation ξ of the noise added to the signal. (c) a more detailed look at the recovery in the
regime between 10−6 and 10−7 with noise levels of ξ = 10−5. (d) Violin plot of the total variational (1-norm) distance between
the original probability distribution (p) and the reconstructed probability distribution (p˜), being 1
2
‖p− pˆ‖1. The charts show
the spread of recovery error over 200 different randomly generated samples of noise. As can be seen the entire probability
distributions are consistently recovered to high precision. (e) shows a separate experiment where 4 distinct uniformly random
many-body Paulis were added to the oracle with error rates chosen randomly from a normal distribution N (0.005, 0.001). The
algorithm was run with this additional signal to test if it can recover these Paulis as well. In all cases the planted Paulis were
recovered with small relative error, as shown.
and the orthogonality relations of the Pauli group, we can
compute the Walsh-Hadamard transform coefficients:
λk =
∑
j∈F2n2
(−1)〈k,j〉pj . (5)
The symmetrical nature of the Walsh-Hadamard trans-
form means we also have the inverse relation:
pj =
1
N
∑
k∈F2n2
(−1)〈j,k〉λk . (6)
4Note that our WHT is ordered by Pauli commutation
relations—see Appendix A for a further discussion of this
subtlety. Finally, for any natural number N , we then
write [N ] to mean {0, . . . , N − 1}.
In an analogy with discrete Fourier transforms, the
error rates can be thought of as the frequency domain
components of the time domain signal, which in this case
is the eigenvalues. Our goal is to sparsely sample the
dense time domain signal (the eigenvalues) and recon-
struct the entire (but sparse) frequency domain (the er-
ror rates). The theory of compressed sensing allows us to
do this in principle with very few measurements, namely
O(s logN). However the standard reconstruction meth-
ods that use convex optimization require poly(N) classi-
cal computation, which is too expensive since N = 4n.
Therefore, unlike in compressed sensing, we must re-
construct the sparse frequency domain signal using only
poly(s, logN) resources for our algorithm to be consid-
ered efficient, which is indeed what we achieve here.
Throughout this paper, we will restrict to a sparsity
regime with only s 4n/2 nonzero error rates, each hav-
ing probabilities greater than a specified cutoff 0. (In
our proofs, we assume that any error rate less than 0 is
identically zero, although the heuristic algorithm is more
forgiving.) This is what we mean when we refer to an
s-sparse model. This allows our algorithm to perform in
the regime where s is exponential in n. When such an
exponential scaling holds, it makes our algorithm ineffi-
cient in n, but this is also a relevant regime if we wish to
estimate Pauli channels with an extensive entropy. Dis-
tributions with extensive entropy will generally require
an exponential number of error rates to estimate them
with arbitrary accuracy.
Our recovery methodology builds on one of the main
results of Ref. [37] and an adaptation of the classical al-
gorithms described in Refs. [43, 44]. In Ref. [37], the
authors show how to recover all N = 4n Pauli channel
eigenvalues to relative precision  using O
(
−2n2n
)
mea-
surements. The circuit modifications we require on top
of that algorithm are shown in Figure 3. The recovery
of all N eigenvalues would require 2n + 1 applications of
depth O(m + n2/ log n) Clifford circuits, or 3n applica-
tions of depth O(m) Clifford circuits. Here m is a con-
stant that depends on the channel being estimated and is
O(1/∆) with ∆ = 1−maxj 6=0 λj being the spectral gap
of the channel. We can consider m = O(1), although the
implied constant might be large for high-fidelity quan-
tum channels. While the depth of this algorithm is effi-
cient, the number of distinct circuits required is clearly
not scalable in n. A single individual eigenvalue can still
be learned to relative precision  using only O
(
−2
)
mea-
surements, however. It is the need to sweep through
2n + 1 (or more) sets that leads to the factor of O
(
n2n
)
in the sample complexity.
In Ref. [37], the authors also derived what is essentially
a variant of the Kushilevitz-Mansour Algorithm [45] for
learning decision trees via the Fourier spectrum and ap-
plied it to the case of Pauli channels. The basic idea is to
do a binary search through the marginals for Pauli errors
rates that have large probability mass. This algorithm is
theoretically efficient in s and n, however our numerical
experiments using this algorithm suggest that the num-
ber of eigenvalues required per recovered error rate will
make that algorithm difficult to use in practice, at least
in its current instantiation and in the relevant regime for
quantum computing applications.
III. ALGORITHM OVERVIEW
The problem of reconstructing a sparse set of Pauli
error rates by measuring few eigenvalues is closely re-
lated to a classical problem of computing a sparse Walsh-
Hadamard transform. This problem was studied by
Scheibler et al. [43] and later (in the regime of noisy
signals) by Li et al. [44] by decoding a signal x ∈ RN
which contains 2n points indexed by j ∈ Fn2 . In our cir-
cumstances we are not analyzing the frequency domain
of a signal, but rather the global probability distribu-
tion of the Pauli error rates in a quantum device and the
eigenvalue distribution of the Paulis in a super-operator
representation of a Pauli noise channel, so this formalism
requires some adaptation.
Given the WHT mapping in equations 5 and 6 the al-
gorithms presented in [43] and [44] are broadly applica-
ble, but require some modifications. We will note where
adjustments have to be made. One major difference is
our inability to simultaneously measure noncommuting
Pauli operators. Below we give a broad overview of the
reconstruction algorithms as applicable to our needs. A
complete and rigorous analysis can be found in §VIII,
but the main recovery guarantee is stated below in The-
orem 1. We first deal with the noiseless case.
The main idea behind the algorithm is to note that
each Pauli eigenvalue is made up of a linear combina-
tion of all the Pauli error rates. By subsampling the
eigenvalues, we are able to split up the Pauli error rates,
figuratively creating ‘bins’ of error rates, where each bin
contains a linear combination of a smaller number of er-
ror rates. Provided that there are sufficient bins, then in
the sparse regime most of these bins will only contain a
few Pauli error rates with weight ≥ 0. Using aliasing, we
can identify these bins and can therefore evaluate these
error rates. This information will allow us to reconstruct
all the sparse error rates. With this in mind, the recon-
struction algorithm can be broken down into three main
steps:
1. Determine the subsampling bins and perform the
experiments to measure the required eigenvalues.
2. Calculate and measure the aliased bins to enable
identification of single Pauli-bins (single-tons) and
the Pauli error rates that occupy them.
3. Run a decoder to ‘peel back ’ single-tons, convert-
ing multi-Pauli bins to single-Pauli bins and repeat
until all error rates are identified.
5We describe these three steps in an intuitive manner be-
low and relegate the analysis and proofs to §VII.
Step 1—Subsampling. The intuition behind the first
step is that it is possible to sample a specific pattern
of eigenvalues that will allow the reconstruction of the
global probability vector, but where various probabilities
are binned (i.e. added together). For instance, given a
global probability vector with N = 4n values it is possible
to rewrite this as a “reduced” vector (p˜) with B = 2b val-
ues, each value being composed of the summation of N/B
of the original global probability values (possibly with
signs). In the regime where our sparsity is s < 2n then
we will show that with appropriate random sampling a
large number of these reduced vector values (which we
will call bins), will be composed of none or one of our
sparse Pauli errors, i.e. those with a weight ≥ 0 for a
parameter 0 to be chosen later. In what follows we will
always choose B = 2n, but we will occasionally use the
notation B = 2b (so that b = n) to illustrate where a
given numerical factor originates from.
Whereas Ref. [43] imagined using specific bit patterns
of binary strings to index the requisite eigenvalues to
sample, we wish to exploit the ability of a quantum device
with independent measurement on each qubit to sam-
ple from a bit string of 2n values. As previously dis-
cussed, the protocol in [37] shows how to measure, to
multiplicative precision, the Pauli eigenvalues of 2n com-
muting Paulis using one randomized-benchmarking style
experiment with n-bit spin measurements at the output.
The constraint that the Paulis measured be mutually
commuting is exactly the constraint we require for the
subsampling to allow us to create the required reduced
probability vector p˜.
Suppose we have a specific stabilizer group S. We will
postpone how to choose this group until later. We can
represent the entire stabilizer group by an n× 2n binary
matrix S whose jth row is the stabilizer generator sj .
Now let v ∈ Fn2 label the elements of the chosen sta-
bilizer group, for example via the mapping v.S, where v
is thought of as a row vector. Our reduced probability
vector p˜ then consists of B bins each containing a sum of
N/B distinct Pauli errors. It is labeled by a string j ∈ Fb2
and is given by:
p˜j =
1
B
∑
v∈Fn2
λv.S(−1)j·v . (7)
The effect of this is that the sampled Pauli eigenval-
ues from the stabilizer group, when transformed by the
Walsh-Hadamard transform, give us B bins each contain-
ing a sum of 2n = N/B error rates, many of which will
be zero in general.
The binning is chosen in such a way that with high
probability there will be a large number of bins that only
contain a single Pauli error rate with a weight ≥ 0 (the
other Pauli errors allocated to that bin being, effectively,
zero). This will depend on the size of the bins and the
sparsity of the Pauli error rates, and is discussed further
in §VII. An simple example of the subsampling and bin-
ning idea is shown in Figure 2.
So how do we construct our stabilizer group? The
most obvious way is to sample a random n-qubit Clifford
(see [46, 47] for how to do this). However as n grows
past a few qubits, then on current devices the number
of single and multi-qubit gates required to construct a
generic element of the Clifford group requires circuits of
depth O(n2/ log n), and if these circuits are noisy then
this will wash out the signal required to estimate the
eigenvalues. A better way for current devices is to use a
random subset of n-qubit stabilizers that can be formed
from a single round of non-overlapping 2-qubit Clifford
gates. This has the added advantage of making it trivial
to work out how to perform step 2.
Step 2—Aliasing. The question then becomes: how
do we detect which bins contain a single Pauli error
rate? To do this the reconstruction algorithm uses the
shift/modulation property of the WHT. Specifically, if
we let {pk} be the WHT of {λm} we have:
λm+n
WHT←→ (−1)〈n,k〉pk . (8)
By taking each element of the stabilizer group and off-
setting the sample with a shifting bit pattern (e.g. for
four qubits the sample would be offset by the five follow-
ing bit patterns [0, 0, 0, 0], [1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0],
[0, 0, 0, 1]) then the Pauli error rates consigned to that
bin are no longer merely summed but rather are added
or subtracted depending on whether the inner product
of their ‘bit-strings’ and the relevant pattern is zero or
one. This result will be illustrated in more detail in Al-
gorithm 2 and lemma 1, where we also discuss how to use
bit-flip error detection codes to make the decoding more
robust to noise.
This leads to a number of remarkable effects. If the bin
is empty (i.e. contains no Pauli error rates with non-zero
errors) each of the offset bins (i.e. for a particular j each
p˜j,d, d ∈ {20 . . . 22n}) will also be zero. If the bin contains
only one non-zero Pauli error rate then the magnitude of
the sum of each of the offset bins will be constant, and
the sign of the sums will identify exactly which Pauli
has the non-zero error rate. (For example using the four
qubit offsets shown above, if the absolute values of the
bins were all 0.001 and the signs of the 4 offset bins were
(+,−,−,+), this could only be caused by a single Pauli
error rate of 0.001, with a bit string of 0110). In every
other case, the bin contains multiple Pauli error rates (a
multi-ton bin), which leads us to the PEELING decoder
(see step 3).
So how can we construct the experiments that will al-
low us to extract the ‘shifted’ eigenvalues? For instance,
one might note that for any particular stabilizer group
S, the offset bit pattern applied to each of the elements
of the group are unlikely to form a stabilizer group.
It transpires that where we use a stabilizer group cre-
ated by local two-qubit Cliffords (on each qubit pair),
we can do this simply by iterating each distinct qubit
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FIG. 2. Illustrative diagram of the bipartite graph that is used to extract information from the sub-sampling bins. Here we
show a simple example for two qubits, where only three non-trivial Paulis have errors (shown in dark red). The subsampling
algorithms split the Paulis up as shown (II, IX, XI and XX stabilizers for group 1 and II, ZY , XZ and Y X for the group
2), separating them into bins consisting of singletons, multi-tons and zero-tons, as described in the text. In this example it can
be seen that the IY Pauli exists as a single-ton in group 2, allowing its value to be recovered. It can then be ‘peeled’ from the
third bin in group 1 converting that bin from a multi-ton to a single-ton containing just Pauli XY . This then allows Pauli XY
to be recovered as well, which would not otherwise be possible, as the signal would conflate with that of IY from group 1 alone.
Iterative peeling in this fashion will eventually recover all of the nonzero Pauli error rates. On the right side of the figure we
illustrate how the sub-sample groups are formed. The sparse Pauli errors are transformed into the dense eigenvalues by the
WHT transform. Here we have only added the lines relating to the nonzero Paulis, with blue a positive and red a negative
contribution to the relevant eigenvalue. The sampled eigenvalues are transformed to define the subsamping groups.
pair through four further (different) two-qubit stabilizer
patterns. There are five two-qubit stabilizer groups, the
union of whose bases form a complete set of mutually
unbiased bases; let us label them S⊗21...5. We set out a
specific choice of these groups in detail, together with
the two-qubit circuit needed to create them, in Figure 3.
The initial stabilizer is chosen by selecting randomly from
S⊗21,2 for each qubit pair. This becomes the stabilizer for
the purpose of Step 1. This circuit is used to conduct the
first experiment and extract 2n Pauli eigenvalues. The
offset pattern required for this in Step 2 is constructed by
iterating over each qubit pair, and replacing the circuit
chosen in Step 1 with one of the other 5 (for a total of
4 further experiments per qubit pair). The total number
of experiments required is therefore 2n + 1. By analyz-
ing each of the experiments formed we will be able to
pull out of the all of the eigenvalues determined by such
experiments. Figure 3 shows the circuits used for each
experiment and illustrates the method described above.
Step 3—Peeling. If we use a variety of subsampling
matrices (that is we repeat Steps 1 and 2 for more than
one random initial choice of Cliffords) we are now in the
position where we have identified a number of Pauli error
rates (from bins that contain only one Pauli error rate)
and we will also have a number of bins that contain more
than one Pauli error rate (multi-ton bins). In general,
for any two stabilizer groups, different Pauli error rates
will get hashed into different bins. Where we have iden-
tified a single Pauli error rate under, say, stabilizer group
1, that same error rate may be in a different bin under
stabilizer group 2, a bin it shares with one or more dif-
ferent high weight Paulis (i.e. it may be in a multi-ton
bin under stabilizer group 2). However, because we know
the value of this Pauli error rate (since it was a single-
ton under stabilizer group 1), we can remove it from the
bin created by stabilizer group 2 by simple subtraction.
After this removal, some bins that were previously multi-
ton bins will now become singletons, or at the very least
they will be closer to being singleton in that we are left
with a bin that now has one fewer Pauli error rate in
it. This removal of the value of a previously identified
singleton from a different stabilizer group’s bin is known
as ‘peeling back’ the known values, giving the PEELING
decoder its name. The goal is that when we peel back
7our identified error rates, we create more and more bins
that now contain only one Pauli error rate. This can be
applied in an iterative fashion. We can then iterate this
until we have either identified all the Pauli error rates
(all the bins are empty) or until we have no further sin-
gle Pauli error rates to peel back. All of these steps can
be viewed in Algorithm 3. In the latter case the recon-
struction algorithm has failed, although we will at least
know the magnitude of the error rates we have failed to
identify, and can perform additional experiments to try
to learn them.
A. Dealing with noise
Using the ideas in Ref. [44], we can modify the recon-
struction algorithm to handle noise of the form
λ→ λ+w , (9)
where w is a Gaussian distributed noise vector, w ∼
N (0, ξ21). It is only for simplicity in the proof that we
consider the isotropic case, and small dependencies and
correlations do not substantially affect the observed nu-
merical performance.
In our case, the noise arises as the estimation error
in our eigenvalues caused by finite sampling. These fi-
nite sampling errors occur because of the limited num-
ber of random sequences and measurement shots per se-
quence occurring when the eigenvalue estimation exper-
iments are carried out. Errors of this nature have been
analyzed and in Ref. [37]. To reduce noise, the number
of sequences and shots per experiment needs to be in-
creased, and this sample complexity was also bounded in
Ref. [37]. In the relevant regime of high precision, the es-
timation error on the eigenvalues will be approximately
normally distributed, and empirical estimates of the vari-
ance an covariance can be determined by bootstrapping
from the observed measurement outcomes [38].
The PEELING decoder only requires two adjustments
to account for such noise: the zero Pauli verification and
the single Pauli search protocols.
For the former, in the noiseless model we identify a
bin as being empty if the value of the bin (and each of
the offset bins) is zero. Where we have noise, we simply
relax the requirement that the bins are exactly equal to
zero before identifying them as empty. We can bound an
acceptable small value as indicating an empty bin, given
the number of ‘noisy’ zeros in the bin and our estimate of
the noise variance. This will lead to a noise floor of Pauli
error weights we can recover. That is, we are unlikely to
recover those Pauli errors with a value so small they are
swamped by the noise in the bins. This is an inevitable
consequence of the noise.
The latter case of single Pauli identification has two
aspects that need to be considered. The first is ‘does
the bin contain only a single Pauli?’, and the second is
‘if so: which Pauli?’. For a noisy version the first ques-
tion is dealt with the same way as the noisy zero, i.e. we
only require the magnitudes of the offset bins to match to
within some estimated noise window. While this runs the
risk of not noticing some small Pauli error rates that are
also in the bin, it appears to work well in practice. The
second is more akin to a noisy bit flip channel, in that the
noise may cause us to incorrectly identify a ‘1’ as a zero
or vice-versa. (This is more likely when the noise is com-
mensurate with or greater than the Pauli error weight.)
One simple method of dealing with this is to repeat sam-
ple with different offsets, and then take a majority vote,
however our numerical simulations do not suggest that
this is necessary. Finally we can use a number of random
offsets and some additional fixed offsets chosen in such a
way they form a classical error correction code to further
protect the algorithm from noise. When an appropriate
classical code is chosen this does not alter the sample
complexity scaling, though it does increase slightly the
number of experiments. It also comes with a robust re-
covery guarantee as described in the next section and
§VII.
IV. RECOVERY GUARANTEE FROM NOISY
EIGENVALUES
Using the algorithm illustrated above and leveraging
some proofs contained in [44], we can construct the fol-
lowing recovery guarantee that relates our ability to re-
cover Pauli error rates with bounded error to the noise
in the estimated Pauli eigenvalues. The intuition behind
the guarantee is that by increasing the number of off-
set observations we can reduce the chance of incorrectly
detecting whether the bin occupancy is zero, or one, or
more than one. If the bin detection succeeds, then the
peeling step will succeed with high probability for appro-
priate choices of the subsampling and aliasing designs.
Our recovery guarantee does however rely on several
assumptions, which we now state explicitly.
Assumptions 1. Let p ∈ RN be the target Pauli error
rates with support K = supp(p) and sparsity s = |K|.
A1 (Random sparse support.) The support set K is
chosen uniformly at random from all subsets of [N ]
of size exactly s, where s = 4δn is sub-linear in the
dimension N = 4n for some 0 < δ < 1/2.
A2 (Independent Gaussian noise.) Each queried Pauli
eigenvalue λj has noise given by independent Gaus-
sian noise centered around the eigenvalue with vari-
ance ξ2.
A3 (Good signal-to-noise.) Each error rate pm for m ∈
K is lower bounded by pm ≥ 0 for some 0 > 0,
the eigenvalue noise variance is upper bounded as
ξ2 ≤ min( Bs2 , 1), and the two are related via 0 ≥
2ξ/
√
B. Here B is the number of bins in a single
subsampling group.
8Our main theorem is then the following.
Theorem 1. Suppose the Assumptions 1 hold for an un-
known Pauli channel with eigenvalues λ and error rates
p. Then with failure probability PF ≤ e−O(n), Algo-
rithms 2, 3, and 4 estimate the s-sparse Pauli error rates
p̂ such that ‖p̂− p‖∞ ≤ 2ξ/
√
B using O
(
sn
)
eigenvalue
queries and O(sn2)-time classical computation.
Proof. The proof is given in §VIII.
Note that our main theorem references a noisy eigen-
value oracle rather than a direct sample complexity for
estimating the eigenvalues. From [37], O(sn) queries to
the eigenvalue oracle can be approximated to within vari-
ance ξ2 using only O
(
n2
ξ2
)
samples. While a variant of the
protocol in [37] can make the noise independent, it will
not be exactly isotropic Gaussian noise, so we can only
informally claim this as the sample complexity. This is
why we state the formal main result in terms of query
complexity.
It is worth remarking on the strength of the assump-
tions that go into the statement of the theorem. Assump-
tion A1 is mathematically convenient, but is certainly too
strong physically since most errors in near-term quantum
devices are likely to have low weight. This could in princi-
ple be compensated by incorporating a randomizing per-
mutation into the experimental design. However, our ex-
periments (see the next section) do not seem to require
such a compensation for convergence. Assumption A2 is
again mathematically convenient, and it will only ever
be approximately true in practice. We believe that other
error models with weak correlations and bounded vari-
ance will have similar guarantees, but an analysis of this
would introduce significant complications without eluci-
dating anything about the algorithm. Weakening A2 in
this way would be interesting future work, as it would let
us make direct formal statements about the sample com-
plexity. Finally, a signal-to-noise assumption along the
lines of Assumption A3 seems to be a mathematical ne-
cessity for convergence. However, it may be possible that
a guarantee could still be proven with a smaller signal-
to-noise ratio or with weaker restrictions on 0 and ξ.
V. EXPERIMENTAL VALIDATION
To validate our algorithm we use data extracted from
a 14-qubit superconducting device build by IBM. In
Ref. [38] the complete distribution of locally averaged
Pauli error rates in the device was estimated. In this
work, we recycle the data from that experiment to vali-
date our new algorithms.
The data set from Ref. [38] consists of 214 locally aver-
aged eigenvalue estimates, meaning that each eigenvalue
is labeled by a 14-bit string that labels the presence or ab-
sence of a nontrivial Pauli on each corresponding qubit.
This is in contrast to the full eigenvalues, each of which
would require a 28-bit label and could additionally re-
solve the entire set of 228 Pauli eigenvalues, without local
averaging. Although we could run our algorithm on the
214 locally averaged eigenvalues, to make it more chal-
lenging we have looked at random self-consistent extrap-
olations of the data onto the full set of 228 ≈ 2.7 × 108
eigenvalues.
The random interpolation proceeds as follows. From
the estimated eigenvalues of Ref. [38], we reconstruct the
locally averaged error rates. (In fact, this step was al-
ready done in [38].) For each locally averaged error rate,
we pick a uniformly random point in the probability sim-
plex of the Paulis supporting the local average. This
defines a new probability distribution on the full set of
228 Paulis. Every such extrapolation has the property
that locally averaging it will return the original exper-
imentally observed data. We construct a “true” set of
known Pauli channel eigenvalues by transforming (using
the Walsh-Hadamard transform) on these extrapolated
error rates. This gives us a family of experimentally de-
rived eigenvalue oracles that we can use to validate our
numerical reconstructions.
The data from Ref. [38] have a ‘no-error’ probability
of about 0.86, and upon extrapolation they have approx-
imately 200 Paulis with an error rate above 10−5, about
600 above 10−6, and about 2,000 above 10−8. Although
the original estimation cannot resolve error rates as small
as 10−8 with meaningful error bars, our eigenvalue oracle
still has access to these numbers as part of the simula-
tion. For this discussion, we will focus on reconstructing
errors in the regime above 10−5, as these are the most
relevant. This corresponds to a sparsity s = 4δn with
roughly δ ≈ 14 .
As can be seen from Figure 1, the sparse recovery pro-
tocol performs well in this regime (δ . 0.25), requiring
only a fraction of the eigenvalues that would be required
for a full recovery of all Pauli error rates. The limit-
ing factor in this regime is the noise in the oracle, which
equates directly to the number of measurements and se-
quences sampled as part of the original experiment (see
[37] for relevant reconstruction guarantees). It appears
that the effect of the protocol is to allow recovery of the
Pauli error rates to (approximately) an order of magni-
tude or more less than the noise in the oracle.
Importantly, if a device has unexpected many-body
correlations (for example through unexpected qubit in-
teractions or crosstalk), then we should also be able to
find these errors whenever their probability is above our
noise floor. We have validated this feature of the al-
gorithms as well by injecting known high-weight Pauli
errors into the oracle. Our algorithm reveals and eval-
uates such Pauli error rates to a high degree of relative
accuracy, as shown in Figure 1(e).
Section V A discusses the regime where (δ ≥ 0.25).
In that case continued recovery of Paulis with low error
rates requires some changes to the local stabilizer groups
used (or a switch to global random stabilizer groups).
9A. Experiments in the regime 1
4
< δ < 1
2
While the experimental protocol presented above is
likely to be all that is required in most practical regimes,
if the number of Paulis to be recovered is large then a
slight modification might be needed. Unlike the situ-
ation where one is using completely random stabilizer
groups, the local stabilizer protocol can fail when trying
to reconstruct many low-error Paulis that differ only in
one or two Paulis, in such a way that they cannot be
separated by the local stabilizers. This might occur, for
instance, in the regime where δ > 0.25. In such circum-
stances, one can cycle each distinct set of two qubit pairs
through the 5 stabilizer groups identified in Figure 3(c),
and then generate the offset bins for each of them. The
number of experiments that need to be performed are the
original experiment (1), then a further 4 for each qubit
pair (4), times the number of qubit pairs (n/2), times
the number of experiments needed to generate the off-
sets on the remaining n− 2 qubits (4(n− 2)), for a total
of 1+8n(n−2) = O(n2) total experiments. The eigenval-
ues gathered this way allow the creation of n/2 properly
offset subsampling matrices of 2n+2 bins each containing
2n−2 Paulis. Empirically, this appears to be sufficient to
exactly recreate the global probabilities up to δ = 0.5.
Figure 1(b) illustrates the extra recovery power available
in the highest precision regime.
VI. HEURISTIC NOISE RECONSTRUCTION
Here we describe in more detail the intuition behind
the algorithm, the experiments prescribed and a simpli-
fied, practical extraction algorithm. Our GitHub repos-
itory [42] contains code and examples showing how the
algorithms can be used to recreate the figures in this pa-
per.
A. Determining a suitable number of subsampling
groups
Our proofs relating to the recovery of s-sparse Pauli
errors require an assumption that each element in the
support set K is chosen independently and uniformly at
random from [N ]. At first glance it may appear that
this is not likely to be the case in a quantum device as
the Pauli errors are likely to cluster around low-weight
Pauli errors rather than be uniformly distributed over
the 4n different possible Pauli errors. However where
we choose random n-qubit stabilizers (global stabilizer
groups) as the basis for sampling the Pauli eigenvalues,
this effectively randomizes the bin into which we consign
any specific Pauli error rate, which (empirically) allows us
to satisfy the uniformly random distribution requirement.
Given this we can continue to use the “balls-and-bins”
model utilized in [44, Appendix B]. We can use this in-
sight, together with our ability to simultaneously sample
2n commuting eigenvalues, to determine practical values
for the number of subsampling groups C given our bin
size of B = 2n.
Since the sparsity s  N , we have that the expected
number of Paulis (balls) in one bin will be sN × NB = sB ,
which in the sparsity regime of interest will be < 2. As-
suming we have an s-sparse distribution, with B = 2n
being the number of bins sampled, we define the sparsity
coefficient η = Bs , which is at least 1. This means that we
only require C, the number subsampling groups, to be 2
in order to recover all of the edges in O(s) iterations with
probability at least 1−O(1/s) (see [44, Appendix B]). It
can then be seen that as each experimental run recovers
2n eigenvalues, we need to perform at least one experi-
mental run for each bin plus one for each of the offsets of
the bin times the number of subsampling groups. This
means that the minimum number of experimental runs is
2(2n+ 1). As we discuss later, by increasing the number
of offsets we can increase the recovery guarantees, but
at the cost of sampling more eigenvalues (although still
only scaling proportional to n).
In the case where our device is too large for η ≥ 1,
for instance where we have had to marginalize over the
measurements as log2(B) ≥ 30, then we can increase
our effective C by marginalizing over randomly chosen
qubits and creating our subsampling matrices from such
randomly chosen sub-samples of the measurement out-
comes. This will allow us to retain the recovery guaran-
tees without increasing the number of experiments on the
device, although this incurs an increased computational
cost in setting up and performing the peeling decoder.
B. Heuristic algorithm using local circuits
Our numerical simulations based on the data collected
in the experiments from Ref. [38] indicate that randomly
chosen global stabilizers are not in fact necessary to dis-
tribute the Pauli errors widely enough to allow recovery.
It appears that local stabilizer groups suffice. This allows
us to dramatically reduce circuit complexity while keep-
ing the number of experiments required to a minimum.
Figure 3(c) details the local two-qubit stabilizer groups
that can be selected to perform an extraction experiment
that is viable on most current devices. In Figure 3(d) we
show the local Clifford circuits that can be used (with
their corresponding inverse) at the beginning (end) of
the measurement circuits to create these local stabilizer
groups. In Ref. [37] it was shown that using such cir-
cuits we can estimate 2n Pauli eigenvalues with relative
precision , using O(−2n) measurements.
Having chosen the series of stabilizers to measure, to-
gether with the circuits for offsets, we will have all the
relevant eigenvalues required to use the noisy peeling de-
coder.
In Algorithm 1 we show how to operate the decoder on
a practical level, assuming that there are a large number
of Paulis sitting below the level of interest (i.e. with an
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FIG. 3. (a) shows the type of circuit described in [37] that allows the recovery of 2n eigenvalues of the averaged noise channel
of the device. The random Pauli gates (blue) are used to twirl the channel and by averaging over a number of random choices
of Pauli, the noise channel in the device is transformed into a Pauli channel. In a similar way to randomized benchmarking,
by repeating the twirl for a certain number of Pauli gates (m) and then returning the system into the computation basis by
choosing the Pauli inverting the twirl, a decay curve will be induced and this can then be fit to determine the eigenvalues
independently of state preparation and measurement errors. The single n-qubit Clifford (and its inverse at the end) determines
which of the 4n Paulis are sampled and an appropriate Clifford can be used to select any n-qubit stabilizer set. (b) shows a
further modification of the circuit, where instead of using a generic n-qubit Clifford only two-qubit Cliffords are used. (Where
the device has an odd-number of qubits a single Clifford can be used on one of the qubits.) As discussed in the text, for each
chosen value of m the circuit is repeated for multiple sequences with different randomly chosen Paulis, but for fixed Cliffords.
Collectively each of the runs for multiple choices of Paulis carried out over several different lengths of m are defined as an
experiment. (c) shows how once an experiment has been chosen in Step 1 of the procedure, further experiments are created in
order to determine the offsets required to identify the Pauli (see text). As shown in Step 2, each of the two qubit Cliffords needs
to be cycled sequentially through the four other 2-qubit stabilizer groups (i.e. the four that are different from the initial choice).
This means that for each sequence in Step 1, a further 2n experiments need to be performed, leading to 2n+ 1 experiments per
chosen stabilizer group. For the second group an offset of one qubit should be chosen, meaning the local stabilizer groups now
span different qubit pairs. Simple Pauli twirls can be carried out on any odd or isolated qubits. (d) Some example sub-circuits
required to perform the transform into the local stabilizer group listed in (c)-Step 2. The inverse gate will be of a similar form.
error rate 0). To understand how it works one should
note that there are two main components to dealing with
the noise. The first is when deciding if the bin is zero, i.e.
when the only values in the bin and its offsets are noise.
We initially start willing to assume this is the case and
slowly become less willing (by δz) to accept that the bin
is really zero as we start to try and recover smaller and
smaller error rates. This means that initially the decoder
will concentrate only on bins that have relatively large
Pauli errors in them and will be less likely to mistake
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noise as indicative of an error.
For instance, assuming a reconstruction error normally
distributed with a standard deviation of 0.01, then if
a bin contained 214 0-error Paulis with such noise, we
would expect the mean of such a bin to be centered
around 0, with a standard deviation of
√
(0.012/214) ≈
7.8× 10−5. Therefore allowing 3 standard deviations we
would expect the square of the noise in the bin to be
less that ≈ 5.5× 10−8. By ignoring bins with a squared
value less than 5.5×10−8 and slowly decreasing this num-
ber to, say, 5.5× 10−10 one can ensure that higher error
rate Paulis are first recovered, before exploring possibly
empty bins for low error rate Paulis.
The second component is the willingness to accept that
there is only one value in the bin offsets. This time we
start with a strict check, and we only accept a Pauli
if the noise is below a threshold, then slowly relax this
(by δs) as we aim to recover Paulis that happen to have
increasing amounts of noise in the bins with them.
Algorithm 1 Noisy Peeling Decoder
Require: M ← Paulis in groups (C sets), . Figure 3
Require: λΨl,c for l ∈Mc c ∈ [C], . Eigenvalues
Require: λ(Ψl,c⊕b) for l ∈Mc c ∈ [C],b ∈ [22n] . Offsets
Require: δz, δs . Relaxation parameters (see text)
1: Zs ← initial zero sensitivity
2: Ss ← initial singleton sensitivity
3: P ← initialize empty list of Paulis + errors
4: . Set up quasi probability ‘bins’.
5: for c=1, . . . , C do
6: p˜j,c ← 12n
∑
l∈[2n]
λΨl,c(−1)〈j,l〉, j ∈ Fn2 . Equation (7)
7: p˜j,c,b ← 12n
∑
l∈[2n]
λ(Ψl,c⊕b)(−1)〈j,l〉, j ∈ Fn2 , b ∈ 2[2n]
8: end for
9: . Populate P with singletons.
10: for = 1, 2, ..., arbitrary do
11: for c=1, . . . , C do
12: for p˜ ∈ [p˜j,c, p˜j,c,b], j ∈ Fn2 , b ∈ 2[2n] do
13: if not IsCloseToZero(p˜, Zs) then
14: if IsSingleton(p˜, Ss) then
15: (P,E) ← SingletonPauliAndSize(p˜)
16: P ←(P,E)
17: . Remove from other sets
18: PeelBack(M[C]/c,(P,E))
19: end if
20: end if
21: if
∑P ≈ 1 then
22: return P . Success!
23: end if
24: end for
25: end for
26: if no new Paulis added since previous iteration then
27: . Relax search requirements.
28: Zs ← Zs − δz
29: Ss ← Ss + δs
30: end if
31: end for
32: return Incomplete P . !Success
VII. PROVABLE RECOVERY ALGORITHM
In this section, we describe in detail a hashing-based
subsampling recovery algorithm for which we prove a re-
covery guarantee. For convenience, we have collected the
notation used in the provable recovery algorithm into a
glossary of symbols in Table I.
Glossary of symbols
n number of qubits
N 4n, the number of Pauli operators modulo
phase
s sparsity, s = 4δn for 0 < δ < 12
δ related to sparsity by s = 4δn and 0 < δ < 12
B number of bins in a single subsampling group,
in the experimental regime described in this
paper, typically B = 2n
b B = 2b for 0 < b ≤ 2n. Typically B = 2n,
but this b is used to indicate the bin number
η the sparsity coefficient, being B/s
C is the number of subsampling groups
P1 the number of random offsets chosen for each
subsampling group
P2 the number of extra offsets chosen for each
subsampling group to form an error correcting
code
P P = P1 + P2
Uc,t[j] the bin generated from subsampling group c ∈
[C] with index j ∈ Fb2, and the subscript t ∈
[P ] indicates the offset this bin uses
ξ the standard deviation of the noise in the esti-
mated Pauli eigenvalues created by shot noise
from the original experiments
σ the standard deviation of the noise in the
Pauli error rates created by WHT from the
noisy Pauli eigenvalues
ν the standard deviation of the noise in a given
bin, created by subsampling the noisy Pauli
eigenvalues
0 the lower bound on the nonzero Pauli error
rates, required by assumption A3
wk Noise on the eigenvalue λk, distributed like
N (0, ξ).
Wm Noise on error rate pm, induced by the WHT.
TABLE I. Glossary of symbols used throughout the proof.
Consider a Walsh-Hadamard transformation among n-
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qubit Pauli eigenvalues and Pauli error rates like (5). In
order to recover a set of sparse error rates with noisy
eigenvalues, it is necessary to consider a noisy variation
λ̂k =
∑
m∈F2n2
(−1)〈k,m〉pm + wk, k ∈ F2n2 . (10)
Note that we employ wk to indicate the sampling errors
of the eigenvalues, and for simplicity we are assuming
that they are all independent Gaussian random variables
with distribution N (0, ξ2). The proposed algorithm fol-
lows the SPRIGHT framework of Ref. [44]. It first sam-
ples Pauli eigenvalues and forms several groups of bins.
The algorithm then implements the Peeling Decoder al-
gorithm 3 to recover individual Pauli error rates from the
sampled bins.
To subsample bins from noisy eigenvalues, this algo-
rithm employs C subsampling groups. Each subsampling
group is specified by a binary matrix Mc ∈ F2n×b2 for
c ∈ [C] and a set of P offsets. The binary matrices Mc
serve as hash functions to isolate individual Pauli error
rates into B bins with high probability. In our exper-
imental setting, this B is always chosen as B = 2n for
convenience, while in the following proof it’s sufficient for
B to be as large as s, and increasing B exponentially to
s is enough to find out the magnitude of s. Therefore in
the proof, we use the general case that B = O(s). The
P offsets provide redundancy designed to make the re-
covery algorithm robust to limited amounts of sampling
noise.
Before constructing explicit algorithms, we shall intro-
duce a method for choosing offsets by using good error
correcting codes [44].
Definition 1 (Offsets). Let P = P1 + P2 with Pi =
O(n) for i = 1, 2. We choose P1 random offsets dt
for t = 0, · · · , P1 − 1 chosen independently and uni-
formly at random over Fn2 , and P2 coded offsets dt for
t = P1, · · · , P − 1 such that the offset matrix G =
[· · · ; dt; · · · ; ] ∈ FP2×2n2 constitutes a generator matrix of
a linear code with parameters [P2, 2n, βP2] with β > P.
Here P is an upper bound on the probability that the sam-
ple error will change the sign of a single-ton bin (i.e., a
bin with a single nonzero Pauli error rate).
It will be convenient in what follows to define a 2n×2n
matrix Jn given by
Jn = X ⊗ In =
0n In
In 0n
 , (11)
where 0n is the n × n zero matrix and In is the n × n
identity matrix. This is the symplectic form that controls
the commutation relations in the Pauli group. That is,
if p, q ∈ F2n2 , then
〈p, q〉 = pTJnq , (12)
where the arithmetic is implicitly modulo 2.
Algorithm 2 Subsampling and WHT
1: Input: Offsets dc;t for observation index t ∈ [P ] and
subsampling index c ∈ [C];
2: Input: Subsampling matrices Mc ∈ F2n×b2 for some b > 0
and c ∈ [C].
3: Modify: M′c ← JnMcJb ∀ c ∈ [C].
4: for all c ∈ [C], t ∈ [P ], and ` ∈ Fb2 do
5: k ←M′c`+ dc;t
6: Estimate : λ̂k
7: end for
8: B ← 2b
9: for all c ∈ [C] and t ∈ [P ] do
10: Uc;t[j]← 1B
∑
`∈Fb2(−1)
〈j,`〉λ̂M′c`+dc;t
11: Return Uc;t[j]
12: end for
We now introduce Algorithm 2 to use for data prepro-
cessing and bin construction. The indices on each array
are considered to be modulo their respective dimension,
and each element of the summation M′c`+ dc;t is calcu-
lated in the field F2. The algorithm calculates bin coef-
ficients using the corresponding binary matrices and by
taking sums over the whole space Fb2. After this subsam-
pling process, each subsampling group contains P sets
of B = 2b bins, where b is a free parameter. The result
of applying Algorithm 2 is summarized in the following
lemma.
Lemma 1 (Basic Observation Model). The B-point
WHT subsampled bin coefficients with index j ∈ Fb2 can
be written as:
Uc;t[j] =
∑
m:MTc m=j
pm(−1)〈dc;t,m〉 +Wc;t[j], ∀t ∈ [P ].
(13)
Moreover the sample error is as follows
Wc;t[j] =
∑
m:MTc m=j
Wm(−1)〈dc;t,m〉,
where Wm is the noise of the Pauli error rate pm.
We remark that the noise Wm on the error rate pm is
induced by the Gaussian noise {wk} on the noisy eigen-
values {λk} by the WHT. It is important to keep these
two noise sources separate, although we will not make
much direct use of wk in the remainder of the paper.
Proof. Denote pm +Wm by p˜m, so the noisy Pauli eigen-
values can be transformed to
λ̂k =
∑
m∈F2n2
(−1)〈k,m〉p˜m, ∀ k ∈ F2n2 .
From Algorithm 2, a specific bin Uc;t[j] for some c ∈ [C],
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t ∈ [P ], and j ∈ F2n2 is constructed as follows,
Uc;t[j] =
1
B
∑
`∈Fb2
∑
m∈F2n2
(−1)〈m,M′c`〉(−1)〈j,`〉(−1)〈m,dc;t〉p˜m.
A key observation is
〈m,M′`〉 =mTJnM′`
=mTJn · JnMJb`
=(MTm)TJb`
=〈MTm, `〉,
where the first equation is from the definition of the sym-
plectic inner product in §II, and the second equation
comes from Modify part in Algorithm 2, and the third is
due to the following property of J
Jn · Jn = I2n ∀n ∈ N. (14)
Thus the bin can be simplified as follows,
Uc;t[j] =
1
B
∑
m∈F2n2
∑
`∈Fb2
(−1)〈MTc m+j,`〉(−1)〈m,dc;t〉p˜m
=
∑
m:MTc m=j
p˜m(−1)〈m,dc;t〉
=
∑
m:MTc m=j
pm(−1)〈dc;t,m〉 +Wc;t[j],
where Wc,t[j] is defined in the lemma.
We note that from Line 10 in algorithm 2, the fact that
the original noise w is isotropic, and the fact that the
`-bit WHT is proportional to an orthogonal transforma-
tion, it follows that the noise in each bin W c[j] remains
Gaussian distributed, but according to the distribution
N (0, ν21) where ν2 = ξ2B . Moreover, we can combine
each Uc;t[j] for different t ∈ [P ], and get a vector
Uc[j] := [Uc;0[j], · · · , Uc;P−1[j]]T ,
and an analogous vectorization can be implemented on
the offsets
Dc := [dc;0 · · ·dc;P−1].
Therefore, lemma 1 can be rewritten as follows.
Lemma 2 (Bin Observation Model). The B-point
WHT subsampled bin with index j ∈ Fb in the c-th sub-
sampling group is
Uc[j] =
∑
m:MTc m=j
pm(−1)〈Dc,m〉 + Wc[j], (15)
where the noise Wc[j] =
∑
m:MTc m=j
Wm(−1)〈Dc,m〉 is
distributed as W c[j] ∼ N (0, ν21) with ν2 = ξ
2
B , and Wm
is the WHT noise of Pauli error rate pm.
Proof. This is a variation of lemma 1.
After subsampling and calculating bins, it’s straight-
forward to design a protocol to extract information from
these bins. The idea is to construct a bipartite graph
G, as in Figure 2, with s left nodes representing nonzero
Pauli error rates and BC right nodes representing bin
vectors Uc[j].
We draw an edge from each left node (a nonzero Pauli
error rate) to every right node that contains that Pauli.
Each Pauli error rate will occur exactly once in each sub-
sampling group, the degree of the left nodes is therefore
C. We can use the resulting degrees of the right hand
nodes to partition them into three types. We call a bin
with exactly one nonzero Pauli error rate a single-ton,
and similarly there are zero-ton and multi-ton bins that
contain exactly zero or contain more than one Pauli error
rate respectively. (Recall that this graph is depicted in
Figure 2.) Shortly we will describe in detail a method
to detect which type of bin a particular node has been
partitioned into. After invoking such a bin detector, the
peeling decoder can be designed to peel out the detected
single-ton Pauli error rates by subtracting them from ev-
ery multi-ton bin in which they appear, removing the
associated edge from the graph. This will reduce the de-
gree of that right-hand node, potentially turning it from
a multi-ton bin into a single-ton bin. For the range of
parameters that we have chosen and the assumptions
outlined above, iterating this decoder to discover new
single-tons and reduce multi-tons will converge to reduce
the graph to only zero-ton and single-ton bins with high
probability.
In the Algorithm 3, we apply an array T that indicates
the variance of the propagated noise part, Wc;t[j], in each
bin. These numbers help track the propagation of error
in the bin detector from the calculation in Line 12 of
Algorithm 3. The equation in Line 11 of that algorithm
describes how to update T. Lemma 7 below shows the
need and utility of this parameter.
One subtlety to applying the peeling decoder to this
graph is that the graph might have cycles. Peeling on
a graph with cycles will in general lead to dependencies
in the random variables, which complicates the analy-
sis. However, as we show below in Lemma 5, large local
neighborhoods of the peeling graph look locally tree-like
with high probability, therefore we can peel for a large
number of steps before encountering a cycle. With the
correct choice of parameters, the tree-like neighborhood
can be made large enough throughout the graph to en-
sure convergence of the peeling decoder.
As we previously mentioned, the peeling decoder algo-
rithm is based on a subroutine that we call Bin Detec-
tor (it is set out in Algorithm 4). We will denote it by
BD(Uc,Dc, T ). The subroutine, BD, will take a bin, the
offsets chosen, and a noise parameter T as inputs, and it
will output an estimate for the type (zero-ton, single-ton,
or multi-ton) of the bin B̂, and if the bin is a single-ton
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it also returns the estimated index m̂ and Pauli error
rate p̂m̂. The subroutine BD also depends on two pa-
rameters γ1 and γ2, but these can be chosen as arbitrary
constants in the interval (0, 1). Their only purpose is to
ensure exponential decay of the failure probability of bin
detection, as we discuss in Lemma 10.
Algorithm 3 Peeling Decoder
1: Input : observation vectors Uc[j], offsets Dc and array
Tc[j] initialized by 1 for j ∈ Fb2, c ∈ [C];
2: Input : the number of peeling iterations I;
3: P ← initialize empty list of Paulis (m̂, p̂m̂)
4: for i ∈ [I] do
5: for all c ∈ [C] and j ∈ Fb2 do
6: (B̂, m̂, p̂m̂)← BD(Uc[j],Dc,Tc[j])
7: if B̂ = single-ton then
8: P ← (m̂, p̂m̂)
9: for all c′ ∈ [C] and c′ 6= c do
10: Locate bin index jc′ ←MTc′m̂
11: Tc′ [jc′ ]← Tc′ [jc′ ] + Tc[j]P1 +
(P1−1)B
P1N
12: Uc′ [jc′ ]← Uc′ [jc′ ]− p̂m̂(−1)〈Dc′ ,m̂〉
13: end for
14: else if B̂ 6= single-ton then
15: continue to next j.
16: end if
17: end for
18: end for
19: Return: P
By using the sparsity assumption and our choice of
subsampling matrices, this peeling process will succeed
with high probability. Intuitively we can see this from
our ability to choose subsampling matrices M in such
a way that we can find bins that typically contain only
zero or one nonzero Pauli error rate. In [44] the authors
provide a proof that if a bin detector algorithm always
returns an exactly correct answer, then the oracle-based
peeling decoder has a failure probability that vanishes
with the signal size. So it suffices to propose a suitable
design for the bin detector and a corresponding recovery
guarantee.
In designing such a bin detector we will need to esti-
mate the index of the relevant Pauli in the bin. For index
estimation in the setting where there is noise we will need
to make our estimation robust. One approach is to use
some repetition of detection and a majority voting. A
better approach is to use some form of error correcting
code for the offsets, as discussed above in Definition 1.
In what follows, we will use the following definition of a
sign function,
sgn [x] =
{
0 if x ≥ 0,
1 if x < 0.
(16)
With this definition, we have the following lemma, which
confirms that offsets chosen in accordance with Defini-
tion 1 can be used to estimate the indices.
Lemma 3. Given a single-ton bin (m, pm) observed with
noise
U = pm(−1)〈d,m〉 +W, (17)
and supposing that the variance in each row (offset, d) of
the bin is equal to Tν2, then the sign of each observation
satisfies
sgn [U ] = 〈d,m〉 ⊕ Z, (18)
where Z is a Bernoulli random variable with probability
Pr(Z = 1) ≤ Pm :=
√
Tν2
2pip2m
e−
p2m
2Tν2 .
Proof. The first term in (18) follows trivially from the
sign of the power of minus one in (17) and the fact that
pm, being a probability, is always positive. The second
term, Z, will be 1 if and only if |W | is larger than pm so
that it can change the sign generated by the first term of
(17). Therefore, Z is Bernoulli distributed with a proba-
bility that we can bound as follows. Recalling that W is
a Gaussian random variable, we can use the relevant tail
bounds for our assumption on the variance (for details
see [48]) to obtain
Pr(Z = 1) =
1
2
Pr(|W | > pm) = Pr(W > pm)
≤
√
Tν2
2pip2m
e−
p2m
2Tν2 = Pm, (19)
where T is the number extracted from the array T in
Algorithm 3.
Remark 1. If we assume that the maximum degree of
right nodes in the bipartite graph G is not larger than
1
2P1, Pm <
1
2 is satisfied for all m ∈ F2n2 (using A1
in Assumptions 1 and lemma 9). We will bound the
probability that this right-hand degree assumption fails
in lemma 8.
In what follows, we will ignore the subscripts c and
indices j of the bins when it will not lead to any misun-
derstanding.
Now lemma 3 can be used to identify m̂, the index of
the Pauli error rate in a single-ton bin. Given the offsets
chosen in Definition 1 and recalling lemma 2, we have
the following equation from the code generator G for the
signs of every element in a bin,

sgn [UP1 ]
...
sgn [UP−1]
 = 〈G,m〉 ⊕

ZP1
...
ZP−1
 . (20)
Since the bit length of the index m is 2n, we can choose
the number P2 as follows. We choose any linear code with
rate R and distance d, and a decoder that can decode up
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to at least a minimum distance β2n/R for parameters
β,R = Θ(1). Obviously this requires d ≥ β2n/R. The
additional constraint on β is that β is larger than the
probability P of any of the Bernoulli random variables
Zi to be 1. Then we can choose P2 = 2n/R. That is,
we are looking for a classical linear code with param-
eters [2n/R, 2n, d ≥ β2n/R]. There are a number of
pre-existing candidate codes that can be decoded up to a
constant fraction of the minimal distance in linear time
in the length of the code exist that satisfy these strin-
gent conditions. For example, expander codes [49] can
be implemented to construct the code generator G and
the parity check matrix H, and the greedy linear-time
decoder [49] can correct errors with weight up to d/4.
The decoder of the corresponding code is required to re-
trieve the estimate mˆ. Since the manner of coding and
decoding is flexible, here we only use Decode to indicate
the decoder.
m̂ = Decode


sgn [UP1 ]
...
sgn [UP−1]

 . (21)
With this we can specify the modified algorithm to
detect the bin U with the offsets as in Definition 1 along
with the corresponding number T .
We are now ready to give a precise specification of the
bin detector algorithm.
Algorithm 4 Bin Detector: BD(Uc,Dc, T )
1: Input: bin Uc, offsets Dc and the number T to indicate
error size;
2: Parameter: real numbers γ1, γ2 ∈ (0, 1);
3: if 1
P1
∑P1−1
t=0 U
2
c;t ≤ T (1 + γ1)ν2 then
4: B̂←zero-ton
5: Return (B̂, nil, nil) . zero-ton verification
6: end if
7: m̂← Decode([sgn [UP1 ] , · · · , sgn [UP−1]]T )
8: p̂m̂ ← 1P1
∑P1−1
t=0 (−1)〈dc;t,m̂〉Uc;t . single-ton search
9: if 1
P1
∑P1−1
t=0 (Uc;t− (−1)〈dc;t,m̂〉p̂m̂)2 ≤ T (1 + γ2)ν2 then
10: B̂← single-ton
11: Return (B̂, m̂, p̂m̂) . single-ton verification
12: else
13: B̂← multi-ton
14: Return (B̂,nil, nil)
15: end if
VIII. PROOF OF MAIN THEOREM
We now repeat the statement of the main theorem.
Theorem 1. Suppose the Assumptions 1 hold for an un-
known Pauli channel with eigenvalues λ and error rates
p. Then with failure probability PF ≤ e−O(n), Algo-
rithms 2, 3, and 4 estimate the s-sparse Pauli error rates
p̂ such that ‖p̂− p‖∞ ≤ 2ξ/
√
B using O
(
sn
)
eigenvalue
queries and O(sn2)-time classical computation.
Recall that using the protocol in [37], we can estimate
O(sn) eigenvalues to within variance ξ2 by doing O(n
2
ξ2 )
measurements. Therefore, informally, the entire algo-
rithm needs O(n
2
ξ2 ) measurements to achieve this recovery
guarantee.
Proof. Firstly we consider the stated query and compu-
tational complexities. From [44, Theorem 2], it’s shown
that the oracle-based peeling decoder succeeds with prob-
ability 1 − O(1/s) for a random sparse set (obeying as-
sumption A1) as long as C = O(1) and B = O(s).
Therefore, to prepare these bins, the number of queried
eigenvalues is BPC = O(Ps).
To construct the bins and the corresponding graph,
the computational complexity can be calculated by the
complexity from the construction algorithm. Note there
are P offset coefficients d and each Uc,t[j] comes from the
sum of B samples in Algorithm 2. To construct the total
set {Uc,t[j]}C,P,B , the we can use a fast WHT (which
has complexity O(B logB) to calculate a B-point WHT)
for each offset. Therefore, the computational complexity
for this part is
Z1 = O(PB logB) = O(Psn) .
The second part of computational complexity comes from
the computation of Algorithm 3. Each step in the bin de-
tector checks the type of the bin with O(P ) calculations,
and there are O(B) iterations. Accordingly, the complex-
ity is
Z2 = O(PB) = O(Ps) .
Therefore, the total computational complexity is Z =
Z1 + Z2 = O(Psn).
Let us denote by Ebin the event that any invocation of
the bin detector (in the execution of Algorithm 3) returns
one or more of the following: (a) an incorrect identifica-
tion of the type of bin; (b) wrong indices for a detected
single-ton, or (c) a mis-estimate of the Pauli error rates
of a detected single-ton by more than 2ν = 2ξ/
√
B. Fur-
thermore, let D denote the event that the maximum de-
gree of the right nodes in the graph G is less than or
equal to P1. Let H be the event that all the peeling
routes in the procedure are cycle-free. Then utilizing the
law of total probability we can bound the failure rate of
the entire algorithm as
PF ≤Pr
(
Peeling decoder fails
∣∣Ecbin)
+ Pr (Ebin|D,H) + Pr (Dc) + Pr (Hc) . (22)
Here the subscript c denotes the complement of the event,
e.g. Ecbin, denotes that no bin detection error occurred in
the entire execution of Algorithm 3.
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The first term in (22) is the chance that the oracle-
based peeling decoder fails, even though the bin de-
coder is always correct. This probability scales as O(1/s)
(Proposition 4 in [44]).
To bound the second term, it will be more convenient
to consider the probability that every invocation of a bin
detector works correctly given D and H. Let M denote
the number of times the peeling decoder calls the bin
detector subroutine. This probability can be expressed
as follows,
Pr
(
M⋂
i=1
Eci
∣∣∣∣D,H
)
= Pr
(
EcM
∣∣∣∣M−1⋂
i=1
Eci , D,H
)
Pr
(
M−1⋂
i=1
Eci
∣∣∣∣D,H
)
= Pr
(
EcM
∣∣∣∣M−1⋂
i=1
Eci , D,H
)
· · ·Pr (Ec1|D,H) ,
where Ei denotes the event that the ith call of bin detec-
tor returns a wrong answer. According to lemma 7, the
parameter T will always correctly estimate the variance
if all the earlier bin detectors worked correctly. From
lemma 10, each term in the above equation will be lower
bounded by
Pr (Ec|D,V,H) ≥ 1− e−O(P1),
where V here just indicates that all the previous bin de-
tectors work correctly. So we have
Pr
(
M⋂
i=1
Eci
∣∣∣∣D,H
)
≥
(
1− e−O(P1)
)M
.
Moreover, since M , the number of times the bin detector
routine is called, is at most O(BCs), the upper bound of
the second term is
Pr (Ebin|D,H) ≤ 1−
(
1− e−O(P1)
)M
≤ O(BCs)e−O(n) ≤ e−O(n) .
Lemma 8 provides that the third term in (22) is also
exponentially decaying with P1:
Pr (Dc) ≤ e−O(P1) ≤ e−O(n),
where the last inequality comes from the definition of
P1 from Definition 1. Similarly lemma 5 and Remark 2
provide the bound on the probability of Hc:
Pr (Hc) ≤ O
(
loglog log(s) s
s
)
≤ e−O(n) .
Therefore, the total failure probability of our peeling de-
coder algorithm is vanishing exponentially with the num-
ber of qubits n. And from Definition 1, the total num-
ber of offsets consists of P1 = Θ(n) random offsets and
P2 = Θ(n) coding offsets, thus P = Θ(n) and stated
complexities have been proven.
IX. TAIL BOUNDS
In this section, we prove several statements bounding
the failure probabilities of various events that can cause
the bin detector outlined as Algorithm 4 to fail.
One of the main lemmas that we will need is the fol-
lowing tail bound on Gaussian random variables.
Lemma 4 (Tail bound [44, Lemma 11]). Given g, k ∈
RN where k is an isotropic Gaussian random variable
k ∼ N (0, ν21N ), then the following tail bound holds:
Pr
(
1
N
‖g + k‖2 ≥ τ1
)
≤e−N4
(√
2τ1/ν2−1−
√
1+2θ0
)2
(23)
Pr
(
1
N
‖g + k‖2 ≤ τ2
)
≤e−N4
(1+θ0−τ2/ν2)
2
1+2θ0 , (24)
for τ1, τ2, and θ0 satisfying
τ1 ≥ ν2(1 + θ0), τ2 ≤ ν2(1 + θ0), θ0 = ‖g‖
2
Nν2
.
Since we will use this lemma 4 to get a failure bound,
it is critical to show the sample errors within the differ-
ent offsets for a particular bin are independent. However,
given that bins are created as shown in line 10 in Algo-
rithm 3, it is not immediately clear that the sample errors
remain independent. To show this independence let us
first extend the definition of the sample errors Wc;t[j] to
take into account the effect of the peeling decoder Algo-
rithm 3. Recall that for any particular bin we have P
(being, P1+P2) offset bins.
Definition 2. For a specific bin, regard Uc[j] as a vector
of length P as in lemma 2. Denote the set of indices of
the current contained non-zero Pauli error rates by P.
Denote the P1 sample errors, being the sample errors that
occur in the offsets of that bin where the offset indices are
t ∈ [P1], for a certain timestamp in the peeling decoder
Wc;t[j] as
Wc;t[j] := Uc;t[j]−
∑
m∈P
(−1)〈dc;t,m〉pm.
And similarly denote the P2 sample errors, being those
those that occur in the bins with offset indices t ∈ [P2],
as
Wc;t+P1 [j] := Uc;t+P1 [j]−
∑
m∈P
(−1)〈dc;t+P1 ,m〉pm.
We can combine all of these sample errors to be Wc[j]
following the manner of lemma 2.
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In case of the discussion about the independence of er-
rors and the variance evolution, we first introduce some
results to rule out some intricate situations. To define
this more rigorously, consider the directed neighborhood
N le in the bipartite graph consists of nonzero Pauli error
rates (left nodes) and all the bins (right nodes). This
N 2le with length 2l and an edge e = (v, c) is an in-
duced sub-graph containing all edges and nodes on paths
e1, e2 · · · , e2l from node v where e 6= e1.
Denote the event that for every edge in the bipartite
graph, this sub-graph N 2le is cycle-free by Tl. If Tl oc-
curs all the first l peeling iterations will progress inde-
pendently and there is no initial error propagating to a
single bin with more than once in the first l iterations. It
has been shown in [44] that with sufficiently large s and
N , the effective part of the subsampling-based bipartite
graph, similar to Figure 2, behaves with a cycle-free man-
ner.
Lemma 5 (Ref. [44, Lemma 6]). For any iteration l, the
probability of the complement of Tl is bounded as
Pr (T cl ) ≤ c0 ·
logl s
s
,
for some constant c0.
Remark 2. Ref. [44] shows the probability pl to depict
an arbitrary edge to be held after l peelings given the sub-
graph is tree-like or cycle-free is calculated in an iterative
approach.
pl =
 1 l=0(1− e− pl−1η )C−1 otherwise , (25)
where η is the factor Bs and C is the number of subsam-
pling groups.
If we take C = 6 and η = 1, which is a reasonable set-
ting, the probability will decrease to the machine epsilon
in only three iterations. And in general this pl vanishes
exponentially with the exponent with of l. With the law
of total probability, the probability of that there exist
any edges after l ∼ O(log log(s)) iterations, denoted by
hc, is
Pr(hc) = O
(
loglog log(s) s
s
)
. (26)
Therefore, the event that there exist bins getting peeled
by some earlier bins in a cycle manner during the whole
process happens with probability of the same magnitude
of (26), which is convergent to zero as s is sufficiently
large.
Lemma 6. For an arbitrary timestamp in Algorithm 3,
sample errors in each of the P1 sample errors for a par-
ticular bin Uc[j] remain independent of each other given
that the peeling route is cycle-free.
Proof. For an initial bin subsampled from Algorithm 2,
consider an arbitrary pair of offsets labeled by t1, t2 ∈
[P1] in the same bin Uc[j]
Wc;t1 [j] =
∑
m:MTc m=j
Wm(−1)〈dc;t1 ,m〉,
Wc;t2 [j] =
∑
m:MTc m=j
Wm(−1)〈dc;t2 ,m〉.
Since all the errors Wm are i.i.d. Gaussian random vari-
ablesN (0, ξ2N ), it is obvious that E(Wc;t1 [j]·Wc;t2 [j]) = 0.
So they are independent given that the expected values
of the samples errors are 0.
The peeling decoder in line 10 in Algorithm 3 causes
errors in the estimate of Wc;t[j] to propagate in the fol-
lowing manner
Wc;t[j]←Wc;t[j] + (pm − p̂m̂)(−1)〈dc;t,m̂〉.
We now proceed by induction. As discussed above the
noise is initially independent, so the base case is satisfied.
Now assume that the sample errors before peeling are in-
dependent of each other. Observing that the updated
error still has mean zero, we can calculate the expected
value of a product between an arbitrary pair of sample
errors in the offsets of a bin to show independence as
between the offset bins. For convenience, denote the up-
dated error by Wc;t[j]
′. Then we have
E(Wc;t1 [j]′ ·Wc;t2 [j]′)
= E(Wc;t1 [j] ·Wc;t2 [j] + (pm − p̂m̂)(−1)〈dc;t2+dc;t1 ,m̂〉
+Wc;t1 [j] · (pm − p̂m̂)2(−1)〈dc;t2 ,m̂〉
+Wc;t2 [j] · (pm − p̂m̂)(−1)〈dc;t1 ,m̂〉) = 0.
Note the last two terms are expected to be zero since
in each term the original error is independent from the
additional one according to the condition that the peeling
process is cycle-free.
In Algorithm 3, we employ an array T to keep track
of the variance of sample error for each bin. This array
gets updated whenever the algorithm peels a bin using an
estimated Pauli error rate. We now show that this does
indeed correctly track the variance of the sample errors
in the bins.
Lemma 7. Suppose that at a given arbitrary timestamp
in Algorithm 3 all the bin detector subroutines called ear-
lier have correctly identified their bins. And the peeling
route is cycle-free. Then for each bin and its correspond-
ing offsets Uc[j], the sample error for that bin and each
of its offsets Wc[j] have the same variance Tc[j] · ν2.
Proof. Since this statement is based on the premise that
all of the earlier bin detector runs were accurate, we can
assume that the index m̂ = m is correct. We will still
write m̂ to distinguish these index estimates from the
original index m. The idea is to calculate the variance
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after a peel by induction with the fact that for any two
random variables,
Var (X + Y ) = Var (X) + Var (Y ) + 2Cov (X,Y ) . (27)
Assume that the statement in the lemma holds before a
peeling. Then we need to show that if we subtract an es-
timated Pauli, p̂m̂, from a bin in a different subsampling
group that contains this Pauli, the statement is preserved
as the updating of T . To do this we will work out the
variance of the sample error in each term and the covari-
ance between these sample errors. Armed with this we
will be able to prove that the statement is preserved after
peeling.
We now consider the peeling process causes error prop-
agation for the error part of the bin Uc[j] as follows
Wc;t[j]←Wc;t[j] + (pm − p̂m̂)(−1)〈dc;t,m̂〉. (28)
The variance of the first term is by induction Tc[j]ν
2,
while the variance of the second term is not so trivial.
The estimated Pauli comes from the single-ton search,
where all the first P1 observations get summed after
added a random sign. Since all the random signs of
Wm̂ terms are annihilated before summation, and all the
other error parts still remain random, the variance of this
second term in (28) is
Var (pm − p̂m̂) = Tc
′ [j′]× ν2
P1
+
(P1 − 1)B × ν2
P1N
. (29)
Because of the assumption that all the initial errors in
different bins are independent and the condition that the
whole peeling routes are cycle-free, it can be viewed obvi-
ously that these two term remains independent. There-
fore, we have calculated variance as follows
Var (Wc;t[j])after /ν
2 = Tc[j] +
Tc′ [j
′]
P1
+
(P1 − 1)B
P1N
,
which is consistent with what we have claimed.
In order to prove theorem 1 and find a bound on the
variances of the sample errors, it is necessary to find an
upper bound on the parameter T , which needs to be ana-
lyzed for both the graph and the algorithm. Denote by G
the bipartite graph of which each right node represents
a bin observation, each left node represents a nonzero
Pauli error rate, and edges come from the hash function
relation:
MTc m = j. (30)
That is, a bin-observation-node Uc[j] is connected to
error-rate-node pm if and only if it holds that M
T
c m = j.
A right node is a single-ton node if and only if it has a
single edge connected to it. Every time we peel a left
node (that is we identify a Pauli error) we remove the
edges connecting it and the right nodes. Each peeling
therefore decreases the degree of the right nodes.
The following two lemmas help us bound the integer
array T as we peel along the graph G. We first bound
the right degree of G.
Lemma 8. The maximum degree of the right nodes in
G is less or equal than P12 with probability 1− e−O(n).
Proof. Put the right nodes in some sequential order, and
define events {Xi}BCi=1 where Xi denotes the ith node and
is linked to more than P1/2 left nodes. According to the
bin observation model (15), each bin connects with NB
Pauli error rates (most of which will be zero), so the ex-
pected degree of a right node is sB where s is the number
of left nodes. Since the protocol chooses B = O(s), the
expected degree e = sB ∼ O(1).
Note that by Assumption 1, the support set of the
Pauli error rates is chosen randomly. Therefore, concen-
trating on a specific bin i, we can introduce a random
variable di that denotes the degree of bin-observation-
node i (a right node), and introduce the variable dij
which is 0 if the corresponding jth Pauli error rate is
zero or if pj is not in the ith bin, and 1 otherwise. Then
we have the relation
di =
∑
j
dij , (31)
since this counts the support in the ith bin. These vari-
ables dij are actually all Bernoulli variables and the only
correlation among them comes from the constraint that
there are exactly s elements in the entire support. This
constraint means that the dij are negatively correlated,
and so the probability of dij = 1 can be upper bounded
by considering the event that all the other Pauli rates
linked with this bin are zero,
Pr (dij = 1) ≤ sB
N(B − 1) .
Now consider another set of i.i.d. Bernoulli variables
{d′ij}j each of which is 1 with probability sBN(B−1) . We
then have
Pr (Xi) = Pr
N/B∑
j=1
dij ≥ P1
2
 ≤ Pr
N/B∑
j=1
d′ij ≥
P1
2
 .
Since the expected value of the sum of {d′ij} is sB−1 , the
Chernoff bound is suitable for this case, and we find
Pr (Xi) ≤Pr
N/B∑
j=1
d′ij −
s
B − 1 ≥
P1
2
− s
B − 1

≤e−
[(B−1)P1−2s]2
2(B−1)[(B−1)P1+2s] .
According to the union bound, the event X which de-
notes that there exist some left nodes with degree larger
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than P12 follows from the upper bound,
Pr (X) ≤ BCPr (Xi) ≤ BCe−
[(B−1)P1−2s]2
2(B−1)[(B−1)P1+2s] .
That this is at most e−O(n) follows since B = Θ(s), s =
Θ(Nδ), and P1 = Θ(n).
The degree bound we have just proven allows us to
bound the maximum element of the array T.
Lemma 9. Suppose the maximum degree of the right
nodes in G is not larger than P12 . Then the maximum
element of the array T is at most 4 if all the earlier bin
detectors work correctly.
Proof. The recursive equation for T in algorithm 3 is
Tc′ [jc′ ]← Tc′ [jc′ ] + Tc[j]
P1
+
(P1 − 1)B
P1N
.
There exists a time sequential order for each nonzero
Pauli error rate to be detected. For each step i and bin
Uzi , being the next bin in which we will find a nonzero
Pauli rate. Let Tmax denote the current maximum ele-
ment in a subset Tpeeled of T. Tpeeled contains T of bins
in which we have already found a nonzero Pauli error.
Also, we use T ′max to indicate the maximum T that will
exist after the next step.
According to the assumption, the maximum degree of
an arbitrary right node is less than min(P1/2, N/B), and
the number of peels needed is never more than the max-
imum degree of that node. Note our assumption is that
the previous bins have been accurately detected, so the
process will always choose nonzero Pauli error rates (and
the corresponding bins) to peel. The noise in the peeling
bin will increase by at most TmaxP1 +
(P1−1)B
P1N
. Each T is
initialized as 1 and denote the number of peeling by κ,
therefore
T ′max ≤ 1 + κ ·
(
Tmax
P1
+
(P1 − 1)B
P1N
)
≤ 1 + Tmax
2
+ 1
Then by induction, because initially the maximum ele-
ment in Tpeeled is equal to 0 and in each step this value
will increase as the above formula. Therefore, the max-
imum element we can get is the limit of this equation,
which is Tmax ≤ 4.
According to the above two lemmas, the integer Tmax
indicates that the upper bound of the maximum element
in the array T is not larger than 4 with high probability
for a sufficiently large N . In order to compute the failure
rates and make the algorithm realizable, we assumed (as
in A3) the minimum nonzero Pauli error rate 0 satisfies
20 ≥ 4ν2 = 4ξ2/B, which makes a distinctive barrier
between Pauli error rates and any noises.
In anticipation of applying the union bound, let us
define the following error categories and their probabil-
ities. For brevity, we will denote a zero-ton, single-ton,
or multi-ton by just the letters z, s, or m, and we denote
the true value of the bin by B.
Definition 3 (Failure modes for bin detection). The bin
detection algorithm failure modes are defined as follows:
• The single-ton false negative probability:
Pr(SFN) := Pr(B̂ = z |B = s) + Pr(B̂ = m |B = s)
• The single-ton false positive probability:
Pr(SFP) := Pr(B̂ = s |B = z) + Pr(B̂ = s |B = m)
• The multi-ton ↔ zero-ton confusion probability:
Pr(MZ) := Pr(B̂ = z |B = m) + Pr(B̂ = m |B = z)
• The index error probability:
Pr(I) := Pr(B̂ = s, m̂ 6= m |B = s,m)
• The value error probability:
Pr(V) := Pr(B̂ = s, |pˆmˆ − pm| >
√
4ν2 |B = s,m, pm)
Of course these probabilities are not all independent.
However, by the union bound it suffices to bound each of
these bad events individually and the total failure prob-
ability will be at most the sum of the probabilities of
these failure modes. We will show that all of these failure
probabilities decay exponentially with P1, the number of
randomly chosen offsets.
Lemma 10. Let E denote the event that an arbitrary
bin detection with inputs as those in Algorithm 3 returns
either the wrong bin type, the wrong index or an estimated
Pauli error rate with error larger than
√
4ν2. Let D be
the event that the maximum degree of right nodes in G
is not larger than P1/2. Let V be the event that all the
earlier bin detectors work correctly. And denote the event
that every peeling route is cycle-free by H. There exists
a bound that
Pr (E|D,V,H) ≤ e−O(n). (32)
Proof. This theorem means that the bin detector algo-
rithm succeeds with high probability whenever D, V and
H occur. To show it, we have to bound the failure prob-
abilities for each failure mode of the bin detection algo-
rithm and then apply the union bound. We will prove
most of our statements by bounding failure probabilities
with expressions of the form e−O(P1). This is equivalent
to a bound of the form e−O(n) since P1 = Θ(n) by Def-
inition 1. Also note that conditioning on events D, V
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and H allows the use of lemma 7 and lemma 9, specif-
ically that the variance of noise in each row of this bin
is Tν2 from lemma 7, and that this T is no more than 4
according to lemma 9.
We first consider the single-ton false negative proba-
bility in Definition 3. Note in this case, the underlying
bin contains only one Pauli error rate along with noise,
that is
Uc = pm(−1)〈Dc,m〉 + W. (33)
Let f1 = Pr
(
B̂ = z |B = s
)
. Then by definition, the
probability can be upper bounded by the probability of
a single-ton bin passing the zero-ton verification:
f1 ≤ Pr
(
1
P1
‖pmsc,m + W‖2 ≤ T (1 + γ1)ν2
)
,
where sc,m is the vector with t-th element to be the ran-
dom sign of index m and the offset dc;t. Since here the
noise vector W comes from the sum of noise w, it’s
obvious that all the elements of W are Gaussian dis-
tributed with variance Tν2. Therefore, according to the
tail bounds of lemma 4, the following holds as long as
γ1 < 
2
0/Tν
2.
f1 ≤ e
−P14
(20/Tν2−γ1)
2
1+220/Tν
2
. (34)
Now let f2 = Pr
(
B̂ = m|B = s
)
. This kind of fail-
ure happens if and only if the single-ton bin fails during
single-ton verification,
f2 = Pr
(
1
P1
‖Uc − p̂m̂sc,m̂‖2 ≥ T (1 + γ2)ν2
)
.
Considering the underlying structure of this bin (33), this
probability can be bounded using a conditional probabil-
ity. We first denote the event {|p̂m̂−pm| >
√
4ν2 or m̂ 6=
m} by E0. Then we observe
f2 ≤ Pr (E0) + Pr
(
1
P1
‖Uc − p̂m̂sc,m̂‖2 ≥ T (1 + γ2)ν2
∣∣∣Ec0) .
Using the tail bound (23), we have that
Pr
(
1
P1
‖Uc − p̂m̂sc,m̂‖2 ≥ T (1 + γ2)ν2
∣∣∣Ec0)
≤ e−
P1
4
(√
1+2γ2−
√
1+2×4/T
)2
. (35)
Then using union bound, we can deal with the first term
Pr (E0) ≤ Pr
(
|p̂m̂ − pm| >
√
4ν2
)
+ Pr (m̂ 6= m)
≤ Pr
(
|p̂m̂ − pm| >
√
4ν2
∣∣∣m̂ = m)+ 2Pr (m̂ 6= m) .
(36)
Note above, the estimated Pauli error rate can be calcu-
lated according to Algorithm 4, so we obtain the bound
Pr
(
|p̂m̂ − pm| >
√
4ν2
∣∣∣m̂ = m)
=Pr
(∣∣∣∣∣sTc,mUcP1 − pm
∣∣∣∣∣ > √4ν2
)
=Pr
(
|Y |/P1 >
√
4ν2
)
≤ 2e− 4P12T , (37)
where Y is the sum of P1 i.i.d. Gaussian variables with
N
(
0,
(
T + (P1−1)BN
)
ν2
)
like (29), and the last inequal-
ity comes from the Chernoff-Hoeffding bound [50]. Ac-
cording to lemma 9 powers in (35) and (37) are both
scaling linearly with P1, thus the probabilities decay ex-
ponentially with P1.
Since the second term in (36), Pr (m̂ 6= m), is essen-
tially the probability of the index error, the failure prob-
ability of such a decoding process also decays exponen-
tially with P2. In accordance with (20), the sign vec-
tor [sgn [UP1 ] , · · · , sgn [UP−1]]T is the sum of a codeword
〈G,m〉 and a vector of noise. Since the decoding pro-
cess fails only if the weight of the noise is larger than
distance βP2 and each element of the noise is an inde-
pendent Bernoulli random variable with error probability
upper bounded by P, the index error probability can be
bounded by Chernoff-Hoeffding bound:
Pr (m̂ = m) ≤ e− (β/P−1)
2
3 P2 . (38)
Moreover, as noted in Remark 1, we have Pm < 12 for
all m ∈ F2n2 . Given the assumptions of D, V and H, we
choose the maximum Pm to be P = maxm Pm. Therefore,
using the law of total probability we have
f2 ≤e−
P1
4
(√
1+2γ2−
√
1+2×4/T
)2
+ 2e−
4P1
2T
+ 2e−
(β/P−1)2
3 P2 . (39)
Recall the Definition 1 to learn the magnitude of P1, P2,
and we have a bound f2 = e
−O(n).
We now turn to the case that the bin detection algo-
rithm incorrectly recognizes a zero-ton or a multi-ton bin
as a single-ton bin, i.e., we consider the single-ton false
positive probability. For this, we need to consider the
general underlying bin structure
Uc = Scp + W, (40)
where Uc is either zero-ton or multi-ton, and only con-
tains the P1 fully random offsets when choosing as Def-
inition 1. Here Sc ∈ {±1}P1×N/B is the sign matrix
constructed according to lemma 2.
Now consider the probability of the bin detector
falsely detecting a zero-ton as a single-ton, and denote
Pr
(
B̂ = s|B = z
)
by f3. By definition, the probabil-
ity of f3 can be bounded by the probability of zero-ton
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verification failing
f3 ≤ Pr
(
1
P1
‖W‖2 ≥ T × (1 + γ1)ν2
)
.
According to the tail bound (23), this failure probability
can be bounded by an exponentially decaying function
f3 ≤ e−
P1
4 (
√
1+2γ1−1)2 . (41)
Now let f4 = Pr
(
B̂ = s|B = m
)
. The kind of error
probability can be evaluated under the multi-ton model
when it passes the single-ton verification step for some
estimated index-value pair (m̂, p̂m̂)
f4 ≤ Pr
(
1
P1
‖Uc − p̂m̂sc,m̂‖2 ≤ T × (1 + γ2)ν2
)
.
Let
g = Scp− p̂m̂sc,m̂, (42)
and let the sample error be W = k. Then the law of
total probability can be used as follows:
f4 =Pr
(
1
P1
‖g + k‖2 ≤ T (1 + γ2)ν2
)
≤Pr
(
1
P1
‖g + k‖2 ≤ T (1 + γ2)ν2
∣∣∣‖g‖2
P1
≥ 2Tγ2ν2
)
+ Pr
(
‖g‖2
P1
≤ 2Tγ2ν2
)
. (43)
Note that the first term can be bounded by (24) since the
conditional part shows the lower bound of the parameter
θ0 as defined in lemma 4
Pr
(
1
P1
‖g + k‖2 ≤ T (1 + γ2)ν2
∣∣∣∣∣‖g‖2P1 ≥ 2Tγ2ν2
)
≤ e−
P1
4
γ22
1+4γ2 . (44)
The second term can be bounded as follows. Let α =
p− p̂m̂em̂, and we have
Pr
(
‖g‖2
P1
≤ 2Tγ2ν2
)
= Pr
(
‖Scα‖2
P1
≤ 2Tγ2ν2
)
.
Here ek is the vector with support only on the k
th ele-
ment. We denote the support set of the vector α by L0,
and define the 0-essential support of α to be
L = {i ∈ F2n2 ∣∣ |αi| ≥ 0}. (45)
Denote the cardinality of L by L. Then the above proba-
bility can be bounded by an application of the Chernoff-
Hoeffding bound.
With the same argument as in the proof of lemma 6,
the sample error in each row in vector g is independent,
and so is the square of that error. When we calculate
‖g‖2, we can regard it as a sum of P1 independent ran-
dom variables. Also, each term in this sum contains the
same structure, and identically distributed parameters,
so we can claim each term is identically distributed.
Therefore, we first analyze the expected value E of
each variable in this sum. Take one of these terms Xi as
an example,
Xi :=
∑
j∈L0
(−1)〈di,j〉αj
2 , (46)
where {di} is a set of independent random 2n-bit strings.
The expected value E of Xi satisfies the following bound
E = E(Xi) ≥ L20. (47)
Note that above we used the fact that any random strings
are independent.
Moreover, since we want to show this term will be large
with high probability, we should consider the random
terms in each Xi, and that is
Ri =
∑
u>v
u,v∈L0
(−1)〈di,u+v〉2αuαv, (48)
where the order is in lexicographical order. Note the rest
part of Xi is a deterministic one, so we only calculate the
variance for this Ri. It’s straightforward that we have
Var (Ri) = E[R2i ], (49)
and the only contributed terms are those without random
signs in R2i . For example, if we consider a specific u, v
and the term (αuαv)× (αwαx) with some (w, x) 6= (u, v)
(assume w > x), this term will contribute to the expected
value only if w + x+ u+ v = 0. Therefore, the only po-
tential effective terms are those with four different Pauli
error rates. Moreover, since w+x+u+ v must be in the
null-space of MTc according to lemma 1, of which the size
is NB =
1
η e
(1−δ)n, we can abstract this probability from
the so-called Balls and Bins problem.
Regardless of square terms, the number of potential
terms are
(
L
4
)
. And the probability of the number of
terms in 0 is at least a chosen constant η0, denoted by
Gi, can be bounded
Pr (Gi) ≤
(
L
4
)
×
(
B
N
)η0
=
(
L
4
)
· e
−(1−δ)nη0
η
,
which is decaying exponentially with n. Given that the
complementary event Gi happens and that the set of ef-
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fective terms are Ai, the variance of Ri is the sum
Var (Ri) =
∑
(u,v,w,x)∈Ai
u>v>w>x
8αuαvαwαx +
∑
u>v
u,v∈L0
4α2uα
2
v
≤η0 + 3
3
∑
u>v
u,v∈L0
4α2uα
2
v.
The last inequality comes from the mean inequality, and
we can use the Hoeffding bound to obtain
Pr
(
‖g‖2
P1
≤ 2Tγ2ν2
)
≤Pr
(
‖g‖2
P1
≤ 2Tγ2ν2|Gc
)
+ Pr (G)
≤e−
3P1(L
2
0−2Tγ2ν2)2
2(3+η0)L
240 +O
(
P1L
4e−(1−δ)nη0
)
.
The last inequality used facts that
E[Xi]2 ≥
∑
u>v
u,v∈L0
4α2uα
2
v ≥ 2L(L− 1)40.
For any nontrivial signal, we have that 1 ≤ L < P1/2.
As long as 0 < γ2 < 
2
0/2Tν
2 and choosing η0 = 6, for
any multi-ton there exists
f4 ≤e−
P1
4
γ22
1+4γ2 + e
−P1(
2
0−2Tγ2ν2)2
640 +O
(
e−6(1−δ)n
)
.
(50)
Next we will consider the multi-ton–zero-ton confusion
probability
Pr(MZ) := Pr(B̂ = z |B = m) + Pr(B̂ = m |B = z).
Denote the first term Pr(B̂ = z |B = m) by f5 and the
second Pr(B̂ = m |B = z) by f6. For f5, recognizing a
multi-ton as a zero-ton, we have the following inequality,
f5 ≤ Pr
(
1
P1
‖U‖2 ≤ T × (1 + γ1)ν2
)
.
Note this probability can be analyzed in just the same
way as f4’s, and the only difference is that when we con-
sider f5, the α just based on several underlying Pauli
error rates without any subtraction, so L ≥ 2 for this
case. As long as 0 < γ1 < 
2
0/Tν
2, for any multi-ton we
have the bound
f5 ≤e−
P1
4
γ21
1+4γ1 + e
−P1 (
2
0−Tγ1ν2)2
640 +O
(
e−6(1−δ)n
)
.
(51)
Moreover, it is clear that the failure probability of rec-
ognizing a zero-ton bin as a multi-ton bin, namely f6, is
smaller than f3.
Next, consider the index error probability, and denote
Pr
(
B̂ = s, m̂ 6= m|B = s,m
)
by f7. This probability
can be bounded by the probability of estimating a wrong
index m̂ and some Pauli error rate, and still passing the
single-ton verification
f7 ≤ Pr ((m̂ 6= m) ∧ (m̂, p̂m̂) passes verification)
≤ Pr (m̂ 6= m) ≤ e− (β/P−1)
2
3 P2 . (52)
Note the last inequality is just (38), and according to
Remark 1, Pm < 12 for all m ∈ F2n2 given that events D
and V happen and we choose the maximum one to be P.
Finally, let’s consider the value error probability, and
denote Pr(B̂ = s, |pˆmˆ − pm| >
√
4ν2|B = s,m, pm) by
f8. Note that we have chosen
√
4ν2 as the error bound
for the Pauli error rate, so similar to the index error
probability, this f8 can be bounded by the probability
of estimating a noisy Pauli error rate and passing the
single-ton verification. We can loosen this bound by only
consider the first event, and we obtain the inequality
f8 ≤ Pr
(
|p̂m̂ − pm| >
√
4ν2
∣∣∣m̂ = m)+ Pr (m̂ 6= m)
≤ 2e− 4P12T + e− (β/P−1)
2
3 P2 . (53)
Note the last inequality comes from combination of (37)
and (38). According to Remark 1, we again have Pm < 12
for all m ∈ F2n2 given that events D, V and H happen
and we choose the maximum one to be P.
According to Definition 3, we have treated all of the
failure cases of the bin detector algorithm. Using the
union bound, we can get the following inequality
Pr (E) ≤
8∑
i=1
fi.
As we illustrated at the beginning of this proof, events D,
V and H have showed that the variance of noise in each
row of this bin is Tν2 from lemma 7, and that this T is
no more than 4 according to lemma 9. Furthermore, they
imply that θm is strictly smaller than
1
2 for all m ∈ F2n2 in
(39), (52) and (53). Since constraining the peeling graph
G to obey this event is independent of the above analysis
of the failure probabilities of the bin detector, it will hold
that
Pr (E|D,V,H) ≤ e−O(P1).
This completes the proof.
X. CONCLUSION
We have shown that for sparse Pauli channels we can
learn all the significant Pauli errors, even those associ-
ated with high-weight Pauli strings, using realistic ex-
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perimental resources that scale with the sparsity of the
Pauli errors rather than the dimension. In particular we
have demonstrated that using only a few local two-qubit
gates and a number of quantum experiments that scales
linearly (with a factor of about 4), we can recover up to
4δn of the largest error rates, where δ . 0.25. Our numer-
ical analysis indicates in the regime where 0.25 < δ < 0.5
we can still recover these errors with a number of exper-
iments that only scales as O(n2).
We support these experimental protocols by defining
and analyzing an algorithm with rigorous performance
guarantees. This provable algorithm confirms that, with
explicitly stated assumptions, high-precision reconstruc-
tion is possible when querying only a number of Pauli
eigenvalues that scales like O(sn). Moreover, the heuris-
tic practical circuits used above are able to approximate
the relevant noisy eigenvalue queries with sufficient pre-
cision ξ using only O(n2/ξ2). These circuits exploit the
protocols presented in [37] and [38] to learn up to 2n
commuting Pauli eigenvalues per experiment, and greatly
reduces the required experimental resources.
This work provides an experimentally realizable
method of identifying the relevant Pauli errors in large-
scale quantum devices even if there are unexpected long-
range correlations between the qubits. The ability to
do so will be vital as we seek to mitigate the errors in
such devices, to learn the noise patterns that exist when
such devices are operated holistically and will allow bet-
ter designing and tailoring of error correction and fault
tolerance in such devices.
Many interesting open questions remain.
For example, what about very large scale devices? The
practicality of the algorithm in the regime of greater than
(say) 30 qubits, where memory storage becomes an issue,
could potentially be addressed as follows. We keep the
protocol executed on the device identical as system size
increases. However, we can take advantage of the fact
that the WHT commutes with the marginalization of the
observed probabilities and the process of fitting required
to ascertain the SPAM-free eigenvalues (see [38]). The
actual observations only require n bits of data to store.
We can, therefore, marginalize the observations to obtain
overlapping sets of 2m eigenvalues (where we choose m to
be the largest computationally tractable number for our
classical computer). This will mean that we have mul-
tiple sets of 2m bins, each potentially containing 22n−m
Pauli error rates. Given this, the s-sparse assumption
now becomes s < 2m. It would be extremely interesting
to implement this version of the algorithm on real data.
Another approach to dealing with very large scale de-
vices is to incorporate our algorithm as a subroutine
in a larger algorithm that builds a globally consistent
Pauli error distribution from estimations of marginal er-
ror rates. For example, as proposed in Ref. [37], one
could efficiently estimate a Markov random field descrip-
tion of a Pauli channel if the underlying graphical model
has bounded degree correlations. This idea has been per-
formed experimentally on 14 qubits in Ref. [38]. We be-
lieve using the algorithm presented here would improve
the estimation of the core subroutines and lead to better
performance of the global reconstruction.
There are also several open mathematical questions
about the reconstruction of sparse (or approximately
sparse) Pauli channels. For example, it would be interest-
ing to relax the random sparsity assumption on the sup-
port. Similarly, it would be interesting to treat more gen-
eral noise on the eigenvalue oracle. In particular, treating
the case of noise with bounded variance seems to be the
most relevant for providing recovery guarantees that re-
late to practical experimental capabilities. It might also
be possible to weaken our assumptions about the signal-
to-noise ratio. A lower bound would help to clarify where
the limits are to these types of algorithms.
A further important open question is understanding
the power of the structured circuits that we use for eigen-
value estimation. When using shallow depth Clifford cir-
cuits to prepare stabilizer bases for eigenvalue estimation,
what recovery guarantees are possible? Is it still possible
to efficiently reconstruct arbitrary sparse Pauli channels?
Finally, the most important open problem is to use
our algorithms on real experiments to characterize noise,
improve calibration of a device, or customize an error
correction procedure.
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Appendix A: Walsh-Hadamard ordering
In this paper we use a variant of the Walsh-Hadamard
transform where the ordering is determined by the com-
mutation relations between the Paulis. The natural or-
dering of a WHT matrix can be calculated from the ten-
sor product as:
WHT—natural ordering =
1 1
1 −1
⊗n . (A1)
In this case, like the sequency order and dyadic order
variants of the WHT, we reorder the columns of the
transform matrix. Unless otherwise expressly noted, we
use a WHT where the (i, j)th entry of the Hadamard
transform matrix is given by (−1)〈i,j〉, where the in-
ner product is the symplectic inner product introduced
above. The advantages of using this variant of the WHT
is that when it is used to transform eigenvalues to error
rates and vice-versa (Equations (5) and (6)), the position
of each Pauli in the transformed vector remains constant.
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