Abstract-In this paper, we describe a flexible form-reader system capable of extracting textual information from accounting documents, like invoices and bills of service companies. In this kind of document, the extraction of some information fields cannot take place without having detected the corresponding instruction fields, which are only constrained to range in given domains. We propose modeling the document's layout by means of attributed relational graphs, which turn out to be very effective for form registration, as well as for performing a focussed search for instruction fields. This search is carried out by means of a hybrid model, where proper algorithms, based on morphological operations and connected components, are integrated with connectionist models. Experimental results are given in order to assess the actual performance of the system.
INFORMys: A Flexible Invoice-Like
Form-Reader System
INTRODUCTION
OCUMENT image analysis and recognition have received much attention in the last years. Among different applications, financial document processing [1] and forms processing [2] , [3] , [4] are becoming very important in practice, since those documents have typically a simple structure when compared with general documents, that like articles, include complex figures and mathematical symbols. Moreover, the automation of the form reading process is an objective of relevant interest, since forms processing is in fact an essential operation in many business organizations.
The overall objective of a form reading system is to obtain a symbolic representation of the data (either printed or handwritten) from a given form. The typical operations involved in these systems are document image acquisition and preprocessing, layout analysis, and data interpretation [1] , [3] . Most systems execute these steps sequentially by a bottom-up approach derived from classical image analysis approaches.
The preprocessing step usually involves binarization followed by form registration, which is often performed by bottom-up operations [3] , [5] . During the layout analysis, important regions which contain the information are located in the form. Throughout the paper, these regions are referred to as information fields. Finally the data interpretation step takes place on regions previously extracted and can involve either handwritten or printed character recognition.
In many practical cases, form recognition is simply based on the assumption that the information fields are in fixed positions. In other cases (see e.g., Tang et al. [1] ) the information fields are extracted thanks to the detection of lines. Each line is described by its orientation, thickness, and position in the form, and serves as a reference for detecting information fields. Most approaches that hardly rely simply on line detection, however, are quite limited in that they can only deal with table-like forms. Other approaches (see, e.g., [6] ) are based on the description of the form layout by means of rectangles instead of lines. This kind of description is obviously more compact but, on the other hand, it is not as much powerful as that based on line detection.
A more flexible way to characterize information fields is that of describing their position with respect to the corresponding instruction field, which describes the content of an information field. In the system proposed in [7] , only fields that are inside rectangles (referred to as frames) are taken into account. Two classes of frames are considered: label frames, containing instruction fields, and data frames, containing information fields. The link between a label and the corresponding data frame is given by the spatial relationship between the two rectangles. The system described by Lam and Srihari [8] locates related instruction and information fields by recognizing the text of the instruction field.
The sequence of operations needed to carry out form registration and layout analysis depends on whether or not the form is known in advance [9] . Consequently, modeldriven and data-driven approaches can be adopted and, in some cases, these approaches can profitably be integrated [10] . If the form is known in advance, that is, if its layout is exactly defined, then the data extraction can naturally be based on a top-down, model-driven process [11] . In these systems, the form registration turns out to be the major problem, as data can directly be extracted once the registration has taken place. In the case of unknown forms, a possi-D ble approach is that of classifying documents in a fixed number of classes, and then use the model corresponding to each document class to carry out the layout analysis [2] , [6] . An intermediate case is that of forms of known class, where the layout has not a fixed geometrical structure, but can instead only be inferred on the basis of the instruction fields [4] , [7] , [8] .
An Overview of INFORMys
INFORMys, 1 the system described in this paper, is designed to deal with known-class forms and has been mainly conceived to deal with forms like those issued by service companies for accounting (see e.g., Fig. 1 ). Like the models proposed in [4] and [12] , INFORMys is based on graphs for describing the form layout. However, instead of using hierarchical [4] or nonhierarchical graph [12] with symbolic spatial relationships (e.g., above, left), our model is based on nonhierarchical attributed relational graphs (ARG) [13] , [14] . ARGs are typically used for image representation and analysis in computer vision. The nodes describe objects or parts of objects, while the arcs describe the mutual relationships between the nodes by means of numerical attributes. In our model, the form layout is described by means of an attribute relational graph referred to as the form graph, where the nodes represent lines, instruction fields, information fields, and logos, while the arcs represent the mutual position of the items corresponding to the linked nodes. Concerning numerical arc attributes, instead of using only the distance between objects, as in [14] , we consider a vector which connects the barycenters of the objects. By using ARGs, we have an accurate and flexible description of the form class. A bottom-up approach could be used in which one creates a graph describing the incoming unknown form, and subsequently matches the items of that graph with those of the form graph used as a reference to model the accounting forms [4] . However, this would give rise to a very expensive algorithm, and it does not seem to be the best way to deal with documents in which the structure is known.
1. INFORMys is an acronym for "flexible INvoice-like FORM-reader system."
We suggest using a method in which a top-down processing is switched to a bottom-up processing on the basis of the information on the form graph. Form registration is performed by using an algorithm based on a hypothesize-andverify method [15] . The alignment methods used in computer vision to register the position of rigid objects [15] , [16] are based on correspondences of data and model features of dimensionality sufficient to compute a complete transformation. Each transformation constitutes a hypothesis about the pose of the object which must be verified. By verification we mean that additional evidence, either supporting or refuting this hypothesis, must be accumulated in the image [15] . In our approach to form registration, the features used to evaluate the form position are stored as nodes of a subgraph of the form graph, which is referred to as the registration graph. The hypothesized transformation is computed by aligning a model feature, e.g., a line node, with a corresponding feature in the incoming form. The verification is carried out by searching those form items that match all the nodes of the registration graph. If the verification fails then a new hypothesis is generated and subsequently verified until the verification succeeds or there are no more hypotheses to test.
Concerning the layout analysis, we propose an approach which is based on the location of both logos and instruction fields that, subsequently, make it possible the extraction of the information fields, thanks to our graph-based model. A related approach was proposed in [8] , but the instruction fields were limited to keywords. Word recognition has been extensively studied in the literature with different approaches (e.g., see [17] , [18] ). Methods for word recognition can be classified depending on whether or not the word being recognized is segmented into single characters. The segmentation into characters turns out to be the only pursuable way for recognizing words of a very large dictionary, whereas very effective algorithms can be conceived for the recognition of words of small dictionaries when using the whole word as input to the classifier. In order to deal with highly-noisy forms including also graphical items and to speed up the recognition, we use a connectionist-based model in which both keywords and logos are processed in the same way by simply regarding them as input patterns. The keyword recognition accuracy is improved by integrating the hypothesis obtained from the whole word, with an OCR module charged of recognizing the single characters which compose the word. This module is only fired once the connectionist-based model processing the whole keyword gives no enough recognition confidence.
Unlike instruction fields, which belong to a finite dictionary, the recognition of information fields must necessarily be based on the recognition of the single characters. We used a connectionist-based model for character recognition that is strongly inspired by the work described in [19] . Like most form-reader systems, INFORMys offers a twofold user interface for assisting the user during both form modeling and reading. The Form Modeler (FM) assists the user building the form graph, while the Form Reader (FR) implements the recognition engine (see Fig. 2 ).
INFORMys' user interface is based on X-window 2 and supports interactive functions for defining the form structure. During the construction of the form graph, the operator points to the objects (lines, instruction and information fields, logos) that are relevant for representing the structure of the forms. These objects correspond to the nodes of the form graph, while the arcs express the mutual relationships of different objects. The location of objects and of their mutual relationship is carried out by the user, and the corresponding information is subsequently exploited to create the form graph according to the specifications given in Section 2. The form-reader module is responsible for supporting the recognition phase. The form reading is a sequential process where the incoming form is first scanned and converted into an electronic image, then aligned by form registration, and, finally, the information fields are located and recognized.
INFORMys deals with documents which contain four different kinds of "objects," namely, lines, logos, instruction fields, and information fields. Lines, logos, and instruction fields are useful for locating the information field and, therefore, throughout this paper, are referred to as reference 2. In particular, INFORMys is an Open Look application developed on Sun Sparc machines.
objects.
A document class is identified by specifying the possible ways of relating the information to instruction fields and other objects. The class is defined when specifying exactly the objects and their relationships in the documents.
The paper is organized as follows. Section 2 describes in detail the form graph-based model, while the registration algorithm is given in Section 3. Section 4 describes the location of logos, instruction fields, and information fields. Experimental results are given in Section 5, and, finally, some conclusions are drawn in Section 6.
MODELING FORMS
In this paper, Attributed Relational Graphs (ARG, [13] , [14] ) are adopted for representing forms. The nodes describe objects or parts of objects, like lines, logos, instruction fields, and information fields, whereas the arcs describe the mutual geometrical relationships between the objects represented by the nodes. Let us state these concepts more formally. 
Concerning the size of Γ i , one can effectively deal with either fixed position items (e.g., information field N 9 in Fig. 4 ) or items that can be located in a variable position in a region of the form (e.g., instruction field N 7 in Fig. 4 ). In the first case, the Γ i size needs to be only slightly greater than the corresponding item, whereas in the second case the search rectangle has to be large enough to cover the variable position of the item. 
is a vector, P i,j is the point where the vector is applied, and R i,j is the registration flag.
If R i,j = false (the arc A i,j is not used for registration), then only r V i j , is generated which represents a vector giving the relative position of Γ j 's barycenter once given Γ i 's (Fig. 3) .
The magnitude and orientation of r and α i,j , respectively. In order to identify the case in which the location of an instruction field is carried out by means of two arcs, the vector length M i,j is left undefined since, in that case, only the direction of r V i j , is needed. The arcs can describe the mutual position of two nodes used to register the form or can be used to locate information fields. In the first case, R i,j = true, while in the second case, R i,j = false. As will be described in Section 3, our approach to form registration allows the user to describe the invariant part of the form layout by defining some registration landmarks that can be both lines and instruction fields. In other cases, the registration is constrained by considering the mutual position between registration landmarks. Nodes and arcs used to describe the registration landmarks and mutual positions give rise to a subgraph of )*, that is referred to as the registration graph and is denoted by )* r . The registration graph plays a crucial role for the hypothesize and verification algorithm proposed in the following for registration. Note that some nodes of )* r can be used for form registration and also to locate information fields, whereas the arcs in )* r are used only to register the form position. , , .
In the last case (Type fm = 3), the point P fm is obtained by con- The form graph is constructed by the user who interacts with the INFORMys graphical user interface. In a typical session of graph building the user first loads a prototype form. Afterwards he selects the objects corresponding to the nodes, enters some attributes of the nodes, and describes the mutual relationships between objects. Here is a brief description of the steps required in order to insert graph items.
• Line node. The searching area for the line (P i ) is defined by drawing an upright rectangle on the prototype form.
The user sets the registration flag and parameters Or i , St i , and L i . An appropriate procedure is executed in The definition of an arc is very simple. INFORMys shows all the nodes of the graph and the user is asked to select the two nodes which identify the arc, and to set the registration flag. All the other attributes are computed by the system on the basis of the positions of the objects corresponding to the connected nodes. 
FORM REGISTRATION
A typical problem that arises when acquiring documents with scanners is that there is a mismatch between the reference model and the incoming form, which is due to the difficulty of predicting exactly the location of the form on the scan bed. In the literature [2] , the solution of this problem is referred to as form registration (or alignment), while the term skew denotes the rotation to which the document is subjected. Basically, we need to evaluate the rototranslation map which makes the incoming form congruent with the INFORMys model. Many methods based on the location of single characters, have been proposed in order to detect the skew of unknown documents [20] , [21] . Unfortunately, these methods are very time consuming since they do not take the knowledge of the form layout into account, and are not very suitable for registration. In order to register forms, a pursuable approach is that of locating lines and then use a sort of bottom-up scheme that requires processing the entire document. The solution proposed in [5] is limited to the estimation of the skew and is based on the detection of all the lines in the document, and then on a majority vote on line orientation. Although robust, that approach requires the analysis of the whole document and turns out to be useful when the form layout is not exactly defined, but we know that the form contains horizontal and/or vertical lines. In [3] , the form registration is evaluated considering the relationships between the line corner junctions stored in the model and those found in the incoming form. This method is very accurate once working on tabular forms where there are many line crossings. When the form layout is exactly known, a bottom-up approach seems to be unnecessary. In some applications the form registration can be obtained simply by locating some specific items by hardcoding the form class knowledge [22] . Although very effective for customized applications, these methods have a very low flexibility. On the contrary, the approach proposed in [23] , which is based on the ex- traction of cross and end-point features, exhibits a higher flexibility. From the expected position of each feature in the document, the detector for that feature is applied to all pixels in an expanded region defined by the expected rotations and translations to which the form can be subjected. Geometrical constraints on the distance between features and the angles between pairs of features are used in order to make a registration hypothesis. Once a hypothesized transformation is found, it is verified considering a fixed number of additional landmarks. If verification is successful, then the document is rotated and translated accordingly. If the hypothesis fails, another one is generated and subsequently verified. This approach seems to be very effective since there is no need to extract all the features from the incoming document.
In INFORMys, we use a related approach in which lines, keywords, and logos are used to align forms. As shown in Section 2, the registration landmarks, which describe the invariant part of the layout, are stored as nodes of )* r . Moreover, instead of looking for any given item used for registration in the corresponding expanded region (as done in [23] 
In hypothesis generation and verification, when looking in ) for objects that can correspond to node N i some constraints must be satisfied. Two types of constraints can be defined: namely unary-constraints and binary-constraints [15] . With unary-constraint(N i , 2) we denote the function used to evaluate the constraint defined on N i and 2. The constraint is true (and we say that object 2 can match node N i ) if 2 is an object of type T i and if the distances between numerical attributes of D i and corresponding features of 2 are below a threshold defined in advance. Binaryconstraints are applied to a pair of pairings of )* r nodes and ) objects. The nodes considered in the binary-constraint are connected by a )* r arc. Let 2 and 8 be two objects of ), Hence two hypotheses (Hyp 1 , and Hyp 2 ) must be verified. The verification of Hyp 1 is described in (c) and (f). In (c) we report the regions ( G 2,1 , G 3,1 , that are superimposed) where to look for locating objects that can match )* r v 0 5 nodes. Since the line l 3 is assigned to both N 2 and N 3 , then the verification fails. In other words the verification tree, depicted in (f), does not contain a consistent path. FindObjs G E T D S , , , ,
FindObjs G E T D S , , , ,
end end end
The Verify function tests the correctness of the hypotheses in /, until a hypothesis is successfully verified or all the hypotheses are tested. A hypothesis Hyp j is successfully verified if we can assign a distinct object to each of the )* r v 0 5 nodes. We can assign an object 2 of ) to node N i , if for 97 j , hypothesis verification is based on the search of a consistent path. A consistent path is a path from the root to a leaf of the tree that satisfies the following two conditions:
• All the objects in the nodes of the path are distinct;
• Let 2 i and 2 j be the objects in the nodes of the path at levels i and j. Given an arc A i,j such that N i and N j are in the path, binary-constraint
The search of a consistent path is carried out by the depth-first traversal of 97. The hypothesis is verified when a consistent path is found, otherwise the hypothesis is rejected. The actual behavior of the registration algorithm can be understood by the following example (Fig. 6) .
EXAMPLE. In this example, the form registration is based on a registration graph (Fig. 6e) , .
• Hypothesis generation. The first step is the expansion of region Γ 1 to G 1 E , where we look for I fm (Fig. 6b) .
In order to evaluate the transformation required for form registration, a line that can match N 1 must be found in G This example is based on line nodes only, but logos or instruction fields can also be used for verification, thus giving rise to a similar behavior.
As already pointed out, the registration can also be based on an arc A 1,2 as I fm , and the hypothesis is generated by using the function ArcAlign. In Fig. 7 , an example is shown with the two items (N 1 , N 2 ) used to determine arc A 1,2 . Node N 1 corresponds to a logo, while N 2 corresponds to an instruction field. The hypothesized transformation is calculated by aligning the vector described in r V 1,2 with the vector connecting the barycenters of two objects that can match N 1 and N 2 . As in the case of simple line nodes, regions Γ 1 and Γ 2 are expanded by the error margins (δ x , δ y ).
LOCATION OF INFORMATION FIELDS
After form registration, the rototranslation transformation r can be used to locate the information fields in the incoming form ). In INFORMys, there are essentially three ways of locating an information field corresponding to node N k :
1) The information field is placed in a fixed position with respect to the layout.
2) The reference object and the corresponding information field are not in a fixed position in the form, but their mutual position is defined in advance.
3) The information field can be located by means of its relative position with respect to two reference objects, that are not in fixed positions in the form.
In the first case the location of the information field is obtained by applying the transformation r to points A (top left) and B (bottom right), described in search attributes of
In the second and third cases, the information field can be found only after having located the corresponding reference objects, while the size of the search region is described by P k = {E x , E y }. The number of reference objects depends on the number (na k ) of arcs having the , and a i j 2 2 , , respectively (Fig. 8 ). In the second and third cases, the location of information fields requires, in general, to locate reference objects. Lines are located by an algorithm strictly related to the Run Length Smoothing Algorithm [24] ), while the localization of logos and instruction fields is based on the algorithm described in the following.
Location of Logos and Instruction Fields
The location of logos and instruction fields is crucial for both form registration and location of information fields. In INFORMys, the recognition of the logos is based on a connectionist-based model, where a multilayer perceptron acting as an autoassociator is trained for each class. The neural networks are trained to reproduce the input layer to the the output layer. One hidden layer provides a compressed and nonlinear representation of the input information. It has been pointed out that reliable rejection criteria can be given for autoassociators that are based on the Euclidean distance between the inputs and the outputs [25] , [26] .
A massive experimentation of the multilayered autoassociators on the logo data base provided by the University of Maryland showed the effectiveness of the proposed approach also in presence of noise (see [27] for noisy logos created by Baird's model [28] , and [29] for the case of spotnoise, in which documents contain blobs and strips that obstruct the logo partially).
Once properly segmented as a single pattern, each word corresponding to an instruction field (keyword) can be recognized by using the same connectionist architecture used for logos. In the first version of INFORMys, the keywords were in fact recognized using autoassociators only, but the subsequent massive experimentation on real-word data suggested us to exploit also the information that can be ex- Fig. 7 . A hypothesis generated by an arc connecting nodes N 1 and N 2 that are associated with a logo and an instruction field, respectively. In the hypothesis generation step, the expanded regions (G 1 E and G 2 E ) are calculated for both the items linked by the arc. tracted from the recognition of the characters composing the keywords.
Algorithm 3 Function RecWord

Input:
The node N i corresponding to a given instruction field The incoming form ).
Output:
the barycenter of the word corresponding to N i . A nil value if the word was not found.
The location of the words corresponding to node N i (N i ∈ )*|T i = K) is described by function RecWord (see Algorithm 3), and Fig. 9 gives an example of how the algorithm operates. RecWord begins with the Rlsa (Run Length Smoothing Algorithm) which performs the extraction of regions in the incoming form ) that are likely to contain a candidate word. For noisy forms and small character size, the gap between characters is sometimes filled by the noise and two consecutive characters are merged, while consecutive words are still separated. This means that it is very difficult to segment a word into characters, while it is relatively easy to segment a line into words by "smearing" the text. The classical run-length smoothing algorithm that we use looks for white spaces between black pixels on the same line and changes them to black if their length is less than a threshold (the threshold is chosen to be greater than the minimum intercharacter spacing). After merging characters, the positions of words are found by considering the sets of connected pixels with aspect-ratio nearly equal to Sx i /Sy i . The vector W contains up to n images extracted from the form by the run length smoothing algorithm.
These images are properly processed in order to feed the autoassociator Net i , whose computation is carried out by function AA in Algorithm 3. The similarity of the word W [j] according to N i is based on the Euclidean distance between the input and output layers of the neural network Net i . A vector E containing the Euclidean distance for each word represented in W is the output of function AA. The vector J, obtained by function Order, gives an ascending sorting of [1] ] is used to estimate the recognition confidence given by the autoassociator. If F ≤ T AA then the autoassociator does not offer enough confidence for the decision. However, the error values give a significant measure of the similarity of the word W [j] Algorithm 3 turns out to be a tradeoff between high accuracy and computational efficiency. A major assumption, that is confirmed by the experimental results in the next section, is that the algorithm is expected to rely mainly on the recognition of the autoassociator, that is in many cases there is no need to invoke the OCR module. It acts only in the case in which the prediction of the autoassociator is not reliable.
EXPERIMENTAL RESULTS
In order to evaluate the performance of INFORMys, we carried out a massive experimentation of the system on real-world data. In this paper, we report the results of two experiments in which INFORMys is used for the automatic recognition of forms issued by Italian TELECOM and Italian Electrical company ENEL. These forms were kindly made available by the University of Florence. 4 The database for testing the system was composed of 100 TELECOM invoices and 182 ENEL invoices. In both experiments INFORMys was used for form registration, location, and recognition of information fields. The difference between these two applications is that in the first one the most critical point is the form registration, while in the second one the most critical point is the location of instruction fields.
INFORMys was running on a Sun ultra1 equipped with one cpu UltraSparc (143 MHz) and 64 KBytes of RAM. 4 . These data are public domain and can be retrieved from the research group home page http://mcculloch.ing.unifi.it/~docproc.
TELECOM Forms: Test of the Registration Algorithm
In this experiment, the form registration was the most critical step since the invoices were manually placed in the scanbed without paying attention to their position. 5 As shown in Fig. 10 , some forms were placed in the scanbed in such a way that the image is truncated. We tested the system using all the 100 black and white images acquired by a HP scanjet 4P scanner with a resolution of 300 × 300 dpi and size 1,201 × 601 pixels. The registration graph is composed of three horizontal lines N 1 , N 2 , and N 3 of the same length (see Fig. 10 ). Search regions for N 2 and N 3 were "small" rectangles (the size is 550 × 20 pixels for the horizontal line of 530 pixels) in order to speed up the search of lines and avoid confusion with other lines of the form. In all the experiments we used four different registration graphs )* )* r r 1 4 , , K (see Table 1 ). These registration graphs differed only for the different searching areas G i E that were properly chosen in order to evaluate their effect on the system performance. The CPU time required by the registration algorithm depends in fact on G 1 E and on the number of increments of δ x and δ y that are required to locate N 1 (see Algorithm 1). It is worth mentioning that the CPU time should be mainly regarded as a way to show the different performance in the system when using various parameters. The best performances were found when adopting the form graph )* r 1 , where G 1 E covers most part of actual lines corresponding to N 1 . In this case G 1 E contains the line corresponding to N 1 for 88 of the 100 forms. Only for 10 forms δ x and δ y were increased once, while for the remaining two forms two region expansions were required. In )* r 2 , a larger G 1 E is always used. This allows the system to avoid 
ENEL Forms: Location of Instruction Fields
In these experiments the documents were carefully placed on the scanbed, and, therefore, unlike the case reported in the previous subsection, the registration was not the major problem. For the recognition of the ENEL forms (Fig. 4) we used a form graph composed of eight nodes, which is a subgraph of that represented in Fig. 5 , and a very simple registration graph with two nodes only (N 3 , N 4 ). As described in Section 3, the intersection of the lines corresponding to these nodes and the line corresponding to N 3 are used for the registration (Type fm = 3). Three information fields were found by locating the three instruction fields described in nodes N 5 , N 7 , and N 10 , corresponding to words Periodo, imponibile, and Totale respectively. Search regions for N 5 and N 10 had a size of 120 × 170 pixels, while the search region for N 7 was 140 × 170 pixels.
The 182 images were acquired by using a scanner HP scanjet 4C with ADF (automatic document feeder). The resolution was 200 × 200 dpi with 256 gray levels, and the size of the images is 1,259 × 708 pixels. In these experiments, all the forms were correctly registered to the model and the first hypothesis generated by the registration algorithm was always the correct one and the major problem was that of locating the instruction fields.
In order to analyze the computational burden of the system for what concerns the location of instruction fields, it turns out to be useful to compare Algorithm 3 with the straightforward approach in which the words are simply recognized by OCR. Let N i be the node corresponding to a generic instruction field located by means of function Rec- 
where Lm i is the average length of the words extracted by function Rlsa in region Γ i for all the m forms. The parameter R 2 is reported in Table 2 , for the three words used in the experiments and for different values of threshold T 1 . As we expected, the computational cost roughly approximated by R 2 decreases as T 1 increases.
When choosing large values for T 1 , Algorithm 3 often exits the check on the edit distance, whereas small values for the threshold represent a severe constraint which forces the algorithm to check all the candidate words. The best performance in terms of computational cost were achieved for word Totale, while the worst performance were found for the word imponibile. Table 3 shows the performance on ENEL forms when changing the threshold T AA which is used for deciding when the autoassociator-based criterion is itself sufficient to recognize the instruction fields. Table 3 shows that when choosing values for T AA below 0.3 the accuracy is very poor.
In that case, the scores of the first and second candidates are too close and the autoassociator-based criterion does not provide a reliable behavior. However, as can be seen in Table 3 , a small increase of this threshold makes it possible to recover the errors, without a significant increase of the computational burden (see the parameter R 2 ). This is due to the important role played by the autoassociator neural network, that for values of T AA Ӎ 0.3 still limits significantly the calls to the OCR module. Note that the autoassociator neural network provides a significant contribution to the recognition process especially in the case of short words (e.g., compare the performance for the words Totale and imponibile).
As can be seen in Fig. 11 , the recognition errors is strongly affected by the thresholds T 1 and T 2 , but the be- havior is quite regular and one can easily choose these parameters so as to have neither recognition errors nor rejection of forms (for instance, T 1 = 1 and T 2 = 3.0). The number of rejected forms decreases when increasing the values of T 2 (plot A). We found that for values higher than 3.0 no words were rejected. On the other hand, the threshold T 1 plays a major role on the recognition error (see plot B). According to the previous analysis on the behavior of the autoassociator, T AA = 0.3 was chosen for the experimental results reported in Fig. 11 .
CONCLUSIONS
In this paper, we have described a flexible and efficient system for extracting information from images of financial documents like invoices and bills of service companies. The document layout is described by means of a model based on attributed relational graphs. This representation allows the user to specify the document structure by describing the features of the objects used for form registration and location of information fields.
We have proposed a form registration technique which is based on the hypothesize and verify paradigm. The proposed solution makes it possible to process a wide variety of layouts containing objects like lines, keywords, and logos. The location of keywords is based on a novel approach which integrates the recognition of whole words, based on autoassociator neural networks, with an OCR-based approach, where the words are recognized on the basis of the optimization of the string edit distance carried out by dynamic programming. The location of the information fields is based on the form model which makes it possible to determine these fields once the corresponding instruction fields are detected.
The overall performance of the system has been evaluated reporting two real-world applications for the recognition of invoices made available by the University of Florence. The experimental results reported in the paper support our claims concerning the flexibility (the two type of invoices are significantly different) and the efficiency of the overall system architecture (basically, the recognition process takes place in real-time on ordinary workstation).
