Abstract-The true onset time of a disease, particularly slowonset diseases like Type 2 diabetes mellitus (T2DM), is rarely observable in electronic health records (EHRs). However, it is critical for analysis of time to events and for studying sequences of diseases. The aim of this study is to demonstrate a method for estimating the onset time of such diseases from intermittently observable laboratory results in the specific context of T2DM. A retrospective observational study design is used. A cohort of 5,874 non-diabetic patients from a large healthcare system in the Upper Midwest United States was constructed with a three-year follow-up period. The HbA1c level of each patient was collected from earliest and the latest follow-up. We modeled the patients' HbA1c trajectories through Bayesian networks to estimate the onset time of diabetes. Due to non-random censoring and interventions unobservable from EHR data (such as lifestyle changes), naïve modeling of HbA1c through linear regression or modeling time-to-event through proportional hazard model leads to a clinically infeasible model with no or limited ability to predict the onset time of diabetes. Our model is consistent with clinical knowledge and estimated the onset of diabetes with less than a six-month error for almost half the patients for whom the onset time could be clinically ascertained. To our knowledge, this is the first study of modeling long-term HbA1c progression in non-diabetic patients and estimating the onset time of diabetes.
I. INTRODUCTION
The recent adoption of the electronic health record (EHR) [1] , [2] provides us with an opportunity to use it for advanced analytics and thus improving patient health outcomes [3] - [6] . Many of these analyses rely on the onset time of diseases. For example, accurate onset time is required for time-to-event outcome analyses, and also for analyses that are concerned with sequences in which diseases develop. Especially for slow-onset diseases like hyperlipidemia (HLD), hypertension (HTN), and type 2 diabetes mellitus (T2DM), onset time is not directly observable from the EHRs [7] . EHRs store the time when a problem was discovered or recorded, which can be significantly (years) different from the onset time, when the disease actually started. In this study, we construct a model that can reliably estimate the onset time for slow onset diseases from intermittently observable EHR data elements, most notably from laboratory results. We demonstrate this method through estimating the onset time of T2DM from HbA1c.
T2DM is a progressive metabolic disease, defined by chronically elevated blood sugar levels. The American Diabetes Association (ADA) [8] defines diabetes as a condition in which glycated hemoglobin A1c (HbA1c) levels exceed 6.5%. T2DM is a fast growing public health concern in the United States [9] . Approximately, 29.1 million Americans (9.3 % of the total population) are suffering from diabetes in 2014 [10] . Diabetes has severe consequences, with a significant impact on the quality of life [11] , [12] . It is known to be the leading cause of kidney failure and blindness and the seventh-leading cause of death in the United States [9] . Since diabetes is a non-reversible progressive chronic disease [13] , [14] , prevention and timely diagnosis are of key importance [15] . For improve preventative care for T2DM, many risk prediction models have been developed [7] , [16] - [18] and did successful demonstrating high prediction accuracy. However, these models are mainly focused on risks of developing T2DM for a specific time period but do not directly address the exact onset time of T2DM. Arguably, estimating onset time is the most proactive approach to prevent or delay the progression to T2DM. In this paper, we aim to estimate the onset time of diabetes, the earliest time when a non-diabetic patient has HbA1c in excess of 6.5%.
Modeling the trajectory of HbA1c from EHR data poses several key challenges. First, patient visits are intermittent, so the actual progression of HbA1c is unobservable: we may not be able to directly observe the HbA1c level of a patient at a particular time t. Even though we may not be able to observe the HbA1c level directly, the patient can still contribute partial information to the model: if the patient was out of control (HbA1c ≥ 6.5%) at an earlier time T (T < t), then we expect the HbA1c to be out of control at t; or if the patient was under control (HbA1c < 6.5%) at a later time T (T > t), then the patient should be under control at t. Not all models can make use of this partial information. Second, since HbA1c tends to increase over time, patients will either become diabetic or receive preventive diabetes drugs and hence get censored. This virtually guarantees that censoring in our study is not random. Third, some essential data elements, most notably patient education and change in lifestyle interventions, are missing from the structured EHR. Lifestyle interventions are the first line of defense in both the prevention and the management of diabetes, yet related information is unavailable in structured format in the EHR.
The natural choice for estimating onset time is by modeling HbA1c trajectory using a linear regression model or by modeling time-to-event using a proportional hazards model. Unfortunately, both models constructed from EHR data lack the capabilities to address many of the above challenges. In fact, if we built a linear model to predict HbA1c, we would erroneously find that HbA1c actually decreases over time. HbA1c would not typically decrease without intervention; it appears to decrease because of non-random censoring and patients undertaking lifestyle interventions. A proportional hazards model we constructed to directly estimate the onset time of diabetes also provides poor estimates for the same reasons: the non-informative censoring assumption is violated and the intervention is not observable and hence is unaccounted for.
In this manuscript, we propose a novel approach that uses a Bayes network [19] - [21] to model HbA1c level progression in non-diabetic patients and to subsequently estimate the onset time. Our model addresses all four of the above challenges. It models the (unobservable) actual and observed HbA1c level separately. While we can only observe a patient's HbA1c intermittently, we can estimate the (hidden) actual HbA1c at any time. Our model also takes partial information into account. If we observe a patient to have HbA1c in excess of 6.5% at time T , then his latent HbA1c level is expected to be above 6.5% any time afterwards until the patient receives intervention; and similarly, if we observe a patient to have HbA1c level less than 6.5% at time T , we expect his latent HbA1c to be less than 6.5% at any time before T . This separation between the latent and observed HbA1c is the key to adjusting for non-random censoring. In addition, we include a latent variable for the lifestyle intervention, allowing us to further reduce bias.
We evaluated the HbA1c progression model on a cohort from a large healthcare system in the Upper Midwest United States. We demonstrated that the resultant model reflects the actual changes in HbA1c level well, and we also showed that the model has the ability to accurately estimate the time to the onset of diabetes.
II. MATERIALS AND METHODS

A. Data
A retrospective observational study design is used to construct predictive models for glycated hemoglobin (HbA1c) level using patient's baseline characteristics. We collected clinical data from a large healthcare system in the Upper Midwest region of the United States. Vital signs, diagnoses (ICD-9-CM) and laboratory results are available after 2006, while medications are available after 2010. The baseline for each patient is established on a patient's first observation date on or after January 1, 2011. We use a retrospective period (2006-baseline) to establish the patient's baseline characteristics and we track HbA1c measurement during the follow-up period (baseline-December 31, 2013) until loss to follow-up or until the patient shows indication of T2DM including T2DM medication prescription, out-of-control HbA1c level (≥ 6.5) or a related diagnosis code. Our cohort has 5,874 adult nondiabetic patients with at least two HbA1c measurements during follow-up. Table 1 presents the baseline characteristics of our cohort.
B. Bayesian network
In this manuscript, we construct a progression model for glycated hemoglobin A1c (HbA1c) level using a Bayesian network. Bayes networks explicitly describe dependence relationships among variables, allowing us to incorporate our prior beliefs. Our central prior belief is that HbA1c does not decrease without lifestyle change, therapy, or some other kind of intervention and that prediabetic patients receive lifestyle intervention, which is not recorded in their EHR.
1) HbA1c progression model:
We present the graph for our HbA1c progression model in Figure 1 . Clear circle nodes are observable and shaded circle nodes are latent (not directly observable). The formulation in Figure 1 assumes that Z(t), which we will describe later this section, is independent of Z(τ ), t = τ , given time t and the observed variables. This is a reasonable assumption, because Z(t) directly incorporates t as a predictor. Time is always measured relative to baseline in years.
Nodes X and A 0 describe the patient's baseline characteristics: A 0j denotes the observed baseline HbA1c level and X j denotes the baseline comorbidities for patient j.
We model the possible intervention a patient may have received as a latent variable I j , which depends on the baseline HbA1c level. Patients who become prediabetic (HbA1c ≥ 5.7) or suffer from multiple comorbidities are likely to receive advice to change their lifestyle (exercise, eating habits) in order to prevent or delay progression to overt diabetes. The fact that the patient received such advice is not recorded in our data and whether the patient complies with such advice is also unobservable. We adopt a three-level lifestyle intervention since those who have HbA1c over 5.7 [8] need to consider 
Intervention as defined above is deterministic; it is formulated as a probabilistic model to fit into the Bayes network framework.
In order to address the problem of non-random censoring, the cornerstone of our methodology is the separation between the unobservable actual HbA1c level at time t, Z j (t), and the observed HbA1c level at time t, A j (t). We can compute the hidden HbA1c level at any time t, while the observed HbA1c A j (t) level is only available at one time point T j for each patient; it is unknown at any other time point.
We assume Z j (t) is identical to a linear combination of time t, the baseline HbA1c level A 0,j , the patient's baseline comorbidities X j , and the latent intervention I j .
where Z(t) is forced to take the value predicted by the linear model; ξ, β, and δ are coefficients of X, t, and the interventions, respectively.
The observed HbA1C level A j (t) of patient j at time t is identical to Z j (t) with Gaussian noise when it is observed (i.e. O j (t) = 1 and is unknown otherwise.
where φ and Φ denote the probability density function (PDF) and the cumulative distribution function (CDF) of the standard normal distribution. A j (t) is unknown at all time points t = T j and needs to coincide with Z j (t) at t = T j . We would like to point out that A j (t) does not need to exactly coincide with the model prediction from Eq (2); there is a Gaussian error term in Eq (3) that allows for differences between the model prediction and Z j (t) and thus A j (t).
Finally, E j (t) = 1 denotes that patient j has had an event at time t or before, namely there exists a time
1, if e = 1 and 6.5 ≤ z 1, if e = 0 and z < 6.5 0, otherwise (4) Similarly to the intervention, E j (t) is also deterministic; we simply use a probabilistic notation to cast it into the Bayes network formalism.
The separation of the actual and observed HbA1c level is the key concept of our Bayesian network model. If the patient j already had an event, then Z j (t) must be ≥ 6.5; otherwise p(E j (t)) becomes 0. Similarly, Z j (t) must be < 6.5 for patients under observation who will not suffer an event at T j , i.e. A j (T j ) < 6.5. The likelihood, which we will discuss in the following section, becomes 0 if this assertion does not hold.
2) Parameters learning: In the previous section, we described the structure of our network model; this section is concerned with estimating the values of the parameters ξ, β, δ. The maximum likelihood estimation (MLE) is widely used for estimating the parameters of a network model. Specifically, the data likelihood is
where the probability density function (PDF) of the data,
, is the marginal distribution over the latent variables Z(t) j and I j as following:
We seek the parameter values ξ, β, θ that maximize the likelihood in (5) using the PDF (6). Any off-the-shelf algorithm can be used to compute the parameters [23] .
3) Prediction: Our goal is to estimate the predicted HbA1c level at time t. Since our model has hidden nodes that we cannot observe directly, we need to find Z(t) = z that maximizes p(Z(t) | A 0 , X, O(t), E(t)) for given time t. Recall that the latent intervention variables are required for estimating Z(t), but we cannot directly observe them, thus we seek
III. RESULTS
The goal of this work is to estimate the onset time of diseases, diabetes in our concrete application, through modeling patients' HbA1c trajectory via Bayesian network. Onset time is the earliest time when a patient's HbA1c exceeds 6.5. Unfortunately, due to the intermittent nature of patient visits, the actual onset time is observable only for relatively few patients (492 out of 5,874). Thus we are unable to evaluate the performance of the proposed model on the entire cohort. Instead, we evaluate our model in two parts. In the first part, we evaluate the performance of the proposed model on the entire population for estimating HbA1c. Our method was not designed for this task, the purpose of this evaluation is merely to demonstrate that our method can achieve reasonable performance on the entire cohort even when we compare it to a standard technique, i.e. linear regression, optimized for that task. In the second part, we evaluate our model for the intended purpose of the algorithm, namely for predicting the onset time of diabetes. Naturally, we can only use the 492 patients, for whom the onset time is known. We compare our model with the Cox proportional hazards model, using median survival time as the estimate for onset time. The 10-folds cross-validation is used to evaluate model accuracy. All implementation and analysis is conducted with the use of R version 3.3.1.
In total, we built three models: the proposed model, a multivariate linear regression model with the observed HbA1c as the dependent variable and baseline HbA1c, baseline comorbidities, follow-up time and the latent interventions and a Cox proportional hazards model with the same variables except for follow-up time. Analogously to the proposed model, we considered obesity (Obese), high cholesterol (hyperlipidemia; HLD) and high blood pressure (hypertension; HTN) as comorbidities. Tables 2, 3 and 4 show the predictors, the coefficients, and the empirical p-values estimated through bootstrap estimation with 1000 replications, for the three models. We interpret the coefficients of the multivariate linear regression model as follows. A unit increase in baseline HbA1c (A 0 ) increases the HbA1c at time t by .729; being obese increases the HbA1c at time t by .037 and receiving the latent intervention does not change the HbA1c significantly. The other variables can be interpreted similarly. Of particular interest is the coefficient of time: during each additional year of follow-up time, the HbA1c level increases by -0.008, on average (i.e. it decreases by .008). This negative coefficient is problematic for two reasons. First, our understanding is that HbA1c increases unless the patient receives interventions. Second, this model cannot be used to estimate the time to onset of diabetes, because the estimated HbA1c level is predicted to decrease over time, suggesting that the patient will never develop diabetes. This is a clear example demonstrating the challenges of modeling the HbA1c trajectory from EHR data. Additionally, the model obviously contradicts clinical knowledge as well. Table 4 shows that the coefficients for Eq (2) in the Bayesian network model. The interpretation of the coefficient in the Bayesian network model is analogous to that of the multivariate linear model: a year increase in follow-up time t increases the HbA1c level by 0.320, on average. Assuming this rate of increase in HbA1c, a patient would progress from almost prediabetic levels (say, HbA1c of 5.5%) to overt diabetes (HbA1c ≥6.5%) in 3 years, which is reasonably consistent with screening interval in current guidelines [8] , [24] .
A. Estimating HbA1c level
We compare the proposed model with a multivariate linear regression model on predicting HbA1c levels. Both models offer reasonable performance; although the linear regression model has the slightly higher correlation (.569) with the actual HbA1c values than the proposed model (.501). We wish to emphasize that the proposed model was not designed to provide as accurate HbA1c prediction as possible; but rather our goal was to construct a model that is physiologically feasible and offers good prediction of diabetes onset time. We argue that despite the small deficit in predictive performance, the proposed model is actually better. The linear model cannot predict HbA1c levels in excess of 6.5; thus it is totally inadequate for predicting the onset time of diabetes: its prediction is that no patient will ever develop diabetes.
Since the multivariate linear regression model has no ability to predict diabetic (> 6.5) HbA1c levels, we cannot use it to estimate diabetes onset time, and thus we exclude it from further evaluation.
B. Estimating T2DM Onset Time
We now return to our original problem of estimating the onset time of diabetes, the time when the HbA1c level exceeds 6.5. Unfortunately, for the vast majority of patients, the onset time is not observable. We identified 492 patients who have an observed HbA1c level between 6.3 and 6.7 and we simply call the corresponding observation time as the observed onset time, although the actual onset time can be slightly different. We estimate onset time as the earliest time when a patient's estimated HbA1c exceeds 6.5. We can evaluate our method by comparing the estimated and the observed onset time.
We cannot expect the estimated onset time to match the observed onset time exactly. Changes in HbA1c are not instantaneous; researchers tend to think of HbA1c as a 3-month running average of the blood glucose level. Accordingly, our observed onset time could differ from the actual onset time by almost 2 months (the time it takes for the HbA1c to progress from 6.3 to 6.5 according to our model). Therefore, we believe that the best possible estimate is within 2 months of the actual onset time. Thus these observed onset times are not exact, but are appropriate as a "silver standard".
1) Evaluating the proposed method against the "silver standard": Figure 2 shows the cumulative density distribution of the prediction error. We computed the prediction error as the absolute difference between the predicted onset time and the onset time observed from the EHR data. The x-axis represents the prediction error (measured in years), and the y-axis represents the cumulative probability of that prediction error denotes the percentage of patients who have a prediction error smaller than the corresponding value on the x-axis. For example, 43.5% of patients (y-axis) have a prediction error less than half year (0.5 on the x-axis). The solid black line represents the cumulative density curve of the prediction error from the Bayesian network. The figure shows that a quarter of the patients (22.0 %) have a prediction error less than three months, which is our theoretical lowest error; and almost half of the patients (43.5 %) have an error less than half year.
2) Comparing the proposed method to the Cox proportional hazards model:
The gray dashed line in Figure 2 represents the cumulative density of the prediction error from the Cox model. We use median survival time, which is the earliest time when the survival probability is equal or less than 0.5, as the estimated onset time.
Not only does the Cox model show significantly lower prediction ability as compared with the Bayesian network model, but it failed to make a prediction for 261 out of the 492 patients, because these patients had a survival probability higher than 0.5 at the end of follow-up. The cumulative density of the prediction error from the Cox model reveals that only 1.2% of the patients have a prediction error equal or less than three months and 4.5% of the patients have a prediction error equal or less than half year. Since the 3-year to 5-year interval is regarded as cost-effective screening interval [24] , the Cox model with 53.0% of the patients having a prediction error of more than 3-years, has limited utility in this application.
IV. SUMMARY AND DISCUSSION
Electronic health records (EHRs) contain rich, longitudinal, and large volumes of EHR data, which offers us a new way of conducting clinical research. Many research questions rely on the accurate estimation of onset time for diseases. Because of the inherent limitations of EHR data, we cannot always directly extract this information from EHRs as they contain the recorded time for diseases rather than the onset time. For slowonset diseases, the onset time and the recorded time can be substantially different; they can differ by years. In this paper, we propose a novel model to estimate the onset time of chronic diseases primarily based on the defining laboratory results.
The performance of our model is particularly reassuring when compared to multivariate linear regression, the standard method for modeling continuous measures, such as HbA1c. Linear regression, with no ability to compensate for informative censoring (patients who are removed from the study for taking antidiabetic drugs are very likely to develop diabetes) constructed a model that predicted decreasing HbA1c levels. Not only is this model not supported by our knowledge of the pathophysiology of metabolic degeneration, but it also cannot be used for predicting onset times, because the decreasing HbA1c levels suggest that the patient will never develop diabetes.
We further evaluated our method in terms of its ability to predict the onset time for diabetes on a smaller cohort in which diabetes onset times are known. We found that we could estimate the onset time within 6 months error for almost half of the patients; and within 3 months accuracy for almost quarter of the patients. Our prediction error was lowest for patients who progressed to diabetes in a bit over a year. Our prediction error increased sharply for patients with an onset time 2+ years into the future.
An alternative to the proposed model could be a Cox proportional hazards model using one of the standard methods for estimating time to onset of diabetes. Using median survival as an estimate for time to onset of diabetes, the Cox model offered poor performance with a prediction error in excess of 3 years for almost half of the population.
We demonstrated this method through the concrete application of estimating the onset time of T2DM. To the best of our knowledge [25] , [26] , this is the first study of modeling the trajectory of HbA1c level and estimating the onset time of diabetes. The methodology is not specific to T2DM; we believe that it can be generalized to other slow onset diseases in a straightforward manner.
ACKNOWLEDGMENT
The work described in this manuscript was supported by NIH grant LM011972, NSF grants IIS-1602394 and IIS-1602198. The views expressed in this manuscript are those of the authors and do not necessarily reflect the views of NIH and NSF.
