Abstract. We consider functions of multi-dimensional versions of truncated Wiener-Hopf operators with smooth symbols, and study the scaling asymptotics of their traces. The obtained results extend the asymptotic formulas obtained by H. Widom in the 1980's to non-smooth functions, and non-smooth truncation domains. The obtained asymptotic formulas are used to analyse the scaling limit of the spatially bipartite entanglement entropy of thermal equilibrium states of noninteracting fermions at positive temperature.
Introduction
By the truncated Wiener-Hopf operator we understand the operator where the coefficient B d (a) = B d (a; ∂Λ, f) is defined in (2.10). Our objective is to generalize this formula in two ways: namely, we extend it -to non-smooth functions f , such as, for example, f (t) = |t| γ with some γ > 0, and -to piece-wise smooth regions Λ. The extension to non-smooth functions for d = 1 was implemented in [7] . In this paper we concentrate on the multi-dimensional case, i.e. on d ≥ 2. The precise statement is contained in Theorem 2.3.
We need to emphasize a few points:
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"smoothing" parameter T > 0 so that a = a T converged to an indicator function as T → 0. The obtained asymptotic formula described the behaviour of the trace of (1.1) as the two parameters, α and T , independently tended to their respective limits: α → ∞ and T → 0. On the other hand, the results of [15] did not cover the case α → ∞, T = const.
One aim of the current paper is to bridge this gap.
The non-smooth generalizations are partly motivated by new applications of the Szegő asymptotics in Statistical Physics, connected with the entanglement entropy for free fermions (EE), see [2, 3, 5, 6] and references therein. In particular, the asymptotic trace formula for smooth symbols a (i.e. the one in Theorem 2.3) is used to describe the EE at a positive temperature (see [6] ) , whereas the zero temperature case requires the use of discontinuous symbols (see [5] ). We briefly comment on these applications in Subsect. 2.3.
The paper is organized as follows. In Sect. 2 we provide some preliminary information and state the main result, followed by a short discussion of the applications to the EE. It is not so trivial to see that the main asymptotic coefficient B d (a, ∂Λ; f ) is finite, if the function f is non-smooth. This point and other useful properties of B d (a, ∂Λ; f ) are clarified in Sect. 3. In Sect. 4 we collect some known and some new bounds for trace norms of WienerHopf operators. Among other bounds, Sect. 4 contains the crucial tracenorm estimate for the operator (1.1) with a non-smooth function f (see (4. 2)) borrowed from [7] . The bounds of Sect. 4 are instrumental in the proof of the "local" asymptotics for the operator (1.1), see Theorem 5.6 in Sect. 5. The local results are put together to complete the proof of Theorem 2.3 in Sect. 6 . The proof follows the ideas of [7, 12, 14] . Specifically, to justify the formula (1.2) we use the standard method of asymptotic analysis: first we prove it for polynomial functions f , then "close" the asymptotics using the estimate (4.2) from Sect. 4.
Throughout the paper we adopt the following convention. For two nonnegative numbers (or functions) X and Y depending on some parameters, we write X Y (or Y X) if X ≤ CY with some positive constant C independent of those parameters. For example, α 1 means that α ≥ c with some constant c, independent of α. If X Y and X Y , then we write X Y . To avoid possible misunderstanding we often make explicit comments on the nature of (implicit) constants in the bounds.
For a trace class operator T we denote by tr T its trace and by T 1 its trace norm. For any t ∈ R n , n ≥ 1, we use the standard notation t = 1 + |t| 2 .
For a smooth domain Λ ⊂ R d we denote by n x the unit outward normal at the point x ∈ ∂Λ. 
Main Results
First we specify conditions on the set Λ under which we study the operator (1.1).
The Domains and Regions
Assume that d ≥ 2. We say that Λ is a basic Lipschitz (resp. basic
, such that with a suitable choice of Cartesian coordinates x = (x, x d ), the domain Λ is the epigraph of the function Φ, i.e.
We use the notation Λ = Γ(Φ). The function Φ is assumed to be globally Lipschitz, i.e. the constant A basic Lipschitz domain Λ = Γ(Φ) is said to be piece-wise C m with some m = 1, 2, . . . , if the function Φ is C m -smooth away from a collection of finitely
This is the subset where the C m -smoothness of the surface ∂Λ may break down. A piece-wise C m -region Λ and the set (∂Λ) s for it are defined in the obvious way. An expanded version of these definitions can be found in [11, 12] , and here we omit the standard details.
The minimal assumptions on the sets featuring in this paper are laid out in the following condition.
is a Lipschitz region, and either
Some results, including the main asymptotic formula in Theorem 2.3, require higher smoothness of Λ. Note that if Λ is a Lipschitz (or C m -) region, then so is the interior of R d \ Λ.
The Main Result
Suppose that a ∈ C ∞ (R d ) satisfies the condition
for all m = 0, 1, 2, . . . , with some implicit constants that may depend on m.
Here we have used the standard notation ξ = 1 + |ξ| 2 . In order to state the main result we need to introduce the principal asymptotic coefficient. For a function g : C → C define
(2.5) This quantity is well-defined for any Hölder function g. For d = 1 the function U immediately defines the asymptotic coefficient:
As explained in the next section, for functions g ∈ C 2 (R) the integral above exists in the usual sense.
As already mentioned previously, our main interest is to include less smooth functions in the consideration. Precisely, we are interested in the functions satisfying the following condition.
Condition 2.2. Assume that for some integer
with some γ > 0, and is supported on the interval
As shown in [13] , for such functions the principal value definition (2.6) becomes necessary if γ is small, see Proposition 3.3 in the next section. We often use the notation κ = min{γ, 1}, ∀γ > 0.
(2.8)
For d ≥ 2 we introduce the functional of a, defined for every e ∈ S d−1 as a principal value integral similar to (2.6):
Assuming that Λ satisfies Condition 2.1, for any continuous function ϕ define
(2.10)
Recall that n x denotes the unit outward normal at the point x ∈ ∂Λ. When it does not cause confusion, sometimes some or all variables are omitted from the notation and we write, for instance, Introduce the orthogonal coordinates ξ = (ξ, t) such thatξ ∈ Π e , t ∈ R. Then, thinking of the symbol a(ξ) as depending on the real variable t, and on the parameterξ, we can rewrite the definition (2.9) as follows:
The next theorem constitutes the main result of the paper. 
The above asymptotics are uniform in symbols a that satisfy (2.4) with the same implicit constants. 
Then lim α→∞ λ→0
In the next theorem instead of the homogeneous function |t| γ we consider the function
which still leads to a homogeneous asymptotic behaviour. Suppose that the function f ∈ C 2 (R \ {0}) satisfies the condition
We do not discuss applications of Theorems 2.5 and 2.6, but observe nevertheless that the entropy functions (2.19) and (2.20) satisfy the conditions (2.14) and (2.16) respectively.
Entanglement Entropy
Here we briefly explain how Theorem 2.3 applies to the study of the entanglement entropy. More detailed discussion of the subject can be found in [5] [6] [7] .
We consider the operator (1.1) with the Fermi symbol
where T > 0 is the temperature and μ ∈ R is the chemical potential.
is the free (one-particle) Hamiltonian, and we assume that h(ξ) |ξ| β1 as |ξ| → ∞ with some β 1 > 0, so that a decays fast at infinity, and that |∇ m h(ξ)| ξ β2 , m = 0, 1, . . . with some β 2 > 0. This ensures that (2.18) satisfies (2.4) with an arbitrary β > 0. The parameters T and μ are fixed. For the function f we pick the γ-Rényi entropy function 19) and for γ = 1 (the von Neumann case) it is defined as the limit
For γ = 1 the function η γ satisfies condition (2.12) with γ replaced with κ = min{γ, 1}, and with X = {0, 1}. The function η 1 satisfies (2.12) with an arbitrary γ ∈ (0, 1), and the same set X. For arbitrary Λ ⊂ R d we define the γ-Rényi entanglement entropy (EE) with respect to the bipartition
These entropies were studied in [6, 7] . In particular, in [7] it was shown that for any T > 0 the EE is finite, if Λ satisfies Condition 2.1. We are interested in the scaling limit of the EE, i.e. the limit of H γ (αΛ) as α → ∞. 
This result was stated in [6] , but the article [6] contained only a sketch of the proof.
The EE can be also studied for the zero temperature, see [5] . In this case the Fermi symbol is naturally replaced by the indicator function of the region {ξ ∈ R d : h(ξ) < μ}. It is worth pointing out that it is also instructive to study the behaviour of H γ (T, μ; αΛ) as α → ∞ and T → 0 simultaneously. This study was undertaken in [7] (for d = 1) and [15] (for arbitrary d ≥ 2). The results of [7] require αT 1, α → ∞, so that, in particular, T = const is allowed. On the contrary, in the paper [15] , where the multi-dimensional case was studied, both the final result and its proof always require that α → ∞, T → 0. Thus, the results of [15] , together with Theorem 2.7, describe the large-scale asymptotic behaviour (i.e. as α → ∞) for the entire range of bounded temperatures (i.e. T 1) for d ≥ 2.
Asymptotic Coefficient B d
In this section we collect some useful properties of the coefficient B d in all dimensions d ≥ 1.
Smooth Functions g. Estimates for the Coefficient B d
The following result is a basis for our asymptotic calculations: Proposition 3.1. (see [19, Theorem 1(a) ]) Suppose that a is bounded and satisfies
Let g be analytic on a neighbourhood of the closed convex hull of the function a. Then the operator D α (a, R ± ; g) is trace class and
In fact the above asymptotics are known to hold under weaker conditions on the symbol a and function g (see [8] ), but Proposition 3.1 is sufficient for our purposes. Now we concentrate on estimates for the coefficient (2.10). As observed in [19] , if g is twice differentiable, we can integrate by parts in (2.5) to obtain the formula Thus, assuming that g is uniformly bounded, we arrive at the estimate
For the sake of simplicity, further estimates are stated for symbols a satisfying the bounds (2.4). Unless otherwise stated, all the estimates are uniform in the symbols a satisfying (2.4) with the same implicit constants.
Lemma 3.2.
Suppose that g ∈ C 2 (R) and g is bounded. Suppose that a satisfies (2.4) with some β > d/2, d ≥ 2, and that Λ satisfies Condition 2.1. Then
uniformly in e ∈ S d−1 , and
for any continuous function ϕ.
If, in addition, g is uniformly bounded and β > d, then for all e, b ∈
for any δ ∈ (0, 1), with an implicit constant depending on δ.
Proof. The bound (3.5) follows from (3.4) in view of the definition (2.10). Let us prove (3.4). Let r ∈ (0, 1), and assume that |t| ≤ r. Write the elementary bound
Thus the right-hand side of (3.3) (with g L ∞ omitted) is bounded by
By (3.3) this leads to (3.4). Let us prove (3.6). For arbitrary r ∈ (0, 1), R > 1, split A d (e) = A d (a, e; g) into three terms: 
Similarly to the first step of the proof,
and
In order to estimate the middle integral, i.e. K 2 , we point out the following elementary estimate:
with an implicit constant depending on δ. Substituting s 1 = r 1 = a(ξ) and s 2 = a(ξ + te), r 2 = a(ξ + tb), and using (3.7), we can estimate as follows:
Collecting the bounds together, we get:
Take r = |e − b| δ , R −1 = |e − b|, so that the last bracket is bounded by |e − b|
The proof of (3.6) is complete. 
Non-smooth Test Functions
For functions f , satisfying Condition 2.2, the coefficient B 1 (a; f ) was studied in [13] . In order to use the results of [13] we need to recall the notion of multi-scale symbols. Consider a C ∞ -symbol a(ξ) for which there exist positive continuous functions v = v(ξ) and τ = τ (ξ), such that
It is natural to call τ the scale (function) and v the amplitude (function). We refer to symbols a satisfying (3.10) as multi-scale symbols. It is convenient to introduce the notation
Apart from the continuity we often need some extra conditions on the scale and the amplitude. First we assume that τ is globally Lipschitz, that is, 12) with some ν > 0. By adjusting the implicit constants in (3.10) we may assume that ν < 1. It is straightforward to check that
Under this assumption on the scale τ , the amplitude v is assumed to satisfy the bounds
If a satisfies (2.4), then it can be viewed as a multi-scale symbol with 15) so that
For the next statements recall that f n is defined in (2.7) and κ -in (2.8).
Proposition 3.3. ([13, Theorem 6.1]) Suppose that f satisfies Condition 2.2
with n = 2, γ > 0 and some R > 0. Let the symbol a ∈ C ∞ (R) be a multi-scale symbol. Then for any σ ∈ (0, κ] we have 
with an implicit constant independent of the functions f , ϕ, and the region Λ.
Proof. By the definition (2.10) it suffices to prove that
uniformly in e ∈ S d−1 . Choose the coordinates in such a way that e = (0, . . . , 0, 1), and represent ξ ∈ R d as ξ = (ξ, ξ d ). Thus by (2.11),
By (2.4), the symbol a(ξ, · ) satisfies (3.10) with
It is immediate that
, ∀ρ ∈ R, and hence, by (3.16) and (3.18),
under the assumption that σβ > d. This gives the required bound.
Let us also establish the continuity of the asymptotic coefficient B d in the functional parameter a: 
Proof. Let us consider first a test function g ∈ C 2 (R) with uniformly bounded g and g , and prove that
In view of the definition (2.10) it suffices to prove that
for each e ∈ S d−1 . Indeed, by (3.4) the integrals A d (a λ , e; g) are bounded uniformly in e, so the Dominated Convergence Theorem would lead to (3.20) .
Proof of (3.21). According to the bounds (3.7), (3.8), the family
has an integrable majorant. Furthermore, in view of (3.9),
Since the right-hand side tends zero as λ → 0, we have the convergence Return to the function f . Let ζ ∈ C ∞ 0 (R) be a real-valued function, such that ζ(t) = 1 for |t| ≤ 1/2. Represent f = f
and hence the convergence (3.20) holds with g = f
f 2 , the bound (3.17) implies that
with an arbitrary σ ∈ (dβ −1 , κ]. Since R > 0 is arbitrary, this implies the convergence (3.19).
Estimates for Multidimensional Wiener-Hopf Operators
As always, we assume that a ∈ C ∞ (R d ) satisfies (2.4). Our main objective in this section is to prepare some trace-class bounds for localized operators, such 
The implicit constants in (4.1) and (4.2) do not depend on α, f and R, but depend on the region Λ.
The next Proposition is a direct consequence of [15, Lemma 5.2] , for the symbols satisfying (2.4). 
with an implicit constant depending on r. 
Proof. The proof is by induction. First observe that D α (a, Λ; g 1 ) = 0, so (4.4) trivially holds. Suppose that (4.4) holds for some p = k. In order to prove it for p = k+1, write:
Thus by the triangle inequality,
where we have used the induction assumption, the bound (4.1) and the elementary estimate Op α (a) 1. This completes the proof.
For any R > 0 and p ∈ N define the (p + 1)-tuple of numbers
so that r 0 = R, r p = 2R. Denote
When it does not cause confusion, sometimes we omit the dependence of these operators on some or all variables and write, e.g., 
Proof. Denote
The proof is by induction. By definition,
Since r 1 > , by (4.3), the required bound (4.8) holds for p = 1. Suppose it holds for some p = k ≥ 1, and let us derive it for p = k + 1:
The last bracket equals
so, using for the last term (4.3) again, we get
which implies (4.8) for p = k + 1, as required. Thus, by induction, (4.8) holds for all p = 1, 2, . . . . The bound (4.9) is derived in the same way up to obvious modifications. 
Proof. Due to the condition (4.10), and to the definition (4.6), we have T p (a; Λ; z, ) = T p (a; Π; z, ). Now the required bound follows from (4.8) used first for Λ and then for Π.
Corollary 4.6. Suppose that for some sets Λ and Π we have
Then for any m ≥ d + 1, , and any α > 0, > 0 , we have
Proof. Due to the condition (4.10), and to the definition (4.7), we have S p (a; Λ; z, ) = S p (a; Π; z, ). Now the required bound follows from (4.9) used first for Λ and then for Π. 
Proof. Assume that B(z, 2 ) ⊂ Λ. By Corollary 4.5,
, by the definition (1.1), the bounds above imply (4.12). The estimate (4.13) is proved in the same way.
Let us establish a variant of Corollary 4.5 without the condition (4.10). 
Proof. By Lemma 4.4, it suffices to show that
(4.15)
Denote V = Op α (a), and let r j = r j ( ), j = 0, 1, . . . p be as defined in (4.5).
Estimate for each j = 1, 2, . . . , p:
This means that (4.15) holds for p = 1. Assume that (4.15) holds for some p = k, 1 ≤ k ≤ p − 1, and let us prove it for p = k + 1. Denoting T p (Λ) = T p (a, Λ; z, ), write:
Now, by the inductive assumption and by (4.16), we get (4.15) for p = k + 1, and hence (4.14) holds.
In the next section we use Lemma 4.8 with a very specific choice of the domains Λ and Π, which is described below. Let Λ be a basic Lipschitz domain Λ = Γ(Φ), Φ ∈ C 1 . Let us fix a pointẑ ∈ R d and define the new domain 
Proof. Using the definition (1.1), rewrite
We use Lemma 4.8 with Π = Λ 0 and kα −1 , first for the difference
and then for
Estimate:
Substituting this bound in the estimate (4.14), we get the proclaimed result.
A Partition of Unity. Local Asymptotics
In this Section we focus on the local asymptotics for basic domains, that is we study the trace tr ϕD α (a; Λ,
A Partition of Unity. Preliminary Bounds
For the time being we only assume that Λ = Γ(Φ) with a Lipschitz function Φ. Under this assumption we make use of a partition of unity associated with the following scaling function:
with some κ ≥ 0, and with the number M = M Φ defined in (2.2). Clearly, |∇ | ≤ 8 −1 . Therefore the function τ = satisfies (3.12), and hence (3.13) is also satisfied:
The bound |∇ | ≤ 8 For a set Ω ⊂ R d introduce two disjoint groups of indices, parametrized by the number κ > 0:
Where it does not cause confusion we simply write Σ j (Ω) instead of Σ (κ) j (Ω), j = 1, 2. Note the following useful inequalities.
The implicit constants in both bounds may depend only on M .
Proof. First observe that 1
Together with the left inequality (5.6), this implies that
Together with the right inequality (5.6), this implies that
Since M ≥ 1, this leads to (5.5).
For functions ψ j found in Proposition 5.1, denote also
To avoid cumbersome notation we sometimes do not reflect the dependence of ψ out and ψ in on the parameter κ and set Ω. It is often always clear from the context which κ and Ω are used. 
Proof. By rescaling and translation, we may assume that R = 1 and that z =0, Φ(0) = 0. Also, without loss of generality assume that |∇h| ≤ 1, so
In this proof it is convenient to use the function (5.1) with κ = α −1 .
Denote for brevity Σ m = Σ
Let {ψ j } be the partition of unity in Proposition 5.1, and let ψ out and ψ in be the functions defined in (5.7) for Ω = Ω 1 . If j ∈ Σ 2 , we get from Lemma 4.7 the following bound:
In order to collect contributions from all such balls, observe that |h(x)| j for x ∈ B j , and hence
In view of (5.2), we can estimate as follows:
Now we can sum up these inequalities remembering that the number of overlapping balls B j is uniformly bounded:
where we have taken m ≥ d + 3 to ensure the convergence of the second integral. Now it follows from (5.9) that 
Together with (5.10), this gives (5.8). Here we have used the fact that h = ϕ on the hyperplane ∂Π. Together with (5.12) this gives (5.11).
Local Asymptotics
Now we extend the above result to arbitrary C 1 -boundaries. The convergence is uniform in a, as in Lemma 5.4 . The remainder depends on the function ϕ, and the domain Λ.
