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RAČUNALNIŠTVO IN INFORMATIKA
Mentor: prof. dr. Matjaž Branko Jurič
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pri pisanju magistrskega dela. Zahvaljujem se tudi asis. Antonu Zvonku
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Povzetek
Naslov: Arhitekturna zasnova prilagojenega prehoda API za mikrostoritve
v okolju Kubernetes
Razvoj sistema Kubernetes je nedvomno prinesel velike spremembe pri
razvoju mikrostoritev. Ne le, da se je spremenil način postavitve aplikacij,
prilagoditi so se morala tudi druga uporabljena orodja. Primer tega so pre-
hodi API, ki so sicer obstajali že pred tem, vendar niso bili zgrajeni na način,
da bi izkoristili prednosti sistema Kubernetes. To se je kasneje spremenilo,
ko so različna podjetja začela ponujati svoje rešitve. Tudi mi smo v okviru
magistrskega dela zasnovali in implementirali svoj prehod API, ki je tesno
integriran v sistem Kubernetes. Podpira funkcionalnosti usmerjanja, poraz-
deljevanja, omejevanja, blokiranja zahtev, preverjanje vitalnosti in varovalke.
Za konfiguracijo poti usmerjanja prehoda API smo definirali lastni gradnik,
ki je ena izmed razširitvenih možnosti sistema Kubernetes. Na koncu smo
implementirani prehod API primerjali s prehodi API Ambassador, Kong in
Gloo. Evalvacija je pokazala, da je implementirani prehod API v praksi
uporaben, skalabilen in preprost za uporabo.
Ključne besede
Kubernetes, prehod API, mikrostoritve

Abstract
Title: Architectural Design of API Gateway for Microservices inside Kuber-
netes
The development of Kubernetes has undoubtedly changed the way mi-
croservices are developed. Not only has the deployment changed, but some
tools also needed to be updated accordingly. API gateways are a great ex-
ample of such tools. API gateways had existed before Kubernetes was first
introduced, but they were never really programmed in a way to take ad-
vantage of the features provided by Kubernetes. This later changed when
different companies started to develop specialized solutions. I also tackled
this problem by designing and developing my own API gateway, with the
main goal being a tight integration with Kubernetes. The implemented API
gateway supports features such as routing, distributing, limiting and block-
ing requests, advanced health checks, and circuit breakers. I used one of
Kubernetes’s multiple extension points in the form of custom resource defi-
nitions to provide a routing configuration. In the latter part of the thesis, I
compared the implemented API gateway with Ambassador, Kong and Gloo,
which are all API gateways designed to work with Kubernetes. The evalua-
tion has shown that the implemented API gateway is usable in practice, has
good scaling, and is easy to configure.
Keywords




Ko vzamemo svoj mobilni telefon in odpremo neko aplikacijo, pričakujemo,
da se odpre takoj, brez dalǰsega čakanja. Takšne standarde so postavila pod-
jetja, ko so razvila storitve, ki jih po svetu hkrati uporablja več milijonov
uporabnikov. Pri takšni količini prometa ne moremo najti računalnika, ki
bi bil zmožen procesiranja celotnega prometa na enkrat. Tako se je pojavil
koncept horizontalnega skaliranja, ki težavo procesiranja prevelike količine
prometa rešuje s porazdeljevanjem dela na več računalnikov. Za avtoma-
tizacijo procesa horizontalnega skaliranja je podjetje Google razvilo sistem
Kubernetes. Zaradi njegove razširjenosti je danes prisoten že pri vseh večjih
ponudnikih oblačnih storitev.
Za učinkovito uporabo sistema Kubernetes aplikacije po navadi razvijamo
kot množice mikrostoritev, pri čemer vsaka posamezna mikrostoritev pred-
stavlja določeno funkcionalnost celotne aplikacije. Pri takšni arhitekturi se
pojavi težava pri dostopu, saj aplikacija ni več sestavljena iz ene komponente,
ampak iz več manǰsih. Razvijalci aplikacije bi se tako morali zavedati vseh
mikrostoritev in njihovih spletnih naslovov. Pri velikih aplikacijah z več de-
set mikrostorivami to ni mogoče. Eden izmed načinov reševanja te težave je
uvedba prehoda API (Application programming interface), ki v arhitekturo
vnese enotno vstopno točko za vse odjemalce. Osnovni nalogi prehoda API
sta sprejemanje prihajajočih zahtev in preusmeritev na ustrezno mikrostori-
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tev. Skozi čas so se naloge prehodov API razširile. Obstoječi prehodi API
poleg usmerjanja zahtev podpirajo še druge funkcionalnosti, kot so npr. ome-
jevanje števila zahtev, spremljanje metrik in podpora za avtentikacijo. Pri
vseh funkcionalnostih ne smemo pozabiti še podpore za delovanje v sistemu
Kubernetes.
V magistrskem delu smo si kot glavni cilj zadali izdelavo prehoda API vse
od zasnove do implementacije. Poleg osnovnih funkcionalnosti smo največ
pozornosti posvetili integraciji s sistemom Kubernetes. Ker se delovanje sis-
tema Kubernetes razlikuje glede na to, ali je gruča Kubernetes (v nadalje-
vanju samo gruča) postavljena v javnem oblaku ali na lastnih strežnikih,
smo bili tukaj še posebej pazljivi, da smo podprli obe izvajalni okolji. Pri
implementiranem prehodu API smo poskrbeli tudi za to, da je preprost za
uporabo in da podpira dovolj široko področje funkcionalnosti za uporabo na
realnih aplikacijah.
Prvo poglavje bomo začeli s teoretičnimi osnovami. Najprej bomo na
kratko predstavili mikrostoritve in vsebnike. Podrobneje bomo predstavili
delovanje sistema Kubernetes in prehodov API. V drugem poglavju bomo
predstavili arhitekturno zasnovo prehoda API in funkcionalnosti, ki smo jih
izbrali za implementacijo. V tem delu bomo opisali tudi izbrane algoritme za
procesiranje zahtev. Po zasnovi sledi poglavje o implementaciji, v katerem
bomo podrobneje opisali implementacijo posameznih funkcionalnosti. V za-
dnjem poglavju bomo implementirani prehod API evalvirali in ga primerjali
z drugimi prehodi API.
Poglavje 2
Teoretične osnove
Pred načrtovanjem in implementacijo bomo razjasnili tehnologije, ki jih bomo
uporabljali med magistrskim delom. Začeli bomo s kratko predstavitvijo mi-
krostoritev, ki so najpogosteje uporabljen arhitekturni vzorec v svetu cloud-
native. Sledi podrobneǰsa predstavitev sistema Kubernetes. Teoretični del
bomo zaključili s predstavitvijo prehodov API.
2.1 Mikrostoritve in koncepti cloud-native
Mikrostoritve predstavljajo način razvoja aplikacij, pri katerem aplikacijo
razdelimo na več manǰsih enot – mikrostoritev. Vsaka mikrostoritev skrbi za
določeno funkcionalnost aplikacije. Pri uporabi mikrostoritev je ključna šibka
sklopljenost. To pomeni, da morajo biti mikrostoritve med seboj čim bolj
neodvisne [46]. Komunikacija med njimi mora potekati izključno prek vna-
prej določenih vmesnikov in ne prek deljenih podatkovnih baz. V ta namen
so največkrat uporabljene storitve REST (Representational state transfer).
Mikrostoritve niso nova stvar v računalnǐstvu, saj so kot arhitekturni
vzorec prisotne že več let. Njihova priljubljenost je začela rasti s prihodom
vsebnikov. Vsebnik je neke vrste ”škatla”, v katero zapakiramo aplikacijsko
kodo in vse njene zunanje knjižnice [50]. Lastnost vsebnikov je, da se hi-
tro zaženejo in ugasnejo. Uporaba vsebnikov poenostavi pakiranje, prenos
3
4 POGLAVJE 2. TEORETIČNE OSNOVE
in postavitev aplikacij v produkcijo. Najpogosteje uporabljeni vsebniki so
vsebniki Docker [14].
Vsebniki se velikokrat uporabljajo v kombinaciji z mikrostorivami. Vsaka
mikrostoritev je zapakirana v svoj vsebnik. Celotna aplikacija je torej se-
stavljena iz več neodvisnih vsebnikov. Takšen način razvoja aplikacij nam
omogoča učinkovito horizontalno skaliranje. Če pogledamo aplikacijo kot ce-
loto, ugotovimo, da se njene funkcionalnosti ne uporabljajo v enaki meri. Pri-
mer tega bi bila primerjava funkcionalnosti registracije in prijave. Vsak upo-
rabnik se registrira samo enkrat, medtem ko se lahko prijavlja tudi večkrat
dnevno. Če bi aplikacijo skalirali na tradicionalen oz. vertikalen način, bi
celotni aplikaciji povečali procesorsko moč. Ko govorimo o horizontalnem
skaliranju, lahko skaliramo posamezne dele aplikacije ločeno. V tem primeru
bi lahko zagnali npr. pet instanc mikrostoritve prijava (pet vsebnikov) in
eno instanco mikrostoritve registracija.
Aplikacije, ki so sestavljene iz mikrostoritev, se največkrat izvajajo v jav-
nem oblaku. Z javnim oblakom označujemo strežnike, ki jih ponujajo različni
ponudniki (Google, Amazon, Microsoft, IBM ...) v najem. Podjetja se za
uporabo javnega oblaka odločajo zaradi poenostavitve procesov upravljanja
in vzdrževanja infrastrukture. Strežnǐske zmogljivosti so praktično ”neome-
jene”, tako da jih lahko podjetja povečujejo ali zmanǰsujejo na zahtevo in
po potrebi. Poleg strežnikov javni oblaki ponujajo tudi druge storitve. Sem
spadajo orodja za nadzor napak (angl. error reporting), sledenje zahtevam
(angl. tracing), optimizirane podatkovne baze, izvajalna okolja za vsebnike,
dosegljivost strežnikov po vsem svetu, optimizirano mreženje (angl. networ-
king) ... Da bi lahko aplikacije uporabljale prej naštete storitve, morajo biti
razvite na način, ki te storitve in funkcionalnosti vzame v ozir. Lahko bi tudi
rekli, da če aplikacije nameravamo izvajati v oblaku, jih moram tudi razviti
za izvajanje v oblaku. Takšnim aplikacijam pravimo, da sledijo konceptom
cloud-native.
Ko govorimo o sodobnih aplikacijah, so te lahko sestavljene iz več deset
mikrostoritev. Čeprav že uporaba vsebnikov pripomore k preprosteǰsemu
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upravljanju aplikacije, s tem ne rešimo vseh težav oz. naletimo na nove. Pri
tako velikem številu vsebnikov bi bilo zelo težko ročno nadzorovati izvajanje
aplikacije. Tudi izdajanje novih različic aplikacij ne bi bilo trivialno. Pojavijo
se tudi druge, bolj tehnične težave. Če imamo zagnanih pet instanc določene
mikrostoritve, kako vemo, na katerih naslovih IP (Internet protocol) se te
storitve nahajajo? Kaj se zgodi, če se kateri izmed vsebnikov sesuje? Te
težave rešujemo s sistemi za upravljanje vsebnikov. Najbolj uporabljen oz.
de facto sistem za upravljanje vsebnikov je sistem Kubernetes, ki ga bomo
predstavili v poglavju 2.2.
2.2 Kubernetes
Kubernetes je odprtokodni sistem za upravljanje in distribuirano izvajanje
vsebnǐskih aplikacij [42]. Tipično je postavljen v gruči (angl. cluster) več
povezanih računalnikov. Od drugih podobnih sistemov se razlikuje v tem,
da je njegova konfiguracija deklarativna in ne imperativna. Imperativna
konfiguracija pomeni neko zaporedje ukazov, ki nam povejo, na kakšen način
želimo nekaj storiti. Pri deklarativni konfiguraciji namesto ukazov podamo
želeno stanje in sistem bo po svoji logiki to stanje poskušal uresničiti, če bo
to mogoče (npr. če bo na voljo dovolj sistemskih zmogljivosti). Posledično
razvijalcu ni treba skrbeti, kako bo aplikacija porazdeljena po strežnikih, ker
bo za to poskrbel sistem Kubernetes. Primer imperativne konfiguracije bi
bil ukaz: ”zaženi vsebnik na prvih treh strežnikih”. Primer deklarativne
konfiguracije bi bilo stanje: ”vzdržuj tri instance vsebnika”.
Delovanje sistema Kubernetes temelji na uporabnǐsko definiranih gradni-
kih [49]. Osnovni gradnik v sistemu se imenuje strok (angl. pod). Vsak strok
vsebuje enega ali več vsebnikov, pri čemer so viri med vsebniki deljeni. Sku-
pina več strokov istega izvora se imenuje množica repliciranih strokov (angl.
ReplicaSet). Množica repliciranih strokov je osnovni gradnik za horizontalno
skaliranje. Več sočasno zagnanih strokov omogoča vǐsjo dosegljivost apli-
kacije zaradi paralelnega izvajanja na več strežnikih. Množice repliciranih
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strokov same po sebi nimajo veliko ”pameti”. Ker je njihova edina naloga
vzdrževanje določenega števila strokov, jih po navadi ne uporabljamo samo-
stojno. Namesto njih uporabimo gradnik postavitev (angl. Deployment),
ki vsebuje napredneǰse funkcionalnosti za izdajo novih različic aplikacij (ci-
klična posodobitev oz. angl. rolling update) in tudi povratek na preǰsnjo
različico (angl. rollback). Pri ciklični posodobitvi sistem sočasno s starimi
različicami vsebnikov zažene tudi nove. Stare različice vsebnikov ostanejo
zagnane, dokler nove ne prestanejo preverjanja vitalnosti. V primeru, da
pride do napake, lahko ciklično posodobitev ustavimo. Če napake ugotovimo
pozneje, lahko še vedno povrnemo staro različico, saj Kubernetes beleži zgo-
dovino preǰsnjih različic postavitve. Naredimo prej omenjeni povratek na
preǰsnjo različico, ki ponovno vzpostavi stanje iz preǰsnje različice. Ciklične
posodobitve v kombinaciji z možnostjo povratka poskrbijo za zanesljiveǰse
posodobitve aplikacij z zelo malo oz. nič časa, ko je aplikacija nedosegljiva
(angl. zero downtime deployment).
Poleg prej omenjenih gradnikov je v sistemu Kubernetes na voljo še veliko
drugih gradnikov, ki pa jih ne bomo podrobneje razlagali, saj jih v konte-
kstu magistrskega dela ne bomo uporabljali. Več informacij o njih je na
voljo v dokumentaciji sistema Kubernetes [25]. Množice demonskih strokov
(angl. DaemonSet) so namenjene aplikacijam, ki se morajo izvajati na vseh
(oz. nekaterih) strežnikih kot proces v ozadju (npr. zbiranje metrik). Na-
loge (angl. Job) so opravila, ki se izvedejo samo enkrat. Množice strokov
s stanjem (angl. StatefulSet) uporabimo v primeru, ko se mora aplikacija
zavedati stanja (npr. podatkovna baza). Preostali pomembni gradniki so
konfiguracijski gradnik (angl. ConfigMap), skrivnost (angl. Secret) in stori-
tev (angl. Service). Prva dva skrbita za konfiguriranje izvajajočih aplikacij.
V konfiguracijskem gradniku hranimo navadno konfiguracijo, kot je npr. je-
zik aplikacije. V skrivnostih hranimo občutljiveǰso konfiguracijo, kot so gesla
in ključi API. Storitev je ena izmed pomembneǰsih gradnikov, saj skrbi za
zunanji dostop do aplikacij znotraj gruče. Storitve in tipe storitev bomo
predstavili kasneje v poglavju 2.2.5.
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2.2.1 Konfiguracija gradnikov
Do sedaj smo omenili samo tipe gradnikov in njihove naloge. Manjka nam
še del, kako uporabnǐsko konfiguracijo gradnikov spravimo do sistema Ku-
bernetes. Najpogosteǰsa oblika konfiguracije sistema Kubernetes je prek da-
totek YAML (YAML ain’t markup language). Vsaka datoteka vsebuje tip,
različico, metapodatke in želeno stanje. Primer datoteke iz dokumentacije




















Izsek 2.1: Primer konfiguracijske datoteke YAML
Izsek 2.1 opisuje definicijo postavitve spletnega strežnika NGINX v dveh
instancah (nastavitev replicas). V nastavitvi spec.template je opisana pre-
dloga za oblikovane stroke. Opazimo, da je uporabljena slika Docker nginx
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različice 1.14.2. Strežnik znotraj vsebnika je dostopen na internih vratih 80,
kar je označeno z nastavitvijo containerPort. Rezultat te konfiguracije bi
bila postavitev, ki upravlja množico repliciranih strokov, ustvarjena množica
repliciranih strokov pa upravlja dva stroka spletnega strežnika NGINX.
Pri konfiguraciji gradnikov ne smemo pozabiti na metapodatke. V izseku
2.1 je navedeno samo ime. Sistem Kubernetes za definiranje metapodatkov
ponuja dve možnosti: uporabo oznak (angl. labels) in anotacij (angl. an-
notations). Obe možnosti uporabljata nastavitve tipa ključ:vrednost, vendar
se uporabljata za drugačne namene. Oznake so primarno uporabljene za
organizacijo in izbiro gradnikov (identifikacijo). Primer oznake bi bil aplika-
cija:app01. S takšno oznako lahko v sistemu izvedemo poizvedbo: “vrni vse
gradnike, ki pripadajo aplikaciji app01“. Na drugi strani imamo anotacije,
ki se primarno uporabljajo za metapodatke brez identifikacije. Primer upo-
rabe bi bila anotacija captureLogs:true. Takšno anotacijo bi lahko uporabljal
program za zbiranje dnevnikov aplikacij. Izvedel bi poizvedbo: “vrni vse
gradnike, na katerih hočemo vklopiti samodejno zbiranje dnevnikov“.
2.2.2 Komponente
Za potrebe delovanja sistema Kubernetes so strežniki v gruči razdeljeni na
upravljavce gruče (angl. master) in na gostitelje obremenitve (angl. wor-
kers). Upravljavec gruče je zadolžen za administrativne naloge, medtem ko
gostitelji obremenitve poganjajo vsebnike in s tem izvajajo aplikacije. V
visoko dosegljivih (angl. highly available) gručah je lahko prisotnih več upra-
vljavcev gruče [37]. Strežniki so lahko geografsko porazdeljeni po vsem svetu
za doseganje nizkih latenc ne glede na državo izvora zahteve. Takšna poraz-
delitev je mogoča le v javnem oblaku, saj si večina podjetij kljub visokemu
dosegu ne more privoščiti svetovne prisotnosti strežnikov. Na upravljavcu
gruče najdemo naslednje komponente [39]:
• Strežnik API (angl. API server) – skrbi za sprejemanje in procesiranje
uporabnikovih ukazov. Ukaze sprejema prek protokola REST. Najpo-
gosteǰsi program za komunikacijo s strežnikom API je orodje kubectl,
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ki prednostno skrbi za uveljavitev konfiguracijskih datotek YAML v
sistem Kubernetes.
• Razporejevalnik (angl. scheduler) – skrbi za porazdeljevanje dela. Vsak
strežnik posreduje podatke o svojih zmogljivostih, ki jih razporejevalnik
uporabi za učinkovito uporabo virov znotraj gruče. Razporejevalnik
porazdeljuje stroke in storitve.
• Upravitelj krmilnikov (angl. controller manager) – s krmilnikom označi-
mo proces, ki v neskončni zanki primerja trenutno stanje z želenim sta-
njem (deklarativna konfiguracija) in se odzove, če se stanji ne ujemata.
Upravitelj krmilnikov skrbi za izvajanje teh krmilnikov. Znotraj gruče
najdemo več različnih krmilnikov: krmilnik za člane gruče, krmilnik
za replikacijo, krmilnik za dostopne točke, krmilnik za uporabnike in
pravice ...
• Etcd – distribuirana podatkovna shramba [16] za vse podatke v gruči.
Podatki so shranjeni v obliki ključ:vrednost. Etcd je uporabljen za-
radi distribuiranosti in visoke zmogljivosti, ki je ključnega pomena za
normalno delovanje gruče.
Na gostitelju obremenitve najdemo nekoliko drugačne komponente:
• Agent Kubernetes (angl. kubelet) – agent, ki skrbi za zaganjanje in
vzdrževanje strokov na strežniku v gruči. Navodila prejema od upra-
vljavca gruče. Komunikacija poteka prek protokola gRPC (gRPC re-
mote procedure calls) [20].
• Posrednik Kubernetes (angl. kube-proxy) – skrbi za omrežno komuni-
kacijo z drugimi strežniki v gruči.
• Izvajalno okolje za vsebnike – programsko okolje, ki je zadolženo za
poganjanje vsebnikov. Kubernetes kot izvajalna okolja podpira Doc-
ker, containerd [11] in CRI-O [13]. Podprta so tudi lastna okolja, ki
implementirajo API Container Runtime Interface [25].
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V gručo po navadi namestimo tudi dodatne komponente. Zaradi razširlji-
ve narave sistema Kubernetes lahko v ta namen uporabimo kar njegove lastne
gradnike, kot sta postavitev ali množica demonskih strokov. Tipični primeri
takšnih razširitev so sistemi za mreženje (angl. Container Network Interface,
npr. Calico [33]), sistemi za spremljanje metrik (npr. Prometheus [34]),
strežniki DNS (Domain name system; npr. CoreDNS [12]) ali tudi grafični
vmesnik za nadzor gruče (angl. dashboard). Čeprav smo strežnike DNS in
sisteme za mreženje omenili kot dodatke, gruča v produkciji ne more delovati
brez njiju. Kot dodatka sta uvrščena bolj zaradi tega, ker pri postavitvi gruče
lahko izbiramo med več različnimi ponudniki in rešitvami, ki se razlikujejo
po preprostosti uporabe, funkcionalnostih in zmogljivosti.
2.2.3 Pravice
Za uporabnǐske pravice v gruči sistem Kubernetes uporablja sistem, ki te-
melji na uporabnǐskih vlogah (angl. Role Based Access Control). Na voljo
sta dva tipa vlog: navadna vloga (angl. role) in vloga v gruči (angl. cluster
role). Vsi gradniki v sistemu Kubernetes pripadajo nekemu imenskemu pro-
storu (angl. namespace). Če tega ne navedemo, bodo gradniki postavljeni
v privzet imenski prostor (angl. default namespace). Navadna vloga se od
vloge v gruči razlikuje v tem, da je zanjo treba eksplicitno definirati, kate-
remu imenskemu prostoru pripada. Posledično navadne vloge uporabljamo
za granularne pravice (npr. ustvarjanje postavitev v nekem imenskem pro-
storu), vloge v gruči pa za bolj splošne pravice, ki se raztezajo skozi več
imenskih prostorov (npr. splošno ustvarjanje postavitev).
Poleg vlog moramo za vlogo definirati tudi pravice, ki jih omogoča. Po-
dobno kot druge gradnike tudi vloge definiramo z datotekami YAML. Primer








- apiGroups: [""] # "" indicates the core API group
resources: ["pods"]
verbs: ["get", "watch", "list"]
Izsek 2.2: Primer konfiguracije navadne vloge
Izsek 2.2 prikazuje definiranje navadne vloge s pravicami za branje, opa-
zovanje in prikazovanje seznama strokov v privzetem imenskem prostoru.
Po definiranju vlog je treba definirati še uporabnike in skupine. Tudi to
lahko storimo z datotekami YAML. Uporabimo gradnike uporabnik (angl.
user), skupina (angl. group) ali servisni račun (angl. service account). Za
povezovanje vlog in uporabnikov uporabimo gradnik RoleBinding oz. gradnik
ClusterRoleBinding, če gre za vlogo v gruči. Vloge lahko dodelimo posame-
znemu uporabniku ali celotni skupini. Primer povezave vloge in uporabnika














Izsek 2.3: Primer konfiguracije povezave vloge in uporabnika
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Izsek 2.3 prikazuje povezavo uporabnice Jane z vlogo pod-reader, ki smo
jo definirali v izseku 2.2. Uporabnica Jane lahko s to definicijo bere stroke
v privzetem imenskem prostoru. Opazimo, da lahko v definicijo dodamo več
uporabnikov ali skupin, saj je nastavitev subjects tipa polje.
2.2.4 Preverjanje vitalnosti
Osnovna logika preverjanja vitalnosti je že vgrajena v sistem Kubernetes.
Če jo hočemo uporabiti, moramo ciljni mikrostoritvi dodati končno točko,
ki vrne, ali je ta še vedno “vitalna“ oz. z drugimi besedami povedano, če
je še vedno zmožna procesirati zahteve. Eden izmed načinov ugotavljanja
vitalnosti je preverjanje povezav s podatkovnimi bazami. To končno točko
potem nastavimo kot sondo vitalnosti (angl. liveness probe). Poleg nasta-
vimo še interval preverjanja. Sistem Kubernetes nato te podatke uporabi in
periodično kliče nastavljeno končno točko. V primeru, da končna točka vrne
napako, sistem strok ugasne in zažene novega. Primer konfiguracije sonde










Izsek 2.4: Primer konfiguracije preverjanja vitalnosti
Poleg sonde vitalnosti sistem podpira še sondo pripravljenosti (angl. re-
adiness probe) in sondo vzpostavitve (angl. startup probe). Njuno delovanje
temelji na istem načelu z definiranjem končne točke. Sondo vzpostavitve
uporabimo, kadar imamo opravka z mikrostoritvami z dolgim časom zagona.
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Dokler ne dobimo pozitivnega odgovora, sistem ne bo posegal v mikrosto-
ritev in nanjo ne bo usmerjal prometa. Sondo pripravljenosti uporabimo v
primeru, ko mora mikrostoritev ob zagonu izvajati dolge operacije in ni takoj
pripravljena za sprejemanje zahtev. Glavna razlika med njima je v tem, da
sonda vzpostavitve poskrbi, da sistem ne bo prehitro klical drugih sond in s
tem predčasno sprožil ponovnega zagona stroka.
2.2.5 Zunanji dostop do gruče
Nameščene aplikacije privzeto niso dostopne izven gruče. Ob postavitvi mora
razvijalec izbrati enega izmed načinov za nastavitev zunanjega dostopa. Dva
glavna načina sta zunanji dostop prek gradnika storitev in zunanji dostop
prek gradnika Ingress. Gradnik storitev podpira štiri različne tipe:
• ClusterIP – privzeti tip storitve. Ne omogoča zunanjega dostopa. Sto-
ritvi se dodeli naslov IP, ki deluje samo znotraj omrežja gruče. Osnovni
gradniki (stroki) nimajo stalnih naslovov IP, ker jih lahko sistem Ku-
bernetes ob poljubnem času uniči zaradi sesutja ali pomanjkanja pro-
cesorskih moči. Storitev s tipom ClusterIP omogoča stabilen dostop
do aplikacije znotraj gruče, saj se naslov IP po oblikovanju storitve več
ne spreminja.
• NodePort – tip storitve, ki omogoča preprost zunanji dostop z odpr-
tjem vrat na vseh strežnikih znotraj gruče. Vrata lahko določimo sami,
lahko jih določi sistem Kubernetes samodejno (privzeto so v obsegu
30000–32767). Uporaba tipa storitve NodePort ni priporočljiva v pro-
dukciji, saj privede do uporabe nestandardnih vrat [2]. Kot pravijo
razvijalci sistema Kubernetes, glavni namen storitve tipa NodePort je
uporaba kot gradnik v implementacijah izenačevalnikov obremenitve
[1].
• LoadBalancer – tip storitve, ki omogoča zunanji dostop prek izenačeval-
nika obremenitve (angl. load balancer). To je priporočen način izposta-
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vitve aplikacij v gruči sistema Kubernetes. Način porazdeljevanja zah-
tev in upravljanja zahtev je odvisen od gostujočega ponudnika oblačnih
storitev in njegove omrežne infrastrukture. Pri tem načinu se vsaki sto-
ritvi dodeli svoj naslov IP. Ponudnik oblačnih storitev Google ima na
spletni strani svojega izenačevalnika obremenitve oglaševano procesira-
nje milijon zahtev na sekundo, dosegljivost po vsem svetu in samodejno
skaliranje prometa [10].
• ExternalName – zadnji tip storitve. V primerjavi z drugim tipi ni na-
menjen izpostavljanju aplikacij navzven. Z njim lahko zunanjo spletno
mesto pripeljemo v gručo kot storitev znotraj gruče. Deluje na ravni
DNS. To pomeni, da bo sistem ob zahtevi DNS vrnil naslov, ki smo ga
nastavili.
Ingress
Ingress je eden izmed noveǰsih načinov izpostavljanja storitev v sistemu Ku-
bernetes. Za uporabo moramo v gručo namestiti krmilnik Ingress (angl. In-
gress controller) in s pomočjo gradnika Ingress definirati pravila usmerjanja.
Krmilnik deluje kot enotna vstopna točka v gručo in mora biti izpostavljen
navzven. V ta namen najpogosteje uporabimo storitev tipa NodePort ali Lo-
adBalancer. V primeru uporabe protokola HTTPS (Hypertext transfer pro-
tocol secure) lahko z gradnikom Ingress definiramo tudi strežnǐske certifikate
(SSL – Secure sockets layer ali TLS – Transport layer security). Krmilnik v
času delovanja sprejema zahteve od zunaj in jih glede na definirana pravila
preusmeri na ciljne storitve znotraj gruče. Oblikovanje pravil z gradnikom
Ingress je sicer mogoče tudi brez krmilnika, ampak ustvarjena pravila nimajo
nobenega učinka. Na voljo je več krmilnikov, najpriljubljeneǰsi je krmilnik
Ingress NGINX [29]. V primerjavi z izenačevalnikom obremenitve je veliko
ceneǰsi, saj lahko na enkrat prek njega izpostavimo več storitev. Kot smo
omenili prej, je mogoče uporabiti oba v kombinaciji: za izpostavitev krmil-
nika Ingress lahko uporabimo izenačevalnik obremenitve. Ta prihajajoče
zahteve posreduje krmilniku Ingress, ki glede na nastavljena pravila zahteve
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posreduje do končnih storitev [3]. Primer konfiguracije gradnika Ingress iz




















Izsek 2.5: Primer konfiguracije krmilnika Ingress
Izsek 2.5 prikazuje preprost primer izpostavitve storitve service1 in ser-
vice2. Nastavitev spec vsebuje seznam pravil z definiranimi izvori (angl.
host). Vsako pravilo vsebuje seznam poti in storitev, na katere te poti
kažejo. Ob prihodu na spletno mesto foo.bar.com/foo bomo preusmerjeni
na storitev service1 na internih vratih 4200 in ob prihodu na spletno mesto
foo.bar.com/bar bomo preusmerjeni na storitev service2 na internih vratih
8080. Opazimo lahko tudi anotacijo, ki je tipična za krmilnik Ingress ponu-
dnika NGINX. Prikazani primer je le eden izmed možnih konfiguracij poti in
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izvorov. Konfiguracije lahko spreminjamo glede na definicijo izvorov in poti:
• Konfiguracija brez izvorov in brez poti. Pri takšni konfiguraciji bodo
vse zahteve na krmilnik Ingress preusmerjene na nastavljeno storitev.
• Konfiguracija brez izvorov s potmi. V tem primeru bo krmilnik Ingress
gledal samo pot in ne domene izvora. Primer takšne konfiguracije bi bil,
če bi iz izseka 2.5 izbrisali izvor. Zahtevi iz spletnih mest foo.bar/foo
in bar.foo/foo bi bili preusmerjeni na storitev service1, medtem ko bi
bila zahteva foo.bar/bar preusmerjena na storitev service2.
• Konfiguracija z izvorom in brez poti. Pri takšni konfiguraciji bodo vse
zahteve na določeno domeno preusmerjene na nastavljeno storitev.
• Konfiguracija z izvorom in s potjo. To je primer iz izseka 2.5.
Pri konfiguraciji nismo omejeni na en izvor. Dodamo lahko več pravil
za različne domene. To nam omogoča upravljanje različnih domen z enim
krmilnikom. Ujemanje domen poteka prek glave HTTP (angl. http header)
host. Pri tem moramo paziti, ker se lahko zahteva ujema z več pravili na en-
krat. V takšnem primeru bo krmilnik Ingress upošteval prvo ujemanje. Tak
način delovanja omogoča dodajanje nadomestnih pravil (angl. fallback ru-
les), s katerimi lahko na koncu ujamemo preostale zahteve, ki se niso ujemale
z nobenim pravilom.
Razlike med lastno gručo in gručo v javnem oblaku
Do sedaj smo o postavitvi gruče sistema Kubernetes pisali izključno v jav-
nem oblaku, ki ga nadzoruje ponudnik oblačnih storitev. Vsa podjetja po-
nudnikom oblačnih storitev ne zaupajo oz. imajo na voljo svoje strežnike.
Posledično se odločijo za postavitve lastnih gruč. Med obema postavitvama
je kar nekaj razlik:
• Postavitev lastne gruče ni preprosta. Poskrbeti je treba za vse raču-
nalnike v gruči, nanje namestiti ustrezne komponente in urediti med-
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sebojno mreženje. Na namestitev vpliva tudi izbira operacijskega sis-
tema. Na drugi strani imamo gručo v javnem oblaku, ki jo lahko po
navadi pridobimo z nekaj kliki.
• Ko govorimo o sistemu Kubernetes, si predstavljamo porazdeljene in
visoko dosegljive aplikacije. Pri lastnih gručah tega ne moremo pov-
sem doseči, saj po navadi nimamo takšne infrastrukture in svetovne
pokritosti, kot jo imajo ponudniki oblačnih storitev. V javnem oblaku
lahko gručo konfiguriramo z več upravljavci gruče in z več območji do-
segljivosti. Pri tem moramo biti pozorni, saj takšne konfiguracije hitro
povǐsajo ceno gostovanja.
• Z uporabo lastne gruče je treba prevzeti odgovornost vzdrževanja. Po-
nudniki oblačnih storitev zagotavljajo določeno stopnjo dosegljivosti in
raven delovanja. Teh zagotovil pri lastnih gručah ni. Posledično je
potrebno lastnoročno reševanje morebitnih težav.
• Uporaba gruče v javnem oblaku zraven prinese samodejno nadgrajeva-
nje različic sistema Kubernetes. Nove različice pridejo do uporabnikov,
ko so bile testirane in preizkušene. To ni nujno prednost. Če hoče upo-
rabnik uporabljati najnoveǰse funkcionalnosti, mora pri uporabi jav-
nega oblaka počakati, da bo na voljo želena različica. Na drugi strani
lahko lastno gručo ob poljubnem času nadgradimo. Lahko se zgodi
tudi obratno, in sicer pri uporabi stareǰsih različic. Ponudnik oblačnih
storitev lahko sistem Kubernetes nadgradi, medtem ko uporabnik tega
noče. Posebnosti nadgradenj so drugačne pri vsakem ponudniku in so
med drugim odvisne tudi od ravni storitve.
• Na lastni postavitvi gruče ni na voljo tip storitve LoadBalancer (z iz-
jemami; primer je projekt MetalLB [27]). Ponudniki oblačnih stori-
tev zaradi svojih ogromnih omrežnih infrastruktur lahko ponujajo iz-
enačevalnike obremenitve. Če ta način konfiguracije poskusimo upo-
rabiti na lastni gruči, bo Kubernetes nastavitev sicer sprejel, vendar
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storitvi ne bo nikoli dodelil naslova IP. Posledično je veliko težje ure-
diti zunanji dostop do gruče. Primer reševanja te težave je uporaba
ad-hoc izenačevalnikov obremenitve z vzvratnimi posredniki (angl. re-
verse proxy). Pri takšni postavitvi je treba paziti na pravilne glave
HTTP. Za uporabo gradnika Ingress na različnih domenah je treba
pravilno nastaviti glavo HTTP host.
2.2.6 Razširitvene možnosti
Zadnja tema znotraj podpoglavja o sistemu Kubernetes so razširitvene mo-
žnosti. V dokumentaciji [25] je omenjenih sedem različnih točk razširitve
sistema. Pri razvoju prehoda API smo uporabili le dve, zato se bomo osre-
dotočili izključno na njiju. Gre za razširitev sistema z lastnimi definicijami
gradnikov in lastnimi krmilniki.
Lastne definicije gradnikov
Skozi predstavitev sistema Kubernetes smo omenili veliko različnih gradni-
kov. Gradnike lahko ustvarimo tudi sami, in sicer z uporabo gradnika za
lastno definicijo gradnikov (angl. custom resource definition) [40]. Pred
definiranjem lastnih gradnikov moramo premisliti, ali jih res potrebujemo.
Razlogi za uporabo lastnega gradnika vključujejo dostop do podatkov prek
obstoječih odjemalskih knjižnic in orodij sistema Kubernetes (npr. orodje
kubectl), implementacijo sistemov za avtomatizacijo z odzivanjem na spre-
membe in uporabo obstoječih konvencij sistema Kubernetes. Če naša apli-
kacija za konfiguracijo uporablja kakšnega izmed obstoječih konfiguracijskih
formatov (npr. orodje Maven za konfiguracijo uporablja datoteke pom.xml),
je bolǰsa uporaba gradnika ConfigMap ali Secret, če gre za občutljive po-
datke. Več primerov uporabe lastnega gradnika in razlik v primerjavi z upo-
rabo gradnika ConfigMap je prikazanih v dokumentaciji sistema Kubernetes































Izsek 2.6: Primer lastne definicije gradnika
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Definicija lastnega gradnika je sestavljena iz več delov. Če smo bili skozi
primere gradnikov pozorni, lahko opazimo, da je imel vsak gradnik nastavitev
apiVersion. Sestavljena je iz nastavitve group in trenutno aktualne različice
(označene s served = true). Za definiranje sheme je uporabljen standard
OpenAPI različice 3 [31]. Znotraj nastavitve schema definiramo, kako bo
videti uporaba gradnika. Za vsak gradnik moramo definirati, ali bo na voljo
znotraj določenega imenskega prostora ali bo na voljo globalno znotraj gruče
(nastavitev scope). Pri definiciji moramo dodati tudi ime gradnika v ednini
in v množini. Nastavitev kind predstavlja končno ime tipa, ki bo upora-
bljeno pri dodajanju dejanskih gradnikov. Uporaba gradnika iz izseka 2.6 je






cronSpec: "* * * * */5"
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Izsek 2.7: Primer uporabe lastnega gradnika
Lastni krmilniki
Definicija lastnih gradnikov sama po sebi nima nobenega učinka. Do izraza
pride šele z razvojem krmilnika, ki implementira obnašanje. Lastni krmil-
nik ni nič drugega kot aplikacija, ki komunicira s sistemom Kubernetes ne-
posredno prek sistemskih API-jev ali posredno prek odjemalskih knjižnic v
podprtih programskih jezikih. Namen lastnih krmilnikov je vzpostavljanje
in vzdrževanje enakega stanja, kot je definirano z gradniki. To po navadi
dosežemo z opazovanjem in odzivanjem na spremembe gradnikov. Pod spre-
membe spadajo dodajanje novih gradnikov ter spreminjanje in brisanje ob-
stoječih. Poleg lastnih gradnikov lahko z lastnim krmilnikom nadzorujemo
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tudi sistemske gradnike, če imamo dodeljene zadostne pravice (več informacij
o pravicah smo predstavili v poglavju 2.2.3). Poglejmo primer iz izseka 2.7.
V prvi meri bi krmilnik moral skrbeti, da so ustvarjene vse naloge cron, ki
so v sistemu definirane z lastnim gradnikom CronTab. Ob spremembi po-
ljubnega gradnika bi se krmilnik moral odzvati in sprožiti potrebne akcije za
vnovično doseganje želenega stanja.
2.3 Prehod API
Prehod API je program, ki je zadolžen za procesiranje in preusmerjanje zah-
tev na API-je. V arhitekturi mikrostoritev služi kot enotna vstopna točka v
aplikacijo.
2.3.1 Vloga in namen prehodov API
Potreba po razvoju prehodov API se je pojavila z uporabo arhitekture mi-
krostoritev. Razvijalci so bili primorani skrbeti za vedno večje število mi-
krostoritev. Neposreden dostop do posameznih API-jev ni bil več mogoč.
Zmanǰsati je bilo treba število vstopnih točk v aplikacijo. Zaradi uvedbe
enotne vstopne točke je bilo treba prejete zahteve preusmeriti na ciljne mi-
krostoritve. Ker se mikrostoritve skalirajo horizontalno, je treba hraniti tudi
evidenco dosegljivih mikrostoritev. Kot posledica so nastali prehodi API, ka-
terih osnovna naloga je bila usmerjanje zahtev in odkrivanje storitev (angl.
service discovery).
Sčasoma so razvijalci ugotovili, da bi lahko prehodi API opravljali tudi
druge naloge. Njihova pozicija kot enotna vstopna točka v aplikacijo je
omogočila razvoj dodatnih funkcionalnosti, kot so agregiranje zahtev po več
mikrostoritvah, ponavljanje in omejevanje zahtev, varovalke, predpomnjenje
rezultatov zahtev, beleženje metrik, preverjanje vitalnosti, blokiranje napa-
dov in avtentikacija. Nekatere izmed teh funkcionalnosti bi bilo težko imple-
mentirati na ravni posamezne mikrostoritve. Njihova prisotnost na prehodu
API nam lahko olaǰsa razvoj mikrostoritev [5]. Poleg prej omenjenih funkcio-
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nalnosti nekateri prehodi API omogočajo še nadzor nad komercialnimi API-ji
z beleženjem in omejevanjem števila zahtev na uporabnika s pomočjo ključev
API.
K nadaljnemu razvoju prehodov API so pripomogle še mobilne aplikacije.
Navadna spletna aplikacija ima tipično drugačen vmesnik od mobilne apli-
kacije. Mobilne aplikacije so po navadi optimizirane za hitreǰse delovanje pri
počasneǰsih internetnih povezavah, medtem ko spletne aplikacije podpirajo
več funkcionalnosti. Posledično potrebujemo različne podatke in drugačne
API-je. Tako so prehodi API postali še upravitelji API-jev za različne po-
rabnike [5].
Zaradi velikega števila procesiranih zahtev morajo biti prehodi API visoko
dosegljivi in skalabilni. Ti dve lastnosti sta ključnega pomena, saj morebitne
motnje v delovanju lahko sesujejo celotno aplikacijo. Enotna točka vhoda po-
meni tudi enotno točko odpovedi. Ker se prehodi API uporabljajo predvsem
v aplikacijah, ki temeljijo na arhitekturi mikrostoritev, omenjene lastnosti
dosežemo s horizontalnim skaliranjem z uporabo več paralelnih instanc.
2.3.2 Model delovanja prehoda API
Delovanje prehoda API si lahko predstavimo kot zaporedje korakov. Osnovna
enota je zahteva, ki gre skozi različne korake procesiranja:
1. Zahteva pride na prehod API.
2. Prehod API mora najprej ugotoviti, ali je zahteva smiselna oz. ali
je registrirana v sistemu. Ta korak po navadi poteka prek ujemanja
relativne poti s konfiguracijo ciljnih mikrostoritev.
3. Ko je v sistemu najdeno ujemanje med zahtevo in ciljno mikrostori-
tvijo, se začne procesiranje. Procesiranje je sestavljeno iz več delov.
Prehod API preveri, ali ima uporabnik pravico do izvedbe zahteve, ali
je doseženo maksimalno število klicev zahteve, ali je ciljna mikrostori-
tev dosegljiva itd. Zahtevi se lahko dodajo tudi različne glave HTTP.
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Primer dodane glave HTTP bi bili podatki o sledenju zahteve. V apli-
kacijah, sestavljenih iz mikrostoritev, je prisotno veliko komunikacije.
Posamezna mikrostoritev lahko kliče eno ali več drugih mikrostoritev.
Sledenje zahtevam je namenjeno vizualizaciji poti zahteve skozi celo-
tno aplikacijo za namen ugotavljanja napak in morebitnih upočasnitev
delovanja [38].
4. Po validaciji se zahteva posreduje ciljni mikrostoritvi. Nekateri pre-
hodi API izvajajo terminacijo TLS. Promet do prehoda API po navadi
poteka po protokolu HTTPS. Pri terminaciji TLS prehod API ob posre-
dovanju zahteve namesto protokola HTTPS zahtevo posreduje naprej
prek protokola HTTP. To si lahko privošči, saj je edini zunanji do-
stop do mikrostoritev. Posledično ni treba, da je komunikacija znotraj
internega omrežja kriptirana. Zaradi zmanǰsanja režije se zniža čas
procesiranja in istočasno povǐsa hitrost delovanja.
5. Po izvedbi zahteve lahko prehod API izvaja tudi naknadno procesira-
nje nad rezultatom, preden se ta vrne uporabniku. Tukaj ne govorimo
o procesiranju vsebine (če je vsebina kriptirana, to sploh ni mogoče),
ampak o procesiranju metapodatkov. Tipičen korak naknadne obde-
lave zahtev je spremljanje metrik. Najpogosteje uporabljena metrika
je povprečni čas obdelave zahteve. Metrike nudijo vpogled v delovanje
in hkrati tudi v šibke točke aplikacije.
6. Eden izmed možnih scenarijev je tudi to, da je zahteva na mikrostoritev
spodletela. Nekateri prehodi API podpirajo ponavljanje zahtev. V tem
primeru se procesiranje ponovi.
7. Po končanem procesiranju prehod API rezultat zahteve vrne uporab-
niku.
Koraki procesiranja zahteve se razlikujejo glede na podprte funkcionalnosti
prehoda API. Več funkcionalnosti pomeni več procesiranja oz. večjo porabo
časa in procesorskih moči za režijo (angl. overhead).
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2.3.3 Povezava prehoda API in sistema Kubernetes
Sistem Kubernetes doseže največjo učinkovitost, če na njem tečejo aplika-
cije, ki so zgrajene iz mikrostoritev. Posledično pridemo do težav, ki smo
jih omenjali v poglavju 2.3.1. Kubernetes sicer nekatere izmed njih poskuša
reševati z gradniki za zunanji dostop do gruče, kot sta gradnika storitev in
Ingress, vendar samo do določene mere. Omenjena gradnika sta v veliko pri-
merih preveč omejena oz. podpirata premalo funkcionalnosti. Lahko bi rekli,
da prehodi API ponujajo funkcionalnosti, ki še niso bile implementirane v
sistem Kubernetes in ga s tem dopolnjujejo. Uporaba prehoda API znotraj
gruče lahko izbolǰsa zmogljivost sistema in olaǰsa razvoj aplikacij s premi-
kom določenih funkcionalnosti iz posamezne aplikacije na prehod API. Kot





To poglavje predstavlja začetek praktičnega dela magistrskega dela. V splo-
šnem velja, da je pred programiranjem treba aplikacije dobro načrtovati. S
tem se zmanǰsa čas razvoja, saj pri razvoju ne prihaja več do velikih spre-
memb in presenečenj. Odločili smo se, da bomo pred implementacijo prehoda
API eno poglavje namenili njegovi zasnovi. Skozi podpoglavja bomo pred-
stavili funkcionalnosti, ki smo jih vključili v načrt. Predstavili bomo tudi
naše premisleke pri načrtovanju in argumentirali sprejete odločitve.
3.1 Izbira funkcionalnosti
Prvi korak načrtovanja je izbira funkcionalnosti. Pri svojem prehodu API
smo poskušali zajeti osnovne funkcionalnosti, ki so ključne za delovanje vsa-
kega prehoda API. Dodali smo tudi nekaj dodatnih funkcionalnosti, ki po-
magajo pri izvajanju in vzdrževanju aplikacij v produkciji. Pri upravljanju
zahtev smo se odločili, da bomo načrtovali usmerjanje, porazdeljevanje, ome-
jevanje in blokiranje zahtev. Pri podpori protokolov smo se osredotočili le
na protokol HTTP. Podpore za druge protokole, kot sta TCP (Transmission
control protocol) in gRPC, nismo načrtovali. Izmed dodatnih funkcionalno-
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sti smo načrtovali podporo za progresivne izdaje (angl. canary releases),
preverjanje vitalnosti, varovalke in spremljanje metrik s pomočjo orodja Pro-
metheus. V primerjavi z drugimi prehodi API smo izpustili podporo za
avtentikacijo, podporo za sledenje zahtevam (angl. tracing) in podporo za
razširitev delovanja z vtičniki oz. filtri. Drugih funkcionalnosti, kot sta sa-
modejna zaznava končnih točk REST ali GraphQL in nadzor prek vmesnika
za ukazno vrstico, nismo dodajali, ker gre bolj za funkcionalnosti, ki ne pripo-
morejo veliko k delovanju prehoda API, temveč so bolj namenjene olaǰsanju
razvoja aplikacij in poenostavitvi konfiguracije.
3.2 Upravljanje zahtev
Najpomembneǰsa in najosnovneǰsa izmed funkcionalnosti prehoda API je
upravljanje zahtev. To je opravilo, ki ga bo prehod API izvajal večino svojega
časa. Kot smo omenili prej, bomo upravljanje zahtev razdelili na usmerjanje,
porazdeljevanje, omejevanje in blokiranje zahtev.
3.2.1 Usmerjanje zahtev
Prihajajočo zahtevo je treba preusmeriti na pravo mikrostoritev. Odločili
smo se, da bomo v svojem prehodu API uporabili podobno načelo usmerja-
nja, kot ga uporablja krmilnik Ingress. Njegovo delovanje bomo kombinirali
z delovanjem prehoda API Ambassador [30]. Osnovno idejo smo opisali že v
poglavju 2.2.5. Gre za usmerjanje prek ujemanja spletnih naslovov zahtev s
spletnimi naslovi v konfiguraciji. Uporabnik bo moral definirati pravila, ki
izvor in pot zahteve povezujejo s ciljno mikrostoritvijo. Omogočeno bo tudi
dodajanje nadomestnih pravil, ki so koristna za lovljenje nesmiselnih zahtev
in prikazovanje napak HTTP tipa 404 (stran ni najdena oz. angl. page not
found).
Tipičen spletni naslov je sestavljen iz protokola, domene in naslova poti.
Nekdaj je naslov poti pomenil pot do datoteke na strežniku. V današnjih
časih to v večini primerov ne drži več, saj so sodobni spletni strežniki zgra-
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jeni tako, da lahko na poljubno pot servirajo poljubno vsebino. Pot spletne
zahteve se je tako spremenila v identifikator vsebine. Tako smo se odločili,
da bo nastavitev izvora v prehodu API uporabljena za ujemanje zahtev z
domenami, medtem ko bo nastavitev poti uporabljena za ujemanje poti po
domeni. Primere nastavitev in ujemanj smo predstavili v tabeli 3.1. Z zvez-
dico smo označili dinamični del zahteve, ki bo posredovan ciljni mikrostoritvi.
Ob uporabi pravil iz tabele 3.1 bo zahteva primer.si/vsebina/knjige po prvem
in drugem pravilu posredovana na spletni naslov ms1(2)/knjige, po tretjem
in četrtem pa na spletni naslov ms3(4)/vsebina/knjige. Opazimo lahko, da
se zahteva lahko ujema z več pravili na enkrat. Zaradi ohranjanja hitrosti
prehoda API teh scenarijev ne bomo preverjali in bo delovanje nedefinirano:
izbira cilja bo naključna oz. odvisna od vrstnega reda.
Tabela 3.1: Primer povezave pravil usmerjanja s ciljnimi mikrostoritvami
Izvor Pot Mikrostoritev Ujemanje Cilj
primer.si /vsebina ms1 primer.si/vsebina/* ms1/*
prazno /vsebina ms2 (poljubna domena)/vsebina/* ms2/*
primer.si / ms3 primer.si/* ms3/*
prazno / ms4 * ms4/*
3.2.2 Porazdeljevanje zahtev
Za učinkovito delovanje prehoda API moramo zahteve poleg usmerjanja tudi
porazdeljevati. V sistemu Kubernetes imamo na voljo dve možnosti. Lahko
se odločimo, da zahtev ne bomo porazdeljevali ročno in porazdeljevanje pre-
pustimo sistemu Kubernetes. To dosežemo z neposrednim naslavljanjem sto-
ritev ali z uporabo storitve tipa LoadBalancer. Sistem bo ob prihajajoči
zahtevi na storitev samodejno izbral ciljni strok, ki bo obdelal zahtevo. Če
tega nočemo oz. če se nam zdi porazdeljevanje zahtev v sistemu Kuberne-
tes preveč omejeno, lahko naredimo lastno rešitev za porazdeljevanje zah-
tev. Odločili smo se, da bomo podprli obe možnosti. V konfiguraciji bomo
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omogočili posredno naslavljanje mikrostoritev prek gradnika storitev in ne-
posredno naslavljanje prek gradnika strok. Na enkrat bo mogoče uporabiti
le en način naslavljanja (izključujoča uporaba). V primeru uporabe nasla-
vljanja storitev bomo prihajajoče zahteve poslali neposredno na naslov IP
ciljne storitve in porazdeljevanje prepustili sistemu Kubernetes. V primeru
uporabe naslavljanja strokov bomo izbrali neki strok in zahtevo poslali na
njegov naslov IP.
Za porazdeljevanje zahtev je na voljo več algoritmov [26]. V prvi različici
prehoda API bomo zahteve porazdeljevali naključno, vendar uteženo. Ob
nastavitvi ciljnih mikrostoritev bo uporabnik lahko dodal še uteži. Če po-
gledamo prvi primer iz tabele 3.1. Primer nadgrajene konfiguracije bi lahko
bile mikrostoritve ms1 z utežjo 1, ms2 z utežjo 2 in ms3 z utežjo 1. Pri
takšni konfiguraciji bi bilo 50 % zahtev posredovanih na mikrostoritev ms2
in 25 % na mikrostoritvi ms1 in ms3. Če ima mikrostoritev zagnanih več
instanc, izbira ciljne mikrostoritve ni dovolj. Izbrati moramo tudi točno
določeno instanco oz. ciljni strok, ki mu bomo posredovali zahtevo. Podrob-
neǰso implementacijo porazdeljevanja zahtev bomo predstavili v poglavju 4.
Delovanje na opisan način omogoča podporo za progresivne izdaje.
3.2.3 Omejevanje zahtev
Prehodi API se v veliki meri izvajajo v več instancah. V primerjavi z usmerja-
njem in naključnim porazdeljevanjem zahtev je pri omejevanju zahtev nujno
potrebna sinhronizacija med instancami. Omejevanja zahtev ne moremo im-
plementirati lokalno na eni instanci zaradi negotove narave porazdeljevanja
zahtev in delovanja mikrostoritev, ki jih lahko ob poljubnem času ugasne ali
zavrže sistem Kubernetes ob pomanjkanju sistemskih virov. Na drugi strani
je zelo pomembna hitrost delovanja. To pomeni, da si pri omejevanju zahtev
ne moremo privoščiti kompleksnega procesiranja in predolgega branja po-
datkov iz različnih podatkovnih baz, saj bi v tem primeru upočasnili celotno
aplikacijo. Ob upoštevanju obeh dejstev smo se odločili, da bomo za sin-
hronizacijo uporabili pomnilnǐsko podatkovno strukturo Redis, ki je znana
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po svoji hitrosti in skalabilnosti [36]. V primerjavi s klasičnimi podatkov-
nimi bazami pomnilnǐska podatkovna struktura Redis podatke shranjuje v
pomnilnik RAM (Random-access memory) in ne na disk.
Po izbiri načina sinhronizacije smo morali sprejeti odločitev o uporabi al-
goritma za omejevanje zahtev. Skozi tehtanje prednosti in slabosti različnih
algoritmov smo se na koncu odločili za uporabo algoritma, ki temelji na upo-
rabi premikajočih se oken (angl. sliding windows). Njegov oris predstavlja
algoritem 1.
Algoritem 1 Algoritem za omejevanje zahtev
1: limit← config.getLimit()














16: until no more requests
V algoritmu 1 najprej preberemo število omejitve zahtev iz konfiguracije.
Nastavitev omejitve na nič pomeni, da vse zahteve zavrnemo. Če omejitev
ni nič, se začne neskončna zanka sprejemanja zahtev. V vsaki iteraciji pre-
verimo, koliko zahtev je trenutno v oknu. Odločili smo se za okno velikosti
ene minute, kar pomeni, da trenutna velikost okna vedno predstavlja število
zahtev v zadnji minuti. Če je število zahtev v oknu večje ali enako, kot
je nastavljena omejitev, zahtevo zavrnemo. V tem scenariju je na prehod
API prǐslo preveč zahtev. Če je število zahtev v oknu manǰse od nastavljene
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omejitve, zahtevo posredujemo v nadaljnje procesiranje. Istočasno moramo
zahtevo dodati v okno, ker s tem vsem drugim instancam takoj povemo, da
je prehod API sprejel novo zahtevo.
Algoritem je preprost za razumevanje, težja bo njegova implementacija.
Do težav lahko pride pri implementaciji premikajočega se okna, saj mora okno
v vsakem trenutku vsebovati le zahteve iz zadnje minute. Druga morebitna
težava se lahko pojavi pri sinhronizaciji. Psevdokoda algoritma namreč vedno
predvideva, da so vse instance sinhronizirane v realnem času. Rešitev teh
dveh težav bomo predstavili v poglavju 4.
3.2.4 Blokiranje zahtev
Zadnja izmed funkcionalnosti procesiranja zahtev je blokiranje zahtev. V
fazi načrtovanja smo se odločili, da bomo blokiranje implementirali na ravni
naslovov IP. Uvedli bomo seznam dovoljenih naslovov IP (angl. whitelist) in
seznam prepovedanih naslovov IP (angl. blacklist). Za podrobneǰse ujemanje
bomo podprli ujemanje z regularnimi izrazi. Prehod API bo privzeto brez
definiranja seznamov dovolil vse zahteve. Z definiranjem seznama dovoljenih
naslovov se bo morala vsaka prihajajoča zahteva ujemati z vsaj enim vno-
som v seznamu. Z definiranjem seznama prepovedanih naslovov se zahteva
ne bo smela ujemati z nobenim vnosom v seznamu. Pri uporabi kombinacije
obeh seznamov se bo morala zahteva ujemati z vsaj enim vnosom v seznamu
dovoljenih naslovov in se ne bo smela ujemati z nobenim vnosom v seznamu
prepovedanih naslovov. Podrobneǰsa interpretacija definiranja pravil s se-
znami IP je v tabeli 3.2.
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Tabela 3.2: Uporaba seznamov za blokiranje zahtev
Dovoljeni naslovi IP Prepovedani naslovi IP Ujemanje
/ / *
/ 1.1.1.* * \ 1.1.1.*
1.1.*.* / 1.1.*.*
1.1.*.* 1.1.1.* 1.1.[2-255].*
3.3 Preverjanje vitalnosti in varovalke
Kot smo omenili v poglavju 2.2.4, ima sistem Kubernetes že vgrajeno pre-
verjanje vitalnosti. V sklopu načrtovanja prehoda API smo se odločili, da
bomo osnovno preverjane vitalnosti nadgradili z dodatnimi funkcionalnostmi.
Ob koncu procesiranja zahtev bomo preverili status HTTP vsake posamezne
zahteve. V primeru, da bo status HTTP večji ali enak 500 (označuje na-
pake na strežniku), bomo v skupno podatkovno shrambo zabeležili, da je
bila zahteva neuspešna. Če v roku ene ure ne bo več nobene neuspešne zah-
teve, bomo število neuspešnih zahtev v skupni podatkovni shrambi izbrisali.
Če bo v vmesnem času (prej kot v eni uri) še kakšna zahteva neuspešna,
bomo število neuspešnih zahtev povečali. Ko bo doseženo največje dovoljeno
število neuspešnih zahtev, bomo mikrostoritev umaknili s seznama ciljnih
mikrostoritev na prehodu API. Gre za uporabo varovalk. Podobno kot elek-
trična varovalka ob prevelikem toku prekine električni tok, bomo ob preveliki
nestabilnosti prekinili promet do mikrostoritve. Oris delovanja predstavlja
algoritem 2.
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7: if status >= 500 then
8: lastFailedRequest← request
9: failedCount← increaseFailed()




14: if time.Since(lastFailedRequest) > time.Hour then
15: resetFailedCount()
16: end if
17: until no more requests
3.4 Nadzor delovanja in metrike
Za osnovno delovanje prehoda API je dovolj funkcionalnost upravljanja zah-
tev. Pri tem se porodi vprašanje, zakaj ne bi implementirali kakšnih dodatnih
funkcionalnosti. Narava delovanja prehoda API je kot nalašč za implemen-
tacijo globalnih metrik, saj prehod API procesira vse zahteve v sistemu.
Ker imamo na prehodu API vse podatke, je izračun osnovnih statistik, kot
so odzivni časi, števila zahtev v določenem časovnem obdobju in odstotki
dosegljivosti storitev, zelo preprost. Pri načrtovanju prehoda API smo se
spraševali, kaj bi bila najbolǰsa možnost za beleženje metrik. Odločili smo
se, da bomo uporabili odprtokodno orodje Prometheus. Orodje deluje po
načelu zbiranja metrik prek nastavljenih končnih točk. V aplikacijo, v kateri
želimo beležiti metrike, vključimo knjižnico Prometheus (na voljo je v večini
programskih jezikov) in skozi kodo povemo, katere metrike želimo beležiti.
Ena izmed prednosti Prometheusa je ta, da se aplikacijam ni treba zavedati
Prometheusa in njegove lokacije v omrežju, saj Prometheus kliče aplikacijo
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in ne obratno. Ravno zaradi tega zelo dobro sodeluje s sistemom Kubernetes,
saj ta omogoča samodejno zaznavo končnih točk aplikacij za pridobivanje me-
trik z uporabo anotacij (podrobnosti o anotacijah smo predstavili v poglavju
2.2.1). Ob pravilni konfiguraciji je mogoče tudi neposredno pridobivanje me-
trik iz sistema Kubernetes.
Orodje Prometheus podpira štiri tipe metrik:
• Števec (angl. counter) – število, ki ga je mogoče samo povečati ali rese-
tirati na nič. V svojem prehodu API ga bomo uporabili za spremljanje
uspešnih zahtev in skupnega števila procesiranih zahtev.
• Merilec (angl. gauge) – število, ki se lahko povečuje ali zmanǰsuje. V
svojem prehodu API ga ne bomo uporabili, je pa uporabljen pri spre-
mljanju sistema Kubernetes (npr. odstotek porabljenega pomnilnika
RAM na nekem strežniku v gruči).
• Histogram – vzorči dogodke in jih razvrsti v vedra (angl. buckets).
V svojem prehodu API ga bomo uporabili za merjenje latenc prehoda
API in dodanih mikrostoritev na prehodu API.
• Povzetek (angl. summary) – podobno kot histogram vzorči dogodke.
Omogoča izračun kvantilov prek časovnega premikajočega se okna. V
svojem prehodu API povzetka ne bomo uporabili.
Za poizvedovanje po metrikah je na voljo poizvedovalni jezik PromQL
[35]. Velikokrat je v kombinaciji z orodjem Prometheus uporabljeno še orodje
Grafana [19], ki omogoča različne grafične prikaze in vizualizacije.
3.5 Konfiguracija
Pri načrtovanju konfiguracije končnih točk prehoda API smo izbirali med
dvema glavnima možnostima. Prva možnost je bila uporaba konfiguracij-
skega gradnika (opis gradnika je v poglavju 2.2). Kljub preprostosti gradnika
se nam ni zdel primeren, saj je za naš primer uporabe preveč generičen in
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omejen. Iskali smo takšen način konfiguracije, pri katerem bi se lahko med
izvajanjem prehoda API odzivali na spremembe. Brez te funkcionalnosti bi
bil naš prehod API zelo neodziven in nepraktičen, saj bi ga bilo treba ob
dodajanju vsake nove končne točke ponovno zagnati. Vsak ponovni zagon
na prehodu API pomeni izpad delovanja aplikacij znotraj gruče, česar si ne
moremo privoščiti. Po premisleku smo se odločili za definiranje lastnega gra-
dnika (opisano v poglavju 2.2.6). Ker smo celoten prehod API zasnovali v
angleščini, smo gradnik poimenovali mapping oz. preslikava v slovenščini.
Navdih za ime smo dobili iz prehoda API Ambassador [30]. Preslikava je
smiselno ime, saj prehod API ne dela nič drugega kot preslikuje prihajajoče
zahteve na ciljne mikrostoritve. Tip preslikave bo poleg osnovne konfigura-
cije domene in poti vseboval tudi vse druge potrebne informacije za delovanje
prehoda (omejitve števila zahtev, sezname naslovov IP, uteži za porazdelje-
vanje zahtev ...). Definicijo preslikave bomo predstavili v poglavju 4.1.
Ko smo uredili konfiguracijo končnih točk, smo morali poskrbeti še za
splošno konfiguracijo. Tukaj gre za konfiguracijo pri posredovanju zahtev in
konfiguracijo za povezavo s pomnilnǐsko podatkovno strukturo Redis. Sem
smo uvrstili različne časovne konfiguracije (od časovnih omejitev do omejitev
pri sejah KeepAlive). Ker so vsa konfiguracijska polja oblike ključ:vrednost,
smo se odločili za uporabo konfiguracijskega gradnika ConfigMap.
3.6 Izbira programskega jezika
Ko smo se odločali o izbiri programskega jezika, smo se spraševali, kaj so
glavne lastnosti dobrega prehoda API. Prǐsli smo do naslednjih ugotovitev:
• Hitrost – prehodi API so enotne vstopne točke v aplikacijo. Posledično
morajo biti sposobni procesiranja velikega števila zahtev. Vsaka upo-
časnitev se pozna pri počasneǰsem delovanju aplikacij.
• Skalabilnost – kljub visoki hitrosti procesiranja zahtev morajo biti pre-
hodi API skalabilni. Pri zelo velikih aplikacijah v nobenem primeru ne
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bo zadostovala samo ena instanca prehoda API. Posledično lahko sprej-
memo kompromis in žrtvujemo nekaj hitrosti procesiranja za bolǰso
skalabilnost.
• Stabilnost – kot smo že prej omenili, gre celoten aplikacijski promet
skozi prehod API. Pogosta sesutja in nestabilnosti se izkažejo kot po-
manjkljivosti v delovanju aplikacij. Uporabniki lahko pomankljivosti
zaznajo in aplikacije prenehajo uporabljati. Če hočemo, da bo naš pre-
hod API uporaben v praksi, mora delovati čim bolj stabilno. Različna
preverjanja vitalnosti in varovalke nam ne bodo pomagala, če bo pre-
hod API tista aplikacija, ki jih bo potrebovala.
• Berljivost kode in razširljivost – ta lastnost načeloma ni pomembna
za delovanje prehoda API, je pa zelo pomembna pri razvoju. Čeprav
smo pri načrtovanju poskušali zajeti čim večje področje funkcionalno-
sti, imamo še vedno prostor za nadgradnjo. Z večjo berljivostjo kode
bo dodajanje novih funkcionalnosti preprosteǰse in zanesljiveǰse, saj ne
bomo porušili že obstoječih.
Ugotovili smo, da te lastnosti lahko dosežemo z več programskimi jeziki.
Če govorimo o hitrosti, govorimo o programskih jezikih, ki temeljijo na pro-
gramskem jeziku C (C, C#, Java, Golang ...). Z roko v roki s hitrostjo
gre tudi skalabilnost. Pri stabilnosti moramo paziti, saj so nekateri izmed
omenjenih programskih jezikov na nižji ravni, kar pomeni, da je v njih težje
programirati in lažje storimo napake. Posledično se zmanǰsa tudi berljivost
kode. Na drugi strani imamo vǐsje-ravenske programske jezike, kot sta npr.
Python in JavaScript. Njihova prednost je preprosteǰse programiranje, ven-
dar so zaradi tega počasneǰsi. Pri izbiri programskega jezika je pomembna
tudi razpoložljivost knjižnic. Izbira poljubnega programskega jezika nam ne
pomaga, če ne moremo komunicirati s sistemom Kubernetes. Sistem Kuber-
netes za dostop ponuja različne API-je, kar pomeni, da bi lahko z njim komu-
nicirali v poljubnem programskem jeziku, ki podpira izvedbo klicev HTTP.
Kljub temu se za neposredno komunikacijo nismo odločili, saj zahteva preveč
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režije. Bolǰsi način komunikacije z gručo je prek že obstoječih odjemalskih
knjižnic (angl. client libraries), ki celotno komunikacijo abstrahirajo na klice
funkcij. Na koncu smo se odločili za programski jezik Golang. Ta je hiter
in visoko paraleliziran, a kljub temu dovolj preprost za uporabo [45]. Ne-
kateri mu pravijo tudi programski jezik oblaka [4], saj je veliko programskih
rešitev, ki delujejo v oblaku, napisanih v njem. Tudi Kubernetes je napisan
v programskem jeziku Golang. Tako je za programski jezik Golang na voljo




Po načrtovanju sledi implementacija. Začeli bomo z definicijo preslikave in
nadaljevali s predstavitvijo namestitve prehoda API v gručo. Po predstavitvi
namestitve bomo obrazložili implementirane funkcionalnosti in podrobneje
predstavili delovanje prehoda API. Med implementacijo smo morali sprejeti
določene odločitve, ki se niso povsem ujemale z načrtom. Te odločitve bomo
skozi celotno poglavje razjasnili.
4.1 Definicija preslikave
Predpogoj za uporabo lastnega gradnika je njegova definicija. Kot smo ome-
nili v poglavju 2.2.6, se definicije lastnih gradnikov podobno kot drugi gra-
dniki definirajo s pomočjo datotek YAML. Definicija gradnika preslikava je
prikazana v izseku 4.1. Prvi del definicije predstavljajo različni metapodatki.
Gre predvsem za različna poimenovanja, kot so ime gradnika, vrsta gradnika,
ime v ednini, ime v množini in ime pripadajoče skupine. Doseg gradnika smo
nastavili na imenski prostor (nastavitev scope: Namespaced), saj nočemo, da
bi bila preslikava definirana globalno skozi celo gručo. Ker gre za preizkusno
različico prehoda API, smo prvo različico gradnika označili kot v1alpha1.
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Izsek 4.1: Definicija lastnega gradnika preslikava
Pomembneǰsi del definicije gradnika je njegova shema. Večino dela smo
opravili že pri načrtovanju, pri implementaciji smo morali samo prenesti kon-
figuracijske možnosti v datoteko YAML in pravilno definirati shemo po stan-
dardu OpenAPI v3. Definicija sheme je zelo potratna (predstavili smo jo v
poglavju 2.2.6), zato bomo predstavili le konfiguracijski objekt, ki bo vsebo-
val imena konfiguracijskih polj in njihove tipe. Najdemo ga v izseku 4.2. Pri
opcijskih poljih smo k njihovemu imenu dodali vprašaj. Kljub temu, da smo
nastavitvi services in pods označili kot opcijski, mora vsaka preslikava vsebo-
vati natanko eno izmed obeh. Ta dodatna omejitev izvira iz dejstva, da naš
prehod API podpira dva načina porazdeljevanja zahtev (to smo predstavili
pri načrtovanju v poglavju 3.2.2).





























Izsek 4.2: Shema lastnega gradnika preslikava
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4.2 Namestitev v gručo
Za vzpostavitev prehoda API je treba v gručo namestiti več komponent.
Zaradi njihove medsebojne odvisnosti je pomemben vrstni red nameščanja:
1. Redis – pred namestitvijo komponent prehoda API je treba poskrbeti
za pomnilnǐsko podatkovno strukturo Redis. Namestitev v gruči je
opcijska, saj jo lahko izvajamo tudi izven gruče. V primeru izvajanja
izven gruče je treba poskrbeti, da posluša zunanje povezave, saj se
drugače nanjo ne bomo mogli povezati.
2. Pravice – da bi lahko dostopali do strežnika API sistema Kubernetes,
moramo imeti zadostne pravice. Za definiranje pravic smo ustvarili ser-
visni račun in vlogo v gruči. Vlogo smo opremili z bralnimi pravicami
za vse gradnike. Uporabnika in vlogo v gruči smo povezali z gradnikom
ClusterRoleBinding. Podrobneǰse delovanje pravic v sistemu Kuberne-
tes smo opisali v poglavju 2.2.3.
3. Preslikava – prehod API brez definicije lastnega gradnika preslikava
ne more delovati. Tako je ključnega pomena, da ga namestimo pred
prehodom API. Podrobnosti gradnika smo opisali v poglavju 4.1.
4. Splošna konfiguracija – pri zagonu prehoda API mora biti v sistemu Ku-
bernetes na voljo konfiguracija za povezavo s pomnilnǐsko podatkovno
strukturo Redis. Posledično je treba konfiguracijo namestiti pred pre-
hodom API. Podrobneǰse informacije o konfiguraciji in podprtih konfi-
guracijskih možnostih najdemo v poglavju 3.5.
5. Prehod API – šele ko smo poskrbeli za vse potrebne komponente, lahko
namestimo prehod API. Za namestitev prehoda API smo uporabili
gradnik postavitev (primer uporabe gradnika smo prikazali v poglavju
2.2.1). V datoteki YAML od postavitve smo morali dodati servisni
račun za uporabo pravic, okoljske spremenljivke iz splošne konfigura-
cije za povezavo na pomnilnǐsko podatkovno strukturo Redis in loka-
cijo vsebnika Docker prehoda API. V tem koraku se lahko pojavijo
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težave. V primeru napačne konfiguracije se bo prehod API ob zagonu
sesul. Odpravljanje konfiguracijskih napak ne bi smelo povzročati ve-
liko težav, saj smo skozi programiranje prehoda API poskrbeli za te-
meljito in opisno vračanje napak.
6. Preslikave – ko pridemo do tega koraka, smo pripravljeni za začetek
uporabe prehoda API. Da bi prehod API začel sprejemati zahteve, mo-
ramo definirati prvo preslikavo. Primer definicije preslikave za uporabo
orodja Grafana je prikazan v izseku 4.3.
Vse korake namestitve lahko izvedemo z enim samim ukazom, saj smo
potrebne komponente združili v eno samo datoteko YAML, pri čemer smo











Izsek 4.3: Primer definicije preslikave
Izsek 4.3 prikazuje skoraj minimalno konfiguracijo gradnika preslikava z
izjemo nastavitve host. V primeru pravilne nastavitve zunanjega dostopa do
gruče (to smo predstavili v poglavju 2.2.5) lahko sedaj pošiljamo zahteve na
spletni naslov grafana.kajdic.net. Prehod API bo prejete zahteve preusmeril
na storitev z imenom grafana, ki teče na internih vratih 3000. Opazimo
lahko, da smo uporabili nastavitev services in ne pods, kar pomeni, da smo
porazdeljevanje zahtev prepustili sistemu Kubernetes (to smo predstavili v
poglavju 3.2.2).
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4.3 Komunikacija s strežnikom API
Za komunikajo s strežnikom API smo uporabili knjižnico kubernetes/client-go
[9], ki je uradna knjižnica razvijalcev sistema Kubernetes. Knjižnica omogoča
povezavo z gručo prek podajanja konfiguracijske datoteke sistema Kuberne-
tes (uporabljeno za namene preizkušanja) ali prek samodejne zaznave okolja,
če se aplikacija izvaja znotraj gruče. V knjižnico je vgrajena možnost interak-
cije s sistemskimi gradniki, medtem ko je za interakcijo z lastnimi gradniki
potrebna dodatna logika [41]. Koraki, ki jih bomo opisali v nadaljevanju,
veljajo samo za programski jezik Golang. Najprej je treba gradnike defi-
nirati kot strukte (angl. struct), ki razširjajo vmesnike, definirane znotraj
knjižnice. Primer glavnih struktov za gradnik preslikava najdemo v izseku
4.4.













Izsek 4.4: Strukti gradnika preslikava
Za vse definirane strukte moramo implementirati metode za globoko ko-
piranje (angl. deep copy). Kljub temu, da so te metode po navadi samodejno
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generirane, smo jih implementirali ročno.
Definirane strukte je nato treba registrirati v shemo. Na koncu sledi
samo še uporaba prek oblikovanja odjemalca HTTP. Če hočemo “poslušati“
za spremembe (angl. watch for changes), moramo implementirati še infor-
matorje (angl. informers). Namesto, da bi periodično klicali funkcijo za
vračanje seznama gradnikov, nam informatorji samodejno sporočijo, kdaj je
v gruči prǐslo do sprememb (dodajanje, brisanje in spreminjanje gradnikov).
Informator za preslikavo najdemo v izseku 4.5.
mappingStore, mappingController := cache.NewInformer(
&cache.ListWatch{
ListFunc: func(lo metav1.ListOptions)











AddFunc: func(mapping interface{}) {
registry.AddMapping(mapping.(*v1alpha1.Mapping))
},
UpdateFunc: func(oldMapping, newMapping interface{}) {
oldM := oldMapping.(*v1alpha1.Mapping)
newM := newMapping.(*v1alpha1.Mapping)
if oldM.ResourceVersion != newM.ResourceVersion {
registry.UpdateMapping(newMapping.(*v1alpha1.Mapping))
}
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Izsek 4.5: Informator gradnika preslikava
Pri ustvarjanju informatorja moramo kot parametre podati:
• Funkciji za pridobivanje seznama gradnikov in za opazovanje za spre-
membe. Obe funkciji sta pridobljeni iz spremenljivke clientSet, ki vse-
buje povezavo v gručo. Ob klicu funkcij je treba podati imenski prostor.
V izseku 4.5 ga nismo podali, kar pomeni, da poizvedujemo po vseh
imenskih prostorih.
• Strukt, ki smo ga definirali za gradnik preslikava. Prikazan je v izseku
4.4.
• Časovni interval ponovne sinhronizacije. Označuje zadnji interval, ko se
bo izvedla ponovna sinhronizacija. V izseku 4.5 smo ta interval nastavili
na eno minuto, kar pomeni, da se bo na vsako minuto ponovno pridobilo
stanje iz gruče, ne glede na to, ali so se v gruči zgodile spremembe. To
lahko izklopimo, če vrednost nastavimo na nič.
• Funkcije za odzivanje ob dodajanju, spremembi in izbrisu gradnika iz
gruče. To so funkcije, ki se bodo klicale ob sproženih dogodkih. V
izseku 4.5 opazimo, da smo te funkcije uporabili za vzrdrževanje regi-
stra. Delovanje in namen uporabe registra bomo predstavili v poglavju
4.3.1.
4.3.1 Uporaba registra
Med delovanjem se mora prehod API ves čas zavedati, katere storitve in
kateri stroki so trenutno v gruči. Brez teh podatkov ne bi mogel usmerjati
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zahtev, saj ne bi vedel, na katere naslove IP je treba preusmeriti zahteve. Ker
podatke pridobivamo na osnovi dogodkov s pomočjo informatorjev (to smo
omenili v poglavju 4.3), jih moramo ob pridobitvi nekam shraniti. Odločili
smo se za implementacijo registra, ki poleg podatkov za usmerjanje vsebuje
tudi dodatne metapodatke za delovanje prehoda API. Strukti registra so v
izseku 4.6.





















Izsek 4.6: Strukti registra
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Osnovni strukt za register poleg informatorja za preslikave vsebuje tudi
informatorja za storitve in stroke. Vsi informatorji so tipa cache.Store.
Strukt za vnos v registru smo poimenovali RegistryItem. Vsak vnos v registru
vsebuje preslikavo, seznam končnih točk za usmerjanje (strukt Endpoint),
histogram iz knjižnice Prometheus in tabelo uteži za porazdeljevanje zahtev
(uporabo tabele bomo pojasnili v poglavju 4.5). Zaradi poenostavitve do-
stopa do pomnilnǐske podatkovne strukture Redis smo obema strukturama
dodali tudi neposredni dostop prek spremenljivke Redis tipa redis.Client. V
registru smo implementirali naslednje metode:
• Initialize (mappings cache.Store, services cache.Store, pods cache.Store)
– v register dodaj informatorje za pridobivanje preslikav, storitev in
strokov.
• setEndpoints (registryItem *RegistryItem) – za določeni vnos v regi-
stru poǐsči vse pripadajoče storitve in stroke za usmerjanje prometa ter
nastavi končne točke.
• Get (key string) *RegistryItem – pridobi vnos iz registra glede na ime
preslikave.
• GetItems () map[string]*RegistryItem – pridobi vse vnose v registru.
• AddMapping (mapping *v1alpha1.Mapping) – v register dodaj novo
preslikavo, registriraj histogram za pridobivanje metrik in nastavi kon-
čne točke s klicem metode setEndpoints.
• UpdateMapping (mapping *v1alpha1.Mapping) – posodobi končne to-
čke preslikave.
• DeleteMapping (mapping *v1alpha1.Mapping) – izbrǐsi preslikavo in
izklopi histogram.
• AddPod (pod *v1.Pod) – sprehodi se skozi vse preslikave v registru
in preveri, ali novi strok ustreza kakšnemu obstoječemu pravilu. V
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primeru ustrezanja ustvari končno točko in jo dodaj na preslikavo.
Istočasno metoda validira obstoječe stroke na preslikavah.
• UpdatePod (pod *v1.Pod) – podobno kot metoda za dodajanja stroka,
se sprehodi skozi vse preslikave in preveri ujemanja s posodobljenim
strokom. Pri tej metodi lahko pride do več scenarijev. Strok se je
lahko prej ujemal s kakšnim pravilom in se zdaj ne ujema več - se
odstrani. Strok je lahko bil označen kot nevitalen (angl. unhealthy) –
se nastavi kot vitalen. Strok se prej ni ujemal z nobenim pravilom in
se zdaj ujema – ustvari se nova, končna točka, ki se doda na preslikavo.
• DeletePod (pod *v1.Pod) – odstrani vse končne točke izbrisanega stroka
na vseh preslikavah.
• AddService (service *v1.Service) – metoda ima enako funkcionalnost
kot metoda AddPod z razliko, da dela na novi storitvi.
• UpdateService (service *v1.Service) – metoda ima enako funkcionalnost
kot metoda UpdatePod z razliko, da dela na posodobljeni storitvi.
• DeleteService (service *v1.Service) – metoda ima enako funkcionalnost
kot metoda DeletePod z razliko, da dela na izbrisani storitvi.
Zaradi ohranjanja konsistentnega stanja v registru smo vsem operacijam do-
dali zaklepanje. V primeru bralne operacije smo uporabili bralni zaklep (angl.
read lock). Bralni zaklep je lahko vzpostavljen večkrat. Prednost večkratne
vzpostavitve zaklepa je možnost sočasnega branja. Dokler ima register bralni
zaklep, ga ni mogoče spreminjati. Pri operacijah, ki register spreminjajo, smo
uporabili pisalni zaklep (angl. write lock). Sočasno je mogoče pridobiti samo
en pisalni zaklep. V času trajanja pisalnega zaklepa ni mogoča nobena druga
operacija.
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4.4 Sinhronizacija več instanc
Zaradi potrebe po ohranjanju čim večje skalabilnosti smo se hoteli izogniti
uporabi skupne podatkovne shrambe. Izkazalo se je, da se temu zaradi im-
plementacije omejevanja zahtev in varovalk ne moremo izogniti.
4.4.1 KeyDB
Do sedaj smo večkrat omenili, da bomo za sinhronizacijo več instanc uporabili
pomnilnǐsko podatkovno strukturo Redis. Na koncu smo se odločili, da bomo
raje uporabili pomnilnǐsko podatkovno strukturo KeyDB [22]. Gre za izpo-
polnjeno različico pomnilnǐske podatkovne strukture Redis z dodatnimi funk-
cionalnostmi. V uporabo nas je prepričala možnost določanja časovnega iz-
teka (angl. time to live) na posameznem vnosu znotraj množice (pomnilnǐska
podatkovna struktura Redis omogoča določanje časovnega izteka samo na
celotni množici). Ker pomnilnǐska podatkovna struktura KeyDB izvira iz
pomnilnǐske podatkovne strukture Redis in podpira enake ukaze, lahko za
dostop uporabimo isto knjižnico. Ne škodi tudi to, da je pomnilnǐska podat-
kovna struktura KeyDB hitreǰsa in da lahko procesira več zahtev na sekundo
[47].
4.4.2 Omejevanje zahtev
Potrebe in razloge za sinhronizacijo smo prvič omenili pri načrtovanju ome-
jevanja zahtev v poglavju 3.2.3. V algoritmu 1 smo omenili uporabo pre-
mikajočega se okna. Izkazalo se je, da lahko premikajoče se okno imple-
mentiramo kar znotraj pomnilnǐske podatkovne strukture KeyDB z uporabo
časovnega izteka. Eden izmed načinov je uporaba množice, pri kateri v vsak
vnos shranimo časovni žig zahteve in nastavimo časovni iztek posameznega
vnosa na eno minuto. Število zahtev v premikajočem se oknu lahko prido-
bimo s poizvedovanjem po velikosti množice. Predstavljeno logiko prikazuje
izsek 4.7.




pipeline.Do(ctx, "EXPIREMEMBER", mapping.Name, currentTime, 60)
response, error := pipeline.Exec(ctx)
// pridobivanje velikosti (kardinalnosti) mnozice
count, err := client.SCard(ctx, mapping.Name).Result()
Izsek 4.7: Primer shranjevanja zahteve v pomnilnǐsko podatkovno strukturo
KeyDB
Logika iz izseka 4.7 bi verjetno delovala, vendar samo pri nizkem številu
zahtev. Težave bi se začele pojavljati pri velikih obremenitvah, ko bi s shra-
njevanjem vsake posamezne zahteve v premikajoče se okno zelo obremenili
tako pomnilnǐsko podatkovno strukturo KeyDB kot tudi prehod API. Tako
smo se odločili, da bomo za potrebe omejevanja zahtev vso komunikacijo pre-
stavili v ozadje ter jo omejili na neki fiksen interval. V končni različici pre-
hoda API za vsako preslikavo pogledamo, ali vsebuje nastavitev za omejitev
zahtev. Če vsebuje, registriramo delavca v ozadju, ki na vnaprej določen in-
terval shranjuje nove zahteve v premikajoče se okno (ki jih hranimo v čakalni
vrsti) ter posodablja, koliko zahtev je trenutno v oknu. Zaradi intervala
podatki niso vedno najnoveǰsi. Tudi nastavitev omejevanja zahtev postane
”mehka” nastavitev, saj lahko prehod API prepozno vklopi omejitev zaradi
zastarelih podatkov. Kljub temu smo se odločili, da bomo raje uporabili ta
način, saj je dosežena zmogljivost veliko vǐsja v primerjavi z načinom v izseku
4.7.
4.4.3 Varovalke
Kot smo predstavili v poglavju 3.3, je uporaba skupne podatkovne shrambe
potrebna tudi pri implementaciji varovalk. Podobno kot pri omejevanju zah-
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tev smo tudi tukaj del logike prestavili na pomnilnǐsko podatkovno strukturo
KeyDB z uporabo časovnega izteka. V pomnilnǐsko podatkovno strukturo
KeyDB ne shranjujemo množice ali seznama zahtev, ampak samo števec ne-
uspelih zahtev. Ob povečanju števca časovni iztek ponastavimo na eno uro.







failed, err := client.Incr(ctx, key).Result()
if err != nil {
log.Print("Redis error: " + err.Error())
return
}
client.Expire(ctx, key, 3600 * time.Second)





Izsek 4.8: Implementacija varovalk
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4.5 Upravljanje zahtev
V preǰsnjih podnaslovih smo ilustrirali le posamezne funkcionalnosti in dele
obdelovanja zahtev. Za pridobivanje celotne slike delovanja prehoda API
bomo predstavili še celo pot zahteve od prejetja do končnega serviranja upo-
rabniku.
1. Zahteva pride na prehod API. Iz spletnega naslova pridobimo domeno
in pot. V registru poǐsčemo ujemajočo preslikavo. Če preslikava ni
najdena, vrnemo napako.
2. Pred začetkom procesiranja preverimo, ali ima zahteva definirana pra-
vila za dostop. Če najdemo nastavitev whitelist ali blacklist, pridobimo
uporabnikov naslov IP in ga primerjamo z nastavljenima seznamoma.
Podrobneǰso logiko blokiranja zahtev smo predstavili v poglavju 3.2.4.
3. Preden nadaljujemo z naslednjim korakom, preverimo, ali ima presli-
kava v registru definirane kakšne končne točke (pridobljene iz storitev
in strokov). Če je seznam končnih točk prazen, vrnemo napako.
4. Sledi omejevanje zahtev. Najprej na konfiguraciji preslikave preverimo,
ali je omejevanje zahtev sploh vklopljeno. Če je, iz pomnilnǐske podat-
kovne strukture KeyDB pridobimo podatek o številu zahtev v zadnji
minuti in ga primerjamo z nastavljeno omejitvijo. Pridobljena številka
ni najnoveǰsa, saj komunikacija s pomnilnǐsko podatkovno strukturo
KeyDB poteka z zamikom in v ozadju. Celotno logiko omejevanja zah-
tev smo predstavili v poglavju 4.4.2.
5. Po omejevanju zahtev je na vrsti izbira končne točke, na katero bomo
zahtevo poslali (porazdeljevanje zahtev smo opisali v poglavju 3.2.2).
Za pospešitev porazdeljevanja zahtev v registru hranimo polje uteži.
Gre za polje indeksov končnih točk. Recimo, da ima neka preslikava
konfigurirane tri različne storitve. Prva storitev ima utež 1, druga
utež 2 in tretja utež 3. Ob oblikovanju registra bi preslikava dobila tri
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končne točke oz. eno za vsako storitev. Tabela uteži bi se izračunala
kot [0, 1, 1, 2, 2, 2]. Ko imamo to tabelo, lahko v samo eni operaciji
izberemo, na katero končno točko bomo zahtevo poslali kljub utežem.
Vse, kar moramo storiti, je generirati naključno celo število od nič do
števila velikosti tabele uteži. Tabelo se nam splača računati, saj se bo
ta le rekdo spreminjala (samo ob dodajanju novih preslikav, strokov
ali storitev). Računanje tabele ni računsko zahtevno, nam pa prihrani
veliko časa, saj se porazdeljevanje izvaja na vsako zahtevo.
6. Na koncu nam ostane samo še procesiranje po izvedeni zahtevi. Naj-
prej preverimo, kakšen je bil status zahteve HTTP. Če je bil status
500 ali več (označuje napako na strežniku), v pomnilnǐsko podatkovno
strukturo KeyDB zabeležimo, da je končna točka vrnila napako (to smo
predstavili v izseku 4.8). V primeru, da smo dosegli največje dovoljeno
število neuspelih zahtev na končni točki, jo označimo kot nevitalno. Če
je zahteva uspela in imamo vklopljeno omejevanje zahtev, jo zabeležimo
v pomnilnǐsko podatkovno strukturo KeyDB (to smo predstavili v iz-
seku 4.7).
Skozi korake delovanja prehoda API se ves čas izvaja tudi zbiranje metrik.
Kot smo omenili v poglavju 3.4, zbiramo metrike o celotnem številu zahtev
in o uspešnem številu zahtev (na prehodu API in za vsako posamezno presli-
kavo). Poleg tega zbiramo še odzivne čase končnih točk za vsako preslikavo
in čas procesiranja na prehodu API (čas obdelave zahteve), razdeljen na čas
procesiranja pred poslano zahtevo in čas procesiranja po poslani zahtevi.
4.6 Optimizacija delovanja
Pri uporabi prehoda API je paralelizacija izredno pomembna. Brez parale-
lizacije bi bilo doseganje večjega števila zahtev na sekundo nemogoče. Pro-
gramski jezik Golang v ta namen uporablja go rutine (angl. goroutines).
Ker za uporabo go rutin skrbi programski jezik in ne operacijski sistem, so
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v primerjavi s tipično uporabljenimi nitmi (angl. threads) bistveno lažje na
sistemskih virih [45]. Tako smo s številom izvajajočih go rutin omejeni le s
količino pomnilnika RAM, ki ga imamo na voljo v sistemu.
Za implementacijo sprejemanja in posredovanja zahtev smo v prehodu
API uporabili knjižnico net/http [18], ki je vgrajena v programski jezik Go-
lang. Knjižnica deluje tako, da vsako prihajajočo zahtevo procesira v svoji
go rutini. V našem primeru implementacije vsako zahtevo posredujemo na-
prej na ciljni strok ali storitev znotraj sistema Kubernetes. To pomeni, da
se na prehodu API izvaja toliko paralelnih zahtev HTTP, kot je prihajajočih
zahtev na prehod API. Pri evalvaciji zmogljivosti prehoda (to bomo podrob-
neje predstavili v poglavju 5.2) smo ugotovili, da tako veliko število zahtev
škodi zmogljivosti. Posledično smo se odločili, da bomo število sočasnih zah-
tev omejili na fiksno število in omejitev dodali v konfiguracijo prehoda API.
Omejevanje smo implementirali s pomočjo dispečerja (angl. dispatcher) in
delavcev (angl. workers). Pri tem smo uporabili go rutine in kanale (angl.
channels) za komunikacijo. Implementacija dispečerja je prikazana v izseku
4.9.
func (dispatcher *Dispatcher) dispatch() {
for {
select {
case request := <-RequestQueue:







Izsek 4.9: Implementacija dispečerja pri omejevanju procesiranja zahtev
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V izseku 4.9 lahko opazimo uporabo več različnih kanalov. Prvi kanal se
imenuje RequestQueue in vsebuje prihajajoče zahteve. Ukaz select deluje kot
neskončna zanka, saj imamo samo en stavek case. Branje iz kanala (operator
<-) blokira izvajanje, dokler v kanal ne pride nova vrednost. V našem pri-
meru je prejeta vrednost zahteva, ki je tipa Request. Ko je zahteva sprejeta,
se v novi go rutini (beseda go pred klicem funkcije označuje oblikovanje nove
go rutine) sproži funkcija, ki iz bazena delavcev (angl. worker pool) pridobi
novega prostega delavca. Če trenutno ni na voljo noben delavec, je izvajanje
zaradi operatorja <- blokirano. Posredovanje zahteve delavcu, podobno kot
ostala logika, poteka prek kanala, saj je bazen delavcev definiran kot kanal
kanalov. Kanalov in go rutin v magistrskem delu podrobneje ne bomo opi-
sovali, ker so del programskega jezika Golang in niso neposredno povezani
s prehodi API. Podrobneǰsi opisi vseh funkcionalnosti programskega jezika
Golang so na voljo v uradni dokumentaciji [18].
Poglavje 5
Evalvacija prehoda API
V tem poglavju bomo predstavili rezultate evalvacije implementiranega pre-
hoda API. Naprej bomo prikazali uporabo prehoda API na realni aplikaciji z
demonstracijo nekaj osnovnih funkcionalnosti. Istočasno bomo izvedli eval-
vacijo zmogljivosti s spremljanjem metrik in porabe sistemskih virov. Da
bi izmerjene številke postavili v kontekst, bomo implementirani prehod API
primerjali s tremi obstoječimi prehodi API.
5.1 Uporabnǐska evalvalcija
Pri uporabnǐski evaluaciji bomo predstavili postopek migracije iz sistemskih
gradnikov na gradnik preslikava. Po migraciji bomo demonstrirali tudi nad-
gradnjo aplikacije in pokazali, kako lahko s pomočjo preslikav izvedemo pro-
gresivno nameščanje nove različice.
5.1.1 Migracija iz sistemskih gradnikov
Prehod API smo testirali na enem izmed naših osebnih projektov. Gre za
preprosto aplikacijo, ki je sestavljena iz čelnega dela, zalednega dela in iz
komponente za serviranje slik. Pred izdelavo magistrskega dela je bila apli-
kacija na strežniku postavljena brez uporabe sistema Kubernetes. Tako se
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nam je implementacija prehoda API zdela kot odlična priložnost za vpeljavo
postavitve v gručo.
Da bi lahko primerjali različne načine postavitve, smo aplikacijo najprej
namestili v gručo in njene komponente izpostavili na najpreprosteǰsi način z
uporabo storitve tipa NodePort. V poglavju 2.2.5 smo omenili, da se vsaki
storitvi tipa NodePort dodelijo naključna vrata med 30000 in 32767. Dobljeni
naslov oblike naslov-strežnika:vrata ni namenjen uporabi v produkciji. Tako
smo morali naslov vsake komponente posebej preslikati v domenski naslov.
Pri treh komponentah je bilo to še izvedljivo. Do težav bi prǐslo, če bi bila
aplikacija sestavljena iz več deset mikrostoritev.
Naslednji način izpostavitve aplikacije je bila uporaba gradnika Ingress
(gradnik smo predstavili v poglavju 2.2.5). Uporabili smo krmilnik Ingress
ponudnika NGINX [29]. V primerjavi s storitvijo tipa NodePort se je celoten
postopek izpostavitve poenostavil, saj smo lahko ime končne domene defini-
rali kar znotraj gradnika Ingress. Ker gre za lastno gručo, ki ni postavljena v
javnem oblaku, smo morali za izpostavitev krmilnika Ingress uporabiti stori-
tev tipa NodePort, saj storitev tipa LoadBalancer ni na voljo. Posledično smo
morali konfigurirati tudi svoj izenačevalnik obremenitve. V ta namen smo
uporabili strežnik NGINX, ki smo ga konfigurirali, da posluša na poljubnem
spletnem naslovu in vse zahteve posreduje v gručo. Uporabili smo nastavitev
vzvratnega posrednika (angl. reverse proxy). Za samodejno uporabo proto-
kola HTTPS na vseh poddomenah smo konfiguraciji dodali še nadomestni
certifikat (angl. wildcard certificate).
Na koncu smo za izpostavitev aplikacije uporabili še implementirani pre-
hod API. Ker smo konfiguracijo zasnovali podobno, kot je zasnovan gradnik
Ingress, je bila zamenjava preprosta. Najprej smo morali za vsak defini-
ran gradnik Ingress ustvariti gradnik preslikava (primer konfiguracije smo
predstavili v poglavju 4.3). Podobno kot pri krmilniku Ingress smo morali
tudi prehod API izpostaviti prek storitve tipa NodePort. Zaradi tega smo
lahko ponovno uporabili celotno konfiguracijo izenačevalnika obremenitve,
vključno s samodejno uporabo protokola HTTPS. Spremeniti smo morali le
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ciljna vrata v nastavitvah vzvratnega posrednika. Celovito gledano, prehod
API deluje na podoben način kot krmilnik Ingress, tudi nastavi se na podo-
ben način. Večja razlika je v podpori funkcionalnosti. Z uporabo prehoda
API smo pridobili funkcionalnosti, kot so samodejno spremljanje metrik, va-
rovalke in večji nadzor nad zahtevami s pomočjo konfiguracije usmerjanja,
porazdeljevanja, omejevanja in blokiranja zahtev.
5.1.2 Vpeljava novih različic
Glavni način za vpeljavo novih različic aplikacij v sistemu Kubernetes je
uporaba cikličnih posodobitev (omenjeno v poglavju 2.2). Pri ciklični poso-
dobitvi sistem sočasno s starimi različicami strokov zažene še nove različice.
Recimo, da izvajamo neko aplikacijo v štirih instancah oz. strokih. Ciklična
posodobitev bi lahko npr. zagnala še dva dodatna stroka (število je odvisno
od konfiguracije). V primeru, da pri novih strokih ne pride do nobenih napak,
se ciklična posodobitev nadaljuje z ugašanjem starih strokov in istočasnim
zagonom še več novih strokov. Ta postopek se ponavlja, dokler niso zame-
njani vsi stroki. Rezultat celotnega postopka je nova različica aplikacije brez
vmesne nedosegljivosti. Uporaba prehoda API nam teh funkcionalnosti ne
poruši, saj se prehod API samodejno odziva na vse spremembe prek infor-
matorjev (to smo predstavili v poglavju 4.3).
V primeru, da hočemo bolj granularen nadzor nad izdajo nove različice,
si lahko pomagamo s funkcionalnostjo porazdeljevanja zahtev prehoda API.
Kot smo omenili v poglavju 3.2.2, pri konfiguraciji preslikav lahko nastavimo
uteži. Zgornji scenarij bi bil v tem primeru videti malo drugače. Rekli smo,
da imamo aplikacijo, ki se izvaja v štirih instancah. V prvem koraku bi
najprej zagnali novo različico aplikacije. Ker bi se v tej fazi obe različici
izvajali ločeno (uporabnikom bi bila na voljo še vedno stara različica), bi
lahko najprej interno potestirali novo različico in preverili, ali vse deluje
brez napak. Ko bi nova različica prestala testiranje, bi začeli s postopnim
preusmerjanjem prometa na novo različico. Zaradi konfigurabilnosti prehoda
API lahko to storimo v poljubnih intervalih ali tudi vse na enkrat. Primer
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konfiguracije, pri kateri bi 90 % prometa preusmerili na staro različico in 10






















Izsek 5.1: Postopna preusmeritev prometa na novo različico
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5.2 Evalvacija zmogljivosti
Pri evalvaciji prehoda API ni pomembna samo uporabnost, ampak tudi nje-
gova zmogljivost. Prehod API in vse njegove funkcionalnosti nam v realnem
svetu ne pomagajo, če prehod API ni sposoben hitrega procesiranja in ve-
likega pretoka zahtev. Da bi preverili hitrost prehoda API, smo preverili
povprečne čase procesiranja zahtev, porabo sistemskih virov in skalabilnost
z več instancami. Vse podatke smo pridobili s pomočjo orodja Prometheus.
Za branje in vizualizacijo smo uporabili orodje Grafana. Poleg metrik, ki smo
jih vgradili v prehod API, smo pridobili še metrike sistema Kubernetes. To
nam je omogočilo preprosto pridobivanje sistemskih metrik, kot sta poraba
procesorske moči in poraba pomnilnika RAM.
Pred začetkom testiranja smo zasnovali testne scenarije, s katerimi smo
prehod API evalvirali. Načrtovali smo tri različne scenarije uporabe glede na
količino prometa. Pri parametrih scenarijev bomo omenjali niti v program-
skem jeziku Java, saj smo vse teste izvedli s programskim orodjem JMeter
[8], ki je implementirano v programskem jeziku Java in omenjene niti upo-
rablja za paralelizacijo pošiljanja zahtev. V prvem scenariju smo simulirali
mirujoče delovanje prehoda API z redkimi zahtevami. Tukaj smo poskušali
prikazati delovanja prehoda API v primeru aplikacij, ki nimajo zelo veliko
sočasnih uporabnikov (do 10). Kot parametre pri izvajanju smo izbrali dve
niti in 5.000 ponovitev, kar je skupaj 10.000 zahtev. Za zmanǰsanje obremeni-
tve smo med poslanimi zahtevami dodali časovni zamik. V drugem scenariju
smo povečali količino prometa. Poskušali smo simulirati nekaj 100 sočasnih
uporabnikov. Kot parametre pri izvajanju smo izbrali 10 niti in 25.000 po-
novitev, kar je skupaj 250.000 zahtev. V zadnjem scenariju se nismo več
ozirali na količino uporabnikov, ampak smo prehod API maksimalno obre-
menili. Število niti smo povečali na 1.000, medtem ko smo število ponovitev
zmanǰsali na 1.000.
Glede na testirano funkcionalnost smo isti scenarij izvedli večkrat z razli-
čnimi parametri. Za večji nadzor nad delovanjem prehoda API smo procesi-
ranje zahtev razdelili na procesiranje pred pošiljanjem zahteve (podatek Pred
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v tabelah) in po pošiljanju zahteve (podatek Po v tabelah). Seštevek obeh
časov smo prikazali posebej, z oznako Σ. Vse tri scenarije smo testirali z eno
instanco prehoda API, razen pri testiranju skalabilnosti. Kot ciljno aplika-
cijo, na katero bo prehod API preusmerjal zahteve, smo uporabili preprost
spletni strežnik, ki na vse zahteve odgovori z vnaprej definiranim odgovorom
v formatu JSON (JavaScript object notation).
Pri testiranju smo bili pozorni, da smo uporabili dovolj zmogljiv raču-
nalnik s hitro povezljivostjo. Najeli smo virtualni računalnik na platformi
Google Cloud Platform z osemjedrnim procesorjem in 32 GB pomnilnika
RAM (vrsta računalnika: c2-standard-8). V primeru uporabe premalo zmo-
gljivega računalnika bi lahko dobili napačne rezultate, saj bi dosegli omejitev
računalnika in ne prehoda API (angl. bottleneck). Evalvacijo smo izvajali
na lastno postavljeni gruči s tremi virtualnimi računalniki, pri čemer je imel
vsak računalnik 2 GB pomnilnika RAM in dve procesorski jedri. Pred te-
stiranjem vsakega prehoda API smo preǰsnjega iz gruče izbrisali. To je bilo
potrebno zaradi zagotavljanja ponovljivosti rezultatov. V primeru sočasne
uporabe več različnih prehodov API bi lahko imel posamezni prehod API na
voljo manǰso procesorsko moč. Kljub temu se pri takšnih testiranjih pojavi
variabilnost zaradi omrežja, kar pa smo poskušali izničiti z večkratnim po-
navljanjem vsakega scenarija in izračunom standardnega odklona (oznaka σ
v tabelah). Vsak poskus smo izvedli 50-krat.
5.2.1 Povprečni čas procesiranja zahtev
Prva izmed izmerjenih metrik je povprečni čas procesiranja zahtev. Pri pro-
cesiranju zahtev je pomembno, da testiramo posamezne funkcionalnosti, saj
se izvedena koda razlikuje glede na vklopljene možnosti znotraj nastavitve
preslikave. Med funkcionalnosti, ki lahko vplivajo na zmogljivost, spadajo
omejevanje, blokiranje in porazdeljevanje zahtev. Največ dodatnega procesi-
ranja se izvaja pri primerjavi naslovov IP iz zahteve, saj se izvajajo primer-
jave z regularnimi izrazi. Povečanje bi pričakovali tudi pri uporabi omeje-
vanja zahtev, vendar smo operacije nad pomnilnǐsko podatkovno strukturo
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KeyDB prestavili na delovanje v ozadju (to smo predstavili v poglavju 4.4.2).
Tabela 5.1: Povprečni časi procesiranja zahtev pri nizkem prometu (10.000
zahtev; 2 niti)
Funkcionalnost Pred [µs] Po [µs]
∑︁
[µs] σ[µs]
Osnovno usmerjanje 25 48 73 35
Omejevanje zahtev 26 55 81 47
Blokiranje naslovov IP 66 46 112 49
Uporaba uteži 26 46 72 38
Kombinacija 66 48 114 47
Tabela 5.1 potrjuje naše predpostavke. Primerjava omejevanja zahtev z
osnovnim usmerjanjem ne prikazuje velikih razlik. Kot smo že omenili, je
vzrok v podobni količini predprocesiranja. Kljub uporabi pomnilnǐske po-
datkovne strukture KeyDB se časi ne povečajo, saj se poizvedbe izvajajo
v ozadju. Povečanje časov predprocesiranja opazimo pri uporabi blokiranja
zahtev (faktor 2,64). Do te spremembe pride zaradi pridobivanja naslovov
IP iz zahteve in primerjav z uporabo regularnih izrazov. Pri uporabi po-
razdeljevanja zahtev z utežmi ne opazimo velike razlike. To lahko pripǐsemo
vnapreǰsnjem računanju uteži, kar nam omogoča izbiro končne točke z eno
operacijo (algoritem smo podrobneje opisali v poglavju 4.5). Pri procesira-
nju po izvedbi zahteve se časi skozi vse primere ne razlikujejo oz. odstopanja
ostajajo znotraj mej normale. Tudi to je pričakovan rezultat, saj prehod API
v primerjavi s predprocesiranjem po izvedbi zahteve vedno izvaja ista opra-
vila, ne glede na nastavljene funkcionalnosti. Opisana razmerja so prikazana
na sliki 5.1.



















Slika 5.1: Grafična predstavitev časov procesiranja zahtev pri nizkem pro-
metu (10.000 zahtev; 2 niti)
Tabela 5.2: Povprečni časi procesiranja zahtev pri srednjem prometu
(250.000 zahtev; 10 niti)
Funkcionalnost Pred [µs] Po [µs]
∑︁
[µs] σ[µs]
Osnovno usmerjanje 35 129 164 48
Omejevanje zahtev 34 138 172 40
Blokiranje naslovov IP 97 136 233 68
Uporaba uteži 35 129 164 43
Kombinacija 99 148 247 74
Ob primerjavi rezultatov tabele 5.1 in 5.2 opazimo veliko podobnosti.
Časi procesiranja pri osnovnem usmerjanju so enaki kot pri omejevanju zah-
tev in porazdeljevanju zahtev z uporabo uteži. Uporaba regularnih izrazov
pri primerjanju naslovov IP tudi tukaj upočasni predprocesiranje v podob-
nem razmerju kot pri scenariju z nizkim prometom (faktor 2,77). Celotna
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tabela prikazuje globalno povǐsanje časov z ohranjenimi razmerji. Tudi stan-
dardni odkloni se niso veliko spremenili, kar pomeni, da se časi procesiranja
spreminjajo podobno v obeh scenarijih. Če smo v prvem scenariju simulirali
redko uporabo prehoda API s posameznimi zahtevami, je v tem scenariju pre-
hod API ves čas procesiral okrog 700 zahtev na sekundo. Globalno povǐsanje
časov lahko tako pripǐsemo dodatnemu procesiranju zaradi večje količine zah-
tev. Kot smo omenili v poglavju 4.6, vsaka zahteva ustvari novo go rutino.
Med omenjeno procesiranje tako spada tudi preklapljanje med go rutinami, ki
se v tem scenariju zaradi večje količine go rutin pojavlja pogosteje. Opisana



















Slika 5.2: Grafična predstavitev časov procesiranja zahtev pri srednjem
prometu (250.000 zahtev; 10 niti)
Ob pregledu tabele 5.3 opazimo podobna razmerja, kot smo jih opazili
že pri pregledu tabel 5.1 in 5.2. Osnovno usmerjanje, omejevanje zahtev in
porazdeljevanje zahtev z uporabo uteži imajo podobne povprečne čase. Pri
blokiranju naslovov IP se je povǐsanje predprocesiranja zmanǰsalo za sko-
raj polovico v primerjavi s scenarijem pri srednjem prometu (faktor 1,58
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Tabela 5.3: Povprečni časi procesiranja zahtev pri visokem prometu
(1.000.000 zahtev; 1.000 niti)
Funkcionalnost Pred [µs] Po [µs]
∑︁
[µs] σ[µs]
Osnovno usmerjanje 138 429 567 90
Omejevanje zahtev 143 432 575 101
Blokiranje naslovov IP 219 458 677 119
Uporaba uteži 141 437 578 97
Kombinacija 253 496 749 162
v primerjavi s faktorjem 2,77). To lahko pripǐsemo nespremenjenemu času
računanja regularnih izrazov, medtem ko lahko preostalo povǐsanje časov



















Slika 5.3: Grafična predstavitev časov procesiranja zahtev pri visokem pro-
metu (1.000.000 zahtev; 1.000 niti)
Doseganje nizkih časov procesiranja zahtev je ena izmed pomembneǰsih
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metrik prehodov API. V sistemih, ki uporabljajo prehod API, gredo vse
zahteve skozi prehod API. Dalǰsi časi procesiranja bi tako lahko upočasnili
celotne aplikacije. Kljub visoki količini prometa implementirani prehod API
še vedno beleži nizke čase procesiranja zahtev. Ob pogledu na celotno pri-
merjavo skozi vse scenarije na sliki 5.4 lahko opazimo, da so vsi časi še vedno
v mikrosekundah. To pomeni, da procesiranje nima velikega vpliva na skupni
čas procesiranja zahteve. Ker po navadi čase zahtev merimo v milisekundah,











Nizki promet Srednji promet Visok promet
Osnovno usmerjanje Omejevanje zahtev Blokiranje naslovov IP Uporaba uteži Kombinacija
Slika 5.4: Grafična predstavitev časov procesiranja zahtev pri vseh scenari-
jih
5.2.2 Poraba sistemskih virov
Pri porabi sistemskih virov smo spremljali porabo pomnilnika RAM in upo-
rabo procesorske moči. Obe metriki smo spremljali skozi čas testiranja sce-
narijev iz poglavja 5.2.1. Pri teh metrikah ne moremo pridobiti podatkov na
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zahtevo, zato smo metrike podali kot obseg. Posledično smo izpustili tudi
standardni odklon, saj smo odstopanja zajeli že v obsegu. Za ilustracijo
smo dodali še število zahtev na sekundo. Podatek smo zajeli iz orodja JMe-
ter, ki v realnem času prikazuje, koliko zahtev pošilja na sekundo glede na
konfiguracijo in zmožnosti ciljnega strežnika.
Tabela 5.4: Metrike zmogljivosti
Scenarij RAM [MB] CPU [%] Število zahtev [/s]
Nizki promet 14–16 0–0,1 0–10
Srednji promet 20–25 20–25 600–800
Visok promet 50–70 90–100 4.000–5.000
Ob pogledu na tabelo 5.4 najprej opazimo zelo nizko porabo pomnilnika
RAM. Glede na zasnovo prehoda API je to pričakovan rezultat, saj prehod
API ne shranjuje veliko podatkov. Poleg shranjevanja trenutnega stanja v
gruči in vzdrževanja registra se pomnilnik RAM uporablja za shranjevanje
trenutnih go rutin. Tako lahko tudi pojasnimo povǐsanje porabe pri visokem
prometu, medtem ko poraba ostaja skoraj enaka pri nizkem in srednjem
prometu.
Če je bila poraba pomnilnika RAM nizka, je zgodba pri porabi procesor-
ske moči drugačna. Že pri scenariju s srednjim prometom se je poraba gibala
med 20 in 25 %. Med testiranjem smo ugotovili, da je število procesiranih
zahtev na sekundo tesno povezano s porabo procesorske moči. V primeru, ko
smo imeli znotraj gruče zagnane še druge aplikacije, se je število procesiranih
zahtev na sekundo zmanǰsalo. Takrat smo ugotovili, da prehod API ob vi-
soki obremenitvi porablja 100 % procesorske moči. Posledično je zmogljivost
prehoda API omejena s procesorsko močjo izvajajočega računalnika (angl.
CPU bound). Ker imamo v naši gruči samo dvojedrne procesorje, se nam
je to zdelo pričakovano. Za uporabo v produkciji bi potrebovali močneǰse
računalnike z bolǰsimi procesorji.
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5.2.3 Skalabilnost
Pri skalabilnosti moramo upoštevati več dejavnikov. Najprej moramo upošte-
vati porabo procesorske moči. Kot smo omenili v poglavju 5.2.2, je delovanje
prehoda API omejeno z močjo procesorja. V takšnem primeru nam horizon-
talno skaliranje na istem računalniku znotraj gruče ne bi pomagalo, saj bi že
ena instanca porabljala celotno procesorsko moč. Ob zagonu več instanc bi se
procesorska moč porazdelila, kar pa ne bi pomagalo pri doseganju več zahtev
na sekundo. V najslabšem scenariju bi se lahko zmogljivost celo poslabšala,
kar smo tudi eksperimentalno potrdili. Ob zagonu dveh instanc na istem
računalniku in maksimalni obremenitvi smo izgubili do 5 % zmožnosti pro-
cesiranja prehoda API. Ker pa smo v okolju sistema Kubernetes, imamo na
voljo več računalnikov v gruči za horizontalno skaliranje. Če se odločimo za
ta način, moramo paziti, da za prehod API ne porabimo celotne procesorske
moči v gruči. Kot primer vzemimo standardno gručo s tremi računalniki. Po
navadi en računalnik skrbi za upravljanje gruče, torej nam ostaneta še dva
za izvajanje aplikacij. Če bi prehod API zagnali na obeh računalnikih in ma-
ksimalno obremenili obe instanci, bi zmanjkalo procesorske moči v gruči za
izvajanje aplikacij. Posledično bi se zmanǰsala zmogljivost celotnega sistema.
Do zdaj smo omenjali samo pasti skaliranja, nismo pa še omenili predno-
sti in pridobitev na zmogljivosti. V idealnem svetu bi horizontalno skaliranje
linearno povǐsalo zmogljivost prehoda API. Dve instanci bi torej v teoriji po-
menili dvakratno zmožnost procesiranja zahtev. Pri prehodu API to do neke
mere drži, saj je med instancami malo sinhronizacije. Na začetku razvoja je
pomnilnǐska podatkovna struktura KeyDB zelo upočasnjevala prehod API,
saj se je vsaka zahteva takoj zabeležila. Kot smo omenili v poglavju 4.4.2,
smo to težavo odpravili z intervalnim posodabljanjem v ozadju. Kljub temu
lahko o linearnem skaliranju govorimo samo na začetku skaliranja pri malo
instancah. Pri zelo visokem prometu se začnejo pojavljati druge težave. Prva
izmed njih je skaliranje pomnilnǐske podatkovne strukture KeyDB. Z replika-
cijo podatkovnih shramb se potencialno upočasnijo vse operacije (predvsem
operacije pisanja), kar negativno vpliva na delovanje prehoda API. Ne smemo
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pozabiti tudi omrežnih težav, ki so vseskozi prisotne. Pri velikih gručah s
široko porazdeljenostjo računalnikov začne omrežje vedno bolj vplivati na
zmogljivost zaradi dodatnih latenc pri potovanju zahtev in usmerjanju. Že
izbira ciljnega stroka znotraj prehoda API vpliva na delovanje, saj lahko izbe-
remo preveč oddaljen strok. Na skaliranje lahko vpliva tudi zasnova prehoda
API [43]. Tukaj se bomo pri skaliranju ustavili, ker so omenjene težave izven
okvirov magistrskega dela. Trditev o zelo visoki skalabilnosti nismo morali
preveriti, ker nimamo dostopa do dovolj velike gruče. Lahko pa zaključimo,
da je skaliranje prehoda API na nizkem številu instanc potencialno linearno,
če imamo na voljo dovolj procesne moči, kar smo tudi eksperimentalno pre-
verili. V primeru realnih aplikacij zaradi velikega števila dejavnikov skoraj
zagotovo ne moremo zagotavljati linearne skalabilnosti.
5.3 Primerjava z obstoječimi rešitvami
V poglavju 5.2 smo opravili evalvacijo zmogljivosti implementiranega pre-
hoda API. Dobljene številke nam ne podajo celotne slike, saj jih nimamo z
ničemer primerjati. Za primerjavo je najbolj smiselno uporabiti konkurenčne
rešitve, ki opravljajo isto nalogo. Izbrali smo tri odprtokodne rešitve: Am-
bassador [30], Kong [23] in Gloo [17]. Za vsako izmed treh bomo najprej
primerjali funkcionalnosti, nato še zmogljivost.
Pri primerjavah je pomembno, da so objektivne. V našem primeru objek-
tivnost najlažje dosežemo z omejitvijo procesorske moči. Če vse testirane
prehode API omejimo na enako količino procesorske moči, bomo lahko med
njimi opravili objektivno primerjavo procesiranih zahtev na sekundo. Ker
imamo v naši gruči računalnike z dvojedrnim procesorjem, smo za omejitev
izbrali 50 % oz. eno jedro. S tem smo si pustili še nekaj manevrskega prostora
za druge izvajajoče se komponente na istem računalniku in zagotovili, da bo
izkorǐsčenost vedno maksimalna. Ker smo pri evalvaciji zmogljivosti imple-
mentirani prehod API testirali brez omejitev, smo morali evalvacijo izvesti
še z dodano omejitvijo na eno jedro. Pri dodani omejitvi je implementirani
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prehod API lahko procesiral povprečno 2.164 zahtev na sekundo (standardni
odklon: 95), pri čemer je porabil med 30 in 40 MB pomnilnika RAM.
Poleg primerjave z omejitvijo procesorske moči smo primerjavo naredili
še med delovanjem prehodov API pri isti količini prometa. Za primerjavo
smo uporabili scenarij s srednjim prometom, pri katerem smo na prehode
API poslali 250.000 zahtev. Z uporabo 10 niti so prehodi API procesirali
okrog 800 zahtev na sekundo. Osredotočili smo se na primerjavo porabe
procesorske moči, saj se poraba pomnilnika RAM skozi izvajanje scenarija
ni spreminjala in je ostala enaka z izjemo začetka izvajanja, kjer se je zgodil
začetni poskok. Graf z rezultati primerjave je prikazan na sliki 5.5. Scenarij
z nizkim prometom smo izpustili, saj je poraba procesorske moči pri njem
zelo nizka in je v mejah porabe brez dejavnosti. Pri scenariju z maksimalno
obremenitvijo so vsi prehodi API uporabljali maksimalno količino procesor-
ske moči, pri čemer so se števila procesiranih zahtev skladala z opravljenimi
testi pri omejitvi procesorske moči na eno jedro. Meritve za implementirani
prehod API že imamo in jih najdemo v tabeli 5.4. Pri srednjem prometu je
implementirani prehod API lahko procesiral 693 zahtev na sekundo (stan-
dardni odklon: 10). Pri tem je porabljal med 20 in 25 % procesorskih moči.
Poraba pomnilnika RAM se je gibala med 20 in 25 MB.
5.3.1 Ambassador
Prehod API Ambassador je na voljo v dveh različicah: Ambassador API Ga-
teway in Ambassador Edge Stack. Razlika med njima je v podpori funkcio-
nalnosti. Različica Ambassador Edge Stack podpira dodatne funkcionalnosti,
kot so samodejna uporaba protokola HTTPS, avtentikacija prek protokola
OpenID in omejevanje zahtev. Kljub temu, da je različica Ambassador Edge
Stack na voljo za preizkušnjo, brezplačna različica zelo omeji uporabo ne-
katerih funkcionalnosti. Omejevanje zahtev v brezplačni različici je omejeno
na le pet zahtev na sekundo (300 na minuto), kar je premalo za evalvacijo
zmogljivosti in primerjavo. Posledično smo za testiranje uporabili različico
Ambassador API Gateway.
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Pred testiranjem bomo najprej primerjali namestitev in konfiguracijo pre-
hoda API. Namestitev je preprosta, saj lahko prehod API Ambassador name-
stimo z dvema datotekama YAML. Prva datoteka vsebuje definicije lastnih
gradnikov (to smo omenili v poglavju 2.2.6), medtem ko druga vsebuje de-
finicije uporabnika, pravic in postavitev. Namestitev lahko opravimo tudi
z upraviteljem paketov sistema Kubernetes Helm [21]. Da bi prehod API
zaživel, je treba definirati še storitev. Ta del je ločen od preostale namestitve
oz. ni vsebovan v nobeni datoteki YAML, saj je odvisen od konfiguracije
gruče. V primeru, da imamo gručo postavljeno v javnem oblaku, je pri-
poročeni način uporaba storitve tipa LoadBalancer. Če imamo lastno gručo,
bomo najverjetneje uporabili storitev tipa NodePort.
Po končani namestitvi lahko začnemo s konfiguracijo. Ambassador za
definiranje vstopnih točk uporablja preslikave. Če hočemo, lahko za kon-
figuracijo uporabimo tudi gradnik Ingress, vendar razvijalci to odsvetujejo
zaradi ožjega nabora funkcionalnosti [6]. Osnovna preslikava z minimalno








Izsek 5.2: Primer definicije preslikave prehoda API Ambassador
Večina podprtih funkcionalnosti prehoda API Ambassador se definira v
preslikavi. Če hočemo nastaviti funkcionalnost progresivnih izdaj s pomočjo
uteženega porazdeljevanja zahtev, uporabimo uteži (nastavitev weight). Na-
čin nastavitve porazdeljevanja zahtev se od implementiranega načina neko-
liko razlikuje. Namesto podajanja seznama storitev/strokov in uteži je treba
dodati več preslikav za isto pravilo z različnimi utežmi. Tudi način porazde-
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ljevanja je konfigurabilen z nastavitvijo load balancer. Podprte so nastavitve
krožnega porazdeljevanja (angl. round robin), izbira stroka z najmanj zah-
tevami (angl. least request), porazdeljevanje s pomočjo zgoščevanja (angl.
ring hash) in algoritem maglev. Vse štiri strategije porazdeljevanja so razvi-
jalci podrobneje opisali na svojem blogu [44].
Prehod API Ambassador podpira še veliko drugih funkcionalnosti. Če
hočemo nastaviti ponavljanje zahtev, uporabimo nastavitev retry policy, v
kateri lahko nastavimo pogoje za ponovitev, časovno omejitev in število po-
skusov. Za uporabo varovalk je uporabljena nastavitev circuit breakers. Po-
dobno kot v implementiranem prehodu API tudi Ambassador izpostavlja
metrike za orodje Prometheus. Poleg osnovnih funkcionalnosti so podprti še
filtri, ki opravljajo predprocesiranje na zahtevah. Tipična uporaba za filter je
avtentikacija. Filtre lahko implementiramo sami ali uporabimo kakšnega iz-
med že vgrajenih. Celoten seznam funkcionalnosti najdemo v dokumentaciji
[30].
Po pregledu funkcionalnosti je sledila še evalvacija zmogljivosti. Kot smo
že omenili, smo vse prehode API testirali z omejitvijo na eno jedro in brez
omejitve pri scenariju s srednjim prometom. Z omejitvijo na eno jedro je pre-
hod API Ambassador lahko procesiral 3.409 zahtev na sekundo (standardni
odklon: 178). Pri tem je porabljal med 140 in 150 MB pomnilnika RAM.
Ob primerjavi dobljenih rezultatov opazimo, da so številke veliko večje kot pri
implementiranem prehodu (faktor 1,58). Po podrobneǰsi raziskavi smo ugo-
tovili, da prehod API Ambassador za posredovanje zahtev uporablja orodje
Envoy Proxy [15]. Orodje Envoy Proxy je visoko zmogljiv posrednik zahtev,
implementiran v programskem jeziku C++. Ena izmed njegovih ključnih
prednosti je hitrost delovanja. Poleg delovanja na sedmi plasti modela OSI
[48] (aplikacijska plast, protokol HTTP) je sposoben delovati tudi na četrti
plasti (transportna plast, protokol TCP).
Pri scenariju s srednjim prometom je prehod API Ambassador lahko pro-
cesiral 827 zahtev na sekundo (standardni odklon: 20). Pri tem je porabljal
med 8 in 12 % procesorske moči. Poraba pomnilnika RAM se je gibala med
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100 in 110 MB. Tudi tukaj opazimo povǐsanje (faktor 1,19), ki pa ni tako
obsežno. Večja razlika se pojavi pri porabi procesorske moči. Prehod API
Ambassador porablja približno polovico procesorske moči v primerjavi z im-
plementiranim prehodom API. Kljub nižji porabi še vedno lahko procesira
več zahtev na sekundo. Če povzamemo, imamo manǰso razliko v proce-
siranju zahtev in večjo razliko v porabi procesorske moči. Kot smo ome-
njali pri skaliranju v poglavju 5.2.3, dobljenih rezultatov ne moremo linearno
preračunavati, saj takšni testi vsebujejo veliko variabilnosti. Vsekakor lahko
opazimo razlike v zmogljivosti.
5.3.2 Kong
Prehod API Kong je drugi izmed prehodov API, s katerimi bomo primerjali
implementirani prehod API. Podpira delovanje s podatkovno bazo (Apache
Cassandra [7] ali PostgreSQL [32]) ali brez. V gručo se ga namesti podobno
kot prehod API Ambassador z eno datoteko YAML, ki vsebuje vse definicije
potrebnih komponent od definicij lastnih gradnikov do definicije postavitve.
Pazljivi moramo biti pri nastavitvi tipa storitve, saj je privzeto nastavljen na
tip LoadBalancer. Če v gruči uporabljamo upravitelja paketov Helm, lahko
prehod API Kong namestimo tudi z njim.
V primerjavi z implementiranim prehodom API in prehodom API Ambas-
sador Kong za konfiguracijo ne uporablja preslikav, ampak gradnik Ingress.
Ker pa je gradnik Ingress nekoliko omejen, Kong ponuja različne razširitve
konfiguracije z lastnimi gradniki. Na voljo so gradniki KongPlugin, KongClu-
sterPlugin, KongIngress, TCPIngress in KongConsumer. Gradnika KongPlu-
gin in KongClusterPlugin sta namenjena konfiguraciji razširitev prehoda API
Kong z vtičniki (angl. plugins). Razlikujeta se po tem, da je gradnik Kon-
gClusterPlugin namenjen razširitvam na celi gruči, medtem ko je gradnik
KongPlugin omejen na posamezne imenske prostore. Funkcionalnosti, kot so
avtentikacija, omejevanje zahtev in transformiranje zahtev, niso neposredno
podprte, ampak so na voljo kot vtičniki. Ker so vtičniki pomembna kompo-
nenta prehoda API Kong, je na voljo tudi trgovina z vtičniki, na kateri lahko
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uporabniki prehoda API prenesejo že razvite vtičnike različnih ponudnikov
[24].
Drugi omenjeni gradniki so namenjeni konfiguraciji usmerjanja. Kon-
gIngress je nadgradnja gradnika Ingress, ki ponuja dodatne možnosti kon-
figuracije. Ima podobno vlogo kot gradnik preslikava. Vse funkcionalnosti
in možnosti konfiguracije so na voljo v dokumentaciji [23]. Kljub uporabi
gradnika KongIngress moramo še vseeno uporabiti gradnik Ingress in gra-
dnika povezati z anotacijo. Ker gradnik Ingress omogoča konfiguracijo le
za usmerjanje zahtev prek protokola HTTP, so razvijalci dodali še gradnik
TCPIngress, ki ponuja podobne funkcionalnosti za protokol TCP. Gradnik
KongConsumer je namenjen definiranju porabnikov, ki omogočajo avtenti-
kacijo in nadzor uporabe storitev. Primer osnovne konfiguracije in povezava


























Izsek 5.3: Primer konfiguracije prehoda API Kong
Pri evalvaciji zmogljivosti prehoda API Kong smo dobili nekoliko nižje
rezultate kot pri prehodu API Ambassador. Ob omejitvi procesorske moči
na eno jedro je prehod API Kong lahko procesiral 3.219 zahtev na sekundo
(standardni odklon: 187). Pri tem je porabil med 130 in 200MB pomnilnika
RAM. Prehod API Kong je razvit na temelju orodja NGINX [28], ki je zelo
razširjeno orodje v svetu spletnih storitev. V primerjavi z implementiranim
prehodom API so številke precej vǐsje (faktor 1,49). Podobno kot pri prehodu
API Ambassador tudi prehod API Kong veliko učinkoviteje posreduje in
procesira zahteve.
Pri scenariju s srednjim prometom je prehod API Kong lahko procesiral
742 zahtev na sekundo (standardni odklon: 25). Pri tem je porabljal med
18 in 21 % procesorskih moči. Poraba pomnilnika RAM se je gibala med
170 in 180 MB. V primerjavi z implementiranim prehodom API opazimo
podobne številke. Maksimalna poraba procesorske moči je le za 4 % nižja
(absolutno), medtem ko je število procesiranih zahtev nekoliko vǐsje (faktor
1,07).
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5.3.3 Gloo
Prehod API Gloo podpira dva načina delovanja. Lahko deluje kot krmilnik
Ingress ali kot samostojni prehod API z večjim naborom funkcionalnosti. Od
drugih primerjanih prihodov se razlikuje po preprostosti uporabe. Glavni
način za namestitev in uporabo je prek orodja glooctl, ki deluje v ukazni
vrstici. Prehod API Gloo lahko tako namestimo z ukazom glooctl install
gateway ali gloo install ingress v primeru namestitve krmilnika Ingress. Kljub
orodju glooctl lahko prehod API Gloo še vedno namestimo z upraviteljem
paketov Helm, saj orodje prehod API Gloo namesti, kot če bi ga namestili
ročno s pomočjo datotek YAML.
Glavni element konfiguracije prehoda API Gloo je gradnik navidezna sto-
ritev (angl. VirtualService). V primerjavi z drugimi prehodi API se uporab-
niku ni treba ukvarjati z ročnim konfiguriranjem usmerjanja zahtev, ampak
lahko vso konfiguracijo opravi z orodjem glooctl. Ker je orodje samo posre-
dnik med uporabnikom in gručo, so vse nastavitve še vedno shranjene znotraj
objektov v sistemu Kubernetes. Do njih dostopamo na enak način, kot pri
implementiranem prehodu API dostopamo do preslikav.
Za lažjo konfiguracijo ima prehod API Gloo vgrajeno tudi odkrivanje
storitev, ki se trenutno izvajajo znotraj gruče. Če kakšna storitev upora-
blja orodje Swagger, prehod API Gloo odkrije tudi končne točke in omogoči
posredovanje zahtev neposredno na posamezno končno točko. Ukaz za prido-
bivanje odkritih storitev in končnih točk je glooctl get upstreams. Poleg tega,
da lahko odkrite storitve pridobimo z orodjem glooctl, jih lahko pridobimo
tudi z neposrednim poizvedovanjem po sistemu Kubernetes, saj prehod API
vse odkrite storitve shrani v sistem z gradnikom Upstream. Odkrite storitve
in končne točke lahko potem dodamo kot navidezne storitve z ukazom glo-
octl add route. Primer ustvarjene navidezne storitve, pridobljene iz sistema
Kubernetes, najdemo v izseku 5.4.






















Izsek 5.4: Primer navidezne storitve, ki je bila ustvarjena z orodjem glooctl
Gloo, kot prehod API, podpira širok nabor funkcionalnosti. Pri nadzoru
zahtev in prometa ponuja več različnih načinov usmerjanja, progresivne iz-
daje, integracijo z orodji ponudnikov oblačnih storitev, odkrivanje storitev
REST in gRPC, različne transformacije, preverjanje vitalnosti, varovalke,
ponavljanje zahtev itd. Veliko funkcionalnosti ponuja tudi z varnostnega
vidika. Od omejevanja zahtev, beleženja zahtev do avtentikacije in avtoriza-
cije. Večino omenjenih funkcionalnosti nastavimo na gradniku VirtualService
poleg nastavitve poti v objektu options (prikazano v izseku 5.4). V primeru,
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da gre za kakšne funkcionalnosti, ki so bolj specifične za prehod API Gloo
in ne za posamezno konfiguracijo, se lahko nastavijo tudi na drugih gradni-
kih (Gateway, Setting, AuthConfig). Podobno kot pri drugih prehodih API,
tudi Gloo svoje metrike izpostavlja prek končne točke za orodje Prometheus.
Celoten seznam funkcionalnosti je na voljo v dokumentaciji [17].
Pri evalvaciji zmogljivosti smo pri prehodu API Gloo dobili podobne re-
zultate kot pri prehodu API Ambassador. Z omejitvijo na eno jedro je bil
prehod API Gloo zmožen procesirati 3.457 zahtev na sekundo (standardni
odklon: 163). Pri tem je porabljal med 50 in 120 MB pomnilnika RAM
(strok, ki izvaja orodje Envoy Proxy; celotna poraba je nekoliko vǐsja). Re-
zultati so si podobni, saj oba omenjena prehoda API temeljita na orodju
Envoy Proxy. Kljub temu ne delujeta na enak način. Prehod API Ambassa-
dor se izvaja v enem stroku, medtem ko prehod API Gloo svojo logiko razbije
na štiri stroke. Ključnega pomena je to, da je izvajanje orodja Envoy Proxy
ločeno od konfiguracije. S tem so razvijalci dosegli bolǰso in zanesljiveǰso
skalabilnost [43].
Podobne metrike kot pri prehodu API Ambassador smo izmerili tudi pri
scenariju s srednjim prometom. Prehod API Gloo je lahko procesiral 810
zahtev na sekundo (standardni odklon: 30). Pri tem je porabljal med 7 in
11 % procesorskih moči. Poraba pomnilnika RAM se je gibala med 50 in 80
MB (strok, ki izvaja orodje Envoy Proxy). Dobljene številke so skoraj enake
kot pri prehodu API Ambassador. Opazimo le manǰse razlike, ki pa jih lahko
pripǐsemo variabilnosti testiranja ali razlikam v implementaciji.
5.4 Ugotovitve
S primerjavo implementiranega prehoda API z alternativnimi rešitvami smo
prǐsli do več ugotovitev. Najprej smo ugotovili, da naivna implementacija
pošiljanja zahtev (neposredno pošiljanje spletnih zahtev znotraj program-
skega jezika Golang) ni najhitreǰsa. Implementirani prehod API je v pri-
merjavi z vsemi primerjanimi prehodi API dosegel nižje število procesiranih
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zahtev na sekundo. Za primerjavo, dva izmed treh primerjanih prehodov API
za upravljanje zahtev uporabljata orodje Envoy Proxy. Orodja, kot je En-
voy Proxy, so zelo specializirana orodja. Velik poudarek pri njihovem razvoju
gre v optimizacijo zmogljivosti za učinkovito delovanje pri visoki količini pro-
meta. To še posebej opazimo pri primerjavi prehodov API v scenariju, kjer
smo vse prehode API testirali z enako količino prometa. Če pogledamo sliko
5.5, lahko opazimo, da oba prehoda API, ki za delovanje uporabljata orodje
Envoy Proxy, izstopata po zmogljivosti. Ne samo, da porabljata manj proce-
sorskih moči, istočasno lahko procesirata tudi večje število zahtev. To vidimo













0:00:00 0:02:00 0:04:00 0:06:00
Implementirani prehod Ambassador Kong Gloo
Slika 5.5: Primerjava porabe procesorske moči različnih prehodov API pri
srednjem prometu (250.000 zahtev; 10 niti)
Naslednja ugotovitev se ne nanaša posebej na implementirani prehod
API, ampak na celotno primerjavo. Vsi primerjani prehodi API so pri de-
lovanju omejeni s procesorsko močjo. Ko smo pri testiranju zmogljivosti
dodali omejitev na eno jedro, so vsi prehodi API dosegli nižje število pro-
cesiranih zahtev kot brez omejitve. Pri tem se poraba pomnilnika RAM ni
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veliko spremenila. Vsi prehodi API namreč za delovanje ne potrebujejo veliko
pomnilnika RAM, saj največja izmerjena količina uporabljenega pomnilnika
RAM ni presegla niti 200 MB. Logično gledano je to povsem pričakovan
rezultat, saj prehodi API za delovanje potrebujejo minimalno količino po-
datkov. V veliki meri gre predvsem za navodila za usmerjanje zahtev, ki pa
so pri vseh prehodih API shranjena v sistemu Kubernetes oz. natančneje
v distribuirani podatkovni shrambi etcd, ki je glavna podatkovna shramba
sistema Kubernetes. Za lažjo primerjavo smo v tabeli 5.5 zbrali rezultate
evalvacije zmogljivosti vseh prehodov API. Zraven smo dodali stolpec Raz-
merje, ki označuje razmerje procesiranih zahtev na sekundo v primerjavi z
implementiranim prehodom API.
Tabela 5.5: Primerjava zmogljivosti prehodov API
Prehod API RAM [MB] Število zahtev [/s] σ[/s] Razmerje [/]
Implementirani 30–40 2.164 95 1
Ambassador 140–150 3.409 178 1,58
Kong 130–200 3.219 187 1,49
Gloo 50–120 3.457 163 1,60
Če še enkrat pogledamo tabelo 5.5, lahko opazimo, da smo pri testiranju
vseh prehodov API izmerili visoke standardne odklone pri številu zahtev.
Ker gre za številke v rangu 200, se ne moremo povsem zanašati na dobljene
rezultate. Vsekakor lahko rečemo, da so primerjani prehodi API hitreǰsi kot
implementirani prehod API. Ne moremo pa dosledno reči, kateri prehod API
izmed primerjanih je najhitreǰsi. Pri takšnih testih je težava, da so delno
odvisni od omrežja, ki pa je zelo nepredvidljivo. Iz dobljenih rezultatov
lahko zaključimo samo to, da je hitrost procesiranja zahtev med prehodi
API Ambassador, Kong in Gloo primerljiva. Še enkrat moramo poudariti,
da ta test ne prikazuje realne slike, saj ni bil opravljen na realni aplikaciji,
ampak v idealnih razmerah. Za realneǰsi test bi potrebovali močneǰso gručo
z veliko vǐsjo procesorsko močjo, na kateri bi lahko podrobneje preizkusili
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zmožnost skaliranja. Prehod API je lahko zelo hiter in učinkovit, vendar je
brez horizontalne skalabilnosti neuporaben. Vertikalno skaliranje se v neki
točki konča, saj računalnikom ne moremo dodajati bolǰse strojne opreme v
neskončnost.
5.5 Nadaljnje delo
Ugotovitve v poglavju 5.4 so pokazale veliko potencialnih izbolǰsav. Najoči-
tneǰsa je izbolǰsava surove zmogljivosti. Primerjava obstoječih prehodov API
je pokazala, da je implementirani prehod API počasneǰsi. Izbolǰsavo zmoglji-
vosti bi najlažje dosegli z izbolǰsanim načinom procesiranja zahtev znotraj
obstoječe kode. Prvi korak v to smer smo naredili že v poglavju 4.6 z ome-
jitvijo števila sočasnih zahtev. Ob večji poglobitvi v posebnosti in delovanje
programskega jezika Golang bi lahko implementirali še več podobnih optimi-
zacij. Alternativni način doseganja vǐsje zmogljivosti bi bila uporaba orodja
Envoy Proxy ali kakšne podobne rešitve. Takšna sprememba bi bila zelo
obsežna. Če bi se odločili zanjo, bi morali najprej podrobneje raziskati de-
lovanje izbrane rešitve. Šele ob podrobnem razumevanju bi lahko začeli z
implementacijo. Ker bi šlo za veliko spremembo, bi lahko razvoj začeli od
začetka, saj bi večina stare programske kode postala neuporabna.
Poleg zmogljivosti je za prehod API izrednega pomena tudi skaliranje.
Implementirani prehod API nam je uspelo preizkusiti na lastni gruči s tremi
računalniki in tudi na gruči ponudnika oblačnih storitev Google, na kateri
smo prav tako imeli le tri računalnike. Implementirani prehod API je bil
v obeh primerih skalabilen. Število procesiranih zahtev se je s skaliranjem
povečalo skoraj linearno. Kljub temu o visoki skalabilnosti pri tako šibki
gruči ne moremo govoriti. Če bi hoteli implementirani prehod API predsta-
viti kot resen izdelek za uporabo v realnih aplikacijah, bi morali skalabilnost
preizkusiti na veliko večji gruči. Nekatere pomanjkljivosti prehoda API bi
lahko odkrili šele pri zelo visoki količini prometa. To bi bilo pravzaprav
mogoče samo s sodelovanjem s kakšnim večjim podjetjem, ki bi bilo pripra-
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vljeno odstopiti svojo gručo za preizkus implementiranega prehoda API.
Sodelovanje s podjetjem bi nam lahko pomagalo tudi pri izbiri funkcio-
nalnosti za implementacijo. Med pisanjem magistrskega dela smo na prehod
API gledali raziskovalno in smo premalo pozornosti posvečali uporabi v pra-
ksi. Pred razvojem novih funkcionalnosti bi bilo treba podrobneje preveriti,
katere funkcionalnosti drugi prehodi API ponujajo kot plačljive in se najprej
osredotočiti nanje. To so funkcionalnosti, ki so pomembne za podjetja in
jih moramo pri nadaljnjem razvoju najprej dodati v implementirani prehod
API.
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Poglavje 6
Zaključek
V magistrskem delu smo proučili delovanje sistema Kubernetes in prehodov
API. Načrtovali smo lastni prehod API s podporo za usmerjanje, porazdelje-
vanje, omejevanje in blokiranje zahtev. Vzporedno smo dodali še razširitev
obstoječega preverjanja vitalnosti in varovalke. Aplikacije, zgrajene iz mi-
krostoritev, so sestavljene iz veliko več komponent kot navadne monolitne
aplikacije, kar s sabo prinese tudi več možnosti za odpoved. To smo po-
skušali ublažiti s samodejnim spremljanjem metrik skozi celotno procesiranje
prehoda API.
Načrtovani prehod API smo tudi implementirali. V duhu oblačnih stori-
tev smo za razvoj uporabili programski jezik Golang, v katerem je implemen-
tiran tudi sistem Kubernetes. Za konfiguracijo usmerjanja zahtev prehoda
API smo uporabili lastne gradnike, ki so ena izmed možnih razširitev sis-
tema Kubernetes. Funkcionalnosti preverjanja vitalnosti in omejevanja zah-
tev sta potrebovali sinhronizacijo, ki smo jo dosegli z vpeljavo pomnilnǐske
podatkovne strukture KeyDB. Implementacijo smo zaključili z integracijo
z orodjem Prometheus, ki je zelo razširjeno orodje pri mikrostoritvah in je
uporabljeno tudi v sistemu Kubernetes.
V zadnjem poglavju smo implementirani prehod API evalvirali in ga pri-
merjali s tremi obstoječimi prehodi API. Implementirani prehod API ima v
primerjavi z drugimi prehodi API veliko skupnega. Vsi prehodi API so imple-
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mentirani na podoben način in za konfiguracijo uporabljajo lastne gradnike.
Razlike najdemo predvsem v naboru funkcionalnosti in načinu posredovanja
zahtev.
Če povzamemo, implementirani prehod API je kljub nekoliko nižji zmo-
gljivosti in nekaterim manjkajočim funkcionalnostim izpolnil naše cilje. Gla-
vni cilj magistrskega dela ni bila zasnova najhitreǰsega in najbolǰsega prehoda
API, ampak zasnova prehoda API, ki je preprost za uporabo in konfigura-
cijo ter zelo dobro deluje v kombinaciji s sistemom Kubernetes. Oboje smo
dosegli, saj implementirani prehod API za namestitev in za delovanje upo-
rablja izključno objekte sistema Kubernetes. Uporabniku implementiranega
prehoda API se ni treba učiti nobene nove tehnologije, saj vse poteka prek
definiranja objektov Kubernetes z datotekami YAML, kar pa je ena izmed
pogosteǰsih opravil pri uporabi sistema Kubernetes.
Z načrtovanjem in implementacijo prehoda API smo spoznali sistem Ku-
bernetes, možnosti njegove razširitve in potencialne pasti. Med evalvacijo
smo spoznali tudi delovanje drugih prehodov API. S pridobljenim znanjem
bomo v prihodnosti nadaljevali z razvojem prehoda API. Če hočemo prehod
API objaviti kot odprtokodni projekt, ga moramo še nekoliko izpiliti. Naprej
bomo poskusili izbolǰsati njegovo zmogljivost, da bo konkurenčen drugim
prehodom API tudi po hitrosti delovanja. Ko bomo zadovoljni s hitrostjo
delovanja, se bomo lotili še dodajanja novih funkcionalnosti. Najprej bomo
začeli s funkcionalnostmi, ki jih drugi prehodi API ponujajo kot plačljive, saj
so ravno te najpomembneǰse za podjetja.
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