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Abstract
Neutrino physics is approaching the precision era, with current and future experiments aiming
to perform highly accurate measurements of the parameters which govern the phenomenon
of neutrino oscillations. The ultimate ambition with these results is to search for evidence
of CP-violation in the lepton sector, currently hinted at in the world-leading analyses from
present experiments, which may explain the dominance of matter over antimatter in the
Universe.
The Deep Underground Neutrino Experiment (DUNE) is a future long-baseline exper-
iment based at Fermi National Accelerator Laboratory (FNAL), with a far detector at the
Sanford Underground Research Facility (SURF) and a baseline of 1300 km. In order to
make the required precision measurements, the far detector will consist of 40 kton liquid
argon and an embedded time projection chamber. This promising technology is still in
development and, since each detector module is around a factor 15 larger than any previous
experiment employing this design, prototyping the detector and design choices is critical to
the success of the experiment. The 35-ton experiment was constructed for this purpose and
will be described in detail in this thesis. The outcomes of the 35-ton prototype are already
influencing DUNE and, following the successes and lessons learned from the experiment,
confidence can be taken forward to the next stage of the DUNE programme.
The main oscillation signal at DUNE will be electron neutrino appearance from the
muon neutrino beam. High-precision studies of these νe interactions requires advanced
processing and event reconstruction techniques, particularly in the handling of showering
particles such as electrons and photons. Novel methods developed for the purposes of shower
reconstruction in liquid argon are presented with an aim to successfully develop a selection to
use in a νe charged-current analysis, and a first-generation selection using the new techniques
is presented.
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Chapter 1
Introduction
The theory of elementary particles, the Standard Model of Particle Physics, is an remarkably
successful theory which has stood up to every experimental test since it was first formulated
in the 1970s [1, 2]. The recent discovery of the Higgs boson at CERN [3, 4] was the final
missing piece and establishes the Standard Model as the theory of physical phenomena at the
electroweak scale (up to a few hundred GeV) [5, 6].
There are however many shortcomings to the theory and further theoretical and exper-
imental work is necessary to advance our understanding of fundamental physics [7]. For
example, it ignores gravity and requires a quantised theory of gravity to reconcile it with
General Relativity. The observation of ‘Dark Matter’ and ‘Dark Energy’ in Astrophysics
and Cosmology cannot be explained using the known particles in the Standard Model and
needs an extension of the theory. It also offers no convincing explanation of the observed
domination of matter over antimatter evident in the Universe, given they were created equally
in the Big Bang. Additionally, there are many unresolved theoretical problems within the
Standard Model, evidence of a more fundamental underlying theory which may replace
it. It is for this reason that experiments are hoping to find phenomena which may only be
understood as ‘Beyond the Standard Model’.
Neutrinos offer the most promising possibilities of new physics and are currently the
subject of a great amount of research [6]. The observation of neutrino oscillations [8, 9],
along with the associated implication of neutrino mass, represents physics which was not
included in, or predicted by, the Standard Model. In recent years the field of neutrino physics
has advanced rapidly and there is currently good understanding of most experimental results.
Open questions remain, such as the origin and nature of neutrino mass, the characteristics of
neutrino interactions and the exact features of neutrino mixing, and will define the future
of the field for many years to come. This will be discussed in more detail in Chapter 2.
There is also the possibility that neutrinos may explain the aforementioned matter-antimatter
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asymmetry through CP-violation in the lepton sector and may even provide a potential dark
matter candidate in the possible sterile neutrino.
Future understanding and discoveries in neutrino physics requires precise measurements
from highly sensitive experiments. The future Deep Underground Neutrino Experiment
(DUNE) is such an experiment and will be able to contribute towards many of the unanswered
questions in the field. The DUNE experiment, along with its sensitivities to unexplained
phenomena, is the subject of Chapter 3. It will use large quantities of liquid argon in order
to make the necessary precision measurements and will be the largest experiment using
this technology ever built by an order of magnitude. In order to ensure the experiment is
successful and reaches its physics potential, prototyping the technology and detector design
is essential. The experiences of operating such a prototype, the 35-ton experiment, are
discussed in Chapter 4, and additionally in Chapter 5.
A major challenge in the design choice of DUNE is the successful and detailed reconstruc-
tion of particle interactions necessary to make the required measurements. This is discussed
in depth in Chapter 6, with emphasis placed on the difficult task of reconstructing showering
particles. The performance of the reconstruction in the selection of the main signal events for
DUNE, and an analysis, at this early stage, of the current status of the DUNE software at
meeting its required physics goals, is presented in Chapter 8. Conclusions are contained in
Chapter 9.
Chapter 2
Neutrino Physics
This chapter contains an introduction to the field of neutrino physics to provide context for
the main work presented in this thesis. The history of neutrino physics is an interesting story
in its own right and provides the foundation for the present and future of the field. This
will be briefly retold in Section 2.1 and will motivate a discussion of neutrino oscillations
in Section 2.2. An overview of the current status of the field and its future is contained in
Section 2.3.
2.1 Historical Context
2.1.1 Prediction of the Neutrino
The neutrino was first postulated in 1930 by Wolfgang Pauli [10] in order to account for an
inconsistency in the theory of β -decay. In the apparent two-body decay
A→ B+ e−, (2.1)
kinematically the electron must be emitted with an energy given by
E =
(
m2A−m2B +m2e
2mA
)
c2, (2.2)
where mα is the mass of particle α . This energy is fixed given the masses of the particles; it
was observed however that the electron energy followed a distribution, shown in Figure 2.1,
with Equation 2.2 giving the maximum permitted energy. The neutrino was postulated as a
third final state particle in order to account for this result and retain energy conservation laws.
Pauli initially called the particle a neutron (preempting the name Chadwick was to give his
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Fig. 2.1 Energy spectrum of the electron produced in beta decay [14].
discovered particle in 1932) but his idea was met with much scepticism. It was Fermi who
named the new particle neutrino (‘little neutral one’) when incorporating Pauli’s hypothesis
into his theory of beta decay [11–13]. With the great success and acceptance of this theory,
the field of neutrino physics was born.
Further indications of the existence of the neutrino were provided by the studies of
pion and muon decay by Cecil Powell’s group at Bristol in 1947 [15, 16]. Topological
investigations of the newly discovered π meson and its apparent decay into a lighter meson
(now known to actually be the muon lepton) appear to hint at the presence of an additional,
unknown, daughter particle [15]. Furthermore, subsequent studies of the decay of the muons
implied a three-body decay involving two unknown final state particles, analogous to the
implication of the neutrino in β -decay by considering the electron energy distribution [17].
It seemed a model involving neutrinos could explain these observations and provided more
suggestions for the existence of such a particle.
2.1.2 Discovery of the Neutrino
The elegance of Fermi’s theory convinced many physicists of the existence of the neutrino but
until discovered experimentally it remained a hypothetical ‘bookkeeping’ device. Given the
elusive nature of neutrinos this was not for many years, leading to Pauli famously declaring
“I have done a terrible thing. I have postulated a particle that cannot be detected”. However,
a series of experiments conducted between 1953 and 1956 by Clyde Cowan and Frederick
Reines confirmed the hypothesis and were later rewarded with the Nobel Prize in Physics
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in 1995. Using the new technology of liquid scintillator detectors [18], they designed an
experiment [19] to study the (anti)neutrinos from the Hanford nuclear reactor in Washington,
U.S.A, via inverse beta decay;
ν¯e + p→ e++n. (2.3)
Their signal comprised of an initial release of scintillation light when the positron annihilates
with an electron, followed a characteristic time later by a gamma ray corresponding to
the neutron capture. The initial results from 1953 [20] hinted at an excess over predicted
background, but the background proved to be much larger than anticipated, mainly due to an
underestimation of the effects of cosmic rays. A second experiment was conducted in 1956,
this time 12 m underground and 11 m from the Savannah River reactor in South Carolina. A
neutrino detection rate of 2.9±0.2 per hour, greater than 20 times the accidental background
rate was reported, confirming the previous indications [21]. The experimental discovery of
the neutrino was confirmed.
Ray Davis was also using nuclear reactors to study the interaction rates of neutrinos.
Using a detector comprised of 3000 gallons of carbon tetrachloride (CCl4) also close to the
Savannah River reactor, Davis and Harmer searched for the interactions
ν¯+Cl37 → Ar37 + e− (ν¯+n→ p++ e−). (2.4)
Since it was known from Reines and Cowan that inverse beta decay
ν+Cl37 → Ar37 + e− (ν+n→ p++ e−) (2.5)
occurs, this facilitated a comparison between the neutrino and the antineutrino. They found
the interaction shown in Equation 2.4 occurred at a rate less than 20 times that represented in
Equation 2.5, implying for the first time a difference between neutrinos and antineutrinos [22].
This gave rise to the notion of ‘lepton number’ and its conservation in physical interactions.
It was few years before the next chapter in the history of neutrinos, the discovery of the
muon neutrino in 1962 at Brookhaven [23]. It was noted the apparently permitted decay
µ− ̸→ e−+ γ (2.6)
is never observed, inciting the possibility of two distinct neutrinos. In order to test this,
Lederman, Schwarz and Steinberger used a muon neutrino beam to look for two separate
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interactions:
ν¯µ + p+ → µ++n, (2.7)
ν¯µ + p+ → e++n. (2.8)
With only one type of neutrino, each interaction would be expected to occur at around the
same rate. The beam was produced by accelerating protons up to 15 GeV and using a
Beryllium target to create secondary mesons, decaying to produce neutrinos with energies
up to 1 GeV. A total of 34 muon tracks were detected (with an estimated background from
cosmic muons of 5) and no events consistent with electrons were observed. This remarkable
result can only be rivalled by the technological advancements required; it was the first
experiment to construct and use an artificial neutrino beam (common to all contemporary
long-baseline experiments) and used 13.5 m thick steel from a dismantled battleship in order
to ensure only neutrinos arrived at the spark chamber detector. This discovery was rewarded
with the Nobel Prize in 1988.
A third generation of lepton, the τ , was discovered in 1975 by Martin Perl and his team at
SLAC [24], completing the set of three charged leptons. They reported 64 events of the form
e++ e−→ e±+µ∓+≥ 2 undetected particles, (2.9)
using the energy and angle distributions to predict at least two additional particles. They
claimed ‘no conventional explanation’ could account for these events and proposed the
existence of a heavier charged lepton as an intermediate stage:
e++ e−→ τ++ τ−→ e±+µ∓+4ν . (2.10)
The τ lepton was subsequently characterised by further experiments by the Mark I detector
at SLAC [25] and by the PLUTO collaboration at DESY [26]. This result heavily implied
the existence of an associated neutrino to complete the symmetry observed in the first two
lepton couplets.
Further evidence for a third neutrino was provided by four experiments, using the Large
Electron-Positron Collider (LEP) at CERN in 1989, which were studying the production of
the newly discovered Z0 boson [27–30]. The width ΓZ of the Z0 resonance is dependent on
the partial widths relating to final state charged leptons, hadrons and neutrinos;
ΓZ = NνΓν +Γee +Γµµ +Γττ +Γhadron, (2.11)
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Fig. 1.13. Measurements of the hadron production cross-section around the Z resonance. The curves indicate the predicted cross-section for two,
three and four neutrino species with SM couplings and negligible mass.
Assuming that the only invisible Z decays are to neutrinos coupling according to SM expectations, the number of
light neutrino generations, N!, can then be determined by comparing the measured R0inv with the SM prediction for
"!!/"ℓℓ:
R0inv =N!
(
"!!
"ℓℓ
)
SM
. (1.50)
The strong dependence of the hadronic peak cross-section on N! is illustrated in Fig. 1.13. The precision ultimately
achieved in these measurements allows tight limits to be placed on the possible contribution of any invisible Z decays
originating from sources other than the three known light neutrino species.
1.5.3. Asymmetry and polarisation
Additional observables are introduced to describe the cos # dependent terms in Eq. (1.34) as well as effects related
to the helicities of the fermions in either the initial or final state. These observables quantify the parity violation of
the neutral current, and therefore differentiate the vector- and axial-vector couplings of the Z. Their measurement
determines sin2 #feff .
Since the right- and left-handed couplings of the Z to fermions are unequal, Z bosons can be expected to exhibit a net
polarisation along the beam axis even when the colliding electrons and positrons which produce them are unpolarised.
Similarly, when such a polarised Z decays, parity non-conservation implies not only that the resulting fermions will
have net helicity, but that their angular distribution will also be forward–backward asymmetric.
When measuring the properties of the Z boson, the energy-dependent interference between the Z and the purely
vector coupling of the photon must also be taken into account. This interference leads to an additional asymmetry
component which changes sign across the Z-pole.
Considering the Z exchange diagrams and real couplings only,2 to simplify the discussion, the differential cross-
sections specific to each initial- and final-state fermion helicity are:
d$Ll
dcos#
∝ g2Leg2Lf(1+ cos#)2, (1.51)
d$Rr
dcos#
∝ g2Reg2Rf(1+ cos#)2, (1.52)
2 As in the previous section, the effects of radiative corrections, and mass effects, including the imaginary parts of couplings, are taken into
account in the analysis. They, as well as the small differences between helicity and chirality, are neglected here to allow a clearer view of the helicity
structure. It is likewise assumed that the magnitude of the beam polarisation is equal in the two helicity states.
Fig. 2.2 Measurements of the hadron production cross-section around the Z resonance. The
curves indicate the predict d cr ss-sectio for two, th ee and four neutrino species w th SM
couplings and negligible mass. Taken from [31].
where Nν is the number of light (mν ≤ mZ2 ) active neutrinos. Figure 2.2 shows this resonance
for a range of Nν hypotheses; fitting to the data yields a value of 2.984± 0.008 neutrino
flavours [31].
The extremely precise measurement reported by the LEP experiments was enough for
many physicists to claim indisputable evidence for the existence of the tau neutrino; it was
partly for this reason that its experimental discovery was not until 25 years after the addition
of the τ lepton to the Standard Model. However, in 2000 the DONUT (Direct Observation
of NuTau) experiment at Fermilab, IL, U.S.A. finally reported direct detection of the tau
neutrino [32]. As its name suggests, DONUT was designed specifically for the purpose of
finding the third neutrino. It did this by identifying the τ as the only lepton at the interaction
vertex from a ντ beam created by firing 800 GeV protons from the Tevatron at a tungsten
beam dump. The mean energy of the ντs detected at the emulsion target 36 m downstream
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Figure 1.2: Solar neutrino energy spectrum with 1  uncertainty values, as pre-
dicted by the Standard Solar Model. Solid line spectra represent those neutrino
emissions from the proton-proton chain of fusion reactions, dashed line spectra
are as a result of the CNO cycle chain of fusion reactions [24].
Fig. 2.3 Solar neutrino energy spectra as predicted by the Standard Solar Model [35]. The
solid lines represent neutrinos produced during the p-p chain and dashed line represent
neutrinos from the CNO cycle. Each spectrum illustrates a particular reaction during the
process of a given chain.
was 111 GeV, produced by the decay of a DS meson to a τ lepton and a ν¯τ neutrino followed
by the decay of the τ to a ντ . Four events were found, above a predicted background of
0.34±0.05, consistent with the Standard Model description of the tau neutrino.
2.1.3 The Solar Neutrino Problem
It has been known since the 1930s, when Hans Bethe started developing the ideas of stellar
nucleosynthesis [33], that electron neutrinos are created abundantly as byproducts of the
nuclear processes powering the Sun. The Standard Solar Model (SSM), established by John
Bahcall in 1968 [34], explains the nuclear fusion processes responsible for powering stars.
For stars the size of the Sun, this is dominated by the proton-proton chain; heavier stars
follow the CNO cycle. Figure 2.3 shows the energy spectra of neutrinos released during
reactions occurring during both chains.
Ray Davis, in collaboration with Bahcall, conducted the first experiment to detect these
solar neutrinos in 1968. Using a similar detection technique to his previous experiments,
Davis used a 380 m3 tank of tetrachloroethene (C2Cl4) to detect neutrinos via the inverse beta
decay reaction detailed in Equation 2.5. Given the threshold for this reaction is 0.814 MeV, the
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main sources of neutrinos probed by this experiment were Be7 and B8. In order to eliminate
backgrounds from cosmic rays, Davis constructed his experiment 4850 ft underground at the
Homestake mine near Lead, SD, U.S.A. It is worth noting, in a pleasing neutrino-full-circle,
this is exactly where the far detector for the DUNE experiment will be housed. The Davis
Homestake experiment ran for 25 years but the results obtained [36] disagreed quite strongly
with the SSM [37], consistently measuring solar electron neutrinos at a rate around a third of
that predicted by the model. This became known as the ‘solar neutrino problem’, and Davis
was awarded the Nobel Prize for his work on this famous experiment in 2002.
The subsequent radiochemical experiments SAGE (from 1990) and GALLEX (from
1991) were sensitive to the large flux of pp neutrinos by utilising a Ga71 target and the lower
threshold (233 keV) reaction
ν+Ga71 → Ge71 + e−. (2.12)
These experiments also reported ‘missing’ neutrinos, disagreeing with the SSM prediction of
130 SNU [38], with capture rates of 66.6+6.8+3.8−7.1−4.0 SNU (SAGE) [39] and 77.5±6.2+4.3−4.7 SNU
(GALLEX) [40] determined. (1 ‘Solar Neutrino Unit’ (SNU) is equivalent to a neutrino
flux producing 10−36 captures per target atom per second.) There appeared to be a problem
– either the SSM was incomplete and incorrectly over-predicted the amount of electron
neutrinos or hints of new physics were beginning to appear in the experimental data.
2.1.4 The Atmospheric Neutrino Anomaly
Another abundant source of natural neutrinos is the result of cosmic rays interacting with the
upper atmosphere and producing ‘atmospheric neutrinos’, typically via the interactions [41]
π+ → µ++νµ , µ−→ e−+ ν¯e +νµ (2.13)
π−→ µ−+ ν¯µ , µ+ → e++νe + ν¯µ . (2.14)
These were discovered in the early 1960s in deep underground mines in South Africa [42]
and India [43] with the detection of horizontally traversing muons, only explained as the
result of interactions of neutrinos from all directions since it is not possible for cosmic muons
to reach such depths of rock. Since the decay lengths and kinematics are well known, the
predicted ratio of muon to electron neutrinos can be calculated to a good accuracy. This ratio
can be compared to an experimentally determined ratio and analysed as a measure of the
efficacy of the model.
It was first noticed as early as the 1980s, by experiments designed to search for nucleon
decay predicted by the then-popular Grand Unified Theories, that the measured flux did not
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Figure 1: Measurements of the atmospheric neutrino flavor ratio of ratios [13].
Cherenkov experiments Kamiokande and IMB. Fig. 1 shows that the various R′
measurements, by diﬀerent experiments with diﬀerent techniques and systematics,
give a consistent picture. The flavor content of the atmospheric neutrino flux is
anomalous but in a way that is readily understandable, if indeed muon neutrinos are
being depleted by νµ → νx oscillations over pathlengths which occur in the terrestrial
beamline.
5 Zenith Angle Distortions and Super-K Data
To elicit the pathlength L dependence which, in an oscillation scenario, will corre-
late with (νµ + νµ) disappearance, we consider the distributions of neutrino zenith
angle which have been obtained for fully contained (FC) and for partially contained
(PC) events in the SuperKamiokande experiment. In evaluating zenith angle distri-
butions and also flavor ratios, it is useful to keep in mind trends which are shown
by the survival probability curves in Fig. 2a for νµ neutrinos [14]. The curves de-
pict the probability for νµ → νµ from an atmospheric flux for which cos θz at 1.0 is
vertically downgoing and cos θz at -1.0 is vertically upgoing. The curves are drawn
for “representative” νµ → νx parameter settings which we use again in paragraphs
below, namely sin2 2θ = 1.0 and ∆m2 = 5 × 10−3 eV2. The oscillation pattern in
Fig. 2a evolves in a regular way with increasing energy of the neutrino. For Eν of
250 MeV, the first oscillation swing severely depletes the downward-going flux, and
rapid oscillations deplete the flux incident from below-horizon; the net result is a
substantial average depletion at all incident angles. At energies above 1 GeV however
the depletion moves almost entirely to the νµ flux incident from below-horizon, and
this situation remains for Eν increasing to 30 GeV. At higher Eν the pattern shifts
to beyond range, and νµ depletion ceases because our planet is not big enough to
accomodate the first oscillation swing.
Distributions showing ten bins in cos θz for events of the 848-day Super-K exposure
5
Fig. 2.4 Demonstrating the atmospheric neutrino anomaly using the double ratio R of muon
to electron neutrino events showing data divided by expectation [46]. Various underground
atmospheric neutrino detectors are shown.
correspond to that predicted by the theory. The IMB [44] and Kamioka [45] experiments,
whilst measuring the atmospheric neutrino flux as an important background for nucleon decay,
both noticed deficiencies in the ratio between muon and electron neutrinos compared to that
predicted by the models. These experiments utilised large tanks of pure water surrounded
by Photo-Multiplier Tubes (PMTs) to detect neutrinos via the Cherenkov radiation created
by their charged leptonic daughter particles. Using ring-imaging techniques, it is possible
to distinguish between electron-like and muon-like events and therefore identify the flavour
of the incoming neutrino. The problem implied by these measurements is known as the
‘atmospheric neutrino anomaly’.
Various other experiments over the following twenty years also reported similar measure-
ments, suggesting an excess of electron neutrinos over prediction, a deficit in the number of
muon neutrinos, or both. Results from numerous experiments are shown in Figure 2.4. Most
experiments report a discrepancy, with its size seemingly dependent on the energy region
being studied. The experiments reporting a ratio consistent with one were much smaller than
the others, and with more statistics they also started observing similar effects. This anomaly,
along with the issue of the solar neutrino problem, strongly hinted at an inconsistency in our
understanding of neutrino physics. This is to be discussed in detail in the Section 2.2.
2.2 Neutrino Oscillations
The concept of neutrino oscillations involves the changing of the flavour of a neutrino as it
propagates through time and space; a neutrino created in a certain flavour has a non-zero
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probability of being later detected in a different flavour state. It was first postulated as an
explanation of the solar neutrino problem by Pontecorvo in 1968 [47, 48], having initially
proposed the phenomenon in 1957 as an analogy to K0 → K¯0 transition in the quark sector
[49]. It offers an elegant solution to both the solar neutrino problem and the atmospheric
neutrino anomaly by explaining where the ‘missing’ neutrinos had gone; it is possible they
had simply ‘oscillated’ to a different flavour and therefore would not be detected as expected.
2.2.1 The Evidence for Neutrino Oscillations
Whilst there was speculation that neutrino oscillations may be the explanation behind the
issues observed in the data much sooner [50, 51], definite proof was not provided until the
late 1990s. In many ways, the story of neutrino physics can be considered a triumph of the
scientific method; from the initial observations of the solar neutrino problem and atmospheric
neutrino anomaly through the speculation and theoretical developments to the eventual proof.
The Kamiokande and Super-Kamiokande experiments in Japan (upgrades from the
Kamioka experiment noted previously) and the SNO experiment in Sudbury, Canada pro-
duced the results which showed indisputable evidence for neutrino oscillations and provided
explanations for all previous discrepancies observed. This result was monumental and the
work of both collaborations was rewarded in 2015 when the Nobel Prize was awarded to T.
Kajita and A. McDonald, from Super-Kamiokande and SNO respectively.
2.2.1.1 Super-Kamiokande and the Atmospheric Sector
In 1994, the Kamiokande experiment produced results which hinted at an angular dependence
for the R-ratio deficit, implying a dependence on neutrino travel distance [52]. This result can
be explained by invoking neutrino oscillations since the probability of oscillation is influenced
by the propagation distance; its significantly larger successor, Super-Kamiokande, was
constructed in order to make precise measurements of this phenomenon. Super-Kamiokande
is located 1000 m underground and contains an inner detector consisting of 22.5 kton fiducial
volume of pure water contained within a large stainless steel cylinder (37 m high, 34 m
diameter) and surrounded by 13142 20-inch photo-multipliers. With 40% coverage, the
photocathodes extend over nearly an acre and provide ten times more pixels than any other
experiment at the time. Its results in 1998 confirmed the earlier angular dependence findings
of Kamiokande, Figure 2.5, and also considered the data as a function of neutrino energy
and propagation distance, as shown in Figure 2.6. The observed effects disagreed with a
view of non-oscillating atmospheric neutrinos but were entirely consistent with a two-flavour
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FIG. 2. The 68%, 90%, and 99% confidence intervals are
shown for sin2 2u and Dm2 for nm $ nt two-neutrino oscil-
lations based on 33.0 kton yr of Super-Kamiokande data. The
90% confidence interval obtained by the Kamiokande experi-
ment is also shown.
case overlapped at 1 3 1023 , Dm2 , 4 3 1023 eV2
for sin2 2u ≠ 1.
As a cross-check of the above analyses, we have re-
constructed the best estimate of the ratio LyEn for each
event. The neutrino energy is estimated by applying a
correction to the final state lepton momentum. Typi-
cally, final state leptons with p , 100 MeVyc carry 65%
of the incoming neutrino energy increasing to ,85% at
p ≠ 1 GeVyc. The neutrino flight distance L is esti-
mated following Ref. [18] using the estimated neutrino
energy and the reconstructed lepton direction and flavor.
Figure 4 shows the ratio of FC data to Monte Carlo for
e-like and m-like events with p . 400 MeV as a func-
tion of LyEn , compared to the expectation for nm $ nt
oscillations with our best-fit parameters. The e-like data
show no significant variation in LyEn , while the m-like
events show a significant deficit at large LyEn . At large
LyEn , the nm have presumably undergone numerous os-
cillations and have averaged out to roughly half the
initial rate.
The asymmetry A of the e-like events in the present data
is consistent with expectations without neutrino oscilla-
tions and two-flavor ne $ nm oscillations are not favored.
This is in agreement with recent results from the CHOOZ
experiment [22]. The LSND experiment has reported the
appearance of ne in a beam of nm produced by stopped
pions [23]. The LSND results do not contradict the
present results if they are observing small mixing angles.
With the best-fit parameters for nm $ nt oscillations, we
expect a total of only 15–20 events from nt charged-
current interactions in the data sample. Using the current
sample, oscillations between nm and nt are indistinguish-
able from oscillations between nm and a noninteracting
sterile neutrino.
Figure 2 shows the Super-Kamiokande results overlaid
with the allowed region obtained by t e Kamiokande
FIG. 3. Zenith angle distributions of m-like and e-like events for sub-GeV and multi-GeV data sets. Upward-going particles
have cosQ , 0 and downward-going particles have cosQ . 0. Sub-GeV data are shown separately for p , 400 MeVyc and
p . 400 MeVyc. Multi-GeV e-like distributions are shown for p , 2.5 and p . 2.5 GeVyc and the multi-GeV m-like are shown
separately for FC and PC events. The hatched region shows the Monte Carlo expectation for no oscillations normalized to the data
live time with statistical errors. The bold line is the best-fit expectation for nm $ nt oscillations with the overall flux normalization
fitted as a free parameter.
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Fig. 2.5 Zenith angle distributions of µ-like and e-like events for sub-GeV and multi-GeV
SuperKamiokand data sets. Upward-going articles have cosΘ< 0 d downward-go ng
particles have cosΘ > 0. The hatched region shows the Monte Carlo expectation for no
oscillations and the bold line is the best-fit expectation for νµ → ντ oscillations. Taken from
[8].
oscillation model, νµ → ντ . This resulted in the famous published claim for the experimental
discovery of neutrino oscillations [8].
2.2.1.2 SNO and the Solar Sector
After the Super-Kamiokande results, it was clear that neutrino oscillations would probably
also explain the deficit of electron neutrinos observed by solar neutrino experiments. It took
a few years until the Sudbury Neutrino Observatory (SNO) in Canada provided some quite
brilliant evidence of this in 2002 [9].
SNO was a water Cherenkov detector, like Super-Kamiokande, but used heavy water
(D2O) as a detector medium. The water is contained in a 12 m acrylic spherical shell and
surrounded by 9456 photomultipliers at a depth of 6010 m water equivalent. The use of
heavy water facilitated sensitivity to other neutrino interaction channels not accessible by
Super-Kamiokande via the charge current (CC), neutral current (NC) and elastic scattering
2.2 Neutrino Oscillations 13VOLUME 81, NUMBER 8 PHY S I CA L REV I EW LE T T ER S 24 AUGUST 1998
FIG. 4. The ratio of the number of FC data events to FC
Monte Carlo events versus reconstructed LyEn . The points
show the ratio of observed data to MC expectation in the
absence of oscillations. The dashed lines show the expected
shape for nm $ nt at Dm2 ≠ 2.2 3 1023 eV2 and sin2 2u ≠
1. The slight LyEn dependence for e-like events is due to
contamination (2–7%) of nm CC interactions.
experiment [4]. The Super-Kamiokande region favors
lower values of Dm2 than allowed by the Kamiokande
experiment; however the 90% contours from both ex-
periments have a region of overlap. Preliminary stud-
ies of upward-going stopping and through-going muons
in Super-Kamiokande [24] give allowed regions consis-
tent with the FC and PC event analysis reported in this
paper.
Both the zenith angle distribution of m-like events
and the value of R observed in this experiment signifi-
cantly differ from the best predictions in the absence
of neutrino oscillations. While uncertainties in the flux
prediction, cross sections, and experimental biases are
ruled out as explanations of the observations, the present
data are in good agreement with two-flavor nm $ nt
oscillations with sin2 2u . 0.82 and 5 3 1024 , Dm2 ,
6 3 1023 eV2 at a 90% confidence level. We con-
clude that the present data give evidence for neutrino
oscillations.
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Fig. 2.6 The ratio of the number of SuperKamiokande data events to expected events in
the absence of oscillations as a function of reconstructed L/Eν . The dashed lines show the
expected shape for νµ → ντ oscillations. Taken from [8].
(ES) interactions;
νe +d → p+ p+ e− (CC) (2.15)
νx +d → p+n+νx (NC) (2.16)
νx + e−→ νx + e− (ES). (2.17)
The CC channel is sensitive exclusively to electron neutrinos, whilst the other two are acces-
sible by neutrinos of any flavour. This allowed for the first time a simultaneous measurement
of the total neutrino interaction rate as well as the electron neutrino interaction rate. The
observations of SNO were the ‘smoking gun’ for neutrino oscillations; the total measured
flux for all neutrinos, φSNONC = 6.42± 1.57 (stat.)+0.55−0.58 (sys.) cm−2s−1, agreed excellently
with the electron neutrino flux predicted by the SSM, φSSM = 5.05+1.01−0.81 cm
−2s−1. However,
the measured electron neutrino flux was ar und a thi d lower, φSNOe = 1.76±0.05 (stat.)±
0.09 (sys.) cm−2s−1, consistent with previous measurements from the radiochemical experi-
ments. The evidence seems conclusive: the solar models are correct and the neutrinos are not
disappearing; they are simply changing their flavour state. A summary plot showing ll solar
neutrino experiments up until this point is depicted in Figure 2.7 [53].
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Fig. 2.7 Comparison of the predictions of the neutrino fluxes from the Standard Solar Model
with measured rates from a variety of solar neutrino experiments. The results of SNO (D2O
target, right two comparisons) show that the expected flux is observed, but not necessarily as
electron neutrinos. This shows conclusively the oscillatory nature of neutrinos.
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2.2.2 Vacuum Oscillations
The theory of neutrino oscillations is basically the quantum mechanics of mixed states and
was developed on top of Pontecorvo’s work by Ziro Maki, Masami Nakagawa and Shoichi
Sakata [54]. If the neutrino flavour states can spontaneously convert from one to another,
none can be considered as eigenfunctions of the Hamiltonian. The true stationary states are
the mass eigenstates (ν1, ν2, ν3), of which the flavour states (νe, νµ , ντ ) can be considered
linear superpositions: νeνµ
ντ
=U∗PMNS
ν1ν2
ν3
 , (2.18)
where UPMNS is the PMNS mixing matrix which describes the flavour composition of each
of the mass eigenstates, and vice versa. If the PMNS matrix were diagonal, each flavour state
would correspond to a single mass state and oscillations would not occur.
Just as the flavour states are a superposition of mass states
|να⟩=∑
i
U∗αi|νi⟩, (2.19)
the mass states can also be considered a superposition of flavour states
|νi⟩=∑
α
Uαi|να⟩. (2.20)
For the three neutrino case, the PMNS matrix, decomposed into its three axial rotations,
can be expressed as
Uαi ≡
1 0 00 c23 s23
0 −s23 c23

︸ ︷︷ ︸
‘Atmospheric’ term
 c13 0 e−iδ s130 1 0
−e−iδ s13 0 c13

︸ ︷︷ ︸
‘Accelerator’ or ‘Reactor’ term
 c12 s12 0−s12 c12 0
0 0 1

︸ ︷︷ ︸
‘Solar’ term
, (2.21)
where ci j ≡ cosθi j, si j ≡ sinθi j and δ is a CP-violating phase factor. Each axial component
is often referred to by the means with which they are studied, as shown in Equation 2.21.
The weak interaction couples to the flavour eigenstates so neutrinos are always created
and detected as flavour states. However, they propagate as mass states since it is these which
are eigenstates of the Hamiltonian. Due to the misalignment of the flavour and mass states,
oscillations can be shown to occur. A neutrino created with flavour α is a superposition of
all the mass states (Equation 2.19). These states propagate as a plane wave, evolving in time
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and space such that
|νi(x, t)⟩= |νi(0)⟩e−ix·p, (2.22)
where x and p are the 4-position and 4-momentum of the neutrino respectively. From
Equations 2.19 and 2.22, the evolution of the flavour states over space and time is therefore
|να(x, t)⟩=∑
i
U∗αi|νi(x, t)⟩
=∑
i
U∗αie
−ix·p|νi(0)⟩. (2.23)
In the ultra-relativistic limit, the mass of the neutrino is negligible compared to its momentum
(mi ≪ p⃗) and x⃗≈ ct;
Ei =
√
|p⃗|2 +m2i = p⃗
√
1+
m2i
|p⃗|2 ≈ p⃗+
m2i
2 p⃗
(2.24)
x ·p = Eit− x⃗ · p⃗ = p⃗ · t + m
2
i
2p⃗
t− x⃗ · p⃗≈ m
2
i
2p⃗
x⃗ =
m2i
2p
x, (2.25)
assuming the neutrino displacement is in the direction of its momentum and using natural
units (c≡ h¯≡ 1). Thus, using Equations 2.23, 2.25 and 2.20,
|να(x, t)⟩=∑
i
U∗αie
−i m
2
i
2p x|νi(0)⟩
=∑
i
∑
β
U∗αie
−i m
2
i
2p xUβ i|νβ ⟩. (2.26)
The probability of a neutrino created in flavour state α being observed in flavour β can
be determined from Equation 2.26
P(α → β ) = |⟨να |νβ (x, t)⟩|2 (2.27)
=
[
∑
i
Uαie
i
m2i
2p xU∗β i
][
∑
j
U∗α je
−i m
2
j
2p xUβ j
]
(2.28)
=∑
i, j
UαiU∗α jUβ jU
∗
β ie
i
m2i −m2j
2p x, (2.29)
and is observed to be dependent on the neutrino momentum, the difference between the
squared masses of the flavour states, the propagation distance and the relative mixing of the
two flavour states encoded in the matrix elements U .
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An accelerator based neutrino experiment, such as DUNE, will typically use a νµ -
dominated beam and look for muon neutrino disappearance (P(νµ → νµ)) and electron
neutrino appearance (P(νµ → νe)). In this case, also in the relativistic limit, the relevant
appearance and disappearance probabilities can be approximated, respectively, as
P(νµ → νe)≈ sin2 2θ13 sin2θ23 sin2
(
1.27
∆m213L
E
)
(2.30)
P(νµ → νµ)≈ 1− cos4θ13 sin2 2θ23 sin2
(
1.27
∆m223L
E
)
, (2.31)
where ∆m2i j ≡ m2i −m2j is the mass squared splitting in eV, L is the distance propagated in
km and E is the neutrino energy in GeV.
From these equations, it can be seen the important controllable parameters relevant for
observing oscillations are the neutrino energy and the distance they travel. An experiment
will typically choose a ratio L/E which will attempt to maximise the effect of oscillations in
order to make precision measurements.
2.2.3 Matter Effects
The oscillations considered thus far are vacuum oscillations which occur due to the mixing
of the neutrino mass and flavour states. Whilst directly confirming the oscillation of solar
neutrinos, the SNO experiment (along with every other solar neutrino experiment) reported
more oscillations than can be explained using just the vacuum oscillation model discussed
in Section 2.2.2 [55, 56]. When neutrinos propagate through matter, an additional potential
can be shown to also produce an asymmetry between the different neutrino flavours. Since
solar neutrinos travel through dense matter before exiting the Sun, it is possible these matter
effects could explain this discrepancy.
Coherent scattering (scattering in which the neutrino state is unchanged) due to inter-
actions with the medium cause neutrinos travelling through matter to feel a potential. As
normal matter is composed of electrons, rather than their heavier counterparts muons and
taus, electron neutrinos are affected more by this potential. The mechanism for this is demon-
strated in Figure 2.8. This gives rise to an additional effective mass splitting between the
electron neutrino and the other flavours and therefore results in the possibility of oscillations
[57]. Due to the density of the Sun and the neutrino energies, the neutrinos actually feel
a resonance which causes their oscillation probability to become dramatically higher than
the vacuum oscillation probabilities. This is known as the Mikheev-Smirnov-Wolfenstein
(MSW) effect [58, 59]. It should be noted that, since normal matter is composed of electrons
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Figure 2.1: Feynman diagrams demonstrating the concept of matter e↵ects (l =
e, µ, ⌧). The left-hand diagram occurs for all flavour combinations, but the right-
hand diagram occurs only when the neutrino and lepton flavours are the same. As
regular matter contains electrons, but not muons or taus the charged current process
will only occur for electron neutrinos when passing through matter. An analogous
diagram exists for electron anti-neutrinos, however for the matrix element for the
anti-neutrino scattering has the opposite sign.
provide a measurement of the square of the mass splitting). Solar neutrinos travel
through a large amount of very dense material in the sun, which a↵ects their os-
cillation probability through this matter e↵ect. In fact, due to the density of the
sun and the energy of solar neutrinos, they actually encounter a resonance - the
MSW resonance - where their oscillation probability becomes dramatically higher
than their vacuum oscillation probability. As neutrinos propagate from the centre of
the sun outwards, the electron density changes slowly (importantly, slowly enough
for the change to be adiabatic). This adiabatic change allows a smooth transition
between flavour states as the neutrinos pass through the resonance region, and this
transition is known as the MSW e↵ect [15].
By comparing solar neutrino oscillations, and reactor neutrino oscillations,
which are dominated by the same mixing angle and mass-splitting, we can see clear
evidence for matter e↵ects in the sun [16]. From this evidence, we know that the
mass of ⌫2 is greater than that of ⌫1 (as otherwise the solar oscillation probability
would be larger than the vacuum oscillation probability, not smaller). Unfortunately
we do not know whether ⌫3 is heavier or lighter than the other two neutrinos. This
leads to two possible hierarchies, known as “normal” and “inverted”. In the normal
hierarchy, ⌫3 is the heaviest, leading to the larger mass-splitting being between the
heaviest and the second-heaviest neutrinos. This is analogous with the patterns of
masses seen in the leptons and quarks. In the inverted hierarchy solution, ⌫1 and
⌫2 are almost degenerate. Figure 2.2 shows a graphical representation of the two
hierarchy solutions.
Because the potentials felt by neutrinos and anti-neutrinos are the same
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(b) Charged current scattering.
Fig. 2.8 General scattering mechanics which occur as neutrinos pass through matter. Neutral
current scattering (Figure 2.8a) occurs for all neutrino flavour combinations whereas charged
curr nt scattering (Figure 2.8b) only occurs when the incoming leptons have the same flavour.
and not positrons, this effect is also different for νes and ν¯es; the importance of this becomes
apparent when considering the additional effects of CP violation.
2.2.3.1 KamLAND and Reactor Neutrinos
In order to investigate the possible MSW effects in the S n, measurements of electron
neutrino disappearance from terrestrial neutrinos, which were not subject to these matter
effects, were considered. The first experiment to publish results was KamLAND (Kamioka
Liquid Scintillator Anti-Neutrino Detector) in 2003 [60, 61]. KamLAND occupied the site
previously used by the Kamiokande experiment in Japan under 2700 m.w.e of rock and
utilised 1 kton of ultra-pure liquid scintillator contained in a 13 m spherical balloon. It was
surrounded by 53 Japanese nuclear power reactors with baselines ranging from 80 km to
800 km and detected the ν¯es via the inverse beta decay reaction ν¯e+ p→ e++n. Scintillation
light from the delayed coincidence of a positron with the neutron capture was detected using
1879 PMTs and constituted a signal with very low background. The results from KamLAND
confirmed the apparently large matter effect in solar neutrinos and completely solved for the
first time the long-standing solar neutrino problem [62–64].
2.2.4 CP Violation
The δ terms in Equation 2.21 are CP-violating phase factors. They could be included in any
of the diagonalised components but are generally added to the accelerator part since this is
how current and future experiments will look for evidence of CP violation. As long as all the
mixing angle are non-zero, there is the possibility of CP violation in the lepton sector.
This is an exciting rospect and one of the reaso s for th current intens interest in
neutrino physics. It is known CP-violating processes must have occurred in the early Universe
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since matter has come to dominate massively over antimatter after they were created equally
in the Big Bang. This has been observed in the quark sector but current experimental evidence
can only account for a small amount of the necessary CP violation. It is also expected but
has never been observed in strong interactions [65]. Leptonic CP violation could potentially
account for the matter-antimatter asymmetry in the Universe and ultimately explain how it
evolved to include our very existence [66, 67].
In neutrino experiments, effects of CP violation would be apparent as a difference in
behaviour between neutrinos and antineutrinos. For example, since the sign of δ is different
for neutrinos and antineutrinos, an asymmetry
A =
P(νµ → νe)−P(ν¯µ → ν¯e)
P(νµ → νe)+P(ν¯µ → ν¯e) (2.32)
can be observed and measured.
2.3 Status of Neutrino Physics
The field of neutrino physics has advanced rapidly over the past twenty to thirty years
(discussed in Sections 2.1 and 2.2) and there is currently a good understanding of most
experimental results in the context of 3-flavour neutrino oscillations. Presently, the focus
has shifted to making precise measurements of the oscillation parameters and trying to
understand the nature of neutrino mass. The current understanding of each of these areas will
be presented in Sections 2.3.2 and 2.3.3 respectively following a brief overview of current
and future experiments in Section 2.3.1.
2.3.1 Current and Future Experiments
In recent years, neutrino experiments which utilise a custom-built artificial neutrino beam
have been offering complimentary and world-leading results. These ‘accelerator experiments’
are used in order to have more control over the energy spectrum and composition of the
neutrino beam and often use a long baseline, sampling the beam at different points to
determine the effects of oscillation as the neutrinos propagate in between.
MINOS (Main Injector Neutrino Oscillation Search) was based at Fermilab, U.S., and
detected neutrinos from the NuMI (Neutrinos at the Main Injector) beam at a ‘near detector’
and then again in Northern Minnesota, a baseline of 735 km. T2K (Tokai-to-Kamioka)
follows a similar design and uses the Super-Kamiokande detector as the far detector, utilising
a beam from J-PARC, Japan and a baseline of 295 km. T2K and NOνA (NuMI Off-Axis
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νe Appearance), another current long-baseline experiment, were designed specifically to
measure the mixing parameter θ13 by looking for νe appearance in a νµ beam. NOνA, like
its predecessor MINOS, uses the NuMI beam and has a far detector at the same site. However,
along with T2K, it is ‘off-axis’ by around 2◦; this produces a more monochromatic neutrino
energy spectrum to maximise the effect of oscillations and make more accurate measurements
in a specific region. T2K and NOνA still have many years left of their respective programmes
and are currently making precision measurements of the mixing parameters along with
constraining CP violation by combining neutrino and antineutrino analyses. Especially
through joint analyses, these experiments will be able to offer increasingly statistically
significant measurements before the next generation of experiments.
Future long-baseline experiments include DUNE [68], which will be discussed in depth
in Chapter 3, and Hyper-Kamiokande [69], an upgrade of the current T2K experiment.
Hyper-Kamiokande will also use water Cherenkov technology but will boast a far detector
with a fiducial volume 25 times larger than that of Super-Kamiokande. The timescale of these
projects is on the order of at least ten years from now and both pose incredible engineering
challenges in their own right.
2.3.2 Oscillation Parameters
Through combinations of the choice of baseline and the neutrino energy spectrum (both
peak energy and distribution), an oscillation experiment may be configured to make measure-
ments of the desired mixing parameters. As is evident from Equations 2.30 and 2.31, the
probability of oscillation varies sinusoidally and is dependent on these experimental design
considerations. For example, both T2K and NOνA have an L/E chosen to coincide with the
maximal probability of νµ → νe oscillation, resulting in the possibility of precision measure-
ments of the parameters governing νµ -disappearance and νe-appearance. By additionally
searching for ν¯µ -disappearance and ν¯e-appearance in a ν¯µ dominated beam, constraints on
CP-violation may be possible via the δCP parameter in the 3-neutrino mixing framework.
Experiments studying natural sources of neutrinos, such as solar and atmospheric neutrinos,
have less control over these experimental parameters but may still extract information about
oscillations through shape fits over a range of energies or from different baselines (possible
due to considerations in the neutrino direction and therefore trajectory).
The current status of the mixing angles and the mass-squared differences is depicted in
Figure 2.9. The world-best measurements for θ12 and ∆m212 are provided by the solar neutrino
experiments (Homestake [36], GALLEX [70], SAGE [71] and SNO [72]) and KamLAND
[73]. The leading measurements in the atmospheric neutrino sector, θ23 and |∆m232|, are from
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Table 2.1 The current best-fit values for the neutrino oscillation parameters for normal
(inverted) hierarchy. Taken from [81].
Parameter Best fit (±1σ )
sin2θ12 0.306±0.012
sin2θ23 0.441+0.027−0.021 (0.587
+0.020
−0.024)
sin2θ13 0.02166±0.00075 (0.02179±0.00076)
∆m212 [10
−5 eV2] +7.50+0.19−0.17
|∆m23ν | [10−3 eV2] 2.524+0.039−0.040 (−2.514+0.038−0.041)
δCP [◦] 261+51−59 (277
+40
−46)
Super-Kamiokande [74], IceCube [75] and the accelerator experiments MINOS [76, 77],
T2K [78] and NOνA [79].
The value of θ13 was known, from limits determined from global fits to world data, to be
much smaller than the others and was even consistent with zero. In addition to the accelerator
experiments, reactor neutrino experiments are sensitive to θ13 via ν¯e disappearance and it
was these experiments which produced the decisive results first. Daya Bay [82] in China
and RENO [83] in South Korea found evidence of a non-zero value in 2012. There is good
agreement between these reactor experiments and more recent measurements from T2K [84]
and NOνA [85].
A summary of the best known values for all these oscillation parameters is shown in
Table 2.1. The CP-violating phase δCP is the least known at present and provides a priority
for current and future neutrino experiments. T2K have excluded the CP conservation regions
with 90% confidence and currently favours a maximal CP violation value of δCP =−π/2
[86], with recent results from NOνA broadly consistent [87]; this holds much promise for
future experiments. The octant of θ23, the location of the parameter in either the > 45◦ or
< 45◦ octant, is also undetermined and requires high precision measurements; it is possible
that the mixing in this sector is ‘maximal’ (θ23 = 45◦).
2.3.3 Neutrino Mass
Neutrinos in the Standard Model are assumed massless as they are only known to exist in a
left-handed chiral state and therefore cannot be used to construct the usual Dirac mass term.
However, the observation of neutrino oscillations implies the existence of neutrino mass (the
oscillation probabilities, such as Equations 2.30 and 2.31, would be zero if there was no mass
splitting). Three active neutrino flavours gives rise to two independent mass splittings, ∆m212
and ∆m232, as apparent in the oscillation probabilities. Unfortunately, fitting to the oscillation
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Fig. 2.9 Global 3-neutrino oscillation analysis taken from [80, 81]. Each panel shows the
two-dimensional projection of the allowed six-dimensional region after marginalisation with
respect to the undisplayed parameters. The different contours correspond to 1σ , 90%, 2σ ,
99%, 3σ CL (2 dof).
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Figure 1.5: The two possible neutrino mass hierarchies, normal on the left and
inverted on the right, given that m2 is known to be greater than m1 from obser-
vations of solar neutrinos. The colours indicate the weak eigenstate contributions
to each of the mass eigenstates. The absolute neutrino mass scale is also unknown
but constrained by cosmology and astrophysics, and 3H   -decay experiments [42].
1.4 Neutrino Interaction Cross-Sections
The study of neutrino oscillations is now entering the era of precision measure-
ments, as the mixing parameters become better constrained, neutrino beams
become increasingly intense, and experimental design improves. Experiments are
no longer limited by the statistics which they can acquire, given by the prod-
uct of the neutrino flux and neutrino interaction cross-sections. Increasingly, the
greatest constraint on experimental measurements is arising from the uncertainty
on the neutrino-nucleus cross-sections for the range of target materials, neutrino
energy, flavour, and interaction final states to which the experiments are sensitive.
1.4.1 Interaction Processes
The neutrino, being a neutral lepton, only interacts via the weak nuclear force.
Direct observations of neutrinos is therefore impossible, instead experiments mea-
Fig. 2.10 Demonstration of the current uncertainties in the neutrino mass. The undetermined
sign in the mass splitting between the 2 and 3 states leaves two possible ‘hierarchies’ open:
normal (left figure) and inverted (right figure). The absolute scale of the masses is also
currently unknown. The flavour composition of each of th mass states, given by the mixing
angles, is denoted by the coloured bars.
results provides access to only the value of these splittings and not the signs, resulting in
an ambiguity in the ordering of the mass states. This can be resolved in the solar sector by
utilising the effect of the MSW resonance encountered by neutrinos in the Sun, allowing
the sign of ∆m212 to be known (it must be positive as otherwise fewer oscillations, not more,
will have been observed by SNO and the other solar neutrino experiments). This leaves
two possible ‘hierarchies’, normal and inverted, which are possible given the experimental
data. These mass splittings also do not offer any indication of an absolute mass scale for the
neutrino mass states; this must be constrained using other methods. These uncertainties are
illustrated in Figure 2.10. The best current constraints from NOνA disfavour the hypothesis
of i verted ass hierarchy with θ23 in the lower octant with greater than 93% confidence for
all values of δCP [87], with T2K in agreement [88].
DUNE will use the MSW effect present as neutrinos propagate through the Earth’s crust
in order to resolve the hierarchy problem. It is essential that the hierarchy is resolved since
the associated asymmetries between neutrinos and antineutrinos can mimic true CP violation,
which therefore cannot be measured accurately until the mass s littings are completely
understood. Due to the large matter effects associated with its long baseline, the NOνA
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experiment is sensitive to the mass hierarchy and may be able to produce results before
DUNE and Hyper-Kamiokande.
The absolute neutrino mass cannot be measured from oscillation experiments so other
techniques have been developed. It is possible to use information from β -decay to measure
the mass scale; the ν¯e mass alters the spectrum of electrons near the end point so precision
measurements can study this effect. The current best limits on the mass are from H3 β -decay
experiments and yield mν¯e < 2.05 eV at 95% C.L. [89, 90]. Cosmological analysis can also
constrain the absolute neutrino mass by looking at the distribution of matter in the Universe
and information such as galaxy clustering. The Planck collaboration reported the upper limit
on the sum of all neutrino masses as ∑i mνi < 0.23 eV at 95% C.L. in 2013 [91], indicating a
significantly lower mass scale than is attainable using current experiments.
Chapter 3
The Deep Underground Neutrino
Experiment
The Deep Underground Neutrino Experiment (DUNE) experiment [68, 92–94] is a future
long-baseline neutrino experiment with a diverse physics program hosted by Fermilab, IL,
U.S.. The far detector will be at the Sanford Underground Research Facility (SURF) near
Lead, South Dakota, providing a baseline of 1300 km. A cartoon of the experiment is shown
in Figure 3.1.
The DUNE experiment will be discussed in this present chapter. As the experiment
utilises liquid argon TPCs, a brief history and description of this detector technology is
provided as a basis in Section 3.1. An overview of the experiment, including its motivation,
will be presented in Section 3.2 before the experimental details are discussed in Section 3.3.
The sensitivities of the experiment and its potential discoveries are the subject of Section 3.4.
Finally, the schedule and strategy implemented by the collaboration to ensure commencement
of data taking in around ten years’ time is outlined in Section 3.5.
3.1 The LAr TPC Concept
The use of a liquid argon (LAr) Time Projection Chamber (TPC), or LArTPC, as a high-
precision fine-grained detector medium holds much promise for the successful resolution
of the open questions in neutrino physics. A great amount of R&D work has taken place
to advance the maturity of the technology and pioneering experiments, such as ICARUS
[96], have further increased the understanding of the neutrino community of the detector
techniques. Past and currently running experiments at Fermilab, such as ArgoNeuT [97],
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Fig. 3.1 Cartoon showing the configuration of the Deep Underground Neutrino Experiment
[95]. The experiment will be based at Fermilab, shown at the right of the figure, and will send
neutrinos towards SURF, at the left hand side. The distance travelled, through the Earth’s
crust, will be 1300 km.
LArIAT [98] and MicroBooNE [99], are successfully using LArTPCs to take data for analysis
and it seems certain to be the future of neutrino physics in the U.S. [100].
This section will provide a brief history of LArTPC technology and motivate its potential
when used in a large experiment such as DUNE. The basic operation of such a detector will
also be described to provide background for discussion of the DUNE and 35-ton experiments,
and of reconstruction in LArTPCs, in future chapters.
3.1.1 A Brief History of Time (Projection Chambers)
The use of a time projection chamber as a potential particle detector was put forward by David
Nygren in 1974 [101]. He envisioned bubble-chamber quality data but with the possibility of
digital readout of the data, facilitating extremely fine spatial resolution, good timing resolution
and fast recovery after triggering. The basic concept is a drift chamber containing a noble gas
placed within a field to drift ionisation electrons created by a propagating particle towards a
multielectron array. This setup allows full three-dimensional reconstruction by combining
information from the two-dimensional readout plane with the drift time. Nygren also included
a magnetic field to assist particle identification in his design, shown in Figure 3.2.
The extension of this concept to a liquid argon TPC and its potential as a high-precision
fine-grained detector medium in neutrino physics was proposed by Carlo Rubbia in 1977
[102]. The use of a noble liquid rather than gas is necessary in neutrino experiments to
provide a high enough target mass for increased probability of neutrino interactions. Noble
liquids have high electron mobility and low diffusion, favourable properties as the detection
of particles is from the ionisation and scintillation light created by the particles. Given
the necessity of a high electric field in order to drift these electrons to the readout planes,
3.1 The LAr TPC Concept 27
Fig. 3.2 The original concept of the time projection chamber particle detector, drawn by
David Nygren in 1974 [101]. The sections are labelled as followed: methane-filled region
(A), screen to establish electron field (B), end-cap detectors (C), superconducting solenoid
(3.33 T) (D), iron return yoke for magnetic field (E), beam vacuum pipe (F).
excellent dielectric properties are also required; noble liquids possess such qualities. The
properties of liquid argon which make it almost perfect for this use are demonstrated in
Table 3.1.
An additional advantage of this technology is the low threshold for detection; this is set by
the ionisation threshold of liquid argon and is only 23.6±0.5 eV [104]. Rubbia realised that
a LArTPC could be the digital replacement for the high quality particle detection methods
used in bubble chambers, very common in neutrino physics in the 1970s. He proposed the
first LArTPC detector design, shown in Figure 3.3, which bears a striking resemblance to the
LArTPCs in use today.
Table 3.1 Properties of noble liquids relevant when considering a TPC medium for a neutrino
experiment [103].
Water He Ne Ar Kr Xe
Boiling point [K] @ 1 atm 373 4.2 27.1 87.3 120.0 165.0
Density [g/cm3] 1 0.125 1.2 1.4 2.4 3.0
Radiation length [cm] 36.1 755.2 24.0 14.0 4.9 2.8
Scintillation [γ/MeV] - 19 000 30 000 40 000 25 000 42 000
dE/dx [MeV/cm] 1.9 0.24 1.4 2.1 3.0 3.8
Scintillation λ [nm] - 80 78 128 150 175
Abundance (Earth atm) [ppm] 5×104 5.2 18.2 9340.0 1.10 0.09
Electron mobility [cm2/Vs] low low low 400 1200 2200
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Fig. 3.3 The LArTPC detector proposed by Carlo Rubbia in 1977 [102].
Constructing and operating such a detector was beyond the technology of the time, and is
still being understood today. The operation of a LArTPC detector is described in Section 3.1.2
and the associated challenges are the subject of Section 3.1.3.
3.1.2 LAr TPC Operation
A LArTPC typically consists of one or more anodes and cathodes at either end of an active
drift region. An ionising particle passing through a LArTPC causes electrons to become free
from argon atoms and, in the presence of a field, drift towards an anode where they are read
out.
There are two differing designs of LArTPC: single-phase and dual-phase. In a single-
phase design, only argon in a liquid state is utilised and the entire detector, including target
medium, propagation, readout and signal processing, resides within the liquid. In contrast, a
dual-phase design would employ a layer of gaseous argon above the liquid, through which the
drift electrons are extracted before readout. This has the primary advantage of amplification
of signal due to electron avalanches in an electric field in the gas and therefore a lower
detection threshold but also results in a larger fiducial volume with the absence of dead
regions in the LAr volume.
The readout consists of multiple wire planes with different orientations to facilitate the
reconstruction. The wires are either ‘induction’ wires, which allow the electrons to deposit
charge but continue past, or ‘collection’ wires, on which the electric field lines end and all
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the charge on the electron is collected. Each wire plane is therefore held at a different ‘bias
voltage’ to prevent any field lines ending on the induction wire, thus creating local electric
fields which promote the continuing forward motion of the electrons. The signal seen is
therefore dependent on the type of wire plane; a bipolar pulse on an induction plane wire and
unipolar on a collection plane wire. It is also common, though not essential, to make use of a
‘grid plane’ upstream of the signal planes in order to shield them from the electron charge
until the drift electrons are close. Without such a plane, the bipolar pulse would be highly
asymmetric, though would still have zero integral. It also makes changing the drift voltage
(controlling the electric field) slightly easier as the signal planes are somewhat shielded from
its effects. MicroBooNE does not operate with a grid plane and, although the 35-ton and
the DUNE reference design make use of a grid plane, it is uncertain whether the benefit
outweighs the cost for a large LArTPC detector such as the DUNE far detector. There are
alternative readout possibilities to this typical design which have been suggested but, given
the scale of future LArTPCs, it is highly unlikely a viable solution which delivers superior
readout at a comparable cost will be found.
Upon ionisation, an electron has a certain probability (around 60% at a field of 500 V/cm)
of recombining before the field can separate it from its ion. Whilst this recombination
compromises the signal observed, it is accompanied by a flash of scintillation light which
may be detected and used to assign an ‘event time’ to the interaction, known as T0. Without
this information, it would be impossible to place an absolute time scale on the event and
result in an unresolved coordinate along the drift direction. Scintillation light in LAr is
produced by two mechanisms:
Ar→ Ar∗→ Ar∗2 → 2 Ar+ γ (3.1)
Ar→ Ar+ → Ar+2 + e−→ Ar∗2 → 2 Ar+ γ, (3.2)
where in Equation 3.1 the argon is excited to a higher energy state and in Equation 3.2
the argon is ionised. In the second stage, excited and ionised molecules are formed in the
liquid before de-excitation leads to the production of scintillation light. The magnitude of
the applied electric field must be chosen to balance between ionisation and scintillation; a
larger field would result in less recombination and therefore compromise the scintillation
light while a smaller field would have consequences on the signal received at the wire planes.
Figure 3.4 demonstrates this and justifies the field value of 500 V/cm which is often chosen
in current LAr neutrino experiments.
The basic operational principles of a LArTPC are demonstrated in Figure 3.5. The
details of how the ionisation charge and scintillation light are collected and processed are
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Fig. 3.4 Demonstration of the competing effect the electric field has on the luminosity of
the ionisation electrons and scintillation light arriving at the detector readout [105–107].
The solid lines represent the charge recombination whilst the dashed lines demonstrate light
recombination. The numeric labels are the specific energy loss (dE/dx) in units of mip. Since
information from both is essential in reconstructing the complete interactions, a balance must
be found. Image made by Craig Thorn, LBNE Document Database 4482.
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planes satisfy the transparency condition [12] that all drifting electrons pass by the induction plane
wires and fully collect on wires in the last (collection) plane.
Figure 2 illustrates the digitized simulated signal waveforms on the induction and collection
planes assuming an ideal minimum ionizing particle (MIP) track. Since the ionization electrons
are collected by the Y plane wires, integrating the waveform recorded from each Y wire gives a
measure of the charge deposited along that section of the track. The peaks of the bipolar signals on
the U and V induction wires are typically a factor of 2 to 3 smaller than the peak of the unipolar
signal on the Y collection wires for this kind of signal.
The requirements on the TPC readout electronics performance are driven by the physics goals
of MicroBooNE. The dynamic range and noise performance of the TPC readout are determined by
the need to clearly measure the ionization charge arriving at the wire planes for a range of activity
varying from the small charge created by aMIP to the large ionization deposited by stopping protons
emerging from the breakup of an argon nucleus [13].
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Figure 1. Diagram illustrating the signal formation in a LArTPC with three wire planes [5]. For simplicity,
the signal in the first U induction plane is omitted in the illustration. Planes are positioned in the order U, V,
Y with the Y plane being farthest from the cathode plane.
The induced current on each wire is amplified and shaped through one dedicated channel (out
of 16) of a custom designed complementary metal-oxide-semiconductor (CMOS) analog front-end
cold ASICs [15]. The analog front-end ASICs, which include a pre-amplifier, shaper, and signal
driver are located inside the cryostat alongwith the wire bias voltage distribution system, decoupling
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Fig. 3.5 Schematic demonstrating the basic operation principles of a LArTPC [108]. The
cathode is shown on the left-hand side and the anode readout ires, with three complementary
planes (two induction, U and V, and one collection, Y), re demonstrated the right-hand
side. A through-going ionising particle will liberate electrons from the LAr which drift
in the electric field; charge is induced on the first two wire planes and collected on the
final one. Due to the differing orientations of the wires between planes, three views of the
interaction are provided (two are demonstrated in the figure) and combining the information
from multiple views with the drift time information facilitates a complete understanding of
the original particle tracks.
experiment-specific and will be discussed in the context of DUNE in this chapter and the
35-ton experiment in Chapter 4. This information is all that is required to fully understand
and analyse the interactions occurring in the detector; methods used to reconstruct particles
and interactions in LAr will be the subject of Chapter 6.
3.1.3 LArTPC Challenges
There is no doubt of the promise of LArTPCs for the future of neutrino physics but with
such expectation comes many challenges. This will be elaborated upon in more detail when
discussing the 35-ton run in Section 4.3 but will be briefly mentioned here for completeness.
Given the drift fields required, and the necessary distances, the associated high voltage on
the cathode must be on the order of ∼100 kV. This presents engineering challenges related to
the feedthrough and cryostat design but can also lead to dielectric breakdown of the liquid
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nearby such large voltages. The properties of LAr and the design implications must be very
well understood to ensure this does not endanger the quality of the detector medium.
The presence of electro-negative impurities in the argon can capture drift electrons as
they travel towards the anode planes and hinder the observed signal. The probability of this
recombination can be parametrised using an ‘electron lifetime’ τ , defined in
Q(t) = Q0e−t/τ , (3.3)
where Q is the collected charge after drift time t and Q0 is the initial charge deposited. The
electron lifetime is directly affected by the maintained purity of the argon; DUNE expects a
contamination no greater than 100 ppt O2-equivalent and 20 ppm N2 (to also ensure sufficient
light yield) [94]. This necessitates a purification system to remove impurities and requires
the constant recirculation of the liquid through it. A liquifier is also necessary to recondense
any boiled-off gases at the surface.
Along with the possibility of lost signal through finite electron lifetimes, the electrons
may also undergo interactions and drift off course either transversely or longitudinally. This
‘diffusion’ affects the location and size of the observed signal so must also be well understood.
With so much resting on the success of the DUNE experiment, and considering all
these effects which must be understood, prototyping is essential. The 35-ton prototype was
constructed as an attempt to better understand LArTPCs and is the subject of Chapter 4.
3.2 Overview of DUNE
The outstanding questions in neutrino physics discussed in Section 2.3, namely the resolution
of the mass hierarchy, the determination of the CP-violating phase δCP, the measurement of
the octant of θ23 and precision calculations of all the mixing angles, motivate the need for
next generation experiments. The DUNE experiment will make decisive contributions to
each of these areas; it will also search for nucleon decay with the ability to set world-leading
proton lifetime limits and make detailed, unique measurements of the νe flux from a core-
collapse supernova within our galaxy should one occur during the experiment. Along with
this, DUNE will be used to look for Beyond Standard Model physics (such as non-standard
interactions and sterile neutrinos), signatures of dark matter and, utilising the capable near
detector, measurements of a range of neutrino cross-sections and nuclear effects including
final state interactions.
The chosen technology for the DUNE far detector, in order to maximise sensitivity to all
these factors, is a LArTPC, introduced and described in Section 3.1. The detector will contain
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four modules, each comprised of 10 kt fiducial LAr and separate data acquisition and readout
systems. The beam will be provided by Fermilab as part of its PIP-II program [109] and will
be wide band, enabling the study of a range of neutrino energies. This facilitates a study
of multiple oscillation peaks, essentially due to differing L/E ratios, and is relevant when
considering the effects of an unknown CP-violating phase and unresolved mass hierarchy.
Since the impact of both of these uncertainties is apparent as an asymmetry between neutrinos
and antineutrinos (Equation 2.32), there is an implicit degeneracy which must be resolved
to ensure both phenomena are correctly determined. Having access to multiple oscillation
peaks means this may be dealt with in a single experiment, as demonstrated in Figure 3.6.
In the plot, θ13 is held constant and the rates are determined by the number of neutrino and
antineutrino events respectively. Assuming a baseline of 1300 km, as for DUNE, the first
oscillation maximum is at Eν = 2.4 GeV and the second is at Eν = 0.84 GeV. The banana-
shaped distributions are obtained as the value of δCP is varied from −π to π . There is good
separation between the distributions associated with each hierarchy at the first maximum
whereas at the second maximum this is degenerate and the rates are similar for a given value
of δCP regardless of the hierarchy. It can be seen how complimentary measurements at each
maxima can be used to make unambiguous measurements of both the mass hierarchy and of
CP violation with the same experiment [110]. It should be noted the rates are relatively low
at the second oscillation maximum and designing an experiment with access to these events
must take into consideration the ratio of the potential benefit to experimental factors such as
being able to accurately detect, reconstruct and study these interactions; DUNE has decided
this design choice has significant physics justifications and so has in its design a wide-band
beam.
DUNE was officially formed in early 2015 following the dissolution and merging of two
leading next generation long-baseline experiments: the Long Baseline Neutrino Experiment
(LBNE) in the U.S. [111–113] and the Large Apparatus for Grand Unification, Neutrino
Astrophysics, and Long Baseline Neutrino Oscillations (LAGUNA-LBNO) in Europe [114].
Given the scale of these projects, it was decided in 2014 that efforts should be focussed
on one flagship experiment utilising as many experts in neutrino physics and LArTPC
technology as possible [115]. The benchmark DUNE design is very similar to that of the
former LBNE experiment, which also made use of an upgraded Fermilab neutrino beam and
a large LArTPC at SURF, and gained the understanding of dual-phase LArTPC detectors
developed by LAGUNA-LBNO. It is likely that at least one of the four DUNE detector
modules will be a dual-phase LArTPC.
The experiment will be facilitated by the Long Baseline Neutrino Facility (LBNF), which
will oversee the technical side of the project and ensure the DUNE experiment can function
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Figure 1. Bi-rate plot for a typical wide band beam for the 1st (blue/dark gray) and 2nd
(green/light gray) oscillation maximum for normal (solid) and inverted (dashed) hierarchy. Along
each of the banana-shaped curves, the CP phase  CP varies from  ⇡ to ⇡, where  CP =  ⇡/2 is
denoted by a solid disk and  CP = +⇡/2 by an open circle. We have assumed sin
2 2✓13 = 0.025,
and the other oscillation parameters are chosen according to eq. (3.2).
Therefore, given enough statistics, we expect the measurement in the 2nd maximum to
provide a clean value for  CP, but no information on the hierarchy. The measurement in
the 1st maximum, on the other hand, should yield strong evidence for the mass hierarchy,
but may su↵er from degeneracies for the determination of  CP. The combination of the
two maxima should result in a clear and unambiguous determination of both the mass
hierarchy and the CP phase.
2.2 Non-standard interactions
At energies of a few GeV, relevant to accelerator neutrino oscillation experiments, the e↵ects
of new physics, which is expected at or above the electroweak scale, can be parametrized in
terms of an e↵ective theory. Some types of low-scale new physics can also be parametrized
that way [26, 27]. A well known example for the use of e↵ective theory is the Fermi theory
of nuclear beta decay. In this paper, we will use such non-standard neutrino interactions
(NSI) as a benchmark scenario for deviations from the standard three-flavor oscillation
framework, but we should keep in mind that new physics in the neutrino sector can also
have di↵erent manifestations; examples are CPT violation or mixing between active and
sterile neutrinos. Typical operators inducing non-standard neutrino interactions (NSI) are
LCC    2
p
2GF "
CC,f,f 0
↵  [⌫¯↵ 
⇢PL` ]
⇥
f¯ ⇢PLf
0⇤+ h.c. (2.1)
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Fig. 3.6 Demonstration of how having access to multiple oscillation maxima facilitates
measurements of both the neutrino mass hierarchy and leptonic CP violation using the same
experiment. Taken from [110].
3.3 Experimental Details 35
as desired. The relationship between the LBNF and the DUNE projects is based on the model
used at CERN to manage the Large Hadron Collider (LHC) and each of the experiments
which use it. LBNF has its own management structure and operates separately from DUNE,
though the two projects work closely together. It is supported mainly via the Department of
Energy in the U.S. whereas DUNE is internationally funded. The DUNE collaboration is
responsible for defining the scientific goals of the experiment and the corresponding technical
requirements. Using these, LBNF will design and construct all technical facilities, such as
the beam upgrade, the facilities for the near detectors at Fermilab and the excavation and
outfitting of the large caverns for the far detectors underground at SURF along the required
infrastructure to support the construction of the cryostats and the associated cryogenic
systems. DUNE will provide the four massive LArTPCs and the near detector systems, to be
constructed at the sites supplied by LBNF. These will be discussed further in Section 3.3.
During the lifetime of the experiment, LBNF is responsible for the maintaining and operation
of all the facilities whilst DUNE will commission and operate the detectors. The scientific
research program conducted with the collected data is the duty of the DUNE collaboration
and will be explored in Section 3.4.
Given the scale of the projects, work is already underway. Construction at the far detector
began with groundbreaking on 21st July 2017, with installation of the first detector module
due to commence in 2021. The start of the DUNE experiment will then correspond to the
completion of this module, scheduled in 2024. The PIP-II upgraded 1.2 MW beam will be
ready in 2025 and will signify the commencement of beam data taking. Subsequent detector
modules will be added as soon as is feasible thereafter, increasing the fiducial volume up
to the target mass of 40 kt. Further beam upgrades, up to 2.4 MW (PIP-III) are envisaged
beyond this to bring the experiment up to full power and maximise the physics capability of
the project. The timescales of both LBNF and DUNE, along with all the essential research
which must be conducted as the plans progress, is the subject of Section 3.5.
3.3 Experimental Details
The design of the DUNE experiment is driven by the physics ambition of the project and
all specific experimental details are motivated by the science DUNE wishes to study. This
section will briefly report on the current understanding of how DUNE will be planned. It
should be noted that whilst the important defining features of the design will endure it is
likely, given the timescales of the project, particular details will change for the final proposal.
The plans for the beam will be overviewed in Section 3.3.1 before the present considera-
tions for the far and near detectors are presented in Sections 3.3.2 and 3.3.3.
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6 Near Site Facilities:  
Beamline 
6.1 Introduction 
The LBNF Beamline at Fermilab is designed to provide a neutrino beam of sufficient intensity and 
appropriate energy range to meet the goals of the DUNE experiment with respect to long-baseline 
neutrino-oscillation physics. It aims a wide band neutrino beam toward detectors 1,480m underground, 
at the Sanford Underground Research Facility in South Dakota about 1,300 km away.  
The Beamline chapter of this CDR volume provides a comprehensive summary of the beamline design. 
A more detailed description of the design can be found in Annex 3A: Beamline at the Near Site [30].  
The design is a conventional, horn-focused, sign selected neutrino beam. A proton beam is extracted 
from the Fermilab Main Injector (MI) and transported to a target area. The secondary particles produced 
when the beam strikes the target are focused and aimed toward the far detector, and are allowed to decay 
to generate the neutrino beam. At the end of the decay pipe, an absorber pile removes the residual 
hadrons. (See Figure 6-1.) 
  
 
Figure 6‐1: Longitudinal section of the LBNF beamline facility at Fermilab. Fig. 3.7 Longitudinal section of the LBNF beamline facility at Fermilab [93].
3.3.1 Beam
The beam is required to be wide band to facilitate access to the first two oscillation maxima (at
1300 km, 2.4 GeV and 0.8 GeV). It is a conventional, horn-focussed, sign selected neutrino
beam and is detailed in Figure 3.7.
A proton beam (60-120 GeV) is extracted from the Fermilab Main Injector, transported
through a man-made embankment and bent downwards to establish the final trajectory
towards the far detector. The beam is incident on a target to produce secondary mesons,
which are subsequently focussed into a decay pipe by magnetic horns where they decay
into muons and neutrinos. The polarity of the horns determines whether or not the beam is
neutrino or antineutrino dominated. At the end of the decay pipe, the muons and any residual
hadrons are stopped to produce a beam of neutrinos, tuned with energies between 0.5 GeV
and 5 GeV. The fluxes of different neutrino species present in the beam in both neutrino-
and antineutrino-running modes are shown in Figure 3.8. The target is based on the design
used in the Fermilab NuMI (Neutrinos from Main Injector) beam, in operation since 2005,
and consists of a graphite core with dual titanium water lines to dissipate heat, encased in a
titanium containment tube.
The current beam design has been evolving since 2012 when it was first conceived
for the LBNE experiment. Many potential optimisations have been identified and some
are now part of the reference design; others are still in the process of evaluation. In the
sensitivities presented in Section 3.4, two beam configurations are referred to: reference
and optimised. The optimised design pertains to such ongoing considerations envisioned to
improve performance, for example in flux at the first, and especially the second, oscillation
maximum and in the reduction of wrong-sign neutrino backgrounds. The improvements are
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6.1.2 Neutrino Flux Spectra with the Reference Design 
The goal for accumulating 120-GeV protons at the neutrino target with beam power of 1.2 MW is 
1.1×1021 protons-on-target (POT) per year. This assumes 7.5×1013 protons per MI cycle of 1.2 sec [31] 
and a total LBNF efficiency of 0.56. The total LBNF efficiency used in the POT calculation and discussed 
below includes the total expected efficiency and up-time of the accelerator complex as well as the 
expected up-time of the LBNF Beamline. 
The neutrino flux at the far detector site in the absence of oscillations is shown in Figure 6-2 and Figure 
6-3 with the horns focusing positive and negative particles respectively. The  calculations are for a 
120 GeV proton beam, NuMI horns at 230 kA and 6.6 m apart, distance between Horn 1 and the decay 
pipe of 27 m, and decay pipe of  194 m length and 4 m diameter. 
 
Figure 6‐2: Neutrino Fluxes at the Far Detector as a function of energy  in the absence of oscillations 
with the horns focusing positive particles. In addition to the dominant νμ flux, the minor components 
are also shown. 
 
 
(a) Neutrino running.
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Figu e 6‐3: Antineutrino Fluxes at the Far Detector as a function of energy in the absence of oscillations 
with  he horns focusing negative particles. In addition to the dominant Q ̅P flux, the minor components 
are also shown.  
6.2 Primary Beam 
6.2.1 Introduction 
This chapter describes the reference design for the LBNF primary (proton) beamline. This system will 
extract protons from Fermilab’s Main Injector (MI) synchrotron, using a single-turn extraction method, 
and transport them to the target in the LBNF Target Hall. The nominal range of operation is from 60 to 
120 GeV.  
The principal components of the primary beamline include specialized magnets at the MI-10 extraction 
point to capture all of the protons in the synchrotron and redirect them to the LBNF beamline, a series of 
dipole and quadrupole magnets to transport the proton beam to the target, power supplies for all the 
magnets, a cooling system, beamline instrumentation and a beam-vacuum system for the beam tube.  
(b) Antineutrino running.
Fig. 3.8 The fluxes of the different neutrino flavour components of the DUNE beam in
neutrino and antineutrino running mode [93].
foreseen to come from a thorough assessment of the target-horn system and will influence
the reference design as the beam plans become more mature.
3.3.2 Far Detector
There are two potential designs for a far detector LArTPC, utilising either single-phase or
dual-phase LArTPCs. Both are under consideration in the upcoming ProtoDUNE prototypes
(described in Section 3.5) and final decisions will be taken upon their completion and n
reflection on the status of the technology. The first module will certainly employ a single-
phase design with future instalments potentially using either. The design of the cryostats,
demonstrated in Figure 3.9, is such that only minor modifications would be required when
switching between technologies. Each cryostat will hold a fiducial/active/total LAr mass of
10.0/13.3/17.1 kt.
The basic features of each detector design will be overviewed in the following sections.
As the first detector will be single-phase, and the work detailed in this thesis pertains solely
to this detector design, a much greater emphasis will be placed on this design choice in the
proceeding discussions.
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Fig. 3.9 The layout of the four cryostats underground at SURF comprising the DUNE far
detector [94]. The detectors occupying the cryostats here are of the single-phase design,
however they can also be used to accommodate detectors utilising dual-phase technology.
3.3.2.1 Single-Phase
The layout of the single-phase DUNE detector design is shown in Figure 3.10. The modular
form of the detector ensures it is flexible, scalable and facilitates the transportation and
assembly of component parts. The detector units are named Anode Plane Assemblies (APAs)
and Cathode Plane Assemblies (CPA) and, as their names suggest, carry the required voltages
necessary to establish the electric field. The active volume is 12 m high, 14.5 m wide and
58 m long in the beam direction, with the APAs and CPAs placed such that their planes are
parallel to the beam. Each APA is 2.3 m wide and 6 m high, requiring them to be stacked
two high and 25 long to instrument the required volume. The CPAs have the same width
but half the height so must be stacked four high and, given the drift distance of 3.6 m, carry
a voltage of −180 kV in order to provide the required field of 500 V/cm. Each module
therefore contains 150 APAs and 200 CPAs, surrounded on its open sides by a field cage.
The entire TPC is suspended from the ceiling of the cryostat on rails.
The basic design of an APA is demonstrated in Figure 3.11. Each comprises four sets
of wire planes; from the outside in: a grid plane (G), two induction views (U and V) and
a collection plane (Z). The APAs are designed to maximise active detector region and are
therefore stacked as closely together as possible and read out charge from multiple drift
regions simultaneously. This requires all readout be positioned at the top (or bottom of lower
APAs) of the frame and make use of a wrapped wire approach for the induction wires, since
these must be fixed at an angle. This wrapping also carries the added benefit of reducing
the number of channels required since a wire from the U plane on one side of an APA is
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Fig. 3.10 The basic design of a single-phase DUNE far detector module [94]. The beam
direction is into the page and the electric field, provided by the Anode Plane Assemblies
(APAs) and Cathode Plane Assemblies (CPAs), is perpendicular to this across the page.
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Fig. 3.11 Design of a DUNE far detector Anode Plane Assembly (APA). The three instru-
mented planes, collection (Z) and two inductions (U and V), are shown in blue, red and green
respectively. The grid plane is not shown but is parallel to the collection wires. The induction
wires are wrapped around the frame and make angles of ±35.7◦ to the vertical, chosen so
that each wire segment crosses each collection channel no more than once. This ensures
there is no ambiguity in the side of the APA at which the charge arrives.
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part of the V plane on the opposite side. The collection and grid wires are both vertical,
necessitating a set for each face of an APA. A single wire reading out multiple drift regions
concurrently potentially leads to an ambiguity in the particular wire segment at which the
charge arrived. This is broken in one of two ways; either the wires in the U and V planes
are placed at slightly different angles, reducing the number of triple crossing points with
a given collection wire, or the angle of the induction plane wires is chosen such that each
wire segment intersects no more than one collection wire. The former is prototyped in the
35-ton experiment whilst the current plan for the DUNE far detector is to opt for the latter.
An angle of ±35.7◦ ensures this is the case, demonstrated in Figure 3.11. A grounded mesh,
with good optical transparency, is fixed to the face of the APA frame behind each collection
plane to ensure a uniform electric field in the region inside the APA, between the two sets of
biased collection wires and the grounded frame.
The front-end electronics are mounted on the APAs and function within the cryostat; it
is for this reason they are referred to as ‘cold electronics’. They are implemented as two
successive ASIC chips, the first providing amplification and signal shaping and the second the
digitisation of the signal. Early versions of these chips were utilised in the 35-ton experiment
for front-end readout.
The external triggering in the DUNE far detector relies on detecting the scintillation light
from immediate recombination of ionisation electrons with the argon ions. This requires
dedicated photon detectors which may detect this light with suitable efficacy. At a field
of 500 V/cm, the photon yield is around 20,000 per MeV at wavelengths of 128 nm. The
current reference design, depicted in Figure 3.12, involves placing light-guides, containing
wavelength shifter, at the centre of each APA frame and using SiPMs for readout. There will
be 10 photon detectors per APA, to be inserted after wire wrapping, with dimensions 2.2 m
long, 83 mm wide and 6 mm thick.
Overall, optimisation of this detector design involves considerations of the physics reach
as well as the associated cost, schedule and risks. Relevant decisions concern the spacing
between the readout wires (‘pitch’), which directly affects the detector resolution; the spacing
between the wire planes, affecting the shape of the field; the wire angle, necessary for
reconstruction but with possible ambiguities; the wire length, affecting the noise levels
observed; and the maximum drift length, which influences the size of signal observed. Each
has been optimised to ensure the physics goals are reached while reducing as much as
possible the cost of the detectors.
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(a) Photon detector design. (b) Photon detectors in an APA.
Fig. 3.12 The design of the photon detectors for the DUNE far detector [94]. The basic
design of each bar is shown in Figure 3.12a and their positioning within an APA is shown in
Figure 3.12b.
3.3.2.2 Dual-Phase
The DUNE dual-phase LArTPC design differs from its single-phase counterpart in that the
cathode is placed at the bottom of the cryostat, with the anode readout at the top (above the
gas layer), demonstrated in Figure 3.13. This sets up a field in the vertical direction and
results in upwards electron drift. The detector module is a single volume, 60 m long, 12 m
wide and 12 m high. Due to the gain provided by the gas phase, the required argon purity is
equivalent to the single-phase detector despite the electron drift being more than three times
greater. Each module additionally contains 180 PMTs (1 per 4 m2), located underneath the
cathode.
The amplification uses Large Electron Multipliers (LEMs): printed circuit boards with
electrodes at the top and bottom surfaces across which a potential difference is applied.
The data collection is performed by modules named Charge Readout Planes (CRPs), each
containing many LEM/anode sandwiches and two independent, orthogonal readout views.
The basic operation, including the electric fields at each point in the electron extraction,
amplification and readout, is demonstrated in Figure 3.14. As with the single-phase design,
the nominal drift field in the liquid is 0.5 kV/cm. The electrons are extracted from the
liquid with 100% efficiency using a 2 kV/cm field and are amplified in a field on the order
of 30 kV/cm, providing a gain between 20-100. The readout utilises two perpendicular
collection planes at the same level which allow full 3D reconstruction when combined
with the location in the drift direction from photon detector information. Each CRP has
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Fig. 3.13 The DUNE dual-phase detector (partially open) [94]. The cathode is at the bottom
of the cryostat, with the PMTs responsible for detecting the scintillation light beneath. The
anode is at the top, resulting in upwards electron drift, above a layer of gaseous argon present
to introduce a gain in the collected signal.
dimensions 3×3 m2 (containing 36 0.5×0.5 m2 LEM/anode sandwiches) and each module
requires 80 such instruments to read out the active volume.
3.3.3 Near Detector
The primary role of the near detector is to characterise the energy spectrum and the composi-
tion of the neutrino beam before oscillations have occurred, and to make measurements of
neutrino interaction cross-sections. This is necessary to control systematic uncertainties and
requires good understanding of the muon- and electron-flavoured neutrino and antineutrino
components of the beam. The unprecedented number of neutrino interactions collated by the
near detector will also facilitate a broad program of ancillary physics and is an important
constituent of the DUNE experiment.
The near detector will comprise of a near neutrino detector (NND) to perform these
studies and a Beamline Measurement System (BLM) located downstream of the beam
absorber designed to make measurements to constrain the neutrino flux at the near and far
detectors. The NND and BLM systems will be the subject of Sections 3.3.3.1 and 3.3.3.2
respectively.
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Fig. 3.14 The extraction, amplification and readout of the ionisation electrons through the
gaseous argon phase in the DUNE dual-phase LArTPC design [94]. The voltages at each
stage are shown on the left and the associated fields set up are described on the right.
3.3.3.1 Near Neutrino Detector
The NND is required to make precise measurements of neutrino interactions and distinguish
between all four particle species present in the beam in order to characterise their spectra. The
exact form of the detector is still under discussion with multiple designs being considered.
The current consensus sees a composite detector consisting of a small LArTPC (to facilitate
greater control over systematic uncertainties) followed by a low-mass argon-based magnetised
spectrometer surrounded by an Electromagnetic Calorimeter (ECAL) and muon detector.
There are two possibilities for both the magnet design and the tracker region leading to four
configurations from which the final design will be selected: the magnet could either be a
dipole or utilise the hardware from the former KLOE experiment [116] and the tracker may
either consist of a Straw-Tube Tracker (STT) or a high-pressure gaseous argon TPC (which
possess excellent tracking capabilities and momentum and energy resolution). The design
which has been developed furthest and was documented in the CDR [94] includes a dipole
magnet and STT (though without the additional upstream LArTPC) and so will be briefly
presented here to provide some means of context.
This reference design utilises a magnetised Fine-Grained Tracker (FGT) detector con-
taining a STT and ECAL, shown in Figure 3.15. The STT and ECALs are surrounded by
a 0.4 T dipole magnet and also employ muon identifiers (MuIDs) in the magnet steel and
upstream/downstream of the STT. The detector is yet to be finalised and possibly a different
design will be chosen instead, or additional detectors added such as a small-scale LArTPC or
high-pressure argon TPC to further reduce systematic uncertainties.
The STT consists of over 107,000 tubes made from carbon and aluminium and with outer
diameter 1 cm to provide fine-grained tracking (thickness < 0.1X0) with excellent angular
and spatial resolution. The tubes will be filled with either 70% Ar, 30% CO2 or 70% Xe,
30% CO2, depending on the positioning of the tubes in the detector, and are read out at
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Fig. 3.15 Schematic of the DUNE near neutrino detector fine-grained tracker design [94].
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both ends. Nuclear targets will be placed upstream with multiple materials used to make
complimentary measurements. Pressurised argon gas or calcium will allow nuclear effects
of neutrino interactions on argon and modelling of signals and backgrounds in the DUNE
far detector. Carbon (graphite) may also be used to study interactions on free protons and
H2O and D2O targets will allow analysis of interactions on quasi-free neutrons via statistical
subtractions.
The ECAL provides high segmentation in both the transverse and longitudinal directions
and is composed of three separate systems: Forward ECAL, Barrel ECAL and Backward
ECAL. It is designed to reconstruct photons from π0 decay and electrons and positrons from
bremsstrahlung radiation and consists of layers of either 1.75 mm thick (Forward ECAL)
or 3.5 mm thick (Barrel and Backward ECALs) lead sheets positioned within 2.5 cm wide,
10 mm thick plastic scintillator bars.
The 0.4 T magnet has inner dimensions 4.5 m wide, 4.5 m high, 8.0 m long and assists
with measurements of particle momentum and charge. It is also instrumented with the MuIDs
designed to distinguish muons from hadrons, utilising the ability of muons to penetrate the
iron without showering or interacting. The MuID is comprised of 432 resistive plate chamber
(RPC) modules distributed within two 10 cm thick steel plates of the magnet and will also
perform basic reconstruction on the muon track segments which can be matched with tracks
from the STT tracker for global object reconstruction.
3.3.3.2 Beamline Measurement System
The beamline measurement system will operate for the life of the experiment and will monitor
the beam profile on a spill-by-spill basis. Along with constraining the neutrino flux, it will be
used to monitor the pulse-to-pulse variations for beam diagnostics and make measurements
for validating the simulation of the thick target, horn material, decay tunnel and absorber.
The main concern of beamline measurements is to ensure a good understanding of the
neutrino flux, critical for all the physics DUNE wishes to do, along with making measure-
ments of the components of the beam and its stability over time. The flux will be measured
by independently studying the muons which penetrate the absorber, a result of the meson
decays which also created the neutrinos, in order to determine their rate to an accuracy of
5%. By combining this information with details of the energy spectrum observed by the
muon monitors, the neutrino flux in the beam will be constrained at around the 4-5% level.
Additionally, since a major background for neutrino oscillations at the far detector is the
intrinsic νe component of the beam resulting from muon decays, detecting these muons with
a low threshold will provide further measurements of the beam constituents. Due to the long
distances travelled by the neutrinos, the relative fluxes at the near and far detectors may be
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Table 3.2 Exposures anticipated for the DUNE experiment for the first few years of operation.
Due to the staged approach in construction, it will take some time to reach full design
capabilities. The first exposure column represents the exposure expected in that year and the
next column the cumulative total. Adapted from [68].
Year
Exposure
(kt·MW·year)
Total
(kt·MW·year) Detector stage
Year 1 10.7 10.7
10 kt far detector, no near detector,
1.07 MW 80 GeV proton beam
(1.47×1021 pot per year)
Year 2 21.4 32.1
Addition of second 10 kt far detector
module
Year 3 32.1 64.2
Addition of third 10 kt far detector
module and initial constraints from near
detector
Year 4 42.8 107.0
Addition of fourth 10 kt far detector
module
Year 5 42.8 149.8
Inclusion of constraints from full near
detector data analysis
Year 7 85.6 278.2
Upgrade beam power to 2.14 MW for
80 GeV proton beam
significantly altered by changes in direction; the stability of the beam must thus be assured
to within 0.2 mrad, corresponding to a measurements of the position of the muons with an
accuracy of 5 cm at the near site monitors.
3.4 The Physics of DUNE
The staged approach to the DUNE experiment will allow early preliminary results but will
require more time for facilities from later phases to be constructed and commissioned. For
this and other reasons, the accumulated data is often referred to as an ‘exposure’, a function
of detector size, beam power and time with units kt·MW·year. The current assumptions on
exposures for the first few years of operation are shown in Table 3.2. This staging will be
assumed in all sensitivities presented in this section.
The appearance probability expected at the DUNE far detector is demonstrated in Fig-
ure 3.16 for various values of δCP. It can be seen why a broadband beam with the ability to
operate in neutrino and antineutrino mode mode is critical; the value of δCP affects both the
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resolved [14]; hence DUNE, with a baseline of ≥1300 km, will be able to unambiguously determine
the neutrino mass hierarchy and measure the value of ”CP [15].
The electron neutrino appearance probability, P (‹µ æ ‹e), is shown in Figure 3.1 at a baseline of
1300 km as a function of neutrino energy for several values of ”CP. As this figure illustrates, the
value of ”CP a ects both the amplitude and frequency of the oscillation. The di erence in proba-
bility amplitude for di erent values of ”CP is larger at higher oscillation nodes, which correspond to
energies less than 1.5 GeV. Therefore, a broadband experiment, capable of measuring not only the
rate of ‹e appearance but of mapping out the spectrum of observed oscillations down to energies of
at least 500 MeV, is desirable [16]. Since there are terms proportional to sin ”CP in Equation 3.6,
changes to the value of ”CP induce opposite changes to ‹e and ‹¯e appearance probabilities, so a
beam that is capable of operating in neutrino mode (forward horn current) and antineutrino mode
(reverse horn current) is also a critical component of the experiment.
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Figure 3.1: The appearance probability at a baseline of 1300 km, as a function of neutrino energy, for
”CP = ≠ﬁ/2 (blue), 0 (red), and ﬁ/2 (green), for neutrinos (left) and antineutrinos (right), for normal
hierarchy. The black line indicates the oscillation probability if ◊13 were equal to zero.
The experimental sensitivities presented here are estimated using GLoBES[17, 18]. GLoBES takes
neutrino beam fluxes, cross sections, and detector-response parameterization as inputs. This doc-
ument presents a range of possible physics sensitivities depending on the design of the neutrino
beam, including the proton beam energy and power used. The beam power as a function of proton
beam energy from the PIP-II upgrades and the number of protons-on-target per year assumed in
the sensitivities are shown in Table 3.1. These numbers assume a combined uptime and e ciency
of the FNAL accelerator complex and the LBNF beamline of 56%.
A conservative estimate of sensitivity is calculated using neutrino fluxes produced from a detailed
GEANT4 beamline simulation that is based on the reference design of the beamline as presented in
Volume 3: The Long-Baseline Neutrino Facility for DUNE. Neutrino fluxes from a simulation based
on an optimized beam design are used to show the goal sensitivity. There is a range of design options
that produce sensitivities in between the sensitivity of the reference beam design and the optimized
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Fig. 3.16 The appearance probability at a baseline of 1300 km, as a function of neutrino
energy, for δCP =−π/2 (blue), 0 (red) and π/2 (green) for neutrinos (left) and antineutrinos
(right), for normal hierarchy. The black lines indicates the oscillation probability if θ13 were
equal to zero. Taken from [92].
f equency and amplitude of the o cillations, with differi g effects at the disti ct oscilla ion
nodes and between neutrinos and antineutrinos.
3.4.1 Mass Hierarchy and CP Violation
The measurements of the mass hierarchy and the degree of CP violation are determined
by simultaneously fitting the νµ → νµ , ν¯µ → ν¯µ , νµ → νe and ν¯µ → ν¯e oscillated spectra,
assuming 50% neutrino, 50% an ineutrino exposure.
The sensitivity of DUNE to the neutrino mass hierarchy is shown in Figure 3.17. It is
evident DUNE will discover the ordering of the mass states at 5σ significance within the
first few years of running, regardless of the value of δCP. This is achievable because of the
large matter effects present with a 1300 km baseline; the asymmetry between neutrinos and
antineutrinos due to this is approximately ±40% in the region of peak flux.
The equivalent sensitivities for CP violation is displayed in Figure 3.18. It is impossible
to cover 100% of δCP values because, in the case of CP conservation, the violation effects
(i.e. disparities between neutrino and antineutrino oscillations) disappear. DUNE will be
able to measure 75% of possible δCP values with 3σ significance after 1320 kt·MW·year
and, in the case of near-maximal CP violation currently hinted at by T2K [86], 50% of
these large CP-violating δCP values will be measured at 5σ confidence with an exposure of
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Figure 3.7 shows the significance with which the MH can be determined as a function of the value
of ”CP, for an exposure of 300 kt · MW · year, which corresponds to seven years of data (3.5 years in
neutrino mode plus 3.5 years in antineutrino mode) with a 40-kt detector and a 1.07-MW 80-GeV
beam. For this exposure, the MH is determined with a minimum significance of
Ò
 ‰2 = 5 for
100% of the ”CP values for the optimized beam design and nearly 100% of ”CP values for the CDR
reference beam design. Figure 3.8 shows the significance with which the MH can be determined for
0% (most optimistic), 50% and 100% of ”CP values as a function of exposure. Minimum exposures
of approximately 400 kt · MW · year and 230 kt · MW · year are required to determine the MH with
a significance of
Ò
 ‰2 = 5 for 100% of ”CP values for the CDR reference beam design and the
optimized beam design, respectively.
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Figure 3.7: The significance with which the mass hierarchy can be determined as a function of the
value of ”CP for an exposure of 300 kt · MW · year assuming normal MH (left) or inverted MH (right).
The shaded region represents the range in sensitivity due to potential variations in the beam design.
Figures 3.9, 3.10, and 3.11 show the variation in the MH sensitivity due to di erent values of ◊23,
◊13, and  m231 within the allowed ranges. The value of ◊23 has the biggest impact on the sensitivity,
and the least favorable scenario corresponds to a true value of ”CP in which the MH asymmetry
is maximally o set by the leptonic CP asymmetry, and where, independently, sin2 ◊23 takes on a
value at the low end of its experimentally allowed range.
Studies have indicated that special attention must be paid to the statistical interpretation of MH
sensitivities [21, 22]. In general, if an experiment is repeated many times, a distribution of  ‰2
values will appear due to statistical fluctuations. It is usually assumed that the  ‰2 metric follows
the expected chi-squared function for one degree of freedom, which has a mean of  ‰2 and can be
interpreted using a Gaussian distribution with a standard deviation of
Ò
| ‰2|. In assessing the
MH sensitivity of future experiments, it is common practice to generate a simulated data set (for
an assumed true MH) that does not include statistical fluctuations. In this typical case,  ‰2 is
reported as the expected sensitivity, where  ‰2 is representative of the mean value of  ‰2 that
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(a) The significance with which the mass hierarchy can be determined as a function of the value of δCP
for an exposure of 300 kt·MW·year assuming normal hierarchy (left) and inverted hierarchy (right).
Taken from [92].
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current best-fit value of sin2 ◊23 = .45. For this exposure, the DUNE determination of the MH
will be definitive for the overwhelming majority of the ”CP and sin2 ◊23 parameter space. Even for
unfavorable combinations of the parameters, a statistically ambiguous outcome is highly unlikely.
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Figure 2.1: The square root of the mass hierarchy discrimination metric  ‰2 is plotted as a function of
the unknown value of ”CP for an exposure of 300 kt · MW · year (left). The minimum significance —
the lowest point on the curve on the left — with which the mass hierarchy can be determined for all
values of ”CP as a function of years of running under the staging plan described in the text (right). The
shaded regions represent the range in sensitivity corresponding to the di erent beam design parameters.
Figure 2.1 shows the evolution of the sensitivity to the MH determination as a function of years of
operation, for the least favorable scenario, corresponding to the case in which the MH asymmetry
is maximally o set by the leptonic CP asymmetry. For the reference design beam an exposure of
400 kt · MW · year (which corresponds to 8.5 years of operation) is required to distinguish between
normal and inverted hierarchy with | ‰2| = | ‰2| = 25. This corresponds to a Ø 99.9996% proba-
bility of determining the correct hierarchy. Investments in a more capable target and horn focusing
system can lower the exposure needed to reach this level of sensitivity from 400 kt · MW · year to
around 230 kt · MW · year (6.5 years of running in the example staging plan). The dependence of
the mass hierarchy sensitivity on systematics is still under evaluation, but current studies indicate
a only weak dependence on the assumptions for the achievable systematic uncertainties. This in-
dicates that a measurement of the unknown neutrino mass hierarchy with very high precision can
be carried out during the first few years of operation with an optimized beamline design, discussed
in Section 3.2 and Volume 3: The Long-Baseline Neutrino Facility for DUNE. Concurrent analysis
of the corresponding atmospheric-neutrino samples in an underground detector will improve the
precision and speed with which the MH is resolved.
DUNE will search for CP violation using the ‹µ to ‹e and ‹¯µ to ‹¯e oscillation channels, with
two objectives. First, DUNE aims to observe a signal for leptonic CP violation independent of
the underlying nature of neutrino oscillation phenomenology. Such a signal will be observable in
comparisons of ‹µ æ ‹e and ‹¯µ æ ‹¯e oscillations of the LBNF beam neutrinos in a wide range of
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(b) Assuming normal hierarchy, the minimum significance (the lowest point on the curve in Fig-
ure 3.17a) with which the ass h erarchy can be determined for all values f δCP as a function of
years of running under he assumptions in Table 3.2. Taken fro [68].
Fig. 3.17 Sensitivity of the DUNE experiment to the neutrino mass hierarchy.
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810 kt·MW·year, around 14 years of running following the staging described in Table 3.2. A
full scope experiment operating with multi-megawatt beam power will eventually achieve
around a 5% precision of the CP-violating phase, comparable to the equivalent precision in
the quark sector described in the CKM matrix.
3.4.2 Oscillation Parameters
DUNE will make precision measurements of all parameters describing neutrino oscillations
and improve our understanding of oscillation phenomenology. The least known mixing
angle, θ23, will be measured with a precision of at least 1◦, even near 45◦. This is possible
by performing a combined analysis of the νµ → νµ and νµ → νe channels, dependent on
sin2 2θ23 and sin2θ23 respectively (from Equations 2.31 and 2.30). The sensitivity of DUNE
to the octant of θ23, and the resolution of the value itself, is presented in Figure 3.19. The
current world-leading measurements of θ13 from reactor experiments will also be achieved
after sufficient exposure in the DUNE experiment, using analyses of νe and ν¯e appearance.
The anticipated resolution of this parameter along with the associated mass splitting, ∆m231,
is shown in Figure 3.20.
3.4.3 Other Physics
The LBNF/DUNE physics program is diverse and contains priorities unrelated to beam
neutrino physics. These are not wholly relevant to this thesis and shall not be discussed
in detail, but it would be inappropriate to ignore the additional physics potential of the
experiment.
The capabilities to search for nucleon decay, mainly via the p→ K+ν¯ channel [117], will
improve lifetime limits by an order of magnitude after 20 years’ running. It will significantly
extend sensitivities compared to water Cherenkov detectors as a consequence of a higher
detection efficiency and low background rates. Many models in which this mode is dominant
(e.g. supersymmetric GUT models) also favour other models with final-state kaons, enabling
a wide range of nucleon decay physics to be studied at the DUNE far detector.
The unique sensitivity to supernova νe neutrinos, via the interaction
νe +40 Ar→ e−+40 K∗, (3.4)
inaccessible to water or liquid scintillator detectors which detect the ν¯e component via inverse
beta decay on free protons, will, along with ν¯e interactions, allow precision measurements of
the neutrino spectrum and flavour composition of supernovae should one occur during the
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Figure 3.13: The significance with which the CP violation can be determined as a function of the value
of ”CP for an exposure of 300 kt · MW · year assuming normal MH (left) or inverted MH (right). The
shaded region represents the range in sensitivity due to potential variations in the beam design.
Table 3.7: The minimum exposure required to determine CP violation with a significance of 3‡ for 75%
of ”CP values or 5‡ for 50% of ”CP values for the CDR reference beam design and the optimized beam
design.
Significance CDR Reference Design Optimized Design
3‡ for 75% of ”CP values 1320 kt · MW · year 850 kt · MW · year
5‡ for 50% of ”CP values 810 kt · MW · year 550 kt · MW · year
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(a) The significance with which CP violation can be determined as a function of the value of δCP
for an exposure of 300 kt·MW·year assuming normal hierarchy (left) and inverted hierarchy (right).
Taken from [92].
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neutrino energies over the 1300≠km baseline. Second, DUNE aims to make a precise determination
of the value of ”CP within the context of the standard three-flavor mixing scenario described by
the PMNS neutrino mixing matrix. Together, the pursuit of these two goals provides a thorough
test of the standard three-flavor scenar .
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Figure 2.2: The significance with which CP violation can be determined for 75% of ”CP values (left)
and the expected 1‡ resolution (right) as a function of exposure in years using the proposed staging
plan outlined in this chapter. The shaded regions represent the range in sensitivity due to potential
variations in the beam design. The plots assume normal mass hierarchy.
Figure 2.2 shows, as a function of time, the expected sensitivity to CP violation expressed as the
minimum significance with which CP violation can be determined for 75% of ”CP values. Also
shown is the 1‡ resolution for ”CP as a function of time for ”CP = 0 (no CP violation) and
”CP = 90¶ (maximal CP violation). In both figures the staging scenario described above was
assumed. The exposure required to measure ”CP = 0 with a precision better than 10¶ ranges from
290 to 450 kt · MW · year depending on the beam design. A full-scope LBNF/DUNE operating
with multi-megawatt beam power can eventually achieve a precision comparable to the current
precision on the CP phase in the CKM matrix in the quark sector (5%).
Table 2.1 summarizes the exposures needed to achieve specific oscillation physics milestones, cal-
culated for the current best-fit values of the known neutrino mixing parameters. Values for both
the reference beam design and the optimized beamline design are shown. For example, to reach 3‡
sensitivity for 75% of the range of ”CP, a DUNE exposure in the range of 850 to 1320 kt · MW · year
is needed for the optimized and reference beamline designs. Changes in the assumed value of ◊23
impact CP-violation and MH sensitivities the most (discussed in Volume 2: The Physics Program
for DUNE at LBNF) and can either reduce or increase the discovery potential for CP violation.
To reach this level of sensitivity a highly capable near neutrino detector is required to control
systematic uncertainties at a level lower than the statistical uncertainties in the far detector. No
experiment can provide coverage at 100% of ”CP values, since CP-violating e ects vanish as ”CP æ 0
or ﬁ. Potential improvements in beamline geometry, focusing and target element designs can sig-
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(b) Assuming normal hierarchy, the significance with which CP violation can be determined for 75%
of δCP values (left) and the expected 1σ resolution (right) as a function of years of running under the
assumptions in Table 3.2. Taken from [68].
Fig. 3.18 Sensitivity of the DUNE experi ent to leptonic CP violation.
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Figure 3.18: The significance with which DUNE can resolve the ◊23 octant as a function of the true
value of ◊23. The green shaded band around the curve represents the range in sensitivity due to potential
variations in the beam design and in the true value of ”CP. The yellow shaded regions indicate the
current 1‡ and 3‡ bounds on the value of ◊23 from a global fit. The same exposure that gives a 3‡
measurement of CP violation for 75% of the values of ”CP is assumed. See Figure 3.14 for the possible
range of exposure to achieve this significance.
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(a) DUNE octant sensitivity.
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and sin2 ◊23 = 0.45 from the current global fit. The shaded region represents the range in sensitivity
due to potential variations in the beam design.
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(b) DUNE sin2 θ23 resolution.
Fig. 3.19 The sensitivity of DUNE to the octant and value of θ23. Figure 3.19a shows the
significance with which DUNE can resolve the θ23 octant as a function of the true value
of θ23. The green shaded band around the curve represents the range in sensitivity due to
potential variations in the beam design and in the true value of δCP. The yellow shaded
regions indicate the current 1σ and 3σ bounds on the value of θ23 from a global fit. An
exposure of 1320 kt·MW·year, which will provide a 3σ measurement of CP violation for 75%
of the values of δCP is assumed. The shaded region represents the range in sensitivity due to
potential variations in the beam design. Figure 3.19b shows the resolution of a measurement
of sin2θ23 as a function of exposure assuming normal mass hierarchy and sin2θ23 = 0.45
from the current global fit. Taken from [92].
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Figure 3.21: The resolution of a measurement of sin2 2◊13 as a function of exposure assuming normal
MH and sin2 2◊13 = 0.085 from the current global fit. The shaded region represents the range in
sensitivity due to potential variations in the beam design.
DUNE can also significantly improve the resolution on the larger mass splitting beyond the pre-
cision of current experiments. The current best-fit value for  m232 from MINOS is | m232| =
(2.34± 0.09)◊ 10≠3 eV2 (normal hierarchy) and | m232| = (2.37+0.11≠0.07)◊ 10≠3 eV2 (inverted hierar-
chy) [28], with comparable precision achieved by both Daya Bay and T2K. The precision on  m231
will ultimately depend on tight control of energy-scale systematics. Figure 3.22 shows the expected
resolution of  m231 as a function of exposure, assuming the true value is  m231 = 2.457◊ 10≠3 eV2
from the current global fit.
3.6 E ect of Systematic Uncertainties
Sensitivity studies presented in Section 3.2 test the ability to distinguish the expected number of ‹e
appearance and ‹µ disappearance events given a set of oscillation parameters from the expectations
given an alternate set of parameters. For example, the CP-violation and MH-sensitivity studies
test the spectral di erences induced by shifting ”CP away from 0.0 and ﬁ and by changing the
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(a) DUNE sin2 2θ13 resolution.
Chapter 3: Long-Baseline Neutrino Oscillation Physics 3–38
Exposure (kt-MW-years)
0 200 400 600 800 1000 1200 1400
)
-
5
 
10
×
 2
 
R
es
ol
ut
io
n 
(eV
312
m∆
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
 Resolution312m∆
DUNE Sensitivity
Normal Hierarchy
 = 0.08513θ2
2sin
 = 0.4523θ
2sin
Figur 3.22: The resoluti n of a measurement of  m231 as a function of exposure assuming the true
value is  m231 = 2.457◊ 10≠3 eV2 from the current global fit. The shaded region represents the range
in sensitivity due to potential variations in the beam design.
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(b) DUNE ∆m231 resolution.
Fig. 3.20 The sensitivity of DUNE to the oscillation parameters describing νe and ν¯e appear-
ance as a function of exposure assuming normal hierarchy. Figure 3.20a shows the resolution
of a measurement of sin2 2θ13 and Figure 3.20b shows the resolution of ∆m231 assuming, from
current global fits, sin2 2θ13 = 0.085 and ∆m231 = 2.457× 10−3 eV2. The shaded regions
represent the range in sensitivity due to potential variations in the beam design. Taken from
[92].
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running of the experiment. These events may be identified via the coincidence of the emitted
electron and the accompanying photon cascade from the 40K∗ de-excitation. The neutrinos
from a core-collapse supernova are emitted in a burst of a few tens of seconds, with around
half the luminosity in the first second. They are roughly divided equally between the three
known neutrino flavours and have energies between 5-50 MeV. A large neutrino signal from
a supernova will allow unique studies of astrophysical phenomena related to the end of the
lifetime of a star.
3.5 The Road to DUNE
The staging presented in Table 3.2 is hugely ambitious and requires a great deal of preparation
to ensure the project is a success. The preparations have commenced with a program of
prototyping and construction to ensure assembly of the first 10 kt module can begin as
scheduled in 2021. Work at the far detector site is underway and construction at the near
detector will start next year to ensure the beam and near detector facilities are ready for 2026.
Each 10 kt module is larger than any LArTPC ever operated by well over an order of
magnitude and it is crucial the detector technology is understood and the experiment operates
as expected. To ensure this is the case, a comprehensive prototyping strategy is planned. This
will be briefly overviewed in this section.
3.5.1 The 35-ton Prototype
The first prototype to test many of the design features of the DUNE far detector was the
35-ton, shown in Figure 3.21. This is the subject of the majority of this thesis and will
be fully discussed in Chapter 4. Lessons learned from the 35-ton experience are already
influencing the design choices and operating schedules of the next prototypes and the far
detector, highlighting the benefits of a thorough research and development programme.
The 35-ton experiment demonstrated the cryostat and detector technologies over the
course of two runs, in early 2014 and early 2016 respectively, by collecting and analysing
data from cosmic-induced tracks and showers. Analysis of data from the second run is the
subject of Chapter 7.
3.5.2 ProtoDUNE
The next prototypes, ProtoDUNE, will take data during the second half of 2018 and will
be a full scale engineering prototype of the DUNE far detector. ProtoDUNE is hosted at
the Neutrino Platform at CERN and consists of two demonstrators utilising single-phase
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LBNE 35-ton prototype (what makes it special)  
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• 8 sets of wire planes, 8 drift volumes, 2 drift directions 
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• TPB (wavelength shifter) coated 
light guides with SiPMs 
• Absolute SiPM calibration being 
developed 
• Simulation of light production 
and collection 
Cold Electronics 
Amplify and digitize 
signals inside cryostat 
Cryostat 
Membrane cryostat 
technology from LNG 
industry 
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~2 m drift region
~30 cm drift region
Cosmic ray counters (CRCs)
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Cathode plane 4 APAs with 8 photon 
detectors
Field cage not shown
Fig. 3.21 The 35-ton cryostat and detector designed to prototype the DUNE far detector
design [118].
(ProtoDUNE-SP) [119] and dual-phase (ProtoDUNE-DP) [120] designs. The layout is shown
in Figure 3.22. The cryostats contain more than 700 t LAr and represent an intermediary
stage between the 35-ton and the DUNE far detector modules.
The detectors are being constructed in a CERN test beam and will be subjected to various
particles, including e±,µ±,K±, p, p¯. Along with characterising the detector performance and
identifying potential improvements, ProtoDUNE will provide calibrations, such as electro-
magnetic shower energy resolution, electron/photon separation and particle identification, for
the far detector and facilitate an assessment of the detector systematics. It will also provide
opportunity, in a detector functionally identical to the far detector modules, to validate the
simulation and reconstruction techniques developed in Monte Carlo. Upon completion of the
ProtoDUNE program, DUNE will be prepared to begin final preparations and construction
of the first, single-phase, far detector module.
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Fig. 3.22 Schematic showing the layout of the ProtoDUNEs at the CERN neutrino platform
[121]. The cryostat at the left, on a slight angle, is the dual-phase LArTPC and the single-
phase detector is at the right hand side. The beamline, running from left to right through both
detectors, may also be faintly discerned.
Chapter 4
The DUNE 35-ton Prototype
The 35-ton is the first experimental prototype of the DUNE far detector design and was briefly
introduced in Section 3.5. It was originally constructed to demonstrate the unique design
features of the LBNE far detector and was the only planned prototype for this experiment.
Following the dissolution of LBNE and the subsequent formation of the DUNE collaboration,
the 35-ton has become an integral part of the design and execution of the DUNE far detector
design.
As discussed in Section 3.1, the use of LArTPCs in future long-baseline experiments
shows great promise. To facilitate development of the detector technology, Fermilab has
an extensive program of LArTPC experiments culminating in the flagship DUNE project.
Prototyping is essential to the success of DUNE as understanding of how to operate progres-
sively larger detectors evolves. The strategy is staged, with each subsequent phase building
on previous success.
The most pertinent issues facing large-scale LArTPCs concern:
• the ability to achieve and maintain the necessary LAr purity for successful data taking;
• the design and construction of large underground cryostats.
The research and development performed thus far have demonstrated viable solutions to these
obstacles and reinforced confidence in the design of the experiment and in the upcoming
ProtoDUNE projects.
The outcomes of each of these projects at Fermilab are the subject of this present chapter.
The first of the above issues, regarding LAr purity, is discussed in Section 4.1 with reference to
the Materials Test Stand and the Liquid Argon Purity Demonstrator. The second complication,
concerning the construction of large underground cryostats, was the main motivation for
the 35-ton Phase I experiment and is the subject of Section 4.2. The author had no direct
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involvement in these earlier prototyping efforts. The culmination of all these developments
involved operating a small scale LArTPC alongside these improvements and was achieved in
the 35-ton Phase II run, discussed in Section 4.3. Since this experiment forms the basis for
later chapters and was actively worked on by the author, it will be reviewed in much greater
detail. A summary of all this R&D is presented in Section 4.4.
4.1 The Materials Test Stand and
Liquid Argon Purity Demonstrator
Work developing LArTPCs for future neutrino experiments began at FNAL in 2007 with a
view to eventually facilitating a multi-kton LAr experiment. Even utilising a modular design,
as with the DUNE far detector (Section 3.3.2), drift distances on the order of a few metres
are realistically required, necessitating a low concentration of electronegative impurities.
Attaining and holding the requisite LAr purity in a huge underground cryostat over many
years of running is a considerable challenge addressed by the test stands reviewed in this
section.
4.1.1 The Materials Test Stand
The Materials Test Stand (MTS) [122–125] was constructed at FNAL to develop LAr
purification techniques and to characterise the effect of various materials on the electron
lifetime when submerged in the liquid. It consists of a small cryostat and two filters containing
activated-copper-coated granules and an adsorbent molecular sieve respectively; a schematic
of the MTS setup is shown in Figure 4.1. The filters are designed to remove oxygen and water
contaminants with functionality similar to that successfully demonstrated by the ICARUS
collaboration [126]. Oxygen is removed by the copper beads using the chemical reaction
2 Cu+O2 → 2 CuO (4.1)
and water molecules are physically trapped in the microporous structure of the sieve. The
filters additionally contain the ability to be regenerated in situ, a necessity when planning
a long-running experiment, multi-kton experiment; those used previously were primarily
proprietary [127, 128].
The MTS successfully demonstrated good argon purity (< 3 ppb H2O) and showed the
primary opposition to electron lifetime is water contamination, demonstrated in Figure 4.2.
It was found that exposure to warm surfaces in the cryostat, such as in the ullage (the volume
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LArTPCs of up to 600 tons [6] have been successfully built and operated, fur-
ther R&D is necessary for a multi-kiloton detector.
One of the most significant challenges facing large LArTPCs is achieving and
maintaining a high level of liquid argon purity. Ionization electrons, created
by neutrino-interaction-induced tracks, are drifted along electric field lines to
readout electrodes in a LArTPC. Even in a modularized design, an electron
drift distance on the order of 5 m is necessary for a realistic multi-kiloton
scale detector. Drifting electrons over such lengths requires a many millisec-
ond lifetime given a drift velocity of 1.5 mm/µs with a typical applied field of
500 V/cm [7]. For these lifetimes, the concentration of electronegative contam-
inants in the liquid must be kept to the 10’s of ppt level to prevent excessive
signal degradation through electron attachment. In the following, we describe
a method for electronegative impurity removal through a non-proprietary fil-
ter where previous experiments have used primarily proprietary filters. The
advantage of this system is that the filters can be regenerated and reused
in-situ, an important feature for multi-kiloton scale experiments.
Fig. 1. The Materials Test System at FNAL. Liquid argon used to fill the cryostat
flows from left to right in the schematic.
2
Fig. 4.1 The Materials Test Stand a FNAL [124] i t flows
from left to right in the schematic, through two filters designed to reduce the H2O and O2
contamination respectively. A second filter system (the ‘vapour pump’, V.P.), using the same
materials, is installed within the cryostat to remove impurities introduced by the materials
being examined.
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Figure 3. Material sample temperature, water concentration inside the cryostat, and electron
lifetime as a function of time.
systems, it is not an ideal solution for large systems where the mass of the liquid argon is on
the scale of kilotons. The cost of an evacuable cryostat necessary to contain that mass of liquid
argon is at least a factor of two larger than a comparable non-evacuable vessel.
The LAPD is designed to test whether a large mass of liquid argon can be purified to
the necessary level to allow for electron lifetimes on the order of several milliseconds without
evacuating the vessel first. This test will be done with nothing in the vessel except for the liquid
argon and monitoring devices. The LAPD vessel is shown in Fig. 4; it is 3 m in diameter and
4.6 m tall. The vessel will be filled with 30 tons of liquid argon. The LAPD relies heavily on
the experience from the MTS in its design and operation plan. The purity monitors to be used
are copies of the MTS monitors as is the data acquisition system.
In addition to showing that evacuation is not necessary for achieving long electron lifetimes,
the LAPD will also monitor temperature gradients in the bulk liquid and concentrations of water
and oxygen in order to check our models for the behavior of the liquid. After achieving the long
electron lifetimes the LAPD will be emptied and typical materials used in an LArTPC will be
placed in the volume and the process will be repeated to show that the technique works in the
presence of material as well.
The purification of the volume will proceed in two stages. The first stage will purge the vessel
with argon gas. It has been shown that the concentration of oxygen in a vessel purged with
gaseous argon can be reduced to 100 parts per million (ppm) after 2.6 volume exchanges [3].
After the initial volume exchange, the gas will be heated slightly to help dry the surfaces of
the vessel and monitors. Once the water and oxygen concentrations inside the vessel are at the
level of ppm, the gas will be circulated through filter vessels similar to those used in the MTS.
The liquid will be introduced into the vessel after a concentration less than 1 ppm has been
achieved. The liquid will be continuously circulated through the filter vessels in order to achieve
concentrations of water and oxygen on the order of 0.1 ppb.
The components of the cryogenic system for LAPD had to be redesigned from their
counterparts in the MTS to account for the much larger size of the system. New filter vessels
1st International Workshop towards the Giant Liquid Argon Charge Imaging Experiment IOP Publishing
Journal of Physics: Conference Series 308 (2011) 012023 doi:10.1088/1742-6596/308/1/012023
4
Fig. 4.2 Results from the Materials Test Stand showing the water contamination in LAr and
the corresponding electron lifetime [123]. There is an obvious inverse correlation between
the density of electronegative (H2O) impurities and the resulting lifetime.
above the liquid level), facilitated contamination from water impurities as they remain on
surfaces even in a vacuum. The cond nser used in the MTS to rec nde se gaseous argon
returned it directly to the liquid in the cryostat (as ‘raining’ condensation) and was found
to dramatically reduce th LAr purity when in u e. This is due to contaminants introduced
into the gas by exposure to the warm cryostat walls, which could be negated by returning
the liquid via a different path which maximised ubjection to cold surfaces. Notably, the
electron lifetime was found to be unaffected on the introduction of test materials, although as
suspected the temperature of the aterials did have an impact. This is a hugely promising
result for the future of LArTPC design and construction.
4.1.1.1 Filter Regeneration
Over time, the filters become less effective as el c rone a ive impurities accumulate. A
significant success of the MTS was demonstrating the process of regenerating the filters in
situ. This is achieved by heating the vessels to 250◦C and, in the case of the molecular sieve,
simply using a vacuum pump to remove the water vapour or, in the case of the activated
copper, by pu ping through a 95:5 mixture of Ar:H2 gas to capture the oxygen through the
reduction reaction
CuO+H2 → Cu+H2O. (4.2)
During the running of the test stand, the filters were regenerated after the passage of around
1000 litres of liquid argon. The process takes on the order of a week to heat the filter
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Fig. 4.3 Schematic design of the purity monitors utilised at the FNAL LAr test stands [130].
Purity monitors using this design were pioneered by ICARUS [129] and used in the MTS
along with the subsequent Liquid Argon Purity Demonstrator (Section 4.1.2) and 35-ton
Phases I (Section 4.2) and II (Section 4.3).
sufficiently and allow the impurities to be removed; DUNE will utilise replacement modules
during this time to ensure continued recirculation.
4.1.1.2 Purity Monitoring
The ability to constantly evaluate the LAr purity during an experimental run is critically
important to ensure high quality data. The impurity concentrations are typically beyond
the capabilities of many conventional gas analysers and so a custom device, known as a
‘purity monitor’ (PrM), is utilised. The design is based on the purity monitors developed by
ICARUS [129] and is shown in Figure 4.3.
The PrM consists of a cylindrical volume containing LAr from its surrounding envi-
ronment and an anode and photocathode separated by a short drift region. When taking
purity measurements, light from a Xenon flash lamp is incident on the cathode, liberating
photoelectrons which traverse towards the anode. Electronegative impurities in the LAr will
decrease the electron lifetime, and therefore the number of electrons reaching a certain point
along the drift volume. A measurement of the ratio of the charge arriving at the anode to that
at the cathode is hence a measurement of the inherent purity of the liquid.
The MTS cryostat contains a purity monitor and they were subsequently used in the
Liquid Argon Purity Demonstrator and the 35-ton. When developed for the Liquid Argon
Purity Demonstrator and 35-ton cryostats, two sizes were used; long (47 cm) and short
(16 cm).
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4.1.2 The Liquid Argon Purity Demonstrator
The Liquid Argon Purity Demonstrator (LAPD) [125, 131, 132] was designed to demonstrate
the required purity of LArTPC experiments is possible without the use of large scale vacuum
pumps. Previous and current LArTPC experiments, such as ICARUS, ArgoNeuT, LArIAT
and MicroBooNE, have been constructed as flat plane vessels and have used an evacuation
method as the first step in removing atmospheric impurities to facilitate the required LAr
purity. The necessary mechanical capability of the cryostat to withstand this process, along
with the associated equipment, results in unfeasible engineering challenges and costs as
detectors increase to multi-kton scales.
In order to circumvent these issues, a design utilising multiple smaller-scale cryostats
was proposed. This however leads to greater complexity relating to both the engineering
requirements of the piping infrastructure and the reconstruction capabilities of interactions
spanning multiple active volumes. LAPD successfully pioneered an alternative approach,
using a ‘piston purge’ as a first purification step to remove atmospheric impurities. This
is a very important result and has significantly influenced the design of future LArTPC
experiments, including the 35-ton. Additionally, although designed to be evacuated with
vacuum pumps, MicroBooNE was filled using the piston purge technique following the
success of LAPD.
4.1.2.1 LAPD Experimental Setup
The LAPD cryostat is shown in Figure 4.4. It consists of a cylindrical tank, diameter 10 feet
and height 10 feet, with a domed head and a capacity of 32.6 ton LAr. It is physically next to
the MTS and uses the purification system prototyped by this previous effort. Insulation for
the tank is provided by fibreglass sheets covering the outer volume which, along with the
tank, is refrigerated by liquid nitrogen (LN2) from an external supply. As with the MTS, a
condenser is utilised above the cryostat to recondense argon gas using coils also cooled with
LN2. This liquid is subsequently sent through the filtration system before being returned
to the main volume, a consequence of the previous R&D with the MTS. After filling, the
system is closed and a good LAr purity is maintained by constant circulation of the cryostat
content through the filters.
The system is instrumented with PrMs, gas analysers and temperature sensors. Four
PrMs are contained within the cryostat to measure the purity gradient, with an additional
monitor just after the filters to sample to liquid before it is returned to the main volume.
Along with purity, the temperature gradient is measured in order to study the effect of this on
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Figure 1. A photograph of the Liquid Argon Purity Demonstration (LAPD) at Fermilab (left) and 3D model
of the system (right).
exchanges [10]. Thus, prior to filling with liquid argon, the ambient atmosphere in the cryostat is
removed by purging the tank with argon gas.
After the initial purge, once the water and oxygen concentrations are at the level of a few ppm,
the argon gas is subsequently circulated through filters to further reduce these contaminants. Liquid
argon is then introduced into the filters after impurity concentrations less than 1 ppm are achieved.
The liquid is then continuously circulated through the filters to achieve concentrations of water and
oxygen on the order of 0.1 ppb. One may choose to heat the walls of the cryostat in an attempt to
dry those surfaces while circulating the argon gas through the filters. However, our tests indicate
that such a step does not influence the resulting contamination levels when liquid is introduced into
the vessel. A photograph and a 3D rendering of the LAPD vessel and piping configuration is shown
in figure 1.
The LAPD had several secondary goals. First, we studied the number of liquid argon volume
exchanges necessary to achieve drift distances on the scale of 2.5 meters. Second, we compared
simulations of liquid argon temperature gradients and impurity concentrations in the cryostat to
our measurements using dedicated instruments installed in the cryostat. Third, we monitored and
evaluated filter capacity performance as a function of flow rate. Finally, after achieving the re-
quired electron drift lifetimes, the LAPD cryostat was emptied and a TPC of 2m drift distance was
installed in the central cryostat region. High liquid argon purity was achieved with the TPC in the
tank and the details of these results will be presented in a forthcoming paper.
2 The cryostat
The LAPD cryostat is an industrial low pressure storage tank. The cryostat has a flat bottom,
cylindrical sides, and a dished head. The cryostat diameter is 3.0m and the cylindrical walls have
a 3.0m height. The cryostat is fabricated from 4.76mm-thick SA-240 stainless steel. The internal
– 3 –
Fig. 4.4 The Liquid Argon Purity Demonstrator cryostat and purification system [132].The
two cylinders a the bottom left are the filters described in Section 4.1.1. Th piping facilitates
the transport of LAr into and out of the cryostat so continuous purification within a closed
system may be achieved.
electron drift velocity. The contaminants in the LAr are quantified using nitrogen, oxygen
and water analysers outside of the main volume.
4.1.2.2 Filling LAPD
The piston purge technique involves injecting warm argon gas at high pressure at the bottom
of the cryostat with the top open for venting, demonstrated in Figur 4.5a. The heavier
than air argon gas acts as a piston, forcing the ambient air out of the top of the cryostat.
Figure 4.5b demonstrates how this successfully reduces the impurity concentration in the
cryostat, shown as a function of complete volume changes. After completion of the piston
pur ing, e O2 contamination had decreased from 21% to 6 ppm, N2 from 78% to 18 ppm
and H2O from 200 ppm to 1.2 ppm.
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(a) Schematic of the LAPD piston purge.
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Figure 18. The water and oxygen concentrations in the LAPD during the two gaseous argon purges as a
function of the number of volume exchanges. The plot shows the water concentration and the oxygen con-
centration measured by both the gas analyzer and the oxygen capillary tubes. Similar results were obtained
for both purges.
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Figure 19. The water and oxygen concentrations in the cryostat gas during the gas recirculation phase of the
second period, plotted as a function of time and of the number of volume exchanges. The stabilization of
the oxygen contamination level at 500 ppb indicated a leak in the system that was investigated and repaired
between the 27th and 37th volume exchanges.
duced to 13.4 ppm. Figure 18 shows the concentrations of water and oxygen during the gaseous
argon purges for both run periods, along with the results from the capillary tube oxygen measure-
ments from the first run period. The argon purges for both run periods delivered similar results.
5.3 Gas recirculation
After the removal of the ambient air from the argon purge, argon gas was pumped through the
molecular sieve and oxygen filter at a rate of a volume exchange every 3.4 hours, then returned to
the cryostat. The gas recirculation for the second run period lasted for about 77 volume exchanges
corresponding to one week. Figure 19 shows the oxygen and water concentrations, measured by
the water and oxygen gas analyzers, for the gas recirculation phase. At the end of this phase the
oxygen concentration was reduced to approximately 20 ppb. At 40 volume exchanges the oxygen
outgassing rate was 2.22⇥10 7 g/sec, which decreased to 5.87⇥10 8 g/sec at the end of the gas
recirculation phase. The measured water concentration stabilized at about 667 ppb after 60 volume
exchanges, which corresponds to an outgassing rate of 1.03⇥ 10 6 g/sec. The outgassing rates
estimated during this phase are a lower bound. The gas recirculation intercepted some outgassing
– 21 –
(b) LAPD impurity conce tra ion during t piston purge.
Fig. 4.5 The piston purge technique in the Liquid Argon Purity Demonstrator to remove
atmospheric impurities before filling [132]. The results from two LAPD runs are shown, the
first with the cryostat only half filled to prototype the technique. Discontinuities between the
impurity conce trations are caused by switches between gas analysers.
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Figure 18. The water and oxygen concentrations in the LAPD during the two gaseous argon purges as a
function of the number of volume exchanges. The plot shows the water concentration and the oxygen con-
centration measured by both the gas analyzer and the oxygen capillary tubes. Similar results were obtained
for both purges.
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Figure 19. The water and oxygen concentrations in the cryostat gas during the gas recirculation phase of the
second period, plotted as a function of time and of the number of volume exchanges. The stabilization of
the oxygen contamination level at 500 ppb indicated a leak in the system that was investigated and repaired
between the 27th and 37th volume exchanges.
duced to 13.4 ppm. Figure 18 shows the concentrations of water and oxygen during the gaseous
argon purges for both run periods, along with the results from the capillary tube oxygen measure-
ments from the first run period. The argon purges for both run periods delivered similar results.
5.3 Gas recirculation
After the removal of the ambient air from the argon purge, argon gas was pumped through the
molecular sieve and oxygen filter at a rate of a volume exchange every 3.4 hours, then returned to
the cryostat. The gas recirculation for the second run period lasted for about 77 volume exchanges
corresponding to one week. Figure 19 shows the oxygen and water concentrations, measured by
the water and oxygen gas analyzers, for the gas recirculation phase. At the end of this phase the
oxygen concentration was reduced to approximately 20 ppb. At 40 volume exchanges the oxygen
outgassing rate was 2.22⇥10 7 g/sec, which decreased to 5.87⇥10 8 g/sec at the end of the gas
recirculation phase. The measured water concentration stabilized at about 667 ppb after 60 volume
exchanges, which corresponds to an outgassing rate of 1.03⇥ 10 6 g/sec. The outgassing rates
estimated during this phase are a lower bound. The gas recirculation intercepted some outgassing
– 21 –
Fig. 4.6 The concentration of electronegative impurities during the gas circulation stage in
the Liquid Argon Purity Demonstrator following the piston purge [132]. The stabilisation of
the oxygen contamination signified a leak, which was fixed during the break in readings.
Following the filling of the cryostat with gaseous argon, the contents are then continu-
ously circulated through the filters to further reduce the impurities present. The improved
electronegative concentrations are shown, again with reference to the number of complete
volume changes, in Figure 4.6. This lasted, as can also be observed in the figure, for a number
of days and resulted in a much improved O2 contamination of around 20 ppb and an H2O
level which balanc d the out assing rate from the warm cryostat surfaces.
The filling can thus proceed by transporting LAr into the cryostat, through the filter
system to ensure a high purity is maintained. The impurity concentrations were inspected
before filling and after fil ration and, in t tal, a volume of 29.7 ton LAr w supplied to the
LAPD cryostat. Once filled, and during the course of operations, the liquid argon volume
was constantly recirculated through the filtration system to preserve the LAr purity. This is
shown schematically in Figure 4.7.
4.1.2.3 LAPD Outcomes
LAPD successfully demonstrated achieving and maintaining the required LAr purity for
a large neutrino detector is possible without the costly and challenging use of evacuation
techniques, reaching purities of better than 60 ppt O2 equivalent. The measured electron
lifetimes over the course of a six week run is shown in Figure 4.8. Lifetimes of up to
4 ms were recorded, greater than the DUNE requirement of 3 ms although utilising a much
smaller-scale cryostat. Nonetheless, the success of LAPD has great significance for future
LArTPCs, including the 35-ton, and was an important stage in the FNAL LAr test program.
4.1.3 LongBo
Following the successful LAPD runs, a further phase involved the introduction of a small-
scale TPC detector into the liquid argon [133]. The detector is named LongBo (an upgrade
from the smaller Bo test detector) and is cylindrical with 25 cm diameter and 2 m length.
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Fig. 4.7 Schematic showing the recirculation of the LAr during commissioning and operations
of the Liquid Argon Purity Demonstrator [131]. Liquid is extracted from the bottom of
the cryostat and pumped through the filters to remove any impurities which may have
established in the medium. Following the experience of previous R&D with the MTS [123],
the recondensed liquid is passed through the purification system before being reintroduced to
the main volume inside the cryostat.
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Fig. 4.8 The electron lifetime achieved in the Liquid Argon Purity Demonstrator during a six
week run. Adapted from [131].
It was positioned vertically in the LAPD cryostat, demonstrated in Figure 4.9, and was
equipped with a high voltage on the cathode to produce the drift field and three wire planes
at the top of the detector for readout. External scintillator counters were placed around the
outer wall of the cryostat to provide triggers on through-going cosmic muons which may
deposit charge in the detector.
LongBo was the first LArTPC experiment to utilise ‘cold readout’ electronics to amplify
and shape the signal at the front end. An early version of the ASICs being developed
for MicroBooNE were used to read out 16 of the 144 channels, with the remaining using
preamplifiers made with discrete circuitry. At the drift field of 350 V/cm, the signal/noise
ratio, a useful number in quantifying the electronics, was around 30, with the channels read
out by the ASICs reporting values up to 1.4 times larger.
The LAPD/LongBo experiment successfully maintained similar LAr purities to those
without the presence of the detector, as predicted by the results of the MTS. By using
TPC data, it was also possible to make measurements of the purity from through-going
muons. Equation 3.3 may be used to extract a value for the electron lifetime from a plot of
deposited charge determined as a function of drift time, where an exponential decay would
be expected due to the attenuation from impurities in the LAr. A comparison between the
measured values from the purity monitors and the TPC data may be found in Figure 4.10. A
reasonable agreement is observed between these complimentary measurements, with values
between 6 ms and 14 ms reported with 95% confidence. These promising results confirmed
designing and operating a LArTPC within a non-evacuable cryostat is viable and contributed
to the development of the LAr programme towards the DUNE far detector, with the 35-ton
experiment the next stage.
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Figure 9: The TPC and high voltage feed through inside the LAPD cryostat.
7 Results
7.1 Measurement of electron attenuation using cosmic ray muons
When cosmic ray muons pass through the liquid argon, they deposit energy resulting in ionization
and scintillation. The ionization electrons that escape recombination are drifted by the electric
field and collected by the wire planes. The variation of the energy deposition along the muon track
is small for muons with sufficient energy to produce triggers. By examining the signal recorded
by each wire as a function of electron drift time, one can measure the attenuation of ionization
electrons along the drift distance and determine the electron drift lifetime. This method was used
by ArgoNeuT [2] and ICARUS [8] to derive an electron drift lifetime.
We analyzed cosmic ray muon data taken during one full cycle of LAPD running, from when
the liquid argon started recirculating through the filters to when it stopped. The high voltage we
applied to the cathode was -70 kV during this period, which produced an electric field of 350 V/cm
in the TPC volume. In this section, we present results on the measurements of electron attenuation
using these data.
There are 491 966 triggered events during this run period. We use the LARSOFT software
package [16] to reconstruct cosmic ray muon events. The automated reconstruction first converts
the raw signal from each wire to a unipolar pulse by a deconvolution, which accounts for the
electronics response to the induced currents, and then finds hits by fitting a Gaussian to the resulting
pulse. The hits from each plane of the TPC are grouped into clusters in drift time and wire number.
– 10 –
Fig. 4.9 The LongBo TPC detector shown within the Liquid Argon Purity Demonstrator
Cryostat [133]. The black tube represents the high voltage feedthrough to the cathode at the
bottom of the TPC.
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Figure 15: Comparison between Q/Q0 measured by the TPC and the converted Q/Q0 using the
purity monitor data. Q/Q0 is a measure of the electron lifetime, and the values t = 6 ms and t =
14 ms that correspond to Q/Q0 = 0.85 and Q/Q0 = 0.93, respectively, are indicated with dashed
lines.
supply monitor and filter resistors. We varied the magnitude of the constant electric field by ±5%
conservatively in the reconstruction code and the resulting difference in the Q/Q0 is negligible.
The accumulation of space charge in the TPC can change the electric field in a way that affects
the electron drift lifetime measurement directly. Ref. [9] predicts the electric field is increasing at
longer drift distance as µ
p
1+bx2 where x is the drift distance with respect to the anode and b
is a constant that depends on the chamber length, the applied high voltage and the cosmic ray rate.
Because a larger electric field suppresses the electron-ion recombination, one expects more charge
at longer drift distance, and the measured signal attenuation is smaller than the real attenuation in
the presence of a space charge induced electric field distortion. We introduced a non-uniform field
of this form in the simulation such that the field at the cathode is 20% larger than the field at the
anode. The resulting Q/Q0 is shifted by 0.03. Because we do not know what fraction of the argon
ions were absorbed by the field cage before arriving at the cathode, we take 0.03 as the systematic
uncertainty from undetected non-uniformity in the drift field.
We also study the system instability by looking at the distribution of Q/Q0 when the value
is consistent with 1 (left of plot in figure 15). The distribution shows a mean value of 0.99 with
a width of 0.03. We take 0.03 as systematic uncertainty from system instability. The combined
– 15 –
Fig. 4.10 The LAr purity within the Liquid Argon Purity Demonstrator cryostat with the
LongBo TPC present, measured using both data from the detector and information from the
purity monitors [133]. The ratio Q/Q0 is defined as in Equation 3.3.
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4.2 35-ton Experiment: Phase I
The scale of the cryostats required for the DUNE experiment are such that constructing
them as flat plane vessels 1.5 km underground would be unfeasibly expensive and pose great
engineering challenges. Following the success of LAPD (discussed in Section 4.1.2), which
eliminates the requisite to evacuate the cryostat prior to filling, the LBNE collaboration
decided to utilise membrane cryostat technology well established in the liquefied natural
gas (LNG) industry. The 35-ton [130, 134, 135] was therefore employed to demonstrate the
application of a membrane cryostat to a LAr experiment. The DUNE project has maintained
this design choice and the 35-ton has since become a recognised and integral part of the
collaboration, providing the first test of the technologies envisioned for the eventual far
detector.
The 35-ton cryostat was constructed in 2012 at PC4, a former proton facility in a
decommissioned beamline at Fermilab. It has operated in two phases: Phase I (December
2013 – February 2014) was proposed to demonstrate the membrane cryostat technology with
just the cryostat and purification systems; Phase II (February 2016 – April 2016) contained a
small-scale DUNE-style detector to validate the integrated system and affirm the detector
design elements. The Phase I run is the subject of Section 4.2 whilst Phase II is considered
in detail in Section 4.3.
The 35-ton is the first membrane cryostat used for scientific purposes and the first overall
constructed in the United States. It is also the first designed to contain LAr, which is around
three times denser than LNG. The initial aims of the project (Phase I) are to demonstrate
the feasibility of the cryostat technology for LAr, including thermal performance and leak
tightness, and to show the required LAr purity may be achieved without evacuation and
maintained through the use of the filtration system developed and validated by the MTS
and LAPD. This first phase will be discussed in this section; the 35-ton cryostat and filling
procedures will be described in Sections 4.2.1 and 4.2.2 respectively before outcomes of the
experiment are presented in Section 4.2.3.
4.2.1 The 35-ton Cryostat
An overview of the 35-ton cryostat is shown in Figure 4.11. It contains a concrete shell
within which the membrane cryostat is constructed from 2 mm thick stainless steel panels.
An insulated region between these two segments reduces heat leaking. The roof consists of
two plates; Plate A is flat with insulation and membrane beneath and Plate B contains all
penetrations and services. Relevant properties of the 35-ton cryostat are listed in Table 4.1.
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Fig. 4.11 The 35-ton cryostat [135].
Table 4.1 Details and dimensions of the 35-ton cryostat [135].
Parameter Value
Cryostat volume 29.16 m3
LAr total mass 38.6 metric tons
Depth of LAr 2.565 m (11% total ullage)
Inner dimensions 4.0 m (length) × 2.7 m (width) × 2.7 m (height)
Insulation 0.4 m polyurethane foam
Primary membrane 2.0 mm thick corrugated stainless steel
Secondary barrier system 0.1 mm thick fibreglass
Vapour barrier 1.2 mm thick carbon steel
Steel reinforced concrete 0.3 m thick layer
LAr temperature 89±1 K
Operating gas pressure 70 mBar
Design pressure 207 mBar
Heat leak < 13 W/m2
Leak tightness 1×10−6 mBar·litre/s
4.2 35-ton Experiment: Phase I 71
RESEARCH POSTER PRESENTATION DESIGN © 2012 
www.PosterPresentations.com 
QUICK TIPS 
(--THIS SECTION DOES NOT PRINT--) 
This PowerPoint template requires basic PowerPoint 
(version 2007 or newer) skills. Below is a list of 
commonly asked questions specific to this template.  
If you are using an older version of PowerPoint some 
template features may not work properly. 
 
Using the template 
 
Verifying the quality of your graphics 
Go to the VIEW menu and click on ZOOM to set your 
preferred magnification. This template is at 50% the 
size of the final poster. All text and graphics will be 
printed at 200% their size. To see what your poster will 
look like when printed, set the zoom to 200% and 
evaluate the quality of all your graphics and photos 
before you submit your poster for printing. 
 
Using the placeholders 
To add text to this template click inside a placeholder 
and type in or paste your text. To move a placeholder, 
click on it once (to select it), place your cursor on its 
frame and your cursor will change to this symbol:         
Then, click once and drag it to its new location where 
you can resize it as needed. Additional placeholders 
can be found on the left side of this template. 
 
Modifying the layout 
This template has four 
different column layouts.  
Right-click your mouse 
on the background and  
click on “Layout” to see  
the layout options.  The columns in the provided 
layouts are fixed and cannot be moved but advanced 
users can modify any layout by going to VIEW and then 
SLIDE MASTER. 
 
Importing text and graphics from external sources 
TEXT: Paste or type your text into a pre-existing 
placeholder or drag in a new placeholder from the left 
side of the template. Move it anywhere as needed. 
PHOTOS: Drag in a picture placeholder, size it first, 
click in it and insert a photo from the menu. 
TABLES: You can copy and paste a table from an 
external document onto this poster template. To 
adjust  the way the text fits within the cells of a table 
that has been pasted, right-click on the table, click 
FORMAT SHAPE  then click on TEXT BOX and change the 
INTERNAL MARGIN values to 0.25 
 
Modifying the color scheme 
To change the color scheme of this template go to 
the “Design” menu and click on “Colors”. You can 
choose from the provide color combinations or you 
can create your own. 
 
 
 
 
 
 
© 2013 PosterPresentations.com 
    2117 Fourth Street , Unit C         
     Berkeley CA 94710 
    posterpresenter@gmail.com 
QUICK DESIGN GUIDE 
(--THIS SECTION DOES NOT PRINT--) 
 
This PowerPoint 2007 template produces a 48”x72” 
professional  poster. You can use it to create your 
research poster and save valuable time placing 
titles, subtitles, text, and graphics.  
 
We provide a series of online tutorials that will guide 
you through the poster design process and answer 
your poster production questions.  
 
To view our template tutorials, go online to 
PosterPresentations.com and click on HELP DESK. 
 
When you are ready to  print your poster, go online 
to PosterPresentations.com. 
 
Need Assistance?  Call  us at 1.866.649.3004 
  
Object Placeholders 
 
Using the placeholders 
To add text, click inside a placeholder on the poster 
and type or paste your text.  To move a placeholder, 
click it once (to select it).  Place your cursor on its 
frame, and your cursor will change to this symbol    .  
Click once and drag it to a new location where you 
can resize it.  
 
Section Header placeholder 
Click and drag this preformatted section header 
placeholder to the poster area to add another 
section header. Use section headers to separate 
topics or concepts within your presentation.  
 
 
 
Text placeholder 
Move this preformatted text placeholder to the 
poster to add a new body of text. 
 
 
 
 
Picture placeholder 
Move this graphic placeholder onto your poster, size 
it first, and then click it to add a picture to the 
poster. 
 
 
 
 
 
 
 
 
 
Student discounts are available on our Facebook page.  
Go to PosterPresentations.com and click on the FB icon. 
 
This PowerPoint t mplate requires basic PowerPoint 
(versi  2007 or newer) kills. Below is a list of 
commonly asked questions specific to this template.  
If you are using an older version of PowerPoint some 
template features may not work properly. 
 
Template FAQs
 
Verifying the quali y of your graphics 
Go t  the VIEW menu and click on ZOOM to set your 
eferred magnification. Thi  t mplate is at 100% 
the siz  of the final po ter. All text and graphics will 
be printed at 100% their size. To see what your 
poster will look like when printed, set the zoom to 
100% and evaluate the quality of all your graphics 
before you submit your poster for printing. 
 
 
Modifying the layout 
This template has four  
different column layouts.    
Right-click your mouse on the  
background  and click on  
LAYOUT to see the layout options.  The columns in 
the provided  layouts are fixed and cannot be moved 
but advanced users can modify any layout by going 
to VIEW and then SLIDE MASTER. 
 
 
Importing text and graphics from exte nal sources 
TEXT: P ste or type your text int  a pre-existi g 
placeholder or drag in a new placeholder from the 
left side of the template. Move it anywhere as 
needed. 
 
PHOTOS: Drag in a picture placeholder, size it first, 
click in it and insert a photo from the menu. 
 
TABLES: You can copy and paste a table from an 
external document onto this poster template. To 
adjust the way the text fits within the cells of a 
table that has been pasted, right-click on the table, 
click FORMAT SHAPE  then click on TEXT BOX and 
change the INTERNAL MARGIN values to 0.25. 
 
 
Modifying the color scheme 
To change the color scheme of this template go to 
the DESIGN menu and click on COLORS. You can 
choose from the provided color combinations or 
create your own. 
 
 
 
 
 
Growth in Capacity of LNG Carriers
“Standard” sized LNGCs have grown from 
~125,000m3 to ~155,000m3 over  past 40 years
New “Super-sized” LNGCs in the range of 210,000m3 to 
266,000m3 now under construction and entering service 
for long haul projects
Growth in Capacity of LNG Carriers
“Standard” sized LNGCs have grown from 
~125,000m3 to ~155,000m3 over  past 40 years
New “Super-sized” LNGCs in the range of 210,000m3 to 
266,000m3 now under construction and entering service 
for long haul projects
Growth in Capacity of LNG Carriers
“Standard” sized LNGCs have grown from 
~125,000m3 to ~155,000m3 over  past 40 years
New “Super-sized” LNGCs in the range of 210,000m3 to 
266,000m3 now under construction and entering service 
for long haul projects
The Long Baseline Neutrino Experiment (LBNE) Project envisions using a membrane tank technology for a large liquid 
Argon detector referred to as the Far Detector (FD) with the start of construction in the time frame of 2020. Membrane 
tank technology is significantly more cost effective than flat plate vessel construction for a cryogenic tank of this 
volume (~7,000 m3). The LBNE cryostat in its current configuration is 28.56 m long, 15.63 m wide and 15.98 m high 
(inner dimensions). It will be instrumented with Time Projection Chambers (TPCs) and filled with liquid Argon. We have 
built a small prototype (~29 m3) to demonstrate the possibility to fabricate a membrane cryostat that meets the 
requirements for a low background particle physics detector: thermal performance, feasibility for liquid Argon, Argon 
purity, leak tightness. We also wanted to check the feasibility of construction interfaces and methods including the 
business aspects of negotiating a contract with a large membrane cryostat supplier. The membrane cryostat 
manufacturer is required to have a safe reliable design with a proven track record. History shows that a membrane 
cryostat is the technology of choice for Liquefied Natural Gas (LNG) transportation and storage, with hundreds of ship 
tankers and storage tanks built and being built all over the world with size up to 250,000 m3, much larger than the LBNE 
FD. It is a commercially available technology and has been in service for several decades without a single recorded 
incident. This prototype, the LBNE 35 ton prototype, was competitively procured for the design, procurement of 
materials and supervision during the installation, and IHI won the bid. 
INTRODUCTION 
The LBNE 35 ton prototype has a stainless steel hatch containing all the penetrations and services, which include liquid 
Argon inlet/outlet, gaseous Argon inlet and outlet, pressure relief valve, temperature monitors, purity monitors and a 
man-hole to access the tank after the completion. It shares the liquid Argon purification system with the Liquid Argon 
Purity Demonstrator (LAPD) to which is being connected. LAPD has proved that it is possible to reach the required purity 
in a regular cylindrical tank without evacuation. Description and results in CEC-ICMC 2013 contribution: 2EOr-D4-02. 
The structural part of a membrane cryostat is the surrounding concrete. The corrugated membrane contains the liquid 
Argon. The pressure is transferred through the insulation to the reinforced concrete.  
A membrane cryostat is built from the outside in. First the reinforced concrete is poured, then the vapor barrier is 
placed to protect the insulation from the moisture of the concrete. The two layers of insulation are then installed, with 
a secondary barrier in between to protect the insulation from potential spills of liquid Argon. Last, the membrane is 
installed. 
The LBNE 35 ton prototype is the first and only membrane cryostat built for scientific purpose and 
available to scientists, and the first membrane cryostat built in the Unites States. 
DESCRIPTION 
We report on the design, fabrication, performance and commissioning of the first membrane cryostat to be used for 
scientific application. The Long Baseline Neutrino Experiment (LBNE) has designed and fabricated a membrane cryostat 
prototype in collaboration with Ishikawajima-Harima Heavy Industries Co., Ltd. (IHI). Original goals of the prototype 
are: to demonstrate the membrane cryostat technology in terms of thermal performance, feasibility for liquid Argon 
and leak tightness; to demonstrate that we can remove all the impurities from the vessel and achieve the purity 
requirements in a membrane cryostat without evacuation and using only a controlled gaseous Argon purge; to 
demonstrate that we can achieve and maintain the purity requirements of the liquid Argon during filling, purification 
and maintenance mode using mole sieve and copper filters from the Liquid Argon Purity Demonstrator (LAPD) R&D 
project. The purity requirements of a large liquid Argon detector such as LBNE are contaminants below 200 parts per 
trillion Oxygen equivalent. This presentation will detail the requirements, design, construction, and performance of the 
LBNE membrane cryostat prototype, whose experience and results are very important for the development of the LBNE 
detector. 
ABSTRACT STATUS – GOALS – FUTURE 
The LBNE 35 ton membrane cryostat prototype has been constructed and successfully pressure tested. The cryogenic 
system is being finished with target completion in the summer of 2013. We will then start the following tests. 
 
PHASE 1 (Purity): 
- To demonstrate the membrane cryostat technology in terms of thermal performance, feasibility for Liquid Argon, 
leak tightness. 
- To demonstrate that we can achieve and maintain the purity requirements in a membrane cryostat without 
evacuation, less than 200 ppt Oxygen equivalent contamination (Reproduce LAPD results, see CEC-ICMC 2013 
contribution: 2EOr-D4-02). 
- It is THE test facility for the LBNE project, and the only prototype that will be built before the actual detector. 
 
PHASE 2 (Prototype detector design): 
- Insert Time Projection Chambers (TPCs) inside the tank and take data (For example: purity, electronics, noise). 
- Test insertion of cable and possible contamination to the liquid Argon purity. 
 
PHASE 3 
High energy physics and low background experiments are building larger and larger detectors. The membrane cryostat 
technology is cost effective when the linear dimension is 10 meters or more. There are no scheduled activities after the 
completion of Phase 2 (2014). We can envision a PHASE 3 where the prototype is available to scientists and researchers 
other than LBNE to familiarize with the technology, verify design aspects, test components, features and feasibility, and 
more. 
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Design Parameter Value 
Cryostat Volume 29.16 m3 
LAr Total Mass 38.6 tons 
Inner Dimensions of the Cryostat 4.0 m (L) x 2.7 m (W) x 2.7 m (H) 
Depth of LAr 2.565 m (5% ullage) 
Insulation 0.4 m Polyurethane Foam (2 x 0.2 m layers) with gaseous Argon purge 
Primary Membrane 2.0 mm thick SS 304 corrugated stainless steel 
Secondary Barrier Fiberglass sandwich within the insulation 
Vapor Barrier 1.2 mm thick carbon steel between concrete and Insulation  (Bottom and Sides) 
Reinforced Outer Concrete Layer 0.3 m thick with embedded electric heaters  (Bottom and one side) 
LAr Temperature 89K ± 1K 
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Vacuum No Vacuum, we will SLOWLY purge it with gaseous Argon  (See CEC-ICMC 2013 Contribution 2EOr-D4-02) 
Design Pressure 207 mBar (~3 psig)  
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(Verified with Ammonia leak check, ASTM standard) 
Heat Leak < 13 W/m2 (Actual calculated ~11.5 W/m2) 
Design Code 
Fermilab ES&H Manual 
ACI 318 (Concrete) 
Applicable parts of JGA RP-107-02 (Membrane) 
Item Design Installation 
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Concrete envelope Fermilab contractor Fermilab contractor 
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Fig. 4.12 The network linking the 35-ton cryostat, the Liquid Argon Purity Demonstrator
and the purification system at PC4, Fermilab [130].
The 35-ton was constructed geographically nearby the Liquid Argon Purity Demonstrator
in order to utilise existing infrastructure. It is connected to the LAPD tank, which may
be used to store LAr before transfer to the 35-ton, and uses the filtration setup designed
and validated by the MTS and LAPD. This network is shown schematically in Figure 4.12.
Unlike in LAPD, the pumps used in the 35-ton to circulate the LAr through the purification
system are within the liquid but the framework operates in a similar way. An identical
condenser is also employed above the cryostat to cool boiled off gaseous argon which is
returned to the bottom of the cryostat, near to the pumps which subsequently extract the
liquid for purification. The LAr was circulated at a rate of three volumes per day by the
pumps, with the filters designed to remove 2 ppm O2 from 35 tons of LAr before saturating.
The argon used to fill the cryostat had an initial purity of around 1 ppm O2 and so the filters
were able to operate throughout the planned lifetime of the experiment without the need for
regeneration.
The cryogenic environment is monitored and controlled using standard detectors, includ-
ing temperature sensors, pressure transducers, flow meters and level sensors, along with a
suite of commercial gas analysers. The height of the volume is instrumented with four PrMs,
two large and two small, with an additional long monitor positioned after the filters, as with
LAPD. Also as previously, the vertical temperature profile in the cryostat is monitored at
23 cm intervals with temperature detectors suspended on a chain.
4.2.2 Filling the 35-ton
The 35-ton cryostat is filled in a similar way to the Liquid Argon Purity Demonstrator,
described in Section 4.1.2.2. Initially, a piston purge with warm gaseous argon is performed
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vertically suspended on a stainless steel chain. A 
stepper-motor drives the chain moving the pcb up or 
down in fixed steps in the cryostat. At each position 
measurements of the three RTDs are made.  
A typical scan done during the Phase 1 run had 
sixty-four 3.2 cm steps for a total scan distance of 
203 cm. Including the 46 cm separation between the 
top and bottom RTDs on the pcb, the totaled 
sampled height was 249 cm.  
The LAr surface was 44.5 cm below the 
uppermost RTD position. This upper position was 
27 cm below the lowest radiation baffles under   
Plate B (see Fig. 5).  
The object of the RTD Spooler is to precisely 
measure the shape of the vertical temperature 
profile in the cryostat. The accuracy of the absolute 
temperature calibration of the RTD is not vital since 
it affects all the measurements in the scan but not 
the shape of the profile. The only caveat with this 
technique is that the cryostat temperature cannot 
have materially changed in the time it takes for the 
scan to occur. This issue will be brought up during 
the discussion of the measurement results. 
 
 
Fig. 5. Drawing of Boiloff/Outgassing Vapor Flow (white arrows) from the 
Cryostat, with condensate return (violet arrows) from the condensor into 
the Pump Intake Manifold. LAr flow into the pump, and return from the 
Purification filters are shown by blue arrows. Also shown is the location 
of the Stainless Steel Radiation baffles beneath Plate B. This location 
just beneath Plate B is the warmest location and presumably the 
principal source of outgassing within the cryostat.  
IV. 35T OPERATIONS 
 In order to purify LAr, it is necessary to do three 
things: 1) remove the air from the cryostat, leaving 
only Ar gas, 2) clean the liquid Ar as it comes from 
the supplier, and 3) remove any impurities that are 
generated by materials outgassing within the 
cryostat.   
LAPD has demonstrated that it is not necessary to 
evacuate a cryostat in order achieve LAr purity 
levels sufficient for LBNE. This is of paramount 
importance since the costs of multi-kiloton cryostats 
that could withstand evacuation is prohibitive. The 
35T followed the procedure LAPD [1] established 
to obtain and maintain pure LAr.  
 
A. Gas Phase 
 
Fig. 6. Gas phase of removing impurities in the 35T. These quantities are 
being measured by various gas analyzers. The first stage of the 
purification is the “Piston Purge”.  The second stage is “Recirculation 
with Filtering”. The gap between the two steps was due to 
troubleshooting a leak. 
Fig. 6 graphically shows step 1, removing the 
ambient air, of the purification process. These 
measurements are made by a variety of gas 
monitors that are sampling the gas in the cryostat.  
The initial state of the 35T was that “dry” air had 
been purging the cryostat for approximately three 
weeks. The initial start values for oxygen, water, 
and nitrogen reflect this state. 
The air in the cryostat is removed by a process 
called the “Piston Purge”.  Argon gas is flooded into 
the bottom of the cryostat. As argon is heavier than 
air, the argon layer rises analogous to a mechanical 
piston, pushing the air up and out of the cryostat. 
This gas is vented to the outside atmosphere. The 
venting stage continues for 32 hours, approximately 
the equivalent of 12 volume changes.  
At this point the exiting gas is re-routed to 
circulate through the filtration system which 
removes O2 and H2O. N2 is not materially removed 
by the filters. Any leaks to the outside atmosphere 
can be detected during this step. As shown in the 
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Fig. 4.13 Filling th 35-ton cryostat in fo r stages: piston purge, gas recirculation, cooldown,
liquid filling [135]. The gas filling is shown in Figure 4.13a and involves using a piston purge
to fill the tank with warm gaseous argon before circulating this gas through the filtration
system. Cooldown and liquid filling is demonstrated in Figure 4.13b, which shows the falling
temperature of the cryostat, as a result of the injection of liquid argon through the cooldown
sprayers, and the rising LAr level as the cryostat is filled from LAPD. The red lines represent
temperature measured by various sensors, with the relevant scale on the left, and the liquid
depth is shown by the dashed blue line and quantified by the right axis.
to remove atmospheric impurities before closing off the vents and redirecting argon at the
top of the cryostat through the filters for purification. The impurity concentrations for this
stag of filling are shown in Figure 4.13a. Before filling with liquid, the cryostat is cooled
in an attempt to reduce outgassing and to create an appropriate environment in which to
introduce LAr. This is achieved by injecting LAr through a spray at the top of the cryostat
which generates a turbulent mixing of cold gas within the cryostat and gradually cools the
walls of the vessel. Following this, LAr is transferred from LAPD into the 35-ton; since the
35-ton is slightly larger than LAPD, this is conducted in two stages. The cooldown and LAr
filling s ages are shown in Fig re 4.13b.
4.2.3 Outcomes of Phase I
The 35-ton Phase I successfully demonstrated the feasibility of membrane cryostats for use
with LAr and additional y showed the required LAr purity for future multi-kton LArTPC
experiments may be achieved and held in such a vessel. The lifetime over the course of the
∼ 2 month run, along with external changes to the system, is comprehensively summarised
in Figure 4.14.
The observed lifetime reached the DUNE requirement and was maintained for a signif-
icant period of time; this is a major achievement in the context of the future of LArTPC
experiments. Dips in the purity were observed when topping up the cryostat after initially
4.3 35-ton Experiment: Phase II 73
Fig. 4.14 The electron lifetime in the 35-ton cryostat measured by two purity monitors over
the course of the two month Phase I run [130]. The measurements correspond to different
positions in the cryostat, with the red points showing purity measurements at the bottom and
blue points near the top. Major external factors affecting the observed LAr purity are shown
at the top of the figure. The DUNE requirement of 3 ms lifetime, equivalent to 100 ppt O2, is
illustrated by the dashed line.
filling one LAPD volume, and when switching between the two pumps installed to extract the
liquid for purification. In both cases, good purity is recovered after a few volume exchanges.
The same variations of lifetime on temperature were observed as previously noticed
in the MTS and LAPD, suggesting a genuine effect dependent on the ambient conditions.
Additionally, during gas circulation, a leak was found and fixed in a seal and, during cold
operations, a leak developed in the argon cryo-piping as the dielectric breaks necessary to
electrically isolate the cryostat from the building were not leak tight at cryogenic tempera-
tures. All associated 35-ton experience is useful as progress continues to larger and more
complicated LAr cryostats.
The success of the 35-ton was exploited by utilising the existing setup for a second run,
involving a small-scale DUNE-style detector. This would be the first time a membrane
cryostat would facilitate a detector and is the next stage along in prototyping the DUNE far
detector.
4.3 35-ton Experiment: Phase II
The first (and to date, only) particle detector housed within a membrane cryostat was the 35-
ton Phase II. Following the positive outcomes of the 35-ton Phase I (discussed in Section 4.2),
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it is natural to extend operations to include a prototype DUNE detector. The initial aims of
the 35-ton Phase II experiment were to develop, build and install a working TPC within the
existing cryostat and infrastructure and make measurements of particle interactions induced
by cosmic muons whilst demonstrating the required LAr purity is still maintained within a
integrated system. The far detector design was heavily constrained by construction, transport,
assembly, time and cost requirements, and prototyping is essential to demonstrate the required
spatial, time and energy resolution, signal-to-noise performance, detection efficiency and
uptime may be achieved.
The operation of the second 35-ton phase will be discussed in detail in this section. An
overview of the detector is provided in Section 4.3.1 before the data acquisition from the
detector elements is discussed in Section 4.3.2. The custom camera system developed at
Sheffield for detecting dielectric breakdown of the LAr is the subject of Section 4.3.3. Finally,
the period of data taking is outlined in Section 4.3.4 before outcomes of the project are
presented in Section 4.3.5.
4.3.1 The 35-ton Detector
A cutaway view of the 35-ton cryostat showing the detector installed is shown in Figure 4.15.
The detector elements are designed to prototype as many features of the DUNE far detector
(shown in Figure 3.10) as possible. The readout is performed by four APAs with wrapped
induction wires and cold front end electronics (amplifiers and digitisers), which read out
multiple drift regions simultaneously. Embedded within the APAs are photon detectors,
representing three different design choices, to trigger on scintillation light. The drift field
is enabled by cathodes at either end of the TPC. A flange placed on Plate A (referring back
to Figure 4.11) facilitates a warm/cold interface through which all electrical signals and
the high voltage (HV) feedthrough pass. Surrounding the walls of the cryostat are over
100 scintillation paddles (Cosmic Ray Counters, CRCs) to provide additional triggers from
through-going cosmic muons.
The three main detector components, the TPC, photon detection system (PDS) and CRCs,
are discussed in the following sections. A photograph of the partially installed detector is
shown in Figure 4.16 highlighting most of the detector during construction.
4.3.1.1 TPC
The 35-ton TPC is very similar to the DUNE single phase design introduced in Section 3.3.2.1.
It has a modular form, with multiple APAs reading out separate drift volumes, and two drift
regions: the ‘long drift region’ of length 2.26 m and the ‘short drift region’, around 0.30 m
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Fig. 4.15 The 35-ton detector operated during Phase II of the 35-ton program [118].
long. These were chosen to ensure the longest possible drift region in order to closely
resemb e the far detector drift distances, whilst ensuring the double-sided readout of the
APAs may be tested. Four APAs are used with a very similar design to that depicted in
Figure 3.11; each contains two wrapped induction views with a grid and collection plane on
each face. The main difference between the APAs tested in the 35-ton and the current DUNE
far detector design is the dimensions of the frames and the angle of the induction wires. There
are three sizes of 35-ton APA; two tall (204 (height) × 52 (width) cm) either side of two
shorter structures stacked vertically (upper APA dimensions 112 (height) × 52 (width) cm
and lower APA dimensions 92 (height) × 52 (width) cm). The induction wires are wrapped
at an angle of around 45◦, as opposed to 37◦, with slight differences between the planes to
ensure the degeneracy is broken (angles of 45.7◦ and 44.3◦ are used). The angle of 45◦ was
initially chosen to optimise the physics reach by providing a high degree of spatial resolution
for reconstruction of deposited charge but, following studies of the pattern-recognition
performance, and experience with the 35-ton, the angles in the current design were chosen to
facilitate a more straight forward disambiguation.
With four APAs and two separate drift regions, there are eight independent drift volumes
(DVs), often also referred to as TPCs. These are demonstrated as part of the geometry in
Figure 4.17. The coordinate system is defined in this figure; the drift direction is described by
the x-coordinate, and the dimension across an APA face, along which the collection planes
are spaced, uses the z-coordinate (explaining the denotation of this plane as the Z plane). The
y-coordinate is parallel to the orientation of the vertical wires. The origin is at the edge of
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Fig. 4.16 Photograph of the partially installed 35-ton detector [136]. The four APAs, with
the embedded photon detectors, are visible and the field cage is under construction. Cameras
and cold cabling from the Sheffield Camera System, the subject of Section 4.3.3, may be
observed in a box, prior to installation, at the bottom of the photo.
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Fig. 4.17 The 35-ton TPC geometry and coordinate system [137]. The blue frames represent
the APAs and the orange the CPAs. The eight separate drift volumes resulting from the
modular TPC form are labelled TPC0–7.
one of the long APAs and is such that x = 0 is at the centre of the APA frames with positive
x pointing into the long drift region, y = 0 is half way between the two short centre APAs
and z = 0 is at the right hand side of the APAs when looking from the long drift region with
positive z directed across the faces of the APAs.
The cathode and HV feedthroughs are designed to facilitate a voltage of 120 kV, providing
the nominal field of 500 V/cm. A field cage constructed using FR4 printed circuit board
surrounds the open sides of the TPC to establish the necessary electric field. This was the old
LBNE design and has since evolved in the current DUNE outlook; it still enabled a study of
the required field within a LArTPC however.
The TPC readout is similar to the DUNE design, with cold preamplifiers, signal shaping
and digitisation implemented in ASICs mounted on front end boards at the ends of the
APAs. This is the first time a fully cold signal readout has been implemented in a LArTPC
experiment and will be discussed in more detail in Section 4.3.2.1.
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Figure 3. Photon detector positions in 35 ton detector
– 4 –
Fig. 4.18 Photon detector units as implemen ed within the 35-ton APAs [138].
4.3.1.2 Photon Detectors
Three designs of photon detector were utilised in the 35-ton, none of which are current
far detector considerations. These were implemented within APAs in between the wire
planes as eight separate units, demonstrated in Figure 4.18 [138]. In the figure, the green
detectors are the most similar to the current DUNE design and consist of a plastic bar with
wavelength shifter (WLS); the blue and red detectors utilise designs of bundled fibres and
plates embedded with WLS fibres respectively.
All detectors were read out by SiPMs which send analogue signals outside the cryostat,
via optical cables, for processing. It was following experiences from the 35-ton that the
DUNE far detector design evolved (shown in Figure 3.12). In the current plan, the detectors
are orthogonal to the 35-ton versions and are inserted after the wire wrapping.
4.3.1.3 External Counters
In order to provide an additional external trigger system, the 35-ton detector is instrumented
with CRCs repurposed from the CDF muon upgrade detectors [139]. Most are located on the
outer walls of the cryostat, around all four sides and on top of Plate B on the roof. There
are additional counters in the ceiling of the building directly above the 35-ton cryostat. The
positioning of all the scintillator paddles is shown in Figure 4.19. There are two separate
triggers provided by the counters: the ‘telescope trigger’ caused by coincident hits recorded
by the counters in the ceiling and those on the cryostat roof, and the ‘horizontal trigger’
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Fig. 4.19 The location of the external counters positioned around the outer walls and in the
ceiling above the 35-ton cryostat [140].
caused by coincident counter hits on opposite walls of the cryostat (further subcategorised
into ‘EW’ and ‘NS’ triggers). The trigger rate for telescope muons is on the order of 60 Hz
whilst horizontal muons trigger at a rate of around 2-3 Hz.
4.3.2 Data Acquisition
The process of reading out the data from charge deposits on the anode planes through to
the resulting data file on disk which may be utilised for subsequent analysis is the subject
of this section. The hardware components, including all readout electronics and processing
units, will be briefly described in Section 4.3.2.1. The data formats produced by the readout
components are the subject of Section 4.3.2.2 before the software composing the data
acquisition (DAQ) system is overviewed in Section 4.3.2.3.
4.3.2.1 Electronics and Readout
The Front End Mother Boards (FEMBs) mounted on the end of the APAs contain two
ASICs [141, 142]; the ‘front end ASIC’, which provides signal time-shaping at either 0.5 µs,
1.0 µs, 2.0 µs or 3.0 µs and amplification at gain settings of either 4.7 mV/fC, 7.8 mV/fC,
14 mV/fC or 25 mV/fC; and the ‘ADC ASIC’ (Analogue-Digital-Conversion) to perform
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12-bit digitisation. A configuration of 3 µs, 14 mV/fC was selected for normal data taking
in order to maximise the signal/noise ratio in the collected data. The digitised signals are
extracted by Reconfigurable Computing Elements (RCEs) [143], developed at SLAC, which
trigger, buffer and format the data and send it downstream to the DAQ framework. The
digitising rate is 2 MHz, with the unit of time corresponding to an ADC sample described as
a ‘tick’ and equal to 500 ns.
The photon detector information is digitised outside the cryostat by custom built units
named ‘SiPM Signal Processors’ (SSPs) [144], built at Argonne National Lab. Each SSP
reads out 12 channels and contains a fully differential voltage amplifier and a 14-bit ADC for
signal digitisation. Along with the RCE output, the SSPs transmit the processed signals to
separate computers running the DAQ software.
The triggers are handled by the Penn Trigger Board (PTB), developed at the University
of Pennsylvania, which also manages the CRC readout [145]. A simplified block diagram of
the triggering system is shown in Figure 4.20. The PTB is designed to receive sub-system
triggers (e.g. from the PDS) and generate global triggers, including internal triggers, and
timestamps for the whole detector. It is additionally the front-end for the counter system and
handles the reading out of all channels, forming counter ‘hits’ (when a counter has turned
on or off) and constructing triggers based on coincidences of these counter hits. It has a
backend which is designed to be compatible with the DAQ system, and sends all information
downstream to the acquisition software after the on-board logic has formed the relevant data
products.
4.3.2.2 35-ton Data Formats
The raw data format employs the concept of a ‘millislice’ as a unified data structure common
across all detector subcomponents. An event is a collection of millislices, with one for each
of the components being utilised (RCEs, SSPs, PTB). Each contains substructure unique to
the detector element; a simplified overview is provided in Figure 4.21.
The raw format for the TPC data is complicated and has many levels of structure. The
2048 TPC channels are read out out by 16 FEMBs, each processed by an RCE and represented
by a separate millislice. For the TPC data, a millislice contains all the information for 128
channels. This data also has further substructure; a millislice is composed of N ‘microslices’,
with each microslice containing M ‘nanoslices’. A nanoslice contains 128 ADC values,
representing one tick worth of data for 1/16th of the detector. A microslice thus contains this
information for a ‘drift window’ (N ticks) and a millislice a collection of M drift windows.
For the normal data running, N was set to 20 and M was 1000.
4.3 35-ton Experiment: Phase II 81
APA
BSU
Counters
TSU
Counters
PD
NOvA
Timing
System
RCE
SSP
Penn
Trigger
Board
Trigger In
Trigger In
Trigger In
Timing In
Timing In
Timing In
Trigger Out
Trigger Out
Ethernet
Ethernet
Ethernet
Board Reader
Board Reader
Board Reader
artDAQ
TRIGGERS
Fig. 4.20 Block diagram showing the triggering system for the 35-ton Phase II. The Penn
Trigger Board handles triggers from the CRCs (labelled as TSU and BSU counters) and also
from other detector components, such as the PDS. Adapted from [145].
The data structure output from the SSPs and the PTB is a millislice consisting of a series
of triggers filled with relevant information when required. In the case of the photon detectors,
an ‘SSP trigger’ simply describes the waveform for a given channel as a list of ADC values,
one for each tick. A ‘PTB trigger’ is either a counter hit, a trigger or a timestamp and
contains a ‘trigger word’ with the type, the timestamp and a variable payload describing
relevant further information, such as the channel number or trigger type. Triggers are created
and saved in the SSP and PTB millislices either regularly, when self-triggering, or on the
occurrence of an external triggering event, identified by the PDS or the CRCs and handled
by the PTB as demonstrated in Figure 4.20.
As data are collected, the RCEs continuously create and save microslices to send to
the DAQ to form a millislice. These microslices are empty (contain no nanoslices) until a
trigger is received, at which point nanoslices are made and saved within each microslice.
Additionally, a buffer is in place to save a certain number of full microslices (containing
nanoslices) before the microslice containing the trigger. A certain number of full microslices
proceeding the trigger are also recorded by the RCEs. During normal running, a ‘5+1+9’
format was employed; five microslices containing nanoslices before the trigger was received,
the microslice containing the trigger, and the nine following microslices. It should be further
noted that, since the DAQ was designed for continuous data readout, these microslices need
not necessarily be within the same millislice: it is possible for the trigger to occur in, for
example, Microslice 18 of a certain millislice, resulting in the 15 filled microslices straddling
successive millislices. This is demonstrated in Figure 4.22, and results in real ‘physics events’
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5 ms DAQ Events
Fig. 4.21 Demonstration of the format used in 35-ton raw data. A ‘DAQ event’ is composed
of a single millislice from each component, each containing further substructure unique to
the readout elements.
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being saved in separate ‘DAQ events’. To account for this, a splitter/stitcher module has been
designed to extract the actual triggered events from the raw data and repackage them into a
useful event structure. This is the first stage before all offline analysis with the 35-ton data.
4.3.2.3 35-ton DAQ
Experiments at FNAL are migrating to artdaq [146], a centrally-maintained data acquisition
system built on the art [147, 148] framework utilised by all offline software written for
experiments hosted at the lab. The DUNE 35-ton experiment was one of the first to use
this new software (only LArIAT had previously used it for data taking), and utilised an
experiment specific system named lbne-artdaq.
A general overview of lbne-artdaq is shown in Figure 4.23. Data flow from left to
right and pass through components common to most DAQ systems. Closest to the detector
components (i.e. the RCEs, SSPs and PTB) are the board readers which take the output from
the firmware and send it downstream to the event builders. There exists a board reader for
each of the detector components (totalling 24), with each unaware of the existence of the
others. It is the job of the event builders to assemble a full ‘event’ from these individual
‘fragments’ passed on from each of the detector elements. An event is complete once
composed of a full set of fragments and the event builders will wait to receive them all before
sending the data onwards to the aggregators.
There are two aggregators which take the full events but process them in very different
ways. All the data passes through the first aggregator, whose function it is to write the output
to disk and thus end processing by the DAQ. The second aggregator receives no events but
instead has access to the shared memory occupied by the data as it passes through the first
aggregator; it is thus designed specifically for the purpose of monitoring and in no way affects
the data or the output from the first aggregator. This will be discussed further in Chapter 5.
The 35-ton DAQ was designed to be ‘triggerless’, with the ability to perform continuous
readout with a design event rate of 200 Hz. This is an important feature of the far detector
DAQ which is required to ensure data may be recorded safely for non-neutrino beam events,
such as nucleon decay or a supernova burst. This requires high levels of suppression and
buffering to ensure rapid movement of data through the system. In particular, zero suppression
for the TPC has been designed such that only ADC values around a window of interest will
be kept, vastly reducing the amount of data for the framework to handle. The DAQ was
additionally designed to run in various ‘modes’, such as ‘scope mode’, which focusses on a
single channel during running, and ‘burst mode’, designed to collect a sample of data from
all channels for a given time upon receiving a trigger.
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Millislice 0
Fig. 4.22 Demonstration of how TPC data are saved when using a DAQ designed for
continuous readout. The black arrows represent hypothetical triggers occurring within the
duration of a particular millislice. In each case, the five preceding microslices and the nine
proceeding microslices are filled with nanoslices and saved; all other microslices are saved
with no nanoslices since they contain no useful data. An example of such an event is shown
occurring in Millislice 0 in the figure. As described in the text, a trigger can cause the useful
microslices to straddle consecutive millislices; this is represented in the following millislices
in the figure.
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Fig. 4.23 Overview of the lbne-artdaq framework used for data acquisition by the DUNE
35-ton experiment [149]. The detector components are shown on the left before the board
readers, event builders and aggregators.
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4.3.3 The Sheffield Camera System
There are many motivations for developing a camera system which operates at cryogenic tem-
peratures as interest in experiments utilising LAr and LXe (as many dark matter experiments,
such as Lux-Zeplin [150], are considering) progresses. These include visual monitoring of
the cryostat after sealing, including observing the cooldown and filling with cryogenic liquids,
and to monitor HV discharge problems. This latter issue has become cause for concern as
LArTPC experiments with very large voltages are being developed; DUNE, for example,
will require a cathode HV of −190 kV. Understanding the dielectric properties of LAr is
therefore of paramount importance, with recent research suggesting breakdowns occurring at
only 40 kV/cm [151]. An additional aim of the 35-ton Phase II experiment was to study the
effects of HV and to search for evidence of HV breakdown of the LAr, which may be used to
influence the design of future LArTPC experiments in order to mitigate against these effects.
This is the primary motivation of the camera system deployed in the 35-ton cryostat [152],
designed at the University of Sheffield and described in this section.
The 35-ton was instrumented with eight cameras; six to monitor high-field locations
within the cryostat and for detecting visual sparks from HV breakdowns, and two for diagnosis
of different cryogenic systems including the cooldown sprayer and the phase separator. The
fields of view of each of the cameras are demonstrated in the calibration images shown in
Figure 4.24.
4.3.3.1 The Camera System
Previous cameras designed to study cryogenic liquids have either been placed outside the
volume or have been maintained in a heated vessel for protection from the cold surroundings.
A system which operates directly in cryogenic temperatures is desirable when applying
the technology to larger-scale cryostats and for possible use in the detection of secondary
scintillation light. Achieving this without an actively heated region in the cryostat is also
advantageous to avoid boiling and disturbing the LAr in close proximity. The camera
system developed utilised Complementary Metal-Oxide Semiconductor (CMOS) cameras
contained within a module alongside a temperature sensor and small resistive heater. This is
demonstrated in Figure 4.25.
The cameras are commercially sold as car-reversing cameras and are rated by the man-
ufacturer down to −40◦C (233 K). A wide range of cameras were tested and those which
consistently performed well in tests whilst at cryogenic temperatures (submerged in liquid
nitrogen) were selected. Around half of these were found to reliably endure power cycling
when cold (the inconsistency arising from operating the cameras outside of the recommenda-
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One of the goals was to test the stability of the HV system design against breakdown in argon.
To this end, a system of six cameras for visual monitoring of sparks or coronae was installed in
various high-field locations inside the cryostat, including the cathode plane, HV feedthrough, and
field cage. As described in section 2.2, the cameras have been demonstrated to be sensitive to the
light emitted during one of these breakdown events, have the timing capability to trigger on and
record them, have the spatial resolution to locate the source of the breakdown, and are functional
when cooled to 83K. All of these capabilities make the system useful in diagnosing design flaws
which are unable to be determined using other breakdown monitoring methods, such as measuring
power supply current spikes.
In addition to monitoring HV breakdown, two cameras were installed in order to diagnose
possible cryogenic systems issues in the cooling sprayers and the phase separator after the cryostat
was fully sealed and visual monitoring was otherwise impossible.
Fields-of-view of each of the eight cameras are shown in figure 8. The modules, mounts, and
operational system are described below.
Figure 8. The calibration images for the 8 cameras in the system. Upper (left to right): phase separator,
ullage, cathode top right, bottom right. Lower (left to right) cooldown sprayers, cathode top left, bottom left,
and high voltage feedthrough. The upper images were taken with a halogen light illuminating the cryostat,
prior to it being sealed up. The lower images were taken with the LED ring light on, with the cryostat sealed
up. All images are left-right inverted due to software.
3.1 Camera module
Each camera is housed in a self contained module, which prevents any contamination of the liquid
argon from the camera material, and provides an extremely robust and easily installable system.
Each module contains a CMOS camera, PT100 temperature sensor and a pair of 20⌦ heating
resistors, which are held in place by a custom made PTFE liner. A photograph of this is shown in
figure 9 and a schematic in figure 10.
The camera module housing is composed of a double sided CF40 conflat flange, with a CF40
D-subminiature 9 pin plug and a CF40 Kodial glass optical viewport. Each module has a diameter
of 70mm and a length of 55mm, and has mass of approximately 1.2 kg. The PTFE liner fits
– 8 –
Fig. 4.24 The cali ration images for the 8 cameras in the Sheffield Camera System installed
in the 35- on cryostat. Upper (lef to right): phase separator, ull ge, cat top right, cathode
bottom right. Lower (left to right) cooldown sprayers, cat ode top left, cathode bottom left
and high voltage feedthrough. The upper images ere taken with a halogen light illuminating
the cryostat, prior to it being sealed up. The lower images were taken with the LED ring light
on, with the cryostat sealed up. All images are left-right inverted due to software. Taken
from [152].
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snugly to the flange and components, holding the camera lens in contact with the glass viewport.
The heating resistors flank the camera, and the temperature sensor is mounted directly behind the
camera.
Figure 9. A sealed camera module, and the components of a module.
Figure 10. From left to right: CF40 flange with 9-pin D-sub feedthrough, double sided CF40 flange, PT100
sensor (green wires), camera in centre (red, black, yellow wires), two heating resistors (blue wires) on either
side of the camera connected in series, optical viewport on CF40 flange.
The heating resistors, as described in section 2.2, were included as a failsafe. They give the
option to raise the local temperature of the camera, but are unnecessary for camera operation. The
PT100 temperature sensor, with precision ±0.5 C is used to monitor the operating temperature
of the camera, and the local temperature when operating the heating resistors. Each module was
assembled and sealed in a helium environment, and He leak checked for tightness to ensure a
vacuum seal.
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(a) Photograph.
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(b) Schematic.
Fig. 4.25 An example camera module developed for the 35-ton Sheffield camera system,
taken from [152]. Figure 4.25a shows a sealed camera module and the components of such a
module. Figure 4.25b demonstrates schematically the composition of a camera module: from
left to right a CF40 flange with 9-pin D-sub feedthrough, double sided CF40 flange, PT100
sensor (green wires), camera (red, black nd yellow wires), two heating resistors (blue wire )
on either side of the camera connecte in series, optical viewport on CF40 flange.
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tions) and it was these which were included in the modules used in the 35-ton. The heating
elements were included as a failsafe mechanism in case the cameras developed a requirement
of warmer local temperatures to turn on after sustained periods in the cold.
Each camera contains 712 × 486 pixels and has a roller shutter rate of 50 frames per
second. Their resolution at 10 mm was found to be (2.0± 0.5) mm at room temperature
and (1.5±0.5) mm at 77 K, with the improvement at lower temperatures due to a higher
refractive index of LN2 resulting in the light becoming less diffuse. The minimum measurable
light pulse width the cameras could trigger on, in both the warm and the cold, was observed
to be 20 ns. One notable change when operating the cameras at cryogenic temperatures
was the chrominance output of the video signal. The usual colour signal is observed as
monochromatic when in the cold, possibly due to partial failures on the on-board encoding
electronics.
Before installation, the response of the cameras to sparks was characterised by applying
a HV across a printed circuit board (PCB) in LAr until breakdown was observed. The
discharge was between 40 and 60 ms and the cameras showed localised sparks persisting
over multiple frames of exposure. The trigger system, which relies on a percentage change
in the number of different pixels between successive frames, was also able to successfully
detect and automatically record on occurrence of the sparks.
4.3.3.2 Operation and Outcomes of 35-ton Camera System
The camera modules were mounted on the existing piping from the cryogenic system within
the 35-ton. An example is shown in the photograph in Figure 4.26. Data acquisition,
operation and control was performed using a rack-based system containing a power supply,
a temperature sensor reader, DAQ and computer control system. Full details of the entire
arrangement and all the interconnects are available in Figure 4.27.
The cameras were characterised in room temperature following installation and the
software trigger tested on the Xe flash light from the purity monitors (described in Sec-
tion 4.1.1.2). The system ran continuously throughout the 10 weeks of the 35-ton Phase II
cooldown. It was heavily utilised during cooldown and filling to monitor the inside of the
cryostat and observe the rising liquid level (an excellent video of the LAr when level with
one camera module is available at Reference [153]). The entire system was power cycled
successfully three times during TPC debugging and following the FNAL site wide power
outage on 4th March 2016. The downtime ranged from 30 minutes to 9 days, with the
cameras turning on without assistance each time.
The picture quality was observed to degrade noticeably over time, demonstrated in
Figure 4.28, with significant variation between different camera modules. When in darkness,
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3.2 Camera system
The camera modules were individually mounted in the cryostat using a custom designed mounting
bracket, as shown in figure 11. Thesemountswere designed to attach to existing cryogenic pipework,
and with the flexibility to be rotated along 3 axes, in order to select and fine tune the orientation of
the camera prior to fixing the positions when in the cryostat.
Figure 11. Two camera modules and mounts clamped to 300 SCH cryogenic pipes in the 35 t cryostat.
Data acquisition, operation and control of the camera modules was via a rack-based system
comprising power supplies, temperature sensor reader, and data acquisition (DAQ) and control
computer system. These are connected to the 8 camera modules via the flange board, a printed
circuit board, which takes signals from the majority of the systems within the cryostat and connects
them to the DAQ on the warm side of the cryostat. The system and its interconnects are detailed in
figure 12.
A NI LabVIEW [18] program was used to send operation control signals to the power supplies,
and monitors temperature inputs, via a NI USB-6009 device. The power supply is a custom made,
remotely controllable device, with outputs of 12V and 10VDC for the cameras and heating resistors
respectively. The channels are individually controlled using digital logic signals sent from the NI
USB-6009. The raw signal from the PT100s is signal processed by a custom made device, which
outputs a voltage signal which is read into the computer via the NI USB-6009. O -site control of
these systems is possible using the Remote Desktop system, over the Fermilab network.
The camera signals were read out by a digital video recorder (DVR), which is remotely
accessible using SwannView Link [19], a commercially available surveillance programme. This
software is configured to record when the software detects movement between successive frames,
as described in section 2.2. This video, titled by timestamp is saved in a file on the DVR hard drive.
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Fig. 4.26 Two camer odules mounted on cryo piping in the 35-ton cryostat. Taken from
[152].
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Figure 12. Full system block diagram for the camera modules in the DUNE 35 t Prototype.
A live video feed is also available, which was used when monitoring the cooldown process, and
also when ramping up the high voltage.
3.3 Camera performance
Post installation in the 35 t cryostat, the camera system was characterised at room temperature.
The software trigger system was tested, and successfully triggered on a pulsing Xe flashlamp
which forms part of the purity monitoring system. During cryostat filling, the camera system was
recording continuous video footage, with the LED ring illuminating the cryostat. This was used to
visually monitor the liquid level. Footage taken of the liquid level passing a camera is shown at
reference [20].
The cameras were successfully operational at cryogenic temperatures throughout the 10 weeks
of Phase II of the 35 t cooldown. Over the course of the run, the system was power cycled
successfully three times, with the duration ranging from 30 minutes to 9 days. These outages were
necessary for TPC noise troubleshooting, and due to a power outage, rather than any camera system
component failure.
3.3.1 Degradation over time
The cameras operated in the 35 t show some degradation in the picture quality and resolution in the
cold. The authors suggest this is for multiple reasons; the signal transmission length, power cycling,
and prolonged exposure to the cold being the most significant. In the testing phase described in
section 2.2, the chrominance of the video signal was shown to change, but the resolution remained
the same.
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Fig. 4.27 Full system block diagram for the came odules in the DUNE 35-ton prototype.
Taken from [152].
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Over the duration of the cold operation, the picture quality of the cameras changed in a number
ofways. With the cryostat in darkness, therewere a greater number of saturated and flickering pixels.
With the cryostat lit by the LED ring, the colour depth decreased, and noise increased, producing a
more pixelated image. The resolution consequently decreased, although the di erences in resolution
across the 10 week cooldown period are minimal compared to the di erence in resolution between
warm and cold. There is significant variation between cameras in terms of degradation.
Figure 13 shows images taken over the course of the run in cameras observing the Ullage and
Cathode bottom left section respectively. The left most images show the picture prior to cooldown,
the 2 images to the right show images taken under liquid argon, and consequently have a smaller
field of view, due to the relative refractive indices of liquid and gaseous argon. The second image
shows the camera picture immediately post liquid fill. Whilst four of the cameras show little
di erence between their images pre/post filling, four cameras have a significantly degraded image
quality. This variation in behaviour is somewhat expected, due to the variation in the cameras in
the testing phase. The small amount of degradation which occurs over the course of usage in the
cold is predominantly an increase in noise, rather than increased granularity, hence he change in
resolution is minimal.
Figure 13. The variation in picture quality degradation is illustrated by the changes in camera 1 (upper)
and camera 4 (lower) over time. Left: prior to cooldown, centre: immediately post-cooldown, right: after
10 weeks submerged in LAr. The field of view changes due to the change in refractive index. Note that these
are full colour images as recorded by the DVR with no post-processing.
3.3.2 High voltage monitoring
The voltage on the cathode in the 35 t cryostat operated stably at 60 kV for several weeks, with
no indication of high voltage breakdown from either the power supply, the TPC itself or the high
voltage monitoring cameras. There were two suspected breakdowns at this voltage, but the cameras
were non-operational due to a power outage. In this instance, a breakdown is defined as an increase
in current drawn from the power supply to above the threshold of 8 µA, which caused the power
supply to trip.
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Fig. 4.28 The variation in pi t r uality degr dation is illustrated by the changes in Camera 1
(upper) and Cam a 4 (low r) over time. Left: prior to cooldown, centre: immediately post-
cooldown, right: after 10 weeks submerged in LAr. The fi ld of view changes due to the
change in refractive index. Note that these are full colour images with no post-processing.
Taken from [152].
a gr ater number of saturated or nois pixels is observed across the cameras and hen
illuminated by the LED ring, the noise increase is noticeable with a decreased colour depth.
This is likely due to signal transmission length, power cycling and prolonged exposure to the
cold.
Two suspected HV breakdowns occurred during normal operations at 60 kV but the
system was unoperational as a result of the power outage during both. Following the end
of running, when testing the HV at 135 kV, four breakdowns occurred with three detected
and triggered on by the camera system. However, the location of the spark could not be
determined clearly from the recorded video. This could be due to either the spark occurring
outside the cryostat or the field of view of the cameras, an insufficient intensity or duration
of the flash or the degradation in picture quality being such that the efficiency and sensitivity
of the triggering system were compromised.
The camera system was shown to be successful and a useful aid in 35-ton operations.
Despite not showing HV breakdowns clearly, the modules remained operational during the
35-ton Phase II run and were valuable for monitoring purposes. They were shown to trigger
successfully on a test bench so it seems reasonable to conclude their inability to do so within
the LArTPC was solely due to the degradation in picture quality, which must be improved if
such a system were to be used in future LAr experiments.
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4.3.4 Phase II Run
Following a long period of testing the detector components at FNAL, installation of the
TPC and field cage was carried out in October 2015. This was followed by the final parts
of the system, such as the long drift region cathode, the purity monitors, HV feedthrough
and cameras, in November 2015. Following the Fermilab readiness clearance, operations
began in December 2015. This involved piston purging both LAPD and the 35-ton, filling
LAPD with LAr delivered from the suppliers, cooling down the 35-ton cryostat and finally
transferring the liquid argon from LAPD into the 35-ton. This was completed by the end of
January 2016.
The 35-ton Phase II run officially started on 11th February 2016 upon the final liquid
transfer into the cryostat and the starting of the pumps and recirculation of the LAr through
the filtration system. A week later, the HV on the cathode was ramped up to half nominal
value: 60 kV, providing a drift field of 250 V/cm. The intention was to ensure a sufficient
amount of collected data was on disk before proceeding with increasing the HV up to the
design voltage of 120 kV (500 V/cm) and even up to the maximum of 135 kV.
The start of the run was dedicated to many noise tests; it was immediately clear the noise
on the TPC channels was much larger than anticipated even after the testing from the previous
summer. These tests involved studying each of the FEMBs separately and considering effects
from other non-TPC detector elements by removing power from all systems in the cryostat
before reintroducing components iteratively. An additional ‘high noise state’ was also
identified, corresponding to a very high oscillatory noise level instantaneously appearing on
all channels simultaneously and remaining for up to hours at a time. The noise problems in
the 35-ton Phase II will be discussed in more detail in Section 4.3.5.
This commissioning time was also important as the stability of the DAQ was improved.
Near the beginning of data taking, it was uncommon for the DAQ to run for more than a few
minutes with even a small subsection of components (RCEs, SSPs, PTB), with issues such
as data throughput, disk writing speed and hardware interface issues contributing to a very
unstable system. In the months of installation and commissioning, the DAQ was the subject
of much attention and progress on improving the framework progressed in parallel with the
final installation, LAr filling and noise hunting.
Following the completion of the designated noise runs and the stabilising of the DAQ,
the focus was on collecting as much data as possible before raising the HV, with the plan to
run for at least a week at 90 kV and 120 kV respectively. However, the run was unfortunately
cut short in the early hours of the morning of 19th March 2016 when a tube, part of the
system which was introducing GAr from LAPD to the 35-ton purification network in order
to maintain the LAr level, sheared and facilitated the introduction of air directly into the
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Fig. 4.29 The broken pipe, originally part of the framework introducing gaseous argon from
LAPD into the 35-ton to maintain LAr levels, which resulted in the poisoning of the whole
LAr volume by allowing the introduction of air into the system.
filters. Within a few minutes, faster than it would have been possible to respond even if this
incident had not occurred at 3 a.m., the filters were saturated and the entire volume of LAr in
the 35-ton was poisoned. The offending pipe break is shown in Figure 4.29. This incident
effectively concluded the data collection prematurely and meant the design HV could not be
tested in good quality LAr and no data could be taken at nominal drift field.
The run is summarised in Figure 4.30, showing the LAr purity as a function of time and
notable incidents. The bulk of collected data was either side of a site-wide FNAL power
outage on 4th March 2016, after which it took a few days to recover the LAr purity. After
recuperating from this incident, an issue with the LN2 values resulted in a cooling failure and
the boiling off of a large portion of the LAr in the cryostat. The pipe break occurred shortly
after rectifying this issue. These issues plagued the final few weeks of data taking, evident
from the corresponding LAr purity in the detector.
Most of the data taken were triggered using the horizontal muon trigger. In the last week
of running, the telescope trigger was deployed, with a large prescaling due to the high rate of
cosmic muons, and the PDS was also used to trigger data taking. Both systems appeared to
work as intended but thorough testing proved impossible due to the temporal proximity to
the unforeseen termination of run. Throughout data taking, the DAQ recorded data to disk
at a rate of 1 Hz. Because of the electronics noise and small signal/noise ratio, tests of data
taking using zero suppression were unable to be performed.
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Fig. 4.30 The data taking period of the 35-ton Phase II experiment. The electron lifetime
measured by the two long PrMs in the cryostat is shown as a function of time, with the
horizontal axis covering the period 11th February – 19th March 2016. The numbers within
the green boxes represent the amount of data taken, in days, with the drift field of 250 V/cm
present. The major incidents which affected the LAr purity are shown on the figure.
Overall, the run provided 22 days of high quality (good LAr purity, high stable voltage,
stable DAQ) data, albeit with much higher noise than anticipated. An example electromag-
netic shower observed in the data with strong signals in all planes is depicted in Figure 4.31.
The noise problems have resulted in limitations to the analyses possible with the 35-ton data
and focus has shifted to studies utilising datasets unique to the 35-ton. Some such analyses
are the subject of Chapter 7.
4.3.5 Outcomes of Phase II
The 35-ton Phase II collaboration successfully designed, constructed, installed and ran a
small-scale DUNE-style LArTPC and collected data whilst maintaining a good LAr purity,
with electron lifetimes consistently reported above the DUNE requirement of 3 ms. This is
the first time a detector has been operated within a membrane cryostat and the integrated
system has been strongly validated. The complete process has been instructive and a great
many lessons have been learned alongside the successes of the project [154].
This section will review all these outcomes and discuss how the experience will influence
the DUNE programme as it progresses towards the first far detector module. In general
the majority of subsystems achieved or superseded expectations and, following the 35-ton
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Fig. 4.31 Event display depicting the charge deposited by an electromagnetic shower during
the 35-ton Phase II run. The three views are, from the top down, the collection plane and
the V and U induction planes. Each shows the wire number on the horizontal axis and time,
measured in units of tick (≡ 500 ns) on the vertical axis. Charge is represented by the colour
scale on the z-axis. The shower is clearly visible in all three planes and demonstrates the
functionality of the 35-ton detector.
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Phase II experience, there is no reason for reservation over ProtoDUNE as rapid development
continues to be made.
4.3.5.1 Cryostat and TPC
The cryostat and most TPC components behaved as expected and resulted in no unexpected
functionality. When filled with GAr, before the introduction of LAr, the cryostat was leak
tested. When this was performed in Phase I a few issues were identified and had to be
addressed; there were no complications during Phase II commissioning however. The
pumps were not tested between phases and required a large current to begin their operation
with the cryostat already filled with LAr; this demonstrates how vital it is to assess all
detector components before commissioning. Other than the failing in the cooling system,
all cryogenics performed excellently. Since this incident occurred not long after the power
outage, the alarm system had not been correctly brought back online, resulting in an avoidably
large loss of LAr. These are two of many examples of lessons learned from the 35-ton.
The HV and drift field presented no issues during the course of the run. No confirmed
breakdowns were observed at 60 kV but testing in clean LAr at 120 kV was not possible.
Although a voltage of 135 kV was attained and held for multiple days in contaminated argon,
the impurities are presumed to alter the dielectric properties of the material and therefore
complete validation remains unproven.
Results from the purity monitors and temperature sensors suggest a stratification along
the height of the LAr volume within the cryostat, similar to observations made during the
Phase I run. The cause of this is likely due to returning LAr from the purification system
being cooled below the ‘bulk temperature’ by the phase separator and reentering near the
bottom of the cryostat, resulting in reduced convection and poor mixing. Resolutions, such
as returning warmer LAr to the main volume, are being considered for future LArTPCs in an
attempt to mitigate these effects and ensure a good, isotropic purity.
The TPC electronics were the largest source of shortfalls in the experiment and have
significantly compromised the utility of the data. During warm tests over summer 2015, it
was evident the intrinsic noise levels in the ASIC electronics were higher than anticipated
and an additional issue with the ADC ASIC was observed. The digitisers are affected by
bit-level corruption whereby the six least-significant bits (LSB) or most-significant bits
(MSB) are erroneously reported as either 0x0 or 0x3F at a rate, between 20% and 80%, which
is strongly dependent on the proximity of the true value to these ‘sticky’ codes, and also on
the temperature, the input current and the channel. Along with this ‘stuck code’ problem are
further issues with ‘stuck bits’, where a particular bit is never set or cleared. These issues
may be somewhat mitigated in software but work is ongoing to rectify concerns before use of
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Figure 8. Di erence between optical hit peak times and muon counter trigger times,  tµ, for photon
detector 3. The binning reflects the digitization time of the photon detector electronics.
value exceeding the specified "secondary" threshold and ending with an entry with the ADC value209
falling below the secondary threshold as a potential hit. The primary and secondary thresholds are210
fixed o sets from the dynamically determined pedestal. If the width of that region is greater than or211
equal to the minimum width specified (default 10 samples), the optical hit is created and assigned212
the time of the peak value sample within the hit.213
4.2 Timing Resolution Measurement214
In order tomeasure the time resolution of the photon detection systemwith respect tomuon counters,215
we computed the time di erence ( tµ) between the reconstructed optical hit times from the photon216
detectors and the trigger time constructed by the PTB from the coincidence of two muon counter217
signals. We use this value as a proxy for resolution on t0 since the true time of the muons in the218
detector is unknown. We used all runs containing photon detector data externally triggered by the219
muon counters as our data sample. To exclude the large noise present in the data, we reconstructed220
hits with a peak of about 4.5 PE above the pedestal, corresponding to an ADC count of about 100.221
Looking at  tµ for just one of the photon detectors (chosen for having the most consistent time222
o set over the full run of the 35t) in Figure 8, we observed a narrow peak of width < 100 ns, which223
is much smaller than the TPC drift time that is on the order of milliseconds.224
To further quantify the photon detectors’ capability to determine the timing resolution of the225
detector system, we performed a measurement of the photon detector system’s time resolution226
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Fig. 4.32 Diff rence betw en optical hit peak
times a d muon counter trigger times for
phot n det ctor 3 in the 35-ton photon det c-
tion syst m. The binning reflects the digitisa-
tion t e f th photon detector electronics.
Taken from [138].
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Figure 10. Average Optical Hit Amplitude per Event vs. Counter Pair Positions. Error bars are statistical
errors on mean hit amplitudes per bin.
this measurement have been made for geometric e ects such as that due to the fact that photons247
produced closer to the APAs have larger solid angles for hitting the photon detectors, or absorption248
of photons on the field cage walls. Previous measurements by Neumeier et al. [9–11] found an249
approximate attenuation length for scintillation light in LAr of 163 cm and lower limit of 110 cm250
with a strong dependence on wavelength and impurities, particularly nitrogen. The argon used in251
the 35t was delivered with less than 0.5 ppm nitrogen contamination, and in-situ measurements252
with a gas-analyzer system showed that the nitrogen level remained this low throughout the run, so253
this measurement is broadly consistent with previous measurements.254
5 Conclusion255
The data run of the 35 ton prototype detector demonstrated the use of the DUNE photon detector256
designs integrated into a LAr-TPC detector. Based on a data sample of all runs externally triggered257
by the external muon counters containing photon detector data, we demonstrated time resolution258
less than 100 ns with measured muons, and less than 30 ns at 1 PE level when extrapolated259
from calibration double-pulse measurements. The photon detector system therefore meets the260
time resolution requirements of the DUNE far detector. An attenuation length of of 155 ± 28 cm261
(statistical error only) was found based on a sample of throughgoing muons as tagged by the external262
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Fig. 4.33 Averag Optical Hit Amplitude per
Event vs. Counter Pair Positions for the 35-
ton photon detection system. Error bars are
statistical errors on mean hit a plitudes per
bin. Taken from [138].
the ADC ASIC in ProtoDUNE. The multiple problems with coherent and incoherent noise
which cha ac rise the 35-to dat set are dis ussed further in Section 4.3.5.4.
4.3.5.2 Triggering Systems: Photon Detectors and Muon Counters
The photon detectors and muon counters also achieved expectations. Although the CRCs
are unnecessary for the far detector, they proved critical to the success of the 35-ton. The
vast majority of data was recorded whilst triggering on through-going muons and, as will be
discussed further in Chapter 7, all worthwhile analyses rely heavily on counter information.
The PDS was shown to successfully record data in both externally triggered (when using
the CRCs or an internal trigger from the PTB) and self-triggered modes, where the PDS
sends a trigger to the PTB upon receiving a sufficient level of scintillation light. The timing
resolution of the detectors was shown to be better than 100 ns with respect to the counter
timing, as shown in Figure 4.32, with signals as low as a single p.e. detected. A characteristic
length of light in LAr may be determined by considering the signal size of scintillation flashes,
using counter trigger information to determine how far from the detectors the interaction
occurred. This is demonstrated in Figure 4.33 and yields a measurement of 155±28 cm.
Given the noise problems in the TPC data, it was not possible to do joint analyses using
the photon detectors as planned. The system performed well however and validated the
concept of using WLS bars with SiPM readout as opposed to PMTs for the DUNE far
detector design.
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4.3.5.3 DAQ and Computing
The DAQ was remarkably consistent throughout data taking following the stabilisation period.
All components could be operated simultaneously with data written to disk at a steady rate,
successfully demonstrating continuous readout of the detector systems. In total, ∼500k
cosmics were recorded during the 35-ton Phase II data taking, with an impressive capacity
on disk of ∼30 TB.
It proved imperative to monitor the data during running as detector issues spontaneously
arose on a regular basis. The large volume of data was an additional issue and finding an
optimum output file size, balancing number of data files on disk with size of each file and
potential for data loss upon a DAQ crash, occupied a sizeable amount of commissioning time.
Additionally, a potentially disastrous failure in the alarm system for one of the computing
racks resulted in serious overheating and the loss of all the machines which were running
most of the online processes.
Data from the cold electronics were shown to be processed by the RCEs at a rate of
1 Gb/s but a bottle neck in the framework restricted disk writing to 60 MB/s, resulting in an
enforced reduced data flow through the system. An event rate of 1 Hz was utilised during
the run, much smaller than the design rate of 200 Hz. This could have been improved by
employing zero suppression in the TPC data but this was unable to be tested as planned in
the 35-ton. The event rate requires improvement before the far detector DAQ but work is
underway and the experience with the 35-ton will be taken forward with most of the existing
framework under development for use in ProtoDUNE.
4.3.5.4 Noise Issues
An example muon track observed in the 35-ton data, along with typical waveforms recorded
on the anode wires, is shown alongside an analogous muon track and detector response
from simulation in Figure 4.34. The difference between the simulated and observed data is
immediately apparent, with the stuck code and noise problems evident in each of the example
waveforms recorded on the various detector channels. Understanding this noise so it may be
alleviated in future experiments is the subject of this section.
There were multiple sources of noise in the 35-ton detector with distinct ‘modes’: the
‘normal noise state’ (which still contains numerous issues) and the ‘high noise state’ [155].
The frequency bands of noise in each state is demonstrated in Figure 4.35.
The normal noise state is characterised by 11 kHz and 100 kHz bands. The phase of the
11 kHz noise appears to alter every 64 channels, corresponding to the blocks of channels read
out by ASICs sharing a common voltage regulator (four 16 channel ASICs). The correlation
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(a) 35-ton data.
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(b) 35-ton simulation.
Fig. 4.34 Comparison between example muons tracks observed in 35-ton data and simulation,
along with example waveforms for randomly selected channels. The event displays each show
the time against wire for the Z, V, U planes from the top downwards. Example waveforms,
illustrated as ADC values as a function of tick, observed on two channels from each plane
are shown alongside the two dimensional view
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(a) Normal noise state, run 13079. (b) High noise state, run 10286.
Fig. 4.35 FFT of ADC values for RCE00 for two different noise states. During the normal
noise state, the noise band at 11 kHz (faintly visible at 0.011 MHz in Figure 4.35a) is present
across all channels in the detector and a lot of channels also see 100 kHz frequency noise.
The high noise state manifests across all channels in the detector as multiple frequency bands
and render any collected data useless when present.
between the waveforms observed on the channels maintained by the same regulator is evident
in the plot shown in Figure 4.36. This was shown to be removed following the run by
the addition of a 1 Ω resistor in series, effectively forming a low pass filter, and can be
removed crudely in software using a coherent noise subtractor. A similar phase shift in the
100 kHz noise is observed at the boundaries between FEMBs, which are each maintained
separately by the low voltage power supply. Again following the completion of the run, close
inspection of the cabling found a short between the supply return line for the FE ASICs
and the chassis ground for the supply. Correcting this removed all noise sources and, along
with the correlated component from the voltage regulators, explained all prominent noise
frequencies in the normal mode.
The high noise state was entirely unanticipated but was characterised by several features:
a very high noise level is observed without saturating the ASICs; multiple frequency bands,
most under 300 kHz, are observed simultaneously across all channels in the detector; these
frequency bands are consistent for the duration of the high noise state but change each time
the state is entered; the frequencies are also observed on a spectrum analyser connected to an
APA grid plane; the current draw of the ASICs is observed to drop when in the high noise
state. Furthermore, the high noise state was not observed when the cryostat was at room
temperature and so could not be investigated subsequent to the end of the run. It has been
understood as a collective oscillation of all detector components which is spontaneously
entered, roughly every few hours, during running. Often, after a time period on the order of an
hour, the system may egress from the state; it was also noted that power cycling the front end
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Fig. 4.36 The correlation between waveforms recorded on different channel combinations
for all 2048 35-ton channels.
ASICs may also return the detector to the normal noise state. The noise investigations after
data taking were unable to definitively identify the conditions of the abnormality but have
offered suggestions as to the likely causes. The frequency of the oscillations, and the inability
to induce the state in the warm system, argues strongly against external influences. The
source cannot be the anode wires as this would saturate the front end electronics and, given
the necessary power required to sustain the oscillations on the grid plane, the only candidate
is the low voltage power supply. The main difference between the 35-ton and MicroBooNE,
which uses the same supplies and has not observed similar problems, is the length of cabling
used in the 35-ton being around 10 times greater. This may turn the negative feedback in a
remote sense system into a positive feedback loop, causing the circuit to search for the correct
voltage settings by overshooting and subsequently undershooting (i.e. oscillating) due to
the round trip cable delay being longer than the circuit response time. The strong frequency
bands at 650 kHz, which are always present across all channels whenever the high noise
state is entered, unlike the other frequencies, is likely due to the oscillating cable acting as a
cable resonator. During the run, it was observed that APA1 (the short, bottom centre, APA)
was most prone to these issues and was actually left unpowered during much of the data
taking. This is explained by considering the most likely coupling of the oscillating power
cable to the detector is via the FE electronics for this APA (the only one where these are at
the bottom). These oscillations may then be transferred to the grid plane and subsequently
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to the cathode on the short drift side, which couples to the other APAs in the detector. The
decreased capacitance of the cable in air compared to that when submerged in LAr explains
why this state could not be induced following the end of operations.
Finally, it is observed that the minimum noise in the detector is higher than in Micro-
BooNE. Although the induction wires are much longer, there is still an increase greater than
could be accounted for by the larger capacitance of the wires. The noise experts suggest
there may be a common mode noise on the supply line which may intensify the overall noise
levels without inducing the high noise state; this would enter via the cathode, then the grid
planes and followed by the induction wires and would explain why these planes see more
noise than the collection view.
The noise issues encountered in the 35-ton, though unexpected, have been critical to
understanding the issues which may be present in large scale LArTPCs and would be
seriously detrimental to the DUNE project if encountered in the far detector. Every effort has
been made to understand the issues with the 35-ton and ensure the eventual success of the
experiment.
4.4 Summary
As work progresses towards the final, full-scale, DUNE experiment, the research and develop-
ment performed by the test stands and prototypes discussed in this chapter represent crucial
understanding which will influence design, schedule and planning of the far detector. Along
with the important comprehension of critical or unexpected phenomena, the experience
gained through the construction and operation of prototype experiments contributes to a
better understanding of the technology and matured expertise which may be taken forward
towards the full-scale DUNE project.
The Materials Test Stand and the Liquid Argon Purity Demonstrator pioneered a new,
necessary method for achieving extreme LAr purity in a non-evacuable cryostat and the
35-ton vindicated the design choices of the DUNE cryostats which greatly simplifies the
associated engineering requirements. Both of these results have had a profound impact on the
development of LArTPCs, with a particular significance for the eventual success of DUNE.
The 35-ton Phase II experience, while unable to deliver the high quality data anticipated
for the purpose of physics analyses, was invaluable to the DUNE strategy. A large number
of ‘lessons learnt’ are already influencing the ProtoDUNE experiments and even the far
detector considerations. It was a significantly important phase of the overall plan and, as a
prototype experiment, can be considered a notable success. The 35-ton Phase II experiment
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will be discussed again in detail with reference to the Online Monitoring and Event Display
framework in Chapter 5 and for the purposes of data analysis in Chapter 7.
Chapter 5
Online Monitoring and Event Displays
for the 35-ton Experiment
Monitoring of the data collected during the running of an experiment is imperative to
ensure a high quality is maintained. Such monitoring is often provided in real-time (‘online
monitoring’), summarising the data from the current run, or in near real-time (‘nearline
monitoring’), summarising data over runs from typically the previous day, week or month
to represent the longer term fluctuations in the data quality. An event display, designed to
illustrate physics events as they occur in the detector, is another desirable feature that is
particularly useful during data collection. The system developed to provide online feedback,
including a basic event display, for the 35-ton Phase II data taking period, described in detail
in Chapter 4, is the subject of this present chapter.
The framework was designed to be flexible and provide prompt feedback for those
operating the experiment; it was thus included as part of the DAQ system, discussed in
Section 4.3.2.3. The monitoring framework itself is the subject of Section 5.1, with its two
functions, data quality monitoring and producing online event displays, presented in Sec-
tions 5.2 and 5.3 respectively. Finally, the web interface developed to allow synchronisation
of this monitoring data to a dedicated web page for ease of access is briefly described in
Section 5.4.
5.1 The Online Monitoring Framework
The framework developed for the monitoring system had the following design goals:
• to be able to analyse the data read out of memory in its raw ‘DAQ format’;
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art::EDAnalyzer
om::OnlineMonitoring
+ analyze(const art::Event&) : void
+ beginSubRun(const art::SubRun&) : void
+ endSubRun(const art::SubRun&) : void
om::DataReformatter om::MonitoringData om::EventDisplay
om::RCEFormatter
om::SSPFormatter
om::PTBFormatter
+ RCEFormatter(const
     art::Handle
       <artdaq::Fragments>&)
+ SSPFormatter(const
     art::Handle
       <artdaq::Fragments>&)
+ PTBFormatter(const
     art::Handle
       <artdaq::Fragments>&)
- TFile*
- TTree*
- TH* s
- MakeHistograms() : void
- fFigCaptions : map<str,str>
+ BeginMonitoring(...) : void
+ EndMonitoring(...) : void
+ GeneralMonitoring() : void
+ RCEMonitoring(const 
   RCEFormatter&, int) : void
+ SSPMonitoring(const
   SSPFormatter&, int) : void
+ PTBMonitoring(const
   PTBFormatter&, int) : void
+ FillTree(...) : void
+ WriteMonitoringData(int,
   int, TString&) : void
- fEVD : TH2D*
- fChannelMap :
   art::ServiceHandle
     <lbne::
        ChannelMapService>
+ MakeEventDisplay(const
   RCEFormatter&,
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+ SaveEventDisplay(int, int,
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Fig. 5.1 The software framework designed and built for online monitoring during the 35-ton
Phase II run.
• to be computationally efficient to allow for processing at the event rate (data taking
rate);
• to provide the flexibility for further monitoring plots to be added with ease;
• to allow for use of an online event display to provide comprehensible images of the
raw data.
In general, the developed system succeeded in all these goals and provided invaluable
information, becoming an integral tool in the commissioning and the data taking during the
35-ton Phase II run.
5.1.1 Design of the Monitoring Framework
The setup consists of a central ‘module’, OnlineMonitoring_module.cc, which is config-
ured within the art framework through its base class. An illustration of the full monitoring
framework is shown in Figure 5.1. The OnlineMonitoring class manages the running of the
system and owns instances of further classes each designed for a specific purpose, controlling
the data flow by calling the relevant methods when required. Once an event has been obtained,
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the data for each component is processed and repackaged into RCEFormatter, SSPFormatter
and PTBFormatter objects. The purposes of this method are
• to provide an interface between the raw data and the methods which analyse the data.
This is important as it provides a single point of maintenance for when formats change
and allows for various ‘DAQ modes’ to use the same analysis code;
• to separate interaction with the DAQ from the handling of output data objects;
• to facilitate random access of the data for more detailed analysis which would not be
possible if just processing linearly.
The main drawback to performing this step is it requires all the data to be held in memory
until the end of the event and represents basically the same information as initially present.
However, it was decided the advantages were worth the required compromises in memory
usage and no problems were apparent during the course of the run except when operating at
the very limits of DAQ capabilities.
These reformatted data objects are then passed to the methods in the MonitoringData class
for analysis. This class owns all of the data products which are output from the monitoring
(e.g. histograms, graphs, trees and files) and deals with their filling and writing out when
required. This is discussed further in Section 5.2.
The event display is handled by its own dedicated class, EventDisplay, which has methods
for making the displays and saving them as an image in the correct place when required. It is
designed to accept the reformatted RCE object and presents the data in as meaningful a way
as possible; this is detailed fully in Section 5.3.
5.1.2 Interface with the DAQ Framework
The 35-ton DAQ, previously discussed in Section 4.3.2.3, was based on the lbne-artdaq
framework illustrated in Figure 4.23. This system has support for running online monitoring
embedded into its design philosophy, with the Aggregator2 process allowed to access data
from shared memory as it is managed by Aggregator1. The controlling monitoring module,
discussed in Section 5.1.1, may be configured to run within this second aggregator process
and thus receive events in real-time as they pass through the data acquisition system.
The events are passed to the Aggregator2 process by the framework when resources
are available; if this is not possible then the event is simply skipped. This behaviour does
not affect the processing of the data through Aggregator1 and any events missed by the
monitoring will still be saved to disk. The issues arise primarily when the monitoring runs
slower than the data taking rate (i.e. when producing monitoring information for an event
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takes longer than the length of the event itself) and were largely inevitable due to the number
of required plots and the computational resources necessary for tasks such as FFTs and event
displays. As most monitoring plots, such as TPC noise, require only a few events, they
are mostly unaffected; however, there are implications when calculating rates and similar
quantities. During normal running, as many as half of the events may be missed by the
monitoring, depending on the detail of the plots being produced. Using multiple threads
detached from the main processes was considered, particularly when making events displays,
as way to increase the event exposure but, due to the potential computing issues which may
arise, it was decided not to implement this for the purposes of a short prototype run.
Each of the DAQ processes run on a machine on the private DAQ network and are
configured as normal within art, using fhicl. Two nodes on the main FNAL network (lbne-
gateway01/02) provide access to these private machines, of which there are 7 (lbnedaq1-7),
and contain all scripts necessary to setup, configure and run the DAQ via a command line
interface.
5.1.3 Writing the Monitoring Data
The data objects are newly created for each subrun and are written out at three points during
data taking:
• an initial write out N seconds after the start of the subrun;
• at frequent intervals during the subrun, every M seconds;
• at the end of the subrun.
The parameters N and M are configurable and were set to 30 and 500 respectively for normal
data taking. The data products are only cleared at the end of a subrun, so any intermediate
writing out of data simply refreshes the current plots.
The event displays are computationally expensive to make and so were only created once
per subrun during normal running. However, since a subrun was automatically stopped, and
a new one started, by the DAQ once the output file had reached 5 GB in size, and (since zero
suppression was not utilised at any point during the run) this occurred on average every four
minutes, a new event display was made relatively frequently.
All the output data were saved on a shared disk on the gateway DAQ machines for further
use. This is discussed in Section 5.4 below.
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5.2 Data Quality Monitoring
The overarching aim of the online monitoring system was to provide direct feedback to the
experimental operators with information about the status of the data taking and the quality of
the data. This is vital for various different aspects of data taking, for example
• ensuring all detector components being used in the current run are receiving and
processing data;
• noting the TPC readout has entered the ‘high noise state’ and acting accordingly;
• checking the trigger rates from the external cosmic muon counters are feasible.
The monitoring was diagonalised in a similar way to the DAQ readout with data from the
TPC, photon detector and external counters processed separately.
5.2.1 TPC Monitoring
Monitoring of the TPC data involved mainly considering various distributions of the ADC
values provided by the front-end boards, separated by channel, board and APA. The mean
and RMS of the ADC values for a given channel provides information such as the measured
pedestal and the level of noise being read out. The uncorrelated component of the noise can
be monitored using the concept of ‘DNoise’; this considers the difference in ADC value
between two neighbouring channels at a given readout time and represents the level of noise
which would be impossible to remove by the use of coherent noise filters only. Unfortunately,
for the 35-ton, this uncorrelated component made up most of the noise across all channels
(see Figure 5.2a). FFTs of the signal waveforms, performed separately for each RCE, were
also useful in monitoring bands of noise in frequency space.
Monitoring of various other problems, such as the digitiser stuck code issue, synchronisa-
tion concerns resulting in a different number of microslices being saved in corresponding
RCE millislices, and the asymmetry of bipolar pulses, were added as these issues became
apparent during the commissioning.
5.2.2 Photon Detector Monitoring
Analogously to the TPC data, monitoring of the photon detectors mainly involved considering
various ADC distributions separated by optical channel and by photon detector. The peak
height, pedestal and integral of each waveform were also considered as a function of channel
to ensure each were operating consistently.
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The triggers sent on by the SSPs were also studied; unfortunately, due to the design of
the monitoring framework (with it not guaranteed to receive each event), trigger rates were
challenging to compute. It was decided to leave them in the monitoring but only consider the
relative rates; the monitoring code may be utilised offline, processing closed files on disk, to
determine accurate rates by ensuring all events are considered. Along with the trigger rate,
the number of triggers, the fraction of events containing a trigger and the number of readout
ticks within each trigger were also considered.
During installation, one photon detector was erroneously left unconnected to its SSP
and so was unavailable during the run. This was discovered using the online monitoring
framework but unfortunately only following the completion of the installation and the sealing
of the cryostat.
5.2.3 External Counter Monitoring
Since monitoring the external counters primarily involves considering trigger rates, a similar
issue to the photon detector monitoring was encountered; as with the SSP triggers, the rates
were only considered relative to different counters. For each counter, the hit rate and the
average activation time were monitored to ensure counters in similar positions were recording
comparable cosmic muon data. The number and type of payloads sent on from the PTB
were also detailed so the amount of data, along with information about what the data are
comprised of, could be monitored.
5.2.4 General Monitoring
A variety of useful quantities not pertaining to any specific subcomponent were also moni-
tored to assure smooth data taking. These include the size of output files and the average
event size from recent runs, information about which detector subcomponents are taking
data and the number of events seen by each, and also synchronisation information between
various detector components.
5.2.5 DQM Plots
The DQM component of the online monitoring produced around 60 figures for each subrun,
illustrating the data discussed in Sections 5.2.1, to 5.2.4. A sample subset of these figures is
shown in Figure 5.2. Figure 5.2a shows the TPC noise; the total noise (RMS of the ADC
values) is shown in blue and the uncorrelated component of this noise in green (the gaps
indicating dead wires). The FFT of a waveform read out by the first RCE (channels 1–128)
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(a) TPC noise. (b) FFT.
(c) ADC values as a function of channel. (d) Subdetectors which are successfully collect-
ing data.
Fig. 5.2 Selection of figures made by the Data Quality Monitoring framework during 35-ton
Phase II running.
is shown in Figure 5.2b and a 2D plot showing the ADC values for each channel, hugely
useful as it demonstrates both the mean and RMS for all channels together, is depicted
in Figure 5.2c. Figure 5.2d shows the subdetectors which are successfully collecting data
and may be used to note one quarter of the TPC readout, along with three photon detector
readouts, were turned off in this subrun.
5.3 Online Event Display
One of the highlights of the data taking was being able to watch events refresh on the online
event display. In addition to the interesting visual display of interactions in the detector, it
was an additional tool used in data monitoring; high noise states, poor LAr purity and drift
field problems were all immediately evident from the display.
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Given the structure of the data when the detector was read out, it proved to be challenging
finding a comprehensible way to represent events. The construction of such a display is the
subject of this section.
5.3.1 Selecting the Data
The raw data formats for the various 35-ton data streams were discussed in detail in Sec-
tion 4.3.2.2. Each DAQ event comprises a collection of millislices, one for each of the
detector subsystems (RCEs, SSPs, PTB), with further structure specific to each system and
comprehensively illustrated in Figure 4.21. An example triggered event in the 35-ton data is
demonstrated in Figure 4.22.
Since the event display runs online, a suitable selection must be applied to ensure the full
physics event occurs within the current DAQ event; proceeding and preceding events are
inaccessible during running. This is achieved by noting whether or not a trigger occurred
(i.e. microslices contain nanoslices), and in which microslice it occurred, when reformatting
the RCE data in DataReformatter. For the event display, an event is only useful if the trigger
occurred within a certain range (e.g. Microslice 5 to Microslice 10), ensuring all the filled
microslices are present within the current millislice. The event display is then filled for a
given range of microslices around the trigger to capture all the physics data.
5.3.2 Representing the Data
The wrapped nature of the induction wires, and the inability to perform disambiguation
without full reconstruction, results in only data from the collection plane being useful for an
online event display. Use of a second dimension is possible if the detector is viewed from
above and by using the drift time as a coordinate. This necessitates the two centre APAs to be
shown together as one combined readout structure and a global two-dimensional coordinate
system established for the entire detector. The wire coordinate is defined simply by counting
wires from the collection planes across all APAs and incorporating fake wires between the
frames, and the time coordinate may be used to take multiple drift regions into account by
correcting all charge deposited in the short drift region to negative ticks.
The event displays are filled with the raw ADC values provided by the FE readout without
the use of reconstruction. An approximate pedestal subtraction is possible by working with
the system used to record these pedestal values. During data taking, the shifter would perform
a run at least once per shift to produce a file containing all the calculated pedestals on each
channel for subsequent uploading to a database for offline use. By ensuring a copy of the
most recent file is always available to the monitoring framework, the pedestals may be
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corrected for and the charge represented as accurately as possible. To limit noisy channels
and to correct for accidental negative charge, the pedestal-subtracted ADC values are only
included if within the range 0−250. Finally, given the relatively low signal-to-noise ratio,
it was decided a grey-scale image showed the best resolution for observing tracks in the
cryostat.
An example event display is shown in Figure 5.3.
5.4 Monitoring Web Interface
The output of the monitoring is vital in assuring the experiment continues to take high
quality, analysable data. To facilitate this process, a web interface was developed to enable
all useful information to be displayed and accessed in a convenient, universal location. This
interface, along with the complementary web page, was relatively basic but was functional
and performed all that was required for the purposes of a short prototype run. The method of
automating the transfer of the monitoring data from where it was saved by the DAQ process
to somewhere accessible by the web server is briefly described in Section 5.4.1 and the web
page itself is overviewed in Section 5.4.2.
5.4.1 Automated Data Transfer
Ensuring the monitoring output was available in the correct place when needed was the
most complicated part of the web interface. This was achieved using a combination of disk
mounting and automated scripts, demonstrated in Figure 5.4.
The DAQ aggregator processes run on the lbnedaq6 and lbnedaq7 nodes, requiring any
saved output be placed in a location accessible to these machines. Mounting a disk belonging
to a gateway node onto these private machines and saving the output directly onto this
ensured the data may be available outside of the private network. The constraints placed on
the configuration by the DAQ group, which preferred nothing other than DAQ processes to
run on lbne35t-gateway01, required a second gateway node, lbne35t-gateway02, be utilised.
The web transfer framework was completed by mounting the Fermilab web area onto this
machine and utilising an automated job to copy the monitoring data from the disk to the
relevant part of the web server. The frequency of this job, 30 seconds, defined the maximum
latency one could expect between data being written out and images appearing online.
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Fig. 5.3 Example online event display made as part of the online monitoring framework for
run 14306 (2nd March, 2016). The view is from the top of the detector looking down; the
red lines represent the spaces between the APAs and the blue line the location of the APA
frames, separating the long and short drift regions.
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Fig. 5.4 Schematic showing the interface between the online monitoring system and the
web. The DAQ machines are shown as rectangles with their disks represented as cylinders.
Connections between a node and a disk are shown as straight lines, with dotted lines
representing processes running on the machine.
5.4.2 Web Page
The web page was hosted at FNAL and located at lbne-dqm.fnal.gov. When the monitoring
framework initiates a write out of all data products, the HTML necessary to correctly display
these images is also written and saved as part of the output. This is copied, along with all
the images and data files, to the web area as discussed in Section 5.4.1. The web page was
basic but fulfilled all fundamental requirements for 35-ton monitoring; it had dedicated pages
for all the data quality monitoring information and the online event display (the nearline
monitoring was also hosted at this website but is not described here). See Figure 5.5 for a
demonstration of web page and example navigation.
5.5 Online Monitoring Summary
The monitoring, with web support, was imperative for the success of the 35-ton. During
the ongoing vertical slice tests in summer 2015, the majority of the setup was in place
and enabled progress in testing and commissioning the APAs to be completed significantly
faster than it otherwise would have been. During this time, and also during commissioning,
the framework was the only way of analysing the data without reading it into LArSoft and
writing specific software. Overall, the framework provided essential feedback and contributed
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Fig. 5.5 Demonstration of the web page developed to display information produced by the
online monitoring and event display. The pages are written in HTML and allowed prompt
and convenient feedback directly from the DAQ be accessed anywhere and assist in remote
monitoring of the experiment. All previous runs are also kept on the website for reference.
positively towards DAQ uptime during the data taking period. It is currently in the process of
being adapted for future use in DUNE, specifically as part of the ProtoDUNE DAQ for the
run in 2018.
Chapter 6
Reconstruction in a Liquid Argon TPC
The use of LArTPCs in future high-precision projects, such as long-baseline neutrino experi-
ments, is very well motivated by the unprecedented spatial and energy resolution available
to detectors utilising the technology. In order to take advantage of all this accessible infor-
mation, accurate reconstruction methods must be developed to perform pattern recognition
and energy determination for use by the proceeding analyses. The techniques and status
of reconstruction in LArTPCs is the subject of this chapter, with particular focus on novel
methods developed for the reconstruction of electromagnetic showers.
The implementation of the reconstruction algorithms discussed in this chapter utilises
the Liquid Argon Software framework (LArSoft), developed at FNAL and shared between
all experiments in the LAr program. LArSoft will be overviewed in Section 6.1 before the
reconstruction chain is described in Section 6.2. The development of new techniques in the
reconstruction of showers will compose the main discussion in this chapter and is contained
in Section 6.3.
6.1 The LArSoft Framework
The Liquid Argon Software (LArSoft) [156–159] collaboration supports the development,
use, sharing and distribution of code utilised by all LAr experiments at FNAL. The LArSoft
framework is written in C++ and built on art [147, 148], the event-processing system estab-
lished at FNAL and used by offline code developed for most experiments hosted at the lab.
As data from most LArTPC experiments share a similar basic format, LArSoft is envisioned
to be agnostic to the detector specifics and to provide a common interface, infrastructure
and algorithms for simulation, reconstruction and analysis. Along with vastly reducing
duplicated effort, this also allows access to the most advanced software developments for
smaller collaborations who otherwise may not have the required resources.
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vertex finding, and particle identification among others. Furthermore, LArSoft algorithms benefit
from the experience of multiple experiments.
1.3 LArSoft project
The LArSoft project coordinates the centralized software repositories, code acceptance and
validation procedures, architecture, documentation of best practices and examples, as well as
version release management and distribution. Configuration-time descriptions of the detector geometry,
electronics, electric field, etc., drive the experiment-specific execution of their end-to-end workflows.
The toolkit is coded in C++. It depends heavily on the art [3] event processing framework that is
in use by many other experiments as well as those using LArSoft.
Figure 2: art components
The art framework coordinates event processing
via configurable, pluggable modules that add data
to, and drop data from events, with conceptual
components as shown in Fig. 2.
The LArSoft software has a well-defined architecture
based both on art and external components supplying
capabilities such as particle generators, simulation,
data displays etc. The layered architecture supports
both common and experiment-specific algorithms and
methods, as well as the integration with and interfacing
to other packages. This architecture, outlined in
Fig. 3, also facilitates the evolution of algorithms and
environment to new methods (e.g. emerging Deep
Learning techniques) and technologies (e.g. new high
performance computing platforms).
1.4 Who Uses and Contributes to LArSoft
Figure 3: LArSoft layered architecture
The ArgoNeuT [4], LArIAT [5], MicroBooNE
[6], DUNE [7] and SBND [8] experiments
currently use LArSoft, with the ICARUS [9]
experiment considering some use of LArSoft
as part of the Short Baseline Neutrino (SBN)
program at Fermilab. The collaborations
contribute algorithms and tools, as well as set
requirements and priorities. The experiments
provide validation of new releases of the
software and define the physics goals
and metrics. ArgoNeuT was the first
experiment to use LArSoft, with members
of the experiment being instrumental in
moving existing methods from the ICARUS
experiment into the LArSoft framework. MicroBooNE’s first publications in the summer of 2016
2
Fig. 6.1 The LArSoft architecture, highlighting support for both common and experiment-
specific algorithms and methods and the interfacing with other packages. Taken from [158].
LArSoft provides well defined interfaces to various external packages, such as GENIE
[160] and GEANT4 [161], and access by particular experiments utilises configurable descrip-
tions of the detector geometry, the electronics, detector response and other unique features.
This structure is demonstrated in Figure 6.1. This architecture ensures a flexible structure
which facilitates the addition and evolution of algorithms and with contingency for future
developments to be introduced with ease.
The art framework provides an interface to the information stored for each event by
user-written ‘modules’, and handles execution by processing each entry and making the
data available to these plug-in modules. Additionally, ‘services’, which exist outside of
the event structure, are provided and may be used to obtain general information such as
detector geometry or LAr properties whenever needed. The two main module types, named
Analyzers and Producers, can access the data products stored in a particular event and, in
the case of Producers, have the ability to place data into the event for use in future processes.
All modules, regardless of their type, have read-only access to the existing information in the
event. Configuration of an art job utilises the custom Fermilab Hierarchical Configuration
Language (fhicl, pronounced ‘fickle’) which may be used to define the modules (including
their order) and services to be run and to provide run-time parameters for use by these
products.
The end-to-end configuration for a given experiment involves the following standard
stages: generation (provided by a generator, such as GENIE), propagation (executed with
GEANT4), detector response simulation, and reconstruction. The results from the first three
steps aim to reproduce as closely as possible the expectations from real data, with the same
reconstruction applied to both the simulated output from the detector and data. The processes
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are configured, using Producer modules, in art using fhicl, generally separated into four
jobs representing each of the stages.
LArSoft was initially developed for use in ArgoNeuT in around 2011 and has since
progressed into the large collaboration it is today, with more than 100 code authors spanning
multiple experiments. The constant progression of algorithms has resulted in very well-
developed, advanced simulation and reconstruction tools with corresponding shared expertise.
The recent use of LArSoft reconstruction on real data, in MicroBooNE [162] and the 35-ton
(Chapter 7), is providing an excellent test of the efficacy of the simulation along with the
validation of reconstruction applied to data. The current reconstruction chain is discussed in
Section 6.2.
Until recently, convincing electromagnetic shower reconstruction had not existed within
LArSoft. Despite this being a major advantage of LArTPCs, it is particularly challenging
and requires significant investment of resources to fully understand. This motivated the de-
velopment of new algorithms within the LArSoft framework, BlurredCluster and EMShower,
which will be discussed in detail in Section 6.3.
6.2 The Reconstruction Chain
Reconstruction in LArSoft is the process of forming particle objects, with enough information
to be able to perform identification, from the raw charge read out by the anode planes. The
process may be considered as consisting of three main components: calibrating the raw charge
to remove detector effects, pattern recognition, and calorimetry. These will be discussed in
Sections 6.2.1, 6.2.2 and 6.2.3 respectively. The general workflow is shown schematically in
Figure 6.2.
6.2.1 Raw Charge Calibration
The charge induced and collected on the readout wires is modified by detector effects which
must be well understood in order to be properly accounted for. The measured waveform,
p(t), obtained from the signal s(t), measured as a function of time t, can be represented in
pseudocode as
p(t) = (s(t)⊗ e(t)⊗ f (t))+n(t), (6.1)
where e is the electronics response, f is the field response and n is the noise in the detector.
Together, e(t)⊗ f (t) are referred to as the detector response.
The first step in the reconstruction, referred to as the ‘deconvolution stage’, involves
removing these detector responses. This proceeds by subtracting the noise profile from the
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included results from fully automated reconstruction of detector events. To meet this goal, the
collaboration has driven much of the short-term development and support as the characteristics of
their detector during data taking are fully explored. LArIAT, as a test-beam experiment, drives the
approaches to correctly integrate and calibrate the TPC data with the many other ancillary detectors.
DUNE has used and contributed to LArSoft for the DUNE 35ton prototype run at Fermilab in 2016.
Work continues for DUNE and ProtoDUNE reconstruction and simulation, as well as ProtoDUNE
data taking in 2018. SBND is coming up to speed and is benefiting from the algorithms already
developed, before extending them to meet their specific detector needs. The
The Scientific Computing Division (SCD) at Fermilab provides the resources and services
for the centralized code management and release activities. The core LArSoft project team also
oversees the architecture and guiding principles of the whole system—encouraging and coordinating
the means for sharing code, effectiveness of the contributions from the whole collaboration, and
connections to external software packages.
External software packages currently depended on by and/or interfaced to the toolkit include
those from the Pandora project [10], the art project, and the SCD simulation software groups.
These groups also contribute to the overall architecture, data structure and interface definitions to
enable a well modularized and extensible system.
A full set of requirements for the toolkit was developed at a workshop in 2015. As the
experiments and software evolve, capabilities are mapped andmatched to the recorded requirements.
In addition, any new or modified requirements are captured. The current requirements document
[11] includes more than forty authors who contributed to a broad range of topics, arising from the
needs of their experiments.
2. Algorithms, Services and Data Products
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raw data
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Physics object reconstruction
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Figure 4: Sample reconstruction workflow
This section describes the core components
that enable multiple developers to contribute
to a common set of software executables
which run a variety of physics algorithms
through configuration-driven workflows [12].
The executables that use the art framework,
are physics programs where physics algorithms,
provided as plug-in modules, are loaded and
invoked in the order defined by run-time
configuration files.
LArSoft provides abstract interfaces
to retrieve the information needed by
its algorithms, and at least a simple
reference implementation, typically reading
the information from program configuration
files, databases, or local data files. Algorithm modules are also responsible for extracting the input
data and storing the data output.
3
Fig. 6.2 The LArSoft reconstruction workflow to produce 3D reconstructed objects from the
raw charge read out by the node wires [158]. The status of the reconstruction is shown on
the right, with the various algorithms and their outputs represented on the left.
measured waveform before Fourier transforming into frequency space and dividing out the
field and electronics components. The detector responses must be accurate and the models
used have been developed at test stands to ensure they best represent the detector effects.
This process is applied in reverse during the detector simulation stage of the simulation to
reproduce the expectations from the data as much as possible.
The detector response is demonstrated in Figure 6.3. The principle of current induction
on the anode wires is described by the Shockley-Ramo [163, 164] theorem; the instantaneous
induced current i is given by
i = qE⃗w · v⃗q, (6.2)
where q is the charge of an element of ionisation, E⃗w is the field vector at the location of the
charge and v⃗q is the velocity of the charge packet [165]. The electric potential for the full
wire planes is based on a 2D Garfield simulation [166]; simulated TPC signals for each of
the planes are demonstrated in Figure 6.3a. The induced current is received, amplified and
shaped by the preamplifier in the front end electronics. Typical shaping times and gains are
demonstrated in Figure 6.3b.
Following the deconvolution stage, the waveforms all have the form of a unipolar pulse.
The reconstruction proceeds with ‘hit finding’, with the purpose to accurately determine the
properties of the collected charge. In particular, the peak time, width and total charge of the
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(a) Field response. (b) Electronics response.
Fig. 6.3 Detector response for charge readout in a LArTPC. The field response is shown
in Figure 6.3a and the electronics response, defined by configurable front end electronics
settings, is demonstrated in Figure 6.3b. Based on descriptions in [165].
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(b) V plane.
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(c) Z plane.
Fig. 6.4 The process of deconvolution and hit finding to determine the correct charge from
the measured pulses on the readout wires. Each 2D plane is represented as charge (ADC)
as a function of time (tick, 500 ns). In each case, the black waveform represents the raw
measurement, the blue shows the outcome of deconvolution and the pink peak indicates
the reconstructed hit. Note the normalisation of the deconvoluted signal has been fixed to
provide a factor four amplification for illustratory purposes. The shift in time and shape is a
result of the deconvolution from the electronics response (demonstrated in Figure 6.3b).
‘hits’ are pertinent for future reconstruction algorithms. This is typically achieved by fitting
a Gaussian to the pulse and using this to aid the determination of the hit properties. The
result of the deconvolution and hit finding stages are represented for simulated hits on three
separate planes in Figure 6.4. The hit finder used here is the Gaussian Hit Finder in LArSoft.
Due to the wrapped wires, multiple hits will be reconstructed on each channel, one for
each possible wire segment. The final stage of hit processing is to perform disambiguation
to select the correct hit for use in subsequent algorithms. As previously discussed (Sec-
tion 3.3.2.1 and Section 4.3.1.1), this is trivial in the far detector design as the wire wrapping
angles are chosen such that no induction wire segment crosses each collection channel more
than once. In the 35-ton, the slight difference in angle between the two induction planes
results in ‘triple points’, where there are hits on each plane almost instantaneously, which
facilitates a deduction of the correct induction channel hits.
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(a) Hit reconstruction.
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(b) Cluster reconstruction.
Fig. 6.5 Demonstration of 2D reconstruction in LArSoft on a simulated νµCC event. The
result of hit finding is shown in Figure 6.5a, where each black rectangle represents a separate
hit, and the grouping of these hits into clusters is illustrated in Figure 6.5b, where blocks of
hits sharing a common colour are associated to the same cluster object.
6.2.2 Pattern Recognition
The next typical stage of the reconstruction following hit finding is the process of forming
2D objects, or ‘clustering’. In LArSoft, all 2D objects, regardless of their topology, are
named ‘clusters’ and are simply a collection of hits identified as being associated with a
common ionising particle. These 2D structures exist only on a given plane and do not have
contributions from multiple views; the extension to 3D reconstruction involves combining
numerous clusters between the views. Multiple cluster algorithms exist in LArSoft, each
designed for different specialisations.
An example 2D view of a νµCC event, simulated in a reduced far detector volume, is
shown in Figure 6.5. This particular interaction is a deep inelastic scatter producing, along
with the muon, multiple final state protons and a very high energy π+ meson. The outcome
of hit reconstruction is demonstrated in Figure 6.5a and the result of applying clustering to
these hits is displayed in Figure 6.5b, with each colour representing a separate cluster. The
2D cluster finder used here is Cluster Crawler [167].
Combining 2D information from multiple views in a LArTPC enables the formation
of 3D objects. In LArSoft, several 3D products exist: ‘space points’, ‘vertices’, ‘tracks’
and ‘showers’. Space points are a form of 3D hit, defined simply by a point in the detector
Cartesian geometry, and vertices are a specific example of these locations created to represent
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(a) 2D view; wire vs tick for multiple wire planes.
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(b) 3D view; x-z and y-z orthogonal planes.
Fig. 6.6 Demonstration of 3D reconstruction in LArSoft on a simulated νµCC event. Each
colour represents a unique 3D track object, with information shared between each of the
anode planes; this is evident in Figure 6.6a. An additional view is demonstrated in Figure 6.6b
where two orthogonal planes of the detector geometry are shown.
an important part of the event (e.g. the neutrino interaction point or even just a track start).
Tracks and showers are more complex objects which represent individual particles and
contain associated properties relevant to the topology of each. Tracking is relatively advanced
in LArSoft, with multiple track fitters shown to produce well-formed track objects efficiently;
shower reconstruction is less so and will be discussed in detail in Section 6.3.
The result of applying track reconstruction to the νµCC interaction discussed in Figure 6.5
is shown in Figure 6.6. As with clusters, each colour represents a unique track object and
it is clear from Figure 6.6a that hits across multiple planes contribute to a given track. A
complementary view is also shown in Figure 6.6b, where the objects are represented in two
orthogonal views in the detector coordinate system. The track finder used here is Projection
Matching Algorithm (PMA) [168].
It is worth noting the approach to forming the eventual 3D objects, from which particle
identification and analysis may be executed, is not unique. The method outlined above is
most relevant to the shower reconstruction discussed in Section 6.3 and is the chain used
in the majority of LArSoft processing; however, progress is being made on an additional
technique which focusses directly on 3D reconstruction. This is called ‘Wire-Cell’ [169] and
utilises a tomographic method, following the LArTPC principle that each plane observes the
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same amount of ionisation electrons, to build up a 3D image of the event. This may then be
characterised to find the properties of the particles and make the track and shower products.
All reconstruction methods utilise the same information provided by the detector but not
necessarily in the same order.
6.2.3 Calorimetry
The possibility of extremely precise energy measurements is a significantly attractive feature
of LArTPCs and is achieved by careful calibration of the charge received from the drift
electrons. There are a number of distinct calibrations which must be conducted to ensure
reliable calorimetric measurements and the relevant procedures will be outlined in this section.
Setting the ADC to energy translation is the subject of Section 6.2.3.1 and determining the
electromagnetic shower and neutrino energy conversion from the total deposited charge will
be discussed in Sections 6.2.3.2 and 6.2.3.3 respectively.
6.2.3.1 Energy Determination
Following deconvolution and hit finding, the charge carried by each packet of electrons is
understood as the Gaussian integral of the hit and is normalised, by default, in units of 200 e−
(often just ‘ADC’ in certain following plots). The ‘calorimetry constant’, responsible for
converting between digitised readout charge and the number of electrons which deposited
the charge, is therefore 5×10−3 in simulation (1/200), but is not necessarily equivalent in
data due to limitations of the simulation. This will be discussed further in Section 7.4.2 in
Chapter 7.
The precise calorimetry constant may be tuned by considering minimally ionising parti-
cles (mips), which are known to deposit 2.1 MeV/cm energy when propagating through LAr.
The number of electrons contributing to a hit is determined using the calorimetry constant
and corrected for lifetime and recombination to yield the total number of ionised electrons
initially forming the ionisation packet. Utilising the ionisation energy of LAr (23.6 eV/ion),
the total energy deposited by the particle may be inferred. Combining this information for
hits on successive wires, accounting for the pitch of the particle track, enables a measurement
of dE/dx to be made. By plotting the distribution for multiple tracks, the calorimetry constant
may be tuned until the dE/dx is as expected.
6.2.3.2 Shower Energy Reconstruction
For large groups of hits from a common source, such as for electromagnetic showers, an
alternative approach may be employed. A linear relationship is observed between the lifetime-
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Fig. 6.7 Correlation between the true deposited energy in an electromagnetic shower and the
total charge in the detector for electron showers in the DUNE far detector. The parameters
from the linear fit are extracted for use in the reconstruction.
corrected charge deposited and the true deposited energy, demonstrated in Figure 6.7. This
was made by simulating 1000 electrons in the DUNE far detector geometry at each of the
energies 0.5, 1.0, ..., 5.0 GeV and taking a Gaussian fit of the total charge deposited in
the detector for each energy. An almost-perfect linear fit is observed and the associated
parameters are used when determining the shower energy in reconstruction.
6.2.3.3 Neutrino Energy Reconstruction
In order to reconstruct the neutrino energy from beam interactions, the total charge deposited
in an event is considered under the assumption that it all originated from the incoming
neutrino. Leptonic energy (i.e. muon tracks and electron showers) is first determined from
either the electron shower energy or, in the case of a muon, by using either containment or
multiple Coulomb scattering (MCS) considerations. The remaining charge is then treated as
hadronic energy and a similar conversion to that demonstrated in Section 6.2.3.2 is employed
to perform the conversion [170]. This approach ensures the correct calibration for the
hadronic energy component, which often includes unseen contributions from neutrons.
6.3 Shower Reconstruction in LArTPCs
Reconstructing showers in a LArTPC is challenging and until recently was an unsolved
problem in LArSoft. This section describes the development of novel techniques for the
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purposes of complete shower reconstruction within a LArTPC. The primary motivations for
the undertaking were initially the desire to perform a π0 analysis in the 35-ton dataset and the
lack of available tools. The reconstruction was thus developed with π0s in mind, specifically
focussing on the separation of closely occurring showers from the two photon daughters, but
has utility in the reconstruction of all showering particles.
Excellent shower reconstruction is essential for the success of the DUNE experiment. In
order to distinguish between the main oscillation signal (discussed further in Chapter 8)
νe +n→ e−+ p+ (6.3)
and the potentially tricky neutral current background
νµ +n→ νµ +π0 +hadrons, (6.4)
the electron and the π0 decay photons must be well discriminated. This motivates the
requirement of high quality reconstruction of these electromagnetically showering particles.
The shower reconstruction problem is first overviewed in Section 6.3.1 before the specific
algorithms are discussed in Sections 6.3.2 and 6.3.3 respectively. A further problem in
LArTPC reconstruction, track/shower separation, is the subject of Section 6.3.4, before
finally the performance of the reconstruction is evaluated in Section 6.3.5.
6.3.1 Showers Overview
High energy electrons and photons produce electromagnetic showers in a LArTPC via pair
production and bremsstrahlung processes. They may be distinguished using the excellent
calorimetric properties of the detector by careful analysis of the initial part of the object,
before showering occurs. A photon, since it has no electric charge, does not ionise and so is
only observable following pair production. Thus, one would expect the initial part of a photon
shower to be twice as ionising (two electrons) than the start of an electron shower (a single
electron); the dE/dx at the beginning of an electron and a photon shower is 2.1 MeV/cm and
4.2 MeV/cm respectively.
The required properties provided by the reconstruction of electromagnetic showers
include an accurate start position and direction, a dE/dx measurement for the first 3 cm of
the shower and the total deposited energy left by the shower. It is thus vital the object is as
complete as possible and is orientated correctly. Additionally, good separation between π0
decay photon showers is required for calibration purposes and to reduce the neutral current
6.3 Shower Reconstruction in LArTPCs 125
LArSoft
Run:   10000006/0
Event: 90
UTC Thu Jan 29, 1981
17:35:46.760298240
t [ticks]0 1000 2000 3000 4000 5000
q [
AD
C]
10− 5−
05
10
0 50 100 150 200 250 300 350
1850
1900
1950
2000
2050
2100
2150
2200
0 50 100 150 200 250 300
1850
1900
1950
2000
2050
2100
2150
20 40 60 80 100
1850
1900
1950
2000
2050
2100
2150
2200
2250
Fig. 6.8 An example particle gun π0 event in the 35-ton geometry. Hit reconstruction
(including disambiguation in the induction planes) has been applied with individual hits
shown as black rect ngles. The two decay photons are visible by eye but shower very close
to each other.
π0 backgrounds previously discussed. An example 35-ton particle gun π0 event is shown in
Figure 6.8 to demonstrate the task presented to the reconstruction.
The algorithms presented in the following section successfully meet these criteria and
produce high quality reconstructed showers with high efficiency. Two methods are outlined,
BlurredCluster and EMShower, which are designed to perform 2D and 3D reconstruction
respectively and together produce fully reconstructed shower objects.
6.3.2 BlurredCluster Algorithm
The BlurredCluster algorithm is a 2D clustering algorithm [171] implemented with LArSoft
[172, 173]. It is optimised for shower reconstruction in general and, more specifically, for
the reconstruction of π0s. The method convolves the hit map with a Gaussian kernel in order
to ‘smear’ out the deposited charge and introduce ‘fake’ hits to facilitate a more complete
and accurate reconstruction.
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Fig. 6.9 An example 2D Gaussian kernel, made using Equation 6.5, alongside the contribu-
tions from each dimension. In the context of convolving with a hit map for reconstruction
purposes, consider the charge at point (0, 0) to be a hit. The neighbouring bins, within a
given blurring radius r (in this case, 4 in each direction), are assigned charge according to
the value of the kernel at each point. If no charge were originally deposited at that location,
a ‘fake’ hit is introduced. In this example, the Gaussian in the horizontal direction is much
wider (σwire = 2.6) than in the vertical direction (σtick = 1).
6.3.2.1 Algorithm Description
The energy deposited by showering particles is contained on several discrete readout wires
and is not necessarily representative of the initial deposition of charge, which is more diffuse.
This motivates the concept of ‘smearing’ the charge between adjacent wires, reproducing
the more realistic distribution. In addition, since ionisation packets naturally spread in time
(longitudinal diffusion), it is natural to take this into account when redistributing the deposited
energy.
The smearing is performed using a 2D Gaussian kernel, given by
1√
2πσwire
1√
2πσtick
e
− r
2
wire
2σ2wire e
− r
2
tick
2σ2tick (6.5)
and defined by two parameters in each dimension (wire and tick); the standard deviation σ
of the Gaussian function and the ‘blurring radius’ r, the distance the blurring is extended in
each direction. An example of such a kernel is demonstrated in Figure 6.9.
The Gaussian widths and blurring radii in each direction are determined dynamically for
each individual hit map and even for individual hits. This is achieved by initially guessing
a direction of each shower (using least squares and Principal Component Analysis (PCA)
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considerations) and assigning the parameter values relevant to the assumed directionality.
For example, if it appears a particle shower is travelling primarily in the wire direction, an
appropriate 2D kernel would be wider in the wire direction and would extend further in this
dimension (i.e. rwire ≫ rtick). This example is demonstrated in Figure 6.9 where it is clear the
charge is noticeably smeared more in the wire (horizontal) than the tick (vertical) direction.
Additionally, the width of a particular hit in time is taken into account when selecting an
appropriate kernel with which to smear its charge. A hit with a greater width justifies a much
wider kernel in the tick direction to take into account this distribution of charge.
A demonstration, in 1D, of the convolution process is the subject of Figure 6.10. In this
example, the width of the kernel is fixed and the blurring radius is set to 2. The final charge
distribution may be compared to the input hit map in the bottom right figure, in which a more
realistic smearing of the deposited energy in the detector may be observed. The process in
2D is identical to this simplified example but uses contributions from bins in two dimensions
rather than just one.
The result of the Gaussian blurring process on the 35-ton π0 depicted in Figure 6.8 is
shown in Figure 6.11. The efficacy with which the blurring encompasses the showers, whilst
maintaining separation, is evident. This is the aim for the smearing process and the resulting
shower quality is directly dependent on how well the charge is redistributed before clustering.
Following completion of the hit map blurring, clustering proceeds utilising a simple
nearest neighbour algorithm. This is sufficient to group all hits of a shower together once
the Gaussian smearing has smoothed out the charge distribution and introduced fake hits
to populate gaps in the collected charge. The final stage of the process involves identifying
the original hits and producing the relevant output clusters for use in further algorithms.
The output clusters produced by the BlurredCluster algorithm for the 35-ton π0 event are
demonstrated in Figure 6.12.
6.3.2.2 Configuring the Clustering
The BlurredCluster algorithm takes reconstructed hits as input, previously determined by a
LArSoft hit finder (such as gaushit). It places the output clusters, along with associations to
the hits which comprise them, back into the event record. There are multiple user-defined
parameters which must be tuned to provide the best reconstruction. This has been done for
both the DUNE 35-ton and FD geometries and is dependent on detector properties such as
the induction wire angle and anode wire pitch.
There are two ways in which the reconstruction can be performed in a given detector;
either for each cryostat, drift volume (DV) and plane separately or alternatively across all
DVs for each plane in a given cryostat. This distinction is necessary due to the detector
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Fig. 6.10 Simplified demonstration, in 1D, of the blurring process used when smearing charge
from a hit map. The process follows from left to right, top to bottom. The Gaussian width
is fixed for each hit and the blurring radius is set to 2. For each bin, any real hits within
the blurring radius (represented by red lines) contribute to the charge introduced as a fake
hit. The original hit map is shown underneath the blurred version, which is completed as
the bins are looped through. The final blurred hit map shows a smearing of the input charge
according to the original distribution of charge and the particular Gaussian kernel used in the
convolution.
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Fig. 6.11 The output of the blurring stage of the BlurredCluster algorithm on the hit maps
from two planes of the 35-ton π0 event illustrated in Figure 6.8. The greyscale represents
charge deposited in the wire/tick space.
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Fig. 6.12 The 2D clusters made using BlurredCluster when applied to the 35-ton π0 event
shown in Figure 6.8. The different colours represent separate cluster objects.
readout, which arbitrarily breaks up the active region into distinct DVs depending on the
APA which reads the charge out. When performing reconstruction, it is unnatural to consider
each DV separately and so instead a ‘global’ volume is defined. Such a coordinate assigns a
wire number for all wires on a given plane in a single cryostat, agnostic to the boundaries
defined by the detector hardware. This scheme is demonstrated in Figure 6.13 and is used by
default by BlurredCluster.
6.3.3 EMShower Algorithm
The EMShower algorithm is a 3D shower reconstruction algorithm implemented within
LArSoft [174, 175]. It was conceived as an extension of the 2D BlurredCluster reconstruction
method and takes these clusters as input. The philosophy behind such a design choice is
to perform as much of the reconstruction as possible in 2D, where most of the information
exists, before simply applying a 3D matching algorithm to the output to produce complete
objects. Since BlurredCluster has been shown to produce very well formed, complete clusters,
EMShower essentially just combines these clusters together to form 3D shower objects.
The shower reconstruction is intended to be very high-level and depend heavily on pre-
vious reconstruction to take advantage of as much available information as possible. It is
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Fig. 6.13 Demonstration of the ‘global wire’ concept in single-phase LArTPC reconstruction.
A single hypothetical induction plane is shown across the 4 APAs in the 35-ton geometry. The
blue boxes represent the APAs and the black lines and numbering at the top show the wires
in one plane. In the left-hand figure, the APAs are considered separately and the conventional
wire numbering is shown, with each wire represented by four numbers: the cryostat, DV,
plane and wire number. Reconstruction may be performed in each DV independently using
the wire number as the spatial coordinate. In the right-hand figure, the entire volume is
considered as a whole and the wires are renumbered to reflect their position in the global
geometry. An imaginary line connecting wires which would overlap others on different APAs
(and thus different DVs) if extended is used to give each of the wires a common index. In
this scheme, each is described using just three numbers: the cryostat, plane and global wire.
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(a) BlurredCluster.
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(b) Projection Matching Algorithm.
Fig. 6. 4 Comparison of the 2D shower cluster reconstruction and the 3D tracking recon-
struction for a 35-ton π0 event. In both cases, the different colours represent individually
reconstructed objects. It should be noted that, due to the 3D nature of the tracks, the same
colours are evident across multiple views in Figure 6.14b, representing the hits used to
construct the shower in each plane.
written very generically, making no assumptions on the specifics of the detector geometry
such as the number of planes (LArIAT, which only possesses two readout planes, successfully
uses EMShower to reconstruct showers). The shower-forming proceeds in two general steps:
pattern recognition provides the geometrical shower shapes by combining 2D clusters from
multiple views before analysis of the hits across the views is performed to determine proper-
ties of these shower objects. These stages will be discussed in the following Sections 6.3.3.1
and 6.3.3.2 respectively.
6.3.3.1 Shower Pattern Forming
Taking advantage of the well developed tools already within LArSoft, EMShower performs
cluster matching by utilising previously conducted 3D track reconstruction. This is demon-
strated in Figure 6.14, which shows the output of BlurredCluster adjacent to the 3D tracks
found by the Projection Matching Algorithm for the 35-ton π0 event shown in Figure 6.8. It
is clear how using the respective hit associations facilitates connections between 2D clusters
and 3D tracks, essentially matching the clusters between the views and forming 3D objects.
The output from this stage is a collection of hits which are assumed to be part of the same
shower object; the shower properties are determined by analysing these hits.
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The algorithm performs checks to ensure two cluster merge candidates are indeed related
to the same particle. The number of track hits associating the clusters and the length of
the track are taken into account before matching two objects across views. Additionally,
with three planes, it is possible to analyse the 2D reconstruction to determine, for example,
whether or not one plane contains one large cluster whilst the other two planes contain two
smaller clusters, which may be indicative of poor reconstruction in the first view.
6.3.3.2 Shower Properties Reconstruction
Following the formation of the showers and the identification of all the associated hits in each
view, the properties of the object may be determined. The shower energy may be determined
for each plane using the method discussed in Section 6.2.3.2. For all other relevant properties,
it is imperative the start of the shower is successfully found and efficiently reconstructed.
From this initial track before the particle begins to shower, the start point (conversion point),
initial direction and dE/dx may be determined.
In order to orient the shower, the hits are analysed in each plane separately whilst using
information from other planes to validate. Initially, the hits in each plane are assembled into
a rough ‘order’, corresponding to how far along the shower each is. This is achieved by
projecting each hit onto the axis determined using a least squares fit on all the hits in a given
view. In most cases, this order is accurate but not necessarily oriented correctly. Occasionally,
if the shower is not very well formed (such as if it travels very parallel to the wires) in one
plane, the hit order is not defined and the view is discarded for the purposes of shower start
finding. This is accomplished by comparing the RMS of the perpendicular distance of all
hits from the central axis and removing views in which this differs significantly.
Once there is sufficient confidence that the hits are correctly ordered in the remaining
planes, they are then oriented correctly. This is done by evaluating the ‘RMS gradient’,
the RMS of the distribution of the hits in discrete segments along the length of the shower.
Figure 6.15 demonstrates how this may be utilised to correctly orient the shower. As is
evident from the figure, a positive gradient, implying the distribution of the hits is becoming
more diffuse along its axis, indicates the assumed orientation of the shower is correct and a
negative gradient is indicative of a reverse-facing shower. This represents an overly simplified
case but this method has been found to work surprisingly well across a wide range of differing
shower and event topologies, at least as an initial guess. Additional checks are in place
to ensure the orientations agree between views and to re-evaluate the shower ordering if
necessary.
After correctly orientating the hits along the axis of the shower in each view separately,
it is straightforward to determine the initial track-like parts. For each plane, the hits are
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(a) Positive gradient. (b) Negative gradient.
Fig. 6.15 Demonstration of the method utilised to ensure a correct shower orientation of the
shower in a given view for the purpose of shower start finding in the EMShower algorithm.
considered in order until it becomes obvious the shower is diverging (e.g. multiplicity of
hits on the wires). The initial shower hits from each of the planes are combined in order to
construct a 3D track object, which is used to provide a start point and direction. These hits
are additionally analysed to provide a dE/dx for the start of the shower.
The result of applying the full EMShower algorithm to the 35-ton π0 event from Figure 6.8
is presented in Figure 6.16. The complete 3D shower objects for each photon are evident with
well reconstructed properties, demonstrating the successful shower reconstruction provided
by BlurredCluster and EMShower together. The reconstruction is characterised and validated
further in Section 6.3.5.
6.3.4 Track/Shower Separation
The shower reconstruction described in Sections 6.3.2 and 6.3.3 is optimised for shower-
like hits and makes no attempt to ignore hits which originate from tracks. This issue of
track/shower separation is a complex problem in LArTPCs and remains largely unsolved.
Significant progress has been made in the last year however, mainly via the use of machine
learning. The vastly differing topologies, wide band energies in the DUNE beam and highly
detailed event information all contribute to a challenging reconstruction issue unlikely to be
solved without the use of deep learning algorithms.
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Fig. 6. 6 The output from the full 3D shower reconstruction provided by BlurredClus-
ter/EMShower when applied to the 35-ton π0 event shown in Figure 6.8. The showers are
shown in both the 2D wire/tick view in Figure 6.16a and in the orthogonal 3D representation
in Figure 6.16b. The stars/crosses represent the reconstructed start point and the dotted lines
the reconstructed direction.
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Fig. 6.17 An example simulated νeCC interaction in the DUNE far detector. The Gaussian
hit finder has been used to reconstruct hits, shown as black rectangles. The electron shower is
evident, along with many other smaller hadron tracks. The νe energy in this event is 3.7 GeV
and the electron has an energy of 1.9 GeV.
This section briefly details the development of an alternative approach to the problem,
which was found to be inferior to the more recent developments. It is nonetheless instructive
to overview the subject and assess the attempted method to evaluate how the experience may
inform other potential strategies in addressing the issue.
The algorithm was developed primarily for the purposes of the νeCC oscillation appear-
ance selection, the subject of Chapter 8. An example MC νeCC event is demonstrated in
Figure 6.17. The topologies of the different particle objects are evident by eye and the pur-
pose of the track/shower separation is to remove the track-like hits from the events, leaving
just shower-like hits over which the shower reconstruction algorithms may be run.
Following the success of EMShower, which utilised as much previously executed recon-
struction as possible to access all available information about an event, the track/shower
separation was also conceived to benefit in this way. It is designed to be performed following
track finding and, in essence, simply analyses each of the reconstructed track objects to
identify which are the result of track-like particles. The associated hits are then removed
from the sample passed on to BlurredCluster for shower reconstruction.
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Fig. 6.18 A simplified event topology demonstrated typical track and shower topologies. The
three distinct features are highlighted; the blue label represents a track, the red a ‘shower
track’ and the green a ‘shower cone’.
A typical, though simplified, event, containing a track and shower, is demonstrated in
Figure 6.18. The three topological objects are noted as a track, a shower track (the initial part
of a shower before the electromagnetic cascade occurs) and a shower cone (the rest of the
shower downstream of the shower track). The track/shower separation treats each of these
objects independently to ensure a complete evaluation of the entire topology. The algorithm
proceeds in the following general steps:
• track-like objects (including tracks and shower tracks) are identified;
• shower tracks are identified;
• shower cone activity is identified.
The tracks and shower tracks are deduced by considering additional activity along the
length of each previously reconstructed track object, in both 2D and 3D. Tracks which
do not belong to the shower cone have a characteristically lower amount of external hits
in a surrounding cylinder or rectangle, and are identified with good efficiency. Following
this, the number of previously determined tracks and hits in a projection from either end
of these track-like objects may be used to distinguish shower tracks. The shower cones
are determined by examining the event following the determination of any shower tracks.
Additional checks are in place, such as reevaluating a track-like object upon discovering a
large amount of activity downstream of its end and reversing the orientation of objects based
on other identified activity in the event, to ensure the method is as robust as possible.
The result of applying the algorithm to the DUNE νeCC event shown in Figure 6.17 is
demonstrated in Figure 6.19. The electron shower is observed to be well separated from the
other tracks from the vertex and reconstructed nicely. This is a very successful reconstruction
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Fig. 6.19 The result of applying the track/shower separation, BlurredCluster and EMShower
algorithms to the example DUNE far detector νeCC event demonstrated in Figure 6.17. Both
the 2D views and 3D projections are shown. The colours represent individual shower and
track objects (note the same colour may be used for both a track and a shower without
implying the objects are related) and the crosses demonstrate the reconstructed start position
of the showers.
of the original event and may be utilised in the νeCC selection discussed in Chapter 8. A
more general analysis of the performance of the reconstruction is considered in Section 6.3.5.
The reasoning behind performing this separation following the completion of track
finding, as mentioned previously, is to utilise as much information as possible about the
interaction. There are however many drawbacks which were identified whilst developing the
algorithm. For example, any mistakes in the track reconstruction has implications for the
success of the overall analysis of the event and may be a considerable problem. Additionally,
track reconstruction is not optimised in the important region around the vertex and often fails
to distinguish separate particles or too aggressively approaches a complex hit distribution. If
the shower track is not well reconstructed, or even just some hits misidentified, the method
detailed above will often fail. It became clear during the building of the framework that the
track reconstruction would also benefit from prior separation of hits, and that this problem
must be solved at the hit, or even charge, level. Such fine scrutiny is exceptionally challenging
and it was only when utilising machine learning tools that the issue appeared resolvable. As
noted earlier, this is likely how the eventual solution will be found.
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6.3.5 Performance of the Reconstruction
The performance of the reconstruction will be discussed in this section, with shower properties
compared with true values (from the simulation) and with expectations. The validation sample
includes the following particles (generated using a particle gun with no other event activity):
• Electrons, 0.1–5.0 GeV, 10 000 events, DUNE reduced far detector (10kt) geometry;
• Photons, 0.1–2.0 GeV, 10 000 events, DUNE reduced far detector (10kt) geometry;
• π0s, 0.4–1.0 GeV, 10 000 events, DUNE 35-ton geometry.
The same, standard reconstruction was applied to each sample and the resulting shower
objects analysed to quantify its functionality.
6.3.5.1 Shower Properties
The efficacy in creating complete shower objects, including a reconstructed start point,
direction, dE/dx, energy and associated hits, is demonstrated in Figure 6.20. It is clear the
reconstruction performs excellently at all energies above the very lowest, where the least
amount of information is available to the reconstruction. This is a very important feature of
the reconstruction and great care was taken to ensure the reconstruction operates as effectively
as possible. It should be noted that this is only for single particle events, and less reliable
reconstruction should be expected when the detector contains multiple particles, but it is
nonetheless important in demonstrating basic capabilities.
The quality of the reconstructed shower start point and direction is demonstrated in
Figures 6.21 and 6.22 respectively. In both cases, it is clear in general the reconstruction
performs very well at identifying the shower conversion point and extracting the relevant
parameters. The small (arguably insignificant) spike around zero in the direction plots results
from challenging shower topologies in which a start point is successfully found but there is
insufficient information from multiple planes to make an accurate direction measurement.
The calorimetric information provided by the reconstruction, namely the shower energy
and the dE/dx from the initial shower track, is evaluated in Figure 6.23 and 6.24 respectively.
As with the previous validation plots, the reconstruction is shown to produce high quality
shower objects. The energy completeness peaks at around 80% for both particle species
demonstrating a good reconstruction efficiency and good energy conversion. The reasons for
the slightly low peak are due to small issues with fragmentation in the pattern recognition
stage, especially towards the lower energy end of a shower, with more sparsely distributed
hits, and misunderstandings in the shower energy conversion (described in Section 6.2.3.2).
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Fig. 6.20 The fraction of total shower particles for which a shower object is created when
using BlurredCluster/EMShower reconstruction. A complete reconstructed shower object is
required to have a reconstructed start point, direction, dE/dx, energy and associated hits.
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Fig. 6.21 The difference between the true
and reconstructed shower conversion points.
The resolution for both electron and photon
showers is around 0.1%.
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Fig. 6.22 The vector dot product between the
true and reconstructed initial shower direc-
tion. The angular resolution for electrons is
19% and for photons is 23%.
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Fig. 6.23 The completeness of the reconstruc-
tion shower energy when compared with the
true deposited energy from simulation. The
energy resolution for electrons is 25% and
for photons is 28%.
Entries  9898
dE/dx (MeV/cm)
0 1 2 3 4 5 6 7 8 9 10
Sh
ow
er
s
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
310× Entries  9614
Electron
Photon
Fig. 6.24 The dE/dx information from the
start of the reconstructed shower object. The
resolution of the dE/dx is 2% for electrons
and 10% for photons.
The dE/dx ionisation information shows very nice separation between electrons and photons,
as expected, with the peaks occurring at the anticipated values.
6.3.5.2 π0 Reconstruction
As the primary motivations for developing the shower reconstruction were to demonstrate
successful π0 reconstruction, it is instructive to consider the invariant π0 mass peak. This is
determined from the two decay photons using
mπ0 =
√
4Eγ1Eγ2 sin2
(
∆θγ1,2
2
)
, (6.6)
where Eγn is the energy of each photon and ∆θγ1,2 is the angle between the two photon
trajectories.
The invariant mass is determined for all π0s where both decay photons are considered
well reconstructed (i.e. populate the plot shown in Figure 6.20) and the distribution is shown
in Figure 6.25. The reconstructed π0 mass appears very reasonable when compared to
the true value of 135 MeV. This is a particular challenging reconstruction problem and,
when developed via BlurredCluster/EMShower, became the first time it had been solved in
LArSoft.
The fully reconstructed π0 mass peak differs from expectation in two principal ways:
it peaks lower than the π0 mass and is relatively broad. Further analysis is possible by
substituting reconstructed quantities for the equivalent true values in the determination of
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Fig. 6.25 The 35-ton fully reconstructed π0 invariant mass peak from simulation. The mean
of the distribution is 0.120 GeV with a width of 0.066 GeV.
the mass. This is demonstrated in Figure 6.26, where the photon energy and direction are
successively replaced by their associated true properties. It may be observed the energy
reconstruction causes the peak at a lower mass and the direction reconstruction is responsible
for the wide distribution. This is entirely consistent with observations from the shower
reconstruction discussed in Section 6.3.5.1.
6.3.5.3 Track/Shower Separation Performance
The simple track/shower separation algorithm discussed in Section 6.3.4 is assessed in this
present section. In order to quantify the performance of the reconstruction, the following
metrics are defined:
• basic track/shower separation: the electron shower must be reconstructed as a shower,
the longest hadron track originating from the vertex must be identified as a track;
• full track/shower separation: the electron shower must be reconstructed as a shower,
all hadron tracks from the vertex must be identified as tracks;
• good shower: the reconstructed shower start point must be within 10 cm of the true start,
the reconstructed direction with 10◦ and the shower must be at least 50% complete;
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Fig. 6.26 The 35-ton π0 mass peak considered using a combination of reconstructed and
truth information.
• good reconstruction: the event must have basic track/shower separation and the electron
shower must be classified as ‘good’;
• very good reconstruction: the event must have full track/shower separation and the
electron shower must be classified as ‘good’.
Without strictly requiring perfect reconstruction, these metrics have been shown to represent
the status of the software reasonably well. The validation utilised 50 000 DUNE νe inter-
actions in a reduced far detector volume, intended to represent as closely as possible the
oscillation appearance signal.
The efficacy of separating the electron shower from the main hadronic tracks from
the vertex, and the reconstruction performance of the electron shower, is demonstrated
in Table 6.1. It is clear the challenge is being able to produce well separated particle
objects whilst maintaining the shower qualities. In general the reconstruction performs
acceptably but is far from the final solution to this problem. The fraction of events which
were well reconstructed, as a function of true neutrino energy, is demonstrated in Figure 6.27.
The reconstruction performs consistently except at the very lowest energies, when shower
completeness becomes the main issue, but only at around 50% efficiency. This performance
was comparable to, and even slightly superseded, other solutions within LArSoft when
developed, but still requires significant improvements. Much effort has been made recently
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Table 6.1 The performance of track/shower separation and shower reconstruction on 50 000
DUNE νe events, classified using the metrics discussed in the text. The number of events
categorised into each sample is shown, along with the proportion of the total number of νeCC
events represented. In the case of poor shower reconstruction, the particular features which
failed the requirements are also detailed.
Number of events Proportion of events
νeCC events in FV 43 942 100%
Good shower 23 023 52%
Poor shower – start point 17 891 -
Poor shower – direction 9 831 -
Poor shower – completeness 6 367 -
Basic track/shower separation 36 200 82%
Full track/shower separation 32 785 75%
Good reconstruction 20 399 46%
Very good reconstruction 18 971 43%
within the LArSoft collaboration to address this issue directly and good progress has been
made. The experience here has been instructive in how to approach the topic but has
demonstrated the successful solution will be attained using a different approach.
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Fig. 6.27 The performance of the track/shower separation and shower reconstruction when
applied to DUNE νeCC far detector interactions. The fraction of events which are classified
with ‘good reconstruction’, as defined in the text, is shown as a function of true neutrino
energy.
Chapter 7
Analysis of 35-ton Data
The 35-ton run, discussed in Section 4.3, provided 22 days of good quality (high purity, stable
field (250 V/cm), stable DAQ), analysable data. Due to the issues encountered, high quality
physics analyses proved very challenging and instead studies, particularly those presented
here, focused on trying to understand the detector and characterise previously untested
responses. In this respect, the 35-ton proves to be a vital experiment in informing the next
generation of prototypes and even the final DUNE far detector design. It also boasts unique
datasets which no other planned experiment will possess before the full DUNE modules; it is
therefore essential as much information as possible is extracted from the 35-ton analyses.
Before analyses are presented, techniques developed to enhance the quality of the data,
and the data selection, will be discussed in Section 7.1. The main studies, concerning tracks
passing across APA gaps and through the APA frames, are presented in Section 7.2 and
Section 7.3 respectively before a brief investigation into the performance of basic shower
and calorimetric reconstruction on the 35-ton data is discussed in Section 7.4. A summary is
provided in Section 7.5.
7.1 Preparing 35-ton Data for Analysis
To ensure analyses are as accurate as possible, careful preselection and preprocessing of the
data is performed. Methods for producing the analysable sample are discussed in this section.
7.1.1 Selecting the Data
The level of noise present in the TPC data varied significantly between runs and is imme-
diately evident when analysing the RMS of the charge read out on a particular channel.
Figure 7.1 shows a comparison of this metric for ‘good’ and ‘bad’ runs. In this case, the
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Fig. 7.1 Comparison between noise levels for ‘good’ and ‘bad’ 35-ton runs. The channels
shown are on APA2 (online convention, APA0 offline) and are read out by RCEs 8 through
11 (labelled). The increase in read out charge RMS is evident in the case of the noisy run.
These plots are from runs 15797 (Fig 7.1a) and 15790 (Figure 7.1b) and were taken only 50
minutes apart.
figures show a ‘normal noise’ run and one taken with the detector in the ‘high noise’ state.
The noise worsened as the experiment progressed but, in general, runs taken with normal
noise and most of the TPC operating during the period of stable data-taking were used to
assemble a ‘good run’ list by the collaboration.
In all there were 1269 runs used for analysis, containing some data taken before the
FNAL site wide power outage (3rd March 2016) with most the week after stabilising the
experiment again (9th March – 17th March 2016), and representing around 80% of all runs
from the period. A selection of bad channels, classified as either ‘dead’ (electrically) or
‘bad’ (exhibit sufficiently more than average noise), constitute 13–25% of the total number of
channels [176].
Due to the continuous nature of data taking, there is a non-trivial correlation between a
‘DAQ event’, a collection of fragments read out by the DAQ, and a ‘physics event’, an event
in which particle interactions occurred. The external triggers used in the 35-ton, namely
the external muon scintillators and the photon detectors, are used to define the event time.
Given the trigger rate at which most data was taken (∼ 1 Hz), a typical run comprising a
few thousand events will only contain O(10) triggered events. Furthermore, as described in
Section 4.3.2.2, these events often straddle multiple DAQ events (previously demonstrated in
Figure 4.22), requiring the use of a splitter/stitcher module to search for triggers within runs
and construct physics events containing the information useful for analysis.
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Fig. 7.2 Simulated demonstration of the method used to correct for stuck codes in the 35-ton
data [177]. On a given channel, ADCs exhibiting the consequences of this problem are
corrected by interpolating charge at neighbouring time units. This is tested by simulating a
waveform and applying the observed stuck code effect, demonstrated by the black and red
waveforms respectively. The efficacy of the developed algorithm at correcting the afflicted
bits may then be evaluated, shown by the blue trace.
7.1.2 Improving Data Quality
Two issues present in the raw data, namely the presence of correlated noise and the stuck
codes in the digitiser (both described in Section 4.3.5.1), are dealt with as an initial step
of the reconstruction. Initially, an algorithm attempts to correct for the stuck bits analyses
waveforms on a wire and identifies problematic ADCs; interpolating between charges read
out at neighbouring times is successful at reconstructing the initial waveform in most cases.
Figure 7.2 demonstrates this interpolation method on simulated data. The effect of applying
this algorithm on a full waveform, to correct for all the stuck bits, is apparent in Figure 7.3.
Following this process, a coherent noise removal stage is applied. This simply looks at
the average noise across channels sharing a front-end voltage regulator and removes this
component from the readout ADC for each channel. The effect of this correction is seen in
Figure 7.4.
7.1.3 Reconstructing Muon Tracks
All analyses discussed below only make use of information recorded on the collection
planes. Since the induction wires are longer (a necessity for wrapping), a larger capacitance
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Fig. 7.3 The effect of applying stuck bit mitigation to a waveform as seen in raw 35-ton data.
This particular waveform is from run 15660, channel 722 (induction channel).
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Fig. 7.4 The effect of removing coherent noise from all channels on a voltage regulator in
the 35-ton data. This waveform is from run 15660, channel 2010 (collection channel). As a
result of this process the noise (RMS of ADC values) decreases from 37.1 to 18.8 leaving a
signal which is noticeably larger, considerably improving reconstruction performance.
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results in higher noise levels, complicating the reconstruction. In general, after applying the
refinements outlined in Section 7.1.2, the signals on the collection channels are prominent
enough for competent analyses. The methods used to select tracks are described in this
section and applied during the subsequent studies.
Using only the collection plane presents challenges, the most obvious being the impossi-
bility of full 3D reconstruction. A hit on a collection wire at a given time gives well-defined x
and z coordinates but cannot give any information in the y-direction. ‘Quasi-3D’ reconstruc-
tion is achieved by making use of the external counters. Through-going muons are triggered
by the coincidence of hits in two opposite counters; this information can be used to give a
crude handle on the y position of hits.
Figure 7.5 outlines the stages of selecting hits originating from the particle track which
caused the trigger. Figure 7.5a shows all hits from an example event containing a through-
going muon. The first stage of track selection involves taking those hits which lie in the
‘counter shadow’, the narrow section of the collection plane area physically in between the
opposing counters through which the triggering particle passed. The hits which remain are
shown in Figure 7.5b. The track hits are visible along with further, unrelated hits. These
are removed by requiring that only hits on wires with single occupancy be kept, and then
applying a linear fit and removing all hits with residual > 2 cm. The final output after these
stages is shown in Figure 7.5c.
The result of this track selection, as evident from Figure 7.5c, is a well-formed, high
quality track with which it is possible to perform analyses. These will be the focus of the
remainder of this chapter.
7.1.4 Preparing Simulated Data
Comparisons with simulated data are often essential in understanding various phenomena
in the data. Throughout the analyses presented in this chapter, simulations were used to aid
investigations and therefore it is important to ensure the Monte Carlo is as similar to the real
data as possible.
The standard LArSoft simulation tools were used as described in Section 6.1, employing
the CRY cosmic ray generator [178]. The data passing through the detector were filtered
on counter coincidences, exactly as the raw data is triggered. The simulated data was then
processed in the same way as the real data and reconstructed using the methods described in
Section 7.1.3.
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Fig. 7.5 Demonstration of the successive stages applied to hits on collection wires in the
35-ton data in order to select hits from the through-going track associated with the particle
which caused the trigger. The hits left after all stages are taken forward into the analyses.
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Fig. 7.6 Demonstration of crossing muon tracks in the 35-ton TPC. The view is from the
top of the cryostat looking down, with EW counters shown on either side of the TPC. The
APAs, defining the eight DVs, are represented by the darker rectangles towards the left of the
detector. The ‘counter gradient’ is defined as the angle a track makes with respect to the face
of the APAs. Two example tracks are shown; the red track has a counter gradient of zero
whilst the green track has a gradient of three.
7.2 APA Gap-Crossing Muons
One of the primary motivations for the design of the 35-ton TPC was to test its modular form,
where a single drift region is read out by multiple anode assemblies. Particles passing through
the detector will leave deposits in multiple DVs and will pass uninstrumented regions of the
detector, such as gaps in between neighbouring APAs; some example tracks are demonstrated
in Figure 7.6. Many APA gap-crossing tracks are evident from the event display in Figure 7.7
and an example of such a track is depicted schematically in Figure 7.8. It is essential the
implications of this design choice are understood before constructing the far detector modules,
each of which will contain 150 APAs.
The 35-ton dataset consisting of muons which pass across the face of APAs and therefore
deposit charge in consecutive DVs is discussed in this present section. An analysis of these
tracks to calculate the size of the gaps is presented in Section 7.2.1 and a study of the charge
deposited by such tracks is the subject of Section 7.2.2.
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Fig. 7.7 Event display showing tracks passing across APA gaps and also through the APAs.
A study of the tracks which pass across gaps between the APAs (the red lines) is the subject
of Section 7.2. There is a visible offset apparent as the track crosses through the APAs (the
blue line); correcting for T0 would eliminate this and yield a single accurately connected
track. This is discussed further in Section 7.3.
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APA APA
Fig. 7.8 Schematic showing an example APA gap-crossing track as viewed looking down
from the top of the detector. The vertical direction represents the drift direction (x); the
horizontal direction represents the z-direction. In general, these tracks make an angle with
respect to the face of the APAs, as shown in the figure. As the gap in between the APAs is
uninstrumented, no charge is deposited in this region.
7.2.1 APA-Gap Offset Determination
It is possible to use these gap-crossing tracks to make measurements of the gaps between each
of the APAs. This involves aligning the track segments from neighbouring DVs, demonstrated
in Figure 7.9. The value of the z-offset, ∆z, is determined by considering a range of offset
hypotheses, performing a linear fit and finding the offset which minimises the residual least
squares
L =
nhits
∑
i
(oi− ei)2, (7.1)
where oi− ei is the distance from hit i to the best fit line.
There are eight gaps which can be measured from the data, demonstrated in Figure 7.10.
Due to very low statistics, it was found measurements of the gaps on the short drift volume
side of the APAs were not possible using the 35-ton data. Analysis of the gaps using tracks
passing through the long drift volume, hereafter named DV1/DV3, DV1/DV5, DV3/DV7 and
DV5/DV7, was therefore the focus of this study.
A number of cuts were applied to ensure only high quality tracks were included for
analysis:
• Only hits greater than 1 cm and less than 15 cm away from the gap were included in
the track segments. The purpose of this cut is to limit the effect of multiple scatterings
and the poorly understood region closest to the gap, where charge deposited in the
uninstrumented region may later be collected.
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APA APA
(a) Before correcting for ∆z.
APA APA
(b) After correcting for ∆z.
Fig. 7.9 Schematic showing an example track crossing two drift regions offset by an unknown
quantity ∆z. The effect of this is evident from the track deposits (Figure 7.9a) and can be
corrected by ensuring the segments are aligned between the DVs (Figure 7.9b).
Fig. 7.10 Illustration of the eight gaps between the four APA frames. There are four spaces
between the APAs giving rise to eight gaps, measured in the long drift (odd-numbered) and
short drift (even-numbered) regions. In the figure, the even-numbered gaps represent the
distance between the APAs on the back-facing side and the odd-numbered gaps the distance
on the side facing. Naively, one would expect the gaps to be identical but this will not
necessarily be the case when assembled in the cryostat and, since they read out data from
distinct drift regions, they may be considered separately.
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• Each track segment must contain at least ten hits to allow an accurate measure of the
gradient.
• The angle between the track segments either side of the gap must be less than 2◦ to
remove any poorly reconstructed tracks, or segments originating from different particle
tracks.
• The angle the track makes with respect to the APA face must be large enough that
the gap offset effect can be measured to an acceptable accuracy. It is common in the
35-ton to refer to a ‘counter gradient’, the offset between the two counters forming
the through-going particle trigger in the drift direction, in units of counter length
(demonstrated in Figure 7.6). The tracks must have a counter gradient of at least three.
7.2.1.1 Measuring the APA Gaps
The gap which possesses the largest number of crossers is DV5/DV7 and so the procedure
will be demonstrated using data from this channel. The z-offset determined using the method
and cuts described above is shown in Figure 7.11. An unexpected feature is evident from
this distribution; there is not a single peak but two, seemingly related to the angle which the
through-going particle makes with respect to the APAs.
One explanation for this observed double-peak effect involves considering the possibility
of additional offsets from the assumed positions of the APAs. This is demonstrated in
Figure 7.12. It appears an offset in the x-position of the APAs could result in the problems
encountered in the data. In order to test this, these offsets were artificially introduced into
the simulation; the findings are presented in Figure 7.13. It appears the distribution of ∆z
measured from the data is consistent with APAs with offsets from expectation in both x and
z. Moreover, it may be possible to measure both offsets from the same data set.
The offsets may be determined using a joint χ2 fit, in ∆z-∆x space, demonstrated in
Figure 7.14. However, since hits are absolute and do not possess inherent positional un-
certainties, it is particularly challenging estimating errors on the χ2 values, resulting in
meaningless experimental uncertainties for the measured offsets. Instead, since it is evident
the offset values are uncorrelated, the process may be separated into two stages to ensure
the uncertainties are correctly estimated. This method will be the subject of the remainder
of this section; the obtained values, in general, agree excellently with those extracted from
simultaneous 2D fits.
It is clear from Figure 7.13 that the z-offset may be determined as the minimum between
the angular-separated distributions. This can be justified by geometrical considerations,
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(b) Separated by the angle the track makes to the APAs.
Fig. 7.11 The z-offset for the DV5/DV7 gap measured in the 35-ton data. A very noticeable
double-peak structure is evident in Figure 7.11a; this bias appears to be related to the sign of
the angle the particle track makes to the APA planes, demonstrated in Figure 7.11b.
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APA APA
(a) Positive track angle.
APA APA
(b) Negative track angle.
APA APA
(c) Aligning the track segments gives a negative
value of ∆z using the positive track.
APA APA
(d) Aligning the track segments gives a positive
value of ∆z using the negative track.
Fig. 7.12 Demonstration of how an x-offset in the positions of the APAs can explain the
degeneracy evident in the z-offset measured using the 35-ton data (Figure 7.11). In the
left-hand plots, Figures 7.12a and 7.12c, the through-going particle makes a positive angle
to the face of the APAs and in the right-hand plots, Figures 7.12b and 7.12d, the particle is
travelling with a negative gradient. In both cases, the offset of the APAs in the x-direction
is the same. It is clear from Figures 7.12c and 7.12d how the sign of the measured ∆z is
dependent on the angle of the track.
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(a) z-offset = 2 cm, x-offset = 0 cm.
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(b) z-offset = 2 cm, x-offset = 0.5 cm.
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(c) z-offset = 2 cm, x-offset = 0.5 cm.
Fig. 7.13 Studies of the effects of offsets in the positions of the APAs in simulation. Artificial
z- and x- offsets are introduced and their impact observed in the measurements of ∆z.
Figure 7.13a shows the effect of an offset in the z-direction; as expected, there is a single
peak measuring the input value. Figures 7.13b and 7.13c show the consequence of offsets in
both the x- and z-directions. This appears to show exactly what is seen in the 35-ton data
(Figure 7.11).
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Fig. 7.14 The χ2 distribution for all APA-gap traversing tracks in ∆z-∆x space.
explained in Figure 7.15. In this case, this may be achieved by fitting a function of the form
f (x) = a(x−b)2 + c (7.2)
and extracting parameter b as the true value of ∆z. This is shown in Figure 7.16.
Using this measured value of ∆z, the offsets can be analysed again, this time measuring
the x-offset by correcting for the z-offset. The measured x-offset distribution is shown in
Figure 7.17. With this value of ∆x, the z-offset can be evaluated once more to ensure the
distribution contains a single peak, as initially expected. This is confirmed in Figure 7.18.
7.2.1.2 Measurements of the APA Offsets
The offsets apparent from the data for all of the gaps accessible using TPC tracks in the
long drift volume were determined as described in Section 7.2.1.1. Appendix A contains all
figures relevant for each gap measurement. Table 7.1 details all the measurements, and the
new gaps are presented in Table 7.2 after taking all the offsets into account. The determined
errors are statistical only; the effects of systematic uncertainties were not considered and
assumed to be negligible in comparison.
Since there are two longer APAs either side of two short APAs, by combining the gap
offset information from the gaps either side of the centre frames it is possible to make two
implicit measurements of the offsets between the outer ones. This is shown in Table 7.2 for
both the x- and z-offsets, with the number in brackets representing the DV across which the
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APA APA
(a) Positive track angle.
APA APA
(b) Negative track angle.
APA APA
(c) Aligning the track segments gives a measured
z-offset, ∆zm, which is negative with an absolute
value always greater than the true value.
APA APA
(d) Aligning the track segments gives a measured
z-offset, ∆zm, which is positive with an absolute
value always less than the true value.
Fig. 7.15 Demonstration of the effects of offsets in both the x- and z-directions in the
determination of ∆z between DV5 and DV7. With an x-offset present, it is impossible for
the true value of ∆z to be measured – this is evident from Figure 7.13. It is clear from
these geometrical considerations how the measured offset ∆zm will populate distributions
either side of the true value; the true value ∆z is given by the minimum between the two
distributions.
7.2 APA Gap-Crossing Muons 161
Entries  2621
TPC5/TPC7 Offset (cm)
5− 4− 3− 2− 1− 0 1 2 3 4 50
20
40
60
80
100
120
140
160
180
Fig. 7.16 Extraction of the true value of ∆z from the full distribution of measured z-offsets.
A measured value of 0.117±0.007 cm is found.
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Fig. 7.17 Measurement of the x-offset between DV5 and DV7 after applying the z-gap
correction determined using the method described in the text and Figure 7.16. A measurement
of −0.286±0.002 cm is determined.
162 Analysis of 35-ton Data
TPC5/TPC7 Offset (cm)
5− 4− 3− 2− 1− 0 1 2 3 4 50
50
100
150
200
250
300
350
400
Entries  2621
Fig. 7.18 Measurement of the z-offset between DV5 and DV7 after applying the x-offset
determined from Figure 7.17. As initially anticipated, there is a single peak distributed
around the true value of the offset. This validates the method used and confirms the initial
presence of an x-offset between the neighbouring APAs. The final measurement of ∆z is
0.103± 0.004 cm which agrees reasonably with the value measured previously (0.117±
0.007 cm from Figure 7.16).
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Table 7.1 Measurements of all the APA offsets determined from the 35-ton TPC data.
The method followed is described in Section 7.2.1.1. The first row represents the initial
measurements of the z-offset from the two-peak distribution, with the following two lines
detailing the measured offsets that follow from these results.
DV1/DV3 DV1/DV5 DV3/DV7 DV5/DV7
Initial z-offset (cm) −0.64±0.04 0.15±0.01 0.58±0.06 0.117±0.007
x-offset (cm) −0.377±0.006 −0.252±0.002 −0.16±0.01 −0.286±0.002
z-offset (cm) −0.63±0.02 0.131±0.007 0.55±0.03 0.103±0.004
Table 7.2 The corrected gaps between the APAs, in x and z, based on the offsets measured in
the data (Table 7.1).
Assumed (cm) Offset (cm) Corrected (cm)
DV1/DV3 x-gap 0 −0.377±0.006 −0.377±0.006
DV1/DV5 x-gap 0 −0.252±0.002 −0.252±0.002
DV3/DV7 x-gap 0 −0.16±0.01 −0.16±0.01
DV5/DV7 x-gap 0 −0.286±0.002 −0.286±0.002
DV1/(3)/DV7 x-gap 0 −0.538±0.003 −0.538±0.003
DV1/(5)/DV7 x-gap 0 −0.537±0.010 −0.537±0.010
DV1/DV3 z-gap 2.08 −0.18±0.02 1.90±0.02
DV1/DV5 z-gap 2.08 0.131±0.007 2.211±0.007
DV3/DV7 z-gap 2.08 0.10±0.03 2.18±0.03
DV5/DV7 z-gap 2.08 0.103±0.004 2.183±0.004
DV1/(3)/DV7 z-gap 4.16 −0.08±0.04 4.08±0.04
DV1/(5)/DV7 z-gap 4.16 0.23±0.01 4.39±0.01
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total gap offset was determined. There appears to be some consistency in the measurements
of the x-offsets between DV1 and DV7, found by considering the successive offsets between
DV1/DV3 and DV3/DV7, and DV1/DV5 and DV5/DV7. An exceptional agreement is seen
between the two values, within 0.1 mm. There also seems to be slight evidence of a rotation
between DV1 and DV7 when considering the associated z-offsets; the offset at the top of the
APA (when measured via DV5) is greater than at the bottom (when measured via DV3).
The method demonstrated here will have direct implications for similar studies using the
full DUNE far detector. All the gaps between the APAs, both in the drift and z directions,
will need to be understood for accurate reconstruction and are essential in order for DUNE
to make precise physics measurements. For example, accurate calorimetric reconstruction
is imperative in order to perform particle identification and shower energy determination
(discussed in Section 6.2.3) and is directly related to the drift time of the ionisation electrons;
any offsets in APA positions will lead to systematic uncertainties in this information.
7.2.2 Charge Deposited by APA Gap-Crossing Muons
The charge deposited by gap-crossing particles cannot be collected in the dead regions
between the APA frames. It is interesting to consider where the charge is read out in order to
further understand the implications of a modular TPC design.
Figure 7.19 demonstrates the properties of hits as a function of distance from the nearest
DV edge. It appears more hits are found as charge is collected near a gap but the charge of
these hits do not differ significantly. This may be interpreted as hits arriving at a slightly
later time near the APA gaps after drifting towards the nearest wire to the gap from a more
centre-gap position. One may expect to observe this in the data as a smearing in the tick
direction where charge is deposited over more time, leading to a small gradient change.
Although not as noticeable as anticipated, this effect is observable in the event display shown
in Figure 7.20.
7.3 APA-Crossing Muons
The 35-ton is the only proposed experiment before the full DUNE far detector modules that
has fully implemented anode planes within the cryostat reading out data from multiple drift
regions simultaneously (ProtoDUNE will have wrapped wire APAs but will only read out
one drift region each and SBND has the CPAs in the centre of the cryostat with the APAs at
the edges). Referring to Figure 3.10, this is a design consideration that features prominently
in the eventual detector so any implications in the data must be well understood. Analysis of
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Fig. 7.19 The number of hits, and the average reconstructed hit charge, as a function of
distance of the collection point from the nearest APA gap.
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Fig. 7.20 Event display of an APA gap-crossing track, focussed on the gap region. Charge
arriving at the centre of a gap deflects toward the nearest wire and is collected at a slightly
later time. This results in more charge being deposited on wires nearest the gap, with a larger
spread in time. This is subtly observable in the charge distributions shown here.
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tracks which pass through the APAs and deposit charge in both drift regions is the subject of
this section.
In Section 7.3.1, a method to determine the absolute event time, T0, from APA-crossing
tracks is presented and in Section 7.3.2 the charge deposited by these tracks, particularly
when crossing through the planes, is studied. Comparisons between the two drift regions,
made possible by comparing tracks left by the same particle, are contained in Section 7.3.3.
7.3.1 T0 Determination from APA Crossing Tracks
Given the nature of a TPC detector, an ‘event time’ (T0) must be known in order to set an
absolute timescale, and therefore absolute position, on all interactions within the detector.
An accurate T0 is essential for calorimetric reconstruction: in order to understand how much
charge a hit had when it was created, a lifetime correction dependent on the total drift time
must be applied. An incorrect T0 would lead to a systematic under- or over-estimation of
the reconstructed energy and have implications in particle identification and shower energy
determination.
In a LArTPC, an event time is usually given by an external triggering system. The DUNE
far detector will rely on the instantaneous detection of photons produced from the immediate
recombination of the ionisation electrons with positive Ar ions. In the 35-ton, an additional
external system was provided by the scintillation counters. Since the sample of APA-crossing
muons used in this analysis were all selected and reconstructed using counter information,
an interaction time is immediately known.
Without correctly accounting for T0, the tracks on each side of the APAs appear offset
from the planes. This is evident from the event display shown in Figure 7.7. By aligning the
track segments on either side of the APAs, a measurement of T0 can be made directly from
the TPC data.
7.3.1.1 Aligning APA Crossing Tracks
Two complementary methods were used to accurately align the track segments across the
APA. Both involved initially correcting for the counter T0, T counter0 , before considering a
range of alternative T0 hypotheses and minimising a relevant metric to determine the most
likely value. In the first method, demonstrated in Figure 7.21, a least square linear fit is
applied to the track and the residual minimised (the ‘residual method’). The second method,
demonstrated in Figure 7.22, involves fitting a line to each segment in turn and minimising the
projected distance between the intersections of the lines with the centre of the APAs (x = 0)
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(the ‘separation point method’). As will be shown, and can be seen from Figures 7.21b
and 7.22b, the two methods agree very well with each other.
Naively, one would expect the T0 determined using these methods, T TPC0 , to agree with
T counter0 . This is confirmed by applying the analysis to simulated data and demonstrated in
Figure 7.23a. However, there appears to be a systematic offset between the T0 given by the
counters and measured from the TPC data in the 35-ton. The distribution of this discrepancy
is shown in Figures 7.23b and 7.23c for each of the two methods described; it peaks around
61 ticks (30.5 µs) and is importantly incompatible with zero. This suggests an inconsistency
somewhere in the data taking and attempts to understand this track misalignment will be the
subject of the remainder of this section. Figure 7.24 shows an example track before and after
this disparity is corrected for. As is evident from Figure 7.23, the separation point method
provides more consistent results so this will be used exclusively for alignment measurements
in the rest of this section.
7.3.1.2 Understanding the Misalignment of APA-Crossing Tracks
The underlying issue described above is essentially a misalignment of the same particle
track between the two drift regions, demonstrated plainly in Figure 7.25. This obviously
implies a misunderstanding somewhere in the data processing and stems from an issue with
the detector or data readout. The most obvious cause is a miscalibration of the DAQ timing
systems for the separate detector components, as previously assumed. There are however
other possible solutions to the problem, and it is likely the effect arises from a combination
of different factors.
Geometry Apart from timing, a misunderstanding of the geometry could explain this
perceived misalignment. The spacing between the collection planes is one such example,
as demonstrated in Figure 7.26a; the spacing necessary to explain this effect, determined
by aligning the tracks using the methods discussed above over a range of collection plane
spacing hypotheses, is demonstrated in Figure 7.26b. As is evident from the figure, the
collection planes must be repositioned in such a way that they would be reversed; the track
alignment complications cannot be explained solely by this.
A further problem is related to the wire positioning on the APAs in the z-direction;
it is understood there may be a discrepancy between the two sides of the APA resulting
in hits from the long and short drift regions at the same z-position reconstructed with a
systematic offset. Figure 7.27a shows how this could be utilised to explain the apparent track
misalignment with Figure 7.27b showing the distribution of corrected z positions necessary
to resolve the issue. Offsets of ∼ 2 cm, as suggested by these results, are highly unlikely
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(a) Demonstration of the calculation of residuals
from a linear fit through all hits. The red points
are hits and the green line represents a linear fit
through all points on both sides of the APA.
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(b) The residuals to the linear fit of the track over
a range of T0 candidates. The value of T0 which
minimises this distribution (62 ticks in this case)
is considered the most likely interaction time.
Fig. 7.21 Method to align track segments on either side of the APAs involving minimising
residuals from a linear least square fit. A fit is applied to all hits and the resulting residual, a
representation of the ‘goodness of fit’, is minimised over a range of T0 candidates to find the
most likely interaction time for the particle leaving the track.
(a) Demonstration of the determination of the
distance between the track segments at the centre
of the APAs. The red and green lines represent
linear fits to the hits (applied separately on each
side of the APA) for different values of T0.
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(b) The separation distance over a range of T0
candidates. The value of T0 which minimises
this distribution (63 ticks in this case) is consid-
ered the most likely interaction time.
Fig. 7.22 Method to align track segments on either side of the APAs involving minimising
the distance between the projected intersection of each with the centre of the APAs. A fit is
applied to each track segment separately and the distance between the intersection of these
lines with the centre of the APA is minimised over a range of T0 candidates to find the most
likely interaction time for the particle leaving the track.
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(a) 35-ton simulation. The difference in the two measurements of T0 is distributed around zero, as
expected, and validates the method. The peak is actually at 1 tick, indicating a slight systematic offset.
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(b) 35-ton data using the separation point
method.
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(c) 35-ton data using the residual method.
Fig. 7.23 Difference between the T0 calculated from TPC data and the T0 provided by
the counters representing the trigger time of the through-going muon, for simulation (Fig-
ure 7.23a) and data (Figures 7.23b and 7.23c). If the two measurements of T0 agree the
distribution would peak around zero, confirmed in simulation; the fact this is not the case for
data is indicative of a systematic offset somewhere in the data taking.
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(b) Correcting for T TPC0 .
Fig. 7.24 Correcting for T0 using T counter0 (Figure 7.24a) and T
TPC
0 (Figure 7.24b). The
difference is subtle but noticeable; the method for determining T0 directly from the TPC data
can be validated by eye. The minimisation of the metrics to determine T TPC0 in this case are
demonstrated in Figs. 7.21b and 7.22b.
APA
Fig. 7.25 Demonstration of the effect observed in the 35-ton data concerning tracks cross-
ing the APAs. Even after correcting for the T0 provided by the counters, there is still a
misalignment of the track segments across the APA frames.
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(a) Demonstration of how the track misalignment
could be explained by an incorrect collection
plane spacing.
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(b) Corrected spacing between the collection
planes after considering a range of values and
aligning the track segments. The red line shows
the spacing used in the geometry. The distribu-
tion peaks at −1.19±0.05 cm.
Fig. 7.26 Attempting to correct the track segment misalignment by assuming a misunderstand-
ing of the spacing between the collection planes. It appears the resulting spacing necessary
to correct for this issue would involve physically reversing the order of the planes.
given the scale of offsets identified in Section 7.2.1.2, indicating again the track alignment
problem cannot be resolved in this way.
Drift velocity The drift velocity affects the angle of the tracks in wire/time space; a high
velocity would result in a refraction-like effect towards the APA planes. As demonstrated
in Figure 7.28a, this could explain the track segment misalignment if the effect was large
enough. Figure 7.28b shows the necessary drift velocity required to account for the disparity
observed in data; compared to a nominal value of 109 cm/ms, the scale of the change required
to explain the oddity is unreasonably large, around a factor of five.
This can be tested by measuring the drift velocity directly from the data. Taking tracks
which pass through opposite counter pairs (zero counter gradient) and comparing this drift
distance with drift time is a trivial exercise, demonstrated in Figure. 7.29. The measured
value of 110.2± 0.4 cm/ms agrees very well with the aforementioned value, determined
theoretically, of 109 cm/ms. It may therefore be assumed the drift velocity is as expected and
does not contribute at all to the track alignment anomaly.
Timing The timing offset of 32 µs, calculated in Section 7.3.1.1, is so large it was assumed
another explanation for the track segment misalignment was likely. However, after reviewing
all possibilities it appears there must be a significant timing offset present somewhere in the
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APA
(a) Demonstration of how the track misalignment
could be explained by an offset in the wire z-
position on either side of the APA.
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(b) Corrected z-positions of the APA wires after
considering a range of values and aligning the
track segments.
Fig. 7.27 Attempting to correct the track segment misalignment by assuming a misunder-
standing of the positioning of the collection wires inside the detector. The wire offset would
have to be around 2 cm to fix this issue.
APA
(a) Demonstration of how the track misalignment
could be explained by an incorrect drift velocity.
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(b) Corrected drift velocity required to align the
track across the APAs. The red line shows the
assumed value of 109 cm/ms.
Fig. 7.28 Attempting to correct the track segment misalignment by assuming an incorrect
drift velocity. In order to account for the effect noted in the data the drift velocity would have
to be around five times larger than that initially calculated from models.
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(a) Distribution of hit drift times for eight sets of
counter pairs, assuming all tracks pass through
the centres of the counters.
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(b) The eight points found from taking the Gaus-
sian mean of the time distributions for each rough
drift distance.
Fig. 7.29 Measuring the drift velocity of the ionisation electrons by taking tracks passing
through opposite counter pairs and comparing the corresponding drift distance to the drift
time. Assuming all tracks pass through the geometric centres of the counters, a poor
assumption, a distribution of hit time for this drift distance can be found; this is shown in
7.29a. Taking each counter pair separately and fitting a Gaussian to the distribution of drift
times nullifies the assumptions necessary due to a lack of exact knowledge, on a track by
track basis, of the exact x-position. This is shown in the graph in Figure 7.29b.
data. Further evidence for this hypothesis is presented in Figure 7.30 which displays the
T0-corrected time distribution for all hits on the APA-crossing track. The minimum drift
time these hits may have, since they pass directly through the planes, is the interaction time,
T0. As is evident from the distribution in Figure 7.30b, this is around 60 ticks (30 µs) and is
again notably inconsistent with zero. The curious spike at the interaction time motivates the
work presented in Section 7.3.2 and will be discussed there. Additionally, it is possible to
compare the T0 provided by the counters with information from the photon detectors. This is
shown in Figure 7.31 and provides further confirmation for a timing miscalibration in the
TPC readout.
This interesting result provoked further investigation into the notion of a timing offset
between detector components, specifically the TPC and counter readout (RCEs and PTB
respectively). Confirmation of this miscalibration is displayed in Figure 7.32 which shows the
difference between the timestamps recorded by each of the subcomponents upon receiving
the trigger.
There are now three measurements of the timing offset with a slight disagreement between
each. This will be discussed further in Section 7.3.1.3.
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(a) Over the full range of drift times. The sharp
dip around 500 ticks corresponds to the maxi-
mum drift time for hits in the short drift region;
beyond this only hits in the long drift region con-
tributes to the distribution.
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(b) Zoomed in on the interaction time. The red
line is drawn at 59.5 ticks (29.8 µs) and repre-
sents, by eye, the centre of the rising edge of the
distribution.
Fig. 7.30 The T0-corrected drift time for hits on APA-crossing tracks. The lower leading
edge of this distribution is an indication of the interaction time, T0.
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Fig. 7.31 Difference between the interaction time measured by the TPC data and that provided
by photon detector information. Only events with a single reconstructed flash are considered,
with each assumed to have been caused by the triggering particle. This results in very few
events, but clear supporting evidence of a timing offset on the order of 60 ticks is found.
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Fig. 7.32 The difference between the timestamps recorded by the PTB and the RCEs upon
receiving a trigger. The absolute timing for the DAQ system is given, along with most
experiments at FNAL, by ‘NOνA time’: a 64 MHz clock starting on 1st January, 2010 (with
one NOνA tick therefore being 15.625 ns). The distribution peaks sharply at 1705 NOνA
ticks, or 26.6 µs.
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7.3.1.3 Combined Offset Analysis
The discussion in Section 7.3.1.2 hints strongly at an intrinsic timing offset present in the
data. However, as already shown in Section 7.2, it is understood there are geometrical offsets
in the positions of the APAs in the x- and z-dimensions. Attempting to measure all these
offsets simultaneously presents challenges since they all affect each other. It is possible the
tension between the measurements of the timing offset may be resolved by combining the
results from each of the offset calculations.
The timing offset will not influence the determination of the geometrical APA gaps (found
in Section 7.2) unless the track segments used to measure the gaps cross through the APA
frames; the timing is consistent for each drift region. A simple cut was used to exclude such
events when making these measurements. However, the geometrical offsets will have an
impact on the APA crosser analysis. For example, the drift times measured for each hit will
be affected by the physical positions of the APAs. Figure 7.33 shows the distribution of the
drift times for all track hits corrected for the offsets implied by the x-gap measurements.
It can be seen this accounts for the disparity between the previous measurements. It does
not appear to agree completely with the offsets found between the timestamps but serves to
demonstrate differences from the assumed positions of the APAs have a very sizeable effect
on distributions such as these.
Correcting for the time offset of 53 ticks implied by the sub-component timestamp mis-
calibration, along with those in the x- and z-positions of the APAs, does not entirely account
for the initial inconsistency observed in Figure 7.23. A similar evaluation to that undertaken
in Section 7.3.1.2, namely considering the required disparities in various quantities to ac-
count for this, may be used to facilitate a complete understanding. After correcting for the
three aforementioned offsets, Figure 7.34 demonstrates the necessary misunderstandings
in the collection plane spacing and the z-positions of the collection wires to account for
the remaining discrepancy. It seems highly likely that the offsets between the APA gaps
left unresolved in the short drift region, incalculable in the 35-ton data, can account for the
outstanding misalignment between the track segments. Nothing conclusive can be extracted
from Figure 7.34b with regards to the values of these uncertainties since this considers
differences between all short drift region TPCs and long drift region TPCs together, but
implies further offsets at a similar scale to those measured in the long drift region may still
be present. With corrected APA gaps in the short drift region, it is reasonable to argue the
track segment misalignment between drift regions would be completely resolved.
This is the first time tracks crossing the readout planes have been used in a LArTPC
experiment and have proven to be a valuable way of calibrating inter-detector components
and finding other inconsistencies in the data. Without studying this data set, the timing
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Fig. 7.33 The distribution of the drift times of all hits on APA-crossing tracks after correcting
for the APA offsets along the direction parallel to the drift direction, found in Section 7.2.
The red line represents a T0 of 53 ticks, representing the difference observed between the
trigger timestamps between the scintillation counter and TPC readout systems. The hit time
distribution appears to agree with this value to a greater extent than previously (Figure 7.30b).
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(a) Assuming a misunderstanding in the spac-
ing between the collection planes, a value of
4.74±0.04 cm is measured. This is a difference
of 1.27±0.04 cm from the assumed spacing, a
discrepancy which is highly unlikely.
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(b) Assuming a misunderstanding in the align-
ment of the collection planes in z between the
two drift regions, an offset of −0.24±0.03 cm
is found. Given the scale of the corrections deter-
mined in Section 7.2.1.2, and the incapability to
measure the gaps in the short drift regions, this
is eminently credible.
Fig. 7.34 Accounting for the extra discrepancy in track alignment after fixing for all the mea-
sured offsets by assuming a misunderstanding in the collection plane spacing (Figure 7.34a)
and the z-positions of the collection wires (Figure 7.34b).
offset between the TPC and the external counters would not have been discovered and all
analyses would naively use the incorrect T0. The experience in characterising the offsets
in the 35-ton, in time, x and z, will be crucial when understanding the eventual DUNE far
detector. Based on experience here, it is imperative these misunderstandings are mitigated as
much as possible at the far detectors, with each module containing 150 APAs and four drift
regions.
7.3.2 Charge Deposited by APA Crossing Tracks
The intriguing distribution of the T0-corrected hit times observed in the data, shown in
Figure 7.30a, hints at some aspect of the detector response that needs to be understood. In the
DUNE far detector, a large number of events will contain particles which pass through the
APA frames, so characterising resulting effects is critical. The equivalent plot for simulated
data is shown in Figure 7.35. Comparing these distributions, there is a very obvious difference
around the interaction time. It appears there is an effect present in the data, not currently being
simulated, which manifests in around twice as many hits occurring at T0 on the collection
planes for APA-crossing tracks. This is described in Section 7.3.2.1 and the phenomenon is
visible on event displays presented in Section 7.3.2.2.
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Fig. 7.35 The T0-corrected drift time for all hits on an APA-crossing track in simulation. The
equivalent plot for 35-ton data is shown in Figure 7.30a.
7.3.2.1 Interaction Time Hits
The excess of hits at the interaction time is due to the use of a grounded ‘mesh’ at the centre
of the APAs. The purpose of such a design choice is to ensure a uniform electric field
across the face of the APA; without it the field would be ill-defined given the presence of the
grounded, rectangular APA frames with positively biased planes on either side. It is plausible
therefore to consider a ‘backward-facing’ field being set up between the grounded mesh and
the positively biased collection planes which would lead to hits drifting the ‘wrong’ way
when produced in this region; APA-crossing tracks would hence leave significantly more hits
on the collection plane as the other planes. This is demonstrated schematically in Figure 7.36.
A convenient way of confirming whether or not the mesh can explain this excess of hits
at the interaction time is possible since one of the four APAs in the 35-ton was constructed
without the mesh, precisely for this purpose. Unfortunately, this was the APA which was
most plagued by noise issues, so very little good data is available from channels on this
APA. It is however possible to make a crude comparison; this is shown in Figure 7.37. This
appears to confirm the sharp peak of hits occurring at the interaction time comes from the
APAs which use a mesh.
Using the 35-ton dataset, it is also possible to confirm that the mesh is functioning as
expected. Without a mesh, one may expect a difference between the hits deposited on wires
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Fig. 7.36 Demonstration of the ionisation and hit collection for APA-crossing tracks. The
red line represents a track passing through the anode planes, shown in black. The grey
region is the centre of the APA frame on which the grounded mesh is affixed. The red dots
correspond to the ionisation of electrons which then drift, depositing charge (black dots) on
the readout wires. The three planes shown are, from left to right, the collection plane and the
two induction planes. The biasing of each of the planes and mesh sets up field lines which all
terminate on the collection wires, resulting in charge collected from before the track passes
through and after.
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(a) Hit times for all hits on APAs 0, 2 and 3; these
are the three APAs containing the grounded mesh
at the centre.
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(b) Hit times for all hits on APA 1, the APA
without a grounded mesh at its centre.
Fig. 7.37 Comparison between the T0-corrected hit time distributions on APAs with and
without the grounded mesh. Even given the very low statistics in Figure 7.37b, there is a
noticeable difference in the distribution of hits around the interaction time.
towards the centre of an APA face and wires at the edges, in front of the grounded frame.
The functionality of the grounded mesh ensures there is no difference between any wires on
a given APA. Figure 7.38 confirms this is the case.
A natural question to pose at this point is to ask if these ‘extra’ hits deposited by APA-
crossing tracks as a result of this ‘backwards’ field have similar properties to the ‘correct’
hits. The most important property to consider is the charge of the hits; Figure 7.39 shows the
average charge per hit for hits occurring at the interaction time and all other hits. It is clear
from this there is nothing different about these additional hits and they can be treated in the
same way.
As alluded to earlier, the DUNE simulation software is simplistic and does not simulate
any ionisation within the region of the APA planes; in the case of APA-crossing muons
this results in no hits being created after the track passes through the first induction wires.
Evidently, this is an important region and must be understood and well simulated in order to
test reconstruction and analyses. When this is added to the software, the 35-ton data will be
essential for validation purposes.
7.3.2.2 Event Displays of APA-Crossing Tracks
The effect investigated in Section 7.3.2.1 is directly observable in the raw data, as shown
in Figure 7.40. The electrons ionised as the particle track passes between the collection
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Fig. 7.38 Comparison between the distribution of T0-corrected hit times for hits on wires
in front of the APA frame and away from the APA frame to validate the functionality of
the mesh. Both distributions are normalised by the number of entries. There is no evidence
of any differences between the two distributions so this suggests the mesh is working as
intended.
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(a) Hits occurring around the interaction time; 50
< tick < 70. A fitted Gaussian of the peak yields
a mean of 149 and width of 49.
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(b) Hits occurring away from the interaction time;
tick < 50, tick > 70. A fitted Gaussian of the peak
yields a mean of 152 and a width of 28.
Fig. 7.39 Average lifetime-corrected charge per hit for hits on an APA-crossing track sepa-
rated according to whether or not the hit was collected around the interaction time. There is
no evidence to suggest the ‘extra’ hits collected around the interaction time have significantly
more or less average charge than ‘regular’ hits.
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plane and the mesh are observable as hits which appear to have drifted in the negative time
direction. The outcome is a little ‘hook’ shape in the data.
7.3.3 Comparing Drift Regions with APA-Crossing Tracks
APA-crossing tracks may be utilised to make unique, specific measurements of the detector,
made possible since they originate from the same particle. For example, any drift velocity
differences between the drift regions may be observed and the noise levels on the collection
readouts on either side of the APA can be studied and compared.
The drift velocity is given by the angle of the track in wire/time space and any difference
between this velocity in the two drift regions would be noticeable in a refraction-like effect.
This is demonstrated in Figure 7.41a. A measure of the angle between the track segments
in the different regions would therefore be a measure of the change in drift velocity; this is
shown in Figure 7.41b.
The relative noise on the two collection planes can be evaluated by considering the number
of hits present in the counter shadow, in each drift region, which were not reconstructed
as part of the track associated with the triggering particle. The difference between each
collection plane for a given event should peak at zero if similar levels of noise were observed
in each drift region; this is confirmed in Figure 7.42.
7.4 Shower Reconstruction in 35-ton Data
The developments in the reconstruction for LArSoft, discussed in Chapter 6, were originally
motivated by an interest in reconstructing and analysing π0 mesons in the 35-ton data. Given
the unfortunate eventual problems prevalent in the data, such analyses would be extremely
challenging and likely impossible. Since it is still interesting and instructive to analyse how
well the reconstruction performs on a sample of real data, this will be briefly explored in the
present section.
Considerations relevant when applying the reconstruction developed on simulation to
data are discussed in Section 7.4.1 before the necessary reanalysis of the calorimetry is
presented in Section 7.4.2. The algorithms are applied to a shower and a π0 candidate found
in the data in Sections 7.4.3 and 7.4.4 respectively.
7.4.1 Data Specific Reconstruction
The BlurredCluster and EMShower algorithms, outlined in Sections 6.3.2 and 6.3.3 respec-
tively, were applied to the data in an attempt to reconstruct particle objects. In general,
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Fig. 7.40 Event display of an APA-crossing track with the charge deposited as it passes
through the APAs evident. Figure 7.40a shows the raw charge and Figure 7.40b shows the
reconstructed hits. The ‘hook’-like effect is visible, with hits at apparently negative drift time.
The cm scale on Figure 7.40b is provided as a guide and is not completely correct due to the
differing fields.
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(a) Demonstration of how differing drift veloci-
ties between the drift regions would manifest in
the data. A refraction-like effect would result in
an angle between the two track segments.
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(b) The angle between the track segments on ei-
ther side of the APAs. The distribution peaks
around zero, implying, as expected, the drift ve-
locity is constant in both regions.
Fig. 7.41 Using APA-crossing tracks to confirm the drift velocity is consistent between the
two drift regions.
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Fig. 7.42 Comparison of noise levels between the two drift regions using APA-crossing
tracks. The number of noise hits in the counter shadow for each drift region was considered
separately by neglecting all hits identified as track hits, all hits on noisy wires and all hits
which have a large number of closely neighbouring hits (which could be symptomatic of
unrelated particle tracks). The difference between the number of noise hits in each peaks
around zero, implying similar levels of noise.
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the algorithms worked out of the box and required no tuning. Since this requires real 3D
reconstruction, as opposed to the subtle techniques developed to circumvent the issues with
the induction planes (described in Section 7.1.3), the use of more than just the collection
plane is necessitated. Reconstruction is therefore only possible for showers with large enough
signals on induction planes, following the coherent noise removal and hit disambiguation.
As showering particles are likely to have a different interaction time, T0, to the triggering
muon, an unassociated method for obtaining this information is required. In general, the
photon detectors are designed for this purpose so the use of these seems natural.
Since it is highly unlikely the electronics models and detector responses used in the
simulation are perfectly accurate, applying the calorimetric reconstruction to the data without
modification would be inappropriate. The relevant calorimetric constants and functions must
be determined from the data; this is essential for complete reconstruction and is discussed in
Section 7.4.2.
7.4.2 Calorimetry Reconstruction
There are two relevant calorimetric conversions which are pertinent to shower reconstruction
(both previously discussed in Section 6.2.3): the calorimetry constant and the shower energy
conversion. The methods used to determine these for data will be discussed in this section.
It should be stressed that due to the large noise levels, accurate calorimetry will not
be possible in the 35-ton data. This may be understood by considering the distribution of
charge deposited by ionising particles; typically this is sampled from a Landau distribution
with a most probable value dependent on the electron drift distance (due to lifetime effects).
Since hit reconstruction tends to cut on the hit ‘threshold’, the height of the peak above
pedestal, this compromises lower energy hits populating the full charge distribution and
biases the reconstruction toward higher energies. This is demonstrated in Figure 7.43. As far
as possible, steps to mitigate these effects have been applied in the proceeding discussion.
There will however be an inevitable bias so the following should not be treated as a full,
rigorous assessment.
Calorimetric reconstruction is only attempted for the collection planes where the effects
of noise are mitigated somewhat compared to the induction views. Since the data used were
taken at a drift field of 250 V/cm (half the nominal voltage), the recombination factor used
must take this into account. At 500 V/cm the value is 0.63 whilst at 250 V/cm a factor of
0.52 is used.
The procedure invoked to determine the calorimetry constant is largely identical to that
used in simulation: the dE/dx of a through-going mip is calculated and the constant varied
until the expected distribution is obtained. The through-going muons used in the analyses
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(b) 80 cm – 100 cm drift.
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(c) 140 cm – 160 cm drift.
Fig. 7.43 The bias in the hit selection due to a high noise level in the 35-ton data [179]. The
charge distribution for through-going muons is shown for three different displacements along
the drift direction, 20 cm < x < 40 cm, 80 cm < x < 100 cm and 140 cm < x < 160 cm
and takes the form of a Landau convoluted with a Gaussian. The red line represents a typical
hit finding threshold. The most probable value of the distribution is close to this boundary
in each of the cases, resulting in the lower charge hits being missed. This introduces a bias
towards higher charge and has implications for the reliability of calorimetry in the 35-ton
data sample.
described in Sections 7.3 and 7.2 were utilised to make these measurements. Additional
necessary information, such as the interaction time (to correct the charge for lifetime) and
the track angle (to correct the dE/dx for track pitch), is provided by the counters. In order
to produce reliable results, an additional cut requiring at least 20 consecutive wires with a
single hit on each was applied, with the dE/dx measurement obtained using just these hits.
The eventual dE/dx distribution is demonstrated in Figure 7.44 and implies a calorimetry
constant of 7.4×10−3 (for comparison, the value used for the collection plane in simulation
is 5.4×10−3).
In simulation, truth information was used to find a general charge to energy conversion
used in, for example, the determination of total shower energy. This obviously is not possible
in data so a similar technique to the calculation of the calorimetry constant described above
was used. The lifetime-corrected charge and track pitch information can be utilised to find a
value of dQ/dx (ADC/cm), which may then be converted into a measure of dE/dx (MeV/cm)
using the calorimetry constant previously determined. This may in turn be used to find the
total deposited energy by taking into account the distance travelled by the associated track in
the collection view. As demonstrated in Figure 6.7, there exists a linear relationship between
total deposited lifetime-corrected charge and the particle energy; this is also seen in data in
Figure 7.45. This may then be used as a conversion in shower energy reconstruction.
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Fig. 7.44 The dE/dx distribution for mips passing through the 35-ton TPC. The calorimetry
constant is chosen to ensure the peak of the distribution, which ideally follows a Landau, is
around 1.8-1.9 MeV/cm.
7.4.3 Shower Reconstruction
Using the modifications discussed in Sections 7.4.1 and 7.4.2, the performance of the
showering reconstruction on real data can be assessed by applying it to an electromagnetic
shower. The result of applying the algorithms to the famous 35-ton shower depicted in
Figure 4.31 is shown in Figure 7.46. The calorimetric reconstruction yields a dE/dx of
1.1 MeV/cm and a total shower energy of 188 MeV. These results appear feasible and are
consistent with an electron shower, for which one would expect a dE/dx peaked around
2.1 MeV/cm; 1.1 MeV/cm is not an unreasonable value in the tail of this distribution. Given
its dE/dx and energy, the most likely origin for this particle is Compton scattering of a
high-energy photon produced from bremsstrahlung radiation from the cosmic muon, or from
a delta ray produced by it [180].
The T0 for this particle was determined to be 4740 ticks from reconstructing flash infor-
mation collected by the photon detectors – this makes this shower the only fully automated
reconstructed particle object in the 35-ton dataset.
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Fig. 7.45 Relationship between deposited charge and energy for 35-ton data, calculated using
through-going mips. The lower edge of the distribution follows a linear pattern and it is this
which the conversion is chosen to represent. Deviations from this linear fit observed above
it are related to the fundamental issues with the 35-ton data and arise from missed charge
due to the problems illustrated in Figure 7.43. This results in hits reconstructed with a lower
charge for the implied energy deposited by the mip. It should be noted there are no cases of
extra charge deposited; this concurs with this interpretation and ensures confidence in the
displayed line as the correct conversion may be assumed. A possible way to restore linearity
would be to truncate the thresholding demonstrated in Figure 7.43.
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LArSoft
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Fig. 7.46 Result of applying the shower reconstruction on a shower observed in the 35-ton
data. Each small rectangle represents a reconstructed hit and the colour associated with
each corr sponds to a reconstructed shower object. The stars and dotted lines represent the
reconstructed start point and direction for each shower.
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Fig. 7.47 A candidate π0 event observed in the online event display during the run.
7.4.4 π0 Reconstruction
An important calorimetric test of particle detectors involves demonstrating a reasonable
reconstructed π0 mass peak. It was for this reason that the shower reconstruction discussed
in Chapter 6 was developed. An analysis of a π0 candidate event is briefly considered here.
Without full reconstruction and selection, identifying candidate events is very difficult.
Such an event was observed in the online event display however and is shown in Figure 7.47.
Unlike the shower discussed in Section 7.4.3, there is no associated photon detector
information for this event; however, one of the candidate photons passes through the APA
frames so techniques developed for the APA-crosser analysis (Section 7.3) may be employed
to determine the relevant interaction time. Applying the calorimetry reconstruction, the dE/dx
information associated with the high energy candidate photon (the one which crosses the
APAs) gives a value of 4.75 MeV/cm, entirely consistent with the expectation for a photon of
a distribution centred around 4.2 MeV/cm. The low energy candidate photon travels almost
completely along the collection view direction resulting in unreliable dE/dx information. The
total energy for each shower is determined to be 161.8 MeV and 500.5 MeV with an implied
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invariant mass of
mπ0 = 156.6 MeV, (7.3)
comparable to the true π0 mass of 135 MeV.
Without fully considering uncertainties and biases present, it is not possible to make
a judgement as to the performance of the basic calorimetric reconstruction discussed in
Section 7.4.2 or to confirm whether or not the event displayed in Figure 7.47 represents a
π0 decay. However, dE/dx values of 1.1 MeV/cm and 4.75 MeV/cm for different showers
appear consistent with electron and photon particles respectively and, within the limits of the
analysis presented here, it is conceivable the particle with invariant reconstructed mass of
156.6 MeV is indeed a π0.
7.5 35-ton Data Analysis Summary
Despite initial problems with the 35-ton, good progress has been made in analyses, specif-
ically focussing on understanding the detector. Techniques developed will be directly
applicable to the data collected with the eventual far detector and for the commissioning and
operation of ProtoDUNE.
The studies using TPC-crossing muons are highly useful in developing a better under-
standing of the detector and will be vital for future stages in the DUNE programme. Indeed,
both measurements of APA-crossing and APA-gap crossing muons yielded unexpected
offsets, demonstrating the utility of such methods and again highlighting the need for proto-
typing. Despite being unable to perform a π0 analysis with the 35-ton data, good progress
was made applying the novel reconstruction methods described in Chapter 6 to real data. This
is hugely important for the future of the DUNE experiment, along with the demonstration of
automated reconstruction in the 35-ton data.
In general, the 35-ton was a successful first prototype for DUNE and lessons learned
are already being carried forward to ProtoDUNE and are influencing the design of the far
detector.
Chapter 8
The νe Oscillation Signal at the DUNE
Far Detector
A primary aim of the DUNE experiment, as discussed in Chapter 3, is to make precision
measurements of the PMNS matrix parameters describing neutrino oscillations by searching
for electron neutrino appearance from the predominantly muon neutrino beam (i.e. νµ → νe
oscillation, described by Equation 2.30). This channel is of critical importance for all
oscillation-related physics and thus requires very efficient reconstruction and selection.
Methods developed to provide reconstruction of these events were discussed in detail in
Chapter 6 and utilised in this present chapter in the selection of simulated charged-current
(CC) νe events (νeCC) in the DUNE far detector.
The selection presented in the following sections represents the very first generation
analysis for the DUNE experiment and serves primarily to demonstrate the principle of
selecting these events in a large LArTPC.1 Initially, the samples and simulation methods
utilised in the selection are very briefly discussed in Section 8.1. Much work is needed to
advance the analysis to comply with DUNE requirements and many improvements may
be expected as further developments progress. It should also be noted the reconstruction
discussed in Chapter 6 is not the only solution and various other techniques, primarily using
the Pandora toolkit [181], have been assessed, notably in Section 8.2. The selection presented
in Section 8.3 does utilise the novel reconstruction detailed in this thesis; however, due to
significant recent progress, it is likely the selection will continue to explore all reconstructions
in LArSoft and take advantage of the continuing developments. This outlook will be briefly
discussed in Section 8.4.
1This work was undertaken with Dominic Brailsford (Lancaster University), who was working on the
complementary νµCC selection.
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8.1 Far Detector Samples
The selections discussed in this chapter aim to separate νe events from νµ and ντ events.
Samples of 100,000 of each of these particle species were generated within LArSoft for use
in the tuning and the running of the analysis.
The neutrinos in the samples were generated as a simulated particle beam, with mostly
νµs and a small accidental contamination from other species, before exchanging the flavours
to simulate oscillations. This ensures the correct energy spectrum for all neutrinos arriving at
the far detector. In the case of the νe sample, the muon neutrinos are swapped for electron
neutrinos and the beam electron neutrinos for tau neutrinos; in the ντ sample, the muon
neutrinos are swapped for tau neutrinos and the beam electron neutrino component for muon
neutrinos. When used, these events are then weighted according to the relevant oscillation
probabilities for the specific transitions simulated, determined by the neutrino energy and the
current understanding of the mixing parameters (described in Section 2.3.2).
The events are also scaled to ensure the correct POT (protons-on-target) weighting. The
charged-current events in each sample are de-weighted by the number of events and the
neutral-current events are de-weighted by the number of events in all three samples. The
scaling then weights all events to the same POT (here, 1×1021 is used).
8.2 Cut-Based Tuning
This section details the early developments of a selection which utilises only Pandora
reconstruction and a cut-based approach. This procedure shows promise at performing as
well as the more established multi-variate analysis (MVA) method, discussed in Section 8.3,
but is used here mainly to tune the selection.
As will be discussed in Section 8.3, the current MVA implementation of the νeCC
selection contains a mixture of particle-level and event-level variables and requires significant
understanding before developments may progress. The motivation behind considering a
simplified selection is to facilitate a careful evaluation of the events, and the analysis utilises a
distinct particle identification (PID) system to perform particle level discrimination, separate
from the event level classification. As with the majority of this present chapter, this work is
very preliminary and represents the first studies into these areas for the DUNE experiment.
8.2.1 Selection
The elementary cut-based selection utilises Pandora reconstruction for tracks and showers
and an MVA approach to PID for each of the reconstructed objects. This PID framework
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Fig. 8.1 The output of a multi-variate approach to particle identification when attempting to
identify electrons.
[182] utilises properties of the particles such as charge, dE/dx and hit distribution to form a
hypothesis for each of the particle types muon, electron, proton, photon, pion. The selection
simply selects events which contain candidate electron showers and places a cut on the value
of the electron-MVA result to attempt to identify the electrons. The separation between
electrons and photons for the electron-MVA value of the highest energy shower in each event
is demonstrated in Figure 8.1. It is immediately evident that, given the strengths of LArTPC
technology to separate these showering particle types, significant progress is required in the
next decade.
To tune this cut, and for further tunings discussed in Section 8.2.2, a physics-based
approach was taken. Arguably the most important consequence of this analysis, since
the value of θ13 is reasonably well understood, is to search for CP-violation, and so the
tuning was designed to maximise its capability for this. For each electron-MVA value,
the νe-appearance energy spectrum was determined for the CP-conservation (δCP = 0)
and CP-violation (δCP = π/2) hypotheses; maximising the χ2 between the distributions
ensures the greatest discriminating ability of the analysis to discern hints of CP-violation.
This is demonstrated in Figure 8.2, and a cut value of 0.02 is found to provide the best
differentiation. The events were POT-weighted and the oscillation probabilities were provided
extemporaneously by the Prob3++ framework [183].
In order to assess the efficacy of the analysis, the commonly used efficiency and purity
metrics may be employed. The efficiency represents how many of the total number of signal
events are chosen by the analysis and the purity describes the fraction of the selected events
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Fig. 8.2 The process of tuning the electron cut in the simple cut-based selection by maximising
the effect of CP-violation on the oscillation probabilities.
which are indeed signal. The efficiency and purity of the selection with just this simple cut
is demonstrated in Figure 8.3. It is found the selection already looks reasonable, with an
overall efficiency of 76% and purity of 35%, and, as will be observed and discussed further
in Section 8.3, is competitive with the MVA-based analysis.
8.2.2 Fiducial Volume Tuning
A similar approach to the tuning described in the previous section may be utilised to optimise
the fiducial volume (FV) applied in the selection. This has not previously been performed in
the DUNE far detector, with estimations and assumptions applied during the development
of the analysis. The distance of the start point of the electron shower from the walls of the
cryostat is considered over a range of energies and oscillation probabilities, as before, and
the χ2 between the distributions for maximum CP-conservation and CP-violation maximised
to provide the optimal parameters.
Example plots showing the tuning of the y-coordinate are the subject of Figure 8.4. The
tuned FD coordinates, along with the cryostat dimensions, are shown in Table 8.1. It should
again be noted this is a preliminary study and this volume would be expected to change with
more advanced simulation and reconstruction. In particular, a fully inclusive region in the
upstream beam direction (−z), implied by these results, will include much activity from the
rock and will be better tuned when using a more detailed simulation including deeper rock
interactions.
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Fig. 8.3 The efficiency and purity of the νeCC Pandora cut-based selection as a function
of a number of kinematic variables, after applying the selection. The variables are the true
neutrino energy (Figure 8.3a), the true momentum transfer, Q2 (Figure 8.3b), the electron
momentum (Figure 8.3c) and the angle the electron makes to the neutrino beam (Figure 8.3d).
The plots are filled for each event which passes the cut (highest energy shower PID MVA
response > 0.02).
Table 8.1 The dimensions and tuned fiducial volume of a single DUNE far detector module.
−x +x −y +y −z +z
Dimensions (cm) −360.0 360.0 −600.0 600.0 0.0 1394.0
Fiducial volume (cm) −358.5 358.0 −597.5 581.5 0.0 1245.0
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Fig. 8.4 Tuning the DUNE far detector fiducial volume, y-coordinate. The asymmetry is
a result of the direction of the beam; it is not exactly parallel to the z-direction due to the
curvature of the Earth and thus results in a different response from the top and bottom of the
detector.
8.3 MVA-Based Selection
The current leading νeCC selection utilises a multi-variate approach, as briefly discussed
previously, with a mixture of event-level and particle-level variables designed to separate νe
events from νµ and ντ events.2 The current performance of this analysis, when applied to
events reconstructed using the methods developed and described in Chapter 6, is the subject
of this section.
8.3.1 MVA Input Variables
In total there are 30 input variables to the MVA [184], summarised in Table 8.2, containing
information about the event, the longest reconstructed track and the reconstructed shower
with the highest energy in the event. The separation between signal (νe) and background (νµ
and ντ ) events for each of these variables are presented in Appendix B.
The use of all of these variables is still being understood and it is possible some are biasing
the selection. This is the motivation behind studying the events using the cut-based approach
introduced in Section 8.2 and is only just beginning to be explored by the collaboration. The
selection presented in this section should be viewed as a ‘proof-of-principle’, demonstrating
the current simulation and reconstruction tools may be used to begin development of analyses,
rather than as a complete analysis which may be used to study data.
2This implementation of the selection was developed by Tingjun Yang (Fermi National Accelerator Labora-
tory) and Tyler Alion (University of Sussex) and is unchanged from their developments.
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Table 8.2 The input variable used in the MVA designed to separate νe events from νµ and ντ
events. The variables describe the event, the longest track and the highest energy shower in
the event.
Variable Description
Event charge Total charge deposited in the event
Number of tracks Number of reconstructed tracks in the event
Maximum track length The length of the longest reconstructed track in the
event
Average track length The average reconstructed track length for all tracks
in the event
Track dE/dx The dE/dx of the longest track in the event across its
length
Signal fluctuation Ratio of lowest 50% to highest 50% of measured
charge
Transverse track profile Fraction of charge within 200 ticks of longest track
Fraction of track charge Fraction of the event charge deposited by the longest
track in the event
Track PIDA The output of a particle identification algorithm which
considers the ionising power of tracks as a function of
their residual range [185]
Maximum fraction of charge
in 5, 10, 50, 100 wires (4)
Maximum fraction of charge contained on neighbour-
ing 5, 10, 50 and 100 wires
Track angle (x,y,z) (3) The angle the longest track makes to each dimension
(x,y,z)
Fractional transverse energy The fractional transverse energy of the longest track
Number of showers Number of reconstructed showers in the event
Shower dE/dx The dE/dx of the highest energy shower
Shower energy The energy of the highest energy shower
Fraction of shower charge Fractional position along the highest energy shower to
maximal charge
Number of hits per shower
wire
Number of reconstructed hits from the highest energy
shower per shower hitting wire
Shower length The length of the shower in units of wire number
Shower maximum The fractional distance along the length of the shower
to maximal charge
Displacement of shower start
(x,y,z) (3)
Distance of the highest energy shower start point from
the event neutrino vertex in x,y,z
Shower angle (x,y,z) (3) The angle the highest energy shower makes to each
dimension (x,y,z)
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Fig. 8.5 The MVA response when training νe (signal) against νµ and ντ (background) using
the variables described in Section 8.3.1.
8.3.2 Analysis Performance
The MVA response to the input variables discussed in the previous section is shown in
Figure 8.5. A good separation is observed, demonstrating successful reconstruction and well
discriminating variables. The cut was tuned in an identical way to the method described
earlier (in Section 8.2.1), by maximising the distinction between the oscillated spectra for
the maximum CP-conserving and CP-violating hypotheses, and a value of 0.81 was found to
provide the optimum selection.
The efficiency and purity distributions for the selection, over a number of observable
kinematic variables, are shown in Figure 8.6 for all events before applying the selection and
in Figure 8.7 following the implementation of the MVA cut.
Overall, the selection is shown to have an efficiency of 52% and a purity of 63%. The
biases in the selection around the distribution of events are evident from the plots in Figure 8.7
and have not yet been fully understood. This potentially may not be a significant issue but
does require further comprehension and is being addressed using the selection discussed in
Section 8.2, where the effects observed in the assessment of the MVA-based analysis were not
present and instead the performance was more directly correlated with the kinematic variables
(shown in Figure 8.3). Given that the PID MVA utilised in the cut-based selection employs
many of the same particle-level variables as in this present implementation, it appears a
more natural approach to the problem. By incorporating the event-level information to the
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Fig. 8.6 The efficiency and purity of the νeCC MVA-based selection as a function of a number
of kinematic variables, before applying the selection. The variables are the true neutrino
energy (Figure 8.6a), the true momentum transfer, Q2 (Figure 8.6b), the electron momentum
(Figure 8.6c) and the angle the electron makes to the neutrino beam (Figure 8.6d). The plots
are filled for each event with reconstruction within the fiducial volume. Given the relaxed
restrictions on this region currently, described in Section 8.2.2, these distributions may be
expected to change significantly when using a more realistic FV.
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Fig. 8.7 The efficiency and purity of the νeCC MVA-based selection as a function of a
number of kinematic variables, after applying the selection. The variables are the true
neutrino energy (Figure 8.7a), the true momentum transfer, Q2 (Figure 8.7b), the electron
momentum (Figure 8.7c) and the angle the electron makes to the neutrino beam (Figure 8.7d).
The plots are filled for each event which passes the cut (MVA response > 0.81).
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selection on top of this basis, a more thorough evaluation of the interactions is possible. As
already discussed, this work is ongoing.
8.4 Summary and Outlook for Future Selections
The analyses presented in this chapter represent a promising first step towards the eventual
DUNE νeCC selection. The MVA-based selection, described in Section 8.3, utilises discrimi-
nating variables which have proved useful in preceding neutrino experiments and currently
yields an event sample with an overall efficiency of 52% and purity of 63%. Despite these
reasonable performance metrics, the selection still needs to be completely understood and
has motivated the development of the stripped-back analysis discussed in Section 8.2, which
may be used to introduce the quantities input to the MVA iteratively to facilitate a thorough
evaluation of their relative merits. However, with an efficiency of 76% and a purity of 35%
after just one simple cut, it is already competitive to the more established selection and
should be pursued as a genuine alternative to this early implementation of the νeCC analysis.
Further cuts would be expected to improve the purity by removing the remaining background
events and, if chosen astutely, may not impact the efficiency as harshly as the MVA-based
selection.
Future iterations will include many improvements in general but specifically in the
event reconstruction, as discussed in Section 6.3.5, and in the current implementation of
the selection. In addition to the MVA and Pandora cut-based studies, a significant effort in
utilising the CVN machine learning techniques, which have been successfully demonstrated
in the NOνA experiment [186], for this purpose is underway.
The current rate of development within the LArSoft and DUNE collaborations is signifi-
cant and progress over the next decade will facilitate a high-precision study of the electron
neutrino appearance channel in the DUNE far detector. This is of critical importance to the
success of the DUNE project and, considering the efforts presented in this thesis in both the
reconstruction (Chapter 6) and the selection (Chapter 8), there can be much confidence in the
future of the analysis and the potential discovery power of the experiment.

Chapter 9
Conclusions
The developments presented in this thesis represent crucial steps on the experimental path
towards the eventual Deep Underground Neutrino Experiment and the world-leading physics
aims of the programme. The DUNE experiment is essential in advancing our current
understanding of neutrino physics as we approach the precision-era, as discussed in Chapter 2,
and has much exciting physics potential, described in detail in Chapter 3, notably the search
for CP-violation in the lepton sector, which would represent the most significant progress in
the field since the initial discovery of neutrino oscillations.
Chapter 4 described the engineering challenges facing the construction and operation of
such an ambitious experiment and discussed the current test facilities and prototyping efforts
designed to address these concerns. Of particular interest was the 35-ton experiment, the first
prototype of the DUNE far detector, which represented the opportunity to facilitate a deeper
understanding of the detector technology and the potential associated issues. Despite many
problems, which were discussed in detail, the experiment was a success and represented
significant progress as we advance towards the final DUNE far detector. Alongside the
lessons learned, many positive outcomes ensure encouragement may be taken forward into
future prototyping efforts, including ProtoDUNE next year at CERN, and, given the time
and resources available before construction begins in 2021, the final full-scale detector for
DUNE.
The 35-ton prototype was discussed in more detail in Chapter 5 and Chapter 7, which
described the framework for the data quality monitoring during the running of the 35-ton
Phase II, and multiple data analyses performed with data collected from the run, respectively.
As the 35-ton is the first detector utilising all elements from the DUNE far detector design,
much can be learned from the experiences of data taking and from the data itself. It is
imperative as much as possible is extracted from the 35-ton prototype and the analyses
presented successfully studied multiple effects and datasets for the first time. All developed
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ideas and techniques will be vital for further detector development considerations and for the
calibration of future LArTPC experiments.
Alongside the engineering obstacles associated with LAr experiments on such large
scales, the reconstruction of physics objects within the highly detailed events provided by the
detector presents many additional challenges to the success of current and future experiments.
Although a lot of progress has been made, further developments are essential to ensure
the relevant analyses may be achieved once data taking starts. The development of novel
reconstruction techniques for showering particles was discussed in detail in Chapter 6, with
specific considerations for νeCC events at the DUNE far detector. This channel is essential
for the physics required of the experiment and it is critical they may be well reconstructed,
selected and understood. The reconstruction was found to be effective only around 50% of
the time, highlighting the necessity of further developments, but representing good progress
on what is undoubtedly a very challenging problem. The application of this reconstruction
was lastly demonstrated in Chapter 8 on simulated far detector neutrino events, with a
very first-generation selection utilised to analyse the interactions. The status of the DUNE
analysis capabilities was discussed and the route forwards was outlined. As with present
reconstruction abilities, further improvements are required but the current developments
represent significant progress. Overall, given the current timescales, there is much cause for
optimism for the progress of the exciting experimental programme of the DUNE project and
its ambitious physics goals.
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Appendix A
APA Gap-Crossing Muons: Gap
Measurements
This appendix contains all figures used to make measurement of the gaps between the APA
frames in the 35-ton experiment, as discussed in Section 7.2 and presented in Table 7.1. The
method used is described in detail in Section 7.2.1.1.
The following pages contain the information for each of the four gaps in the long drift
region in the 35-ton detector: DV1/DV3 (Figure A.1), DV1/DV5 (Figure A.2), DV3/DV7
(Figure A.3) and DV5/DV7 (Figure A.4). The top figure shows the initial measurement of
the z-offset, with the double-peak effect and the associated initial extraction of a z-offset; the
centre figure shows the measurement of the x-offset after correcting for the initial z-offset
estimate; and the bottom figure shows the measurement of the z-offset after correcting for the
determined x-offset. In each case, the initial z-offset is found by fitting a parabola between
the peaks except for the DV3/DV7 case. In this instance, the number of tracks in the sample
is too low to make meaningful measurements of this effect and instead a coarse binning
is chosen to mask the peaks and a Gaussian fit is used on the resulting distribution. As is
evident from the following figures, this works reasonably well in the case of small sample
size.
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Appendix B
DUNE Far Detector νeCC MVA Input
Variables
This appendix shows the separation between νe and νµ ,ντ events provided by the input
variables to the DUNE far detector MVA-based νeCC selection, discussed in Section 8.3. The
events were reconstructed using the developments presented in Chapter 6 and the selection
applied as discussed in Chapter 8.
The variables are listed and described in Table 8.2 in Section 8.3.1. They are separated into
event-level variables, shown in Figure B.1, variables pertaining to the longest reconstructed
track in the event, shown in Figure B.2, and variables describing the shower with the highest
energy in the event, shown in Figure B.3.
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Fig. B.1 MVA input variables related to event-level information for the DUNE far detector
νeCC analysis.
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Fig. B.2 MVA input variables related to information about the longest reconstructed track in
the event for the DUNE far detector νeCC analysis.
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Fig. B.2 MVA input variables related to information about the longest reconstructed track in
the event for the DUNE far detector νeCC analysis.
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Fig. B.3 MVA input variables related to information about the highest energy shower in the
event for the DUNE far detector νeCC analysis.
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Fig. B.3 MVA input variables related to information about the highest energy shower in the
event for the DUNE far detector νeCC analysis.
