According to recent accounts, the processing of errors and generally infrequent, surprising (novel) events share a common neuroanatomical substrate. Direct empirical evidence for this common processing network in humans is, however, scarce. To test this hypothesis, we administered a hybrid error-monitoring/novelty-oddball task in which the frequency of novel, surprising trials was dynamically matched to the frequency of errors. Using scalp electroencephalographic recordings and event-related functional magnetic resonance imaging (fMRI), we compared neural responses to errors with neural responses to novel events. In Experiment 1, independent component analysis of scalp ERP data revealed a common neural generator implicated in the generation of both the error-related negativity (ERN) and the novelty-related frontocentral N2. In Experiment 2, this pattern was confirmed by a conjunction analysis of event-related fMRI, which showed significantly elevated BOLD activity following both types of trials in the posterior medial frontal cortex, including the anterior midcingulate cortex (aMCC), the neuronal generator of the ERN. Together, these findings provide direct evidence of a common neural system underlying the processing of errors and novel events. This appears to be at odds with prominent theories of the ERN and aMCC. In particular, the reinforcement learning theory of the ERN may need to be modified because it may not suffice as a fully integrative model of aMCC function. Whenever course and outcome of an action violates expectancies (not necessarily related to reward), the aMCC seems to be engaged in evaluating the necessity of behavioral adaptation.
Introduction
Because everyday life is volatile, unexpected events often occur. These events can have internal causes (e.g., mistyping a word), while, in other cases, the causes are external (e.g., being hit in the eye by a stray fly).
In a research context, the former are referred to as "errors," and are typically investigated using speeded choice reaction-time tasks. The latter are referred to as "novel events" and are typically investigated using novelty-oddball paradigms (Courchesne et al., 1975; Squires et al., 1975) , in which participants monitor a series of stimuli for task-relevant "oddball" stimuli, but are occasionally presented with task-irrelevant "novel" stimuli. Although normally studied independently, errors and novel events can be viewed as similar: both are relatively infrequent, unexpected, call for ad hoc processing, and lead to rapid cognitive and behavioral adaptation. Notebaert et al. (2009) argue that errors and novel events are related in that both elicit an orienting response. The neural cir-cuitry underlying this common orienting response possibly includes the anterior midcingulate cortex (aMCC), part of posterior medial frontal cortex (pMFC). According to one recent computational account (Alexander and Brown, 2011) , the aMCC functions as a comparator of action outcomes and their relative likelihood, regardless of whether outcomes are better or worse than expected. Consistent with this idea, evidence indicates that the monkey homolog of the aMCC codes valence-independent reward prediction errors (Matsumoto et al., 2007; Hayden et al., 2011) . Therefore, one might predict aMCC involvement in the processing of both errors and novel events, insofar as both are infrequent and unexpected.
Error-related activity in the aMCC is frequently reported (Ridderinkhof et al., 2004) . One important index of error-related aMCC activity in humans is the error-related negativity (ERN) (Falkenstein et al., 1991; Gehring et al., 1993) , a frontocentral radial negative voltage component that has been source-localized to the aMCC (Dehaene et al., 1994; Debener et al., 2005) . The ERN is followed by a positive deflection, the error-positivity (Pe; Falkenstein et al., 2000; Overbeek et al., 2005) . Novel events, on the other hand, elicit the N2/P3-complex, a cascade of waveforms comprising the N2b (Näätänen and Gaillard, 1983 ; for review, see Folstein and Van Petten, 2008) and the P3a (Polich, 2007) . Because ERN and novelty-N2b are frontocentrally distributed negativities, there has been speculation about their functional equivalence (van Veen et al., 2004) . Still, direct evidence for a common neuronal coding scheme underlying errors and novelty in humans remains lacking.
The present study therefore measured the neuronal response to error and novelty processing using EEG (Experiment 1) and fMRI (Experiment 2). Participants were administered a hybrid flanker-novelty-oddball paradigm in which they monitored visual action effects for possible target stimuli (Fig. 1) . Occasionally, the action effect was a novel stimulus. We predicted that errors and novel events would be associated with the ERN and N2b, respectively. Of interest was whether the novelty-N2b could be explained by activity in the ERN source network and whether errors and novelty would be associated with overlapping activity in the aMCC.
Materials and Methods
Participants. For Experiment 1, participants included 19 volunteers (10 female; mean age, 24.8 years old; SD, 3.1; youngest, 20 years old; oldest, 30 years old; all right-handed) with normal or corrected-to-normal vision. For Experiment 2, participants included 21 volunteers (12 female; mean age, 24.7 years old; SD, 2.6; youngest, 20 years old; oldest, 30 years old; one left-handed) with normal or corrected-to-normal vision. In Experiment 2, data from two participants were excluded from the analysis because the error rate exceeded 50%. All participants were free of preexisting neurological or psychiatric conditions, provided informed consent, and received monetary compensation for participating. Both experiments were conducted in accordance with the Declaration of Helsinki.
Stimuli. Subjects were presented with a letter version of the Eriksen flanker task (Eriksen and Eriksen, 1974;  Fig. 1 ) using the Presentation Software Package (Neurobehavioral Systems). Stimuli included the letters H, Z, S, and X. Two letters mapped to a right response button, and two mapped to a left button (e.g., S and X to the left, H and Z to the right). Response mappings were counterbalanced across participants, and were displayed on the screen throughout the experiment. Each trial consisted of a fixation period, whose duration was randomly drawn from a uniform distribution consisting of the values 0, 400, 700, 900, 1100, or 1500 ms, followed by an imperative stimulus of a fixed 70 ms duration. Imperative stimuli consisted of a five-letter string in which elements of the string were drawn from the fixed set of four letters (i.e., S, X, H, Z) described above. The middle element was deemed the "imperative stimulus"; elements presented to the left and right of the target were deemed "flankers." On compatible trials, the imperative stimulus and the flankers specified the same response (e.g., S and X); on incompatible trials, they specified different responses (e.g., S and Z). Subjects were instructed to press the button on a two-button response box that corresponded with the imperative stimulus within an adaptive response-time window.
Ten milliseconds after the response, one of three kinds of stimuli appeared for 400 ms, followed by the next trial. On most trials, a standard stimulus consisting of an upward-pointing triangle was displayed. This visual action effect was not indicative of performance, as the upwardpointing triangle appeared on correct and erroneous responses alike. Participants were instructed to monitor this visual action effect for the occurrence of a target stimulus (a downward-pointing triangle), and to indicate its appearance by pressing a third button on the response box. This target stimulus occurred exactly three times, at approximately equal intervals over the duration of the task. Its purpose was to ensure participants monitored the visual action effect of each response. Unbeknownst to the participant, novel stimuli were periodically and unexpectedly presented in lieu of the standard upward-pointing triangle. Novel stimuli consisted of 1 of 100 different black-and-white silhouettes of familiar everyday objects taken from the database of the International Picture Naming Project (Bates et al., 2003; Szekely et al., 2004) . The pictures were comparable in size, quality, and graphic complexity and matched the size and quality of the triangles. Emotionally evocative pictures (e.g., spiders) were excluded. Novel stimuli were dynamically matched to performance such that (1) the frequency of novel action effects was matched to the error rate of each participant, and (2) novel and erroneous trials were matched with respect to flanker congruency. To this end, the probability of a novel action effect on a given correct trial in each flanker congruency condition (congruent and incongruent) was determined by the difference between the past error rate for that congruency condition and the past novel probability for that congruency condition (normalized by the error rate), weighted by the mean of the number of trials since the last error (divided by a constant of 3) and the number of trials since the last novel action effect (divided by a constant of 2). If the number of overall novels generated based on this algorithm happened to exceed the number of errors by Ͼ3 at any given time, the probability of a novel occurring was set to 0 for the current trial. Novel and target visual action effects followed only correct responses. Together then, there were four trial types in total: correct trials with a standard visual action effect (standard trials); three correct trials with a target visual action effect (target trials); Figure 1. Experimental paradigm. After an initial fixation period, the imperative stimulus (5-letter array consisting of one target stimulus flanked by 2 distractors on each side) was displayed on the screen (the example shows an incompatible trial). Ten milliseconds after the response to that stimulus, one of three visual action effects were displayed: an upward pointing triangle, which appeared regardless of response accuracy (standard visual action effect); a downward-pointing triangle, which appeared exactly three times, at equal intervals, over the duration of the experiment (target visual action effect); or a picture of an object/animal, which occasionally appeared following correct responses (novel visual action effect).
correct trials with a novel visual action effect (novel trials); and errors, with the latter two trial types matched with respect to frequency of occurrence and flanker compatibility. In all, the task consisted of 424 trials (plus 19 null-events for the fMRI experiment).
EEG recording. The experiment was conducted in a dim, electrically and acoustically shielded chamber. EEG activity was recorded with Ag/ AgCl-sintered electrodes mounted on an elastic cap (Easycap) from 60 scalp sites of the extended 10 -20 electrode system. The ground electrode was located at F2. The electrooculogram was recorded from an electrode above the left eye, an electrode below the left eye, an electrode at the outer canthus of the right eye, and an electrode at the outer canthus of the left eye. Electrode impedance was kept Ͻ5 k⍀. Potentials were online referenced to electrode CPz and rereferenced offline to an average reference. Data were recorded continuously and were converted from analog to digital with a 16 bit resolution at a sampling rate of 500 Hz using Brain-Amp MR plus amplifiers (Brain Products), with recording filters set to 0.016 Hz high pass and 250 Hz low pass.
EEG preprocessing. EEG analyses were conducted using custom routines under Matlab 2010a (Math Works) and routines taken from the EEGLAB Toolbox (Version 9; Delorme and Makeig, 2004) . After importation into Matlab, the continuous data were filtered with a low cutoff value of 0.5 Hz and a high cutoff value of 30 Hz using two-way leastsquares finite impulse response filtering. The resulting data were subsequently cut into stimulus-locked segments spanning a time range of Ϫ500 -2500 ms with respect to stimulus onset and baseline corrected with the time range immediately preceding the stimulus (Ϫ100 ms to stimulus onset) serving as baseline. To clean these segments of spurious gross-movement and other nonstereotyped artifacts, segments with highly improbable data patterns were identified and rejected according to the recommended sequence of preprocessing steps before the use of independent component analysis (ICA) put forward by Delorme et al. (2007) . Such nonstereotyped artifact segments were identified using the joint probability of values in each segment and the joint probability distribution of all segments (both cutoff values were set to Ϯ5 SD; see Delorme et al., 2007) . In addition, the data were also checked visually for residual nonstereotyped artifact activity. Segments corresponding to the three target trials and misses (trials without responses) were excluded from further analyses. After rereferencing the cleaned data to a common average, the datasets were subjected to a temporal ICA (Jutten and Herault, 1991; Makeig et al., 1996) using the infomax algorithm (Bell and Sejnowski, 1995) . The resulting component matrix was screened for independent components (ICs) representing stereotyped artifact activity, such as horizontal (saccades) and vertical (blinks) eye movements, and electrode artifacts. This was achieved in a multistep procedure. First, we obtained dipole solutions for all ICs using the Dipfit plug-in for EEGLAB, rejecting all ICs with dipole solutions outside the brain, and with a residual variance larger than 15% for both one and two dipole solutions, as these ICs are unlikely to represent meaningful event-related activity (Onton et al., 2006) . Second, we identified ICs representing eye movements using a multistep correlational template-matching process as implemented in CORRMAP v1.02 (Viola et al., 2009 ). Third, residual electrode artifacts were identified by using Grubbs' iterative test for outliers with a significance threshold of p Ͻ 0.0001 to test the IC maps for extremely focal activity. IC maps with such focal activity usually represent electrode artifacts. Finally, ICs slated for removal (i.e., those identified as artifacts by any of the above methods) and retention (i.e., the remaining ICs) were visually screened for erroneous classifications. Artifact ICs were then calculated out of the data by means of inverse matrix multiplication.
Independent component identification. We used the cleaned, preprocessed EEG datasets and their respective ICA decompositions to employ automated IC identification based on the Compass algorithm (Wessel and Ullsperger, 2011) . Our goal was to first identify ICs that explained a significant proportion of error-related activity in the EEG signal, and then to test whether these same ICs could also explain novelty-driven EEG deflections (for a similar logic, see Gentsch et al., 2009; Roger et al., 2010) . For this, we computed difference waves between all error and all standard trials (novel trials were not included in this analysis). We subjected these difference waves to the Compass algorithm to identify elec-trodes of maximal activity in the typical ERN time range, 0 -100 ms following the response. This was computed on the basis of outlier statistics for the average voltage topography in that time range (for details, see Wessel and Ullsperger, 2011) . We subsequently identified ICs that explained significant parts of the difference waveform in the ERN time range. Using this rationale, we identified 1.8 ICs on average (range, 1-2) per subject that represented error-related activity in the ERN time range. This number matches that of an earlier study using ICA on 64 channel EEG from a standard, arrow version of the flanker task without the novelty component (Danielmeier et al., 2009; Wessel and Ullsperger, 2011) . We then reconstructed error-related IC activity on all trial types (standard, novel, errors) by back-projecting the activity of these ICs into channel space. That is, the original channel EEG was reconstructed based only on the error-related activity accounted for by these ICs.
ERP quantification. To obtain ERN amplitudes, the segmented data were first segmented in a response-locked fashion, spanning a time-range of Ϫ100 -900 ms with respect to the erroneous response. ERN amplitude in each subjects' averaged ERP was then quantified, using a trough-topeak rationale, by computing the difference between the most negative voltage deflection in the first 100 ms following each response at electrode Cz (at which most subjects had their maximal ERN difference), and the most positive voltage deflection in the time range from 50 ms preresponse to the point of the abovementioned negative peak (notably, the results did not change when using mean amplitude quantifications). N2b amplitudes in each subject's averaged ERP were extracted by computing the mean voltage amplitude at electrode Cz in the time range from 200 to 400 ms following each visual action effect.
fMRI data acquisition. Magnetic resonance images were acquired using a 3 tesla Siemens Magnetom Trio Scanner and a standard birdcage head coil. Twenty-seven T2*-weighted slices (thickness, 3 mm; distance factor, 14%) parallel to the anterior commissure-posterior commissure axis were obtained using a single-shot gradient echo-planar imaging (EPI) sequence (parameters: TR, 2000 ms; volume acquisition, between 200 and 2000 ms; TE, 30 ms; flip angle, 90°; 64 ϫ 64 pixel matrix; FOV, 210 mm). To assist in the localization of functional activations, a highresolution T1-weighted three-dimensional anatomical reference dataset was also acquired from each participant by means of a modified driven equilibrium Fourier transform sequence.
fMRI data preprocessing. Analysis of fMRI image data was performed using the Oxford Center for Functional MRI of the Brain (FMRIB) Software Library (version 4.1.7, http://www.fmrib.ox.ac.uk/fsl; Smith et al., 2004) . Nonbrain data were removed from both anatomical and functional datasets using the Brain Extraction Tool (Smith, 2002) . The functional data were subsequently corrected for motion using rigid body registration to the central volume (Jenkinson et al., 2002) . Data were then high-pass filtered in the temporal domain using a cutoff of 128 s, and spatially smoothed by means of a Gaussian filter with a full width at half maximum of 5 mm. The data were whitened to correct for local autocorrelations (Woolrich et al., 2001) . EPI images were then coregistered with their corresponding high-resolution anatomical image and normalized into Montreal Neurological Institute (MNI) space by means of robust linear affine registration as implemented in the FMRIB's Linear Image Registration Tool (Jenkinson and Smith, 2001) .
fMRI data analysis. Preprocessed imaging data were modeled by means of a general linear model (GLM) using the FMRI Expert Analysis Tool. The GLM included separate predictors for standard, novel, and error events. Predictors were generated by convolving a vector of onsets for each trial type (standard, novel, error) with a double-gamma hemodynamic response function. The temporal derivatives of these three regressors were also included in the model, as was the flanker compatibility for correct and erroneous trials separately, using regressors that were coded with Ϫ1 for incompatible and ϩ1 for compatible stimuli, timelocked to stimulus onset. These regressors were modeled onto the 4D imaging data, using a cluster-based familywise error-rate correction with a cutoff threshold of z Ͼ 3.09 and a cluster p value of 0.01.
Voxels that showed a larger BOLD response both to errors and novel events relative to standards were identified by means of a conjunction analysis (Nichols et al., 2005) corrected by means of a cluster-based familywise correction with a threshold of z Ն 2.3, and a cluster p value of 0.01.
To identify regions that showed a larger BOLD response for errors than novel events and vice versa, we contrasted both (1) differences between the errors and standard trials and (2) contrasts between novel and standard trials on the second level (clusterwise z, 2.3; cluster p value, 0.01).
Results

Experiment 1: Behavior
Subjects committed an average of 53.37 errors (range, 26 -88) per 424 trials, yielding an average error rate of 12.57% (SD, 4.3%; minimum, 6.0%; maximum, 20.0%). The subjects effectively monitoring the visual action effect, indicated by an average target detection rate of 96% (all but one subject signaled all targets; one subject signaled only one of the four but showed otherwise typical behavior). The experimentally controlled matching of novel and error frequency was effective, as reflected by a Pearson correlation between error and novel numbers of r ϭ 0.98, p Ͻ 0.0001 [average number of novel trials of 50.7 (minimum, 26; maximum, 78)]. Also, error and novel trials were matched with respect to the frequency of compatibility: mean percentage of incompatible trials on error and novel trials was 64.8% and 65.8%, respectively. Importantly, the percentage of incompatible trials on error and novel trials also correlated highly across subjects: r ϭ 0.98, p Ͻ 0.0001. Mean reaction times were comparable among conditions (standards, 652 ms; novels, 667 ms; errors, 673 ms; F (2,36) ϭ 1.123; p ϭ 0.313). Correct trials following errors were significantly slower than correct trials following correct trials, indicating significant posterror slowing (PES; 674 ms for posterror trials vs 648 ms for postcorrect trials; t (18) ϭ 3.28, p Ͻ 0.01, one-sided). Also, correct trials following novels were significantly slower than correct trials following correct trials, indicating significant postnovel slowing (PNS; 675 ms for postnovel trials vs 648 ms for postcorrect trials, t (18) ϭ 4.12, p Ͻ 0.001, one-sided).
To address the possibility that measures of PES and PNS were confounded by stimulus compatibility, we ran these analyses again on a subset of correct trial sequences matched to errorcorrect and novel-correct sequences with respect to flanker compatibility on preceding and current trials. Both posterror and postnovel slowing remained significant: PES; t (18) ϭ 1.74, p Ͻ 0.05, one-sided; PNS: t (18) ϭ 2.44, p ϭ 0.013, one-sided.
Experiment 1: EEG-event-related potentials
The response-locked/visual action effect-locked ERPs were characterized by the presence of the expected waveforms for errors and novel trials. After artifact rejection, an average of 49.8 errors (range, 22-83), 49.6 novel trials (range, 25-77), and 309.4 correct show the classic radial central scalp distribution at the N2 peak that is also evident for the ERN (see Fig. 3 ), whereas the activity of all other non-ERN ICs (left) seems to be mostly stemming from the bilateral occipital cortex, with a dipole projection onto the central scalp electrodes. trails (range, 238 -370) were included this analysis. In the first 100 ms following an error, we noted a prominent frontocentral radial negative voltage deflection, which had its maximum amplitude at electrodes FCz/Cz for all subjects [we report results at Cz, which is where most subjects had the maximal difference between ERN and correct-related negativity (CRN), but the ERN results were qualitatively identical at electrode FCz]. The amplitude of this ERN for errors and CRN for standard and novel trials differed significantly between conditions (F (2,36) ϭ 21.651, p Ͻ 0.001), and was significantly enlarged for errors compared with standard (t (18) ϭ 5.6, p Ͻ 0.001) and novel trials (t (18) ϭ 3.91, p ϭ 0.001). CRN amplitude also differed between novel and standard trials. This effect was potentially due to an unforeseen consequence of matching novel and error trials in conflict frequency (flanker compatibility), resulting in higher conflict frequency for novel trials compared with standard trials. Consistent with this interpretation, this CRN amplitude difference vanished when novel and standard trials were matched with respect to flanker compatibility (t (18) ϭ 0.03, p Ͼ 0.9).
The ERP following novel trials was characterized by a large, frontocentrally distributed (peaking at electrode Cz), radial negativity (or N2) that peaked ϳ300 ms following the visual action effect and differed significantly between trial types (F (2,36) ϭ 44.146, p Ͻ 0.001). The amplitude of the N2 was enlarged for novel trials compared with standard trials (t (18) ϭ 6.3, p Ͻ 0.001), and also differed between errors on the one hand and standard and novel trials on the other, although these latter effects were due to the concurrent Pe that followed errors (see Fig. 2 ). Figure  2 shows the waveforms at electrode Cz for all three conditions and their associated voltage patterns. Figure 3 shows the activity in standard and error trials at electrode Cz for the ICs selected to represent the ERN. For comparison, the original data are also shown (ERPs based on all ICs). It is evident that almost all of the activity in the ERN time range was accounted for by the selected ICs. In fact, the ERN-CRN difference in the ERN-ICs was virtually identical to that in the original data (the average voltage difference in the ERN time range between the ERN based on all ICs and the ERN based on the selected ICs across subjects was 0.47 V, with an SE of 0.23 V).
Experiment 1: EEG-IC-based analysis
As in the analysis of ERPs based on all ICs, analysis of ERPs of ERN-ICs (at electrode Cz, but qualitatively identical at electrode FCz) revealed an effect of condition on ERN/CRN amplitude (F (2,36) ϭ 14.450, p Ͻ 0.001), with greater amplitude for errors compared with standard (t (18) ϭ 4.27, p Ͻ 0.001) and novel trials (t (18) ϭ 4.25, p Ͻ 0.001). Standard and novel trials did not differ with respect to CRN amplitude ( p Ͼ 0.2). Also, it is notable that the frontocentral radial activity was separated from the non-ERN activity at occipital electrodes (Fig. 2 vs Fig. 3, see voltage topographies) .
Furthermore, the dipole solution of these data for the ERN time range suggested the pMFC (MNI dipole coordinates: x ϭ 0, y ϭ 17, z ϭ 53) was the cortical source of the ERN, a finding consistent with previous studies (e.g., Debener et al., 2005) .
To test whether the source network underlying the ERN also explained variance of the ERPs to novel trials, we reconstructed the activity of the selected ERN ICs on novel trials. As shown in Figure 4 , the ICs that accounted for the ERN also accounted for a large portion of the novelty N2. The amplitude of the N2 wave in the ERN ICs differed significantly between trial types (F (2,36) ϭ 24.6, p Ͻ 0.001) and it was significantly enlarged for novel trials compared with standard trials (standard trials based on all ICs: t (18) ϭ 3.9, p Ͻ 0.001; standard trials based on ERN-ICs: t (18) ϭ 4.45, p Ͻ 0.001), meaning that the processes that explained the ERN also explained a significant part of the novelty N2. To quantify the extent of overlap, we computed two ratios: the first was the ratio of N2 amplitude for ERN ICs to N2 amplitude for all ICs; the second was the ratio of the N2 difference between novel and standard trials for ERN ICs to the N2 difference between novel and standard trials for all ICs. The average value of the first ratio was 0.46; the average of the second was 0.49. Importantly, neither the novel trials, nor any data in the N2 time range (200 -400 ms following the response/visual action effect) were used to select error-related ICs.
As expected from ratio estimates, the remaining components that did not contribute to ERN activity still yielded a significant N2 amplitude compared with standard trials (standard trials based on all ICs: t (18) ϭ 3.87, p ϭ 0.001; standard trials based on all non-ERN ICs: t (18) ϭ 3.35, p Ͻ 0.01). Importantly though, their topographical distribution was characterized by bilateral positive occipital voltage activity whose underlying dipoles were in visual cortex but projected to the frontocentral electrode sites (Fig. 4b) , and thereby contributed to N2 amplitude. Note that there was a visible baseline shift in the waveform of this activity (Fig. 4a) , which was due to the fact that this error-preceding activity was almost completely accounted for by the ICs underlying the ERN. Still, even when quantifying the "residual" N2 amplitude for non-ERN components after computing a second, response-locked baseline correction for the non-ERN components and the standard trials (Ϫ100 ms to response onset, respectively), N2 amplitude was still significantly larger on novel trials than on standard trials (graphs not shown, t (18) ϭ 3.13, p Ͻ 0.01).
Experiment 2: Behavior
Subjects exhibited average error rates of 11.6% (SD, 6.2%; minimum, 4.2%; maximum, 23.45%), which amounts to absolute numbers of between 18 and 93 errors. On average, subjects made 48.26 errors per 424 trials. The subjects effectively attended the visual action effect, indicated by an average target detection rate of 99% (all but one subject signaled all targets; one subject signaled only three of them). The experimentally controlled matching of novel and error frequency was effective as reflected by a Pearson correlation between error and novel numbers of r ϭ 0.99, p Ͻ 0.0001 (average number of novel trials of 44.8 (minimum, 19; maximum, 79) . Also, error and novel trials were matched with respect to potential response-conflict related to flanker incompatibility: mean percentage of incompatible trials on error and novel trials was 67.43 and 69%, respectively. Importantly, the percentage of incompatible trials on error and novel trials correlated highly across subjects: r ϭ 0.98, p Ͻ 0.0001. Mean reaction times were different between conditions (standards, 689 ms; novels, 699 ms; errors, 753 ms; F (2,36) ϭ 7.497, p ϭ 0.01), with errors associated with reaction times that were unexpectedly longer than those for correct trials. As in Experiment 1, correct trials following errors were significantly slower than correct trials following correct trials, indicating significant posterror slowing (712 ms for posterror trials vs 684 ms for post- Figure 5 . Brain areas that showed a significantly enlarged BOLD response on both error and novel trials compared with standard trials as revealed by a conjunction analysis (see Table 3 ). correct trials, t (18) ϭ 3.32, p Ͻ 0.01, one-sided). Also, correct trials following novels were significantly slower than correct trials following correct trials, indicating significant postnovel slowing (709 ms for postnovel trials vs 684 ms for postcorrect trials, t (18) ϭ 2.00, p Ͻ 0.05, one-sided). To address the possibility that measures of PES and PNS were confounded by stimulus compatibility, we ran these analyses again on a subset of correct trial sequences matched to error-correct and novel-correct sequences with respect to flanker compatibility on preceding and current trials. Both posterror and postnovel slowing remained significant (t (18) ϭ 2.2, p Ͻ 0.05 for PES, t (18) ϭ 1.77, p Ͻ 0.05, both one-sided).
Experiment 2: fMRI
Contrasts of errors versus standard trials (Table 1 ) and of novel trials versus standard trials (Table 2) revealed expected patterns of activity. Errors were associated with robust bilateral activity in the pMFC (aMCC and presupplementary motor area, pre-SMA), inferior frontal cortex including inferior frontal junction (IFJ), and the anterior insula (see Table 1 for a complete list of activations). Novel trials were associated with robust bilateral activity in the aMCC; pre-SMA; inferior frontal cortex, including IFJ; and anterior insula, as well as medial temporal lobe structures (hippocampus, parahippocampal and amygdalohippocampal areas), visual cortex, and superior parietal cortex (see Table 2 for a complete list of activations).
No region showed greater activity on standard trials relative to either novels or errors.
To test for brain regions that were significantly activated both by errors and novel events, we calculated the conjunction of the above two contrasts. The resulting map is shown in Figure 5 . Both errors and novel events were associated with bilateral activity in the aMCC, pre-SMA, lateral prefrontal cortex (PFC) and subcortical nuclei, as well as the temporoparietal junction (TPJ) and the superior temporal sulcus (see Table 3 for a full list of regions).
To test for brain regions that were either more active for errors compared with novel events or more active for novel events compared with errors, we performed second-level contrasts of error versus standard trials and novel versus standard trials. Results are displayed in Figure 6 , with regions more active for errors shown in warm colors, and regions more active for novel trials shown in cool colors. Regions that were more active for errors than novel trials included the aMCC, pre-SMA, and anterior insula; regions that were more active for novel trials than errors included orbitofrontal cortex, medial temporal lobe structures (hippocampus, parahippocampal cortex, amygdalae), and visual cortex (see Table 4 for a full list of regions).
Discussion
Evidence from two experiments suggests important overlap in the neural circuitry underlying the processing of errors and novel events. Cortical activity associated with frequency-matched errors and novel events was measured by EEG in Experiment 1 and fMRI in Experiment 2. Blind source separation techniques applied to EEG data isolated signal components that explained an error-related negativity observed 0 -100 ms following erroneous responses. These same signal components also explained a substantial portion of a novelty-N2b potential observed 200 -400 ms following novel events. Cortical source localization procedures suggested these components originated in the pMFC. Conjunction analysis of fMRI data provided converging evidence that errors and novel events were associated with activity in aMCC (also referred to as rostral cingulate zone; Picard and Strick, 1996, Ridderinkhof et al., 2004) , and a broad constellation of cortical and subcortical regions including the pre-SMA, dorsal and ventrolateral PFC, anterior insula, intraparietal sulcus, dorsomedial thalamus, and the habenula.
Our findings are consistent with earlier behavioral and neurophysiological studies of error-related and noveltyrelated processing. It is well known that errors and novel events both elicit negative deflections in scalp-measured voltages at frontocentral electrode sites (Näätänen and Gaillard, 1983; Falkenstein et al., 1991; Gehring et al., 1993) , and lead to comparable behavioral adjustments in the form of posterror (Rabbitt, 1966) and postsurprise (Barcelo et al., 2006; Iwanaga and Nittono, 2010) slowing, respectively. What makes the present findings important though is that they suggest that similarities in the neural and behavioral response to errors and novel events are not merely coincidental, but reflect a fundamental commonality in the way errors and novel events are processed. As such, the findings have important implications for recent models of error-related and novelty-related processing and aMCC function. According to Notebaert et al. (2009) , for example, processing and adjustments that follow errors are part of an orienting response that occurs because of the relative infrequency of errors [although recent behavioral work shows that postnovel slowing is more contingent on the unexpectedness or perceptual change associated with the stimulus than its base rate (cf. Parmentier et al., 2011; Vachon et al., 2011) ]. This account implies that there should be considerable overlap in processing of errors and infrequent/unexpected events (both of which apply to novel events in our experiments). Our findings support this account by showing that source signals that originated in the aMCC and explained error-related cortical activity also explained a significant proportion of novelty-related cortical activity.
Our findings also have implications for models of aMCC function. Activity in this brain region is frequently reported in models of error processing and has been found to be the neuronal generator of the ERN (Dehaene et al., 1994; Holroyd et al., 1998; Ullsperger and von Cramon, 2001; Gehring and Willoughby, 2002; Van Veen and Carter, 2002; Miltner et al., 2003; Debener et al., 2005) . One hypothesis is that when suboptimal consequences follow from particular actions, as in the case of errors, the aMCC signals the need for an adjustment in task performance (Ridderinkhof et al., 2004) , be it through an alteration of stimulus processing , or the slowing of responses on the next trial (King et al., 2010; . The current findings suggest that this response to errors is in many ways convergent with the aMCC response to novel events. As such, our findings are broadly consistent with recent computational models that suggest the aMCC signifies the degree of mismatch between the learned likelihood of several action outcomes and the actual outcome, regardless of valence (Alexander and Brown, 2011) , as well as evidence that neurons in the homologous region of the macaque anterior cingulate cortex code unsigned reward prediction error or "surprise" (Matsumoto et al., 2007; Hayden et al., 2011) . Our findings also extend earlier evidence implicating the error-monitoring system in the processing of externally induced "errors" or false feedback on otherwise correct motor responses (de Bruijn et al., 2004; Ullsperger et al., 2007; Gentsch et al., 2009) . They also complement early metaanalyses (Duncan and Owen, 2000; Ridderinkhof et al., 2004) supporting the idea that prefrontal control areas are recruited by many different situations that demand cognitive control. Many earlier theories have focused on the mechanisms driving the ERN in particular (e.g., Botvinick et al., 2001; Coles et al., 2001; Holroyd and Coles, 2002) , but the current results suggest that while a narrow focus on one of these event-related potentials is helpful in understanding the processing of the respective event in question, a broader and more general approach is in order for a unified theory of aMCC function. Specifically, while the reinforcement learning theory of the ERN (Holroyd and Coles, 2002) may account for many findings pertaining to response and feedback ERN, it may not suffice as a fully integrative model of aMCC function. Rather, it seems that the aMCC responds to any expec-Figure 6. Brain areas that show a significantly enlarged BOLD response on error trials versus novel trials (warm colors) or novel trials versus error trials (cold colors), as revealed by a second-level contrast of errors versus standards and novel versus standards (see Table 4 ). tancy violation in course and outcome of actions, independent of its relation to reward, and evaluates whether adjustments are necessary.
The current findings are also important in showing that, beyond the pMFC, error and novelty-related processing was associated with activity in a broad constellation of cortical and subcortical regions, including anterior insula, the inferior frontal junction, and inferior frontal gyrus. It is conceivable that these regions have individuated functions related to salience processing, awareness, attention control, and the initiation of motor caution, all of which might be expected to occur in response to an error or a novel event. Interestingly, errors and novel events were also associated with activity in habenula (Ullsperger and Von Cramon, 2003; Bromberg-Martin and Hikosaka, 2011) , and the ventrolateral anterior, ventral anterior, and mediodorsal nuclei of the thalamus (Peterburs et al., 2011; Seifert et al., 2011) . Activity in these regions is often observed but rarely discussed in studies of error processing. It is interesting that the convergence of the neural response to errors and novel events extends at least to subcortical brain areas. The ERN is supposed to be the main electrophysiological "output signal" of this performancemonitoring network. Indeed, it has been shown that lesion damage to many of the regions found in our conjunction analysis severely attenuate or fully diminish the ERN (Ullsperger et al., 2002; Stemmer et al., 2004; Seifert et al., 2011) , and the same is true for the white-matter tracts connecting these areas (Hogan et al., 2006) . Similar effects could be predicted for the novelty-N2.
In addition to the mediofrontal neuronal circuits involved in both error and novelty processing, there was another cluster of activity in the event-related EEG that contributed to the frontocentral novelty-N2. Judging from the voltage topography, this activity likely did not originate in the medial prefrontal cortex, but rather the bilateral occipital cortices. This was confirmed by an exploratory analysis of the independent components underlying this part of the N2 (data not shown), which was performed in the same fashion as the IC selection procedure for the ERN ICs in Experiment 1. The dipole solutions for these ICs primarily clustered along occipital cortex. Interestingly, the bilateral occipital cortices also showed a largely increased BOLD response on novel trials in the fMRI experiment (Table 2) . Together, it appears that the brain response to novelty consisted of activity in (1) prefrontal regions particularly encompassing (but not limited to) the pMFC, which signaled a violation of an expectation; (2) hippocampus known to respond specifically to novel events (Knight and Nakada, 1998; Yamaguchi et al., 2004) ; (3) occipital cortex, potentially owing to the higher complexity of the stimulus material delivered on novel trials; (4) orbitofrontal cortex and amygdala putatively involved in valuation of the meaningful novel stimuli; and (5) the temporoparietal junction. The latter activation might stem from the fact that this area is putatively engaged in the generation of the (novelty-)P300 potential of the EEG (Dien et al., 2003) , which was also explained partially by the ERN source activity that explained part of the N2 in the current study (data not shown; see Fig. 4 ). While it is outside the focus of this paper to speculate on the function of the TPJ or the P300, it is important to note that the source activity that explained the ERN and also much of the Pe following erroneous trials also explained both the N2 and the subsequent P300 following novels. This suggests that the parallels in processing between both trial types extend beyond the early stages into even later processes (see Overbeek et al., 2005 , for a speculation on Pe/P300 equivalency).
Finally, we found areas that were more active in response to errors compared with novels and vice versa, which may reflect the specific nature of the "surprise" component of the respective event. Novel events were associated with stronger activity in primary and secondary visual cortices, whereas errors elicited greater activity in the pMFC structures (aMCC and presupplementary motor area), potentially because the source of surprise was more directly related to the motor system. Interpretation has to be made with caution, since these findings obviously do not imply that the respective areas are unrelated to the particular other process, but only that they were more active in one condition compared with the other. Nevertheless, this pattern corresponds well with the nature of the surprise elicited by errors on the one hand and novel events on the other.
Together, the current study provides the first empirical evidence for an overlap in neuronal circuits involved in processing error and novel events in humans. These findings implicate a role for a subcortical-frontomedial network in processing unexpected or surprising action effects, independent of valence.
