To what extent is varying cognitive expertise reflected in the brain's functional specificity and connectivity? We addressed this question by examining expertise in mathematics based on the fact that mathematical skills are one of the most critical cognitive abilities known to be a good predictor of academic achievement. We investigated processing of hierarchical structures, which is a fundamental process for building complex cognitive architecture. Experts and nonexperts in mathematics participated in processing hierarchical structures using algebraic expressions. Results showed that a modulating effect depending on expertise was observed specifically in nonexperts in the left inferior frontal gyrus around pars triangularis and frontal sulcus, the left intraparietal sulcus, and the right inferior parietal lobule. This expertisedependent pattern of activation led to a crucial dissociation within the left prefrontal cortex. More interestingly, task-related functional networks were also modulated differently in the frontoparietal network for relatively good performance and in the frontostriatal network for poor performance. The present study indicates that a high level of expertise is evident in a small number of specific brain regions, whereas a low level of expertise is reflected by broadly distributed brain areas, along with divergent functional connectivity between experts and nonexperts.
Introduction
Experts always dazzle us with their exceptional performance. People have strived to discover the underlying mechanism of their superb capability. How are experts' brains systematized for efficient cognitive processes compared with nonexperts? How do experts obtain an outstanding level of expertise, and what are the underlying mechanisms in the brain? The most appropriate and efficient way of answering these questions might be to scrutinize individual differences, focusing on the neural effects of expertise, and comparing the brain mechanism between experts and nonexperts. Researchers have tried to understand the neural basis of extraordinary human performance for enhancing the acquisition of cognitive skills (Varma et al. 2008 ). For example, previous studies in functional neuroimaging identified brain regions in terms of level of expertise in various domains such as music, sports, dancing (Calvo-Merino et al. 2005; Chang 2014; Neumann et al. 2015) , and in vocational expertise such as chess players (Bilalić et al. 2010 (Bilalić et al. , 2011 , sommeliers (Castriota-Scanderbeg et al. 2005) , perfumers (Plailly et al. 2012; Delon-Martin et al. 2013) , architects (Kirk et al. 2009 ), professional gamers (Han et al. 2012) , and abacus experts (Hanakawa et al. 2003) . Expertise in mathematics has also been examined in prodigies with exceptional arithmetic ability (Pesenti et al. 2001; Fehr et al. 2010) or abacus experts (Tanaka et al. 2002; Hanakawa et al. 2003) .
Mathematical ability has attracted a lot of attention in cognitive neuroscience because it is of unarguable significance in learning and education (Menon, 2010) and also functions as a valid predictor of academic achievement compared with early reading or socioemotional skills (Duncan et al. 2007 ). Mathematical processing involves multiple cognitive processes such as fact retrieval, calculation, and executive control (Dehaene 2009 ). One of the interesting features in mathematical processing is that, similar to language, arithmetic structures can be hierarchical (Hauser et al. 2002) . This perspective was investigated with respect to structural priming based on hierarchy between mathematics and language (Scheepers et al. 2011; Scheepers and Sturt 2014) , or fast extraction of hierarchical structures in arithmetic formulas (Schneider et al. 2012) , indicating that building and processing hierarchical structures appears to be one of the key aspects for successful mathematical computation.
Processing hierarchical structures has been discussed in several cognitive domains; not only in mathematics, but also in language, music, and action (Jeon 2014) . When processing perceptual input in all domains, humans do not simply link successive items-be they sensory stimuli, linguistic elements, or abstract formulae-but actively engage in computing the input across superordinate and subordinate levels by modifying and representing the input into hierarchies over a period of time (Lashley 1951; Fuster 1989 ). Human cognitive architecture is known to be constructed as a hierarchy of multiple system levels (Newell 1994) . Research on processing hierarchical structures has improved understanding of human cognitive architecture in different cognitive domains (Jeon 2014) . Ultimately, investigation into the processing of hierarchical structures will lead to a better understanding of human cognition.
In the present study, we investigate the combination of the critical concepts of expertise. We do this by examining the processing of hierarchical structures in the domain of mathematics, testing mathematical experts and nonexperts, and use the domain of language-in which every native speaker should be an expert-as a within subject control. If highly automated hierarchical processes in the 2 domains recruit the same region, one would predict a high overlap of activation, at least in the mathematical experts. To this end, we measured brain activity associated with the processing of hierarchical sequences in algebraic expressions in mathematical experts and nonexperts, hoping to delineate how varying levels of cognitive expertise modulate functional specificity and connectivity in the brain. We also scrutinized expertise-dependent specificity in the prefrontal cortex (PFC) to test the topographic dissociation between an automatic process (i.e., experts with high mathematical competence) and a controlled process (i.e., nonexperts with low mathematical competence) (Jeon and Friederici 2015) . In addition, we investigated hierarchical processing of the participants' native language and compared it with mathematics to scrutinize whether 2 types of domain delineate a similar pattern of activation or a distinct one. As cognitive processes are attributed to information transfer within and between regions in the brain, we also investigated the effect of expertise in task-related functional connectivity in the neural network. We designed experimental tasks to tap the processing of mathematical hierarchy by implementing hierarchical algebraic expressions and comparing them with linear algebraic expressions (Fig. 1) , and matched these to linguistic expressions.
We hypothesized that selected and focal brain regions might modulate the outstanding performance in experts, whereas nonexperts might depend on a widely distributed network (Neubauer and Fink 2009) . Specifically, we hypothesized posterior-confined activity for a high level of expertise and broad activity along the axis of the dorsolateral PFC for a low level of expertise (Jeon and Friederici 2015) . Functional connectivity was expected to vary among brain regions, depending on the levels of expertise (Lin et al. 2013 ).
Materials and Methods

Participants
We recruited 2 groups of participants-experts and nonexpertsdepending on their levels of expertise in mathematics. Participants in the expert group were first selected based on their occupations (i.e., mathematicians or mathematics teachers) from Figure 1 . A schematic illustration of conditions. We have provided here tree structures of algebraic expressions and sentences to aid understanding of the concept of hierarchy. In the actual experiment, the 6 stimuli were visually presented one by one (denoted by a square) after the lead-in stimulus "(2 + 3) * 0 +" in mathematics and "Peter wusste, dass" in language. (A) The algebraic expression "5y * (4 + 2) + 7 + 3y" comprises 2 parts. First, "5y + 7 + 3y" indicated by the green color has a long-distance dependency as "5y" at the beginning is added to "3y" at the end. Secondly, "(4 + 2)" indicated by the pink color is a centerembedded structure attached to "5y" using a multiplication symbol (*).
Combining the long-distance dependency and the embedding, this algebraic expression constructs the hierarchical condition with the answer "33y + 7." (B)
A linear condition, without the embedding, only has the long-distance dependency between "4y" at the beginning and "7y" at the end, with the answer "11y + 20." (C) This is the example of the hierarchical condition in the language domain. A long-distance dependency was established between a main subject (der Schriftsteller) and a main verb (gesprochen hatte), which is indicated by the green tree structure. A subject-relative clause (der Lisa liebte), denoted by the pink tree structure, was embedded within the sentence modifying the main subject. Combining the long-distance dependency and the embedding, this sentence constructed the linguistic hierarchy. (D) A linear structure in language was only composed of the long-distance dependency between the main subject (der Dirigent) and the main verb (besucht hatte). a pool of 53 adults and screened for mathematical competence via a standardized mathematics test (Mathematik-Test: Grundkenntnisse für Ausbildung und Beruf) (Ibrahimović and Bulheller 2005) . Participants in the nonexpert group were first recruited from a pool of 34 adults whose occupations did not involve the use of professional mathematics. They were also screened via the mathematics test to eliminate people whose level of mathematical expertise was similar to experts' level. Across groups, a general intelligence test was carried out by the Berlin Intelligence Structure Test (Jäger et al. 1997) , and verbal working memory span was measured by a German version of the subtest from the Wechsler test (Tewes 1994) , with the aim of having 2 groups of participants that only differed in mathematical competence, but not in other intellectual abilities. This ensures that the differences observed between the experts and nonexperts in the present study stem from differences in their ability in mathematics, not from other irrelevant confounded factors. Details, and demographic and cognitive profiles of the participants are provided in Table 1 , denoting that cognitive profile of experts and nonexperts differed only in the processing of mathematics. In addition, we measured a degree of automaticity in mathematics by the coefficient of variation in reaction times (CV RT ) (Newell 1991; Segalowitz and Segalowitz 1993; Phillips et al. 2004; Segalowitz and Frenkiel-Fishman 2005; Jeon and Friederici 2013 ) based on the fact that enhanced expertise is compatible with the increase of automaticity (Cohen et al. 1992; Garrod and Pickering 2007; Abutalebi 2008) . Two participants from each group were excluded owing to excessive head movement (larger than 4 mm in translational and 3°in rotation direction) during fMRI scanning, resulting in 22 participants for each group. All participants were native German speakers with no history of neurological disease. They had normal or corrected-to-normal vision and gave written, informed consent to participate in the experiment. The Research Ethics Committee of the University of Leipzig approved the study.
Experimental Design
In the domain of mathematics, participants were asked to compute algebraic expressions. Each expression was composed of 6 stimuli preceded by a lead-in stimulus "(2 + 3) * 0" which was constant throughout the experiment. We set up 3 conditions: a hierarchical structure condition (Fig. 1A) , a linear structure condition (Fig. 1B) , and a filler condition. Hierarchical structures can be realized as embedded structures. For example, when a subordinate structure is embedded into a superordinate structure, this establishes a hierarchical structure whose complexity increases with the number of embeddings, compared with a linear structure with no embedding (Fitch and Hauser 2004; Friederici et al. 2006; Corballis 2014) . Based on this concept, the hierarchical condition was created by implementing a centerembedded calculation that consisted of a multiplication operator and a pair of parentheses. For example, in Figure 1A , the result of the calculation within parentheses "(4 + 2)" had to be applied back to the preceding term of y-variable "5y" and later to be added to the other term of y-variable at the end "3y", resulting in an embedded structure and forming the hierarchical structure. Here, long-distance dependency is required to be generated between the 2y-variables when participants compute algebraic expressions to answer probe questions correctly. In the linear condition (Fig. 1B) , participants computed algebraic expressions starting from the left "4y" and progressing to the right end "7y" without embedding. The filler condition was established to prevent participants from acquiring cognitive strategies instead of being involved in the experimental process itself. For this, we varied positions and numbers of parentheses, multiplications, and y-variables. We only included addition and multiplication without subtraction and division because cognitive characteristics and neural substrates involved in the former are substantially different from the latter (Fehr et al. 2007; Nieder and Dehaene 2009; Rosenberg-Lee et al. 2011) . In the present study, we did not vary task difficulty; instead, task difficulty was the consequence of the level of expertise between the groups.
In the domain of language, we asked participants to perform a sentence comprehension task. We constructed language conditions to be computationally equivalent processes to the mathematics conditions. In the domain of language, the processing of hierarchical structure can be formed by relative clauses with center-embedded sentences and subject-verb agreements (Johnson 1965; Levelt 1970) . Following this concept, in the hierarchical condition (Fig. 1C) , we used a center-embedded sentence with the relative pronoun "der" which corresponded to the parentheses and multiplication symbol in the mathematics domain. Owing to the relative pronoun, the relative clause "Lisa liebte" had to be applied back to the preceding subject "Schriftsteller." In addition, the long-distance dependency was set up between the main subject "der Schriftsteller" and the main verb at the end "gesprochen hatte." The linear condition only had a subject-verb agreement without embedding (Fig. 1D) . A filler condition was established by having commas as in the hierarchical condition, but without hierarchical structure.
Experimental Procedure
Two fMRI-scanning runs were carried out in each domain. Each run consisted of 25 stimuli for the hierarchical condition, linear condition, filler condition, and 25 null events-100 trials in total. No stimuli were repeated. There was a 1-min pause between the 2 runs. The order of runs, conditions, and null events were counterbalanced. After a random jitter of 0, 0.5, or 1 s, the lead-in stimulus was shown for 0.8 s and followed by 6 parts of stimulus visually presented one by one with a random duration of 0.8, 1, 1.2, or 1.4 s with an interstimulus interval of 0.1 s. After the last stimulus disappeared, either a blank screen was shown until the next stimulus appeared, or a probe question was presented for 3.3 s in 20% of the stimuli from each condition. For probe questions in mathematics, participants chose the correct answer to the stimulus algebraic expressions. For probe questions in language, participants judged whether the meaning of the probe sentence was identical to the stimulus sentence. Responses were chosen from multiple-choices and answered via button press. For null events, a blank screen was shown for 12 s. A day prior to fMRI, participants took part in a practice session for mathematics during which they practiced 50 questions for hierarchical, linear, and filler conditions-150 questions in total. On the day of the fMRI, before scanning, they practiced 30 questions once again. For the practice session in language, participants were given 12 warm-up questions before the actual scanning on the fMRI-scanning day. The aim of practice was to familiarize participants with the experimental procedure and to ensure that they clearly understood the instructions for the experiment. In both domains, none of the stimuli for the practice sessions were shown in the fMRI experiment.
Data Acquisition
Functional images were acquired on a human whole-body 3 Tesla Siemens TIM TRIO (Siemens Healthcare, Erlangen, Germany) with a 32-channel head coil. 3D T1-weighted structural scans were previously collected (MP-RAGE sequence, nonselective inversion pulse, TI = 650 ms, TR = 1.3 s, TE = 3.93 ms, flip angle = 10°, bandwidth = 67 kHz/px, matrix = 256 mm × 240 mm, 128 sagittal slices, spatial resolution = 1 × 1 × 1.5 mm³, 2 acquisitions). A T2*-weighted gradient-echo echo-planarimaging sequence was used (data matrix 64 × 64, TR = 2.0 s, continuous scanning, TE = 30 ms, flip angle = 90°, bandwidth 116 kHz, FOV = 19.2 cm, in-plane resolution 3 mm × 3 mm, slice thickness 4 mm, interslice gap 0.8 mm, 30 horizontal slices parallel to AC-PC line, whole-brain coverage). Additionally, a field map was acquired to correct the images for distortions caused by the static field inhomogeneity.
Behavioral Data Analysis
To ascertain the degree of automaticity in mathematics, we measured the coefficient of variation in reaction time (CV RT ), which was calculated with the standard deviation of reaction time (SD RT ) being divided by mean reaction time (Mean RT ) (CV RT = SD RT /Mean RT ). This method differentiates between speed-up (improvement without increased automaticity) and restructuring (improvement with increased automaticity), providing an index of automaticity that has been related to level of expertise (Segalowitz and Segalowitz 1993) . In speed-up, CV RT reduces, at most, proportionally to the change in RT. However, in restructuring, variables associated with controlled processeserror correction, self-monitoring, or resolving signal-to-noise processing problems-are removed from the overall process, whereby the CV RT is more than proportionally reduced. In short, CV RT decreases in the case of automatization while remaining unchanged in the case of speed-up. Mean RT and SD RT were obtained from 150 questions from the practice session.
Whole Brain Analysis
Analysis was performed using SPM8 software (Wellcome Imaging Department, University College, London, UK, http:// www.fil.ion.ucl.ac.uk/spm/). The first 2 functional volumes were excluded to allow for magnetic saturation effects, leading to a total of 600 volumes per scanning run. The echo-planarimages were slice-time corrected, realigned to the first image, and coregistered using the corresponding high-resolution 3D structural images. Volumes of the fMRI time series were resampled to 3 × 3 × 3 mm 3 voxel size. Normalization to the standard MR template (SPM8 T1 template image) and smoothing with an isotropic 8 mm 3 kernel were applied. Participants' hemodynamic responses were estimated based on the general linear model of SPM8 for the duration starting from the onset of the first stimulus (after the lead-in stimulus) until the last stimulus (the sixth stimulus). The 2 condition-specific regressors (hierarchical and linear conditions) as well as nuisance regressors (fillers, null events, probe questions, and motion parameters) were created. Overall patterns of activations were first obtained by a fixed-effect analysis on data pooled over all participants. Condition-specific effects were set up by creating contrast images-hierarchical condition, linear condition, hierarchical condition > linear condition, and linear condition > hierarchical condition-and entered into a second-level random effect analysis. A one-sample t-test was administered for the group analysis across the contrast images of all the participants in each group. Subsequently, two-sample t-tests were performed to investigate differences between groups, using the contrast images of "hierarchical condition > linear condition." Additionally, in the expert group, paired-sample t-test for the contrast image of hierarchical condition was conducted between mathematics and language. Throughout analyses, contrasts were initially thresholded at P < 0.001 uncorrected at voxel level and only activations that survived P < 0.05 familywise error corrected at cluster level for multiple comparisons were reported. Average percentage blood-oxygen-level dependent (BOLD) signal changes in the contrast images were calculated using Marsbar (http://marsbar.sourceforge.net/).
Region of Interest Analysis
To investigate the relation between brain activity and degree of automaticity, region of interest (ROI) analysis was conducted through small volume correction within the left PFC. The PFC was defined as BA 8, 9, 10, 12, 44, 45, 46, and 47 according to cytoarchitectonic maps of the human PFC Pandya 1994, 2002; Badre and D'Esposito 2009 ). In addition, we included premotor cortex (BA 6) following the result of previous studies (Koechlin and Summerfield 2007; Badre 2008; Jeon and Friederici 2013; Jeon et al. 2014 ). All these regions were combined as a mask of the PFC using WFU Pick Atlas (http://fmri.wfubmc.edu/ software/PickAtlas). BOLD signal changes were obtained from the peak activations in the contrast images of "hierarchical condition > linear condition" in experts and nonexperts, and they were then correlated with individuals' CV RT .
Psychophysiological Interactions Analysis
Task-related functional connectivity between seed regions and the rest of the brain area was tested using psychophysiological interactions (PPI) analysis ) as a function of processing a hierarchical structure in mathematics. Individual PPI analysis was modeled using 3 regressors for PPI and 6 regressors for head movement. For the first PPI regressor, that is, a physiological variable, seed ROIs were functionally defined by the conjunction analysis (Price and Friston 1997) with conjunction null hypothesis (Nichols et al. 2005) by intersecting the activations from experts and nonexperts in "hierarchical condition > linear condition." Next, within these predefined seed ROIs, we selected the peak voxel in each participant individually for the task condition of "hierarchical condition > linear condition." Then, a sphere of 8 mm radius was centered in this peak voxel where the BOLD time courses (i.e., first eigenvariates) were extracted. These time courses were mean-corrected and high-pass filtered to remove low-frequency signal drafts, serving as the physiological variable. The second PPI regressor, a psychological variable, denoted the experimental condition of "hierarchical condition > linear condition." The third PPI regressor, a PPI variable, was computed by taking the product of the deconvolved extracted time courses of the selected ROIs (the physiological variable) and a vector coding for the task effect (the psychological variable). Therefore, this interaction term between the physiological and psychological variables enabled us to elucidate the brain areas, showing increased functional connectivity during the processing of hierarchical structures in mathematics. In each participant, a design matrix was created by weighting the PPI regressor with one and the others with zero, resulting in a statistical parametric map with the parameter estimates of the PPI variable. Individual contrast images were entered into a second-level random effects analysis for inference at the group level: within-group analysis with one sample t-test and between-group analysis with two-sample ttest.
Results
Behavioral Results
Automaticity as a Measure of Expertise
The level of automaticity measured by the coefficient of variation in response times (CV RT ) was 0.185 ± 0.04 (mean ± SD) for mathematics and 0.184 ± 0.02 for language in experts, and 0.218 ± 0.05 for mathematics and 0.186 ± 0.28 for language in nonexperts. It is known that CV RT decreases as a process becomes automatized, and correspondingly, CV RT increases for a more controlled process (Segalowitz and Segalowitz 1993; Jeon and Friederici 2013) . Therefore, the results showed that algebraic calculation in nonexperts was the most controlled process. Two-way mixed analysis of variance (AVOVA) was conducted on CV RT . These results confirmed that there was no difference in linguistic automaticity between experts and nonexperts, whereas a significant difference was found between the groups in mathematics (higher level of automaticity in experts than nonexperts).
Behavioral Performance in fMRI
The results from the fMRI experiment were denoted in Table 2 . In mathematics, analysis of two-way mixed ANOVA showed a significant main effect of group (experts vs. nonexperts) in accuracy [F(1, 42) = 11.88, P < 0.001, r = 0.46] and in RT [F(1, 42) = 19.73, P < 0.001, r = 0.56]. Main effect of condition (hierarchical condition vs. linear condition) was not found in accuracy or RT. The interaction between group and condition was only found in accuracy [F(1, 42) = 4.41, P = 0.042, r = 0.3]. In language, no significant differences between the groups were found, either for accuracy or RT.
FMRI Results
Expertise-Dependent Modulation in the Whole Brain Activations for the linear and hierarchical conditions, and the comparison between the 2 conditions are described in Table S1 for mathematics and Table S2 for language. A direct comparison between the groups (experts vs. nonexperts) was performed to assess the influence of mathematical expertise on the modulation of brain activity ( Fig. 2 and Table S3) , showing more activation in the nonexpert group than in the expert group. Nonexperts, compared with experts (experts < nonexperts), showed activations in the bilateral inferior parietal lobules and the anterior region of the inferior frontal gyrus. The modulation of these areas was further investigated with correlation analysis between the percentage BOLD signal change from the comparison between the conditions (i.e., hierarchical condition > linear condition) and participants' mathematics scores. Only nonexperts showed a negative correlation between brain activity and mathematical scores. No significant difference in activation was found for experts compared with nonexperts (experts > nonexperts).
Expertise-dependent modulation in the PFC
We investigated expertise-dependent modulation within the ROI of the PFC. This ROI analysis was based on functional dissociation between anterior and posterior regions depending on the degree of automaticity that is highly associated with the level of expertise (Jeon and Friederici 2013, 2015; Jeon et al. 2014) . We expected activations in a posterior-confined region for automatic processes (i.e., high mathematical expertise) and in posterior-to-anterior regions for controlled processes (i.e., low mathematical expertise) (for review, see Jeon and Friederici 2015) . Results were shown in Figure 3 and Table S4 . As predicted, experts showed focal and confined activation in the posterior region (i.e., the left precentral gyrus). In contrast, for the nonexpert group a broad activation along the posterior-toanterior axis of the PFC was found with peak activation being located in the anterior region (BA 45). Furthermore, correlation analyses were conducted between the percentage BOLD signal change from the peak activation in each group (experts: precentral gyrus, nonexperts: inferior frontal gyrus) and the index of degree of automaticity (CV RT ), for mathematics revealing systematic group differences. Experts showed a negative correlation between CV RT and the %BOLD signal changes, indicating that this area showed stronger activation as the degree of automaticity increased (denoted by decreased CV RT ). On the contrary, nonexperts showed a positive correlation between CV RT and the %BOLD signal changes, indicating that this area showed stronger activation as the degree of automaticity decreased (denoted by increased CV RT ).
Comparison of 2 Highly Automatic Processes in Experts: Language Versus Mathematics
We also studied the processing of linguistic hierarchy, which is highly automated in adult language users Schneider and Chein 2003; Friederici 2011; Jeon and Friederici 2013 ; see Fig. 1 for the language stimuli). The overall pattern of brain activity in each domain and comparison between the domains are displayed in Figure 4 and Table S5 . Except for precentral and occipital gyri, the activations from the 2 domains hardly overlapped. Notably, the set of brain regions for mathematics (mathematics > language) was localized in areas outside the language system (Friederici 2011 (Friederici , 2012 . The reverse comparison (language > mathematics) showed relatively focal activations in the left pars triangularis and left middle temporal gyrus.
Expertise-Dependent Modulation in the Functional Connectivity
We used PPI approach to address the task-based functional connectivity depending on mathematical competence. Regions that were observed in both groups were used as seed regions (Table 3) . For nonexperts a proficiency-dependent connectivity was observed for the left superior parietal lobule and left precentral gyrus that were connected to cortical and subcortical areas ( Fig. 5 and Table 4 ). The seed in the left precentral gyrus revealed strong connectivity for the left putamen and right caudate nucleus, particularly with a negative correlation between the mathematics scores and PPI parameter estimates. Conversely, a positive correlation was observed with strong connectivity between the left superior parietal seed and left precentral gyrus. Finally, between-group comparison confirmed stronger task-induced functional connectivity in nonexperts compared with experts; specifically, in the left precentral gyrus and the inferior parietal lobule (Table 4 ). The group of experts, compared with nonexperts, showed neither significant activation nor any significant functional connectivity.
Discussion
Our data revealed that selected and focal brain regions mediate the outstanding performance in experts, whereas nonexperts hinge on a more widely distributed network. Additionally, functional connectivity within the network, particularly between frontoparietal and frontostriatal connections, also varied depending on the levels of expertise. Our study provides evidence of the view that neural efficiency is the basis for optimal cognitive expertise.
Neural Efficiency for the High Level of Expertise
In the present study, processing mathematical hierarchy was differentially represented in the brain depending on the level of expertise in mathematics. The overall extent of activations in the expert group was smaller than that of the nonexpert group (Table S1 ), in addition to the absence of activation in the group of experts compared with nonexperts (experts > nonexperts) (Table S3 ). This reflects the high level of expertise and its neural efficiency with less and confined activations. Through practice, controlled processing becomes automatic, requiring less effort and fewer procedural steps (Shiffrin and Schneider 1977; Shiffrin et al. 1981; Elio 1986 ). This automated processing is associated with neural efficiency by attenuating the dependency on controlled or attentional processes, mainly from the frontal areas. Therefore, expertise is reflected in smaller and more selective brain areas that only manage the respective task demands (for review, see Neubauer and Fink 2009) . In line with this, it is likely that experts in our study were not burdened by the experimental tasks as indicated by short reaction times and high accuracy. Experts were able to preserve cognitive resources that might have been used in nonexperts, resulting in less activation in experts compared with nonexperts. Interestingly, the observed more confined activation in experts also holds true for multiple cognitive processes in various domains: Tower of London, Sternberg's item recognition task, a cued global/local attention task, inference/reasoning task, sentence-picture verification task, working memory task with varying memory-loads, Raven's advanced progressive matrices, 3D cube comparison, and visuospatial cube task (for review, see Neubauer and Fink 2009) . In other words, all these tasks showed smaller brain areas for better performance or negative correlation between brain activity and task performance. Therefore, our data provide compelling evidence for a general mechanism of the neural efficiency with less and confined activations for a high level of expertise.
Functional Specificity Depending on the Level of Expertise in the PFC
Experts revealed small and focal activation, whereas nonexperts yielded broad extent of activation (Fig. 3) . Moreover, the spatial distinction between activation peaks was observed in posterior and anterior regions for experts and nonexperts, respectively. This result is associated with the previous finding of hierarchical processing using second language or visual sequences where the same functional dissociation is observed in the PFC with respect to the automaticity (Jeon and Friederici 2013, 2015; Jeon et al. 2014) . Involvement of the anterior region is usually associated with controlled processes, which results in longer reaction times for devising a strategy for task performance. This is consistent with the activation of the anterior region in our nonexpert group and their performance (longer reaction times and lower accuracy, compared with experts). In contrast, if a task becomes more automated, the activation in the anterior region tends to decrease (Duncan et al. 2000; Badre 2008) , which was clearly demonstrated in our expert group where no activation was observed in the anterior area of the PFC. Therefore, our ROI results support the functional dissociation in the PFC depending on levels of automaticity together with the mechanism of neural efficiency. . Scatter plots demonstrated each participant's index of the automaticity (CVRT) in the x-axis as a function of the percentage BOLD signal change from the 2 peak activations (precentral gyrus for experts and inferior frontal gyrus for nonexperts). The precentral gyrus in experts showed more activation as the CV RT decreased (i.e., high automaticity), whereas the inferior frontal gyrus in nonexperts revealed stronger activation as the CV RT increased (i.e., low automaticity). With regard to the CV RT , as the value of the index decreases, the automaticity increases (Error bars, SEM; n = 22 for each group).
Dissociation Between 2 Networks for Automatic Processes in Experts: Mathematics Versus Language
One of the findings worth noting in the present study is that the processing of hierarchical structures in mathematics and language revealed mostly separable activations despite the same experimental design and a similar degree of automaticity across the domains in our group of experts (Fig. 4) . This might indicate the modularity of first language processing (Opitz and Friederici 2007) being different from other cognitive processes. For example, Brannon (2005) , based on a patient study by Varley et al. (2005) , stated that although language and mathematics may share the principle of computational recursion (i.e., hierarchical processing), their syntaxes are anatomically separate. This study (Varley et al. 2005) showed that 3 aphasic patients with extended left perisylvian lesions-although all showed severe impairments in processing syntactic structure-successfully solved mathematical problems even with double-embedded bracket expressions, thereby supporting the anatomical dissociation between the mathematical and linguistic hierarchical process. Another study (Nemeth et al. 2011 ) used a dual task paradigm where participants performed implicit sequence learning (i.e., alternating serial reaction time task) and parallel tasks (i.e., sentence comprehension, word recognition, or mathematical addition) simultaneously. The result demonstrated that only sentence comprehension task, but not word recognition or mathematical addition, interfered in implicit sequence learning, suggesting a possible computational dissociation between language and mathematics. Several neuroimaging studies have also suggested the dissociation between mathematical and linguistic processing. For instance, a clear demarcation in brain regions was found between linguistic operation and algebraic operation, reassuring the dissociation in the processing of linguistic hierarchy and algebraic hierarchy (Monti et al. 2012) . When hierarchical structure was compared with linear structure in abstract mathematical formulae, most of the activations were laid on areas other than those of the language system (Friedrich and Friederici 2009 ). In addition, processing mathematical syntax in an algebraic process was represented in visuospatial areas . Even though the issue of linguistic modularity still remains controversial (see for opposing results, Makuuchi et al. 2012; Nakai and Sakai 2014; Hung et al. 2015) , we suggest that the neural basis for processing hierarchy is represented partly separated in mathematics and language, even with the same level of automaticity between the domains as in our expert group (for review, see Fedorenko and Thompson-Schill 2014; Dehaene et al. 2015) .
Neural Activity for the Low Level of Expertise
The 3 regions observed in nonexperts-left inferior frontal gyrus and bilateral inferior parietal lobules (Fig. 2) -are known to be involved in supporting high-level cognition by forming large-scale networks (Vendetti Michael and Silvia Bunge 2014) . They have been reported as candidates for the control system, exhibiting substantially reduced activation along with increased practices (Schneider and Chein 2003; Chein and Schneider 2005) or mathematical proficiency (Grabner et al. 2009; Ischebeck et al. 2009; Newman et al. 2011; Price et al. 2013) . The activation in the left inferior frontal gyrus, being located near the inferior frontal sulcus, has been associated with many cognitive functions: maintaining information over a longer period of time (Dosenbach et al. 2006; Yarkoni and Barch 2009) , selecting or inhibiting responses (Asaad et al. 2000; Heitzeg et al. 2014) , and performing complex tasks (Fedorenko et al. 2013) . The activation in the inferior parietal lobule, Results were acquired from the comparison between the hierarchical condition and linear condition (hierarchical > linear). No significant activation was found in experts or experts > nonexperts. Information about anatomical subdivisions and Brodmann areas are denoted in parentheses when its probability exceeds 40%.
L, left hemisphere; R, right hemisphere.
particularly hIP3-a subregion of intraparietal sulcus (Choi et al. 2006; Scheperjan et al. 2008a, b) -is usually observed for numeral comparison, approximation, estimation (Dehaene et al. 2003; Nieder and Dehaene 2009) , and arithmetic processing (Dehaene et al. 2004; Dehaene 2005; Menon et al. 2000; Rosenberg-Lee et al. 2011) . The right inferior parietal lobule functions for attentional control such as sustaining or reorienting attention on current goals or responding to salient information (Singh-Curry and Husain 2009; Gillebert et al. 2013) . All these previous studies appropriately explain the data of our nonexperts. Owing to the low level of mathematical competence, they depended heavily on procedural strategies instead of retrieval solutions, being engaged in demanding cognitive processes and requiring more resources for attention and working memory, which led to the activations in the left hIP3, the right inferior parietal lobule, and the left inferior frontal gyrus (Menon and Room 2009; Menon et al. 2014) .
Functional Connectivity in the Low Level of Expertise
Our result from the PPI analysis (Fig. 5 ) revealed 2 task-based functional connections in nonexperts only, one with the frontoparietal network and the other with the frontostriatal network. Further analysis using the correlation with the mathematical scores showed that the 2 separate networks were differentially mediated depending on mathematical competence in the group of nonexperts, a positive correlation in the frontoparietal network and a negative correlation in the frontalstriatal network. A dynamic recruitment of the frontoparietal network has been known to be strengthened together with increased proficiency in mathematics or learning motor skills (Emerson and Cantlon 2012; Lin et al. 2013) , and conversely to be weakened in psychopathological patients (for review, see Menon, 2011) . Other studies also showed a strong connectivity across the prefrontal and posterior brain regions with better performance on cognitive control tasks (Yoon et al. 2008; Fornito et al. 2011 ). This coincides with a positive correlation between connectivity strength and mathematical scores in our nonexperts, suggesting that some of the nonexperts who have relatively more competence in mathematics than others may rely on the frontoparietal network for effective neural communication. In addition, the frontoparietal network has been noted as the flexible hub in cognitive control for efficient adaptation and facilitation to a novel task (Cole et al. 2013) . In line with this, the more apt performers among nonexperts might adapt themselves to the experimental tasks better than their less apt counterparts by recruiting the frontoparietal network, which is likely to facilitate their performance in the experiment.
The frontostriatal connection has been widely known for its crucial role in executing demanding processes such as working memory (Lewis et al. 2004; Wolf and Walter 2005) , second language acquisition Jouen et al. 2013) , and cognitive control . Increasing working memory load and task difficulty have also been implicated with additional striatal input (Lewis et al. 2004; Wolf and Walter 2005) . A strong connection from the putamen to the left inferior frontal gyrus was observed in second language processing, which is a more controlled and demanding process compared with first language processing (Dodel et al. 2005) . Furthermore, task difficulty has been considered to be a critical factor for functional connectivity based on the integration of different brain regions following computational demand ). Our results, revealing an increased strength of connectivity between the frontal and striatal regions, suggest an increasing neural communication between the 2 brain structures to cope with incremental task demands for nonexperts in conjunction with their decreased mathematics scores. Putting all the PPI results together, we suggest that the different sets of brain regionsfrontoparietal and frontostriatal networks-are recruited in a divergent way to aid the processing of demanding tasks, that is, mathematical hierarchy in nonexperts.
It is further noteworthy that only nonexperts showed significant connectivity in the frontostriatal and frontoparietal regions, which could be indicative of an early stage of hierarchical sequence computing with increased connections in the areas relevant for controlled and attentional processes. According to functional connectivity measured by electroencephalogram activity, individuals with lower neural efficiency demonstrated a higher coherence of electroencephalogram activity in various brain regions, whereas people with higher neural efficiency manifested a lower coherence within only a few and focused brain areas (Neubauer and Fink 2009) . Being compatible with these results, in our study, only the group of nonexperts showed connectivity in widely spread areas within frontal, parietal, and striatal regions. The network of these 3 brain regions is known to be integral to a procedural memory system that underlies rule-based operation involved in the learning or computation of sequential or hierarchical rules in the language or nonlanguage domain (Ullman 2004 (Ullman , 2015 . In the same vein, our study investigating the neural correlates of the computation of arithmetical hierarchy demonstrated the functional connectivity among the basal ganglia (i.e., caudate nucleus and putamen), precentral gyrus, and superior parietal lobule. More interestingly, the dependency on the caudate nucleus and putamen is known to decrease as the process becomes automatized (Ullman 2015) . This coincides with the decrease of the functional connectivity in the caudate nucleus and putamen as the mathematics scores increased in our nonexperts. Therefore we stand by the assertion that the functional connectivity observed only in nonexperts may be adduced in support of the initial phase of hierarchical sequence computing prior to fully automated procedures as in experts.
Conclusion
Almost from the beginning of modern psychology, researchers have studied individual differences in cognitive functions, providing myriad studies about their roles and implications on cognitive processes at the behavioral level (Ackerman and Lohman 2006) . In the present study, we go beyond this by focusing on the neural level and elucidating how different levels of expertise interchangeably mediate functional specificity and connectivity in the brain. Our data provide evidence for neural efficiency from 2 aspects. Firstly, the level of individual expertise exerted on neural modulation of cortical and subcortical areas: small and confined activation for the high level of expertise and a broad extent of activation for the low level of expertise. Secondly, divergent brain dynamics between the frontoparietal and frontostriatal networks were recruited depending on the different levels of mathematical competence. Future study should track changes in behavior and brain activity as novice participants gradually become more proficient over time. The present study provides additional knowledge for our understanding of the different neural correlates contingent on individual differences, and the distinctive neural mechanism for optimal cognitive performance in general.
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