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1 Basic Setting
Definition 1. Let d, λ ∈ N, d ≥ 2, η : {(ri,j)i=1...λj∈N : r
i,j ∈ R, i = 1 . . . λ, j ∈
N} → R+ be Borel-measurable, and let n ∈ Rd fulfils
[n]1, [n]2 > 0 & d ≥ 3⇒ [n]k = 0 for k ≥ 3, (1)
with []i standing for the i-th component. Denote B(R+) the Borel σ-algebra on
R+, and consider a system of d-dimensional i.i.d. random vectors (M
i,j
t )
i=1...λ
j,t∈N ,
a system of random variables (Σt)
∞
t=0 and systems of d-dimensional random
vectors (Xt)t∈N0 , (Y
i
t )
i=1...λ
t∈N such that:
(i) X0 and Σ0 are independent of each other, as well as of (M
i,j
t )
i=1...λ
t,j∈N ,
P (Σ0 > 0) = P (−n
⊤X0 > 0) = 1, (2)
(ii) for t ∈ N,
Σt = η((M
i,j
t )
i=1...λ
j∈N )Σt−1, (3)
(iii) for t ∈ N, i = 1 . . . λ,
Y it = Xt−1 +ΣtM
i,jt,i(−n
⊤Xt−1)
t , (4)
where jt,i(δ) = min{j : n
⊤M
i,j
t < δ}, δ > 0, (5)
(iv) for t ∈ N,
Xt = Y
it
t ,with it = min{arg max
i=1...λ
[Y it ]1}. (6)
Then:
a) Y it , t ∈ N, i = 1 . . . λ is called i-th individual or i-th feasible solution in
generation t, with movement M
i,jt,i
t and step size Σt.
b) Xt, t ∈ N is called the best solution among the population of size λ in
generation t.
Proposition 1. For t ∈ N, define
Dt =
−n⊤Xt−1
Σt
. (7)
Then no matter what distribution the movements M i,jt , i = 1 . . . λ, j, t ∈ N have,
the following holds:
1. (Dt, Σt)t∈N is a homogeneous Markov chain;
2. if Σt = σ ∈ R+a.s. for t ∈ N (e.g., if Σ0 has a degenerate distribution
with Σ0 = σ a.s., and η is identity), even (Dt)t∈N is a homogeneous Markov
chain,
Proof. Due to (3)–(7), (Dt, Σt)t∈N can be considered as an R+ × R+-valued
random process.
The fact that (M i,jt )
i=1...λ
j,t∈N are i.i.d. implies that also (n
⊤M
i,j
t )
i=1...λ
t,j∈N and
(η((M i,jt+1)
i=1...λ
j∈N ))t∈N are i.i.d., and for each δ > 0:
– (jt,i(δ))
i=1...λ
t∈N are i.i.d.,
– ([M
i,jt,i(δ)
t ]i)
i=1...λ
t∈N are i.i.d.,
– (min{argmaxi=1...λ[M
i,jt,i(δ)
t ]1})t∈N are i.i.d.,
– (M
it,jt,it (δ)
t )t∈N are i.i.d.
Let now t ∈ N, t ≥ 2, δ0, σ0 . . . δt−1, σt−1, δ, σ ∈ R+ and A,B ∈ B(R+). From
(2)–(6) follows:
P ((Dt+1, Σt+1) ∈ A×B|(D0, Σ0) =
= (δ0, σ0) . . . (Dt−1, Σt−1) = (δt−1, σt−1), (Dt, Σt) = (δ, σ)) =
= P (M
it+1,jt+1,it+1 (δ)
t+1 ∈{ξ∈R : ξ + δ∈A}& η(M
i,j
t+1)
i=1...λ
j∈N )∈{ς ∈R+ : ςσ∈B})
= P ((Dt+1, Σt+1) ∈ A×B|(Dt, Σt) = (δ, σ)). (8)
Therefore, (Dt, Σt)t∈N is a Markov chain. Its homogeneity is a consequence of
(n⊤M i,jt n)
i=1...λ
t,j∈N and (η(M
i,j
t+1)
i=1...λ
j∈N ))t∈N being i.i.d. Moreover, if (∀t ∈ N)Σt =
σ ∈ R+a.s., then for A ∈ B(R+) such that σ ∈ A,
P ((Dt+1, Σt+1) ∈ A× {σ}) = P ((Dt+1) ∈ A), (9)
which together with (8) implies that also (Dt)t∈N is a homogeneous Markov
chain. ⊓⊔
2 Markov Chain Properties if Step Size Is Constant
Following the first part of [1], we restrict attention to the constant step size in
the remainder of the paper. Proposition 2 below generalizes Lemmas 1 and 3
and Propositions 3–4 from [1].
Proposition 2. Denote µ+ the Lebesgue measure on (R+,B(R+)), H the distri-
bution function corresponding to the first two dimensions of the random vectors
M
i,j
t , j, t ∈ N, i = 1 . . . λ, and Hδ and H
⋆
δ for δ > 0 the distribution functions cor-
responding to the first two dimensions of the random vectors M
i,jt,i(δ)
t , t ∈ N, i =
1 . . . λ and M
it,jt,it (δ)
t , t ∈ N, respectively. Let λ ≥ 2, (∀t ∈ N)Σt = σ ∈ R+a.s.,
and the distribution H be absolutely continuous, with continuous strictly posi-
tive density h. Finally, define the open linear half-space La for a ∈ R and the
functions IA and Vα by
La = {x ∈ R
2 : [x]1[n]1 + [x]2[n]2 < a} for a ∈ R, (10)
(∀x ∈ R2) IA(x) =
{
1 if x ∈ A,
0 if x 6∈ A,
for A ⊂ R2. (11)
(∀δ)Vα(δ) = exp(αδ) for α > 0. (12)
Then the following holds:
1. The distribution functions Hδ and H
⋆
δ are for each δ > 0 absolutely contin-
uous, and their densities are, respectively,
(∀x ∈ R2) hδ(x) =
h(x)ILδ (x)
H(Lδ)
and (13)
(∀x ∈ R2) h⋆δ(x) = λhδ(x)Hδ((−∞, [x]1)× R)
λ−1. (14)
2. The transition probability kernel of (Dt)t∈N, defined
(∀δ ∈ R+)(∀A ∈ B(R+) P (δ, A) = P (Dt+1 ∈ A|Dt = δ) (15)
is with respect to its first argument δ continuous on R+.
3. (Dt)t∈N is µ+-irreducible and aperiodic.
4. If the following two additional conditions are fulfilled:
(∃ε > 0)(∀α ∈ (0, ε))(∀k ∈ N)
∫
R2
|αn⊤x|kh(x)dx < +∞ &
&
∫
R2
exp(|αn⊤x|)h(x)dx =
+∞∑
k∈N
∫
R2
|αn⊤x|kh(x)dx < +∞, (16)
and
∫
R2
n⊤xH((−∞, [x]1)× R)
λ−1h(x)dx > 0, (17)
then (∃αn > 0) such that for α ∈ (0, αn) is (Dt)t∈N Vα−geometrically ergodic
and positive Harris recurrent.
Proof. 1. Due to (10) and the strict positivity of h,
H(Lδ) > H(L0) > 0 (18)
no matter which δ > 0 is considered. Let now δ > 0, A ∈ B(R2). Then for
t ∈ N, i = 1 . . . λ,
Hδ(A) = P (M
i,jt,i(δ)
t ∈ A) =
∑
k∈N
P (M
i,jt,i(δ)
t ∈ A|jt,i = k)P (jt,i = k) =
=
∑
k∈N
P (M i,kt ∈ A ∩ Lδ & (∀ℓ < k)M
i,ℓ
t 6∈ Lδ|M
i,k
t ∈ Lδ &
& (∀ℓ < k)M i,ℓt 6∈ Lδ)P (jt,i = k) =
=
∑
k∈N
P (M i,kt ∈ A ∩ Lδ)
∏
ℓ<k P (M
i,ℓ
t 6∈ Lδ)
P (M i,kt ∈ Lδ)
∏
ℓ<k P (M
i,ℓ
t 6∈ Lδ)
P (jt,i = k) =
=
∑
k∈N
P (M i,kt ∈ A ∩ Lδ)
P (M i,kt ∈ Lδ)
P (jt,i = k) =
H(A ∩ Lδ)
H(Lδ)
=
∫
A
hILδ
H(Lδ)
. (19)
Consequently, Hδ is absolutely continuous, with density
hILδ
H(Lδ)
. Due to the
absolute continuity of Hδ, the ties between [M
i,jt,i(δ)
t ]1 and [M
k,jt,k(δ)
t ]1 have
probability 0 for any t ∈ N, i, k = 1 . . . λ, i 6= k, thus we can ignore such ties
in the subsequent calculations. Let now x ∈ R2 be an inner point of Lδ, thus
(∃ǫ > 0)(∀x′ ∈ R2) max(|[x′ − x]1|, |[x
′ − x]2|) < ǫ ⇒ x
′ ∈ Lδ. Then for
t ∈ N, x ∈ R2, ǫ1, ǫ2 ∈ (0, ǫ),
H
⋆
δ ([x]1+ ǫ1, [x]2+ ǫ2)−H
⋆
δ (x)=P (M
it,jt,it (δ)
t ∈([x]1, [x]1+ ǫ1)×([x]2, [x]2+ ǫ2))
=
λ∑
k=1
P (M
it,jt,it (δ)
t ∈ ([x]1, [x]1 + ǫ1)×([x]2, [x]2 + ǫ2)|it = k)P (it = k) =
=
λ∑
k=1
P (M
k,jt,k(δ)
t ∈ ([x]1 − ǫ1, [x]1 + ǫ1)×([x]2 − ǫ2, [x]2 + ǫ2) &
& (∀i ∈ {1 . . . λ} \ {k})[M
i,jt,i(δ)
t ]1 < [M
k,jt,k(δ)
t ]1)P (it = k) =
=
λ∑
k=1
(P (M
k,jt,k(δ)
t ∈ ([x]1, [x]1 + ǫ1)×([x]2, [x]2 + ǫ2) &
(∀i∈{1 . . . λ}\{k})[M
i,jt,i(δ)
t ]1≤ [x]1)+P (M
k,jt,k(δ)
t ∈([x]1, [x]1+ǫ1)×([x]2, [x]2+ǫ2)
& (∃ℓ ∈ {1 . . . λ} \ {k})[x]1 < [M
ℓ,jt,ℓ(δ)
t ]1 < [M
k,jt,k(δ)
t ]1) &
& (∀i ∈ {1 . . . λ} \ {k, ℓ})[M
i,jt,i(δ)
t ]1 < [M
ℓ,jt,i(δ)
t ]1)P (it = k) =
=
λ∑
k=1
P (M
k,jt,k(δ)
t ∈([x]1, [x]1+ ǫ1)×([x]2, [x]2+ ǫ2))
λ∏
i=1,i6=k
P ([M
i,jt,i(δ)
t ]1 ≤ [x]1)+
+
λ−1∑
k=1
λ∑
ℓ=1,ℓ 6=k
P (M
k,jt,k(δ)
t ∈ ([x]1, [x]1 + ǫ1)×([x]2, [x]2 + ǫ2) &
[M
ℓ,jt,ℓ(δ)
t ]1∈([x]1, [M
k,jt,k(δ)
t ]1)&(∀i∈{1 . . . λ} \ {k, ℓ})[M
i,jt,i(δ)
t ]1< [M
ℓ,jt,ℓ(δ)
t ]1)
= λ(Hδ([x]1 + ǫ1, [x]2 + ǫ2)−Hδ(x))Hδ((−∞, [x]1)×R)
λ−1+ (20)
+λ−1∑
k=1
λ∑
ℓ=1,ℓ 6=k
P (M
k,jt,k(δ)
t ∈ ([x]1, [x]1 + ǫ1)×([x]2, [x]2 + ǫ2) &
[M
ℓ,jt,ℓ(δ)
t ]1∈([x]1, [M
k,jt,k(δ)
t ]1)&(∀i∈{1 . . . λ} \ {k, ℓ})[M
i,jt,i(δ)
t ]1< [M
ℓ,jt,ℓ(δ)
t ]1)
≤ λ(Hδ([x]1 + ǫ1, [x]2 + ǫ2)−Hδ(x))Hδ((−∞, [x]1)×R)
λ−1+
λ−1∑
k=1
λ∑
ℓ=1,ℓ 6=k
P (M
k,jt,k(δ)
t ∈([x]1, [x]1+ǫ1)×([x]2, [x]2+ǫ2)&[M
ℓ,jt,ℓ(δ)
t ]1∈([x]1, [x]1+ǫ1)
= λ(Hδ([x]1 + ǫ1, [x]2 + ǫ2)−Hδ(x))Hδ((−∞, [x]1)×R)
λ−1+
+ λ(λ− 1)(Hδ([x]1 + ǫ1, [x]2 + ǫ2)−Hδ(x))(Hδ([x]1 + ǫ1,∞)−Hδ(−∞, [x]1)).
This entails the inequality
Hδ([x]1 + ǫ1, [x]2 + ǫ2)−Hδ(x)
ǫ1ǫ2
λHδ((−∞, [x]1)× R)
λ−1 ≤
≤
H⋆δ ([x]1 + ǫ1, [x]2 + ǫ2)−H
⋆
δ (x)
ǫ1ǫ2
≤
≤
Hδ([x]1 + ǫ1, [x]2 + ǫ2)−Hδ(x)
ǫ1ǫ2
(λHδ((−∞, [x]1)× R)
λ−1+
+ λ(λ − 1)(Hδ([x]1 + ǫ1,∞)−Hδ(−∞, [x]1)). (21)
Because the leftmost part and the rightmost part of the inequality (21) have
the same limit for (ǫ1, ǫ2)
ǫ1,ǫ2>0
−→ (0, 0), this is also the limit of the middle
part,
lim
(ǫ1,ǫ2)→(0,0)
H⋆δ ([x]1 + ǫ1, [x]2 + ǫ2)−H
⋆
δ (x)
ǫ1ǫ2
=
= lim
(ǫ1,ǫ2)→(0,0)
Hδ([x]1 + ǫ1, [x]2 + ǫ2)−Hδ(x)
ǫ1ǫ2
λHδ((−∞, [x]1)× R)
λ−1 =
= λhδ(x)Hδ((−∞, [x]1)× R)
λ−1, (22)
which means that H⋆δ is absolutely continuous with density given by (14).
2. For δ, δ′ > 0, denote Lδ,δ′ a layer between the hyperplanes delimiting the
half-spaces Lδ and Lδ′ . More precisely
Lδ,δ′ = Lmax{δ,δ′} \ Lmin{δ,δ′}. (23)
Let now δ > 0. The absolute continuity of H together with (10) imply
lim
δ′→δ
H(Lδ′) = H(Lδ) > 0, (24)
Consequently, H(Lδ′) >
1
2H(Lδ) for δ
′ close enough to δ, which for those δ′
entails
Hδ′((−∞, [x]1)× R)λ−1
H(Lδ′)
≤
1
H(Lδ′)
≤
2
H(Lδ)
. (25)
Due to the continuity of h and absolute continuity of H ,
lim
δ′→δ
h
H(Lδ′)
=
h
H(Lδ)
, (26)
together with (25) allowing to apply the dominated convergence theorem,
which yields
(∀A ∈ B(R2)) lim
δ′→δ
∫
A
h
H(Lδ′)
=
∫
A
h
H(Lδ)
. (27)
In addition, (13) and (25) imply
(∀A ∈ B(R2)) |Hδ′(A) −Hδ(A)| = |
∫
A
hILδ′
H(Lδ′)
−
∫
A
hILδ
H(Lδ)
| ≤
≤ |
∫
A
hILδ′
H(Lδ′)
−
∫
A
hILδ
H(Lδ′)
|+ |
∫
A
hILδ
H(Lδ′)
−
∫
A
hILδ
H(Lδ)
| =
=
|
∫
A∩Lδ′
h−
∫
A∩Lδ
h|
H(Lδ′)
+ |
∫
A∩Lδ
h
H(Lδ′)
−
∫
A∩Lδ
h
H(Lδ)
| ≤
≤
2
∫
A∩Lδ,δ′
h
H(Lδ)
+ |
∫
A∩Lδ
h
H(Lδ′)
−
∫
A∩Lδ
h
H(Lδ)
|. (28)
Together with (27) and with the absolute continuity of H , this inequality
leads for A ∈ B(R2) to
lim
δ′→δ
Hδ′(A) = Hδ(A) + lim
δ′→δ
(Hδ′(A)−Hδ(A)) = Hδ(A), (29)
which combined with (25) and (26) allows to again apply the dominated
convergence theorem, this time yielding
lim
δ′→δ
∫
A
hHδ′((−∞, [x]1)× R)λ−1
H(Lδ′)
=
∫
A
hHδ((−∞, [x]1)× R)λ−1
H(Lδ)
. (30)
In a way analogous to (28), from (14) and (25) follows:
(∀A ∈ B(R2)) |H⋆δ′(A) −H
⋆
δ (A)| ≤
2
∫
A∩Lδ,δ′
h
H(Lδ)
+
+ |
∫
A∩Lδ
hHδ′((−∞, [x]1)× R)λ−1
H(Lδ′)
−
∫
A∩Lδ
hHδ′((−∞, [x]1)× R)λ−1
H(Lδ)
|.
(31)
Let cδ : R
2 → R+ be a function defined
(∀x ∈ R2) cδ(x) = δ − n
⊤x (32)
Taking into account the Borel-measurability of cδ, the absolute continuity of
H and the fact that, due to (13)–(15),
(∀A ∈ B(R+)) P (δ, A) = H
⋆
δ (c
−1
δ (A)) =
∫
c
−1
δ
(A)
h⋆δ(x)dx, (33)
(30)–(31) already imply, for A ∈ B(R+) the desired continuity of the transi-
tion probability kernel with respect to δ,
lim
δ′→δ
P (δ′, A) = P (δ, A) + lim
δ′→δ
(P (δ′, A)− P (δ, A)) =
= P (δ, A) + lim
δ′→δ
(H⋆δ′(c
−1
δ (A))−H
⋆
δ (c
−1
δ (A)) = P (δ, A). (34)
3. Let δ > 0, A ∈ B(R+) be such that µ+(A) > 0. According to (32), cδ
is Lipschitz, therefore c−1δ (A) cannot be Lebesgue negligible ([2], Proposi-
tion 262D). At the same time, (10) and (32) imply c−1δ (A) ⊂ Lδ, thus h
⋆
δ is
strictly positive on c−1δ (A) due to the strict positivity of h and (13)–(14).
Consequently,
P (δ, A) = H⋆δ (c
−1
δ (A)) > 0, (35)
thus also P ((∃k ∈ N) Dt+k) ∈ A|Dt = δ) > 0, which proves the µ+-
irreducibility of (Dt)t∈N.
The aperiodicity of the chain will be proved by contradiction. Let δ ∈
R+,D ⊂ B(R+) be a cycle of (Dt)t∈N, and ∆ ∈ D be such that δ ∈ ∆.
Then ∆ is absorbing, and therefore full with respect to µ+ ([3], Proposi-
tions 5.4.6 and 4.2.3). Suppose that (Dt)t∈N is not aperiodic, thus there
exists ∆′ ∈ D, ∆′ 6= ∆. The fact that ∆ is full with respect to µ+ implies
µ+(∆
′) = 0, which contradicts (35) with the choice A = ∆′, thus proving
the aperiodicity.
4. First, we will prove that the chain (Dt)t∈N is weak Feller. Let f : R+ → R be
bounded continuous, thus (∃Mf > 0)(∀x ∈ R+)|f(x)| < Mf . The probability
kernel (15) of (Dt)t∈N induces a transformation T(Dt)t∈N of f into the function
T(Dt)t∈Nf : R+ → R defined
(∀δ > 0) T(Dt)t∈Nf(δ) = E(fDt+1|Dt = δ). (36)
Let now δ > 0. Due to (13), (14), (18) and the bound on f ,
|f(cδ(x))h
⋆
δ(x)| ≤ h(x)
Mf
H(L0)
, (37)
which together with (15) and (33) implies
|E(fDt+1|Dt = δ)| = |
∫
R2
+
f(cδ(x))h
⋆
δ (x)dx| ≤
≤
∫
R2
+
|f(cδ(x))h
⋆
δ (x)|dx ≤
Mf
H(L0)
. (38)
From (13), (14) and(32), and from the continuity of f follows
(∀x ∈ R2+) lim
δ′→δ
f(cδ′(x))h
⋆
δ′ (x) = f(cδ(x))h
⋆
δ(x), (39)
which combined with (37) allows to apply the dominant convergence theo-
rem, yielding
lim
δ′→δ
∫
R2
+
f(cδ(x))h
⋆
δ(x)dx =
∫
R2
+
f(cδ′(x))h
⋆
δ (x)dx. (40)
Taking into account (33) implies continuity of T(Dt)t∈Nf in δ, which in com-
bination with (38) means that T(Dt)t∈N transforms bounded continuous func-
tions into bounded continuous functions, proving that (Dt)t∈N is weak Feller.
Further, a consequence of the weak Feller property of (Dt)t∈N, of its µ+-
irreducibility, and of the fact that the support of µ+ has non-empty interior,
is that all compacts in R+ are petite sets ([3], Proposition 6.2.8). In partic-
ular, each set (0, β] with β > 0 is petite.
Until now, we made no use of the additional conditions (16) and (17). First,
from (13), (14), (16), (18) and the dominated convergence theorem follows
for α ∈ (0, ε),
(∀k ∈ N)
∫
R2
|αn⊤x|kh⋆δ(x)dx < +∞ &
∫
R2
exp(|αn⊤x|)h⋆δ(x)dx =
=
+∞∑
k∈N
∫
R2
|αn⊤x|kh⋆δ(x)dx < +∞, (41)
(∀k ∈ N)
∫
R2
(αn⊤x)kh(x)dx < +∞ &
∫
R2
exp(αn⊤x)h(x)dx =
=
+∞∑
k∈N
∫
R2
(αn⊤x)kh(x)dx < +∞, (42)
(∀k ∈ N)
∫
R2
(αn⊤x)kh⋆δ(x)dx < +∞ &
∫
R2
exp(αn⊤x)h⋆δ(x)dx =
=
+∞∑
k∈N
∫
R2
(αn⊤x)kh⋆δ(x)dx < +∞, (43)
whereas due to (17), it is possible to introduce
δ∞ =
∫
R2
n⊤xH((−∞, [x]1)× R)
λ−1h(x)dx > 0. (44)
From (13), (14) and (18) for x ∈ R2 follows
lim
δ→+∞
n⊤xh⋆δ(x) = n
⊤x(x)H((−∞, [x]1)× R)
λ−1h(x), (45)
and |n⊤xh⋆δ(x)| ≤
|n⊤x|h(x)
H(L0)
, (46)
which combined with the finite 1st moment of H allows to apply the domi-
nated convergence theorem, yielding
lim
δ→+∞
∫
R2
n⊤xh⋆δ(x) = δ∞. (47)
This together with (44) entails the existence of β > 0 such that
(∀δ > β)
∫
R2
n⊤xh⋆δ(x) ∈ (
2
3
δ∞,
4
3
δ∞). (48)
For α ∈ R+, define the function ∆Vα on R+ by
(∀δ > 0) ∆Vα(δ) = E(Vα(Dt+1)|Dt = δ)− Vα(δ). (49)
Then for δ > 0, (4), (6), (7) and (12) lead to
∆Vα(δ) = E exp(α(δ − n
⊤M
it,jt,it (δ)
t ))− Vα(δ) =
= E(Vα(δ) exp(−αn
⊤M
it,jt,it (δ)
t )− Vα(δ) =
= Vα(δ)E exp(−αn
⊤M
it,jt,it (δ)
t )− Vα(δ) =
= Vα(δ)
∫
R2
exp(−αn⊤x)h⋆δ(x)dx − Vα(δ). (50)
In particular for 0 < δ ≤ β from (13), (14), (16) and (18) follows for α ∈ (0, ε)
∆Vα(δ) ≤
Vα(δ)
H(L0)
∫
R2
exp(|αn⊤x|)h(x)dx − Vα(δ). (51)
On the other hand, for δ > β and α ∈ (0, ε), (13), (14), (16), (43) and (48)
lead to
∆Vα(δ) = Vα(δ)
∫
R2
(1 − αn⊤x+
∞∑
k=2
(−αn⊤x)k
k!
)h⋆δ(x)dx − Vα(δ) =
= αVα(δ)(−
∫
R2
n⊤xh⋆δ(x)dx + α
∞∑
k=2
αk−2
∫
R2
(−n⊤x)kh⋆δ(x)dx
k!
≤
≤ αVα(δ)
(
−
2
3
δ∞ + α
∞∑
k=2
αk−2
∫
R2
|n⊤x|kh(x)dx
k!
)
. (52)
For 0 ≤ α < α′ < ε is
0 ≤ α
∞∑
k=2
αk−2
∫
R2
|n⊤x|kh(x)dx
k!
≤ α
∞∑
k=2
α′k−2
∫
R2
|n⊤x|kh(x)dx
k!
, (53)
which together with limα→0 α
∑∞
k=2
α′k−2
∫
R2
|n⊤x|kh(x)dx
k! = 0 entails
lim
α→0
α
∞∑
k=2
αk−2
∫
R2
|n⊤x|kh(x)dx
k!
= 0. (54)
Consequently,
(∃α0 > 0)(∀α ∈ (0, α0)) lim
α→0
α
∞∑
k=2
αk−2
∫
R2
|n⊤x|kh(x)dx
k!
<
1
3
δ∞. (55)
Hence, putting α ∈ (0,min{α0, ε}) into (52) yields
∆Vα(δ) ≤ −
1
3
αVα(delta). (56)
Let αn = min{α0, ε, 3}. Then combining (51) and (56) leads for α ∈ (0, αn)
to
(∀δ > 0) ∆Vα(δ) ≤ −
1
3
αVα(delta) +
Vα(δ)
H(L0)
∫
R2
exp(|αn⊤x|)h(x)dxI(0,β](x),
(57)
which according to the Geometric Ergodic Theorem ([3], Theorem 15.0.1)
proves (Dt)t∈N to be Vα−geometrically ergodic. ⊓⊔
Example 1. In [1], movements with Gaussian distributions with zero mean are
considered. If H is a non-degenerated 2-dimensional Gaussian distribution with∫
x
h(x)dx = 0, then all assumptions of Proposition 2 are fulfilled, including the
additional conditions (16) and (17):
(i) h is continuous strictly positive.
(ii) n⊤M i,jt has a 1-dimensional Gaussian distribution, thus all its moments
are finite and the moment-generating function E exp(αn⊤M i,jt ) is finite for
all α ∈ R. From this, the finiteness of E exp(|αn⊤M i,jt |) follows due to the
symmetry of the Gaussian density, the finiteness of k-th moments of |n⊤M i,jt |
is for k even already equivalent to the finiteness of k-th moments of n⊤M i,jt ,
and for k odd is a consequence of the inequality
|n⊤M i,jt |
k ≤
{
1 if |n⊤M i,jt | ≤ 1,
|n⊤M i,jt |
k+1 else .
(58)
(iii) Denote H1, H2 the marginal distributions of H , and h1, h2 their respective
marginal densities. Then the symmetry of the Gaussian denisty implies∫
R2
n⊤xH((−∞, [x]1)× R)
λ−1h(x)dx =
=
∫
R
∫
R
h(x)d[x]2[n]1[x]1H1((−∞, [x]1))
λ−1d[x]1+
+
∫
R
∫
R
H1((−∞, [x]1))
λ−1h(x)dx[x]1 [n]2[x]2d[x]2
= [n]1
∫
R
h1([x]1)[x]1H1((−∞, [x]1))d[x]1+
[n]2
∫
R+
(
∫
R
H1((−∞, [x]1))
λ−1 −
∫
R
H1((−∞,−[x]1))
λ−1)h(x)d[x]1)[x]2d[x]2
= [n]1
∫
R+
h1([x]1)[x]1H1((−[x]1, [x]1))d[x]1+
+ [n]2
∫
R+
∫
((−[x]1,[x]1))
H1((−∞, [x]1))
λ−1h(x)d[x]1[x]2d[x]2 > 0. (59)
3 Investigation of Movement Distributions by Means of
Copulas
To get a deeper understanding of the influence that the distribution of the move-
ments has at the resulting Markov chain, it is advantageous to decompose that
distribution into its marginals and the copula combining them. In this section, we
express the density h of the movements distribution using such a decomposition.
We will pay a separate attention to the particularly well transparent structure
of Archimedean copulas. The results, formulated below in Proposition 3, are
essentially an application of two important theorems of the copula theory (first
of them being the famous Sklar’s theorem [4] that established the relationship
between multivariate distributions and copulas).
Theorem 1. Sklar [4] Let m ∈ N and F1 . . . Fm be distribution functions of
one-dimensional random variables. For i = 1 . . .m, let valFi denote the value
set of Fi and F
−
i the pseudoinverse of Fi, defined
(∀y ∈ [0, 1]) F−i (y) = inf{x ∈ R : Fi(x) ≥ y}. (60)
Then there exists an m-dimensional distribution functionF such that F1 . . . Fm
are marginals of F if and only if there exists an m-dimensional copula C, i.e.,
a distribution function on [0, 1]m with uniform marginals, fulfilling
(∀x ∈ Rm) F (x) = C(F1([x]1) . . . Fm([x]m)). (61)
In the positive case, C is uniquely determined on the set valF1 × · · · × valFm,
and is given by
(∀u ∈ valF1 × · · · × valFm) C(u) = F (F
−
1 ([u]1) . . . F
−
m([u]m)). (62)
Theorem 2. [5] Let m ∈ N , ψ : [0,+∞] → [0, 1] be an Archimedean generaor,
i.e., ψ(0) = 1, ψ(+∞) = limt→+∞ ψ(t) = 0, ψ is continuous and strictly decreas-
ing on [0, inf{t : ψ(t) = 0}), and let ψ−1 : [0, 1]→ [0,+∞] be defined
(∀u ∈ [0, 1]) ψ−1(u) = inf{t : ψ(t) = u} (63)
and Cψ : [0, 1]
m → [0, 1] be defined
(∀u ∈ [0, 1]m) Cψ(u) = ψ(ψ
−1([u]1) + · · ·+ ψ
−1([u]m)). (64)
Then
1. Cψ is a copula if and only if ψ is m-monotone, i.e., ψ is continuous on
[0,+∞], ψ(k) exists on R+ for k = 1 . . .m − 2, ψ(m−2) is decreasing and
convex on R+, and (∀k ∈ {0 . . .m− 2})(∀t ∈ R+) (−1)kψ(k)(t) ≥ 0.
2. In particular, a sufficient condition for Cψ to be a copula is ψ being com-
pletely monotone, i.e., m-monotone for each m ∈ N ,m ≥ 2.
Proposition 3. Let H be the distribution from Proposition 2, H1 and H2 be its
marginals, and C be a copula relating H to H1 and H2 according to the Sklar’s
theorem. Then the following holds:
1. Sufficient for H to have a continuous strictly positive density is the simul-
taneous validity of the following three conditions.
(i) H1 and H2 have continuous strictly positive densities h1 and h2, respec-
tively.
(ii) C has a continuous strictly positive density c.
(iii) for x ∈ R2,
h(x) = c(H1([x]1), H2([x]2))h1([x]1)h2([x]2). (65)
2. If C is Archimedean, i.e., C = Cψ according to (64) with some Archimedean
generator ψ, then it is sufficient to replace (ii) and (iii), respectively, with
(ii’) ψ is at least 4-monotone.
(iii’) for x ∈ R2,
h(x) =
ψ′′(ψ−1(H1([x]1)) + ψ
−1(H2([x]2)))
ψ′(ψ−1(H1([x]1)) + ψ−1(H2([x]2)))
h1([x]1)h2([x]2). (66)
Proof.
To prove (65), the relationships
(∀x ∈ R2) h(x) =
∂2H
∂[x]1∂[x]2
(x), h1([x]1) =
H1
d[x]1
([x]1), h2([x]2) =
H2
d[x]2
([x]2),
(67)
are combined with (61) and c(u) = ∂
2C
∂[u]1∂[u]2
(u), making use of the assumption
that h1, h2 and c are continuous.
To prove (66), the relationships (67) are combined with (64) and (65), making
use of the assumption that h1, h2 and c are continuous, and of the fact that if
y = ψ(t), where t = ψ−1(u1) + ψ
−1(u2), then
(ψ−1)′(y) =
1
ψ(t)
=
1
ψ−1(u1) + ψ−1(u2)
. (68)
⊓⊔
Example 2. A simple Archimedean generator is given by
(∀t ∈ R+) ψ(t) = exp(−t
1
ϑ ), or equivalently, (∀y ∈ (0, 1)) ψ−1(y) = (− ln y)ϑ,
(69)
with ϑ ∈ [1,+∞). From (69) follows that
(∀t ∈ R+) ψ
′(t) = −
exp(−t
1
ϑ )
ϑt
ϑ−1
ϑ
< 0, (70)
and that the sign of ψ(k) is opposite to the sign of ψ(k−1) for k ≥ 2. Thus ψ is
completely monotone and using (64), ψ indeed defines a copula,
Cψ(u) = exp
(
−
(
(− ln[u]1)
ϑ + (− ln[u]2)
ϑ
) 1
ϑ
)
. (71)
Such copulas are called Gumbel copulas [6]. The particular choice ϑ = 1 yields
the product copula,
Π(u1 . . . um) = exp(−((− lnu1) + (− lnu2))) =
m∏
i=1
ui, (72)
which describes the independence of marginals because due to (61),
F (x1 . . . xm) =
m∏
i=1
Fi(xi). (73)
To investigate movement distributions, any of (65) or (66) lead to the following
expression for the density h needed in Proposition 2.
h(x) = H(x)
h1([x]1)h2([x]2)
H1([x]1)H2([x]2)
(
(− lnH1([x]1))(− lnH2([x]2))
((− lnH1([x]1))ϑ + (− lnH2([x]2))ϑ)
2
ϑ
)ϑ−1
·
·
(
1−
ϑ− 1
ϑ ((− lnH1([x]1))ϑ + (− lnH2([x]2))ϑ)
)
. (74)
References
1. Chotard, A., Auger, A., Hansen, N.: Markov chain analysis of evolution strategies
on a linear constraint optimization problem. Submitted to the journal Mathematical
Programming (2013)
2. Fremlin, D.: Measure Theory. Volume 2: Broad Foundations. 2nd Edition. Torres
Fremlin (2010)
3. Meyn, S., Tweedie, R.: Markov Chains and Stochastic Stability. Springer Verlag,
Berlin (1993)
4. Sklar, A.: Fonctions de´ repartition a` n dimensions et leur marges. Publications de
l’Institut de Statistique de l’Universit de Paris 8 (1959) 229–231
5. McNeil, A., Nesˇlehova´, J.: Multivariate Archimedean copulas, d-monotone functions
and l1-norm symmetric distributions. The Annals of Statistics 37 (2009) 3059–3097
6. Nelsen, R.: An Introduction to Copulas. Springer Verlag, Berlin (2006)
