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1 Einführung, Definitionen, Problematik und Grundlagen
1.1 Vorwort
Dieses Buch ist entstanden aus Vorlesungen, die ich in den Jahren 1995 - 2007 hauptsächlich
für Studenten des Aufbaustudiums „Umweltschutz und Raumordnung“ an der Technischen Uni-
versität Dresden gehalten habe. Die fettgedruckten Textteile sollen zur schnelleren Orientierung
dienen.
Vieles Wichtige (besonders im Kapitel 4) entstammt einer mehr als 20-jährigen Zusammen-
arbeit mit dem Autor des Evolonmodells und der Klassifikationsregel für Wachstumsprozesse,
WERNER MENDE. Er erscheint nur aus dem Grund nicht als Autor, weil er dann seinem
Interessenfeld nicht entspechende Teile des Buches mitverantworten müsste.
Der Name der Vorlesung ist „Umweltsystemanalyse“. Die ausführlich Bezeichnung lautet Um-
weltsystemanalyse mit Hilfe der Computersimulation und Umweltproblematik als Evolutions-
druck für ökologische und ökonomische Systeme.
Zunächst möchte ich einenÜberblick darüber geben, was in der Vorlesung behandelt werden
soll. Doch vorher möchte ich mich selbst kurz vorstellen: Mein Name ist Albrecht. Ich habe in
Dresden und Berlin Physik studiert und habe dann 13 Jahre als Elementarteilchenphysiker
in Zeuthen bei Berlin und z.T. auch am Vereinigten Institut für Kernforschung in Dubna bei
Moskau sowie am Protonenbeschleuniger in Serpuchow - ebenfalls bei Moskau - gearbeitet.
4 Jahre nach meiner Promotion habe ich dann das Institut für Hochenergiephysik in Zeuthen
verlassen, weil ich mich lieber den ökologischen und Umweltproblemen widmen wollte. Das hatte
u.a. den Grund, dass ich zur Ansicht gekommen war, dass es in wachsendemMaße wichtig wurde,
die in der Vergangenheit recht erfolgreiche spezialisierte analytische wissenschaftliche Arbeit in
den Einzeldisziplinen zu ergänzen durch eine Zusammenführung der Ergebnisse mit
dem Ziel der Lösung immer dringender werdender, fachübergreifender Probleme - insbesondere
der ökologischen und Umweltprobleme.
Daher bin ich dann zum Berliner Bereich Ökologisch-Ökonomische Systeme des Instituts
für Geographie und Geoökologie gewechselt. Als sich bei mir das Gefühl verstärkte, dass die-
ser Bereich leider im Wesentlichen nur eine Alibifunktion hatte, ging ich nach vier Jahren
an den Bereich Systemanalyse und Simulation des Zentralinstituts für Kybernetik und
Informationsprozesse in Berlin. Von dort aus habe ich mich dann zweimal für ein Vierteljahr
und später für zwei Jahre an die Abteilung für Modellierung in der Ökologie und Medizin
des Rechenzentrums der Akademie der Wissenschaften der UdSSR in Moskau delegieren lassen.
Der Wunsch hierfür war im Wesentlichen dadurch begründet, dass in dieser Abteilung 1984 ein
Buch über die ökologischen Auswirkungen eines globalen Kernwaffenkrieges fertiggestellt
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wurde und ich in dieser Thematik die zu dieser Zeit sinnvollste wissenschaftliche Fragestellung
gesehen habe. Wegen der Vereinigung Deutschlands musste ich meinen 2-jährigen Arbeitsauf-
enthalt in Moskau ein halbes Jahr früher abbrechen, da mein Heimatinstitut in Berlin Ende 1991
im Rahmen der Auflösung der Akademieinstitute seine Existenz beendete. Nachdem ich dann
dreieinhalb Jahre beim Projektträger Biologie, Energie, Ökologie am Forschungszentrum
Jülich für das damalige Bundesministerium für Forschung und Technologie gearbeitet habe, bin
ich mit einigem Glück an die Technische Universität Dresden gekommen, wo ich hoffte, mich
wieder direkter mit wissenschaftlichen Fragestellungen befassen zu können.
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1.2 Einführung und Übersicht
Bevor ich Ihnen nun den zu erwartenden Inhalt der Vorlesung vorstelle, möchte ich 4 Zitate
vorausschicken, die ich aus mehreren Gründen für sehr wesentlich einschätze.
Das 1. Zitat stammt aus einem Artikel von P. BORSCH, (1993,S.21) und teilweise aus ei-
nem Buch von H. REMMERT aus Marburg (1990,S.26) und von H. MOHR aus Stuttgart
(1992,S.1055):
Dort heißt es: "Wir gehen mit unserer Umwelt nicht schlechter und nicht besser um, als die
vielen hundert Generationen vor uns, die die Erdoberfläche im Laufe von einigen Tausend Jahren
gewaltig verändert haben. Der wesentliche Unterschied gegenüber früheren Zeiten besteht in der
großen und immer noch wachsenden Zahl der Menschen und ihren technischen Möglichkeiten.
Deshalb können wir uns ein solches Verhalten nicht mehr leisten. Es gibt keine unerschlosse-
nen Gebiete zum Auswandern mehr. REMMERT (1990,S.26) beschreibt eindrucksvoll, was in
einem Mensch-Umwelt-System geschehen kann, wenn der Mensch die Kapazitäten der Umwelt
überbeansprucht, am Beispiel der Osterinsel:
Um das Jahr 400 kamen Polynesier zur Osterinsel, die bis dahin keine menschliche Bevölkerung
kannte. Sie ließen sich auf diesem vulkanischen Eiland nieder, schlugen den Wald, bauten Dörfer
und Tempel, entwickelten mit ihren einfachen Faustkeilen eine bemerkenswerte Technik der
Steinbearbeitung, schufen die berühmten Steinfiguren, die sie rund um die Insel nahe von Dörfern
und Häfen aufstellten, schlugen immer mehr Wald, vermehrten sich, und als ihre Zahl zu groß
wurde, begannen sie sich zu bekriegen. Die kleine Insel wurde schließlich in zwei feindliche
Königreiche geteilt. Offensichtlich breiteten sich Krankheiten aus; es kam immer wieder zu
Epidemien. 1
Holz für den Bau seetüchtiger Schiffe, für die Fischerei und für den Transport der gewaltigen
Steinfiguren von der Entstehungsstelle zu den Häfen unentbehrlich, war verbraucht. Die Tem-
pel wurden zerstört, wieder aufgebaut, wieder zerstört, Wald existierte nicht mehr... Es war
ein kleines Restvolk von vielleicht 500 Menschen, das die Europäer vorfanden, als sie erstmals
die Osterinsel betraten. Die Insel war nun eine baumlose Steppe. Die einstmals mehr als 20
000 Bewohner lebten nunmehr in Höhlen. Sie huldigten einem grausamen Vogelkult mit Kan-
nibalismus... Heute leben 3 Landvogelarten hier, aus Südamerika eingeführt. Niemand kennt
die ausgerotteten Bäume. Ob die Grillen, die Wespen, die Schmetterlinge, die Eidechsen ein-
heimisch sind? Niemand vermag es zu sagen. Eine Steinzeitkultur hat den engen Lebensraum
zerstört, hat die einst reiche Vogelinsel geleert. Der steinzeitliche Mensch der Osterinsel
lebte nicht im Einklang mit seiner Heimat, er zerstörte sie, wie wir es tun.
Das Ökosystem Erde ist nicht nur größer als die Osterinsel, es ist auch vielseitiger und
kann deshalb vielemenschliche Einflüsse besser abpuffern, aber es kann das nicht unbe-
grenzt. Es wird geschätzt, dass bereits etwa 40% der jährlichen Nettoprimärproduktion
auf dem Lande vom Menschen beansprucht bzw. beeinflusst wird. „Die übrigen Konsumenten,
1 Anlässlich des Weltgesundheitstages 1997 wurde festgestellt, dass global wieder ein Ausweiten von Epidemien
zu verzeichnen ist.
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darunter 3 Millionen Tierarten, hängen entweder vom Menschen ab (wie die Haustiere) oder
müssen sich mit den restlichen 60% begnügen. Noch nie in der Geschichte des Lebens hat eine
Art eine solche numerische und ökologische Übermacht ausgeübt“ (MOHR 1992,1055).
Diese Übermacht bekommen Sie beispielsweise anschaulich vorgeführt, wenn Sie mit dem Flug-
zeug fliegen und nach unten schauen. Da sehen Sie praktisch, wie die Menschen alles in der
Hand haben mit ihren Straßen und Kanalsystemen, Eisenbahnlinien und Bauten, Feldern usw.
Abb. 1.1: Siedlungsdichte angedeutet durch Lichtpunkte [Spektrum(1990), S. 1]
Auf der Titelseite der „Spektrum“ [Spektrum(1990)] wurde versucht, dies ein bisschen zu
veranschaulichen (Abb. 1.1). Die hellen Lichtpunkte stellen Konzentrationen von Menschen
dar. Die Landmasse wird als Art Substrat betrachtet. Wenn nun erst einmal ein Substrat soweit
geimpft ist, beispielsweise mit Bakterien, dann ist meist das Ende nicht mehr weit. Dieses
Gleichnis ist vielleicht nicht so besonders gelungen.
Klarer wird die Problematik durch die Abb. 1.2 verdeutlicht, auf der die Besiedlung der Erd-
oberfläche durch Menschen zu verschiedenen Zeiten dargestellt ist. Jeder kleine Punkt entspricht
einer Million Menschen. Offensichtlich ist die beträchtliche Größe der Weltbevölkerung bereits
ein Problem für die weitere Entwicklung der Menschheit geworden. Offenbar hatten bereits
damals die Osterinselbewohner die Tragfähigkeit der Insel nicht beachtet und keine Umwelt-
systemanalyse durchgeführt. Aber für den Fall, dass sie es getan hätten, würde es ihnen nichts
geholfen haben, wenn sie die entsprechenden Erkenntnisse nicht zu Veränderungen in ihrem
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Abb. 1.2: Oberflächenbesiedlung durch den Menschen (Institut for global Communications,
2000)
Leben und Zusammenleben genutzt hätten.
Das Ziel der Umweltsystemanalyse könnte man geradezu darin sehen, vermeiden zu helfen,
dass wir uns heute im Prinzip so verhalten, wie die Steinzeitmenschen auf der Osterinsel vor
einigen hundert Jahren. Das Ziel besteht somit darin, einer ähnlichen Katastrophe vorzubeugen.
Wie das Beispiel der Osterinsel zeigt, geht es bei der Umweltsystemanalyse nicht um irgendei-
ne Frage, sondern im Prinzip um eine Frage, bei der es um Leben und Tod geht! Allem Anschein
nach wird sich diese Frage zu unseren und besonders zu Ihren Lebzeiten noch zuspitzen. Schon
heute sind Umweltprobleme in vielen Regionen (wie der Sahelzone, großen Gebieten der ehe-
maligen UdSSR, aber auch Gebieten in den USA und anderswo) Probleme auf Leben für die
dortige Bevölkerung.
• Liquidatoren von Zentralregierung delegiert, nicht namentlich erfaßt, in evakuierten Pripjat
untergebracht
• Aufgaben: Trümmer sammeln; Sarkophag bauen; radioaktives Holz, Bauschutt, Autos
vergraben
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• Geheimhaltungsbefehl zur Verschleierung der Belastung: Dosen <50 rem durften nicht mit
Strahlenschäden in Verbindung gebracht werden
• Nach einem Datenvergleich von Umwelt- und Gesundheitsministerien sowie von Armee-
daten sind von den circa 800.000 Liquidatoren mindestens 25.000 durch Sekundärerkran-
kungen und Selbstmorde gestorben (Selbstmordrate 3 - 10 mal höher als vor dem Unfall)
• Dienstreisender aus Kiew (Liquidator): ca. 2001 offiziell 60 000 Tote
• GREEN PEACE-MAGAZIN 9/99 : 15% der Fläche Russlands sind ökologisches Not-
standsgebiet
Dass es beim Gegenstand der Umweltsystemanalyse und den Umweltproblemen häufig tat-
sächlich um Leben und Tod geht, will ich noch etwas illustrieren. Beispielsweise erinnere ich an
Tschernobyl, wo das Ausmaß der Umweltschädigung und auch der Schädigung von Menschen
leider unverständlicherweise heruntergespielt wird - auch noch 1996/97 von deutscher regie-
rungsoffizieller Seite. Anlässlich des 10. Jahrestages dieser Katastrophe im Jahre 1996 habe ich
an einer Konferenz in Bonn teilgenommen. Da wurden z.B. von E. LENGFELDER folgende
Zahlen vorgelegt (Tab. 1.1): In einem Gebiet von 100 x 100 km ist die radioaktive Cäsium-
Weißrussland Ukraine Russland Summe
Verteilung des radioakt. Fallout 70 % 15 % 15 % 100 %
>555 kBq/m2(Cäsium) 7000 km2 1000 km2 2000 km2 10.000 km2
Liquidatoren 130.000 350.000 350.000 830.000
direkt betroffene Menschen 2.5 Mill. 3.2 Mill. 3 Mill. 8.7 Mill.
umgesiedelte Menschen 400.000 170.000 / 570.000
aus Sperrzone evakuierte Men-
schen
135.000 90.000 / 225.000
Tab. 1.1: Tschernobylfolgen
Belastung stärker als 555 kBq/m2. Von der sowjetischen Zentralregierung wurden sogenannte
„Liquidatoren“ nach Tschernobyl delegiert. Sie wohnten nahe der Unfallstelle in Pripjat. Ihre
Aufgabe war es, Trümmer, des explodierten Reaktors einzusammeln, einen Sarkophag zu bauen,
radioaktive Materialen wie Holz, Bauschutt und Autos u.a. zu vergraben. Es kamen ca. 830000
Liquidatoren zum Einsatz, wovon inzwischen mindestens 25000 gestorben sind. (In der Ukraini-
schen Presse wurde zirka im Jahre 2000 die Zahl von mindestens 60000 Toten genannt). Deshalb
ist es geradezu ein Hohn, nur von 34 Menschen zu sprechen, die damals sofort starben, und den
Rest zu verschweigen (Frau Merkel in Davos 1996?). Diese Liquidatoren hatten ein besonders
schlimmes Schicksal. Sie wurden erst als Helden gefeiert, hinterher aber haben sie keine Arbeit
bekommen, wurden zum Teil von ihren Frauen verlassen und sind dann auch psychisch sehr
stark in Bedrängnis gekommen.
12
1.2 Einführung und Übersicht
8,7 Millionen Menschen wurden direkt betroffen, mehr als ½ Million wurde umgesiedelt und
etwa ¼ Million wurde aus der direkten Sperrzone evakuiert. Eine schlimme Folge des Unglückes
in Tschernobyl ist auch die große Zahl von Missgeburten (Abb. 1.3) ([Spiegel(1991)], S.26).
Leider ist das Gebiet um Tschernobyl nicht das einzige Gebiet, in dem das Leben und die
Gesundheit der dort lebenden Menschen durch die Umweltsituation bedroht ist. Nach dem
Green-Peace Magazin 5/99 S. 46 sind 15% der Fläche Russlands ökologische Notstandsgebiete.
Neben der radioaktiven Verseuchung spielt die Luftverschmutzung und die Belastung durch Di-
oxine und Schwermetalle in verschiedenen Gebieten eine wichtige Rolle. Auf 2% des Territoriums
sind giftige Raketenbrennstoffe niedergegangen.
Abb. 1.3: Tschernobyl-Kleinkinder [Spiegel(1991), S. 26]
Tschernobyl war besonders spektakulär, aber es gibt leider auch noch eine große Anzahl
anderer erheblicher Unglücke, die auch die Umwelt so beeinflusst haben, dass Fragen von Leben
und Tod berührt wurden. Beispielsweise gab es 1984 in Indien bei Bhopal ein Chemieunglück
mit 3600 Toten und 50 000 Menschen, die bleibende Schäden davontrugen (Abb. 1.4). Bis zum
Jahr 2002 waren diese Zahlen auf 20 000 Tote und 200 000 Verletzte angewachsen (Greenpeace
4/2002, S 12).
InAlaska gab es 1989 ein großes Tankerunglück. 1996 ist noch ein ähnliches Unglück an der
Südwestküste Englands dazugekommen, wodurch weite Teile der Küste verseucht wurden,
was für die Fischer zu einer wirtschaftlichen Überlebensfrage wurde - ganz abgesehen von der
biologischen Überlebensfrage für die Vögel, Fische und Meerestiere.
Eine sich schnell verändernde Umwelt führt auch immer wieder zu stärkeren Existenz-
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Abb. 1.4: Bophal Blinde [Spiegel(1991), S. 27]
problemen in vielen Regionen.
Abb. 1.5: Afrika Brennholz sammeln [Spiegel(1991), S. 30]
Die Abb. 1.5 zeigt z. B. wie eine Brennholz sammelnde Frau, die dafür im Jahre 1986 schon
6 Stunden täglich aufbringen musste. (Wenige Jahre zuvor brauchte sie nur 2 Stunden).
Ein besonders drastisches Problem ist der Hunger in den Entwicklungsländern. Nach UNO-
Informationen starben ( Ende der 80er Jahre nach den FAO Reports 1991 und 1992) täglich
152 000 Menschen an Hunger, darunter 40 000 Kinder (Abb. 1.6). [Bossel(1985), S. 84]
Wahrscheinlich hängt die seit einiger Zeit festzustellende Andeutung eines Rückgangs der
Zuwachsrate der Weltbevölkerung auch mit solchen Umweltproblemen zusammen. Anlässlich
des Weltgesundheitstages 1996 wurde wie bereits erwähnt von der UNO darauf aufmerksam
gemacht, dass verschiedene alte Infektionskrankheiten wieder im Vormarsch sind und dass
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Abb. 1.6: Hungernde in Entwicklungsländern [v. Weizsäcker(1989), S. 113]
in den letzten Jahren auch einige neue Infektionskrankheiten dazugekommen sind. Es wurde
auch darauf hingewiesen, dass das mit der großen Dichte an Menschen, mit Umweltproblemen
und insbesondere mit dem Wassermangel zusammenhängt sowie mit der stark angewachsenen
Reisetätigkeit. Natürlich geht es auch bei der Problematik von Epidemien um eine Frage, bei
der es um Leben und Tod geht. Inzwischen sind Infektionskrankheiten die häufigste Todes-
ursache. Es sterben etwa 55 Millionen Menschen jährlich daran. Das gilt aber nicht
nur global, sondern das wirkt sich konkret auch auf Deutschland (dritthäufigste Todesursache)
und Sachsen aus.
Den Nachrichtensendungen habe ich entnommen, dass es 1996 mehr als 25 Millionen Um-
weltflüchtlinge gab, das waren mehr als die Anzahl von Kriegsflüchtlingen zu dieser Zeit.
Mit diesen Umweltflüchtlingen waren wahrscheinlich diejenigen gemeint, die die Grenzen ihres
Landes verlassen hatten. Nach dem Roten Kreuz gab es 1987 sogar mehr als 500 Millionen
Umweltflüchtlinge ([v. Weizsäcker(1989)], S.120), das wären knapp 10% der Gesamtbevöl-
kerung der Erde. (Dies sind wahrscheinlich die Menschen, die wegen Umweltproblemen ihren
Heimatort verlassen haben).
1996 gab es in der Türkei eine von der UNO veranstaltete Konferenz zur Wasserproblema-
tik. Dabei wurde festgestellt, dass der Zugang zu Wasser für sehr viele Menschen ein wichtiges
Umwelt- und Überlebensproblem ist. 40% der Weltbevölkerung ist bereits vom Wassernot-
stand betroffen, und es wird angenommen, dass Wasser in 50 Jahren ein wichtigerer Rohstoff
als Öl sein wird und dass im 21. Jahrhundert die Wasserknappheit auch Grund für Kriege
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Ausgewählte Probleme zur Umweltsituation
• In den 60er Jahren starben jährlich ca. 5.2 Mill. Menschen durch Flutkatastrophen
• In den 70er Jahren starben jährlich ca. 18.5 Mill. Menschen durch Flutkatastrophen
• Täglich verhungern ca. 137 000 Menschen, darunter ca. 40000 Kinder, d.h. 50 Mill./Jahr
(16.10.97 ZDF: 18 Mill/Jahr)
• 500 Mill. Umweltflüchtlinge 1987 (ca 10% der Weltbevölkerung!)
• 25 Mill. Umweltflüchtlinge (Berlin Konferenz) 1995
Wasserproblematik:
• 40% der Weltbevölkerung ist von Wasserversorgungsnotstand betroffen (meilenweite Wege
zu Brunnen, Versorgung mit Tankwagen an wenigen Stunden pro Woche, bis zu 35% des
Einkommens für Wasser bei armen Familien im Sudan (Khartum))
• Wasserversorgungsprobleme in 80 Ländern, insbesondere in Großstädten: Kairo, Calcutta,
Bombay, Los Angeles, Warschau, Housten, Sao Paulo, Jarkarta, Tel Aviv, 300 Städte in
China - auch in Kalifornien, Arizona, Texas, neuer Kriminaltatbestand: Wasserklau
• 60% des Trinkwassers gehen z.Z.in den Entwicklungsländern verloren
• Nur 5% der Abwässer werden weltweit geklärt
• Nach Aussagen der Weltbank erfordert Katastrophenvermeidung Investitionen von 600
Mrd. $
• Wasser wird laut einer Studie der Vereinten Nationen für die meisten Länder in 50 Jahren
ein wichtigerer Rohstoff als Öl sein.
• „Wasserknappheit könnte nach Einschätzungen der UNO im nächsten Jahrhundert der
Grund für Kriege in vielen Teilen der Welt sein. Wenn nicht bald einschneidende Maßnah-
men zur Sicherung der Wasserversorgung eingeleitet werden, wird es im Jahre 2010 eine
massive Krise geben . . . “
• NDR/ARD 18.3.1996 „Die Kriege des letzten Jahrzehnts gingen ums Öl, die der kommen-
den Jahrzehnte, so befürchtet das UN-Zentrum für Wohn- und Siedlungswesen, werden
ums Wasser geführt werden. Der erste hat bereits stattgefunden, in Südindien zwischen
den Bundesstaaten Nadu und Karnataka, die sich nicht auf eine Aufteilung des Cavery-
Flußwassers hatten einigen können.“
• Jährlich 10 Mill. Tote direkt und indirekt durch Wassermangel
Abb. 1.7: Ausgewählte Probleme zur Umweltsituation
werden könnte. Der erste Krieg um Wasser hat bereits (zwischen den indischen Teilstaaten Nadu
und Karnataka) stattgefunden. Jährlich sind bereits 10 Millionen Tote direkt oder indirekt
durch Wassermangel zu beklagen. Weitere mit der Wasserversorgung verbundene Umweltpro-
bleme sind in Abb. 1.7 aufgeführt. Also liegt auch hier ein Umweltproblem vor, das mit der
Frage von Leben und Tod in Verbindung steht.
Im Jahre 1998 habe ich das Buch „Wohlstand durch Vermeiden“ der Autoren MÜLLER
und HENNICKE gelesen. (M. MÜLLER ist Parlamentarischer Staatssekretär beim Bundes-
minister für Umwelt, Naturschutz und Reaktorsicherheit. P. HENNICKE ist nun Direktor des
Wuppertal-Instituts für Klima, Umwelt und Energie). Auch in diesem Buch wird deutlich, dass
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es bei der Frage, um die es sich bei der Umweltsystemanalyse handelt, um Leben und Tod geht.
Da heißt es z. B. „Die industriellen Wirtschafts- und Lebensweisen sind hauptverantwortlich
für die ökologischen Gefahren. Naturzerstörung und soziale Nöte nehmen heute eine Größe an,
die die Erde insgesamt in Gefahr bringt. Ohne grundlegende Reformen ist eine weitere Ex-
pansion der Ressourcen- und kapitalintensiven Industriesysteme auf Dauer das größte globale
Sicherheitsrisiko.
Das 20. Jahrhundert ist nicht nur das Jahrhundert sozialer Fortschritte, es ist auch das Jahr-
hundert von Auschwitz, Hiroshima und Sarajewo. Und mit der Globalisierung der Wachstums-
ökonomie und Konkurrenzzwängen ist die technische Zivilisation dabei, die ökologische Selbst-
zerstörung, den größten anzunehmenden Unfall, in Gang zu setzen. Die Menschen greifen
mittlerweile in einer Weise in die Natur ein, die ihr eigenes Überleben zur Dispo-
sition stellt.“ Weitere Zitate sind im Anhang unter A.1 enthalten.
Zufällig kam mir bei der Vorbereitung dieses Abschnittes das Jahresgutachten 1994 des
wissenschaftlichen Beirates der Bundesregierung „Globale Umweltveränderungen“ in die
Hand (in Geoscope 1/94, S.25). Darin heißt es: „Auch nach dem Umweltgipfel in Rio de Janeiro
ist bei den bedrohlichen globalen Umweltveränderungen keine Trendwende in Sicht. Unbe-
sonnene Wirtschaftstätigkeit und die wachsende Zahl der Menschen bedrohen, schädigen,
ja zerstören weltweit viele natürliche Lebensräume. Langfristig gefährdet sich die Menschheit
selbst in ihrem Überleben...“
In dem Buch „Zukunftsfähiges Deutschland“ heißt es dazu: „Das 21. Jahrhundert wird das
Jahrhundert der Umwelt sein - so oder so: Das Jahrhundert der ökologischen Katastrophe
oder das Jahrhundert der ökologischen Wende.“
Ich möchte noch einmal auf die schon erwähnte ökologische Übermacht der Menschen
zurückkommen. Wegen dieser etablierten Übermacht halte ich es für wichtig, bei der Betrachtung
von Umweltproblemen möglichst die damit im Zusammenhang stehenden Aktivitäten der
Menschen mit zu betrachten. Aus diesem Grunde werde ich im zweiten Teil der Vorlesung
insbesondere auf das Wirtschaftswachstum im Zusammenhang mit Umweltproblemen wie
auch auf die Nutzung von Energieressourcen durch die Menschen eingehen. Das es sich
beim Wirtschaftswachstum um eine wichtige aktuelle Frage handelt, möchte ich mit weiteren
Zitaten belegen:
Ich muss gestehen, dass ich selbst überrascht war, als mich ein Freund nach der Lektüre einer
meiner Veröffentlichungen auf den Abdruck einer Rede von Prof. K. BIEDENKOPF aufmerksam
machte, die er anlässlich der 56. Physikertagung 1992 in Berlin gehalten hat [Biedenkopf(1992)].
K. BIEDENKOPF war bis zum Jahre 2003 war er Ministerpräsident in Sachsen.
Auch in dem erwähnten Buch von MÜLLER und HENNICKE „Wohlstand durch Vermeiden
- Mit der Ökologie aus der Krise“ findet man eine große Anzahl von Hinweisen, dass es sich bei
der Wachstumsproblematik um eine höchst aktuelle und wichtige Problematik handelt. Im Teil
A unter der Überschrift „Aufstieg und Krise der industriellen Welt“ findet man auf 75 Seiten
53 mal den Begriff Wachstum. Die Wachstumsproblematik hat also eine zentrale Bedeutung für
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„Die Annahme dauerhaftes exponentielles Wachstum sei möglich, ist das ptolemäi-
sche Weltbild unserer Zeit“.
„Wird in unserer Zeit die Annahme widerlegt, die verteilbare Masse könne dank eines stetigen
Wirtschaftswachstums ständig zunehmen, dann muss die politische Klasse erklären, dass und
wie sie auch ohne ständigen Zuwachs verteilbarer Ressourcen in der Lage ist, ihren Regierungs-
auftrag zu erfüllen. Bis heute glaubt sie, auf Zuwachs angewiesen zu sein, weil sie es für prak-
tisch unmöglich hält, einer Veränderung der Prioritäten durch die Veränderung der bestehenden
Zuteilung verteilbarer Ressourcen zu entsprechen, also in bestehende Verteilungsbesitzstände
einzugreifen... Deshalb sieht sie sich durch die Aufforderung der Wissenschaft gefährdet, die Ge-
meinschaft so zu gestalten, dass sie auch ohne dauerndes exponentielles Wachstum lebensfähig
ist.“
„Die Beibehaltung unserer bisherigen wachstumsorientierten Politik wird einen
Weltnotstand hervorrufen.“
Abb. 1.8: Zitate von K. BIEDENKOPF zum Wachstum [Biedenkopf(1992)]
die ökologische, ökonomische und soziale Krisensituation, die wir z. Z. haben.
Wie angekündigt möchte ich Ihnen nun vorstellen, was ich in der Vorlesung zu behandeln
gedenke. Zunächst möchte ich kurz auf ausgewählte Inhalte eingehen und auch einige
Ergebnisse und Hypothesen, die in der Vorlesung ausführlicher erläutert und begründet werden
sollen, andeuten.
Wie Sie schon dem erweiterten Titel der Vorlesung entnehmen können, betrachte ich die
Umweltproblematik im Rahmen der Evolutionsproblematik. Dabei wird die Evoluti-
on weiter gefasst, als es bei der biologischen Evolution der Arten der Fall ist. Es wird also
nicht nur die Evolution von biologischen Arten betrachtet, sondern auch ganze Systeme werden
als Objekte der Evolution angesehen. Am 9. April 1997 bin ich durch einen Vortrag von Prof.
HAAS (Wien) in dieser Sichtweise bestärkt worden. Auch nach seiner Auffassung haben sich
im Laufe der Evolution zunächst die Einzeller entwickelt, dann die Vielzeller und schließlich
die Hyperzeller. Die Hyperzeller zeichnen sich dadurch aus, dass es keine reinen biologischen
Organismen mehr sind, sondern agierende Systeme, die z.B. aus Menschen und von ihnen ge-
nutzten technischen Anlagen und Geräten bestehen. Solche technischen Anlagen und Geräte
können als Organe betrachtet werden, die die Menschen außerhalb ihrer Selbst zur Verfügung
haben. Z.B. wäre ein Auto für den Menschen ein Bewegungsorgan. Derartige Organe (z.B.
Brille, Fernglas, Fernrohr, Radioteleskop ...) unterliegen nicht mehr dem Generationswechsel.
Sie können vielmehr beispielsweise auch vererbt und über die Lebenszeit einer menschlichen Ge-
neration hinaus benutzt werden. Auch Bibliotheken und Computer können praktisch als Organe
angesehen werden, die nicht an die biologische Existenz eines Individuums gebunden
sind. Sie sind bei Bedarf nutzbar und können auch über Generationen hinweg Bestand haben.
Das Buch „Der Hyperzeller“ von Prof. HAAS war jahrelang vergriffen.
Weiterhin betrachte ich ökonomische Systeme als spezielle Ökosysteme. Auch mit
dieser Ansicht stehe ich nicht mehr allein. In diesem Rahmen scheint es dann auch sinnvoll,
die Evolution von Wirtschaftssystemen zu betrachten, und ähnlich wie bei der biologischen
Evolution spielt dabei die Wechselwirkung dieser Systeme mit der Umwelt eine ganz
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entscheidende Rolle. Derartige Wechselwirkungen von Systemen mit ihrer Umwelt sind bei-
spielsweise Gegenstand von Umweltsystemanalysen. Systeme sind - kurz gesagt - Gesamthei-
ten von Elementen, die miteinander und mit der Umwelt in Wechselwirkung stehen.
Auch der Mensch ist ein System und bekanntlich kann er im Laufe seines Lebens eine
Entwicklung durchmachen. Er durchläuft sie gewöhnlich auch und verändert sich dabei.
Ganz ähnlich ist das bei vielen anderen Systemen. Auch sie können eine Entwicklung durch-
machen und sich dabei verändern. Auch eine biologische Art kann als ein System betrachtet
werden, das sich im Laufe der Evolution verändert. Systeme haben im Allgemeinen eine Funk-
tion, und die Erfüllung dieser Funktion ist wesentlich mit der Identität des Systems
verbunden. Man kann auch von einem Evolutionsdruck für Systeme sprechen. Dieser Evolu-
tionsdruck resultiert aus einerDiskrepanz zwischen der Struktur und der darauf aufbauenden
Funktionsweise eines Systems und seiner Angepasstheit an seine augenblicklichen Existenz- und
Entwicklungsbedingungen.
Dieser Evolutionsdruck drängt das System zu einer evolutionären Veränderung seiner
Struktur und Funktionsweise im Sinne einer besseren Anpassung an die durch die Umwelt
bestimmten Existenz- und Entwicklungsbedingungen.
Das ist insofern wichtig, weil wir zur Zeit einen ganz extremen Evolutionsdruck auf die
sozialökonomischen Systeme haben. Damit wird sich insbesondere das Kapitel 5 über die Öko-
logische Wende befassen. Diese Wende wird manchmal auch als „Ökologische Revolution“
bezeichnet und verglichen in ihrer Bedeutung und Tragweite mit der neolithischen Revoluti-
on und der industriellen Revolution. Wir leben also in einer ganz entscheidenden Zeit im
Rahmen der Evolutionsgeschichte der Menschheit.
Unkontrolliertes Wachstum im ökologischen und ökonomischen System kann zunächst
systemstabilisierend sein. Es führt aber früher oder später zu einem Konflikt mit den Um-
weltbedingungen, und es kommt somit zu Umweltproblemen und erhöhtem Evolutionsdruck.
Die Umweltbedingungen, insbesondere die Ressourcen- und Kapazitätsbeschränkungen, üben
dabei einen immer stärker werdenden Druck auf das wachsende System aus. Bei normal
evolvierenden Systemen bewirkt dieser Evolutionsdruck in der Regel einerseits eine
Verlangsamung des Wachstums, wodurch dann die Bremsphase des Wachstums zustande
kommt, und andererseits zwingt dieser Stress die Systemteile zu einer erhöhten Kooperation
zur Bewältigung dieses Stresses. Da also Systemwachstum häufig eine Ursache für das
Entstehen von Umweltproblemen ist und die meisten sozialökonomischen Systeme sich z.
Z. gerade in einer derartigen Krise befinden, spielt das Problem des Wachstums in meiner
Vorlesung eine zentrale Rolle.
Da trifft es sich gut, dass ich seit 1980 mit dem Schöpfer des Evolonmodells, W. MENDE,
bei der Analyse von Wachstumsprozessen zusammenarbeite. Dieses Modell hat den großen
Vorzug, sehr einfach und verständlich zu sein. Das Modell liefert für die Wachstumsindika-
toren monotone Übergangskurven, die zunächst beschleunigt und später gebremst anwachsen.
Es macht gleichzeitig wichtige Probleme deutlich und regt eine Sichtweise an, die für
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Abb. 1.9: Symbolische Kurven für den Wachstumsindikator X
die Lösung vieler Probleme in der Ökologie, aber auch in der Ökonomie wesentlich
ist. Beispielsweise wird bei der Analyse des Wirtschaftswachstums mit Hilfe des Evolonmodells
klar, dass sich die Industrieländer seit etwa 1970 im Dominanzbereich der Bremsphase
dieses Wachstums befinden, d.h. der Wendepunkt der Evolonmodellkurve liegt etwa bei 1970.
In der daran anschließenden Bremsphase nehmen die Zuwächse notwendigerweise ab. In dieser
Phase ist es offenbar sinnlos und der Lösung der Probleme nicht dienlich, wenn weiterhin
ständig auf Wachstum orientiert wird. Um dieAktualität dieser Problematik zu erkennen,
brauchen Sie z. B. nur die Nachrichten in Funk und Fernsehen zu verfolgen.
Die Analyse von Wachstumsprozessen mit Hilfe des Evolonmodells geschieht über Opti-
mierung der Modellparameter. Daher wird in Kapitel 3 zuvor auf Methoden der nichtli-
nearen Parameteroptimierung eingegangen.
Im Rahmen der Analyse und des Vergleichs verschiedener Wachstumsprozesse mit dem Evo-
lonmodell wurden zwei wichtige Regeln gefunden:
Die erste Regel (Klassifikationsregel für Wachstumsprozesse, W. MENDE
[Mende(1985)]) besagt, dass es zwei Klassen von Wachstumsprozessen gibt. Beiden Klassen ent-
sprechen unterschiedliche Wertebereiche für die Kooperativitätsparameter des Evolonmodells.
Die Werte dieser Kooperativitätsparameter bekommt man über die Parameteroptimierung, in-
dem man die Modellkurven an gegebene Werte für Wachstumsindikatoren von realen Wachs-
tumsprozessen anpasst. Die erste Klasse von Wachstumsprozessen ist dadurch gekennzeichnet,
dass bei solchen Wachstumsprozessen nichts prinzipiell Neues passiert. Diese Prozesse sind ziel-
gerichtet und programmierbar bzw. planbar, sie können auch wiederholt auftreten. Derartiges
Wachstum kommt z.B. beim Wachstum biologischer Individuen zustande, z.B. beim Men-
schen. Bei Bäumen scheint das interessanterweise nur für die Anfangsphase zu gelten.
20
1.2 Einführung und Übersicht
Die zur zweiten Klasse gehörenden Wachstumsprozesse sind dagegen einmalig ablaufende
Primärprozesse, bei denen Innovationen eine wichtige Rolle spielen. Es sind praktisch evoluti-
onsartig verlaufende Primärprozesse. Ein derartiger Prozess liegt z. B. beim Wachstum der
Weltbevölkerung vor.
Die zweite Regel (Regel von der höheren Kooperativität während der Sättigungspha-
se des Wachstums) besagt, dass die Kooperativität der Teilsysteme des wachsenden Systems
- also das Zusammenwirken seiner Teilsysteme - während der im Allgemeinen durch begrenz-
te Umweltkapazitäten verursachten intensiven Bremsphase des Wachstums deutlich größer ist
als während der extensiven anfänglichen Beschleunigungsphase. Daraus folgt unter anderem,
dass in den Industrieländern, in denen die Dominanz der intensiven Sättigungsphase seit et-
wa 1970 begonnen hat, qualitativ neue Probleme im Zusammenhang mit der stärkeren
Verflechtung der einzelnen Teile des Wirtschaftssystems auftreten. Weiterhin folgt daraus,
dass es zur Bewältigung dieser Probleme nicht sinnvoll ist, auf weiteres Wachstum zu
orientieren, denn ein weiteres Wachstum würde früher oder später zum Kollaps, d. h. zur Zer-
störung des Systems führen. Vielmehr kommt es in dieser Situation darauf an, Stabilität und
Nachhaltigkeit anzustreben. Auch dabei ist eine Systemveränderung unvermeidbar.
Das Resultat wäre dann aber keine Katastrophe, sondern ein stabiles, dauerhaft existenzfähi-
ges, effizientes System. Diese mit dem Übergang in die Bremsphase verbundene, notwendige
Systemveränderung wird häufig als „Ökologische Wende“ bezeichnet.
Wie ich schon angedeutet habe, hat der frühere Leiter der US-Umweltbehörde W. D. RU-
CKELSHAUS diese Veränderung sogar als „Ökologische Revolution“ bezeichnet, die in
ihrer Tragweite vergleichbar ist mit der neolithischen und der industriellen Revolution. Dem-
nach leben wir in einer wichtigen, vieles verändernden Etappe der Menschheitsgeschichte.
Auch darauf und auf die in diesem Zusammenhang wichtigen Möglichkeiten zur nachhaltigen
Energieversorgung durch regenerative Energiequellen gehe ich in der Vorlesung ein und hoffe,
so Ihr Problembewusstsein und Ihre Bereitschaft zur bewussten Teilnahme an diesem
wichtigen Übergangsprozess zu fördern.
Nun will ich etwas systematischer auf die einzelnen Inhalte kurz eingehen. Zum Vorwort und
zu den Punkten 1.1. und 1.2. brauche ich jetzt nichts zu sagen, weil ich das im Anschluss gleich
noch behandle. Dabei geht es u.a. um die Definition von System und Umweltsystemanalyse
sowie um Rückkopplungen und kybernetische Systeme.
Der Punkt 1.4 ist von fundamentaler Wichtigkeit, denn die Umweltsystemanalyse be-
fasst sich mit der systemanalytischen Untersuchung von Wechselwirkungen lebender Systeme
mit ihrer Umwelt. Und im Punkt 1.4 werden dafür unverzichtbare Wechselwirkungen behandelt.
Als Systeme kommen biologische Individuen, Populationen, Wirtschaftssysteme und auch an-
dere Ökosysteme in Frage. Systeme bestehen, wie gesagt, im Allgemeinen aus zusammengehöri-
gen Teilen, den Elementen, die miteinander und mit der Umwelt des Systems in Wechselwirkung
stehen. Die Art dieser Wechselwirkungen bestimmen entscheidend die Eigenschaften
von Systemen. Sämtliche lebenden Systeme enthalten Rückkopplungen. Sie sind daher ky-
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bernetische Systeme, bei denen es zu Rückwirkungen auf die Ausgangszustände kommt. Da
derartige Systeme in der Natur häufig vorkommen, gibt es viele wichtige Erscheinungen,
die sich mit dem traditionellen Ursache-Wirkung-Denken nicht ausreichend erfassen und
verstehen lassen. Bei immer mehr Problemen, und ganz besonders in der Ökologie und Um-
weltproblematik, kommt man daher dem Verständnis und der Lösung der Probleme ohne das
Denken in Problemzusammenhängen kaum näher. Ihnen diese Denkweise näherzubringen,
ist ein Hauptanliegen meiner Vorlesung. Der Punkt 1.4 ist für die Umweltsystemanalyse des-
halb so fundamental, weil es dabei um notwendige Wechselwirkungen geht, die jedes
belebte System wie auch jedes unbelebte struktur- und ordnungserhaltende System mit seiner
Umwelt haben muss. Alle diese Systeme müssen Entropie exportieren, und um das zu können,
brauchen sie hochwertige Energie, die sie in der Regel von außen also aus der Umwelt beziehen.
Diese Notwendigkeit ergibt sich aus der Gültigkeit des zweiten Hauptsatzes der Thermody-
namik, insbesondere in seiner Prigogineschen Formulierung für offene Systeme. Interessant dabei
ist, dass dieser Hauptsatz nicht nur für belebte Systeme gilt, sondern auch für unbelebte
Systeme und dass es auch in unbelebten Systemen zu Phänomenen der Selbstorganisation kom-
men kann. Die dabei entstehenden sog. dissipativen Strukturen weisen darauf hin, dass die
Grenze beim Übergang zum Leben nicht ganz scharf ist. Lebende Systeme sind also beson-
dere dissipative Strukturen. In diesem Rahmen werde ich Ihnen noch zwei Hypothesen
vortragen, nämlich erstens, dass biologische Systeme als Katalysatoren der Energie-
dissipation betrachtet werden können, und zweitens, dass ein Zusammenhang zwischen
Lebensdrang und Effektivierung der Energiedissipation besteht.
Im Punkt 1.6 geht es um die Aufzählung und Charakterisierung konkreter Umweltprobleme.
Im Punkt 1.6.3 wird auf die Besonderheiten der heutigen Umweltproblematik einge-
gangen. Dazu gehört:
• dass die Veränderungsgeschwindigkeit der Umweltbeeinflussung extrem groß ist, insbeson-
dere in den Jahren 1945 bis 1985,
• dass eine schnelle Annäherung an die globalen Grenzen stattfindet,
• dass die Umweltveränderungen globale Maßstäbe annehmen und
• dass die Rückkopplung zwischen menschlichen Aktivitäten und Beeinflussung der Um-
welt sehr stark geworden ist und dadurch praktisch eine neue Qualität der Umwelt-
probleme bewirkt wird und schließlich
• dass mehrere globale, wesentliche Veränderungen gleichzeitig stattfinden und die
Vernetzung immer stärker wird.
Das Kapitel 2 beschäftigt sich mit einer wichtigen Methode der Systemanalyse und damit auch
der Umweltsystemanalyse. Diese Methode ist aber auch in anderen Wissensfeldern wichtig. Es
handelt sich um die Methode der Computersimulation.
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Zunächst gehe ich kurz auf die geschichtliche Entwicklung und den Anwendungsbereich sowie
auf Definitionen ein. Dann erwähne ich einige Beispiele für Simulationen mit und ohne Computer
und komme schließlich zu Begriffserläuterungen und zu einem einfachen einführenden Beispiel,
das ausführlich behandelt wird. An Hand des Räuber-Beute-Modells mit und ohne Begrenzung
der Beuteanzahl werden konkrete positive und negative Rückkopplungen erläutert, und es wird
die Vorgehensweise bei der Computersimulation an diesem einfachen Beispiel beschrieben. Dabei
wird auch auf Simulationssprachen eingegangen und ein Überblick gegeben, und schließlich
werden konkrete Modellexperimente anhand dieses einführenden Beispiels erörtert.
Im Punkt 2.3 wird dann dieses einführende Beispiel verallgemeinert, und danach diese ver-
allgemeinerte Vorgehensweise noch einmal anhand eines stark vereinfachten Weltmodells von
Prof. H. BOSSEL (Universität Kassel) demonstriert.
Später im Kapitel 6 werden dann weitere Beispiele und die Ergebnisse von wichtigen Um-
weltsystemanalysen unter Verwendung komplizierterer Modelle erläutert, insbesondere auch das
Weltmodell von FORRESTER und MEADOWS (USA, MIT). Die mit diesem Modell erzielten
Resultate führten zu dem berühmten Bericht: „Die Grenzen des Wachstums“. Da dieses Modell
aber für eine ausführliche Diskussion zu groß und zu kompliziert ist, wird in Kapitel 4 zunächst
das Evolon-Modell und seine Anwendung auf konkrete Wachstumsprozesse betrachtet. Dazu
werden im Kapitel 3 Grundlagen gelegt, indem ich zunächst auf die Probleme der Parameter-
optimierung eingehe. Sie sehen schon an der Vielzahl der Unterpunkte, dass dieses Wachstums-
kapitel besonders ausgedehnt ist. Es werden auch eine ganze Reihe von konkreten Beispielen
gebracht, die dann die Klassifikationsregel für Wachstumsprozesse bestätigen. Insbesondere wird
dieses Modell auch auf das Wachstum des Elektroenergieverbrauchs auf Landesebene angewen-
det und aus dem Vergleich der Resultate, die für die USA und die UdSSR erhalten wurden,
ergibt sich dann eine interessante Erklärungsmöglichkeit für das Entstehen und den Untergang
des Kommandowirtschaftssystems der UdSSR. Besonders interessant erscheinen mir einige wei-
tere Folgerungen und Hypothesen, die auf den empirischen Befunden von Wachstumsanalysen
begründet sind. Insbesondere die Folgerung, dass es die Wirtschaftsmanager und Wirtschafts-
politiker in der heutigen Zeit objektiv schwerer haben als in der anfänglichen Wachstumsphase,
die sie am liebsten fortsetzen würden. Das hängt mit der notwendigen höheren Kooperation
in der Bremsphase des Wachstums zusammen, die wie die Bremsphase selbst durch den Ein-
fluss der Umweltbedingungen bewirkt wird. Als Voraussetzung für die höhere Kooperativität
während dieser Phase ist stärkerer Informationsaustausch sowie größere Transparenz, Orien-
tierung, Koordinierung und Planung vonnöten. Insbesondere ist auch eine starke Flexibilität
notwendig, um diesen Anpassungsprozess an die Bedingungen der Sättigungsphase erfolgreich
durchführen zu können. Die Beschäftigung mit dem Evolon-Modell und der Klassifikationsregel
von W. MENDE hat mich zu vielen Gedanken bezüglich der Ökologie und Umweltproblematik
angeregt und mir die Möglichkeit eröffnet, viele wichtige historische wie auch Zeiterscheinungen
einzuordnen und in größerem Zusammenhang zu sehen. In der Hoffnung, dass dies auch für Sie
nützlich sein wird, möchte ich Ihnen das gern vermitteln und bin an Ihrer kritischen Reaktion
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besonders interessiert.
Die Ergebnisse des Kapitels 4 führen u. a. auf die Notwendigkeit der „Ökologischen
Wende“ hin. Bei der „Ökologischen Wende“ handelt es sich um ein Evolutionsproblem, bei dem
dieKuhnsche Übergangstheorie anwendbar ist. Deshalb wird diese Problematik im anschlie-
ßenden Kapitel 5 behandelt. Verkürzt kann die „Ökologische Wende“ als eine Neustruk-
turierung unseres sozialökonomischen Systems in Richtung nachhaltige Entwicklung
verstanden werden. Im Wesentlichen handelt es sich also bei der „Ökologischen Wende“ um
den Übergang zu einer nachhaltigen Wirtschaftsform.
Hierbei gibt es noch eine große Anzahl ungelöster Probleme. Wegen der im Punkt 1.5 zu be-
handelnden besonderen Wichtigkeit der Versorgung von lebenden, ordnungserhaltenden Struk-
turen mit hochwertiger Energie ist aber zumindest klar, dass es eine nachhaltige Wirt-
schaftsform ohne nachhaltige Energieversorgung nicht geben wird und geben kann
und daher gehe ich später in den Kapiteln 8 und 9 auf diese Problematik ein. Es geht dabei
im Wesentlichen um die Nachhaltigkeit und insbesondere um die nachhaltige Energiebereit-
stellung. Daher wird besonders auf die Potentiale und Kosten der Bereitstellung erneuerbarer
Energien in Deutschland eingegangen.
Vorher will ich imKapitel 6 und 7 an die imKapitel 2 behandelte Thematik der Computer-
simulation anschließen. Im Kapitel 6 sollen einige konkrete Beispiele für Computersimu-
lationen im Zusammenhang mit Umweltsystemanalysen vorgestellt werden. Dazu gehört das
Weltmodell von FORRESTER und MEADOWS, das auch eine enge Beziehung zum Kapitel
4, nämlich zur Wachstumsproblematik hat. Weitere Beispiele sind die Klimamodellierung
und die Untersuchung der ökologischen Konsequenzen eines Kernwaffenkrieges. Diese 3
Beispiele sollen vorrangig behandelt werden wegen des starken Einflusses, den diese Model-
lierungen und Systemanalysen auf das ökologische, ökonomische und politische Denken hatten
und haben. Zusätzlich wird noch auf Resultate von Prof. VESTER (München) und Mitarbeitern
zur Problematik Auto und Umwelt eingegangen. Auch hierbei handelt es sich um eine akute und
wichtige Problematik. Die Besonderheit der Herangehensweise von F. VESTER besteht darin,
dass sie halbquantitativ ist und weitgehend ohne Computer auskommt.
Das Kapitel 7 befasst sich mit den Vor- und Nachteilen der Computersimulation
und insbesondere mit den Gemeinsamkeiten und Unterschieden von Computersimulation und
wissenschaftlichem Experiment. Die sich daran anschließenden schon erwähntenKapitel 8 und
9 haben einen engen Bezug zum Kapitel 5, nämlich zur „Ökologischen Wende“. Es gibt also
zwischen diesen Kapiteln sehr viele Zusammenhänge, und es ist gar nicht so einfach, die optimale
Reihenfolge herauszufinden.
Ich hoffe, dass ich es so einigermaßen gut getroffen habe und einerseits die Zusammenhänge
im Laufe der Vorlesung dann noch deutlicher werden und andererseits die Vorlesung gleichzeitig
hinreichend abwechslungsreich wird.
Als nächstes möchte ich sie auf Literatur hinweisen, die bei der Vorlesungsvorbereitung benutzt
wurde. Diejenigen Bücher, die ich für besonders wichtig halte, habe ich im Literaturverzeichnis
24
1.2 Einführung und Übersicht
mit einem Stern versehen.
Vieles von dem, was ich in der Vorlesung behandle, werden Sie auch gar nicht in Büchern
finden, denn es entstammt eigenem Denken und insbesondere der langjährigen Zusammenarbeit
mit W. MENDE. Das Besondere an meiner Vorlesung ist auch, dass es nach meinem Wissen
die erste Vorlesung über Umweltsystemanalyse ist, die z.Z. in Deutschland angebo-
ten wird. An der Universität in Kassel gibt es eine von H. BOSSEL gegründete Gruppe, die
sich Umweltsystemanalyse nennt, und die inzwischen von J. ALCAMO geleitet wird. In Osna-
brück gibt es ein Institut für Umweltsystemwissenschaften. Aber auch dort sind zum großen
Teil die Akzente anders gesetzt, wenngleich es natürlich auch wesentliche Überlappungen gibt.
Am Internationalen Hochschulinstitut in Zittau gibt es auch eine Professur für Umweltsystem-
wissenschaften, aber auch hier liegen die Schwerpunkte woanders. Einige Bücher will ich noch
kurz hervorheben, weil sie darin Faktenwissen besonders gut geordnet finden. Dazu gehört
das Buch „Umweltwissen“ von H. BOSSEL [Bossel(1994c)]. Hierzu gibt es auch eine Dis-
kette, von der einzelne Inhalte zu Umweltproblemen bequem am Computer abgerufen werden
können. Über die „Potentiale Erneuerbarer Energien“ ist 1995 ein weiteres gutes Buch von
KALTSCHMIDT und WIESE erschienen. Dann gibt es noch einige Bücher, die meiner
Denkungsart besonders entsprechen. Dazu gehört das Buch von F. VESTER „Neuland
des Denkens“ [Vester(1995)] (das ich erst 1996 zum ersten Mal in der Hand hatte, obwohl die
Erstausgabe schon 1984 erschien).
Besonders empfehle ich auch das 1994 erschienene Buch von M. MÜLLER und P. HEN-
NICKE „Wohlstand durch Vermeiden - Mit der Ökologie aus der Krise“, und die beiden im
Abstand von 20 Jahren erschienenen Bücher von D. MEADOWS u.a.: „Die Grenzen des
Wachstums“ (1972) und „Die neuen Grenzen des Wachstums“ (1992) (wobei die deut-
sche Übersetzung nicht ganz treffend ist. Auf amerikanisch heißt es „Beyond the limits“, d. h.
„Jenseits der Grenzen“). Die Studie der Vester-Gruppe „Ausfahrt Zukunft“(1990 4. Auflage)
enthält eine interessante Herangehensweise zum Problem Autoverkehr und Umwelt.
Sehr anregend ist auch die vom BUND und MISEROR in Auftrag gegebene, 1996 erschienene
Studie „Zukunftsfähiges Deutschland - Ein Beitrag zu einer global nachhaltigen Entwick-
lung“. Besonders wichtig für die Entwicklung des Umweltbewusstseins in Deutschland war das
bereits 1976 erschiene Buch von H. GRUHL „Ein Planet wird geplündert [Gruhl(1976)]
“. Der Autor war von 1969 bis 1973 als Bundestagsabgeordneter Vorsitzender der CDU/CSU-
Arbeitsgruppe für Umweltvorsorge. Das Buch ist heute noch sehr lesenswert.
Damit möchte ich nun die Vorreden endlich abschließen und mit dem Kapitel 1 beginnen.
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1.3 Entwicklung der Umweltwissenschaften und Definition von „System“ und
„Umweltsystemanalyse“
Einige wichtige Eckdaten zur Entwicklung des Umweltbewusstseins befinden sich in Abb. 1.10.
Umweltwissenschaft gibt es leider noch gar nicht lange und die Etablierungsphase ist auch noch
Abb. 1.10: Daten zur Entwicklung des Umweltbewußtseins
nicht abgeschlossen. Daraus ergeben sich eine Reihe von Schwierigkeiten und Unzulänglichkei-
ten. Z.B. sind die Definitionen der verwendeten Begriffe weniger klar als bei den schon länger
etablierten Wissenschaften. Auch gibt es hier weniger allgemein anerkanntes Wissen und kaum
eine Systematik des Umweltwissens. Das trifft natürlich einen Physiker besonders hart. Zwar gibt
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es erste Ansätze für Umweltschutzmaßnahmen und Umweltpolitik schon recht lange seit Jahr-
hunderten. Das älteste bekannte europäische Umweltgesetz stammt aus dem 13. Jahrhundert,
wo der dänische König in Estland die Waldnutzung verboten hatte, aber auch Jagdschonzeiten,
Brachejahre, Kanalisation, Hygiene und Müllabfuhr gibt es schon ziemlich lange. Dennoch be-
gann das systematische Betreiben von Natur- und Umweltschutz erst in der 2. Hälfte des 20.
Jahrhunderts. Nach E. U. v. WEIZSÄCKER wird das 21. Jahrhundert das Jahrhundert der
Umwelt sein. Er schrieb, dass man für eine solche Behauptung in den 60er Jahren noch verlacht
wurde. Wenn man jedoch 1990 dasselbe behauptete, so sprach man nur aus, was inzwischen im
Grunde jeder wusste. Weiter führt er aus [v. Weizsäcker(1989), S.10]:
“Jahrhundert der Umwelt das klingt zunächst wie eine schöne Verheißung. Aber
das ist offensichtlich nicht gemeint. Gemeint ist die grausame Realität, die sich
einstellt und unvermeidlich kulturbestimmend wird, wenn die Plünderung des Pla-
neten durch den Menschen sich noch ein bis zwei Jahrzehnte fortsetzt. Und wegen
der Schwerfälligkeit aller Prozesse steht es außer Zweifel, dass die Plünderung noch
Jahrzehnte weitergeht . Und dies bedeutet, dass das 21. Jahrhundert von seinem
Beginn an unter dem Eindruck einer von Menschenhand ausgeraubten, im Kern ge-
fährdeten und teilweise gestörten Natur stehen wird. Sämtliche Politikbereiche, von
der Außen- und Entwicklungspolitik bis zur Forschungs- und Technolo-
giepolitik, werden unter diesem Eindruck stehen. Religion und Kultur,
Bildung, Recht und Wirtschaft (ja: Wirtschaft) werden im Jahrhundert
der Umwelt vom ökologischen Diktat bestimmt sein.
Der Übergang von unserem Jahrhundert der Wirtschaft in das Jahrhundert der
Umwelt ist also nicht einfach dadurch zu schaffen, dass man die Grenzwerte für
Schadstoffe in Wasser, Luft und Boden noch etwas ehrgeiziger formuliert und dass
man die Position des Umweltministers in den Regierungen der Welt etwas aufwertet.
Was wir brauchen, ist ein deutlich tiefgreifendes Umdenken und Umsteuern
unserer Kultur und unserer Wirtschaftsweise. Je früher wir uns auf die Trans-
formation einlassen, desto besser sind unsere Aussichten, die positiven Seiten, die
Annehmlichkeiten des ökonomischen Jahrhunderts in die künftigen Jahrhunderte
hinüber zu retten“
Im Buch „Zukunftsfähiges Deutschland“ [BUND u. Misereor(1996)] ist dies wie erwähnt so aus-
gedrückt:
Das 21. Jahrhundert wird das Jahrhundert der Umwelt sein - so oder so, als Jahrhun-
dert der ökologischen Katastrophen oder das Jahrhundert der „Ökologischen Wende“.
Zunächst möchte ich einige Daten zur Entwicklung des Umweltbewusstseins anführen, wie sie in
dem Buch „Erdpolitik“ von Ernst Ulrich von Weizsäcker aufgeführt sind [v. Weizsäcker(1989),
S. 17ff]. Teilweise wurden diese Daten von mir ergänzt.
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Leider begann die systematische Untersuchung solcher Probleme im Wesentlichen erst, nach-
dem das Kind schon einmal in den Brunnen gefallen war, als nämlich 1952 in London durch
Smog 4000 Opfer zu beklagen waren. Danach wurde die Verbrennung schwefelhaltiger Kohle
verboten und inzwischen gibt es in London im Schnitt mehr als doppelt so viele Sonnentage.
Im Jahre 1957 fing man in Nordrhein-Westfalen an, einen modernen Umweltschutz zu betrei-
ben. Man nannte ihn zumindest damals schon so, und das ist sicher kein Zufall, denn da war
der Evolutionsdruck besonders groß. Im Ruhrgebiet war die Umwelt besonders stark durch die
Schwerindustrie und Kohleindustrie in Mitleidenschaft gezogen worden. 1965 etwa erschien das
Buch „Der stumme Frühling“ von RACHEL CARSON in den USA. In Deutschland erschien
es erst 1968. Das hatte eine ganz wichtige Funktion. Es war praktisch ein Auslöser für das
Interesse an Umweltproblemen, so ein bisschen ähnlich, wie „Onkel Toms Hütte“ der Auslöser
des Bürgerkrieges in den USA war. Im Buch „Der stumme Frühling“ ging es um die Neben-
wirkungen von durch die Chemieindustrie vertriebenen Chemikalien, insbesondere Pestiziden.
Das hatte zur Folge, dass die erste Auflage durch die Chemieindustrie aufgekauft wurde. Aber
bekanntlich macht man für Bücher die beste Reklame, indem man sie verbietet oder aufkauft,
und so entstanden in der Folge die ersten Bürgerinitiativen.
Rückblickend wird vom Club of Rome festgestellt, dass 1968 die große Wende brachte. Das
Jahr markierte gleichzeitig den Höhepunkt und das Ende einer langen Nachkriegsperiode ra-
schen wirtschaftlichen Wachstums in den Industrieländern. Soziale Unruhen, Studentenrevolten,
Anzeichen von Entfremdung von kulturkritischen Protesten und erste Ansätze öffentlich artiku-
lierten Umweltbewusstseins machten sich bemerkbar. Dass dies im Jahr 1968 auftrat, ist meines
Erachtens nicht zufällig, denn 1968 markiert gerade den Wendepunkte des Elektroenergiever-
brauchswachstums in den USA. Von da an begann die Dominanz der Bremsphase, worauf wir
noch zurückkommen werden. Offenbar hatten die Studenten ein besonders sensitives Gefühl für
den qualitativen Wandel, und sie merkten damals schon, dass es in der alten Art nicht weiterge-
hen konnte und so kam es zu Studentenrevolten. 1968 wurde auch der Club of Rome gegründet.
Auf diesen Club komme ich später noch genauer zu sprechen. Er bemüht sich besonders um die
Zukunftsperspektiven der Menschheit.
1969 gab es auch schon eine Regierungserklärung von W. BRANDT, in der Umweltschutz
eine hohe Priorität hatte. 1970 wurde das Luftreinhaltungsgesetz in den USA verabschiedet.
1970 wurde gleichzeitig wurde die Umweltschutzagentur in den USA gegründet. 1971 erschien
dann „Der teuflische Regelkreis“ von Forrester im Auftrag des Club of Rome, und 1971 gab
es auch schon ein Umweltprogramm der Bundesrepublik Deutschland. 1972 folgte das Wasser-
reinhaltungsgesetz in den USA („und schließlich sollten es [etwa 1988] rund 13 000 Gesetze,
Verordnungen und allgemeinverbindliche Gerichtsentscheidungen werden, die das ganze Land
mit einem engen umweltpolitischen Regelungsnetz überzogen“ [v. Weizsäcker(1989), S. 19].
1972 trat ein Abfallbeseitigungsgesetz in Deutschland in Kraft und insbesondere erschien
1972 auch das Buch „Die Grenzen des Wachstums“ von D. MEADOWS, unter Fortführung der
Arbeiten von J. W. FORRESTER. Das war praktisch das Ergebnis der ersten großen Umwelt-
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systemanalyse mit Hilfe der Computersimulation. Darauf werden wir noch ausführlich eingehen.
1972 fand auch eine UNO-Konferenz über die menschliche Umwelt in Stockholm statt. Die Fol-
gekonferenz war dann 20 Jahre später 1992 in Rio de Janeiro.
1972 begann das Umweltprogramm der Vereinten Nationen (UNEP). Ebenfalls 1972 wurde
das erste Umweltministerium in der EG in Frankreich gegründet, obwohl Frankreich z.Z. nicht
gerade ein Vorreiter zur Bewältigung der Umweltproblematik ist. 1972 gab es auch einen Be-
schluss der EG zur Umweltpolitik. 1973 fand in Japan ein ökologischer Umdenkprozess statt.
1974 wurde das Bundesimmissionsschutzgesetz erlassen. Das hat eine ganz wichtige Bedeutung
für die Entwicklung des Umweltschutzes in Deutschland. Es folgten 1975 das Waschmittelge-
setz und 1976 das Wasserhaushaltgesetz sowie das Bundesnaturschutzgesetz. 1980 erschien der
Bericht GLOBAL 2000 Report to the President. 1982 wurde das Waldsterben publik gemacht,
und es gab eine Abwendung von der Hochschornsteinpolitik. 1982 kamen das erste Mal Grüne
in den Bundestag.
1983-87 gab es den ersten Grünen Landesminister J. FISCHER. 1986 geschah das schreckli-
che Unglück in Tschernobyl, und daraufhin wurde 1987 in der Bundesrepublik das Bundesum-
weltministerium gegründet. Vorher wurden diese Probleme vom Bundesinnenministerium mit
behandelt. 1987 erschien der Brundtlandbericht, in dem nachdrücklich auf die Notwendigkeit
der nachhaltigen Entwicklung hingewiesen wurde. 1991 erschien „Global Trends“ im Auftrag des
amerikanischen Präsidenten. 1992 war die Konferenz der Vereinten Nationen in Rio bezüglich
der Klimagefahr durch Emission von Treibhausgasen und 1995 die Folgekonferenz in Berlin.
1998 fand die Kyoto-Konferenz zur Koordinierung der internationalen Zusammenarbeit zur
CO2-Konzentrationsminderung (Kyoto Protokoll) statt. Inzwischen hat auch die UNO Konfe-
renzen zur Bevölkerungsproblematik, zur Wasserversorgungsproblematik und neuerdings auch
zur Ausbreitung von Krankheiten organisiert. Im Jahre 2002 wurde in Johannisburg wieder
eine entsprechende internationale Konferenz mit dem Schwerpunkt Vereinbarungen zur CO2-
Emissionsvermeidung und zur Nutzung regenerativer Energien abgehalten, deren Ergebnisse
jedoch hinter den Erwartungen zurückblieben.
Leider gab es bei den Versuchen zur Bewältigung der Umweltproblematik kaum wissenschaft-
lichen Vorlauf. Die Wissenschaft begann auf diesem Gebiet im Wesentlichen erst, als die Ernst-
haftigkeit der Probleme nicht mehr zu übersehen war. Allerdings gab es schon 1956 einen 1200
Seiten dicken Tagungsband eines Symposiums, das in den USA stattgefunden hatte (organi-
siert durch die Werner-Green-Stiftung und der Nationalen Wissenschaftsfoundation), auf dem
die heutigen Probleme schon aufgezeigt wurden, insbesondere das Problem des Bevölkerungs-
wachstums, der Verknappung von landwirtschaftlicher Nutzfläche, der Wasserversorgung usw.
Es wurde damals schon festgestellt, dass diese Probleme nicht ausschließlich technisch gelöst
werden können. Allerdings wurden diese Weisheiten von Politikern völlig ignoriert.
Schließlich begann aber doch ein deutlicher Umdenkprozess, der sich besonders stark in den
80er Jahren bemerkbar machte, sowohl in den USA (Abb. 1.11) als auch in Europa.
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Abb. 1.11: US-Umfrage zum Umweltschutz [Spektrum(1990), S. 103]
Umweltsystemanalyse ist ein sehr junges undweites Feld, und daher ist es mir unmöglich,
das Thema vollständig abzuhandeln - ja es scheint mir nicht einmal möglich, einen vollständigen
Überblick zu geben - denn ich kenne auch niemanden, der diesen vollständigen Überblick hat.
Die Situation passt gut zu dem BERNAL-Zitat, das ursprünglich jedoch im Zusammenhang
mit der Selbstorganisations- und Evolutionsproblematik entstanden ist. Da heißt es:
„Sogar zur Formulierung des Problems reichen die Kräfte eines Wissenschaftlers
nicht aus, denn dazu müsste er gleichzeitig Mathematiker, Physiker und qualifizierter
organischer Chemiker sein, müsste breite Kenntnisse der Geologie, Geophysik und
Geochemie besitzen und sich außerdem auf allen Gebieten der Biologie auskennen.“
Ich kann daher nur einige Einblicke in die Problematik geben und einige Methoden und Ergeb-
nisse erläutern.
Zunächst stoßen wir gleich auf das Problem, dass es nach meiner Kenntnis keine allgemein ver-
bindliche Definition von Umweltsystemanalyse gibt. Aus dem Namen könnte man vielleicht
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herauslesen, dass die Umwelt ein System darstellt, das analysiert werden soll. Diese Sichtwei-
se erscheint mir aber nicht ausreichend. Der Name Umweltsystemanalyse besteht offenbar aus
3 Teilen, nämlich: Umwelt, System und Analyse. Dabei ist zu beachten, dass das Wort
’Umwelt’ gar nicht zu interpretieren ist, bevor man nicht weiß, wovon es die Umwelt sein soll.
Im Folgenden wird daher immer vorausgesetzt, dass es sich um die Umwelt von be-
lebten Systemen handeln soll, d.h. diese Systeme sollen zumindest auch biologische Objekte
irgendwie enthalten. Als solche biologischen Objekte werden dabei insbesondere menschliche
Gemeinschaften von Interesse sein. Damit ist nun ein bisschen klarer, was in diesem Rahmen
mit Umwelt gemeint ist, und wir können uns der Definition des 2. Wortteils, also der Definition
System zuwenden.
Hier stoßen wir auf die Schwierigkeit, dass es eine ganze Reihe derartiger Definitionen gibt und
wir die Qual der Wahl haben. Das griechische Wort System lässt sich mit Gesamtheit oder
Zusammenstellung (zu einem Ganzen) übersetzen. In einem Duden von 1981 steht unter Sys-
tem: „Gesamtheit zusammengehöriger Elemente.“ Der Systembegriff hat eine lange und
interessante Geschichte. Im Philosophischen Wörterbuch gibt es dazu seitenweise Er-
läuterungen. Einen kleinen Auszug daraus möchte ich zitieren: „Der Ausdruck «System» wird
sowohl in unterschiedlichen Zusammenhängen als auch in Abhängigkeit von der historischen
Entwicklung mit verschiedenen Bedeutungsnuancen benutzt. Daher gibt es in den Wissenschaf-
ten eine Vielzahl von Systembegriffen, die dem jeweiligen Entwicklungsstand der Wissenschaft
und dem jeweiligen Zusammenhang entsprechen. ... Mit den jeweiligen Systembegriffen ist stets
eine bestimmte einzelwissenschaftliche oder philosophische Denkungsart verbunden, von der der
Erkenntniswert der betreffenden Systembegriffe wesentlich abhängt. ...“
Ich würde mich wundern, wenn Sie jetzt mehr verstanden hätten, denn mit dem Begriff System
hat man sich auch historisch schwer getan. Man sah insbesondere einen Widerspruch zwischen
dem Vitalismus der Biologie und dem Mechanismus der Physik und konnte sich den Übergang
zum Leben nicht richtig erklären. In diesem Rahmen hat die Einführung des Systembegriffs eine
Art dritten Weg begründet und eine wichtige Rolle gespielt - insbesondere die Feststellung, dass
ein System mehr ist als die Summe seiner Teile.
Um zu zeigen, dass auch selbst die in Büchern über Systemanalyse aufgeführten konkreteren
Definitionen sich inhaltlich unterscheiden, möchte ich einige solcher Definitionen aufführen:
Da steht z. B. bei
• G. GORDON: „Ein System ist eine Anhäufung von Objekten, welche durch eine regel-
mäßige Wechselwirkung oder gegenseitige Abhängigkeit zusammenhängen.“ [Gordon(1972)]
• bei H. MARKOV: „Ein System ist eine Ganzheit miteinander verbundener Teile, die
durch ihr Zusammenwirken eine bestimmte Funktion verwirklichen, wobei die Gesamtleis-
tung des Systems eine neue Qualität im Vergleich zur Leistung der einzelnen Teile des
Systems darstellt.“
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• und bei S. KRÜGER heißt es schließlich: „Ein System wird festgelegt durch seine
Ziele, seine Elemente nach Anzahl und Eigenschaften sowie den Relationen zwischen den
Elementen und zu ihrer Umgebung“.
Als Element wird ein Bestandteil des Systems bezeichnet.
Mit Relation ist eine Beziehung oder Wechselwirkung gemeint. Dabei werden Re-
lationen zwischen den Systemelementen interne Relationen und Relationen des
Systems bzw. seiner Elemente mit der Umwelt des Systems externe Relationen
genannt.
Für Zwecke der Umweltsystemanalyse scheint mir die letzte Definition am geeignetsten, wobei
aber noch betont werden sollte, dass auch die Systemgrenze also die Abgrenzung des Systems
zu seiner Umwelt ein besonders wichtiges Merkmal bezüglich der Festlegung eines Systems ist.
Die Art dieser Abgrenzung bestimmt wesentlich die Art der Wechselwirkungen des Systems mit
seiner Umwelt.
Aufbauend auf den 3 genannten Definitionen scheint es sinnvoll für Zwecke der Umweltsys-
temanalyse, die folgende Systemdefinition zu benutzen:
Ein System besteht aus zusammengehörigen Elementen und der Systemgrenze. Im
Allgemeinen haben Systeme eine Funktion mit der die Identität des Systems eng
verknüpft ist. Die Eigenschaften eines Systems werden wesentlich bestimmt durch
die Eigenschaften seiner Elemente und insbesondere durch die Wechselwirkungen
dieser Systemelemente untereinander sowie durch die Wechselwirkungen des Sys-
tems mit seiner Umwelt.
Untersysteme sind Teile von größeren Systemen. Sie besitzen im Allgemeinen eigene Elemen-
te. Sie können aber auch im Rahmen der Betrachtung größerer Systeme gegebenenfalls einfach
als Elemente behandelt werden. Das hängt ganz vom Analysezweck ab.
Als Attribute werden wichtige Eigenschaften von Elementen bezeichnet.
Ein Beispiel für ein System ist eine Zelle. Da ist die Systemgrenze sinnvollerweise die Zell-
wand und als Elemente kommen z.B. in Frage: der Zellkern, die Vakuolen, die Ribosomen und
Verschiedenes mehr. Diese Elemente wechselwirken miteinander. Außerdem findet bekanntlich
auch Stoffaustausch durch die Zellwände statt - also gibt es auch Wechselwirkungen mit der
Umwelt.
Auch einOrgan kann als Beispiel für ein System betrachtet werden. Dabei können z.B. Zellen
als Elemente fungieren. Ebenso kann ein biologisches Individuum als System aufgefasst wer-
den, und dann wären die Organe mögliche Elemente. Auch kann man eine ganze Population
als System auffassen, als Elemente kämen dann biologische Individuen in Frage.
Schließlich kann aber auch ein Ökosystem als ein System aufgefasst werden. Offenbar sind
in diesem Fall Populationen mögliche Elemente. Die verschiedenen Ökosysteme können wieder
Elemente des Systems der Biosphäre sein.
Man sieht, dass in diesem Falle das eine System im anderen eingebettet ist, und man spricht
dann von genesteten Systemen.
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Was als System betrachtet wird, hängt vom Zweck der Betrachtung bzw. der Untersuchung
ab. Es gibt also einerseits Systeme, die mehr oder weniger natürliche, sinnvolle Grenzen haben
und andererseits kann man aber auch etwas als System auswählen bezüglich einer bestimmten
Fragestellung. In diesem Fall spricht man auch von beobachterdefinierten Systemen.
Abb. 1.12: Beispiel Energiesystem
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Interessiert man sich z.B. für die Energiewirtschaft eines Landes, so könnte ein Sys-
tem von Interesse sein, dessen Funktion Energiebereitstellung und Energienutzung ist. (Abb.
1.12) Dann ist es möglicherweise sinnvoll, ein System zu betrachten, bei dem Untersysteme
beispielsweise das Energieerzeugungssystem und das Energieverbrauchssystem sind. Elemente
des Energieerzeugungssystems sind dann z. B. Kraftwerke oder Tagebaue, während beim Ener-
gieverbrauchssystem als Elemente Haushalte, Verkehrsmittel oder Fabriken und Ähnliches in
Frage kommen.
Untersystem Energieerzeugungssystem Energieverbrauchssystem
Elemente Kraftwerke (Erdgas, Öl,
Kohle), Transportanlagen,
Förderanlagen...
Industrieanlagen, Haushal-
te, Verkehrsmittel...
Attribute maximale Leistung, Ka-
pitalbindung, Wirkungs-
grad...
Spitzenleistungsbedarf,
Jahresbedarf...
interne Relationen Konkurrenz, Nachfrage, Lieferbedingungen...
externe Relationen Import/Export von Energie und Energierohstoffen...
Tab. 1.2: Systembeispiel Energiesystem eines Landes
Diese Elemente haben wieder Attribute wie beispielsweise die maximale Leistung eines Kraft-
werkes, die Kapitalbindung oder der Wirkungsgrad, oder bei den Industriebetrieben könnten
der Spitzenbedarf oder der Jahresbedarf Attribute sein. Dies alles sind mögliche Attribute, die
den Zustand der Elemente kennzeichnen. (Deshalb werden solche Attribute gelegentlich auch
Zustandsvariable oder Systemvariable genannt.)
Eine interne Relation ist beispielsweise die Lieferung von Energie aus dem Energieerzeugungs-
system an das Energieverbrauchssystem, also eine Art Energiefluss. Eine weitere zu berücksich-
tigende interne Wechselwirkung ist möglicherweise die Nachfrage des Energieverbrauchssystems
an das Energieerzeugungssystem.
Wenn wir jetzt als Gesamtsystem das Energiesystem eines Landes betrachten, so gibt es na-
türlich auch Wechselwirkungen nach außen, also externe Relationen. Beispielsweise kann das
Land Energie oder Energierohstoffe importieren oder auch exportieren. Aber auch das Ener-
gieerzeugungssystem kann Wechselwirkungen mit dem Anlagenbau haben, der nicht unbedingt
als Teil des Energieverbrauchssystems betrachtet werden muss. Oder beide Systeme haben zum
Bevölkerungssystem Verbindung, sie brauchen beispielsweise Arbeitskräfte. So gibt es also die
vielfältigsten Möglichkeiten der Wechselwirkung, und es hängt immer sehr stark von der Ziel-
stellung ab, welche Wechselwirkung man betrachtet, was man ins System mit einschließt und
was nicht.
Bei der Umweltsystemanalyse geht es um die Untersuchung von Wechselwirkungen der Sys-
teme mit ihrer Umwelt mittels systemanalytischer Methoden. Dabei soll es sich besonders um
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belebte System handeln, wobei der Mensch eine wichtige Rolle spielt. Daher habe ich die folgen-
de Definition formuliert: Die Umweltsystemanalyse untersucht mittels systemanalyti-
scher Methoden die Wechselwirkung zwischen einem belebten System, bevorzugt
unter Einschluss des Menschen, und dessen Umwelt. Dazu gehört auch die Unter-
suchung der Struktur und des Zustandes des belebten Systems sowie des Zustandes
seiner Umwelt einschließlich der Untersuchung der zeitlichen Veränderung von Sys-
tem und Umwelt. Diese zeitlichen Veränderungen kommen insbesondere durch die verschie-
densten Wechselwirkungen zustande. Das Ziel der Umweltsystemanalyse ist ein besseres
Verständnis der realen Existenz und Entwicklungsmöglichkeiten von Systemen als
Voraussetzung für die Realisierung der bestmöglichen Varianten. Bei der Umweltsys-
temanalyse spielt die Betrachtung der Wechselwirkungen eine ganz entscheidende Rolle,
und ich möchte hier gleich auf eine besondere Art von Wechselwirkung hinweisen, die von
wachsender Wichtigkeit ist und demzufolge auch von großem Interesse.
Es handelt sich dabei um die Rückwirkung oder auch Rückkopplung des Systems auf
sich selbst, also eine Art induzierte Rückwirkung, indem zunächst Änderungen in der Um-
welt bewirkt werden, und diese veränderte Umwelt wirkt dann auf das System zurück (z.B.
Ozonloch). Diese Art von Wechselwirkungen spielen sicherlich eine wichtige Rolle bei der Koe-
volution von belebten Systemen und ihrer Umwelt. Betrachtet man als belebtes System die
gesamte Biosphäre, so könnte man die so genannte GAIA-Hypothese mit derartigen Wech-
selwirkungen begründen. Die GAIA-Hypothese besagt, dass die Biosphäre Änderungen in ihrer
Umwelt bewirkt hat, und diese geänderten Umweltbedingungen haben dann erst die weitere
Entfaltung der Biosphäre ermöglicht. In der Kurzform kann man sagen: Leben schafft die
Voraussetzung für seine eigene Entfaltung. Wenn man sich allerdings die jüngste Ent-
wicklung der menschlichen Aktivitäten, insbesondere die Atomrüstung und die Entwaldung u.a.
ansieht, dann könnte man denken, dass auch das Gegenteil wahr ist, dass also Leben auch die
Voraussetzungen für seinen eigenen Untergang und seine Einschränkungen schaffen kann. Mir
ist auch bisher nicht ganz klar geworden, inwiefern die GAIA-Hypothese über die Hypothese
hinausgeht, dass Biosphäre und die Umwelt eine Koevolution durchlaufen.
Ganz nebenbei bemerkt wird eine ähnliche Koevolution sicherlich auch zwischen Ihnen
und mir zustande kommen, wobei ich sehr hoffe, dass sie zum gegenseitigen Vorteil verlaufen
wird. Die Existenz von Studenten ist sicher eine Voraussetzung für die Existenz von Dozenten,
und gleichzeitig ist die Existenz von Dozenten eine Vorbedingung für die Existenz von Studenten.
Indem ich Ihnen Wissensstoff vermittle, wirke ich auf Sie ein und schaffe gleichzeitig damit die
Voraussetzungen dafür, ob und in welcher Weise ich Ihnen in Zukunft weiteren Wissensstoff
vermitteln kann. Auch hier hängen meine zukünftigen Bedingungen stark davon ab, wie ich auf
Sie als einen Teil meiner Umwelt einwirke. Für den Fall, dass Sie meine Vorlesung uninteressant
und langweilig finden und in Zukunft gar nicht mehr kommen, sehen natürlich meine zukünftigen
Bedingungen ganz anders aus, als wenn es mir gelingt, jetzt Ihr Interesse so zu wecken, dass
sie Ihren Freunden den Besuch der Vorlesung empfehlen. Auch hier kommt es also zu einer
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selbstinduzierten Rückwirkung auf mich selbst.
In der Technik und in der Kybernetik werden solche indirekt selbst verursachten Rückwir-
kungenRückkopplungen genannt. Das klassischeBeispiel für eine positive, d. h. verstärkende
Rückkopplung ist die Rückkopplungsschleife bei der Tonverstärkung. Dabei wird der vom Mi-
krofon aufgenommene Schall verstärkt und über einen Lautsprecher abgestrahlt. Trifft der Schall
aus dem Lautsprecher mit stärkerer Intensität als der Ausgangston wieder auf das Mikrofon, so
steigt die Lautstärke am Lautsprecherausgang immer weiter an.
Es handelt sich hierbei um eine positive Rückkopplung, und derartige Rückkopplungen
führen zu wachsenden Abweichungen des Systemzustandes vom Normalzustand. Schließlich
wächst die Lautsprechertonstärke immer weiter an, bis ein grässlich lautes Piepen entsteht.
Glücklicherweise wird das weitere Wachstum der Lautstärke durch die begrenzte Zufuhr elek-
trischer Energie aus der ’Umwelt’ schließlich gestoppt. Viele Umweltprobleme haben mit der-
artigen Rückkopplungen zu tun. Neben den positiven Rückkopplungen gibt es auch negative
Rückkopplungen. Das ist aber eigentlich nichts Negatives, sondern im Gegenteil positiv: Sie
stabilisieren nämlich das System, indem sie eine Veränderung des Systemzustandes in Richtung
eines Normalzustandes bewirken. Zur Bewältigung von Umweltproblemen kommt es oft
wesentlich darauf an, solche negativen Rückkopplungen zu etablieren (z.B. könnte die Ökosteu-
er so eine negative Rückkopplung im Falle des Wirtschaftssystems sein. Ähnliches gilt für die
Umweltgesetze). Systeme mit Rückkopplungen werden kybernetische Systeme genannt.
Besonders wichtig an einem System ist die Systemfunktion. Sie stellt praktisch die Iden-
tität des Systems dar. Gewöhnlich spricht man solange vom Erhalt des Systems, wie diese
Systemfunktion gewährleistet wird, wobei das System sich dabei auch stark verändern kann.
Überhaupt ist die Systemtheorie entstanden als Denken in Funktionen. Sie entstand -
wie schon angedeutet - bei dem Versuch der Überwindung des Widerspruchs zwischen Mecha-
nismus und Vitalismus, also insbesondere beim Versuch der Erklärung des Lebens und seines
Zustandekommens.
Eine weitere wichtige Eigenschaft von Systemen ist die, dass Systeme mehr sind als die
Summe ihrer Teile. Häufig ist gerade diese Eigenschaft die Voraussetzung zur Erfüllung der
Systemfunktion. Nehmen wir z. B. ein Halbleiterkristall, so besteht er aus Atomen. Die beson-
dere Art der Wechselwirkungen führt hierbei zur Existenz von Leitungsbändern und Valenzbän-
dern. Das ist eine reine Systemeigenschaft. Die Atome einzeln haben diese Eigenschaft nicht,
erst wenn sie miteinander in Wechselwirkung kommen und somit ein System bilden - einen
Halbleiter eben, dann treten solche Valenz- und Leitungsbänder auf. Auch die Ausbreitungs-
geschwindigkeit von Epidemien ist beispielsweise eine reine Systemeigenschaft. Die Individuen
selbst, die daran beteiligt sind, haben diese Eigenschaft nicht, und nur wenn sie ein System
bilden, wenn sie miteinander in Wechselwirkung stehen, kann diese Eigenschaft überhaupt auf-
treten. Wenn Individuen jedoch isoliert und somit unabhängig voneinander sind, dann kann es
keine Möglichkeit der Übertragung und auch keine Ausbreitungsgeschwindigkeit von Epidemien
geben.
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Es gibt die unterschiedlichsten Arten von Systemen. Ein mögliches System ist z. B. ein
geographisches Informationssystem. Hierbei sind die Elemente Flächenstückchen, und als
Attribute kommen in Frage: Bodenqualität, Höhenlage, aber auch Temperatur, Bebauungs-
grad, Grundwassertiefe und vieles anderes. Selbst der Zeitpunkt, zu dem alle diese anderen
Eigenschaften gelten, kann als ein mögliches Attribut angesehen werden. Häufig wird das auch
sinnvollerweise so gemacht.
Abb. 1.13: offene/geschlossene Systeme
Der Umstand, dass es keine allgemein verbindliche und dennoch genügend konkrete De-
finition des Begriffs System gibt, liegt sicher in der Existenz einer sehr großen Vielfalt
von Systemen sowie in den unterschiedlichen Zwecken, für die Systembegriffe entwickelt
wurden. Es gab viele Versuche, diese Vielfalt zu ordnen. Beispielsweise können Systeme
nach ihrer Struktur, d.h. nach der Art ihrer Relationen folgendermaßen mehr oder weniger
sinnvoll klassifiziert werden (Abb. 1.13). Zunächst kann man erst einmal einteilen in offene und
geschlossene Systeme.
Die geschlossenen Systeme haben keine externen Relationen, also keine Wechselwirkungen
nach außen. Das ist eine Idealvorstellung, denn solche Systeme kommen in der Realität nicht
vor. Die geschlossenen Systeme kann man noch unterteilen in statische und dynamische. Statisch
ist z. B. das Zahlensystem. Dynamisch wäre ein Räuber-Beute-System.
Dann gibt es die andere große Gruppe: die offenen Systeme. Diese haben nach außen Be-
ziehungen. Alle realen Systeme sind von dieser Art. Auch hierbei gibt es statische Systeme,
wie z.B. ein Verwaltungssystem (das zumindest für eine gewisse Zeit statisch sein kann). Die
dynamischen Systeme kann man noch unterteilen in solche ohne Rückkopplung und solche mit
Rückkopplungen. Ein Flusssystem könnte man z.B. als ein dynamisches System ohne Rück-
kopplung betrachten. Dagegen sind die Ökosysteme und sämtliche belebten Systeme immer
offene dynamische, rückgekoppelte Systeme. Bei den Systemen, die uns im Weiteren interessie-
ren werden, handelt es sich um offene dynamischen Systeme mit Rückkopplungen. Systeme mit
Rückkopplungen werden kybernetische Systeme genannt.
Nach H. BOSSEL (Kassel) ist „die Aufgabe der Umweltsystemanalyse: Bewirtschaf-
tungsstrategien zu entwerfen, die eine nachhaltige Nutzung des Ökosystems durch den Men-
schen ohne Ausbeutung und Zusammenbruch gestatten, d.h. ohne dass die Ökosysteme über
37
1 Einführung, Definitionen, Problematik und Grundlagen
ihre nachhaltige Tragfähigkeit hinaus belastet werden, ohne dass es zum Verlust von Arten
kommt.“ Nun, meine Formulierung der Aufgabe steht damit nicht im Widerspruch, aber sie ist
etwas allgemeiner.
Mit der Definition des Systembegriffs ist es wie mit vielen anderen Dingen. Das Optimum liegt
irgendwo in der Mitte zwischen den Extremen. Der alte Satz von der goldenen Mitte enthält
nach meiner Erfahrung eine ganz tiefe Weisheit. Darauf werden wir sicher noch zurückkommen.
Bezüglich der Systemdefinition läge das eine Extrem bei einer für alle Fälle anwendbaren De-
finition, die dann im speziellen Anwendungsfall nicht konkret genug wäre. Das andere Extrem
wäre eine derart konkrete Definition, die nur auf einen konkreten Anwendungsfall anwendbar
wäre, und damit wäre sie aber auch überflüssig. In der Hoffnung, dass die gewählte Definition
gut in der Mitte liegt, sollen daher die Ausführungen zur Systemdefinition beendet werden.
Bevor ich zum nächsten Punkt übergehe, möchte ich an dieser Stelle eine Bemerkung ein-
schieben: Systemanalyse heißt auch, Dinge einzuordnen und in einem größeren Zusammenhang
zu betrachten. Umweltsystemanalyse versucht lebende Systeme und insbesondere ih-
re Beziehung zur Umwelt einzuordnen und zu verstehen. Bei der Suche nach dieser
Einordnung und der Suche nach den Ursachen für die Wechselwirkungen in lebenden Systemen
und deren Wechselwirkungen mit der Umwelt stößt man früher oder später auf die Frage
nach dem Sinn und dem Zweck bzw. dem Ziel des Lebens und der lebenden Systeme
überhaupt. Darauf konnte meines Wissens noch niemand eine umfassende, ausreichende Ant-
wort geben. (Ich hoffe, dass Sie mir nachsehen, wenn auch ich das nicht vermag.) Allenfalls gibt
es auf diese Fragen Teilantworten oder interessante, diskussionswürdige Hypothesen, z.B.,
dass der Zweck des Lebens etwas zu tun hat mit der Effektivierung der Energieflüsse. Darauf
werde ich im übernächsten Punkt: 1.5 näher eingehen
1.4 Allgemeine Eigenschaften belebter Systeme
Wie schon erörtert, soll Umweltsystemanalyse, insbesondere die systemanalytische Untersu-
chung der Wechselwirkungen zwischen belebten Systemen und ihrer Umwelt beinhalten. Dazu
gehört auch die Untersuchung der Struktur und des Zustandes des belebten Systems sowie
dessen Umwelt, einschließlich der Untersuchung der zeitlichen Veränderung von System und
Umwelt. Die interessierenden belebten Systeme werden im Allgemeinen Ökosysteme oder Teile
davon sein. Wie schon angedeutet, werden dabei insbesondere solche Ökosysteme von
Interesse sein, die menschliche Lebensgemeinschaften mit einschließen.
Auch für die Ökosysteme gibt es verschiedene Definitionen, z. B. die von STUGREN.
Für Zwecke der Umweltsystemanalyse erscheint mir die Definition von S. E. JORGENSON
aus Kopenhagen am nützlichsten [Jorgensen(1994)]:
„Ein Ökosystem ist eine biotische und funktionale Einheit, die in der Lage ist,
Leben aufrecht zu erhalten und schließt alle biologischen und nichtbiologischen Va-
riablen dieser Einheit ein. Räumliche und zeitliche Maßstäbe werden a priori nicht
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spezifiziert, da sie vollständig von den Zielstellungen der Ökosystemuntersuchung
abhängen.“
(Weitere Ökosystemdefinitionen sind Abb. A.3 zu entnehmen.)
Die im Rahmen der Umweltsystemanalyse interessierenden Systeme haben folgende all-
gemeine Eigenschaften:
• Sie gehören zur Klasse der thermodynamisch offenen Systeme.
• Es handelt sich um belebte kybernetische Systeme.
• Sie nehmen an der Evolution der Biosphäre teil.
• In ihnen werden Ordnungsstrukturen erhalten und entwickelt. Sie sind belebte dissi-
pative Strukturen. (s. Abschn: 1.4.3)
Es kommen (nach meiner Kenntnis) zunächst nur 3 Grundarten von Relationen zwischen
den Elementen solcher Systeme in Frage. Das sind:
a) Austausch von Energie, das führt zu Energieflüssen,
b) Austausch von Materie, das führt zu Stoffflüssen und
c) Austausch von Informationen. Das führt schließlich zu Informationsflüssen.
Bezüglich der unter a) bis c) genannten Wechselwirkungen ist meine Hypothese, dass mit
der Zeit - also im Laufe der Evolution - der relative Anteil dieser Flüsse von a)
über b) nach c) zunimmt. D. h. zuerst waren die Energieflüsse am wichtigsten, dann haben
die Materieflüsse/Stoffflüsse an Bedeutung zugenommen und schließlich kamen die Informa-
tionsflüsse hinzu, und deren Bedeutung wächst jetzt noch weiter. Informationsflüsse sind ein
wichtiges Merkmal des Lebens. Diese Hypothese stützt sich darauf, wie die auf die Erde ein-
fallende Energie an den Weltraum zurückgegeben wurde und wird. Zunächst, als es noch keine
Atmosphäre gab, wurde die Sonnenstrahlung im Wesentlichen reflektiert und nur zum kleinen
Teil absorbiert, d. h. die Energieflüsse waren besonders wichtig und dominant. Mit Herausbil-
dung der Atmosphäre und schließlich der Biosphäre kam es aber immer mehr zur Herausbildung
von Stoffflüssen. Die einfallende Sonnenenergie wurde in verschiedener Weise umgewandelt, und
in Verbindung damit entstanden Stoffflüsse wie Wind und Meeresströmungen und schließlich
entstand auch die Biosphäre. In der Biosphäre wurden dann Organe zur Informationsverar-
beitung im Rahmen der Evolution von Lebewesen entwickelt und so die Voraussetzung von
Informationsflüssen geschaffen. Mit der wachsenden Komplexität der Struktur der Biosphäre
sowie mit den in ihr ablaufenden Prozessen wird schließlich die Rolle der Informationsflüsse
immer wichtiger.
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Abb. 1.14: Evolution-Kalender der präkambischen Epoche mit zeitlichen Verkürzungsfaktor 1 :
2 * 1010 [Ebeling u. Feistel(1982)]
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Ähnlich war es auch bei der Evolution des Kosmos, wie es dem zusammengedrängten Evolu-
tionskalender zu entnehmen ist [Ebeling u. Feistel(1982)] (Abb. 1.14). Beim Urknall entstanden
zunächst im Wesentlichen gewaltige Energieflüsse, später hat sich Materie herauskristallisiert
und Himmelskörper sind mittels der Stoffflüsse entstanden. Noch später hat sich im Kosmos
Leben herausgebildet und in Verbindung damit entstanden auch Informationsflüsse, die für
die weitere Entwicklung an Bedeutung zunahmen. Informationsflüsse ohne Leben
kann ich mir schlecht vorstellen. Im Buch „Biologie der Erkenntnis“ wird Leben sogar
als ein Erkenntnis gewinnender Prozess definiert [Riedl(1981)]. Ganz sicher gibt es aber keine
Erkenntnis ohne Aufnahme und Verarbeitung von Informationen. Aufnahme und Verar-
beitung von Informationen ist aber direkt oder indirekt an die Existenz von Lebewesen
und ihrer Sinnesorgane gebunden. Daher bedingen sich Leben und Informationsflüsse gegensei-
tig. Somit ist also die Möglichkeit von Informationsflüssen auch erst im Zusammenhang mit der
Entstehung des Lebens entstanden und Informationsflüsse spielen seitdem eine immer wichtigere
Rolle.
Abb. 1.15: Warum das Auge sonnenhaft ist [Riedl(1981)]
Im Buch „Biologie der Erkenntnis“ [Riedl(1981)] heißt es dazu:
„Leben selbst, so können wir mit KONRAD LORENZ resümieren, ist ein Erkennt-
nisprozess. Dabei geht es bei diesem Gewinn einer Erkenntnis nicht etwa um einen
Drang zur Wahrheit, sondern ebenso trivial wie pragmatisch um den unmittelbaren
Lebenserfolg, eine jeweils positivere Bilanz aus Erfolg und Misserfolg. Es geht um
das, was wir als Vernunft oder Zweckmäßigkeit erleben. Dabei setzt diese triviale
Pragmatik dem Prozess keine anderen Grenzen, als eben nur dasjenige als Erkennt-
nis zu speichern, was sich als erforderlich zeigt und bewährt. Das ist das Vernünftige
an der Sache; und die erstaunlichsten Höhen und Gewissheiten der Kenntnis werden
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dadurch erreicht. Dies ist der Grund, warum das Auge sonnenhaft ist. GOETHE
hat das vorausgesehen. Es könnte ansonsten nicht sehen. Es wurde, wie wir heute
wissen, von den Mechanismen der Evolution dazu geführt, alle einschlägigen Gesetze
der Optik der Natur zu extrahieren, Linse, Linsenbewegung, Blende, Blendverstel-
lung, Brennweite, Brennebene, Abschirmung, alles wird entwickelt wie beim besten
optischen Instrument, höchst vernünftig und mit Akrebie.“ In Abb. 1.15 wird dies
illustriert.
Aus diesem Zitat geht indirekt hervor, dass die Nutzung von Informationsflüssen und
Erkenntnissen eine wichtige Rolle bei der Evolution lebender Systeme spielt. Da, wie
ich bereits erwähnt habe, die Umweltproblematik ein aktuelles Evolutionsproblem dar-
stellt, deutet sich auch hier schon an, dass Informationsflüsse und Erkenntnisse bei
der Lösung von Umweltproblemen eine wichtige Rolle spielen werden.
Mit diesem der evolutionären Erkenntnistheorie zuzuordnenden Zitat, dass auch für sich
gesehen, ganz unabhängig von jeglicher Umweltsystemanalyse interessant und wichtig ist,
möchte ich die heutige Vorlesung beschließen.
Im nächsten Abschnitt werden wir uns mit den grundlegenden Wechselwirkungen aller beleb-
ten und Struktur erhaltenden Systeme befassen, nämlich mit dem Import von Energie und dem
Export von Entropie entsprechend dem zweiten Hauptsatz der Thermodynamik.
1.5 Belebte Systeme als spezielle offene thermodynamische Systeme
1.5.1 Der 2. Hauptsatz, Entropie und dissipative Strukturen
Nachdem wir uns beim letzten Mal einen Überblick darüber verschafft haben, was in der Vor-
lesung behandelt werden soll, und wir angefangen hatten, uns über ein paar Grundbegriffe, wie
z.B. System und Umweltsystemanalyse zu einigen, wollen wir, nun dazu kommen, die belebten
Systeme als spezielle offene thermodynamische Systeme zu betrachten. Die belebten
Systeme waren diejenigen, deren Wechselwirkung mit der Umwelt uns im Rahmen
der Umweltsystemanalyse besonders interessieren. Gleichzeitig interessieren uns dabei die
durch die Wechselwirkungen verursachten Zustandsänderungen sowohl im betrachteten System
als auch in dessen Umwelt.
Bei der Überschrift „Belebte Systeme als spezielle offene thermodynamische Systeme“ fragt
man sich zunächst, was thermodynamische Systeme eigentlich sind. Um das zu begreifen,
muss man zunächst verstehen, was Thermodynamik ist.
Thermodynamik ist ein Teilgebiet der Physik, das oft auch Wärmelehre genannt wird,
obwohl es auch Aussagen zu Energieumwandlungen macht, bei denen andere Energieformen als
Wärme eine Rolle spielen. Das Wichtigste an der Thermodynamik sind, wie schon der Name
sagt, die 5 Hauptsätze der Thermodynamik, die ich wegen ihrer prinzipiellen Wichtigkeit für
dieAllgemeinbildung alle erwähnen möchte. Ganz besonders werden wir hier den 2. Hauptsatz
benötigen.
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Der 0. Hauptsatz sagt eigentlich nur aus, dass es neben den aus der klassischen Thermody-
namik bekannten Zustandsgrößen wie Impuls, kinetische Energie, potentielle Energie, Volumen,
Dichte usw. auch noch eine weitere wichtige Zustandsgröße, nämlich die Temperatur und in
Verbindung damit die Wärmeenergie gibt.
Dass dies unter der Bedingung, dass die klassische Mechanik und insbesondere, wenn der
Energieerhaltungssatz gilt, so sein muss, kann man sich an einem einfachen Gedankenexpe-
riment plausibel machen. Nehmen wir an, ein ruhender Bleiklumpen der Masse m2 erhält im
schwerelosen Raum einen zentralen Steckschuss, d.h. das Projektil mit der Masse m1 fliegt mit
der Geschwindigkeit v1 auf ihn zu und bleibt in ihm stecken. Der Bleiklumpen (mit Projektil)
wird dann seine Ruhelage verlassen und sich in Richtung v1 mit der Geschwindigkeit v2 bewegen.
Der Betrag von v2 ergibt sich aus dem Impulserhaltungssatz:
p1 = m1v1 = (m1 +m2)v2 = p2
Der Energieerhaltungssatz hat die Form:
E1 = (m1/2)v21 = ((m1 +m2)/2)v
2
2 +Q = E2.
Im Rahmen der klassischen Mechanik müsste Q = 0 gelten, da es wegen der Schwerelosigkeit kei-
ne potentielle Energie geben kann und offenbar auch keine makroskopische Schwingungsenergie
auftritt. Aus dem Impulssatz folgt:
v1 = ((m1 +m2)/m1)v2
Setzt man dies in den Energiesatz ein, so folgt nach einigen Umformungen:
Q = (m1 +m2)m2v22/(2m1) = (m2 +m
2
2/m1)v
2
2/2 > 0
Offenbar ist Q größer als 0. Es muss also neben der aus der klassischen Mechanik bekannten,
noch eine weitere neue Energieform auftreten. Diese neue Energieform ist Wärmeenergie. Wenn
das Geschoss im Bleiklumpen steckenbleibt, wird ein Teil seiner kinetischen Energie in unge-
ordnete Bewegungsenergie der Atome des Bleiklumpens und des Geschosses umgewandelt und
so kommt es zu einer Temperaturerhöhung im Bleiklumpen und im Geschoss. Die Temperatur
ist ein Maß für die ungeordnete Bewegungsenergie der kleinsten Teilchen des entsprechenden
Körpers. Wie dieses einfache Beispiel zeigt, muss es die im 0. Hauptsatz postulierte Temperatur
bzw. die damit zusammenhängende Wärmeenergie tatsächlich geben.
Als nächstes betrachten wir den 1. Hauptsatz der Thermodynamik.
Das ist der Energieerhaltungssatz unter Einschluss von Wärmemengen. (Erhaltungssätze sind
grundlegend verbunden mit Transformationseigenschaften s. Emmi NOETHER). Der Energie-
erhaltungssatz besagt, dass bei allen stattfindenden Prozessen die Gesamtenergie der beteiligten
Reaktionspartner unverändert bleibt. Es wird also weder Energie vernichtet, noch geschaffen.
Die Bezeichnungen „Energieverbrauch“ und „Energieerzeugung“ sind daher streng genommen
unsinnig, denn Energien können immer nur in andere Formen umgewandelt werden. Besser
wäre es, von Energiebereitstellung und Energienutzung zu sprechen.
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Wegen des Energieerhaltungssatzes könnte man denken:Wenn Energie gar nicht verloren
gehen kann, dann müsste es doch möglich sein, Energie zu 100% zu rezyklieren und
sie wiederholt zum gleichen Zweck zu nutzen.
Dass dem nun gerade nicht so ist, das ist eine wesentliche Aussage des 2. Hauptsatzes. Der 2.
Hauptsatz spielt u. a. auch bei Ökobilanzen und ganz allgemein für die notwendigen Vorausset-
zungen der Existenz lebender Systeme eine wichtige Rolle, und deshalb gehe ich näher darauf
ein.
Für die Umweltsystemanalyse ist der 2. Hauptsatz deshalb von besonderer Wichtigkeit, weil
er notwendige Wechselwirkungen von belebten Systemen postuliert, die diese mit ihrer Umwelt
haben müssen, damit sie überhaupt weiterleben können.
Für den 2. Hauptsatz gibt es mehrere Formulierungen. Im Wesentlichen postuliert der 2.
Hauptsatz die Existenz irreversibler Prozesse, d.h. solcher Prozesse, die von selbst nur in eine
Richtung ablaufen und die nicht ohne (meistens beträchtliche) Nebenwirkungen rückgängig zu
machen sind (z.B. Reibung, Temperaturausgleich, Diffusion, Durchmischung...). Die Existenz
irreversibler Prozesse ermöglicht erst die Definition einer positiven Zeitrichtung, daher war die-
ser Umstand und die Interpretation des 2. Hauptsatzes Anlass zahlreicher naturphilosophischer
Betrachtungen und Diskussionen. Das Auftreten irreversibler Prozesse ist immer mit Energie-
entwertung verbunden. Darauf komme ich gleich zurück. Es gibt verschiedene Formulierungen
des 2. Haupsatzes, siehe Abb. 1.16.
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Abb. 1.16: Formulierungen des 2. Hauptsatzes der Thermodynamik
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Die Formulierung „Abgeschlossen“ bezieht sich hier sowohl auf die Stoff- als auch auf die Ener-
gieflüsse, d.h. das System hat keine Wechselwirkung mit seiner Umwelt. Die dritte Formulie-
rung wirft natürlich die Frage auf: Was ist Entropie? Wie Volumen, Druck, Temperatur
und einige andere Parameter ist die Entropie eine sogenannte thermodynamische Zustands-
größe. Für die Entropie S gibt es verschiedene Definitionen bzw. Berechnungsvorschriften. In
der phänomenologischen Thermodynamik wird nicht der absolute Entropiewert eines Sys-
tems definiert, sondern nur die Änderung der Entropie. Sie ist dS = dQ/T . dQ bezeichnet
eine kleine Wärmemenge und T ist die Temperatur, bei der diese Wärmemenge übertragen
wird. (Es wird hierbei vorausgesetzt, dass die entsprechende Zustandsänderung reversibel, also
umkehrbar ist, denn für irreversible Zustandsänderungen gilt dS > dQ/T .) Auf diese Weise
wird nicht sehr anschaulich, was nun Entropie eigentlich ist. Immerhin kann man aber auf die-
ser Basis verstehen, dass die Entropie beim Temperaturausgleich wächst. Dazu stellt
man sich z.B. ein System bestehend aus zwei verbundenen Wärmebehältern vor. Betrachtet
man eine sehr kleine Wärmemenge, die vom wärmeren Teil (T1) zum kälteren Teil (T2) fließt,
so ist die Entropieänderung im wärmeren Teil: dS1 = −dQ/T1 und die Änderung im käl-
teren Teil ist: dS2 = dQ/T2. Wegen der Kleinheit der ausgetauschten Wärmemenge können
die Temperaturänderungen vernachlässigt werden und die gesamte Entropieänderung ist dann:
dS1+dS2 = dQ(1/T2−1/T1) > 0 wegen T1 > T2. Die Entropie wächst somit beim Wärmeaus-
gleich (also bei Veränderung in Richtung des thermodynamischen Gleichgewichts) verbunden
mit dem Abbau von Strukturen) an. Auch alle anderen irreversiblen Prozesse verursachen ein
Anwachsen der Entropie im betreffenden System.
In der statistischen Thermodynamik wird die Entropie als allgemeines Maß für die
statistische, strukturelle, atomare Unordnung eingeführt. Die statistische Thermodyna-
mik befasst sich mit der Statistik von Mikrozuständen thermodynamischer Systeme. Diese Mi-
krozustände werden charakterisiert durch die genaue Kenntnis der Zustände aller kleinsten
Teilchen (Atome, Moleküle) aus denen das System besteht. Diese Mikrozustände werden re-
präsentiert durch Punkte im so genannten Phasenraum, der durch Impulse und Koordinaten
aller kleinsten Teilchen des thermodynamischen Systems aufgespannt wird. Ein Mikrozustand
ist somit gekennzeichnet durch die genaue Kenntnis aller Orte, Impulse (und Quantenzahlen)
sämtlicher zum System gehörenden kleinsten Teilchen. Die Makrozustände dagegen werden
nur durch die Werte von makroskopischen Zustandsgrößen wie Volumen, Temperatur, Druck
usw. charakterisiert. Eine typische Frage der statistischen Thermodynamik lautet z. B.: Wie-
viel mögliche Mikrozustände, d. h. wieviel mögliche Anordnungen im Phasenraum gibt es für
die kleinsten Bestandteile des Systems, die zum selben Makrozustand führen?
Für die zu einer bestimmten Ordnungsstruktur eines thermodynamischen Systems ge-
hörende Entropie lässt sich im Rahmen der statistischen Thermodynamik die Beziehung
S = k ∗ ln(W )
herleiten. Das geschah ursprünglich durch S. BOLTZMANN. Später haben sich auch M. PLANCK
und E. SCHRÖDINGER damit befasst. Der Parameter k ist dabei die Boltzmann - Konstan-
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te und W ist die sogenannte thermodynamische Wahrscheinlichkeit. Dies ist keine normale
Wahrscheinlichkeit mit Werten zwischen 0 und 1. W bezeichnet vielmehr die Gesamtzahl der Mi-
krozustände, die bei gegebener Ordnungsstruktur des Systems zu der Entropie S führen können.
W ist daher bei normalen Systemen eine außerordentlich große Zahl.
Für komplizierte Systeme ist die Berechnung außerordentlich schwierig, und daher will ich
das Prinzip nur an einem besonders einfachen Beispiel erläutern. Stellen Sie sich am besten
einen durch Druck, Volumen und Temperatur charakterisierten Makrozustand in Form eines mit
zwei idealen Gasen gefüllten Volumens vor. Die spezielle Ordnungsstruktur, für die die Entropie
ermittelt werden soll, möge dadurch gekennzeichnet sein, dass sich das Gas A in der linken und
sich das Gas B in der rechten Hälfte des Volumens befindet. Die Zahl W der zum Ordnungszu-
stand gehörenden Mikrozustände ergibt sich dann aus den Möglichkeiten der unterschiedlichen
Anordnung der Gasteilchen, also der Atome, im Phasenraum unter der Bedingung, dass die
Zustandsgrößen sich nicht ändern und gleichzeitig garantiert ist, dass sich das Gas A nur in der
linken und das Gas B nur in der rechten Hälfte des Volumens befindet.
Dadurch kommt gegenüber der Situation, dass sich A und B im gesamten Volumen befinden
können, eine Einschränkung zustande. Deswegen entspricht dieser Ordnungsstruktur eine
kleinere Zahl möglicher Mikrozustände, als wenn diese Ordnungsstruktur nicht zu berück-
sichtigen ist und sich die Gasteilchen beider Sorten im gesamten Volumen befinden können. Die
Zahl W und demzufolge auch die Entropie für den höheren strukturellen Ordnungszu-
stand ist daher kleiner.
Nun kann man sich leicht überlegen, dass die Anzahl möglicher Mikrozustände noch weiter
abnimmt, wenn man jetzt die Struktur noch weiter ausprägt und verlangt, dass die Anordnung
der Gase stärker strukturiert ist. Dadurch werden noch mehr Zwangsbedingungen wirksam,
wodurch die Zahl der möglichen Mikrozustände weiter verkleinert wird. Aus dieser Sichtweise
kann man sich auch plausibel machen, dass ein Mikrochip eine höhere Ordnungsstruktur und
weniger Realisierungsmöglichkeiten hat als ein vergleichbarer Einkristall. Entsprechend hat auch
eine laminare Strömung mehr mögliche Zustände und damit eine größere Entropie als eine
turbulente Strömung. Ebenso ist die Entropie eines unaufgeräumten Kleiderschrankes
größer, weil es gegenüber dem aufgeräumten Kleiderschrank weniger Zwangsbedingungen für
die Anordnung der zu den Hemden und Socken gehörenden Atome gibt.
Je stärker also eine Ordnungsstruktur ausgeprägt ist, um so kleiner wird die zu ihr gehörende
Entropie S. Und umgekehrt gilt, je ungeordneter ein System ist, desto größer ist seine Entropie.
Nach BOLTZMANN kann somit die Entropie als ein Ordnungsmaß, besser gesagt als ein
Unordnungsmaß, angesehen werden, dabei ist die Entropie um so größer je kleiner die Ordnung
bzw. die Strukturierung ist. „Diese Interpretation ist eng verbunden mit dem physikalischen
Weltbild“. Sie ist auch lange Zeit umstritten gewesen. So hat z.B. Prof. C.F. WEIZSÄCKER
1972 in einem sehr interessanten (LEOPOLDINA-) Vortrag die These vertreten, dass Entro-
piewachstum nicht notwendigerweise immer einen Strukturabbau bzw. eine Vergrößerung der
Unordnung bedeuten muss. Aber in der Regel ist die Boltzmannsche Auffassung richtig und
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daher liegt sie den hier folgenden Betrachtungen zugrunde. Zunächst folgt eine kleine Nebenbe-
trachtung über Negentropie und Ordnung. Aus einem Buch von Bruno FRITSCH (1994)
habe ich Folgendes entnommen: BOLTZMANN und SCHRÖDINGER haben zunächst einmal
angesetzt:
S = k ∗ ln(D),
wobei D die atomare strukturelle Unordnung des entsprechenden Systems bedeuten soll. (D
ist wieder die Anzahl von Mikrozuständen des Systems. Je größer D ist, um so weniger ist
das System strukturiert und daher wächst mit D die strukturelle Unordnung des Systems.
Sucht man nun ein Maß für die strukturelle Ordnung (O), so muss dies so beschaffen sein, dass
die strukturelle Ordnung abnimmt, je größer die strukturelle Unordnung wird. Daher hat E.
SCHRÖDINGER den folgenden Ansatz gemacht:
O = 1/D)
Wenn man D aus diesem Ansatz in die vorherige Gleichung einsetzt, bekommt man (wegen
ln(x) = −ln(1/x) ):
−S = k ∗ ln(D)
N = −S wird als Negentropie bezeichnet. D. h. also, je höher die strukturelle Ordnung, um
so größer ist die Negentropie. Heuristisch kann man sagen, dass je mehr strukturelle Ordnung
im System vorhanden ist, um so mehr Information kann es enthalten bzw. lässt sich damit
verknüpfen. Das kann man sich so plausibel machen, dass man zur vollständigen Kennzeich-
nung eines Systems mit hoher struktureller Ordnung eine ausführlichere Beschreibung
braucht und demzufolge mehr Information übermitteln muss als für die Beschreibung eines
Systems, in dem weniger strukturelle Ordnung vorhanden ist. Im vereinfachten Beispiel des
Kleiderschrankes bedeutet große Entropie: große Unordnung. Dieser Zustand kann kurz und
vollständig durch „Alles liegt durcheinander“ beschrieben werden. Wenn dagegen alles ordentlich
ist, dann liegen z.B. die weißen langärmeligen Hemden links oben, daneben die bunten langär-
meligen Hemden und darunter die kurzärmeligen Hemden. Ebenso haben Unterhemden, Socken
usw. ihren festen Platz. Zur eindeutigen Beschreibung dieses Ordnungszustandes müssen alle
diese Plätze beschrieben werden, wozu erheblich mehr Information übermittelt werden muss.
Deswegen ist plausibel, dass mehr strukturelle Ordnung eines Systems mit mehr Information
zu verknüpfen ist. Daher wird der Ansatz gemacht, dass der Informationsgehalt eines Systems
proportional zur Größe seiner strukturellen Ordnung ist:
I = c ∗O
Ersetzt man hier O aus der vorangegangenen Gleichung für die Negentropie, so ergibt sich:
I = c ∗ e−S/k.
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Dies bedeutet wiederum, dass mit wachsender Negentropie die mit dem System verknüpfbare
Information im System exponentiell zunimmt.
Dass tatsächlich ein Zusammenhang zwischen Ordnungszustand und Entropie (und Infor-
mation) eines thermodynamischen Systems besteht, kann eindrucksvoll beim Schmelzen einer
Schneeflocke demonstriert werden. Wird eine Schneeflocke durch Zufuhr von Wärme geschmol-
zen, indem beispielsweise die Temperatur von −1/2℃ auf +1/2℃ erhöht wird, so braucht man
wegen des großen Unterschieds im Ordnungszustand zwischen der Schneeflocke und dem daraus
entstehenden Wassertröpfchen - also wegen der erheblich kleineren Entropie der Schneeflocke
im Vergleich zum Wassertröpfchen und wegen der Beziehung dS = dQ/T etwa 80 mal mehr
Wärmemenge als bei der Erwärmung des Wassertröpfchens um ein weiteres Grad.
Als Verallgemeinerung aus dem Beispiel mit dem Temperaturausgleich lässt sich sagen,
dass solange in einem System noch Temperaturunterschiede vorhanden sind, ist seine
Entropie kleiner als nach dem Ausgleich dieser Unterschiede. Entsprechendes gilt für Kon-
zentrationsunterschiede bei der Durchmischung von Flüssigkeiten oder Gasen. Beim Erreichen
des thermodynamischen Gleichgewichts gibt es schließlich keine Unterschiede (bezügl. Tempe-
ratur, Konzentration, Energieniveau usw.) mehr. Alles ist ausgeglichen und strukturlos. Lax
gesprochen ist dann alles eine Soße.
Als Merksatz lässt sich formulieren: Alle irreversiblen Prozesse wie Reibung, Wärmelei-
tung, Diffusion, Mischung usw. vergrößern die Entropie eines Systems, in dem sie stattfinden
- dabei wird jeweils gleichzeitig Energie degradiert.
An dieser Stelle seien ein paar weiterer Merksätze aus dem von E.U. von WEIZSÄCKER
herausgegebenen Buch aus dem Jahr 1974 mit dem Titel „Offene Systeme I, Beiträge zur
Zellstruktur von Information, Entropie und Evolution“ aus dem Klettverlag zitiert. Da
heißt es u. a., dass der Mikro-Zustand einer Partikel gegeben ist durch die Angabe ihres
Ortes und ihres Impulses und ihrer Quantenzahlen. Der Mikrozustand eines Systems ist
charakterisiert durch die Mikrozustände aller seiner Partikel, also durch die Kenntnis aller Or-
te, Impulse und Quantenzahlen sämtlicher kleinsten Teilchen des Systems. Die Gesamtzahl von
Mikrozuständen, die der Ordnungsstruktur genügen, entspricht der Anzahl unterschiedlicher
Möglichkeiten, den Makrozustand des entsprechenden Systems zu realisieren. Man nennt diese
Anzahl statistisches Gewicht oder thermodynamische Wahrscheinlichkeit. Der Wert
dieser thermodynamischen Wahrscheinlichkeit ist im Unterschied zu den Werten anderer in der
mathematischen Statistik definierten Wahrscheinlichkeiten wesentlich größer als eins. „Der Lo-
garithmus der thermodynamischen Wahrscheinlichkeit ist dann das mikrophysikalische Ana-
logon zur Entropie.“ Die statistische Mechanik interpretiert damit die makroskopische Sicht
der Entropiezunahme auf Grund irreversibler Prozesse als Übergang des abgeschlossenen
Systems aus einem statistisch weniger häufigen (also weniger wahrscheinlichen) in einen häu-
figeren (also wahrscheinlicheren) Zustand. „Die Wahrscheinlichkeitsbetrachtung zeigt, dass
dieser in einem abgeschlossenen System genau bis zum Abklingen des Einflusses der unwahr-
scheinlichsten Anfangsverteilung ablaufende irreversible Prozess nicht unumkehrbar ist, wie die
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makroskopische Sichtweise aussagt, doch seine Umkehrung als sehr selten (unwahrschein-
lich) angesehen werden kann. Irreversibilität in mikrophysikalischer Sicht bedeutet Übergang
aus Zuständen niedrigen in solche höheren Gewichts.“
Und schließlich zusammenfassend:
„Der phänomenologische Aspekt: Bei allen irreversiblen Prozessen nimmt die Entro-
pie des abgeschlossenen Systems zu, bis sie im Gleichgewicht ein Maximum erreicht
hat. Der molekularstatistische Aspekt: Bei allen abgeschlossenen Systemen findet ein
Übergang aus einem Anfangszustand geringerer Wahrscheinlichkeit in einen Endzu-
stand größerer Wahrscheinlichkeit statt; die Wahrscheinlichkeit der Zustände nimmt
zu, bis der Endzustand der Gleichgewichtsverteilung der das System konstituieren-
den Teilchen als Zustand maximaler Wahrscheinlichkeit erreicht ist.“
Der 2. Hauptsatz hat - wie erwähnt - ursächlich etwas mit der Existenz von irreversiblen Pro-
zessen, also mit nicht umkehrbaren Prozessen zu tun. Er begründet damit auch die Zuordnung
einer Wertigkeit für die verschiedenen Energieformen.
Die sich bei einem irreversiblen Prozess in eine andere Energieform umwandelnde Ener-
gieart ist höherwertig als die bei diesem Prozess entstehende Energieform. Aus der von
CLAUSIUS stammenden Formulierung des 2. Hauptsatzes folgt daher, dass die Wertigkeit von
Wärmeenergie mit der Höhe der zugehörigen Temperatur zunimmt.
Weiterhin gilt: Die Wertigkeit einer Energieform gegenüber einer anderen ist um so höher,
je verlustfreier sie sich in eine dritte, höhere Energieform umwandeln lässt. Betrachten
wir als solche dritte Energieform z. B. die sehr hochwertige auf einen Freiheitsgrad konzentrierte
mechanische Energie, so lässt sich mit Hilfe des CARNOTschen Wirkungsgrades
η = (To − Tu)/To
(mit To = Temperatur der betrachteten Wärmeenergie und Tu = Temperatur der Umgebung)
leicht zeigen, dass Wärmeenergie um so verlustfreier in mechanische Energie umgewandelt wer-
den kann, je höher die zur Wärmemenge gehörende Temperatur gegenüber der Umgebungstem-
peratur ist.
Elektroenergie gehört zu den besonders hochwertigen Energieformen, und man kann daher
Elektroenergie relativ leicht und fast verlustfrei in die hochwertige mechanische Energie (ins-
besondere in Rotationsenergie) umwandeln. Da aber mechanische Energie ähnlich hochwertig
wie elektrische Energie ist, lässt sich mechanische Energie auch fast verlustfrei in Elektroenergie
umwandeln. Die Elektroenergie ist die hochwertigste Energieform, die in Wirtschafts-
systemen in großem Maßstab Verwendung findet, und deswegen lässt sich die Elektroenergie
auch fast verlustfrei in alle anderen Energiearten vollständig umwandeln. Somit kann Elek-
troenergie die anderen Energiearten leicht substituieren, wogegen sie selbst nur unter großem
Aufwand durch andere Energiearten substituierbar ist. Darin liegt z.B. auch die Ursache, dass
sich das Wachstum des Elektroenergieverbrauchs nach der Weltenergiekrise 1973 in Deutschland
nicht wie das Wachstum des Primärenergieverbrauchs vom quantitativen Wirtschaftswachstum
50
1.5 Belebte Systeme als spezielle offene thermodynamische Systeme
entkoppelt hat. Darauf komme ich später bei den Anwendungsbeispielen des Evolonmodells
in Kapitel 4 noch zurück.
Strahlungsenergie kurzer Wellenlänge ist höherwertig als Strahlungsenergie mit größerer
Wellenlänge, und bei gleichen Wellenlängen ist parallele Strahlungsenergie höherwertig als diffus
nach allen Seiten abgestrahlte Energie.
Besonders minderwertige Energie ist Wärmeenergie in der Nähe der Umgebungstempe-
ratur. Dennoch kann selbst Wärmeenergie mit Temperaturen unterhalb der Umgebungstempe-
ratur genutzt werden. Das geht aber nur durch Zusatz einer bestimmten Menge hochwertiger
Energie, wodurch die minderwertige Energieform wie im Beispiel der Wärmepumpe praktisch
veredelt wird.
(Es gab nebenbei bemerkt Bestrebungen, auch für Stoffe eine Art Wertigkeit einzuführen, wo-
bei dann die Wertigkeit eines Stoffes um so größer ist, je konzentrierter er vorliegt und je leichter
er sich rein gewinnen lässt. So hätte z.B. Blei, wenn es durch Autoabgase auf der Ackeroberflä-
che fein verteilt vorliegt, eine geringere Wertigkeit als im angereicherten Bleierz.) Geht man von
der zuletzt genannten Formulierung des 2. Hauptsatzes aus - also von der Formulierung:
„Die Entropie S nimmt in abgeschlossenen thermodynamischen Systemen ständig zu, bis sie im
Zustand des thermodynamischen Gleichgewichts ein Maximum erreicht.“ - Daraus folgt unmit-
telbar, dass beim Aufbau und Erhalt von Ordnungsstrukturen in einem System - also
bei Verringerung oder beim konstant Halten der Entropie im System - dieses System nicht
abgeschlossen sein kann. Der Aufbau und Erhalt von Ordnungsstrukturen ist daher
prinzipiell nur in thermodynamisch offenen Systemen, d.h. in solchen Systemen möglich,
die Energie und/oder Stoffe mit ihrer Umgebung - also mit ihrer Umwelt - austauschen. Solche
Systeme müssen folglich mit ihrer Umwelt wechselwirken. Da es sich bei allen belebten
Systemen um Ordnungsstruktur erhaltende Systeme handelt, und der 2. Hauptsatz für solche
Systeme notwendige Wechselwirkungen mit der Umwelt vorschreibt, sind diese Konsequenzen
des 2. Hauptsatzes für Umweltsystemanalysen von ganz besonderer Wichtigkeit.
Die umfassendste - alle Spezialfälle enthaltende - Formulierung des 2. Hauptsat-
zes stammt von Nobelpreisträger I. PRIGOGINE (I. Prigogine und Defay 1962; Glansdorf
und Prigogine 1971). Dabei wird behauptet, dass sich die während der Zeit dt vollziehende
Entropieänderung in offenen Systemen zusammensetzt aus einem Anteil diS, der innerhalb
des Systems zustande kommt, und einem Entropieanteil deS, der mit der Umgebung
ausgetauscht wird. Dabei ist der im Inneren entstehende Entropieanteil immer größer als 0:
dS = diS + deS mit diS > 0.
Der Index e bedeutet nicht etwa Export, sondern exchange. Damit ist der Nettoimport, d.h.
die Import-Export-Differenz gemeint. Die ins System hineinkommende Entropie wird positiv
gezählt. Deswegen ist der Export an Entropie gerade das Negative von deS : dexpS = −deS. Ein
offenes System kann daher seine Entropie vermindern, wenn der Netto-Entropieexport größer
ist als die gleichzeitig im Inneren des Systems entstehende Entropiemenge d.h., wenn folgende
Bedingung erfüllt ist:
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dexpS = −deS > diS.
Somit ergibt sich die prinzipielle Möglichkeit zur Entropieverminderung und damit verbundener
Struktur- und Ordnungserhöhung, wenn der Betrag des Nettoexports von Entropie den Betrag
der gleichzeitig im Inneren des Systems anfallenden Entropie übersteigt.
Wie schon erwähnt, ist die PRIGOGINEsche Formulierung des 2. Hauptsatzes von besonderer
Wichtigkeit für die Umweltsystemanalyse, da alle strukturerhaltenden Systeme notwendi-
gerweise mit ihrer Umwelt wechselwirken müssen, um einerseits den notwendigen Entropieexport
zu bewerkstelligen und andererseits die dazu notwendige Energie zu erlangen. Dazu sollen nun
Beispiele erläutert werden.
Beispielsweise kann man auch eine Stadt als offenes thermodynamisches System auffas-
sen, in dem Ordnungsstrukturen geschaffen und erhalten werden, und aus dem daher Entropie
exportiert werden muss. Dieser Entropieexport geschieht in großem Maße als Abfall- und
Abwärmeexport, aber auch durch Luft- und Abwasserverschmutzung. Wegen des ho-
hen Abwärmetransports ist es z.B. in der Umgebung von Großstädten zumeist ein bis zwei
℃ wärmer als in größerer Entfernung von der Stadt. Zusätzlich findet gleichzeitig ein Im-
port hochwertiger Energieformen in Form von Strom, Erdöl, Gas, Kohle, Benzin usw.
statt. Diese Energie wird benötigt, um das System Stadt vom thermodynamischen Gleichge-
wicht fernzuhalten und den dazu notwendigen Entropieexport zu bewerkstelligen, um somit
die Strukturerhaltung der Stadt zu ermöglichen. Beim Strukturaufbau des Systems, d.h. zur
Entfernung vom Gleichgewicht müssen die Energie- und Entropieströme noch größer sein. Wie
lebenswichtig dieser Export von Entropie und die Bereitstellung der dazu benötigten Energie
für die Erhaltung der Struktur und der Funktion eines Systems Stadt ist, wird sehr deutlich,
wenn z.B. einmal die Stromzufuhr unterbrochen ist oder, wenn die Müllabfuhr streikt. Wegen
der Gültigkeit des 2. Hauptsatzes wird dann alles getan, um diesen Missstand, der zum Struk-
turzerfall führen könnte, schnellstmöglich zu beseitigen. Das wurde u.a. bei einem Streik der
Ostberliner Müllabfuhr deutlich sowie beim Stromausfall in New York und Umgebung. Wei-
tere Beispiele für Systeme, die durch hinreichenden Entropieexport ihre Ordnungsstrukturen
erhalten bzw. ausbauen, folgen demnächst.
Der Vollständigkeit halber möchte ich noch den 3. Hauptsatz der Thermodynamik erwäh-
nen. Er befasst sich mit Besonderheiten thermodynamischer Systeme bei Annäherung an den
absoluten Nullpunkt. Für Zwecke der Umweltsystemanalyse ist er nicht wichtig, und deshalb
möchte ich auch gleich wieder zur PRIGOGINEschen Formulierung des 2. Hauptsatzes und der
Möglichkeit von Erhaltung und Schaffung von Ordnungsstrukturen in thermodynamisch offenen
Systemen sowie dem dazu notwendigen Entropieexport zurückkommen.
Ein Entropieexport, der die innere Entropieproduktion übersteigt, kommt nicht spontan zu-
stande, sondern fordert eine „Entropiepumpe“, die den Entropieexport bewirkt. Zum Betrieb
einer derartigen Pumpe wird wie zum Betrieb einer normalen Pumpe oder sonstigen Maschine
freie Energie benötigt [Ebeling und Feistel 1982, S. 41]. Die Entropiepumpe kann sich sowohl
innerhalb als auch außerhalb des strukturbildenden Systems befinden. Dementsprechend unter-
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scheidet man zwischen aktiven und passiven strukturbildenden Systemen. Passive strukturbil-
dende Systeme, wie z.B. der Laser oder die BENARD -Zellen, die im nächsten Abschnitt näher
betrachtet werden, müssen mit einer Entropiepumpe in der Umgebung also mit einer äußeren
Entropiepumpe gekoppelt sein, aktive strukturbildende Systeme (wie Ottomotoren oder Lebe-
wesen) haben die Entropiepumpe im Inneren (innere Entropiepumpe). Auch sie beziehen in der
Regel ihre Energie aus der Umwelt (z.B. wenn Autos betankt werden oder Lebewesen Nahrung
aufnehmen).
Sowohl durch aktive wie auch durch passive Entropiepumpen werden die entsprechenden Sys-
teme vom thermodynamischen Gleichgewicht weggetrieben oder zumindest ferngehalten. Wenn
der Entropieexport größer ist als die im Inneren entstehende Entropie, dann entfernt sich das
System immer mehr vom Zustand des thermodynamischen Gleichgewichts (also vom Zustand
der maximalen Unordnung). Wenn nun der Zustand eines Systems stark vom Gleichgewicht
abweicht, dann kommen im Allgemeinen bei der Zeitabhängigkeit von thermodynamischen Zu-
standsgrößen nichtlineare Therme zur Wirkung. Dies ist eine wesentliche Voraussetzung für die
Bildung sogenannter dissipativer Strukturen, die im Folgenden näher erläutert werden.
Ein überkritischer Entropieexport erfordert gewöhnlich außerordentlich spezielle innere Sys-
temstrukturen, und die mit diesem Entropieexport verbundene Selbstorganisation von Systemen
ist daher keine allgemeine, sondern eine spezielle Eigenschaft der Materie, die nur unter spezifi-
schen inneren und äußeren Bedingungen zustande kommt. Sie ist jedoch nicht an eine spezielle
Stoffklasse gebunden [Ebeling und Feistel 1982, S. 42].
PRIGOGINE hat vorgeschlagen, stabile, raumzeitlichen Strukturen, die sich weitab vom
Gleichgewicht jenseits kritischer Parameterwerte im nichtlinearen Bereich ausbilden können,
als dissipative Strukturen zu bezeichnen. Die wichtigste Teilklasse der dissipativen Strukturen
bilden die stationären dissipativen Strukturen. In diesem Fall ist der Export an Entropie gerade
gleich der im Inneren entstehenden Entropie.
Wie schon erwähnt, hat die PRIGOGINEsche Formulierung des 2. Hauptsatzes besondere
Bedeutung für die Umweltsystemanalyse, weil für die Strukturerhöhung und Strukturerhaltung
von Systemen notwendige Bedingungen formuliert werden, die zwingend auf bestimmte Wech-
selwirkungen des Systems mit seiner Umwelt hinauslaufen. Aus der PRIGOGINEschen Formu-
lierung des 2. Hauptsatzes ergibt sich eine weitere wesentliche Folgerung für die Beeinflussung
der Umwelt von Ordnungsstruktur bildenden oder Ordnungsstruktur erhaltenden Systemen:
Ordnungsstrukturerhöhung und -erhaltung ist immer nur lokal in entsprechenden Systemen
möglich, weil die Entropie ja an die Umgebung, also in die Umwelt, exportiert werden muss.
Wenn also in einem System die strukturelle Ordnung erhöht wird, bedeutet das automatisch,
dass in der Umgebung die strukturelle Ordnung vermindert wird. Das ist ganz wichtig, weil
das z.B. eine wesentliche Einschränkung darstellt für die Möglichkeiten von Kreislaufwirtschaft
und auch für nachhaltiges Wirtschaften. Strukturerhöhung und damit Entropieverminderung
ist also immer nur lokal möglich auf Kosten einer Struktur- und Ordnungsverminderung in der
Umwelt.(Siehe auch Abb. 1.17) Global (im kosmischen Maßstab) tragen dissipative Strukturen
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zur Effektivierung der Entropievergrößerung und somit zum Abbau von Ordnungsstrukturen
bei.
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Abb. 1.17: Symbolisches Wasserrad nach B. VERBEEK [Ziesche(1995)]
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Jegliche Produktion von Ordnungsstrukturen, also auch die Produktion von beispielsweise
Stühlen oder anderen Gebrauchsgegenständen, aber auch die Produktion von Maschinen, Anla-
gen usw. muss deshalb zu einem gewissen Grade Umweltstruktur zerstörend sein. Um diese
Zerstörungen möglichst klein zu halten, muss daher auf ein möglichst kleines Niveau des
materiellen Produktionsumfanges orientiert werden. Dies ließe sich z.B. erreichen durch Er-
zeugung von Waren mit möglichst langer Lebensdauer sowie durch Produktionsvermeidung
mittels konsequenter Standardisierung und Anwendung des Baukastenprinzips verbunden
mit derWiederverwendung nicht verschlissener Bauteile. In dieser Hinsicht kann in der Wirt-
schaft noch sehr viel von den ökologisch-biologischen Prozessen gelernt werden, die sich
infolge eines langen Evolutionsprozesses herausgebildet haben.
Weiterhin muss zur Schonung der Umwelt auf der Erde versucht werden, die Prozesse so
ablaufen zu lassen, dass sie möglichst direkt, möglichst viel Entropie in Form niederenerge-
tischer Wärmestrahlung abgeben, die sich dann weitgehend von selbst in den Weltraum
entsorgen kann. Allerdings gibt es da neuerdings auch ein aktuelles Problem dadurch, dass
diese selbstständige Entsorgung durch die anthropogenen Treibhausgasemissionen erschwert
wird.
Die Gültigkeit des 2. Hauptsatzes der Thermodynamik hat wesentliche Konsequenzen
für die Möglichkeiten des Lebens im Allgemeinen und die Möglichkeiten des menschlichen Le-
bens im Besonderen. Es ist praktisch auch eine Konsequenz des 2. Hauptsatzes, dass vor dem
Bau eines Hauses, in dem ein lebendes System langfristig existieren soll, zunächst einmal
für die notwendige Offenheit gesorgt wird. Als erstes überprüft man daher in der Regel zu-
nächst einmal die Möglichkeit der Zuführung hochwertiger Energieformen, wie z.B. durch
Elektrizitäts-, Gas- und Fernwärmeleitungen. Erst dann wird die Projektierung und die Instal-
lation in Angriff genommen. Aber auch für den Entropieexport muss Sorge getragen werden
(z.B. durch den Anschluss an die Müllabfuhr und an die Kanalisation sowie ggf. durch den Bau
eines Schornsteins). Was für ein Haus gilt, gilt im Prinzip auch für eine Stadt oder für ein ganzes
Land. Die aus dem 2. Hauptsatz abzuleitende lebenswichtige Zuführung von hochwertiger
Energie führt auch dazu, dass lebende Systeme vordringlich versuchen, derartiger Ener-
gien in genügendem Umfang habhaft zu werden, um ihre innere Entropiepumpe betreiben
zu können und die Entropie loszuwerden. Aus diesem Grunde kam es schon zu Konflikten und
sogar zu Kriegen. Bekannt ist z.B. das Interesse der USA am arabischen Erdöl und der
damit im Zusammenhang etwa 1985 öffentlich geäußerte Ausspruch eines früheren amerikani-
schen Präsidenten. „Der Nahe Osten gehört zu unserer nationalen Interessensphäre, die
wir notfalls mit militärischen Mitteln verteidigen werden.“
Wegen der aus dem 2. Hauptsatz hervorgehenden besonderen Wichtigkeit der Zufuhr und
Nutzung hochwertiger Energie für den Erhalt und die Entwicklung lebensfähiger Systeme
ist das damit verbundene Umweltproblem von besonderer fundamentaler Wichtigkeit.
Daher beabsichtige ich später auf die Geschichte und die Perspektiven der Energienut-
zung durch Menschen ausführlicher einzugehen.
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Nach der Erörterung der Hauptsätze der Thermodynamik und der Erläuterung des Begriffes
„dissipative Struktur“ soll nun auf Beispiele für dissipative Strukturen eingegangen wer-
den. Die Herausbildung dissipativer Ordnungsstrukturen wird auch als Selbstorganisation
bezeichnet. Besonders interessant ist, dass diese Selbstorganisation auch in unbelebten Syste-
men stattfinden kann, und deshalb wollen wir uns zunächst Beispielen für Selbstorganisation
dissipativer Strukturen in der unbelebten Materie zuwenden.
1.5.2 Unbelebte dissipative Strukturen
a) BENARD-Zellen
Ein typisches Beispiel für das Entstehen einer einfachen physikalischen dissipativen Struktur mit
äußerer Entropiepumpe ist die Herausbildung sogenannter BENARD-Zellen. Solche Zellen
bilden sich oberhalb kritischer Temperaturunterschiede, wenn man beispielsweise Silikonöl in
einem zylindrischen Gefäß von unten erwärmt [Ebeling und Feistel 1982, S. 43]. Bezeichnet man
die Temperaturen an der Unterseite mit Tu und an der Oberseite mit To, so findet bei kleinen
Temperaturunterschieden ∆T = Tu − To zunächst nur Wärmeleitung statt und die Flüssig-
keit erscheint strukturlos. Wenn nun T einen kritischen Wert überschreitet, setzt plötzlich eine
nach BENARD benannte spezielle Konvektion ein, wobei sich dann auf der Grundlage von ent-
stehenden Dichteunterschieden deutlich sichtbare hexagonale Zellen herausbilden (Abb. 1.18 ).
Irgendwie drängt sich beim Beobachten des lediglich durch Wärmezufuhr Zustandekommens der
Abb. 1.18: BENARD-Hexogonalzellen [Ebeling u. Feistel(1982), S. 43]
Struktur wahrscheinlich nicht zufällig der Vergleich mit der zum Embryo führenden Struktur-
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bildung beginnend mit der Keimscheibe auf. Etwa 1984 wurde mir an Hand von angebrüteten
Hühnereiern diese Strukturbildung beim Brutvorgang anschaulich und sehr eindrucksvoll von
Prof. NITSCHMANN (Potsdam) demonstriert, als wir uns gemeinsam mit W. MENDE um die
Interpretation von Resultaten zum Wachstum von Vogelembryonen bemühten. Im 4. Kapitel
wird deutlich werden, dass es neben Ähnlichkeiten auch wichtige Unterschiede beim Herausbil-
den von BENARD-Zellen und Vogelembryonen gibt.
Leider kann ich Ihnen hier nur Fotografien von BENARD-Zellen zeigen. Aus eigenem
Erleben kann ich Ihnen aber versichern, dass es immer einen besonders tiefen Eindruck auf
die Zuschauer machte , wenn W. EBELING und H. LINDE solche dissipativen Strukturen im
Rahmen wissenschaftlicher Veranstaltungen experimentell vorführten.
Es scheint mir im Hinblick auf den Vergleich zu Evolutionsmechanismen sehr lohnenswert,
die anfänglichen Vorgänge mit großer Auflösung zu untersuchen, denn es ist zu vermuten,
dass zunächst die Konvektion unregelmäßig mit vielen kleinen unterschiedlich großen, auf-
einander noch nicht abgestimmten Konvektionszellen beginnt, bis dann die entsprechenden
Umweltbedingungen die Endstruktur mit passenden Konvektionszellen auswählen. (Das wäre
dann im Groben ähnlich wie bei der biologischen Evolution). Die Abhängigkeit der Größe des
Wärmestromes q - also der Wärmemenge, die pro Zeiteinheit und pro Einheit der Grundfläche
nach oben transportiert wird -, hat in Abhängigkeit von der Temperaturdifferenz
∆T = Tu − To
einen charakteristischen Verlauf (Abb. 1.19 [Ebeling u. Feistel(1982)])
Oberhalb der kritischen Temperaturgrenze nimmt der Wärmefluss viel schneller zu. Offenbar
Abb. 1.19: Benard-Diagramm
effektivieren die BENARD-Zellen den Energiefluss. Wegen dS = dQ/T läßt sich die Entro-
pieänderung pro Zeit- und pro Flächeneinheit leicht berechnen:
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dS/dt = q/Tu − q/To = q(To − Tu)/(To ∗ Tu) < 0
Die Entropie in der Flüssigkeit nimmt somit pro Flächeneinheit und damit auch insgesamt ab.
Die Entropie geht aus dem System heraus. Daher kommt es bei Überschreitung kritischer Werte
des Temperaturunterschieds zur Möglichkeit von Strukturbildung in Form der Hexagonalzellen.
Im stationären Fall wird gerade soviel Entropie exportiert, wie im Inneren (z.B. durch Reibungs-
verluste) produziert wird. Auf diese Weise kann die BENARD-Zellen-Ordnung aufrecht erhalten
werden.
Der Vollständigkeit halber möchte ich nicht unerwähnt lassen, dass bei steigender Abweichung
vom Gleichgewicht noch weitere qualitative Umschläge des Wärmetransportmechanismus in
Verbindung mit entsprechenden spezifischen Ordnungsstrukturen auftreten können.
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Abb. 1.20: Benard-Rollzellen [Ebeling u. Feistel(1982), S. 45]
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Bei weiterer Erhöhung des Temperaturunterschiedes bilden sich zunächst Rollwalzen aus und
später kommt es zur Überlagerung mit zusätzlichen senkrecht ausgerichteten Rollwalzen. Be-
trachtet man als Maß für die Abweichungen vom Gleichgewicht die der Temperaturdifferenz
(Tu− To) proportionale dimensionslose RAYLEIGH–Zahl:
(Ra) = (g ∗ α ∗ β ∗ h4)/(κ ∗ ν)
mit:
g =Fallbeschleunigung
h =Schichtdicke
α =Volumenausdehnung
β =Temperaturgradient (Tu− To)/h
κ =thermische Leitfähigkeit
ν =kinematische Viskosität
und als Maß für die Abweichung vom linearen Verhalten die dem Wärmestrom pro Zeit- und
Flächeneinheit proportionale Nusselt-Zahl:
(NU) = IqI/Iq0I
mit:
q0 =Anteil der durch reine Wärmeleitung transportierten Wärmemenge.
Dann ergibt sich nach LINDE (1978) folgende Abhängigkeit der NUSSELT-Zahl von der RAYLEIGH-
Zahl und somit von der Gleichgewichtsferne (Abb. 1.21 [Ebeling u. Feistel(1982)]):
Der erste kritische Wert liegt bei 1700 und entspricht dem Auftreten polygonaler Rollzellen
Abb. 1.21: Abhängigkeit NUSSELT-RAYLEIGH [Ebeling u. Feistel(1982)]
(Abb. 1.20). Der nächste kritische Wert liegt bei Ra = 3000.
Hier gehen die polygonalen Rollzellen in zylindrische Rollwalzen über (1.20). Beim 3. kriti-
schen Wert (Ra ca. 30 000) treten zusätzliche Rollwalzen senkrecht zu den zylindrischen Roll-
walzen auf (Abb. 1.20). Trägt man nach LINDE die Entropieproduktionsrate in der Flüssig-
keitsschicht über der RAYLEIGH-Zahl (doppelt logarithmisch) auf (Abb. 1.22), so erkennt man
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gut Knicke bei den kritischen Werten - also bei den qualitativen Umschlägen des Wärmetrans-
portmechanismus’ und der damit verbundenen speziellen Ordnungsstrukturen. Für den Fall,
Abb. 1.22: Entropieproduktion in Abhängigkeit von der RAYLEIGH-Zahl
dass die Flüssigkeitsschicht auch nach oben durch eine feste Platte begrenzt ist, entstehen nach
VELARDE nur Rollzellen (Abb. 1.23).
Abb. 1.23: Rollzellen in einer abgedeckten Flüssigkeit [Ebeling u. Feistel(1982), S. 47]
„Weiterhin bestimmt die Form der seitlichen Begrenzung das Geschehen. Insbeson-
dere wird hierdurch der Übergang zu nichtperiodischen turbulenten Strömungen
beeinflusst, der bei höheren Ra-Zahlen erfolgt.“
Auch hier prägt die Umwelt, was im Inneren des Systems geschehen kann. Die auftretenden
Zustände hängen auch vom Aspektverhältnis γ=Gamma ab (γ = Radius/Höhe der Schicht).
Für den Fall endlicher Aspektverhältnisse folgt auf die reine Wärmeleitung zunächst das Regime
der stationären Konvektionszellen, danach beim nächsten kritischen Wert der Triebkraft (∆T)
folgt ein Regime mit oszillierenden Strukturen und schließlich folgt ein Turbulenzregime.
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Auf die homogene Wärmeleitung folgt in der Regel die Bildung hochorganisierter zellarti-
ger Strömungsstrukturen der Flüssigkeit und mit wachsenden Abweichungen vom Gleichge-
wicht folgen darauf oszillierende Strukturen, die bei sehr großen Abweichungen (∆T) vom
Gleichgewicht in chaotische turbulente Bewegungen übergehen.
Aus Analogiegründen sollte daher die Menschheit möglicherweise darauf achten, die an-
thropogene Energienutzung (z.B. die Geschwindigkeit der Nutzung fossiler Ener-
gien) nicht zu stark anwachsen zu lassen, um nicht mit chaotisch turbulenten Ordnungs-
strukturveränderungen konfrontiert zu werden.
Aus den betrachteten hydrologischen Beispielen ist abzulesen, dass eine Erzeugung hochor-
ganisierter stabiler Strukturen durch kooperative Bewegung der Flüssigkeitsmoleküle nur
in einem bestimmten Bereich der Abweichungen vom thermodynamischen Gleich-
gewicht möglich ist. Einerseits muss ein minimaler Abstand vom Gleichgewicht eingehalten
werden, andererseits wird bei extrem großen Abweichungen die Ordnungsstruktur durch die
dann eintretenden turbulenten chaotischen Bewegungen wieder zerstört. (Beziehungsweise wer-
den dann in immer kürzer Folge neue Ordnungsstrukturen erzeugt, die praktisch zu chaotischem
Verhalten führen.) Hier drängt sich der Vergleich mit der Lokalisation des Lebens innerhalb
des Sonnensystems auf. Für Planeten, die der Sonne entfernter sind als die Erde, scheint die
Ferne vom Gleichgewicht nicht groß genug zu sein, während für Planeten, die der Sonne näher
sind als die Erde, die Gleichgewichtsferne zu groß zu sein scheint. Denn die dann auftretenden
chaotischen Turbulenzen könnten die Entstehung langfristiger dissipativer Ordnungsstrukturen
als Voraussetzung für die Entstehung und der Entwicklung von Leben verhindern. Mit der ge-
samten Biosphäre der Erde haben die BENARD-Zellen bildenden Flüssigkeiten gemeinsam,
dass sie von einer äußeren Energiequelle bzw. äußeren Entropiepumpe angetrieben werden.
Es handelt sich in beiden Fällen um passive Systeme. Im Zusammenhang mit der schon früher
angekündigten Hypothese über den Zweck des Lebens, werde ich mich später noch mal auf die
BENARD-Zellen beziehen.
Die Entstehung von BENARD-Zellen ist ein Beispiel für Strukturbildung infolge koope-
rativen Verhaltens von Systembestandteilen weitab vom thermodynamischen Gleichgewicht.
Dies stellt ein grundsätzliches Prinzip bei der Entstehung von Ordnungsstrukturen dar. Ko-
operation spielt daher auch generell eine wichtige Rolle in der Evolution. Im Kapitel 4 wird
auf die Erscheinung der Kooperation im Zusammenhang mit Wachstumsprozessen und deren
Abbremsung näher eingegangen.
Weitere einfache physikalische Beispiele für Strukturbildung infolge kooperativen Verhaltens
gibt es insbesondere in der Plasmaphysik und in der Festkörperphysik [Ebeling und Feistel 1982,
S. 49/50). Ein besonders eindrucksvolles Beispiel ist der Festkörperlaser.
b) Der Festkörperlaser
Das Wort „LASER“ stammt von der Bezeichnung: Light Amplification by Stimulated Emission
of Radiation. Ein Festkörperlaser besteht im Wesentlichen aus einem lichtdurchlässigen Stab,
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an dessen Stirnseiten sich parallel angeordnete Spiegel befinden, (Abb. 1.24) und in dessen Ma-
terial spezielle aktive Atome eingebettet sind. Diese aktiven Atome werden so gewählt, dass sie
solche Elektronenenergie-Niveauunterschiede aufweisen, die nach der Beziehung E = ∆E = h∗ν
der gewünschten Laser-Lichtfrequenz ν entsprechen. Durch Bestrahlen des Lasers mit einer ge-
Abb. 1.24: Laserskizze
eigneten sogenannten Pumpstrahlung können die aktiven Atome in einen angeregten Zustand
überführt werden, (d.h. die Elektronen werden in das obere Energieniveau „hinaufgehoben“ -
beziehungsweise in ein Niveau in der unmittelbaren Nachbarschaft des oberen Niveaus.). Be-
trachtet man die Vorgänge im Laser im Wellenbild, so kann man sich die angeregten Atome
als winzige Antennen vorstellen, die zunächst Wellenzüge mit der Länge von einigen
Metern in zufällige Richtungen aussenden. Die elementaren Emissionstakte dauern ca. 10−8
s. Durch die senkrecht zur Stabachse angebrachten Spiegel an den Enden kommt es zu einer
Auszeichnung der axsialen Richtung, denn achsenparallele Wellenzüge können sich durch
mehrfache Reflexionen relativ lange im Laser aufhalten, während alle anderen Wellenzüge den
Laser schneller verlassen. Bei kleinen Pumpraten (also bei langsamer Energiezufuhr) laufen die
einzelnen Emissionsakte inkohärent, d.h. unabhängig und nicht zeitgleich ab. Die Wellenzüge
werden dabei in beliebige Richtungen ausgesendet. Der Laser arbeitet dann im Lampenre-
gime. Oberhalb eines bestimmten Schwellwertes der Pumpleistung beginnen die elementaren
Antennen kooperativ zu wirken. Sie oszillieren dann in gleicher Phase und emittieren verhält-
nismäßig riesig lange Wellenzüge mit Längen von ca. 108 - 109m. Durch Herausbildung
der kooperativen Ordnungsstruktur kommt es sprunghaft zu einer Änderung in der Länge der
Wellenzüge um 7 Größenordnungen! Gleichzeitig steigt die emittierte Lichtenergiemenge
mit steigender Anregungsenergie wesentlich stärker an (Abb. 1.25 [Ebeling u. Feistel(1982)]).
Infolge des kooperativen Verhaltens der strahlenden Atome geht der Laser in einen neuen ma-
kroskopischen Zustand über, der Laserregime genannt wird. Die Analogie des Verhaltens der
Lichtleistung beim Laser zum Wärmestrom beim BENARD -Effekt (Abb. 1.19) ist auffallend.
Das Laserverhalten stellt sich im Teilchenbild folgendermaßen dar: Durch Absorption von
Photonen der Pumpstrahlung werden die aktiven Atome im Laserstab angeregt, d.h., die Elek-
tronen werden auf ein höheres Energieniveau gehoben. Die angeregten Atome können dann
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Abb. 1.25: Laserleistung in Abhängigkeit von der Anregungsintensität
später Photonen in beliebige Richtungen emittieren. Wenn Photonen mit Atomen wechselwir-
ken, kann das nicht nur dazu führen, dass ein Elektron mittels der Photonenergie auf ein hö-
heres Energieniveau gehoben wird, sondern es kann auch der Übergang eines Elektrons von
einem höheren Niveau auf einen freien Platz in einem niedrigeren Niveau veranlasst werden,
wobei dann das Photon seine Energie behält. Solange die Pumpleistung klein ist, überwiegt
die spontane ungerichtete Emission der Photonen und der Laser funktioniert wie eine normale
Lampe. Erst oberhalb einer kritischen Pumpleistung dominiert dann die sogenannte induzierte
Emission und es kommt dann zur Auswahl und Verstärkung einer bestimmten Gruppe ach-
senparallel gerichteter Photonen und somit zur kohärenten Laserleistung (Abb. 1.25). Dabei
kommt es dann, ausgelöst durch die gewachsene Anzahl achsenparalleler Photonen, zu einem
kooperativen Wechsel der „hochgepumpten“ Elektronen auf ein energetisch niedrigeres Niveau,
wodurch viele zusätzliche achsenparallele ausgerichtete Photonen entstehen. Im überkritischen
Pumpleistungsbereich wird das Lampenregime instabil, während das Laserregime stabil wird.
„Das Laserregime entspricht einem kooperativen Verhalten der Atome und Photonen“, wodurch
gegenüber dem Lampenregime gewaltige Lichtleistungen erzielt werden können. Auch wenn
Menschen kooperativ zusammenarbeiten, können besonders große Leistungen vollbracht wer-
den (z.B. Wolgaschlepper, französische Kathedralen, Bewässerungssysteme, Mondlandung...).
Dass sich die Strukturbildung in Flüssigkeiten und Lasern formal ähnlich deuten lässt, ist
zunächst außerordentlich überraschend. Jedoch liegt beiden das gleiche Prinzip zugrunde und
auch die mathematischen Beschreibungsweisen der auftretenden Nichtlinearitäten in der Zeit-
abhängigkeit thermodynamischer Zustandsvariablen sind ähnlich. Bei den BENARD-Zellen und
beim Festkörperlaser befand sich die Entropiepumpe außerhalb des Systems. Als nächstes sollen
dissipative Strukturen mit einer Entropiepumpe im Systeminneren betrachtet werden.
c) Chemische Reaktionen (insbesondere : BELOUSOV-ZHABOTINSKY-Reaktion)
(nach [Ebeling u. Feistel(1982), S. 53ff])
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„In Systemen mit chemischen (und biochemischen) Reaktionen lassen sich die Bedingungen
zur Strukturbildung fernab vom thermodynamischen Gleichgewicht besonders leicht erfül-
len, da sich diese Systeme i.A. durch starke Nichtlinearitäten auszeichnen“. Unter speziellen
äußeren Bedingungen, die die Reaktion in großer Entfernung vom Gleichgewicht halten, kann
daher zeitliche und räumliche Selbstorganisation erwartet werden. Bereits seit dem 19. Jahr-
hundert sind Reaktionen bekannt, die Oszillationen zeigen. OSTWALD wies bereits um
1900 auf die bemerkenswerte Analogie zwischen den elektrochemischen und den elektrophysi-
kalischen Oszillationen hin und öffnete damit den Blick für Zusammenhänge, die ca. 75 Jahre
später ins Zentrum des Interesses rückten. Lange Zeit wurden oszillierende Reaktionen
in der Regel als Kuriositäten behandelt, die dem 2. Hauptsatz der Thermodynamik zu wi-
dersprechen schienen. (Diese Verhaltensweise ist nach T. KUHN typisch für die Situation
unmittelbar vor Beginn bzw. am Anfang von Übergangsprozessen, die zu Paradigmenwechsel
führen). Während die Kinetik früherer chemischer Reaktionen mit Oszillationen weitgehend
ungeklärt blieb, wurde im Jahre 1921 von BLAY eine oszillierende Reaktion in Lösung von
H2O2, HIO3 und H2SO4 bei ca. 60℃ untersucht, deren Kinetik weitgehend aufgeklärt
werden konnte. Dabei spielen autokatalytische Teilreaktionen eine wichtige Rolle, wie sie ähn-
lich in VOLTERRA-LOTKA-Modellen vorkommen. (Bei autokatalytischen Reaktionen liegen
positive Rückkopplungen vor. Solche Rückkopplungen spielen bei vielen Wachstums- und
Strukturbildenden Prozessen insbesondere in der Anfangsphase eine wesentliche Rolle. Darauf
wird später noch näher eingegangen.)
Für die Herausbildung von Strukturen bei chemischen Reaktionen ist insbesondere die
Größe des Rohstoffangebotes (d.h. der Zustrom an Reaktionspartnern) wichtig. Wenn das
Rohstoffangebot kleiner als ein kritischer Wert ist, überwiegen die Zerfallsprozesse. „Im über-
kritischen Bereich dominieren dagegen infolge eines kooperativen Verhaltens der Moleküle
Bildungsprozesse. Der kooperative Charakter ist dadurch bedingt, dass an jedem elementa-
ren Bildungsprozess mindestens zwei (gleichartige) Moleküle (eines Zwischenprodukts) teilneh-
men“... . Beim Überschreiten kritischer Werte des Rohstoffstromes bilden sich selbsterregte
Konzentrationsschwingungen aus. Dabei pendeln Rohstoff- und Zwischenproduktkonzen-
trationen zwischen kleinen und großen Werten hin und her.
Die Möglichkeit der Entstehung von spontan ungedämpfte Schwingungen in chemischen Sys-
temen ist von besonderer Bedeutung für die theoretische Biologie, da sich so eine Deutung
für rhythmische biologische Prozesse anbietet. Solche spontanen periodischen Schwingun-
gen konnten auch für eine Reihe organischer Reaktionen experimentell nachgewiesen werden.
Besonders bekannt geworden ist die sogenannte BELOUSOV-ZHABOTINSKI-Reaktion
() (Abb. 1.26 und 1.27). Das ist eine komplizierte Reaktion, bei der u.a. eine Redoxreaktion
von Cer-Ionen
Ce3+ ⇐⇒ Ce4+
in Gegenwart von Malonsäure, Schwefelsäure und Kaliumbromat abläuft. Durch Zugeben eines
Redoxindikators (Ferroin) lässt sich der Reaktionsverlauf durch Beobachtung der Farbe verfolgen
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Abb. 1.26: B-Z-Reaktion Reagenzgläser [Ebeling u. Feistel(1982)]
Abb. 1.27: B-Z-Reaktion Wellenbild Petrischale [Ebeling u. Feistel(1982)]
(rot bei Ce3+-Überschuss, blau bei Ce4+-Überschuss). Unter bestimmten überkritischen Konzen-
trationen der Reagenzien kommen in der Lösung zeitlich und räumlich oszillierende Strukturen
zustande (Abb. 1.28) Auch kompliziertere dynamische Strukturen, wie z.B. ringförmige und
spiralförmige Wellen können auftreten (Abb. 1.29).
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Abb. 1.28: B-Z-Reaktion Zustandsfolge 1 [Ebeling u. Feistel(1982), S. 68]
Abb. 1.29: B-Z-Reaktion Zustandsfolge 2 [Ebeling u. Feistel(1982), S. 60]
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Abb. 1.30: B-Z-Reaktion Zustandsfolge 3 [Ebeling u. Feistel(1982), S. 60]
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Zur Ausbildung spiralförmiger Wellen, die auch Reverberatoren genannt werden, kommt es,
wenn eine ebene oder ringförmige Welle künstlich unterbrochen wird. Die Quellen von Ring-
wellen werden Führungszentren genannt (Abb. 1.30, Abb. 1.31). Die Häufigkeit dieser spontan
entstehenden Führungszentren pro Flächeneinheit ist wesentlich von der Höhe der Kon-
zentrationen der eingesetzten Reaktanden abhängig. Der Einfluss von Inhomogenitäten und
Verunreinigungen ist dagegen gering.
Abb. 1.31: B-Z-Reaktion Zustandsfolge 4 [Ebeling u. Feistel(1982), S. 62]
Die BELOUSOV-ZHABOTINSKI-Reaktion besteht aus einer relativ großen Anzahl von
Teilreaktionen. Es wurden eine ganze Reihe mathematisch-chemischer Modelle zur Be-
schreibung und Erklärung dieser Reaktion entwickelt, die teilweise recht erfolgreich sind. Solche
Modelle können auch für Computersimulationen (s. Kap.2) benutzt werden, wobei die mo-
dellierten Erscheinungen dann mit den Erscheinungen der realen Reaktionen verglichen werden
können. Eine vollständige Erklärung aller Einzelheiten und Erscheinungen war zumindest bis
1990 nicht gelungen, wie ich den Vorträgen und Diskussionen in Puschino anlässlich einer Kon-
ferenz zu diesem Thema entnommen habe. Inzwischen sind auch verschiedene Modifikationen
der BELOUSOV-ZHABOTINSKI-Reaktion bekannt geworden.
Abschließend zur BELOUSOV-ZHABOTINSKI-Reaktion möchte ich noch eine Stelle aus
dem Buch „Physik der Selbstorganisation und Evolution“ von W. EBELING und R. FEISTEL
zitieren, aus dem ich das meiste, was ich hier über dissipative Strukturen vorgetragen habe
und noch vortragen werde, entnommen habe. Für das weitere Verständnis spielt das folgende
Zitat keine zentrale Rolle, aber es ist dennoch gut, wenn Sie diese Dinge wenigstens mal gehört
haben.´
„Die BELOUSOV-ZHABOTINSKI-Reaktion“ spielt bei der Untersuchung chemi-
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scher dissipativer Strukturen zweifellos eine Sonderrolle, da sie leicht zu realisieren ist
und interessante Phänomene in besonders eindringlicher Form zeigt. Sie dient heute
als Modellfall für das Studium der spontanen Wellenprozesse in aktiven Medien: Der
Begriff aktives Medium ist ursprünglich bei der Erforschung der Signalausbreitung
in Nervenfasern im Hirn, im Herzen und in Muskeln entstanden (WIENER und RO-
SENBLUTH, 1946; HODKIN und HUXLEY, 1952, MARKIN und CHIMADZEV,
1971, 1974; KRINSKY, 1973, IVINIZKI, KRINZKY und SELKOV, 1978).
Unter einem aktiven Medium versteht man heute ein System mit folgenden Eigenschaften (VA-
SILEV, ROMANOWSKI und YAKHNO, 1979):
Jeder Raumpunkt des Systems ist:
• Quelle freier Energie,
• Ort nichtlinearer Prozesse, die weitab vom Gleichgewicht verlaufen,
• durch Transportprozesse eng mit den Nachbarpunkten
Charakteristische Prozesse, die in aktiven Medien beobachtet wurden, sind:
• die ungedämpfte Ausbreitung von Impulsen, Fronten und Wellen,
• die spontane Erregung von Wellen in bestimmten Punkten (Führungszentren),
• die Erzeugung stochastischer Wellen, die zur Turbulenz führen,
• die Ausbildung räumlich synchroner zeitlicher Schwingungen,
• die Bildung stationärer inhomogener Strukturen, z.B. stehender Fronten und stehender
Wellen.
Interessant hieran ist, dass der Begriff aktives Medium schon bei den Untersuchungen der Be-
gründer der Kybernetik, WIENER und ROSENBLUTH, eine Rolle spielte. Speziell für mich ist
es erfreulich, dass ich viele der Wissenschaftler, die sich mit dieser Problematik befasst haben,
wie SELKOV und KRINSKI aus Puschino, HAKEN aus Stuttgart, LINDE, KUHNERT, EBE-
LING und FEISTEL aus Berlin, LEVEN aus Greifswald, KLIMONTOVITSCH und ZHABO-
TINSKI aus MOSKAU und PROGOGINE aus Brüssel persönlich oder zumindest vom Ansehen
her kenne.
Als einbettender Rahmen zu den besonders interessierenden belebten Systemen sollen zu-
nächst selbstorganisierende Prozesse im Kosmos betrachtet und danach auch die Erde als dissi-
pative Struktur aufgefasst und interpretiert werden.
d) Selbstorganisation im Kosmos
Nach dem sogenannten heißen Weltmodell war die Metagalaxis vor ca. 13 Milliarden
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Jahren ein extrem heißes Plasma, das rasch expandierte. Diese Expansion setzt sich bis heu-
te fort. Aus den Einsteinschen Gleichungen lässt sich die Zeitabhängigkeit der mittleren Dichte
von Photonen und Atomen in der Metagalaxis berechnen bzw. abschätzen. Da es sich bei der
Ausdehnung der Metagalaxis um eine adiabatische Ausdehnung, also um einen Prozess ohne
Wärmezufuhr handelt, lässt sich aus der Dichteänderung auch die Entropieänderung berechnen.
Aus den Modellberechnungen ergibt sich, dass in einem expandierenden Kosmos die Temperatur
und die Entropiedichte im räumlichen Mittel ständig abnehmen. Dieser Umstand bildet die
eigentliche Grundlage für die Möglichkeit der Evolution komplexer Strukturen in der Metagala-
xis. Letztendlich ist somit die Expansion der Metagalaxis (hypothetisches System, dem
viele Sternsysteme u.a. das Milchstraßensystem angehören) die entscheidende thermodyna-
mische Ursache (bzw. Voraussetzung) der Selbstorganisation und Evolution in unserer
Welt. „Ein Teilsystem im expandierenden Kosmos ist ein offenes System, das ständig Entro-
pie exportiert und daher zur Selbstorganisation in der Lage ist.“ ([Ebeling u. Feistel(1982)]
S.66)
Es lässt sich abschätzen, dass ein galaktisches System mit etwa 1010 Sternen bei Strahlung-
stemperaturen von ca. 104 K folgende Energiemengen bzw. Entropiemengen pro Zeiteinheit
exportiert: deU/dt ' −1028W bzw. deS/dt ' 1024W/K.)
Das lässt den Schluss zu, „dass Galaxien seit der Epoche des Urplasmas die thermody-
namischen Bedingungen für einen überkritischen Entropieexport und damit im Mittel die
Bedingung für die Bildung geordneter Strukturen erfüllen.“
e) Die Erde als dissipative Struktur
Als nächstes soll die Erde als thermodynamisches System betrachtet werden. Die Erde insge-
samt kann als ein großes offenes System aufgefasst werden, in dem sich seit 4,5 Milliarden
Jahren Selbstorganisations- und Evolutionsprozesse abspielen. Diese Evolutionsprozesse
haben sich im Wesentlichen in den (nur wenige Prozent des Erdradius umfassenden) Oberflä-
chenschichten der Erde vollzogen. Das unbelebte Ausgangsmaterial für die Evolution auf
der Erde sind festes Gestein, Sedimente, Gewässer und die Bestandteile der Erdatmosphäre. Die-
se Evolution umfasst inzwischen geologische, atmosphärische und biologische Pro-
zesse. „Die Energiepumpen, die diese Prozesse antreiben, sind die Sonnenstrahlen und die
Energievorräte im Erdkern, die durch Wärmeleitung und Wärmekonvektion, radioak-
tive Strahlung und Vulkanausbrüche sowie durch tektonische Bewegungsenergie in die
Oberflächenschichten gelangen.“ [Ebeling u. Feistel(1982)] Als weitere kosmische Energiequelle
kommt noch die kosmische Strahlung infrage. Ihr Anteil im Vergleich zur Sonnenstrahlung
ist jedoch kleiner als 1‰. Die auf die Erde treffende parallele Sonnenstrahlung ist mit
Abstand die wichtigste Energiequelle für die Evolution auf der Erde. Der früher in
Amerika und in Afrika weit verbreitete Glaube, der die Sonne (Ra) als Gott und Schöpfer
des Lebens verehrte, hat daher eine tiefere thermodynamisch-ökologische Begründung. (Diese
Begründung ist jedenfalls besser fundiert als der so genannte wissenschaftliche Kommu-
72
1.5 Belebte Systeme als spezielle offene thermodynamische Systeme
nismus, mit dem sich alle Studenten und Doktoranden in der DDR befassen mussten, wobei
viele nie begriffen haben, worin dabei die Wissenschaftlichkeit besteht.)
Der grobe Ablauf der Evolutionsetappen wurde bereits früher erörtert (Abb. 1.14). Die Ener-
gieflüsse bzw. Entropieflüsse als wesentliche Triebkräfte für diese Evolution auf der Erde sind
in der folgenden Skizze angedeutet (Abb. 1.32 ([Ebeling u. Feistel(1982)] S.67):
Abb. 1.32: Ökologische Grundsituation der Erde
„Mögliche Prozesse der Selbstorganisation und Evolution auf der Erde haben die
Temperaturunterschiede zwischen Sonne bzw. Erdkern einerseits und der kosmischen
Temperatur der Hintergrundstrahlung von 3 K andererseits zum Antrieb.“
Diese Skizze hat eine bemerkenswerte Ähnlichkeit zur Versuchsanordnung für die Erzeugung von
BENARD-Zellen (Abb. 1.33). Gegenüber der Einstrahlung der Sonne ist die Eigenstrahlung der
Erde vernachlässigbar. Daher kann die Erde als passives System angesehen werden, durch das
von außen Energie „hindurchgepumpt“ wird. „Die Prozesse, die dieser Energiestrom auslöst,
führen zur Degradation der Energie und somit zur Produktion von Entropie“ in der Erdumwelt,
d.h. in dem die Erde umgebenden Weltraum.
Die Verteilung der Strahlungsenergie über die Strahlungsfrequenz entspricht grob der von M.
PLANCK abgeleiteten Strahlungsformel für schwarze Körper mit der absoluten Temperatur T.
(Abb. 1.34) Die PLANCKsche Formel ist in der Lage, die Strahlung für alle Temperaturen und
Frequenzen widerzuspiegeln. Ihre Ableitung war nur unter der Annahme gequantelt auftretender
Energie möglich, wobei die Größe der Energiequanten von der Frequenz abhängt:
En = nhν
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Abb. 1.33: BENARD-Zellen
Abb. 1.34: PLANCKsche Strahlungsformel für schwarze Körper
Für die auf die Erde treffenden und die Erde verlassenden Hauptenergieflüsse wurden von ver-
schiedenen Autoren Abschätzungen gemacht, wobei die Angaben um ca. 10% schwanken. Nach
(SVATKOV-1974) haben diese über die Erdoberfläche und die Erdumlaufzeit gemittelten Flüsse
die in Abb. 1.35 aufgeführten Größen. Aus dieser Abb. 1.35 geht hervor, dass die Energiebilanz
ausgeglichen ist, denn insgesamt trifft soviel Energie auf die Erde, wie gleichzeitig wieder von der
Erde in den Weltraum abgestrahlt wird. Allerdings ist die abgestrahlte Energie gegenüber der
eingestrahlten Energie minderwertig, da die einfallende Energie bei den in der Atmosphäre und
der Erdoberfläche einschließlich der Biosphäre stattfindenden irreversiblen Umwandlungsprozes-
sen degradiert wird. Bei der eingestrahlten Energie handelt es sich um parallele Strahlung,
die sich wegen der hohen Abstrahlungstemperatur auf kurze Wellenlängen konzentriert, wäh-
rend es sich bei der in den Weltraum abgegebenen Energie um diffuse Strahlung mit
deutlich größeren Wellenlängen handelt, wie es in Abb. 1.32 angedeutet ist.
Die von der Erde in den Weltraum ausgesendete Strahlung ist im Mittel etwa 20 mal lang-
welliger als die Strahlung, die von der Sonne auf die Erde fällt. Die besondere Form des
Spektrums der von der Erde in den Weltraum emittierten Strahlung hängt mit der Durch-
lässigkeit der Atmosphäre in Abhängigkeit von der Wellenlänge zusammen.
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Abb. 1.35: Aufteilung und Umwandlung der auf die Erde treffenden Strahlungsenergie
Die in der Abb. dargestellten Strahlungsflüsse stellen Mittelungen über die Erdoberfläche und
die Erdumlaufzeit dar.
Zur Abschätzung des mit der Sonnenstrahlung verbundenen Entropieexports aus dem
System Erde in den Weltraum kann man folgendermaßen vorgehen: Man misst die Intensi-
tätsverteilung in Abhängigkeit von der Frequenz z.B. mit einem Satelliten in ca. 10 000 km
Höhe einerseits für die auf die Erde gerichtete Sonnenstrahlung und andererseits für die von der
Erde emittierte Strahlung versucht dann beide gemessene Intensitätsverteilungen möglichst
gut zur Deckung zu bringen mit Kurven, die nach M. PLANCK der Intensitätsverteilung
eines schwarzen Körpers entsprechen. Aus diesen Kurven lässt sich dann eine Temperatur für
den entsprechenden strahlenden schwarzen Körper ableiten. Für die auf die Erde gerich-
tete Strahlung erhält man auf diese Weise ca. 5770 K und für die von der Erde emittierte
Strahlung ca. 257 K. Mit Hilfe dieser Temperaturen lässt sich dann u.a. der Strom des
Entropieexports der Erde abschätzen (beachte Höhe: 10 000 m).
Aus der Theorie des strahlenden schwarzen Körpers ergeben sich (nach LANDAU und LIF-
SCHÜTZ, 1974) für die Energie- und Entropiestromdichte die folgenden Formeln:
Je = σT 4 und Js = (4/3)σT 3
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Js = (4/3)Je/T .
Denkt man sich nun - um die Atmosphäre im Wesentlichen mit einzuschließen - eine Kugelober-
fläche in etwa 10 km Höhe über der Erdoberfläche. So lässt sich mittels der letzten Formel die
Differenz der von außen nach innen und der von innen nach außen gerichteten Entropiestrom-
dichte abschätzen:
Js = (4/3)230W/m2(1/(5770K)− 1/(257K)) ≈ −1W/m2K
Dabei ist zu beachten, dass die Energiestromdichte (230 W/m2) in beiden Richtungen gleich
groß ist, aber den beiden Richtungen unterschiedliche Temperaturen (5770 K und 257 K) ent-
sprechen. „Dieser Entropieexport ermöglicht es, eine mittlere Entropieproduktionsdichte von
etwa (10−4-10−3) W/m3K in den unteren Schichten der Atmosphäre zu kompensieren.“ Durch
Integration über die gesamte gedachte Oberfläche ergibt sich der geschätzte Gesamtentropieex-
port pro Sekunde zu:
dS/dt ≈ −6 ∗ 1014W/K.
Der Entropieexport in Verbindung mit dem Wärmestrom vom Erdkern mit ca. 1000°-10000° K
zur Erdoberfläche kann in ähnlicher Weise abgeschätzt werden.
Dabei erhält man: dS/dt(Erdwärme)≈ −1011W/K. Dieser Entropieexport ist ca. 3 Grö-
ßenordnungen kleiner als der mit der Sonneneinstrahlung verbundene Entropieexport. „Die
kurzwellige Sonneneinstrahlung erweist sich somit als die wichtigste Entropiepumpe
der Erde. Sie ist letzten Endes verantwortlich für die vielfältigen Prozesse der Selbstorgani-
sation und der biologischen Evolution auf der Erdoberfläche unseres Planeten. Energetisch
und entropisch am aufwendigsten sind dabei die Wetter und Klimaprozesse. Wenn die
übrigen Beiträge zum Entropieexport auch relativ klein sind, so spielen sie doch bei der Evolu-
tion der Erde eine wichtige Rolle.“[Ebeling u. Feistel(1982)] So ist die Biosphäre nur zu einem
sehr kleinen Anteil am globalen Entropieexport beteiligt und hat dennoch die Prozesse und
Formen auf der Erdoberfläche im wachsenden Maße im Rahmen der biologischen Evolution
deutlich mitgestaltet. Die Evolution der Biosphäre ist im Gegensatz zur Evolution der
Atmosphäre dadurch gekennzeichnet, dass die Biosphäre im Laufe der Zeit immer mehr und
immer kompliziertere kooperative, stabile, aktive, sich regenerierende Strukturen aufbaut,
die immer mehr die Energieflüsse aktiv unter Verwendung von Information nutzen. Bei Tei-
len der Biosphäre kommen aktive Energiepumpen zum Einsatz. Bei der Atmosphäre handelt
es sich dagegen mehr um ein passives, durch eine äußere Entropiepumpe getriebenes System,
in welchem sich die entstehenden Strukturen (z.B. Tornados, Wetterwirbel mit Hoch und
Tiefdruckzonen) nicht regenerieren, und somit ein ständiger unsystematischer Struktur-
wandel stattfindet, der im Vergleich zum Strukturwandel der Biosphäre schnelllebiger ist
und bei dem sich nicht systematisch langlebige Strukturen aufbauen und erhalten können.
Hierbei muss beachtet werden, dass die Begriffe aktiv und passiv bzw. die Begriffe innere und
äußere Entropiepumpe relativ sind, denn man kann unter einem entsprechenden Gesichtswinkel
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auch sämtliche dissipativen Struktur bildenden Systeme langfristig betrachtet als passiv, also
durch eine äußere Entropiepumpe getrieben, auffassen, da sie sich früher oder später mehr oder
weniger direkt an äußere Energieflüsse ankoppeln müssen. (So müssen beispielsweise Menschen
essen und Autos tanken, dabei koppeln sie aktiv an äußere Energieströme an.)
1.5.3 Belebte dissipative Strukturen
Bisher haben wir Beispiele für Selbstorganisation in unbelebter Materie betrachtet. Eigentlich
interessieren für die Umweltsystemanalyse jedoch die belebten Systeme. Daher sollen
nun Beispiele für lebende dissipative Strukturen erörtert werden.
a) Selbstorganisation bei Lebewesen
Thermodynamisch gesehen sind Lebewesen offene Systeme, bei denen die thermodynami-
schen Prozesse in der Regel zumindest näherungsweise isotherm, isobar und isochor also
bei gleichbleibender Temperatur sowie gleichbleibendem Druck und Volumen ablaufen, und die
im zeitlichen Mittel ständig freie Energie aufnehmen und Entropie exportieren.
Dem Problem einer thermodynamischen Interpretation der Selbstorganisation und Evolution
lebender Systeme waren grundlegende Arbeiten von OSTWALD 1931, BERTALANFY 1942,
1956, BAUER 1935, SCHRÖDINGER 1944 sowie PRIGOGINE und WIAME 1946 und nach
dem 2. Weltkrieg von JUNG 1956, ZOTIN 1972, 1974, 1976, BLUMENFELD 1974, GLASER,
1976, NICOLIS und PRIGOGINE 1977, VOLKENSTEIN 1978, MOROWITZ 1978, GLADYS-
HEV, 1978, 1980 u.a. gewidmet.
Lebende Systeme werden dabei als „offene Systeme, die ihre Struktur und Funktion durch
ständigen Stoff- und Energieaustausch ... mit der Umgebung aufrechterhalten“ angesehen.
Bereits 1935 gebrauchte E.S. Bauer die folgende Formulierung als allgemeines Gesetz
der Biologie: „Lebende Systeme sind niemals im Gleichgewicht und leisten auf Kosten ihrer
freien Energie ständig Arbeit gegen das sich bei den äußeren Bedingungen einstellende Gleich-
gewicht.“ Dabei wird zunächst im Lebewesen Entropie produziert und es gilt somit diS/dt > 0.
Die Funktion des Energie- und Stoffwechsels von Lebewesen besteht thermodynamisch
gesehen darin, im zeitlichen Mittel mindestens soviel Entropie an die Umgebung abzugeben,
wie im Inneren des Lebewesens produziert wird. Um die Stationarität aufrechtzuerhalten, muss
dabei ebenso wie beim Gesamtsystem Erde die Energiebilanz gewahrt bleiben, d.h. es muss
ebensoviel Energie aufgenommen werden, wie abgegeben wird: dU/dt = 0. Die thermodyna-
mische Funktionsweise von Lebewesen lässt sich nach EBELING/FEISTEL schematisch durch
folgende Abb. 1.36, 1.37 veranschaulichen.
Wie bei dissipativen Strukturen im Allgemeinen ist auch bei Lebewesen die positive Entro-
pieexportbilanz eine notwendige Bedingung für die Funktionstüchtigkeit:
−dSe/dt > 0
µk = partielle freie Enthalpie des Stoffes der k -ten Sorte (Enthalpie = pV + U , U = innere
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Abb. 1.36: Energie- und Entropieaustausch von Lebewesen mit ihrer Umwelt (schematisch)
[Ebeling u. Feistel(1982)]
E-nergie, freie Enthalpie = Enthalpie - gebundene Energie),
denk = pro Zeitelement zugeführte Menge des k-ten Stoffes (gemessen in Mol)
Diese Bedingung wird mitunter auch als 4. Hauptsatz der Thermodynamik von Lebe-
wesen bezeichnet. Weiterhin gilt, dass zumindest in gewissen Stadien der individuellen Ent-
wicklung eines Lebewesens, z.B. der Embryogenese, in der Jugendphase, bei der Wund-
heilung und Regeneration von Organismen die schärfere Bedingung der Strukturbildung
(−deS/dt) > diS/dt > 0) erfüllt sein muss.
Diese Bedingung muss insbesondere auch für die Strukturbildung während der Embryo-
nalentwicklung eines Vogels erfüllt sein, obwohl sich dieser Vorgang in einem von einer Kalk-
schale umgebenen, scheinbar geschlossenem System abspielt. Das Ei enthält zwar einen Vorrat
an Nährstoffsubstanzen wie Proteine, Fette, Vitamine im Eigelb sowie weitere Eiweiße und Was-
ser im Eiklar. Dennoch muss das Ei während des Brutvorgangs als offenes System angesehen
werden, denn es wird dann ständig Wärme, Sauerstoff, Kohlendioxyd und Wasserdampf
mit der Umgebung ausgetauscht.
Zum Abschluss des Abschnitts über Selbstorganisation und Thermodynamik bei Lebewesen
sollen die Lebewesen mit den vorher behandelten, abiotischen dissipativen Strukturen verglichen
werden. Zu diesem Zweck möchte ich die entsprechende Stelle aus dem schon erwähnten Buch
von EBELING und FEISTEL 1982 zitieren:
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Abb. 1.37: Strukturerhaltungsbedingung für Lebewesen
„ Der wesentliche Unterschied zwischen dem Benard-System, dem Lasersystem und
der Erde einerseits und dem lebenden Organismus andererseits besteht darin, dass
die Ordnung im Lebewesen nicht durch eine äußere Pumpe, sondern durch einen
inneren Mechanismus aufrecht erhalten wird.“
Möglicherweise trifft die Unterscheidung nach äußerer und innerer Entropiepumpe weniger
den Kern als die Unterscheidung nach passiven und aktiven dissipativen Systemen. Bei der
BELOUSOV-ZHABOTINSKY-Reaktion müsste man z.B. von einer inneren Entropiepumpe
sprechen, obwohl es sich um ein System handelt, das passiv auf die anfänglichen Konzentra-
tionsunterschiede reagiert. Man könnte sich auch auf den Standpunkt stellen, dass alle lang-
lebigen dissipativen Strukturen letztendlich von außen getriebene Systeme sind, denn früher
oder später müssen sie hochwertige Energieformen von außen beziehen, um weiter als dissipa-
tive Struktur existieren und funktionieren zu können. So muss beispielsweise das Auto betankt
werden und die Lebewesen müssen Nahrung aufnehmen. Die Unterscheidung nach der Art
der Energiezuführung in passive und aktive Systeme erscheint einfacher und treffen-
der. Lebewesen sind in diesem Sinne aktive Systeme, da sie sich aktiv um die Energiezufuhr
durch Nahrungsaufnahme bemühen. Dagegen sind mir keine unbelebten dissipativen Struktu-
ren mit aktiver Energiezufuhr bekannt. Die Lebewesen und biologischen Systeme bemühen
sich jedoch in der Regel aktiv um Energiezufuhr (Ausnahme Biosphäre) unter Nutzung von
Informationen (z.B. Lagerstättenerkundung, Jagdsignale...). Man denke z.B. an die Jäger und
Sammler oder an Raubtiere, bei denen das besonders deutlich wird. Als Beispiele für aktive
biologische Systeme können in dieser Hinsicht z.B. Jagdgemeinschaften von Raubtieren an-
gesehen werden. Da auch die Menschen zu den Lebewesen gehören, kann man beispielsweise
auch das Wirtschaftssystem der USA als ein Beispiel für ein biologisches, dissipatives Sys-
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tem ansehen, das sich bekanntlich sehr aktiv um Energiezufuhr in Form von arabischem Erdöl
bemüht. Wahrscheinlich hat die aktive Energiezufuhr die Möglichkeit von Informationsnut-
zung und Informationsverarbeitung zur Voraussetzung. Informationsnutzung gibt es
jedoch nur bei Lebewesen. Informationsverarbeitung und Informationsnutzung sind wichtige
Merkmale des Lebens. Die Entstehung von Lebewesen in der Embryonalphase stellt folge-
richtig eine interessante Zwischenstufe dar. Der Embryo (z.B. im bebrüteten Ei) ist noch
ein passives System für das zumeist von einem adulten Lebewesen die äußere Entropiepumpe
betrieben wird (Ausnahme z.B. Brüten durch Sonne). Nach Beendigung der Embryonalphase
betreiben jedoch alle Lebewesen eine aktive Entropiepumpe. Das Gemeinsame aller dissipa-
tiven Strukturen ist, dass sie ihre notwendigerweise im Inneren entstehende Entropie in die
Umwelt exportieren und durch Kooperation ihrer Systemteile Energieflüsse effektiveren,
d.h. hochwertige Energie schneller degradieren. Indem sie lokal ihre Struktur aufbauen und sich
vom thermodynamischen Gleichgewicht fernhalten, tragen sie daher (global) in ihrer Umwelt
zur Entropievergrößerung und zur schnelleren Annäherung an das thermodynamische Gleich-
gewicht bei. So wird z. B. durch die BENARD-Zellen Wärme schneller auf niedrigere
Temperaturen überführt, als das durch Wärmeleitung möglich wäre. In diesem Rahmen ist
folgende Hypothese naheliegend:
Hypothese 1:
Biologische Systeme bzw. Lebewesen können als besonders aktive, sich regenerie-
rende dissipative Strukturen höherer Ordnung betrachtet werden, die durch ihre
aktive Energiebeschaffung unter Informationsnutzung zusätzliche Energieflüsse be-
wirken, die sonst in dieser Weise gar nicht stattfinden würden. In dieser Hinsicht
spielen sie eine ähnliche Rolle wie Katalysatoren bei chemischen Reaktionen.
b) Selbstorganisation in Ökosystemen
Nach STUGREN (1978) ist das Ökosystem ein Raum-Zeitgefüge, in dem Lebensgemeinschaft
und Biotop integriert sind. Eine Lebensgemeinschaft oder Biozönose ist nach MÖBIUS: „Eine
Gemeinschaft von lebenden Wesen, die eine den durchschnittlichen äußeren Lebensverhältnissen
entsprechende Auswahl und Zahl von Arten und Individuen, welche sich gegenseitig bedingen
und durch Fortpflanzung in einem abgemessenen Gebiete dauernd erhalten.“ Allgemeiner : Ge-
meinsames Vorkommen von Pflanzen und Tieren, die zufällig oder zielstrebig zusammentreffen,
sich infolge ähnlicher Umweltansprüche und einseitiger oder gegenseitiger Abhängigkeit in dem
betreffenden Lebensraum (Biotop: Lebensraum, Habitat: Lebensstätte einer Biozönose von be-
stimmter Mindestgröße und einheitlicher, gegenüber seiner Umgebung abgrenzbarer Beschaf-
fenheit (z.B. Hochmoor, Meeresstrand, Höhle, Teich, Buchenwald)) halten können und in erster
Linie durch ernährungsbiologische Abhängigkeit ein Verknüpfungsgefüge bilden (biozönotischer
Konnex). Die Art der Abhängigkeit führt zu einem dynamischen Zustand des Gesamtsystems,
der lange bestehen bleiben kann (biozönotisches Gleichgewicht), bis sich die Umweltverhältnisse
grundsätzlich ändern.
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Da Ökosysteme offensichtlich längerfristig hochstrukturierte Lebewesen enthalten, stellen sie
schon aus diesem Grunde dissipative Strukturen dar.
Thermodynamisch sind Ökosysteme dadurch ausgezeichnet, dass sie vorwiegend hochwertige
Energie in Form von Sonnenenergie und Biomasse importieren und minderwertige Energie in
Form von Wärme und Biomasse exportieren.
c) Selbstorganisation in der Biosphäre
Die Biosphäre ist das umfassendste Ökosystem auf der Erde. Sie umfasst die gesamte belebte
Welt nebst ihrem Lebensraum. Der Begriff wurde 1909 von SUESS eingeführt:
„ [Ebeling u. Feistel(1982)] Die Biosphäre umfasst die Hydrosphäre, die Sedimentgesteine der
Erdrinde und die unteren Schichten der Atmosphäre. Die obere Grenze der Biosphäre wird
durch die in etwa 30 km Höhe liegende Ozonschicht gebildet, welche die Abschirmung gegen
die für Lebewesen tödliche Strahlung aus dem Weltraum darstellt. Die untere Grenze der Bio-
sphäre wird durch den Grund des Ozeans gebildet und liegt auf dem Festland einige km unter
der Oberfläche. Vom Standpunkt der Thermodynamik gesehen, ist die Biosphäre ein offenes
System. Allerdings spielt der Stoffaustausch nur eine sehr geringe Rolle.“
Die Biosphäre als Ganzes ist offensichtlich ein passives System, das (wie in Abschnitt 1.4.2
unter Punkt e) erläutert) durch eine äußere Entropiepumpe betrieben wird, wenngleich Teile
der Biosphäre z.B. Tiere mit Hilfe einer aktiven Energiepumpe zielgerichtet agieren.
1.5.4 Hypothetische Schlussfolgerung aus dem Vergleich belebter und unbelebter
dissipativer Strukturen
Eine aus dem Vergleich von unbelebten dissipativen Strukturen mit Lebewesen abgeleitete Hy-
pothese wurde bereits am Ende des 1. Punktes in Abschnitt 1.5.3 aufgeführt. Darauf und auf
den Ähnlichkeiten von unbelebten und belebten dissipativen Strukturen aufbauend lässt sich
noch eine weitergehende Hypothese formulieren:
Hypothese 2:
Sinn und Zweck lebender Systeme einschließlich ihres Dranges nach Erhaltung des
Lebens über Generationswechsel mittels biologischer Vermehrung mit Informati-
onsübergabe sowie Informationsvervielfachung haben etwas zu tun mit der Effekti-
vierung der irreversiblen Energieflüsse.
Ähnlich wie der Zweck der Bildung von BENARD-Zellen etwas mit der Effekti-
vierung des Wärmeflusses von der wärmeren Unterseite zur kälteren Oberseite der
Flüssigkeitsschicht zu tun hat, könnte es daher sein, dass wir als Menschen - ähn-
lich wie BENARD-Zellen - nur komplizierter und noch effektiver - im Sinne von
Energieflusseffektivierung funktionieren, ohne uns dessen explizit bewusst zu sein.
Ähnlich wie auch die BENARD-Zelle nicht weiß, dass sie zur Wärmeflusseffektivie-
rung beiträgt. Die Menschen effektivieren dabei im Vergleich zu anderen Lebewesen
die Energieflüsse besonders stark durch ihren zusätzlichen extrasomatischen Stoff-
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wechsel, der insbesondere in den letzten 200 Jahren extrem anwuchs und in den
Industriestaaten dazu geführt hat, dass der extrasomatische Energiestoffwechsel
etwa das Fünfundzwanzigfache des somatischen Energiestoffwechsels beträgt.
In Zusammenhang mit der hypothetischen Betrachtung der Rolle des Menschen als Ener-
gieflusseffektivierer ähnlich den BENARD-Zellen erinnere ich mich an ein Gespräch mit W.
MENDE, als wir 1985 in Moskau das Wachstum des Elektroenergieverbrauchs der UdSSR
analysierten. Er meinte damals, dass die Glätte der resultierenden aggregierten Energiever-
brauchskurven auf das Wirken von Gesetzmäßigkeiten hinweist, bei denen die Menschen
weniger selbst bestimmende Akteure als vielmehr Mittel zum Zweck sind, d.h. als ob derHaupt-
zweck der menschlichen Aktivitäten darin bestände, Energie zu degradieren und dabei
insbesondere die in Form fossiler Brennstoffe auf der Erde zwischengespeicherte Sonnenenergie
nun doch noch zu degradieren und in den Weltraum abzustrahlen. In diesem Falle wäre der uns
unbewusste Zweck unserer Aktivitäten zur schnelleren globalen Entropieerzeugung und damit
zur Annäherung an das thermodynamische Gleichgewicht im Kosmos beizutragen. Das wäre
sicher keine sehr erbauliche Vorstellung über den Zweck unserer Existenz und unserer Akti-
vitäten. Aber in der Entwicklung der Wissenschaft hat es ähnlich unangenehme Erkenntnisse
schon öfter gegeben. Als z.B. Galilei u.a. feststellten, dass sich der Mensch (einschließlich des
Papstes) nicht im Mittelpunkt des Planetensystems befindet oder als Darwin erkannte, dass
der Mensch sich in natürlicher Evolution aus dem Tierreich entwickelt hat, sind diese Erkennt-
nisse keineswegs freundlich begrüßt worden. Andererseits müssen uns derartige Erkenntnisse
überhaupt nicht darin hindern, nach vernünftigen Formen des Zusammenlebens unter-
einander und mit der Natur zu suchen. Sie können eventuell sogar wertvolle Hinweise
dafür liefern, was in diesem Sinne sinnvoll und möglich ist. Schließlich lässt sich die Hypothese
2 auch aus einer anderen Sichtweise heraus viel positiver und freundlicher formulieren:
„Lebewesen und lebende Systeme kämpfen gegen die allgemeine globale
Tendenz zur Vergrößerung der Entropie also zur Vergrößerung der glo-
balen strukturellen Unordnung und der damit verbundenen Annäherung
an das globale thermodynamische Gleichgewicht an und bewirken lokal
zumindest für eine Zeitspanne die Schaffung und Erhaltung von Ord-
nungszuständen.“
Diese Formulierung sagt zwar im Kern dasselbe, aber ihre Chance positiv aufgenommen zu
werden, ist deutlich größer.
Nachdem ich die Vorbereitung meiner Ausführungen über den 2. Hauptsatz der Thermody-
namik und die Hypothese über den möglichen Zweck des Lebens eigentlich schon abgeschlossen
hatte, stieß ich noch auf eine hierzu passende Stelle im Buch „Biologie der Erkenntnis“ von
[Riedl(1981)], die ich noch gern als Zitat einfügen möchte [Riedl(1981)]:
„Im Unbelebten erleben wir keine Vernunft. Weder erscheint es uns vernünftig, dass
die Tektonik Berge errichtet, noch unvernünftig, dass die Erosion sie wieder abträgt.
82
1.5 Belebte Systeme als spezielle offene thermodynamische Systeme
In unseren eigenen Produkten jedoch wünschen wir Vernunft zu sehen. Die Grenzen
der Vernunft sind, wie wir sehen werden, ähnlich den Grenzen der Zwecke. Alles
Lebendige jedenfalls scheint uns voll der Vernunft. Wie vernünftig ist es doch, wir
können schon fast sagen: wie zweckmäßig, dass der Storch in den Süden fliegt, der
Biber das Wasser staut und der Kuckuck seine Eier sorglich in fremde Nester legt.
Aber projizieren wir nicht bloß unsere Vernunft in das Handeln der Tiere?
Die Vernunft Entropie mindernder Prozesse
Für ein objektives Urteil benötigen wir einen Standpunkt außerhalb der Pflanzen,
der Tiere und Menschen, am besten gleich in der Physik. Und physikalisch gehört
alles Leben zu den Entropie mindernden Prozessen. Entropiezunahme ist dabei jene
universelle Tendenz in der Natur, von Ordnung in Unordnung überzugehen; so, sagt
E. SCHRÖDINGER (1951), wie die Gegenstände auf unserem Schreibtisch, würden
wir sie nicht immer wieder ordnen. Alles Lebendige hingegen erzeugt Ordnung, wo
vordem keine war. Es umgeht dabei, als ein offenes System den Entropiesatz, indem
es mehr Unordnung abführen muss, als es in sich Ordnung aufbauen kann. Der
Vorgang dieses Ordnungmachens ist schon in den Vorstufen des Lebendigen, wie M.
EIGEN (1975,1977) zeigt, derselbe wie in aller Kreatur.“
Ganz unabhängig davon, wie richtig die Hypothese über Lebensprozesse und Energieflusseffek-
tivierung ist, bleibt die Tatsache, dass belebte Systeme ständig hochwertige Energie degradieren
und Entropie exportieren müssen, um sich vom thermodynamischen Gleichgewicht fern zu halten
und am Leben zu bleiben. Daher ist die Energiebereitstellung und der Entropieexport
von fundamentaler Bedeutung für die Wechselbeziehung von lebenden Systemen
und ihrer Umwelt. Das gilt insbesondere auch für anthropogene Systeme. Probleme in Ver-
bindung mit der Energiebereitstellung und -nutzung sind daher fundamentale Probleme im
Rahmen der Umweltsystemanalyse. Daher soll am Ende der Vorlesungen auf diese Energienut-
zungsproblematik näher eingegangen werden.
Am Schluss der Ausführungen zum Abschnitt „1.5 Ökologische Systeme als spezielle thermo-
dynamische Systeme“ möchte ich noch andeuten, dass sich in der Ökosystemtheorie und bei der
praktischen Untersuchung von Ökosystemen Schulen herausgebildet haben, die stark auf dem
Verständnis von Ökosystemen als offene thermodynamische Systeme basieren. Dazu gehört die
auf Exergie-Betrachtungen fußende besonders von S.E. JORGENSEN vertretende Richtung
und die von H.T. ODUM begründete Schule der Untersuchung von Ökosystemen hauptsächlich
anhand der Energie- und Stoffflüsse.
Nach den Wörterbüchern der Biotechnologie (Biotechnologie: Hrsg. Schlee/Kleber) ist Exer-
gie die Bezeichnung für den Anteil einer Energieform, der vollständig in beliebig andere Energie-
formen umgewandelt werden kann. Der Begriff der Exergie besitzt insbesondere bei technischen
Aufgabenstellungen für die Bewertung der energetischen Aufwendungen Bedeutung. Dazu wer-
den Energiebilanzen, z.B. für Zustandsänderungen aufgestellt. Für die Exergie gibt es jedoch
keinen Erhaltungssatz. Eigentlich müssten die Energiestatistiken neben Angaben über die
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Energiemengen auch Angaben über die entsprechenden Exergiemengen enthalten. Exergie kann
als die relativ zur Umwelt freie Energie betrachtet werden. Sie ist definiert als [Jorgensen(1994),
S. 496]:
Ex = T0NE = [T0I] = TO(Seq − S)
mit:
T0 =Umgebungstemperatur
Ne =Negentropie
Seq − S =Differenz der Entropie für den thermodynamischen Gleichgewichtszustand des Sys-
tems und der Entropie des aktuellen Zustandes des Systems
I = Thermodynamische Information (ist hier anders definiert als bei B. FRITSCH [Fritsch(1994)]
Die Exergie ist somit ein Maß für den Abstand zum Gleichgewicht.
H.T. ODUM [Odum(1981)] hat eine andere Größe, die Emergie, eingeführt, um u.a. ökolo-
gische und ökonomische Systeme gleichartig beschreiben zu können.
Em = E ∗QF
mit:
E =Energie
QF =Qualitätsfaktor
An den Schluss des Abschnitts 1.4 möchte ich das folgende Zitat stellen:
„Die Thermodynamik wird häufig als eine Art Logik der ökologischen Prozesse be-
trachtet, die zwar nicht festlegt, was wirklich passiert, aber doch, was passieren
kann.“ [Conrad(1992)]
Für die Umweltsystemanalyse sind die nach dem 2. Hauptsatz der Thermodynamik existenzi-
ell notwendigen Wechselwirkungen von lebenden Systemen mit ihrer Umwelt wichtig, die den
notwendigen Entropieexport sowie den notwendigen Import hochwertiger Energie bewirken.
1.6 Umweltprobleme
Jegliche Analyse realer Systeme muss natürlich von konkreten Fakten ausgehen, aber sie
bleibt dabei nicht stehen, sondern versucht, diese Fakten in Verbindung zu bringen. Aus
diesem Grunde sollen zunächst einmal einige Fakten betrachtet werden, die mit den Umwelt-
wechselwirkungen zu tun haben und bei Umweltsystemanalysen eine Rolle spielen könnten. Die
Tab. 1.3 - 1.5 listen einige solcher globalen Umweltprobleme auf.
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Tab. 1.3: Auflistung und Einordnung von globalen Umweltproblemen Teil 1
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Tab. 1.4: Auflistung und Einordnung von globalen Umweltproblemen Teil 2
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Problem Entwicklung
Autoproduktion in China 1994: 0, 25∗106 2000: 2, 00∗106 geplant⇒ 600∗106 in
China falls wie heute in Europa, 5 der am stärksten
verschmutzten Städte in China, pro 850 Chinesen 1
Auto, (um 2000: 350 ∗ 106 PKW weltweit)
Wachstum der Weltbevölkerung minimale Verdopplungszeit von 39 Jahren (1957 -
1996) Verdopplungszeit war 1350 Jahre (0000 - 1350)
Hungernde 1994: 830 Millionen 1999: 790 Millionen
33000 Kinder verhungern täglich (ZDF, 23.10.99)
Welthungerhilfe
Kinderarbeit 2005: 250 Mill. Kinder arbeiten, davon > 1. Mill.
in Bergwerken und Steinbrüchen (DLF-Nachrichten,
17.06.2005)
Tab. 1.5: Ergänzung zu globalen Umweltproblemen
Quellen:
[1] Lexikon der Gegenwart, Harenberg Lexikon-Verlag, Dortmund, 1993
[2] SPEKTRUM - Sonderheft 9/91
[3] Deutschlandfunk
[4] H. Bossel: Umweltdynamik, Springer Verlag, Berlin, 1994
[5] E. Drevermann: Der tödliche Fortschritt, Verlag Herder, Freiburg, 1991
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1.6.1 Globale Umweltprobleme
Im Jahre 1991 wurden global 24 Mill. ha Wald vernichtet. Das ist so viel wie die gesamte
Fläche von Großbritannien. 20 Mill. ha von diesen 24 Mill. ha entfallen dabei auf die
Tropen, und von diesen wiederum entfallen allein 8 Mill. ha auf Brasilien. In Äthiopien
wurde in nur 12 Jahren im Zeitraum 1979-1991 der Waldbestand von 25% der Fläche auf 1% der
Fläche reduziert. In Indien ging in den ersten 90 Jahren des 20. Jahrhunderts (von 1900-1991)
die Waldfläche von 50% auf 14% zurück.
Das nächste Problem ist die Wüstenausdehnung. Im Jahre 1991 betrug sie 6 Mill. ha/a.
Das entspricht etwa 1/6 der Fläche der Bundesrepublik oder 1/4 der Fläche von Großbritannien.
Das ist offensichtlich eine dramatische Größenordnung.
Ebenfalls im Jahre 1991 wurde Humus in einer Größenordnung von 25 Mrd. t/a vernichtet.
Das entspricht der gesamten Humusmenge des Weizenanbaugebietes in Australien.
Wassermangel ist ein äußerst schlimmes und brisantes Problem, etwa 1995 litt 40% der
Bevölkerung in 80 Entwicklungsländern ständig unter Wassermangel. Für 10% der Weltbe-
völkerung lag akuter Wassermangel vor. Das führte nach einem UNO-Bericht aus dem Jahre
1996 zu mehr als 10 Mill. Toten pro Jahr. Wie erwähnt, wird befürchtet, dass es wegen des
Wassermangels zu Kriegen kommen könnte. Nach Ansicht der Weltbank wären in diesem
Zusammenhang zur Katastrophenvermeidung Investitionen von 600 Mrd. $ nötig. Bisher wer-
den weltweit nur 5% der Abwässer geklärt. Auf einer UNO-Konferenz 1997 in Marakesch wurde
der stark unterschiedliche Pro-Kopf-Verbrauch an Wasser auf verschiedenen Kontinenten hervor-
gehoben (Tab. 1.6). Auf der internationalen Umweltkonferenz in Berlin 1995 wurde festgestellt,
Kontinent Wasserverbrauch/Kopf/Tag
Amerika (USA?) 900
Europa 300
Afrika 30
Tab. 1.6: Wasserbrauch pro Kontinent
dass die Zahl derUmweltflüchtlinge mit 25 Mill. die Anzahl der Kriegsflüchtlinge übersteigt.
Vermutlich bezieht sich diese Zahl auf die grenzüberschreitenden Umweltflüchtlinge. Das Rote
Kreuz der Schweiz beziffert die Zahl der Umweltflüchtlinge auf 500 Mill. das wären fast 10%
aller lebenden Menschen.
Die landwirtschaftliche Fläche pro Kopf hat eine fallende Tendenz. In den Industrielän-
dern betrug sie 1993 0,46 ha/Kopf. In den Entwicklungsländern war sie mit nur 0,21 ha/Kopf
nicht einmal halb so groß. Die fallende Tendenz resultiert wesentlich aus der Zunahme der
Weltbevölkerung.
Ein besonders tragisches Problem ist die Unterernährung. Daran litt etwa 1990 ca. 10%
der Bevölkerung. Das führte im Jahre 1990 zu 50 Mill. Hungertoten/Jahr und somit zu 137.000
88
1.6 Umweltprobleme
Hungertoten pro Tag, darunter befinden sich 40.000 Kinder.
Der Anteil an Biomasse pro Kopf betrug etwa 1993 in den Industrieländern 125 m3 Biomasse
pro Kopf. In den Entwicklungsländern war diese Größe mit 50 m3 weniger als halb so groß. Die
Menge hochradioaktiven Abfalls, die sich bis zum Jahr 2000 weltweit aufintegriert hatte,
beträgt 190.000 t. Davon entfielen auf Deutschland etwa 9.000 t. Das sind reichlich 5%. Im
Jahr 2002 waren weltweit 438 Atomreaktoren in Betrieb und 42 im Bau. (Quelle: Greenpeace
Magazin/5/2002).
Dies waren einige quantitative Angaben zu globalen Umweltproblemen. Wie bereits erwähnt
sind viele Umweltprobleme in den letzten Jahren und Jahrzehnten beträchtlich angewachsen.
Daher ist es im Rahmen von Umweltsystemanalyse besonders wichtig, die Dynamik der Um-
weltsituation zu betrachten. Dies soll an einem Beispiel kurz illustriert werden:
Im Jahre 1996 betrug die Autoproduktion in China 0,25 Mill. Fahrzeuge. Für das Jahr
2000 war eine Produktion von 2 Mill. Autos geplant. Das wäre eine Verachtfachung in nur 4
Jahren. 1996 lagen bereits 5 der am stärksten umweltverschmutzten Städte mit mehr als 10
Mill. Einwohnern in China, obwohl nur 1 Auto auf 850 Chinesen entfiel. Durch die angestrebte
Automenge werden sich in China Umweltprobleme beträchtlich verstärken. Wollte man in China
den gleichen Motorisierungsgrad wie in Europa erreichen, müsste es dort 600 Mill. Autos
geben. 1996 gab es weltweit 350 Mill. Autos. Daher könnte allein die steigende Benutzung von
Autos in China die globalen Umweltprobleme beachtlich verstärken. Im Folgenden werden wei-
tere Daten angeführt, die dem 1994 erschienenen Buch [Müller u. Hennicke(1994)] entnommen
wurden.
1994 gab es ungefähr 5,6 Mrd. Menschen. Sie beanspruchten bereits 40% der an Land
durch Photosynthese erzeugten organischen Materie. Für die Weltbevölkerung wurde ein weitere
Anstieg auf 6,5 Mrd. im Jahre 2000 und auf 11,5 Mrd. bis zum Jahre 2100 erwartet. Allein
aus dem Zuwachs der Zahl gleichzeitig lebender Menschen und der damit verbundenen
Bildung von Ordnungsstrukturen ist wegen der Wirkung des 2. Hauptsatzes der Thermodynamik
ein beträchtlicher steigender Entropieexport an die Umwelt zu erwarten.
Die Verdoppelungszeit der Weltbevölkerung ist über Jahrtausende ständig gesunken, bis
sie schließlich weniger als 40 Jahre betrug. Im Ergebnis hat sich die Weltbevölkerung in den
nur 39 Jahren von 1955 bis 1994 von 2,8 Mrd. Menschen auf 5,6 Mrd. Menschen ver-
doppelt. Das ist, wie schon betont wurde, ein außerordentlich brisanter Fakt. 1994 betrug der
jährliche globale Zuwachs 97 Mill. Menschen. Das ist mehr als die Bevölkerung Deutsch-
lands, wobei sich dieser Zuwachs zu 90% in Afrika, Asien und Lateinamerika vollzog. Bis zum
Jahre 2010 wird die Herausbildung von mehr als 25 unregierbaren Städten mit mehr als 20
Mill. Einwohnern erwartet. Allerdings können - wie bereits erwähnt wurde - auch schlimme
katastrophenartige Ereignisse vorher eintreten, die eine völlig andere, von der Prognose ab-
weichende Entwicklung bedingen würden.
Ca. 1,3 Mrd. Menschen, also 23% der Menschen, lebten 1992 unterhalb des Existenzminimums
von 370 $/Jahr. (UNEP 1992)
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Gleichzeitig hungerten 0,5-0,8 Mrd. Menschen, d.h. 9-14% aller Menschen ständig.
Ein wichtiges großes, spezielles Umweltproblem, das mit sozialen Problemen gekoppelt ist,
besteht darin, dass in der Mitte der 90er Jahre die Industrieländer mit 1,3 Mrd. Menschen -
das sind weniger als 25% der Weltbevölkerung - die Umwelt stärker beeinflussten als die
restlichen 75% der Weltbevölkerung. Auf die Industrieländer entfielen 80% der globalen CO2-
Immissionen und 85% der globalen Chlorproduktion. Sie verbrauchten 75% der kommerziellen
Energie und verfügten außerdem über fast 80% aller motorisierten Fahrzeuge. Allein die USA
mit ihren 4,7% der Weltbevölkerung beanspruchen 23% des globalen Energiebedarfs, das ist
fast genauso viel, wie von 75% der Bevölkerung in den Entwicklungsländern zusammengenom-
men verbraucht wurde.
Ganz besonders stark haben die anthropogenen Einflüsse nach 1950 beschleunigt zugenom-
men. So waren die Probleme infolge chemischer Verunreinigungen, der Veränderungen in der
Atmosphäre, der Verfügbarkeit von Wasser, der Veränderungen in der Qualität von Böden sowie
in der Vielfalt der Arten zu Anfang des 20. Jahrhunderts sämtlich weniger als halb so schlimm
wie am Ende dieses Jahrhunderts.
17% der Böden hatten bereits bis 1994 erhebliche Degradierungen erlitten. Die Schätzung
von 1989 besagt, dass Bodenschäden infolge chemisch-physikalischer Einflüsse klimatische Än-
derungen und Wüstenbildung, Bodenerosion und Flächendegradierungen in den nächsten 50
Jahren stark anwachsen werden.
Von 1950 bis 1984 stieg die Pro-Kopf-Erzeugung an Getreide an und fast im selben
Zeitraum nahm auch die Getreideanbaufläche um 12% zu. Wegen der Bodendegradierungen
kam es jedoch in den 11 Jahren von 1982 bis 1993 zu einem Rückgang der Getreideanbaufläche
um 7%. Von 1950 bis 1988 gab es einen Rückgang der Pro-Kopf-Anbauflächen von 0,23 ha
auf 0,12 ha. In ca. 40 Jahren wurde somit die Anbaufläche pro Kopf um fast 50% gesenkt
(Bevölkerungsverdopplung!).
Wie schon erwähnt, verursacht die Wasserknappheit enorme Probleme. Daraus folgen Pro-
bleme mit Nahrungsmitteln. Insbesondere in tropischen und subtropischen Bereichen sind ab-
nehmende Niederschläge zu verzeichnen. In den südlichen Regionen kommt es daher zu einem
Rückgang der Wasserreserven. Daraus ist inzwischen eine Existenzfrage für viele Länder gewor-
den. Seit Ende der 60er Jahre findet in Nordafrika ein Rückzug der Ausbreitung von Regenge-
bieten nach Süden statt.
Ein weiteres Problem besteht in der Abnahme der biologischen Vielfalt, besonders durch
Vernichtung der Tropenwälder und Großflächenrodungen borealer Wälder in Kanada und
Russland. Vom Wissenschaftlichen Beirat der Bundesregierung für biologische Fragen wird
eine Vernichtung von bis zu 50 Arten pro Tag und das Aussterben von 1,5 Mio. Arten
innerhalb der nächsten 25 Jahre erwartet. Weiterhin besteht die Gefahr der Änderung der Höhe
des Meeresspiegels. In Bangladesch (mit 140$ Jahreseinkommen pro Bewohner, das ist
nur die Hälfte dessen, was man als Existenzminimum ansieht,) gab es eine Verdreifachung der
Sturmflutenzahl innerhalb der letzten 40 Jahre. Jahrhundertüberschwemmungen wiederholen
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sich dort nun beinahe schon aller zehn Jahre.
Der CO2-Gehalt in der Atmosphäre ist in 100 Jahren von 280 auf fast 360 ppm gestie-
gen und hat eine stark zunehmende Tendenz. Die Kohlenstofffreisetzung durch Verbrennung
beträgt 6 Mrd. t pro Jahr. Etwa ein Drittel (1,8 Mrd. t) beruht auf Waldrodung und Boden-
degradierung. Wenn man jetzt noch die anderen Treibhausgase mit H2, FCKW und halogene
Kohlenwasserstoffe auf CO2-Äquivalente umrechnet, dann würde das insgesamt nicht 360 ppm,
sondern bereits 430 ppm entsprechen. Der Zuwachs an Treibhausgasen beläuft sich dann fast
auf das Doppelte von dem, was allein durch CO2-Emissionen zustande kommt.
In den hundert Jahren seit 1860 gab es auch ein Ansteigen der globalen Erdoberflächen-
temperatur von 0,6 Grad. Die Überschwemmungsgefahr ist deutlich größer geworden. Die
Alpengletscher sind in den letzten 130 Jahren um 50% ihres Volumens durch Abschmelzen
zurückgegangen.
Am 5.11.2003 wurde in einer Radiosendung des MDR erwähnt, dass von einem Ministeri-
um in Israel darauf aufmerksam gemacht wurde, dass sich der Wasserspiegel des Roten Meers
pro Jahr bereits um einen Meter senkt! Die Ursache liegt in der Nutzung des Jordanwassers
zur Bewässerung, ähnlich wie Bewässerungsprojekte zur weitgehenden Austrocknung des Aral-
sees mit katastrophalen Folgen geführt haben. Aus einer ZDF-Sendung am selben Tag war zu
entnehmen, dass sich durch Abschmelzen des Polareises die Lebensbedingungen für Eisbären
verschlechtern. Auch ist in Alaska durch das stärkere Auftauen von Permafrostböden die Un-
terhaltung des Straßennetzes problematisch geworden und es entstanden Probleme durch das
Einsinken von Wohnhäusern und Erdölleitungen.
Bereits 1994 gab es ca. 15 Mio. Umweltflüchtlinge allein wegen Dürre, Übernutzung von
Böden und Überschwemmungen. Im Deutschlandfunk wurde von über 25 Mio. Umweltflücht-
lingen im Jahre 1995 berichtet. Das waren mehr als es damals Kriegsflüchtlinge gab. Für die
nächsten 25 Jahre wird eine Verdopplung dieser Anzahl befürchtet. Vermutlich handelt es sich
dabei um die Umweltflüchtlinge, die ihr Heimatland verlassen haben. Das schweizerische Rote
Kreuz hat für das Jahr 1987 die Anzahl von Umweltflüchtlingen mit 500 Mio. angegeben. Das
ist wahrscheinlich die Anzahl an Umweltflüchtlingen, die ihren Heimatort verlassen hat. Diese
Zahl entspricht ca. 10% der damaligen Weltbevölkerung!
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1.6.2 Umweltprobleme in Deutschland
Als nächstes sollen einige Umweltprobleme in Deutschland quantitativ unterlegt werden. Die
nächste Tabelle führt einige Umweltprobleme in Deutschland auf. Auch hierbei soll die Reihen-
Tab. 1.7: Auflistung von Umweltproblemen in Deutschland
folge keine Rangfolge ausdrücken. Der Anteil der Ausgaben für Umweltschutz am Brutto-
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Inlandsprodukt ist absolut gesehen klein - aber relativ hoch, wenn man mit anderen Ländern
vergleicht. Hier liegen wir auf dem 2.Platz nach Österreich. Hinter Deutschland kommen die
Niederlande, die USA, Japan und Frankreich. Allerdings müssten wir, um die Umweltschäden
wirklich zu beseitigen, nach einer Schätzung des Umweltbundesamtes viel mehr ausgeben, näm-
lich etwa 6,8%. Im Vergleich dazu betrug 1991 der Rüstungsaufwand 5,4%. International liegt
Deutschland beim Rüstungsaufwand inzwischen auf den 3. Platz nach den USA und Japan (SZ
16./17. Juni 2001). Je nach Zählweise betrug der Rüstungsetat Deutschlands für das Jahr
2001 34,5-47,3 Mrd. DM.
Im Jahre 1992 fielen in Deutschland folgende Müllmengen an:
• Hausmüll 40 Mill. t/a,
• Gewerbemüll 40 Mill. t/a,
• Klärschlamm 50 Mill. t/a,
• Bauabfälle 200 Mill. t/a,
• Bauabfälle 200 Mill. t/a,
• hochradioaktiver Müll ungefähr 675 t /a.
Der insgesamt bis 1992 in Deutschland akkumulierte hochradioaktive Müll betrug im Jahre
2000: 9000 t. ZDF Morgenmagazin 2.11.2000: Im Jahre 2000 gab es in Deutschland 13 Anträ-
ge für Zwischenlager und 4 Anträge für Interimslager).
Im Müllexport waren wir 1991 Weltmeister, indem wir 1,1 Mill. t/Jahr exportierten, wobei
50% davon Giftmüll war. Rechnet man eine Dunkelziffer von 100% dazu, so betrug der Müllex-
port pro Kopf: 27 kg/Jahr, das sind, falls man für die Mülldichte die Dichte vonWasser annimmt,
fast 3 volle Wassereimer. Anderthalb Wassereimer davon wären mit Giftmüll gefüllt. An den
globalen CO2-Immissionen war Deutschland 1991 mit 21.570 t beteiligt. Das entspricht 4,8%
und bedeutet den 5. Platz nach den USA, der GUS, China und Japan. Im Pro-Kopf-Ausstoß
lagen wir noch vor Japan auf dem 4. Platz.
1995 wurde behauptet, dass in Deutschland etwa 50% allerWirbeltiere und etwa ein Drit-
tel aller Pflanzen in ihrer Existenz gefährdet sind.
Im Jahre 1990 betrug der Entzug von landwirtschaftlicher Nutzfläche pro Tag 120
ha. Das sind 1,2 km2, was ungefähr der bewirtschafteten Fläche von 7 durchschnittlichen Bau-
ernhöfen entspricht. (Nach Radiomeldungen war im Jahre 2002 die entzogene Fläche mit 140
ha/Tag sogar noch größer.)
1973 betrugen die Produktionskosten für Verpackung 17 Mrd. Mark. 1953 waren es nur 1,3
Mrd. Mark.
1992 gab es 10.600 Verkehrstote. Das waren durchschnittlich 29 Verkehrstote pro Tag.
Dazu kamen täglich im Durchschnitt noch 1413 Verkehrsverletzte. Somit gab es 1992 etwa
eine halbe Million Verkehrsverletzte. Insgesamt ereigneten sich 2,83 Mill. Unfälle. Demnach
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führte jeder vierte Unfall zu Verletzungen. (Im Jahre 1992 gab es somit in Deutschland pro
Stunde: 330 Unfälle, 58 Verletzte und 1,2 Tote oder pro Minute: 5 Unfälle, einen Verletzten
und 0,02 Tote.)
1992 hatte allein der Verkehr einen Anteil von 68% an den NOx-Immissionen sowie einen Anteil
von 18% an den CO2-Immissionen.
Nicht vergessen werden sollte auch der Fakt, dass im Jahre 1992 die Zahl der Obdachlosen
in Deutschland auf etwa 1 Million angewachsen war. Dieser traurige Fakt unserer sozialen
Umwelt wird leider oft verdrängt und deshalb erwähne ich dies hier besonders.
Die Quellen für die aufgeführten Zahlen habe ich mit angegeben. Sie sind von unterschiedlicher
Art und die Ermittlungsmethode dieser Zahlen ist oft unklar. Daher lege ich besonderen Wert
darauf, dass wenigstens die Quellen angegeben werden. Für die Richtigkeit der aufgeführten
Zahlen kann ich nicht garantieren, weil ich nicht in der Lage bin, sie einzeln zu überprüfen.
Unter „Alarmierende ökologische Daten in Deutschland“ haben Müller und Hennicke
[Müller u. Hennicke(1994)] folgendes aufgeführt:
Alarmierend ist beispielsweise die Struktur der Energieversorgung in Deutschland. Die
Verteilung von Größe und Einfluss der Energieversorgungsunternehmen ist sehr unausgewogen.
Dadurch wird die freie Konkurrenz eingeschränkt. Die EVU sind häufig stärker auf den Erhalt
ihrer Privilegien und günstigen Gewinnmöglichkeiten eingestellt, als auf eine wirtschaftliche,
ökologische und soziale Energiebereitstellung. Im Zusammenhang mit den großen Gewinnmög-
lichkeiten hat sich ähnlich wie bei der Autoindustrie eine Energielobby herausgebildet, die die
Spezialinteressen dieses Industriezweiges fördert und unterstützt. (Da die Energieunternehmen
sich sehr gut an die Bedingungen der letzten 40 Jahre angepasst haben, sind sie an Veränderun-
gen kaum interessiert und bestrebt, die bestehenden, für sie günstigen Bedingungen möglichst
lange zu erhalten. In diesem Zusammenhang ist es dennoch wichtig anzuerkennen, dass die
EVU in der Vergangenheit sehr zur Entwicklung der Wirtschaftskraft Deutschlands beigetragen
haben. In der Evolution von Systemen ist es häufig der Fall, dass Prozesse und Strukturen, die
zunächst progressiv sind, später die weitere Entwicklung hemmen.)
Der Hauptteil der Energieversorgung ist auf wenige sehr große Unternehmen konzentriert,
die daher eine derartige Macht darstellen, dass oft vernünftige für das Gesamtsystem nützliche
Maßnahmen abgeblockt werden. Die leitungsgebundene Energieversorgung verursacht
40% der CO2-Immission und beeinflusst weitere 20% in Verbindung mit dem Heizölein-
satz. 90% des Bruttostromes werden in den alten Bundesländern in rund 2 Dutzend Unter-
nehmen produziert. Die Hälfte der Elektroversorgungsunternehmen verfügt zusammen über
einen Marktanteil von 1%. Nur 4% der Stromerzeugung in Deutschland geschieht über Kraft-
Wärme-Kopplung. In Dänemark sind es fast 40%. (Die Zahlen beziehen sich auf die Mitte
der 90er Jahre.)
Viele Umweltprobleme in Deutschland werden durch den Autoverkehr verursacht. So füh-
len sich z.B. 70% der Bevölkerung durch Straßenverkehrslärm belästigt. Der Straßenverkehr
bewirkt 70% CO-Emissionen, 20% der CO2-Emissionen, 60% der NOx-Immission und 50%
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der Emissionen von flüchtigen organischen Verbindungen. 1995 gab es in Deutschland etwa 50
Mio. Kraftfahrzeuge. In den alten Bundesländern ist diese Anzahl von 30,5 Mio. im Jahre
1983 auf 42,5 Mio. im Jahre 1993 angestiegen. Das entspricht einem Zuwachs von 39%
Anstieg in nur 10 Jahren. Von den 42,5 Mio. Kraftfahrzeugen waren 34 Mio. PKW (das
sind 5-mal mehr Autos als in Afrika). Allein im Bundesland Nordrhein-Westfalen gibt es mehr
Autos als auf dem afrikanischen Kontinent. Von 1950 bis 1990 haben wir ein besonders starkes
Wachstum des motorisierten Personenverkehrs zu verzeichnen. Der Personenverkehr wuchs
in diesem Zeitraum um den Faktor 8 (von 88 auf 722 Mio. Personenkilometer). Der Güter-
verkehr hat sogar um den Faktor 12 zugenommen. Der Schienenverkehr wuchs dagegen
nur um den Faktor 1,42! In diesen 40 Jahren hat sich der Anteil des Individualverkehrs
von 35% auf 82% erhöht. Der Anteil des Straßenverkehrs wuchs von 20% auf 57%. In den
90er Jahren gab es jährlich im Straßenverkehr global pro Jahr 700 000 Tote. In Deutschland gab
es 1992 fast 2,4 Mio. Verkehrsunfälle mit 7.302 Toten. Das heißt, im Mittel hatten wir alle 13
Sekunden einen Unfall, jede Minute einen Verletzten und aller 50 Minuten einen Toten. Es hat
einmal jemand geschrieben, wenn der Erfinder des Autos damals gesagt hätte, dass er eine tolle
Erfindung gemacht habe, mit der sich der Individualverkehr enorm vergrößern ließe. Es müsste
allerdings in Kauf genommen werden, dass täglich ca. 30 Menschen in Deutschland sterben, so
wäre ihm die Realisierung dieser Erfindung sicherlich verboten worden.
In der EU gibt es einen ganz starken Zuwachs des Flugverkehrs, nämlich um den Faktor 4
in nur 20 Jahren. Ca. 1998 hatte er einen Anteil von 6%. Das hat aber besondere Konsequenzen,
weil hierbei die Schadstoffe in großer Höhe ausgestoßen werden und daher besonders schlimm
und langfristig auf die Atmosphäre einwirken.
Das Altstoffregister enthält über 100.000 Chemikalien, aber nur 30.000 davon wurden (hin-
sichtlich ihrer Auswirkungen) erfasst.
Der Mineralienverbrauch (durch Bergbau) war in den USA allein in den 30 Jahren von 1945
bis 1975 genauso groß wie der Weltverbrauch während der gesamten Menschheitsgeschichte bis
zum Jahre 1945.
Schließlich möchte ich aber auch erwähnen, dass es auch einige positive Entwicklungen gibt.
Beispielsweise wurde der Bodensee vor weiterer Verschmutzung erfolgreich geschützt, indem
Pb Cu Zi Cr Cd Hg Ni As
1972 720 2900 1680 52
1977 580 310 1640 710 44 8 118 47
1986 127 75 1081 176 3 1 34 18
Tab. 1.8: Schwermetalle im Rhein (Jahresfrachten in Tonnen)
um ihn eine beträchtlich lange Ringleitung gelegt wurde, in die alle Abwässer, die sonst in den
Bodensee fließen würden, eingeleitet und einer Wasseraufbereitung zugeführt werden. Auch die
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Reduzierung der Schwermetallfrachten des Rheins hat Erfolge zu verzeichnen (Tab. 1.8). So ist
diese Fracht für einige Schwermetalle in den 14 Jahren 1972 bis 1986 stark zurückgegangen. Bei
Kupfer beträgt die Verminderung ziemlich eine Größenordnung, bei Zinn ist es ein Faktor 3, bei
Chrom ist es auch eine Größenordnung, bei Kadmium ist es sogar ein Faktor 17. In der kurzen
Zeit von 1977 bis 1986 ist die Bleifracht um etwa den Faktor 4,5 gesunken, die Quecksilberfracht
ist auf den 8. Teil abgefallen und auch die Arsenfracht wurde um etwa den Faktor 3 verkleinert.
Auch die globalen Emissionen von SO2 und Staub sind merklich weniger geworden. Dies gilt
allerdings nicht für CO2.
Besonders erfreulich ist auch der Rückgang der starken SO2-Immissionen im Erzgebirge (Abb.
1.38). Für die NOx-Emissionen in den Industrieländern wurde zumindest im Wesentlichen ein
weiteres Ansteigen der Emissionen verhindert. Auch Konzentrationswerte von Bodenverunrei-
nigungen sind teilweise heruntergegangen. Die vom Statistischem Bundesamt bisher erfassten
Schadstoffmengen sind großenteils rückläufig und deswegen gibt es Mitbürger, die meinen, jetzt
groß aufatmen zu können, da sie glauben, das Problem ist schon im Wesentlichen gelöst. Das
ist leider überhaupt nicht so. Natürlich ist es besser, wenn die Umweltbelastung zurück- als
raufgeht, aber es ist sehr wichtig, dass die Belastungen unter ein langfristig verträgliches
Niveau absinken. Das ist bei vielen Umweltbelastungen noch keinesfalls garantiert. Außerdem
wurden in letzter Zeit weitere wichtige Umweltbelastungen bekannt, die früher gar nicht beach-
tet wurden. Deshalb vertrete ich trotz der bisherigen Erfolge beim Umweltschutz die Auffassung,
dass die stärksten Umweltprobleme auch in Deutschland erst noch einer Lösung harren
und das die Lösung des Hauptproblems - insbesondere die weitgehende Vermeidung von Um-
weltbelastungen - durch ein entsprechendes wirtschaftliches Gesamtkonzept noch vor uns
liegt.
Schließlich möchte ich noch ein spezielles Problem erwähnen, das leider auch wichtig ist. Am
28. Februar 1996 habe ich eine Sendung im ZDF gehört, in der es um Raucherprobleme
in Deutschland ging. Das ist natürlich auch für viele ein Umweltproblem sowohl für Rau-
cher, aber zumindest auch für die passiven Nichtraucher. Im Jahre 1995 gab es durch Rauchen
108.000 vorzeitige Todesfälle, und zwar waren das 88.000 Männer und 20.000 Frauen
(Abb. 1.39). Das bedeutet pro Tag 296 Todesfälle. Das ist gerade etwa 10-mal mehr als die
gleichzeitigen Todesfälle durch den Straßenverkehr, und die sind schon schlimm genug. Übri-
gens wurde darauf hingewiesen, dass passives Rauchen noch schädlicher ist als das sogenannte
Hauptstromrauchen, weil es bei niedrigeren Temperaturen stattfindet. In Deutschland rauchen
35% der Männer und 23% der Frauen, wobei die Tendenz bei den Frauen steigend, bei
den Männern jedoch fallend ist. Die Raucher rauchen etwa 16 Zigaretten pro Tag. Bezüglich
des Anteils rauchender 15-jähriger Mädchen liegt Deutschland an der Spitze. Das ist ein
trauriger Rekord!
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Abb. 1.38: SO2-Konzentrationentwicklung im Erzgebirge
1.6.3 Umweltproblematik als Evolutionsdruck
Dies ist ein ganz zentraler Punkt, denn die ganze Umweltproblematik kann als spezifische Situa-
tion in der Evolutionsproblematik angesehen werden und meine Behauptung ist, dass der heutige
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(Umwelt-)Probleme durch Rauchen in Deutschland
ZDF, 28.02.1996
Passivrauchen ist schädlicher als Hauptstromrauchen(wegen geringerer Rauchtemperatur)
• 1995: durchschnittliche vorzeitige Todesfälle/Tag 296 –> (Beachte ca. 10-mal mehr als
Verkehrstote)
• 1995: vorzeitige Todesfälle: 108000
davon:
88000 Männer und 20000 Frauen
Raucher (ca. 16 Zigaretten/Tag) sind:
35% Männer und 23% Frauen
Weltrekord bezüglich des Anteils 15-jähriger rauchender Mädchen
Abb. 1.39: Todesfälle bei Rauchern in Deutschland
Hauptevolutionsdruck für die Menschheit durch neuartige Umweltprobleme zustande kam, ins-
besondere durch die selbst verursachten Umweltprobleme. Der Evolutionsdruck wird natürlich
immer durch Umweltprobleme hervorgerufen, aber er hat nun eine neue Qualität erlangt.
Als Evolutionsdruck wird ein Druck bezeichnet, der seine Ursache in einer Dis-
krepanz zwischen Struktur und Wirkungsweise eines zu Evolution fähigen Systems
und dessen Existenz und Entwicklungsmöglichkeiten hat. Er wirkt in Richtung der
Verbesserung der Existenz und Entwicklungsbedingungen des Systems durch evolu-
tionäre Anpassung an die veränderten Umweltbedingungen. Dabei verkleinert sich
dann der Evolutionsdruck wieder. Dieser Evolutionsdruck kann je nach Art und
Erfolg der Anpassung des Systems zum Aussterben (Säbelzahntiger) oder zur Ver-
besserung und Stabilisierung des Systems (NRW-Umweltgesetze) führen.
Beispiele dafür habe ich schon erwähnt. So war der Evolutionsdruck Mitte des 20. Jahrhunderts
im Ruhrgebiet besonders groß und deswegen sind in Nordrhein-Westfalen die ersten Umwelt-
gesetze in Deutschland beschlossen worden. In Japan wurde der Evolutionsdruck etwa 1973
extrem groß, als die Polizisten mit Sauerstoffmasken herumliefen und auch Sauerstoffduschen
für Fußgänger installiert werden mussten. Auch dort hat dann (durch den Beschluss und die
Durchsetzung von Umweltgesetzen) eine Entwicklung eingesetzt, die den Evolutionsdruck ab-
gebaut hat. Evolutionsdruck gab es auch schon viel früher. Beispielsweise auch in menschlichen
Gemeinschaften von Sammlern und Jägern, für die die Jagdgründe infolge des Bevölkerungs-
wachstums in der Gemeinschaft irgendwann erschöpft waren. Da gab es dann drei mögliche
Arten, den Evolutionsdruck abzubauen. Alle drei wurden auch irgendwo realisiert:
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Zunächst einmal konnte man die Jagdwaffen verbessern, z.B. durch Vergrößerung der Reich-
weite. Aber das gab höchstens vorübergehende Situationsverbesserungen. Denn man kann sich
überlegen, dass sich durch verbesserte Waffen die Jagdgründe höchstens etwas besser ausnutzen
lassen, wodurch aber die Begrenzung nur etwas verschoben wird.
Eine weitere Möglichkeit ist das Geringhalten der Bevölkerung. Das ist eine ganz interessante
Variante, die wir wahrscheinlich in Zukunft unbedingt nutzen müssen. Besser wäre es, wenn dies
schon in der Vergangenheit geschehen wäre. In Südamerika gab es über Jahrtausende Stämme,
die bis in das 20. Jahrhundert hinein gelebt haben und die durch Kindestötung oder durch
jahrelanges Stillen erwirkt haben, dass sich ihre Bevölkerung nicht vergrößert hat. Sie haben
so ein Beispiel gegeben, dass man tatsächlich über Jahrtausende einigermaßen nachhaltig leben
kann.
Die dritte Möglichkeit - und das war der Hauptweg der Menschheit - bestand darin, den
Ackerbau einzuführen, also die neolithische Revolution durchzuführen. Dadurch haben sich die
Existenz- und Entwicklungsbedingungen ebenfalls zunächst deutlich verbessert. Insbesondere
wurde in diesem Fall auch ein beträchtliches weiteres Bevölkerungswachstum ermöglicht, was
leider auch realisiert wurde. Dies führte wiederum zu Ernährungsnotständen und damit verbun-
denem Evolutionsdruck, der später vorübergehend durch die industrielle Revolution abgebaut
wurde. Schließlich ist das System nun wieder instabil geworden, und ein enormer Evolutions-
druck hat sich herausgebildet, da in Kombination mit dem Bevölkerungs- und Wirtschafts-
wachstum durch Übernutzung von Naturressourcen die Grenze für die nachhaltige Existenz des
menschlichen Systems erreicht und überschritten wurde.
Meine These bezüglich der heutigen Umweltprobleme besagt folgendes:
Die heutigen Umweltprobleme bewirken einen qualitativ und quantitativ
neuartigen starken Evolutionsdruck. Die Ursache ist das starke Wachs-
tum der Menschheit und ihrer Wirtschaftstätigkeit und insbesondere das
Anwachsen des extrasomatischen Energieverbrauchs. Das hat zu einem
verstärkten Wachstum von anthropogenen Einflüssen auf die Umwelt ge-
führt. Die Umwelt wurde dadurch stark verändert, und die veränderten
Umweltbedingungen wirken zum Teil auf die Menschheit als Evolutions-
druck zurück (wie z.B. beim Ozonloch oder beim Treibhauseffekt).
Im Prinzip durchzieht dieser Mechanismus die gesamte menschliche Geschichte und ist Ausdruck
der Koevolution von Menschen mit ihrer Umwelt. Aber viele heutige Umweltprobleme sind von
neuer Qualität:
Dazu zählt die hohe Geschwindigkeit der Veränderung, d. h. es finden beträchtliche Ver-
änderungen (Abb. 1.40) innerhalb einer Generation statt und wir können uns durch biologische
Evolution nicht schnell genug daran anpassen.
Verursacht durch die hohen Wachstumsraten der Weltbevölkerung und der Wirtschaftstä-
tigkeit kommt es immer stärker zu globalen Wirkungen und Veränderungen der Um-
welt (Ozonloch, Waldverlust, Wüstenbildung, Klimaeinflüsse. Verbrauch fossiler Energieträger).
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Besonderheiten der neueren Umweltprobleme
• Die hohe Geschwindigkeit der Veränderung, d. h. wir haben beträchtliche Verände-
rungen innerhalb einer Generation und können uns durch biologische Evolution gar nicht
mehr daran anpassen.
• Verursacht durch die hohen Wachstumsraten der Weltbevölkerung und der Wirtschaft-
stätigkeit kommt es immer stärker zu globalen Wirkungen und Veränderungen der
Umwelt (Ozonloch, Waldverlust, Wüstenbildung, Klimaeinflüsse, Verbrauch fossiler Ener-
gieträger).
• Mehrere wesentliche globale Veränderungen passieren gleichzeitig und sie sind mitein-
ander vernetzt.
• Es findet eine sehr schnelle Annäherung an globale Grenzen statt.
• Weiterhin kommt es zu stärkeren Rückkopplungen zwischen menschlichen Aktivitäten
und Umweltveränderungen.
Abb. 1.40: Besonderheiten der neueren Umweltprobleme
Mehrere wesentliche globale Veränderungen passieren gleichzeitig und sie sind miteinander
vernetzt. Es findet eine sehr schnelle Annäherung an globale Grenzen statt. Es kommt zu stär-
keren Rückkopplungen zwischen menschlichen Aktivitäten und Umweltveränderungen.
Somit wäre die neue Situation wesentlich dadurch gekennzeichnet, dass viele Umweltprobleme
auf globale Dimensionen angewachsen sind. Man kann daher auch von einer Globalisierung
der Umweltprobleme sprechen. Ursache dafür sind im WesentlichenWachstumsprozesse,
die die Ursache von Umweltproblemen verstärken. Darauf wird im Kapitel 4 näher eingegangen.
Besonders wichtig ist in diesem Zusammenhang die schnelle Annäherung der Weltbevölke-
rung an die globale Tragfähigkeitsgrenze. H. BOSSEL hat z.B. grob abgeschätzt, dass die
Tragfähigkeit der Erde bei etwa 16 Mrd. Menschen liegt [Bossel(1994c)]. Er legt dabei für die
Zeit nach 1990 exponentielles Wachstum mit einer Zuwachsrate von 1,3% (wie sie im Jahre
1990 vorlag) zugrunde. Die Tragfähigkeitsgrenze von 16 Mrd. Menschen wird dann schon nach
60 Jahren, also im Jahre 2050 erreicht. Bei dieser Abschätzung hat H. BOSSEL eine Reihe von
Annahmen gemacht. Diese Annahmen sind besonders wichtig, denn es gibt in Abhängigkeit
von den Annahmen ganz unterschiedliche Abschätzungen der Tragfähigkeitsgrenze und es gibt
vor allem auch solche, die wesentlich darunter liegen. Von H. BOSSEL wurde z.B. angenom-
men, dass 2% der Erdoberfläche landwirtschaftlich nutzbar sind. Das wären dann 1,3 Mrd. ha.
Als mittlerer und nachhaltiger Körnerertrag hat er 2,5 t/ha angenommen (ohne Düngemittel).
Der Pro-Kopf-Nahrungsbedarf wurde auf 200 kg/a abgeschätzt. Eine weitere wichtige Annah-
me bestand darin, dass die Menschen sich ausschließlich pflanzlich ernähren würden. Diese
Annahme setzt die Tragfähigkeitsgrenze etwa um den Faktor 5 herauf. Mit diesen Annahmen
würde die Weltbevölkerungsgröße ca. im Jahre 2050 die durch pflanzliche Ernährung bestimm-
te Tragfähigkeitsgrenze erreichen. Sicher wird die tatsächliche Entwicklung etwas anders
ablaufen, aber es ist dennoch interessant, derartige Abschätzungen durchzuführen und auszu-
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werten. Es gibt eine große Anzahl solcher Tragfähigkeitsabschätzungen. Der kleinste Wert für
die Tragfähigkeitsgrenze der Weltbevölkerung stammt von V. G. GORSHKOV und liegt bei
einer halben Milliarde Menschen [Gorshkov(1995)]. Auch mit dem Evolonmodell wurde das
weitere Wachstum der Weltbevölkerung abgeschätzt. M. SCHLENZKA hat im September
2000 dazu eine Diplomarbeit verteidigt. Der B-Wert liegt in Abhängigkeit von der Methodik bei
11-13 Milliarden Menschen, aber dieser Wert ist nicht ohne weiteres als Tragfähigkeitsgrenze zu
interpretieren. Bemerkenswert ist hierbei, daß die Prognosekurve des einfachen Evolonmodells
gut mit der Prognose der UN-Spezialisten für die nächsten 50 Jahre übereinstimmt. Auf diese
Problematik wird im Kapitel 4 näher eingegangen.
Im Arbeitsprogramm „Umwelt und Klima“ der EG-Kommission (von etwa 1998) befindet sich
ein bemerkenswertes Zitat:
„Das Wesen der Wechselwirkungen zwischen Umwelt und Entwicklung
hat sich grundlegend verändert. Wir sehen uns in zunehmendem Maße
konfrontiert mit äußerst komplexen Umwelterscheinungen, die in konti-
nuierlicher Verdichtung zeitlicher und räumlicher Abfolge auftreten. Die-
se Umwelterscheinungen sind zugleich Folge und Ursache sozio - ökono-
mischer Aktivitäten, die ihrerseits einem schnellen Wandel unterliegen.“
Das unterstützt meine These von den Umweltproblemen - besonders den anthropogen verur-
sachten Umweltproblemen - als Hauptevolutionsdruck der heutigen Zeit. Ein ähnliches Zitat
stammt aus dem Buch von Izrael „Ökologie und Umweltüberwachung“ von 1990. Dort heißt es:
Umweltsituation 1990
„In vielen Städten und Regionen der Erde führten anthropogene Einflüsse zu äußerst negativen
Folgen, mit denen die Biosphäre selbst nicht (jedenfalls nicht rasch) fertig wird, und dies, obgleich
die Natur über gewaltige ökologische Reserven verfügt. Insgesamt muß die ökologische Situation
in der Welt derzeit als äußerst angespannt und ungünstig angesehen werden, wobei örtlich z. T.
extreme, mitunter sogar fast kritische Bedingungen festzustellen sind.
Überall auf der Erde steht in aller Schärfe die Frage nach der Gesundheit und der Wohlfahrt des
Menschen nicht nur gegenüber den negativen Auswirkungen der Wirtschaftstätigkeit unmittelbar
in der Produktion und deren Umfeld, sondern auch gegenüber den fast überall anzutreffenden
negativen ökologischen Veränderungen. Dieses Problem ist derzeit nicht mehr lokal begrenzt,
sondern erreicht regionale und sogar globale Dimensionen.“
Abb. 1.41: Zitat Izrael [Izrael(1990)]
Auch Lovelook (Abb. 1.41) [Lovelock(1994)] stellte fest, dass die Erde, die er als ein Lebe-
wesen betrachtet, eigentlich z. Zt. sehr krank ist. Das hängt mit den anthropogenen Einflüssen
zusammen.
Damit ist der Punkt 1.6 nun abgeschlossen und wir kommen zum 2. Kapitel „Die Methode der
Computersimulation als Mittel zur Systemanalyse“ und Beispiele dazu.
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2 Die Methode der Computersimulation als Mittel zur
Systemanalyse
2.1 Einführung, geschichtliche Entwicklung, Anwendungsbereich
Simulation heißt Vortäuschung oder Nachahmung. Zunächst sollen ein paar Vorbemerkun-
gen gemacht werden, die die Simulation ohne Computer betreffen. Dabei wird im Allgemeinen
ein Modell erstellt, mit dem die Eigenschaften des interessierenden realen Objektes simuliert,
also nachgemacht oder vorgespiegelt werden. Anschließend werden die Eigenschaften dieses Mo-
dells untersucht mit der Absicht, etwas über die Eigenschaften des eigentlich interessierenden
Objektes zu erfahren. Es gibt eine Vielzahl von Modellen, z.B. das Sperrholzmodell für ein
Schloss, dass Wohnungseinrichtungsmodell auf der Basis von Papierschnipseln, dass Strö-
mungsmodell im Windkanal, den Flugsimulator oder auch Ausstellungsmodelle der Firma
Art & Com., mit denen man Entwürfe ganzer Ausstellungen erst einmal im Computer simulie-
ren und räumlich darstellen kann, um zu sehen, wie die Ausstellung am besten gestaltet werden
könnte.
Bei derComputersimulation ist das Modell in Form eines Rechenprogramms auf dem Com-
puter realisiert. Als in den Jahren 1995/1996 Frankreich Atomwaffentests durchführte, wurde
von den USA behauptet, dass die Franzosen diese Teste durch Computersimulationen erset-
zen könnten, wozu sie z.B. die Computersimulationsprogramme der USA übernehmen könnten.
Aber die Franzosen wollten lieber unabhängig selbst entwickeln.
Seit ca. 1940 hat sich die Computersimulation stürmisch entwickelt. Zunächst wurde sie in
der Physik zur Simulation der Kettenreaktion bei der Urankernspaltung im Rahmen des
Los-Alamos-Projekts angewendet. Das hatte leider die Herstellung der ersten Atombombe zum
Zweck. Dazu wurde einer der ersten elektronischen Computer (eine ENIAG-Anlage) benutzt.
Diese Anlage funktionierte noch auf der Basis von Radioröhren und war nur in Maschinen-
sprache programmierbar. Auch war sie natürlich noch ziemlich instabil. Damals waren höchst
qualifizierte Wissenschaftler äußerst angestrengt damit beschäftigt, diese einfache Simulation
durchzuführen. Durch die atemberaubende Entwicklung der Computertechnik haben sich
die technischen Voraussetzungen zur Durchführung von Computersimulationen unwahrschein-
lich verbessert. Das wird z. B. auch gut durch das Zitat von D. MEADOWS belegt, dass er
im Vorwort zum Buch „Umweltdynamik“ (1985) von H. BOSSEL geschrieben hat. Es lautet:
„Als meine Forschungsgruppe am Massachusetts Institute of Technology [MIT] im
Jahre 1972 ihre Weltmodell-Untersuchungen für den Club of Rome durchführte,
wurde die Forschungsarbeit an einem IBM Großcomputer geleistet, der am MIT in
einem besonderen Raum untergebracht war und von einer großen Mannschaft von
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Technikern betreut wurde. Heute kann das gleiche Weltmodell, dass wir damals bei
unserer Arbeit verwendeten, auf einer Vielzahl tragbarer, batteriebetriebener Mi-
krocomputer programmiert und bearbeitet werden, die in eine Aktentasche passen
und weniger als DM 1500 kosten. Ein Gerät, dass einst Tausende von Dollar kos-
tete und nur für wenige Spezialisten verfügbar war, wird heute in Stückzahlen von
Hundertausenden in Kaufhäusern über den Ladentisch verkauft. . . . “
In den vergangenen 15 Jahren hat es enorme Fortschritte im Verständnis ökologischer Systeme
gegeben. Und viele dieser Einsichten sind aus Computer - Simulationsmodellen entstanden -
diese Modelle bilden einen enormen Informationsfundus...
Ich möchte dieses Zitat noch gern mit eigenem Erleben untermauern und ergänzen: Als
ich meine Diplomarbeit 1966 schrieb, habe ich dazu Rechnungen an einer ZAR1-Rechenanlage
durchgeführt, die einen Gesamtspeicherplatz von 4096 48-Bit-Worten - also 24 kB - hatte. Der
ZAR1 war damals einer der letzten Computer auf Röhrenbasis. Dennoch war sie uns damals so
wichtig, dass sie eine eigene Notstromversorgung hatte. Bei Stromausfall kam es dann zu Si-
tuationen, während derer man im Liegestuhl lag und auf das flimmernde Regiepult blickte, dass
übrigens aussah wie das Steuerpult eines Kraftwerkes. Oft stand in solchen Fällen eine Kerze
auf dem Regiepult und sorgte zusätzlich für Romantik. Den Liegestuhl haben wir übrigens oft
gebraucht, weil wir so lange auf die Resultate warten mussten, denn die Rechengeschwindigkeit
betrug nur 200 Operationen pro Sekunde. Mein Tischrechner schafft heute mehr als 100 Mio.
Operationen pro Sekunde. Aber schon etwa 1985 gab es beispielsweise einen kleinen Taschen-
rechner, der in eine Westentasche passte. Er war aufklappbar und mittels einer alphabetischen
Tastatur war es möglich, die syntaktische Programmiersprache BASIC zu benutzen. Er war
sowohl in der Rechengeschwindigkeit als auch im Speichervermögen mindestens einen Faktor
1000 besser als der ZAR1, wobei der ZAR1 ca. 15m3 Raum einnahm.
Ausgehend von der Physik hat sich dann die Methode der Computersimulation unterstützt
durch die Fortschritte in der Computertechnik einschließlich der Softwareentwicklungen in
vielen Wissenschaftszweigen und in der Technik in wachsendem Maße breite Anwendungsfelder
erobert. Die in der Verfahrenstechnik entwickelten Methoden Computer Aided Manufacturing
und Computer Aided Design beruhen auch weitgehend auf Computersimulationen. Ein wichti-
ger Grund für die schnelle Entwicklung und Verbreitung der Methode der Computersimulation
liegt darin, dass die Simulation häufig kostspielige Experimente ergänzen und ersetzen kann.
Insbesondere ist sie auch in Bereichen anwendbar, in denen aus verschiedenen Gründen gar
keine Experimente durchgeführt werden können. Sie übernimmt dann weitgehend die Rolle,
die das Experiment bei der Entwicklung der Physik, Chemie und anderer Naturwissenschaften
gespielt hat und auch noch spielt. Beispielsweise sind bei Untersuchungen von Atombomben-
explosionen oder Kontinentalverschiebungen Experimente nicht hilfreich. Die Computer-
simulation bietet dagegen beachtliche Möglichkeiten. Auch bei der Untersuchung von Wirt-
schaftssystemen sollte man besser nicht in der Realität experimentieren. Auch hier können
Computersimulationen nützlich sein. Allerdings gibt es dabei die Gefahr, dass die Modelle
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nicht ganz richtig sein können, was eine falsche Deutung von Simulationsergebnissen verursa-
chen kann. Darauf soll später noch eingegangen werden.
2.2 Begriffserläuterungen und einführendes Beispiel
Anstelle weiterer Einführungen und der Erläuterung von Definitionen erscheint es günstiger,
zunächst ein ganz einfaches Beispiel für die Durchführung einer Computersimulation zu be-
handeln. Danach lässt sich dann dieses Beispiel verallgemeinern. Auch der Sinn der Definitionen
erschließt sich so leichter.
Angenommen ein Förster betreut u.a. ein Stück Wald, dass von Kartoffel- und Getreide-
feldern umgeben ist, so dass der nächstgelegene Wald in erheblicher Entfernung liegt. Dieser
Förster hat nun zu verschiedenen Zeitpunkten die Anzahl von Hasen und Füchsen in diesem
Waldstück ermitteln lassen.
Als er sich nun die graphische Darstellung dieser Anzahlen über die Zeit ansieht, wundert
er sich über die starke zeitweilige Vergrößerung der Hasenzahlen. Auch nach längerem Überle-
gen fällt ihm nicht ein, was dafür der Grund sein könnte. Zumal er Ähnliches auch von seinen
Kollegen, die ähnliche Untersuchungen durchgeführt hatten, nie gehört hat. Nun beginnt ihn
verstärkt zu interessieren, was denn wohl die Ursache für das eigentümlich starke Anwachsen
der Hasenzahlen gewesen sein könnte. Da der Förster einen großen Freundeskreis hat, hat er
schon einmal gehört, dass es eine Methode gibt, die sich Computersimulation nennt, mittels
derer man über die Erstellung und Analyse von Modellen versuchen kann, die Ursachen von
schwer verständlichen Erscheinungen zu ergründen. Nun ruft er seine Freunde an und stellt mit
Freuden fest, dass sich einer von Ihnen schon mal etwas mit Computersimulation beschäftigt
hat. Dieser Freund bedauert zunächst, dass der Förster ihn nicht schon in die Untersuchungsab-
sicht eingeweiht hat, bevor Daten erhoben wurden, aber dann sagt er: „Komm mal mit Deinen
Unterlagen vorbei. Dann wollen wir mal sehen, was sich machen lässt.“
So besucht also der Förster seinen Freund und dieser fragt ihn schließlich nach der Begrüßung:
„Was ist denn nun Deine genaue Zielstellung“. Darauf antwortet der Förster: „Ich würde gern
verstehen, warum die Hasenzahlen zeitweilig so ungewöhnlich stark angewachsen sind, denn
derartiges Verhalten war mir vorher völlig unbekannt.“ Als nächstes geht es um die Systemab-
grenzung und der Freund fragt deshalb, worauf sich die Fuchs- und Hasenzahlen beziehen und
welche Besonderheiten der entsprechende Wald hat. Als er erfährt, dass das Waldstück relativ
isoliert von Nachbarwäldern ist, schlägt er vor, die Waldgrenze als Systemgrenze zu betrachten.
Der Freund meint nun, dass man mal versuchen könnte, ein entsprechendes Computermodell zu
erstellen, um damit später Simulationsexperimente durchzuführen. Seine nächste Frage lautet:
„Wie groß waren denn die Minimalzahlen von Hasen bzw. Füchsen?“ Der Förster antwortet:
„Sowohl die Hasenzahl als auch die Zahl der Füchse war immer größer als 200.“ Dies freut den
Freund und er sagt: „Dann ist es gut, d.h. einfacher, denn dann können wir versuchen, stetig zu
modellieren“. Stetig bedeutet, dass die Funktionswerte keine Sprünge haben. Bildlich gesprochen
bedeutet das, dass der Verlauf der Funktionswerte in ihrer Abhängigkeit von der Zeit an die Ta-
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fel als durchgehende Linie gemalt werden kann, ohne die Kreide absetzen zu müssen. In unserem
Falle ist die Vorstellung von stetigen Veränderungen - wie auch sonst häufig - eine Näherung,
denn in der Realität ändern sich Hasenzahlen immer unstetig um ganze Zahlen. Halbe Hasen
gibt es normalerweise nicht. Es gibt sie zwar im Restaurant auf der Speisekarte und auf dem
Teller, aber im Wald gibt es sie nicht, jedenfalls nicht sinnvoller Weise bei der Anzahl, die den
Förster interessiert. Ebenso ist es auch mit den Füchsen. Die Fuchs- und Hasenzahlen sind also
nur näherungsweise durch stetige Größen zu beschreiben. Das Modellieren mit stetigen Modellen
ist i.A. einfacher. Daher war der Freund so erfreut. Zumal er sich erinnerte, dass es für steti-
ge Modellierung sehr anschauliche Symbolsprachen gibt, wie z.B. die zur Simulationssprache
DYNAMO gehörige Symbolsprache, die sich besonders günstig verwenden lässt, wenn man
mit jemandem kommunizieren möchte, der bezüglich Modellierung und Simulation noch keine
Vorkenntnisse hat. Daher entschließt sich der Freund, jetzt diese Sprache mit heranzuziehen.
Nachdem die Systemgrenze schon feststeht, überlegt nun der Freund, welche Elemente das
System enthalten soll. Dabei entsinnt er sich der goldenen Regel der Modellierung: „So wenig
wie möglich und so viel wie nötig.“ (Einstein hat in einem ähnlichen Zusammenhang mal gesagt:
„So wenig wie möglich, aber nicht weniger.) Da die Zielstellung die Erklärung des Verlaufs von
Fuchs- und Hasenzahlen beinhaltet, müssen die Füchse und Hasen als Elemente enthalten sein.
Diese Elemente müssen als Attribute zumindest die jeweiligen Anzahlen, also die Fuchs- und
Hasenzahl besitzen. Daher stellt das erste Element die Hasen dar und sein Attribut ist die
Hasenzahl x. Das zweite Element repräsentiert entsprechend die Füchse und das zugehörige
Attribut ist die Fuchszahl y. (Übrigens könnte mit x und y auch die Anzahl anderer Beute und
Räuberzahlen bezeichnet werden. Das Modell würde sich dann nur in den Parameterwerten
unterscheiden. Auch Parasit-Wirt-Systeme lassen sich mit diesem Modell beschreiben.)
Die Werte der Attribute (hier x und y) ändern sich im Laufe der Zeit. Da sie den augenblick-
lichen Zustand des Systems charakterisieren, werden sie auch Zustandsvariable oder System-
variable genannt.
Bei der Symbolsprache von Dynamo werden die zeitlich veränderbaren Größen der Zustands-
variable durch Füllstände in Bassins repräsentiert. Solche Bassins werden durch Kästchen
symbolisiert, die mit der entsprechenden Zustandsvariable bezeichnet werden. Somit gibt es für
unser Beispiel ein Kästchen für die Hasenzahlen und ein zweites Kästchen für die Fuchszahlen
(Abb. 2.1):
x, Hasen y, Füchse
Abb. 2.1: Definition Zustandsvariable
In der Symbolsprache von DYNAMO stellt man sich vor, dass die Veränderungen der
Zustandsvariable durch Zu- und Abflüsse bei den Bassins zustande kommen, wobei die Größen
der Zu- und Abflussraten durch Ventile geregelt werden. Die Größen dieser Zu- bzw. Abfluss-
raten werden auf die Symbole der entsprechenden Ventile geschrieben. Dabei abstrahiert man
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von den speziellen Inhalten in den Bassins und tut so, als ob es sich um Wasser handeln würde,
dessen Menge stetig veränderlich ist. Man merkt dieser Symbolsprache an, dass sie zunächst
mehr für technische und industrielle Systeme entwickelt wurde.
Die nächste Frage des Freundes betrifft die Wechselwirkungen oder Relationen. So fragt
er z.B. „Wodurch kommt es zur Veränderung der Anzahl an Hasen?“ Der Förster antwortet:
„Zunächst mal ändern sich diese Anzahlen durch Geburten.“ Darauf fragt der Freund: „Wie
ist das, können wir so tun, als wenn eine konstante Geburtenrate G pro Zeiteinheit und pro
Hasen vorliegt?“ Das würde z.B. bedeuten, dass die Anzahl der Weibchen im gebärfähigen
Alter proportional der Gesamtanzahl an Hasen ist und dass diese Häsinnen pro Zeitintervall im
Mittel eine bestimmte zur Gesamtzahl proportionale Anzahl von Jungen gebären. Also gibt es
zumindest näherungsweise eine konstante spezifische Geburtenrate G: dx/(xdt), die die
Anzahl der im betrachteten Wald pro Zeiteinheit und pro Hasen geborenen Hasen repräsentiert.
Dazu meint der Förster: „Ja, näherungsweise können wir das auf jeden Fall erst einmal so
annehmen.“ Der Modellierer antwortet: „Gut, und selbst wenn nicht, dann können wir das später
immer noch leicht verändern.“ Symbolisch fließen nun Hasen infolge der Geburten in das den
Zustand Hasenzahl symbolisierende Kästchen hinein (Abb. 2.2). Die Stärke dieses Zuflusses wird
durch ein Ventil symbolisiert, in das die Zuflussrate dx/dt = Gx hineingeschrieben wird. Da G
die Zuflussrate pro Hase war, ist somit Gx die Zuflussrate pro Zeiteinheit.
Abb. 2.2: Positive Rückopplung
Der linke, abwärts gerichtete Pfeil symbolisiert den Zufluss von Hasen aus einer nicht näher
interessierenden Quelle, die durch eine Wolke angedeutet wird. Der rechte, nach oben gerichtete
Pfeil deutet dagegen an, dass die Größe des Zuflusses Gx von der Größe der Zustandsvariablen x
abhängt. Daher liegt hier eine Rückkopplung vor. Es handelt sich um eine positive Rückkopp-
lung, die die Zustandsgröße x von der Normallage wegtreibt, wobei sich die Zustandsvariable
exponentiell vergrößert. (Auf exponentielles Wachstum wird später ausführlich eingegangen.)
Offenbar wird hier die Zuwachsrate um so größer, je größer die Hasenzahl x wird und daher
entfernt sich x immer schneller von seinem Ausgangswert. Die hochgestellte Ellipse symboli-
siert, dass an dieser Stelle ein Modellparameter wirksam wird, dessen Bezeichnung neben der
Ellipse angegeben ist. Im Beispiel ist G, die spezifische Geburtenrate der Hasen, ein solcher
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Parameter.
Die nächste Frage des Freundes ist: „Wodurch werden die Hasenzahlen noch verändert?“
Darauf antwortet der Förster, dass Hasen u.a. auch eines natürlichen Todes sterben. Darauf
fragt der Freund wieder: „Können wir hierbei eine entsprechende Annahme machen wie bei den
Geburten. Also können wir wieder (zumindest näherungsweise) annehmen, dass die spezifische
Sterberate S, d.h., die Anzahl der pro Hase und Zeiteinheit sterbenden Hasen gleich bleibt.“
Dies würde bedeuten, dass die Anzahl alter, schwacher und kranker Hasen proportional ist zur
Gesamtzahl der Hasen und dass pro Zeiteinheit ein gleichbleibender Prozentsatz stirbt. Auch
diese Annahme wird durch den Förster bestätigt. Die entsprechende Abflussrate ergibt sich
wieder durch Multiplikation der spezifischen Abflussrate S mit der Hasenzahl x: dx/dt = −Sx
. Das Minuszeichen steht davor, weil diese Abflussrate den Füllstand des x-Bassins verkleinert.
Dies wird dadurch symbolisiert, dass der entsprechende Pfeil aus diesem Behältnis heraus nach
unten in eine nicht weiter interessierende Senke führt. Auch die Abflussrate hängt im betrach-
teten Beispiel von der Zustandsvariable x ab. Dies wird durch den kleinen Pfeil vom Bassin
zu dem die Abflussrate steuernden Ventil angedeutet (Abb. 2.3) Somit gibt es auch hier eine
Rückkopplung. Dieses Mal handelt es sich um eine negative Rückkopplung. Zur besseren
Veranschaulichung des Prinzips negativer Rückkopplungen wurde der Wert für x0, der im be-
trachteten Beispiel gleich 0 ist, auf einen positiven Wert gesetzt. Die Werte der Zustandsvariable
x nähern sich im Laufe der Zeit an die Normallage x = x0 an. Sie haben somit einen stabilisieren-
den Einfluss auf das Systemverhalten, während die positiven Rückkopplungen destabilisierend
wirken. Viele Umweltprobleme sind übrigens entstanden (siehe z.B. Kap. 4), wenn positive
Rückkopplungen im System nicht durch entsprechende negative Rückkopplungen kompensiert
wurden.
Abb. 2.3: Positive und negative Rückkopplungen
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dx/dt = Gx− Sx = (G− S)x = Ax mit A = G− S
Insgesamt gilt für den bisher betrachteten Modellteil für die Gesamtrate der Hasenzahl x:
dx/dt = Gx − Sx = (G − S)x = Ax mit A = G − S. Das bisher vorliegende Modell kann
als besonders einfaches Populations-Wachstumsmodell betrachtet werden. Für G>S führt es zu
exponentiellem Wachstum, während es für S>G zum exponentiellen Abklingen führt. Nur für
den Fall G=S bleibt der Wert von x unverändert. Dann wirken praktisch die positive und die
negative Rückkopplung gleich stark. Man hat dann eine Art Fließgleichgewicht. Sobald G
oder S überwiegt, wird der Gleichgewichtspunkt verlassen. Zu diesem Punkt kann aber auch
zurückgekehrt werden, wenn anschließend die andere spezifische Zuwachsrate überwiegt, indem
z.B. symbolisch entsprechend an den Ventilen gedreht wird und somit die Werte der Zu- und
Abflussraten verändert werden.
Bevor dieses Modell ergänzt wird, wobei dann auch die Wechselwirkung mit den Füchsen
berücksichtigt werden muss, soll am Beispiel des bisher entwickelten sehr einfachen Modellteils
angedeutet werden, wie man aus der Formulierung des Modells in einer symbolischen Simulati-
onssprache einRechenprogramm für den Computer erhält, mit dem man dann die Eigenschaf-
ten des Modells untersuchen kann. Das Schöne an guten symbolischen Simulationssprachen ist,
dass sich die Symbole nach einer klaren Vorschrift in Befehlsfolgen von Rechenprogrammen
übertragen lassen, die in Programmiersprachen und insbesondere auch in speziellen Simulati-
onssprachen formuliert werden können. Zunächst soll angedeutet werden, wie man im Prinzip
von der Modellformulierung zu einer Modellkurve kommen kann, die die Abhängigkeit einer
Zustandsvariablen (im vorliegenden Fall der Hasenzahlen) von der Zeit beschreibt. Aus der
symbolischen Darstellung wurde abgelesen, dass das Modell formuliert werden kann als:
dx
dt
= Gx− Sx = Ax
Ersetzt man den Differentialquotienten dx/dt näherungsweise durch den Differenzenquotien-
ten, erhält man
dxi
dt
≈ ∆xi
∆t
=
(xi+1 − xi)
(ti+1 − ti) =
(xi+1 − xi)
∆t
.
Der Zeitunterschied ∆t soll immer als gleich groß angesehen werden. Durch einfaches Umfor-
men erhält man die Hasenzahl zum Zeitpunkt ti+ ∆t zu:
xi+1 =
dxi
dt
∗∆t+ xi
.
Beginnt man bei dieser Rekursionsformel mit x(t0) = x0, so bekommt man für die Berechnung
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der Größe x nach n Zeitschritten der Größe ∆t:
x(t0 + n∆t) = x0 +
n∑
i=1
dxi
dt
∗∆t
für ∆t→ 0 :
x(t) = x0 +
∫ t
t0
dx
dt‘
∗ dt‘
. Der Computer integriert numerisch im Prinzip wie der linke Teil der Berechnungsformel von
x(t) nur etwas genauer unter Benutzung spezieller numerischer Integrationsverfahren. Mit an-
deren Worten wird bei der Berechnung der Modellwerte für x dem erreichten x-Wert immer
wieder der während ∆t zustande gekommene Zuwachs dx/dt ∆t hinzugefügt: Die Abb. 2.4 ver-
Abb. 2.4: Numerische Integration
anschaulicht, dass die Genauigkeit der Berechnung umso größer ist, je kleiner ∆t gewählt wird.
Diese Berechnung entspricht der Euler-Chauchy-Integration. (Die folgende Abbildung soll mit
elementarmathematischen Mitteln die Funktionsweise der Methode veranschaulichen.)
Diese Methode ist für viele Untersuchungen ausreichend genau. Für viele Problemstellungen
ist sie jedoch nicht genau genug. Für solche Fälle wurden eine ganze Anzahl numerischer In-
tegrationsmethoden entwickelt, die im Prinzip das Gleiche machen, nur mit einer beträchtlich
besseren Genauigkeit. Zu solchen Methoden gehört z.B. das Runge-Kutta-Verfahren. Besonders
genau auch in schwierigen Situationen ist das Gear-Verfahren. Nachdem das Prinzip geklärt
wurde, wie der Computer den dem Modell entsprechenden Verlauf der Hasenzahlen ermitteln
kann, soll, bevor darauf im Einzelnen eingegangen wird, das Modell vervollständigt werden.
Da im betrachteten Modell die Geburten- und Sterberaten als konstant angesehen werden
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sollen, macht der Freund den Vorschlag, die Modelldarstellung zu vereinfachen und einen der
beiden Modellparameter einzusparen, indem statt G und S nur noch ihre Differenz A = G− S
verwendet wird. Dabei ist zu beachten, dass der Wert von A auch negativ werden kann. Das
Symbolbild vereinfacht sich dann zu (Abb.2.5):
Abb. 2.5: Hasen-Modell vereinfacht
Nach dieser Vereinfachung stellt der Freund weitere Fragen. Zunächst fragt er, ob es noch
weitere Prozesse gibt, durch die die Hasenzahl x verändert werden kann. Der Förster ant-
wortet darauf, dass er sich bestimmt denken könne, dass Hasen von Füchsen gefressen werden,
wodurch sich dann ihre Zahl vermindert. Der Freund fragt nun weiter nach der Berechtigung
einer weiteren Annahme und will wissen, ob die Anzahl der in einer Zeitspanne gefressenen Ha-
sen der entsprechenden Begegnungszahl von Hasen und Füchsen proportional ist. Weiterhin
möchte er wissen, ob diese Begegnungszahl zum einen der Anzahl von Hasen, aber zum anderen
auch der Anzahl von Füchsen proportional ist. Denn je größer die Anzahl der Hasen ist, um
so größer ist sicher die Wahrscheinlichkeit, dass ein Fuchs einem Hasen begegnet. Andererseits
sollte diese Wahrscheinlichkeit auch proportional der Anzahl der im betrachteten Waldstück
herumschleichenden Füchse sein.
Als darauf der Förster meint, dass dies zumindest in guter Näherung so sein könnte, macht der
Freund den Vorschlag, für die auf dem Fraß durch Füchse beruhende Abflussrate von Füchsen
den folgenden Ansatz zu machen:
dx
dt
= Kxy
. Dies ist der gleiche Ansatz wie beim Massenwirkungsgesetz in der Chemie, denn auch dort
ist die Reaktionsgeschwindigkeit sowohl der Konzentration des einen Reaktanden wie auch der
Konzentration des anderen Reaktanden proportional. Das bisherige Modell hat dann in der
111
2 Die Methode der Computersimulation als Mittel zur Systemanalyse
Symbolsprache folgendes Aussehen: (Abb.2.6): Auch in diesem Falle hängt die Abflussrate von
Abb. 2.6: Hasenfraß durch Füchse
x ab und es kommt somit wieder zu einer Rückkopplung. Außerdem hängt nun die Abflussrate
auch von der Anzahl der Füchse - also der anderen Systemvariable y - ab.
Nachdem nun der Förster die Frage, ob ihm noch weitere wichtige Prozesse bekannt sind, die
die Hasenzahlen verändern können, verneint hat, wendet sich der Freund den Füchsen zu und
fragt: Wodurch werden die Fuchszahlen verändert. Jetzt könnte man wieder an die Geburten-
zahlen wie bei den Hasen denken, aber die sind dann nicht der Anzahl der Füchse proportional,
denn der Förster weist darauf hin, dass Fuchszahlen nahrungslimitiert wachsen. Der Zuwachs
der Fuchszahlen ist daher proportional zu den gefressenen Hasen. (Hierbei wird die vereinfa-
chende Annahme gemacht, dass die Füchse im betrachteten Waldstück nur Hasen fressen.) Die
gerade behandelte Abflussrate von Hasen, die durch den Fraß von Hasen durch Füchse zustande
kam, ist nun gerade schon proportional zu den pro Zeiteinheit gefressenen Hasen. Darum ist
diese Abflussrate der Hasen gleich der Zuwachsrate der Füchse. Allerdings bis auf einen Faktor.
(Dieser andere Faktor kann auch dadurch berücksichtigt werden, dass man die Fuchszahlen in
entsprechend anderen Einheiten misst.) Daher wurde im Rechenprogramm zu diesem Beispiel
zunächst nur ein Parameter K benutzt (Abb. 2.7). Es wäre aber auch möglich, bei der Abfluss-
rate der Hasen einen Parameter K1 und bei der Zuflussrate der Füchse einen Parameter K2 mit
K1 6= K2 zu verwenden. Die Zuflussrate bei den Füchsen hängt somit von diesem Parameter K
ab, den man als ein Maß dafür ansehen kann, wie stark sich die Füchse einerseits und die Hasen
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Abb. 2.7: Rückkopplungen durch den Fuchszuwachs
andererseits bewegen und so die Begegnungswahrscheinlichkeit beeinflussen. Außerdem hängt
diese Zuflussrate offenbar auch von der Zahl der Füchse und auch von der Zahl der Hasen ab.
Somit beeinflusst auch die Fuchsanzahl ihre eigene Zuwachsrate und daher liegt auch hier eine
Rückkopplung vor. Da der Freund alle für die Zielstellung wichtigen Prozesse berücksichtigen
möchte, fragt er wieder, ob es noch weitere signifikante Prozesse gibt, durch die die Anzahl an
Füchsen verändert werden kann. Darauf meint er, dass man sicher noch das Sterben der Füchse
irgendwie berücksichtigen müsste. Darauf fragt der Freund wieder, ob die Annahme gerechtfer-
tigt sei, dass es wie bei den Hasen eine entsprechende konstante spezifische Sterberate D gibt,
weil ja sicher die Anzahl an alten und kranken Füchsen proportional zur Gesamtzahl der Füchse
ist. Der Förster sagt dazu, dass eine derartige Annahme bei den Füchsen ebenso berechtigt sei
wie bei den Hasen. Außerdem meint er, dass er zunächst nicht wisse, ob noch weitere Prozesse
wichtig sind. Daher wird vorläufig das Modell nur durch den Sterbeprozess der Füchse ergänzt.
Es hat dann folgende Gestalt (Abb. 2.8): Da auch die Abflussrate der Füchse von der Fuchsan-
zahl abhängt, wird das Modell durch einen weiteren rückgekoppelten Prozess ergänzt. Die
unter dem Modell stehenden Zuwachsgleichungen sind aus der Symboldarstellung des Mo-
dells direkt abzulesen. Die beiden darunter stehenden Rekursionsformeln sind wieder einfach
durch den Übergang zum Differenzenquotienten erhalten worden. Diese Formeln sind um so
genauer, je kleiner ∆t ist. Die zeitlichen Verläufe der Fuchs- und Hasenzahlen können damit
folgendermaßen erhalten werden:
113
2 Die Methode der Computersimulation als Mittel zur Systemanalyse
Abb. 2.8: Rückkopplung durch Fuchssterben
Zur Zeit t0 müssen zwei Anfangswerte x0 und y0 gegeben sein. Indem man diese Werte (und
zuvor die Werte für die Modellparameter A,K und D) einsetzt, bekommt man x1 und y1. Setzt
man nun wiederum diese Werte rechts ein, wird x2 und y2 erhalten. Dies kann man entspre-
chend fortsetzen und so kommt man mit jedem Schritt um ∆t vorwärts. Bemerkenswert ist,
dass man den Verlauf der Hasen- und Fuchszahlen nicht unabhängig berechnen kann, denn man
benötigt zur Berechnung von xi+1 die Anzahl der Füchse yi und zur Berechnung der Fuchszahl
yi+1 wird umgekehrt die Hasenzahl xi gebraucht. Daher werden derartige Modellgleichungen
wie sie dem Beispielsystem entsprechen, gekoppelte Differentialgleichungen genannt. Wie
bereits angedeutet, entspricht dieses rekursive Aufsummieren einer Integration. Diese einfachste
Art einer numerischen Integration wurde nach Euler und Chauchy benannt. Inzwischen wurden
numerische Methoden wesentlich verfeinert, wodurch erhebliche Verbesserungen in der Genau-
igkeit erzielt wurden. So gibt es z.B. Verfahren, bei denen die geforderte Genauigkeit vorgegeben
werden kann. Dabei wird im Prinzip die Schrittweite ∆t solange verkleinert, bis die gewünschte
Genauigkeit erreicht wird. Solche Verfahren nutzen nicht nur die Information über den ak-
tuellen Wert des Integrals, sondern auch die Werte zu weiteren zurückliegenden Zeitpunkten,
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wodurch die Annäherung an den richtigen Zuwachs deutlich besser wird. Sehr verbreitet und
bewährt sind Rung-Kutta-Verfahren. Besonders leistungsfähig ist das Gear-Verfahren. Im Buch
von Berg/Kuhlmann [Berg u. Kuhlmann(1993)] befindet sich ein Vergleich der Leistungsfähig-
keit einiger numerischer Integrationsverfahren (Abb. 2.9):
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Abb. 2.9: Approx.-fehler bei num. Integration [Berg u. Kuhlmann(1993)]
Es wird z.B. deutlich, dass eine geforderte Genauigkeit von 0,75 vom Euler-Verfahren gegen-
über dem Runge-Kutta-Verfahren erst nach der ca. 100fachen Rechenzeit erreicht wird und eine
Genauigkeit von 0,25% vom EULER-Verfahren möglicherweise nie erreicht wird, während sie
vom RUNGE-KUTTA-Verfahren in fast der gleichen Zeit erreicht wird wie die Genauigkeit von
0,75%. Bevor ich auf die Programmierung des erstellten Beispielmodells und auf Simulationsex-
perimente mit diesem Modell eingehe, soll zunächst zusammengefasst werden, was aus diesem
einfachen Beispiel an Allgemeingültigen für die Modellierung gelernt werden kann:
Verallgemeinerte Gesichtspunkte zur Modellierung
1. Zu Beginn sollte man sich daran erinnern, dass die Art des geeigneten Modells von der
Zielstellung wesentlich abhängt und daher Datenerhebung, erst beginnen sollte, wenn
über die Art des zu erstellenden Modells zumindest im Groben Klarheit herrscht. In der
Regel wird eine enge Wechselwirkung von Modellentwicklung und Datensammlung beste-
hen, die sich bis zum Gültigkeitstest des Modells erstrecken kann.
2. Es ist wichtig, am Anfang eine präzisen Zielstellung zu haben, da sonst erfolgreiches
Modellieren nicht möglich ist.
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3. In Abhängigkeit von der Zielstellung muss als nächstes die Systemabgrenzung vorge-
nommen werden.
4. Im Allgemeinen wird man gute Kenntnisse über das Realsystem brauchen insbeson-
dere bezüglich der Wechselwirkungen zwischen den Modellelementen und gegebenenfalls
zur Umwelt des Systems.
5. Ausgehend von der Zielstellung werden die im Modell zu berücksichtigenden Elemente
und deren Attribute, die Zustandsgrößen, ausgewählt.
6. Wiederum ausgehend von der Zielstellung und den ausgewählten Zustandsvariablen wer-
den die zu berücksichtigenden Wechselwirkungen, die Relationen, ausgewählt, wobei auch
die Relationen mit der Umwelt zu berücksichtigen sind. Hierbei ist sehr wichtig die fol-
gende Regel zu beachten: So einfach wie möglich und so kompliziert wie nötig.
Das hängt aber ganz stark von der Aufgabenstellung ab.
7. Sinnvolle Datenerhebung erfolgt in enger Wechselbeziehung mit dem Modellentwicklungs-
prozess.
8. Die Modellbildung ist selbst bei präziser Zielstellung kein eindeutiger Prozess,
sondern es hängt von den Kenntnissen und Erfahrungen und dem Geschick des System-
analytikers ab, wie das Modell im Einzelnen aussehen wird.
9. DasModell erfasst nur einige wesentliche Größen und Beziehungen, die im realen
System eine Rolle spielen. Dazu werden möglichst hinreichend gleichartige Teile zusam-
mengefasst (aggregiert). Wegen der starken Vereinfachung und der verwendeten Nähe-
rungen und der damit verbundenen Nichtberücksichtigung von weniger wichtigen, aber
dennoch vorhandenen Prozessen, kann das Modell nie eine detaillierte Widerspiege-
lung des Verhaltens des realen Systems leisten. Im günstigsten Fall gelingt eine richti-
ge Widerspiegelung wesentlicher Verhaltensweisen. Bei vielen Problemen im Bereich der
Umweltsystemanalyse kommt es gerade hierauf an. Falls die Modellbildung keine gu-
te Widerspiegelung der wesentlichen Systemeigenschaften erreicht, muss damit
gerechnet werden, dass die Verhaltensweisen des Modells und des realen Systems wenig
miteinander zu tun haben. Das birgt die Gefahr von falschen Schlussfolgerungen.
10. Das Modell besteht aus Zustandsvariablen, Hilfsgrößen, die die zeitliche Veränderung
durch Wechselwirkungen zwischen den Zustandsvariablen sowie Wechselwirkungen mit
der Umwelt beschreiben sowie aus Parametern (zeitlich konstanten Größen).
11. Die Verwendung einer symbolischen Sprache bei der Erstellung eines Modells und zum
besseren Verständnis der am Modellbildungsprozess Beteiligten ist offenbar sehr vorteil-
haft.
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12. Experimente mit dem Modell induzieren interessante Hypothesen über Struktur und
Verhalten des Realsystems.
13. Die Güte der Abbildung des Realsystems auf das Modell muss ständig beachtet und über-
prüft werden.
Der Punkt 11. wurde am Beispiel bisher noch nicht erläutert, da noch gar keine Modellex-
perimente durchgeführt und ausgewertet wurden. Dazu muss das Modell zunächst in einer
Programmiersprache formuliert werden, um dann vom Rechner eingelesen, und kompiliert
werden zu können. Mit Hilfe des so entstehenden Computerprogramms können dann die
Eigenschaften des Modells simuliert werden, wodurch Modellexperimente möglich sind. Für
die Programmierung kommen eine ganze Reihe von Programmiersprachen in Frage. Zunächst
soll daher kurz auf einige Programmiersprachen eingegangen werden.
2.3 Bemerkungen zu Simulationssprachen
Wenn das Modell soweit mathematisch formuliert worden ist, muss es in irgend einer Pro-
grammiersprache programmiert werden, damit der Rechner die Modelleigenschaften berechnen
kann. Die Symbolsprache DYNAMO wurde bereits erwähnt. Für DYNAMO lässt sich die
Symbolsprache besonders einfach in ein mathematisches Modell und schließlich in eine Pro-
grammiersprache übersetzen. Simulationssprachen unterstützen insbesondere die Program-
mierung von Modellen für die Computersimulation. Die Modelle können aber auch in anderen
Programmiersprachen programmiert werden. Zur Demonstration habe ich das Räuber-Beute-
Modell (bereits ca. 1980) mal in der normalen syntaktischen Programmiersprache FORTRAN
programmiert (Abb. 2.10). Zunächst wird die Zeitschrittweite ∆t = DT und das Ende der si-
mulierten Zeit FINTIM vorgegeben. Danach werden die Anfangswerte für die Systemvariablen
X und Y festgelegt. Anschließend werden den Modellparametern A, K = CK und D ebenfalls
geeignete Werte zugewiesen. Dann werden einige Größen für die Resultatdarstellung vorbereitet.
Die eigentliche Simulation beginnt später mit dem Befehl: DO 200 K=1, NPP. Dieser Befehl
bewirkt, dass die Befehle bis zum Befehl mit der Nr. 200 NPP-mal abgearbeitet werden, wobei
jeweils der t- Wert und der X- sowie der Y-Wert in die dafür vorbereiteten Felder TP, XP
und YP eingespeichert werden, um diese Werte später drucken oder graphisch darstellen zu
können. Unmittelbar auf den Befehl „DO 200 K=1, NPP“ folgt der Befehl „DO 100 I=1, IPRE-
DEL“. Dieser Befehl bewirkt entsprechend, dass die Befehlsfolge bis zum Befehl mit der Nr.
100 IPREDEL-mal abgearbeitet wird, wobei der Index I mit I=1 beginnt und dieser Index bei
jedem Abarbeitungszyklus um 1 erhöht wird. Unmittelbar nach diesem Befehl werden mittels
der jeweils aktuellen x- und y-Werte die auf die Zeiteinheit bezogenen Zuwächse (XDOT und
YDOT) für x und y berechnet. In den darauf folgenden Befehlszeilen werden die neuen Werte
(zur Zeit t + ∆t) für X und Y berechnet, indem zu den alten Werten die im Zeitintervall ∆t
erfolgten Zuwächse XDOT ∗ ∆t und Y DOT ∗ ∆t hinzugefügt werden. Dies wird so oft wie-
derholt, bis die für die Simulation vorgegebene Endzeit (FINTIM) erreicht ist. Zwischen den
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Abb. 2.10: FORTRAN-Programm
Befehlen mit der Nr. 100 und 200 werden dabei jeweils nach NPP Zeitschritten der Größe ∆t
die entsprechenden ti−, Xi− und Yi−Werte in die Felder TP, XP und YP eingespeichert, von
wo sie später zum Ausdrucken und zur graphischen Darstellung abgerufen werden können.
So wie man Lehrbücher und Romane in verschieden Sprachen schreiben oder auch von einer
Sprache in eine andere Sprache übersetzen kann, geht das auch mit Rechenprogrammen
und Programmiersprachen. FORTRAN ist eine syntaktische Programmiersprache. Wie
bereits angedeutet, gibt es spezielle Programmiersprachen, die Simulationssprachen, die be-
sonders darauf ausgerichtet sind, das Programmieren von Simulationsmodellen zu unterstützen.
Weiterhin gibt es auch Simulationssysteme. Sie unterstützen zusätzlich das Durchführen von
Simulationsexperimenten.
Die älteste mir bekannte Simulationssprache ist die schon erwähnte von Forrester entwickelte
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Sprache DYNAMO. Dasselbe Modell, für dessen Programmierung in FORTRAN 24 Befehle
benötigt wurden, lässt sich in DYNAMO mit nur 17 Befehlen formulieren. (Abb. 2.11)
Hierbei wird nach Befehlstypen unterschieden wie Wertzuweisung für konstante Größen, Be-
Abb. 2.11: DYNAMO-Programm
rechnung von Zuwächsen pro Zeiteinheit, Berechnung von Zustandsvariablen u.a. Außerdem
wird durch spezielle Endungen bei den Variablen und Hilfsgrößen erreicht, dass die Befehle
unabhängig von der Aufeinanderfolge bei der Eingabe, immer in der richtigen Reihenfolge ab-
gearbeitet wurden.
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Abb. 2.12: CSMP-Programm
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Eine weitere Simulationssprache (für stetige Systeme) ist CSMP (Abb. 2.3). Die Formulie-
rung desselben Modells in dieser Sprache erfordert nur 11 Befehle. Man sieht leicht, dass die
Programmierung einfacher und leichter kaum zu machen ist, denn schließlich muss dem Compu-
ter zumindest mitgeteilt werden, um welches Modell es sich handelt und mit welchen Anfangs-
werten und Parameterwerten gerechnet werden soll. Inzwischen ist die Anzahl von Simulati-
onssprachen beträchtlich gewachsen und kaum noch zu übersehen. Einige Simulationssprachen
sind in der folgenden Übersicht zusammengestellt (Abb. 2.13): Es gibt spezielle Simulationss-
Abb. 2.13: Übersicht Simulationssprachen
prachen für stetige Simulation (wie z.B. DYNAMO, STELLA, CSMP, SONCHES und
SIMWAB) und andere spezielle Simulationssprachen für diskrete Simulation (wie z.B.
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SIMULA, GASP und GPSS und SIMDIS). Außerdem gibt es auch kombinierte Simulationss-
prachen (wie z.B. SIMKOM-F oder GASP-4) für die kombinierte Simulation von stetigen
und diskreten Prozessen. Bei vielen Simulationssprachen ist es möglich, besondere Modellteile
in einer syntaktischen Programmiersprache (Basissprache) zu programmieren und hinzuzufü-
gen. Bei stetigen Modellen orientiert sich der Ablauf immer am Voranschreiten der Zeit, daher
spricht man von zeitorientierter Ablaufsteuerung. (Beim Räuber-Beute-Modell geschah
dies durch periodische Erhöhung der Zeit um ∆t.) Bei diskreten Simulationssprachen ist die
Ablaufsteuerung ereignisorientiert. Dabei wird unterteilt in die imperative Ablaufsteue-
rung (bei der die Ereignisse durch den Zeitablauf ausgelöst werden) und in die interrogative
Ablaufsteuerung (bei der die Ereignisse durch die Erfüllung von Voraussetzungen oder durch
spezielle Einflüsse ausgelöst werden). Schließlich gibt es noch die Simulation mittels stochas-
tischer Modelle. Hierbei wird mit Wahrscheinlichkeiten operiert. Dies ist besonders schwierig,
insbesondere auch bezüglich der noch zu behandelnden Validierung von Modellen.
Prinzipiell lässt sich jedes Modell in jeder Simulationssprache formulieren. Allerdings
kann der notwendige Aufwand sehr verschieden sein. Aber auch die erreichbare Genauigkeit
der Modellberechnung hängt von der Simulationssprache ab. Sie kann bei ungünstiger Wahl
unzureichend sein. Am einfachsten ist die stetige Modellierung. Meine früheren Kollegen hatten
in den 80-er Jahren für derartige Modelle z.B. die Simulationssprache SONCHES entwickelt.
Seit den 90-er Jahren ist die auf DYNAMO aufbauende Simulationssprache STELLA beson-
ders populär geworden. Modelle, die in dieser Sprache erstellt wurden, erscheinen einschließlich
ihrer Formulierung in der Symbolsprache von STELLA immer häufiger in wissenschaftlichen
Publikationen. Das gerade behandelte Räuber-Beute-Modell hat für den Fall begrenzter Beute
in dieser Sprache folgende Form (Abb. 2.14):
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Abb. 2.14: STELLA-Programm + Symbolsprache
Auch stetige Modellierung kann recht schwierig werden, besonders wenn die Modelle in Form
partieller Differentialgleichungssysteme vorliegen, wie das z.B. bei den Klimamodel-
len der Fall ist. Bei der numerischen Lösung von Systemen partieller Differentialgleichungen,
kann leicht die Lösung instabil werden und es müssen daher besondere Vorkehrungen getroffen
werden, um dies zu vermeiden. Eine nutzerfreundliche praktisch bewährte Simulationssprache
(SIMWAB), vorwiegend gedacht für die Modellierung von aquatischen Ökosystemen, wurde
Ende der 80er Jahren von meinen früheren Kollegen in Moskau entwickelt. Wenn ein Problem
von diskreter Natur ist und nicht genügend gut näherungsweise mit stetiger Modellierung be-
schrieben werden kann, ist die Benutzung einer diskreten Simulationssprache zu empfehlen.
Bevor man mit stochastischer Modellierung beginnt, sollte man zunächst versuchen, ein
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deterministisches Modell zu verwenden, um damit Erfahrungen über das Modellverhalten zu
sammeln. Erst wenn es sich für die Zielstellung der Simulation als unvermeidbar erweist,
sollte man sich auf eine stochastische Modellierung einlassen.
2.4 Konkrete Modellexperimente anhand des einführenden Beispiels
Prinzipiell mögliche Experimentziele sind: Test der empirischen Modellgültigkeit, Test der qua-
litativen Modellgültigkeit, Sensitivitätsanalyse, Stabilitätsanalyse (z.B. Phasendiagramm, Fix-
punkte, Grenzzyklen, chaotische Attraktoren u.a.). Nach der Entwicklung und Formulierung
des Beispielmodells und der Andeutung der Möglichkeiten für seine Programmierung soll nun
zu Experimenten mit diesem Modell übergegangen werden. Zunächst sollen einige mögliche
prinzipielle Ziele solcher Modellexperimente vorgestellt werden (Abb. 2.15). Für die Stabili-
a) Quantitative Beschreibungsmöglichkeit
Die Anforderung einer quantitativ richtigen Beschreibung der Realität durch das Modell
ist sehr weitreichend. Dabei geht es um die Frage, ob sich im vernünftigen Bereich eine
Modellparameterkombination (Für das Räuber-Beute-Modellbeispiel wäre das eine Kom-
bination der Werte für die Parameter A, K, D, X0 und B) der Art finden lässt, dass die
Modellwerte innerhalb der Fehlergrenzen mit den Messwerten des Realsystems überein-
stimmen. Dies wäre eine notwendige Bedingung dafür, dass es sich um ein auch quantitativ
richtiges Modell handelt. Die Parameterkombination, die zu minimalen Abweichungen der
Modellwerte von den realen Datenwerten führt, kann mittels der Methode der Parame-
teroptimierung ermittelt werden. Diese Methode ist Gegenstand des nächsten Kapitels.
b) Quantitatives Verständnis der Systemeigenschaften
Hierbei geht es um die weniger anspruchsvolle Frage, inwiefern das Verhalten der beob-
achteten Systemdaten qualitativ durch das Modell widergespiegelt werden kann.
c) Sensitivitätsanalyse
Bei der Empfindlichkeitsanalyse wird die Frage untersucht, wie stark die Modelleigenschaf-
ten abhängig sind von Veränderungen der Modellparameter oder von Änderungen
der Anfangsbedingungen oder auch von Veränderungen äußerer Einflussgrößen (dri-
ving forces).
d) Stabilitätsanalyse
Die Stabilitätsanalyse beschäftigt sich mit der Frage, ob und inwiefern sich das Verhal-
ten der Modellvariablen, insbesondere für große Zeitwerte prinzipiell verändert, wenn die
Modellparameter oder auch die Modellrelationen (also die Wechselwirkung zwischen
Modellelementen untereinander oder von Modellelementen und der Umwelt) ändern.
Abb. 2.15: Beispiele von Zielen für Simulationsexperimente
tätsanalyse ist häufig die Darstellung im sogenannten Phasen- oder Zustandsdiagramm nützlich.
Die Achsen des Zustandsdiagramms sind Zustandsgrößen. Im Falle des Beispielmodells wären
es die Hasenzahl x und die Fuchszahl y. Die sich mit fortschreitender Zeit verändernden Zu-
standsvariablen ergeben im Zustandsdiagramm eine Kurve. Beginnt man mit unterschiedlichen
Anfangswerten, so bekommt man eine Kurvenschar. Im Folgenden sollen einige Fälle für unter-
schiedliches Stabilitätsverhalten skizziert werden (Abb. 2.16):
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1. Stabiler Fixpunkt
Führen die Kurven (Trajektorien) für verschiedene Anfangsbedingungen alle zum selben
Endpunkt, so ist das System stabil, denn seine Zustandsvariable nehmen früher oder später
immer wieder dieselben festen Werte an.
2. Sattelpunkt
Im Falle eines Sattelpunktes ist das System instabil. Es gibt nur zwei Trajektorien, die
zu einem „Fixpunkt“ führen würden. Aber schon die kleinste (beim Realsystem kaum
vermeidbar) Abweichung von diesen Trajektorien führt wie bei allen anderen Trajektorien
zur stetigen Entfernung von diesem „Fixpunkt“.
3. Stabiler Grenzzyklus
Beim stabilen Grenzzyklus vollführen die von den unterschiedlichen Startwerten Werte
der Zustandsvariablen nach hinlänglich langer Zeit regelmäßige Schwingungen. Im Zu-
standsdiagramm spiegelt sich dies in Form einer geschlossenen Kurve wieder. Beim stabi-
len Grenzzyklus münden sowohl die außerhalb wie auch die innerhalb der geschlossenen
Kurve startenden Kurven auf dieser geschlossenen Kurve (Grenzzyklus).
4. Semistabiler Grenzzyklus
Beim semistabilen Grenzzyklus führen nur die innerhalb der geschlossenen Kurve des
Grenzzyklus’ beginnenden Trajektorien auf diesen Grenzzyklus, so wie es auch beim sta-
bilen Grenzzyklus der Fall ist. Die außerhalb des Grenzzyklus’ startenden Trajektorien
führen dagegen nicht auf den Grenzzyklus.
5. Chaotischer Attraktor
Bei stetiger Beschreibung eines Systems müssen mindestens drei Zustandsvariable vor-
handen sein, damit Chaos auftreten kann. Chaos zeichnet sich dadurch aus, dass kleine
Änderungen in den Anfangsbedingungen oder in den Parameterwerten zu großen Ände-
rungen in den Trajektorien führen können. Beim chaotischen Attraktor ist nicht ein fester
Punkt oder eine bestimmte geschlossene Kurve der Attraktor, sondern ein gewisses Ge-
biet, innerhalb dessen die Trajektorien verlaufen werden, ohne dass der exakte Verlauf
vorausberechnet werden kann. Bevor mit der Beschreibung konkreter Modellexperimente
mit dem Beispielmodell begonnen wird, soll daran erinnert werden, dass in diesem Modell
sechs Rückkopplungen enthalten sind, weswegen das Modellverhalten nicht einfach vor-
herzusagen ist. Die sechs Rückkopplungen sind folgende:
• Die Hasenzahl x beeinflusst ihre Zuwachsrate und diese beeinflusst wiederum die
Veränderung der Hasenzahl x: x→ Ax→ x
• Die Hasenzahl x beeinflusst ihre Abnahmerate: x→ K1xy → x
• Die Hasenzahl x beeinflusst die Zuwachsrate der Füchse und die Anzahl der Füchse
beeinflusst die Abnahmerate der Hasen: x→ K2xy → y → K1xy → x
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• Die Fuchsanzahl y beeinflusst ihre Zuwachsrate: y → K2xy → y
• Die Fuchsanzahl y beeinflusst ihre Abnahmerate: y → Dy → y
• Die Fuchsanzahl y beeinflusst die Abnahmerate der Hasen und die Anzahl der Hasen
beeinflusst die Zunahmerate der Füchse: y → K1xy → x→ K2xy → y
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Abb. 2.16: Beispiele für Stabilitätseigenschaften
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Abb. 2.17: Zeitdiagramm A = K1 = K2 = D = 1, 0
Zur Vereinfachung sind beim Simulationsexperiment zunächst alle Parameterwerte gleich 1
und die Anfangswerte gleich 0,1 gesetzt. Dies bedeutet keine Einschränkung der Allgemein-
heit, da dies durch entsprechende Wahl der Maßeinheiten kompensiert werden kann. Das zugehö-
rige Zeitdiagramm (Abb. 2.17) zeigt einen periodischen Verlauf der Fuchs- und Hasenzahlen.
Zunächst ist für x0 und y0 der Zuwachs der Hasen positiv und der Zuwachs der Füchse nega-
tiv. Bei den gewählten Parametern wird die Zuwachsrate der Füchse gleich Null (dy/dt=0),
wenn x auf den Wert x=1 angewachsen ist. Die Fuchsanzahl ist hier minimal und steigt da-
nach an und erreicht schließlich den Wert y=1. Nun erreicht wegen dx/dt=0 die Hasenzahl ein
Maximum, weil die Fuchsanzahl so groß geworden ist, dass gleich viele Hasen gefressen
werden, wie durch den Geburtenüberschuss über die Sterbefälle hinzukommen. Wenn nun aber
die Hasenzahl auf den Wert x=1 abgenommen hat, so erreicht entsprechend die Fuchsanzahl
ein Maximum, da wegen der sinkenden Hasenzahl die Zuwachsrate der Füchse betragsmäßig
auf die Sterberate der Füchse abgesunken ist. Nach dem Absinken der Fuchsanzahl auf y=1
durchläuft die Hasenzahl x ein Minimum, da nun die Füchse soweit dezimiert sind, dass die
Zuwachsrate der Hasen größer als ihre Abnahmerate wird. Anschließend wiederholt sich der
gesamte Vorgang. Als nächstes soll untersucht werden, wie sich eine Vergrößerung der Differenz
A von spezifischer Geburtenrate G und spezifischer Sterberate S der Hasen auf den Verlauf der
Trajektorien auswirkt. Dazu wurde A nun auf A=2 gesetzt (Abb. 2.18). Im Ergebnis ist das
Maximum der Hasenzahlen fast doppelt so hoch wie zuvor. Das Maximum der Fuchsanzahlen
ist im Vergleich dazu noch mehr angewachsen. Ansonsten ergeben sich wieder periodische Ver-
läufe, da nun die Periodendauer deutlich kürzer ist. Im Phasen oder Zustandsdiagramm (Abb.
2.19) ergeben die beiden bisher durchgeführten Simulationsläufe (Berechnungen der Modell-
kurven unter bestimmten Annahmen) geschlossene Kurven also periodisches Verhalten. Es
ist u.a. zu erkennen, dass andere Anfangswerte zu anderen Kurven führen müssen, da
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Abb. 2.18: Zeitdiagramm A = 2.0
die Anfangswerte auch auf der Kurve liegen müssen. In Kanada wurden die von den Jägern
bei der Hudson-Bay-Company abgegebenen Felle von Schneehasen und Luchsen über einen
längeren Zeitraum gezählt und graphisch dargestellt (Abb 2.20). Diese Darstellung hat eine gro-
be Ähnlichkeit mit den beiden zuvor betrachteten Zeitdiagrammen des Beispielmodells. Damit
wird angedeutet, dass es in der Natur ähnliche Prozesse gibt, wie sie durch das Modell wider-
gespiegelt werden. Allerdings gibt es bei den Schneehasen- und Luchsfellanzahlen einige weitere
Einflüsse, die im Modell nicht berücksichtigt wurden.
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Abb. 2.19: Phasen- oder Zustandsdiagramme
Abb. 2.20: Schneehasen und Luchse [Bossel(1994c)]
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Abb. 2.21: Zeitdiagramm, K = 2, 0
Nun soll untersucht werden, wie sich die Verdopplung des Parameters K auf die Modell-
trajektorien auswirkt (Abb. 2.21). Eine Vergrößerung von K würde bedeuten, dass sich Füchse
und Hasen öfter begegnen, indem sie z.B. aktiver den Wald durchstreifen. In diesem Fall ist das
Maximum der Hasenzahlen deutlich kleiner, weil sie stärker durch die Füchse dezimiert werden.
Ansonsten ergibt sich wieder ein periodisches Verhalten und die Periode ist etwa so kurz wie
bei A=2.
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Abb. 2.22: Zeitdiagramm, X0 = 1.0
Zur Untersuchung des Einflusses der Anfangswerte auf den Trajektorienverlauf wurde der
Anfangswert x0 für die Hasen um den Faktor 10 vergrößert (Abb. 2.22). Auch in diesem Fall
ergibt sich wieder periodisches Verhalten. Das Modell ergibt wie in den vorangegangenen
Fällen immer wieder periodisches Verhalten. Da es aber um die Frage geht, wie es erklärbar
ist, dass die registrierten Hasenzahlen plötzlich viel größer wurden als die vorangegangenen
Maxima, und danach wieder um kleinere Werte schwankten, liegt die Vermutung nahe, dass zur
Erlangung einer solchen Modelleigenschaft das Modell verändert werden muss. Daher muss
überlegt werden, wie das Modell verbessert werden kann. Wie bereits bei der Erstellung des
Modells erläutert, würden bei Abwesenheit der Füchse und bei A > 0 die Anzahl an Hasen
exponentiell wachsen. In der Natur wird das kaum möglich sein, da die Nahrung der Hasen
beschränkt ist. Daher wird auch bei Abwesenheit von Füchsen eine Maximalzahl B von Hasen
nicht überschritten. Es scheint somit sinnvoll, den zu exponentiellem Hasenwachstum führenden
Term dx/dt = Ax im Modell durch den zu logistischem Anwachsen führenden Term dx/dt =
Ax(1− x/B) zu ersetzen. Offenbar hört dann bei Annäherung von x an B das Wachstum der
Hasenzahl x auf. Das Anwachsen der Hasen bei fehlenden Füchsen hätte dann die abgebildete
Form (Abb. 2.23): Die Änderung des entsprechenden Computermodells lässt sich sehr einfach
und schnell vollziehen. In diesem Fall wird nur an einer Befehlszeile im Computerprogramm
eine Änderung vorgenommen. Im erwähnten FORTRAN-Programm wird beispielsweise nur die
Zeile
XDOT = A ∗X − CK ∗X ∗ Y
durch die Zeile
XDOT = A ∗X ∗ (1−X/B)− CK ∗X ∗ Y
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Abb. 2.23: Beschränkung der Hasenzahl
ersetzt. Dies und die anschließende Neuübersetzung des Computerprogramms benötigt nur weni-
ge Minuten. Die Möglichkeit, die Modelle einfach und schnell ändern zu können, ist ein wesent-
licher Vorteil der Computersimulation gegenüber anderen Simulationsmethoden. Beim geän-
derten Modell sind die Maxima für x und y (wegen der Begrenzung der Hasenzahlen auf x<B)
deutlich kleiner. Daher wurde die Skalierung der Zustandsvariablen-Achse geändert (Abb.
2.24).
Abb. 2.24: Beschränkte Hasenzahl, B = 2, 0
Nach dieser Änderung des Modells schwingen die Zustandstrajektorien nicht mehr periodisch.
Vielmehr vollführen sie nun gedämpfte Schwingungen. Es deutet sich an, dass die Anerken-
nung und Berücksichtigung von Wachstumsgrenzen zu einer Stabilisierung des Systemver-
haltens führt. Verdoppelt man hingegen den Wert des Parameters K, wodurch praktisch die
Kopplung zwischen den Systemelementen erhöht wird, so wird das Systemverhalten wieder
unruhiger und weniger stabil (Abb. 2.25). Es deutet sich somit an, dass eine Verstärkung
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Abb. 2.25: Beschränkte Hasenzahl, B = 2, 0 mit K = 2, 0
der Kopplungen im System das Systemverhalten destabilisiert. Verkleinert man nun (nach
Zurücksetzen von K auf K=1) die obere Grenze B für die Hasenzahlen auf B=1,5, so ver-
hält sich das System deutlich stabiler, (Abb. 2.26). Da das Einführen einer oberen Grenze
B für die Hasenzahlen eine stabilisierende Wirkung auf das Systemverhalten hatte, ist es nicht
verwunderlich, wenn die Herabsetzung dieser Grenze eine noch stärkere Stabilisierung bewirkt.
Die Hasen- und Fuchszahlen pegeln sich nach anfänglichen Schwingungen deutlich auf konstante
Werte ein (Abb. 2.27).
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Abb. 2.26: Beschränkte Hasenzahl, B = 1.5
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Abb. 2.27: Beschränkte Hasenzahl: B = 1.5 mit x0 = y0 = 1, 7
Dies ist auch für andere Anfangswerte (x0, y0) so. Dieser von den Anfangswerten unab-
hängige Übergang zu konstanten Werten der Zustandsvariablen x und y deutet auf einen Fix-
punktattraktor hin. Wird der Wert der oberen Schranke für die Hasenzahlen erhöht (B=3),
so kommt es zunächst zu einer Schwingung mit relativ großer Amplitude, die jedoch schnell
deutlich absinkt, (Abb. 2.28). Das Modellverhalten ist jetzt dem Verhalten der ursprünglichen
Fuchs- und Hasenzahlen sehr ähnlich. (Im Realsystem fand die erhebliche Vergrößerung der
Hasenzahl allerdings nicht gleich zu Anfang statt). Die Ähnlichkeit ist dem Förster natürlich
sofort aufgefallen. Nachdem er sich noch einmal klar gemacht hat, dass die Bedeutung von
B=3 darin liegt, dass gegenüber B=2 die Obergrenze für die Hasen um 50% erhöht wurde, was
wiederum bedeutet, dass dann für die Hasen mehr Futter vorhanden sein muss. So kommt er
dann auf die Hypothese, dass die Ursache des übermäßigen Hasenzahlwachstums darin gelegen
haben könnte, dass sich die Ernährungskapazität für die Hasen plötzlich wesentlich erhöht hat.
Daraufhin sucht er anhand der Datenreihe heraus, in welchem Jahr dieses rätselhafte übermä-
ßige Wachstum begann. Als ihm nun dabei einfällt, dass genau in diesem Jahr der den Wald
umgebene Acker in Wiese umgewandelt wurde, erkennt er, dass genau dies die Nahrungs-
grundlage der Hasen beträchtlich vergrößerte, die im Modell einem größeren B-Wert entspricht.
Nach dieser einleuchtenden Hypothese hat die Umwandlung von Acker zu Wiese in Waldes-
nähe zu der zuvor unverstandenen erheblichen Vergrößerung der Hasenzahlen geführt. Damit
wäre nun das Simulationsproblem bzw. die Zielstellung, nämlich die qualitative Erklärung
des beobachteten außergewöhnlichen Verhaltens der Hasenzahlen geklärt und das Simulations-
experiment könnte abgebrochen werden. Unabhängig davon kann man die Eigenschaften des
Modells noch weiter untersuchen: Stellt man die im Zeitdiagramm zuletzt betrachteten Verläufe
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Abb. 2.28: Beschränkte Hasenzahl: B = 3, 0
für die Hasen- und Fuchszahlen im Phasendiagramm dar, so wird deutlich, dass sich durch die
Einführung einer Grenze für die Hasenzahlen in das Modell die Stabilitätseigenschaften des
Modell grundlegend verändert haben (Abb. 2.29). Während ohne die Einführung dieser Grenze
die Zustandsvariablen prinzipiell periodisch schwankten, liegt nun ein Fixpunktattraktor vor.
Daher pegeln sich die Hasen- und Fuchszahlen auf feste konstante Werte ein, die von den Mo-
dellparametern abhängen, jedoch nicht von den Anfangswerten x0 und y0 abhängig sind. Die
Abbildung 2.30 zeigt eine gleiche Situation mit einer größeren Zahl von Startpunkten (im so
genannten Zustandsraum).
Anhand der beispielhaften Erstellung und Programmierung des Räuber-Beute-Modells ist
viel Prinzipielles klar geworden. Einen Nachteil hat das Modell jedoch, denn es beschreibt ein
geschlossenes System. Geschlossene Systeme kommen aber in der Realität nicht vor. Daher
können das Räuber-Beute-Modell in der bisher betrachteten Form höchstens zu angenäherter
Beschreibung realer Prozesse verwendet werden. Es gibt aber auch die Möglichkeit, Wechselwir-
kungen mit der Umwelt durch geringe Modifikation des Modells zu berücksichtigen:
Berücksichtigung der unterschiedlichen Nahrungsangebote für Hasen im Sommer und im Winter
durch jahreszeitabhängige B-Werte, Winterschlaf des Räubers durch Herabsetzen des K-Wertes
im Winter, Abernten der Wiese am Waldrand durch entsprechendes Herabsetzen des B-Wertes,
Hasen und/oder Fuchsjagd durch entsprechendes Herabsetzen der x- und/oder y-Werte . . . Die
entsprechenden Veränderungen im Modell sind relativ leicht und schnell zu bewerkstelligen.
Auch Wirkungen auf die Umwelt sind zu verzeichnen, denn offenbar fressen die Hasen auch au-
ßerhalb der ursprünglichen Systemgrenzen. Nachdem an diesem speziellen Beispiel das Prinzip
138
2.5 Definition von Systemsimulation und Computersimulation; Allgemeine Vorgehensweise
Abb. 2.29: Zustandsdiagramm, B = 3, 0
der Computersimulation erläutert wurde, soll im nächsten Abschnitt auf entsprechende Defi-
nitionen und auf Verallgemeinerungen zur Vorgehensweise aus der Sicht verschiedener
Autoren eingegangen werden.
2.5 Definition von Systemsimulation und Computersimulation; Allgemeine
Vorgehensweise
Definitionen; Gemeinsamkeiten und Unterschiede von Simulation und Experiment; Gemein-
samkeiten und Unterschiede bezüglich der Vorgehensweise bei unterschiedlichen Autoren, Vor-
gehensweise nach H. BOSSEL.
2.5.1 Definitionen und Abgrenzung zum wissenschaftlichen Experiment
Auch für die Computersimulation und die Systemsimulation gibt es verschiedene Definitionen,
die nicht ganz deckungsgleich sind (Abb. 2.31). Beispielsweise definiert G. GORDON: „Die
Systemsimulation ist eine Methode zur Lösung von Problemen, bei der man die Änderungen
eines dynamischen Systemmodells über die Zeit verfolgt“. Das ist sicher nicht falsch aber sicher
auch nicht hinreichend.
Umfassender ist Definition von G. SCHWARZE , der viele Jahre eine Gruppe zur Ent-
wicklung von Simulationssprachen an der Humboldt-Universität geleitet hat: „Die Simulation
ist eine Problemlösungsmethode, bei der einem existierenden oder hypothetischen System, das
bestimmte Bedingungen erfüllen soll, ein leicht manipulierbares Modell und dem Simulationsziel
ein entsprechendes Ziel bezüglich des Simulationsmodells zugeordnet wird und durch wieder-
holte zielgerichtete Experimente unter Ausnutzung der jeweils während des Experimentierens
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Abb. 2.30: Zeit+Zustandsdiagramm [Berg u. Kuhlmann(1993)]
erhaltenen Information das Simulationsziel erreicht wird.“
Besonders geeignet erscheint die Definition von SCHÖNEFELD: „Die Beschreibung eines Ori-
ginals durch ein Modell und das Experimentieren mit dem bestätigten Modell auf dem Rechner
zur Erlangung einer schnelleren und tieferen Einsicht in ein unbekanntes Modellverhalten bzw.
Systemverhalten wollen wir als Simulation bezeichnen. Wir rechnen also 1. die Problemanalyse,
2. den Modellentwurf, 3. die Bestätigung der Modellgültigkeit und 4. die Experimente mit dem
Modell zur Simulation.“
Um Computersimulation handelt es sich, wenn es sich bei dem Modell um ein auf dem Com-
puter realisiertes Rechenprogramm handelt. Wie bereits erwähnt, ist für die Wissenschaftsent-
wicklung die weitgehende Parallelität von wissenschaftlichem Experiment und der Computersi-
mulation besonders wichtig. Neben den weitgehenden Ähnlichkeiten gibt es aber auch wichtige
Unterschiede, (Abb. 2.32). Der wesentliche Unterschied zum wissenschaftlichen Experiment
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G.GORDON: „Die Systemsimulation ist eine Methode zur Lösung von Problemen, bei der man
Änderungen eines dynamischen Systemmodells über die Zeit verfolgt.“
G. SCHWARZE: „Die Simulation ist eine Problemlösungsmethode, bei der einem existierenden
oder hypothetischen System (simuliertes System), das bestimmte Bedingungen erfüllen soll (Si-
mulationsziel), ein leicht manipulierbares Modell (simulierendes System, Simulationsmodell) und
dem Simulationsziel ein entsprechendes Ziel bezüglich des Simulationsmodells (Simulationsziel)
zugeordnet wird und durch wiederholte zielgerichtete Experimente (Simulationsexperimente)
unter Ausnutzung der jeweils während des Experimentierens erhaltenen Information das
Simulationsziel erreicht wird.“
SCHÖNEFELD:“Die Beschreibung eines Originals durch ein Modell und das Ex-
perimentieren mit dem bestätigten Modell auf dem Rechner zur Erlangung einer
schnelleren und tieferen Einsicht in ein unbekanntes Modellverhalten wollen wir
als Simulation bezeichnen. Wir rechnen also 1. die Problemanalyse, 2. den Modell-
entwurf, 3. die Bestätigung der Modellgültigkeit und 4. die Experimente mit dem
Modell zur Simulation.“
Abb. 2.31: Definitionen zur Systemsimulation
ist, dass bei der Computersimulation nicht mit dem Realsystem, sondern mit dem Modell
des Realsystems experimentiert wird. Ganz unbestritten hat die Einführung des unabhängig
wiederholbaren wissenschaftlichen Experimentes durch G. GALILEI einen großen Auf-
schwung in den Naturwissenschaften ausgelöst und daher ist durch die Computersimulation ein
ähnlicher Aufschwung auch in solchen Wissenschaften zu erwarten, in denen bisher wie z.B.
in der Ökonomie wissenschaftliche Experimente kaum möglich waren. Ein besonderer Vorteil
ist auch, dass Computersimulationsexperimente wesentlich kostengünstiger und schneller
durchführbar sind als reale Experimente. Daher wird die Computersimulation in wachsendem
Maße auch bei Problemen eingesetzt, die früher experimentell gelöst wurden.
Der Hauptnachteil der Computersimulation ist mit ihrem Hauptunterschied zum wissen-
schaftlichen Experiment verbunden. Während beim Experiment der Experimentator direkt auf
das zu untersuchende System einwirkt und aus den Reaktionen des Systems Rückschlüsse über
die Systemeigenschaften zieht, wird bei der Simulation auf das Modell des interessierenden
Systems eingewirkt. Aus den Reaktionen des Modells werden dann Rückschüsse über das Real-
system gezogen. Das geht natürlich nur solange gut, wie das Modell die für die Untersuchung
wichtigen Eigenschaften des Realsystems hinreichend gut abbildet. Daher hat der Gültigkeits-
test (die Validierung) des Modells eine ganz zentrale Bedeutung bei der Computersimulation.
Dieser Test kann relativ viel Zeit in Anspruch nehmen, aber ohne den erfolgreichen Test der
Modellgültigkeit ist die ganze Computersimulation kaum von praktischem Wert. Ohne hinrei-
chende Überprüfung der Modellgültigkeit kann die Computersimulation sogar zu gefährlichen
Konsequenzen führen, denn aus den Reaktionen eines falschen Modells werden dann falsche
Schlussfolgerungen und Entscheidungen nahe gelegt. Wie erwähnt, kann die Validierung eine
sehr aufwendige und zeitraubende Prozedur sein. Diese Prozedur ist aber ungeheuer wichtig
und je wichtiger die Schlüsse sind, die man daraus zieht, um so wichtiger ist, dass diese Validie-
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Abb. 2.32: Vergleich: Experiment und Simulation
rung besonders sorgfältig durchgeführt wird.
Als nächstes soll die allgemeine Vorgehensweise bei der Computersimulation aus der Sicht ver-
schiedener Autoren erläutert werden.
2.5.2 Verallgemeinerung der Vorgehensweise bei der Computersimulation
Zunächst sollen die Erfahrungen bei der Simulation des einfachen Beispielmodells verallgemei-
nert werden.
Die erste Frage galt sinnvollerweise der Zielstellung. Ohne eine klare Antwort darauf, kann
eine Computersimulation nicht zum Erfolg führen. Daher soll genügend Zeit aufgewendet wer-
den, um die Zielstellung so klar und präzise wie möglich zu formulieren. Das schließt nicht aus,
dass die Zielstellung später noch modifiziert werden muss, aber dennoch ist schon am Anfang
eine so genau wie irgend möglich festgelegte Zielstellung notwendig.
Das nächste zu lösende Problem ist die sinnvolle Systemabgrenzung, wobei die Zielstellung
die entscheidende Rolle spielt. Das Beispiel hat auch angedeutet, dass es notwendig werden
kann, die Systemgrenze auf der Grundlage neuer Erkenntnisse zu verändern.
Bereits für die Systemabgrenzung sind gute Kenntnisse des Realsystems (durch den
Förster) eine wichtige Voraussetzung für das Gelingen der Computersimulation. Häufig wird für
diese gute Kenntnis des Realsystems eine interdisziplinäre Zusammenarbeit notwendig, weil die
Systeme vor den Grenzen der Fachdisziplinen häufig nicht Halt machen.
Auch die nun folgende Auswahl der Zustandsgrößen, die im Modell vorkommen sollen,
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hängt von den Kenntnissen über das System, aber auch ganz besonders von der Zielstellung
ab. Wiederum stark abhängig von der Zielstellung ist die Auswahl der wichtigen, internen
und externen Relationen.
Besonders wichtig ist auch, dass man die Datenerhebung in enger Wechselwirkung mit der
Entwicklung der Modellvorstellung erfolgt. Am besten wird mit einer groben Vorstellung über
das Modell begonnen. Danach kann versucht werden, für dieses Grobmodell, Daten zu erheben.
Dann wird das Modell weiterentwickelt und präzisiert. Daraus ergibt sich, welche Daten noch
dazukommen müssen. Modellentwicklung und Datenerhebung beeinflussen sich auf diese
Weise wechselseitig.
Wichtig ist auch zu wissen, dass selbst bei präziser Zielstellung die Modellbildung kein
eindeutiger Prozess ist, sondern das hängt sehr von der Erfahrung ab. Bei der Erstellung
eines jeden Modells spielen Annahmen (hier z.B. dass, die Fressrate Kxy durch Füchse pro-
portional zur Anzahl der Füchse und gleichzeitig proportional zur Anzahl der Hasen ist) und
Näherungen (hier z.B. Ax konstante Zuwachsrate der Hasen wegen vorausgesetzter, konstanter
Geburtenrate G und konstanter Sterberate S) eine wichtige Rolle. Häufig lässt sich dabei nicht
objektiv entscheiden, welches die besseren Annahmen und Näherungen sind.
Weiterhin lässt sich verallgemeinern, dass Modelle im Allgemeinen nur wesentliche aggregierte
Größen enthalten. Daher können sie günstigstenfalls wesentliche Verhaltensweisen des Realsys-
tems richtig widerspiegeln, aber häufig keine Einzelheiten.
Ebenfalls gilt allgemein: Dynamische Modelle bestehen aus Zustandsgrößen, das sind
entsprechende Attribute von Elementen (z.B. x=Hasenzahl vom Element Hasen) und ausHilfs-
größen (z.B. die Zuwachsrate der Hasen: Ax), die die Änderung der Zustandsgrößen durch
innere Wechselwirkungen der Elemente untereinander sowie durch äußere Wechselwirkung der
Elemente mit der Umwelt beschreiben. Im Modell enthaltene, zeitlich konstante Größen heißen
Modellparameter. Im Beispiel waren das A, K1, K2 und D sowie die beiden Anfangswerte
x(t0) = x0 und y(t0) = y0, die für die Integration der Zustandsvariablen x und y benötigt
werden.
Das Beispiel hat auch verdeutlicht, dass die Verwendung von symbolischen Simulationsspra-
chen für die Erstellung und Beschreibung des Modells hilfreich und nützlich ist. Experimente
mit den Modellen indizieren Hypothesen über die Struktur und das Verhalten des Real-
systems. (Im Beispiel fand der Förster durch solche Modellexperimente die Hypothese, mittels
derer das zuvor unverstandene, kurzzeitige Anwachsen der Hasenzahlen erklärbar wurde.)
Um Fehlschlüssen vorzubeugen muss die Güte der Abbildung des Realsystems auf das
Modell ständig geprüft und beachtet werden. Bei der Validierung des Modells kann man
gar nicht vorsichtig genug sein. Der Aufwand für die Validierung hängt natürlich auch vom Ziel
der Untersuchung ab. Der Prozess der Validierung in Abhängigkeit von der Zielstellung wurde
von H. Bossel spezifiziert. Darauf wird im nächsten Abschnitt eingegangen. Über die allge-
meine Vorgehensweise bei der Computersimulation haben verschiedene Autoren berichtet.
Recht treffend werden zunächst die Phasen aufgeführt, die gewöhnlich von Personen durchlaufen
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werden, wenn sie sich zum ersten Mal mit der Computersimulation beschäftigen (Abb. 2.33).
Nach einer anfänglichen Phase der kritischen Zurückhaltung folgt gewöhnlich bald die Pha-
Typische Phasen
1. Phase: Kritische Zurückhaltung
2. Phase: Erkennen der Einfachheit des Prinzips
3. Phase: Begeisterte Anwendung
4. Phase: schlechte und fehlerhafte Ergebnisse
5. Phase: eingehendes Studium der Fehlerquellen
6. Phase: erfolgreiche Anwendung
Abb. 2.33: Typische Phasen bei Anfängern
se des Erkennens der Einfachheit des Prinzips. Darauf folgt die Phase der begeisterten
Anwendung dieses Prinzips, nach der sich in der Regel die Phase des Erhaltens schlechter
und fehlerhafter Ergebnisse anschließt. Die nachfolgende Phase ist durch ein eingehendes
Studium der Fehlerquellen gekennzeichnet. Nachdem die Fehlerquellen beseitigt sind, wird
dann schließlich die Phase der erfolgreichen Anwendung erreicht. Die Darstellung der all-
gemeinen Vorgehensweise bei der Computersimulation ist bei den verschiedenen Autoren nicht
völlig gleichartig. Besonders einleuchtend erscheint die Darstellung von G. GORDON (Abb.
2.34). Hier wird insbesondere auch die sinnvolle Parallelität und gegenseitige Beeinflussung von
Modellformulierung und Datensammlung gut zum Ausdruck gebracht. Besonders wichtig ist der
Umstand, dass in der Regel die Modellbildung im Rahmen der Computersimulation insbeson-
dere wegen des notwendigen Testes auf die Gültigkeit des Modells ein iterativer Prozess ist.
Auch dies kommt im Schema von GORDON gut zum Ausdruck.
Im Einzelnen beginnt man nach GORDON zunächst mit der Problemformulierung. Auf-
bauend darauf muss die Frage beantwortet werden, ob Aussicht besteht, das Problem mit der
Methode der Simulation lösen zu können. Kommt man dabei zu dem Schluss, dass diese Aussicht
sehr gering ist, muss versucht werden, das Problem mit anderen Methoden zu lösen. Wenn man
aber zu dem Ergebnis kommt, dass ein Versuch mit der Simulationsmethode aussichtsreich ist,
dann müssen zunächst erst einmal die Voraussetzungen geschaffen werden. Die Schaffung der
technischen Voraussetzungen war früher viel schwieriger, weil es weniger kostengünstige Rechen-
maschinen und Simulationssprachen sowie Simulationssysteme gab. Zu den Voraussetzungen
gehört aber auch, wie erwähnt, eine gute Kenntnis des Realsystems. Da es bei der Compu-
tersimulation immer häufiger auch um die Bewältigung fachübergreifender Probleme geht
(z.B. Klimamodellierung), ist es in solchen Fällen sehr wichtig, Experten aus verschiedenen
Sachgebieten zu beteiligen, die einerseits ihr Fachgebiet gut beherrschen und gleichzeitig bereit
sind, sich in die Gesamtproblematik hineinzudenken. Nach der Schaffung dieser Voraussetzungen
kann damit begonnen werden, das Modell zu formulieren. In enger Wechselwirkung damit
kann nun auch das Sammeln von Daten beginnen. Sobald eine erste Version des Modells
vorliegt, muss versucht werden, das Modell zu validieren, also zu zeigen, dass es die wesentli-
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Abb. 2.34: Ablaufschema nach GORDON [Gordon(1972)]
chen Eigenschaften richtig widerspiegelt. Erweist es sich, dass das Modell noch nicht gut genug
ist, dann muss wieder gefragt werden, ob es sich lohnt weiterzumachen und ob Aussicht be-
steht, das Modell noch zu verbessern. Das führt wieder auf die Frage zurück, ob der Einsatz
der Simulationsmethode sinnvoll ist. Lautet die Antwort ja, so ist die Modellformulierung zu
verändern und gegebenenfalls müssen weitere Daten gesammelt werden. Schließlich muss wie-
der eine Validierung des Modells versucht werden. Dieser Zyklus kann einige Male durchlaufen
werden, bis entweder der weitere Einsatz der Simulationsmethode nicht mehr sinnvoll erscheint,
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oder die Validierung ergab, dass das Modell nun hinreichend gut ist. War die Validierung erfolg-
reich, können Simulationsläufe für ein Simulationsexperiment vorbereitet und durchgeführt
werden. Die Ergebnisse, können dann analysiert und interpretiert werden. Sollte sich dabei her-
ausstellen dass die Ergebnisse inkonsistent oder unzureichend sind, muss wieder zur Frage, ob
die Simulationsmethode für dieses Problem sinnvoll einsetzbar ist, zurückgekehrt werden. Sind
die Ergebnisse jedoch überzeugend, so sollten sie ausgewertet und dokumentiert werden. Da-
zu gehört unbedingt die Dokumentation der gesamten Vorgehensweise bei der Simulation, so
dass wie beim wissenschaftlichen Experiment die Ergebnisse unabhängig reproduziert wer-
den können. Diese Aspekte sind auch im entsprechenden Schema von S. E. JORGENSEN
(1994) enthalten (Abb. 2.35). Auch hier beginnt der Prozess der Formulierung des Problems und
der Abgrenzung des zu untersuchenden Systems. Auch der enge wechselseitige Zusammenhang
von Modellformulierung und Datensammlung wird deutlich. Besonders betont wird in die-
sem Schema die Rolle der Empfindlichkeitsanalyse als wichtiger Teil des Gültigkeitstestes
sowie die Möglichkeit für Teilmodelle zunächst einen separaten Gültigkeitstest durchzuführen.
(Für die Sensitivitätsanalyse wird z.B. empfohlen, das Verhältnis von spezifischer Änderung
der Zustandsvariablen und spezifischer Parameteränderung - also (δx/x)/(δp/p) - zu untersu-
chen.) Zur Empfindlichkeitsanalyse gehört auch die Untersuchung, in welcher Weise das Modell
auf äußere Einflüsse (driving forces), die beim Realsystem auftreten können, reagiert. Au-
ßerdem wird im Schema explizit auf die Parameteroptimierung als Voraussetzung für den
empirischen Gültigkeitstest hingewiesen. (Dies ist Gegenstand des nächsten Kapitels.)
Auch an diesem Schema wird deutlich, dass die Simulation in der Regel ein iterativer Pro-
zess ist, insbesondere wenn Validierung (Gültigkeitstest) oder Parameteroptimierung (Kalibrie-
rung) nicht zufriedenstellend sind. Als Ziel von Systemsimulationen sieht S. E. JORGENSEN
hauptsächlich die Aufstellung von Prognosen an. Das ist ein sehr wichtiger und interessanter
Gesichtspunkt, denn es gibt gute Gründe für die Ansicht, dass der tiefere Sinn des Betreibens
von Wissenschaft durch die Menschen, darin besteht, bessere Prognosen über das Verhalten
unserer Umwelt zu erlangen. Gerade dies hat der Menschheit einen entscheidenden Evoluti-
onsvorteil erbracht. (Abb. 2.36) Zusätzlich findet man bei S. E. JORGENSEN auch folgende
Bemerkungen über Modelle als wissenschaftliche Hilfsmittel:
Modelle sind nützliche Instrumente, um einenÜberblick über komplexe Systeme zu erlangen.
Modelle können benutzt werden, um die Systemeigenschaften zu offenbaren. Modelle of-
fenbaren Lücken in unsererKenntnis und können deshalb benutzt werden, um Prioritäten in
der Forschung zu setzen. Hier wäre es besser das Wort „Modelle“ durch „Simulationsversuche“
oder Versuche zur Modellbildung zu ersetzen. Dies ist ein wichtiger Aspekt, denn ein weite-
rer Vorteil der Computersimulation ist, dass beim Versuch ihrer Durchführung systematisch
die Schwachstellen in der notwendigen Kenntnis über das Realsystem zutage treten und somit
sichtbar wird, an welchen Stellen gegebenenfalls spezielle Voruntersuchungen durchgeführt wer-
den müssen, um eine erfolgreiche Simulation des Systems zu ermöglichen. Modelle sind nützlich
für den Test wissenschaftlicher Hypothesen, da sie Ökosystemreaktionen simulieren können, die
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Abb. 2.35: Ablaufschema nach JORGENSEN [Jorgensen(1994)]
147
2 Die Methode der Computersimulation als Mittel zur Systemanalyse
Modelle als wissenschaftliche Hilfsmittel
• Modelle sind nützliche Instrumente, um einem Überblick über komplexe Systeme zu er-
langen.
• Modelle können benutzt werden, um die Systemeigenschaften zu offenbaren.
• Modelle offenbaren die Lücken in unserer Kenntnis und können deshalb benutzt werden,
um Prioritäten in der Forschung zu setzen.
• Modelle sind nützlich für den Test wissenschaftlicher Hypothesen, da sie Ökosystemreak-
tionen simulieren können, die mit Beobachtungen vergleichbar sind.
Allerdings gibt es bei Modellen 4 Möglichkeiten beim Test einer Hypothese gegenüber 2 Hypo-
thesen beim direkten Test ohne Modelle:
1. Das Modell ist richtig und die Hypothese ist richtig.
2. Das Modell ist nicht richtig, aber die Hypothese ist richtig.
3. Das Modell ist richtig, aber die Hypothese ist nicht richtig.
4. Das Modell ist nicht richtig und die Hypothese ist nicht richtig.
Um die Fälle 2. und 4. zu vermeiden, sollten daher nur gut geprüfte und akzeptierte Modelle
zum Test von Hypothesen über Systemeigenschaften benutzt werden. Jedoch ist die bisherige
Erfahrung mit Ökosystemmodellierung leider begrenzt.
S.E. Jorgensen, Fundamentals of Ecology: (Amsterdam, 1994)
Abb. 2.36: JORGENSON: Modelle als wissenschaftliche Hilfsmittel
dann mit Beobachtungen verglichen werden können. Bei der Beispielsystemsimulation wurde
dies angedeutet.
Weiterhin wird durch S. E. JORGENSEN [Jorgensen(1994)] darauf hingewiesen, dass es beim
Test von Modellen 4 Möglichkeiten für Schlussfolgerungen gibt, Während beim Experiment nur
2 dieser Möglichkeiten in Frage kommen. Diese 4 Möglichkeiten sind:
• Das Modell ist richtig und die Hypothese ist auch richtig.
• Das Modell ist nicht richtig, aber die Hypothese ist richtig.
• Das Modell ist richtig, aber die Hypothese ist nicht richtig.
• Das Modell ist nicht richtig und die Hypothese ist auch nicht richtig.
Praktisch muss versucht werden, die Fälle 2 und 4, bei denen das Modell nicht richtig ist,
möglichst auszuschließen. Was wiederum die Wichtigkeit eines sorgfältig durchgeführten Gül-
tigkeitstestes zeigt. Das kann sehr aufwendig und mühevoll sein. Hierin liegt möglicherweise
auch der Grund dafür, dass es für Ökosystem- und Umweltsystemuntersuchungen gar nicht so
viele gut ausgetestete Modelle gibt, wie es wünschenswert wäre.
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Abb. 2.37: Ablaufschema nach SCHMIDT, Regioplan, Passau, 1994
Auch B. SCHMIDT befasst sich schon sehr lange mit Problemen der Computersimulati-
on (Abb. 2.37). Er hat ebenfalls ein Ablaufschema für die Computersimulation veröffentlicht.
Die Rolle der Computersimulation für den wissenschaftlichen Erkenntnisprozess wird auch bei
ihm betont. Der iterative Charakter der Simulation für den Fall, dass das Validierungsresultat
unzureichend ist, wird ebenfalls angedeutet.
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Abb. 2.38: 1. Ablaufschema nach BOSSEL, [Bossel(1994b)]
Das Ablaufschema von H. BOSSEL [Bossel(1994b)] unterstreicht gut die zentrale Rolle des
Modellzwecks (Abb. 2.38 und 2.39). Auch der iterative Charakter in Abhängigkeit vom Mo-
delltest (Gültigkeitstest) ist deutlich hervorgehoben. Eine Besonderheit dieses Schemas besteht
darin, dass als Zwischenschritt noch explizit ein Wortmodell aufgeführt wurde. An anderer Stel-
le im selben Buch hat H. BOSSEL [Bossel(1994b), S. 30] den Ablauf ein bisschen anders
dargestellt. Der Unterschied ist jedoch unwesentlich. Da beim nächsten Beispiel entsprechend
diesem Schema vorgegangen werden soll, wird kurz darauf eingegangen. Am Anfang steht wieder
die Problembeschreibung und die Formulierung des Modellzwecks. Als nächstes muss die
Systemgrenze festgelegt werden. Darauf folgt zunächst die Formulierung des Wortmodells.
Anschließend werden (entsprechend dem Modellzweck) die Systemelemente und ihre Wechsel-
wirkungen (Systemstruktur) ausgewählt. Auf diese Weise kommt man dann zu einem Wir-
kungsdiagramm, das zunächst die Wechselwirkungen nur qualitativ darstellt. Danach werden
die Wechselwirkungen funktionalisiert, also mittels mathematischer Funktionen ausgedrückt,
und schließlich werden sie quantifiziert, indem den in den Funktionen enthaltenen Parametern
möglichst sinnvolle Werte zugewiesen werden. Das Simulationsdiagramm entspricht dem in
einer Symbolsprache erstellten Modell. Dies wird dann in ein Simulationsprogramm überführt,
mit Hilfe dessen die Simulationsexperimente am Computer durchgeführt werden können.
Solche Experimente können auch zur Gültigkeitsprüfung des Modells herangezogen werden.
Diese Gültigkeitsprüfung wird von H. BOSSEL in 4 Teile aufgegliedert:
1. Strukturgültigkeit
Hierbei wird geprüft, ob Realsystem und Modell hinreichend gut übereinstimmen bezüglich
der im Modell berücksichtigten Elemente und der Relationen also der Wechselwirkungen
zwischen den Elementen untereinander (interne Relationen) und der Wechselwirkung mit der
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Abb. 2.39: 2. Ablaufschema nach BOSSEL, [Bossel(1994b)]
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Umwelt (externe Relationen).
2. Verhaltensgültigkeit
Für den Nachweis der Verhaltensgültigkeit muss gezeigt werden, dass das Modell für die gesamte
Menge der möglichen Anfangsbedingungen und Umwelteinwirkungen, die im Realsys-
tem auftreten können, das gleiche dynamische Verhalten wie das Realsystem aufweist.
3. Empirische Gültigkeit
Um empirische Gültigkeit nachzuweisen, müssen die numerischen Ergebnisse für das relevante
Verhaltensspektrum des Modells mit den empirischen Daten des Realsystems überein-
stimmen. Wo keine empirischen Daten verfügbar sind, müssen die Modellergebnisse zumindest
hinsichtlich Plausibilität und Konvergenz überprüft werden. Eine wichtige Methode im Rahmen
des empirischen Gültigkeitstestes ist die Parameteroptimierung, auf die im Kapitel 3 einge-
gangen wird.
4. Anwendungsgültigkeit
Für die Anwendungsgültigkeit muss nachgewiesen werden, dass das erstellte Modell dem Zweck
der Systemstudie entspricht und das Modell die Art von Informationen bereitstellen kann, die
zur Erreichung der Zielstellung notwendig sind.
Insbesondere die Forderung nach Anwendungsgültigkeit erscheint sehr selbstverständlich. Da
aber in der Praxis diese Forderung häufig nicht erfüllt wurde, ist es dennoch sinnvoll, diese
Forderung ausdrücklich mit aufzuführen. Nach dem erfolgreichen Gültigkeitstest lässt sich dann
das Modell für den anfangs festgelegten Zweck einsetzen.
Nach den Betrachtungen zur allgemeinen Vorgehensweise bei der Computersimulation soll
die Vorgehensweise noch anhand eines zweiten Beispiels demonstriert werden. Dieses Beispiel
stammt von H. Bossel (1994) und hat schon etwas mehr mit der Problematik der Umweltsys-
temanalyse zu tun, obwohl es ebenfalls außerordentlich einfach ist. Hierbei wird eine andere
Symbolsprache verwendet. Bei der Behandlung dieses Beispiels liegt der Schwerpunkt auf der
Herangehensweise, wie sie von H. Bossel empfohlen wird und insbesondere auf der Realisie-
rung der Regel „So einfach wie möglich und so kompliziert wie nötig“. Daher wird es nicht ganz
so ausführlich wie das zuvor demonstrierte Räuber-Beute-Beispiel behandelt.
2.6 Vorgehensweise nach BOSSEL am Beispiel eines stark vereinfachten
Weltmodells über Mensch-Umwelt-Wechselwirkungen
2.6.1 Einfaches Beispiel zur Vorgehensweise bei der Simulation nach BOSSEL
Bei der Behandlung des angekündigten Beispiels wird in der von H. BOSSEL vorgeschlagenen
Reihenfolge verfahren [Bossel(1994a)].
1. Problem und Modellzweck
„Es soll im Weltmaßstab versucht werden, mit einer möglichst geringen Zahl an Zustandsgrößen
qualitativ richtige Entwicklungstendenzen abzuleiten, die sich als Folge von Bevölkerungs- und
Wirtschaftsentwicklung ergeben können. Falls sich langfristig instabiles Verhalten andeutet, soll
152
2.6 Vorgehensweise nach BOSSEL am Beispiel eines stark vereinfachten Weltmodells
getestet werden, ob und wie dennoch eine katastrophenvermeidende Stabilisierung der Entwick-
lung erreicht werden kann.“
2. Systemabgrenzung
Da das Problem im Weltmaßstab untersucht werden soll, hat das System notwendigerweise glo-
bales Ausmaß.
3.Konzept und Wortmodell
„Die natürliche Umwelt und die natürlichen Ressourcen werden gegenwärtig zunehmend be-
lastet. Dies beruht auf einer ständigen Zunahme der Bevölkerung und in Verbindung damit
auch einer Zunahme des Verbrauchs verschiedener Rohstoffe, die dann nach ihrem Gebrauch
als Abfallstoffe an die Umwelt abgegeben werden. Als wichtige Größe zur Charakterisierung
dieser Ressourcen kann der Pro-Kopf-Verbrauch an Rohstoffen und Energie angesehen werden.
Dieser spezifische Verbrauch steigt auch bei wachsender Umweltbelastung (wegen der wach-
senden Aufwendungen für Umweltschutz und der schwieriger werdenden Abbaubedingungen
für Ressourcen). Mit wachsendem, spezifischem Konsum verbessern sich aber die Versorgungs-
möglichkeiten der Bevölkerung, was sich auf das Bevölkerungswachstum auswirkt. Gleichzeitig
ergeben sich wegen der wachsenden Umweltbelastung mit Schadstoffen und der abnehmenden
natürlichen Ressourcenbasis Rückwirkungen auf die Gesundheit und Lebenserwartung der Be-
völkerung. Die Umweltbelastungen und die Eingriffe in die natürliche Ressourcenbasis führen zu
wachsenden gesellschaftlichen Kosten, die wiederum ein zunehmendes gesellschaftliches Handeln
erwarten lassen, um schädlichen Entwicklungen entgegen zu wirken. Bei zu starkem Bevölke-
rungswachstum wird es z.B. in Richtung der Vermeidung des Bevölkerungswachstums wirken.“
Analysiert man diesen Text auf seine wesentliche Substanz, so stellt sich heraus, dass man den
Inhalt in folgenden 9 Aussagen zusammenfassen kann: Mit wachsender Bevölkerung (VOLK)
wächst auch die Umwelt- und Ressourcenbelastung (LAST). Durch die Kurzform V olk ↑ Last ↑
soll ausgedrückt werden, dass sich bei Vergrößerung der Zustandsvariablen VOLK auch die
Zustandsvariable LAST vergrößert, so wie es dem Wortmodell entspricht. Somit gilt:
V OLK ↑ LAST ↑
Mit wachsender Umwelt- und Ressourcenbelastung wächst auch der spezifische materielle Ver-
brauch (KONS).
LAST ↑ KONS ↑
Mit dem Wachstum des spezifischen materiellen Verbrauchs wächst auch die Umwelt- und
Ressourcenbelastung.
KONS ↑ LAST ↑
Mit wachsendem spezifischem materiellem Verbrauch (und damit verbundener Verbesserung
der materiellen Bedingungen) wächst auch die Bevölkerungszahl.
KONS ↑ V OLK ↑
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Mit wachsender Umwelt- und Ressourcenbelastung vermindert sich die Bevölkerungszahl. (Des-
halb geht einer der Pfeile in die andere Richtung.)
LAST ↑ V OLK ↓
Mit wachsender Umwelt - und Ressourcenbelastung wachsen auch die gesellschaftlichen Kosten
(KOST).
LAST ↑ KOST ↑
Mit wachsenden gesellschaftlichen Kosten ist mit wachsendem gesellschaftlichem Handeln (HAND)zu
rechnen.
KOST ↑ HAND ↑
Gesellschaftliches Handeln wird bei zu starkem Bevölkerungswachstum die Verringerung dieses
Wachstums bewirken.
HAND ↑ V OLK ↓
Gesellschaftliches Handeln wirkt sich bei zu hohem spezifischem materiellem Verbrauch verrin-
gernd auf diesen Verbrauch aus.
HAND ↑ KONS ↓
4. Entwicklung der Wirkungsstruktur
Das Wortmodell legt bereits die Modellstruktur (Elemente, Attribute und Relationen) qualitativ
fest. Ausgehend von der Kurzfassung des Wortmodells, lässt sich daher leicht das Wirkungsdia-
gramm konstruieren (Abb. 2.40):
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Abb. 2.40: Stark vereinfachtes Weltmodell [Bossel(1994b)]
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Die Plus-Zeichen an den Pfeilen bedeuten, dass sich der Wert der Variablen auf die der Pfeil
zeigt, erhöht, wenn sich der Wert der Variablen vergrößert, von der der Pfeil ausgeht. Ein
Minuszeichen am Pfeil bedeutet dagegen, dass sich beim Erhöhen des Wertes der Variablen,
von der der Pfeil ausgeht, der Wert der Variablen auf die der Pfeil zeigt, verkleinert. Dieses
Wirkungsdiagramm lässt schon erkennen, dass das Modell drei positive und vier negative
Rückkopplungen enthält.
Das Wirkungsdiagramm verdeutlicht weiterhin, dass sich die Werte der Variablen KOST und
HAND immer in die gleiche Richtung wie die Werte der Variablen LAST verändern werden.
Daher werden die Zustandsvariable „Gesellschaftliche Kosten“ (KOST) und die Zustandsvariable
„Gesellschaftliches Handeln“ (HAND) nicht notwendig gebraucht, zumal in der Zielstellung
eine möglichst geringe Zahl von Zustandsvariablen gefordert wird. Diese Variablen werden daher
bei der weiteren Modellformulierung ausgeschlossen.
5. Funktionalisierung
Als nächstes werden die Wechselwirkungen mittels mathematischer Funktionen be-
schrieben. Im Beispiel werden dazu folgende Annahmen gemacht:
Die Zuwachsrate (dV/dt) bei der Bevölkerung (V OLK → V ) setzt sich zusammen aus zwei
Anteilen, die beide von der Umweltbelastung (LAST → L) herrühren. Ein Anteil (−0, 1 ∗ L)
rührt vom Einfluss der Umweltbelastung auf die Gesundheit her, während der zweite Anteil
(−0, 1 ∗ c ∗ L) über das Handeln der Bevölkerung zustande kommt. Die Faktoren 0,1 bzw. 0,1c
u.a. müssen sinnvoll ermittelt werden (z.B. durch Nutzung von Expertenwissen und mittels
spezieller Befragungen oder Literaturstudium...). Schließlich kommt noch ein dritter mit der
Konsumption (KONS → K) zusammenhängender Anteil (0, 3 ∗ K) dazu. Insgesamt ergibt
sich:
dV/dt = −1(1 + c)L+ 0, 3K
Die Zuwachsrate (dK/dt) hat nur zwei Anteile, die von der Konsumption (K) und von der
Bevölkerung (V) herrühren. Mit der Annahme, dass beide Vorfaktoren gleich 1,0 sind, ergibt
sich:
dK/dt = K + V
Die Zuwachsrate (dL/dt) besteht ebenfalls aus zwei Anteilen, die beide auf den Einfluss der
Umweltbelastung beruhen, wobei der eine Teil (-cL) über das reagierende Handeln der Bevöl-
kerung bewirkt wird, während der andere Teil (1,1L) von den wachsenden Aufwendungen für
Umweltschutz mit wachsender Umweltbelastung herrührt.
dL/dt = (1, 1− c)L
In der vorliegenden Form enthält das Modell nur einen Parameter, c, der die Stärke des ge-
sellschaftlichen Handelns bezüglich des Abbremsens des Bevölkerungs- und Konsumwachstums
repräsentiert.
6. Quantifizierung
156
2.6 Vorgehensweise nach BOSSEL am Beispiel eines stark vereinfachten Weltmodells
Auf die Quantifizierung (zahlenmäßige Bestimmung der verwendeten Faktoren an den Relati-
onspfeilen) wird hier nicht explizit eingegangen. Da es sich nur um ein sehr einfaches qua-
litatives Modell zu Demonstrationszwecken handelt, wurde die von H. BOSSEL angegebenen
Werte übernommen. Bei realitätsnahen Modellen ist für die Quantifizierung in der Regel eine
besonders gute Kenntnis über das System notwendig.
Für die symbolische Darstellung nach der von H. BOSSEL im Zusammenhang mit der Simu-
lationssprache SIMDIS entwickelten Symbolsprache SIMDYS [Bossel(1994a)] gilt hier, dass die
Kästchen Zustandsvariable repräsentieren. Jeder Pfeil, der zu einem Kästchen zeigt, reprä-
sentiert einen Beitrag zur Zuwachsrate der dem Kästchen entsprechenden Zustandsvariablen.
Wenn ein Pfeil aus einem Kästchen für eine Zustandsvariable entspringt, so repräsentiert er
der Wert dieser Zustandsvariablen. Falls an den Pfeil zusätzlich Größen heran geschrieben sind,
so werden diese Größen mit dem multipliziert, was der Pfeil schon repräsentiert. Kommt bei-
spielsweise der Pfeil aus dem Kästchen für die Zustandsvariable Y und ist neben dem Pfeil ein
a geschrieben, so repräsentiert dann der Pfeil einen Beitrag der Größe a ∗ Y .
7. Test auf Modellgültigkeit
a) Strukturgültigkeit
Prüfkriterien für Strukturgültigkeit sind:
• Sind alle wichtigen Elemente im Modell enthalten?
• Sind alle wichtigen internen und externen Relationen enthalten?
Hinsichtlich des formulierten Modellzweckes, mit einer möglichst kleinen Zahl von Zustands-
größen qualitativ richtige Aussagen zu erzielen, scheint das Modell hinreichend strukturell
gültig zu sein.
b) Verhaltensgültigkeit
Prüfkriterien für Verhaltensgültigkeit sind:
• Ist die Widerspiegelung der Geschwindigkeit von Veränderungsprozessen hinreichend
gut?
• Werden Schwingungsperioden hinreichend gut widergespiegelt?
• Werden Minimal- und Maximalwerte hinreichend gut widergespiegelt?
• Werden Phasenverschiebungen zwischen Zustandsgrößen hinreichend gut widergespie-
gelt?
• Werden Gleichgewichtswerte hinreichend gut widergespiegelt?
• Wird das Verhalten unter extremen Bedingungen hinreichend gut widergespiegelt?
• Ist das Modellverhalten insgesamt plausibel?
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Welche der Prüfkriterien im Einzelfall besonders wichtig sind, hängt vom Modell und insbeson-
dere vom Zweck der Simulation ab. In diesem Rahmen sind die Eigenschaften des betrachteten
Modells plausibel und die Verhaltensgültigkeit kann als erfüllt angesehen werden.
c) Empirische Gültigkeit
Prüfkriterien für empirische Gültigkeit sind:
• Ist die zahlenmäßige Übereinstimmung der Modellwerte mit entsprechen Mess-
werten am Realsystem hinreichend gut?
• Sind die Modellparameterwerte in hinreichender Übereinstimmung mit den entspre-
chenden realen Werten?
Die empirische Gültigkeit ist bei dem einfachen qualitativ ausgerichteten Modell offensichtlich
nicht erfüllt.
d) Anwendungsgültigkeit
Prüfkriterien für Anwendungsgültigkeit sind:
• Enthält das Modell die notwendigen Elemente, Relationen und Eigenschaften,
dass es im Sinne der gegebenen Zielstellung angewendet werden kann?
• Ist das Modell in der Lage, die für die Zielstellung notwendigen Informationen
bereitzustellen.
Da in der Zielstellung im vorliegenden Fall nur Minimalforderungen enthalten sind, die vom
Modell erfüllt werden, kann die Anwendungsgültigkeit als erfüllt betrachtet werden.
8. Modellexperiment und Auswertung
Wie unter „5. Funktionalisierung“ erläutert wurde, regelt der Parameter c die Stärke der Gegen-
wirkungen der Menschen, wenn die Umweltbelastung LAST zu groß wird (Abb. 2.41). Daher
erscheint interessant, wie das Modellverhalten bei Veränderung des Wertes des Parameters c
beeinflusst wird. Ist c klein (c = 1, 06) so nimmt die Umweltbelastung schnell zu und wirkt
destabilisierend. Bei etwas größeren Werten für c (c = 1, 07 und c = 1, 08), ist das Verhalten
qualitativ gleich, nur dass das Wachstum etwas langsamer erfolgt. Bei noch größeren Werten
für c (c = 1, 09 und c = 1.10) stabilisiert sich das System und schwingt mit relativ kleinen
Amplituden. Wächst c dann noch weiter, so werden die Schwingungsamplituden deutlich größer
und das System wird in anderer Weise instabil. Die sich vergrößernden Schwingungsamplituden
deuten auf eine Übersteuerung des Systems hin.
Offenbar lässt sich mit diesem einfachen Modell nicht viel experimentieren, da das der Zielstel-
lung entsprechende Bestreben nach großer Einfachheit dazu führte, dass das Modell schließlich
zu einfach wurde. Daher wird im Folgenden versucht, das Modell zu erweitern durch detail-
liertere Beschreibung der durch die Relationen verursachten Teilprozesse. Da dabei die von H.
BOSSEL [Bossel(1994a)] entwickelte Symbolsprache benutzt wird, wird diese Symbolsprache
zunächst etwas umfassender erläutert.
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Abb. 2.41: Modellkurven: LAST(t) für c-Werte [Bossel(1994b)]
2.6.2 Die Symbolsprache von BOSSEL
Auch bei dieser Symbolsprache werden die Werte der Zustandsvariablen durch Kästchen sym-
bolisiert (Abb. 2.42). Die Summanden der Zuwachsraten für die Zustandsvariable werden durch
Pfeile charakterisiert, die auf das entsprechende Kästchen zeigen. Entspringt ein Pfeil einem
Kästchen, ist ihm automatisch der Wert der Zustandsvariablen zugeordnet, die durch dieses
Kästchen repräsentiert wird. Größen, die neben einem Pfeil aufgeführt sind, wirken als Fak-
toren, mit denen der Wert, der bisher durch den Pfeil symbolisiert wurde, multipliziert wird.
Treffen zwei Pfeile auf einen Kreis, so werden die durch sie symbolisierten Größen entsprechend
dem im Kreis aufgeführten Verknüpfungssymbol verknüpft und das Resultat dieser Verknüpfung
wird durch den vom Kreis wegführenden Pfeil symbolisiert. Das Symbol für die Schaltfunktion
bedeutet, dass entweder die durch den von links kommenden Pfeil repräsentierte Größe oder
die durch den von rechts kommenden Pfeil repräsentierte Größe mit dem nach unten herauszei-
genden Pfeil verbunden wird, je nach dem, ob der Wert der durch den von oben kommenden
Pfeil repräsentierten Größe kleiner oder größer/gleich Null ist. Jedes Kästchen symbolisiert den
Wert der entsprechenden Zustandsvariablen, wie er sich aus der Integration der durch die zum
Kästchen zeigenden Pfeile repräsentierten additiven Beiträge zur Zuwachsrate ergibt. Wichtig
ist, dass auch ein Symbol für die Berücksichtigung vom Zeitverzögerungen vorgesehen ist. Denn
für das reale Verhalten vieler wichtiger Systeme in den Bereichen Wirtschaft, Umwelt, Biologie
u.a. haben Zeitverzögerungen einen wesentlichen Einfluss, deren Bedeutung häufig noch nicht
159
2 Die Methode der Computersimulation als Mittel zur Systemanalyse
Abb. 2.42: Symbole für Algebraische Operationen [Bossel(1994a)]
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ausreichend erkannt wurde.
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Abb. 2.43: Detailliertes Modell
2.6.3 Erweiterung und Detaillierung des einfachen Beispiels
Nachdem sich das Modell des einfachen Beispiels als etwas zu grob erwies, soll als Beispiel für eine
derartige Vorgehensweise das Modell feiner aufgegliedert werden. Hierfür werden die bisherigen
Zustandsvariablen in Teilmodelle umgewandelt. Aus der Zustandsvariablen Bevölkerung VOLK
wird ein einfaches Populationsmodell, wie es schon bei der Ableitung des Räuber-Beute-Modells
erwähnt wurde. Dadurch werden zwei zusätzliche Parameter (die spezifische Geburtenrate b und
die spezifische Sterberate d ) ins Modell integriert. Wodurch u.a. später die Untersuchung des
Modellverhaltens in Abhängigkeit von diesen Parametern möglich wird. Ähnlich wird die Zu-
standsvariable spezifische Konsumption KONS in ein einfaches logistisches Wachstumsmodell
überführt, wie es auch schon zur Berücksichtigung der Wachstumsgrenze im Räuber-Beute-
Modell verwendet wurde. Aus der Zustandsvariablen Umweltbelastung LAST wird ein kleines
Modell, das u.a. berücksichtigt, dass Umweltbelastungen zunächst proportional zur Belastung
abgebaut werden können, jedoch ab einer gegebenen Grenze L* dieser Abbau nicht weiter zu-
nimmt. Durch Zusammenkopplung dieser drei Teilmodelle entsprechend dem Sinn des Aus-
gangsmodells wird schließlich ein detaillierteres Modell erhalten, mit dem dann detailliertere
Untersuchungen möglich sind (Abb. 2.43). Entsprechend der geschilderten Bedeutung der Pfei-
le, die auf die Zustandsvariable repräsentierenden Kästchen zeigen, werden in eindeutiger Weise
folgende Modellgleichungen erhalten:
dV/dt = bV g(L∗/L)K − dV L
dL/dt = eKV − aL∗
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(für L > L∗)
dL/dt = eKV − aL
(für L > L∗)
dK/dt = cKL(1−KLf)
mit den Anfangsbedingungen: V0 = 1, L0 = 1,K0 = 1
2.6.4 Simulationsexperiment mit dem detaillierteren Modell
Der Parameter f = 1/K∗ hat in diesem erweiterten, detaillierteren Modell die Bedeutung
einer reziproken oberen Grenze K∗ für den spezifischen Konsum. Im Simulationsexperiment soll
untersucht werden, wie sich diese Begrenzung der spezifischen Konsumption auswirkt (Abb.
2.44).
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Abb. 2.44: Ergebnisse des detaillierteren Weltmodells
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Wenn die Konsumption nicht eingeschränkt wird (f=0), wächst die Umweltbelastung derart
stark, dass die Bevölkerung trotz wachsender spezifischer Konsumption zurückgeht. Es findet
praktisch eine durch ungebremstes Wachstum verursachte Katastrophe statt und das System
wird dabei instabil. Wird nun eine Grenze eingeführt (f=0,03), so schwanken die Zustandsgrö-
ßen zunächst noch beträchtlich, aber später klingen diese Schwingungen ab und das System
stabilisiert sich. (Hierbei ist zu beachten, dass sich die Zeit gegenüber der vorangegangenen
Darstellung über einen 10mal größeren Bereich erstreckt.) Bei stärkerer Beschränkung der spe-
zifischen Konsumption (also größerem f-Wert f=0,10) ist dieser Stabilisierungseffekt deutlicher
ausgeprägt. Bei einer noch stärkeren Beschränkung der spezifischen Konsumption (f=1,00) bil-
det sich schnell eine stabile Situation mit einer relativ hohen Bevölkerung und einer relativ
niedrigen spezifischen Konsumption heraus. Lässt man außer für b alle Werte ungeändert, und
Abb. 2.45: Ergebnis für Halbierung der Geburtenrate
halbiert den Wert für die Geburtenrate, so stabilisiert sich die Bevölkerungszahl ohne anfängli-
che Schwingungen auf einen Wert von etwa 80% des Wertes, der sich in der vorherigen Situation
ergab (Abb. 2.45). Auch die Umweltbelastung L und die spezifische Konsumption K sinken dann
um ca. 20% ab. Natürlich ist auch jetzt das Modell noch sehr einfach und unvollkommen, aber
mit der vorherigen Version ließe sich nicht mal der Einfluss der Änderung der Geburtenrate
untersuchen, da dieser Parameter gar nicht vorkam. Schon die Untersuchung der Eigenschaften
kleiner Modelle kann recht aufwendig sein. Bei großen Modellen gibt es auch eine große Viel-
falt von Untersuchungsmöglichkeiten. Entsprechend schwierig ist dann auch der Gültigkeitstest
(Tab. 2.1). Zum Abschluss dieses Kapitels soll ein Beispiel für ein großes Modell kurz charakte-
risiert werden. Im Kapitel 6 wird dann auf dieses von Forrester und Meadows für den Club of
165
2 Die Methode der Computersimulation als Mittel zur Systemanalyse
Nr. Teilmodell Zustandsvariable
1 Umweltverschmutzung Technologie zur Bekämpfung von
Umweltverschmutzung; Umweltver-
schmutzung; (bebaute Landflächen s.
4.c)
2 sich erschöpfende Ressourcen sich erschöpfende Ressourcen; Techno-
logie der Ressourcenschonung
3 Bevölkerung Bevölkerung von 0 - 14 Jahren; Bevöl-
kerung von 15 - 44 Jahren; Bevölke-
rung von 44 - 65 Jahren; Bevölkerung
> 65 Jahre
4 Landwirtschaft
4.a Nahrungsmittelerzeugung landwirtschaftlicher Input; Technolo-
gie für Ertrag der Landfl.; wahrge-
nommene Ernährungsrate; (bebauba-
re Landflächen s. 4.c); (Bodenfrucht-
barkeit s. 4.b)
4.b Bodenfruchtbarkeit Bodenfruchtbarkeit
4.c Landentwicklung und Landverlust potentielle bebaubare Landflä-
chen; bebaute Landflächen; städti-
sche/industrielle Landflächen;
5 Wirtschaft
5.a Industrieoutput Industriekapital
5.b Dienstleistungsoutput Dienstleistungskapital
5.c Arbeitsplätze Anteil der verzögerten Nutzung von
Arbeitskräften
Tab. 2.1: Teilmodelle und Zustandsvariable des Modells World3
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Rome erstellte Weltmodell etwas näher eingegangen. Es besteht aus 18 Zustandvariablen und 5
Teilmodellen, von denen zwei in jeweils 3 weitere Untermodelle gegliedert sind.
Abb. 2.46: DYNAMO-Symbolbild des Weltmodells „Word3“
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Das Symbolbild (Abb. 2.46) deutet die erhebliche Komplexität dieses Modells an. Ein derarti-
ges Modell lässt sich in der Vorlesung nicht sinnvoll behandeln. Daher wird in Kapitel 4 auf ein
relativ einfaches Wachstumsmodell mit nur einer Zustandsvariablen ausführlich eingegangen,
mit dessen Hilfe die wichtigsten Schlussfolgerungen, auf die das Weltmodell führte, ebenfalls
erhalten werden können. Darüber hinaus führt das einfache Modell zu zusätzlichen wichtigen
Resultaten und Schlussfolgerungen. In der Tat ist es nicht einfach, Wissen über das Verhalten
rückgekoppelter Systeme in Form von Vorlesungen zu vermitteln. Darüber schrie H. BOSSEL
[Bossel(1985)] bereits 1985 treffend (Abb. 2.47): Aus diesem Grunde werden die Beispiele zur
„Kybernetisches Wissen läßt sich kaum über Vorlesungen und Lehrbücher vermitteln, genauso-
wenig, wie man das Fahrradfahren nach einer schriftlichen Anleitung erlernen kann. . . . Es bleibt
aber die Möglichkeit, die Struktur und die Dynamik solcher Systeme auf dem Rechner nachzu-
bilden und diese Systemmodelle dann unter den verschiedensten Bedingungen am Bildschirm zu
’fahren’, bis sich das kybernetische Wissen über dieses System, das Gefühl für sein Verhalten
unter verschiedenen Bedingungen eingestellt hat.“
Abb. 2.47: BOSSEL-Zitat [Bossel(1985)]
Systemsimulation zunächst abgebrochen. Als Nachtrag zum empirischen Gültigkeitstest sowie
als Voraussetzung für das Verständnis von Kapitel 4 wird zunächst das Kapitel 3 über Parame-
teroptimierung behandelt.
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Zunächst sollen ein paar Bemerkungen darüber vorangestellt werden, warum dieses Kapitel in
die Vorlesung aufgenommen wurde. Dafür gibt es 3 Gründe: Es ist ein wichtiges und interessan-
tes Problem, das in vielen Wissensbereichen auftritt. Die Beherrschung der Lösungsmethoden
ist daher nützlich bei wissenschaftlichen Arbeiten aber auch zur Lösung vieler praktischer, an-
wendungsbezogener Fragen. Es gibt leider in Deutschland gar nicht so viele Wissenschaftler
und Praktiker, die das gut können. Deswegen kann es nur gut sein, wenn Sie davon etwas
verstehen. Die Auseinandersetzung mit dieser Problematik ist eine Voraussetzung für das bes-
sere Verständnis der Resultate zur Untersuchung von Wachstumsprozessen, die im folgenden
Kapitel dargelegt werden. Der dritte Grund besteht darin, dass derartige Methoden zum Test
der empirischen Gültigkeit von Modellen benötigt werden. Aus Kapitel 2 ging hervor, dass der
Gültigkeitstest entscheidend für die sinnvolle Anwendung von Computersimulationen ist, daher
kann Kap. 3 auch als wichtiger Nachtrag und Ergänzung zu Kap. 2 betrachtet werden.
3.1 Problemstellung
3.1.1 Test der empirischen Gültigkeit von Modellen
Beim Test der empirischen Gültigkeit geht es um die Frage, ob es eine Kombination von Modell-
parametern im sinnvollen Bereich gibt, welche zu Modellwerten führen, die im Rahmen der
Messfehler mit entsprechenden Werten des Realsystems übereinstimmen. Das Modell wäre
dann empirisch richtig und es besteht die Möglichkeit, dass das Modell das Objekt richtig wi-
derspiegelt. Aber es gibt prinzipiell keinen Beweis dafür. Es wird nur eine notwendige Bedingung
erfüllt.
3.1.2 Bestimmung von Parameterwerten
Der zweite Zweck der Parameteroptimierung besteht darin, die Werte von Parametern zu
bestimmen. Hier nimmt man an, dass das Modell richtig ist und die genauen Werte und
möglicherweise auch die Vertrauensbereiche für die Modellparameter ermitteln werden sol-
len. Man geht also von der Annahme aus, dass das Modell die Realität sinnvoll widerspiegelt
und interessiert sich für die Werte der im Modell enthaltenen Parameter. Häufig kommt es auch
vor, dass man beide Zwecke gleichzeitig verfolgt. Dann interessiert, ob das Modell überhaupt
empirisch gültig ist und welche optimalen Werte die Parameter haben. Dies wäre z.B. eine mög-
liche Fragestellung bei dem im Kap. 2 behandelten Beispiel mit dem Räuber-Beute-Modell.
Da ging es zunächst darum herauszufinden, ob man überhaupt die plötzliche starke Vermehrung
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der Hasen erklären kann. Zusätzlich könnte man aber auch daran interessiert sein, die Parame-
terwerte zu bestimmen, um z.B. zu wissen, welche Sterbe- und Geburtenraten da eine Rolle
gespielt haben.
Die Vorgehensweise bei der Untersuchung der emprischen Gültigkeit und bei der Bestimmung
der Parameterwerte ist formal dieselbe.
3.2 Parameteroptimierung, Parameterkalibrierung oder Parameteridentifikation
3.2.1 Einführung in die Problematik
Räuber-Beute-Modell
dx
dt
= AX
(
1− X
B
)
−K1XY
dy
dt
= K2XY −DY
l = 2
Parameter:
−→p =

P1
P2
P3
P4
P5
P6
P7

=

A
B
K1
K2
D
X0
Y0

m=7
Abb. 3.1: Beispiel: Räuber-Beute-Modell - Kurven- und Datenwerte
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Abb. 3.2: Räuber-Beute-Modell Grafik
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Auch hier soll das Problem zunächst an einem Beispiel erläutert werden. Dazu bietet sich
das schon in Kapitel 2 behandelte Räuber-Beute-System mit beschränkter Beutezahl an (Abb.
3.1). In diesem Fall gab es 2 Zustandsvariable: die Hasenzahlen X(t) und die Fuchszahlen Y (t).
Beide Zustandsvariablen wurden zu verschiedenen Zeitpunkten insgesamt n mal gemessen. Das
führte für jede Zustandsvariable zu n Datenwerten Xdk und Y
d
k mit k = 1 . . . n. Der obere
Index d weist auf „Datenwert“ hin. Würde man die Hasenzahlen mit X1(t) und die Fuchszahlen
mit X2(t) bezeichnen, so könnte man die gesamten Daten auch durch Xdjk mit j = 1 . . . l und
k = 1 . . . n kennzeichnen. Der Index d weist wieder darauf hin, dass es sich um Datenwerte
handelt. Der Index j kennzeichnet die Zustandsvariable und der Index k bezeichnet den k-ten
Datenwert. Um es noch einfacher zu machen, soll zunächst ein eindimensionales Modell in Form
des exponentiellen Wachstums betrachtet werden. Dafür gilt:
X(t) = X(t0)ec(t−t0)
Dieses Modell enthält zwei Parameter: X(t0), den Wert bei to und c den relativen Zuwachs. Für
ausgewählte Anfangsparameter könnte die Modellkurve (1) relativ zu den Datenwerten, z.B.
wie auf der Skizze angedeutet, verlaufen (Abb. 3.3): Offenbar kommt der Modellkurvenverlauf
Abb. 3.3: Modellkurven und Datenwerte
2 dem Datenverlauf näher, wenn ausgehend vom Kurvenverlauf 1 die Werte des Parameters
c vergrößert wird.(Kurve (2)). Durch zusätzliche Vergrößerung des Parameterwertes x0 kann
der Kurvenverlauf den Daten noch weiter angenähert werden. Die beiden Parameter X(t0)
und c können auch mit p1 und p2 benannt werden. Jedes Wertepaar der beiden Parameter
lässt sich dann leicht als Parameterkombination oder Parametervektor −→p = (p1, p2) schreiben.
Das Problem der Parameteroptimierung besteht nun darin, diejenige Parameterkombination−→
p∗ = (p∗1, p∗2) zu finden, für die die Modellwerte Xk so nahe wie möglich bei den entsprechenden
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Datenwerten Xdk liegen.
Im allgemeineren Fall bei Modellen mit m Parametern und l Zustandsvariablen besteht
das Problem besteht darin, eine Parameterkombination
−→
p∗ = (p∗1, . . . , p∗m) für das Modell
zu finden, die solche Modellwerte Xj,k(p) liefert, die möglichst nah an entsprechenden
Messwerten (Xdjk mit j = 1 . . . l und k = 1 . . . n) aller j Zustandsvariablen und aller n
Messwerte liegen, die am Realsystem ermittelt wurden.
Die den Datenwerten Xdjk entsprechenden Modellwerte Xj(
−→p ) sind abhängig von den Mo-
dellparameterwerten pi mit i = 1 . . .m, wobei der sinnvolle Bereich für die Parameterwerte
durch pui < pi < p
o
i gekennzeichnet wird. Die Grenzen für die sinnvollen Parameterbereiche i.A.
ergeben sich i.A. aus Kenntnissen über die Eigenschaften des zu modellieren Systems. Durch
die Vorgabe solcher Grenzen wird vermieden, dass nach optimalen Parameterkombinationen
außerhalb dieser Grenzen gesucht wird. Um die Parameterwerte zu optimieren und entspre-
chend der Zielstellung, die Modellwerte möglichst den Datenwerten anzunähern, wird zunächst
eine Abstandsfunktion definiert, die mit dem Abstand zwischen Datenwerten und zugehörigen
Modellwerten wächst. Diese Abstandsfunktion wird dann in Abhängigkeit von den Parameter-
werten minimiert. Bevor konkrete Abstandsfunktionen erläutert werden, soll das Prinzip noch
am Beispiel des exponentiellen Wachstums konkreter erläutert werden.
Nehmen wir an, ein Direktor eines Produktionsbetriebes möchte wissen, ob die Produktion
in den letzten 10 Jahren mit einem gleichbleibenden Prozentsatz gewachsen ist und wenn ja,
so interessiert ihn auch die Höhe dieses prozentualen Zuwachses. Dazu müsste er die Produk-
tionsdaten mit dem Modell für exponentielles Wachstum vergleichen, denn dieses Modell
beschreibt Wachstum mit gleichbleibenden relativem Zuwachs.
Das Modell für exponentielles Wachstum hat die Form:
dX/dt = cX
Diese Gleichung lässt sich analytisch integrieren und man erhält dann:
X(t) = X(t0)exp(ct)
Offensichtlich enthält dieses Modell nur eine Zustandsvariable X, also gilt l = 1. Auch hier ist
der Anfangswert X0 = X(t0) nicht exakt bekannt, daher gibt es in diesem Fall zwei Para-
meter: den relativen Zuwachs c und den Anfangswert X0. Gelingt es nun, für die beiden
Parameter im zulässigen Bereich solche Werte zu finden, dass die Exponentialkurve von den 10
Produktionswerten weniger als die Ermittlungsgenauigkeit entfernt ist, so kann das exponenti-
elle Wachstum als gültiges Modell betrachtet werden und der ermittelte Wert des Parameters
c ist die gesuchte mittlere relative Zuwachsrate.
Mit demselben Modell könnten Sie auch ein anderes Problem untersuchen. Angenommen
Sie haben das Sparbuch ihrer Großmutter geerbt, auf das zuletzt vor Jahrzehnten eingezahlt
wurde und bei dem nie etwas abgehoben wurde. Nun interessiert Sie, wie hoch der durch-
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schnittliche Jahreszins seit der letzten Einzahlung war und ob es einen solchen konstanten Zins
in dieser Zeit gab. Da der Zins gewöhnlich im Zeitraum von Jahrzehnten beträchtlich schwankt,
wird sich kaum eine Parameterkombination finden lassen, die alle Modellwerte ausreichend nahe
an die Guthabenwerte der Großmutter heranbringt. Daher kann in diesem Fall das Modell des
exponentiellen Wachstums nicht als empirisch gültiges Modell betrachtet werden. Dennoch
kann man es benutzen, um den mittleren relativen Zuwachs (in diesem Fall den mittleren Zins)
zu bestimmen und auch um die Abweichungen der realen Entwicklung des Guthabens von
der Entwicklung bei gleichbleibendem Zins (also vom exponentiellen Wachstum) zu quantifi-
zieren. Häufig geben gerade die Abweichungen der Datenwerte von den Modellwerten wichtige
Hinweise auf Besonderheiten des realen Prozesses. Im nächsten Kapitel wird darauf u.a. noch
näher eingegangen.
3.2.2 Abstandsfunktion für eindimensionale Modelle (l=1)
Um nun die optimalen Parameterwerte für die Beschreibung der Daten zu bekommen, mini-
miert man eine Abstandsfunktion, die um so größer ist, je größer die Abstände sind zwischen
dem Modell und den Datenpunkten. Solche Abstandsfunktionen muss man sich zuvor definieren
oder auswählen. Zunächst soll eine Abstandsfunktion für den einfachen Fall betrachtet wer-
den, dass das Modell nur eine Zustandsvariable X enthält (l=1), wie das z.B. bei dem gerade
erwähnten exponentiellen Wachstumsmodell der Fall ist. Als Abstandsfunktion kann beispiels-
weise (nach Karl-Friedrich Gauß) die Summe der Quadrate der Abstände von Modellwerten Xi
und Datenwerten Xdi benutzt werden:
F (p1 . . . pm;Xd1 . . . X
d
n) =
n∑
k=1
gi
(
Xdk −Xk(−→p )
)2
(1)
Summiert wird hierbei über die Messwerte i = 1 . . . n.
Offenbar ist diese Abstandsfunktion so konstruiert, dass sie um so kleiner wird, je näher die
Modellwerte an den Messwerten liegen, da dann alle Summanden kleiner werden. Mit gi wer-
den Gewichte bezeichnet, mittels derer gegebenenfalls die einzelnen Messwerte unterschiedlich
gewichtet werden können. Außer von diesen Gewichten und von den Parameterwerten pi (mit
i = 1 . . .m) hängt die Abstandsfunktion auch noch von den Datenwerten Xdk (mit k = 1 . . . n)
ab. Die Schreibweise Xk(p) soll andeuten, dass die Modellwerte von den Modellparameterwerten
also von den m Komponenten p1 . . . pm des Parametervektors −→p abhängen. (Parameterkom-
bination und Parametervektor sind zwei Bezeichnungen für dieselbe Sache.)
Im Falle des exponentiellen Wachstumsmodells gibt es nur m=2 Parameter: den relativen
Zuwachs c und den Anfangswert X0. Für beide Parameterwerte existieren in der Regel sinnvolle
Grenzen: cu < c < co und Xu0 < X0 < Xo0 . In einem Diagramm, dessen Achsen durch die beiden
Achsen gebildet werden, wird durch diese Grenzen ein Rechteck festgelegt, innerhalb dessen
nach sinnvollen Parameterkombinationen (also nach Punkten im Rechteck oder Vektoren, die
im Rechteck enden) gesucht werden, kann mit dem Ziel, die Abstandsfunktion F möglichst klein
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werden zu lassen. Über die Veränderung der Modellwerte Xk(p) verändern die unterschiedlichen
Parameterkombinationen den Wert der Abstandsfunktion F. Um die Modellwerte den Daten-
werten möglichst weit anzunähern, wird daher diejenige Parameterkombination (bzw. der
Parametervektor −→p ) gesucht, für die die Abstandsfunktion F minimal wird. Die zum Mi-
nimum der Abstandsfunktion gehörende Parameterkombination wird optimale Parameter-
kombination (bzw. optimaler Parametervektor
−→
p∗) genannt. Diese optimale Parameterkom-
bination ermittelt man i.A. durch spezielle Verfahren zur Parameteroptimierung. Es existieren
eine beachtliche Zahl solcher Optimierungsverfahren, die alle Vor- und Nachteile haben. Ein be-
sonders interessantes Verfahren ist z.B. die Evolutionsstrategie von I. RECHENBERG und H.
P. SCHWEFEL [Rechenberg u. Schwefel(1994)]. Inzwischen hat sich die Kenntnis solcher Ver-
fahren sowie Ihrer Vor- und Nachteile fast zu einem selbständigen Wissensgebiet ausgeweitet.
Im Folgenden wird nur auf die Verfahren eingegangen, die in dem aus dem internationalen For-
schungszentrum CERN stammenden Programmsystem MINUIT (JAMES and ROOS, 1977)
Verwendung finden. Darin sind 3 Methoden zur Annäherung des Parametervektors −→p an den
optimalen Parametervektor
−→
p∗ enthalten:
1. Die MONTE-CARLO-Methode
2. Die SIMPLEX-Methode (nach NELDER und MEAD)
3. Die GRADIENTEN-Methode (nach DAVIDSON, FLETCHER und POWELL)
Im Folgenden soll erläutert werden, wie dieses Programmsystem benutzt werden kann, um
die optimalen Parameterkombinationen zu ermitteln. Das Gute an diesem Programmsystem
besteht darin, dass man es beim CERN zur Nutzung für wissenschaftliche Zwecke kostenlos
bekommen kann, einschließlich des Quellcodes. Das eröffnet die Möglichkeit, an beliebigen
Stellen Veränderungen vorzunehmen sowie jedem auftretenden Effekt auf dem Grund zu gehen.
3.2.3 Die Monte-Carlo-Methode am Beispiel eines eindimensionalen Modells
Im Beispiel des exponentiellen Wachstumsmodells besteht, wie schon erwähnt, die Aufgabe
darin, im vorgegebenen Rechteck diejenige Kombination von Parameterwerten X∗0 und c zu su-
chen, die die Abstandsfunktion möglichst klein macht. Bei der Monte-Carlo-Methode wird dazu
folgendermaßen vorgegangen: Ausgehend von dem vorzugebenden Startvektor und den Pa-
rametergrenzen wird zunächst die zulässige Rechteckfläche für die Parameterkombinationen
festgelegt. Dann wird diese Rechteckfläche mit Hilfe eines Zufallzahlengenerators gleichmä-
ßig (oder entsprechend einer Gaußverteilung) mit Punkten (also mit Parameterkombinationen)
belegt. Für jede Parameterkombination wird die Abstandsfunktion berechnet. Die zum kleinsten
Wert der Abstandsfunktion gehörende Parameterkombination ist das Ergebnis der Monte-Carlo-
Methode. Je größer die Anzahl von erzeugten Punkten in Rechteck ist, um so besser wird das
Ergebnis.
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Dennoch kann man von dieser einfachen Methode nicht die vollständige Lösung des Problems
erwarten. Oft ist es jedoch günstig mit dieser Methode zu beginnen, um erst einmal
in einen Bereich des zulässigen Parameterraums zu kommen, von wo aus die nachfolgenden
Methoden eine gute Chance haben, sich der richtigen Lage des Minimums weiter anzunähern
und nicht einem Nebenminimum zuzustreben. Wie die folgende Abbildung andeutet, kann
es dazu auch wichtig sein, genügend viele Zufallspunkte im zulässigen Parameterraum zu
erzeugen. Dabei ist es das Ziel, zumindest einen Punkt im Einzugsgebiet des Hauptminimums
zu erzeugen, dessen F-Wert kleiner ist als die F-Werte aller anderen erzeugten Punkte. Wenn
dies erreicht wird, haben die nachfolgenden Methoden (insbesondere die Gradientenmethode)
eine gute Chance die Lage des Hauptminimums herauszufinden. Die Monte-Carlo-Suche ist also
zunächst gut, um überhaupt Gebiete zu finden, in denen das Minimum erwartet werden kann,
damit später die anderen Methoden herausfinden können, wo das Minimum genau liegt (Abb.
3.4).
Abb. 3.4: Zum Ziel der Monte-Carlo-Methode
3.2.4 Die SIMPLEX -Methode am Beispiel eindimensionaler Modelle
Mit der Simplex-Methode nach NELDER und MEAD [Nelder u. MEAD(1965)] kann versucht
werden, näher an die Lage des Minimums heranzukommen. Diese Methode ist nicht zu verwech-
seln mit einem anderen Optimierungsverfahren, das ebenfalls SIMPLEX -Verfahren heißt und
bei der Parameteroptimierung eine Rolle spielt.
Ein Simplex ist das einfachste (m+1)-Eck im m-dimensionalen Raum. Im zweidimensiona-
len Parameterraum ist es also ein Dreieck und im dreidimensionalen Raum entsprechend ein
Tetraeder etc. Veranschaulichen lässt sich die Methode am besten, wenn es sich um einen 2-
dimensionalen Parameterraum handelt und das Simplex ein Dreieck ist.
Bei dieser Methode wird immer wieder an den Eckpunkten eines konstruierten Simplexes die
Abstandsfunktion berechnet und versucht den Punkt, der dem höchsten Wert der Abstands-
funktion entspricht durch einen anderen Punkt mit einem zugehörigen kleineren Wert der Ab-
standsfunktion zu ersetzen. Durch das derartige Ersetzen von Punkten verschiebt sich das
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Simplex in Gebiete, in denen die Abstandsfunktion kleiner ist. Im Einzelnen geschieht das fol-
gendermaßen: Zunächst wird ein Startsimplex aufgebaut. Die vorzugebenden Startwerte der
Parameter bilden den 1. Punkt oder Startvektor. Von diesem Punkt aus wird jeweils nur ein
Parameter entlang seiner Achse variiert und möglichst das Minimum der F-Funktion in Abhän-
gigkeit von nur diesem Parameter ermittelt. Lässt sich ein solches Minimum finden, so erhält der
entsprechende Parameter den Wert der diesem Minimum entspricht. So entstehen, falls für jeden
Parameter ein Minimum gefunden werden konnte, nacheinander m neue Punkte und zusammen
mit dem Startvektor ist dann das Ausgangssimplex komplett. (Sollte sich für einen Parameter
kein Minimum der F-Funktion finden lassen, so wird der entsprechende Parameterwert um seine
ebenfalls vorzugebene, geschätzte Ungenauigkeit vergrößert.)
Auf jeden Fall erhält man am Ende einen sogenannten Start-Simplexmit (m+1)-Eckpunkten.
Danach wird für jeden dieser Eckpunkte der F-Wert ausgerechnet. Die Punkte, für die die F-
Werte den größten bzw. kleinsten Wert annehmen, werden mit pH bzw. mit pL bezeichnet.
Nun wird versucht, den Punkt pH zu ersetzen, indem dieser Punkt zunächst am Schwerpunkt
der übrigen Punkte des Simplexes gespiegelt wird. Am so entstehenden neuen Punkt p1 wird
wieder der F-Wert ausgerechnet. Falls er kleiner ist als der F-Wert für pH , wenn also gilt
F (p1) < F (pH), dann wird der Simplexeckpunkt pH durch p1 ersetzt. Ansonsten wird zu ei-
nem anderen Punkt p2 übergegangen, der in der Mitte von p1 und dem Schwerpunkt der
Simplexeckpunkte liegt. Nun wird für p2 der F-Wert berechnet und wieder mit dem F-Wert für
pH verglichen. Gilt F (p2) < F (pH), so wird pH durch p2 ersetzt. Anderenfalls wird wieder ein
anderer Punkt p3 so ausgesucht, dass seine Entfernung von p1 in der Gegenrichtung gleich groß
ist wie die Entfernung zwischen p2 und p1. (p1 befindet sich somit in der Mitte von p2 und p3).
Falls nun F (p3) < F (pH) gilt, wird pH durch p3 ersetzt. Falls aber F (p3) > F (pH) gilt, wird
noch versucht, ob ein 4. Punkt einen kleineren F-Wert ergibt als pH . Dieser 4. Punkt pP liegt
auf der Verbindungslinie zwischen pH , p1, p2, und p3. Seine Lage wird bestimmt, indem zunächst
die F-Werte für pH , p3 und p1 ermittelt werden. Dann wird durch diese Punkte eine Parabel
gelegt. Falls diese innerhalb des zulässigen Parameterbereichs ein Minimum hat, so wird der
Punkt pP auf der erwähnten Verbindungslinie bei der Lage des Minimums angeordnet. Gilt nun
F (pp) < F (pH), so wird pH durch pp ersetzt. Ist aber auch der F-Wert für pP größer als der
für pH , so werden alle Simplexpunkte um die Hälfte ihres Abstandes von pL in Richtung pL
verschoben (Kontraktion) und es wird für alle verschobenen Punkte geprüft, ob für einen der
F-Wert kleiner ist als für pH . Ist dies der Fall wird pH durch diesen Punkt ersetzt. Falls nicht,
wird mit pL als Startvektor ein neues Startsimplex aufgebaut. Im Mittel muss man bei dieser
Methode 2-4 Modellberechnungen durchführen, um zu einer Verbesserung zu kommen.
Stellt man sich über jeden Punkt eines zweidimensionalen Parameterraumes den zugehörigen
F-Wert auf einer 3. Achse aufgetragen vor, so wird von den F-Werten eine Fläche gebildet die
i.A. Berge und Täler enthält. Die Aufgabe der Parameteroptimierung besteht dann darin, den
tiefsten Punkt im tiefsten Tal innerhalb des zulässigen Parameterbereichs zu finden. Erfahrungs-
gemäß kommt das Simplexverfahren bei der Annäherung an diesen tiefsten Punkt schnell voran.
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Das Simplex bewegt sich dabei mit großen Schritten, wenn es sich um langgestreckte „Hänge“
handelt, während sich bei schmalen, krummen Tälern die Schrittweite stark verkürzt. Im Nor-
malfall wird durch das SIMPLEX-Verfahren eine schnelle und gute Annäherung an den Punkt
im Parameterraum erzielt, der dem Minimum der F-Funktion entspricht. Allerdings ist diese
Annäherung häufig noch nicht ausreichend. Bisher wurde als Beispiel für ein eindimensionales
Modell das unbegrenzte exponentielle Wachstum mit 2 Parametern angeführt. Weitere Beispiele
für eindimensionale Wachstumsmodelle sind Modelle für begrenztes Wachstum, z.B. das
• logistische Modell: dX/dt = cX(B −X) mit 3 Parametern (c,B,X0) und das
• Evolonmodell: dX/dt = cXκ(B −X)λ mit 5 Parametern (c, κ,B, λ,X0).
Die Vorgehensweise bei mehrdimensionalen Modellen (z.B. beim Räuber-Beute-Modell) ist ent-
sprechend, wobei in der Abstandsfunktion F auch die weiteren Zustandsvariablen berücksichtigt
werden müssen.
3.2.5 Abstandsfunktion für mehrdimensionale Modelle (l>1)
In den bisherigen Beispielen wurden aus Gründen der Einfachheit nur Modelle mit einer Zu-
standsvariablen betrachtet. In der Regel enthalten Modelle jedoch mehrere Zustandsvaria-
ble und sie werden dann als mehrdimensionale Modelle bezeichnet. Für das schon behandelte
Räuber-Beute-Modell war z.B. die Dimension l=2. Bei mehrdimensionalen Modellen muss die
Abstandsfunktion so gestaltet werden, dass bei ihrer Minimierung sich die Modellwerte für
alle Zustandsvariablen den entsprechenden Messdaten nähern. Das kann beispielsweise
erreicht werden, indem über alle Zustandsvariablen summiert wird und zusätzlich Gewichte
wi und Normierungsfaktoren Nj berücksichtigt werden:
F
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p1 . . . pm;Xd11 . . . X
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1n, . . . X
d
l1 . . . X
d
ln
)
=
l∑
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Xdkj −Xkj(−→p )
)2
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Die erste Summe erstreckt sich über die l Zustandsvariablen und die zweite Summe bewirkt
wie zuvor die Summation über die Messwerte. Durch die Einführung von Normierungsfaktoren
Nj wird dafür gesorgt, dass keine unbeabsichtigte, unterschiedliche Gewichtung der Zustands-
variablen dadurch zustande kommt, wenn verschiedene Zustandsvariable in unterschiedlichen
Wertebereichen variieren. Dies kann z.B. erreicht werden, indem für Nj das Quadrat des Rezi-
prokwertes vom Mittelwert der entsprechenden j-ten Zustandsvariable benutzt wird.
Für den Fall, dass verschiedene Zustandvariablen generell mit unterschiedlicher Genauigkeit
ermittelt wurden, kann dies durch die Einführung entsprechender Gewichte wj berücksichtigt
werden.
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3.2.6 Die SIMPLEX-Methode am Beispiel eines mehrdimensionalen Modells
Am Beispiel der Anwendung des Modells ERNA auf den Schwielowsee soll nun die Vorgehens-
weise im Falle eines mehrdimensionalen Modells erläutert werden. In diesem Fall handelt es sich
um ein 7-dimensionales Modell (l=7) mit einer extrem hohen Parameteranzahl (m=53). Durch
den Schwielowsee bei Potsdam fließt die Havel (s. Abb. 3.5). Am Eingang und am Ausgang
Abb. 3.5: Schwielowsee-Skizze
der Havel wurden um 1980 sieben Jahre lang aller 14 Tage 4 Nährstoffkonzentrationen:
• Silikat, NH4, NO3, Orthophosphat
und drei Algenkonzentrationen von:
• Kieselalgen, Grünalgen, Blaualgen.
Im Modell tritt als Zustandsvariable auch nochDetritus auf, dessen Konzentration jedoch nicht
gemessen wurde. Daher standen für den Vergleich mit Messwerten nur l=7 Zustandsvariablen
zur Verfügung.
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Abb. 3.6: ERNA-Modell [Braun u. a.(1988)Braun, Rudolph, u. Albrecht]
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In der Abbildung ist angedeutet, welche Wechselwirkungen zwischen den Zustandsvariablen
im Modell berücksichtigt wurden (Abb. 3.6). Für den Nährstoffumsatz wurde eine Michaelis-
Abb. 3.7: ERNA-Alga Growth Dynamic
Menten-Kinetik angenommen. Der Einfluss von äußeren Einwirkungen (driving forces) auf
den Nährstoffumsatz wurde im Falle der Temperatur in Form einer GAUßschen Glocken-
kurve um eine als Parameter fungierende Optimaltemperatur berücksichtigt (Abb. 3.7). Der
Einfluss des Lichtes wurde dagegen mittels einer arctan-Funktion modelliert. Dabei waren die
auftretenden Parameter für jede Algenart unterschiedlich. Wegen lokaler Unterschiede in den
verschiedenen Bereichen des Sees müsste das Modell eigentlich auf einer partiellen Differenti-
algleichung (Abb. 3.8) beruhen. Da man aber nicht in der Lage war, alle notwendigen lokalen
Konzentrationen zu messen, wurde das Modell entscheidend vereinfacht, indem die Diffusions-
konstante auf ∞ gesetzt wurde. Dies entspricht der Annahme, dass das Wasser des Sees
vollständig durchmischt ist und daher wurde auch vom „Rührkesselmodell“ gesprochen. Da
entsprechend dieser Annahme nun in allen Teilen des Sees dieselbe Situation vorliegt und räum-
liche Unterschiede somit vernachlässigt werden konnten, ist es auch nicht mehr nötig mittels
einer partiellen Differentialgleichung zu modellieren und es wurde daher möglich anstelle der
partiellen Differentialgleichung ein System von acht gekoppelten gewöhnlichen Differenti-
algleichungen für die Modellierung zu verwenden. (s. Abb. 3.9 „Ursprung?? unten). Insgesamt
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Abb. 3.8: Ursprung des ERNA-Models
enthält dieses Differentialgleichungssystem 53 Parameter.
Das Modell war in mehrjähriger Arbeit ursprünglich für die Bornholmer Seenkette entwickelt
worden. Später wurde es auf den Müggelsee in Berlin und schließlich für den Schwielowsee bei
Potsdam angewendet [Braun u. a.(1988)Braun, Rudolph, u. Albrecht]. Die Anwendung auf den
Schwielowsee wurde von P. BRAUN im Rahmen seiner Habilitation im Wasserwirtschaftsinsti-
tut in Potsdam vorgenommen. Er hat die Parameteroptimierung durch die Methode "Versuch
und Fehler"betrieben, indem er ca. neun Monate lang täglich viele Stunden am Computer die
Modellergebnisse für unterschiedliche Parameterkombinationen mit den Messergebnissen optisch
verglichen hat. Wesentlich dabei war, dass er bei der Auswahl der Parameterkombinationen seine
biologischen Kenntnisse genutzt hat. Dennoch gab es eine enorme Vielfalt möglicher Parameter-
kombinationen und es war sehr unwahrscheinlich, dass die so ermittelte Parameterkombination
die bestmögliche Parameterkombination sein würde. Aus diesem Grunde wurde ich gebeten,
die optimale Parameterkombination mit Hilfe des Programmsystems MINUIT zu finden.
Diesen Auftrag habe wegen Aussichtslosigkeit aufgrund der hohen Parameteranzahl abgelehnt.
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Schließlich habe ich aber zugestimmt, zu versuchen, wenigstens eine Parameterkombination zu
ermitteln, mit der die Daten besser beschrieben werden, als mit der von P. BRAUN gefunde-
ne Kombination. Auf Grund meiner früheren Erfahrungen mit dem Programmsystem MINUIT
war mir sofort klar, dass dies - wenn überhaupt - nur mit der SIMPLEX-Methode gelingen
könnte.
Das numerische Integrieren eines 8-dimensionalen Differentialgleichungssystems erfordert ei-
ne beträchtliche Anzahl von Rechenschritten. Daher konnte pro Nacht mit der (Mitte der 80-er
Jahre) zur Verfügung stehenden Rechenmaschine die Abstandsfunktion F nur ca. 200-mal be-
rechnet werden. 54 solcher Berechnungen waren allein dafür notwendig, um beim Startsimplex
die Punkte mit dem größten und dem kleinsten F-Wert herauszufinden. Daher musste versucht
werden, mit möglichst wenig F-Wertberechnungen eine Parameterkombination zu finden, für die
der zugehörige F-Wert hinreichend klein wird. Dazu wurden einige Voruntersuchungen mit
unterschiedlichen Gewichten in der F-Funktion durchgeführt. Außerdem wurden die relativen
F-Wertänderungen: (δF/F )/(δpi/pi) bezüglich des i-ten Parameters berechnet und falls dieser
Wert verhältnismäßig klein war, wurde der Parameter pi zunächst konstant gehalten. Dennoch
war die Beschreibung der Messdaten besonders bei den Frühjahrsmaxima der Algenkonzen-
trationen unbefriedigend. Um diesen Mangel zu beseitigen, wurde schließlich ein spezielles
Gewicht benutzt:
gij = ((Xdij .X
m
j )/X
m
j )
2
Xmj bezeichnet hier den Mittelwert der Datenwerte X
d
ij für die j-te Zustandsvariable (hier
Algen- oder Nährstoffkonzentration). Auf diese Weise wurden die Messpunkte, für die die Über-
einstimmung mit den Modellwerten bisher besonders schlecht war, besonders stark gewichtet.
Dadurch wurde ein entscheidender Fortschritt bei der Anpassung erzielt. Dennoch blieb das
Ergebnis unbefriedigend. Da ich nicht wusste, wie ich das Ergebnis noch verbessern könnte,
habe ich Herrn BRAUN zur gemeinsamen Suche nach Verbesserungen eingeladen. Als ich ihm
meine Resultate demonstrierte, äußerte er nach einiger Zeit aufgrund seiner guten Kenntnis
der biologischen Zusammenhänge den Verdacht, dass ein 54. Parameter, von dessen Existenz
ich bis dahin nichts wusste, auf einen falschen Wert festgesetzt war. Der Verdacht bestätig-
te sich. Das erwähne ich hier aus zwei Gründen. Erstens wurde wieder einmal deutlich, dass
beim Modellieren die Fachkompetenz wichtig und unersetzlich ist. Zweitens konnte in diesem
Beispiel der falsche Wert des 54. Parameters durch Variationen der anderen 53 Parameter
nicht kompensiert werden. Oft hört man die Meinung: „Gib mir ein Modell mit vier freien
Parametern und ich erzeuge dir eine Modellkurve, die den Umriss eines Elefanten darstellt,
und wenn du mir noch einen 5. freien Parameter dazu gibst, so kann der Elefant auch noch den
Rüssel heben.“ Das mag in besonderen Fällen so sein, aber allgemeingültig ist diese Aussage
sicherlich nicht, denn im vorliegenden Beispiel konnte die Änderung eines Parameters selbst
durch Variation von 53 weiteren Parametern nicht kompensiert werden. Nach der Korrektur des
54. Parameters wurden schließlich die folgenden Resultate erhalten:
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Abb. 3.9: Resultatvergleich MINUIT und „optimale Suche“
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Auf der Abbildung 3.9 sind links die 4 Nährstoffkonzentrationen und rechts die 3 Algen-
gruppenkonzentrationen in ihrem zeitlichen Verlauf dargestellt. Im oberen Drittel sind die
Messwerte den Modellwerten gegenübergestellt, wie sie den Parameterwerten des Startvektors
entsprechen. In der Mitte wird der entsprechende Vergleich dargestellt, wobei als Parameter-
vektor das von P. BRAUN erzielte Ergebnis verwendet wurde. Im unteren Teil befindet sich
die entsprechende Darstellung unter Verwendung des mit der SIMPLEX-Methode erzielten
Resultates. Offensichtlich ist die Übereinstimmung von Modell und Realität in allen 3 Fällen
nicht ideal. Da das „Rührkesselmodell“ eine sehr grobe Näherung darstellt, war dies auch
nicht zu erwarten.
Ein Vergleich der von P. BRAUN erzielten Ergebnisse mit denen, die mit der SIMPLEX-
Methode erzielt wurden zeigt, dass bei der SIMPLEX-Methode die Übereinstimmung mit den
Messwerten in keiner Zustandsvariable schlechter aber in einigen Zustandsvariablen (insbeson-
dere für die Blaualgen) deutlich besser ist. Zu beachten ist hierbei weiterhin, dass P. BRAUN
die Daten aller 7 Jahre verwendet hat, während bei der SIMPLEX-Methode nur die Daten
der ersten 5 Jahre für die Anpassung herangezogen wurden. Die Modellwerte für die letz-
ten beiden Jahre können daher in gewissem Sinne als Vorhersage betrachtet werden. Dabei
sind die „driving forces“ also die berücksichtigten äußeren Einwirkungen (Temperatur, Licht
und Durchflussmenge) zu beachten. Sie werden auf diese Weise nicht mit vorhergesagt, sondern
für sie wurden die entsprechenden Messwerte eingesetzt. Immerhin ist bemerkenswert, dass die
Übereinstimmung von Modell- und Messwerten für die letzten 2 Jahre kaum schlechter
ist, als für die fünf davor liegenden Jahre.
Wie schon erwähnt, ist es möglich, mit der SIMPLEX-Methode schnell in die Nähe des optima-
len Parametervektors zu kommen. Aber die genaue optimale Parameterkombination (oder
der genaue optimale Parametervektor) wird in der Regel mit dieser Methode nicht erhalten. Da-
zu kann man im Programmsystem MINUIT die 3. Methode zur Annäherung an den optimalen
Parametervektor benutzen. Das ist die Gradientenmethode nach DAVIDON, FLETCHER
und POWELL.
3.2.7 Das Gradienten-Verfahren nach DAVIDON-FLETCHER-POWELL
Das Gradientenverfahren nach DAVIDON-FLETCHER-POWELL ist geeignet für die genaue
Ermittlung des optimalen Parametervektors insbesondere, wenn der Startvektor schon in des-
sen Nähe liegt. Es wurde für die Parameteroptimierung nichtlinearer Modelle entwickelt. Zum
Verständnis der Methode ist aber zunächst die Betrachtung linearer Modelle notwendig.
a.) Lineare Modelle
Lineare Modelle enthalten Parameter nur als Faktoren von Summanden. Wenn man solche Mo-
delle bei der Bildung der Abstandsfunktion quadriert, treten die Parameter quadratisch oder
gemischt quadratisch auf. Wenn dann für die Minimumsuche die Abstandsfunktion nach den
einzelnen Parametern partiell differenziert und die Differentialquotienten für alle Parameter
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gleich Null gesetzt werden ( δF/pi = 0 für i=1...m), erhält man folglich ein lineares, homogenes,
m-dimensionales Gleichungssystem, das analytisch gelöst werden kann. Der Lösungsvektor
−→
p∗,
der die Abstandsfunktion F zum Minimum macht, hat folgende Form:−→
p∗ = −→p − V−→g mit dem Gradienten −→g = (δF/δp1, . . . , δF/δpm) und der Kovarianzmatrix
V = G−1 mit Gij = (δ2F/δpiδpj) Der aus den partiellen Ableitungen von F nach den Para-
metern pi bestehende Gradient −→g , wird dabei an der Stelle −→p berechnet. Mittels der 2. parti-
ellen Ableitungen von F nach den Parametern ist die Matrix G berechenbar und aus ihr lässt
sich die Kovarianzmatrix V berechnen. Die Diagonalelemente der Kovarianzmatrix vii = σ2i
stellen die Quadrate der Standartabweichungen dar. Daher sollte der wahre Wert des opti-
malen Parameters mit der Wahrscheinlichkeit von 68,3% innerhalb des Vertrauensbereiches
p∗i − σi < pi < p∗i + σi liegen. Die Nichtdiagonalelemente der Kovarianzmatrix können zur Be-
rechnung der Korrelationskoeffizienten cij benutzt werden mittels: cij = vij/σiσj . Der Wert
des Korrelationskoeffizienten cij hängt einerseits von der Form des Modells ab gleichzeitig
aber auch von der Genauigkeit der Datenwerte, die durch das Modell beschrieben werden
sollen. Der Wert des Korrelationskoeffizienten ist um so größer, je mehr die Veränderung der
F-Funktion infolge einer Veränderung des Parameters pi durch eine gleichzeitige Veränderung
des Parameters pj kompensiert werden kann. Dies gelingt um so besser, je ungenauer die Daten
sind und je enger beide Parameter im Modell miteinander verknüpft sind. Würden zwei Para-
meter im Modell beispielsweise immer als Produkt auftreten, so würde der entsprechende
Korrelationskoeffizient garantiert seinen Maximalwert von 1,0 annehmen. Auch die Diagonalele-
mente der Kovarianzmatrix und damit die Vertrauensbereiche hängen von der Art des Modells
einerseits und der Genauigkeit der zu beschreibenden Daten andererseits ab.
Lineare Modelle kommen in der Ökologie, in der Biologie und in den Umweltwissenschaften
selten vor. Sie wurden hier nur deshalb behandelt, weil auch die Methode zur Auffindung
des optimalen Parametervektors bei nichtlinearen Modellen auf der Methode für lineare Modelle
aufbaut.
b) Nichtlineare Modelle
Für das Auffinden des optimalen Vektors p∗ im Falle nichtlinearer Modelle wird im Programm-
system MINUIT das Gradientenverfahren mit variabler Metrik von DAVIDON, FLETCHR und
POWELL (JAMES and ROOS, 1977) verwendet. Hierbei handelt es sich um ein iteratives Ver-
fahren. Bei jedem Iterationsschritt wird mittels des aktuellen Parametervektors p ein neuer
Vektor p’ gebildet: −→
p′ = −→p − αV−→g (3)
Bis auf das α wäre dies gerade der Lösungsvektor für den Fall, dass es sich um ein lineares Modell
handelt. Allerdings repräsentiert V hier noch nicht die Kovarianzmatrix, sondern eine fast
beliebige Anfangsmatrix, wie z.B. die Dreiecksmatrix oder die Diagonalmatrix. Der Wert
für α wird nun aus der Bedingung gewonnen, dass die Abstandsfunktion F (
−→
p′ ) = F (−→p −V−→g .)
in Abhängigkeit von α minimal werden soll. Dies führt auf das Problem der Auffindung
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der Nullstelle von δF/δα. Dazu wird das Newtonverfahren benutzt, wobei jedoch nur zwei
Iterationsschritte durchgeführt werden. Nach der Ermittlung von
−→
p′ kann an dieser Stelle der
Gradient
−→
g′ und schließlich eine neue Näherung V’ für die Kovarianzmatrix berechnet werden:
V ′ = V +
(
δδT /γTγ
)− (V γγTV ) /γTV γ (4)
mit
−→
δ =
−→
p′ − −→p und −→γ = −→g′ − −→g . Da −→g mittels −→p und −→g′ mittels −→p′ berechenbar ist,
lässt sich schließlich ausgehend von V auch V’ ermitteln. (Der Index T bedeutet hier, dass der
entsprechende Vektor bzw. die entsprechende Matrix zu transponieren ist.) Somit lassen sich
also aus den alten Werten −→p und V neue Werte −→p′ und V’ ermitteln. Indem nun die neuen
Werte
−→
p′ und V’ immer wieder als −→p und V rechts in die Gleichungen (3) und (4) eingesetzt
werden, nähert sich bei diesen Iterationen im Normalfall einerseits die Kovarianzmatrix V’ der
tatsächlichen Kovarianzmatrix und andererseits der Vektor
−→
p′ dem gesuchten Parametervektor−→
p∗, der zum Minimum der Abstandsfunktion F gehört. Hierbei ist zu beachten, dass bei jedem
Iterationsschritt immer wieder ein Gradient berechnet werden muss. Numerisch geschieht das
näherungsweise über die Differenzenquotienten:
g′i =
(
F
(
p′1 . . . p
′
i + ∆p
′
i . . . p
′
m
))− (F (p′1 . . . p′i −∆p′i . . . p′m)) / (2∆pi)
für i = 1 . . .m. Für jeden Iterationsschritt ist daher pro Parameter 2 mal (insgesamt also 2m
mal) die Abstandsfunktion und damit das Modell zu berechnen. Bei großen komplexen Modellen
mit vielen Parametern erwachsen daraus oft erhöhte Anforderungen an die Schnelligkeit des
Computers.
Die Iterationsschritte werden bei genügender Annäherung von p’ an p∗ abgebrochen. Dazu
dient ein Abbruchkriterium, für dessen Formulierung wiederum Anleihen aus der Kenntnis
der Situation bei linearen Modellen gemacht werden. Dieses Abbruchkriterium ist erfüllt, wenn
entweder die Bedingung d < 10−5u oder die Bedingung (d < u) und (∆ < ∆a) erfüllt ist.
Die Werte für  , u und ∆a können vorgegeben werden, ansonsten werden die Standartwerte
 = 0, 1, u = 1, 0 und ∆a = 0.01 benutzt. Der Wert für d bestimmt sich aus d = gTV g ∼=
2(F −F∗). Im Falle eines linearen Modells wäre das gerade die doppelten Differenz zwischen
der Größe der Abstandsfunktion F beim aktuellen Stand der Parameterwerte
−→
p′ und der Größe
dieser Funktion für den optimalen Parameterwerte
−→
p∗. Für den Fall nichtlinearer Modelle wird
angenommen, dass in der Nähe der Minimumlage bei
−→
p∗ die tatsächliche Situation durch die
Situation bei linearen Modellen gut angenähert wird und somit d näherungsweise dem
doppelten Abstand zwischen dem F-Wert beim aktuellen Parametervektor
−→
p′ und dem F-Wert
beim optimalen Parametervektor
−→
p∗ entspricht. Falls also dieser näherungsweise Abstand d
kleiner als 10−5 u wird, so wird die Iteration abgebrochen und der letzte Parametervektor−→
p′ wird als Ergebnis und als gute Annäherung an
−→
p∗ betrachtet. Für den Fall, dass sich diese
Bedingung als nicht erfüllbar erweist, erfolgt der Abbruch, wenn das Alternativkriterium (d <
u) und (∆ < ∆a) erfüllt ist. ∆ bezeichnet hier die Differenz der Spuren der Matrizen V’ und
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V und wird daher in folgender Weise berechnet:
∆ =
1
m
(
m∑
i=1
v′ii −
m∑
i=1
vii
)
Das Alternativkriterium beendet die Iteration, wenn erstens der Abstand d zumindest kleiner als
u ist und gleichzeitig sich die durch die Parameteranzahl m geteilte Summe der Diagonalelemente
beim letzten Iterationsschritt um weniger als ∆a geändert hat. Das gesamte Abbruchkriteri-
um lautet somit:[
d < 10−5u
]
oder [(d < u)] und [(∆ < ∆a)]. Der Wert von u spielt eine Rolle bei der Defini-
tion von Vertrauensbereichen für die einzelnen Parameter. Das sind Bereiche, innerhalb derer
der richtige Wert des Parameters mit einer vorgegebenen Wahrscheinlichkeit liegen sollte. Diese
Bereiche lassen sich auch unter Zuhilfenahme des DAVIDON-FLETCHR-POWELL-Verfahrens
bestimmen (s. Abschn.3.3).
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3.2.8 Erläuterung der Wirkung der Methoden zur Parameteroptimierung anhand eines
eindimensionalem Beispiels
Zusammenfassend sollen die Ausführungen zur Parameteroptimierung noch an einem einfachen
Beispiel demonstriert und illustriert werden. Die Abb. 3.10 zeigt links oben den Verlauf des
Abb. 3.10: Parameteroptimierung Fichtenhöhe
Wachstums einer Bestandeshöhe von Fichten auf einem guten Standort (Kreuze) im Vergleich
mit einer Kurve des Evolonmodells, die Startparametern entspricht. (Die Werte der Modellpa-
rameter und die zugehörigen Werte der Abstandsfunktion:
F
(
p1 . . . pm;Xdl . . . X
d
n
)
=
n∑
k=1
((
Xdk −Xk (−→p )
)
/Xk (−→p )
)2
sind in den 4 Teilabbildungen jeweils mit aufgeführt.) Das Evolonmodell hat die Form dX/dt =
cXκ(B−X)λ mit den Parametern: c,κ,B,λ und X(t0) ). Offenbar ist die Übereinstimmung der
Modellwerte mit den Datenwerten für die Startparameter ziemlich schlecht und der F-Wert ist
demzufolge ziemlich groß. Die Teilabbildung darunter zeigt den entsprechenden Vergleich für die
nach Anwendung der Monte-Carlo-Methode erhaltenen Parameterwerte. Offensichtlich kam eine
Annäherung an die optimalen Parameter zustande, aber die Übereinstimmung mit den Daten ist
noch schlecht, was sich auch im immer noch hohen Wert von F widerspiegelt. Die Teilabbildung
rechts oben zeigt nun die Situation nach anschließender Anwendung des SIMPLEX-Verfahrens.
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Offensichtlich ist die Übereinstimmung mit den Daten nun wesentlich besser und der F-Wert
hat sich deutlich verkleinert. Dennoch ist die Übereinstimmung immer noch nicht zufrieden-
stellend. Offensichtlich kann , wie in Abb. 3.11 rechts unten gezeigt, durch das anschließende
GRADIENTEN-Verfahren noch eine Verbesserung erzielt werden. Die Übereinstimmung erweist
sich nun als hinreichend gut.
3.3 Bestimmung von Vertrauensbereichen für die optimierten Parameter
Standardmäßig ist der Vertrauensbereich derjenige Wertebereich p∗i − σi < pi < p∗i + σ+i ,
innerhalb dessen sich der richtige Wert des Parameters mit 68,3% Wahrscheinlichkeit befinden
sollte. Im Unterschied zu linearen Modellen liegt dieser Bereich bei nichtlinearen Modellen in der
Regel unsymmetrisch zur Lage des Minimums bei p∗i . Die Ermittlung des Vertrauensbereichs
für den i-ten Parameter pi ist besonders dann gut möglich, wenn die Abstandsfunktion F die
Form einer χ2-Funktion hat:
χ2 = F (−→p ) =
n∑
k=1
((
Xdk −Xk(−→p )
)
/σk
)2
(5)
Hierbei bezeichnet σk den Fehler des k-ten Datenwertes Xdk . Der Minimalwert dieser Funktion
ist für den Fall, dass k den richtigen Fehler widerspiegelt: F (
−→
p∗) = n−m. Dieser Minimalwert
ist also gleich der Anzahl der so genannten Freiheitsgrade, das ist die Anzahl der Datenwerte
n vermindert um die Zahl der Parameter m. Zur Ermittlung des Vertrauensbereichs für den
Parameter pi müssen eine Reihe spezieller Parameteroptimierungen mit m-1 freien Parametern
durchgeführt werden. Dabei wird vom Ergebnis der Gesamtoptimierung F (
−→
p∗) ausgegangen.
Danach werden pi-Werte um den Wert von p∗i geeignet vorgegeben und es wird jeweils bei fest-
gehaltenem pi-Wert die Abstandsfunktion F bezüglich der anderen m-1 Parameter minimiert.
Diese Minimalwerte werden F ∗m−1(pi) genannt. Für pi = p∗i stimmt der entsprechende Mini-
malwert mit dem Gesamtminimalwert überein: F ∗m−1(p∗i ) = F (
−→
p∗). Für andere Werte von pi
muss F ∗m−1(pi) notwendigerweise größer sein. In der Regel wird der Wert für F ∗m−1(pi) zunächst
anwachsen je mehr die pi-Werte von p∗i entfernt liegen. Da, wo die Werte von F
∗
m−1(pi) gegen-
über F (
−→
p∗) um u angewachsen sind, liegen die Grenzen des Vertauensbereiches: p∗i − σ−i und
p∗i + σ
+
i . In Abbildung 3.11 wird dies veranschaulicht: Die Größe der Wahrscheinlichkeit, mit
der der richtige Parameterwert im Vertrauensbereich liegt, hängt von der gewählten Größe für u
ab. Für u = 1 beträgt diese Wahrscheinlichkeit 68,3%. Für u = 2 bzw. u = 3 beträgt sie 95,5%
bzw. 99,7%.
Bei der hier verwendeten Abstandsfunktion χ2 = F (−→p ) sind im Nenner die Fehler σk der
Datenwerte Xdk enthalten. Wenn die Werte für diese Fehler nicht explizit vorliegen, so lassen sich
dennoch Vertrauensbereiche für die Modellparameter abschätzen, falls man voraussetzen kann,
dass entweder für alle Datenwerte ein gleich großer, relativer oder ein gleich großer, absoluter
Fehler vorhanden ist. Mittels der Bedingung F (
−→
p∗) = n−m lässt sich zusätzlich der Wert des
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Abb. 3.11: Vertrauensintervall
entsprechenden relativen oder absoluten Fehlers bestimmen. Beispielsweise ergibt sich im Falle
eines gleich großen, relativen Fehlers R für den Datenfehler: σk = R Xdk ∼= Rxk. Wenn dies in
Gleichung (5) eingesetzt wird, ergibt das die Gleichung:
F (−→p ) = 1/R2
n∑
k=1
(
(
Xdk −Xk
(−→
p∗)
)
/Xk
(−→
p∗
))2
(6)
aus der sich mit der Forderung F (
−→
p∗) = n−m die Größe des angenommenen, relativen Fehlers
ermitteln lässt:
R2 ∼=
n∑
k=1
((
Xdk −Xk
(−→
p∗
))
/Xk
(−→
p∗
))2
/ (n−m) (7)
Setzt man nun den mittels der Gleichung (7) bestimmten Wert für R in Gleichung (6) ein, so
ist diese Gleichung richtig normiert und man kann sie daher wie vorher Gleichung (5) benutzen,
um die Vertrauensbereiche der Modellparameter pi zu bestimmen. Die Vertrauensbereichs-
ermittlung ist offensichtlich verhältnismäßig aufwändig, da zur Konstruktion der F ∗m−1(pi)-
Kurve entsprechend der Skizze eine Reihe von Optimierungsrechnungen notwendig sind. Ob sich
der Aufwand lohnt, hängt stark davon ab, welche Schlussfolgerungen man aus den ermittelten
Werten für die optimalen Parameter p∗i ziehen möchte.
Bei der Parameteroptimierung mit Hilfe des Evolonmodells zur Analyse verschiedener
Wachstumsprozesse wurden die 3 beschriebenen Methoden zur Annäherung an den optimalen
Parametervektor
−→
p∗ verwendet und häufig wurden auch Vertrauensbereiche für die Parameter
bestimmt. Obwohl das Evolonmodell eindimensional ist, ist wegen der starken Nichtlinearität
des Evolonmodells das Auffinden des optimalen Parametervektors nicht immer leicht. Die Re-
sultate dazu werden im nächsten Kapitel erläutert.
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3.4 Vorgehensweise bei der Benutzung des Programmsystems MINUIT
Zunächst werden aus dem Realsystem möglichst zahlreiche, genaue sich über möglichst große
Bereiche erstreckende Daten Xdkj benötigt, die mit dem Modell beschrieben werden sollen.
Weiterhin wird ein Modell benötigt, mit dem die Daten im Prinzip beschrieben werden kön-
nen, d.h. in Abhängigkeit von den Modellparameterwerten müssen sich Modellwerte Xkj(−→p )
berechnen lassen, die den Datenwerten entsprechen.
Schließlich muss ein Unterprogramm ( Subroutine FCN( m,g,F,p,IFLAG) ) programmiert,
getestet und in das Gesamtsystem von MINUIT eingebunden werden. Die Aufrufparameter
bedeuten: m = Parameteranzahl; g = Feld für die Gradientenwerte, falls diese analytisch be-
rechenbar sind; F = Wert der in Abhängigkeit von den Modellparametern zu minimierenden
(Abstands-)Funktion; p = Feld der jeweils aktuellen Parameterwerte pi ; IFLAG = Steuerpara-
meter zur Auswahl von Kommandos während der interaktiven Arbeit mit dem Programmsys-
tem MINUIT. Hauptaufgabe dieses Unterprogramms ist die Berechnung der (Abstands-
)Funktion F (p1 . . . pm;Xd1 . . . X
d
n) und die Bereitstellung von Resultaten zur späteren zahlen-
mäßigen und graphischen Ausgabe.
Schließlich muss dem Programm ein Datenfile zur Verfügung gestellt werden, das in einer vorge-
gebenen Anordnung die Angaben über die Anfangswerte der Parameter (Startwerte) einerseits
und die Datenwerte Xdkj andererseits enthält. Für jeden Parameter müssen folgende Angaben
gemacht werden:
• Nummer, Bezeichnung, Wert, gesch. Fehler, untere Grenze, obere Grenze
Sind alle notwendigen Vorbereitungen abgeschlossen, kann das Programmsystem MINUIT ge-
startet werden. Es ruft gleich nach dem Start die Subroutine FCN auf und zeigt den Wert
von F für die Startparameter an. Falls eine graphische Ausgabe von Resultaten vorgesehen ist,
empfiehlt es sich, diese gleich für die Startparameter, aber auch nach jeder Durchführung eines
Optimierungsverfahrens aufzurufen, da so häufig wichtige Hinweise für die weitere Vorgehens-
weise erhalten werden. MINUIT wendet sich nach jedem Teilschritt wieder an den Nutzer und
verlangt die Eingabe eines Kommandos zum Auslösen des nächsten Teilschrittes. Möglich sind
zum Beispiel;
• Starten des MONTE-CARLO-Verfahrens,
• Starten des SIMPLEX-Verfahrens,
• Starten des GRADIENTEN-Verfahrens,
• Änderung von Parameterwerten,
• Änderung von Parametergrenzen,
• Festhalten einzelner Parameterwerte,
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• Freilassen einzelner Parameterwerte,
• Veranschaulichen von (Zwischen-)Resultaten,
• Drucken von (Zwischen-)Resultaten
• Übergang zu einer anderen Abstandsfunktion F (falls dies vorgesehen wurde),
• Übergang zu anderen Gewichten für die Datenwerte (falls dies vorges. wurde).
Schließlich ist noch zu bemerken, dass das Programmsystem MINUIT auch als Simulations-
system für das jeweilige Modell benutzt werden kann, insbesondere wenn eine geeignete Form
der graphischen Darstellung der Resultate programmiert wurde.
Nach diesen Ausführungen ist hoffentlich klar geworden, worum es im Wesentlichen bei der
Problematik der Parameteroptimierung geht. Will man ein derartiges Problem lösen, muss man
(außer bei ganz einfachen Fällen) mit einer gewissen Einarbeitungszeit rechnen. In der Re-
gel werden annehmbare Resultate nicht so schnell erhalten, wie man erwarten könnte, mit der
Anahme man brauche seine Daten nur in ein fertiges Rechenprogramm zu stecken und das
Programm zu starten. Bei der Parameteroptimierung handelt es sich im Normalfall um einen
iterativen Prozess. Solche Prozesse dauern oft wesentlich länger, als vorher gedacht wurde.
Daher ist bei der Übernahme zeitlich begrenzter Projekte dringend zu empfehlen, sich nicht dar-
auf verpflichten zu lassen, ganz zuletzt schnell noch eine Parameteroptimierung vorzunehmen.
Weiterhin hat sich gezeigt, dass bei der Parameteroptimierung viele Probleme ihre eigenen
Spezifik haben, weswegen man immer wieder neuartige Wege zur Problembewältigung suchen
muss. Beispielsweise war das schon erwähnte Schwielowsee-Problem am Ende nur lösbar durch
die Einführung eines neuen speziellen Gewichtes. Auch beim Evolonmodell gab es Schwierigkei-
ten durch das unerwartete Auftreten von Schwingungen in den Daten um den Wachstumstrend,
weswegen eine spezielle iterative Analysemethode entwickelt werden musste.
Andererseits können mit Hilfe der Parameteroptimierung und der nötigen Geduld sehr inter-
essante und wichtige Resultate erhalten werden, worauf z.T. im nächsten Kapitel näher einge-
gangen wird.
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4 Zusammenhang von Wachstum, Umweltproblematik und
Evolutionsdruck
4.1 Begriffe, Definitionen, Wachstum und Umweltsystemanalyse
Unter Wachstum soll hier ganz allgemein eine Erscheinung verstanden werden, die bei ent-
sprechenden Bedingungen in unterschiedlichen Systemen auftreten und durch die Vergrößerung
von geeigneten Wachstumsindikatoren beschrieben werden kann. Die Tabelle 4.1 enthält bei-
spielhaft Systeme, in denenWachstum auftreten kann und führt mögliche Wachstumsindikatoren
auf. Es hat sich auch erwiesen, dass fast alle Umweltprobleme durch Wachstumsprozesse
System Wachstumsindikatoren
biologisches Individuum Gewicht, Volumen, Länge . . .
Population Anzahl der Individuen, Biomasse . . .
Ökosystem Biomasse, Energieumsatz . . .
Wirtschaftssystem Bruttoinlandsprodukt, Energieverbrauch, Stromverbrauch,
Materialdurchsatz . . .
Tab. 4.1: Beispiele für Wachstum in Systemen und für Wachstumsindikatoren
hervorgerufen wurden. Im Rahmen der Umweltsystemanalyse wurden bereits zwei unvermeid-
bare fundamentale Wechselwirkungen(Entropieexport und Energieimport) der interessierenden
Systeme mit der Umwelt als wesentlich eingestuft. Denn alle Ordnungs Struktur erhaltenden
und somit sämtliche lebenden Systeme müssen wegen des 2. Hauptsatzes der Thermodynamik
derartige Wechselwirkungen aufweisen. Auch wachsende Systeme haben notwendige Wech-
selwirkungen mit der Umwelt, da (zumindest bei materiellem Wachstum) die das System
vergrößernden Materialien aus der Umwelt kommen müssen. Hieraus folgt bereits, dass bei be-
grenzter Umwelt das Wachstum eines Systems nicht unbegrenzt sein kann. Im Rahmen von
Umweltsystemanalyse ist daher auch die Untersuchung von Wachstumsprozessen besonders na-
heliegend.
Im Kap. 1 wurde Umweltsystemanalyse folgendermaßen definiert:
„Die Umweltsystemanalyse untersucht mit systemanalytischen Mitteln die Wech-
selwirkungen zwischen einem belebten System (bevorzugt unter Einschluss von Men-
schen) und dessen Umwelt. Dazu gehört auch die Untersuchung der Struktur und
des Zustandes des belebten Systems sowie des Zustandes seiner Umwelt inklusive
der Untersuchung der zeitlichen Veränderung von System und Umwelt.
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Ziel: Besseres Verständnis der realen Existenz- und Entwicklungsmöglichkeiten der
Systeme und Realisierung der bestmöglichen Varianten.“
Da sich also die Umweltsystemanalyse mit der Untersuchung von Wechselwirkungen von
Systemen mit ihrer Umwelt befasst, sind schon wegen dieser notwendigen Wechselwirkungen
mit der Umwelt wachsende Systeme interessante Objekte für Umweltsystemanaly-
sen. Wachsende Systeme können also notwendigerweise nur auf Kosten der Umwelt wachsen.
Andererseits ist auf der endlichen Welt die Umwelt von Systemen notwendigerweise endlich.
Daraus folgt, dass jegliches (materielles) Wachstum auf der Erde begrenzt sein muss und
somit das Wachstumsstreben von Systemen früher oder später in Konflikt mit der endlichen
Umwelt kommt, wobei dann ein spezieller Evolutionsdruck für die wachsenden Systeme ent-
steht. Entsprechend der Definition des Evolutionsdruckes (s. Abschn. 1.6) kommt es somit zu
einer Diskrepanz von Struktur und Funktionsweise des Systems mit seinen Existenz- und Ent-
wicklungsmöglichkeiten. Darauf wird in den Punkten 4.6 und 4.7 näher eingegangen.
Zunächst sollen Ausführungen zur besonderen Aktualität der Wachstumsproblematik gemacht
und einige Beispiele für das Wachstum umweltrelevanter Indikatoren aufgeführt werden.
4.2 Aktualität der Wachstumsproblematik und Beispiele für umweltrelevantes
Wachstum
Die Wichtigkeit der Untersuchung von Wachstumsprozessen im Rahmen der Umweltsystemana-
lyse ist schon ausreichend damit begründet, dass scheinbar sämtliche UMweltprobleme entwe-
der durch Wachstumsprozesse oder durch Katastrophen verursacht werden. Die Aktualität der
Wachstumsproblematik wurde schon in der ersten Vorlesung (z.B. durch das Zitat von K. BIE-
DENKOPF) angedeutet. Auf der Folie ist auch noch einmal das Ziel der Umweltsystemanalyse
aufgeführt, wie es in der 1. Vorlesung definiert wurde. Es geht dabei um die Realisierung best-
möglicher Systementwicklungsvarianten. Inzwischen sind hierbei durch Wachstum erhebliche
Probleme aufgetreten, wie die folgenden Zitate belegen (s. a. Abb. 4.1 und 4.2):
„Die Grenzen des Wachstums und die Globalisierung des Gewaltpotentials verschie-
ben den archimedischen Punkt der Politik. Jetzt muss sich zeigen, ob die Menschheit
in der Lage ist, das Überschreiten eines kritischen Quantums an Wachstum zu ver-
hindern.“ (Illich 1973)
Aus den Zitaten von MÜLLER/HENNIKE [Müller u. Hennicke(1994)], die dem 1994 erschie-
nenen Buch „Wohlstand durch Vermeiden“ entnommen wurden, geht hervor, dass weiteres
Wachstum zu einer wachsenden aktuellen Existenzgefährdung von Wirtschafts- und Ge-
sellschaftssystemen führt. Dies wäre eine Entwicklung, die dem Ziel der Umweltsystemanalyse
diametral entgegensteht. Um nach Wegen zu suchen, wie diese gefahrvolle Entwicklung
möglichst vermieden werden kann, ist daher die Untersuchung wachsender Systeme im
Rahmen der Umweltsystemanalyse höchst aktuell und wichtig.
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„Mit der Globalisierung der industriellen Welt wird es zum Überlebensgebot, endlich die
Grenzen sozialer Ungleichheit und ökologischer Belastbarkeit zu beachten. ... Je komplexer,
weitreichender und globaler die industriellen Wachstumsprozesse werden, desto größer wird
die Gefahr, dass sie an soziale und ökologische Grenzen stoßen, die zunehmend auch zu
ökonomischen Barrieren werden: Die Eigendynamik des exponentiellen Wachstums wird mit der
wachsenden Komplexität seiner Wechselbeziehungen zur sozialen und natürlichen Umwelt eine
Gleichung mit Unbekannten, in der Aufstieg und Niedergang eng zusammenliegen“ (Peccei 1981)
„Die Ausrichtung der wirtschaftlichen und gesellschaftlichen Expansionsprozesse auf hohe
Kapitalverwertung, maximale Gewinne und steigende Weltmarktanteile ist die entscheidende
Ursache für die qualitativ neuen Risiken. Der globale Kampf um Wachstum mündet im
Shutdown von Sozialstaat und Ökologie. Damit stellen sie letztlich die Existenz der westlichen
Gesellschaftsordnungen infrage. Nach den Zusammenbrüchen in der Dritten Welt und der
Selbstauflösung des Ostblocks gerät nun der reiche Nordwesten der Erde an die Grenzen
des von ihm geformten Entwicklungsmodells: Von der Peripherie kehrt die Krise zu den
Hauptverursachern zurück:... Die Menschheit ist an Grenzen gestoßen, von denen sie zumindest
in den zwei Jahrhunderten davor nichts wissen wollte“ (Eppler 1975)
Abb. 4.1: Zitate: [Müller u. Hennicke(1994)]
Im Abschnitt 1.5 wurde bereits darauf hingewiesen, dass die besondere Situation in der
gegenwärtigen Umweltproblematik u.a. dadurch gekennzeichnet ist, dass verschiedene um-
weltrelevante Größen sich insbesondere in der Zeit nach dem 2. Weltkrieg sehr schnell globalen
Grenzen nähern. Dies möchte ich zunächst an einigen Beispielen erläutern. Besonders markant
und beängstigend ist das Wachstum der Weltbevölkerung. Aus der Abbildung 4.3 ist ersicht-
lich, dass sich die Weltbevölkerung nach dem 2. Weltkrieg mehr als verdoppelt hat. Als ich
diese Abb. zum ersten Mal sah, war ich tief beeindruckt und verunsichert, da sie mir vor Augen
führte, dass zur Zeit meiner Geburt nicht mal halb so viele Menschen auf der Erde wohnten wie
etwa im Jahre 2000. Das mit dieser immensen Wachstumsdynamik verbundene ökologische
Problem und seine weitreichenden Konsequenzen lassen sich gar nicht unterschätzen. Wir
werden auf diese Abbildung später noch zurückkommen. Über einen Zeitraum von mehr als
einer Million Jahren war das Bevölkerungswachstum in guter Näherung hyperbolisch. Dies
bedeutet u.a., dass sich die Verdopplungszeiten ständig verkürzt haben und sich die relativen
Zuwächse vergrößerten. Auch darauf wird später noch näher eingegangen.
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Vorwort: Frage um Leben und Tod + Ö.W., (S.3/4)
„Die industriellen Wirtschafts- und Lebensweisen...sind...hauptverantwortlich für die ökologi-
schen Gefahren. Naturzerstörung und soziale Nöte nehmen heute eine Größe an, die die Er-
de insgesamt in Gefahr bringt. Ohne grundlegende Reformen ist die weitere Expansion der
ressourcen- und kapitalintensiven Industriesysteme auf Dauer das größte globale Sicherheitsri-
siko. Sie überfordern die nicht ersetzbaren Quellen und Senken der Natur und nehmen wenig
Rücksicht auf ein Mindestmaß von Gleichheit und sozialen Lebenschancen. Dies ist ein Ergebnis
des Strukturwandels durch die Globalisierung der Ökonomie, der sich in den letzten Jahren mit
hohem Tempo vollzieht.
Das 20. Jahrhundert ist nicht nur das Jahrhundert sozialer Fortschritte, es ist auch das Jahrhun-
dert von Auschwitz, Hiroshima oder Sarajewo. Und mit der Globalisierung der Wachstumsöko-
nomie und Konkurrenzzwänge ist die technische Zivilisation nun dabei, die ökologische Selbst-
zerstörung (Siegfried Lenz), den Größten Anzunehmenden Unfall, in Gang zu setzen.
Sozialer Rückschritt, ökologische Zerstörung, ökonomische Verteilungskämpfe und Gefährdung
der Demokratie drohen zum allgemeinen Signum unserer Zeit zu werden.„
S.8: „Die Menschen greifen mittlerweile in einer Weise in die Natur ein, die ihr eigenes Überleben
zur Disposition stellt.“
S.10: Denn die Erde ist zu klein für ein globales Wachstumsmodell nach dem Vorbild Europas,
Nordamerikas oder Japans. Die Vorstellung, das in einer spezifisch europäischen Kultur und Zeit
geformte Modell von Wachstum und Konkurrenz könnte ohne grundlegende Reformen weltweit
verallgemeinert werden, beruht auf nicht haltbaren Annahmen. Die Welt befindet sich in einem
schwierigen und unsicheren Umwandlungsprozess hin zu neuen Wirtschafts- und Gesellschafts-
formen“ (Galbraith 1994)
S.17 „Die Ursachen der globalen Bedrohungen liegen deshalb nicht erst im Bevölkerungswachs-
tum, in der Verletzung der Menschenrechte oder im Fehlen globaler Institutionen, sondern zuerst
im grenzenlosen Expansionsdrang der westlichen Marktwirtschaften.“
S. XI „Noch immer herrscht das simple Verständnis vor, Fortschritt sei umso größer, je höher
die Wachstumsprozente sind. Diese Sichtweise dominiert heute sogar wieder umso mehr, weil die
Angst wächst, sonst nichts mehr verteilen zu können. Doch die Realitäten einer endlichen Erde
mit ihren störanfälligen Ökosystemen lassen sich nicht außer Kraft setzen.“
Abb. 4.2: Zitate: [Müller u. Hennicke(1994)]
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Abb. 4.3: Wachstum der Weltbevölkerung [Gorshkov(1995)]
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Abb. 4.4: Verdopplungszeiten der Weltbevölkerung [Bossel(1994c)]
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Aus Abbildung 4.4 ist zu entnehmen, dass sich die Verdopplungszeiten für die Weltbevöl-
kerung rasant verkürzt haben. Im Jahre 1650 gab es doppelt so viele Menschen wie ca. 1400
Jahre zuvor. Im Jahre 1990 gab es dagegen schon doppelt so viele Menschen wie nur 39 Jahre
zuvor. Somit ist in unserer Zeit die Verdopplungszeit kleiner als die Lebenszeit einer Generati-
on. Das hat es in der Menschheitsgeschichte nie zuvor gegeben! Die nächste Abbildung 4.5 zeigt
wiederum das Wachstum der Weltbevölkerung,
Abb. 4.5: Wachstum und relativer Zuwachs der Weltbevölkerung. u.a. (Stat. Bundesamt BRD)
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wobei diesmal eine Prognose der Vereinten Nationen (UN) bis zum Jahre 2050 sowie die rela-
tiven Zuwächse mit dargestellt werden. Die relativen Zuwächse zeigen ein Maximum etwa im
Jahre 1966. Das bedeutet, dass der hyperbolische Wachstumstrend der Weltbevölkerung
im 20. Jahrhundert beendet wurde. Dadurch wurde ein einmaliges wichtiges Ereignis in
der Evolutionsgeschichte der Menschheit markiert. Woraus sich wichtige Konsequenzen für die
Zukunft ergeben. In den drei letzten Abbildungen wurde das Bevölkerungswachstum stark ag-
gregiert in Form einer summarischen Kurve dargestellt. Wie auch bei anderen Wachstumspro-
zessen spielen sich dahinter versteckt jedoch recht unterschiedliche Prozesse im Detail ab. So
Abb. 4.6: Die Alterspyramiden [Spektrum(1990)]
ist die Wachstumsdynamik in den so genannten Entwicklungsländern z.Zt. stark verschieden
von der entsprechenden Wachstumsdynamik in den sogenannten Industrieländern. Nach der
Prognose der UN kommen allein in den 35 Jahren von 1990 bis 2025 in den Entwicklungslän-
dern mehr als doppelt so viele Menschen dazu, wie 1990 in den „Industrieländern“ lebten. Der
Zuwachs in den Industrieländern findet vor allem in den höheren Altersgruppen statt und
seine Größe ist gegenüber dem Zuwachs in den „Entwicklungsländern“ fast zu vernachlässigen.
Auch die Alterspyramiden unterscheiden sich in den beiden Ländergruppen wesentlich
(siehe Abb. 4.6).
Neben dem Bevölkerungswachstum wird insbesondere das Wirtschaftswachstum in den Ïn-
dustrieländern“ als wesentliche Gefahrenquelle für die weitere Entwicklung der Menschheit
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angesehen. Die nächste Abb. 4.7 zeigt das Wirtschaftswachstum für die BRD und die USA
(BIP) im Vergleich mit dem Wachstum des Primärenergieverbrauchs (PEV) und des Stromver-
brauchs (SV). Besonders interessant an dieser Darstellung ist die sogenannte Entkopplung von
Abb. 4.7: Wachstum von Bruttoinlandsprodukt (BIP) Primärenergiever-
brauch (PEV) und Stromverbrauch (SV) für BRD, USA
[Albrecht u. a.(2002)Albrecht, Mende, u. Orlamünder]
Primärenergieverbrauchswachstum und Wirtschaftswachstum seit der ersten Weltenergiekrise
1973. Bis dahin liefen nämlich beide Wachstumsindikatoren gleichartig und es wurde daher im-
mer von der Kopplung von Wirtschafts- und Primärenergieverbrauchswachstum ausgegangen.
Weiterhin ist ersichtlich, dass der Stromverbrauch im Wesentlichen weiterhin wie das Wirt-
schaftswachstum verläuft. Der Elektrizitätsverbrauch ist nach 1973 etwa so gekoppelt, wie es
der Primärenergieverbrauch vor 1973 war. Das hängt mit dem in Abschnitt 1.3.3 erwähnten 2.
Hauptsatz der Thermodynamik zusammen - insbesondere mit der hohen Wertigkeit der
Elektroenergie-, weswegen sich diese Energieform besonders schwer substituieren lässt. Strom
ist die höchstwertige Energieform, die in den Wirtschaftssystemen industrialisierter Länder in
beachtlichem Ausmaß zum Einsatz kommt. Daher lässt sich vermuten, dass der Stromverbrauch
in Industrieländern eine Führungsrolle bei der Systemkennzeichnung übernimmt. Aus diesem
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Grunde wurde seit 1984 auf Vorschlag von W. MENDE der Elektroenergieverbrauch als
Wachstumsindikator für die Analyse des Wirtschaftswachstums verschiedener Länder benutzt
(s. Abschn. 4.6.3). Auch beim Vergrößern der CO2-Emissionen in die Atmosphäre handelt
Abb. 4.8: CO2-Emissionen: Welt, USA, EU [Spektrum(1990)]
es sich um anthropogen verursachtes Wachstum eines umweltrelevanten Indikators (siehe
Abb. 4.8). Bekanntlich beeinflusst dieser Indikator wesentlich die Wechselwirkung mit der Um-
welt im Rahmen des Treibhauseffektes.
Aus Abbildung 4.9 ist u.a. ablesbar, dass der weitere Zuwachs dieses Indikators in den letzten
Jahrzehnten kaum noch durch die EU-Länder und die USA zustande kam. Diese Länder
emittieren vielmehr schon seit langem CO2 auf einem auf Dauer unerträglich hohen Niveau.
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Abb. 4.9: CO2, Methan und Temperatur - Wachstum [Spektrum(1990)]
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Die nächste Abbildung 4.2 zeigt, wie stark die Veränderung der Landnutzung zur CO2-
Freisetzung beigetragen hat. Weiterhin wird dargestellt, dass auch die Emissionen vonMethan,
eines weiteren Treibhausgases, insbesondere ebenfalls stark anwachsen.
Abb. 4.10: Methankonzentration-Wachstum, logarith. [Spektrum(1990)]
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Die folgende Abbildung 4.2 zeigt dies über einen längeren Zeitraum in logarithmischem Maß-
stab. Selbst Monatszeitschriften (z.B. [GEO(1995)]) weisen auf Umweltprobleme im Zusammen-
Abb. 4.11: „Wachstum um jeden Preis“ in den Tiegerstaaten [GEO(1995)]
hang mit Wirtschaftswachstum am Beispiel der so genannten südostasiatischen Tigerstaaten
hin. Eine weitere umweltrelevante Wachstumsgröße ist der Umfang des Straßengüterverkehrs (in
Tonnenkilometern pro Kopf) in Deutschland. Die Abbildung 4.12 zeigt das Anwachsen dieser
Größe im Vergleich zum Eisenbahn- und Binnenschifffahrtstransportaufkommen für die alten
Bundesländer im Zeitraum 1950-1990. Während die beiden letzten Größen seit Jahrzehnten
im Wesentlichen stagnieren, nimmt die besonders umweltschädliche Transportart auf der
Straße ständig stark zu.
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Abb. 4.12: „Straßengüterverkehr“ in Deutschland
Abb. 4.13: zugelassene PKW: USA, BRD
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Das abschließende Beispiel zeigt, dass insbesondere im Straßenpersonenindividualverkehr ein
erhebliches Wachstum zu verzeichnen ist. Die Abbildung 4.13 zeigt das Wachstum der zuge-
lassenen PKW in den USA und der BRD sowie vorläufige Versuche einer Beschreibung dieser
Daten mit dem (in Abschn. 4.6.1 beschriebenen) Evolonmodell. In Deutschland wird seit Jahren
mehr als 25% der Primärenergie im Verkehrssektor verbraucht.
Schließlich möchte ich noch bemerken, dass der Verbrauch mineralischer Naturrohstoffe derart
stark angewachsen ist, dass allein in den USA während der ersten 3 Jahrzehnte nach dem 2.
Weltkrieg mehr Mineralien verbraucht wurden als von der ganzen Menschheit in ihrer gesam-
ten Geschichte bis zum 2. Weltkrieg.
Damit erscheint die Aktualität und Umweltrelevanz der Wachstumsproblematik hin-
reichend belegt. Auf jeden Fall gibt es offenkundig eine Reihe von stark wachsenden Größen
mit direktem und indirektem Einfluss auf die Umwelt, wobei häufig auch mit Rückwirkungen
der veränderten Umwelt auf das System zu rechnen ist (z.B. CO2 und Klima). Da die Untersu-
chung der Wechselwirkungen zwischen belebten Systemen und ihrer Umwelt ein Hauptanliegen
der Umweltsystemanalyse ist und wachsende Systeme wichtige Wechselwirkungen auf die Um-
welt haben, scheint es angebracht und nützlich, in diesem Rahmen auch Wachstumsprozesse zu
untersuchen. Im nächsten Abschnitt soll nun der Zusammenhang von Wachstum, Wachstums-
grenzen und Evolutionsdruck für wachsende Systeme behandelt werden.
4.3 Tragfähigkeitsgrenzen, Wachstum und Evolutionsdruck
In diesem Kapitel sollen der Einfachheit halber nur Wachstumsmodelle mit einer Zustandsva-
riablen X(t) betrachtet werden. Diese Zustandsvariable wird mit den bereits erwähnten Wachs-
tumsindikatoren X identisch sein. Solche Wachstumsindikatoren repräsentieren das Wachstum
in Systemen, wobei diese Systeme sehr komplex und auch genestet sein können. Einige weitere
Beispiele für derartige Wachstumsindikatoren (und für die zugehörigen Systeme) sind:
• X - Weltbevölkerungsanzahl (globales Menschheitssystem)
• X - Einwohnerzahl einer Stadt (Untersystem des vorigen Systems)
• X - Weltenergieverbrauch (Weltwirtschaftsystem)
• X - Bruttosozialprodukt (Wirtschaftsystem eines Landes - Teil des Weltwirtschaftsystems)
• X - Elektroenergieverbrauch (Wirtschaftsystem eines Landes - Teil des Weltwirtschaftsys-
tems)
• X- Biomasse (Ökosystem)
• X- Populationszahl einer Art (Teil eines Ökosystems)
• . . .
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Wie bereits erwähnt, können in der endlichen Welt Wachstumsindikatoren (für quantitatives
materielles Wachstum) immer nur auf endliche Werte anwachsen. Darin liegt eine wesentliche
Ursache für das generelle Problem des Zusammenhanges von Wachstum, Umweltpro-
blematik und Evolutionsdruck:
In einer endlichen Welt kann es nur endliche Umweltressourcen geben. Da quantitativ wachsende
Systeme ihren Zuwachs auf Kosten der Umwelt realisieren, müssen somit entsprechende Grö-
ßen in der Umwelt abnehmen und unbegrenztes Wachstum ist schon deshalb unmöglich,
weil diese abnehmende Größe begrenzt ist.
Beispielsweise kann die bebaute oder versiegelte Fläche eines Siedlungssystems höchstens so-
lange wachsen, bis gar keine unversiegelte Fläche mehr übrigbleibt - also auch alle Felder und
Wälder verschwunden sind. Praktisch wird das Wachstum schon vorher aufhören, da die siedeln-
den Menschen für ihre Nahrungsgrundlage auch Felder brauchen, denn verhungerte Menschen
können nicht siedeln. Das Siedlungssystem würde deshalb schon zusammenbrechen, bevor das
letzte Flächenstück versiegelt ist. (Dies ist nicht die einzige Art durch Wachstum an Umwelt-
grenzen zu stoßen. So entnimmt z.B. das Weltwirtschaftssystem der Umwelt fossile Brennstoffe
und noch bevor diese zu Ende gingen, stieß die durch die Nutzung dieser Brennstoffe gewachse-
ne CO2-Konzentration an Umweltgrenzen, deren Überschreitung das gesamte Wirtschaftsystem
einschließlich der zugehörigen Menschen in existentielle Schwierigkeiten bringen können.)
Auch das mögliche Wachstum der Weltfischereiindustrie ist trivialer Weise durch die
Größe der Fischbestände begrenzt. (Dennoch wurde dieser Umstand zunächst nicht beachtet.)
Wenn die Systeme komplizierter sind, ist der genaue Wert der Wachstumsgrenze nicht
immer einfach ersichtlich. An der Existenz der Wachstumsgrenze ist jedoch nicht zu zwei-
feln. Beispielsweise wird die Wachstumsgrenze einer biologischen, zu einem Ökosystem
gehörenden Art sicher existieren und sicher u.a. irgendwie von der Primärproduktions-
kapazität des Ökosystems abhängen. In diesem Zusammenhang spricht man auch von der
Tragfähigkeit oder „carrying capacity“ eines Systems bezüglich möglicher Wachstumsgrö-
ßen.Damit ist das Maximum gemeint, auf das eine Wachstumsgröße ansteigen kann,
ohne die Funktion des Systems und somit die Existenz des Systems ernsthaft zu
gefährden.
Für alle einem System zugehörigen Wachstumsindikatoren gibt es also immer letztlich durch
die Umwelt bedingte Obergrenzen, die zumindest nicht langfristig überschritten werden
dürfen, wenn das System funktionsfähig bleiben soll. Für Systeme, die so strukturiert sind, dass
sie Wachstum bewirken, entsteht daher bei Annäherung an die Tragfähigkeit also an
die Wachstumsgrenze eine Diskrepanz zwischen Struktur und Eigenschaften des Systems und
seinen weiteren Existenz- und Entwicklungsmöglichkeiten. Genau so hatten wir aber den Evo-
lutionsdruck definiert. Um die Weiterexistenz zu sichern und den Evolutionsdruck abzubauen,
muss sich das System evolutionär verändern, beispielsweise durch die Installation zusätzli-
cher Rückkopplungen, die das Wachstum stoppen. Wird dieser Anpassungsprozeß versäumt,
oder ist nicht genügend Zeit für eine ausreichende evolutionäre Anpassung vorhanden, so bleibt
210
4.4 Die drei wesentlichen Wachstumstypen und Wachstum als historisch begrenzte Erscheinung
als Alternative nur der Systemzusammenbruch(s.a. Vester).
Nach der Erörterung des generellen Problems des Zusammenhanges zwischen Wachstums- und
Umweltproblematik soll nun noch eimmal auf die Frage eingegangen werden, ob es sich dabei um
eine aktuelle Problematik handelt. Wie schon aus Abschnitt 1.6 und 4.2 hervorgeht, ist die
Antwort: „Leider ja!“, denn gleich mehrere globale Wachstumsindikatoren mit indirekter
und direkter Umweltbeeinflussung rasen gerade höchst aktuell auf Ihre Wachstumsgrenzen
zu. (Möglicherweise sind langfristig einzuhaltende Wachstumsgrenzen sogar schon überschritten
worden und die entsprechenden Systeme somit in höchste Existenznot geraten.)
MÜLLER/HENNICKE sprechen im Zusammenhang mit der aktuellen Globalisierung der
Wachstumsökonomie sogar vom GAU bezüglich der Umwelt- und Ökologiesituation. Sie
sind der Ansicht, dass die noch vor dem Bevölkerungswachstum rangierendeHauptursache der
Gefahren „. . . der grenzenlose Expansionsdrang der westlichen Marktwirtschaften“
ist.
4.4 Die drei wesentlichen Wachstumstypen und Wachstum als historisch
begrenzte Erscheinung
Je nach der Art wie wachsende Systeme auf die Existenz von Tragfähigkeitsgrenzen reagieren,
können 2 Arten und 3 Grundtypen von Wachstumsprozessen unterschieden werden (siehe Abb.
4.14).
1. Wachstumsart: selbstbeschränkt; (Wachstumsende: Ziel erreicht)
1. Grundtyp: auf ein unterhalb der Wachstumsgrenze liegendes Ziel ausgerichtet.
Dem Programm entsprechend kommen zunächst positive Rückkopplungen zur
Wirkung, die später durch negative Rückkopplungen ergänzt und kompensiert
werden. (Wachstumsende bei erreichen des Ziels)
2. Wachstumsart: nicht selbstbeschränkt;
2. Grundtyp: keine Reaktion auf die durch die Umwelt gesetzte Wachstums-
grenze; ausgerichtet auf Fortsetzung des Wachstums.- (Wachstumsende: Kollaps)
Positive Rückkopplungen werden nicht oder nicht ausreichend durch negative
Rückkopplungen kompensiert.
Beispiel: Rentierpopulation auf der St. Mattews Insel, Besiedler der Osterinseln,
Firmen . . .
3. Grundtyp: Reaktion auf die Wachstumsgrenze durch Abbremsung des Wachs-
tums und Vermeidung eines langfristigen Überschreitens der Tragfähigkeitsgrenze
der Umwelt durch Anpassung und Herausbildung negativer Rückkopplun-
gen. (Wachstumsende: praktisch unmittelbar vor Wachstumsgrenze)
Abb. 4.14: Wachstumsarten und Wachstumsgrundstypen
Bei der 1. Art handelt es sich um selbstbegrenztes Wachstum. Dazu gehört der 1. Grund-
typ. Hierbei handelt es sich um selbstbegrenztes, programmiertes, auf ein Endziel aus-
gerichtetes Wachstum (Beispiel: Wachstum eines Menschen mit DNS-Bauplan). Derartige
Systeme haben sich zumeist im Laufe der Evolution entwickelt. Das Wachstum solcher Systeme
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tritt häufig wiederholt auf (z.B. in jeder Generation). Das Wachstum wird bei diesem Prozess-
typ durch vorprogrammierte Aktivierung negativer Rückkopplungen weit vor dem Erreichen von
Tragfähigkeitsgrenzen abgebremst und kommt schließlich zum Stillstand. Diese Art von Wachs-
tumssteuerung wurde im Laufe der Evolution durch Lernprozesse herausgebildet und Konflikte
wegen der Existenz von Tragfähigkeitsgrenzen werden von vornherein vermieden. Offenbar sind
solche Wachstumsprozesse zeitlich begrenzt, da sie nach Erreichen des Wachstumsziels zum
Erliegen kommen. Die Kurve des Wachstumsindikators hat folgende Form: (siehe Abb. 4.15)
Abb. 4.15: Typischer Verlauf des Wachtumsindikators für den 1. Wachstumsgrundtyp
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Ein Beispiel dafür ist das Gewichtswachstum von Brathähnchen (siehe Abb. 4.16).
Abb. 4.16: Gewichtswachstum von Brathähnchen
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Auf der nächsten Abb. 4.17 ist zu erkennen, dass die Modellkurve nach 220 Tagen nicht mehr
wächst, wie es für einen zielgerichteten Wachstumsprozess bei Erreichen des Ziels zu erwarten
ist.
Abb. 4.17: Brathähnchengewicht bis Wachstumsende
Bei der 2. Wachstumsart handelt es sich um nicht selbstbegrenztes Wachstum. Dazu
gehören die Wachstumsgrundtypen 2 und 3. Solange der Wachstumsindikator klein ist ge-
genüber der Tragfähigkeitsgrenze, gibt es auch hier keine Probleme. Bei Annäherung an die
Tragfähigkeitsgrenze kommt die das unkontrollierte Wachstum hervorbringende Struktur und
Funktionsweise des Systems in Konflikt mit seinen durch die Umwelt bedingten Wachstumsgren-
zen. Somit entsteht eine Diskrepanz zwischen Struktur und Funktionsweise des Systems mit sei-
nen Existenz- und Entwicklungsbedingungen - also ein Evolutionsdruck. Zum 2. Grundtyp
gehören solche Wachstumsprozesse, die auf diesen Evolutionsdruck nicht bzw. nicht erfolgreich
reagieren. Diese Systeme wachsen über die Tragfähigkeitsgrenze hinaus, bis es schließ-
lich zum Systemzusammenbruch kommt. Auf der Abb. 4.18 von F. VESTER [Vester(1995)]
ist dies angedeutet. Ein derartiger Zusammenbruch wird häufig auch Kollaps genannt. Als ty-
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Abb. 4.18: Prinzipieller Ablauf von Wachstumsprozessen [Vester(1995)]
pisches Beispiel für einen solchen Prozess kann das Wachstum einer Rentierpopulaton auf
der St. Matthew-Insel betrachtet werden (siehe Abb. 4.19). Im Jahre 1944 wurden von der US-
Armee 29 Rentiere auf dieser Insel ausgesetzt. Ihre Population wuchs auf mehr als 6000 Tiere
an. Dann kam es zum Kollaps und sämtliche Tiere verhungerten bis zum Jahre 1966, weil sie
die Tragfähigkeitsgrenze nicht beachtet und sich das letzte Futter unter den Hufen weg gefressen
hatten. Der Kollaps trat hier ein, als die langfristige Tragfähigkeitsgrenze um den Faktor drei
überschritten wurde. Ähnliches ist auch einer menschlichen Population bei der Besiedlung der
Osterinseln schon widerfahren. Darauf wurde schon im ersten Kapitel hingewiesen. Abb. 4.20
zeigt die Wachstumskurve für die menschliche Population. Auch hier ist wahrscheinlich die
langfristige Tragfähigkeitsgrenze überschritten. Daher ist es besonders wichtig, alles zu tun, um
einen ähnlichen Zusammenbruch zu vermeiden. Diesem Ziel diente insbesondere auch die
Untersuchung zu den Grenzen des Wachstums vom Club of Rome, deren Ergebnisse im Bericht
„Die Grenzen des Wachstums“ im Jahre 1972 veröffentlicht wurden. Darauf wird im Kapitel
6 näher eingegangen.
Ein ähnlicher Kollaps wird auch für das Wirtschaftswachstum befürchtet. Daher ist das
eine äußerst aktuelle Problematik. Untersuchungen zu den Ursachen derartiger Zusam-
menbrüche und Möglichkeiten zu ihrer Vermeidung sind daher besonders aktuell und wichtig.
Auch in Hinblick auf das Wachstum von Bankguthaben infolge des Zinseszinses wird zum
Beispiel durch die Anhänger von S. GESELL ein derartiger Kollaps befürchtet. Was für
Guthaben gilt, gilt sinngemäß auch für Schulden und insbesondere für Staatsschulden. Das Ti-
telbild des Spiegel vom 18.01.1988 (siehe 4.21) illustriert das Anwachsen der Staatsschulden
der BRD. Es zeigt, dass die Bemühungen verschiedener Regierungen, den Wachstumstrend zu
brechen, vergeblich waren. Daher gibt es Befürchtungen hinsichtlich eines Kollapses auch im
Zusammenhang mit dem Anwachsen der Staatsschulden Deutschlands. Ein weiteres von
B. SCHMIDT [Schmidt(1994)] erwähntes Beispiel für Wachstum bis zum Kollaps betrifft Teile
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Abb. 4.19: Rentierpopulation, St. Matthew-Insel (D. Klein, 1968),Typischer Verlauf des Wach-
tumsindikators für den 2. Wachstumsgrundtyp
des Wirtschaftssystems in Chile (siehe Abb. 4.22). Dort gab es viele Sardellen im Meer und
viele Guanovögel ernährten sich davon. Ihren Kot lagerten sie in Form hochwertigen Düngers
an Land ab. Dieser Dünger wurde ans Ausland verkauft und gleichzeitig wurden auch Sardellen
gefischt und exportiert. Nach der Devise „Viel hilft viel und mehr hilft noch mehr“ wurden die
Fischfangquoten gesteigert und zunächst konnte tatsächlich mehr exportiert werden (siehe abb.
4.23). Bei weiterer Steigerung der Fangraten ist allerdings der Fischbestand und infolge davon
auch der Guanovögelbestand zusammengebrochen (siehe Abb. 4.24).
Derartige Zusammenbrüche durch Nichtbeachtung von Wachstumsgrenzen gibt es auch in der
europäischen Wirtschaft. Im Jahre 2002 kam es z.B. bei der SWISSAIR und bei dem Me-
dienunternehmen von L. KIRCH zu kollapsartigen Erscheinungen. Beide Unternehmen waren
dafür bekannt, dass sie noch stärker als andere auf Wachstum setzten. In einem Artikel von N.
PIPER in der Süddeutschen Zeitung vom 6./7. April 2002 heißt es dazu:
„Die Ursache für den Zusammenbruch liegt jedoch woanders. Leo Kirch ist das klassi-
sche Beispiel eines mittelständischen Unternehmers, der irgendwann sein Wachstum
nicht mehr beherrscht.“
Auch im Ergebnis einiger Entwicklungsprojekte hat es leider Prozesse gegeben, die am Ende
zu einem Kollaps geführt haben. Bei den Massai in Afrika beispielsweise hat die Hilfe der
Europäer in Form von Rinderkrankheitsbekämpfung und Brunnenbau zunächst eine Vermerung
von Rindern und schließlich auch von Menschen bewirkt. Bei der nächsten größeren Dürre kam
es trotz der vergrößerten Weideflächen zu einem Kollaps und der Gefahr des Verhungerns von
Menschen und Tieren, denn die Hilfsmaßnahmen wurden durch das Wachstum von Rindern und
Menschen z.T. wirkungslos gemacht.
In Deutschland treten durchWachstum verursachte Kollapserscheinungen ebenfalls auf. Durch
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Abb. 4.20: Wachstum der Weltbevölkerung [Gorshkov(1995)]
das Anwachsen des Verkehrsaufkommens kommt es beispielsweise häufig zu Staus, wodurch der
Verkehr kollapsartig zum Erliegen kommt.
Zum 3. Wachstumsgrundtyp gehören schließlich Prozesse, die ebenfalls nicht selbst be-
schränkt sind, die aber den Evolutionsdruck bewältigen und auf die Tragfähigkeitsgrenzen rea-
gieren, indem sie durch die Installation von negativen Rückkopplungen das Wachstum abbrem-
sen, sodass es schließlich vor der Tragfähigkeitsgrenze zum Stillstand kommt oder diese zumin-
dest nicht langfristig übersteigt. Hierbei kommt es zu einem adaptiven Annäherungsprozess an
die Tragfähigkeitsgrenze. Der typische Wachstumskurvenverlauf hat daher folgende Form (Abb.
4.25):
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Abb. 4.21: Die Zinspeitsche, Wachstum der Staatsschulden der BRD
Abb. 4.22: Sardellen + Guano Chile 1
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Abb. 4.23: Sardellen + Guano Chile 2
Abb. 4.24: Sardellen + Guano Chile 3
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Abb. 4.25: Typischer Verlauf des Wachtumsindikators für den 3. Wachstumsgrundtyp
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Ein Beispiel dafür ist der so genannte demographische Übergang in West- und Mitteleuropa
im Zusammenhang mit der industriellen Revolution (siehe 4.26). Zunächst ist die Bevölkerung
angewachsen, aber durch die Einführung der Sozialversicherung und die Wohlstandsrückkopp-
lung hat dieses Bevölkerungswachstum wieder abgenommen und ist schließlich zum Stillstand
gekommen. Im Rahmen dieses demographischen Übergangs hat sich die Bevölkerung etwa ver-
dreifacht.
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Abb. 4.26: Bevölkerungszahl von USA, Belgien, Deutschland
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Ähnlich ist der Wachstumsverlauf der Anzahl von Mähdreschern in Deutschland, wie die
Abb. 4.27 zeigt. Auch das Höhenwachstum von Fichten gehört zu diesem Wachstumsgrundtyp
Abb. 4.27: Mähdrescher in Deutschland [Berg u. Kuhlmann(1993)]
(Abb. 4.28).
Die nicht kollabierenden Wachstumsprozesse lassen sich in zwei Phasen einteilen.
In der ersten Phase nehmen die Zuwächse zu und in der zweiten Phase nehmen die Zuwäch-
se wieder ab. Die beiden Phasen werden daher „Beschleunigungsphase“ und „Bremspha-
se“ des Wachstums genannt. Aus Gründen, die später klar werden, werden diese Phasen auch
„Phase des extensiven Wachstums“ und „Phase der intensiven Bremsung“ genannt.
Der Übergang von der Beschleunigungs- zur Bremsphase des Wachstums findet nicht abrupt
statt. Vor dem Zuwachsmaximum dominiert jedoch die Beschleunigungsphase, während nach
dem Zuwachsmaximum die Bremsphase dominiert. Bei den dargestellten Fichten tritt dieses
Zuwachsmaximum je nach Standortklasse im Alter zwischen 30 und 43 Jahren auf. Offen-
sichtlich ist bei allen drei genannten Grundtypen das Wachstum historisch begrenzt (Abb. 4.29).
Beim ersten Grundtyp hört das Wachstum auf, wenn das Ziel erreicht ist. Beim zweiten
Grundtyp endet das Wachstum mit dem Kollaps. Beim dritten Grundtyp geht der Zuwachs
in der Bremsphase praktisch auf Null zurück. Theoretisch wäre hier ein unendliches Wachs-
tum mit immer kleineren Zuwächsen möglich, aber diese Zuwächse werden bald so klein, dass
sie praktisch nicht mehr messbar sind. Der Grund dafür, dass allen materiellen quantitativen
Wachstumsindikatoren auf der Erde obere Grenzen gesetzt sind, liegt wie bereits erläutert darin,
dass sie ihren Zuwachs nur auf Kosten der endlichen Umwelt realisieren können. Die entspre-
chenden Umweltgrößen müssen dabei abnehmen (z.B. landwirtschaftlich genutzte Flächen
bei wachsenden Siedlungsstrukturen und Straßenflächen oder Fischbestände bei wachsender
Fischereiindustrie).
Zusammenfassend ist festzustellen, dass alle bekannten materiellen Wachstumspro-
zesse zeitlich begrenzt sind. Entweder sie hören von selbst mit dem Wachstum auf, weil das
Wachstumsziel erreicht ist, oder bei Negierung der Wachstumsgrenzen wird der Wachstumspro-
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Abb. 4.28: Fichtenhöhen und Zuwächse v. GUTENBERG-Daten und Evolonmodell
zess durch einen Kollaps beendet oder aber das wachsende System passt sich erfolgreich an seine
Wachstumsgrenze an, wobei der Wachstumsprozess in der Nähe der Wachstumsgrenze praktisch
beendet wird.
4.5 Top-down Modellierung von Wachstumsprozessen
Der Einfachheit halber werden hier nur Wachstumsmodelle mit einer Zustandsvariablen
betrachtet. Die Modelle gehören zu den „top - down“ - Modellen, mittels derer in den letzten
Jahren erhebliche Erfolge erzielt wurden.
Bei „bottom - up“ - Modellen wird von unten nach oben, d.h. vom Detail zum Ganzen
vorgegangen. Bei der „top - down“ - Modellierung geht man dagegen vom Ganzen aus und
versucht, die Daten und ihren Trend zunächst einmal grob und möglichst einfach empirisch zu
beschreiben, indem man überlegt, was unter den gegebenen Bedingungen prinzipiell möglich
sein könnte. Für Details interessiert man sich dabei nur, wenn dies unumgänglich scheint - wenn
z.B. unverständliche Abweichungen zwischen Daten und Modell auftreten. Ganz neu ist diese
Methode übrigens nicht. Zur Beschreibung von Wachstumsprozessen wird sie mindetens schon
seit 175 Jahren angewandt, wie es z.B. aus einer Zusammenstellung einfacher Wachstumsmo-
delle von K. RÖMISCH [Römisch(1979)] hervorgeht (Abb. 4.30 und Abb. 4.31). Die meisten
der früher verwendeten, eindimensionalen Wachstumsmodelle waren analytisch integrierbar,
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Abb. 4.29: Zeitliche Begrenzung des Wachstums bei allen Wachstumsgrundtypen
d.h., sie ließen sich als einfache von der Wachstumszeit abhängige Funktionen darstellen, wie
dies in der Abb. 4.32 aufgeführt ist.
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Abb. 4.30: Zusammenstellung von Wachstumsfunktionen nach Römisch I
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Abb. 4.31: Zusammenstellung von Wachstumsfunktionen nach Römisch II
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Abb. 4.32: Einfache Top-Down-Wachstumsmodelle
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Im Rahmen der eindimensionalen „top-down“ - Modellierung für Wachstumsprozesse liegt zu-
nächst die Frage nahe, womit die Zeitabhängigkeit einesWachstumsindikators prinzipiell und
möglichst einfach beschrieben werden kann. Die allereinfachste Form des Anwachsens eines
Wachstumsindikators ist sicherlich das lineare Wachstum. In diesem Fall ist der Zuwachs
konstant
dX
dt
= c (4.1)
daher kommt in gleichen Zeiten immer gleich viel dazu. Durch Integration des Zuwachses ergibt
sich als Wachstumsfunktion lineares Wachstum:
X(t) = c ∗ t+X(t0) (4.2)
Die Frage, ob es derartiges Wachstum gibt, kann mit ja beantwortet werden. Beispielsweise
wächst die Menge des durchgefallenen Sandes bei der Eieruhr genau linear. Nach der graphi-
schen Symbolik von H. BOSSEL entspricht der mit c behaftete Pfeil, der in den Kasten für die
Zustandsvariable X hinein zeigt, dem Zuwachs. Eine weitere Funktion, die für die Beschreibung
von Wachstum geeignet ist, wird für den Fall erhalten, dass der relative Zuwachs dX/Xdt
konstant ist:
dX
Xdt
= c (4.3)
Durch Integration ergibt sich daraus als Wachstumsfunktion das exponentielle Wachstum:
X(t) = X(t0) ∗ ec(t−t0) (4.4)
In der entsprechenden graphischen Darstellung ist eine positive Rückkopplung erkennbar,
die die Zustandsgröße X(t) von Normalwerten wegtreibt. Da X wächst und der Zuwachs dX/dt
zu X proportional ist, wächst auch der Zuwachs und die Steilheit der Wachstumskurve nimmt
ständig zu. Der Zuwachs ist in diesem Fall auch als der Spezialfall für κ = 1 der allgemeineren
Zuwachsgleichung:
dX
dt
= cXκ (4.5)
darstellbar.
Da vom exponentiellen Wachstum viel geredet und geschrieben wird, selbst im Zusammen-
hang mit Wachstumsprozessen, für die es nicht zutrifft, sollen die Eigenschaften des expo-
nentiellen Wachstums ausführlicher diskutiert werden. Für exponentielles Wachstum ist die
Verdopplungszeit also die Zeit, in der der Wachstumsindikator X auf den doppelten Wert an-
wächst, konstant. Es gilt:
tc = ln
2
c
(4.6)
Dies lässt sich leicht zeigen, indem man anstelle von t den Zeitpunkt t + td einsetzt, zu dem
der doppelte Wert von X(t) erreicht werden soll. Da td die Verdopplungszeit bezeichnet, muss
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gelten: X(t+ td) = 2X(t). Unter Verwendung von (4) folgt daraus:
X(t0) ∗ ec(t−t0+td) = 2X(t0) ∗ ec(t−t0) (4.7)
Durch Kürzen und Logarithmieren ergibt sich schließlich:
ctd = ln2. (4.8)
Obwohl beim exponentiellen Wachstum der Wachstumsindikator theoretisch erst nach unend-
licher Zeit unendlich groß wird, übersteigt er praktisch doch durchaus in endlicher Zeit alle
vorstellbaren Grenzen. Das wird gut veranschaulicht durch das Beispiel des so genannten Jo-
sephspfennigs (Abb. 4.33). Hierbei handelt es sich um ein Gedankenexperiment. Es wird ange-
Abb. 4.33: H. HAUßMANN: Der Josephspfennig , Fürth 1990
nommen, dass im Jahre Null Joseph aus Freude über die Geburt von Jesus einen Pfennig zur
Bank bringt, der mit 5 % verzinst wird. Bei gleichem Zinssatz wächst das Sparkapital offenbar
exponentiell, da der relative Zuwachs konstant bleibt. Nach 95 Jahren erreicht das Kapital schon
eine Mark. Im Jahre 1990, also nach 1990 Jahren, beträgt der Wert des Kapitals 134 Milliarden
Erdkugelgewichte in Gold aufgewogen. Ein anderes bekanntes Beispiel zur Demonstration des
exponentiellen Wachstums hängt mit der Erfindung des Schachspiels zusammen. Dazu berich-
tet die Legende, dass der Erfinder des Schachspiels seinen Landesherrn hoch erfreute und dieser
ihm daraufhin ein großes Geschenk machen wollte. Der Schacherfinder hatte aber scheinbar nur
einen kleinen Wunsch. Er wünschte sich eine solche Menge von Reiskörnern, dass er in der Lage
wäre, auf das erste Feld des Schachbretts ein Korn zu legen, und bei den weiteren Feldern immer
wieder die Kornmenge des vorangegangenen Feldes zu verdoppeln. Nimmt man nun an, dass
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die Schachfelder immer in gleichen Zeiten belegt werden, dann ergeben sich wieder gleich große
Verdopplungszeiten und dies führt zu exponentiellem Wachstum. Da es 64 Schachfelder gibt,
müssten auf das letzte Feld 263 Körner gelegt werden. Verwendet man anstelle von Reis Weizen-
körner und nimmt an, dass ein Korn 1/30 Gramm wiegt, kommt man dann auf insgesamt 3∗1017
Gramm, das sind 3∗1011 Tonnen. Nimmt man weiter an, dass pro Hektar 30 Tonnen Weizen
geerntet werden, so kommt man auf eine notwendige Anbaufläche von 1010 Hektar oder 108km2
. Das entspricht etwa der siebenfachen globalen landwirtschaftlichen Nutzfläche. Beide Bei-
spiele zeigen, dass die Wachstumsgröße bei exponentiellem Wachstum beängstigend anwachsen
kann. Da Wachstumsindikatoren wegen der Endlichkeit der Umwelt real über entsprechende
Grenzwerte nicht hinaus wachsen können, folgt daraus, dass die Dauer realer exponentieller
Wachstumsvorgänge begrenzt ist. Es wurde schon erwähnt, dass beispielsweise bei gleichblei-
bendem Zins das Kapital exponentiell wächst (4.34). Auch derartiges Wachstum des Kapitals
Abb. 4.34: Exponentielles Wachstum für verschiedene relative Zuwächse
kann beängstigend werden, und deshalb schreibt H. CREUTZ (s. M. Kennedy,1990, 21) - ein
Anhänger der Theorien von S. GESELL
„Prozentual gleich bleibende Zuwachsraten führen zu keinen entsprechenden, sondern
immer größeren Wachstumsschüben - also zu einer exponentiellen Entwicklung, bei
der sich die gegebenen Ausgangsgrößen in gleichen Zeitabständen immer wieder
verdoppeln. Diese Zeitabstände sind umso kürzer, je größer der Zunahmeprozentsatz
ist.
Aber selbst bei geringen Sätzen von einem oder drei Prozent kommt es schließlich
zu irrealen Zuwachsgrößen. Wer also möglichst hohe gleich bleibende prozentuale
Zuwachsraten in der Wirtschaft fordert, weiß nicht, wovon er spricht.“
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An anderer Stelle schreibt er:
„Dass ein solches lawinenartiges Wachstum schließlich in einemKollaps enden muss,
bedarf keiner näheren Erklärung.“
Abb. 4.35: Eskalation der Geldvermögen (Creutz)
Noch wesentlicher als der Zins ist für das Anwachsen verzinsten Kapitals der Zinseszins. Dies
wird mit folgender Abb. 4.35 verdeutlicht. Hier wird angenommen, die Bank zahlt konstant 6%
Zinsen und man bekäme im Alter von 15 Jahren (z.B. zur Konfirmation) 10 000 DM geschenkt.
Das Guthaben würde sich dann bis zum 65. Lebensjahr also beim Eintritt ins Rentenalter allein
durch den Zins auf 30 000 DM vermehrt haben, aber, da auch noch der Zinseszins hinzukommt,
würde das Guthaben insgesamt auf 174 000 DM angestiegen sein. Man sieht, dass exponen-
tielles Wachstum, für die, die es sich leisten können, das Geld auf der Bank liegen zu lassen,
ganz nützlich sein kann. Zum Problem des Zinswachstums gibt es ein Buch von Margit KEN-
NEDY [Kenndy(1990)], auf das wegen der wichtigen und interessanten Problematik noch etwas
ausführlicher eingegangen werden soll. Abb. 4.37 entstammt diesem Buch. In der Mitte des 20.
Jahrhunderts wurde noch das exponentielle Wachstum als natürliches Wachstum bezeichnet
(möglicherweise wegen des natürlichen radioaktiven Zerfalls). Im erwähnten Buch von Margit
KENNEDY wird eine andere Art von Wachstum als natürliches Wachstum bezeichnet, bei der
Wachstum wieder aufhört 4.36, wie es den in Abschnitt 4.4 erläuterten Wachstumsgrundtypen
eins und drei entspricht. In dem Buch wird unter anderem auch behauptet:
„. . . dass im wirtschaftlich dynamischeren Kapitalismus die Preise bisher weder die
ökologische noch die soziale Wahrheit ausdrücken und dass dieser Mangel nicht nur
durch das Auswechseln einiger führender Politiker zu beheben ist. Die Fehler liegen
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Abb. 4.36: Arten von Wachstumsabläufen
hier tiefer und besser versteckt im Geldsystem, doch auch im Boden und Steu-
errecht. Um sie zu beheben, muss ein Bewusstwerden und Umkehren im Denken
und Handeln von vielen erfolgen.“
Das Buch enthält auch eine interessante Abbildung über die Auswirkungen des Zinssystems in
Deutschland (Abb. 4.37).
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Abb. 4.37: Zinsbelastungen u. Zinserträge 1982 in der BRD
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Für das Jahr 1982 wurden die deutschen Haushalte nach wachsenden Einkommen in
zehn gleich große Gruppen derart eingeteilt, dass sich in der ersten Gruppe die Haushalte
mit dem kleinsten und in der zehnten Gruppe die Haushalte mit dem größten Einkommen
befinden. Für diese 10 Gruppen wurde das Einkommen durch Zinserträge (schwarz dargestellt)
sowie der Verlust durch Zinszahlungen (schraffiert dargestellt) ermittelt. Man sieht, dass für 80%
der Haushalte die Lasten überwogen, während 20% der Haushalte aus dem Zinssystem einen
Nutzen hatten. Dabei ist der Nutzen der 10. Gruppe (also der Nutzen der 10% der Haushalte
mit dem größten Einkommen) wesentlich größer. Es liegt auf der Hand, dass der Nutzen der
Haushalte, die zu dem Prozent mit den größten Einkommen gehören, noch einmal deutlich größer
ist. Leider ist mir eine entsprechende Grafik für spätere Jahre nicht bekannt. Etwa 1998 wurde
im Radio darüber informiert, dass ein Bundestagsausschuss mit der Erarbeitung entsprechender
aktueller Grafiken beauftragt sei. Er soll aber selbst nach 12-jähriger Arbeit kein Ergebnis
vorgelegt haben. Weiter wird im Buch von M. KENNEDY behauptet, dass das Zinssystem
das Wachstum antreibt. Das folgende Gedankenexperiment versucht, dies begreiflich zu
machen. Angenommen ich besäße ein Haus und durch ein Erdbeben bekäme dieses Haus einen
Riss in der Giebelwand. Es sei weiterhin angenommen, dass ich gegen Erdbeben nicht versichert
bin und mein Kontostand es nicht erlaubt, die Reparaturkosten einfach abzubuchen. Dann muss
ich zur Bank gehen und einen Kredit z.B. von 50 000 EURO aufnehmen. Im Laufe der Zeit
muss ich diesen Kredit aber mit Zins und Zinseszins zurückzahlen. Insgesamt werde ich dann
etwa 70 000 EURO zurückzahlen müssen. Daher muss ich im Vergleich zu den Reparaturkosten
eine Zusatzleistung von 20 000 EURO erbringen. Auf diese Weise war ich durch das Zinssystem
genötigt, mehr zum Wirtschaftswachstum beizutragen, als es ohne Zinssystem für die Reparatur
meines Hauses notwendig wäre.
Dass das Zinssystem mit Zinseszinsen problematisch ist, ist schon seit über 2000 Jahren be-
kannt. Wie man dem Buch von M. Kennedy entnehmen kann, haben sich mit dieser Problmatik
u.a. Moses, Aristoteles, Jesus, Mohammed, Luther, Zwingli und Ghandi auseinander-
gesetzt. Es gab beispielsweise ein von den Päpsten ausgesprochenes Zinsverbot, wonachWuche-
rer mit Kirchenausschluss bzw. mit der Verweigerung eines kirchlichen Begräbnisses
bestraft werden sollten. Auch der Koran soll ein Zinsverbot enthalten. Besonders drastisch hat
Luther die Problematik formuliert:
„Darum ist ein Wucherer und Geizhals wahrlich kein rechter Mensch; er sündigt
auch nicht eigentlich menschlich. Er muss ein Wehrwolf sein, schlimmer noch als
alle Tyrannen, Mörder und Räuber, schier so böse wie der Teufel selbst. Er sitzt
nämlich nicht als ein Feind, sondern als ein Freund und Mitbürger im Schutz und
Frieden der Gemeinde und raubt und mordet dennoch gräulicher als jeder Feind
und Mordbrenner. Wenn man daher die Straßenräuber, Mörder und Befehder rädert
und köpft, um wie viel mehr sollte man da erst alle Wucherer rädern, foltern, alle
Geizhälse verjagen, verfluchen und köpfen...“
Offenbar habe viele große Denker der vergangenen Jahrhunderte erkannt, dass das Geben und
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Nehmen von Zinsen zu großen und wichtigen gesellschaftlichen Problemen führt. Die früher
praktizierten Maßnahmen konnten das Problem nicht lösen, sondern höchstens dämpfen. Um-
so mehr Beachtung verdient der auf die Vorstellungen S. GESELLs zurückgehende erwähnte
Versuch zur generellen Lösung des Zinsproblems in Wörgel.
Silivo GESELL war ein Schweizer Kaufmann, der lange in Südamerika gelebt hat. Er stellte
fest, dass Geld nicht nur einfach ein Äquivalent für Waren ist. Denn wenn beispielsweise eine
Person 10 000 EURO hat und die andere Person Waren im Werte von 10 000 EURO besitzt,
so ist bezüglich der Austauschmöglichkeiten der Warenbesitzer im Normalfall im Nachteil.
Wenn der Warenbesitzer seine Waren nicht sofort verkaufen kann, so muss er gewöhnlich zuzah-
len, insbesondere wenn es sich z.B. bei seiner Ware um Bananen handelt, deren Wert besonders
schnell auf Null zurückgeht. Der Geldbesitzer bekommt dagegen für seine 10 000 EURO sowohl
heute als auch in 5 Tagen den vollen Wert. Um diesem Missverhältnis abzuhelfen hat S. GESELL
Nutzungsgebühren anstelle von Zinsen vorgeschlagen (Abb. 4.38). Diese Nutzungsgebüh-
Abb. 4.38: Nutzungsgebühr statt Zinsen nach S. GESELL
ren sind umso höher, je mehr Freiheiten man sich für die Geldnutzung offen halten möchte.
Besonders interessant an diesem Vorschlag ist nun, dass es entsprechende Experimente gab. Ein
berühmtes Experiment hat im österreichischen Wörgel stattgefunden - ausgerechnet zur Zeit
der großen Weltwirtschaftskrise Anfang der 30er Jahre des 20. Jahrhunderts. Dort musste man
auf das entsprechende spezielle Geld, wenn man es als Bargeld bei sich behielt, am Ende eines
jeden Monats eine Wertmarke aufkleben, damit es wieder den vollen Wert erlangte. In einer
Zeit, in der es fast überall in Europa wirtschaftlich bergab ging, ging es in Wörgel wirtschaftlich
bergauf solange, bis die Weiterführung des Experimentes schließlich durch die Österreichische
Staatsbank verboten wurde. Dieses Experiment ist wahrscheinlich kein ausreichender Beweis
dafür, dass diese Art des Geldaustausches auch für das Wirtschaftssystem eines ganzen Landes
für lange Zeiten funktionieren würde, aber ein interessanter Hinweis dafür, dass es vielleicht
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so sein könnte, scheint es schon zu sein. In Deutschland gab es eine kleine Partei (Freisoziale
Union), die in Humanwirtschaftspartei umbenannt wurde, in deren Zielstellung die Einführung
zinslosen Geldes enthalten ist. Auch gibt es gegenwärtig in einigen Großstädten (z.B. in Berlin)
kleinere Gruppen, die Tauschmittel ähnlich dem von S. GESELL vorgeschlagenen Geld benut-
zen. Um den mit der Zeit abnehmenden Wert dieses Geldes anzudeuten, wird es manchmal auch
Knochengeld genannt. Aus einer Sendung des Deutschlandfunks ging hervor, dass es im Jahre
2002 in Deutschland etwa 300 Tauschringe mit eigenen Geldäquivalenten gab.
Schließlich enthält das erwähnte Buch von M. KENNEDY einige interessante Aussagen zur
Problematik Wirtschaftswachstum und ökologische Probleme.
So wird beispielsweise zum Ausdruck gebracht, dass das Wirtschaftswachstum im Verein mit
dem gültigen Zinssystem von der Art des in Abschnitt 4.4 erläuterten Wachstumsgrundtyps
zwei sein könnte.
„Anderseits erschöpfen sich die natürlichen Ressourcen durch kontinuierliches Wirt-
schaftswachstum. Daher haben wir im gegenwärtigen Geldsystem nur die Wahl zwi-
schen ökologischem und ökonomischem Zusammenbruch.“
In dem Buch sind noch weitere interessante Zitate zur Problematik des Zusammenhanges von
Wirtschaftswachstum und Umweltproblemen enthalten:
„Solange wir den Wachstumszwang und -wahn nicht überwinden, hat die Umwelt
keine Chance zur Erholung - selbst dann nicht, wenn wir alle Leistungszuwächse in
Umwelttechnologien einsetzen.“ „Erst wenn es uns gelingt, die Ursachen des Wachs-
tumszwangs zu überwinden und krisenfreie Wirtschaftslagen ohne Wachstum mög-
lich zu machen, können auch die übrigen Maßnahmen zur Rettung unserer Umwelt
wirklich greifen.“
Dies hängt auch mit der Nachhaltigkeitsproblematik zusammen, die im 8. Kapitel behandelt
wird. Besonders eindrucksvoll ist der von Margit KENNEDY zitierteBrief von S.GESELL aus
dem Jahre 1918 an den Herausgeber der „Zeitung am Mittag“, in dem er eine bemerkenswerte
Prognose machte:
„Trotz des heiligen Versprechens der Völker, den Krieg für alle Zeiten zu ächten,
trotz dem Ruf der Millionen: >Nie wieder Krieg<, entgegen all den Hoffnungen auf
eine schönere Zukunft musst ich es sagen: Wenn das heutige Geldsystem die Zins-
wirtschaft beibehalten wird, so wage ich heute schon zu behaupten, dass es keine 25
Jahre dauern wird, bis wir vor einem neuen, noch furchtbareren Krieg stehen werden.
Ich sehe die kommende Entwicklung klar vor mir. Der heutige Stand der Technik
lässt die Wirtschaft rasch zu einer Höchstleistung steigern. Die Kapitalbildung wird
trotz der großen Kriegsverluste rasch erfolgen und durch ein Überangebot den Zins
drücken. Das Geld wird dann gehamstert werden. Der Wirtschaftsraum wird ein-
schrumpfen, und große Heere von Arbeitslosen werden auf der Straße stehen [...] In
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den unzufriedenen Massen werden wilde, revolutionäre Strömungen wach werden,
und auch die Giftpflanze Übernationalismus wird wieder wuchern. Kein Land wird
das andere mehr verstehen, und das Ende kann nur wieder Krieg sein.“
Zählt man 25 Jahre zu 1918 dazu, so kommt man auf das Jahr 1943, in dem der nächste Weltkrieg
schon im vollen Gange war. Auch wenn mir die Theorien S. GESELLs in den Einzelheiten nicht
völlig klar sind, so scheint es mir allein wegen dieser zutreffenden Prognose und des Experiments
von Wörgel sinnvoll zu sein, sich mit dieser Theorie ernsthaft auseinanderzusetzen.
Auch der Verhaltensforscher K. LORENZ hat sich zur Problematik des Zinses und Zinses-
zinses als Wachstumstriebkraft geäußert:
„Bisher glaubte ich, es sei das grenzenlose Wachstum, dass die Gefahr des Zinses-
zinsmechanismus erzeuge. Jetzt weiß ich, dass es sich gerade umgekehrt verhält.
Der Zinseszins ist die einzige wahre Ursache dafür, dass die Welt der Wahnidee des
grenzenlosen Wachstums verfallen ist.“
Damit sollen die etwas umfangreichen Ausführungen zum exponentiellen Wachstum und sei-
ner speziellen Realisierung durch den Zinseszins beendet werden. Später wird darauf eingegan-
gen, dass exponentielles Wachstumwesentlich seltener vorkommt, als gemeinhin angenommen
wird. Zunächst sollen die Betrachtungen zu einfachen Möglichkeiten für die Beschreibung der
Vergrößerung von Wachstumsindikatoren fortgesetzt werden.
Das exponentielle Wachstum war nach dem linearen Wachstum das zweite einfache Wachtums-
modell dessen Eigenschaften erörtert und in eine Tabelle eingetragen wurden (Abb. 4.32). Wie
bereits erwähnt, ist das exponentielle Wachstum (4): X(t) = X(t0) ∗ ec(t−t0) beschreibbar als
Spezialfall κ = 1 der Zuwachsgleichung (6): dX/dt = cXκ Wenn nun 0 < κ < 1 gilt, so ergibt
sich als Lösung der Differentialgleichung das so genannte parabolische Wachstum:
X(t) = c′(t− t0)α (4.9)
Während beim exponentiellen Wachstum der relative Zuwachs (dX/dt)/X = cX konstant blieb,
nimmt er beim parabolischen Wachstum ab [(dX/dt)/X = cXκ − 1] Der Wachstumsindikator
wächst daher nicht so schnell an wie beim exponentiellen Wachstum, aber auch bei paraboli-
schem Wachstum steigt der absolute Zuwachs [dX/dt = cXk] immer weiter an und der Wachs-
tumsindikator würde somit nach genügend langer Zeit auch alle denkbaren Grenzen überschrei-
ten. Für den Fall κ > 1 wachsen sogar die relativen Zuwächse [(dX/dt)/X = cXκ− 1] und die
Integration der Differentialgleichung ergibt hyperbolisches Wachstum:
X(t) =
c′
(t0 − t)β (4.10)
Das hyperbolische Wachstum unterscheidet sich von den bisher betrachteten Wachstum-
funktionen auch dadurch, dass der Wachstumsindikator X(t) schon zu einem endlichen Zeit-
punkt t = t0 ins Unendliche wachsen würde, da diese Wachstumsfunktion bei t0 einen Pol
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hat. Bisher wurden einfache Wachstumsfunktionen betrachtet, bei denen der Wachstumsin-
dikator X(t) früher oder später ins Unendliche wachsen würde. Außer beim linearen
Wachstum liegt eine positive Rückkopplung vor. In der symbolischen Darstellung nach H.
BOSSEL (Abb. 4.32) wird gut deutlich, dass κ und c die Stärke dieser positiven Rückkopplung
regulieren. Mit den beschriebenen, der Zuwachsgleichung (5) entsprechenden Wachstums-
modellen könnte man beispielsweise Wachstumsprozesse vom Grundtyp 2 bis kurz vor den
Kollaps beschreiben. Um Wachstumsprozesse vom Typ 1 oder 3 beschreiben zu können, wird
zusätzlich ein Brems- oder Sättigungsterm im Wachstumsmodell benötigt, der einer nega-
tiven Rückkopplung entspricht und dadurch das Wachstum wieder abbremst. Ein besonders
einfaches Wachstumsmodell mit einem derartigen Bremsterm ist das bereits erwähnte so ge-
nannte logistische Modell. Die Differentialgleichung
dX
dt
= cX(B −X) (4.11)
besteht in diesem Fall aus einem Produkt von einem Teil c ∗X, der beschleunigtes Wachs-
tum bewirkt (positive Rückkopplung), und einem Teil (B −X), der das Abbremsen des
Wachstums verursacht (negative Rückkopplung). Für kleine X-Werte kann der zweite Teil
(B−X) zunächst in guter Näherung als konstant betrachtet werden. Daher beginnt das Wachs-
tum zunächst näherungsweise exponentiell. Wenn der Wachstumsindikator auf eine Größe
angewachsen ist, die nahe bei B liegt, so kann der erste Faktor cX genähert als konstant betrach-
tet werden. Das führt dann zu einem exponentiellen Abfall der Größe (B−X), wie sich durch
Anwendung der Substitutionsregel (unter Verwendung von Y = B −X und dY/dt = −dX/dt)
leicht zeigen lässt. Die graphische Darstellung dieses Wachstumsmodells enthält eine posti-
ve und eine negative Rückkopplung, die gegenläufig wirken. Für kleine X-Werte überwiegt die
positive Rückkopplung, da sich in diesem Fall der Term cX stark ändert, während für große
X-Werte der Einfluss der negativen Rückkopplung überwiegt, da sich dann die Größe (B −X)
(im Vergleich zu cX) stärker ändert. Das logistische Modell geht schon auf P.- F. VERHULST
zurück. Es erzeugt symmetrische Wachstumskurven bezüglich des Wendepunktes, der auf
halber Höhe zwischen Null und B liegt. Wachstumsprozesse, die ebenfalls wieder abgebremst
werden, bei denen aber der Wachstumsindikator nicht symmetrisch anwächst, lassen sich
besser durch das Evolonmodell (von W. MENDE):
dX
dt
= cXκ(B −X)λ) (4.12)
beschreiben. Formal ist dies eine Verallgemeinerung des logistischen Modells, bei der zwei zu-
sätzliche Parameter κ und λ eingeführt sind. Umkehrt folgt, dass das logistische Modell der
Spezialfall des Evolonmodells für den Fall κ = λ = 1 ist. Gegenüber den zuvor betrachteten
Modellen hat das Evolonmodell die Besonderheit, dass sich die Wachstumsfunktion nicht analy-
tisch darstellen lässt, denn die Differentialgleichung lässt sich außer für spezielle Kombinationen
von κ- und λ-Werten nicht analytisch integrieren.
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Abb. 4.39: Das Evolonmodell und Wachstumsregeln von W. MENDE
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Aus der in der Abb. 4.39 aufgeführten graphischen Darstellung des Modells wird ersichtlich,
dass κ die positive Rückkopplung steuert, während λ die Stärke der negativen Rückkopp-
lung reguliert. Der Wert des Parameters κ wirkt sich deshalb verstärkt auf die Krümmung
der Modellkurve während der Anfangsphase des Wachstums aus, wogegen sich der Wert des
Parameters λ verstärkt auf die Krümmung der Modellkurve während der Endphase des Wachs-
tums nach Überschreitung des Zuwachsmaximums auswirkt. Da in der Anfangsphase
die Zuwächse zunehmen, wird diese Phase Beschleunigungsphase des Wachstums genannt.
Während der Endphase nehmen die Zuwächse ab. Daher wird diese Phase als Bremsphase
(oder Sättigungsphase) bezeichnet.
Besonderheiten des Evolonmodells:
Das Evolonmodell hat eine Reihe von besonderen Eigenschaften. Beispielsweise enthält es vie-
le einfache und früher benutzte Wachstumsfunktionen als Spezialfälle oder nähert sich diesen
sehr gut an. In der nächsten Abb. 4.40 sind die Eigenschaften der bisher erläuterten einfachen
Wachstumsmodelle noch einmal zusammengefasst.
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Abb. 4.40: Eigenschaften einiger Top-down-Modelle für Wachstumsprozesse
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Es ist ersichtlich, dass alle bisher behandelten einfachen Modelle zur summarischen Be-
schreibung von Wachstumsprozessen im Evolonmodell als Spezialfälle für geeignet gewählte
Parameterkombinationen enthalten sind. Daher lassen sich auch - zumindest im Prinzip - alle
drei Grundarten des Wachstums mit dem Evolonmodell beschreiben. Für den 1. Grundtyp,
also das zielgerichtete Wachstum, und den 3. Grundtyp, bei dem das Wachstum während der
Bremsphase auf den Evolutionsdruck reagiert, sind die Werte für den Parameter λ größer als
Null. Für den 2. Wachstumsgrundtyp giltλ = 0, wodurch der Bremsterm (oder Sättigungs-
term) entfällt (vgl. 4.30)
. Bemerkenswert ist, dass sich auch die früher benutzten spezielleren Modelle zur summarischen
Beschreibung von Wachstum, wie z.B. die (in den beiden Abb. 4.30 und 4.31 aufgeführten) in
der Forstwissenschaft benutzten Wachstumsmodelle entweder mit dem Evolonmodell sehr gut
annähern lassen oder sich als Spezialfälle des Evolonmodells erweisen. So ergibt sich z.B. das lo-
gistische Modell als Spezialfall für κ = λ = 1 und das Richards Modell X(t) = a(1−bexp(−gt))r
als Spezialfall κ ≤ 1 und λ = 1. Das Evolonmodell hat noch eine Reihe anderer wichtiger Eigen-
schaften. So lassen sich z.B. Wachstumsprozesse mit Hilfe der Werte für die Parameter κ und
λ vergleichen und klassifizieren und häufig können Wachstumsprozesse mit diesem Modell auch
recht gut prognostiziert werden.
Die Tabelle 4.2 führt solche besonderen Eigenschaften des Evolonmodells auf: Eine besonders
hervorzuhebende Eigenschaft ist die Einfachheit dieses Modells, wodurch die Interpretation
der Modellergebnisse wesentlich erleichtert wird.
Eine weitere Eigenschaft des Modells hängt mit seiner Entstehungs- und Anwendungsgeschich-
te zusammen. Während es viele Modelle gibt, die den ursprünglichen Zweck, für den sie
entwickelt wurden, nicht erfüllt haben, hat das Evolonmodell diesen Zweck erfüllt, gleichzeitig
aber hat es eine Reihe interessanter Fragen aufgeworfen, die dann zum größten Teil mit Hilfe
dieses Modells auch geklärt werden konnten. Im folgenden Schema (Abb. 4.41 und Abb. 4.42)
ist dies skizziert. Oberhalb des Striches in den Kästchen steht jeweils das aufgeworfene Problem
oder die Fragestellung und darunter steht die entsprechende Lösung bzw. Antwort. Durch die
Eigenschaften des Evolonmodells wurde es möglich, eine Vielzahl von Erscheinungen zu ord-
nen, zu klassifizieren und zu verstehen. Insbesondere lassen sich die wichtigsten Aspekte
der berühmten Untersuchung des Clubs of Rome, deren Resultate im Jahre 1972 in dem Buch
„Die Grenzen des Wachstums“ veröffentlicht wurden, mit dem Evolonmdell auf wesentlich ein-
fachere Weise erhalten und begreifen. Im Folgenden soll deshalb auf die Entstehungsgeschichte
des Evolonmodells, auf Anwendungen des Evolonmodells und auch auf Hypothesen, die durch
Ergebnisse der Anwendungen nahe gelegt wurden, ausführlich eingegangen werden.
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Nr. Eigenschaft
1 Es enthält alle bisher behandelten einfachen Top-down-Modelle für die drei
Grundformen des Wachstums als Spezialfälle.
2 Es enthält die bisher verwendeten empirischen einfachen Wachstumsmodelle als
Spezialfälle oder kann diese Modelle gut annähern.
3 Es ist einfach.
4 Seine Parameter sind weitgehend interpretierbar.
5 Es hat den ursprünglichen Zweck, für den es entwickelt wurde, erfüllt und zusätz-
lich weitergehende Fragen aufgeworfen sowie zu deren Beantwortung beigetragen.
6 Es erlaubt den Vergleich von Wachstumsprozessen in gleichartigen, aber auch
von verschiedenartigen Systemen.
7 Es spiegelt eine inhaltliche Klassifizierung von Wachstumsprozessen durch Wer-
tebereiche für die Parameterwerte κ und λ wieder.
8 Es spiegelt die Stärke der Kooperation der Teilsysteme des wachsenden Systems
während der Beschleunigungs- und der Bremsphase des Wachstums wider.
9 Im Zusammenhang mit der λ > κ-Regel macht es wichtige Aussagen zu den
Besonderheiten der Bremsphase des Wachstums.
10 Es beschreibt ungestörte Wachstumsprozesse bemerkenswert gut und ermöglicht
häufig relativ genaue Prognosen.
Tab. 4.2: Besondere Eigenschaften des Evolonmodells
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Abb. 4.41: Probleme und Fragen im Zusammenhang mit Entwicklung u. Anwendung des Evo-
lonmodells (1. Teil)
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Abb. 4.42: Probleme und Fragen im Zusammenhang mit Entwicklung u. Anwendung des Evo-
lonmodells (2. Teil)
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4.6 Beschreibung, Klassifikation und Prognose von Wachstumsprozessen mit
Hilfe des Evolonmodells
4.6.1 Aufstellung des Evolonmodells und der Klassifikationsregel durch W. MENDE
Zunächst sollen einige Ausführungen zur Geschichte und zur Interpretation des Evolonmodells
gemacht werden. Die Geschichte des Modells und seiner Anwendungen ist den nachfolgenden
Tabellen 4.3 und 4.4 zu entnehmen. Einige Ausführungen zur Geschichte sollen noch hinzuge-
Jahr Ereignis
1972 W. MENDE entdeckte, dass das Wachstum der Anzahl mathematischer Veröf-
fentlichungen gut durch eine Hyperbel beschrieben werden kann. Er untersuchte
einige andere Wachstumsprozesse (Weltbevölkerung, globaler Energieverbrauch
...) und entwickelte den Exponentialturm, das Evolonmodell und die Klassifi-
kationshypothese.
1976 Beginn der Zusammenarbeit zwischen W. MENDE und M. PESCHEL, Präsen-
tation der Ergebnisse auf der IAFC-Konferenz in Leipzig 1977.
1980 Zusammenarbeit zwischen W. MENDE und U. KRIEGEL, Anwendung des
Evolon-Modells mit Bremsterm auf den globalen Primärenergieverbrauch, IIA-
SA Preis 1983
1981 Beginn der Zusammenarbeit zwischen W. MENDE und K.-F. ALBRECHT
(Wachstum der Einwohnerzahlen in deutschen Städten, Wachstum von Hüh-
nerembryonen)
1983 Buch: M. PESCHEL und W. MENDE: „Leben wir in einer Volterrawelt?“
1984 Buch: M. PESCHEL und W. MENDE: „The Predator-Prey-Model“
1985 W. MENDE, K.-F. ALBRECHT, Anwendung des Evolonmodells auf das
Wachstum des Elektroenergieverbrauchs in verschiedenen Ländern während au-
tonomer Perioden (hauptsächlich UdSSR und USA), Auffinden und Formulie-
rung der κ < λ Regel
1986 Veröffentlichung erster Ergebnisse zumWachstum des Elektroenergieverbrauchs
der UdSSR und der USA
Tab. 4.3: Geschichte des Evolonmodells und seiner Anwendungen 1
fügt werden: W. MENDE arbeitete Anfang der 70er Jahre in Berlin an einem mathematischen
Institut, das sich u.a. mit der Herausgabe des Mathematischen Zentralblattes beschäftig-
te, in dem mehr oder weniger jede deutsche mathematische Veröffentlichung kurz kommentiert
wurde. Im Zusammenhang mit der wachsenden Zahl an Publikationen interessierte man sich in
der Redaktion natürlicherweise für den zu erwartenden wachsenden Arbeitsanfall, d.h. für das
weitere Wachstum der Anzahl an mathematischen Veröffentlichungen und den Platz, der für die
Kommentare zu reservieren war (Abb. 4.43).
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Jahr Ereignis
1986 Entwicklung komplizierterer Analyseverfahren und Veröffentlichung de-
taillierterer Ergebnisse und deren Interpretation
1997 - 2000 K.-F. ALBRECHT, U. FEDERBUSCH; W. BABEL, D. MIETHE, T.
BLEY Anwendung des Modells auf den mikrobischen Abbau von Boden-
verunreinigungen
1999 - 2001 K.- F. ALBRECHT u. W. MENDE Beschreibung, Interpretation und
Prognose des Wachstums von Fichtenbeständen mit Hilfe des Evolonmo-
dells
Tab. 4.4: Geschichte des Evolonmodells und seiner Anwendungen 2
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Abb. 4.43: Das Evolonmodell von W. Mende
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Damals wurde allgemein üblicherweise bei allen Wachstumsprozessen zunächst vermutet,
dass es sich um exponentielles Wachstum handeln würde. Man versuchte deshalb einfach
eine Exponentialfunktion an die Daten anzupassen, um das weitere Wachstum abzuschätzen.
W. MENDE fand jedoch heraus, dass die Krümmung der Daten wesentlich stärker war, als
eine Exponentialfunktion sie beschreiben konnte, und dass sich ein hyperbelartiger Ansatz
X(t) = const./(t0−t)β viel besser eignete, um den Datenverlauf zu beschreiben. Dieser Befund
erweckte sein Interesse an Wachstumsprozessen im Allgemeinen und er betrachtete nun auch
andere Wachstumsindikatoren X(t), beispielsweise die Weltbevölkerung und den globalen
Energieverbrauch. Dabei kam immer wieder heraus, dass der hyperbelartige Ansatz die Daten
wesentlich besser beschreibt. Er dachte sich daher, dass das sicher kein Zufall ist, und er suchte
deshalb nach einemMechanismus, der dieses hyperbelartige Wachstum bewirken und erklären
könnte.
Einen möglichen Mechanismus hat er gefunden. Er nannte ihn Exponentialturm. Das ist
- wenn man die Kopplungen vernachlässigt - eine Kette von nacheinander geschalteten, expo-
nentiellen Wachstumsprozessen.
Die Kopplung geschieht in der Weise, dass die Geschwindigkeit der exponentiellen Wachs-
tumsprozesse proportional ist zur Zustandsgröße, die im gegebenen Augenblick gerade im vor-
angegangenen Teilsystem erreicht wurde. Teilt man jetzt auf beiden Seiten durch X, so sieht
man, dass das auch anders ausgedrückt werden kann, nämlich dadurch, dass die relative Wachs-
tumsrate proportional ist zur Zustandsgröße im vorangegangenen Teilprozess. Wenn man nun
die Turmstufenanzahl n gegen unendlich gehen lässt und noch einige Bedingungen beach-
tet, dann kann man zeigen, dass unten am Ausgang des Turmes die Größe X0 (die nun der
Einfachheit halber X genannt wird) in ihrer Zeitabhängigkeit beschreibbar ist durch die bereits
erwähnte Differentialgleichung (5):
dX
dt
= cXκ
Man muss nicht unbedingt mit n bis unendlich gehen, denn die Konvergenz ist sehr stark.
Wenn man mit n beispielsweise nur bis 6 geht, hat man schon fast die gleiche Abhängigkeit, als
wenn man den Grenzübergang durchgeführt hätte. Auch reichen nur zwei solcher Turmstufen
aus, wenn man den Ausgang auf den Eingang rückkoppelt. Das ist dann nämlich äquivalent dem
unendlich langen Turm. In der Differentialgleichung taucht κ als Exponent auf. Dieses κ ist ver-
bunden mit dem relativen Zuwachs c der exponentiellen Wachstumsprozesse auf den einzelnen
Turmstufen, die hier alle gleich sein mögen bis auf den der 0-ten Stufe, denn es gilt: κ = 1+c′/c0.
Wenn nun diese c’-Werte alle positiv sind, dann wird κ größer als 1 und die Integration von Glei-
chung (5) ergibt gerade das oben erwähnte hyperbelartige Wachstum X(t) = const./(t0 − t)β .
Wenn alle c’ aber größer als 0 sind, dann bedeutet das, dass das Wachstum in jedem Teilpro-
zess unterstützt wird, d.h. es liegt ein kooperatives Zusammenwirken der Teilprozesse zur
Unterstützung des Wachstums vor. Daher wird κ auch Kooperativitätsexponent genannt.
Nähert sich nun t dem Wert t0, so nähert sich t offensichtlich einer Pollage und der Wachs-
tumsindikator X(t) würde nach unendlich großen Werten streben. Da kaum jemand annehmen
250
4.6 Beschreibung, Klassifikation und Prognose vonWachstumsprozessen mit Hilfe des Evolonmodells
wird, dass auf der endlichen Welt etwas unendlich groß wird, hat sich W. MENDE überlegt,
wie man einen Sättigungs- oder Bremsterm in ein solches Modell einbauen könnte. Zu diesem
Zweck hat er die Substitution Y = B −X betrachtet, wobei B das Sättigungsniveau (also
der höchstmögliche X-Wert) sein möge. Man kann dann diese ganzen Turmbetrachtungen wie-
derholen. Dabei bekommt man die gleichartige Differentialgleichung für Y. Wenn man nun beide
Teilprozesse multiplikativ koppelt, erhält man schließlich die Form (10) des Evolonmodells:
dX
dt
= X = cXκ(B −X)λ
Offenbar gibt es bei x = 0 keinen Zuwachs und bei X = B gibt es auch keinen Zuwachs. Da
bei Wachstumsprozessen im Normalfall der c-Wert positiv ist, liefert das Evolonmodell im All-
gemeinen monoton wachsende Übergangskurven. Bemerkenswert ist wie bereits erläutert,
dass dieses Evolonmodell alle bekannten Wachstumsfunktionen, die bisher zur Beschreibung des
Wachstums benutzt wurden, entweder als Spezialfälle enthält oder sie zumindest gut annähert.
Beispielsweise ist das logistische Modell für den Spezialfall κ = λ = 1 enthalten. Nun kann man
sich fragen, ob auch andere κ-Werte möglich sind. Zum Beispiel ergeben sich κ-Werte kleiner
als 1, wenn c0 positiv ist, aber die c’-Werte negativ sind und der Bedingung −c0 > c′ < 0 genü-
gen. Dann hätte man einen treibenden exponentiellen Prozess für das Wachtum und die
übrigen Prozesse bremsen jetzt den Gesamtwachstumsprozess. Man hat also eine bremsende
Kooperation der übrigen Teilprozesse. κ wäre dann kleiner als 1 und die Integration ergibt
parabolisches Wachstum. Nun liegt die Frage nahe, ob solche Prozesse vieleicht auch in der
Natur vorkommen. Um diese Frage zu klären, hatte sich W. MENDE zunächst überlegt, was die
gemeinsame Eigenschaft der Prozesse ist, die hyperbolisches Wachstum aufweisen. Er fand
heraus, dass dies alles einmalig verlaufende Primärprozesse sind, bei denen etwas prinzipiell
Neues passiert, die mit Innovationen ursächlich verbunden sind und die somit ungeplant evo-
lutionsartig verlaufen. Daher stammt der Name Evolonmdell. (W. MENDE hat sich zunächst
vorgestellt, dass sich die Evolution in mehreren solcher mit dem Evolonmodell beschreibbarer
Stufen vollzieht. Es scheint, als ob sich die Einhüllende solcher Evolonstufen wiederum durch
das Evolonmodell beschreiben lässt.)
Bei den hyperbolisch verlaufenden Prozessen gibt es kein vorgegebenes Ziel und es ist auch von
vornherein nicht klar, wie der Prozess im Einzelnen ablaufen wird. Deswegen hat W. MENDE
vermutet, dass möglicherweise die parabolischen Wachstumsprozesse im Unterschied
zu den hyperbolischen gerade diejenigen sind, bei denen nichts prinzipiell Neues passiert
und die auf ein vorgegebenes Wachstumsziel hinsteuern. Das ist bereits der Kern der Klassifi-
kationsregel, die gleich noch ausführlicher erläutert werden wird.
Bevor dies geschieht, soll noch der Kurvenverlauf veranschaulicht werden (Abb. 4.44), der sich
für verschiedene κ-Werte aus dem Evolonmodell ohne Bremsterm ergibt.
251
4 Zusammenhang von Wachstum, Umweltproblematik und Evolutionsdruck
Abb. 4.44: Evolonmodell ohne und mit Bremsterm nach W. MENDE
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Für κ = 0 ergibt sich lineares Wachstum. Für 0 < κ < 1 erhält man parabolisches
Wachstum, für κ = 1 exponentielles und für κ > 1 hyperbolisches Wachstum. Für den
Fall ohne Sättigung (λ = 0) lässt sich die Differentialgleichung analytisch integrieren. Sie sehen
hier sehr schön, dass der Fall κ = 1 - also das exponentielle Wachstum - die Separatrix ist zwi-
schen dem Gebiet parabolischen Wachstums und dem Gebiet hyperbolischen Wachstums. Die
exponentielle Wachstumskurve liegt also in der Mitte zwischen allen möglichen Wachstumspro-
zessen. Das erklärt auch, warum das exponentielle Wachstum häufig eine gute Näherung für
alle möglichen Wachstumsprozesse ist, wenn man nicht allzu große Zeitintervalle betrachtet.
Auf der folgenden Abb. 4.45 ist die Klassifikationsregel von W. MENDE etwas ausführlicher
dargestellt.
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Abb. 4.45: Klassifikationsregel für beschleunigte und gebremste Wachtumsprozesse mittels der
Parameterwerte von κ und λ des Evolonmodells von W. MENDE
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Bei der Klassifizierung von Wachstumsprozessen ist es günstig, die Beschleunigungsphase und
die Bremsphase gesondert zu betrachten. Im Folgenden beziehen sich alle Betrachtungen zu κ-
Werten auf die Beschleunigungsphase und alle Betrachtungen zu λ-Werten auf die Bremsphase
des jeweiligen Wachstumsprozesses.
Es gibt 2 große Klassen von Wachstumsprozessen. Das sind eimalmal die zielgerichteten
Prozesse, bei denen nichts prinzipiell Neues passiert, die somit nach bekannten Prinzi-
pien programmiert ablaufen und die auch wiederholt auftreten können. Dazu gehören u.a.
auch Rekonstruktions- oder Reparaturprozesse sowie Substitutionsprozesse. Unten
auf der Abb. 4.45 sind Beispiele aufgeführt. Für diese Prozesse bekommt man nach der Regel
Kooperativitätsexponenten (κ, λ) kleiner als 1 und sie verlaufen somit parabolisch. Dann gibt
es noch die andere große Klasse von Wachstumsprozessen - die Pionierprozesse - mit denen
immer prinzipiell Neues verbunden ist und bei denen neue Prinzipien angewendet werden.
Diese Prozesse sind prinzipiell und ursächlich mit Innovationen verbunden. Sie laufen daher
einmalig ab. Für diese Prozesse sind nach der Regel Werte der Kooperativitätsexponenten (κ,
λ) größer als 1 und somit wachsen sie hyperbolisch. Unten sind wieder einige Beispiele angege-
ben. Später wurde die Klassifikationsregel auf der Grundlage empirischer Befunde noch ergänzt
durch die Hypothese, dass λ > κ ist, weil während der Sättigung also bei der Annäherung des
Systems an seine Wachstumsgrenze - zusätzliche Wechselwirkungen des Systems mit seiner Um-
gebung auftreten und bei der Anpassung des Wachstumsprozesses an die limitierenden Faktoren
eine zusätzliche Kooperation der Untersysteme erzwungen wird. Dies wird in Abschnitt
4.7 näher erläutert. Hier soll zunächst nur bemerkt werden, dass der erste, bis zum Zuwachsma-
ximum dominierende Term cXκ mit positiven Rückkopplungen in Verbindung gebracht werden
kann, während der 2. Term (B−X)λ, der nach dem Zuwachsmaximum dominiert, mit negativen
Rückkopplungen in Verbindung zu bringen ist (Abb. 4.39).
Vor der Schilderung der Vorgehensweise der Parameterbestimmung soll noch einmal kurz auf
die Parameter des Evolonmodells eingegangen werden (s. Abb. 4.46). Statt der Namen κ und
λ wurden in der Abb. 4.46 die älteren Bezeichnungen k und l für die Kooperativitätsparameter
verwendet
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Abb. 4.46: Parameter des Evolonmodells (hier gilt k = κ l = λ)
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Es gibt zunächst 5 Parameter. Der Geschwindigkeitsfaktor c bestimmt, wie schnell der
Übergangsprozess durchlaufen wird - wie steil also die Kurve wird. Der Kooperativitätsexpo-
nent κ für das beschleunigte Wachstum bestimmt im Wesentlichen, wie groß die Krümmung im
Beschleunigungsbereich des Wachstums ist. DerKooperativitätsexponent λ für die intensive
Sättigung bestimmt dann die Stärke der Krümmung im Bremsbereich des Wachstums. B ist das
Sättigungsniveau. Der letzte Parameter X0 = X(t0) ist der Startwert für die Integration.
Außerdem ist noch ein zusätzlicher künstlicher Parameter  aufgeführt. Es hat sich näm-
lich erwiesen, dass das Evolonmodell gut geeignet ist für die Beschreibung der Dynamik des
Wachstumsindikators bei kooperativen Systemen, wenn dieses Wachstums sich autonom voll-
ziehen kann, d.h. wenn die Möglichkeit zur Entfaltung der Eigendynamik besteht. Wenn das
nicht der Fall ist, und man beispielsweise starke äußere Störungen hat, kann man die ent-
sprechenden Daten nicht zur Anpassung des Modells und zur Parameterbestimmung benutzen.
Man muss diese Daten daher auslassen. Um nun trotzdem die Daten vor und nach der Störung
mit demselben Parametersatz beschreiben zu können, ist der Parameter  vonW. MENDE einge-
führt worden. Er hat normalerweise den Wert  = 1. Im Bereich der Störung kann  irgendeinen
festen Wert zwischen 0 und 1 annehmen. Dadurch wird erreicht, dass die Modellkurve nach
der Störung wieder bei den Datenwerten verläuft. Gleichzeitig erhält man durch die Anpassung
dieses Parameters eine Möglichkeit, den Zeitverlust zu bestimmen, den der gestörte Wachs-
tumsprozess gegenüber dem ungestörten Prozess durch die Störung in der Zeit zwischen tB und
tE erlitten hat: ∆t = (1 − )(tE − tB). Das Evolonmodell ist ein Makromodell. Es betrach-
tet anstelle des ganzen komplexen wachsenden Systems nur den Wachstumsindikator X(t),
der geeignet gewählt werden muss. Anhand entsprechender Zeitreihen für den Wachstumsin-
dikator kann man mit Optimierungsrechnungen die zugehörigen Evolonmodell-Parameterwerte
bestimmen (s. Kap. 3).
4.6.2 Beispiele zur Klassifikationsregel - Anwendungen des Evolonmodells und
Wachstumsprognosen
1. Auswahl eines Wachstumsprozesses mit bekanntem Charakter
2. Auswahl eines geeigneten Wachstumsindikators (x) → Zeitreihe xdi , i = 1 . . . n
3. Auswahl einer Zeitspanne mit einheitlichem Wachstumscharakter
4. Ausschluß von Datenpunkten und/oder Zeitspannen mit starken äußeren Einflüssen (Aus-
wahl autonomer Zeitspannen, Zusatzparameter  bei entsprechender Störung)
5. Auswahl eines geeigneten Anpassungsintervalls unter Beachtung möglicher Oszillationen
um den mittleren autonomen Wachstumstrend
6. Optimierung der Evolonmodell-Parameter und Abschätzung ihrer Vertrauensbereiche
7. Testen inwiefern die erhaltenen Werte für κ und λ mit den Erwartungen aus dem Cha-
rakter des Wachstumsprozesses und der Klassifikationsregel übereinstimmen
Abb. 4.47: Generelle Vorgehensweise zum Test der Klassifikationsregel
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Zum Testen der Klassifikationsregel (Abb. 4.47) geht man im Allgemeinen so vor: Man
sucht sich einenWachstumsprozessmit bekanntem Charakter, wählt einen geeignetenWachs-
tumsindikator, wählt dann eine Zeitspanne in der der Charakter des Prozesses erhalten bleibt,
denn der kann sich manchmal auch ändern. Dann schließt man solche Daten aus, für die
starke Störungen vorliegen. Notfalls muss man den Parameter  zusätzlich anpassen, und
dann muss man noch beachten, dass manchmal die Daten um den Wachstumstrend schwan-
ken können. Im Allgemeinen wird der Trend durch das Evolonmodell gut beschrieben, die
Daten können aber Schwingungen um diesen Trend aufweisen. In diesen Fällen muss man das
Anpassungsintervall geeignet wählen, sodass möglichst an den Enden keine Maxima die-
ser Schwingungen auftreten. Dann kann man schließlich mit Optimierungsprogrammen die
Parameterkombination suchen, bei der die Modellkurve möglichst nahe an den Daten verläuft.
Schließlich braucht man dann nur noch die erhaltenen Parameterwerte daraufhin zu über-
prüfen, ob und inwiefern sie mit der Erwartung übereinstimmen, die sich aus der Klassifika-
tionsregel und dem bekannten Charakter des Wachstumsprozesses ergibt.
ZurParameteroptimierung wurde das ProgrammsystemMINUIT zur nichtlinearen Para-
meteroptimierung aus dem CERN benutzt, dessen Funktionsweise in Kapitel 3 erläutert wurde.
Mit Hilfe desselben Programmsystems wurden auch die Vertrauensbereiche der Parameter
bestimmt. Als Abstandsfunktion wurde in den meisten Fällen die Summe der Quadrate der rela-
tiven Abweichungen benutzt (s. Kap.3) wegen der Annahme, dass bei den meisten untersuchten
Prozessen der relative Fehler bei der Ermittlung der Daten entscheidend ist. Gleichzeitig er-
möglicht dies, für die Abschätzung der Vertrauensintervallgrenzen der einzelnen Parameter bei
der χ2-Theorie Anleihen zu machen. Das Programmsystem MINUIT aus dem CERN wurde
erweitert durch interaktive Möglichkeiten und insbesondere durch interaktive Graphik. Das
hat sich als außerordentlich nützlich zur Effektivitätssteigerung erwiesen.
Mittels der Parameteroptimierung werden die Parameterwerte des Evolonmodells erhalten, für
die die Modellkurve möglichst dem Datenwerteverlauf des WachstumsindikatorsXdk (t) angepasst
wird. Mittels der so erhaltenen Parameterwerte lässt sich wie bereits erwähnt, die Gültigkeit der
Klassifikationsregel sowie der κ < λ Regel für den jeweiligen Wachstumsprozess testen. Dies soll
nun anhand von Beispielen demonstriert werden. Dabei werden zunächst Beispiele mit κ < 1
(zielgerichtetes parabolisches Wachstum), dann Beispiele für κ = 1 (exponentielles Wachstum)
und schließlich Beispiele für κ > 1 (evolutionsartiges hyperbolisches Wachstum) behandelt. Die
Übersicht auf der Abb. 4.48 zeigt z.B. einige zielgerichtete, parabolisch wachsende Prozesse
während der Beschleunigungsphase des Wachstums Daher gilt hier λ = 0 (außer beim Hähn-
chengewicht). Dazu gehört das Wachstum des Gewichtes von Hühnerembryonen. Das ist ein
zielgerichteter Prozess, denn durch die DNS-Strukturen ist mehr oder weniger vorgegeben, was
das Endergebnis des Wachstumsprozesses sein wird. Dieser Prozess wiederholt sich bekannt-
lich auch in jeder Generation und es findet dabei nichts prinzipiell Neues statt. Weiter gehört
dazu das Wachstum der Biomasse einer Mischwald Sukzzession [Peschel u. Mende(1983)].
Es handelt sich dabei um das Entstehen und Wachsen eines Waldes auf Brachland durch Besa-
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Abb. 4.48: Zielgerichtet parabolisch wachsende Prozesse (hier gilt k = κ l = λ)
mung von benachbarten Waldbeständen. Natürlich hat der so entstehende Wald am Ende die
gleichen Eigenschaften wie der benachbarte Wald. Insofern ist auch dieser Prozess zielgerichtet
und deswegen kommt parabolisches Wachstum zustande. Ein weiteres Beispiel ist das Wachstum
des Elektroenergieverbrauchs in der Sowjetunion in der Wiederaufbauphase unmittelbar
nach dem 2. Weltkrieg, wo man alles wiederherstellen wollte, was man schon einmal hatte
und daher gut kannte. In der Abb. 4.48 sind noch 2 weitere Prozesse für zielgerichtetes para-
bolisches Wachstum aufgeführt, das ist einmal der Elektroenergieverbrauch in den USA und
in Deutschland während der anfänglichen Substitutionsphase - darauf wird später noch einge-
gangen - und das Wachstum des Gewichtes von Brathähnchen. Dies ist mehr oder weniger die
Fortsetzung des Embryowachstumsprozesses nach dem Schlüpfen. Für diesen Prozess liegt auch
eine parabolische, zielgerichtete Abbremsung des Wachstums vor (λ < 1). Er soll daher etwas
ausführlicher erläutert werden (Abb. 4.49).
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Abb. 4.49: Wachstum des Gewichtes von Hähnchen und Hühnerembryonen
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Im oberen Teil der Abb. 4.49 ist das Wachstum des Gewichtes einer Gruppe von Brat-
hähnchen dargestellt. Offenbar beschreibt die Kurve die Daten gut. Darunter sind die relativen
Abweichungen aufgeführt. Im Mittel liegen sie etwa bei 2%. Darunter sind die Zuwächse und die
relativen Zuwächse dargestellt. Der letzte Datenpunkt fällt etwas aus dem Rahmen, insbeson-
dere bei den Zuwächsen. Das hat aber einen guten Grund, denn inzwischen waren die Hähnchen
groß geworden und die Box wurde zu eng.
Dadurch kam es zu Dichtestress und zu einer verminderten Gewichtszunahme, und somit zu
einer Abweichung vom normalen autonomen Wachstum. Ähnliches trat bei der Analyse von
Wachstumsdaten öfter auf. Zum Beispiel ließ sich eine Zeitreihe für Hähnchengewichte absolut
nicht mit vernünftigen Werten des Evolonmodells beschreiben. Als daraufhin die Vermutung
geäußert wurde, dass die Hähnchen vielleicht gehungert hätten, entschuldigten sich die Autoren
der Datenreihe dafür, dass sie vergessen hatten mitzuteilen, dass sie bei diesen Daten die Ei-
weißkomponente im Futter reduziert hatten, um einmal zu sehen, wie sich das auswirkt. Wenn
man also derartige Abweichungen von der Evolonmodellkurve hat, ist das meistens ein Hinweis
darauf, dass irgendwie die Autonomie des Wachstumsprozesses gestört war. Da es sich beim
Hähnchenwachstum um einen durchweg mittels der Geninformation zielgerichteten Prozess han-
delt, kommt dieser Prozess zu einem bestimmten Zeitpunkt zum Abschluss, wobei X den oberen
Grenzwert B erreicht. Dies ist in Abb. 4.50 dargestellt.
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Abb. 4.50: Gezielt beendetes Hähnchenwachstum
262
4.6 Beschreibung, Klassifikation und Prognose vonWachstumsprozessen mit Hilfe des Evolonmodells
Zuvor waren wie erwähnt Daten zum Wachstum des Gewichtes von Hühnerembryonen
untersucht worden. Wie für einen zielgerichteten Prozess erwartet, wurde parabolisches Wachs-
tum (κ < 1) gefunden. Unerwartet war jedoch, dass es hier offenbar 4 deutlich voneinander
abgegrenzte Perioden unterschiedlichen parabolischen Wachstums gibt, die sich im Koopera-
tivitätsparameter κ deutlich unterscheiden. Dies wird besonders deutlich in der doppeltloga-
rithmischen Darstellung (Abb. 4.51). Die Übergänge treten für verschiedene Vogelarten immer
Abb. 4.51: Logarithmische Darstellung des Embryonengewichtswachstums
an derselben Stelle auf, wenn man relative Brutzeiten verwendet. Die endgültige Klärung der
Ursachen ist bisher nicht gelungen. Eine Hypothese hierzu besteht darin, dass es sich bei den
4 Perioden um wichtige Etappen in der Evolution handelt, die nach E. HAECKEL während der
Ontogenese wiederholt werden. Somit würden in den einzelnen Perioden unterschiedliche Ziele
mit unterschiedlichen Methoden angestrebt.
Ähnlich wie bei den Hähnchen ist zumindest zunächst auch das Wachstum von Fichtenhöhen
ein durch die DNS gesteuerter Prozess. Daher wurde bei der Analyse der Daten zum Höhen-
wachstum von Fichtenbestandeshöhen [v. Guttenberg(1915)] mit κ = 0, 41 ein Wert kleiner als
eins erhalten. Im Unterschied zu den Hähnchengewichten wurde jedoch für den Bremskoope-
rativitätsexponenten λ ein Wert größer als eins λ = 1, 67 erhalten. Dies hat im Rahmen des
Evolonmodells eine interessante Erklärung. Danach haben beide Lebewesen unterschiedliche
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Wachstumsstrategien, die mit ihrer Mobilität zusammenhängen. Da ein Hähnchen bei Fut-
terknappheit an einen anderen Ort mit besserer Futterversorgung wechseln kann, besteht im
Prinzip immer die Möglichkeit einen Bauplan zu erfüllen. Daher besteht auch die Möglichkeit,
den Bauplan bis zum Wachstumsende vorzugeben. Zu einem bestimmten Zeitpunkt tE ist in
diesem Fall der Bauplan abgearbeitet und das Wachstum wird beendet. Dies korrespondiert
gut mit der Beschreibung durch das Evolonmodell. Für λ < 0 gibt es einen Zeitpunkt tE bei
dem X(t) die obere Grenze B erreicht und das Wachstum aufhört. Anders ist die Situation
bei den Fichten. Da sie ortsgebunden sind, kann ihre potentielle Nährstoffversorgungssituation
in Abhängigkeit vom Standort sehr unterschiedlich sein. Ein bis zum Wachstumsende festge-
legter Plan wäre überall nur erfüllbar, wenn die Fichten durch ihn auf Minimalanforderungen
programmiert würden. Dann würden sie aber wahrscheinlich an besseren Standorten durch an-
dere größere Pflanzen verdrängt. Die Wachstumsstrategie der Fichten ist daher deutlich anders.
Zunächst findet wie bei den Hähnchen ein durch die DNS gesteuertes Wachstum statt, da-
mit unter Nutzung der Erbinformation auch tatsächlich eine Fichte entsteht. Für diesen
zielgerichteten Teilprozess ist daher κ < 1, 0. Nachdem aber die das Wachstum begrenzenden
Standortbedingungen wirksam werden, beginnt ein im Einzelnen nicht vorprogrammierter, in-
dividueller Anpassungsprozess an die jeweiligen Standortbedingungen. Daher ist hier λ > 0
und nach dem Evolonmodell bricht der Wachstumsprozess nicht ab, sondern die Höhe wird dem
standortabhängigen Maximalwert immer weiter angenähert. Dies entspricht der Erfahrung, dass
Bäume solange sie leben immer noch ein wenig weiter wachsen und z.B. auch immer noch einen
weiteren Jahresring dazufügen. Die Abbildung 4.28 zeigt, wie verschiede Fichtenbestände infolge
der Anpassung auf unterschiedlichen Standorten wachsen, und wie gut dies durch das Evolon-
modell widergespiegelt wird. Interessant ist auch, dass sich für alle Standortklassen innerhalb
der Fehlergrenzen gleiche Parameterwerte für κ und λ ergeben. Das wäre im Einklang
mit der Interpretation, dass alle Fichten gleichartige DNS-Strukturen und gleichartige
Anpassungsvermögen haben, (die nicht vom Standort abhängen). Die Höchstwerte B sind
dagegen von der Standortklasse abhängig. Daraus folgt u.a., dass ein Baum auf einer schlech-
teren Standortklasse nie die Endhöhe eines Baumes auf einer besseren Standortklasse erreichen
kann, selbst wenn er wesentlich länger leben und wachsen würde.
Die Abbildung 4.28 zeigt weiterhin den Vergleich der durch das Evolonmodell berechneten
Zuwächse mit den entsprechenden Datenwerten. Für bessere Standorte werden die maximalen
Zuwächse etwas früher erreicht. Insgesamt liegen die maximalen Zuwächse im Alter zwischen
27 und 45 Jahren. Die Daten und angepassten Modellwerte sind aus der folgenden Tabel-
le 4.5 ersichtlich. Eine wesentliche Besonderheit dieser schon zu Anfang des 20. Jahrhunderts
erhobenen Daten zum Fichtenwachstum liegt darin, dass A. v. GUTTENBERG ca. 21 Jahre
auf ihre Erhebung hin gearbeitet hat. Die mittels Parameteroptimierung erhaltenen Werte der
Parameter des Evolonmodells sind für die 5 Standortklassen in der nächsten Tabelle (4.6 und
4.7)enthalten. Dabei gilt: F =
∑n
i=1((X
d
i −Xi)/Xi)2 mit X = Bestandeshöhe. Die Werte von s
und R sind Kenngrößen für die Güte der Anpassung.
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Tab. 4.5: Durch A. v. GUTTENBERG ermittelte Fichtenhöhen (GW), Evolonmodellwerte
(EW) und Richards-Modellwerte (RW) für Fichtenhöhen der verschiedenen Stand-
ortklassen (SK)
Tab. 4.6: Zum Minimum der Abstandsfunktion F gehörende Parameterwerte des Evolonmodells
(t0 = 70 Jahre) und Streumaße (F, R, s)
Tab. 4.7: ZumMinimum der Abstandsfunktion gehörende Parameterwerte des Richards-Modells
und Streumaße (F, R, s)
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In der nächsten Abbildung 4.52 ist die Abhängigkeit dieser Parameterwerte von der Stand-
ortklasse dargestellt. Dazu wurden die Parameterwerte auf die entsprechenden Werte für die
Standortklasse 1 normiert. Auffällig ist hier, dass nur die Baumhöhen repräsentierenden
Abb. 4.52: Normierte Evolonparameter in Abhängigkeit von der Standortklasse
Parameter B und X0 eine klare Abhängigkeit von der Standortklasse aufweisen. Für den
Parameter κ ergeben sich für die Standortklassen 4 und 5 Abweichungen von der Standortunab-
hängigkeit. Wenn man bedenkt, dass dies einerseits die Standorte mit langandauernden großen
Schneehöhen im Frühjahr sind und andererseits der Parameter κ besonders stark durch das
Jugendstadium beeinflusst wird, so ist der Befund verträglich mit einer Standortsunabhängig-
keit des Parameters κ in Kombination mit einer Störung des Wachstums im Jugendstadium
durch den Einfluss von Schnee. In der letzten Tabelle4.7 waren zusätzlich die optimierten Werte
für die Parameterwerte des Richards-Modells:
dX
dt
= rgX1−
1
r (a
1
r −X 1r )
aufgeführt. Dieses Wachstumsmodell kann als Spezialfall des Evolonmodells für 0 < κ < 1 und
λ = 1 angesehen werden.
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Abb. 4.53: Datenabstände vom Evolon- und Richards Modell
267
4 Zusammenhang von Wachstum, Umweltproblematik und Evolutionsdruck
Hier sind die Abweichungen der Datenwerte von den Modellwerten des Evolonmodells einer-
seits und des Richards-Modells andererseits dargestellt (Abb. 4.53). Da einerseits das Richards-
Modell als Spezialfall des Evolonmodells nur λ = 1 zulässt und sich beim Evolonmodell aber
λ = 1, 67 ergab, und andererseits sich der Parameter λ besonders stark im Bereich des gebrems-
ten Wachstum nach dem Zuwachsmaximum auswirkt, sind die Abweichungen der Richards-
Modellwerte von den durch v. GUTTENBERG ermittelten Werten besonders in diesem Bereich
deutlich größer als die Abweichungen der entsprechenden Evolonmodellwerte. Wegen dieses
Unterschiedes bei der Beschreibung der Bremsphase unterscheiden sich auch die auf
diesen beiden Modellen basierenden Prognosen (Abb. 4.54), insbesondere, wenn die benutzte
Datenbasis bis in den Bremsbereich des Wachstums hineinreicht.
Abb. 4.54: Prognose mit Evolon- und Richardsmodell (10-150)
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Wie die folgende Abbildung 4.54 zeigt, liegen die Prognosen auf der Grundlage des Evolonmo-
dells für alle Standortklassen höher als die entsprechenden Prognosen mit dem Richards-Modell.
Da letzteres die Daten schlechter beschreibt, ist zu erwarten, dass mit dem Evolonmodell rea-
litätsnähere Prognosen erhalten werden. Diese Erwartung wird durch die nächste Abbildung
4.55 bestätigt. In diesem Fall wurden nur die Daten für Standortklasse 1 bis zum Alter von 100
Abb. 4.55: Prognose mit Evolon- u. Richardsmodell (10-100)
Jahren für die Prognose herangezogen, während die Daten der nächsten 50 Jahre zur „Erfolgs-
kontrolle“ dienten. Dargestellt wurde jeweils die Differenz von Modellwert und Datenwert. Die
schlechtere Beschreibung des Richards-Modells im Anpassungsbereich wirkt sich im Prognose-
bereich verstärkt aus und führt schließlich nach 50 Jahren zu einer Abweichung von ca. -0,80
m, wogegen diese Abweichung für das Evolonmodell etwa 10 mal kleiner ist.
Wie angekündigt soll nun ein Beispiel für einen exponentiellen Wachstumsprozess (κ = 1)
behandelt werden. Zuvor wird jedoch noch ein anderer Wachstumsprozess kurz angedeutet
(Abb.4.56). Es handelt sich dabei um die Schwärzung eines fotographischen Filmes in Abhän-
gigkeit von der Belichtungszeit. Ein entsprechendes Experiment war von W. MENDE angeregt
worden, weil er die Hypothese hatte, dass der λ-Wert umso größer sein sollte, je härter der
Film ist. Das hat sich dann auch bestätigt. Hier wird dieser Prozess jedoch nur erwähnt, um zu
zeigen, dass die mittlere relative Abweichung bei diesem physikalisch-chemischen Experiment
ca. 2,5% beträgt. Die nächste Abb. 4.57 stellt einen anderen Prozess mit dar, für den 140 Da-
tenpunkte ermittelt wurden. Hierbei ist die mittlere relative Abweichung nur 1,1% (siehe Abb.
4.57 unten). Nun könnte man denken, dies wäre das Ergebnis eines besseren, genauer durchge-
führten physikalischen Experimentes. Tatsächlich handelt es sich aber um Wachstumsdaten in
einem sozialökonomischen System, nämlich um das Wachstum der Bevölkerung in den USA im
Zeitraum von 1790 - 1930. Für den Wert des Parameters κ ergibt sich hierbei: κ = 1, 03, also ein
Wert ganz in der Nähe des exponentiellen Wachstums. Das lässt sich ganz gut verstehen, wenn
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Abb. 4.56: Filmschwärzung in Abhängigkeit von der Belichtungszeit
man die Besonderheiten dieses Prozesses beachtet: Die Europäer sind nach Amerika gekommen
und haben zunächst einmal möglichst alles wiederholt, was sie von Europa her kannten. Wie
man Landwirtschaft betreibt, wie sich Familien organisieren und vieles andere mehr war be-
kannt. Danach müsste man zunächst parabolisches Wachstum erwarten. Andererseits gab es in
den USA eine in Europa unbekannte Prärie und insbesondere war das politisch-ökonomische
System ein anderes, denn in den USA hat es nie eine Monarchie gegeben. In Europa des 18. und
19. Jahrhunderts war das aber der Regelfall. Der Wachstumsprozess musste also in ein anderes
politisch-ökonomisches System eingepasst werden, und insofern hatte er auch Neuigkeitscharak-
ter. Das würde nun wieder für hyperbolisches Wachstum sprechen. Man hat also Argumente
sowohl für parabolisches als auch für hyperbolisches Wachstum, und deswegen kann es nicht ver-
wundern, wenn etwas in der Mitte herauskommt, in der Nähe des exponentiellen Wachstums.
Im Zeitraum nach 1930 gibt es beachtliche Abweichungen von der Kurve. Teilweise sind sie
Folge der Weltwirtschaftskrise und des 2. Weltkrieges. Aber die späteren Abweichungen haben
noch eine andere wahrscheinliche Erklärung, denn irgendwann hat in den USA der Primär-
charakter ein stärkeres Gewicht bekommen. Bekanntermaßen wurden in den USA die ersten
Wolkenkratzer gebaut, und die Städte entwickelten qualitativ neue Eigenschaften und so hat
wahrscheinlich der Primärcharakter allmählich immer mehr dominiert (American Way of Life).
Demzufolge müssten diesem Prozess später (nach etwa 1930) auch andere Parameter und damit
andere Evolonmodellkurven entsprechen. Dieses Problem ist noch nicht endgültig geklärt.
Seine Klärung setzt die Mitarbeit eines Wissenschaftlers voraus, der die Geschichte und die
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Abb. 4.57: Bevölkerung USA 1790-1930
Demographie der USA gut kennt.
Schließlich sollen wie angekündigt Beispiele für noch größere κ-Werte (κ > 1) folgen: Die
hyperbolisch wachsenden Prozesse (κ > 1) (Beispiele s. Abb. 4.58) sind nach der Klassifikati-
onsregel Pionierprozesse, die einmalig verlaufen und mit Innovationen ursächlich verbunden sind.
Dazu gehören das erwähnte Wachstum mathematischer Publikationen [Peschel u. Mende(1983),
S.28], das Wachstum der Präzision von Zeitmessungen [Peschel u. Mende(1983), S.27], das
Wachstum des Sauerstoffgehaltes der Atmosphäre [Peschel u. Mende(1983), S.31], das Wachs-
tum der Weltbevölkerung, das Wachstum der Einwohnerzahl großer deutscher Städte, das
Wachstum des Weltprimärenergieverbrauchs und das Wachstum des Stromverbrauchs in den
USA nach 1925.
Im Falle des Wachstums der Einwohnerzahl Berlins kann eine interessante hypothetische
Abschätzung mit Hilfe des Evolonmodells durchgeführt werden, die sich als sehr plausibel
erwies. Weiterhin lässt sich auf der Basis der Einwohnerzahlen von 1860 - 1890, also einer
Zeitspanne von 30 Jahren , die Einwohnerzahl Berlins für knapp 50 zurückliegende Jahre,
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d.h. praktisch bis zur Zeit der napoleonischen Besetzung gut beschreiben. Für die 10 größ-
ten Städte unter Ausschluss Berlins lässt sich auf der Grundlage der Daten von 1870 - 1903
die Einwohnerzahl 60 Jahre später, also etwa für 1970, mit dem Modell erstaunlich gut
vorhersagen. Darauf soll gleich näher eingegangen werden. Eine Besonderheit des Wachstums
der Weltbevölkerung besteht darin, dass sich für κ und λ die höchsten Werte ergaben, die
bisher beobachtet wurden. Über viele Jahrtausende ist die Weltbevölkerung angenähert hy-
perbolisch gewachsen. Hätte sich dieser Trend fortgesetzt, würde nach H. v FOERSTER u.a.
[v. Foerster(1960)] die Weltbevölkerung im Jahre 2026 unendlich groß werden, da die entspre-
chende Hyperbel dort ihren Pol hätte. In Abbildung 4.3 werden Daten zur Weltbevölkerung mit
einer Hyperbel entsprechend κ = 2.0 verglichen. Zunächst wird sichtbar, dass sich insbesondere
seit 1500 das Wachstum der Weltbevölkerung erstaunlich gut mit einer Hyperbel beschreiben
lässt und das Wachstum einen in naher Zukunft befindlichen Pol zu zustreben scheint. Dabei
haben sich die Verdopplungszeiten bis auf 38 Jahre verkürzt, was wie erwähnt u.a. zur
Folge hatte, das zur Zeit meiner Geburt weit weniger als halb so viele Menschen die Erde bevöl-
kerten, als es im Jahre 2003 der Fall war. Dieses drastische Wachstum ist in seiner Bedeutung
und seinen Auswirkungen auf die gegenwärtigen und zukünftigen Lebensbedingungen kaum
zu unterschätzen. Da das Erreichen eines Pols im Jahre 2026 praktisch undenkbar ist, muss
zu unserer Zeit der hyperbolische Wachstumstrend verändert werden. Ein Grund dafür wird in
der folgenden Abbildung 4.59 ersichtlich.
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Abb. 4.58: Evolutionsartig hyperbolisch wachsende Prozesse
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Abb. 4.59: Oberflächenbesiedlung durch den Menschen
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Offensichtlich kann die Besiedlungsfläche nicht weiter so vergrößert werden wie bisher. Das
Bevölkerungswachstum stößt an durch die Umwelt gesetzte Grenzen (nicht nur bezüglich
der Besiedlungsfläche, sondern z.B. auch bezüglich der Trinkwasserbereitstellung) und wird
deshalb abgebremst, weswegen zur Beschreibung auch der Bremsterm des Evolonmodells mit
herangezogen werden muss (Abb. 4.60).
Abb. 4.60: Wachstum der Weltbevölkerung (-400-2050)
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Dies wird in Abb. 4.61angedeutet, die eine Anpassung des Evolonmodells (mit κ = 2, 4 und
λ = 3, 1) an historische Daten zeigt. Für die Jahre 1950-2050 ist zusätzlich eine von der UN
erarbeitete Kurve zur Datenbeschreibung und Prognose aufgeführt. Die Periode von 1900 bis
Abb. 4.61: Weltbevölkerung (1900-2100),Daten u. Prognosen
2100 wird in der folgenden Abbildung detaillierter gezeigt. Die UN-Prognose stimmt mit der
Evolonmodellprognose im Bereich 2000-2050 gut überein (s. Abb. 4.61 oben und 4.61 mitte1;
maximale Abweichung 3%). Es ist auch zu erkennen, dass die relativen Zuwächse im Jahre
1963 für die Daten und 1975 für die Evolonmodellwerte ein Maximum haben (Abb. 4.61 unten).
Spätestens seit dieser Zeit ist die Dominanz des hyperbolischen Wachstums der Weltbevölkerung
beendet. Seit dieser Zeit fallen die relativen Zuwächse. Exponentielles Weltbevölkerungs-
wachstum mit konstanten relativen Zuwächsen hat es somit nie gegeben! Schließlich deutet
sich weiterhin an, dass auch das Maximum der absoluten Zuwächse etwa im Jahre 1988 für
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die Daten bzw. 1995 für die Modellkurve erreicht wurde (Abb. 4.61). Daraus ergibt sich eine
menschheitsgeschichtlich einmalige Besonderheit des 20. Jhunderts:
1. Der das Wachstum der Weltbevölkerung seit hunderttausenden von Jahren bestimmen-
de Trend zur Verkürzung der Verdopplungszeiten (bzw. zur Vergrößerung der relativen
Zuwächse) wurde in den 60er Jahren gebrochen, d.h. zu dieser Zeit wurde der relative
Zuwachs maximal. Die minimale Verdopplungszeit betrug nur 39 Jahre!
2. Auch das Maximum der absoluten Zuwächse wurde in den 90er Jahren des 20. Jahrhun-
derts erreicht.
3. Im Zusammenhang mit dem Weltbevölkerungswachstum und dem zusätzlichen Wachstum
des spezifischen extrasomatischen Energieverbrauchs ist der Weltprimärenergieverbrauch
noch schneller als die Weltbevölkerung gewachsen. Er erreichte das Maximum der absolu-
ten Zuwächse bereits um 1970. Die minimale Verdopplungszeit war kleiner als 20 Jahre.
Nach der in Abschn. 4.7.5 aufgeführten Hyopthese 3 bedeutet dies, dass die Menschheit nun in
eine neue Entwicklungsphase eingetreten ist, die sich von der vorangegangenen Phase beschleu-
nigten Wachstums im wachsenden Maße wesentlich unterscheidet.
Ein weiteres Beispiel für hyperbolisches Wachstum und hyperbolisches Abbremsen des Wachs-
tumsprozesses ist das Wachstum der Einwohnerzahlen in deutschen Städten. Bei diesem Prozess
wurde erstmals auch der Parameter λ des Evolonmodells angepasst. Für κ wurde ein Wert grö-
ßer als eins erwartet (κ > 1), da es sich beim Städtewachstum um einen kooperativen Prozess
handelt, bei dem sich die entstehenden verschiedenen Funktionen der Stadt (Handel, Dienst-
leistungen, Kommunikation, Verwaltung u.a.) gegenseitig fördern, wodurch auch das Wachstum
der Stadt unterstützt wird. Um von Zufälligkeiten (z.B. Niedergang eines Wirtschaftszweiges
von dem die Stadt besonders stark abhängt) unabhängiger zu sein, wurden die Einwohnerzah-
len der im Jahre 1982 zehn größten (westdeutschen) Städte gemittelt und das Evolonmodell
an diese Mittelwerte angepasst. Wegen des störenden Einflusses der beiden Weltkriege und
der dazwischen liegenden Weltwirtschaftskrise wurden die Daten von 1911 bis 1955 von der
Anpassung ausgeklammert und der effektive Geschwindigkeitsparameter (t)c durch zusätz-
liches Anpassen des Parameters  für die Zeit der Störung herabgesetzt. Für den Wert
des Parameters λ gab es, da die λ > κ-Regel noch nicht entdeckt war, keine Erwartung und
es wurde einfachheitshalber λ = κ angenommen. Auf diese Weise ließen sich die Daten mit
einer mittleren Abweichung von 1,7% durch das Modell beschreiben (ALBRECHT, K.-. F. and
MENDE, W.: A New Possible Description and Interpretation of Population Growth Data in
German Towns?, Syst. Anal. Model. Simul. 1 (1984) 3, 237-249). Eine Beschreibung von Daten
ist irgendwie immer möglich (z.B. durch eine Fourierreihe) interessanter und wichtiger ist aber
die Frage, inwieweit es ein Modell gestattet, richtige Voraussagen zu machen. Daher wurde
die Frage untersucht, inwieweit sich das weitere Wachstum der Städte mit Hilfe des Evolon-
modells voraussagen ließe, wenn man nur von den Daten vor Beginn des ersten Weltkrieges
ausginge (Abb. 4.62). Zunächst wurden nur die Daten vor 1911 benutzt. Dabei zeigte sich,
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Abb. 4.62: Modellstadteinwohnerzahl-Vorhersage
dass in diesem Fall die Modellwerte 60 Jahre (also 1970) später um ca. 22% zu klein waren.
Eine Differenz von 22% bei einem Prognosehorizont von 60 Jahren ist zwar erheblich, (aber
immer noch wesentlich besser als es beispielsweise viele Energieverbrauchsprognosen waren).
Bei weiterer Einschränkung des Anpassungsbereichs wurden unerwarteterweise die Prognosen
besser. Bei einer Begrenzung der benutzten Daten auf den Zeitraum bis 1907 betrug der ent-
sprechende Unterschied nur noch ca. 14% und bei Benutzung der Daten nur bis 1903 betrug
der Unterschied schließlich nur noch ca. 5%, was für eine Prognose über 60 Jahre erstaunlich
gut ist. Später zeigte sich, dass diese letzte Prognose auch die sinnvollste war, denn es stellte
sich heraus, dass bei einigen der verwendeten Städte im Jahre 1910 die Stadtfläche durch ei-
ne Gebietsreform vergrößert wurde. Dies war notwendig geworden, weil die Städte über ihr
ehemaliges Stadtgebiet hinausgewachsen waren. Somit waren die ermittelten Einwohnerzahlen
unmittelbar vor 1910 zwar korrekt für das damalige administrative Stadtterritorium, aber nicht
für die Stadt als Gesamtsystem. Durch die alten administrativen Stadtgrenzen waren daher
die Einwohnerzahlen für das gesamte wachsende Stadtsystem in den letzte Jahren vor 1910
systematisch nach unten gedrückt, weswegen es nicht verwundern kann, dass sich eine zu
kleine Prognose ergab. Dieses erstaunlich gute Prognoseergebnis gleich beim ersten Versuch
zum Test der Prognosefähigkeit des Evolonmodells war ein wesentlicher Anreiz für die weitere
Untersuchung von verschiedenartigen Wachstumsprozessen. Auch für einige Einzelstädte (wie
z.B. Düsseldorf) wurde das Wachstum der Einwohnerzahlen untersucht. Interessante Ergebnisse
ergaben sich bei der Untersuchung Berlins. Berlin war wegen der Hauptstadtfunktion und
der Teilung nach dem 2. Weltkrieg zunächst ausgeklammert. Im Zusammenhang mit dem
750jährigen Bestehen Berlins regte W. SPEIGNER die Anwendung des Evolonmodells auf
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das Wachstum der Einwohnerzahlen von Berlin an. Dieses Ansinnen wurde zunächst abgelehnt,
da Berlin zuvor aus guten Gründen von solchen Untersuchungen ausgeschlossen worden war.
Schließlich konnte Einverständnis darüber erlangt werden, die Ergebnisse für die Mittelwerte
der 10 deutschen Städte mit den Daten für Berlin zu vergleichen, um so eventuell herauszu-
finden, in welcher Weise der Hauptstadtcharakter sich auf das Bevölkerungswachstum in Berlin
ausgewirkt hat. Bald stellte sich jedoch heraus, dass es durchgehende Einwohnerzahlen für Ge-
samtberlin nicht gab. Es gab jährliche Daten bis zur wesentlichen Gebietsreform im Jahre
1920. Das Stadtgebiet vor dieser Reform heißt „Kleinberlin“ und liegt heute im Wesentli-
chen im Zentrum der Stadt. Das Stadtgebiet nach 1920 heißt „Großberlin“ und umfasst
zusätzlich die bei der Gebietsreform 1920 dazugekommenen Gebiete wie z.B. Pankow. Für diese
Gebiete wurden für die Zeit vor 1920 die Einwohnerzahlen nur alle sieben Jahren ermittelt (Abb.
4.63).
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Abb. 4.63: Einwohnerzahl Berlins: Anpassung und Prognose
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Da es ab 1920 im Wesentlichen nur Daten für Großberlin gab, aber für Kleinberlin vor 1920
die Einwohnerzahlen für 146 Jahre vorlagen, wurden zunächst die Daten für Kleinberlin unter-
sucht. Diese verliefen im Bereich 1860 bis 1890 besonders glatt. Um den Einfluss des Haupt-
stadtcharakters herauszufinden, wurden daher die Parameterwerte für κ und λ auf die Werte
festgesetzt, die zuvor für die 10 großen deutschen Städte erhalten wurden (λ = κ = 1, 6) und
die übrigen Parameter für den Zeitraum 1860 - 1990 angepasst. Die Anpassung an die Daten
dieser 30 Jahre war sofort bemerkenswert gut [Albrecht(1991), S. 57-61]. Noch bemerkenswerter
war jedoch der Umstand, dass auch die außerhalb des Anpassungsbereiches liegenden Daten
der Jahre 1807 bis 1850 überraschend gut angepasst wurden. Ein merklicher Einfluss der
Hauptstadtfunktion ließ nicht erkennen, da sich das Einwohnerzahlwachstum für Berlin mit
denselben Parameterwerten für κ und λ beschreiben lässt wie für die anderen deutschen Städte.
Die Abweichungen vor 1807 erklären sich durch die napoleonische Besetzung und die Stein-
Hardenbergschen Reformen, die es den Landarbeitern ermöglichte, in die Städte zu ziehen. Auch
die Abweichung der Daten von den Modellwerten zwischen 1850 und 1860 hat eine plausible
Erklärung. Aus der Chronik von Berlin geht hervor, dass es im Jahre 1860 eine Gebietsver-
größerung für Berlin gegeben hat, um die lange gestritten wurde. Bei dieser Gebietsreform ist
Berlin um 30% seiner Fläche und um 7% seiner Einwohnerzahl gewachsen. Offenbar hat ein Teil
desWachstums des Berliner Stadtsystems zwischen 1850 und 1860 außerhalb der damali-
gen Stadtgrenzen stattgefunden. Nach 1890 unterscheiden sich der Verlauf des Modells und
der Verlauf der Einwohnerzahlen auffällig. Dies hängt damit zusammen, dass Kleinberlin das
heutige Zentrum ist und Berlin ab 1890 verstärkt außerhalb seiner damaligen Stadtgrenzen
wuchs. Ein Grund dafür waren die enorm gewachsenen Grundstückspreise im Zentrum Ber-
lins, was einige Großbetriebe wie z.B. die Borsigwerke und die Schwarzkopfwerke veranlasste,
ihren Standort kurz hinter die damalige Stadtgrenze zu verlegen. (Dies wiederum vergrö-
ßerte die Notwendigkeit des innerstädtischen Personenverkehrs. Tatsächlich sind im Jahre 1890
die ersten Pferdestraßenbahnen und Pferdeomnibusse in Betrieb genommen worden.) Schließ-
lich wurde noch ein weiteres bemerkenswertes Ergebnis erhalten. Die Daten für Großberlin sind
sehr spärlich, zumal sie für die Zeit nach Beginn des 1. Weltkriegs für einen Vergleich mit dem
Evolonmodell nicht verwendbar sind. Für die Zeit vor 1914 gibt es nur Einwohnerzahlen für 7
Jahre. Normiert man nun die für die Mittelwerte von 10 Städten erhaltene Kurve derart, dass
sie im Jahre 1900 mit der ermittelten Einwohnerzahl von Großberlin übereinstimmt, so liegen
die übrigen 6 Datenwerte so nahe bei dieser Kurve, dass kein merkliches anderes Wachs-
tumsverhalten für Berlin im Vergleich zu den Durchschnittswerten der anderen großen Städte
zu erkennen ist.
Interessant ist weiterhin der Modellwert zum Zeitpunkt des 750-jährigen Stadtjubiläums im
Jahre 1987. Er liegt bei wenig mehr als 8 Mill. Einwohnern. Da Paris und London, die früher et-
wa so groß wie Berlin waren um 1987 etwa auf 8-9 Mill. Einwohner angewachsen waren, ist dieser
Modellwert sehr plausibel, denn er repräsentiert den Wert auf den die Einwohnerzahl Berlin
angewachsen wäre, wenn die beiden Weltkriege des 20 Jahrhunderts nicht stattgefunden hätten
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und somit auch das alte Einzugsgebiet erhalten worden wäre. Später wurde die λ > κ Regel
entdeckt. Die Berücksichtigung dieser Regel würde den Modellwert für 1987 noch etwas vergrö-
ßern. Auch das Wachstum angemeldeter PKW scheint näherungsweise mit dem Evolonmodell
beschreibbar und interpretierbar zu sein. Erste vorläufige Ergebnisse von Voruntersuchungen
dazu enthält die nächste Abbildung 4.64.
Abb. 4.64: zugelassene PKW: USA, BRD
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Als Beispiel für einen weiteren typischen, hyperbolischen Prozess möchte ich jetzt gern das
Wachstum des globalen Primärenergieverbrauchs näher erläutern. Abbildung zeigt 4.65 das
Abb. 4.65: Globaler Primärenergieverbrauch
Ergebnis der Analyse der im IIASA zusammengestellten Daten zum globalen Primärenergiever-
brauch. Dieser Wachstumsverlauf wurde beträchtlich gestört durch den 1.Weltkrieg, die Welt-
wirtschaftskrise und den 2. Weltkrieg. Die Daten im Bereich von 1908 bis 1954 wurden daher
bei der Parameteroptimierung ausgeblendet und gleichzeitig wurde für die Verminderung der
Wachstumsgeschwindigkeit ein Wert für den zusätzlichen Parameter  ermittelt. Es ist zu sehen,
dass sich die Daten vor und nach der Störung mit dem Modell gut beschreiben lassen. Weitere
Störungen des Wachstumsprozesses erfolgten durch die Weltenergiekrisen ab 1973 und ab 1981.
Daher wurde der Anpassungsbereich nur bis 1980 erstreckt. Die drei Jahre von 1981-1983 schie-
nen eine völlig neue Tendenz des Weltprimärenergieverbrauchs anzukündigen. Daher erschien es
recht mutig von W. MENDE und U. KRIEGEL [Mende u. U.Kriege(1984), S. 225-263] gerade
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in dieser Zeit eine Prognose auf der Basis des Evolonmodells zu veröffentlichen, die ein weiteres
Wachstum der globalen Primärenergieverbrauchs voraussagte. Wie die Abbildung 4.65 zeigt,
streben die Datenpunkte nach der Störung durch die mit dem Krieg zwischen Iran und Irak
verbundene 2. Weltenergiekrise zu dem Kurvenverlauf des Evolonmodells zurück, von der ange-
nommen wird, dass sie das normale autonome Wachstum, das der Eigendynamik entspricht, gut
beschreibt. Bei der Erstellung der Modellkurve waren den Autoren die letzten in der Abbildung
dargestellten Datenpunkte noch nicht bekannt. Der Wachstumsindikator X(t) ist hier der jähr-
liche globale Primärenergieverbrauch. Darunter sind die relativen Abweichungen der Daten von
den Modellwerten sowie die absoluten und die relativen Zuwächse dargestellt. An der t-Achse
ist außerdem angedeutet, welche Daten im Verlauf einer speziellen iterativen Analysemethode
von der Anpassung ausgeschlossen wurden [Albrecht(1989)].
Nach der Störung zeigt sich, wie schon erwähnt, eine Tendenz des Systems, möglichst wieder
die Kurve des normalen autonomen Wachstums zu durchlaufen. Wenn das verallgemeinerbar ist,
so hat das ganz wichtige Konsequenzen. Das würde bedeuten, dass normalerweise die autonome
Wachstumskurve durchlaufen wird und wenn aber ein anderes Wachstumsziel angestrebt wird,
das wesentlich von der autonomen Wachstumskurve entfernt ist, dann kann das Wachstumsziel
nur erfüllt werden, indem entweder stark störend auf das System von außen eingewirkt wird
oder aber die innere Struktur des Systems so verändert wird, dass sich eine andere Eigendy-
namik ergibt. Dies lässt sich aber mit kleinen Änderungen nicht bewerkstelligen, denn dann
treibt das System immer wieder zurück und versucht die autonome Kurve zu durchlaufen. Diese
Problematik ist möglicherweise ganz aktuell im Zusammenhang mit der für Deutschland geplan-
ten Reduzierung der CO2-Emissionen um etwa 25% in relativ kurzer Zeit bis zum Jahre 2005.
Es könnte sein, dass dies eine wesentliche Änderung der ökonomischen Systemstruktur erfor-
dert. Möglicherweise hatte hier der damalige Umweltminister Töpfer eine ziemlich revolutionäre
Forderung aufgestellt, ohne sich dessen richtig bewusst zu sein.
4.6.3 Analyse und Prognose des Wachstums des Elektroenergieverbrauchs auf
Landesebene
Nun soll zum Wachstum des Elektroenergieverbrauchs auf Landesebene übergegangen werden.
Der Elektroenergieverbrauch ist ein ganz besonders interessanter Indikator für das Wachstum
eines Wirtschaftssystems, weil schon aus der Thermodynamik folgt, dass Struktur und Ordnung
nur erhalten und geschaffen werden kann durch Nutzung hochwertiger Energie im System und
Export der entstehenden Entropie. Die Elektroenergie ist die hochwertigste Energie, die
im Wirtschaftssystem eines Landes in großem Maße verwendet wird, und sie spielt deshalb eine
ganz besonders wichtige Rolle. Sie lässt sich deshalb auch nicht leicht substituieren, kann selbst
aber relativ leicht in andere Energieformen umgewandelt werden. Außerdem hat sie den Vorteil,
dass sie relativ gut messbar ist und von monetären Einheiten nicht abhängt. Zur besonderen
Rolle der Elektroenergie ließe sich noch einiges sagen (siehe. z.B. [Albrecht u. Mende(1989b), S.
125-146]. Verbunden mit der besonderen Rolle der Elektroenergie, ist auch der Umstand, dass
284
4.6 Beschreibung, Klassifikation und Prognose vonWachstumsprozessen mit Hilfe des Evolonmodells
das Wachstum des Elektroenergieverbrauchs wesentlich schneller erfolgte, als das Wachstum
des Gesamtenergieverbrauchs. Dies wurde in der folgenden Abbildung 4.66 dargestellt. Es ist
Abb. 4.66: Globaler Elektroenergieverbrauch
ersichtlich, dass sich der globale Primärenergieverbrauch in den 50 Jahren von 1930 - 1980
etwa verfünffacht hat, während sich der globale Elektroenergieverbrauch in der gleichen Zeit
verfünfundzwanzigfachte.
Da die Elektroenergie die hochwertigste Energieform ist, die in den Wirtschaftssystemen
industrialisierter Länder zum Einsatz kommt, ist zu erwarten, dass sie bezüglich des Ener-
gieverbrauchs eine Führungsrolle wahrnimmt und daher als Indikator für quantitatives Wirt-
schaftswachstum geeignet ist (W. MENDE, 1983). Daraus ergibt sich die Frage, inwiefern dieser
Indikator für quantitatives Wirtschaftswachstum äquivalent ist zum Bruttoinlandsprodukt, das
normalerweise als Wirtschaftswachstumsindikator benutzt wird. Dieser Indikator ist allerdings
wesentlich schwieriger zu erheben und zu interpretieren. Dies wird bereits aus seiner nicht ein-
heitlichen Definition ersichtlich, wie aus den drei folgenden, aus dem Internet stammenden
Definitionen entnommen werden kann:
Definition 1. Das Bruttoinlandsprodukt (BIP) ist der in Geldeinheiten ausgedrückte Wert aller
Güter und Dienstleistungen, die innerhalb einer Volkswirtschaft während einer bestimmten Peri-
ode (meist bezogen auf ein Jahr) produziert werden. Das BIP ist ein Maß für die wirtschaftliche
Gesamtleistung einer Volkswirtschaft. (Umweltlexikon, Internet)
Definition 2. Das Bruttoinlandsprodukt (BIP) ist ein Maß für die wirtschaftliche Leistung einer
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Volkswirtschaft in einem bestimmten Zeitraum. Es misst den Wert der im Inland hergestellten
Waren und Dienstleistungen. Dabei werden Vorleistungen für die Produktion anderer Waren
und Dienstleistungen heraus gerechnet. Das BIP kann entweder real oder nominal berechnet
werden. Das reale BIP beruht auf konstanten Preisen eines bestimmten Bezugsjahres. Dabei
werden Preissteigerungen heraus gerechnet. Das nominale BIP basiert auf laufenden Preisen.
Dabei werden Preissteigerungen nicht heraus gerechnet.
Definition 3. Das Bruttoinlandsprodukt (BIP) als zentrale, anerkannte Größe misst die wirt-
schaftliche Produktion einer Gesellschaft. Die jährliche Steigerung des BIP könnte nun sugge-
rieren, es gehe uns immer besser. Nur über den Wohlstand einer Gesellschaft lässt sich mit
dem BIP wenig aussagen. Immer größere Anteile der Produktion werden nämlich in Berei-
chen gebunden, die lediglich zur Reparatur entstandener Schäden oder der Erhaltung des Status
quo dienen. Umweltfolgekosten wie Filteranlagen, Sozialfolgekosten wie gestiegene medizinische
oder psychologische Behandlungskosten und Naturkatastrophenschäden wie Erdbeben oder Über-
schwemmungen werden im Bruttoinlandsprodukt positiv (!) verbucht. Ein Ansteigen des BIP
suggeriert damit vollkommen fälschlich einen Wohlstandsgewinn. In Wahrheit vermindern sich
die Güter und Services, die für individuelle Konsumzwecke zur Verfügung stehen seit Jahren
stetig. Dieses Ergebnis zeigt sich deutlich, wenn wir im Sinne einer volkswirtschaftlichen Ge-
samtrechnung den Index of Sustainable Economic Welfare kurz: ISEW betrachten. Der ISEW
setzt an den zentralen Kritikpunkten des BIP an. Als Wohlstand vermehrend werden nicht nur
marktgängige Größen - wie dies im BIP geschieht - erhoben, sondern auch 1. die im Haushalt er-
brachten Leistungen erfasst; 2. soziale und ökologische Defensivkosten, etwa jene zur Reparatur
von Umweltschäden, als Abzugsposten dargestellt; 3. die Berechnungen durch Korrekturposten,
die dem Aspekt der Nachhaltigkeit Rechnung tragen, ergänzt und 4. die Frage der Verteilung von
Arbeit und Einkommen als wohlstandsrelevant betrachtet und miteinbezogen. Ergebnis: Jährlich
verbuchen wir zwar ein gestiegenes BIP, doch seit 1979 stagniert die Kurve des ISEW und da-
mit eigentlich unser Wohlstand (siehe Abbildung 1). Der Wohlstand ist in Österreich seit Ende
der 70er Jahre nicht mehr gestiegen - er stagniert oder nimmt sogar leicht ab!(Umwelt-Lexikon,
Internet)
Bei der Untersuchung der Frage, inwieweit die Ergebnisse zum Wachstum des Stromver-
brauchs (SV) auf das Wachstum des Bruttoinlandsproduktes (BIP) übertragbar sind, wurde für
Industrieländer eine annähernd lineare Abhängigkeit des BIP gefunden, die sich etwa vom Ende
des 2. Weltkrieges bis zur 2. Weltenergiekrise 1981 erstreckt (Abb. 4.67). In Abb. 4.68 ist dieser
Zusammenhang in anderer Weise dargestellt, indem die Zeit als x-Achse gewählt wurde.
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Abb. 4.67: BIP-Abhängigkeit von SV (USA, BRD, Schweden)
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Abb. 4.68: Wachstum von BIP und von (½ SV + ½) für BRD, Schweden, USA, (1960 normiert
auf 1)
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Es ergibt sich somit, dass es zumindest für entwickelte Industrieländer in den ersten drei Jahr-
zehnten nach dem 2. Weltkrieg sinnvoll sein kann, den Verbrauch an Elektroenergie alternativ
zum Bruttoinlandsprodukt als Indikator für das Wirtschaftswachstum zu benutzen. Normiert
man den Stromverbrauch (SV) und auch das Bruttoinlandsprodukt (BIP) für das Jahr 1960
auf eins, so ergibt sich in guter Näherung die lineare Beziehung:
BIP (t) =
SV
2
+
1
2
Abb. 4.69: Wachstum von BIP, SV, PEV, normiert bei 1973
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Normiert man für das Jahr 1973, in dem die erste Weltenergiekrise begann auf eins, so wird
sichtbar, dass im Jahre 1973 das Wachstum des Primärenergieverbrauchs (PEV) vom Wachstum
des BIP abkoppelt und gleichzeitig das Wachstum des SV an dieses Wachstum ankoppelt (Abb.
4.69). Auf der Kopplung des Wachstums des PEV an das Wachstum des BIP haben die früheren
falschen Energieprognosen wesentlich beruht, denn an eine mögliche frühere Entkopplung hatte
man damals nicht gedacht. Schon aus diesem Grunde scheint es wichtig, die Ursache der seit
1973 zu beobachtenden Kopplung von SV und BIP zu ergründen, und zu überlegen, wodurch
diese Kopplung eventuell wieder beendet werden könnte.
Vom Standpunkt der Überprüfung der Klassifikationsregel für Wachstumsprozesse ist der
Primärprozess der Elektrifizierung von besonderem Interesse. Dieser Primärprozess hat sich
zunächst parallel und unabhängig voneinander in Deutschland und in den USA vollzogen (Abb.
4.70).
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Abb. 4.70: Strombereitstellung in USA und Deutschland- Substitution
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Auf der Grundlage der ersten zur Verfügung stehenden Daten am Anfang des Jahrhunderts
erhält man bei Vernachlässigung der Sättigung jedoch für beide Länder ganz eindeutig parabo-
lisches Wachstum. Insbesondere geht dies aus den engen, ermittelten Vertrauensbereichsgrenzen
für den Parameter κ hervor. Dieser Befund scheint zunächst gegen die Klassifikationshypothese
zu sprechen, und er hatte uns zunächst auch verwundert. Aber dann haben uns Wirtschaftshis-
torikern darauf hingewiesen, dass dies nicht verwunderlich ist, denn zu Anfang hatte die Elektri-
fizierung und das damit verbundene Wachstum einen ganz anderen Charakter. Es handelte sich
nämlich im Wesentlichen um einen Substitutionsprozess, denn man wollte alle Straßen, Plätze
und Räume statt wie bisher mit Petroleum und Gas nun mit elektrischem Licht beleuchten.
Insofern war das durchaus ein zielgerichteter Prozess. Selbst die ersten Elektromotoren wurden
einfach an die Stelle hineingestellt, wo die Dampfmaschine war, und der Rest blieb unverändert.
Dies war noch keine eigentliche Evolution, sondern eine Substitution. Das ging so bis etwa 1925,
aber dann hat man entdeckt, dass man mit Elektroenergie noch wesentlich mehr machen kann.
Man entdeckte, dass man die Elektroenergie auch in der Elektrolyse, in der Chemieindustrie, in
der Radiotechnik, später bei der Computertechnik und vielen anderen Gelegenheiten verwenden
kann. Da hat dann ein echter mit Innovationen verbundener Evolutionsprozess stattgefunden.
Für diese Zeitspanne müssen wir dann in der Tat hyperbolisches Wachstum erwarten. Wegen
der Kriegseinflüsse sind die Daten für Deutschland nicht verwendbar. Zur Untersuchung des Pri-
märprozesses können daher nur die Daten für die USA herangezogen werden. Für diese Daten
ist dann nach 1925 hyperbolisches Wachstum also κ > 1 zu erwarten.
Bei der Ermittlung der Daten gab es einige Probleme. Wenn man in den statistischen Jahr-
büchern nachschlägt, dann findet man in verschiedenen Jahrbüchern durchaus unterschiedliche
Angaben für denselben Wert. Die Angaben können durchaus um einige Prozent schwanken.
Daher wurde angestrebt, immer möglichst späte Werte aus den Jahrbüchern zu nehmen in der
Hoffnung, dass man sich bei den Korrekturen etwas Sinnvolles gedacht hatte. Eigentlich sind die
Stromverbrauchsdaten besser zur Charakterisierung eines Wirtschaftssystems geeignet. Da uns
diese Daten zunächst nicht zugänglich waren, wurden anfangs die Stromerzeugungsdaten als
Näherungswerte für die Stromverbrauchsdaten benutzt. Die Anpassung des Evolonmodells an
die Daten von 1926 - 1980 zeigt, dass das Modell den Datentrend in diesem Bereich beschreibt
(Abb. 4.71).
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Abb. 4.71: Wachstum der Stromproduktion USA
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Allerdings sind die Abweichungen relativ groß. Die mittlere relative Abweichung liegt bei 8,1%.
Mittels einer speziellen iterativen Analysemethode (ALBRECHT, 1989)konnte die mittlere re-
lative Abweichung auf ca. 3% vermindert werden. Dabei werden starke Ausreißer ausgeschlossen
und die Bestimmung der Parameter wird möglichst anhand der Daten vorgenommen, von de-
nen sie besonders stark abhängig sind. Die Sättigungsparameter λ und B ließen sich auf der
Grundlage der Daten vor 1980 nicht bestimmen, da sie schon ab 1973 also nur 5 Jahre nach
dem Zuwachsmaximum durch die 1. Weltenergiekrise merklich beeinflusst wurden. Daher wurde
der λ-Wert auf den Wert festgesetzt, der für die Sowjetunion gefunden wurde (λ = 2, 2). Der
erhaltene κ-Wert liegt ganz eindeutig im hyperbolischen Bereich bei etwa 1,4. Interessant ist
noch die Kurve ohne Sättigung. Sie läuft ganz anders als die Daten, und das ist bereits ein
wichtiger Hinweis darauf, dass die Sättigung inzwischen eine wichtige Rolle spielt. Der einge-
kreiste Punkt ist ein prognostischer Wert, der den „Statistical Abstracts of the USA“ von 1987
entnommen wurde. Auch für die Stromerzeugung der USA zeigt sich, dass wiederum die Daten
nach der 2. Energiekrise die Tendenz haben, zur Kurve des autonomen Wachstums zurück-
zustreben. Die dargestellten Daten beziehen sich auf die Elektroenergieerzeugung in den USA.
Aus systemtheoretischen Gründen müssten eigentlich die Daten für den Elektroenergieverbrauch
verwendet werden. Die Erzeugungsdaten wurden daher als Näherung für den Elektroenergie-
verbrauch betrachtet. Wie die folgende Abbildung 4.72 zeigt, hat sich diese Näherung als nicht
schlecht erwiesen, da Konsumptionsdaten (EC) und Produktionsdaten (EP) im Wesentlichen
parallel verlaufen. Zusammenfassend lässt sich für die Beschreibung des Wachstums des Elek-
Abb. 4.72: Produktion und Konsumption von Strom, USA
troenergieverbrauchs in den USA (nach 1925) mit Hilfe des Evolonmodells Folgendes feststellen:
Die Parameterwerte für λ und B konnten auf der Grundlage der Daten nicht genau bestimmt
werden und deshalb lässt sich für die USA auch keine genaue Prognose mit dem Evolonmodell
erstellen. Aber ganz eindeutig kommt heraus, dass κ für diesen Primärprozess größer als 1 und
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der λ-Wert erheblich größer als κ ist. Somit ist die Klassifikationsregel und die κ < λ - Regel
auch für diesen Primärprozess wiederum erfüllt. Damit sollen die Ausführungen zur Analyse der
USA-Daten beendet werden und es folgt die Beschreibung und Prognose des Wachstums des
Elektroenergieverbrauchs in der damaligen Sowjetunion.
Um nun die Erwartungen aus der Klassifikationshypothese für das Elektroenergieverbrauchs-
wachstum in der Sowjetunion zu formulieren, muss man sich die Geschichte der Elektrifizierung
in diesem Lande vergegenwärtigen. Da fällt zunächst auf, dass dort die Elektrifizierung etwa 40
Jahre später als in den USA begann, nämlich im Wesentlichen mit dem Plan zur staatlichen
Elektrifizierung Russlands, dem sog. GOELRO - Plan für die Jahre 1921 - 1935. Durch diesen
späteren Start waren in Verbindung mit der Elektrifizierung Russlands keine bzw. kaum tech-
nische Innovationen nötig, denn man konnte alles aus dem Ausland übernehmen. Außerdem
wurde dieser Prozess auch geplant, und planen kann man immer nur Bekanntes. Daran sieht
man schon, dass dieser Prozess kaum Neuigkeitscharakter hatte. Aus diesen Gründen müsste
man eigentlich parabolisches Wachstum erwarten. Andererseits waren aber auch Innovationen
besonderer Art nötig. Beispielsweise hat jedes Land seine spezifischen Bedingungen. So habe
ich z.B. in Tadschikistan einen erdbebensicheren Staudamm gesehen. Was aber noch wichti-
ger erscheint, ist, dass auch in diesem Fall (wie beim Bevölkerungswachstum in den USA) der
Wachstumsprozess in ein neues, andersartiges Wirtschaftssystem eingepasst werden musste -
in das sog. sozialistische System, was nach meiner Ansicht ein Namensmissbrauch war. Es war
viel mehr ein undemokratisches Nachholsystem. Auf jeden Fall war es aber anders und neu und
insofern hatte der Elektrifizierungsprozess in der Sowjetunion auch Neuigkeitscharakter und das
würde nun wieder für hyperbolisches Wachstum sprechen. Hier haben wir daher ähnlich wie beim
Bevölkerungswachstum in den USA Argumente sowohl für parabolisches Wachstum, als auch für
hyperbolisches Wachstum - also einerseits für κ < λ und andererseits für κ > 1. Es könnte dar-
um durchaus sein, dass sich wiederum ein κ-Wert in der Nähe von 1 ergibt. Auf jeden Fall sollte
dieser Wert deutlich kleiner sein als beim Primärprozess in den USA also deutlich kleiner als 1,4.
Zunächst wurden die Vorkriegsdaten untersucht und da ich mich nicht mehr erinnerte, was ich in
der Schule über den GOELRO - Plan gelernt hatte, bin ich ganz pragmatisch vorgegangen und
habe zunächst die glatt verlaufenden Daten von 1925 - 1936 zur Parameteranpassung benutzt.
Dabei habe ich das Modell ohne Sättigung verwendet und κ = 1, 36 erhalten (Abb. 4.73). Dieser
Wert ist fast so groß wie der für die USA. Bei Benutzung der Daten von 1926 - 1931 wurde κ
sogar größer als für die USA. Das war ganz gegen die Erwartung. Daher habe ich meine sowje-
tischen Kollegen gefragt, ob denn dieser Zeitraum durch etwas Besonderes ausgezeichnet war.
Aber die konnten sich auch an nichts erinnern. Schließlich habe ich mich in der Lenin-Bibliothek
über diese Zeit informiert und fand am Ende über das Jahr 1935 die Bemerkung: „... und damit
war der GOELRO - Plan mit 250% erfüllt“. Das heißt nun aber, dass die Entwicklung gar nicht
nach dem Plan verlief. Es hat vielmehr eine unvorhergesehene, ungeplante Wachstumsbeschleu-
nigung stattgefunden. Der hohe Wert des Kooperativitätsexponenten κ kann daher so
interpretiert werden, dass er die hohe Kooperation aller gesellschaftlichen, wirtschaftli-
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chen und sonstigen Kräfte zur Übererfüllung dieses Planes widerspiegelt. Wahrscheinlich
war aber diese Übererfüllung für die soziale und wirtschaftliche Entwicklung gar nicht gut, denn
es hatte sich etwa Folgendes abgespielt. Lenin hatte die Wichtigkeit der Elektroenergie erkannt.
Das war eine beachtliche Leistung für einen Staatsmann. Er hat dann den GOELRO - Plan
auch initiiert und die Kommission für Produktivkräfte und Naturressourcen ins Le-
ben gerufen. Diese Kommission gab es 1991 noch. Am vorletzten Tag vor meiner Abreise aus
Moskau habe ich dort im April 1991 unsere Ergebnisse zum Elektroenergiewachstum vorgestellt.
Man zeigte sich sehr interessiert, auch an einer Zusammenarbeit, aber das war etwas zu spät.
Diese Kommission hatte Anfang der 20er Jahre zum erklärten Ziel: Die planmäßige
und proportionale Entwicklung der Volkswirtschaft auf der Grundlage der Elektrifizierung.
So steht das auch in allen Dokumenten und so wurde es bis vor kurzem immer wieder hervor-
gehoben. In Wirklichkeit hat dies aber gar nicht so stattgefunden, denn wie schon gesagt,
wurde dieser Plan ja nicht erfüllt, sondern wesentlich übererfüllt. Das kam wahrscheinlich
dadurch, dass Lenin - sicherlich in guter Absicht - die Wichtigkeit der Elektrifizierung durch
die politische Losung: „Kommunismus = Sowjetmacht + Elektrifizierung des ganzen
Landes“ propagiert hat. Dann ist er gestorben und konnte nichts mehr korrigieren. Offenbar
haben dann die Leute sein Vermächtnis erfüllen wollen und gedacht: Kommunismus wollen wir,
Sowjetmacht haben wir schon, also brauchen wir nur noch zu elektrifizieren und je schneller
wir das machen, umso eher leben wir im Kommunismus. Sie haben daraufhin mit aller Ge-
walt elektrifiziert und auf diese Weise aber gar nicht die geplante proportionale Entwicklung
durchlaufen. Alle Kraft wurde vielmehr in die Elektrifizierung gesteckt, und die anderen In-
dustriezweige wurden nicht parallel ausreichend mitentwickelt, so dass man am Ende
die produzierte Menge an Elektroenergie gar nicht sinnvoll verwenden konnte. Zum Beleg dieses
Sachverhaltes habe ich eine ganze Reihe von Hinweisen aus Gesprächen und auch aus der
Literatur. Man sieht, dass auch ein Abweichen nach oben von der Kurve des normalen au-
tonomen Wachstums, wie es der Eigendynamik entspricht, durchaus problematisch ist. Nach
1936 konnte dieses starke Wachstum auch nicht weiter durchgehalten werden, und so nahmen
die Zuwächse deutlich ab.
Für eine Prognose, die im Jahre 1985 besonders interessant erschien, waren die Daten nach
dem 2. Weltkrieg von besonderer Wichtigkeit. Diese Daten sind in der nächsten Abbildung
4.74 dargestellt. Links sind die Vorkriegsdaten in 10facher Vergrößerung aufgeführt. Während
des Krieges gab es einen 2 Jahre dauernden Rückgang, aber dann ist wegen seiner besonderen
Wichtigkeit für das Wirtschaftssystem der Elektroenergieverbrauch sofort wieder angestiegen.
Zunächst wurden die Daten von 1946 - 1955 mit dem Modell ohne Sättigung angepasst.
Es kommt deutlich parabolisches Wachstum heraus. Das ist auch erklärlich, denn das war
die Wiederaufbauphase, in der man zielgerichtet aufgebaut hat, was man schon einmal hatte
und kannte. Daher ergibt sich im Einklang mit der Klassifikationsregel parabolisches Wachstum.
Sie sehen, für die nächsten 10 Jahre hat man für die entsprechende Kurve einen ganz anderen
κ-Wert. Er liegt nun im Bereich des erwarteten Wertes für den Prozess nach Abschluss der
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Reparaturphase, also deutlich niedriger als der Wert von 1,4 für die USA. Ähnlich wie für die
USA verläuft die Modellkurve ohne Sättigung ganz anders als die Daten, was darauf hinweist,
dass auch in der Sowjetunion der Sättigungsprozess inzwischen eine wichtige Rolle spielt und
nicht vernachlässigt werden kann. Deshalb zeigt die nächste Abb. 4.75 eine Anpassung unter
Einschluss der Sättigung für die Jahre 1956 - 1980. Die Kurve beschreibt die Daten recht gut,
und das nicht nur innerhalb des Anpassungsintervalls, sondern auch noch weitere 10 Jahre
danach. Auf den Punkt oben rechts wird gleich noch eingegangen. Das war der geplante Wert
für 1990.
Als die Untersuchung begonnen wurde, lagen nur die Daten bis 1982 vor. Das war etwas un-
glücklich. Denn die Ergebnisse für den Bereich bis 1982 sahen gar nicht gut aus. So liegen die
Werte für die Jahre 1981 und 1982 unterhalb des durch die Modellkurve gut wiedergegebenen
Trends. Da die übrigen Punkte recht nah an der Kurve liegen, können die beiden letzten ab-
weichenden Punkte einen erheblichen Beitrag zur Summe der relativen Abweichungsquadrate
bewirken, und dadurch das Ergebnis beträchtlich verfälschen.
Aus der linken oberen Ecke der nächsten Abbildung 4.76 ist zu entnehmen, dass auch in der
Rückwärtsverlängerung die Modellkurve zunächst nahe an den Daten bleibt. Vor 1950 gibt es
jedoch merkliche Abweichungen. Das war aber zu erwarten, da während der ersten Jahre der
Nachkriegszeit der Wachstumsprozess einen anderen, speziellen Wiederaufbau-Charakter hat,
der durch einen kleineren λ-Wert charakterisiert wird (s.o.). Rechts oben in dieser Abbildung
sind die relativen Abweichungen der Datenwerte von den entsprechenden Modellwerten aufge-
führt. Die mittlere relative Abweichung ist kleiner als 1,3%. Es wird nochmals deutlich, dass
die Daten für 1981 - 1983 relativ stark nach unten abweichen (um mehr als 2%). Das hat dazu
geführt, dass zunächst unphysikalische Resultate erhalten wurden. Für den Anpassungsbereich
1956 - 1982 hatte beispielsweise die Abstandsfunktion in Abhängigkeit vom Parameter λ ein
Minimum bei λ = 0, 5. Der entsprechende Sättigungswert B lag etwa bei 1500 TWh. Der tat-
sächliche Wert für 1990 liegt bereits deutlich darüber. Dieser B Wert ist daher physikalisch
sinnlos. Eine ähnliche Situation entsteht, wenn man die Daten bis 1983 verwendet. Die Lösung
des Problems wurde erst gefunden, als durch einen Anruf in Moskau der Datenwert für 1984
bekannt wurde. Für die Daten von 1956 - 1984 wurde ein ähnliches Resultat wie für die Da-
ten von 1956 - 1980 erhalten. Für den Parameter λ ergab sich ein halboffenes Intervall. Für
diejenigen λ-Werte, die κ-Werten größer als 1 entsprachen, ergab sich dann insgesamt eine ver-
nünftige Situation für die anderen Parameter und auch für die prognostische Kurve. Auf diese
Weise wurde erkannt, dass ein verfälschender Einfluss der letzten 3 Datenpunkte vor 1984 vor-
lag. Das hängt mit den Schwingungen der Daten um den F Trend zusammen. Man muss daher
das Anpassungsintervall geeignet wählen, so dass an den Enden möglichst keine starken Trend-
abweichungen vorliegen. Bald darauf wurde auch der erwartete Datenwert für 1985 bekannt,
und es wurde dann zunächst eine Anpassung gemacht, bei der die Daten für 1981 und 1982
ausgeschlossen wurden (unterer Teil der Abbildung 4.76). Auch in diesem Fall wurde ein halb-
offenes Intervall erhalten und es war erkennbar, dass die Anpassung oberhalb von λ = 2, 2 nicht
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mehr wesentlich besser wird. Deshalb wurde λ = 2, 2 zunächst als wahrscheinlichster λ-Wert
betrachtet. Für λ = 2, 2 ergibt sich dann ein κ-Wert von κ = 1, 03 und ein B-Wert von B=2872
TWh pro Jahr. Die mit diesen Parameterwerten erhaltene Evolonmodellkurve macht einen sehr
plausiblen Eindruck. Dieses Resultat hatten wir also gewonnen, indem mit Plausibilitätsgrün-
den und mit der Erfahrung operiert wurde, die wir aus der Analyse anderer Wachstumsprozesse
gewonnen hatten. Das ist aber für Außenstehende nicht ohne weiteres reproduzierbar. Genau
das war ärgerlich (denn ich halte die Einführung des unabhängig wiederholbaren Experiments
durch Galilei für eine der größten methodischen Leistungen in der Wissenschaftsgeschichte) und
aus diesem Grunde wurde die schon erwähnte, iterative Analysemethode entwickelt. Mit die-
ser Methode wird der Versuch gemacht, möglichst objektiv vorzugehen und dabei das Letzte
aus den Daten herauszuholen. Insbesondere werden dabei mögliche Datenschwingungen um den
Wachstumstrend geeignet berücksichtigt. Auf die Schwingungen komme ich gleich noch einmal
zu sprechen. Nach Anwendung dieser iterativen Datenanalyse bekommt man dann auch ein
schwach ausgeprägtes Minimum für die Kurve der Summe der relativen Abstandsquadrate. Die-
ses Minimum liegt tatsächlich ganz nahe bei λ = 2, 2 und demzufolge ändert sich im Falle der
Sowjetunion kaum etwas gegenüber den vorläufigen Resultaten. Deshalb brauchten die Endre-
sultate auch gar nicht unbedingt neu gezeichnet zu werden. Wie angekündigt, soll nun näher
auf die entdeckten Schwingungen um den Wachstumstrend eingegangen werden (s. Abb. 4.76
rechts oben). Die relativen Abweichungen zeigen eine gewisse Regelmäßigkeit. Mit bloßem Auge
ist eine Periode von etwa 11 Jahren zu erkennen. W. MENDE hat eine Spektralanalyse dieser
relativen Abweichungen der Daten von der Modellkurve durchgeführt. Die Hauptperiode hat
tatsächlich eine Länge von etwa 11 Jahren. Es wurden auch 2 weitere Perioden von annähernd
4 und 6 Jahren gefunden, deren Gewicht aber etwa um eine Größenordnung kleiner ist. Die 4-
Jahresperiode scheint mit dem 3%-Effekt der Schaltjahre zusammen zuhängen. Da die mittlere
relative Abweichung bei 1,2% liegt, ist der Nachweis dieses kleinen Effektes möglich. Wenn nun
die Schaltjahresdaten mit dem Faktor 365/366 multipliziert werden, und die Spektralanalyse
wiederholt wird, dann bleiben die 11-Jahresamplitude und auch die 6-Jahresamplitude erhalten,
aber die 4-Jahresamplitude verschwindet im Untergrund. Es scheint also, dass der Einfluss des
3%-Effektes der Schaltjahre auf das Wachstum des Elektroenergieverbrauchs in der Sowjetunion
mit Hilfe des Evolonmodells und spektralanalytischer Methoden nachweisbar ist.
Es zeigte sich, dass die Entwicklung des Elektroenergieverbrauchs in der Sowjetunion bis
Anfang der 80er Jahre des 20. Jahrhunderts mit dem Evolonmodell gut beschreibbar ist. Die
Frage war nahe liegend, was es bedeuten würde, wenn sich auch die zukünftige Entwicklung
entsprechend dem Evolonmodell vollzieht.
Aus der Abbildung 4.77 geht hervor, dass die absoluten Wachstumsraten ihr Maximum im
Jahre 1973 erreichen. Die Evolonmodellkurve ist durchgezogen. Die Kreuze sind die entsprechen-
den Datenwerte und die Kreise stellen gleitende Mittelwerte über 5 Jahre dar. Die Daten sind
im Einklang mit der Tendenz dieser Modellkurve. Bis 1973 sind somit die Zuwächse angestie-
gen und seitdem haben sie im Mittel eine fallende Tendenz. Das ist nach meiner Überzeugung
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etwas ganz Entscheidendes. Vor 1973 konnte man in jedem Jahr etwas mehr verteilen als vor-
her, aber nun wird das Dazukommende in jedem Jahr etwas weniger. Daher bezeichne ich den
Bereich vor 1973 als Gebiet der Dominanz des extensiven Wachstums und den Bereich nach
1973 als Gebiet der Dominanz der intensiven Sättigung. Die Dominanz der Sättigung ist für die
Zukunft entscheidend. Vor dem Maximum in den 25 Jahren von 1950 - 1975 lag die mittlere
relative Wachstumsrate der Sowjetunion höher als 10% und infolgedessen verelffachte sich der
Elektroenergieverbrauch. Wenn sich nun aber die Entwicklung auch weiterhin nach dem Evo-
lonmodell vollziehen würde, dann hätte man für die nächsten 25 Jahre nicht einmal mehr eine
Verdoppelung. Die aktuelle Entwicklung wird aus besonderen Gründen noch darunter bleiben.
Ein derart starker quantitativer Unterschied im Wachstum lässt vermuten, dass dabei auch
qualitative Änderungen zustande kommen werden. Da wir hier den Elektroenergieverbrauch als
Indikator stellvertretend für das Wachstum des gesamten Wirtschaftssystems betrachten, findet
also nach 1973 ein wesentlich anderes Wirtschaftswachstum statt als davor. Es ist zu erwarten,
dass dies auch auf soziale und andere Verhältnisse durchschlägt, wahrscheinlich sogar auch auf
philosophische Ansichten. Interessanterweise hatte man z.Z. der wachsenden Wachstumsraten
vor 1973 an mögliche Wachstumsbegrenzungen kaum gedacht und geglaubt, dass sich das exten-
sive Wachstum immer weiter fortsetzen würde. Charakteristisch für diese Zeit ist das Ausbauen
der bemannten Raumfahrt und das Schmieden von Plänen zur Besiedlung von Sternen. (In
dieser durch eine ungehemmte Wachstumsphilosophie gekennzeichneten Zeit wurden beispiels-
weise auch die Überschallflugzeuge Concorde und TU 144 entwickelt und gebaut. Nach 1973
hätte man das schon nicht mehr getan. In diesem Zeitraum wurde vielmehr die Produktion
wieder eingestellt und im Jahre 2003 ist schließlich das letzte dieser Flugzeuge aus dem Verkehr
gezogen worden.) Notwendigerweise ist immer mehr ins Bewusstsein gedrungen, dass die Welt
endlich und jegliches quantitatives Wachstum begrenzt ist. In dieser Zeit wurde dann auch fol-
gerichtig das Buch von D. Maedows u.a.: „Die Grenzen des Wachstums“ veröffentlicht und stark
beachtet, dessen Fortsetzung unter dem Titel: „Die neuen Grenzen des Wachstums“ im Jahre
1992 erschienen ist. Diese Grenzen des Wachstums haben ursächlich in Form von Ressourcen-
und Kapazitätsbegrenzungen den Übergang zur Dominanz der Bremsphase bewirkt. Das ist
eine wichtige aktuelle Problematik, auf die im Abschnitt 4.7 näher eingegangen wird. Es soll
noch angedeutet werden, dass im 500. Jahr seit der Entdeckung Amerikas durch Columbus in
einer Radiosendung festgestellt wurde, dass sich dadurch die Erkennung und Lösung der mit
dem Übergang in die Dominanz der Bremsphase verbundenen Probleme verzögert, vergrößert
und verkompliziert hat.
Als nächstes soll die Elektroenergieverbrauchsprognose für die Sowjetunion auf der Grundlage
des Evolonmodells detaillierter erläutert werden. Auf der Abbildung 4.78 ist u.a. der Vergleich
mit dem logistischen Modell dargestellt. Offenbar führt dieses Modell zu einer ganz anderen
Prognose, die von den späteren Daten stark abweicht. (Beim Städtewachstum weicht die Pro-
gnose des logistischen Modells sogar noch stärker von der Wirklichkeit ab). Aus dieser Abb. ist
sehr viel zu entnehmen.
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Als Antwort auf den Einwand, dass andere Modelle möglicherweise gleich gute Beschreibun-
gen geben könnten, ist auch ein angepasstes Polynom mit gleicher Parameterzahl dargestellt.
Tatsächlich ist die Anpassung innerhalb des Anpassungsintervalls von gleicher Güte. Sobald
jedoch das Anpassungsintervall verlassen wird, treten starke Abweichungen auf. Offenbar ist
auf diese Weise keine sinnvolle Prognose zu erhalten. Die Kurve mit λ = 2, 2 ist die wahr-
scheinlichste Prognose mit dem Evolonmodell. Wenn λ in vernünftigen Grenzen (von 1,8 bis
3) schwankt, weichen die Kurven 50 Jahre später also im Jahre 2040 nur um +/- 5% ab. Das
bedeutet, dass die Prognose von den Sättigungsparametern, die sich aufgrund der vorhandenen
Daten noch nicht genau bestimmen ließen, nur schwach abhängt. Zumindest für die nächsten
50 Jahre folgt deshalb aus der Ungewissheit der Sättigungsparameter keine starke Ungewissheit
in der Prognose.
Zusammengefasst, gab es eine Reihe von Argumenten dafür, dass diese Evolonmodellkurve
mit λ = 2, 2 das richtige normale Wachstum widergibt, und dass sich mit großer Wahrschein-
lichkeit auch das weitere Wachstum des Elektroenergieverbrauchs nach dieser Kurve entwickeln
würde. Zunächst ergab sich eine gute Beschreibung der Daten in der Vergangenheit, aber das
allein reicht nicht aus, denn wie gerade erläutert, kann das ein Polynom beispielsweise auch. Es
hatte sich aber bereits gezeigt, dass mit dem Evolonmodell auch die Daten vor und nach dem
Anpassungsintervall gut beschrieben werden. Das ist schon wesentlicher. Weiterhin lagen die
Werte für κ und λ durchaus in den Bereichen, die nach der Klassifikationsregel erwartet wur-
den. Ein weiteres Argument ist, dass das Evolonmodell auch schon andere Wachstumspro-
zesse gut beschrieben und vorhergesagt hatte, beispielsweise das Brathähnchengewicht oder die
Einwohnerzahlen in großen Städten. Außerdem war die Sowjetunion ein ressourcenautono-
mes Land und es war auch in Zukunft eine Ressourcenautonomie zu erwarten, so dass eine
wichtige Bedingung für die Anwendung des Evolonmodells erfüllt war. Schließlich hingen die
Prognosewerte nur sehr schwach von den Parameten ab, die sich auf Grund der Datenlage
bisher nur schlecht bestimmen ließen.
Das Problem war nur, dass unser Prognosepunkt für das Jahre 1990 um 8,25% niedriger
lag als der 5-Jahresplanwert, der von der staatlichen Plankommission in Moskau Ende 1985
vorgeschlagen und später zum Gesetz erhoben wurde. Selbst wenn der λ-Wert auf unendlich
erhöht wurde, blieb der Evolonmodellwert immer noch 6% unter diesem Planpunkt. Aus diesem
Grunde haben MENDE und ALBRECHT Anfang 1986 etwa drei Monate vor der Katastrophe
in Tschernobyl geschrieben und behauptet: ’Die Erfüllung dieses Planpunktes ist unverein-
bar mit der Vorstellung, dass sich die weitere Entwicklung entsprechend dem Evolonmodell
vollzieht. Da aus Erfahrung die Evolonkurve die Kurve des normalen gesunden Wachstums dar-
stellt, ist bei der Erfüllung dieses Planpunktes mit unerwartet großen Schwierigkeiten zu
rechnen’. In diesem Zusammenhang ist es wichtig zu bemerken, dass das weitere Wachstum der
Elektroenergieproduktion in der Sowjetunion zu diesem Zeitpunkt ausschließlich auf der Basis
von Atomkraftwerken geplant war. Wenn man sich nun aber orientiert hätte am Wachstum, wie
es dem Evolonmodell entspricht, dann hätte man im Jahre 1990 etwa 8% weniger Elektroenergie
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gebraucht. Dazu wären einige Atomkraftwerke weniger nötig gewesen, und man hätte Milliar-
den von Rubeln weniger in die Elektroenergieerzeugung zu investieren brauchen. Aus diesem
Grund hat damals der Leiter der Abteilung für Modellierung in der Ökologie und Medizin am
Rechenzentrum der Akademie der Wissenschaften der UdSSR, Prof. J. M. Svireschev, diese Re-
sultate dem sowjetischenMinisterrat vorgetragen. Aber das hat leider zu keinen Konsequenzen
und zum Überdenken von Investitionsentscheidungen geführt. Nachdem im August 1991 beim
Putsch zutage trat, was das für Politiker waren, ist das auch kaum verwunderlich. Es kam noch
dazu, dass man damals, obwohl Gorbatschow schon 1 Jahr im Amt war, die politische Losung:
„uskorenije“ (d.h. Beschleunigung) hatte. Man wollte also nach der Breschnjew-schen Stagna-
tionsphase noch einmal eine Phase beschleunigten Wirtschaftswachstums erwirken. Die Evolon-
modellergebnisse wiesen aber auf die Dominanz der Bremsphase mit abnehmenden Zuwächsen
seit etwa 1973 hin. Das passte somit überhaupt nicht ins politische Konzept. Außerdem hatte
der damalige Energieminister im Frühjahr 1986 in der Prawda geschrieben: „Den Planpunkt
für 1990 von 1860 TWh werden wir mindestens erfüllen“. So kam es dann nicht zum Überdenken
von Investitionsentscheidungen, sondern MENDE und ALBRECHT wurde nahe gelegt, ihre Er-
gebnisse nicht zu veröffentlichen. Sie haben sie aber dennoch mehr oder weniger heimlich und
indirekt im Rahmen eines Konferenzberichtes in Englisch publiziert [Albrecht u. Mende(1989a)]
und [Albrecht u. Mende(1991)]. Weiterhin wurde durch Zufall bekannt, dass es auch in Moskau
eine Gruppe gab, die ebenfalls zu dem Ergebnis gekommen war, dass soviel Elektroenergie, wie
im Plan vorgesehen war, voraussichtlich nicht gebraucht würde. Diese Gruppe hat mit ganz
anderen, nicht näher bekannten, ökonomischen Methoden gearbeitet. Sie sollte wegen der
unerwünschten Resultate aus der Akademie hinausgeworfen werden, aber ein Akademiemitglied
hat sich schützend vor sie gestellt und so hat sie am Ende nur eine andere Arbeitsaufgabe
erhalten. Nun soll die Vorhersage für 1990 mit dem tatsächlichen Energieverbrauch verglichen
werden:
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Abb. 4.73: Übererfüllung des GOELRO-Planes zur Stromerzeugung in der UdSSR
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Abb. 4.74: Stromerzeugung UdSSR (1946-1955)u. 1956-1965 ohne Bremsphase
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Abb. 4.75: Stromerzeugung UdSSR (1956-1980), Trendwiederspieglung
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Abb. 4.76: Stromerzeugung UdSSR (1956-1980+1983-85)u. relative Abweichungen
Abb. 4.77: Absolute Zuwächse der Stromerzeugung, UdSSR
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Abb. 4.78: Prognose der Stromerzeugung, UdSSR
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Abb. 4.79: UdSSR Stromerzeugungsprognose Endresultat
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Die Abbildung 4.79 [Albrecht u. Mende(1991)] zeigt den eingekreisten Planpunkt für 1990 und
das Kreuz ist das, was sich tatsächlich eingestellt hat. Dieser Punkt liegt sehr nahe an der Kurve
des Evolonmodells. Man erkennt, dass er die bereits früher erwähnten 11-Jahresschwingungen
fortsetzt, deren Ursprung noch nicht endgültig klar ist. Es gibt Vermutungen, dass es sich
um Auswirkungen des Sonnenzyklus handeln könnte oder dass es auch ein Investitionszyklus
ist, auf jeden Fall setzt der Punkt für 1990 diese Schwingungen genau fort. Besser konnte die
Übereinstimmung von Prognose und Realität gar nicht sein. Die nächste Abbildung 4.80 zeigt
das vergrößert.
Abb. 4.80: UdSSR Stromerzeug und Prognose, vergrößert
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Man erkennt gut, dass nach dem Evolonmodell dieser Planpunkt für 1990 erst etwa 5 Jahre
später erfüllt werden würde. Das hat aber nicht mehr stattgefunden, weil nach 1991 in Ver-
bindung mit dem Umstrukturierungs- und Zerfallsprozess der Sowjetunion die Anwendbarkeit
des Evolonmodells nicht mehr gegeben ist. Die Frage, warum dieser Zusammenbruch der So-
wjetunion und ihres Wirtschaftssystems zustande kam, lässt sich jedoch auch noch mit dem
Evolonmodell erklären, wenn man die Resultate, die für das Wachstum des Elektroenergiever-
brauchs in den USA und der Sowjetunion erhalten wurden, in Beziehung setzt. Dies soll gleich
näher ausgeführt werden. Zuvor soll aber noch kurz erläutert werden, dass es gar nicht so häu-
fig vorkommt, dass die Realität am Ende mit der Prognose übereinstimmt. Die im Jahre 1966
von Rotermund auf der Basis der Daten bis 1965 für den SIEMENS - Konzern angefertigte
Prognose des Elektroenergieverbrauchs für die Sowjetunion und auch für andere Länder ist in
der folgenden Abbildung 4.81 dargestellt [Rothermund(1966)].
Abb. 4.81: SIEMENS-Stromerzeugungs-Prognosen
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Im Falle der Sowjetunion wurden für das Jahr 1980 78% mehr vorhergesagt, als sich in der
Realität eingestellt hat. Auch für die anderen Länder und die gesamteWelt wurde erheblich mehr
Elektroenergieverbrauch prognostiziert, als es dann der Realität entsprach. Der Hauptfehler von
Rotermund war, dass er gedacht und geschrieben hat, dass die Sättigung noch in weiter Ferne
liegt, und er sie deshalb nicht zu berücksichtigen braucht. Tatsächlich wurde aber das Maximum
der Wachstumsraten in der Sowjetunion schon 7 Jahre später erreicht, und die Sättigung begann
zu dominieren.
Nun kann man einwenden, dass Rotermund nur die Daten bis 1965 zur Verfügung hatte, und
es ergibt sich die Frage, was das Evolonmodell auf der Basis dieser Daten vorhersagen könnte.
Zugegebenermaßen wäre die Prognose, gestützt allein auf diese Daten, sehr schwer gewesen,
aber es gibt noch die Klassifikationshypothese und die Erwartung an die Parameterwerte, da der
Charakter des Wachstumsprozesses bekannt ist. Wir würden daher κ etwa bei 1, vielleicht etwas
größer erwarten, und λ größer als κ also etwa im Bereich: (1,00-k-1,05-3,00; 1,10-l-3,00). Die
Modellkurven für Parameterkombinationen aus diesen Bereichen liegen alle in dem angedeuteten
Korridor.
Die untere Grenze dieses Korridors stimmt mit der Realität überein, und die obere Gren-
ze ist im Jahre 1980 nur um 25% größer. Dass dieser Korridor in der Tendenz nach oben
abweicht, lässt sich auch noch erklären, denn im Jahre 1965 liegt gerade ein Maximum der
11-Jahresschwingungen vor. Mit dem iterativen Analyseverfahren würde man die Daten für die
Jahre 1964 und 65 weglassen, und dann würde der ganze Korridor etwas nach unten verlagert.
Bekanntlich war auch die Energieprognose, die unter der Leitung von W.Häfele mit großem
Aufwand erarbeitet wurde, nicht besonders realitätsnah. Auch in diesem Fall wurden wesentlich
zu hohe Wert prognostiziert. Für die DDR waren die Prognosen (bzw. die Planwerte) für den
Energieverbrauch auch immer erheblich höher als es später der Realität entsprach. Wie die Ab-
bildung 4.82 andeutet, waren die für die BRD vor 1973 erstellten Energieverbrauchsprognosen
wesentlich zu hoch.
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Abb. 4.82: Prognosen für den Primärenergieverbrauch der BRD, zusammengestellt von K.
TRAUBE u.a.
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Nach der ersten Weltenergiekrise 1973 wurden wesentlich kleinere, schwächer anwachsende
Energieverbrauchswerte vorhergesagt und nach der 2. Weltenergiekrise gab es erstmals eine
Prognose, die einen schwachen Rückgang des Primärenergieverbrauchs beinhaltete, die den tat-
sächlichen fast konstant gebliebenen Verbrauch recht nahe kommt. Im Wesentlichen sind diese
Prognosen der Realität nach gelaufen, was eigentlich nicht der Zweck von Prognosen ist.
Nun möchte ich auf den Vergleich der Resultate eingehen, die bei der Analyse des Elek-
troenergieverbrauchs für die USA und die Sowjetunion auf der Grundlage des Evolonmodells
erhalten wurden.
Daraus wird sich eine Erklärungsmöglichkeit für den Zusammenbruch der ehemaligen So-
wjetunion ergeben. Zunächst sollen ein paar allgemeine Vorbemerkungen gemacht werden. Es
hatte sich erwiesen, dass die Modellkurven ohne Sättigung ganz anders als die Daten verlaufen
(Abb. 4.83).
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Abb. 4.83: Vergleich USA, UdSSR (X u. dX/dt)
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In beiden Fällen ist daher der Einfluss der Sättigung inzwischen wesentlich. In beiden
Fällen liegen auch die offiziellen Prognosen für das Jahr 1990 höher als die Evolonmodell-
kurve. Das Weitere und besonders Interessante lässt sich besser erklären anhand der Zuwächse.
Für beide Länder existiert ein Maximum in den Zuwächsen und in beiden Fällen hat das Sys-
tem versucht, zunächst mit wachsenden Wachstumsraten fortzufahren, aber das ließ
sich nicht durchhalten und die Daten liegen dann wieder in der Nähe der Evolonkurven. Wich-
tig ist nun, dass das Maximum für die Sowjetunion im Jahre 1973 nur 5 Jahre später als
in den USA erreicht wurde. Das bedeutet, dass im Vergleich der beiden Übergangsprozesses
die Sowjetunion während der Phase des extensiven Wachstums immer weiter an die USA her-
angekommen ist. Beim Übergang zur Dominanz der Sättigung lag sie dann nur noch 5 Jahre
zurück, also nur noch etwa um die Bauzeit eines Kraftwerkes. Damit hatte die Sowjetuni-
on praktisch aufgeholt, und sie musste nun, ob sie wollte oder nicht, ähnlich wie die USA
einen mit Innovationen verbundenen Pionierprozess absolvieren. Für die USA war das nicht
so problematisch, denn da waren auch Innovationen immer schon während der Phase des exten-
siven Wachstums nötig und aus diesem Grunde ergab sich κ = 1, 4, also deutlich hyperbolisches
Wachstum. Der kleinere κ-Wert für die Sowjetunion hatte den Grund, dass hier wesentlich ein
Wiederholungsprozess abgelaufen ist, wenigstens was die technische Seite der Entwicklung
betraf. Während dieser Nachholphase des extensiven Wachstums hatte sich in der Sowjetunion
das Wirtschaftssystem als Kommandosystem etabliert. Es konnte sich als Kommandosystem
etablieren, weil das Wiederholen eines bekannten Prozesses unter Benutzung bekannter Metho-
den im Prinzip durch Befehle möglich ist. Während der Sättigungsphase musste nun aber in der
Sowjetunion ein Pionierprozess vonstatten gehen. Das wird auch durch den Umstand bestätigt,
dass man die weitere Steigerung der Elektroenergieproduktion durch sowjetische Atomkraftwer-
ke erreichen wollte. Nach der Klassifikationshypothese sind aber Pionierprozesse prinzipiell mit
Innovationen verbunden, und Innovationen lassen sich nicht befehlen.
Das etablierte Wirtschaftssystem in der Sowjetunion war jedoch nachweislich außerordentlich
innovationsfeindlich, d.h. Innovationen, die jetzt wegen des neuen Prozesscharakters notwendig
waren, mussten gegen das etablierte System durchgesetzt werden. Es gab einen fundamentalen
Widerspruch zwischen der alten Struktur des Wirtschaftssystems und der objektiven Notwen-
digkeit, seit etwa 1973 einen Primärprozess durchlaufen zu müssen. Dieser Widerspruch hat,
wie es scheint, das System destabilisiert und am Ende wesentlich zu seinem Zusammenbruch
beigetragen. Nach den Evolonmodellkurven (insbesondere für die Zuwächse) für die USA und die
UdSSR hätte der Umbau des Wirtschaftssystems möglichst nicht später als zum Zeitpunkt des
Einholens bezüglich des Wachstumsverlaufs, also etwa 1973 stattfinden müssen. Das stimmt
sehr gut überein mit Beobachtungen der jüngeren Geschichte der Sowjetunion, denn etwa 1973
begann gerade die so genannte Breschnjewsche Stagnationsphase. Tatsächlich scheint das in
der extensiven Nachholphase etablierte Kommandosystem die Hauptursache für den Untergang
der Sowjetunion zu sein. Zu diesem Schluss kam auch ein guter Journalist der Berliner Zei-
tung vom 10.12.91. Auch in der 20-minütigen Demissionsrede von Michael Gorbatschow
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am 25.12.1991 wurde diese Ansicht vertreten. Die dargelegten Hypothesen wären sicher wert,
ausführlich diskutiert zu werden auch hinsichtlich der Frage, was sich für Deutschland daraus
lernen ließe. Am Ende dieses langen Abschnitts soll noch einmal zusammengefasst werden:
Wachstumsprozesse aus verschiedenen Bereichen wurden mit Hilfe des Evolonmodells analysiert
und klassifiziert (s. Tab. 4.8) , wobei darauf geachtet wurde, dass diese Prozesse einigermaßen
Wachstumsindikator (Prozesscharakter) κ λ
Masse von Hähnchen (programmiert durch DNS) 0,56 0,79
Masse von Hühnerembryonen (programmiert durch DNS) 0,06- 0,89
Höhe von Fichtenbeständen (programmiert durch DNS, individuelle
Adaptation an Standort)
0,41 1,67
Einwohnerzahl der USA von 1790-1930 (Wiederholung + Einpas-
sung in neuen Rahmen)
1,03
Weltbevölkerung (einmaliger Pionierprozess mit Innovationen) 2,4 3,1
Einwohnerzahl großer deutscher Städte (einmaliger Pionierprozess
mit Innovationen)
1,6 >1,6
Weltprimärenergieverbrauch (einmaliger Pionierprozess mit Innova-
tionen)
1,85 2,54
Stromverbrauch vor 1925 in Deutschland (Substitution) 0,68
Stromverbrauch vor 1925 in den USA (Substitution) 0,66
Stromverbrauch in den USA (einmaliger Pionierprozess mit Inno-
vationen)
1,4 >2,0
Stromverbrauch in Südkorea von 1961-1990 (zielgerichteter geplan-
ter Nachholprozess)
0,68
Stromverbrauch in der UdSSR vor 1937 (Übererfüllung des
GOELRO-Planes 1921-1935)
1,36
Stromverbrauch der UdSSR von 1946-1955 (zielgerichteter Wieder-
aufbau)
0,65
Stromverbrauch in der UdSSR nach 2. Weltkrieg (Wiederholung mit
Einbettung in neuen Rahmen)
1,03 2,2
Tab. 4.8: Klassifikation von Wachstumsprozessen mittels κ− und lambda−Werten
autonom verliefen. In allen Fällen wurden Werte für die Kooperativitätsexponenten erhalten,
die mit den Erwartungen aus der Klassifikationsregel und der κ < l-Regel übereinstimmten.
Es soll noch erwähnt werden, dass auch für die Reparaturphase nach dem Krieg sowohl für die
DDR, als auch für die BRD deutlich parabolisches Wachstum beobachtbar ist.
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In Abb. 4.84 werden noch einige Hypothesen vorgestellt, die auf den in diesem Kapitel vor-
gestellten Methoden und Ergebnissen beruhen und die auf einem internationalen Kongress im
November 1991 in Berlin zur Diskussion gestellt wurden.
Verallgemeinernde Hypothesen zur Brems- oder Sättigungsphase
1. Unkontrolliertes extensives Wachstum ist ein wesentlicher Grund für Krisensituationen
und Existenzprobleme von ökologischen und ökonomischen Systemen.
2. Ökonomische Systeme sind im Wesentlichen synökologische Systeme der biologischen Art
Mensch und als solche relativ jung und unvollkommen adaptiert.
3. Im Sinne von „Ökolomie“ sollte versucht werden, von entwickelten ökologischen Systemen
zur Bewältigung von Problemen in ökonomischen Systemen zu lernen.
4. In den modernen Industriestaaten hat die Dominanz der Sättigungsphase seit etwa 1970
begonnen. Diese Phase stellt qualitativ neue und höhere Forderungen an die Wirtschafts-
systeme und ihre Steuerung.
5. Das Wachstum in kooperativen komplexen Systemen scheint einer Eigendynamik zu fol-
gen, und sein Trend lässt sich mit dem Evolonmodell von W. Mende gut beschreiben,
solange die Chance für autonomes Wachstum besteht.
6. Es scheint, dass sich andere als der Eigendynamik entsprechende Wachstumsziele nur
durch starkes äußeres Einwirken oder durch wesentliche Veränderung der Systemstruktur
bewirken lassen.
7. Während der intensiven Sättigungsphase ist die Kooperation größer als während der ex-
tensiven Wachstumsphase. Wegen der großen gegenseitigen Abhängigkeit der Untersys-
teme während der Sättigungsphase wird eine größere Transparenz benötigt. Gleichzeitig
gewinnen in dieser Phase Orientierung, Reglementierung und Planung an Wichtigkeit.
8. Gegenüber der extensiven Wachstumsphase ist in der intensiven Sättigungsphase eine
erheblich höhere Qualifikation der Führungskräfte in Wirtschaft und Politik erforderlich.
9. Zur Vermeidung von Zusammenbrüchen und Katastrophen sind flexible Systemstruktu-
ren nötig, die in der Lage sind, sich veränderten Bedingungen evolutionär anzupassen.
Verpasste Evolutionen bedingen verlustreiche Revolutionen.
Abb. 4.84: Hypothesen zum Wachstum und seiner Bremsphase, Berlin 1991
Tabelle 4.9 stellt zusammenfassend die erwarteten und erhaltenen Modellparameter gegen-
über. Ich möchte noch einmal besonders darauf hinweisen, dass es beim Wachstum in komplexen
kooperativen Systemen scheinbar eine Eigendynamik gibt und das System bestrebt scheint, sei-
ne Eigendynamik zu entfalten und möglichst die entsprechende Evolonkurve zu durchlaufen.
Es ist wichtig, diese Kurve möglichst zu kennen, da Abweichungen immer problematisch sind.
Wenn man jedoch andere Wachstumsziele anstrebt, als es der Eigendynamik des Systems ent-
spricht, dann scheint das nur möglich zu sein, indem man entweder stark von außen auf das
System einwirkt oder aber die Systemstruktur so verändert, dass eine andere Eigendyna-
mik zustande kommt. Das bedeutet dann aber eine wesentliche Änderung der Systemstruktur.
Möglicherweise ist das von aktueller Bedeutung im Zusammenhang mit der Absicht, den CO2-
Ausstoß in relativ kurzer Zeit wesentlich zu verringern. Wie schon gesagt, lässt sich auf der Basis
des Evolonmodells und der gefundenen Werte für die Kooperativitätsexponenten die Krise der
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Tab. 4.9: Beispiele für die Klassifikations- und die λ > κ-Regel z.T. nach
[Peschel u. Mende(1983)]
ehemaligen Sowjetunion Anfang der 90er Jahre verstehen. Die ökonomische Perestroika wäre
etwa 1973 notwendig gewesen, da das nicht stattgefunden hat, kam es zu einer Destabilisie-
rung des Systems und zu der jetzt zu beobachtenden Krise. Es soll noch angedeutet werden,
dass aus dem Weg der Sowjetunion in die Krise auch einiges für die aktuelle Entwicklung in
Deutschland sowie in anderen Ländern gelernt werden kann. Das Wirtschaftsystem muss sich
in diesen Ländern auch an die neue Bedingungen anpassen, wobei es möglichst flexibler als das
sowjetische Wirtschaftssystem reagieren muss. Die neuen Bedingungen sind hier wesentlich mit
veränderten ökologischen Bedingungen bei Annäherung an die Tragfähigkeitsgrenze verbunden.
Die Annäherung an die Tragfähigkeitsgrenze kann unter verschiedenen Gesichtswinkeln be-
trachtet werden. Viele Evolonmodellkurven zeigen wie z.T. auch die entsprechenden Wachs-
tumsindikatoren bereits den Abbremsprozess. Das Wachstum ist in diesen Fällen bereits über
das Maximum der Zuwächse hinausgeschritten und die Bremsphase des Wachstums hat somit
zu dominieren begonnen. Dies ist z.B. so bei den Wachstumsindikatoren: Stromverbrauch von
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Industrieländern, Weltprimärenergieverbrauch und Weltbevölkerung. Man könnte denken, dass
sich darin bereits der gesunde Übergang zur Nachhaltigkeit widerspiegelt. Das ist aber wahr-
scheinlich leider nicht so, da weitgehend noch so gewirtschaftet wird, als ob die fossilen Ener-
gieressourcen unbeschränkt wären. Das Abbremsen des Wachstums müsste demnach eine andere
Ursache als die beschränkte Energieverfügbarkeit haben (z.B. Marktsättigung). Die wegen des
2. Hauptsatzes der Thermodynamik (s. Kap.1) fundamentale Begrenzung der fossiler Energie-
träger würde somit noch gar nicht stark wirken. Die beobachtete Sättigung wäre dann nicht
wegen der begrenzt zur Verfügung stehenden fossilen Energieträger zustande gekommen. Wenn
aber die mit den fossilen Energieträgern verbundene Begrenzung der Energiezufuhr zum Tragen
kommt, bevor ihr Verbrauch im Wesentlichen durch den Verbrauch erneuerbarer Energien sub-
stituiert werden kann, so ist mit einem starken Absinken entsprechender Wachstumsindikatoren
zu rechnen, was die Lebensbedingungen vieler Menschen drastisch verschlechtern könnte. Die
reale Tragfähigkeit würde in diesem Fall kleiner als die bisher wirksame sein. Die Möglichkeit
eines Kollapses bliebe dann bestehen. Darum erscheint es besonders wichtig, die dauerhafte
Tragfähigkeit zu ermitteln und nach Wegen zu suchen, die zukünftig Überschreitungen ver-
meiden. Besonders wichtig erscheint mir die Schlussfolgerung, dass nachdem die Bremsphase
des Wachstums in den Industrieländern seit ca. 30 Jahren begonnen hat, sich trotz aller Wachs-
tumsbestrebungen durchzusetzen, eine weitere Orientierung auf Wachstum sicherlich nicht zur
Problemlösung beitragen kann. Offenbar hat eine qualitativ neue Situation die Bremsphase des
Wachstums verursacht. In dieser Situation sind daher für die Schaffung und Erhaltung von
Stabilität und Überlebensfähigkeit neue Konzepte nötig. Im nächsten Abschnitt wird erläutert,
dass es nahe liegend ist, dass solche neuen Konzepte stark auf Kooperation der Systemteile
und als Voraussetzung dafür mit effektiver Informationsnutzung, Transparenz, langfristiger
Zielorientierung, Koordinierung und Planung beruhen werden. In Abhängigkeit von der
Betrachtungsart der Annäherung an die Tragfähigkeitsgrenze wird manchmal auch von der Er-
höhung bzw. Verschiebung der Tragfähigkeitsgrenze gesprochen. So lag z.B. in dieser Sichtweise
die auf der Ernährungsfähigkeit beruhende Tragfähigkeitsgrenze für die Bevölkerungszahl pro
Flächeneinheit in den Agrargesellschaften niedriger als in industriellen Kunstdünger verwen-
denden Gesellschaften. Man könnte daher meinen, dass Liebigs Entdeckung zur Vergrößerung
der Tragfähigkeit geführt hat. Da es sich hier um einen innovativen Primärprozess handelt, er-
scheint es jedoch sinnvoller, Liebigs Entdeckung und ihre Folgen als Mittel zu betrachten, wie
sich dieser Wachstumsprozess der Obergrenze B real annähert. Die beiden Sichtweisen führen zu
wesentlich unterschiedlichen Konsequenzen. Im ersten Fall könnte man denken, dass sich Tragfä-
higkeitsgrenzen früher oder später immer wieder nach oben verschieben lassen, und es daher gar
keinen absoluten oberen Wert für die Tragfähigkeitsgrenze gibt. Somit wäre auch das mögliche
Wachstum prinzipiell unbegrenzt. Im 2. Fall gibt es von vornherein eine nicht überschreitbare
obere Grenze für die Tragfähigkeit. Im Falle des Wachstums der Weltbevölkerung könnte sie z.B.
erreicht bzw. überschritten sein, wenn die pro Kopf und Zeiteinheit von der Sonne eingestrahlte
Energie dem entsprechenden somatischen Energieverbrauch der Weltbevölkerung gleicht.
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4.7 Folgerungen und Hypothesen basierend auf empirischen
Wachstumsanalysen
4.7.1 Vorstellung der Hypothesen in Kurzform
Die Hypothesen beziehen sich insbesondere auf Wirtschaftswachstum, aber sind auch zum
großen Teil für andere Wachstumsprozesse anwendbar. Es sollen 9 Hypothesen vorgestellt und
diskutiert werden. Zunächst werden diese Hypothesen kurz dargelegt. Danach sollen sie dann
ausführlicher erörtert werden. Die ersten drei Hypothesen beziehen sich auf die Bremsphase
des Wachstums. Die 9 Hypothesen lauten (Abb. 4.85): Die 1. Hypothese besagt, dass in den
Hypothetische Verallgemeinerungen basierend auf empirischen
Wachstumsanalysen mit Hilfe des Evolonmodells und der Klassifikationsregel
1. Die Bremsphase dominiert in den Industriestaaten seit ca. 1970
2. Die notwendige größere Kooperation während der Sättigungsphase (l > κ-Regel) bewirkt:
größere gegenseitige Wechselwirkungen und Abhängigkeiten der Teilsysteme→ Steuerung
ist schwieriger → Fehler wirken langfristiger - bessere Qualifikation von Wirtschaftmana-
gern gefragt.
Notwendigkeiten für erfolgreiche größere Kooperation:
• stärkere Informationsflüsse
• höhere Transparenz
• Konsens über Orientierung
• Reglementierungen (für optimale Freiheiten)
• Koordinierungen , Planungen, Abstimmungen
3. Die Bremsphase unterscheidet sich quantitativ und qualitativ von der Be-
schleunigungsphase des Wachstums. Dies strahlt auch auf andere Bereiche aus.
4. Es existiert eine Tendenz zur Durchsetzung der Wachstumseigendynamik (,die
mit der Systemstuktur zusammenhängt.)
5. Flexibilität der Systeme ist wichtig zur evolutionären Strukturanpassung bei Änderung
der Entwicklungsbedingungen
6. Entwicklung von „Ökolomie“ ist sinnvoll wegen Ähnlichkeiten in der Entwicklung von
ökologischen und ökonomischen Systemen.
7. Es gilt die Klassifikationsregel für Wachstumsprozesse
8. Es gilt die λ > κ-Regel (Die Regel von der stärkeren Kooperation während der Bremsphase
des Wachstums)
Abb. 4.85: Hypothesen Übersicht
Industriestaaten die Bremsphase für das quantitative Wirtschaftswachstum seit etwa 1970
dominiert.
Die 2. Hypothese beinhaltet, dass die Kooperation der Teile des wachsenden Systems wäh-
rend der Bremsphase des Wachstums deutlich größer ist als in der Beschleunigungsphase
des Wachstums; und dass in Verbindung damit größere gegenseitige Wechselwirkungen und Ab-
hängigkeiten der Systemteile zustande kommen. Dadurch wird u.a. die Steuerung des Systems
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schwieriger und Fehler wirken sich langfristiger aus. Folglich wird während der Bremsphase eine
höhere Qualität von Wirtschaftsmanagern benötigt. Notwendige Voraussetzungen für größere
Kooperation sind:
• stärkere Informationsflüsse
• höhere Transparenz
• Konsens über Orientierung
• Reglementierungen (für optimale Freiheiten)
• Koordinierungen , Planungen, Abstimmungen
Die 3. Hypothese behauptet, dass sich die Bremsphase von der anfänglichen Beschleuni-
gungsphase des Wirtschaftswachstums quantitativ und qualitativ deutlich unterscheidet
und dass dies auch auf andere Bereiche außerhalb des Wirtschaftssystems ausstrahlt.
Die 4. Hypothese behauptet die Existenz einer Tendenz zur Vermeidung der Bremsphase
des Wachstums. Danach gibt es also einen Wachstumsdrang, der die Abbremsphase möglichst
verhindern möchte.
Die 5. Hypothese verallgemeinert eine spezielle Beobachtung und behauptet, dass es eine Ten-
denz zur Durchsetzung der Wachstumseigendynamik gibt, die wesentlich von der spe-
ziellen Struktur des wachsenden Systems abhängig ist.
Die 6. Hypothese besagt, dass es wichtig ist, dass die Systeme genügend flexibel sind, um bei
Änderung der Entwicklungsbedingungen eine evolutionäre Strukturanpassung zu ermöglichen.
Dies gilt auch für Wirtschaftssysteme. Diese Hypothese entstammt einer Verallgemeinerung des-
sen, was für die Sowjetunion beobachtet wurde.
Nach der 7. Hypothese erscheint es sinnvoll, einen Wissenszweig „Ökolomie“ zu entwickeln,
der ähnlich wie die Bionik von der Biologie für die Technik zu lernen versucht, versuchen soll-
te, von der Ökologie für die Ökonomie zu lernen. Dies wird u.a. wegen der Ähnlichkeiten bei
Wachstumsprozessen in ökologischen und ökonomischen Systemen nahegelegt.
Besonders interessante Hypothesen sind in den beiden schon früher erläuterten Regeln formu-
liert. Sie wurden hier deshalb ans Ende gestellt, weil sie für die folgende, detailiertere Diskussion
der Hypothesen benötigt werden. Die Klassifikationsregel für Wachstumsprozesse wurde be-
reits ausführlich erörtert und mit Beispielen belegt.
Die 8. Hypothese postuliert die Gültigkeit dieser Regel. Das bedeutet, es gibt zwei Klassen von
Wachstumsprozessen und die Klassenzugehörigkeit spiegelt sich in Wertebereichen der Parame-
ter κ und λ des Evolonmodells wider. Für κ bzw. λ kleiner als 1 handelt es sich um zielgerichtete,
programmierbare Prozesse, wogegen κ- bzw. λ-Werte größer als 1 auf die Zugehörigkeit zur Klas-
se der einmaligen, ungeplanten, evolutionsartig verlaufenden Primärprozesse hinweisen.
Die letzte 9. Hypothese fußt auf der κ > λ-Regel und postuliert ein deutlich höheres kooperati-
ves Zusammenwirken der Teile des Systems während der Bremsphase im Vergleich zur beschleu-
nigten Anfangsphase des Wachstums. Das beruht darauf, dass insbesondere die das Wachstum
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beschränkenden Umweltbedingungen eine Abbremsung des ursprünglich beschleunigten Wachs-
tums erzwingen und so die Bremsphase bewirken. Es entstehen somit bei Annäherung an die
Wachstumsgrenzen zusätzliche starke Wechselwirkungen mit der Umwelt, die das System zwin-
gen, die Wirkung von negativen Rückkopplungen zu verstärken und zusätzliche Rückkopplungen
aufzubauen, die das Wachstum abbremsen. Im Zusammenhang damit wird das System zu einer
stärkeren Kooperation seiner Teile gezwungen.
4.7.2 Die Rolle von Hypothesen und Zusammenfassung von Wachstumsbefunden, auf
denen die Hypothesen basieren
Bevor auf die Hypothesen und ihre Begründung näher eingegangen wird, sollen einige allge-
meine Bemerkungen zu Hypothesen vorangestellt werden. Hypothesen sind Behauptungen, die
nahe liegen, deren Richtigkeit aber noch nicht bewiesen ist. Nach K. POPPER können wir die
Wahrheit sowieso nicht sicher finden. Selbst wenn wir die Wahrheit gefunden hätten, könnten
wir nicht sicher wissen, dass es die Wahrheit ist. Wir können uns aber der Wahrheit annähern
durch das Aufstellen und Diskutieren von Hypothesen, wobei diese immer wieder mit unserer
Erfahrung verglichen werden.
Da die ersten drei Hypothesen den Bremsprozess des Wachstums betreffen, soll zunächst kurz
in Erinnerung gerufen werden, was zu den drei Grundtypen des Wachstums ausgeführt wurde
und wie diese Grundtypen mit dem Evolonmodell beschreibbar sind (Abb. 4.32. Beim ersten
Grundtyp werden mit bekannten Methoden vorgegebene Wachstumsziele angestrebt. Derar-
tige Wachstumsprozesse sind plan-, programmier- und wiederholbar. In diesem Fall sind die
Rückkopplungen, die später das Wachstum abbremsen von vornherein mit vorgesehen und so
entstehen keine Probleme mit der Tragfähigkeitsgrenze, da das Wachstum vor Erreichen der
Tragfähigkeitsgrenze beendet wird. In diesem Fall ist 0 < λ < 1. Die beiden anderen Grund-
typen waren nicht von vornherein selbstbegrenzt. Der zweite Grundtyp reagiert nicht auf die
Begrenztheit des Wachstums durch die Umwelt und so geht das Wachstum über die Tragfähig-
keitsgrenze hinaus, bis es schließlich zum Kollaps kommt. In diesem Fall wäre λ = 0. Beim 3.
Grundtyp wird auf die durch die Umwelt bedingten Grenzen reagiert. Das System verändert
sich, indem es einen Anpassungsprozess vollzieht. Dabei werden Rückkopplungen gebildet, die
das Wachstum abbremsen. Durch die begrenzte Umweltkapazität wird somit dem wachsenden
System die Bremsphase und in Verbindung damit die verstärkte Kooperation seiner Teile auf-
gezwungen. Für derartige Prozesse gilt λ > 1 (s. Abb. 4.86). Die ersten 3 Hypothesen betreffen
Bremsphasen, die auf diese Weise zustande kommen. Mit Hilfe der Symbolik von H. BOS-
SEL wurde angedeutet, dass die Parameter κ bzw. λ des Evolonmodells mit der summarischen
Stärke der positiven bzw. der negativen Rückkopplungen verknüpft sind. Durch eine Drehung
der symbolischen Darstellung um 90° lässt sich dies noch besser verdeutlichen (Abb. 4.39). In
Abschnitt 4.3 wurde bereits darauf hingewiesen, dass die Regel von der größeren Kooperati-
on in der Bremsphase des Wachstums beruhend auf dem Befund λ > κ in ähnlicher Weise
von F. VESTER formuliert wurde. Er stellt fest, dass die Bremsphase im Vergleich zur Be-
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Abb. 4.86: Beispiele für Grundtypen des Wachstums
schleunigungsphase einen höheren Vernetzungs- und Organisationsgrad aufweist und während
der Beschleunigungsphase lineares Denken ausreichend ist, wogegen in der Bremsphase kyber-
netisches Denken notwendig ist. Weiterhin hatte F. VESTER auch festgestellt, dass wachsende
Systeme, wenn sie überleben wollen, einen „natürlichen“ Wachstumsverlauf realisieren müssen
und dass nur Wachstumsprozesse mit einer erfolgreichen Bremsphase zu bleibenden, stabilen
Veränderungen des Systems führen können. Durch die Anpassung des wachsenden Systems an
seine beschränkten Umweltbedingungen wird dieses System in der Regel auf ein höheres stabiles
Niveau überführt.
Wie schon angedeutet wurde, sind Hypothesen naheliegende Vermutungen und ihr Vorteil
liegt besonders darin, dass man über sie diskutieren kann und auf diese Weise eine Annäherung
an die Wahrheit möglich ist. Die bereits kurz vorgestellten Hypothesen und ihre Grundlagen
sollen nun ausführlicher erläutert werden.
Zuvor, sollen kurz noch einmal die wichtigsten Befunde aufgeführt werden, auf denen die
Hypothesen beruhen.
Die Abbildung 4.83 zeigt, dass für den Stromverbrauch in den USA und in der UdSSR die
Bremsphase etwa 1970 zu dominieren beginnt und die λ > κ - Regel gilt.
Die Abbildung 4.79 zeigt, dass im Fall der UdSSR der Wachstumsverlauf für den Stromverbrauch
im Jahre 1990 nicht das von der Staatlichen Plankommission angestrebte Niveau erreicht hat,
sondern entsprechend der Evolonmodellprognose verlief.
Abbildung 4.81 zeigt, dass die Bremsphase früher begann als vom SIEMENS-konzern erwartet
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wurde und dass dieser Umstand für Prognosen wesentlich ist.
Auch die westdeutschen Daten zeigen, dass für die BRD das Wachstum des Stromverbrauchs wie
auch der Stromerzeugung verträglich ist mit der Annahme, dass die Dominanz der Bremsphase
etwa im Jahre 1970 beginnt.
Aus der Abbildung 4.65 ist zu ersehen, dass auch für den globalen Primärenergieverbrauch die
Bremsphase seit etwa 1970 dominiert und dass die Daten nach den Weltener-giekrisen wieder zu
den Evolonmodellwerten zurückstreben. Nach der Wiederholung der für die Hypothesenbildung
wichtigsten Befunde aus der Untersuchung von Wachstumsprozessen sollen nun die Hypothesen
ausführlicher erläutert werden. In Abbildung 4.85 sind die Hpothesen kurzgefasst zusammenge-
stellt. Kurzfassungen der Hypothesen befinden sich am Ende dieses Abschnittes ab Abbildung
4.88.
4.7.3 Hypothese 1: Die Bremsphase des Wachstums dominiert in den Industrieländern
seit etwa 1970
Die 1. Hypothese lautet: Als Indikator für quantitatives Wirtschaftswachstum wurde der Elek-
troenergieverbrauch verwendet. Für die USA wird das Zuwachsmaximum im Jahre 1968 erreicht.
Im Falle der UdSSR befindet sich dieses Maximum im Jahre 1973 und für Deutschland lag es
etwa im Jahre 1970. Für den globalen Stromverbrauch liegt das Zuwachsmaximum etwa bei
1972. (Für den globalen Primärenergieverbrauch liegt es etwa bei 1970.) Die Hypothese postu-
liert nun, dass auch für andere Industrieländer das Zuwachsmaximum für den Stromverbrauch
etwa im Jahre 1970 angenommen wird.
4.7.4 Hypothese 2: Während der Bremsphase des Wachstums liegt eine deutlich größere
Kooperation der Systemteile vor als während der Beschleunigungsphase.
In Verbindung damit gibt es stärkere gegenseitige Wechselwirkungen und Abhängigkeiten unter
den Teilsystemen. Als Folge dessen werden Steuerungsprozesse schwieriger und Fehler bei der
Steuerung der Systeme wirken sich langfristiger aus. Daher wird u.a. in dieser Situation eine
bessere Qualifikation von Wirtschaftsmanagern benötigt. Diese Hypothese befasst sich praktisch
mit den Konsequenzen der λ > κ-Regel, die man auch als Regel von der deutlich höheren Ko-
operation während der Bremsphase des Wachstums bezeichnen kann. Zur Ermöglichung hoher
Kooperation sind einige Bedingungen notwendig. Dazu zählen stärkere Informationsflüsse
zwischen den Teilen des Systems, höhere Transparenz, Konsens über die Orientierung, Re-
glementierungen zur Realisierung optimaler Freiheiten und schließlich Koordinierungen,
Planungen und Abstimmungen. Darauf soll gleich näher eingegangen werden. Nahe gelegt
wird die Hypothese durch den empirischen Befund bei der Anwendung des Evolonmodells auf
Daten konkreter Wachstumsprozesse, wobei sich immer ein deutlich höherer Wert für den Pa-
rameter λ im Vergleich zum κ-Wert ergab (s. a. Tab. 4.8).
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Die Ableitung des Evolonmodells über den Exponentialturm (Abschn. 4.6.1) legte nahe,
κ und λ als Parameter zu interpretieren, die mit der Kooperation der Teilsysteme des wach-
senden Systems verbunden sind. Da der κ-Wert sich im Wesentlichen auf die Krümmung der
Modellkurve während der anfänglichen Beschleunigungsphase auswirkt, während λ-Wert die
Krümmung während der Bremsphase beeinflusst, wird wegen der λ > κ-Regel nahe gelegt,
dass während der Bremsphase des Wachstums die Kooperation größer ist. Dies wurde
so interpretiert ([Albrecht u. Mende(1989b), S. 125-146]), dass bei Annäherung an die Wachs-
tumsgrenze durch die Umwelteinschränkungen die Bremsphase verursacht wird und dabei zu-
sätzliche Wechselwirkungen des Systems mit der Umwelt auftreten, die das System zu einer
höheren Kooperation seiner Teilsysteme zwingen. Das bedeutet praktisch, dass die erfolgreiche
Installation von wachstumsbremsenden Rückkopplungen im System mit der Not-
wendigkeit höherer Kooperation der Systemteile verbunden ist. Aus alledem ergeben
sich eine Reihe von Folgerungen für die Bremsphase des Wachstums, die teilweise bereits
erwähnt wurden. Eine größere Kooperation erfordert stärkere Wechselwirkungen und somit
auch stärkere wechselseitige Abhängigkeit der Teilsysteme. Wegen dieser stärkeren Vernet-
zung ist dann auch die Steuerung wesentlich schwieriger, weil viel mehr Nebenwirkungen
möglich sind. Daher muss in dieser Situation nach F. Vester stärker kybernetisch gedacht
werden. Auch Fehlerauswirkungen sind schwerwiegender, da sie sich wegen der stärkeren
Kopplungen auf größere Teilbereiche des Systems auswirken. Infolge der kleineren Wachstums-
geschwindigkeit ist auch mit einer längerfristigen Auswirkung von Fehlern zu rechnen. Um
in einem stark verkoppelten Wirtschaftssystem die richtigen Entscheidungen zu treffen, ist ein
wesentlich tieferes Verständnis der Systemzusammenhänge sowie der Funktion und Reakti-
on des Gesamtsystems notwendig. Die Wirtschaftsmanager und Wirtschaftspolitiker werden
somit während der Bremsphase des Wachstums mit neuartigen schwierigeren Problemen kon-
frontiert, zu deren Bewältigung sie eine höhere Qualifikation benötigen. Das längerfristige
Wirken von Fehlern und Fehlentscheidungen ist damit verbunden, dass während der Bremspha-
se die Zuwächse sinken und deshalb Fehler durch Umverteilung von Zuwächsen nicht mehr so
schnell ausgeglichen werden können. Die Behauptung, dass es die Wirtschaftmanager während
der Bremsphase schwerer haben, soll noch an einem Beispiel erläutert werden. In der Nachkriegs-
phase mit beschleunigtem Wachstum in Deutschland, also in der Zeit des Wirtschaftswun-
ders, als die Bremsphase noch in relativ weiter Zukunft lag, hatten es die Wirtschaftsmanager
und Betriebsleiter einfach, denn sie brauchten im Wesentlichen nur die Organisation der
Produktion zu bewältigen. Hätte zu dieser Zeit jemand unmodische lila-gelbe Schuhe
produziert, so hätten die Leute wegen des Mangels nach dem Kriege um nicht barfuß gehen
zu müssen, auch solche Schuhe noch gekauft. Die Sättigungs- oder Bremsphase kam u.a. auch
dadurch zustande, dass der Markt gesättigt war. Dadurch wurde die Konkurrenz größer und
wenn nun jemand unmodische Schuhe produziert, so hat er große Absatzschwierigkeiten, d.h. es
muss nun nicht nur die Produktion, sondern auch der Absatz organisiert werden. Dazu benötigt
man viel mehr Wissen über das Gesamtsystem (z.B. über potentielle Konkurrenten). Wie aus
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Tabelle 4.8 und aus den Abbildungen zum Stromverbrauch in den USA, in der UdSSR und
in Deutschland sowie zum globalen Primärenergieverbrauch zu ersehen ist, haben sich bei der
Anpassung des Evolonmodells immer größere Werte für den Parameter λ als für den Parameter
κ ergeben.
Wegen der durch die Ableitung des Modells mittels des Exponentialturms nahegelegten In-
terpretation dieser Kooperativitätsexponenten als Maß für die Kooperation (s. Abschn. 4.6.1)
entspricht der Bremsphase ein stärkeres Maß an Kooperation als der Beschleunigungsphase.
Bisher gibt es allerdings nicht allzu viele Wachstumsprozesse, für die genügend Daten im Sät-
tigungsbereich vorliegen, um den λ-Wert hinreichend genau bestimmen zu können. Deshalb ist
diese Hypothese im Vergleich zu den anderen weniger gut empirisch begründet. Für das Zu-
standekommen einer höheren Kooperation müssen eine Reihe von Voraussetzungen erfüllt
sein. So werden z.B. stärkere Informationsflüsse zwischen den Systemteilen benötigt, denn
man kann schlecht kooperieren, ohne mit dem Kooperationspartner Informationen auszut-
auschen. Darum muss die Informationsnutzung auf ein höheres Niveau gehoben werden. Dies
ist wahrscheinlich auch der Grund für den immensen Aufschwung der Computerindustrie
und Nachrichtentechnik in den letzten Jahrzehnten, da hierdurch ein ganz wichtiges Bedürfnis
bei der Weiterentwicklung des Systems in der Bremsphase des Wachstums erfüllt wird. An die-
sem Beispiel wird auch deutlich, dass in der Bremsphase die Erhöhung der Qualität wesentlich
und wichtiger als die Erhöhung der Quantität ist. (Deswegen wird die Bremsphase auch „inten-
sive Bremsphase“ genannt.) Entsprechend wird die anfängliche Beschleunigungsphase auch als
extensive Wachstumsphase bezeichnet. Bekanntlich kann die Erhöhung von Quantität das Auf-
treten einer neuen Qualität ermöglichen. Umgekehrt macht die Erhöhung der Qualität häufig
auch größere Sprünge in der Quantität möglich, beispielsweise bei Speichermedien für „Personal
Computer“ oder bei optischen Kabeln für die Informationsübertragung. Soll nun die Koope-
ration auf ein höheres Niveau gehoben werden, indem gleichzeitig mit vielen Partnern oder
Teilen des Systems kooperiert wird, dann ist es sehr wichtig, die wesentlichen Vorgänge im
Gesamtsystem zu überschauen und einzuordnen. Dazu ist eine hohe Transparenz im System
besonders notwendig. Bezüglich der Anforderungen der Bremsphase hat M.S. GORBATSCHOW
seiner Zeit mit seiner Forderung nach Glasnost (Transparenz) genau ins Schwarze getroffen.
Das Gegenteil von Transparenz ist Geheimhaltung. Sie ist in der Bremsphase noch proble-
matischer als während der Beschleunigungsphase des Wachstums. Durch Geheimhaltung wird
notwendigerweise gleichzeitig bewirkt, dass Teile des Systems von der Teilnahme an der
Lösung von Problemen ausgegrenzt werden. Auf diese Weise bleibt ein erhebliches Problem-
lösungspotential in der schwierigen Bremsphase ungenutzt und es werden so weniger optimale
oder auch Fehllösungen wahrscheinlicher. Ein besonders schwerwiegendes, eindrucksvolles Bei-
spiel dafür ist die Entwicklung und Anwendung der Kernenergietechnik. Die Ausgrenzung
von Problemlösungspotential hat in diesem Fall dazu geführt, dass Milliarden von Forschungs-
und Entwicklungsgeldern fehlinvestiert wurden, wofür der fertig gebaute, aber nicht in Betrieb
genommene Brutreaktor in Kalkar ein markantes Beispiel ist. Ohne die Geheimhaltung wä-
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re beispielsweise sicherlich viel früher zutage getreten, dass die Probleme beim Betreiben von
Brutreaktoren größer als vorher vermutet sind oder dass bei Einrechnung aller Folgekosten
und Berücksichtigung der Risiken die Erzeugung von Atomstrom mit den heute zur Verfügung
stehenden Techniken unrentabel bzw. nicht konkurrenzfähig ist. Es erscheint auch denkbar,
dass die Katastrophe von Tschernobyl verhindert worden wäre, falls die Öffentlichkeit immer
Zugang zu Informationen über das Gefahrenpotential der in Tschernobyl verwendeten Reakto-
ren und der dort herrschenden Betriebszustände gehabt hätte. Ein weiteres Beispiel dafür wie
Geheimhaltung am Ende zu immensen Fehlentwicklungen führen kann, ist die Überrüstung
insbesondere in den USA und der UdSSR während der Periode des kalten Krieges, in der 2.
Hälfte des 20. Jahrhunderts. Die Wichtigkeit von Transparenz für eine gesunde Weiterentwick-
lung von Wirtschaftssystemen in der Bremsphase des Wachstums kann gar nicht überschätzt
werden.
Informationsaustausch und Transparenz können aber für Kooperation nur sinnvoll und ef-
fektiv genutzt werden, wenn es einen Konsens über die Orientierung (also über die Ziel-
vorstellung) gibt. Dabei muss natürlich die Orientierung in Übereinstimmung mit den Mög-
lichkeiten und den Entwicklungsbedingungen des Systems sein. Wie schon zuvor angedeutet,
kann beispielsweise ein Konsens über die Orientierung auf Wachstum in der objektiv beding-
ten Bremsphase wenig oder nur Unheil bewirken. Die sinnvolle Orientierung ist während der
Sättigungsphase besonders wichtig, da man nicht mehr alles parallel und gleichzeitig betreiben
kann, weil dafür die Ressourcen und Kapazitäten nicht mehr reichen, deren Begrenztheit eine
Ursache für den Übergang in die Bremsphase war. Eine sinnvolle Orientierung hat daher in
der Bremsphase auch immer etwas zu tun mit der zweckmäßigen Verwendung der knapp
gewordenen Ressourcen. Durch koordiniertes Zusammenwirken im Rahmen einer gegebenen
Orientierung können große Leistungen des Systems vollbracht werden, wie sie auch als Reaktion
auf den erhöhten Evolutionsdruck in der Bremsphase des Wachstums notwendig sind. Wenn
z.B. wegen der knapp gewordenen Fläche in den Niederlanden wieder ein großer Deich gebaut
wird, dann gibt es zunächst eine Orientierung darauf und dann wirken alle Teile des Systems
kooperativ zusammen und am Ende wird ein solcher Deich auch tatsächlich realisiert. Ohne
Orientierung und Kooperation sind solche Leistungen nicht vorstellbar. Auch sind praktisch
alle großen Bauten der Menschheit mittels Orientierung und Kooperation zustande gekommen.
Dazu gehören u.a. die Chinesische Mauer und die niederländischen Deiche. Besonders beein-
druckend sind in dieser Hinsicht die Kathedralen in Frankreich, wo durch eine gleichbleibende
Orientierung über Jahrhunderte am Ende ganz bemerkenswerte Bauwerke mit einheitlicher Ar-
chitektur entstanden sind. Leider ist bei einem derartigen Vorgehen auch immer ein gewisses
Maß an Zwang und Reglementierung nicht zu vermeiden. Wahrscheinlich werden nicht alle,
die an der Errichtung solcher Kathedralen mitwirkten, dies freiwillig und aus eigenem Entschluss
getan haben. In den letzten Jahrzehnten wurde in Deutschland sehr auf individuelle Freiheiten
und die multikulturelle Gesellschaft orientiert. Man muss sich dann aber auch bewußt sein,
dass die Kehrseite dieser Bestrebungen darin besteht, dass bei einer derartiger Orientierung
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überragend große Leistungen nicht vollbracht werden können. Daher wird es zur Bewältigung
der beträchtlichen, mit der Bremsphase des Wachstums verbundenen Probleme wichtig sein,
die große Mehrheit von der Sinnfälligkeit der Orientierung zu überzeugen und so zu einem
Konsens über die Orientierung zu kommen. Das ist z.B. ein ganz aktuelles Problem bei
der notwendigen Gestaltung einer zukunftsfähigen Energieversorgung in Deutschland. Da die
Bremsphase durch Umweltressourcen- und Umweltkapazitätsbegrenzung erzwungen wird, las-
sen sich im Zusammenhang mit der notwendigen höheren Kooperation Reglementierungen,
Abstimmungen und Einschränkungen nicht vermeiden. Praktisch erzwingen die Wachs-
tumsbegrenzungen eine höhere Kooperation zur Verwaltung des Mangels an Ressourcen. Unter
den Bedingungen der Bremsphase dienen jedoch die notwendigen Reglementierungen nicht der
Einschränkung von Freiheiten, sondern vielmehr der Durchsetzung des maximal möglichen
Maßes an Freiheiten. Dies soll am Beispiel der Bewässerungssysteme im Altertum erläutert
werden. Man war damals an Grenzen für die Ernährung gestoßen und man hat auf diesen Evolu-
tionsdruck mit erhöhter Kooperation reagiert, indem Bewässerungssysteme gebaut wurden. Auf
diese Weise konnten zwar wieder alle ernährt werden, aber es mussten sich auch alle den Regeln
unterwerfen, die zum Bau und zum Betreiben des Bewässerungssystems notwendig waren. Auf
diese Weise konnten die einzelnen Bauern und Bewohner nun einerseits nicht mehr ganz so frei
machen, was sie wollten. Aber andererseits hätten sie sonst imWesentlichen nur noch die Freiheit
zu Hungern und Verhungern gehabt. Insofern dienten diese Reglementierungen dann doch der
Durchsetzung des maximal möglichen Maßes an Freiheiten unter den Bedingungen der Brems-
phase. Natürlich ließen sich schon damals solche Bewässerungssysteme nicht ohne Planungen
und Koordinierungen aufbauen und betreiben. Um die in der Bremsphase des Wachstums
noch bestehenden Entwicklungsmöglichkeiten des Systems unter den Bedingungen von Res-
sourcen und Kapazitätseinschränkungen optimal nutzen zu können, gewinnen daher Planungen
und Koordinierungen an Wichtigkeit. Damit sind allerdings nicht Planungen von der Art und
Qualität gemeint, wie sie früher in Ostdeutschland durch die staatliche Plankommission vorge-
nommen wurden. Die in der Sättigungsphase notwendig werdenden Reglementierungen
haben - anders ausgedrückt - etwas damit zu tun, dass in dieser Phase die Wachstumsgrenzen
praktisch eine höhere Kooperation zur Verwaltung des Mangels erfordern.
So versucht man z.B. im Rahmen des Klimaschutzes den Mangel an vertretbaren weiteren
CO2-Emissionen zu reglementieren. Dazu dienten u.a. die UNO-Konferenzen in Rio de Janeiro,
Berlin, Tokio und weitere Nachfolgekonferenzen.
Die Bemühungen um die Einführung von CO2-Steuern sind als Bemühungen anzusehen,
Rückkopplungen einzuführen, die das Wachstum von CO2-Emissionen verringern sollen. In die-
sem Fall wird sogar ein Rückgang auf ein Niveau angestrebt, das deutlich unter dem gegen-
wärtigen Niveau liegt, da nach Meinung von Experten (z.B. Enquetekommission zum Schutz
der Erdatmosphäre des Deutschen Bundestages) die Tragfähigkeitsgrenze bereits wesentlich
überschritten wurde. Beim CO2-Problem handelt es sich auch um ein Evolutionsproblem,
das durch Wachstum ausgelöst wurde. Denn die CO2-Konzentration in der Atmosphäre
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ist durch anthropogene Aktivitäten auf so große Werte angewachsen, dass mit einer für den
Menschen gefährlichen Veränderung des Klimasystems gerechnet werden muss. Ein offensicht-
licheres Beispiel ist das Wachstum der Weltfischereiindustrie. Das System kann man sich in
diesem Fall bestehend aus Untersystemen vorstellen, die aus den Fischereiindustrien der ein-
zelnen Länder bestehen. Als die Größe der globalen Fischereiindustrie noch weit entfernt von
den Tragfähigkeitsgrenzen war und die Fischer der einzelnen Länder sich im Wesentlichen in ih-
ren Küstengewässern aufhielten, gab es wenig Notwendigkeit für Kooperation, Reglementierung
und Planung. Als dann die Fischereiindustrie aber soweit gewachsen war, dass auch im globalen
Maßstab kaum noch so viel nachwachsen konnte, wie gefangen wurde, dann war es schon nötig,
zu reglementieren und Fischfangquoten festzusetzen und auf diese Weise zu kooperieren und zu
koordinieren.
Die internationalen Abkommen zur Reduzierung und Einstellung der FCKW-Produktion
stellen ein ähnliches Beispiel von zunehmender Kooperation in der Nähe von Grenzen dar. In die-
sem Fall war das Ozonloch auf eine kritische Größe angewachsen und um diesen Prozess zu stop-
pen, kam es zu Abmachungen und Reglementierungen, die den Ursachen des weiteren Wachs-
tums entgegenwirken sollen. So kam es auch hierbei wieder zur Ausbildung von Rückkopplungen
zur Abbremsung des Wachstums. Da auch hier die Tragfähigkeitsgrenze bereits überschritten
wurde, muss ähnlich wie beim CO2-Problem angestrebt werden, die FCKW-Konzentration in
der Atmosphäre unter bereits realisierte Werte herabzudrücken. Auch als in den beiden Wel-
tenergiekrisen am Ende des 20. Jahrhunderts sichtbar wurde, dass das Energieverbrauchs-
wachstum an Grenzen stößt, kam es zur Kooperation z.B. durch die staatliche Förderung von
Energiesparmaßnahmen und die Gründung des Instituts für Rationelle Energieanwendung in
Stuttgart sowie der Unterstützung von Forschergruppen zur Untersuchung der Möglichkeiten
effektiverer Energienutzung. Dies hat dann z.B. auch zu Reglementierungen und gesetzlichen
Bestimmungen über die Wärmeisolierung von Bauten (Wärmeschutzverordnung) geführt.
Diese kooperative Anstrengung zur Energieeinsparung war schließlich so erfolgreich, dass nach
1973 trotz weiter steigenden Bruttoinlandsproduktes, der Primärenergieverbrauch nicht weiter
wuchs (Entkopplung). Dies ist in Abb. 4.7 dargestellt.
Auch in Zusammenhang mit dem Wachstum weiterer Umweltprobleme kam es zu immer mehr
Reglementierungen und Koordinierungen und Planungen.
So wurde z.B. in den USA für die Jahre 1993-1997 ein 5-Jahrplan für die Umweltrestaurierung
und Abfallwirtschaft aufgestellt. (Kaum hatte also die Sowjetunion mit Planen aufgehört, fing
man in den USA damit an. Allerdings besteht ein großer Unterschied zwischen dem Plan für
die Gesamtwirtschaft und einem Plan zur Eindämmung eines ökologischen Problems.)
Ein weiteres Beispiel ist die Nutzung des Jordanwassers. Hier war der anthropogene Ver-
brauch soweit angewachsen, dass eine weitere Steigerung unmöglich wurde. In dieser Situation
begannen dann sogar nicht befreundete Staaten (Jordanien und Israel) mit Kooperation und
Koordinierung.
Ein weiteres Beispiel, wie man durch Reglementierung versucht, das Anwachsen von Umwelt-
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problemen zu bremsen, ist die Technische Durchführungsbestimmung Luft, die in Deutschland
eine große Bedeutung hatte. Aber auch alle Grenzwerte, die inzwischen für toxische Stoffe ge-
setzlich vorgeschrieben wurden, sind ähnliche Beispiele.
Langfristplanungen und Orientierungen nehmen ebenfalls im Rahmen der Eindämmung und
Zurückdrängung des Wachstums von umweltbelastenden Kenngrößen an Bedeutung zu. So ist
z.B. für die ökologische Steuerreform die langfristige Orientierung besonders wichtig, einerseits
für die langfristige Vermeidung von CO2-Emissionen und andererseits für die Ermöglichung
langfristiger Investitionsplanungen.
Auch die Gründung des Internationalen Institutes für Angewandte Systemanalyse (IIASA)
in Luxemburg bei Wien, wie auch die Gründung der UNESCO sind Beispiele dafür, wie ver-
sucht wird, anwachsende Probleme durch internationale Kooperation einer Lösung zuzuführen.
(Selbst im Rahmen der immer weiter wachsenden Weltraumprogramme sah man sich zu er-
höhter Kooperation gezwungen.) Bekanntlich begann diese Entwicklung mit einer großen Kon-
kurrenz zwischen den USA und der UdSSR, aber schon während des kalten Krieges begann eine
sich später verstärkende Kooperation. Dies ist ganz ähnlich, wie es zur Vermeidung eines Kol-
lapses bei Annäherung an Wachstumsgrenzen auch in Wirtschaftssystemen und Ökosystemen
der Fall sein muss.
Ein wichtiges Beispiel, dass auch Planungen in der Bremsphase des Wachstums notwendiger
werden, ist der „Nationale Umweltpolitik-Plan“ , der auf Nachhaltigkeit in den Niederlanden
orientiert und ebenfalls zur Eingrenzung des Wachstums umweltbelastender Kenngrößen durch
Einführung negativer Rückkopplungen beitragen soll.
Die bisherigen Ausführungen zur 2. Hypothese über die erhöhte Kooperation während der
Bremsphase des Wachstums wurden im Wesentlichen schon vor längerer Zeit zusammengestellt
und anlässlich der Konferenz „State of the Art in Ecological Modelling and Ecological Engenee-
ring“ 1992 in Kiel vorgetragen (siehe Textzitate Abb. A.4) Damals waren die Hypothesen noch
weniger begründet. Im Zusammenhang mit der Ausarbeitung dieser Vorlesung wurde in der Li-
teratur noch eine beträchtliche Anzahl von Aussagen gefunden, die diese Hypothese zusätzlich
stützen. Diese Aussagen sollen im Folgenden kurz erläutert werden. Mehrere solcher Aussagen
finden sich in dem Buch „Die ökologische Wende“ [Kunz(1983)]:
„Ziel sollten vielmehr stärkere Transparenz, größere Einsicht ... bessere ökonomisch
sinnvollere, dabei ökologisch vertretbare Entscheidungen . . . sein. Das bedeutet letzt-
lich mehr Freiheit für jeden.“ (S.21)
„Vom heute im Umweltschutz üblichen Krisenmanagement müssen wir zur verant-
wortungsbewußten Zukunftsplanung kommen.“ (S. 28)
„Der Weg zu dieser dritten Stufe unseres Umganges mit der Umwelt kann nicht Sache
weniger Experten sein, sondern muss von jedem einzelnen Bürger mitgestaltet und
mitgetragen werden.“
Implizit bedeutet das, dass eine Kooperation aller möglich sein und verwirklicht werden muss,
wozu Zugang zu relevanten Informationen also keine Geheimhaltung, sondern Transparenz und
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Orientierung wichtige Voraussetzungen sind. ( Dürrenmatt: „Probleme, die alle betreffen, können
auch nur von allen gelöst werden.“). Dies kommt auch im nächsten Zitat zum Ausdruck. „Es wird
eine große Aufgabe für die Schule . . . für die Medien, für Presse, Rundfunk und Fernsehen sein,
eine verantwortliche Dolmetscherfunktion zu übernehmen. Nur so ist Transparenz, Konsens
und eine gedeihliche Entwicklung zu erreichen.“ Besonders viele, die 2. Hypothese stützende Ge-
danken sind in dem Buch „Wohlstand durch Vermeiden“ [Müller u. Hennicke(1994)] enthalten:
„Doch alle Szenarienrechnungen zeigen: Die Realisierung dieses Ziels (25-30% weni-
ger CO2 bis 2005) ist nicht im marktwirtschaftlichen Selbstlauf zu erreichen, sondern
erfordert politische Richtungsentscheidungen und staatlich gesetzte Rahmenbedin-
gungen Abstimmung, Orientierung für den de facto privatwirtschaftlich operieren-
den Energiesektor. Von daher muss eine problemadäquate Umweltpolitik neben der
notwendigen Ausweitung der „marktwirtschaftlichen Instrumente im Umweltschutz“
auch einen neuen, ökologisch orientierten Rahmen für Planungen und Investitions-
entscheidungen setzen. Dafür müssen effiziente staatliche Gestaltungsinstrumente
entwickelt werden.“
[Müller u. Hennicke(1994), S. 154]
In diesem Sinne ist K. BIEDENKOPF zuzustimmen:
„Alles zusammengenommen bedarf es der staatlichen Planung. Deshalb ist die
Konfliktkonfiguration ’hier Plan - dort Markt’ unsinnig. Der Markt ist eine geplante
Veranstaltung. Wenn er nicht geplant wird, ist er kein Markt, sondern ein Selbstor-
ganisationsprozess der Gesellschaft, der völlig außerstande ist, die hier beschriebene
Aufgabe (die ökologische Dimensionierung der Wirtschaftsordnung, die Verfasser)
zu leisten.“ (Biedenkopf 1990) . . .
„Das entscheidende Jahrzehnt zum Umsteuern hat begonnen und muss eine neue
Investitionsdynamik installieren. Grundlegend ist hierfür das Primat langfristig
vorausschauender und gestaltender Politik. Die grundsätzliche neue Heraus-
forderung ist dabei, dass aufgrund der „Naturschranke“ dem Wirtschaftssystem
erstmals eine absolute und drastische Mengenbegrenzung für bedeutende
Marktsegmente . . . vorgegeben werden muss.“ [Müller u. Hennicke(1994), S. 154].
„Die staatliche Rahmensetzung muss den Strukturwandel fördern. Ein wichtiges
Instrument ist hierbei die Internalisierung der externen Kosten, um auf diese Weise
die Lenkungsfunktionen des Preismechanismus zu verbessern. Der Staat muss au-
ßerdem Belastungsgrenzen festsetzen, um einen ökologischen Zusammenbruch
zu verhindern.“ [Müller u. Hennicke(1994), S. 188]
Auch hieraus ist zu entnehmen, dass im Rahmen des Wirtschaftswachstums und der damit
verbundenen Vergrößerung der Umweltproblematik während der Bremsphase des Wachstums
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ökologisch orientierte Rahmenbedingungen gesetzt werden müssen, was sowohl auf Orientierung,
als auch auf Reglementierung hinausläuft. Außerdem wird deutlich ausgedrückt, dass in dieser
Phase Planungen immer wichtiger werden.
Ein weiteres, zu dieser Thematik passendes Zitat entstammt dem Buch von V. HÖSLE „Phi-
losophie der ökologischen Krise“ [Hösle(1991), S. 118].
„Der Unternehmer, dessen die ökologisch-soziale Marktwirtschaft bedarf, wird sich
in seinem Wesen in vielem vom bisherigen Manager unterscheiden. Er wird nicht
primär an kurzfristige Gewinne denken - er wird vielmehr das eigene wirtschaftliche
Handeln in einen größeren kulturellen Kontext und in eine längerfristige
Entwicklung einzuordnen vermögen.“
Dieser „kulturelle Kontext“ und die „langfristige Entwicklung“ hängen wiederum mit der Orien-
tierung zusammen. Ein weiteres Zitat fand sich in dem Buch „Erde im Gleichgewicht“ (PIEL,
G.,1994) S.44:
„Im Jahre 1950 hat kein Mensch für die Bedürfnisse einer Bevölkerung geplant, die
sich bis heute auf 5 Milliarden verdoppeln würde. Nach einer nochmaligen Verdopp-
lung . . . sind größere absolute Zahlen im Spiel . . .Das erfordert Nachdenken besser
noch Planung.“
Im Jahre 1994 hat an der Universität Passau eine Veranstaltung zur modellgestützten Regio-
nalplanung („RegioPlan“) stattgefunden.
Auch bei der Landnutzung entsteht durch Wachstum ein verstärkter Bedarf an Regulierung
und Planung, denn je mehr die Besiedlungsdichte angewachsen ist, umso mehr Planung, Regle-
mentierung und Koordinierung ist nötig. Dies wird z.B. an der Besiedlung des Westens der USA
deutlich. Die ersten Goldgräber haben einfach ihre Landfläche abgesteckt und so innerhalb von
Stunden und Tagen Land in Besitz genommen. Inzwischen ist dort die Besiedlungsdichte stark
gewachsen und wer heute dort Land in Besitz nehmen möchte, muss mit einer erheblichen Men-
ge an Behördengängen und mit einem vielfachen Zeitaufwand rechnen. Anlässlich der Tagung
im Jahre 1994 an der Universität Passau machte B. SCHMIDT u.a. folgende Feststellungen:
„Planung ist immer erforderlich, wenn es um den Verbrauch nichtregenerierbarer
Ressourcen geht“ und „Nachhaltige Wirtschaft geht nicht ohne Planung.“
Im Jahre 1996 befasste sich M. REDCLIFT (UK) auf einer Konferenz in Maastricht mit den
Möglichkeiten „der Reduzierung der Landnutzungsrate durch Stadt- und Regionalplanung.“ (
„reducing rate of land consumption via urban and regional planning“).
Auf derselben Konferenz hat die niederländische Umweltministerin Margarete de Boer darauf
hingewiesen, dass ein „neuer Typ von Kommunikation“ nötig ist.
Auch das stimmt überein mit der Notwendigkeit erhöhter Information, Kommunikation,
Transparenz, Orientierung und Kooperation während der Bremshase des Wachstums, wie sie
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durch 2. Hypothese formuliert wird. Auf den Umstand, dass nach dem Anwachsen der Besied-
lungsdichte über einen Schwellwert Regional- bzw. Raumplanung notwendig ist, weist auch der
Name des Aufbaustudiums „Umweltschutz und Raumplanung“ an der Technischen Uni-
versität Dresden hin. Zur Zeit als die Goldgräber in den Westen der USA einrückten, war dort
die Besiedlungsdichte derart minimal und fern von Obergrenzen, dass die Notwendigkeit für
Raumplanung zunächst nicht vorlag.
Zusätzlich zu dem wesentlichen Unterschied zwischen Beschleunigungs- und Bremsphase hin-
sichtlich der Stärke der Kooperation behauptet die nächste Hypothese weitere Unterschiede
zwischen diesen Phasen.
4.7.5 Hypothese 3: Die Bremsphase des Wachstums unterscheidet sich quantitativ und
qualitativ von der Beschleunigungsphase
Dies strahlt im Falle des Wirtschaftswachstums auch auf andere, nicht unmittelbar zum Wirt-
schaftssystem gehörende Bereiche aus. Im Falle der Sowjetunion hatte sich gezeigt, dass sich im
Abb. 4.87: Zuwachs des Stromverbrauchs, UdSSR
Zeitraum von 1950 bis 1975 der Stromverbrauch um den Faktor 11 erhöhte (siehe Abb. 4.87).
Für die darauf folgenden 25 Jahre würde nach dem Evolonmodell nicht einmal ein Faktor 2 zu-
stande kommen. Da sich das Jahr 1975 nahe am Zuwachsmaximum befindet, liegt folglich stark
unterschiedliches quantitatives Wachstum während der Beschleunigungsphase im Vergleich zur
Bremsphase vor. Betrachtet man wieder den Stromverbrauch als Indikator für quantita-
tives Wirtschaftswachstum, so ergibt sich ein stark unterschiedliches Wirtschaftswachstum
vor und nach dem Zuwachsmaximum.
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Dieser starke quantitative Unterschied lässt vermuten, dass auch qualitative Ände-
rungen zustande kommen und dass diese qualitative Veränderungen auch ausstrahlen auf
das Sozialsystem sowie auf philosophische Ansichten und Lebenshaltungen. Wie schon erläutert
wurde, gab es vor 1973 in der Beschleunigungsphase Ansichten, dass man das Wachstum der
Menschheit durch die Besiedlung von Sternen fortsetzen könnte. Es gab auch sonst eine
Wachstumseuphorie, die u.a. zum Bau von Passagierüberschallflugzeugen geführt hatte.
In der anfänglichen beschleunigten Wachstumsphase wurde also kaum an Wachstumsgrenzen
gedacht. Es scheint auch eine Parallelität von Wirtschaftswachstumsphasen und den Entwick-
lungsphasen von Menschen zu geben. Die anfängliche Beschleunigungsphase des Wachstums
entspricht mehr dem Kindesalter. Kinder können bekanntlich häufig nicht genug kriegen und
sie raffen zunächst alles Erreichbare zusammen. Die Bremsphase würde dann mehr der weisen
Beschränkung im Alter entsprechen. Nach R. SCHULZ ist die Weisheit verbunden mit dem
Erkennen von Grenzen. Natürlich ist fortdauerndes Wachstum in Konflikt mit der Forderung
nach Nachhaltigkeit und insofern hängt der Übergang zur Nachhaltigkeit mit dem Übergang in
die Bremsphase des Wachstums zusammen. Zum Übergang in die Nachhaltigkeit wird im
Buch von MEADOWS u.a. „Die neuen Grenzen des Wachstums“ von 1992 festgestellt, dass er
ähnlich tiefgreifend ist wie die Neolithische und die Industrielle Revolution. Begreift man nun
den Übergang zur Bremsphase als Teil des Übergangs zur Nachhaltigkeit, so folgt auch daraus,
dass es starke Unterschiede zwischen anfänglicher Beschleunigungsphase und späterer Brems-
phase des Wachstums gibt. Bemerkenswert ist in diesem Zusammenhang auch, dass obwohl die
Bremsphase schon seit ca. 1970 dominiert, in der Wirtschaftspolitik nach wie vor weiter
auf Wachstum orientiert wird. Die Nichtanerkennung des objektiv stattfindenden Übergangs
zur Bremsphase des Wachstums hat auch schon zu Überkapazitäten und Fehleinschätzun-
gen geführt. Denn durch die Wachstumsorientierung wurden nach 1970 in Westdeutschland
Überkapazitäten geschaffen und namhafte Wirtschaftsmanager sagten bei der Vereinigung
Deutschlands ein starkes Wachstum der Wirtschaft in Ostdeutschland ähnlich wie zur Zeit des
Wirtschaftswunders voraus, sobald nur die Bedingungen für die freie Marktwirtschaft hergestellt
sein würden. Diese Wachstumserwartungen haben sich offenbar nicht erfüllt. Das liegt daran,
dass sich das westdeutsche Wirtschaftssystem 1990 nicht mehr in der anfänglichen Beschleu-
nigungsphase des Wachstums befand, sondern bereits seit ca.1970 die Bremsphase dominierte.
Hätte sich die BRD 1990 noch in der Beschleunigungsphase des Wachstums befunden, wären
die Erwartungen dieser Manager sicher richtig gewesen. Das Wachstum würde sich dann auch
schnell auf Ostdeutschland ausgedehnt haben. Wahrscheinlich hätten sich in Ostdeutschland
Tochtergesellschaften westlicher Unternehmen gebildet und die Fabrikgebäude und die Arbeits-
kräfte wären übernommen worden. Die veralteten Maschinen in Ostdeutschland wären durch
moderne westliche Maschinen ersetzt worden und die ostdeutsche Wirtschaft wäre dann einfach
mit gewachsen. In der Bremsphase des Wachstums ist die Situation jedoch grund-
legend anders. Wie bereits angedeutet wurde, ist diese Bremsphase trotz der Orientierung
auf Wachstum zustande gekommen und diese Orientierung hatte dazu geführt, dass in West-
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deutschland Überkapazitäten errichtet wurden. So kam es dann ganz anders, als es die erwähnten
Manager erwarteten. Denn in der Brems- oder Sättigungsphase, die u.a. dadurch zustande kam,
dass der Markt abgesättigt war, ist objektiv jeder funktionierende Ostbetrieb ein Konkurrent
für einen entsprechenden Westbetrieb. Dazu kam noch, dass die Arbeitskräfte aus Ostdeutsch-
land in großen Scharen nach Westdeutschland übersiedelten und sich die Möglichkeit bot, end-
lich einmal die Überkapazitäten in den westlichen Betrieben auszulasten. Da die Bremsphase
schon dominierte, wurden keine Tochtergesellschaften gegründet, sondern zunächst die wegen
falscher Wachstumserwartungen in Westdeutschland errichteten Überkapazitäten ausgelastet.
Auch diese falsche Erwartung von Managern ist ein Indiz dafür, dass die Bremsphase
des Wachstums qualitativ verschieden ist von der Beschleunigungsphase, in der die optimisti-
sche Erwartung wahrscheinlich auch eingetroffen wäre. Der Vereinigungsprozess in Deutschland
wäre demnach ganz anders verlaufen, falls die Vereinigung vor 1970, während der Beschleuni-
gungsphase stattgefunden hätte. Der Umstand, dass sich die Bremsphase des Wachstums trotz
weiterer Wachstumsorientierung seit Anfang der 70er Jahre durchsetzt, weist darauf hin, dass
es sich hierbei um einen kaum vermeidbaren objektiven Prozess handelt.
Ein wichtiger qualitativer Unterschied zwischen anfänglichem beschleunigtem Wachstumspro-
zess und der anschließenden Bremsphase wurde hinsichtlich der Kooperation und ihrer Voraus-
setzung bereits in der 2. Hypothese zum Ausdruck gebracht.
4.7.6 Hypothese 4: Es existiert eine Tendenz zur Vermeidung der Bremsphase. Dies ist
verbunden mit der Trägheit des wachsenden Systems und einem Wachstumsdrang.
Angeregt wurde diese Hypothese bei einem Vergleich der Zuwachsdaten zum Stromverbrauch
in den USA und der UdSSR mit entsprechenden Kurven des Evolonmodells (siehe Abb. 4.83).
Der Vergleich des Daten mit dem Modellverlauf vermittelt den Eindruck, als würde nach dem
Zuwachsmaximum versucht, mit wachsenden Zuwächsen fortzufahren. Dies gelingt aber nicht
und so fallen die Datenwerte später wieder auf die Höhe der Modellwerte zurück. Die Ursa-
che scheint in einer ungenügenden Einsicht in ökologisch-ökonomische Zusammenhänge und
einer daraus folgenden Verabsolutierung der Beschleunigungsphase des Wachstums zu liegen.
Dadurch wurde die zur Bremsphase führende neue Situation, gekennzeichnet durch wachstums-
beschränkende Umweltbedingungen, nicht rechtzeitig erkannt. Offenbar wollte man praktisch
die Ressourcen und Kapazitätsbeschränkungen, durch die die Bremsphase des Wachstums er-
zwungen wird, zunächst nicht wahrhaben und es wurde daher weiter auf die Fortsetzung des
Wachstums mit hohen Wachstumsraten orientiert. Damit ist versucht worden, den Evo-
lutionsdruck zu ignorieren, der in der Bremsphase bewältigt werden muss. Man blieb so
gefangen in einer Wachstumsideologie, die sich in der Zeit des Wirtschaftswunders nach dem 2.
Weltkrieg verstärkt herausgebildet hatte, denn in der Zeit des Wirtschaftswunders lief tatsäch-
lich Wirtschaftswachstum und Wohlstandserhöhung parallel. Wahrscheinlich wollte man auch
den Stress vermeiden, der mit dem Übergang zur stärkeren Kooperation in der Bremsphase
zusammenhängt, in der es die Wirtschaftsmanager dann objektiv schwerer haben.
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Der Ruf einiger Manager nach weiterem Wachstum lässt sich z.T. auch so verstehen, dass
sie sich den größeren Anforderungen in der stärker kooperativen Bremsphase mit den vielseitigen
Wechselwirkungen und Abhängigkeiten nicht gewachsen fühlen. Daher möchten sie lieber die
Beibehaltung der Wachstumssituation, in der sie sich als Herr der Lage fühlen können.
Im Zusammenhang mit den qualitativ neuen Anforderungen an die Manager während der
Bremsphase des Wachstums wäre es natürlich auch gar nicht so gut, wenn die neuen, jungen
Manager ausschließlich von den alten Managern ausgebildet werden, denn diese haben in
der Beschleunigungsphase des Wachstums ganz andere Erfahrungen gemacht. Als dies
1992 als Hypothese formuliert wurde, gab es zufällig wenige Tage später eine Fernsehsendung
im Westdeutschen Rundfunk (WDR), in der dieses Problem tangiert wurde. Da ging es um
die Ausbildung von Managern im Schloss Gymlich und vom Leiter der Ausbildung wurde
festgestellt, dass ein großes Problem darin besteht, dass die angehenden Manager in Deutschland
zunächst viele Jahre unter der Leitung älterer Manager mitgewirkt haben müssen, bis sie selber
in die Lage kommen, eigenverantwortlich Entscheidungen zu fällen. Dann fehlt ihnen aber häufig
aus Mangel an Übung der Mut dazu.
Der Wachstumsdrang war auch schon eine wichtige Ursache für den Kolonialismus. Damals
hat man auch versucht, das Wirtschaftswachstum fortzuführen, obwohl in Europa dafür die
Ressourcen schon nicht mehr reichten.
Interessanterweise wurde anlässlich des 500sten Jahrestages der Entdeckung Amerikas durch
Columbus in einer Radiosendung behauptet, dass die Lösung der Probleme in Europa, die
wegen der Ressourcenbegrenzung eine Wachstumsbegrenzung notwendig machten, verschleppt
und verzögert worden ist, indem zunächst das Wachstum nach Amerika exportiert wurde.
Wie erwähnt, weisen die Daten für die Zuwächse des Elektroenergieverbrauchs auf einen
Wachstumsdrang hin. Tatsächlich scheint es in den Industrieländern eineWachstumsideologie
zu geben. Dies wird z.B. durch die Tagesnachrichten in Funk und Fernsehen immer wieder
bestätigt. Wenige Tage nach der Formulierung dieses Gedankens im Jahre 1992 enthielten die
Sieben-Uhr-Nachrichten des Westdeutschen Rundfunks sinngemäß folgende drei Meldungen,
die alle mit dem Begriff „Wachstum“ verbunden sind:
1. Die sieben größten Wirtschaftsnationen (G7) erklärten, dass sie zusätzliche Maßnahmen
ergreifen werden, um dauerhaftes Wirtschaftswachstum sowie Geldwertstabilität zu errei-
chen.
2. Das in Japan beschlossene Konjunkturprogramm wird das weltweite
Wirtschaftswachstum fördern.
3. Der Bund der Steuerzahler Deutschlands erklärt, dass die Erhöhung der Steuern and
Abgaben Gift für Konjunktur, Wachstum und Beschäftigung ist.
Wenn man sich seit Anfang der 90er Jahre verstärkt für diese Wirtschaftswachstumsproblematik
interessiert, gewinnt man immer den Eindruck, dass es in den westlichen Industrieländern auch
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eine Art Ideologie gibt, die man als Wachstumsideologie bezeichnen könnte und die Wachstum
als notwendige Voraussetzung für Wohlstand ansieht. Offenbar hat man nicht begriffen,
in welcher besonderen Situation dies gilt und versucht eine spezielle historische Situation
derart zu verallgemeinern, dass daraus Schlüsse mit dem Anspruch auf Allgemeingültigkeit
gezogen werden.
Bestätigt und vertieft wird diese Vermutung einer Wachstumsideologie vonM. NEEF, einem
Mitglied des Club of Rome, der 1996 ebenfalls von einer Wachstumsideologie sprach. Er meinte
sogar, dass diese Ideologie wahrscheinlich noch schädlicher für die Entwicklung ist, als es die
marxistische Ideologie für die so genannten sozialistischen Länder war, denn im zweiten Falle
hätte ungefähr 50% der Bevölkerung an dieser Ideologie gezweifelt, während im ersten Falle
nicht einmal 10% daran zweifeln. Weiterhin äußerte er die Meinung, dass dem Neoliberalismus
etwas gelungen ist, worum sich die Kirchen über 2000 Jahre vergeblich bemüht haben, nämlich
mehr als 80% der Bevölkerung zu vereinnahmen für die von ihnen vertretenen Überzeugungen.
Dies sei dem Neoliberalismus mit seiner Vorstellung, dass ständiges Wachstum unbedingt nötig
und Wohlstand fördernd sei, in wenigen Jahrzehnten gelungen.
Dass es eine Art Wachstumsideologie gibt, kommt auch dadurch zum Ausdruck, dass in den
Medien immer wieder kleine Änderungen des Wachstums kommentiert werden, die offensichtlich
unter der Messgenauigkeit liegen, denn das Bruttoinlandsprodukt (und das Bruttosozial-
produkt) lässt sich schwerlich sehr genau ermitteln, zumal zusätzlich in den Medien auch von
Steuerhinterziehung in Deutschland die Rede ist, deren Höhe auf jährlich viele Mrd. Euro (75
Mrd. EURO, DLF 2002; 600 Mrd. EURO Schattenwirtschaft, F. MERZ, 2004) geschätzt wurde.
In diesem Zusammenhang wäre es auch interessant zu überprüfen, wie oft bisher die Erwartun-
gen der 5 Wirtschaftsweisen zutreffend waren. Ebenso ist die Frage interessant und wichtig, mit
welcher Genauigkeit das Statistische Bundesamt die Informationen bekommt, auf deren Grund-
lage es das Bruttoinlandsprodukt berechnet und mit welcher Genauigkeit sich diese Größe
praktisch bestimmen lässt.
Es wurde bereits erwähnt, dass die Bremsphase des Wachstums trotz einer ständigen Wachs-
tumsorientierung zustande gekommen ist. Dies ist offensichtlich ein Hinweis darauf, dass es sich
hierbei um einen objektiven Prozess handelt, der sich nicht verhindern lässt. In einer solchen
Situation weiter auf Wachstum zu orientieren, ist sicherlich ungeeignet dafür, Probleme zu lösen,
die durch Wachstum entstanden sind. Im Gegenteil - es muss erwartet werden, dass die weitere
Wachstumsorientierung zur Vergrößerung der Probleme führt.
4.7.7 Hypothese 5: Es existiert eine Tendenz zur Durchsetzung der
Wachstumseigendynamik
Bei der Analyse des Wachstums des globalen Primärenergieverbrauchs und auch des Elektro-
energieverbrauchs in den USA war deutlich geworden, dass die Daten eine Rückkehrtendenz
zur Kurve des autonomen Wachstums haben, die sich normalerweise mit dem Evolonmodell gut
beschreiben lässt.
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Insbesondere nach der 2. Weltenergiekrise war dies deutlich zu beobachten. Es deutet sich
somit an, dass wachsende Systeme versuchen, ihre Wachstumseigendynamik, wenn immer das
irgendwie möglich ist, durchzusetzen. Auch die Nichterfüllung des im Jahre 1990 endenden 5-
Jahrplanes für die Elektroenergieerzeugung der UdSSR zeigt, dass sich dieWachstumseigen-
dynamik trotz anderer Zielvorgabe durchgesetzt und wenig um die Pläne gekümmert hat. Es ist
naheliegend zu vermuten, dass die Ursache für die Wachstumseigendynamik eines wachsenden
Systems mit dessen Struktur zusammenhängt. Will man die Wachstumseigendynamik des
Wirtschaftssystems beeinflussen, müsste man somit die Struktur des Wirtschaftssystems verän-
dern.
Um die Einhaltung der CO2-Minderungsverpflichtung der Regierung der BRD zu erreichen,
könnte das bedeuten, dass dazu die Struktur des Wirtschaftssystems verändert werden muss,
da die alte Struktur ein Wachstum der CO2-Emissionen bewirkt hat. Eine solche Strukturän-
derung könnte z.B. durch die ökologische Steuerreform oder mit dem Handel von CO2
Emissionszertifikaten u.a. vorgenommen werden. Es gab z.B. Abschätzungen, dass mit einer Va-
riante der ökologischen Steuerreform die CO2-Emissionen in Deutschland bis zum Jahre 2005 um
ca. 10% hätte vermindert werden können, wogegen die angestrebte Minderung um 25% bis zum
Jahre 2005 ohne ökologische Steuerreform als unrealistisch eingeschätzt wurde. Da lange Zeit
solche Strukturänderungen nicht verwirklicht wurden, hatten sich zunächst auch nach Bekannt-
gabe des Reduktionsziels durch die Bundesregierung in Westdeutschland die CO2-Emissionen
weiter erhöht. Nur in Ostdeutschland kam in den 90er Jahren ein erheblicher Rückgang von ca.
47% durch den wirtschaftlichen Zusammenbruch zustande.
Da Abweichungen vom „normalen“ Wachstum schwierig sind (s. 3. Hypothese) erscheint es
günstig, zunächst - nach Möglichkeit - den Verlauf des Wachstums ohne Veränderung der Sys-
temstruktur (z.B. mit Hilfe des Evolonmodells) abzuschätzen.
4.7.8 Hypothese 6: Flexibilität der Systeme ist wichtig zur evolutionären
Strukturanpassung bei Änderung der Entwicklungsbedingungen
Diese Hypothese ist eine Verallgemeinerung der Lehre aus der Interpretation des Zusammen-
bruchs des Wirtschaftssystems der UdSSR basierend auf dem Evolonmodell und der Klassifika-
tionsregel. Diese Verallgemeinerung lässt sich folgendermaßen formulieren: Systeme, die sich
längere Zeit imWiderspruch zu äußeren Anforderungen und Bedingungen befinden,
laufen Gefahr, verlustreich zusammenzubrechen.
Ein Spezialfall ist der unter Wachstumstyp 1 in Abschnitt 4.4 beschriebene Kollaps, wenn
auf Tragfähigkeitsgrenzen nicht angemessen reagiert wird. Für eine erfolgreiche Vermeidung
solcher Zusammenbrüche, muss die Struktur des Systems hinreichend flexibel sein, um einen
Anpassungsprozess an sich ändernde äußere Entwicklungsbedingungen zuzulassen. In diesem
Sinne haben demokratische Systeme größere Überlebenschancen als Diktaturen. Wird eine
evolutionäre Anpassung verpasst, so kommen häufig verlustreiche Revolutionen zustande, die
Gefahrenmomente für die weitere Existenz des Systems darstellen. Solche Revolutionen soll-
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ten insbesondere unter den Bedingungen der Ressourcenverknappung, die zur Bremsphase des
Wachstums führten, möglichst vermieden werden. Auch in Deutschland kommt es darauf an,
das Wirtschaftssystem möglichst flexibel zu halten bzw. zu gestalten, damit es in der Lage ist,
auf veränderte Bedingungen zu reagieren, die insbesondere aus den neuen ökologischen Anfor-
derungen resultieren.
Denn die qualitativ neuen ökologischen Bedingungen werden auch qualitativ neue Wirt-
schaftsstrukturen erfordern. Aufgabe dieser neuen Wirtschaftsstrukturen wird es nicht sein,
Wachstum hervorzubringen, sondern die Nachhaltigkeit zu ermöglichen und zu befördern.
Die Ermöglichung von Nachhaltigkeit ist offenbar verbunden mit der Notwendigkeit der Ökologi-
schenWende. Dies erfordert eine Änderung der Wirtschaftsstruktur in der Weise, dassNachhal-
tigkeit nicht weiter im Widerspruch zur Funktionsweise des Wirtschaftssystems steht,
sondern dass Nachhaltigkeit vielmehr als Konsequenz der geänderten Funktionsweise entsteht.
Mit dieser Problematik der Ökologischen Wende befasst sich das nächste Kapitel.
4.7.9 Hypothese 7: Es ist aktuell nützlich und sinnvoll, einen Wissenszweig „Ökolomie“ zu
entwickeln und systematisch zu betreiben
Die 7. Hypothese besagt: Ähnlich wie die Bionik die Aufgabe hat, von der Biologie für die
Technik zu lernen, sollte Ökolomie versuchen, von der Ökologie für die Ökonomie zu lernen.
Anlass für diese Hypothese waren Ähnlichkeiten im Verlauf von Wachstumsprozessen
im Bereich derÖkologie (Hähnchengewicht, Fichtenhöhe, Weltbevölkerung . . . ) und im Bereich
derÖkonomie (Primärenergieverbrauch, Stromverbrauch, Kraftfahrzeugbestand . . . ). Auch die
Möglichkeit der gleichartigen Beschreibung der Wachstumsprozesse in beiden Bereichen durch
das Evolonmodell stützt diese Hypothese. So entspricht z.B. das Wachstum an Biomasse in
einen Wald während der Sukzession nach einer Sturm- oder Brandkatastrophe sowohl inhaltlich
als auch bezüglich des Wertebereichs für den Parameter κ des Evolonmodells demWirtschafts-
wachstum eines Landes in der Wiederaufbauphase nach einem Krieg. Die Bremsphase des
Wachstums in Wirtschaftssystemen scheint dagegen vergleichbar mit der Annäherungsphase
an das Klimaxstadium bei ökologischen Systemen zu sein. Auch im Klimaxstadium sind alle
Teile des Systems sehr stark miteinander verkoppelt und in wechselseitiger Abhängigkeit und
es kommt zu einer beachtlichen Kooperation beispielsweise hinsichtlich der Ressourcennutzung
(Energie, Wasser . . . ). Weiterhin wurde bereits im 1. Kapitel die Ansicht vertreten, dass öko-
nomische Systeme als spezielle ökologische Systeme anzusehen sind, denn schließlich gehört die
Art Mensch auch zur Biosphäre. Diese Ansicht wird von einigen Autoren bereits seit längerer
Zeit vertreten (z.B. Christiane BUSCH-LÜTTY). Bereits seit Jahren gibt es eine wissenschaft-
liche Zeitschrift mit dem Titel „Ecological Economics“, der möglicherweise auch im Sinne von
Ökolomie gemeint ist.
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4.7.10 Hinweis auf 2 früher behandelte Regeln (Klassifikationsregel und κ < λ-Regel
Auch die Klassifikationsregel und die κ < λ-Regel können als Hypothesen aufgefasst werden. Es
gilt die Klassifikationsregel für Wachstumsprozesse. Die beiden folgenden Regeln wurden bereits
früher in diesem Kapitel ausführlich erörtert, daher werden sie hier nur kurz der Vollständigkeit
halber aufgeführt.
Nach der Klassifikationregel existieren zwei Klassen von Wachstumsprozessen und die Klas-
senzugehörigkeit spiegelt sich in den Werten für die Kooperativitätsexponenten (κ und λ) des
Evolonmodells wider:
• κ, λ < 1 für zielgerichtete programmierbare Prozesse
• κ, λ > 1 für einmalige evolutionsartige Primärprozesse
Begründung: Empirische Gültigkeit bei allen untersuchten Wachstumsprozessen.
Es gilt die Regel von der höheren Kooperation während der Sättigungsphase (λ > κ-Regel)
Danach ist gegenüber der anfänglichen beschleunigten Wachstumsphase (wachsende Zuwächse)
das kooperative Zusammenwirken der Teile des wachsenden Systems während der Brems- oder
Sättigungsphase (abnehmende Zuwächse) deutlich stärker. Begründung: Empirische Gültigkeit
von λ > κ bei allen untersuchten Wachstumsprozessen (λ ist bisher nur bei relativ wenigen
Prozessen bestimmbar). Folgerungen und Voraussetzungen für hohe Kooperation wurden unter
Hypothese 2 aufgeführt. Dass die hier erörterten Gesichtspunkte auch in der modernen Dis-
kussion über Wirtschaftssysteme und ihre Funktionsweise eine Rolle spielen, zeigen z.B. die
Ankündigung eines Workshops durch das Deutsche Institut für Wirtschaftsforschung mit dem
Titel „Kein Wachstum - kein Problem“ und die im Deutschlandfunk 1998 gesendeten Ansichten
von M. GREFFRATH.
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4 Zusammenhang von Wachstum, Umweltproblematik und Evolutionsdruck
Abb. 4.88: Kurzfassung Hypothesen Teil 1
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Abb. 4.89: Kurzfassung Hypothesen Teil 2
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Abb. 4.90: Kurzfassung Hypothesen Teil 3
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Abb. 4.91: Kurzfassung Hypothesen Teil 4
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Abb. 4.92: Kurzfassung Hypothesen Teil 5
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Abb. 4.93: Kurzfassung Hypothesen Teil 6
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Abb. 4.94: Kurzfassung Hypothesen Teil 7
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Abb. 4.95: Kurzfassung Hypothesen Teil 8
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Abb. 4.96: Kurzfassung Hypothesen Teil 9
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Abb. 4.97: Kurzfassung Hypothesen Teil 10
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Abb. 4.98: Kurzfassung Hypothesen Teil 11
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Abb. 4.99: Kurzfassung Hypothesen Teil 12
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Abb. 4.100: Kurzfassung Hypothesen Teil 13
Damit soll das Kaptitel über umweltrelevante Wachstumsprozesse und ihre Interpretation im
Zusammenhang mit ihrer Beschreibung durch einfache summarische Modelle beendet werden.
Aber auch in den Kapiteln 5, 6 und 8 werden Wachstumsprozesse als Auslöser von ökologischen
und Umweltproblemen eine wesentliche Rolle spielen.
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Obwohl die Kapitel 2,3,4 und 6 inhaltlich zusammengehören muss das Kapitel 5 zwangsläufig
zwischen die Kapitel 4 und 6 eingeschoben werden, weil es eine besonders enge Verbindung zu
Kapitel 4 hat.
Die 5 strategischen Ziele des globalen Marshallplans von Al Gore (Vizepräsident der USA
während der Regierungszeit von Präsident Bill Clinton) enthalten bereits das Wesentliche der
Ökologischen Wende, deren Definition später nachgetragen wird.
Ziel 1: „Die Stabilisierung der Weltbevölkerung“ bedeutet, dass das Wachstum der Weltbe-
völkerung abgebremst werden muss. Dies bestätigt die enge Verbindung zu der in Kapitel
4 behandelten Wachstumsproblematik.
Ziel 2: „Die schnelle Schaffung und Entwicklung ökologisch angepasster Technologi-
en“ weist auf die Notwendigkeit hin, den ökologischen Bedingungen (der tieferen Ursache
für die notwendig gewordene Ökologische Wende) bei der weiteren Entwicklung stärker
Rechnung zu tragen.
Ziel 3: „Eine umfassende Veränderung der wirtschaftlichen Spielregeln“ deutet an, dass
mit der ökologischen Wende eine wesentliche Veränderung des Wirtschaftssystems ver-
bunden ist, ähnlich wie es im Kapitel 4 für den Übergang vom beschleunigten Wachstum
zum gebremsten Wachstum angedeutet wurde. Die wesentliche Änderung des Wirtschafts-
systems von der Ausrichtung auf Wachstum zur Ausrichtung auf Nachhaltigkeit ist ein
Kernpunkt der ökologischen Wende.
Ziel 4: „Die Aushandlung und Verabschiedung einer neuen Generation internationaler
Abkommen“ entspricht der verstärkten Koordinierung, die im Kapitel 4 als notwendig
für die Bremsphase des Wachstums gefolgert wurde.
Ziel 5: „Der Aufbau eines kooperativen Bildungsplanes für die Aufklärung der Welt-
bevölkerung über die Umwelt“ entspricht der in Kapitel 4 als für die Bremspha-
se notwendig erkannten erhöhten Informationsnutzung zur besseren Kooperation bei der
Annäherung an durch die Umwelt bedingten Wachstumsgrenzen. Gleichzeitig deutet diese
Formulierung der Zielstellung an, dass Probleme, die wie die Umweltprobleme alle betref-
fen, auch nur von allen gelöst werden können.
Die Bsis dieses Kapitels ist ein Vortrag, den ich im Jahre 1993 vor der Arbeitsgruppe „Theo-
retische Ökologie“ am Forschungszentrum Jülich gehalten habe. Im Zusammenhang mit diesem
Vortrag wurde ich auf das Buch "Die ökologisch Wende“aufmerksam gemacht. In diesem Buch
[Kunz(1983), S. 15]ist auch ist eine Definition der Ökologische Wende angeführt:
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„Diese ökologische Wende ist der für die Menschheit so wichtige Schritt von der
zweiten zur dritten Stufe der Bemühungen um die unumgängliche Bewältigung
der Umweltprobleme.“
Die erwähnten Stufen sind wie folgt charakterisiert:
1. Stufe . . . Erkenntnis weniger Warner . . .
2. Stufe . . . Zeit in der Umweltschäden repariert werden . . .
3. Stufe . . . kaum noch Reparaturen . . . , weil Menschen . . . ihre Aktivitäten weitgehend im Ein-
klang mit den Gesetzen der Ökosysteme organisieren . . . , und die Industrie vom Gegner
zum Komplizen der Ökologie geworden ist . . .
Volkswirtschaftliche Gesamtrechnung durch soziale und ökologische Indikatoren ergänzt . . . trans-
parentes Bild des wirtschaftlichen Geschehens gegeben und der ständige Anreiz zu quantitativen
materiellenWachstum entfallen ist . . . neben sozialen Netz auch ökologisches Netz . . . Offensichtlich
ist die 3. Stufe noch nicht erreicht, wenngleich es in einigen Ländern Bemühungen gibt, in dieser
Richtung voranzuschreiten. Auch einige andere Aussagen in früheren Kapiteln dieser Vorlesung
werden in diesem Buch bestätigt z.B.:
1. „Ökologie ist demnach Überlebensforschung“ [Kunz(1983), S. 8]
2. „Die Ökonomie ist demnach ein Teilbereich der Ökologie“ [Kunz(1983), S. 15]
3. „. . .Menschen werden ihre eigene Evolution fortan . . . weiter steuern müssen . . . “ [Kunz(1983),
S. 45]
4. Hauptproblem: zu überleben in Würde [Kunz(1983), S. 46]
5.1 Definition der „Ökologischen Wende“
Da die bereits erwähnte Definition etwas umständlich formuliert erschien, habe ich die Defini-
tion anders formuliert:
Ältere Definition (1993):
Die „Ökologische Wende“ ist eine Anpassung der Wirtschaftsstruktur sowie der
wirtschaftlichen Zielstellungen an ökologische Bedingungen und Notwendigkeiten
(insbesondere an die Tragfähigkeit der ökologischen Systeme), die zu einer wesentli-
chen Veränderung des Wirtschaftssystems und auch der Verhaltensweisen der Men-
schen führt.
Neuere Definition (2003):
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Die „Ökologische Wende“ ist der Übergang von einer an Wachstum angepassten
Wirtschaftssystemstruktur zu einer an Nachhaltigkeit angepassten Wirtschaftssys-
temstruktur. Sie beinhaltet somit eine wesentliche Veränderung sowohl der Wirt-
schaftssystemstruktur als auch der wirtschaftlichen Zielstellungen, wobei beide an
immer stärker wirksam werdende ökologische Bedingungen und Notwendigkeiten
(insbesondere an die Tragfähigkeit der ökologischen Systeme) angepasst werden. In
Verbindung mit der ökologischen Wende kommt es zu einer wesentlichen Verände-
rung der Verhaltensweisen der Menschen.
Im Folgenden sollen 17 Thesen dargelegt und kurz erläutert werden, die in dem erwähnten
Vortrag 1993 in Jülich vertreten wurden. Danach werden einige Zitate angeführt die, später
gefunden wurden und die die Thesen zusätzlich stützen.
5.2 Thesen zur beginnenden ökologische Wende
5.2.1 Thesen, die auf Resultaten von Evolonmodellanalysen beruhen
Die ersten drei Thesen beruhen auf Befunden, die bei der Analyse von Wachstumsprozessen mit
Hilfe des Evolonmodells erhalten wurden:
1. These: Die auf Wachstum ausgerichteten Wirtschaftssysteme kommen noch vor der Pollage
in prinzipielle Schwierigkeiten und müssen sich grundlegend verändern.
Erläuterung:Mit dem Evolonmodell ohne Sättigung ergeben sich vor dem Jahre 2050 Pole
für verschiedene globale und nationale Wachstumsindikatoren (z.B. Energieverbrauch, Bevölke-
rung, Stromverbrauch...). Da die realen Wachstumsindikatoren unmöglich auf ∞ anwachsen
können, müssen schon vorher Abweichungen vom früheren, ungebremsten Wachstum auftre-
ten. Sollen katastrophenartige Zusammenbrüche vermieden werden, muss die Veränderung in
Richtung Anerkennung und Beachtung der Tragfähigkeit und damit in Richtung Nachhaltigkeit
gehen. Die ökologische Wende muss also einige Zeit vor den Pollagen also in nächs-
ter Zukunft passieren. (Für das hyperbolische Wachstum der Weltbevölkerung haben H. v.
FOERSTER u.a. z.B. bereits im Jahre 1960 gezeigt, dass der Pol im Jahre 2026 liegen würde.
Tatsächlich sind bis in die 60er Jahre des 20. Jahrhunderts die relativen Zuwächse im Mittel
beständig gewachsen, aber in der 2. Hälfte des 19. Jahrhunderts begann eine fallende Tendenz
der relativen Zuwächse.)
Während der Dominanz des extensiven Wachstums lassen sich die Wachstumsdaten durch un-
gebremste Wachstumskurven - also ohne Sättigung - zunächst gut beschreiben. Dieser Umstand
wurde missdeutet. Obwohl sich die Wachstumsindikatoren schon immer im Wesentlichen auf
der Kurve mit Einschluss der Sättigung bewegt haben, wurde dies zunächst nicht erkannt und
so die Situation und Tendenz durch Verabsolutierung des beschleunigten Wachs-
tums falsch interpretiert. Durch diese Fehlinterpretation haben sich eine „Wachstums-
gesellschaft“, eine Wachstumsorientierung und eine Wachstumsökonomie sowie eine
„Wachstumsphilosophie“ herausgebildet, die in eine evolutionäre Sackgasse geführt hat.
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2. These: Der Stromverbrauch eines industrialisierten Landes kann als Indikator für das Wirt-
schaftswachstum in diesem Land dienen. Die Zuwächse des Stromverbrauchs nehmen in den
entwickelten Industrieländern trotz weiterer Orientierung auf Wachstum seit Anfang der 70er
Jahre ab - die Phase des gebremsten Wachstums setzt sich zunächst ungewollt durch.
Erläuterung: Die auf Wachstum orientierte Struktur eines Wirtschaftssystems erfährt bei An-
näherung an die durch die Umwelt bedingten Wachstumsgrenzen einen wachsenden Evolu-
tionsdruck durch den i.A. die Phase des beschleunigten Wachstums in die Phase gebrems-
ten Wachstums übergeht. Für den Stromverbrauch der Industrieländer begann die
Dominanz der Phase des gebremsten Wachstums seit etwa 1970 (Zeitpunkt der maximalen
Zuwächse) trotz weiterer Wachstumsorientierung zu dominieren. (Wegen der Streuung
der Daten lässt sich der Zeitpunkt des maximalen Zuwachses leichter unter Verwendung des
Evolonmodells bestimmen.) Der Übergang in die Phase gebremsten Wachstums ist prinzipieller
Natur. Die für die beschleunigte Wachstumsphase typischen Industrien wie Bergbau, Schwer-
metallindustrie, Autoindustrie, Schiffbau u.a. kommen daher in eine prinzipielle Krise. Damit
im Zusammenhang entsteht auch eine prinzipielle soziale Krise, gekennzeichnet durch Massen-
arbeitslosigkeit, deren Sockel ständig wächst. Diese Krise ist mittelbar eine Folge eines durch
Umweltressourcenbegrenzungen verursachten Langzeittrends. Es besteht daher keine Hoffnung,
dass die Krisenauswirkungen durch die nächste kurzfristige Konjunkturphase beseitigt werden,
da dadurch der Langfristtrend nicht wesentlich verändert wird.
Diese prinzipielle Krise kann im Rahmen des bisherigen Wirtschaftssystems nicht gelöst
werden und macht daher eine „Ökologische Wende“ notwendig und wahrscheinlich.
Aus der Sichtweise der Evolonmodellresultate findet seit ca. 1970 in den Industrieländern
ein verstärkter Übergang von der weniger kooperativen und einfacheren, beschleunigten Wachs-
tumsphase zur stärker kooperativen und komplizierteren, gebremsten Wachstumsphase (κ < l)
statt. Die höhere Kooperativität während der Bremsphase wird wie die Bremsphase selbst dem
wachsenden System bei der Annäherung an seine wachstumsbegrenzenden Umweltfaktoren auf-
gezwungen. Dies ist ein objektiver Prozess (denn er findet sogar trotz der Wachstumsorientierung
des Wirtschaftssystems und seiner Vertreter statt). Die Wachstumsorientierung stammt aus der
den Erfahrungen der extensiven Wachstumsperiode. Sie entsprach den damaligen Bedingungen
und Notwendigkeiten. Die Verabsolutierung und Verallgemeinerung der damaligen Erfahrungen
entspringt jedoch einer eingeschränkten Sichtweise und hatte prägenden Einfluss auf die Wirt-
schaftssystemstruktur. Wegen der wesentlich anderen Umweltbedingungen und der
damit verbundenen notwendigen höheren Kooperativität während der Bremsphase
des Wachstums (κ < l) kommt die der beschleunigten Wachstumsphase angepasste
auf Wachstum orientierte Struktur des Wirtschaftssystems immer stärker in Kon-
flikt mit den veränderten Bedingungen während der Bremsphase, derenHauptmerk-
mal der Rückgang des Wachstums ist. Daher entsteht ein immer stärker werdender
’Evolutionsdruck’ in Richtung einer Anpassung der Wirtschaftssystemstruktur an
die veränderten Bedingungen. In dieser evolutionären Anpassung der Wirtschafts-
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systemstruktur an die veränderten Umweltrahmenbedingungen besteht gerade das Wesen
der Ökologischen Wende.
Bisher hat sich die Bremsphase des Wachstums ungewollt im Widerspruch zur alten auf
Wachstum ausgerichteten Struktur des Wirtschaftssystems durchgesetzt. Im Ergebnis der Öko-
logischen Wende müsste sich eine Systemstruktur herausbilden, die den Rückgang des Wachs-
tums aktiv unterstützt und auf Stabilität und Nachhaltigkeit anstatt auf Wachstum orientiert.
Nach dem Befund aus „Die neuen Grenzen des Wachstums“ von MEADOWS u.a. ist die
ökologische Tragfähigkeit global bereits überschritten. Die Ökologische Wende ist daher
überfällig.
(Ob das ungewollte Durchsetzen der Sättigung eventuell auch so gedeutet werden kann, dass
die Ökologische Wende schon begonnen hat sich schleichend durchzusetzen, ist nicht völlig ge-
klärt.)
3. These: Der Widerspruch zwischen wachstumsorientiertem Wirtschaftssystem und notwendig
stattfindender Bremsphase des Wachstums besteht in der BRD bereits seit ca. 1970. Zur Lösung
dieses Widerspruchs und damit zur Katastrophenvermeidung ist die bewusste Inangriffnahme
der Ökologischen Wende dringend geboten.
Erläuterung: Aus der Analyse des Elektroenergieverbrauchs in den USA und der UdSSR
mit Hilfe des Evolonmodells liegt folgende Interpretation nahe: Die Struktur des sowjetischen
Wirtschaftssystems stand seit ca. 1973 im Widerspruch zu den neuen äußeren Bedingungen
(Übergang zum Pionierprozess und gleichzeitiger Übergang zur Dominanz der kooperativeren
Bremsphase). Da sich das Kommandosystem durch besondere Starrheit auszeichnete, kam ei-
ne evolutionäre Anpassung der Systemstruktur an die neuen Entwicklungsbedingungen nicht
zustande. Der ungelöste Widerspruch zwischen Systemstruktur und neuartigen Ent-
wicklungsbedingungen hat das Wirtschaftssystem der UdSSR immer mehr desta-
bilisiert und schließlich nach ca. 17 Jahren seinen Zusammenbruch wesentlich mit
verursacht. Der Umstand, dass der Widerspruch in der BRD im Vergleich zum Widerspruch
in der UdSSR schon erheblich länger andauern konnte, ohne einen Zusammenbruch zu bewir-
ken, liegt wahrscheinlich an der größeren Flexibilität des Wirtschaftssystems in Deutschland
und auch an der größeren Flexibilität des politischen Mehrparteiensystems sowie daran, dass in
Deutschland beim Eintritt in die Bremsphase nicht gleichzeitig ein Wechsel zum Primärprozess
nötig war. (Möglicherweise hat auch die EU-Zugehörigkeit Deutschlands und/oder der Zusam-
menbruch des so genannten sozialistischen Systems in Europa sowie die Vereinigung Deutsch-
lands vorübergehend die Konfliktsituation in Deutschland entlastet (Autoabsatz, Handelsketten;
Aufbau-Ost . . . ).
Dennoch wird die Ökologische Wende auch in Deutschland immer dringlicher,
denn der Grundwiderspruch zwischen Bremsphase undWachstumsorientierung drängt
nach einer Lösung. Diese Notwendigkeit wird in wachsendem Maße von immer mehr Bürgern
empfunden. In einer Veröffentlichung von W. HEISER wird dies Empfinden beispielsweise durch
folgende Passage ausgedrückt:
357
5 Anzeichen für die beginnende Ökologische Wende
„Wer kennt nicht das Gefühl, dass unsere Probleme größer werden, dass die guten
Jahre vorbei sind, dass die Sorgen um Ökologie, um die Zukunft auf dieser Erde
wachsen und dass unsere wirtschaftliche Situation an Unsicherheit zunimmt.“
Die UdSSR ist ein Beispiel dafür, dass bei nicht erfolgter Anpassung an eine qualitativ
neue Situation eine Zurückdrängung des Wirtschaftssystems erfolgt, ähnlich wie bei der biolo-
gischen Evolution diejenigen Arten, die eine notwendige Anpassung verpassen, zurückgedrängt
und vom Aussterben bedroht werden. Ähnliches gilt es für Deutschland möglichst zu
verhindern! Dazu darf die Ökologische Wende nicht vermieden, sondern sie muss vielmehr
umgehend in Angriff genommen werden.
5.2.2 Weitere Argumente für die beginnende Ökologische Wende
Da auch diese Argumente die These stützen, dass die Ökologische Wende dringend nötig ist und
z.T. schon begonnen hat, wird in der Nummerierung fortgefahren.
4. These: Die Wirtschaftssystemorientierung auf Wachstum wurde insbesondere in Deutsch-
land wesentlich während der Zeit des „Wirtschaftswunders“ in der Nachkriegszeit geprägt. Diese
Nachkriegszeit, in der Wirtschaftswachstum eine wesentliche Voraussetzung für Wohlstandser-
höhung war, ist endgültig vorüber und Wirtschaftswachstum ist nun weniger Voraussetzung für
Wohlstand, sondern mehr eine Gefahr für das Fortbestehen des ökonomischen und sozialen Sys-
tems. Um dieser Gefahr zu begegnen, ist die Durchführung der Ökologischen Wende dringend
nötig.
Erläuterung: Die auf Wirtschaftswachstum ausgerichtete Prägung während der Nachkriegszeit
führte zur einer weitgehenden Verdrängung einer ernsthaften, gründlichen Auseinandersetzung
mit den Ursachen und Perspektiven der ökologischen Problematik. Da die Nachkriegszeit vorbei
ist, läge es in der uneingestandenen Konsequenz der in dieser Zeit etablierter auf Wachstums
ausgerichteten Denkungsart, auf eine neue Nachkriegszeit zu hoffen.
Da dies durch die Existenz von Atomwaffen noch weniger als früher anzustreben ist, ge-
winnt als Alternative die Inangriffnahme einer „Ökologischen Wende“ objektiv zusätz-
lich an Bedeutung und Aktualität. Durch das Ende der Nachkriegszeit und der spürbaren
Kapazitäts- und Ressourcenbegrenztheit gibt es in der BRD (und anderen Industrieländern) -
ähnlich wie seinerzeit in der UdSSR seit ca. 1973 - einen immer stärker werdenden Evolutions-
druck zur Anpassung an qualitativ neue Bedingungen. Diese notwendige Anpassung läuft auf
eine „Ökologische Wende“ hinaus.
Praktisch tritt immer mehr zutage, dass die Orientierung auf quantitatives Wachstum
(Wachstum von Stoff-, Material- und Energieflüssen sowie der Bevölkerungsdichte) aus evoluti-
onstheoretischer und ökologischer Sicht in den entwickelten Industrieländern eine falsche
(d.h. mit der Tragfähigkeit der Ökosysteme [Energieressourcen, Trinkwasser, Fischbestände...]
nicht in Einklang zu bringende)Orientierung ist, die die nahe an der Wachstumsgrenze anste-
henden Adaptationsprobleme nicht löst, sondern diese noch vergrößert (bzw. in eine evolutionäre
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Sackgasse führt) und so die „Ökologische Wende“ um so dringender notwendig macht,
ohne jedoch eine ausreichende Vorbereitung und effektive Durchführung zu ermöglichen.
Quantitatives Wachstum kann es in dieser Situation nahe der Wachstumsgrenze nur noch in
Verbindung mit Rückgang und Sterben geben (s.a. W.-D. GROSSMANN). Z.B. können wis-
sensintensive Industrien auf Kosten früherer Industrien wachsen. Qualitatives Wachstum ist
dagegen weiterhin möglich und sinnvoll ähnlich wie bei Ökosystemen und biologischen Arten
in entsprechenden Situationen, wobei die Informationsverarbeitung zunimmt. (Dies erklärt u.a.
das stürmische Wachstum der Computerindustrie in der Zeit des Wachstumsrückgangs in den
traditionellen „Primärwachstums-Industrien“, die während der extensiven Wachstumsphase do-
minierten.
5. These: Die „Ökologische Wende“ ist bereits denkbar und diskutierbar geworden und Nach-
haltigkeit ist insbesondere seit der Rio-Konferenz 1992 als allgemeines, wichtiges Ziel anerkannt
worden. Damit wird eine wichtige Voraussetzung für die bewusste Durchführung der "Ökologi-
schen Wende“ erfüllt.
Erläuterung: Die Notwendigkeit der Ökologischen Wende wird bereits seit Jahrzehnten dis-
kutiert. Bereits ab 1969 und insbesondere 19771/72 gab es wichtige Lehrveranstaltungen (z.B.
F. MERGEN, H.W. HELFRICH) zu Konzepten einer Gleichgewichtsgesellschaft (an der Ya-
le Universität (New Haven, USA). Bereits noch früher setzte sich HERMANN DALY für ein
bewusstes Abbremsen des Wirtschaftswachstums ein. Dies hatte auch Einfluss auf den 1972 er-
schienenen Bericht „Die Grenzen des Wachstums“ von D. MEADOWS u.a. an den Club of Rome.
In Deutschland erschien 1983 das Buch „Die ökologische Wende“ [Kunz(1983)]. Auch die Begriffe
„Ökologischer Umbau“, „Ökologische Umgestaltung“ tauchten auf. 1990 wurde das Buch Erdpo-
litik von E.U. WEIZSÄCKER veröffentlicht [v. Weizsäcker(1989)], in dem das 21. Jahrhundert
als Jahrhundert der Ökologie betitelt wurde. 1991 erschien im Auftrag der UNO der Brundtland-
Bericht, der das Thema Nachhaltigkeit aufgriff und weltweit propagierte. Auf der Rio-Konferenz
1992 spielte der Begriff Nachhaltigkeit als Zielstellung eine zentrale Rolle, was in der Agenda
21 seinen Niederschlag fand. 1992 erschien der 2. Bericht von D. MEADOWS u.a. an den Club
of Rome mit dem Titel „Beyond the limits“ (Deutscher Titel. „Die neuen Grenzen des Wachs-
tums“ [Meadows(1992)]), in dem der von W.D. RUCKELSHAUS geprägte Begriff „Ökologische
Revolution“ aufgegriffen wird. Alle diese Begriffe haben die Notwendigkeit des Übergangs zu ei-
ner nachhaltigen Wirtschaftsweise durch eine Ökologische Wende zum Inhalt. Die Anerkennung
der Nachhaltigkeit als Ziel bedeutet im Umkehrschluss, dass das bisherige Wirtschaftssystem
nicht nachhaltig, also nicht dauerhaft existenzfähig ist. Der Umstand, dass die Zielstellung der
Nachhaltigkeit auf der Rio-Konferenz das zentrale Thema war, hängt damit zusammen, dass die
auf Wachstum orientierte Weltwirtschaft immer stärker und offensichtlicher in Konflikt mit den
durch die endliche Welt bedingten Umweltgrenzen (z.B. für CO2-Emissionen) gekommen ist und
daher die Ökologische Wende in wachsendem Maße dringlicher wird. Nachhaltigkeit ist das
Hauptmerkmal der neuen Ebene auf die die „Ökologische Wende“ führen soll. (Da
quantitatives, andauerndes Wachstum im Widerspruch zu Nachhaltigkeit steht, ist der Über-
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gang zur Nachhaltigkeit mit dem Übergang zur intensiven Bremsphase verbunden. Wegen der
λ > κ -Regel wird dabei Kooperation notwendigerweise wichtiger, da stärkere Verflechtung
zur Erfüllung der Gesamtfunktion und zur Gewährung von Nachhaltigkeit wichtiger wird.)
6. These: Der Evolutionsdruck ist groß genug, um ein baldiges Eintreten der „Ökologischen
Wende“ erwarten zu können.
Erläuterung: Der Evolutionsdruck beruht u.a. auf Müll-, Luftverschmutzungs-, Waldsterbe-
und Ressourcenverbrauchsproblemen in Europa, USA und Japan sowie auf Problemen, die ver-
bunden sind mit den globalen Problemen Bevölkerungswachstum, Wüstenwachstum, Wasser-
knappheit, Ozonloch, Waldrodung und Klimaveränderung.
Wie schon erwähnt, begann die Ökologische Wende für Deutschland im Ruhrgebiet, wo die
entstandenen, besonders krassen Umweltprobleme einen starken Evolutionsdruck bewirkten.
Ähnlich wie besonderer Evolutionsstress in Japan zur Herstellung und zum Export von wis-
sensintensiven Produkten einerseits und zu Umweltregelungen (Katalysator; regionale Emissi-
onsauflagen) andererseits geführt hat, haben sich auch in anderen Ländern entsprechende Ver-
änderungen ergeben. Allerdings kann man bisher kaum davon sprechen, dass sich in Japan die
„Ökologische Wende“ schon umfassend vollzogen hätte. Die bisherigen Veränderungen sind
- wie auch in anderen Ländern - der Versuch, das Neue noch weitgehend im Rahmen
des Alten zu bewältigen. Nach T. KUHN ist dies typisch für eine Situation unmittelbar vor
einem Paradigmenwechsel (s. These 7).
Dass der Evolutionsdruck seit Jahren groß genug ist, um eine Ökologische Wende als immer
dringlicher erscheinen zu lassen, geht auch eindrucksvoll aus dem folgenden Zitat von H. v.
DITFURTH hervor [v. Ditfurth(1989), S. 391].
„Die Menschheit hat schon viele Krisen durchgemacht und viele Katastrophen über-
lebt. Die Bedrohungen aber, die ihr in den kommenden Jahrzehnten bevorstehen
(und die sie sich in diesem Augenblick selbst auf den Hals zu ziehen im Begriff
steht), werden alles in den Schatten stellen, was Eiszeiten, chronische Kriege und alle
Pestilenzien der Vergangenheit ihr zugemutet haben. . . . fortschreitende Umweltver-
giftung (Rückstände in Lebensmitteln, Boden, Wasser und Atemluft, zunehmendes
Risiko einer radioaktiven Verseuchung), eine zivilisatorisch ausgelöste Klimaverände-
rung . . . und , als primäre Wurzel dieser und aller anderen Symptome einer globalen
Störung des lebenserhaltenden ökologischen Systems, die immer spürbarer werdende
Überlastung unseres Planeten, weil eine einzige Art ihn für sich in Anspruch nimmt
- unsere eigene . . .
Ich weiß, so mancher kann das heute nicht mehr hören. Das Bedenklichste an der
Sache ist eben, dass wir viel zu lange die Augen vor der Entwicklung verschlossen
haben und dass die meisten jetzt, da sie von Fakten und hellhörig gewordenen Ex-
perten mit der Nase auf sie gestoßen werden, allenfalls kurz irritiert sind, um sich
schon im nächsten Augenblick wieder den Tagesgeschäften zu widmen. Als ob sie
sich davor fürchten, der Wahrheit ins Auge zu sehen. Das beruhigt und schont die
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Nerven ganz ohne Frage. Aber es ändert nichts an den Tatsachen. Es gehört Mut
dazu, sich einer Angst zu stellen und sie auszuhalten, und den bringen die wenigsten
auf. Das ist schlimm, denn nur eine dem Ausmaß unserer Bedrohung angemessenen
Angst könnte uns heute vielleicht noch so beflügeln, dass wir die Kraft aufbrächten,
von einem Kurs abzulassen, der unweigerlich in den Abgrund führt. . . .
Wer mir das vor dreißig Jahren prophezeit hätte, dem hätte ich nicht geglaubt. (Ba-
den in meisten Flüssen und Seen gesundheitsgefährlich, notwendige Warnungen vor
Leitungswasser (Nitrat) als Babynahrung (Blausucht), toxische Stoffmengen in At-
mosphäre mit Schädigung von Wäldern und Lungen, gesundheitsschädigende Rück-
stände in Nahrung, Verminderung stratosphärischer Ozonschicht) . . . Und wenn ich
es geglaubt hätte, dann hätte ich sicherlich entsetzt erklärt, dass ich in einer solchen
Welt nicht würde leben wollen. Aber schon heute ist es soweit. Wir alle leben in
einer sichtlich von uns beschädigten Welt.“
7. These: Entsprechend der Kuhnschen Ebenen- und Übergangstheorie befinden wir uns an
der Schwelle des Übergangs zu einer neuen Ebene, da neuartige Erscheinungen und Probleme
aufgetreten sind, die sich im Rahmen der alten Ebene nicht einordnen und lösen lassen, was
aber dennoch versucht wird. Da es sich vorwiegend um neuartige ökologische Probleme handelt,
stehen wir am Fuße einer Ökologischen Wende, die den Übergang von der durch Wachstumsöko-
nomie gekennzeichneten Ebene zu der durch Nachhaltigkeitsökonomie gekennzeichneten Ebene
beinhaltet.
Erläuterung: Nach T. KUHN spielen sich die Übergänge zwischen wichtigen Stadien, Para-
digmen oder Ebenen in der Wissenschaft aber auch in der Gesellschaft folgendermaßen ab.
Zunächst treten neuartige Erscheinungen bzw. Probleme auf, die im Rahmen der bestehenden
„Ebene“ nicht zu erklären bzw. zu lösen sind. Mit „Ebenen“ (oder Paradigmen) sind ursprünglich
wissenschaftliche Theorien und Weltbilder gemeint. Es scheint, dass man auch Wirtschafts- und
Gesellschaftssysteme als solche Ebenen auffassen kann. So ließen sich z.B. das Auftreten von
Streiks Anfang der 70er und 80er Jahre im „sozialistischen“ System Polens mit dem Selbstver-
ständnis des Systems nicht in Einklang bringen. Die krampfhaften Versuche, dies doch irgendwie
zu erreichen, blieben erfolglos und die politökonomische Wende Anfang der 90er Jahre ließ sich
nicht verhindern.
Ein besonders typischer Ebenenübergang war der Übergang von der klassischen Physik zur
Quantentheorie. Die den alten Rahmen sprengenden Erscheinungen, die sich trotz intensiven
Bemühens nicht auf der Ebene der klassischen Physik erklären ließen, waren zunächst der Pho-
toeffekt und die Quantelung der Wärmestrahlung. M. PLANK u.a. haben sehr lange versucht,
die neuartigen Erscheinungen der Quantenphysik mit Hilfe der klassischen Physik zu erklären,
aber eine hinreichende Erklärung ließ sich erst im neuen Paradigma der Quantentheorie finden.
Auf dieser Ebene wurde auch deutlich, dass die Klassische Physik ein Spezialfall der Quanten-
physik ist (Bohrsches Korrespondenzprinzip).
Die für die „Ökologische Wende“ wichtige gegenwärtige Ebene ist das Wirtschaftssystem und
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dessen Ausrichtung auf Wachstum. Die diese Ebene sprengenden Erscheinungen und Probleme
sind Ressourcen- und Kapazitätsbegrenzungen und damit verbundene ökologische Probleme wie
Luftverschmutzung, Trinkwasserqualitäts- und -quantitätsprobleme, Klimabeeinflussung, Pro-
bleme der Müllentsorgung, Meeresverschmutzung, Überfischung, Waldrodung und Waldsterben
. . . (aber auch Massenarbeitslosigkeit in Verbindung mit Effizienzerhöhung). Diese Erscheinun-
gen und Probleme können im Rahmen der vorherrschenden „Wachstumsökonomie“ nicht ein-
geordnet und gelöst werden. Daher wird ein Übergang auf eine neue Ebene, die Ebene der
Nachhaltigkeitsökonomie bzw. der Nachhaltigkeitsgesellschaft notwendig. Dieser Übergang ent-
spricht der „Ökologischen Wende“.
(Auch in diesem Fall wird sich ähnlich wie im Beispiel der Physik erweisen, dass die frühere
Ebene der Wachstumsökonomie ein Spezialfall der Nachhaltigkeitsökonomie ist, für den Fall,
dass die Wachstumsgrenzen weit entfernt sind.)
8. These: Ökologische Notwendigkeiten sind z.T. schon Bestandteil praktischer Politik. Dies
ist ein Zeichen für die beginnende Wende.
Erläuterung: Nach T. KUHN ist es typisch (s. These 8), dass unmittelbar vor dem Über-
gang zu einem neuen Paradigma versucht wird, die neuen, das alte Paradigma sprengenden
Erscheinungen im Rahmen des alten Paradigmas zu lösen. Der Umstand, dass im Rahmen des
alten Systems bereits versucht wird, durch Umweltgesetze, -verordnungen und -institutionen
(z.B. T.D.-Luft; Umweltbundesamt; Katalysatorgesetz; UVP; Fischereiabkommen; Trinkwas-
serverordnung; Grenzwerte für toxische Stoffe sowie für Lärm und Radioaktivität und weitere
nationale und internationale Umweltgesetze und -bestimmungen) die neuartigen Probleme im
alten Rahmen zu lösen, ist daher ein Zeichen dafür, dass die „Ökologische Wende“ oder zumin-
dest ihre Vorstufe bereits begonnen hat.
9. These: Die Jugend hat großenteils begriffen, dass das ökologische Problem für sie ein Exis-
tenzproblem ist und daher möglichst schnell gelöst werden muss.
Erläuterung: In den letzten Jahren haben sich Jugendliche verstärkt für Studienfächer ent-
schieden, die sich mit der Umweltproblematik befassen. Ein gleichartiger Trend war bei der
Entscheidung für ein „ökologisches Jahr“ zu verzeichnen. (Die „Ökologische Wende“ muss mög-
lichst schneller durchgeführt werden, als es bisher bei der Durchsetzung neuer wissenschaftlicher
Ideen war, denn nach M. PLANCK setzen sich neue wissenschaftliche Ideen allmählich durch,
indem ihre Gegner aussterben.)
10. These: Die Anzahl derer, die bereit sind, die Notwendigkeit einer „Ökologische Wende“ zu
akzeptieren wächst ständig?
Erläuterung: Nach Umfragen in den USA hat sich der Anteil der Bevölkerung, der der Ansicht
ist, „dass Verbesserungen im Umweltschutz ohne Rücksicht auf Kosten durchgesetzt“ werden
müssen von 45% auf 80% fast verdoppelt (Abb. 1.11).
In den EU-Ländern lag 1986 der Anteil derer, die der Ansicht waren, der Umweltschutz ist
„ein dringendes, sofort zu lösendes Problem“, im Mittel bei 72% (Abb. 5.1). Im Jahre 1995 stellte
R. v. WEIZSÄCKER anlässlich des Kirchentages fest, dass dieser Anteil auf 80% angestiegen
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Abb. 5.1: Umfrage in der EU zum Thema Umweltschutz [v. Weizsäcker(1989)]
war. Aus Holland wurde ca. 1993 von Befragungen verschiedener sozialer Gruppen zur Umwelt-
problematik berichtet. Besonders interessant waren die Antworten aus der Gruppe der Manager.
Zur Frage, ob die Umweltprobleme innerhalb des bestehendes Systems lösbar seien oder ob da-
zu eine Systemänderung notwendig, stimmten in offener Abstimmung weit unter 50% gegen die
Notwendigkeit einer Systemveränderung in geheimer Abstimmung stimmten sie jedoch mit weit
mehr als 50% für die Notwendigkeit einer Systemveränderung. Im Inneren sind somit auch sie
von der Notwendigkeit der Ökologischen Wende überzeugt.
11. These: Die einfachen Leute haben bereits ein besseres Problemverständnis als ihre „Füh-
rungskräfte“ in Politik und Wirtschaft.
Erläuterung: Vor der „politischer Wende“ mit Strukturveränderung in der DDR und der
UdSSR hatten viele einfache Leute ein besseres Problembewusstsein als die so genannten Füh-
rungskräfte. So beklagten z.B. etwa 1987 eine Brotverkäuferin in Ost-Berlin öffentlich das man-
gelnde Verständnis Erich Honneckers für die Relevanz von Umweltproblemen und Mitarbeiter
des Institutes für Mathematik der Akademie der Wissenschaften schämten sich 1988 öffentlich
in einem Wandzeitungsartikel für die kurzsichtige Handlungsweise der Regierung der DDR ge-
genüber inhumanen Aktivitäten der Regierungen in Rumänien und China. Auch in der BRD
erwies sich, dass bei Einführung des „Grünen Punktes“ die einfachen Bürger wesentlich mehr
Müll trennten, als es die Entscheidungsträger von Politik und Wirtschaft von ihnen erwartet
hatten. Auch im Falle der Ökologischen Wende kann das bessere Problembewusstsein der Bür-
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ger auf die Wende hinweisen und diese beschleunigen.
12. These: Die indirekten und direkten Erfolge der „Grünen“ weisen auch auf eine bevorste-
hende bzw. beginnende „Ökologische Wende“ hin.
Erläuterung: Die Partei der Grünen ist aus einer Bürgerbewegung entstanden, die sich um die
Bewältigung der wachsenden Umweltprobleme bemühte. Dieses Bemühen ist der tiefere Grund
der Erfolge der Grünen, die trotz häufigen Fehlverhaltens zustande kamen. Diese Erfolge wären
nicht möglich gewesen, wenn hinter den Bestrebungen der Grünen nicht das wesentliche und
prinzipielles Umwelt-Problem stände, das auf eine Lösung drängt, das aber im bisherigen
Rahmen der etablierten Parteien und Unternehmen nicht hinreichend lösbar ist. Als sich 1980
die Partei der Grünen gründete, wurden ihre Mitglieder von den Vertretern der etablierten Par-
teien und von Vertretern der Wirtschaft verlacht und bekämpft. Inzwischen (ca. 20 Jahre später)
bildet die SPD seit langem Koalitionen auf Länder- und auf Bundesebene mit den GRÜNEN
und sogar die CDU schließt solche Koalitionen mit den GRÜNEN nicht mehr völlig aus. Auf
kommunaler Ebene z.B. in Köln gibt es solche Koalitionen bereits. Auch die Wirtschaft bekämpft
die Grünen nicht mehr, sondern macht in wachsendem Maße Reklame mit der Umweltfreund-
lichkeit von Produkten. Als deutlich kleinerer Koalitionspartner sind die Grünen häufig in eine
schwierige Situation geraten, dennoch haben ihre Wählergewinne 2002 den Fortbestand der Re-
gierungskoalition auf Bundesebene ermöglicht. Die größten Erfolge der Grünen liegen jedoch
darin, dass sie die etablierten Parteien veranlasst haben, die Lösung der Umweltproblematik in
ihre Zielstellung mit aufzunehmen. L. SPÄTH hat dazu festgestellt [Ziesche(1995), S. 174]:
„Wir wären in der Umweltpolitik mit Sicherheit nicht so weit, wenn die GRÜNEN
nicht die großen Parteien in Zugzwang gebracht hätten.“
Die Wahlerfolge der Grünen können auch so verstanden werden, dass immer mehr Wähler die
Überzeugung haben, dass etwas in Richtung Ökologischer Wende geschehen muss. Während
die FDP als Befürworter der Wachstumsökonomie gilt, gelten die Grünen als die Partei, die
Nachhaltigkeit anstrebt. Insgesamt weist die Entwicklung der Grünen darauf hin, dass die Öko-
logische Wende begonnen hat.
13. These: Die Medien können wesentlich zur notwendigen Transparenz und somit zur Vorbe-
reitung und Durchführung der „Ökologischen Wende“ beitragen.
Erläuterung: Fernsehen u.a. Medien sowie Computernetzwerke sind auch Ergebnis des Evo-
lutionsdruckes und der notwendigen größeren Kooperativität in Verbindung mit der größeren
gegenseitigen Beeinflussung und Verflechtung in der neuen Situation - gekennzeichnet durch die
Dominanz der Abbremsphase des Wachstums. Die Medientechnik und auch die Medien-
wirksamkeit hat eine neue Qualität erlangt. Durch die daraus erwachsenden Einflussmög-
lichkeiten resultiert eine wesentlich stärkere Verantwortung der Medien für die Richtigkeit
und ausgewogene Auswahl der Inhalte ihrer Sendungen. Leider ist aber mit der Entwicklung
der Medientechnik zunächst ähnlich wie bei der Nutzung anderer Innovationen (z.B. Computer,
TNT, Atomkernspaltung) zunächst auch die Gefahr des Missbrauchs verbunden (da es sich um
junge, zunächst nicht voll angepasste, unvollkommene und fehlerhaft benutzte Evolutionspro-
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dukte handelt).
14. These: Der Umstand, dass alle neuen DDR-Parteien 1989 ökologische Fragen an zentraler
Stelle ihrer Programme hatten, weist auch auf die Notwendigkeit einer „Ökologischen Wende“
hin.
Erläuterung: Durch die schärfere Zuspitzung der Umweltprobleme in der DDR war auch in der
Bevölkerung ein stärkeres Problembewusstsein entstanden. Durch die im Zusammenhang mit
der Vereinigung Deutschlands für die ehemaligen DDR-Bürger zu bewältigenden, neuartigen
Probleme einerseits und durch die mit dem Zusammenbruch der Industrie in Ostdeutschland
verbundene Verminderung der alten Umweltprobleme nahm zunächst die empfundene Dring-
lichkeit der Umweltproblematik ab. Da die Problematik jedoch nicht umfassend und dauerhaft
gelöst ist, bleibt die Notwendigkeit der Ökologischen Wende bestehen.
15. These: Das Erkennen einer großen Gefahr kann auch Politiker zu notwendig gewordenen
Handlungen in Richtung „Ökologischer Wende“ veranlassen.
Erläuterung: Im Zusammenhang mit den internationalen Untersuchungen zu den ökologischen
Konsequenzen eines globalen Kernwaffenkrieges (ENUWAR-Projekt) haben Ende der 80er Jah-
re die Repräsentanten der USA und der UdSSR (Reagan, Gorbatschow) die Größe der Gefahr
erkannt und kurz darauf erfolgreiche Abrüstungsgespräche durchgeführt. Es erscheint daher
möglich, dass beim Erkennen der zerstörenden Wirkung der Wachstumsökonomie verstärkte
Anstrengungen in Richtung einer Nachhaltigkeitsökonomie unternommen werden.
16. These: Selbst konservative Politiker sprachen in den 90er Jahren von Versäumnissen der
Politik und Wirtschaft in den alten Bundesländern bezüglich notwendiger Veränderungen, die
auch ohne Wiedervereinigung notwendig gewesen sind.
Erläuterung: Derartige Äußerungen wurden z.B. durch K. BIEDENKOPF und H. KOHL
gemacht. (Letzterer äußerte sich dazu z.B. auf einem Wirtschaftsgipfel in Davos.) Ob diese ein-
gestandenen Versäumnisse hauptsächlich die Notwendigkeit der Ökologischen Wende betreffen,
ist nicht völlig klar.
17. These: Dass in den letzten 30 Jahren scheinbar wenig in Richtung „Ökologischer Wende“
passiert ist, ist kein Umstand, der gegen dass unmittelbare Bevorstehen der „Ökologischer Wen-
de“ spricht.
Erläuterung: Bei der Ökologischen Wende handelt es sich um einen Primärprozess, der nach
der Klassifikationsregel von W. MENDE zunächst hyperbolisch wächst und später hyperbo-
lisch abgebremst wird. Zunächst wachsen solche Prozesse relativ langsam und bilden Struk-
turen. Kurz vor dem Wendepunkt kommt es dann zu scheinbar explosionsartigem Wachstum
(s. Weltbevölkerung), weil dann die Wachstumsgrößen im Vergleich zu ihren Sättigungswerten
schon auf beträchtliche Werte angestiegen sind und die wachsenden relativen Wachstumsraten
ein besonders augenfälliges schnelles Wachstum bewirken. Betrachtet man daher kurz vor dem
Wendepunkt die Zuwachsraten der Vergangenheit, so sehen diese recht dürftig aus, obwohl man
sich schon unmittelbar vor dem maximalen Wachstum am Wendepunkt befindet.
(Nach K. MARX wird die neue Gesellschaft im Schoße der alten Gesellschaft geboren. Das
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entspricht in gewisser Hinsicht der KUHNschen Übergangstheorie, nach der das für die neue
Ebene Typische in der alten Ebene entsteht, aber in dieser Ebene prinzipielle Probleme verur-
sacht, deren Lösung zunächst längere Zeit innerhalb der alten Ebene angestrebt wird, bis sie
schließlich den relativ plötzlichen Übergang in die neue Ebene bewirken.)
5.2.3 Zitate, die die Notwendigkeit der z.T. begonnenen Ökologischen Wende
unterstützen.
Nach dem im Abschnitt 5.1 erwähnten Vortrag im Jahre 1993 wurden in der Literatur folgende
Zitate gefunden, die die aufgeführten Hypothesen unterstützen:
Der Ökonom J. TIENBERGEN schrieb 1992 in [Meadows(1992), S. 7]:
„Die Marktwirtschaft bedarf offensichtlich gewisser Regelungen, um öffentliche Gü-
ter bereitzustellen, zu krasse Verteilungsmängel zu vermeiden und auch in Zukunft
aufrechterhaltbare Zustände zu schaffen.“
Der Bericht an den Club of Rome aus dem Jahre 1992 enthält das folgende Zitat. D. MEADOWS
u.a. ZITAT [Meadows(1992), S. 117 und S. 278]
„Als 1972 die Stockholmer Konferenz über Umweltfragen stattfand, gab es in nur
zehn Staaten Umweltministerien oder entsprechende Institutionen. Heute findet
man sie in über hundert Ländern.“
„Nach dem dritten Gedankenmodell sind die Grenzen ebenfalls real und eng, aber
noch ist Zeit, wenn auch keine mehr zu verlieren. Es gibt genug Energie, Res-
sourcen, Geld, Umweltkapazität und menschliche Fähigkeiten, um einen
Wandel einzuleiten, die dritte große Revolution der Menschheit: die Um-
weltrevolution.“
Hier kommt deutlich zum Ausdruck, dass die „Umweltrevolution“, also die „Ökologische Wende“
schleunigst eingeleitet werden muss. P. DÜRR, der Träger des alternativen Nobelpreises, schieb
1991[Dürr(1991), S. 21]:
„Das heißt, wir müssen uns innerlich darauf vorbereiten, dass die Zukunft anders sein
könnte als der „realistische Abklatsch der Vergangenheit“, nur in größerer Dimension.
Ich sehe darin überhaupt die einzige Überlebenschance. Und wenn man das
Neue denkt, erhöht man die Wahrscheinlichkeit seiner Realisierung. Die Menschheit
wird immer wieder durch Visionen plötzlich stark verändert. deshalb halte ich es für
wichtig, Visionen zu entwerfen. . . . - weil es immer wieder Umbrüche gibt . . . . Solange
wir ein Wirtschaftssystem haben, das nur überlebensfähig ist, wenn es unaufhörlich
wächst, hat es wenig Sinn, Nachhaltigkeit zu erwarten. Wir müssen erst die
Mechanismen dieser Wirtschaft ändern, so daß sie selber nachhaltig wird.
Das ist der Hauptpunkt. Zur Zeit hängt Profit von Nichtnachhaltigkeit ab.“
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Hier wird nachdrücklich die bewusste Durchführung der Ökologischen Wende gefordert. Gleich-
zeitig wird verdeutlicht, dass die Wachstumsorientierung dem im Wege steht. Im Jahre 1991
schrieb E.U.v.WEIZSÄCKER in [v. Weizsäcker(1991)]
„. . . es wurde die Kommission für nachhaltige Entwicklung eingerichtet, die das Ab-
arbeiten der Agenda 21 überwachen soll. Es ist schließlich die „Rio-Deklaration“
über ökologisch dauerhafte Entwicklung verabschiedet worden. Selbstverständlich
ist das noch nicht die große ökologische Wende, aber es ist ein Einstieg
. . . “ [v. Weizsäcker(1991), S. 27]
„. . . Hätte jemand in den sechziger Jahren von einem kommenden Jahrhundert der
Umwelt gesprochen, er wäre ausgelacht worden. . . . stieg jedoch das Umweltbe-
wußtsein in den letzten zwei Jahrzehnten an, fast kontinuierlich, scheinbar unauf-
haltsam. Etwa im Jahr 1988 muß es eine kritische Schwelle überschritten
haben.Für die Medien wurden das Ozonloch, die globale Erwärmung, die tro-
pischen Wälder zu einem der wichtigsten Aufmacher . . . “ [v. Weizsäcker(1991), S.
12]
„Ein tiefer ansetzender ökologischer Strukturwandel verbunden mit einer Effizi-
enzrevolution wird unserer Gesellschaft nicht Kosten verursachen, sondern er wird
in erster Linie als Nutzen in Erscheinung treten . . .Es geht um eine vorsorgeori-
entierte Umweltpolitik nach dem Verursacherprinzip unter starker Betonung der
Kooperation.“
[v. Weizsäcker(1991), S. 142]
Diese Zitate enthalten Anzeichen für die beginnende „Ökologische Wende“ , die hier mit „Ökolo-
gischer Strukturwandel“ bezeichnet wird. Die ßtarke Betonung der Kooperation“ entspricht der
in Abschnitt 4.7 behandelten Hypothese 2 für die Abbremsphase des (Wirtschafts-) Wachstums.
Kooperation und Koordinierung sind eng miteinander verbunden. Wie dem folgenden Zitat
aus dem Jahre 1992 zu entnehmen ist, erkannte auch der spätere Vizepräsident der USA, A.
GORE, verhältnismäßig früh die wichtige Rolle der Koordinierung bei der notwendig gewordenen
Schaffung eines neuen auf Nachhaltigkeit gerichteten Organisationsprinzips:
"Die menschliche Zivilisation ist heute so komplex und vielfältig, so ausladend und
gewaltig, daß sich nur schwer erkennen läßt, wie wir gemeinsam und koordiniert
auf die globale Umweltkrise reagieren können. Aber die Umstände zwingen
uns zu einer solchen Reaktion; wenn wir die Erhaltung der Erde nicht als unser
neues Organisationsprinzip begreifen können, ist das nackte Überleben unserer
Zivilisation in Frage gestellt . . . die Krise, der wir gegenüberstehen ist letztlich ein
globales Problem, das nur global gelöst werden kann. Alle Versuche, sich nur mit
Einzelfragen zu beschäftigen oder Lösungen in diesem oder jenem Teil der Welt
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herbeizuführen, werden letztlich mit Sicherheit zu Enttäuschung und Fehlschlägen
führen. . . “ [Gore(1992), S. 296]
Die richtige Feststellung, dass es sich beim Übergang zur Nachhaltigkeit letztlich um ein globales
Prinzip handelt, darf jedoch nicht dazu verführen, solange zu warten, bis alle anderen Länder
diesen Weg beschritten haben, denn alles Globale kann sich in der Regel nur durchsetzen, wenn
lokal damit begonnen wird.
Ein weiteres interessantes Zitat befand sich etwa 1995 auf einem Aushang von B. HANTKE
mit dem Titel „Umwelt, Mensch und Technik auf dem Planeten Erde“ unter „Fragen nach den
Grenzen des Wachstums“ im Deutschen Museum in München: In den ersten Jahren der Bun-
desrepublik Deutschland stand der politische und wirtschaftliche Wiederaufbau im Vordergrund
des öffentlichen und staatlichen Interesses. Erst in den 70er Jahren erfolgte die umweltpolitische
Wende; die Zahl der Umweltgesetze stieg sprunghaft und wächst weiter an.
Drei Prinzipien werden dabei verfolgt:
• das Vorsorgeprinzip: Nicht die Beseitigung der Umweltschäden soll im Vordergrund stehen,
sondern Ihre Vermeidung.
• das Verursacherprinzip: Der Verursacher einer Umweltbelastung soll für die Schäden haf-
ten.
• das Kooperationsprinzip: Alle gesellschaftlichen Kräfte sollen beim Umweltschutz zusam-
menarbeiten.
Auch hier wurde offenbar die zentrale Funktion der Kooperation insbesondere während der
späten Phase der Ökologischen Wende erkannt.
In dem 1994 erschienenen Buch „Wohlstand durch Vermeiden“
[Müller u. Hennicke(1994)] befindet sich eine ganze Reihe von Zitaten, die auf die Ökologische
Wende und die Notwendigkeit ihrer umgehenden Durchführung hindeuten.
Hier wird auch der Gegensatz von Wachstumsökonomie und ökologisch nachhaltigem Wirt-
schaften betont und auf die Ausstrahlung der Ökologischen Wende auf alle Lebensbereiche
hingewiesen.
„Die Anthropozentrik der Naturwissenschaften . . . oder auch die Theorien der „un-
sichtbaren Hand“ des Marktes und der allgemeinen Wohlfahrt durch den Freihandel
werden durch die Wirklichkeit widerlegt“ [Müller u. Hennicke(1994), S. 4]
Dieser Widerspruch zwischen Theorie und Praxis kann auch als zusätzlicher Grund für die Not-
wendigkeit der Ökologischen Wende angesehen werden.Auf Seite 5 befindet sich die Bemerkung:
„In der Konsequenz kommt auch K. BIEDENKOPF zu diesem Fazit, wenn er über
die Herausforderung unserer Zeit schreibt: „Die Umwälzungen sind weitaus drama-
tischer als alle, die ihr vorausgegangen sind.“ (Biedenkopf 1985).“
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Dies erinnert sehr an W. D. RUCKELSHAUS, der für die Ökologische Wende den Begriff „Öko-
logische Revolution“ verwendet, um anzudeuten, dass sie in ihrer Wirkung so tiefgreifend ist
wie die Neolithische Revolution oder auch die Industrielle Revolution.
Zum Abschluss soll noch die folgende Passage erwähnt werden:
„Die Welt befindet sich in einem „schwierigen und unsicheren Umwandlungsprozess
hin zu neuen Wirtschafts- und Gesellschaftsformen.“ (Galbrait 1994).“
Dies deutet an, dass die Ökologische Wende bereits in ihrem Anfangsstadium ist. Es gibt allein
im selben Buch noch eine größere Zahl weiterer ähnlicher Passagen zur Thematik Ökologische
Wende:
„Damit stehen auch die marktwirtschaftlich-kapitalistischen Wirtschafts- und Ge-
sellschaftsordnungen vor grundlegenden Weichenstellungen. Eine Wende ist mög-
lich, wenn die Entwicklungsparameter neu gestaltet werden, um einen ökologisch
ausgerichteten Strukturwandel einzuleiten. Daraus ziehen wir die Konsequenz der
Ökonomie des Vermeidens. Sie steht im Gegensatz zu den bisherigen mechanisti-
schen Vorstellungen von Wachstum und Fortschritt.“ [Müller u. Hennicke(1994), S.
38]
„Statt auf die konservative Illusion eines neuen Jahrzehnts des Wachstums zu setzen,
müssen die Möglichkeiten der technischen Zivilisation in einer Weise genutzt wer-
den, dass sie mit den sozialen und ökologischen Anforderungen an eine dauerhafte
Entwicklung im Einklang stehen. Das setzt grundlegende Reformen voraus in der
wirtschaftlichen Ordnung, im politischen System und in der kulturellen Weltorien-
tierung.“ [Müller u. Hennicke(1994), S. 22]
„Die Zuspitzung der sozialen und globalen Trends sollte deshalb als Warnzeichen
begriffen werden, dass der Umbau in den Industrieländern schnell beginnen muss
und Politik und Gesellschaft dafür den Rahmen setzen . . . Anderenfalls wächst die
Gefahr, dass erst radikal veränderte Verhältnisse zu einschneidenden Veränderungen
zwingen.“ [Müller u. Hennicke(1994), S. 74]
„Die ökonomischen und sozialen Probleme sind nicht kurzfristig und vorübergehend.
Die 90er Jahre werden deshalb zum Jahrzehnt der großen Wende werden, in dem sich
entscheidet, ob der weitere Weg (wieder einmal) in große, möglicherweise gewaltsame
Konflikte führt, oder ob die Weichen noch frühzeitig genug für eine grundlegende
Reform vonWirtschaft und Gesellschaft gestellt werden.“ [Müller u. Hennicke(1994),
S. 84]
„ “
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6 Beispiele und Ergebnisse von Umweltanalysen mittels
Computersimulationen
6.1 Charakterisierung des Weltmodells von Forrester-Meadows
Das Weltmodell von FORRESTER und MEADOWS soll etwas ausführlicher behandelt werden,
weil es ein gutes Beispiel dafür ist, dass Computersimulation tatsächlich zu wichtigen Einsich-
ten bezüglich der Umweltproblematik und der aktuellen Evolutionsproblematik der Menschheit
führen kann. Wenngleich es auch wünschenswert wäre, dass diese Computersimulation noch grö-
ßere Auswirkungen auf das Denken und Handeln vieler Menschen und insbesondere der Politiker
hätte, so war der bisherige Einfluss dennoch beachtlich.
6.1.1 Entstehungsgeschichte des Modells
Diese Computersimulation hat eine interessante Entstehungsgeschichte. Ein italienischer Indus-
trieller (A. PECCEI) war bei seinen vielen Reisen durch die ganze Welt darauf aufmerksam
geworden, dass sich vielerorts Entwicklungen anbahnten, die nichts Gutes für die weitere Ent-
wicklung der menschlichen Lebensbedingungen auf der Welt ahnen ließen. Er diskutierte mit
Freunden darüber und fand bei ihnen ein ähnliches Unbehagen bzw. eine ähnliche Sorge um die
Zukunft der Welt. Rückblickend wurde die Situation 1991 so dargestellt:
Dieses Zitat stammt aus dem Vorwort des Berichts des Clubs of Rome aus dem Jahre 1991.
„Das Jahr 1968 brachte die große Wende. Es markierte zugleich Höhepunkt und Ende
einer langen Nachkriegsperiode wirtschaftlichen Wachstums in den Industrieländern.
Zugleich war es jedoch auch ein Jahr sozialer Unruhen. In vielen Ländern kam es zu
Studentenrevolten, fanden sich Anzeichen von Entfremdung und kulturkritischem
Protest. Außerdem bildeten sich in jener Zeit erste Ansätze eines öffentlichen Um-
weltbewusstseins.
Die Unfähigkeit von Regierungen und internationalen Organisationen, die Konse-
quenzen eines substantiellen materiellen Wachstums vorauszusehen oder überhaupt
voraussehen zu wollen, und die unklare Vorstellung dieser Institutionen von den
qualitativen Aspekten des Lebens, die der angestrebte, nie da gewesene Überfluss
ermöglichen sollte, lagen offen zutage. Aus diesem Grunde hielt man es für nütz-
lich, eine Gruppe unabhängiger Denker zusammenzuführen, welche die Arbeit der
öffentlichen Organisationen ergänzen sollte, indem sie sich mit den mehr langfris-
tigen und grundsätzlichen Problemen auseinandersetzt. Aus diesen Überlegungen
entstand 1968 der Club of Rome, dem gegenwärtig 100 unabhängige, ordentliche
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Mitglieder aus 53 Ländern angehören.“
Ziemlich bald nach der Gründung dieses Clubs wurde J. FORRESTER, der am MIT (Massa-
chussets Institute of Technology) in den USA arbeitete, zu einer Sitzung dieses Clubs eingeladen
und gebeten, ein Computermodell für die mögliche weitere Entwicklung der Welt zu entwerfen.
FORRESTER hat schon vorher die Simulationssprache DYNAMO entwickelt und damit Pro-
bleme aus den Gebieten „INDUSTRIAL DYNAMICS“ und „URBAN DYNAMICS“ analysiert.
Schon auf den Rückflug soll er ein erstes Modell für die globale Wachstumsdynamik (World1
genannt) skizziert haben, was dann am MIT in der Simulationssprache DYNAMO formuliert
wurde. Das programmierte Modell erhielt den Namen World2. Auf seiner Grundlage wurden die
ersten Computer-Berechnungen über globale Wachstumstrends und ihre Wirkungen untersucht
und im Buch „Der teuflische Regelkreis“ von J. Forrester 1971 [Forrester(1971)] veröffentlicht.
Inzwischen hatte er eine Forschergruppe unter der Leitung des Ehepaars MEADOWS, das gera-
de von einer Weltreise zurückgekehrt und ähnlich wie der Gründer des Clubs of Rome motiviert
war, beauftragt, das Modell gründlich zu testen und zu verbessern. So entstand das Modell
World3 als erweiterte Fassung von World2. Die mit diesem Modell erzielten Ergebnisse wurden
1972 unter dem Titel „Die Grenzen des Wachstums“ [Meadows(1972)] veröffentlicht. Dieses Buch
wurde ein Weltbestseller, der mir leider in der DDR nie in die Hände gekommen ist. Es wurden
in 29 Sprachen insgesamt 9 Millionen Exemplare gedruckt. Das Buch hatte eine sensationel-
le Wirkung, wodurch eine große Debatte über die Zukunft der Menschheit angestoßen wurde.
20 Jahre später ist nun das Folgebuch mit dem Namen „Die neuen Grenzen des Wachstums“
[Meadows(1992)] („Beyond the Limits“) erschienen, das ich Ihnen außerordentlich empfehlen
kann. Es ist auch lesbar ohne große Vorkenntnisse in Mathematik und Modellierung. Die Auto-
ren schreiben selbst: „Man benötigt dieses Modell nicht um die Plausibilität unserer Ergebnisse
zu beurteilen. Die Mehrzahl unserer Leser braucht nur ein gewisses intuitives Verständnis für
dynamische Vorgänge.“ Leider wurde auf den ersten Seiten ein paar Mal der Begriff exponen-
tielles Wachstum falsch gebraucht, was mich damals so verärgert hat, dass ich das Buch erst
1995 bei der Vorlesungsvorbereitung unter Zeitdruck wieder zur Hand genommen habe. Ande-
rerseits hatte das den Vorteil, dass ich inzwischen auf anderen Wegen (insbesondere über das
Evolonmodell) weitgehend zu gleichen Schlussfolgerungen wie in diesem Buch gekommen bin
und mich so in vielen meiner Hypothesen unabhängig bestätigt fühlen konnte. (Z.B. werden in
diesem Buch Wirtschaftsysteme auch als Teile des globalen Ökosystems aufgefasst und was ich
unter Ökologischer Wende verstehe, ist dort unter Ökologischer Revolution aufgeführt. Auch
meine These von der Notwendigkeit der erhöhten Kooperation der Teilsysteme während der
Bremsphase des Wachstums wird in diesem Buch indirekt bestätigt, ebenso meine These, dass
die Umweltproblematik in wachsendem Maße den Hauptevolutionsdruck für die menschliche Art
darstellt. Tatsächlich hat das Buch das folgende Fazit: „Nach der Erfindung des Ackerbaus und
nach der Industrieellen Revolution ist die Menschheit nun zur dritten großen Umwälzung ihrer
Geschichte aufgerufen: zur ökologischen Erneuerung, zu einer Umwelt-Revolution. “
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6.1.2 Datentrends, die die Konstruktion des Modells beeinflusst haben
Das Buch enthält nicht nur das Modell und die Beschreibung der Simulationsexperimente. Die
erste Hälfte des Buches befasst sich mit der Analyse von Fakten, die mit dem Modell im Zu-
sammenhang stehen und die auch für sich gesehen wichtig sind (z.B. dass vor Entwicklung der
Landwirtschaft vor drei- bis viertausend Jahren die globale Waldfläche ca. 6 Milliarden ha be-
trug, wogegen heute nur noch 4 Milliarden ha. vorhanden sind, wobei aber die Hälfte aller jemals
gerodeten Waldflächen allein in den 40 Jahren von 1950-1990 gerodet wurden. Das bedeutet,
dass in diesen 40 Jahren, durchschnittlich jährlich eine Fläche von der Größe eines Quadrates
mit 500 km Kantenlänge gerodet wurde). Zur Erarbeitung des Modells wurden zunächst eine
größere Anzahl von Fakten und Trends untersucht und zusammengestellt. Einige dieser in den
Büchern von 1972 und 1992 aufgeführten Trends werden im Folgenden zitiert. Die Abbildun-
Abb. 6.1: Kunstdüngerverbrauch auf der Erde [Meadows(1972), S. 20]
gen 6.1 und 6.2 zeigen den Trend beim globalen Düngemittelverbrauch. Er ist von 1950 bis
1980 um etwa den Faktor 18 gewachsen. Auf Abbildung 6.3 ist das Wachstum der benötig-
ten landwirtschaftlichen Nutzfläche bei gleichbleibender Produktivität dargestellt. Sie ist unter
diesen Bedingungen im Wesentlichen dem Bevölkerungswachstum proportional. Gleichzeitig ist
angedeutet, dass die mögliche landwirtschaftliche Nutzfläche durch die mit dem Bevölkerungs-
373
6 Beispiele und Ergebnisse von Umweltanalysen mittels Computersimulationen
Abb. 6.2: Kunstdüngerverbrauch auf der Erde [Meadows(1992), S. 36]
wachstum verbundenen wachsenden Siedlungs- und Verkehrsflächen abnimmt. Es ist ersichtlich,
dass unter den genannten Voraussetzungen etwa im Jahre 2000 erstmals die gesamte potentielle
landwirtschaftliche Nutzfläche in Anspruch genommen würde. Besonders wichtig ist der in der
Darstellung verdeutlichte Fakt, dass eine Verdopplung der Hektarerträge das Problem nur für
höchstens 25 Jahre lösen könnte.
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Abb. 6.3: Landwirtschaftlich nutzbares Land [Meadows(1972), S. 40]
375
6 Beispiele und Ergebnisse von Umweltanalysen mittels Computersimulationen
Die nächsten beiden Abbildungen 6.4 und 6.5 zeigen das Wirtschaftswachstum als Industrie-
produktion pro Kopf und Bruttosozialprodukt pro Kopf für einige Länder. Bemerkenswert ist
das rasante Wachstum in Japan nach 1960 und der absolute Rückgang in Nigeria nach 1980.
Abb. 6.4: Spezifisches Wachstum der Industrieproduktion [Meadows(1972), S. 32]
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Abb. 6.5: Spezifisches Wirtschaftswachstum [Meadows(1992), S. 62]
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Die Beziehung zwischen Geburtenrate und Bruttosozialprodukt ist in Abb. 6.6 aufgeführt.
Sie bestätigt den Trend: je ärmer, umso kinderreicher. Die Ölstaaten bilden dabei durch den
schnell erhaltenen Reichtum Ausnahmen.
Abb. 6.6: Spez. Geburtenrate in Abängigkeit vom spez. Bruttosozialprodukt im Jahre 1989
[Meadows(1992), S. 54]
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Abbildung 6.7 zeigt den Zusammenhang zwischen Ernährungsmöglichkeit und mittlerer Le-
benserwartung.Bei der Hälfte der Länder ist die mittlere Lebenserwartung aus diesem Grunde
markant erniedrigt.
Abb. 6.7: Lebenserwartung in Abh. von der spezif. Nahrungsbereitstellung
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Abbildung 6.8 zeigt die Kopplung zwischen Energieverbrauch und Bruttosozialprodukt. Diese
Kopplung wurde 1973 infolge der ersten Weltenergiekrise unerwartet beendet. Sie war Ursache
für viele falsche Energieprognosen.
Abb. 6.8: Spez. Energieverbrauch in Abhängigkeit vom spez. Bruttosozialprodkt, „Kopplung“
380
6.1 Charakterisierung des Weltmodells von Forrester-Meadows
Schließlich ist in Abbildung 6.9 auch das Wachstum des globalen Primärenergieverbrauchs un-
terteilt nach Energieträgern aufgeführt. Auch hier ist deutlich das wesentlich stärkere Wachstum
nach 1950 zu erkennen.
Abb. 6.9: Globaler Primärenergieverbrauch
6.1.3 Grobe Charakterisierung des Modells
Das Modell World3 besteht aus 5 Teilmodellen, wobei die Modelle Landwirtschaft und Wirt-
schaft nochmals in 3 Untermodelle untergliedert sind. Insgesamt enthält das Modell 18 Zu-
standsvariablen und eine große Zahl Rückkopplungen und Einflussgrößen, Deswegen kann es
im Rahmen einer Vorlesung nicht vollständig dargestellt werden. Tabelle 6.1 versucht einen
groben Überblick über das Modell zu geben: Das Modell selbst ist im Buch nur als Symbol-
diagramm enthalten (s. Abb. 6.10). Das Teilmodell ßich erschöpfende Ressourcen“ entspricht
dem linken oberen Teil. Das Bevölkerungsteilmodell ist in der Mitte oben dargestellt. Rechts
oben befindet sich das Umweltverschmutzungsmodell und rechts unten das Landwirtschafts-
modell. Links unten ist schließlich das Wirtschaftsmodell plaziert. Mit besonderen Symbolen
ist weiterhin auch angedeutet, dass Zeitverzögerungen bei entsprechenden Wechselwirkungen
berücksichtigt werden. Aber ganz entsprechend meiner Forderung nach guter Dokumentation
gibt es im Buch einen Hinweis darauf, wo man die ausführliche Dokumentation (von 637 Sei-
ten) einschließlich der genauen Modellgleichungen beziehen kann. Weiterhin sind im Buch 14
Simulationsläufe beschrieben, die unterschiedlichen Szenarien entsprechen. 1992 wurden die
Modellierungen mittels der Simulationssprache STELLA durchgeführt.
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Nr. Teilmodell Zustandsvariable
1 Umweltverschmutzung Technologie zur Bekämpfung von
Umweltverschmutzung:
Umweltverschmutzung; (bebaute
Landflächen s. 4.c)
2 sich erschöpfende Ressourcen sich erschöpfende Ressourcen;
Technologie der Ressourcenschonung
3 Bevölkerung Bevölkerung von 0 - 14 Jahren
Bevölkerung von 15 - 44 Jahren
Bevölkerung von 44 - 65 Jahren
Bevölkerung > 65 Jahre
4 Landwirtschaft
4.a Nahrungsmittelerzeugung landwirtschaftlicher Input;
Technologie für Ertrag der Landfl.;
wahrgenommene Ernährungsrate;
(bebaubare Landflächen s. 4.c);
(Bodenfruchtbarkeit s. 4.b)
4.b Bodenfruchtbarkeit Bodenfruchtbarkeit
4.c Landentwicklung und Landverlust potentielle bebaubare Landflächen;
bebaute Landflächen;
städtische/industrielle Landflächen;
5 Wirtschaft
5.a Industrieoutput Industriekapital
5.b Dienstleistungsoutput Dienstleistungskapital
5.c Arbeitsplätze Anteil der verzögerten Nutzung von
Arbeitskräften
Tab. 6.1: Struktur des Modells WORLD3
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Abb. 6.10: WORLD3 in DYNAMO-Symbolsprache [Meadows(1972), S. 88]
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Abbildung 6.11 zeigt entsprechende grafische Darstellungen für die Teilprogramme Umwelt-
verschmutzung und sich nicht regenerierende Ressourcen.
Der erklärte einzige Zweck des Modells ist es „erkennbar zu machen, auf welche Weise und
inwieweit die wirtschaftlichen Aktivitäten die Menschheit den Grenzen der Tragfähigkeit dieses
Planeten näher bringen.“
Nach Ansicht der Autoren kann das Weltmodell World3 „nicht von sich aus die evolutionäre
Dynamik eines Weltsystems entwickeln, das sich neu strukturiert. Aber es ist ein taugliches
Werkzeug, um relativ einfache Veränderungen auszutesten, die eine Gesellschaft (ge-
meint ist die menschliche Gesellschaft) zur Vermeidung des Kollapses nach Grenzüber-
ziehung vornehmen könnte.“ (S.232) An anderer Stelle (S. 247) schreiben sie dazu: „World3
eignet sich nicht dazu, die globale Entwicklung den verborgenen Grenzen exakt
anzupassen. Kein heute verfügbares Computermodell kann dies leisten, möglicherweise auch
keines in der Zukunft. World3 liefert qualitative Lehren, keine quantitativen. Sie dür-
fen nicht als exakte Voraussagen gewertet werden und nicht als Planungsunterlagen
für die Weltpolitik. Sie lassen aber generelle Schlüsse über das Systemverhalten zu,
die noch keineswegs allgemein bekannt sind, aber für Entscheidungsträger von ent-
scheidender Bedeutung wären.“
Eine stark vereinfachte Form des Weltmodells wurde bereits besprochen. Das Originalmodell
ist jedoch so umfangreich, dass es in der Vorlesung nicht vollständig vorgestellt werden kann.
Fast wundert es mich, dass bei einem so umfangreichen Modell noch interpretierbare und ein-
leuchtende Resultate zustande kommen. Im Modell ist eine beträchtliche Zahl von Rückkopp-
lungen enthalten (s. z.B. S. 146/147). Es enthält 18 Zustandsvariablen, deren Veränderung
von je ca. 8-23 anderen Größen abhängt (S.282, 284-290). Aus den 14 betrachteten Szenarien
wurden 3 ausgewählt, um das Prinzip der Modellaussagen zu charakterisieren.
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Abb. 6.11: Teilmodelle von WORLD3 in STELLA-Symbolsprache [Meadows(1992), S. 289]
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6.1.4 Ausgewählte Simulationsresultate
Abb. 6.12: Szenario 1: Standardlauf
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Szenario 1 (Abb. 6.12) wird auch Standardlauf genannt. Hierbei geht man davon aus, dass die
Aktivitäten entsprechend dem früheren Trend fortgesetzt werden ohne bewusste Änderung
von menschlichen Eigenschaften und Eigenschaften des globalen Wirtschaftssystems. Hierbei
wachsen in zunehmendem Maße die Umweltbelastungen bis dadurch und durch den eintre-
tenden Mangel an natürlichen Ressourcen der Kapitalsektor nicht mehr die erforderlichen
Investitionen vornehmen kann. Das Industriekapital zerfällt dann rascher, als es durch In-
vestitionen erneuert werden kann. Schließlich wird dadurch auch ein Zerfall der Nahrungsmit-
telversorgung und der Gesundheitsdienste verursacht und die Lebenserwartung sinkt,
während die Sterbefälle gleichzeitig steigen.
Im Szenario 9 wird vorausgesetzt, dass ab 1995 Familien höchstens zwei Kinder haben
und man sich bewusst mit einem bescheidenen Industrieoutput zufrieden gibt. Zunächst
übersteigt dann der Lebensstandard das Niveau von 1990, aber danach kommt es zu einem
ähnlichen Kollaps wie in Szenario 1. Umfangreicher und vielseitiger sind die Voraussetzungen
für das Szenario 10. Neben der Einschränkung von Bevölkerung und Industrieoutput werden
Technologien zum Ressourcenschutz, zum Schutz der kultivierten Landflächen, zur He-
bung der landwirtschaftlichen Erträge und zur Bekämpfung der Umweltverschmutzung
eingesetzt. Unter diesen (bisher nicht realisierten) Bedingungen ließe sich mindestens bis zum
Jahr 2100 ein beträchtlicher Lebensstandard mit hoher Lebenserwartung erreichen, während
gleichzeitig die Umweltverschmutzung zurückgeht und die Weltbevölkerung langsam auf 7,7
Mrd. anwächst.
Für die 1991 durchgeführten, schon erwähnten 14 Szenarienrechnungen wurde das ursprüng-
lich in DYNAMO programmierte Modell in die Simulationssprache STELLA übersetzt, da es für
MACINTOSH-Computer keinen DYNAMO-Compiler gibt und STELLA längere und verständ-
lichere Variablennamen zulässt. Nach der Übersetzung in STELLA wurde das Modell getestet,
indem versucht wurde, die reale Entwicklung von 1970 bis 1990 mit den Anfangswerten
von 1970 nachzurechnen (S.289). Dabei zeigte sich, dass sich die wesentlichen Variablen
(z.B. Bevölkerung, Nahrungsmittelproduktion . . . ) für diese 20 Jahre genau so änderten wie
die realen Daten. Daher gab es keinen Anlass, Strukturveränderungen des Modells
vorzunehmen. Die empirischen Daten des globalen realen Systems deuteten jedoch an, dass
bei mehreren Parametern und Tabellenfunktionen kleine Änderungen zur Annäherung des
Modells an die Realität sinnvoll wären:
1. So wurden z.B. die Auswirkung der Erosion auf den Bestand der bebaubaren Landfläche
und die Auswirkungen landwirtschaftlicher Inputs auf die Ertragssteigerung in World3
unterschätzt. Diese beiden Fehler hoben sich allerdings in ihrer Wirkung weitgehend auf.
2. Bei der Bevölkerung wurde die Abnahme der Geburten- aber auch der Sterbera-
ten für die letzten beiden Jahrzehnte unterschätzt. Auch diese Abweichungen waren in
ihrer Wirkung gegenläufig. Weiterhin wurden beim Bevölkerungsteilsystem der Einfluss
des Gesundheitszustandes auf die Fertilität und der Einfluss der Nahrungsmittelversor-
gung sowie der Gesundheitsdienste auf die durchschnittliche Lebenszeit erhöht und die
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Normfamiliengröße wurde von 4,0 auf 3,8 reduziert.
3. Bezüglich der Ressourcen war für hochindustrialisierte Länder der ursprüngliche Ressour-
cenbedarf pro Einheit des Industrieoutputs zu hoch angesetzt.
4. Schließlich wurden noch für Technologien zur Bekämpfung der Umweltverschmutzung die
stufenförmigen Tabellenfunktionen durch adaptive Übergänge mit entsprechenden Verzö-
gerungszeiten ersetzt.
Das STELLA - Modell mit diesen kleinen Änderungen gegenüber dem 20 Jahre zuvor erstellten
DYNAMO-Modell hat die Bezeichnung World3/91. Mit ihm wurden die schon erwähnten 14
Szenarien durchgerechnet. Bevor ich auf die Zusammenfassung der dabei erzielten Resultate
eingehe, möchte ich auf die Zusammenfassung der vor 20 Jahren mit World3 erzielten Resultate
eingehen.
Im Jahre 1972 wurden zusammenfassend 3 summarische Schlussfolgerungen gezogen (S.10):
1. Wenn die gegenwärtige Zunahme der Weltbevölkerung, der Industrialisierung, der
Umweltverschmutzung, der Nahrungsmittelproduktion und der Ausbeutung von natür-
lichen Rohstoffen unverändert anhält, werden die absoluten Wachstumsgrenzen
auf der Erde im Laufe der nächsten hundert Jahre erreicht. Mit großer Wahr-
scheinlichkeit führt dies zu einem ziemlich raschen und nicht aufhaltbaren Absinken der
Bevölkerungszahl und der industriellen Kapazität. (Ähnlich wie es in dem schon erwähnten
Beispiel auf der Osterinsel geschah).
2. Es erscheint möglich, diese Wachstumstrends zu ändern und einen ökologischen und
wirtschaftlichen Gleichgewichtszustand herbeizuführen, der auch lange in der Zu-
kunft aufrecht erhalten werden kann. Es könnte so erreicht werden, dass die materiellen
Lebensgrundlagen für jeden Menschen auf der Erde sichergestellt sind und noch immer
Spielraum bleibt, individuelle menschliche Fähigkeiten zu nutzen und persönliche Ziele zu
erreichen.
3. Je eher die Menschheit sich entschließt, diesen Gleichgewichtszustand herzustellen, und je
rascher sie damit beginnt, um so größer sind auch die Chancen, dass sie ihn erreicht.
„1971 sah es so aus, als werde man erst in einigen Jahrzehnten die materiellen Gren-
zen für die Nutzung vieler Rohstoffe und der Energie erreichen. 1991 aber zeigten
die Computerläufe und die Neubewertung der Daten, dass die Nutzung zahl-
reicher Ressourcen und die Akkumulation von Umweltgiften bereits die
Grenzen des langfristig Zuträglichen überschritten haben - trotz der mitt-
lerweile verbesserten Technologien, trotz des mittlerweile gewachsenen ökologischen
Bewusstseins und trotz strenger Umweltgesetze.“ [Meadows(1972), S. 11]
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In den letzten 20 Jahren gab es immer mehr Hinweise auch in der Literatur, dass die Ausbeutung
der Rohstoffe und auch die Umweltschädigung bereits zu weit fortgeschritten sind. Dennoch hat-
ten sich diese Hinweise vor der Durchrechnung der 14 Szenarien im Jahre 1991 nicht zu dem
folgenden neuen Befund verdichtet: „Die Menschheit hat ihre Grenzen überzogen; un-
sere gegenwärtige Art zu handeln lässt sich nicht mehr lange durchhalten. Eine
lebenswerte Zukunft muss zu einer Epoche des Rückzugs werden, in der man die
Aktivitäten zurückfährt und die entstandenen Schäden ausheilen lässt. Es hat sich
jetzt erwiesen, dass materielles Wachstum die Armut nicht beseitigen kann. Man
muss sie jetzt bekämpfen, während sich die wirtschaftliche Tätigkeit vermindert“
Nach diesem Befund wurde befürchtet, dass sich auf längere Frist gar keine Möglichkeit mehr
finden ließe, der Menschheit eine erträgliche und stabile Zukunft zu sichern, aber solche Möglich-
keiten zeigten sich (zumindest im Modell) dann doch noch. „Zwar waren in den letzten 20
Jahren einige Optionen von 1971 nur noch sehr beschränkt nutzbar geblieben. Dafür
haben sich aber andere Möglichkeiten ergeben.“ Mit Hilfe der neu entstandenen Tech-
nologien und Institutionen ist es möglich geworden, den ständigen Strom von Ressourcen aus
der Umwelt und von Schadstoffen in die Umwelt zu reduzieren und dabei dennoch die Lebens-
qualität anzuheben. Sogar die Massenarmut ließe sich beheben . . . trotz des durch die heutige
Altersstruktur noch vorprogrammierten Bevölkerungszuwachses. Keine dieser Möglichkeiten
jedoch lässt sich realisieren, wenn das Bevölkerungswachstum ungezügelt weitergeht und
wenn nicht rasch die Wirkungsgrade der Energie- und Ressourcennutzung erhöht sowie der
Rohstoff- und Energieeinsatz weltweit ausgewogener verteilt werden. Die Erkenntnis-
se aus den 14 Modellexperimenten im Jahre 1991 wurden deshalb wie folgt zusammengefasst
(S.13):
1. Die Nutzung vieler natürlicher Ressourcen und die Freisetzung schlecht abbaubarer Schad-
stoffe haben bereits dieGrenzen des physikalisch auf längere Zeit Möglichen über-
schritten. Wenn der Einsatz dieser Materialien und die Energieflüsse nicht entscheidend
gesenkt werden, kommt es in den nächsten Jahrzehnten zu einem nicht mehr kontrol-
lierbaren Rückgang der Nahrungsmittelerzeugung, der Energieverfügbarkeit und der
Industrieproduktion.
2. Das ist aber vermeidbar, wenn zwei grundsätzliche Änderungen erfolgen: Die politischen
Praktiken und Handlungsweisen, die den Anstieg des Verbrauchs und der Bevölkerungs-
zahlen begünstigen, müssen umfassend revidiert werden. Daneben sind die Wirkungsgrade
des Energieeinsatzes und der Nutzeffekt materieller Ressourcen drastisch anzuheben.
3. Eine dauerhaft existenzfähige Gesellschaft ist technisch und wirtschaftlich
noch immer möglich. Sie könnte lebenswertere Perspektiven haben als eine Gesell-
schaft, die ihre Probleme durch konstante Expansion zu lösen versucht. Der Übergang zu
einer dauerhaft existenzfähigen Gesellschaft erfordert den sorgfältigen Ausgleich zwi-
schen langfristigen und kurzfristigen Zielvorstellungen. DerNachdruck muss auf
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ausreichende Versorgung, gerechte Verteilung und Lebensqualität und weniger
auf Produktionsausstoß gelegt werden. Dazu ist mehr erforderlich als nur Produktivität
und Technologie; gefragt sind Reife und Weisheit. [Meadows(1992)]
Das Letzte deckt sich mit meiner bei der Anwendung des Evolonmodells abgeleiteten Erfah-
rung, dass die Bremsphase des Wachstums an die Wirtschaftsmanager höhere Anforderungen
stellt. Auch bin ich durch die Beschäftigung mit dem Evolonmodell auf den Vergleich der ur-
sprünglichen, beschleunigten Wachstumsphase mit dem unüberlegten, immer mehr fordernden
Wünschen von Kindern einerseits und der Bremsphase mit der weisen Beschränkung älterer
Personen andererseits gestoßen. Darauf soll später noch näher eingegangen werden.
Am Schluss des Buches „Die neuen Grenzen des Wachstums“ [Meadows(1992)] befinden sich
noch Betrachtungen zur Nachhaltigkeit und der Problematik der Erreichung einer nachhaltigen
Form der menschlichen Gesellschaft und ihrer Umwelt. Darauf gedenke ich später in einem
gesonderten Punkt zurückzukommen.
6.1.5 Kommentierung der Simulationsresultate
Es soll nicht unerwähnt bleiben, dass die in den „Die Grenzen des Wachstums“ [Meadows(1972)]
erhaltenen Resultate sowie die verwendete Methode auch stark kritisiert wurden.
Darauf wurde z.B. in dem 1976 erschienen Buch „Systemforschung im Umweltschutz“ von F.
HANNSMANN und Mitarbeitern eingegangen.
«Aurelio Pecci warnte bereits Ende der 60er Jahre vor der einseitigen Fixierung auf das quantita-
tive Wachstum des Industriesystems. Er forderte stattdessen ein „organisches Wachstum“ durch
eine „menschliche Revolution“ , um die „Krankheiten unserer Welt zu behandeln, die interna-
tionalen Spannungen zu entschärfen und die inneren Widersprüche und Unausgewogenheiten zu
überwinden“ (Peccei1969).
Der Club of Rome belegte die These von den Grenzen des Wachstums mit Hilfe von Compu-
termodellierungen globaler Trends. Weltweites Aufsehen erregte insbesondere die Studie über
die Endlichkeit der Rohstoffe „The Limits of Growth“ [Meadows(1972)]. Ihre zentrale These,
die mitten n der Wachstumseuphorie jener Zeit ein Paukenschlag war und die Welt verändern
sollte, ist einfach: „Jeder Tag des exponentiellen Wachstums treibt das Weltsystem näher an die
Grenzen des Wachstums.“ Denn:
• Das Wirtschaftswachstum wird auf absehbare Zeit beendet sein, da die Reserven an Roh-
stoffen und Energie ausgehen.
• Die Landwirtschaft kann mit dem Bevölkerungswachstum nicht mehr mithalten.
• Das exponentielle industrielle Wachstum vernichtet die natürlichen Lebensgrundlagen.
Auch wenn die Methodik der Studie teilweise durchaus kritikwürdig ist und zunächst auf breites
Unverständnis stieß, kam die Wende schon 1973. als die Organisation Erdöl produzierender Staa-
ten (OPEC) die Rohölförderung drosselte und drastische Preiserhöhungen durchsetzte. Obwohl
in der erstzen Ölkrise die Bereitschaft groß war, endlich mit dem Energiesparen ernst zu ma-
chen, wurden bis heute keine wirklichen Konsequenzen gezogen, sonder wertvolle Zeit vergeudet
(Hennicke/Scherhorn 1994).»
Abb. 6.13: Wirkung der mit WORLD3 erzielten Simulationsergebnisse
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Bei M. MÜLLER und P. HENNIKE (Wohlstand durch Vermeiden)
[Müller u. Hennicke(1994)] wird erwähnt, dass die World3-Ergebnisse in der Wachstumseuphorie
jener Zeit wie ein Paukenschlag wirkten (Abb. 6.13). Von M. MESAROVIC und E. PESTEL
ist 1974 das Buch „Menschheit am Wendepunkt“
[Mesarovic u. Pestel(1974)] erschienen. Sie argumentieren, dass globale Betrachtungen zu grob
sind und dass neun Weltregionen betrachtet werden sollten. Diese Regionen sind:
1. Nordamerika
2. Westeuropa
3. Japan
4. Australien etc.
5. Osteuropa
6. Lateinamerika
7. Mittlerer Osten
8. Tropisch Afrika
9. Südostasien
Eine graphische Darstellung der Regionen ist in Abbildung 6.14 zu sehen. Da diese Regionen
Abb. 6.14: Von Mesarovic/Pestel betrachtete Regionen
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aber in vorher nicht bekannter Wechselwirkung sind, erhöht sich hierbei die Ungewissheit der
Modellaussagen (Abb. 6.15).
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Abb. 6.15: Thesen von MESAROVIC/PESTEL
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Die im Vergleich zu Meadows widersprüchlichen Schlussfolgerungen wirken allerdings wenig
überzeugend.
Im Buch von F. HANNSMANN „Systemforschung im Umweltschutz“
[Hansmann(1976)] werden die Vor- und Nachteile der World3-Modellierung und Ergebnisse aus-
führlich diskutiert. Z.B. wird auch darauf hingewiesen, dass es im Modell World2 von FORRES-
TER nur ca. ein Drittel soviel Gleichungen gab wie in World3 und dennoch schon mit World2
die meisten wesentlichen Ergebnisse erhalten wurden.
In den folgenden zwei Abbildungen 6.16 und 6.17 sind einige der von F. HANNSMANN
gemachten Aussagen verkürzt aufgeführt.
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Ergänzungen zur Systemsimulation von FORRESTER-MEADOWS
(Zustandsvariable auf Größe vom 1970 normiert, zunächst wurde Übereinstimmung von 1900
bis 1970 angestrebt)
• selten starkes Echo in Fachwelt, aber auch von außerhalb reichte von völliger Zustimmung
bis völlige Ablehnung → fruchtbare Neubesinnung über Zukunft der Menschheit.
• FORRERSTER 43 Gleichungen, MEADOWS 129 Gleichungen
• alle wesentlichen Ergebnisse schon bei FORRESTER
• neu für Operationsforschung war Nichtausrichtung auf Steuerung, sondern Hauptgewicht
auf dynamische Systemmechanik
Zusammenfassende Ergebnisse FORRESTER:
• konterintuitives Verhalten bei komplexen Systemen mit Geflecht von Rückkopplungsschlei-
fen. Der Verstand wurde dafür bisher kaum trainiert. (STRATEGM - Spiel auf der Grund-
lage von World3)
• historische Lösungen der Menschheitsprobleme waren Lösungen des Wachstums
• Die Menschheit befindet sich in der Endphase des Wachstums, das spätestens in 100
Jahren zum Stillstand kommt (Gedankenexperiment: B(t) exponentiell, td = 50 Jahre
B(0) = 106, B(∞) = 109 → B(550) = B(∞)4 , B(600) = B(∞)2 , B(650) = B(∞).
• Verzögerungen im System bewirken Hinausschieben des Wachstums über die von der Na-
tur gesetzten Grenzen
• den durch natürliche Bedingungen gesetzten Begrenzungen von Bevölkerungs- und Indus-
triewachstum kann auch mit Hilfe größter technisch wissenschaftl. Anstrengungen nicht
entgangen werden.
• 4 mögliche Begrenzungsarten des Wachstums: Rohstoffvorräte, Umweltvergiftung, Über-
bevölkerung, Nahrungsmangel
• Durch Beseitigung nur einer Wachstumsgrenze würde eine andere Grenze mit noch schlim-
meren Konsequenzen wirksam.
• Da erzwungene Begrenzungsarten katastrophaler Natur sind und auf unfreundliche Gleich-
gewichtszustände führen → freiwillige Begrenzung solange noch Zeit dazu ist.
• systematische Modellexperimente legten Scheinlösungen für Wachstumsbegrenzung bloß
• Die politischen Folgerungen zur langfristigen Behebung der Menschheitskrise sind unkon-
ventionell und erfordern entscheidende Veränderungen der bisherigen Wachstumsstrategie.
Abb. 6.16: Ausführungen von F. Hansmann (Teil 1)
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Fortsetzung F. Hanssmann zu Forrester-Meadows Ergebnissen
• viele scheinbar richtige Krisenstrategien führen zu Katastrophen
• Strategien für kurzfristige Verbesserungen bewirken oft langfristige Verschlechterungen
und umgekehrt
• kurzfristig inhuman erscheinende Maßnahmen haben wesentlich humanere Zustände zur
Folge als scheinbar humane Wachstumsprogramme
• Der Versuch unerwünschte Symptome zu beseitigen, erzeugt eventuell noch schlimmere
Übel
• Die Ziele von Subsystemen widersprechen häufig den Zielen des Gesamtsystems
• Nichtlinearität ist wichtige Eigenschaft sozioökonomischer Systeme
• Einzelmaßnahmen reichen nicht, daher Kombinationsstrategie notwendig Forrester: -75%
Rohstoffverbrauch, -50% Umweltverschmutzung, -40% Kapitalerzeugung (-investitionen)
-20% Nahrungsmittelproduktion, -30% Geburtenrate
• schwerwiegenste Symptome einer heraufziehenden umfassenden Menschheitskrise: Bevöl-
kerungsexplosion, steigende Umweltver- schmuztzung,starke Ungleichheit der Lebensstan-
dards MEADOWS (1972, ähnlich wie FORRESTER) :
• nur unkonventionelles Maßnahmebündel kann helfen
• bereits eine Verzögerung der freiwilligen Wachstumsbegrenzungen um 25 Jahre macht
Gleichgewichtszustand unerreichbar. MEADOWS(1992):langfrist. Grenzen bereits z.T.
überschritten
• Drosselung der Industrieproduktion auf 350$ pro Kopf und Jahr
• nötig sind: neuartige Technologien zur wirksameren Rohstoffnutzung und Emissionssen-
kung pro Produkteinheit, Senkung der Erosion u. Steigerung der landwirtschaftlichen
Erträge
Abb. 6.17: Ausführungen von F. HANSMANN(Teil 2)
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6.2 Modellierung von Klimaveränderungen
Nach G. FISCHER [Fischer(1991)]:
6.2.1 Allgemeine Problematik
Als ächstes werden zwei weitere wichtige Beispiele für Computersimulationen kurz erwähnt
bzw. vorstellt, die im Zusammenhang mit Umweltsystemanalysen von besonderem Interesse
sind. Beide Beispiele sind nahe verwandt, denn es handelt sich jeweils um Probleme, die mit
partiellen Differentialgleichungen modelliert werden. In beiden Fällen handelt es sich um globa-
le Modelle bei denen Transport und Reaktionsprozesse in der Atmosphäre und im Ozean eine
wichtige Rolle spielen, wobei die Festlandoberflächen als Einflussfaktoren und als wichtiges Aus-
wirkungsgebiet fungieren. Das erste Beispiel ist die Klimamodellierung mit dem Hamburger
Modell, womit vor allem der Treibhauseffekt und seine Auswirkung auf das Klima untersucht
wird. Das zweite Beispiel bezieht sich auf ein Biosphärenmodell, das am Rechenzentrum der
Akademie der Wissenschaften in Moskau entwickelt und u.a. zur Abschätzung ökologischer
Folgen eines Kernwaffenkrieges benutzt wurde. Beide Modelle haben mit ähnlichen Schwie-
rigkeiten zu kämpfen. Denn bei der näherungsweisen Lösung partieller Differentialgleichungen
muss man im Prinzip den 3-dimensionalen Raum in kleine Boxen aufteilen, innerhalb derer
man die stattfindenden Prozesse als homogen betrachtet. Nach der Simulation dieser Prozesse
in jeder Box für einen Zeitschritt wird dann auf der Grundlage der Druck-, Temperatur- und
Konzentrationsunterschiede der Austausch mit den benachbarten Boxen simuliert und daran
schließt sich wieder die Simulation der Prozesse in den einzelnen Boxen an. Dies ist jedoch
leichter gesagt als getan, denn zur numerischen Integration partieller Differentialgleichungen
benötigt man ausgeklügelte, mathematisch-numerische Verfahren, um Instabilitäten zu vermei-
den. Nun lässt sich leicht verstehen, dass dieses Verfahren umso genauere Ergebnisse liefert,
je kleiner die verwendeten Boxen und Zeitintervalle sind. Dies ist besonders bei der glo-
balen Klimamodellierung über Jahrhunderte ein besonderes Problem, da auch die schnells-
ten Rechenmaschinen hierbei immer noch begrenzend wirken. Aus diesem Grunde wurde das
Hamburger Klimarechenzentrum schon zu Beginn der 90er Jahre mit zwei der damals schnells-
ten Rechenmaschinen vom Typ CRAY ausgerüstet. Dennoch konnten die Schwierigkeiten noch
nicht ausreichend behoben werden. Ein weiteres schwieriges Problem bei der numerischen
Integration partieller Differentialgleichungen liegt in der Bereitstellung der Rand- und der
Anfangsbedingungen. Ein Hauptproblem besteht also in der Größe der Atmosphäre und
den notwendigen Langfristbetrachtungen bei Klimaveränderungen und der dazu immer noch
nicht ausreichenden Kapazität von Rechenanlagen. Dies führt dazu, dass bei der nä-
herungsweisen Lösung der partiellen Differentialgleichungen mit großen Gitterabständen und
Zeitintervallen gearbeitet werden muss.
Im Folgenden werden die Ziele, dieMethodik und die Probleme im Zusammenhang mit der
Klimamodellierung skizziert.
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Problematik der Klimamodelle
Das ursprüngliche Ziel der Klimamodellierung ist eine Klimaprognose in Abhängigkeit anthro-
pogener Treibhausemissionen insbesondere von CO2
Ursache und Anlass für die Prognosebemühungen waren folgende Erscheinungen. Der natür-
liche Treibhauseffekt bewirkt eine Erhöhung der mittleren Oberflächentemperatur der Atmo-
sphäre von ca. +30 ℃. Der natürliche CO2-Anteil von 0,03% ist seit vorindustrieller Zeit um
25% gewachsen. Erwartet wird eine Verdopplung des natürlichen Anteils bis zum Jahre 2050,
falls die Verbrennung fossiler Brennstoffe in gleichem Umfang wie in den letzten Jahren stattfin-
det. In Verbindung damit wird mit einer Erhöhung der Weltmitteltemperatur von +3± 1.5°K
gerechnet. Lokal können sehr viel größere Veränderungen auftreten. Solche lokalen Veränderun-
gen vorherzusagen wäre von besonderem Interesse, aber dies ist besonders schwer und vorläufig
nicht sinnvoll möglich.
Indizien für den verstärkten Treibhauseffekt sind: Rückgang der Gletscher in gemäßigten
Breiten, Erhöhung der Temperatur und des Wasserdampfgehalts über den tropischen Ozeanen,
Rückgang der Temperatur in der Stratosphäre, Anstieg des Meeresspiegels (ca. 2mm/Jahr).
Aber die von allen Modellen vorhergesagte, besonders starke Erwärmung arktischer Regionen
konnte andererseits bisher nicht beobachtet werden. Klimamodellierung wird seit ca. 1980 be-
trieben.
Das Prinzip der globalen Klimamodellierung
Da es sich um die Modellierung von Prozessen in Raum und Zeit handelt, geschieht die Modellie-
rung auf der Basis von partiellen Differentialgleichungen. Diese Differentialgleichungen werden
beispielsweise für die folgenden Variablen (Tab. 6.2) unter Ausnutzung physikalischer Gesetze
und darauf basierender Gleichungen formuliert. (Dieselben Gleichungen werden auch zur Wet-
Variable Physikalisches Gesetz Gleichung
Wind Impulserhaltung Bewegungsgleichung
Luftdruck Massenerhaltung Kontinuitätsgleichung
Temperatur Energieerhaltung 1. Hauptsatz der Thermodynamik
Wasserdampf Feuchtebilanz Wasserdampfgleichung
Dichte Gasgesetz Gasgleichung
Tab. 6.2: Variablen und Bedingungen für die Modellierung von Wettermodellen
tervorhersage benutzt.)
Dieses abgeschlossene System von Gleichungen liefert bei exakter Vorgabe von Anfangs- und
Randbedingungen im Prinzip exakte Vorhersagen für jeden Raum- und Zeitpunkt.
Das Problem notwendiger Näherungen:
Ein Hauptproblem besteht jedoch darin, dass die Lösung partieller Differentialgleichungen be-
sondere numerisch anspruchsvolle Verfahren benötigt. Dabei werden die Differentialglei-
chungen in Differenzengleichungen überführt und die Lösungen nur für bestimmte Raum- und
Zeitpunkte näherungsweise berechnet. Diese Näherungen sind umso genauer, je näher diese
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Punkte zusammenliegen. Trotz der Verwendung moderner Supercomputer liegen jedoch diese
Punkte bei 3-dimensionalen Klimamodellen ca. 500 km in der horizontalen Ebene, ca.
1km in der vertikalen Ebene und zeitlich ca. eine halbe Stunde auseinander, da sonst
die Rechengeschwindigkeiten nicht ausreichen würde, um in vernünftigen Zeiten eine globale
Klimasimulation über ca. 100 Jahre durchzuführen. 1991 lag die Rechenzeit für die Simulati-
on eines Monats bei ca. 1 Stunde. Daher gibt es auf der Welt etwa nur 10 Institutionen,
die derartige Simulationsrechnungen durchführen können. (Bei Wettervorhersagemodellen wird
ein horizontaler Gitterabstand von 200 km benutzt.) Wegen der grobmaschigen, näherungswei-
sen Berechnung können kleinräumige Prozesse (der Größenordnung zweier Gitterabstände
- also der Größenordnung 1000x2km2) prinzipiell vom Modell nicht aufgelöst werden und es
müssen daher Hilfsparameter mittels Schätzungen eingeführt werden. Dies ist z.B. für die
Berücksichtigung der Entstehung von Haufenwolken der Fall. Die rechentechnisch notwendigen
Näherungen sind z.Z. wahrscheinlich das größte Problem.
Weitere Probleme:
1. Ungenügende Detailkenntnis irreversibler Prozesse, Reibung, Wärmeübertragung, z.B.
Absorptionskoeffizienten von atmosphärischen Gasen.
2. Randbedingungen: sind zwar am Oberrand der Atmosphäre genügend genau bekannt
(einfallende Sonnenstrahlung), aber am Unterrand d.h. an der Erdoberfläche kompli-
ziert: Land-, Gebirgs-, Eisverteilung mit Wärmekapazität, Temperatur, Feuchte, Albedo
in Orts- und Zeitabhängigkeit weniger genau bekannt. Anders als bei der Wetter-
simulation muss zusätzlich berücksichtigt werden, dass ein vermehrter Treibhauseffekt
nicht nur die Atmosphäre, sondern auch den Ozean aufheizt. Dabei kommt es zu Zeit-
verzögerungen von ca. 50 Jahren, da Wärme in die Tiefe verfrachtet wird. Das macht
die Erweiterung des Modells durch ein zusätzliches Differentialgleichungssystem für die
Strömungsdynamik und die Wärmeausbreitung im Ozean nötig. In einigen Mo-
dellen wurde dies näherungsweise berücksichtigt. Zumeist ist die Beschreibung der
Ozeanprozesse jedoch nur sehr unvollständig. Häufig wird nur die obere Deckschicht
der Ozeane bis zu 50m Tiefe ohne Meeresströmungssimulation betrachtet und die Simu-
lation der vertikalen und horizontalen Wärmetransporte näherungsweise wiederum durch
eine geschätzte Parametrisierung ersetzt. Bei derartigen Näherungen wird zwar das
Schmelzen und Gefrieren von Meereis häufig berücksichtigt, nicht aber die Drift von Mee-
reis.
3. Große Raum- und Zeitunterschiede der beteiligten Prozesse.
z.B.: Windbö < 1min; Wetterwirbel ca. einige Tage;
weiträumige Ozeanströmungen ca. einige Monate;
Eisbewegungen an Polkappen ca. 10 000 Jahre
4. Wegen Nichtlinearitäten und Rückkopplungen gibt es prinzipielle Grenzen der Vor-
hersagbarkeit (Chaos nicht auszuschließen).
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5. Die zu modellierenden Prozesse enthalten viele wichtige Rückkopplungen (z.B. Erwärmung
→ Eisschmelze→ Albedoveringerrung→ Erwärmung). Die richtige Berücksichtigung von
Rückkopplungen ist z.T. schwierig und führt zu großen Problemen. Beispielsweise
ist der bei Erwärmung vermehrt auftretende Wasserdampf ein noch stärkeres
Treibgas als CO2. Andererseits erhöht er die Reflexion des einfallenden Sonnenlichtes und
es ist umstritten, welcher Effekt überwiegt. Die Berücksichtigung der Wolkenbildung
wird als besonders kritischer Punkt bei der Klimamodellierung angesehen.
Eine weitere Schwierigkeit folgt aus dem Umstand, dass nicht nur CO2 als Treibgas wirksam
ist und daher auch die Wirkung und die Konzentrationsentwicklung der anderen Treibhausgase
berücksichtigt werden muss (siehe Abb. 6.18).
Ergänzungen zur Problematik der Klimamodellierung:
Abb. 6.18: Klimawirksame Spurengase
Wie bereits erwähnt, gehören zu den Zustandsgrößen von globalen Klimamodellen Zustands-
größen: Druck, Temperatur, Dichte, Feuchte der Luft und Windgeschwindigkeit. Für
die Modellaufstellung verwendbare Gesetzmäßigkeiten sind z.B: Bilanzgleichungen für Masse,
Energie, Impuls. Da es sich um eine Modellierung in Zeit und Raum handeln muss, besteht das
Modell aus einem System gekoppelter, nichtlinearer, partieller Differentialgleichungen.
Die Klimamodelle unterscheiden sich bezüglich der Vereinfachungen und der Auflösung. Am
umfassendsten sind 3-dimensionale Zirkulationsmodelle (RCM - radioactive convektive models).
Die räumliche Auflösung ist stark eingeschränkt. Beim amerikanischen NCAR- Modell (Nat.
Center for Atm. Research) betragen die Gitterabstände 4,5 Breitengrade * 7 Längengrade * 9
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Schichten (bis 30 km Höhe).
Es gibt viele Schwächen auch bei aufwendigsten Modellen:
• Gebirge, Seen, Städte, Wälder, Wiesen, Acker sind unzureichend erfasst
• Der Ozeaneinfluss ist für Wettermodellierung vernachlässigbar, jedoch nicht für Kli-
mamodellierung (Gekoppelte Atmosphären-Ozeanmodelle sind Forschungsgegenstand)
• Eis als konstante Randbedingung ist nur näherungsweise richtig.
• Es gibt Ungewissheiten bezüglich Modellparametern und Anfangsbedingungen.
• Es gibt auch unverstandene Erscheinungen, z.B. EL-Nino (Erwärmung oberer Pazifik-
schicht vor Peru im Abstand mehrerer Jahre).
• Schwierigkeiten verursacht auch der Einfluss von Rückkopplungsmechanismen (z.B. bei
Wolken kann die Abkühlung durch Abschirmung oder aber die Erwärmung durch Absorp-
tion überwiegen. Eine positive ist z.B. Abkühlung → Schneefall → Albedovergrößerung
→ weitere Abkühlung → . . . )
Übereinstimmung der Modellergebnisse besteht bzgl.:
• CO2-Verdopplung → 1,5-4,5 ℃ für mittlere globale Temperatur
• stärkere Erwärmung in Polgebieten (positive Rückkopplung)
• schwächere Erwärmung am Äquator
• Zunahme der globalen Niederschläge
Indizien und Tendenzen, die die Modellergebnisse bestätigen, sind:
• Erwärmung der mittlere Lufttemperatur seit 1870 um 0,7 ℃
• deutlicher Rückgang der Gletscher seit 1850
• Anwachsen der Ozeanischen Deckschichttemperatur →
• Meeresspiegelanstieg (bisher (0,1-0,25)m/100Jahre; bescheunigter Anstieg
wird erwartet, so dass ein Anstieg von (0,3-1,0)m in den nächsten 100 Jahren zustan-
de kommen kann.
Als notwendige Vorsorgemaßnahmen werden vorgeschlagen:
• Bevölkerungswachstum drosseln
• Energie sparen
• Kohle-, Erdöl-, Erdgasverbrauch reduzieren und Solarenergieeinsatz
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• FCKW-Verzicht
• Einstellen von Wald und Brandrodungen
• Vermeidung von Überdüngung
Abb. 6.19: Schematische Struktur des NCAR-Modell, (nach Washington and Meel 1989)
Charakterisierung des NCAR-Modells
Das NCAR Modell (siehe Abb. 6.19) aus den USA hat, wie bereits erwähnt, folgende Auflösung:
4,5 Breiten x 7 Längengrade x 9 Schichten (bis 30 km Höhe). Die Abbildung zeigt schematisch,
welche Prozesse berücksichtigt werden.
Charakterisierung des Hamburger Modells:
Dieses Modell ist ausgehend von einem Wettermodell entwickelt worden. Es hat seit einigen
Jahren die höchste Auflösung.
a) Das Atmosphärenmodell hat waagerechte Gitterabstände von ca. 500 später 300 km (5,6°
geographische Breite). Die 19 vertikalen Schichten entsprechen einem vertikalen Gitterab-
stand von ca. 1.3 km.
b) Das Ozeanmodell hatte 12 und später 20 vertikale Schichten.
Die Abbildung 6.20 deutet an, welche Prozesse im Modell berücksichtigt werden. Zusammen-
fassung zu Qualität und Möglichkeiten der Klimamodelle (nach [Fischer(1991)]) Die nächs-
te Aufzählung zeigt einige Schlussfolgerungen bezüglich der Klimamodellierung:
• Unterschiedliche Ansichten bezüglich der Schlussfolgerungen
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Abb. 6.20: Prozess-Relationen des Hamburger Klimamodells (DKRZ, 1996)
• Fehlergröße unklar, aber nicht vernachlässigbar
• gleiche Aussagen von Modellen durch gleichartige Fehler möglich
• keine einheitliche Prognose für geographische Verteilung sowie CO2-Beitrag
• Unterschiede hauptsächlich aufgrund unterschiedlicher Parametrisierungen nicht auflös-
barer Prozesse
• Empfindliche Abhängigkeit von z.T. ungenügend bekannten Rückkopplungen
• Empfindliche Abhängigkeit von Albedo, Sonnenstrahlung, Meereseis
• Überdeckung des CO2-Effekts durch Ozean-Aufquellungen möglich
• Chaosverhalten nicht auszuschließen
• Wann und ob glaubhafte Klimaprognosen möglich sind, ist unklar.
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Die Qualität der bisherigen Modellaussagen einzuschätzen erscheint für einen Laien unmöglich
und für Fachleute ist es offenbar auch sehr schwer, wie folgende Zitate (von G. FISCHER
Meteorologisches Institut der Universität Hamburg) belegen (aus [Fischer(1991)]):
„Über die Konsequenzen, die aus den Beobachtungen und aus den Ergebnissen von
Klimamodellen zu ziehen sind, gibt es bei den {Fach-} Wissenschaftlern unterschied-
liche Ansichten.“ [Fischer(1991), S. 239]
„Wie groß die Fehler der Klimamodelle wirklich ausfallen, kann man kaum in Voraus
bestimmen; dass sie nicht vernachlässigbar sind, weiß man von den Wettervorhersa-
gemodellen.“ [Fischer(1991), S. 243]
„Es sei noch einmal betont, dass auch gleiche Aussagen von Modellen nicht für deren
Richtigkeit bürgen, denn die im Grunde sich einander ähnelnden Parametrisierun-
gen können gemeinsame Fehler besitzen und damit allgemein zu falschen Rückkopp-
lungsprozessen und Prognosen führen. Für diese Möglichkeit sprechen die bekannten
systematischen Fehler der operationellen Wettervorhersagemodelle, die miteinander
über das Muster der Land-Meer-Verteilung korreliert sind.“ [Fischer(1991), S. 250]
„Die globalen Klimamodelle geben keine einheitliche Prognose über die geographi-
sche Verteilung und den Beitrag der CO2-induzierten Erwärmung. Die Unterschiede
basieren hauptsächlich auf der verschiedenen Behandlung der nicht direkt auflös-
baren Prozesse, deren physikalische Wirkung durch „Parametrisierung“ angenähert
werden muss, wozu es eine Reihe scheinbar gleich guter, aber nicht identischer Vor-
schläge gibt, die von den einzelnen Modellgruppen in der einen oder anderen Hin-
sicht bevorzugt werden. Die Parametrisierungen betreffen besonders die Strahlung
und die Wolkenbildung in der Atmosphäre, den Austausch von Wärme, Feuchte und
Impuls an der Erdoberfläche, die Verteilung der Wärme im Ozean und das Schmel-
zen und Gefrieren des Meereises. Je nach der engeren Wahl der Parametrisierungen
werden unterschiedlich Rückkopplungsmechanismen ausgelöst, welche die Größe der
resultierenden Klimaänderung (Klimasensitivität) festlegen. Hinzu kommt geringe
Auslenkung von gewissen Klimakomponenten bewirken große Änderungen im Kli-
masystem: z.B.
• 1% Albedo (Verminderung vonWolken- oder Eisbedeckung)→ 0,3°K für Gleich-
gewichtstemperatur
• 1% weniger Sonnenstrahlung {an Erdoberfläche} → 0,6°K
• 1% abgeschmolzenes Antarktiseis → +70 cm Meeresspiegelanstieg
Änderungen der Meeresoberflächentemp. um 5°K in tropischen Gebieten durch Auf-
quellen kalten Tiefenwassers (El-Nino-Phänomen) → beachtliche Temperaturvaria-
bilität in der Atmosphäre, die die relativ geringe treibhausinduzierte Erwärmung
lange Zeit überdecken kann. “ [Fischer(1991), S. 253]
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„Durch die Möglichkeit, die differierenden Resultate der Klimamodelle in unter-
schiedlicher Weise zu interpretieren, haben natürlich „Klimapropheten“ leichtes Spiel,
Behauptungen in der einen oder anderen Richtung aufzustellen und Klimakatastro-
phen an die Wand zu malen, die nicht in einfacher Weise zu widerlegen sind.
In Zukunft wird es verstärkt darauf ankommen, besser abgesicherte Information aus
den Modellen herauszuholen . . . weitere Klimaexperimente . . . auch Reproduktion
der Eiszeiten können zur Hebung der Qualität und Aussagekraft der Modelle beitra-
gen . . .Wann und wie damit glaubhafte Klimaprognosen zu erzielen sind, in welchem
Umfang die Probleme überhaupt lösbar sind, steht noch in den Sternen. Denn es ist
durchaus denkbar, daß sich das chaotische Verhalten einfacher nichtlinearer Systeme
im Klimasystem wiederfindet.“
Schließlich wird in der Abbildung 6.21 eine technische Schwierigkeit bei Klimamodellen ange-
deutet, da bei der Verwendung zu großer Raum- und Zeitintervalle die Gefahr des Auftretens
von Chaos besteht. Dies wird am Beispiel der näherungsweisen Berechnung des logistischen
Modells (dx/dt = cx(B-x)) durch Vergrößerung der Schrittweite demonstriert.
Abb. 6.21: Beispiel für deterministisches Chaos
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6.2.2 Simulationsergebnisse und Interpretation nach M. Claussen
Klimasimulationsexperimente in Hamburg
Hauptzweck der Hamburger Klimamodellierung ist dieAbschätzung des Treibhauseffekts
infolge der anthropogen in die Atmosphäre emittierten Treibhausgase (insbesondere CO2) so-
wie Auswirkungen auf das Klima. Die verwendeten Boxen sind immer noch ziemlich groß. Die
Atmosphäre wurde in 19 vertikale Schichten unterteilt. In waagerechter Richtung ist der
Gitterabstand etwa 500 km (5,6° in der geogr. Breite; später 300 km). Bei dieser Gittereintei-
lung erscheinen die Alpen als kleine Bodenwelle und daher kann man von diesem Modell keine
Aussagen zum Regionalklima erwarten. In Bayern gab es deshalb Bemühungen durch ein
spezielles Modell, das von den Ergebnissen des Hamburger Modells einerseits und von den lo-
kalen Gegebenheiten andererseits ausgeht, detailliertere Ergebnisse zu erlangen.
Das Hamburger Modell wurde von einem englischen Wettermodell abgeleitet. Es hat
auch einen speziellen Teil zur Modellierung der Prozesse im Ozean, der dazu in 12 Schichten
eingeteilt wird. Dadurch wird es möglich, Austauschflüsse von CO2 und Wärme an der
Ozeanoberfläche zu berücksichtigen, wobei u.a. auch der Einfluss der Windstärke berücksichtigt
wird. Weiterhin spielt die Berücksichtigung der Corioliskraft eine wichtige Rolle.
Trotz der groben Struktur des Modells ist es gelungen, z.B. die Jahresmitteltempera-
turen in verschiedenen Teilen der Erde in ihrem historischen Verlauf einigermaßen gut mit
dem Modell widerzuspiegeln. Das Modell wird hauptsächlich benutzt zur Berechnung von Kli-
maszenarien, die auf unterschiedlichen Annahmen für die Treibhausgasemission sowie
für die Waldvernichtung u.a. beruhen. Die empirische Gültigkeit des Modells ist noch
umstritten.
(Wenn man die Vielzahl der möglichen Einwirkungen und Kopplungen beachtet und die z.T.
mangelhafte Kenntnis von Prozessen und Parametern - z.B. 13 verschiedene Treibhausgase (s.
J. JÄGER S. 156), Rückwirkung auf Wasserverdampfkonzentration in der Atmosphäre nebst
der raumzeitlicher Verteilung... - erscheint es wie ein Wunder, dass die Jahresmitteltempera-
turen richtig widergespiegelt werden konnten.) Für Klimaprognosen müsste z.B. zusätzlich die
mögliche Umkehr des Golfstromes betrachtet werden. Man kann daher kaum eine richtige
Widerspieglung des Klimas und noch weniger eine richtige Vorhersage erwarten. Dennoch er-
scheint der Versuch der Modellierung als sehr nützlich, weil so systematisch die Defizite in der
Kenntnis des Systems zutage treten und andererseits durch interdisziplinäre Zusammenarbeit
viele fachübergreifende Probleme besser im Gesamtzusammenhang durchleuchtet werden und
auf diese Weise das Problembewusstsein geschärft wird.)
Die Abbildungen 6.22 und 6.23 entstammen einem Vortrag, den Prof. M. CLAUSSEN vom
Potsdamer Institut für Klimaforschung im Jahre 1996 an der Technischen Universität Dresden
gehalten hat. Abb. 6.22 zeigt den gemessenen Verlauf des CO2-Konzentrationsanstieges in der
Atmosphäre. Zum Vergleich von Modellergebnissen unterschiedlicher Modelle sowie zwischen
Modelergebnissen und Messgrößen gibt es eine Umfangreiche Literatur
[Rahmstorf u. Schellenhuber(2007)].
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Abb. 6.22: CO2-Konzentrationswachstum, beobachtet
Hier soll nur darauf hingewiesen werden, dass sie, die Temperatur besser als den Niederschlag
widerspiegeln, dass eine Regionalisierung der Modelle mit enormen prinzipiellen Schwierigkeiten
verbunden wäre und dass Aerosole den Treibhauseffekt vermindern. Durch die im Rahmen des
Umweltschutzes durchgeführten Maßnahmen der Aerosolverminderung steigt daher die erdnahe
Temperatur zusätzlich an (Abb. 6.23). Es sind auch unterschiedliche regionale Veränderungen
bezüglich Temperatur- und Niederschlag angedeutet. Trotz der schwierigen Sachlage scheint ein
Einfluss des Menschen auf das globale Klima dennoch nachweisbar zu sein.
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Abb. 6.23: Aerosoleinfluss auf Temperatur, global
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6.3 Systemanalyse und Computersimulation zur Abschätzung der ökologischen
Folgen eines Kernwaffenkrieges
6.3.1 Das Moskauer Biosphärenmodell
Anfang der 80er Jahre wurde am Rechenzentrum der Akademie der Wissenschaften in Mos-
kau in Zusammenarbeit mit dem mathematischen Bereich des Instituts für Radiotechnik
und Elektronik in Moskau ein globales Biosphärenmodell entwickelt und an der BESM-6 Re-
chenanlage zum Einsatz gebracht. Das Modell besteht aus drei in Wechselwirkung stehenden
Teilen. Ein Teil betraf die Kontinente, ein anderer die Ozeane und der 3. die Atmosphä-
re. Der Modellteil Kontinente beschreibt die biogeochemischen Zyklen des Kohlenstoffs
und des Stickstoffs für natürliche und landwirtschaftliche Vegetation, den CO2-Austausch
mit der Atmosphäre sowie demographische und ökonomische Prozesse und ihre Auswirkungen.
Auch hier war der Gitterabstand relativ groß, 5° in der geographischen Länge (ca. 500 km am
Äquator) und 4° in der geogr. Breite). Der Kontinentteil berücksichtigt in jedem Teilgebiet die
C- und N-Menge in lebender und toter Biomasse sowie in der Bodenstreu und im Humus. Der
Modellteil Ozean modelliert den Austausch von CO2 zwischen Ozean und Atmosphäre unter
Berücksichtigung der Ozeanverschmutzung und der Lebensprozesse im Ozean. Der Modellteil
Atmosphäre schließlich berechnet den menschlichen Einfluss auf das Klima. Der ursprüngliche
Zweck des Modells bestand darin, mögliche Wege der Koevolution des Menschen mit der Bio-
sphäre zu untersuchen. Diese Fragestellung war u.a. angeregt worden durch die Ergebnisse des
FORRESTER-MEADOWS-Modells. Die Durchrechnung des Modells an der BESM-6 war mit
besonderen Schwierigkeiten verbunden, daher wurden später (1985) Modellexperimente im Rah-
men des internationalen ENUWAR -Programms auch in den USA an einem besser geeigneten
Computer vorgenommen. Zur Verwendung des Modells für die Abschätzungen von ökologischen
Folgen eines Kernwaffenkrieges wurde dieses Modell 1983 entsprechend modifiziert. Dazu waren
drei Hauptschwierigkeiten zu überwinden.
1. Bestimmung einer wahrscheinlichen Nachkriegssituation als Anfangsbedingung
für die Folgeabschätzung (Ausmaß der Degradation der natürlichen Ökosysteme und der
Zerstörung des demographischen und ökonomischen Potentials) ((International wurden
deshalb Szenarien untersucht))
2. Wissensmangel über Fähigkeit natürlicher Ökosysteme zur Erneuerung nach ei-
nem nuklearen Konflikt. (Es gab zwar Untersuchungsergebnisse über Erneuerung nach
landwirtschaftlichen Einwirkungen, aber kaum etwas über Erneuerung der Vegetation auf
nuklearen Testgeländen).
3. Schwierigkeiten bei der Bestimmung der sozialökonomischen Situation nach
einem Kernwaffenkrieg (Daher zunächst Annahme, dass die allgemeinen sozialökonomi-
schen Institutionen intakt bleiben - sicherlich nicht realitätsnah [siehe heutigen Zustand
der GUS] - daher später auch andere Möglichkeiten (ähnlich zum Mittelalter) betrachtet)
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Dagegen konnten anthropogene Umwelteinflüsse vernachlässigt werden, da das energetisch -
ökonomische Potential der überlebenden Menschen gering sein würde (S.103).
Von ca. 1981 bis 1988 wurde das Modell ständig weiterentwickelt und für die Berechnung
verschiedener Szenarien, insbesondere bezüglich der optischen Prozesse und der Reinigungspro-
zesse in der Atmosphäre verwendet. Im Wesentlichen gab es 5 Varianten des CCAS - Modells,
die aufeinander aufbauten.
6.3.2 Geschichte und Resultate des SCPOPE-ENUWAR Projekts
Die Geschichte des Einsatzes dieses Modells für Zwecke der Abschätzung ökologischer Folgen
eines Kernwaffenkrieges ist sehr interessant und aufschlussreich. Daher möchte ich etwas näher
darauf eingehen. Die internationalen Bemühungen um die Abschätzung der Folgen eines Kern-
waffenkrieges sind ein gutes Beispiel für wissenschaftliche Zusammenarbeit (Kooperation)
und Integration der Kenntnisse verschiedener Wissensgebiete zur Lösung eines aktuellen, wich-
tigen Problems unter Einschluss der Computersimulation. Deshalb will ich auch darauf etwas
eingehen. Im Anschluss will ich kurz die wesentlichen Ergebnisse dieser Bemühungen erläutern.
Bis Anfang der 80er Jahre hatte man im Zusammenhang mit dem gleich nach dem 2. Welt-
krieg beginnenden Rüstungswettlauf insbesondere zwischen den USA und der UdSSR zwar die
mehrfache „overkill“-Menge an nuklearen Sprengköpfen produziert (Feuerkraft ausreichend, um
die ganze Welt in die Luft zu jagen; 20 000 Atomsprengköpfe in den USA und 49 000 in ehemali-
ger Sowjetunion;[Moore(2003), S. 207]), war sich aber keineswegs im Klaren darüber, dass durch
einen Kernwaffenkrieg eine globale geophysikalische Katastrophe in den Bereich der Möglichkei-
ten rückte. Wie kam es nun zu den Ergebnissen, die Mitte der 80er Jahre unter dem Schlagwort
„Nuklearer Winter“ bekannt wurden?
Die Entdeckung der Möglichkeit des „Nuklearen Winters“
1944 Die US-Air-Force wirft konzentrisch von außen nach innen Brandbomben auf Hamburg
und 1945 auf Tokio. In beiden Fällen wurde eine überraschend starke und lange Verdunklung
beobachtet und Rußteilchen in Höhen > 4km registriert. (Hamburg wurde durch 169 in 7-
8 km Höhe fliegenden Bomberstaffeln bombardiert. Die Bomber hatten Schwierigkeiten beim
Durchfliegen der 9 km hohen öligen Rauchwolke. 36 Stunden nach der Bombardierung Dresdens
erstreckte sich die Rauchwolke über eine Fläche von > 20x500km2.)
1975 Das US-amerikanische Amt für Rüstungskontrolle und Abrüstung (ACDA) beauftragt die
Nationale Akademie der Wissenschaften (NAS) mit der Untersuchung der weltweiten Konse-
quenzen eines massiven Kernwaffeneinsatzes. Ergebnis: Neben dem bekannten Fallout - Problem
wird der Einfluss von Stickoxyden auf die Ozonschicht erkannt und quantifiziert. Klimaände-
rungen werden jedoch nicht prognostiziert.
(Der Einfluss eines Kernwaffenkrieges auf das Klima wurde bis dahin aus dem Vergleich mit
Vulkanausbrüchen abgeschätzt und wesentlich unterschätzt.)
1975, 1979, 1981 erste Studien in den USA und für die UN auf Grund disziplinärer Arbeiten
mit Hinweisen auf eine globale ökologische Krise nach einem Kernwaffenkrieg.
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ca. 1980 Schostakovitsch untersucht in der UdSSR die Folgen großer Waldbrände, die 1915 in
Sibirien stattgefunden und zu einer Verkürzung der Vegetationsperiode um 2 Wochen und ein
früheres Eintreten des Dauerfrostes geführt hatten (Ernte war unmöglich). (Nach A. GORE
„Wege zum Gleichgewicht“ [Gore(1992), S.72 ff.] führte auch der Ausbruch des Vulkans Tam-
bora im Jahre 1815 zu Lichtmangel und Missernten, weswegen es 1816 zu Hunger und sozialen
Unruhen in Europa kam.)
1980 Daten über Brandfolgen in Hamburg werden freigegeben und P.J CRUTZEN wertet sie
aus; Erkennt wichtige Rolle der kleinen Rußpartikel auf Lichtdurchlässigkeit und vermutet ähn-
liche Effekte durch Waldbrände nach Nuklearkrieg.
1980-1982 Interdisziplinäre Arbeit in den USA unter Einschluss von P.J. CRUTZEN an AM-
BIO - Studie zur Abschätzung von Atomkriegsfolgen.
ca. 1981 A. P. ALEKSANDROV besucht die USA und erfährt von den Arbeiten zum AM-
BIO - Projekt und erzählt in Moskau davon. Y. M. SVIREZHEV schlägt vor, das von A. P.
ALEKSANDROV u.a. entwickelte Moskauer Biosphärenmodell für ähnliche Untersuchungen zu
nutzen.
1982 Fertigstellung der AMBIO - Studie mit dem Artikel von Crutzen und Briks.
1982 SCOPE - Generalversammlung stellt fest „Das Risiko einer nuklearen Kriegführung stellt
alle anderen Gefährdungen des Menschengeschlechts und seines Lebensraumes in den Schatten.“
Das ENUWAR-Projekt von SCOPE wird initiiert. (Environmental Consequences of Nuclear
war) Es umfasste später 11 Workshops mit > 300 Wissenschaftlern aus 30 Ländern (darunter
CRUTZEN, BRD und PITTOK, Australien).
1982/83 Amerikanische Klimaforscher (TTAPS-Gruppe) entwickelten auf der Basis von CRUT-
ZEN und BRIKS ein eindimensionales vertikales Atmosphärenmodell (Strahlungs-Konvektionsmodell:
RCM) unter Einschluss der vertikalen Strahlungsprozesse, der Energiebilanz und der Tempe-
raturverhältnisse in der Atmosphäre und legte die Ergebnisse („Nuclear-Winter - Theorie“) im
April 1983 auf einer nationalen Konferenz zur Überprüfung vor. Parallel analysierte auf dieser
Konferenz eine große Gruppe von Biologen und Ökologen die Umweltfolgen der prognostizierten
Klimaänderungen.
12/1983 Zwei Veröffentlichungen in SCIENCE verursachten eine lauffeuerartige Verbreitung
der Kunde über die Möglichkeit eines „Nuklearen Winters“. Es folgte eine Pressekampagne mit
Vorwürfen an USA-Militärs, weil sie darauf nicht gekommen waren; Gegenkampagne: Beschul-
digung der Wissenschaftler mit KGB zusammenzuarbeiten.
Auch E. TELLER hat sich zunächst gegen diese Resultate gewandt. Später hat er aber an-
erkannt, dass ein Nuklearer Winter möglich ist. (Auch in UdSSR wurden die Modellierer von
einigen Akademiemitgliedern (G. I. MARTSCHUK) der Zusammenarbeit mit dem CIA beschul-
digt - hatte aber (im Gegensatz zu T. D. LYSSENKO) keine Auswirkungen, da KGB besser
informiert und Gorbatschow 6= Stalin war.)
1983 Erste Veröffentlichungen über Resultate mit dem Moskauer 3-dimensionalem CCAS-
Modell zu Fragen des „Nuklearen Winters“ unter Verwendung des optischen Szenarios der
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TTAPS - Gruppe. Bestätigung des Temperatursturzes für das Innere großer Landmassen der
Nordhalbkugel und der schwächeren Auswirkungen über Ozeanen und an Küsten. Wenig später
nochmalige Bestätigung durch ein feiner auflösendes 3-dimensionalen NCAR - Modell in den
USA.
1984 Pensionierter Hauptfeuerwehrmann von London nutzte den Streit in den USA, um sich
zu profilieren und organisierte internationale Zusammenarbeit im Rahmen des SCOPE - E-
NUWAR - Projekts
1985 Preprint des Rechenzentrums in Moskau: ekologischeskije posletswije jadernoi woinij (99
Exemplare)
1985/86 Zweibändiger SCOPE - Report Akademiemitglied J. WELICHOW trägt die Resultate
bei M.S. GORBATSCHOW vor.
1986 Y.M. SVIREZHEV trägt sowjetische Resultate dem Senat der USA vor. 1986 Transport
der englischen Auflage des Verlags „Nauka“ zwecks Übersetzung ins Deutsche zum Akademie-
verlag Berlin. 1986 Abrüstungsgespräche Reagan/Gorbatschow auf Island
1988 Abschlussbericht und Ende des ENUWAR - Projekts
Besonderheiten des SCOPE - ENUWAR - Projekts
1. Erstes Projekt mit Anspruch biologische, ökologische und landwirtschaftliche Konsequen-
zen eines Atomkrieges in ihrer Gesamtheit und unter Bedingungen komplexer physikali-
scher Kriegswirkungen sowie des Zusammenbruchs gesellschaftlicher Strukturen zu analy-
sieren.
2. Die Untersuchungen blieben nicht auf einen eng begrenzten Expertenkreis beschränkt.
Transparenz!!!
3. Aufforderung an die internationale wissenschaftliche Öffentlichkeit zur Aufklärung mögli-
cher Kriegsfolgen beizutragen.
4. SCOPE - ENUWAR - Projekt erreichte internationalen Konsens und ist für Politik bei-
spielgebend
5. Das Projekt fiel in eine Periode wichtiger Entdeckungen zum Themenkreis und verein-
te alle Wissenschaftler und Gruppen, die zu diesen Entdeckungen und zur kompetenten
Folgeabschätzung beitrugen. Die Mitarbeiter wurden also im Wesentlichen nur auf Grund
ihrer erwiesenen Fähigkeit, zur Lösung der klar formulierten Aufgabe beitragen zu können,
ausgewählt.
Allgemeine Lehre: Wissenschaftliche Erkenntnisse werden unter konkreten zeitlich verän-
derlichen Bedingungen (z.B. Geheimhaltung der Beobachtungen in Hamburg) von Menschen
erhalten, wobei sie von anderen Menschen sowohl unterstützt, als auch behindert werden. Die
ENUWAR - Ergebnisse sind das Resultat einer kooperativen Leistung von Wissenschaftlern
412
6.3 Systemanalyse und Computersimulation zur Abschätzung der ökologischen Folgen
verschiedener Disziplinen und verschiedener Länder, die selbst zur Zeit der noch nicht überwun-
denen Konfrontation der Machtblöcke möglich war.
6.3.3 Moskauer Ergebnisse zu ökologischen Auswirkungen eines globalen
Kernwaffenkrieges
Die im Konsens formulierten Hauptergebnisse des ENUWAR - Projekts lassen sich in 5 Punkten
zusammenfassen:
1. Schon die summarischen, direkten Auswirkungen vieler Oberflächendetonationen durch
Druckwellen, Hitzewellen und radioaktiven Fall-out wären massiv.
2. Zusätzlich würde durch einen Nuklearkrieg wahrscheinlich eine Klimastörung größeren
Ausmaßes mit folgender Wirkung ausgelöst:
• Drastisch reduzierter Lichteinfall und Temperatursturz innerhalb weniger Tage über
weite Regionen und Änderung der Niederschlagsverhältnisse für Monate oder länger.
• Scharfe kurzzeitige Temperatureinbrüche wären bereits in der Anfangsphase ökolo-
gisch kritisch.
3. Die Infrastruktur der Landwirtschaft und der Nahrungsmittelverteilung ist sehr empfind-
lich gegenüber Störungen der gesellschaftlichen Beziehungen. Allein ihr Versagen würde
einen großen Teil der Menschheit einer tödlichen Gefahr aussetzen. Verstärkt durch eine
massive globale Klimastörung müsste der Zusammenbruch der gegenwärtigen Zivilisa-
tionsstrukturen zwangsläufig zum Hungertod der Mehrheit der von den unmittelbaren
Kriegswirkungen nicht betroffenen oder sie überlebenden Bevölkerung führen.
4. Andere Kriegsfolgen wären einzeln oder in Kombination ernst. Dazu gehören das Zusam-
menbrechen von Energieversorgung und Kommunikation, die Zerstörung der Ozonschicht
und die so verstärkte UV-B-Stahlung, der globale Fall-out und die lokale Vergiftung von
Luft und Wasser.
5. Insgesamt ergibt sich, dass die indirekten Folgen eines großen Nuklearkrieges, insbeson-
dere die rauchinduzierten klimatischen Effekte, für die Erdbevölkerung eine noch größere
Gefahr darstellen als die direkten Kriegswirkungen und dass sie unvergleichliche Risiken
für kriegführende, wie für nicht kriegführende Länder in sich bergen.
Zu erwähnen ist noch, dass die Wirkungen chemischer Emissionen infolge von Kriegswirkungen
schwer detailliert zu analysieren sind. Ein weiteres großes Vernichtungspotenzial ist in diesem
Bereich zu vermuten.
Diese einvernehmlich formulierte Zusammenfassung ist natürlicherweise stark aggregiert, wenn-
gleich deutlich genug. Zur Erläuterung der Frage, welche Ergebnisse und Untersuchungen im
Einzelnen dahinter stehen, möchte ich auf die im Buch meiner Moskauer Kollegen angeführten
Teilergebnisse etwas ausführlicher eingehen, zumal dabei die heutige starke Verflechtung der
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Umweltprobleme mit anderen Problemen zum Ausdruck kommt und die Notwendigkeit einer
Systemanalyse sichtbar wird, die alle wesentlichen Prozesse und Teilsysteme einschließt.
Moskauer Ergebnisse zu den Auswirkungen (mehr detailliert)
Ausgehend von einem etwas modifizierten AMBIO - Szenarium mit einer Gesamtsprengkraft von
5724 Mt (etwas weniger als die Hälfte der Arsenale in den USA und der UdSSR verteilt auf 14744
Ziele mit 5569 Mt auf der Nord- und 173 Mt auf der Südhalbkugel und der Berücksichtigung
der viel langsamer abklingenden freigesetzten Radioaktivität aus zerstörten Atomkraftwerken
wurden folgende wiederum aggregierten Ergebnisse erhalten:
1. Auswirkungen auf terrestrische Ökosysteme unter dem Einfluss des Strahlenschocks und
der radioaktiven Kontamination:
• Strahlentod der Nadelwälder in großen Teilen Europas und Nordamerikas
• starke Schädigung der Mischwälder
• Minderwertigkeit der Samen, Sterilität der Pollen, Schädigung des Jungwuchses durch
den Strahlungsschock.
• Belastung von Sämlingen durch chronische Behlung
• unwahrscheinliche Erneuerung von Nadelwäldern
• wenig wahrscheinliche Erholung von Laubwäldern, wegen synergetischer Effekte
• Aussterben vieler Säugetiere und Vögel durch Strahlungsschock
2. Auswirkungen von Wald und Steppenbränden:
• unmittelbarer Brand von 1-4 Mill. km2 Wald, 19-75% der Wälder im europäischen
Teil der UdSSR, 23-75% in Europa (ohne UdSSR), 10-14% in USA und Südkanada
• fortschreitende Versumpfung in Nordeuropa (60 °-65 ° N)
• Emission gewaltiger Mengen an CO2,CO, NOx, SO2 in die Atmosphäre
• toxische Wirkung von Pyrotoxinen aus Waldbränden
• über Jahre andauernde Torfbrände mit N- und S-Emissionen mit Einfluss auf geo-
chemische Kreisläufe
• Steppenbrände und Brände landwirtschaftlichen Nutzflächen, falls Krieg in schnee-
freier Saison
3. „Nuklearer Winter“, „nukleare Nacht“ und ihr Einfluss auf die Ökosysteme:
• extreme Auswirkungen auf terrestrische Ökosysteme, bei Kriegsbeginn im Sommer
Erfrieren großer Teile der Vegetation auf Nordhalbkugel
• sekundäre Waldbrände auf enormen Flächen toter, erfrorener Bäume mit starken
CO2 - Emissionen
• Beseitigung der Vegetation durch Bodenerosion, insbesondere in den Tropen
• Aussterben praktisch aller Säugetiere und Vögel
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• negativer Einfluss auf Agro - Ökosysteme, Erfrieren aller Obst- und Weinplantagen,
Aussterben fast aller Haustiere
4. „Schock“ - Belastung durch anthropogene Verunreinigungen:
• Emission gewaltiger Mengen von Verunreinigungen durch „Zivilisationsbrände“ (In-
dustrie, Ölförderanlagen, Öltanks) bezogen auf den Jahresdurchschnitt der Emission
bei Cu Faktor 12, bei Pb Faktor 7, bei Quecksilber, Arsen, Kadmium und Zink Faktor
3
• saurer Regen mit pH 2,4-2,7 mit Übersäuerung von Böden und Frischwasser
• große CO-Mengen und Pyrotoxine
• beträchtliche Störung globaler biosphärischer Prozesse und direkter massiver Einfluss
auf Bevölkerung
5. Ultraviolett-Strahlung:
• wegen NOx aus Bränden Zunahme des UV - Strahlungsniveaus durch Ozonabbau
auf 5-8 Jahre
• Verringerung der Photosyntheseleistung bei Pflanzen und Phytoplankton
• möglicherweise Einfluss kleiner als abgeschätzt, da weniger NOx in Stratosphäre
6. Nukleare Sukzession - Die Evolution von Ökosystemen nach einem Nuklearkrieg:
• Veränderung der gesamten Biogeographie der Pflanzen
• Erosion infolge der Entblößung von Böden
• extrem langsames Wiederherstellen der Vegetation
• Wiederherstellung der tropischen Wälder sehr fraglich
• Ersatz von Waldökosystemen durch Grasland
• Störung des biogeochemischen Kohlenstoffzyklus mit langfristigen Klimaänderungen
• drastische Abnahme der Artenvielfalt
• Existenz einer Nische für homo sapiens fraglich
7. Einfluss auf Frischwasserökosysteme:
• für >= 5 Jahre Landvorräte an Trinkwasser für menschlichen Gebrauch ungeeignet
• starke Belastung stehender Gewässer
• starke Schwermetallkonzentrationen im Wasser über relativ lange Zeiten
• Verschärfung der Situation durch zerstörte Staudämme
• völliges Einfrieren vieler Wasserkörper durch nuklearen Winter
8. Einfluss auf Agro - Ökosysteme und Nahrungsmittelversorgung:
• völlige Zerstörung der Agro-Ökosysteme in den Industrieländern: Übergang zu primi-
tiven Landwirtschaftsformen mit extrem geringer Produktivität über lange Zeiträu-
me, da zunächst keine Arbeitskräfte mehr in der Industrie arbeiten würden
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• Verringerung der landwirtschaftlichen Produktion in den Entwicklungsländern durch
Abbruch der Importe von Agrotechnologie, Düngemitteln, Herbiziden und Pestiziden
aus den Industrieländern (Selbstversorgungsrate der Entwicklungsländer 1985: ca.
40%)
9. Demographische Auswirkungen:
• demographische Katastrophe durch direkte Auswirkungen (Hitze, Druckwelle, Strah-
lung)
• drastische Verschlechterung der Umweltbedingungen (nuklearer Winter, radioaktive
und andere Verunreinigungen, Zunahme der UV-Strahlung), Zerstörung der Agro-
Ökosysteme und der sozialen Umwelt
• Senkung von Geburtenrate und Steigerung der Sterberate durch den Einfluss radio-
aktiver und anderer Verunreinigungen
• selbst die überlebenden Bevölkerungsgruppen könnten im Verlaufe einiger Genera-
tionen aussterben
• hohe Wahrscheinlichkeit für Ausbruch von Epidemien vergleichbar mit der mittelal-
terlichen Situation in Europa, verschärft durch radioaktive Strahlung (fehlende me-
dizinische Hilfe, Verschlechterung des Gesundheitszustandes, massive Wanderungs-
bewegungen)
• Zunahme der Mutationen und genetischen Anomalien infolge Verseuchung mit lang-
lebigen Isotopen erhöht die Aussterbewahrscheinlichkeit
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6.4 Qualitative Systemanalyse der wechselseitigen Beeinflussung von (Auto-)
Verkehr und Umwelt
6.4.1 Einführung
Meine Ausführungen zu diesem Punkt basieren wesentlich auf einer umfangreichen von F. VES-
TER und Mitarbeitern durchgeführte Systemuntersuchung mit dem Namen „Ausfahrt Zukunft,
Strategien für den Verkehr von morgen“, die im Wilhelm Heyne Verlag in München 1990 er-
schienen ist [Vester(1990)].
Zunächst ein paar Worte zur Umweltrelevanz der Problematik. Nach dieser Studie gab es 1988
weltweit 520 Mio. Kraftfahrzeuge, d.h. für etwa jeden zehnten Erdbewohner ein Kraftfahrzeug.
Diese Kraftfahrzeuge emittierten 2 Mrd. t CO2, das waren ca. 10% der globalen anthropogenen
CO2-Emissionen. In der Bundesrepublik wurden 13% der CO2-Emissionen durch Fahrzeuge ver-
ursacht. In Deutschland ist der Anteil am Endenergieverbrauch des Verkehrswesens von 26,2%
im Jahre 1988 auf 28,2% im Jahre 1994 angestiegen.
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Abb. 6.24: Schema der Umweltbeeinflussung durch Autos
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Aus der Abbildung 6.24 geht hervor, dass die Umwelt durch den Autoverkehr in vielfältiger
Weise stark beeinträchtigt wird. Häufig stammt mehr als 50% einer Umweltbelastungsart vom
Verkehr. Dies ist aus der folgenden auf Tabelle 6.3 leicht ersichtlich die auch die Aussagen von
Abb. 6.24, enthält. Die von F. VESTER und Mitarbeitern für die erwähnte Studie durchge-
Tab. 6.3: Anteil des Verkehrs an der Umweltbeeinflussung in der BRD im Jahre 1988
führte Untersuchung hat eine interessante Vorgeschichte: 1983 hat Prof. VESTER im Rahmen
der Internationalen Automobilausstellung in Frankfurt während einer Fernsehdiskussion einen
Beitrag dazu geleistet, wie der Verkehr nach seiner Ansicht in Zukunft beschaffen sein müsste,
um den Erfordernissen einer gesunden Umwelt und einer zukunftsorientierten Wirtschaftsweise
gerecht zu werden. Er stieß damit bei Vertretern der Automobilindustrie auf große Ablehnung.
Die einzige Ausnahme bildete D. GOUDEVERT, der für FORD in Deutschland zuständig war.
Herr GOUDEVERT hat dann versucht, die Vertreter der Automobilindustrie zu bereden, eine
entsprechende Untersuchung zu unterstützen, nachdem er sich längere Zeit mit F. VESTER
unterhalten und entdeckt hatte, dass F. VESTER eigentlich gar nicht ein Feind der Automo-
bilindustrie ist, sondern sich vielmehr Sorgen um deren Fortbestand und deren Zukunft macht.
Aber die anderen Unternehmer waren zur Unterstützung einer solchen Untersuchung nicht be-
reit.
Schließlich hat D. GOUDEVERT mit seinem Chef in den USA gesprochen, worauf dieser
meinte: „Na, du bist doch dafür selbst zuständig und kannst eine Studie auch allein finanzieren.“
So hat er es dann auch gemacht. Diese Studie wurde zunächst 2 Jahre geheim gehalten. Was das
Interesse der anderen Autofirmen an den Ergebnissen beträchtlich erhöht hat. Weil aber FORD
später nicht bereit war, den Empfehlungen, die in dieser Studie enthalten waren, zu folgen, ist
D. GOUDEVERT später zu Volkswagen gewechselt.
Das erklärte Ziel dieser Studie ist, mit biokybernetischem Instrumentarium umfas-
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send die Funktion des Automobils im zukünftigen Verkehrsgeschehen zu untersu-
chen und die Evolutionsmöglichkeit der Automobilindustrie zu hinterfragen, d.h. es
geht im Wesentlichen um die Frage, wie kann ein großes Automobilunternehmen bei sich
ändernden Rahmenbedingungen erfolgreich bleiben.
Zunächst möchte ich hier ein paar interessante Zitate aus dieser Studie erwähnen, die im
Zusammenhang mit den früheren Kapiteln der Vorlesung stehen. Diese Zitate entstammen vor-
wiegend der Einleitung der Studie. Da heißt es z.B.:
„Unsere heutige Zeit ist mehr und mehr dadurch gekennzeichnet, dass wir mit ei-
ner heraufziehenden Umweltkrise konfrontiert sind, wie sie das Menschengeschlecht
seit Bestehen seiner Kulturen noch nicht erlebt hat. Wachsende Abfallberge, zer-
störte Regenerationsräume, Gifte in Luft, Wasser und Boden, radioaktive Verseu-
chung, Klimaverschiebungen durch Ozonloch und Treibhauseffekt, fortschreitende
Wüstenbildung, Aussterben vieler Tier- und Pflanzenarten, Bodenerosion etc. be-
deuten Risken, die sich durch ihre Vernetzung zunehmend gegenseitig verstärken
und inzwischen die gesamte Menschheit bedrohen.“ [Vester(1990), S. 15]
„Die Grenzen sind in der Tat in vielen die menschliche Existenz tragenden Bereichen
bereits überschritten“, „ . . . das Auto ist inzwischen an die Spitze derjenigen Zivilisa-
tionserscheinungen gerückt, Die in ihrer derzeitigen Form radikal in Frage zu stellen
sind. Nötig ist die schleunigste Umstellung auf eine ökologische Wirtschaftsweise. Es
wird Vermeiden statt Reparieren nötig. Einige Schäden sind schon jetzt irreparabel.“
[Vester(1990), S. 15]
Dann wird weiter dargelegt, dass trotz scheinbar unübersehbarer Zwänge und Verflechtungen
vieles machbar ist mit dem nötigen Willen zur Kreativität gepaart mit einem über den Tel-
lerrand hinausschauenden Wissen um die Zusammenhänge. (vgl. Kap.1, Das eine Aufgabe der
Umweltsystemanalyse)
Weiter meint VESTER, dass seine Hoffnung mehr auf die Wirtschaft gerichtet ist, weil die
Politik zu träge reagiert:
„Wir glauben trotz vieler negativer Beispiele, die immer noch parallel weiterlaufen,
dass die tiefgreifende Innovation, die allein die rasante Fahrt in die ökologische und
damit auch ökonomische und soziale Katastrophe abbremsen und eine allmähliche
Umkehr herbeiführen kann, am ehesten von der Wirtschaft selbst ausgehen sollte.
Die Klein- und mittelständische Industrie hat da bereits in vielen Fällen bewiesen,
dass man handeln kann, ohne die politischen Rahmenbedingungen abzuwarten, denn
die Trägheit in der nationalen und erst recht der übernationalen politischen Gremi-
en lässt kaum erwarten, dass dort die Konsequenzen genügend rasch gezogen und
die nötigen Impulse gegeben werden können. Man denke nur an die Ineffizienz der
EG-Kommissionen. Es muss jedoch anerkannt werden, dass das Problembewusstsein
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in der Industrie ständig wächst. Allerdings, auch das ist eine Tatsache, am allerwe-
nigsten in der Automobilindustrie.“
Dann wird noch ausgeführt, dass die Automobilindustrie schon wegen ihrer Größe eine beson-
dere gesellschaftliche Verantwortung hat, und dass sie sich auf ihre eigentliche Funktion besin-
nen müsste, nämlich Verkehrsprobleme zu lösen. Ihre auffallendste Schwäche ist unvernetzte
Betrachtungsweise, lineare eindimensionale Betrachtungsweise und totale Produktorientierung.
Daher ist die Einbeziehung der Verkehrsproblematik unbedingt notwendig. Weiter wird ausge-
führt, dass die Autoindustrie sich in eigenem Überlebensinteresse auf zukünftige Funktionen
konzentrieren muss. Dazu sind Betrachtungen in größeren Systemzusammenhängen nötig und
insbesondere die Betrachtung von möglichen Kooperationen mit anderen Verkehrsträgern. (Kap.
4, κ < λ)
Weiter wird festgestellt, dass besonders zu beachten ist, dass wegen derGröße der Automo-
bilindustrie eine Krise in dieser Industrie zu einer Gesamtwirtschaftskrise werden könnte.
Unter der Unterüberschrift „Systemanalyse als Entscheidungshilfe“ wird ausgeführt:
„Bei sinnvollem Systemmanagement kann es einer Branche, auch nicht der Auto-
mobilindustrie, nicht darum gehen, immer weiter die jeweils durch ihre Produkte
auftauchenden Schäden zu reparieren und damit den Ereignissen hinterherzuhin-
ken. Auch der Katalysator, so notwendig er heute ist, kann nur eine vorübergehende
Notlösung sein; genauso wie Filter, Siebe, Klärwerke und Müllverbrennungsanlagen,
die ja an der grundlegenden Wirtschaftsweise nicht das Geringste ändern, sondern
die auf eine unkybernetische, mit Mensch und Umwelt nicht in Einklang stehende
Technik noch eine weitere unkybernetische Technik draufsetzen. Das lässt sich ir-
gendwann nicht mehr bezahlen. Doch dann ist es für eine Umkehr zu spät. Wenn
wir der Kostenschere entschlüpfen sollen, müssen wir vielmehr durch systemrelevan-
te Planung und Steuerung die Weichen für ganz neue Konstellationen stellen, in
denen solche Schäden nicht mehr auftreten können.“
Dies entspricht der im Kaptitel 4 beschriebenen notwendigen erhöhten Koordinierung und Ko-
operation verbunden mit einer Langfristplanung während der Bremsphase des Wachstums. (vgl.
Kap.4, Abschitt 4.7, Hypothese 2; Kap. 5) Weiter heißt es:
„Bei Berücksichtigung des Systemzusammenhanges darf die Strategie nicht auf ein
selbstgesetztes Unternehmensziel ausgerichtet sein, sondern vielmehr muss von den
Bedürfnissen des Menschen und seinem Anspruch auf einen intakten Lebensraum
ausgegangen werden (was nebenbei auch die einzige Möglichkeit ist, auf Dauer wirt-
schaftlich erfolgreich zu sein).“
Auch diese Passage stellt Ähnliches fest, wie es bezüglich der verstärkten Notwendigkeit einer
weitsichtigen Orientierung während der Bremsphase des Wachstums in Kapitel 4 beschrieben
wurde. Die Analyse von F. VESTER hat weniger eine Prognose als die Untersuchung derÜber-
lebensfähigkeit zum Ziel:
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„Lebensfähigkeit im evolutionären Sinne heißt aber immer auch Entwicklungsfähig-
keit und damit Optimierung der Anpassungsfähigkeit an sich ändernde Randbedin-
gungen. Dazu ist die Betrachtung der Systemzusammenhänge, d.h. der Wechselwir-
kungsmöglichkeiten, wichtiger als eine ins Einzelne gehende Datenanalyse.“
Dies ähnelt den in Abschnitt 1.7 gemachten Ausführungen zum Evolutionsdruck. Weiterhin
betont F. VESTER:
„Denn im Hinblick auf eine auch bei kommenden Krisen überlebensfähige Unterneh-
mensstruktur und der Wirtschaft überhaupt kann es gerade nicht um eine lückenlose
Erfassung aller nur erreichbaren Daten gehen, die sich ohnehin von Tag zu Tag än-
dern, sondern in erster Linie darum, den Blick für die Art der Zusammenhänge
zu öffnen und entsprechende Entscheidungen zu treffen, denn diese bestimmen, wie
schon gesagt, weit mehr das Geschehen als Einzeldinge selbst.“
Es wird somit auch von F. VESTER betont, dass die Beachtung und Berücksichtigung und die
systemaren Zusammenhänge für die Lösung der Probleme entscheidend sind, so wie dies auch
allgemein in der Umweltsystemanalyse angestrebt wird.
6.4.2 Vorgehensweise
Das Vorgehen beruht auf der Methodik der Sensivitätsmodelle. Diese Methode ist Ende der
70er Jahre im Rahmen eines UNESCO-Projekts, an dem F. VESTER beteiligt war, entwickelt
worden [Vester u. v. Hesler(1980)].
Die Vorgehensweise war etwa folgende:
• Zunächst wurden einmal intensive Gespräche zwischen Vertretern der Firma FORD und
der Studiengruppe Biologie und Umwelt München geführt.
• Dann wurde die Studie vorstrukturiert, d.h. es ging um die sachliche und räumliche Ab-
grenzung. Dabei deutete sich an, dass
• 4 Teilmodelle zu betrachten sind:
1. Teilmodell Verkehr
2. Teilmodell Automobilindustrie
3. Teilmodell Einzelunternehmen
4. Teilmodell Individualfahrzeug
• Außerdem gab es Gespräche mit Managern und externen Partnern. Solche Gespräche
wurden regelmäßig wiederholt.
• Es wurden Daten, Zahlen, Fakten und Meinungen gesammelt.
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Abb. 6.25: Auflistung und Einordnung der Variablen [Vester(1990), S. 32]
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Abb. 6.26: Bildhafte Modellskizze [Vester(1990), S. 50]
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Abb. 6.27: Gerüst des Gesamtmodells [Vester(1990), S. 56]
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Abb. 6.28: Aufteilung in Teilmodelle [Vester(1990), S. 62]
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Abb. 6.29: Einordnung des Teilmodells Autoindustrie [Vester(1990), S. 63]
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Abb. 6.30: Kriterienmatrix zum Teilmodell Einzelunternehmen [Vester(1990), S. 34]
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Abb. 6.31: Wirkgefüge für Teilmodell Verkehr [Vester(1990), S. 70,71]
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Abb. 6.32: Einflussmatrix zum Teilmodell Verkehr [Vester(1990), S. 72,73]
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Abb. 6.33: Wirkungssummendiagramm zum Teilmodell Verkehr; Abschtäzung der Elementein-
flüsse [Vester(1990), S. 77]
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Abb. 6.34: Übersicht: Teilmodelle und Teilgefüge [Vester(1990)]
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Abb. 6.35: 8 Verwendete Regeln der Biokybernetik [Vester(1990), S. 43]
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Abb. 6.36: Schema für den Ablauf der Systemstudie [Vester(1990), S. 45]
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Zunächst ging es erst einmal um die
1. Auflistung von Variablen, die zunächst möglichst aggregiert sein sollten sowie um das
Erfassen von Indikatoren und externen Einflüssen. (siehe Abb. 6.25). Die Variablen wurden
verschiedenen Gruppen zugeordnet. So gibt es z. B. eine Variable in der Gruppe Gesell-
schaft und Politik, mit dem Namen „Kritisches Verhalten der Bevölkerung“. Indikatoren
für diese Variable sind auch aufgeführt, beispielsweise der Trend zur Nostalgie, Aktivität,
Umweltvereinigungen und Bürgerinitiativen und weiteres. Externe Einflüsse sind z. B. die
Umweltereignisse oder Skandale auch international wie z.B. die Katastrophe in Tscherno-
byl. Offensichtlich lassen sich derartige Variablen nicht so einfach messen und in Zahlen
ausdrücken. Nachdem dann ungefähr klar war, welche Variablen eine Rolle spielen sollten,
wurde versucht, zunächst eine
2. bildhafte Skizze herzustellen, wobei VESTER meint, dass das sehr wesentlich wäre (sie-
he Abb.6.26), weil gerade durch das bildhafte Darstellen viele Spezialisten noch angeregt
würden, ihre Meinung dazu zu sagen und sich über die Einordnung ihres speziellen Pro-
blemfeldes Gedanken zu machen, was zu wichtigen Beiträgen geführt hat . Anschließend
wurde ein
3. grobes Gerüst der nahe liegenden Beziehungen zwischen den Variablen erarbeitet (Abb.
6.27). So entstand praktisch ein Wirkgefüge für das Gesamtsystem möglichst entsprechend
der erwähnten bildhaften Skizze. Diese Vorgehensweise ist ganz ähnlich wie bei H. BOS-
SEL, der auch zunächst ein Wortmodell und daraus ein Wirkgefüge erstellt hat (BOSSEL,
H., Simulation Dynamischer Systeme, [Bossel(1994b)]). Nach der Erstellung und Diskus-
sion des Wirkgefüges durch die Gruppe von VESTER hat sich herauskristallisiert, dass
die Unterteilung in
4. 4 Teilmodelle sinnvoll wäre, wie dies in der nächsten Skizze (Abb. 6.28 und Abb.
6.29) angedeutet ist. Diese Teilmodelle: Automobilindustrie im Allgemeinen, FORD-
Autowerk im Besonderen sowie Verkehr und Fahrzeug hängen wechselwirkend zusam-
men. Als 5. Schritt wurden
5. für alle Teilmodelle die Variablen aufgelistet. Die Variablen wurden aus dem Ge-
samtmodell praktisch auf die Teilmodelle aufgeteilt, wobei es durchaus vorkommen konnte,
dass eine Variable in 2 Teilmodellen auftaucht. Auch wurden z. T. Variable untergliedert
und andere wiederum zusammengefasst. Dann wurden die Variablen mehrmals über-
prüft und reduziert mit Hilfe einer Kriterienmatrix, so dass man am Ende pro Teilmodell
auf etwa 20 bis 40 Variable gekommen ist. Diese Kriterienmatrix hat die Aufgabe zu
vermeiden, dass bei der Variablenauswahl eine Einseitigkeit oder eine Lücke auftreten
könnte, d.h. man versucht alle wesentlichen Bereiche abzudecken. Mit dieser Kriterien-
matrix ist man von jeweils 100 auf 20 bis 40 Variable pro Teilmodell gekommen. Dabei
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spielte die bei früheren Untersuchungen gewonnene Erfahrung eine wichtige Rolle insbe-
sondere bei der sinnvollen Aggregation. Die Abb. 6.30 zeigt die Kriterienmatrix für das
Teilmodell Einzelunternehmen. Links sind alle Variablen aufgegliedert, die in dem
Teilmodell vorkommen. Sie sind nach Gruppen untergliedert. Der Einfluss jeder einzelnen
Variablen wird auf 4 Hauptbereiche genauer auf 4 Kategorien, die die Hauptbereiche
kennzeichnen, aufgeteilt. Diese 4 Hauptbereiche sind: Lebensbereiche, physikalische
Kategorie, dynamische Kategorie und Systembeziehung. Für jede Variable wird
überlegt, ob und wie stark sie die einzelnen Kategorien beeinflusst bzw. ob und wie stark
sie von diesen Kategorien abhängt.. Wenn keine Wechselwirkung besteht, bleibt das Feld
frei. Ist die Wechselwirkung mäßig stark, wird dies durch einen hohlen Kreis markiert, wo-
gegen eine starke Wechselwirkung durch einen vollen Kreis symbolisiert wird. Dem hohlen
Kreis wird der Wert 12 und dem vollen Kreis der Wert 1 zugeschrieben. Anschließend wer-
den diese Werte spaltenweise summiert. Schließlich wird darauf geachtet, dass sich die den
Kategorien entsprechenden Summen nicht allzu stark unterscheiden und dass das Ganze
sachlich und inhaltlich vernünftig ist. Damit resultiert praktisch eine zusätzliche Kontrolle
der Sinnfälligkeit der benutzten Variablen. Nach der Auswahl der Variablen mit Hilfe der
entsprechenden Kriterienmatrix wurde nun für jedes Teilmodell ein grobes Wirkgefüge er-
stellt. Die nächste Abb. 6.31 zeigt z. B. das Wirkgefüge für das Teilmodell Verkehr. Dabei
bedeuten die durchgezogenen Pfeile, dass wenn die Variable, von der der Pfeil herkommt,
wächst, auch die Variable wächst, auf die der Pfeil zeigt. Bei gestrichelten Pfeilen verklei-
nert sich dagegen der Wert der Variablen, auf die der Pfeil zeigt, wenn die Variable, von
der der Pfeil ausgeht, wächst. Im 6. Schritt wird die kybernetische Rolle der Variablen
mittels der
6. Einflussmatrix (Abb. 6.32) untersucht - VESTER nennt sie auch „Papiercomputer“ .
Da die kybernetische Rolle einer Variablen nicht aus sich heraus erklärbar ist, sondern nur
im Zusammenhang mit dem Gesamtsystem, wird eine Einflussmatrix konstruiert, wobei
die bei dem Teilmodell auftretenden Variablen einmal senkrecht und einmal waagerecht
angeordnet werden. (Waagerecht sind nur die Nummern der Variablen aufgetragen.). Zu-
nächst wird abgeschätzt, wie stark der Einfluss der links aufgetragenen Variablen auf
die anderen oben aufgeführten Variablen ist. Dabei wird der Einfluss grob halbquan-
titativ geschätzt, wobei „1“ einen schwachen Einfluss, „2“ einen mittleren Einfluss und
„3“ einen starken Einfluss symbolisiert. Wichtig ist nun, dass diese Einflussmatrizen von
unterschiedlichen, unabhängigen Gruppen ausgefüllt werden. Wenn die verschiedenen
Gruppen zu gleichen Ergebnissen gelangen, werden diese als hinreichend gut angesehen.
Falls die getrennten Gruppen jedoch zu unterschiedlichen Ergebnissen kommen, wird in
gemeinsamen Diskussionen versucht, die Ursache der Unterschiede herauszufinden und
einen Konsens zu erarbeiten, in den die Erfahrungen vieler Experten mit einfließen. Der
Vorteil eines solchen Vorgehens liegt besonders darin, dass systematisch alle möglichen Be-
ziehungen zwischen den Variablen in Betracht gezogen werden. Mit Hilfe der so erhaltenen
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Einflussmatrix wird nun das
7. Wirkungssummendiagramm erstellt. Dazu werden so genannte Passiv- und Aktivsum-
men für die einzelnen Variablen ermittelt. Die Passivsumme ist die Summe der bewerteten
Einflüsse über die Zeilen der Einflussmatrix. Sie repräsentiert, wie stark die betrachtete
Variable insgesamt durch die anderen Variablen beeinflusst wird. Die Aktivsumme wird
dagegen durch Summierung über die Spalten gebildet. Sie repräsentiert den summarischen
Einfluss, den diese Variable auf die anderen Variablen hat. Im 7. Teilschritt werden dann
diese Passiv- und Aktivsummen benutzt, um das Wirkungssummendiagramm zu konstru-
ieren. Dabei werden die Aktivsumme vertikal und die Passivsumme horizontal aufgetragen.
Jeder Variablen des Teilmodells lässt sich dann ein Punkt in diesem Diagramm zuordnen,
der (qualitativ) die Rolle der Variablen im System präsentiert (Abb. 6.33).
8. Variable mit großen Aktivsummen und kleinen Passivsummen werden als aktive Va-
riable bezeichnet. Sie sind gut geeignet als Hebel für äußere Eingriffe und können das
Systemverhalten nachhaltig beeinflussen. Variable mit großen Passivsummen und kleinen
Aktivsummen werden dagegen als „reaktiv“ bezeichnet. Sie eignen sich besonders als In-
dikatoren für den Systemzustand. Eingriffe an ihnen würden einer Symptombehandlung
entsprechen. Die Variablen, die sowohl große Aktivsummen als auch große Passivsummen
haben, heißen kritische Elemente. Da sie sowohl stark auf andere Variable einwirken als
auch stark von anderen Variablen beeinflusst werden, können sie benutzt werden, um das
System aus einer festgefahrenen Situation herauszubringen. Dabei muss allerdings auf-
merksam darauf geachtet werden, dass keine unerwünschten Nebenwirkungen auftreten.
In der Mitte des Diagramms sind die so genannten neutralen Variablen angeordnet. Sie
werden mittelstark von anderen Variablen beeinflusst und wirken selbst auch mittelstark
auf andere Variable. Diese Variablen sind geeignet für die Selbstregulation des Systems.
Bei den puffernden Variablen schließlich sind sowohl die einwirkenden Einflüsse als auch
die von ihnen ausgehenden Einflüsse klein. Sie haben nur einen schwachen Einfluss auf die
Systemdynamik und oft kommt ihr Einfluss erst nach einer Zeitverzögerung zur Wirkung.
9. Zur Klärung spezieller Fragen wurden schließlich 18 Teilgefüge gebildet (Abb. 6.34), um
damit spezielle Szenarien zu untersuchen. Dabei wurde von den Analyseergebnissen der
Teilmodelle ausgegangen. Die für die einzelnen Szenarien herangezogenen Teilgefüge be-
stehen aus einem speziellen Teil von Variablen, die aus dem entsprechenden Teilmodell
ausgewählt wurden. Auf Grund der gegenseitigen Beeinflussung dieser Variablen wurden
dann mögliche Entwicklungen untersucht. (Mitunter wurden dabei auch Variable zusam-
mengefasst oder aufgesplittert oder noch weitere Variable dazugenommen.)
10. Die Ergebnisse der Untersuchung der Szenarien wurden schließlich mit biokybernetischen
Mitteln (Abb. 6.35) bewertet. (Die dabei verwendeten 8 Regeln der Biokybernetik werden
weiter unten aufgeführt.) Auf dieser Basis wurden die Ergebnisse interpretiert, Defizite
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aufgedeckt und Vorschläge entwickelt, wie sich die Autoindustrie verhalten könnte, um
systemrelevanter ihre Zukunftsaussichten zu verbessern. Insbesondere ging es dabei um
Vorschläge, wie die Autoindustrie langfristiger überleben und wie sie auch zu positiven
Entwicklungen für die vom System beeinflussten Menschen beitragen kann. Bevor auf drei
Teilmodelle (Verkehrsentstehung, Umweltsituation und dezentrale Energieversorgung) et-
was näher eingegangen wird, soll der allgemeine von F. VESTER empfohlene Ablauf der
Systemstudie (Abb. 6.36) kurz zusammengefasst werden:
Zunächst muss wie bei der Computersimulation die Problemstellung klar formuliert wer-
den. Dann wird mit Hilfe von Expertenbefragungen die Auswahl der Variablen für das Ge-
samtsystem vorgenommen und ein grobes Wirkungsgefüge entworfen. Anschließend wurde
das Gesamtmodell in 4 Teilmodelle aufgeteilt: Verkehr, Automobilindustrie, Einzelunter-
nehmen, Individualfahrzeug. Zur Auswahl der Variablen der einzelnen Teilmodelle dienten
dabei die jeweiligen Kriterienmatrizen. Danach wurde für jedes Teilmodell ein Wirkgefüge
ermittelt. Für die Wirkgefüge wurden Einflussmatrizen erstellt, wobei der Einfluss aller
Elemente aufeinander grob halbquantitativ abgeschätzt wurde. Daraus ließen sich dann
die Aktiv- und Passivsummen ableiten, d.h. es wurde für jede Variable im Teilmodell
untersucht, wie stark sie von anderen beeinflusst wird. Dies wurde dann im Wirkungss-
ummendiagramm veranschaulicht, in dem jeder Variablen ein Punkt entspricht. Aus der
Lage dieses Punktes ließ sich etwas über die Rolle der Variablen innerhalb des Teilsys-
tems folgern z.B., ob sie mehr aktiv, passiv, neutral, puffernd oder kritisch ist. Mit dieser
Information einerseits werden unter Zuhilfenahme von kybernetisch ausgerichteten Denk-
modellen und einer biokybernetischen Bewertung Entscheidungshilfen darüber abgeleitet,
was im System geändert werden könnte, um gewisse Ziele zu erreichen und das System
hinsichtlich seiner Zukunftsträchtigkeit zu verbessern.
Bei dieser Bewertung und bei den Vorschlägen, die erarbeitet wurden, spielten insbesondere
folgende von VESTER aufgeführte 8 Grundregeln der Biokybernetik eine Rolle:
1. Regel: Die negative Rückkopplung muss über die positive Rückkopplung dominieren, damit un-
gebremstes Wachstum nicht zur Katastrophe führt, nichts ins Unendliche wächst.
2. Regel: Die Systemfunktion muss unabhängig vom quantitativen Wachstum sein, d.h. das System
muss auch funktionieren ohne qualitatives Wachstum Genau das haben wir eben z. Z. leider
im Wirtschaftssystem offenbar nicht, deswegen muß etwas verändert werden. Deshalb ist
eben die ökologische Wende notwendig.
3. Regel: Das System muss funktionsorientiert und nicht produktionsorientiert arbeiten. Auch genau
darum wird es bei der ökologischen Wende gehen.
4. Regel: Die Nutzung vorhandener Kräfte nach dem Jiu-Jitsu-Prinzip statt Bekämpfung nach der
Boxer-Methode, d. h. also, dass man sehr effektiv die Kräfte nutzt, die einmal da sind,
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und sie nicht zerstörend wirken lässt, sondern dass man sie für die Systemerhaltung und
für die Systementwicklung benutzt.
5. Regel: Mehrfachnutzung von Produkten, Funktionen und Organisationsstrukturen. Da sind wir
beim Recycling z. Z. ein bisschen bemüht.
6. Regel: Recycling, Nutzung von Kreisprozessen zur Abfall und Abwasserverwertung.
7. Regel: Symbiose, gegenseitige Nutzung von Verschiedenartigkeit durch Kopplung und Austausch.
(Das ist schon ungefähr das, was ich mit erhöhter Kooperation in der Bremsphase meinte.
Richtig verknüpfte Kooperation führt auf eine Art Symbiose.)
8. Regel: Biologisches Design von Produkten, Verfahren und Organisationsformen durch Feedback-
Planung.
Rechts auf der Abbildung 6.35 sind diese 8 Regeln noch erläutert, aber darauf will ich jetzt
nicht eingehen.
Von den in der Studie aufgeführten 18 Teilszenarien möchte ich 3 Teilszenarien etwas näher
beleuchten. Zunächst das
Teilszenario 1 - Verkehrsentstehung.
Das Wirkungsdiagramm für Verkehrsentstehung zeigt die Abbildung 6.37.
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Abb. 6.37: Wirkungsdiagramm für Verkehrsentstehung [Vester(1990), S. 154]
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Dieses Szenario ist von zentraler Bedeutung. Es wirkt sich auf alle anderen Szenarien aus.
Das wird durch relativ viele rechteckige Kästchen angedeutet, in denen auf weitere Teilszenarien
(TS) hingewiesen wird, die auch mit der vorliegenden Problematik (also hier mit der Verkehrs-
entstehung) in Verbindung stehen. Die Fragestellung für das Teilszenario 1 ist hauptsächlich:
Was sind die Ursachen für das krebsartige Verkehrswachstum? Aus diesem Wirkgefüge ist zu
entnehmen, dass das mit F bezeichnete Gesamtverkehrsaufkommen über 6 verschachtelte posi-
tive Rückkopplungen mit C (Infrastruktur für den materiellen Transport), mit D (kleinräumige
Siedlungs- und Infrastruktur), und H (Handlungsspielraum) . . .
verbunden ist. Diese 6 Rückkopplungen sind:
FCF, d.h. mit steigendem Gesamtverkehrsaufkommen steigt auch die Infrastruktur für den ma-
teriellen Transport und mit steigender Infrastruktur und materiellem Transport wiederum steigt
auch das Gesamtverkehrsaufkommen.
Die nächste Rückkopplung FDF bedeutet, dass mit steigendem Gesamtverkehrsaufkommen
die kleinräumige Siedlungs- und Infrastruktur abnimmt. Aber, wenn diese abnimmt, wirkt das
wieder vergrößernd auf das Gesamtverkehrsaufkommen. Die gestrichelten Pfeile bedeuten: Wenn
die Ausgangsgröße zunimmt, dann nimmt die Größe, die beeinflusst wird, ab. Eine gradzahlige
Anzahl gestrichelter Pfeile wirkt insgesamt wie ein durchgezogener Pfeil verstärkend und eine
ungrade Zahl gestrichelter Pfeile wirkt insgesamt gegenläufig wie ein einzelner gestrichelter Pfeil.
Die nächste Rückkopplung FHF beinhaltet, dass wenn das Gesamtverkehrsaufkommen zu-
nimmt, der Handlungsspielraum abnimmt und wenn der Handlungsspielraum abnimmt, nimmt
das Gesamtverkehrsaufkommen zu. (Das stimmt mit entsprechenden Erfahrungen gut überein.)
Die Rückkopplung FCDF bewirkt, dass wenn das Gesamtverkehrsaufkommen zunimmt. die
Infrastruktur für den materiellen Transport wächst, wodurch dann die kleinräumige Siedlungs-
und Infrastruktur abnimmt, was schließlich das Gesamtverkehrsaufkommen vergrößert.
Ähnliches gilt für die anderen beiden Rückkopplungen, nämlich FDCF und FHIF. Danach
nimmt mit zunehmendem Gesamtverkehrsaufkommen der Handlungsspielraum ab und mit ab-
nehmendem Handlungsspielraum nimmt dann die Benutzung des Autos wegen der Sekundär-
funktion zu und mit dieser Zunahme der Benutzung des Autos wächst nun wieder das Gesamt-
verkehrsaufkommen.
Wegen dieser 6 positiven Rückkopplungen wird bei gegebener Wachstumsrichtung, wenn z.B.
das Verkehrsaufkommen einmal dabei ist, sich zu vergrößern, diese Tendenz ständig verstärkt.
Es gibt eine Aufschaukelung bis zur Selbstzerstörung. Bei der anderen Anfangsrichtung, wenn
z.B. das Verkehrsaufkommen dabei wäre sich zu verkleinern wäre auch eine zügige Reduzierung
möglich, aber das hat bisher wohl kaum stattgefunden.
Besonders interessant für Dresden ist die im ersten Rückkopplungskreis FCF enthaltene Er-
fahrung, die besagt, dass durch den Zubau von Verkehrsinfrastruktur (z.B. A17 oder Waldsch-
lösschenbrücke), das Gesamtverkehrsaufkommen im Straßenverkehr weiter anwächst und das
Problem so nicht gelöst wird, sondern das es vielmehr nach einiger Zeit in vergrößerter Form
wieder auftritt. Durch diesen Regelkreis wird das Gesamtverkehrsaufkommen immer größer,
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was auch bedeutet, dass der Handlungsspielraum immer kleiner wird und dass die kleinräumige
Siedlungs- und Infrastruktur immer weniger vorhanden sein wird. Die Dinge greifen hier alle
sehr ineinander.
Als negativen Regelkreis hat man bisher nur den Kreis F (Gesamtverkehrsvolumen), B (Le-
bensqualität und Gesundheit), A (kritisches Verhalten der Bevölkerung) und schließlich wieder
zurück nach F (Gesamtverkehrsaufkommen). Dieser Regelkreis würde das Gesamtverkehrsauf-
kommen verkleinern. Hierbei handelt es sich aber um einen ausgesprochen langfristigen Kreis-
lauf, der für die Trendumkehr höchstens bei starker Überschreitung der Grenzwerte wirksam
wird. Wahrscheinlich ist es aber dann für die Lösung des Problems schon zu spät.
Aus dem Wirkungsdiagramm (Abb. 6.37, identisch mit vorangegeangener Abb.) ist außerdem
erkennbar, dass ein steuernder Einfluss zur Selbstregulation in Richtung Verringerung des Ge-
samtverkehrsaufkommens F, einerseits über durch Zwang und Gesetze über A und insbesondere
über K (zukunftsorientierte Automobilindustrie) möglich wäre. Die kybernetische Interpretation
des Ganzen wird aus der Charakteristik des Wirkgefüges abgeleitet. Als besonders schwerwie-
gend ergibt sich, dass die irreversible Beeinflussung der Raumstruktur in Verbindung mit dem
Straßenbau weiteren Verkehr nach sich zieht und dass die sinkende Lebensqualität ein Impuls
ist für eine Neuorientierung ist. Allerdings kommt diese Neuorientierung nur schwerfällig über
das Herausbilden einer kritischen Bevölkerung in Verbindung mit Umweltpolitik und entspre-
chenden Gesetzen und Verordnungen zur Wirkung.
Fazit ist: Eine Umpolung der Denkweise in der Automobilindustrie wäre eigentlich der Lö-
sungsansatz. Wenn diese Umorientierung nicht zustande kommt, dann besteht die Gefahr für
die Autoindustrie, dass sie einen Akzeptanzverlust erleidet und dass nach einer gewissen Zeit-
verzögerung politische Eingriffe gemacht werden. Dann würde eine schlagartige Zurückdrängung
der Autoindustrie erfolgen, wobei sie selbst gar nicht mehr sehr viel Einfluss auf das Geschehen
hätte.
Die nächste Abbildung 6.38 zeigt, dass auch aus anderen Umweltgründen gerade die Verla-
gerung des Verkehrs auf die Straße sehr negativ ist, weil ein erhöhter Energieverbrauch damit
verbunden ist. Inzwischen wird mehr als ein Viertel der Gesamtenergie in der Bundesrepublik
für Verkehr benutzt und die Tendenz ist steigend, obwohl in anderen Bereichen der Primärener-
gieverbrauch nach erfolgreichem Bemühen zurückgeht. Aus der Abbildung ist auch zu ersehen,
dass (im Jahre 1987) der Verkehr auf der Straße für die gleiche Anzahl von tkm ein Vielfaches
dessen brauchte, was der Verkehr auf der Schiene oder auf dem Wasser benötigen würde.
442
6.4 Qualitative Systemanalyse der wechselseitigen Beeinflussung von (Auto-) Verkehr und Umwelt
Abb. 6.38: Spezifischer Endenergieverbrauch im Güterverkehr 1985 [Vester(1990), S. 161]
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Als nächstes soll auf das besonders interessanten Teilszenario Umweltsituation 1 eingegan-
gen werden (siehe Abb. 6.39): Interessanterweise hat VESTER hier 2 Wirkgefüge betrachtet.
Abb. 6.39: Teilszenario Umweltsituation 1 [Vester(1990), S. 164]
Das erste Wirkgefüge ist für die Zeit vor 1970 gedacht. (Das entspricht der Phase beschleu-
nigten Wachstums des Stromverbrauchs für die Industrieländer, s.Abschn. 4,6.3 u. 4.7). Das 2.
Wirkgefüge betrifft die Zeit nach 1970. (Dies entspricht, der in Abschn. 4.6.3 u. 4.7 beschrie-
benen Bremsphase des Wachstums des Stromverbrauchs der Industrieländer.) Betrachten wir
zunächst einmal das Wirkgefüge, was im Wesentlichen für die Zeit bis 1970 zuständig ist. Diese
Zeit ist durch quantitatives Wachstum geprägt, wie das auch aus den Evolonmodellergebnissen
hervorging. In diesem Wirkgefüge (Teil I) gibt es 6 positive Rückkopplungen und keine negative
Rückkopplung. Daraus folgt, das Wachstum schaukelt sich hier auf und wird immer stärker. Ins-
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besondere wird hierbei der Stoff- und Energieverbrauch im Lebensraum immer weiter wachsen.
Dieses Wirkgefüge soll das Wesentliche betonen. VESTER schreibt 1991, dass die Situation auch
1991 z.T immer noch so wie vor 1970 ist, aber nach 1970 kommt doch etwas anderes Wichtiges
dazu (Abb. 6.40):
445
6 Beispiele und Ergebnisse von Umweltanalysen mittels Computersimulationen
Abb. 6.40: Teilszenario Umweltsituation 2 [Vester(1990), S. 166]
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Das ist A, das immer stärker werdende kritische Verhalten der Bevölkerung, wodurch auch
eine Umorientierung des Variablenkomplexes G, (Ausbau der Infrastruktur, Zersiedlung, Mono-
strukturen) in G’ (kleinräumige Siedlungs- und Industriestruktur, ökologische Ver- und Entsor-
gungseinrichtungen) und der Variablen I (quantitatives Wachstum) in I’ (Gesunde Wirtschafts-
lage) bewirkt wird. In diesem Zusammenhang ändert sich auch das Rückkopplungsverhalten.
Es gibt jetzt nur noch 3 positive Rückkopplungen, und wenn man sorgfältig durchzählt, lassen
sich jetzt 17 verschachtelte negative Rückkopplungen feststellen. Dadurch ergibt sich ein völlig
neues, anderes Systemverhalten. Interessant ist, dass VESTER diese negativen Rückkopplun-
gen ab 1970 wirken lässt, also ab dem Jahr in dem nach dem Evolonmodell die Dominanz der
Bremsphase des Wachstums bezüglich des Stromverbrauchs beginnt. Zu beachten ist hier be-
sonders der erwähnte Bedeutungswandel der Variablen bei G und I. Also der Übergang von
der Orientierung auf quantitatives Wachstum (I) auf die gesunde Wirtschaftslage sowie von
der früheren Orientierung auf Ausbau der Infrastruktur mit Zersiedlung und Monostrukturen
zur Orientierung (G) auf kleinräumige Siedlungs- und Industriestruktur, ökologische Ver- und
Entsorgungseinrichtungen. Da die Variablen G und I einen Bedeutungswandel erfahren haben,
wirken einige der positiven Rückkopplungen jetzt auch in positiver Richtung, d.h. stabilitätsför-
dernde und gesunde Variable im System sowie entsprechendes Verhalten wird dadurch verstärkt
und gefördert.
Das Fazit, das VESTER aus dem Telszenario Umwelt zieht, ist, dass bis heute (also bis ca.
1990) das politische Handeln mehr Krisenmanagement ist. In der Tat kommt es mir immer
noch so vor, als hätten wir keine Regierung, sondern mehr eine Reagierung. VESTER sieht
auch die Gefahr der Übersteuerung mit plötzlichen Eingriffen in die Industrie. Die Industrie
sollte dem besser zuvorkommen. Das kritische Verhalten der Bevölkerung kann über kurz oder
lang umkippen, und es wäre sinnvoll für die Autoindustrie, dem beizeiten entgegenzuwirken
durch Kooperation mit anderen Verkehrsmitteln und ökologischen Fahrzeugen. So könnte sie
einen Beitrag leisten zur Stabilisierung, bevor es dazu zu spät wird.
Wichtig bei der Interpretation dieses Wirkungsschemas sind besonders auch die Zeitverzöge-
rungen, die dazu führen können, dass Dinge nicht genügend schnell erkannt werden und daher
nicht genügend schnell reagiert wird. Aus diesem Grunde kann es zu Umkippeffekten kommen
und im Zusammenhang damit auch zu Systemzusammenbrüchen.
Die Abbildung ?? wurde bereits früher schon mehrmals erwähnt. Hier ist zu sehen, dass
wenn das Wachstum nicht abgebremst wird und Tragfähigkeitsgrenzen überschritten werden,
das System irgendwann zusammenbricht. Das ist dann sicherlich keine gesunde Entwicklung
des Systems. So könnte, wenn es die Autoindustrie nicht schafft, sich selbst begrenzend zu sta-
bilisieren, die Gefahr eines totalen Zusammenbruchs real werden. Die Abbildungen 4.18 und
6.40 können auch als Beispiele für die Bestätigung von Ausführungen angesehen werden, die
im Zusammenhang mit dem Evolonmodell im Kapitel 4 gemacht wurden. Abbildung 6.41 be-
stätigt die Aussage, dass wachsende Systeme, die nicht auf Tragfähigkeitsgrenzen reagieren (2.
Wachstumstyp) schließlich zusammenbrechen. Weiterhin ist dieser Abbildung eine Aussage zu
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Abb. 6.41: Prinzipieller Ablauf von Wachstumsprozessen [Vester(1990), S. 211]
entnehmen, die weitgehend der λ > κ Regel entspricht. Denn wenn man während der Bescheu-
nigungsphase des Wachstums im Wesentlichen mit linearem Denken auskommt, so kann dort
wegen fehlender Rückkopplungen auch die Kooperation nicht groß sein. Das notwendige kyber-
netische Denken während der Bremsphase bedingt dagegen die Existenz von Rückkopplungen,
die für eine hohe Kooperation notwendig sind. Konkrete derartige Rückopplungen werden in
Abbildung 6.40 gezeigt.
Als letztes soll das Teilszenario 9- Dezentrale Energieversorgung kurz kommentiert wer-
den. Der Grundgedanke ist hierbei, dass jedes Auto auch ein kleines Kraftwerk ist, das gleich-
zeitig auch Wärme erzeugt. Am effektivsten wäre es natürlich, solch ein Kraftwerk in Kraft-
Wärme-Kopplung zu nutzen Die Autoindustrie würde dann viele dezentrale kleine Kraftwerke
herstellen. Wer ein Auto bauen kann, der sollte folglich auch kleine dezentrale Kraftwerke bauen
können und er hat dabei viel Erfahrung einbringen.
In der Studie „Ausfahrt Zukunft“ wird aus der Zeitung ein Versuch von Hannover zitiert,
bei dem man tatsächlich mit einem FORD-ESCORT-Motor mit 80 PS praktisch einen Alt-
bau mit Grundwärme und Warmwasser versorgt hat. Gleichzeitig wurde noch doppelt so viel
Strom hergestellt, wie die Bewohner brauchten. Der Rest wurde ins Netz eingespeist. Dabei leg-
te dieser Motor praktisch in einer Heizperiode ca. 150.000 km bei Tempo 80 zurück. Durch die
Kraft-Wärme-Kopplung im Kleinformat hatte man eine 95%tige Ausnutzung der verwendeten
Primärenergie. Es wird erwähnt, dass es seit Anfang der 90er Jahre bei den Autoherstellern
dafür Konzepte gibt, aber nur FIAT eine Modell-Energiebox für ca. 20.000 DM angeboten hat.
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Aber irgendwie trauten sich die Automobilkonzerne nicht, offensiv zu werden. Das Energiegesetz
von 1935 war hierbei möglicherweise ein Hindernis. Weiter wurde abgeschätzt, dass das gesamte
Gas, was in Hannover zu Heizzwecken verwendet wird, bei Nutzung der Kraft-Wärme-Kopplung
gleichzeitig den gesamten Strombedarf der Stadt abdecken könnte. Für die Verbraucher wäre
das sowohl kostenmäßig als auch hinsichtlich der Umwelt von Vorteil. Einer Umstellung auf
viele kleine Kraftwerke mit Kraft-Wärme-Kopplung stehen aber wahrscheinlich die Profitinter-
essen der traditionellen Energieversorger im Wege. Es wurde weiter festgestellt, dass 20.000
solcher Anlagen praktisch das Kraftwerk Buschhaus ersetzen könnten. Im Großraum Hannover
gibt es 411.000 solcher PKW, somit liegt die Zahl bei 5% der sowieso vorhandenen Fahrzeu-
ge. Daher würde die Umweltverschmutzung auch nur ungefähr so viel betragen, sie wie bereits
durch Autos betrug. (Denn dass ungefähr 5% der Autos durchschnittlich im mindestens Einsatz
sind, kann man wohl sicherlich annehmen.) Auch bei der dezentralen Energieversorgung wur-
den wieder zwei Wirkgefüge betrachtet. Die Fragestellung für dieses Teilszenario war: Welche
Konsequenzen hätte eine Diversifizierung der Automobilindustrie durch Einstieg in die Ener-
giewirtschaft? Das erste Wirkgefüge (siehe Abb. 6.42) bezieht sich auf eine Situation, bei der
man keine zukunftsorientierte Denkweise in der Autoindustrie voraussetzen kann. Das zweite
Teilgefüge basiert dagegen auf der Annahme, dass sich eine zukunftsorientierte Denkweise in
der Autoindustrie durchsetzt.
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Abb. 6.42: Teilzenario Dezentrale Energieversorgung 1 [Vester(1990), S. 232]
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Im Mittelpunkt der Betrachtung steht die Wirtschaftlichkeit und Akzeptanz dezentraler Ener-
gietechnik. Im ersten Fall, also ohne zukunftsorientierte Denkweise in der Automobilindus-
trie, würde die wirtschaftliche Akzeptanz der dezentralen Energietechnik nur über umwelt-
freundliche Gesetze und Verordnungen gestützt und vermehrt werden, die infolge des kritischen
Verhaltens der Bevölkerung zustande kämen. Verschiedene Wirkungspfeile sind hier mit ∆t
gekennzeichnet, denn es gibt bei der Durchsetzung bis zur praktischen Wirkung. erhebliche
Zeitverzögerungen. Die Wirkung erfolgt also nicht sehr schnell und ist eigentlich ungenügend,
um wirklich der wirtschaftlichen Akzeptanz der dezentralen Energietechnik zum Durchbruch zu
verhelfen.
Ganz anders sieht die Sache für die zweite Variante dieses Wirkgefüges Dezentrale Energiever-
sorgung, Gefüge 2 (Abb. 6.43) aus, in der davon ausgegangen wird, dass es eine zukunftsorientier-
te Denkweise in der Automobilindustrie gibt, und dass die Automobilindustrie als Gegenlobbyist
gegenüber der Energielobby auftritt.
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Abb. 6.43: Teilscenario Dezentrale Energieversorgung 2 [Vester(1990), S. 234]
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Das hätte dann viele positive Wirkungen für die Autoindustrie einerseits, aber gleichzeitig
auch für das Gesamtsystem. Es würde eine viel schnellere Selbstregulation möglich sein, und
die Problembewältigung würde aussichtsreich in Angriff genommen werden können. Nebenbei
wird in der Studie bemerkt, dass, wenn die Autoindustrie offensiv werden würde, die schhwer
begründbaren Kostenvorteile bei Kernkraft und Kohle zur Sprache kommen müssten, bei denen
die Entsorgungsfrage ausgeklammert wurde und erhebliche staatliche Subventionen zum Einsatz
kommen. Das könnte die Autoindustrie dann auch für sich verlangen, oder es müssten zumin-
dest die bisherigen relevanten Subventionen für traditionelle Energieunternehmen abgeschafft
werden. Man sieht auch, dass die zweite Variante des Wirkgefüges wesentlich mehr Kopplungen
und Rückkopplungen enthält und dass insbesondere die zukunftsorientierte Denkweise der Au-
tomobilindustrie eine positive Rückkopplung hätte mit der Wirtschaftlichkeit und Akzeptanz
der dezentralen Energietechnik. Zusammenfassend wurde bezüglich der Thematik Dezentrale
Energieversorgung (Teilscenario 9) durch VESTER folgendes festgestellt:
Ohne die zukunftsorientierte Denkweise der Automobilindustrie hätte man nur die folgende
wesentliche Regulierung: Der Energieverbrauch D bewirkt bei Erhöhung auch eine Erhöhung
der Emissionen und Immissionen G. Das wirkt sich mindernd auf die Lebensqualität und die
Gesundheit I einerseits und auf die gesunde Wirtschaftslage und allgemeine Sicherheit H an-
dererseits aus. Dies wiederum wirkt auf das kritische Verhalten der Bevölkerung F, und zwar
in der Weise, dass je kleiner diese Größen H und I werden, umso größer wird das kritische
Verhalten der Bevölkerung. Dieses kritische Verhalten der Bevölkerung F bringt dann die Re-
gierung - allerdings nach einer erheblichen Zeitverzögerung - dazu, umweltfreundliche Gesetze
und Verordnungen zu erlassen, und dies wiederum führt - auch wieder nach einer gewissen Zeit-
verzögerung - dazu, dass die Wirtschaftlichkeit und Akzeptanz dezentraler Energietechnik E
erhöht und auch der Energieverbrauch D vermindert wird. Gleichzeitig führt auch die Effizienz-
steigerung im Endenergiebereich und bei Energiedienstleistungen A zu einer Verminderung des
Energieverbrauchs D.
Ganz anders sieht es für die zweite Variante des Wirkgefüges aus, bei der die zukunftsorien-
tierte Denkweise der Automobilindustrie B vorausgesetzt wird. In diesem Fall gibt es positive
und negative Rückkopplungen, was insgesamt zu einem Nutzen für die Autoindustrie, aber auch
für das Gesamtsystem führt. Hierbei ist offenbar die Verbindung von B nach C besonders wich-
tig, weil nun auch die Autolobby Interesse an umweltfreundlichen Gesetzen C hat und dadurch
der Prozess einer positiven Gesamtentwicklung beschleunigt würde. Das Gesamtfazit der Teil-
scenarios 9 (dezentrale Energieversorgung) der Studie lautet somit:
Die dezentrale Energieversorgung wäre ein interessanter Zusatzmarkt für die Automobilindus-
trie, womit positive Wirkungen für das Gesamtsystem verbunden sind, wie Ressourcenschonung,
Umweltschonung, volkswirtschaftlicher Nutzen, erhöhte Lebensqualität und auch ein besseres
und gesicherteres Überleben der Automobilindustrie.
Zum Abschluss möchte ich noch ein paar Passagen aus dieser Studie von VESTER und
Mitarbeitern zitieren, die in auch interssant sind: So ist z.B. aufgeführt, was man eigentlich
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durch Schnellfahren gewinnen, aber auch verlieren kann (Abb. 6.44 ). Es wird ein Versuch
referiert, bei dem zwei PKW-Fahrer eine 1450 km lange Strecke von Hamburg nach Rimin
gefahren sind. Der eine ist angepasst gefahren, d.h. umsichtig und ohne zu rasen, während der
Eilige versucht, so schnell wie möglich hinzukommen. Der 2. Fahrer hat dadurch 31 Minuten
Abb. 6.44: Vergleich von Fahrstilen [Vester(1990), S. 291]
gewonnen bei einer Gesamtfahrzeit von 20 Stunden und 12 Minuten. Aber gegenüber dem
angepassten Fahrer musste er fünfmal notbremsen und doppelt so oft bremsen, nämlich 1339
mal. Er musste ungefähr 3-mal so oft überholen, und er hatte einen Benzinverbrauch, der etwa
um 30% höher lag. Man sieht also, es lohnt sich eigentlich nicht, möglichst schnell zu fahren,
aber man bringt sich so in erhebliche Gefahr.
Ich hoffe, Ihr junges Leben ist Ihnen lieb und Sie lernen etwas daraus, wenn Sie nicht sowieso
schon etwas gelernt haben und wissen.
Abb. 6.66 zeigt, dass die Umweltproblematik (zumindest nach Beginn der Bremsphase des
Wachstums, s. Abschn. 4.7) im Denken und Handeln der Bevölkerung verankert ist. So wurden
nach 1988 deutlich weniger Dieselfahrzeuge gekauft, als diese wegen ihrer giftigen Abgase als
umweltschädlich klassifiziert wurden. Auch allgemein wurde in den 80-er Jahren die Umwelt-
freudlichkeit von Produkten eine immer wichtiger werdende Kenngröße für den Kaufentscheid.
6.45).
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Abb. 6.45: Kaufverhalten in Abhängigkeit vom Umweltimage [Vester(1990), S. 289]
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Deswegen ist Umweltimage jetzt immer mehr ein wirtschaftlicher Faktor geworden. Dadurch
sind Unternehmen, die ehemals überhaupt nichts von Umweltumweltschonung hielten, nun doch
gezwungen, das bei ihrer Reklame und bei ihrer Produktionsweise zu berücksichtigen Ähnliches
zeigt auch der untere Teil von Abbildung 6.45 Da geht es darum, ob man lieber umweltfreund-
liche Produkte kauft und man sieht, die Anzahl derer, die das tun, ist von 1981 bis 1987 stetig
gestiegen.
In der Studie werden einige Vorschläge gemacht, was man alles in der Automobilindustrie
verändern könnte. Beispielsweise könnte man den Motor ins Fahrgestell integrieren, Elektro-
Benzinmotor-Kombiautos bauen, und viele weitere kleine Verbesserungen realisieren. Einige
solcher Anregungen wurden bereits verwirklicht wie z. B. ein kurzes, hohes Stadtauto. Zum
Schluss dieses Abschnitts möchte ich noch einige Passagen aus der Schlussbetrachtung der Studie
zitieren. Viele dieser Passagen stehen wieder im Zusammenhang mit Inhalten der Vorlesung.
Zunächst einmal ein Zitat zur Thematik der ökologischen Wende:
„Denn ohne eine wirklich grundlegende Umkehr in unserer Wirtschaftsweise, unse-
rem Energiehaushalt, im Rohstoff- und Flächenverbrauch und last not least in der
Bevölkerungspolitik wird es keine Rettung geben.“
Die Notwendigkeit einer Ökologischen Wende wird also auch von den Autoren der Studie sehr
klar gesehen. Das nächste Zitat hat mich (als früheren langjährigen Ostberliner) auch besonders
angesprochen. Es heißt da:
„Es tut weh, mit ansehen zu müssen, wie viele Milliarden, die wir in den wirtschaftli-
chen Aufbau der ehemaligen DDR stecken werden, eine nicht erst seit heute erkannte
falsche Richtung weiter festlegen. Unsere zwar in sich perfekte, aber in vielen Fällen
wegen ihrer Inkompatibilität mit der Umwelt als überholt erkannte Technik auch
dort noch einzuführen, ist unverantwortlich und wird zudem noch die eigene Basi-
sinnovation beträchtlich verzögern.“
In den Jahren 1991-1994, in denen ich hinter Köln arbeitete, habe ich viele „westdeutsche Bürger“
getroffen, die der Ansicht waren, dass leider eine große Chance bei der Vereinigung verpasst
wurde, nämlich das westdeutsche Wirtschaftssystem weiter zu entwickeln. Denn es hatte sich
bereit vor 1990 u.a. wegen der Umweltproblematik ein erheblicher Evolutionsdruck aufgebaut.
Es wäre klug und zukunftsweisend gewesen, die sowieso notwendigen Veränderungen gezielt in
den durch die Vereinigung notwendigen Veränderungsprozess einfließen zu lassen. Dazu passt
auch das nächste Zitat:
„Der Druck und die Chance, etwas Neues zu machen, wird in der Tat vergeben,
wenn der geöffnete Osten nur als weiteres Absatzgebiet für den bisher produzierten
Konsumschrott gesehen wird, als willkommene Möglichkeit, noch eine Zeitlang so
weiterzumachen und Produkte und Infrastruktur noch an den Mann zu bringen.
Der neue Markt wird so auf jeden Falls als Innovationsbremse wirken, und das kann
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tödlich sein. Die große Chance zu ergreifen und wenigstens dort eine auch sehr bald
bei uns unumgängliche ökologische Produktions- und Wirtschaftsweise einzuläuten,
hätte vielleicht etwas mehr Zeit gekostet wie alle Handlungen, bei denen man vor
der Ausführung erst einmal eine gründliche Untersuchungen vorausschickt. Für die
Zukunft aber hätte sich das ganz sicher mehr als bezahlt gemacht.“
Das folgende Zitat berührt die Zielstellung von Umweltsystemanalyse (s. Abschn. 1.2):
„Die Hoffnung, dass noch rechtzeitig vor einem Zusammenbruch unseres Lebensrau-
mes und damit auch unseres Wirtschaftssystems eine genügend große Anzahl von
erneuerungswilligen Menschen bereit ist, eine grundlegende Metamorphose, d.h. kei-
ne Revolution, sondern eine Evolution zu bewerkstelligen, ist seit der unblutigen
Umwälzung im Osten eher größer geworden, denn dort hat man erlebt, was möglich
ist, wenn eine kritische Masse an neuem Bewusstsein erreicht ist. Eine solche kann
also von heute auf morgen ein ganzes System zum Umkippen bringen.“
In der Studie wird auch darauf hingewiesen, dass nicht nur die Industrie ihrer Verantwortung für
die Sicherung der Zukunftsfähigkeit des Systems nicht nachgekommen ist, sondern es auch bei
der Politik große Versäumnisse gegeben hat, denn vieles hätte bereits früher gesetzlich besser
geregelt werden können. Auch bei den Verbrauchern liegt natürlich eine Verantwortung.
Die letzte Passage, die ich hier zitieren möchte, betrifft noch mal die Notwendigkeit der
Ökologischen Wende (s. Kap. 5):
„Dass eine Änderung in unserer Lebens- und Wirtschaftsweise - und damit auch im
Verkehrsgeschehen - eintreten muss, ist so gewiss wie das Amen in der Kirche. Ob
sie brutal und schmerzhaft kommt - u.a. mit einer Welle von Arbeitslosen - oder
durch frühzeitige, kluge Vorbereitung im Sinne der aufgezeigten Entwicklungsmög-
lichkeiten verkraftbar sein wird, liegt an der Einsicht der Betroffenen. So wie dies
schließlich für die Menschheit als Ganzes gilt, die es ebenfalls in der Hand hat, ob
sie vom Planeten als »Branche« verschwindet oder durch einen Evolutionssprung in
ihrem Denken und Handeln doch weiter mitspielen darf.“
Genau dieser Frage und ihrer Lösung soll „Umweltsystemanalyse“ dienen. Es würde mich freuen,
wenn ich bei Ihnen das Interesse dafür geweckt hätte, sich in dieser Richtung zu engagieren.
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7.1 Unterschiede und Gemeinsamkeiten bei Modellierung in den exakten
Naturwissenschaften und der Ökologie bzw. den Umweltwissenschaften
Das Beispiel der Modellierung eines aquatischen Ökosystems (Schwielowsee s. 3.2.6) war typisch
für die Modellierung von Ökosystemen und Umweltproblemen. Um das Typische daran sowie den
Unterschied zur Situation in den exakten Naturwissenschaften darzulegen, möchte ich zunächst
auf die Situation in den exakten Naturwissenschaften am Beispiel der Physik eingehen (Abb.
7.1).
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Abb. 7.1: Unterschiede in den Möglichkeiten der Computersimulation bei Umwelt- und exakten
Wissenschaften
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In der Physik werden Grundgesetze erforscht. Dazu werden Experimente unter speziellen
Bedingungen ausgeführt, die möglichst garantieren sollen, dass der interessierende Effekt in
seiner einfachsten Form und minimal gestört auftritt. Ein Modell kann dabei im Allgemeinen
an hinreichend vielen und hinreichend genauen experimentellen Daten getestet werden. Oft ist
ein Modell auch schon gut ausgetestet und es wird nur auf eine spezielle Situation angewendet.
Dabei lassen sich normalerweise die folgenden 6 Fragen gut beantworten:
1. Frage: Welches sind die störenden Einflüsse auf das Experiment und wie stark beeinflussen sie
das Resultat?
2. Frage: Worin besteht die Ursache der störenden Effekte und wie und bis zu welchem Grade
können sie bei der Analyse der experimentellen Ergebnisse ausgeschlossen werden?
3. Frage: Wie groß ist die Genauigkeit des Modells und wie groß ist die Genauigkeit der experimen-
tellen Daten?
4. Frage: Was ist die physikalische Bedeutung der Modellparameter und wie können sie unabhängig
gemessen werden?
5. Frage: Was wäre eine optimale Modellaggregation hinsichtlich der anzustrebenden Resultate?
6. Frage: Was ist Ursache und was ist Wirkung?
In der Physik ist die optimale Aggregation mehr eine Frage des effektiven Vorgehens, da eine
weitere Disaggregation normalerweise in exakter Weise möglich ist (z.B. Schwerpunktbewegung
anstelle der Bewegung aller Bestandteile).
(Die Möglichkeit der klaren Beantwortung dieser 6 Fragen in den exakten Naturwissenschaf-
ten und auch in der Technik und Technologie, wo man die Basisprozesse gut kennt und genau
beschreiben kann, ist auch die Grundlage dafür, dass in diesen Gebieten große Computersimula-
tionsmodelle mit z.T. Hunderten von Modellgleichungen wie z.B. in der chemischen Technologie
oder bei CAD und CAM mit Erfolg verwendet werden können.)
Die Ansicht, dass in der Physik die Fragen (1) - (6) gut zu beantworten sind, habe ich ins-
besondere aus der Verallgemeinerung von Erfahrungen bei der Durchführung und Auswertung
von Blasenkammerexperimenten sowie von elektronischen Elementarteilchenphysikexperimen-
ten abgeleitet. Aus Zeitgründen und weil es auch zu weit vom eigentlichen Thema wegführt,
möchte ich nicht näher darauf eingehen und mich lieber gleich der Situation in der Ökologie bzw.
Umweltforschung zuwenden. Hierbei geht es i.A. um Untersuchungen komplexer Systeme mit
vielen Wechselwirkungen der Teilsysteme untereinander als auch um Wechselwirkungen mit der
Umwelt. Dabei ist es unmöglich, die von diesen Wechselwirkungen herrührenden Einflüsse aus-
zuschließen. Einerseits ist dies aus praktischen Gründen unmöglich (da die Wirkmechanismen
der Untersysteme nicht so gut bekannt sind wie in der Physik und wegen der hohen Komplexität
von Ökosystemen) und anderseits sind - was noch wichtiger ist - diese Wechselwirkungen und
äußeren Einflüsse wichtige Aspekte des zu untersuchenden Problems. Denn oft ist das Ziel einer
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Ökosystemuntersuchung eine Abschätzung und ein Verstehen des möglichen dynamischen (also
zeitlichen) Verhaltens des Systems, wofür diese Wechselwirkungen eine wichtige Rolle spielen.
Antworten auf die Fragen (1) bis (6) sind im Fall von Ökosystemuntersuchungen und Umwelt-
systemanalysen weit weniger bekannt als im Falle der Physik oder anderer exakter Naturwis-
senschaften. Insbesondere die Frage (6) nach Ursachen und Wirkungen ist beim Auftreten von
Rückkopplungen nicht einfach zu beantworten. Reale Experimente sind oft unmöglich oder im
Gegensatz zur Physik nicht wiederholbar. Anders als in der Physik wächst (wegen der ungenau-
en Kenntnis der Basisprozesse und ihrer Verkopplung) die Nichtübereinstimmung des Modells
mit der Realität häufig bei weiterer Disaggregation. Deshalb ist hier die optimale Aggregation
für die Modellierung sehr wesentlich und die Beachtung der Regel „So einfach und hochaggre-
giert wie möglich und so komplex und disaggregiert wie nötig“ hat entscheidende Bedeutung.
Unter diesem Gesichtswinkel soll noch einmal kurz das Beispiel der Modellierung der Algen- und
Nährstoffkonzentrationen für den Schwielowsee (s.Abschn. 3.2.6) betrachtet werden. Zu diesem
Zweck soll geprüft werden, wie es mit den Antworten auf die Fragen (1)-(6) steht.
Die Frage (1) nach den störenden Einflüssen kann nicht klar beantwortet werden. Zu vermuten
ist, dass bei starkem Regen zusätzliche Nährstoffe aus diffusen Quellen eingewaschen werden,
dass die tatsächliche Durchmischung auch vom Wind abhängt, dass sich die Zusammensetzung
der betrachteten Algengruppen ändern könnte, das sich eventuell Giftstoffe im Havelwasser auf
das Algenwachstum auswirken usw.
Wenn sich schon Frage (1) nach den störenden Einflüssen nicht klar beantworten lässt, so
lässt sich natürlich Frage (2) nach der Ursachen der Störungen auch nicht klar beantworten.
Auch Frage (3) nach Genauigkeit des Modells und der Messdaten lässt sich nur sehr ungenau
beantworten. Die Messfehler für die Konzentrationen variierten für die einzelnen Zustandsva-
riablen. Wie es für derartige Systeme typisch ist, waren die Messfehler ziemlich groß und lagen
zwischen 10% und 40%.
Auch die Frage (4) nach der Bedeutung der Modellparameter ließ sich nicht so präzise beant-
worten, wie es normalerweise in der Physik möglich ist. Insbesondere ließen sich die Parameter
anders als in der Physik kaum durch unabhängige Experimente exakter bestimmen. So kann man
z.B. die Sterberate einer Algengruppe schlecht unabhängig bestimmen, wenn man nicht einmal
die genaue Zusammensetzung der Algengruppe kennt. Ähnliches gilt für die Michaelis-Menten-
Parameter und die optimalen Temperaturen (die im „Rührkesselmodell“ für den Schwielowsee
benutzt wurden).
Die Frage (5) nach der optimalen Aggregation lässt sich auch schwer eindeutig entscheiden,
weil man die genauen Basismechanismen, z.B. das Photosyntheseverhalten der einzelnen zu-
sammengefassten Algenarten nicht genau kennt. Vielleicht wurden auch Algenarten mit sehr
unterschiedlichen Eigenschaften zusammengefasst und dadurch eine deutlich bessere Beschrei-
bung der Daten durch das Modell verhindert.
Die Frage (6) nach Ursachen und Wirkungen ließe sich, obwohl im Differentialgleichungs-
system auch Rückkopplungen enthalten sind, dennoch in diesem speziellen Fall einigermaßen
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gut beantworten, da das System wesentlich von außen durch die Triebkräfte gesteuert wird.
Bei Systemen, wo die Änderung einer Systemgröße stark auf das System zurückwirkt, kann die
Beantwortung dieser Frage viel schwieriger werden (z.B. Zuwachs von Energieverbrauch oder
besser Nahrungsmittelproduktion und Bevölkerung).
Wegen der schlechteren Kenntnis der Basisprozesse und der hohen Komplexität sowie der
ungenauen Kenntnis der Rückkopplungsmechanismen und der Wechselwirkungen zwischen den
Teilsystemen wird man beim Modellieren von ökologischen und Umweltproblemen mittels der
Computersimulation i.A. mit einer weniger guten Übereinstimmung von Modell und Realsystem
rechnen müssen als in den exakten Wissenschaften. Die Ergebnisse müssen deshalb auch mit
größerer Vorsicht verwendet werden.
Häufig kann sogar der Fall eintreten, dass die Eigenschaften und Mechanismen nicht hinrei-
chend klar sind, um mit berechtigter Hoffnung eine Computersimulation durchführen zu können,
die in der Lage ist, die Eigenschaften des Realsystems genügend gut widerzuspiegeln. Dennoch
gibt es gute Gründe eine Computersimulation wenigstens zu versuchen.
7.2 Gründe, für eine Computersimulation selbst bei mangelhafter Kenntnis des
Systems (Computersimulation als Integrationsinstrument bei
interdisziplinärer Zusammenarbeit)
1. Häufig lassen sich schon mit stark vereinfachten Modellen, für die eine detaillierte Kenntnis des
Realsystems nicht zwingend notwendig ist, interessante und wichtige qualitative Ergebnisse über
die prinzipiellen Reaktionsmöglichkeiten des Systems erhalten (z.B. Weltmodell, Evolonmodell,
Räuber-Beute-Modell u.a. von H. BOSSEL gesammelte Modelle).
2. Beim Versuch einer Computersimulation stößt man systematisch auf die Kenntnislücken,
deren Überwindung als Voraussetzung für die angestrebte Simulation sowie für das Verständnis
wichtiger Systemeigenschaften bezüglich der angestrebten Zielstellung wichtig ist.
3. Der Versuch einer Computersimulation gibt allen an einer interdisziplinären Zusammenar-
beit beteiligten Wissenschaftlern und Experten die Chance, ihre spezielle Rolle bei der Lösung
des Gesamtproblems besser zu begreifen. Der Versuch der Computersimulation kann auch da-
zu dienen, die nächsten notwendigen Arbeitsschritte der einzelnen Mitarbeiter herauszufinden
und ein besseres Verständnis der Probleme der anderen Mitarbeiter zu fördern. Ch. WISSEL
hat in diesem Zusammenhang einmal behauptet, dass Computersimulationen von Szenarien
mehr oder weniger eine Fortsetzung der wissenschaftlichen Diskussion eines Problems in einer
anderen, präziseren Sprache - nämlich der mathematischen Sprache - sind. Das geht jedoch
alles nur, wenn das Simulationsmodell gut und leicht verständlich programmiert wurde und
eine gute aktuelle Dokumentation des Modells und der Modellexperimente ständig verfügbar
ist. Spezielle Simulationssprachen können dabei hilfreich sein. Bei ihrer Auswahl muss man
insbesondere beachten, welche Sprache die meisten Mitarbeiter und potentiellen Nutzer eines
Simulationsprojekts schon kennen, bzw. welche Sprache dem Problem gut angepasst und leicht
erlernbar ist. Besonders hilfreich für den Zweck der gegenseitigen Verständigung sind Simulati-
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onssprachen, die auch eine Entsprechung mit graphischen Symbolen haben. Die von H. BOSSEL
zusammengestellten und veröffentlichten Modelle und Simulationsprogramme ([Bossel(1994a)]
und [Bossel u. Nowak(1994)]) erfüllen weitgehend diese Bedingungen. Daher empfehle ich diese
Modelle gern weiter. Wie die Praxis bei der Aufstellung und Verwendung von Modellen zur
Computersimulation gezeigt hat, ist leider insbesondere die Bereitstellung einer umfassenden
aktuellen Dokumentation nicht selbstverständlich - dadurch geht u.a. auch der Vorteil der Ähn-
lichkeit zum wissenschaftlichen Experiment verloren (Abschn. 7.3).
4. Ein weiterer Grund für den Versuch, eine Computersimulation durchzuführen, besteht
darin, dass es mitunter auch möglich ist, Lücken in der notwendigen Kenntnis des Realsystems
zumindest teilweise zu kompensieren, indem man verschiedene, möglichst sinnvolle Annahmen
macht und entsprechende Szenarien untersucht.
7.3 Gemeinsamkeiten und Unterschiede von wissenschaftlichen Experimenten
und (Computer-) Simulationen
Das klassische Verfahren zur Gewinnung von Information über ein reales System oder ein Ob-
jekt ist das Experiment mit diesem Objekt. Beim Experiment wirkt der Experimentator auf
das Objekt, d.h. auf das zu untersuchende System ein und stellt dabei möglichst sicher, dass
keine anderen Einflüsse auf das Objekt möglich sind. Die Reaktionen des Objekts interpretiert
er als Folge seiner Einwirkungen, und auf diese Weise gelingt es ihm, durch systematisches Ex-
perimentieren Gesetzmäßigkeiten herauszufinden - also verallgemeinerbare Informationen über
das Verhalten des Objekts zu erhalten. Er wirkt also auf das Objekt ein, beobachtet die Folgen
seiner Einwirkung und zieht daraus Rückschlüsse über die Eigenschaften des Objekts bzw. des
realen Systems (siehe Abbildung 7.2). Insbesondere in den Wirtschaftswissenschaften und Ge-
schichtswissenschaften sowie in vielen anderen Bereichen, z.B. in der Militärwissenschaft wurde
die Unmöglichkeit solcher Experimente schon lange als Handicap empfunden. Einen Ausweg
bzw. einen partiellen Ersatz bietet hier das Modellexperiment, also die Simulation und in den
letzten Jahrzehnten in wachsendem Maße die Computersimulation.
Im Modellexperiment wird nicht unmittelbar mit dem Objekt experimentiert, sondern statt-
dessen mit einem Modell des Objekts. Damit trotzdem Rückschlüsse auf das Objekt möglich
sind, muss das Modell in den für das Experiment wesentlichen Eigenschaften dem Objekt ent-
sprechen. Für ein Modellexperiment müssen diese Eigenschaften auf das Modell übertragen bzw.
abgebildet werden. Andererseits brauchen nur gerade diese Eigenschaften und keine weiteren ab-
gebildet zu sein. Damit tatsächlich richtige Schlüsse aus der Simulation auf das Objekt bzw. das
reale System gezogen werden können, muss zuvor gründlich getestet werden, ob das Modell in
den für die Rückschlüsse wichtigen Eigenschaften ausreichend mit dem Objekt übereinstimmt.
Dieser Testprozess wird Validierung des Modells genannt. In Abhängigkeit vom Modell und
der Art der Rückschlüsse, die man über das Objekt ziehen möchte, kann die Validierung ein
sehr langwieriger Prozess sein, in den auch Parameteroptimierungen eingeschlossen sein können
(s. Kap.2 und 3).
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Abb. 7.2: Vergleich zwischen Experiment und Simulation
7.4 Stärken und Schwächen der Computersimulation
Vorteile:
1.) Die Hauptstärke der Computersimulation liegt in ihrer Rolle als Experimentersatz. Be-
kanntlich waren die Erfolge der Naturwissenschaften in den letzten Jahrhunderten eng gekoppelt
an die Einführung des wissenschaftlichen Experimentes durch G. GALILEI. Ein wesentliches
Merkmal wissenschaftlicher Experimente besteht darin, dass sie von unabhängigen Personen
wiederholt und so die Ergebnisse überprüft werden können. Aus diesem Grunde sind bei wis-
senschaftlichen Experimenten nicht nur die Ergebnisse wichtig, sondern auch die hinreichende
Dokumentation, die es ermöglicht, das Experiment unabhängig zu wiederholen. Neue Ergebnisse
in der Elementarteilchenphysik werden deshalb normalerweise erst als einigermaßen gesichert
angesehen, wenn sie zumindest durch zwei unabhängige Experimente verschiedener Forscher-
gruppen erzielt wurden. Aus dem gleichen Grunde, d.h., weil es kein unabhängiges 2. Experi-
ment gab, das die Resultate bestätigt hätte, sind die etwa 1975 in den USA mit viel Aufwand
durchgeführten Experimente zum Nachweis von Gravitonen (Vermittler der Gravitationswech-
selwirkung) nach meiner Kenntnis bisher nicht als gesichertes Wissen anerkannt. Ähnliches gilt
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für Experimente zur Lebensdauer von Protonen. Damit der Vorteil der Experimentähnlichkeit
von Computersimulationen auch zum Tragen kommt, ist es daher sehr wichtig, dass Computer-
simulationsexperimente samt der dazu benutzten Modelle einschließlich der verwendeten An-
fangsbedingungen und Parameterwerte ausreichend gut dokumentiert werden und das Modell
für den entsprechenden Zweck gut validiert wird.
2.) Ein besonderer Vorteil der Computersimulation liegt auch darin, dass sie in Wissensbe-
reichen, in denen sonst gar keine oder zumindest keine wiederholbaren Experimente möglich
sind, anwendbar ist und einen gewissen Experimentersatz darstellen kann. So bietet z.B. die
Computersimulation die Möglichkeit, Prozesse, die in der Realität Jahre, Jahrzehnte ja sogar
Jahrtausende dauern würden, in Stunden oder Tagen im Modell durchzurechnen (z.B. Konti-
nentalverschiebungen).
3.) Computersimulationen können dazu beitragen, gefährliche Experimente mit dem Real-
system zu vermeiden (Atombombentestsimulation, GAU-Simulationen, Nuklearkriegsimulation,
Klimasimulation, Katastrophensimulation . . . )
4.) Computersimulationen können zur Ermittlung optimaler Varianten von schwierig zu über-
schauenden Projekten dienen (CAD, Verkehrssysteme . . . )
5.) Bei Systemen, bei denen die Grundprozesse und ihre Kopplungen gut bekannt sind und die
Modelle die Realität gut widerspiegeln (wie z.B. bei vielen technologischen Prozessen) hat die
Computersimulation häufig den Vorteil, gleich gut wie ein Experiment, aber wesentlich billiger
und schneller zu sein (u.a. CAD, CAM, Atombombentestsimulation in den USA anstelle realer
Tests).
Nachteile:
1.) Der Hauptnachteil der Computersimulation hängt mit ihrem Unterschied zum Experi-
ment zusammen. Dieser Unterschied besteht vor allem darin, dass beim Experiment direkt die
Eigenschaften des realen Systems untersucht werden, während die Computersimulation primär
die Eigenschaften des Modells vom realen System untersucht. Die Anwendbarkeit der Erkennt-
nisse hängen wesentlich von der Übereinstimmung von Modell und Realität bezüglich der für die
Untersuchung wichtigen Eigenschaften ab. In der möglichen Nichtübereinstimmung von Modell
und Realsystem liegt eine große Gefahr. Denn die Verwendung eines falschen Modells oder eines
z.B. auf Grund unzureichender Dokumentation falsch verstandenen Modells kann viel schlimme-
re Folgen haben, als der Gebrauch gar keines Modells. Denn dann bleibt wenigstens eine gewisse
Skepsis und Vorsicht bestehen. So könnte z.B. ein falsches Modell über die Folgen eines Kern-
waffenkrieges die Wahrscheinlichkeit eines solchen Kriegs erhöhen und in der Realität wäre er
dennoch auch für den vermeintlichen Gewinner eine Katastrophe. (Offenbar ist man bei der Ein-
schätzung der militärischen Lösungsmöglichkeiten in Vietnam, Afghanistan und Tschetschenien
von falschen Modellen ausgegangen, wobei es sich wahrscheinlich nicht um Computermodelle
gehandelt hat.)
2.) Insbesondere bei Entscheidungsträgern, die selbst noch nie direkt mit Computern und
Modellen umgegangen sind, ist mitunter eine Art Computergläubigkeit zu beobachten. Hier gilt
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es zu beachten, dass das Ergebnis einer Computersimulation in erster Linie von der Güte des
verwendeten Modells abhängt und ein falsches Resultat nicht dadurch richtig wird, wenn es
schön in Farbe vom Computer ausgedruckt oder angezeigt wurde. (Nachweislich neigen selbst
Autoren dazu, ihren eigenen gedruckten Manuskripten einen höheren Wahrheitswert zuzuordnen
als ihren handschriftlichen Manuskripten.)
3.) Bei der Gestaltung von Modellen zur Computersimulation lässt sich ein subjektiver Ein-
fluss nicht vermeiden. Dies kann Einfluss auf das Ergebnis haben. Denn wenn der Modellierer
eine bestimmte Vorstellung von den Basisprozessen und der Funktionsweise des Systems hat, so
wird sich das auf die Art des Modells und schließlich auch auf die Art der Ergebnisse auswirken.
Falls der Modellierer von der Richtigkeit seiner Annahmen aus irgendwelchen Gründen sehr
überzeugt ist, so kann leicht bei der Validierung eine kritische Überprüfung dieser Annahmen
unterbleiben. Wenn nun diese Annahmen trotzdem falsch sind, so wird das Modell Resultate
liefern, die falsch sind. Da sie aber im Einklang mit der Erwartung des Modellierers sind, kann
es leicht passieren, dass er die Resultate fälschlicherweise für richtig und für eine Bestätigung
der Gültigkeit des Modells hält. Dieses scheint bei vielen Energieprognosen Ende der 60er und
Anfang der 70er Jahre eine Rolle gespielt zu haben. In einem Beitrag von L. TREPL (1991,
S.40) befindet sich ein interessantes Zitat, das diese Problematik tangiert:
„Im vorliegenden Text sollte gezeigt werden, dass, wenn es schon ’Erfahrung’ ist,
die hier zugrunde liegt, es zunächst einmal die soziale Erfahrung ist, bzw. Theorien
und Ideologien, die den Umgang mit ihr regeln. Dieses anhand sozialer Erfahrung
gewonnene Bild wird gewissermaßen in die Natur hineingesehen, um dann wieder als
naturwissenschaftliche Erfahrungstatsache, als Wissen darum, wie die Natur wirklich
ist (- und dies richtig verstanden nicht zu Unrecht -?) aus ihr herausgelesen zu wer-
den, sodass es schließlich als unwiderlegbare, weil naturwissenschaftliche Grundlage
der richtigen Sicht auf die sozialen Dinge dienen kann (z.B. Sozialdarwinismus).“
7.5 Datenbanksysteme als Hilfsmittel bei der Systemanalyse und der
Computersimulation
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Abb. 7.3: Datenbanksysteme als Hilfsmittel bei der Systemanalyse und der Computersimulation
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Um eine Fragestellung mittels der Computersimulation lösen zu können, muss insbesondere
bei Umweltsystemanalysen, aber auch bei vielen anderen fachübergreifenden Problemen und
Fragestellungen häufig interdisziplinär zusammengearbeitet werden. Bei der Vorbereitung und
Durchführung der Computersimulation kommt es dabei wesentlich darauf an, das für die Pro-
blemlösung relevantes Wissen aus verschiedenen Disziplinen zusammenzutragen und zu nutzen,
ebenso auch Messergebnisse und Erfahrungen bezüglich des zu simulierenden realen Systems.
Dabei empfiehlt es sich, die notwendigen Informationen in einem Informationssystem auf dem
Computer zu speichern und flexibel nutzbar bereitzustellen im Sinne einer erweiterten Dokumen-
tation der Ausgangswissensbasis für die Computersimulation und zum Zwecke der Vorbereitung
der Dokumentation der Simulationsergebnisse. Auf diese Weise kann später relativ einfach über-
prüft werden, auf Grundlage welchen Wissensstandes das Computermodell konzipiert wurde und
welche Annahmen und Näherungen aus welchen Gründen nötig waren und in welchen Literatur-
stellen beispielsweise Werte für benötigte Modellparameter aufgeführt sind. Gerade bei größeren
Simulationsprojekten, deren Durchführung und Nutzung Jahre dauern kann, ist dies von Wert,
damit sich beispielsweise neue Mitarbeiter, aber auch eventuell neue Nutzer des Simulations-
modells schnell in die Problematik einarbeiten können. Gleichzeitig wird den Mitarbeitern aus
verschiedenen Fachdisziplinen so die Chance geboten, sich auch mit dem für das Verständnis
des Modells notwendigen Wissen aus anderen Fachdisziplinen vertraut zu machen. Für solche
Zwecke empfiehlt sich z.B. die Verwendung eines verbreiteten, möglichst allgemein bekannten
Informations- oder auch Datenbanksystems, wie z.B. ACCESS oder DIBASE. Man kann häu-
fig Datenbanksysteme auch sinnvoll verwenden, um die Ergebnisse der Modellexperimente mit
den Messungen und Eigenschaften des Realsystems zu vergleichen. (In meiner Dissertation ha-
be ich z.B. die im Experiment gemessenen Eigenschaften von Elementarteilchenereignissen und
die mittels eines theoretischen Monte-Carlo-Modells erzeugten Ereignisse in gleicher Struktur
gespeichert und beide Ereignisgruppen einheitlich mit dem Informationssystem SUMX bear-
beitet und verglichen.) Wenn es sich um ein Simulationsproblem mit Flächenbezug handelt,
lässt sich zu diesem Vergleich ein GIS nützlich verwenden, indem man für das Simulationsmo-
dell und das Realsystem dieselben Flächenelemente mit denselben Attributen benutzt, wobei
die Berücksichtigung zeitlicher Veränderungen dadurch Rechnung getragen werden kann, dass
ein Attribut für alle Flächen der entsprechende Zeitpunkt ist. Im Jahre 1980 hatte ich für den
Bereich Ökologisch-Ökonomische Systeme ein Modell und eine derartige Vorgehensweise für
ein Untersuchungsgebiet um Cottbus entwickelt. Insbesondere zur Erfassung der Dynamik der
durch den Braunkohlebergbau beeinflussten Flächen hatte ich damals praktisch unabhängig die
Grundidee von GIS mit Hilfe des Programmsystems SUMX (aus dem CERN) zu realisieren ver-
sucht. Daher bin ich überzeugt davon, dass, wenn es GIS, und andere Informationssysteme nicht
schon gäbe, diese schnell erfunden werden müssten. Allerdings ist auch, wie die Praxis zeigt,
der sinnvolle Umgang mit solchen Systemen nicht immer ganz einfach. (Inzwischen hat es in
der Computertechnik bei Hard- und Software derartige Fortschritte gegeben, dass man langsam
daran denken könnte, alle Kenntnisse zur Weltgeschichte in ein GIS mit entsprechenden Zeitat-
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tributen einzuspeichern.) Der Vorteil der Verwendung von Informationssystemen am Computer
liegt besonders darin, dass man die Informationen sehr einfach aktualisieren und ergänzen kann
und dass man über bereitgestellte Suchfunktionen und der einfachen Handhabung kombinier-
ter Tests die gerade interessierenden Informationen sehr schnell herausfinden und zugänglich
machen kann. Wie ich schon angedeutet habe und später auch noch weiter ausführen werde,
nimmt aus prinzipiellen Gründen die Wichtigkeit und der Umfang an Informationsaustausch-
prozessen in der Evolution im Allgemeinen und bei Umweltsystemanalysen im Besonderen zu.
Informationssysteme werden in diesem Rahmen eine wichtige Rolle spielen.
7.6 Prognose als Hauptzweck von Simulationen im Besonderen und
Wissenschaft im Allgemeinen
Die Fähigkeit des menschlichen Gehirns Vorhersagen auf der Basis von Modellen zu machen, hat
dem Menschen einen entscheidenden Evolutionsvorteil gebracht,. So wurde es möglich, das in
der Evolution wichtige Prinzip von „Versuch und Fehler“ zu ersetzen durch das Prinzip „Versuch
mit der Modellhypothese und Fehler“. Dies ist ein wesentlicher Unterschied. Nach LORENTZ
und RIEDL eröffnet sich so im Extremfall die Möglichkeit, die Modellhypothese sterben zu
lassen, anstatt bei fehlerhaftem Verhalten selbst sterben zu müssen. Der Vorteil liegt darin,
dass man mit einem Modell anstelle mit der Realität experimentiert. Dies soll an einem krassen
Beispiel erläutert werden. Ein tatsächlicher Kernwaffenkrieg könnte zum Sterben großer Teile
der Menschheit, vielleicht sogar zur Ausrottung der Menschheit führen. Das Modellieren der
Konsequenzen eines hypothetischen Kernwaffenkrieges kann dagegen den tatsächlichen Kern-
waffenkrieg vermeiden helfen, indem bei diesem Modellieren klar wird, dass auch der Gewinner
dabei (gegenüber seiner Lage vor dem Kriege) zum Verlierer würde. Es stirbt bei der Model-
lierung nur die Hypothese, dass ein Kernwaffenkrieg eine Möglichkeit ist, politische Probleme
zu lösen. Die Möglichkeit einer Vorhersage auf der Basis von Modellen oder simulierten Sze-
narien verändert daher wesentlich die Entwicklungschancen der Menschen in der realen Welt.
Auch in weniger spektakulären Situationen wie beim Brücken-, Treppen- und Fahrstuhlbau und
vielen anderen Aktivitäten helfen uns vorangestellte Modellberechnungen Katastrophen zu ver-
meiden. Nach LORENTZ [Riedl(1981), S. 25] kann man das Leben selbst als einen Erkenntnis
gewinnenden Prozess auffassen und der Lebens- und Evolutionserfolg hängt entscheidend von
der Gültigkeit der zumeist unbewusst verwendeten Modelle der Lebewesen über ihre Umwelt-
bedingungen ab. Der qualitative Sprung beim Menschen läge dann weniger in der Benutzung
von Modellen an sich als im bewussten Modellieren und Prognostizieren. Der Gedanke liegt
nahe, dass letztendlich der tiefere Grund für die Beschäftigung der Menschen mit Wissenschaft
in dem erwähnten Evolutionsvorteil liegt, der es erlaubt, richtige Modellprognosen über die
Realität einschließlich ihrer zeitlichen Veränderung zu machen und so durch Fehlverhalten ver-
ursachte Rückschläge zu vermeiden. Da nach meiner anfangs erwähnten Hypothese (s. Abschn.
1.6) die anthropogen verursachten Umweltbedingungen sich zu einem wesentlichen Evolutions-
druck für die Menschen entwickeln, wären richtige Modelle über die Entwicklungsmöglichkeiten
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der anthropogen verursachten Umweltbedingungen von besonderer Aktualität und Wichtigkeit.
Computersimulationen sind eine relativ neue, zusätzliche, effektive Möglichkeiten zur Progno-
se auf der Grundlage von Szenarien. Wegen der grundlegenden wachsenden Rolle von Prognosen
in der menschlichen Evolution ist daher auch der Gebrauch von Computern zu Prognosezwecken
von prinzipieller Wichtigkeit für die weitere Entwicklung der Menschheit. Hierbei handelt es sich,
wie erwähnt, um eine Möglichkeit. Entscheidend ist jedoch letztlich die sinnvolle Nutzung dieser
Möglichkeit. Dies ist ein wichtiges Problem, zumal bisher viele Erkenntnisse zur Umweltproble-
matik nicht sinnvoll genutzt wurden, obwohl sie der Computersimulation gar nicht bedurften
und mit gesundem Menschenverstand leicht zu begreifen sind.
(In einer weiteren Hypothese hatte ich behauptet, dass der Anteil und die Wichtigkeit an
Information austauschenden und Information verarbeitenden Prozessen in der Evolution der
realen Systeme immer größer werden (Kap. 1). Hierin (und insbesondere auch in der größere
Kooperation erfordernden Bremsphase des Wachstums) liegt wahrscheinlich der tiefere Grund
für das immense Wachstum der Verbreitung und Nutzung von Computern sowie die tiefere Er-
klärung des Aufstiegs Japans als Wirtschaftsmacht nach dem 2. Weltkrieg, da dort der besonders
große durch die Umweltbedingungen verursachte Evolutionsstress richtig durch verstärkte In-
formationsnutzung beantwortet wurde.
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8 Nachhaltige Entwicklung als wesentliches Merkmal der durch
die ökologische Wende herbeizuführenden Ebene
8.1 Definitionen und Zitate zur Nachhaltigkeit
Sustainable Development oder nachhaltige Entwicklung bzw. nachhaltiges Wirtschaften sind in
den letzten Jahren immer wieder auftauchende, häufig benutzte Begriffe, deren Definition leider
nicht sehr klar umrissen ist. Deshalb habe ich selbst eine Definition versucht, die wahrscheinlich
noch verbesserungsfähig ist:
Ein Wirtschafts- bzw. ein Gesellschaftssystem ist nachhaltig, wenn die grundle-
genden Voraussetzungen seiner Existenz erhalten bleiben und seine wesentlichen
Zielfunktionen dauerhaft erfüllt werden können. Nachhaltigkeit ist verträglich mit
Effektivierung und Weiterentwicklung.
Bei D. MEADOWS u.a. [Meadows(1992)] wird Nachhaltigkeit in ähnlicher Weise wie folgt de-
finiert:
„Eine Gesellschaft ist dann nachhaltig, wenn sie so strukturiert ist und sich so verhält,
dass sie für alle Generationen existenzfähig bleibt.“
Die Weltkommission für Umwelt und Entwicklung der Vereinten Nationen definiert:
„Eine Gesellschaft ist nachhaltig, wenn sie den Erfordernissen der Gegenwart ange-
messen gerecht wird, ohne die Möglichkeiten künftiger Generationen zu beschränken,
ihren eigenen Bedürfnissen nachzukommen.“
In einer Ringvorlesung im Mai 1995 mit dem Titel „Nachhaltigkeit - eine Begriffsbestimmung“
von E. LUKAS kam zum Ausdruck, dass andere Definitionen auch nicht präziser sind. Im
Brundtland-Bericht von 1987 befindet sich folgende Darstellung:
„Dauerhafte Entwicklung ist Entwicklung, die die Bedürfnisse der Gegenwart befrie-
digt, ohne zu riskieren, dass künftige Generationen ihre eigenen Bedürfnisse nicht
befriedigen können.“
Eine andere Darstellung stammt von E. BARBIER ebenfalls aus dem Jahre 1987:
„The concept of sustainable development as applied to the Third World . . . is there-
fore directly concerned with increasing the material standard of living of the poor at
the "grassroots“ level . . . In general terms, the primary objective is reducing the ab-
solute poverty of the world?s poor through providing lasting and secure livelihoods
that minimise resource depletion, environmental degradation cultural disruption and
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social instability.“
(„Das Konzept der Nachhaltigkeit auf die Dritte Welt angewandt . . . ist daher direkt
verbunden mit dem wachsenden materiellen Lebensstandard der Armen am „Gras-
wurzelniveau“ . . . Verallgemeinert ausgedrückt ist das primäre Ziel die Reduzierung
des Mangels der Armen der Welt durch Schaffung, Erhaltung und Sicherung eines
Auskommens, wobei Umweltzerstörung, kulturelle Spaltung und soziale Instabilität
minimiert werden.“)
Die nächste Definition stammt vom Blueprint Magazine aus dem Jahre 1989:
„Nachhaltige Entwicklung ist nicht absinkendes Wohlergehen mit fortdauernder Zeit.
Das heißt, ein Entwicklungspfad, der heutigen Menschen einen besseren, aber den
morgigen Menschen einen schlechteren Lebensstandard bringt, ist nicht nachhaltig.“
Die kürzeste Definition stammt von der Weltbank aus dem Jahre 1992:
„Sustainable Development is development that lasts“ („Nachhaltige Entwicklung ist
Entwicklung, die anhält.“)
Eine weitere Definition von SRU aus dem Jahre 1994 lautet:
„Dauerhafte Entwicklung schließt eine umweltgerechte, an die Tragekapazität der
ökologischen Systeme ausgerichtete Koordination der ökonomischen Prozesse ebenso
ein, wie entsprechende soziale Ausgleichsprogramme zwischen den in ihrer Leistungs-
kraft immer weiter divergierenden Volkswirtschaften. Gleichzeitig bedeutet dies eine
tief greifende Korrektur bisheriger Fortschritts- und Wachstumsvorstellungen, die so
nicht länger aufrecht zu erhalten sind.“
Diese Definition weist auf den Zusammenhang mit der in Kapitel 4 behandelten Wachstumspro-
blematik und insbesondere auf die in der Abbremsphase des Wachstums verstärkt notwendige
Koordinierung und Kooperation hin. Häufig wird wie in der nächsten Abbildung 8.1 davon aus-
gegangen, dass Nachhaltigkeit neben der wirtschaftlichen Dimension mindestens noch eine ökolo-
gische und eine soziale Dimension hat, wobei die soziale Dimension insbesondere durch den Grad
an Gerechtigkeit charakterisiert ist. Dazu gehört die gerechte Verteilung von Lebenschancen zwi-
schen „Nord“ und „Süd“ (intragenerative Gerechtigkeit) und die gerechte Verteilung zwischen
den Generationen (intergenerative Gerechtigkeit). Die wirtschaftliche Dimension wird besonders
durch Stabilität gekennzeichnet - insbesondere durch die stabile Wirtschaftsentwicklung mit sta-
bilem Preisniveau und stabiler Beschäftigung. Die ökologische Dimension beinhaltet besonders
Schutz und Erhaltung der Ökosphäre und die Erhaltung der Quellen- und Senkenfunktion der
Natur. Dies soll hier nicht näher erläutert, sondern nur erwähnt werden. Die folgenden Regeln
zum Erhalt des Naturkapitals (und als Voraussetzung für nachhaltiges Wirtschaften) wurden
einer weiteren von Herrn LUKAS stammenden Abbildung entnommen.
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Abb. 8.1: Dimensionen der Nachhaltigkeit
1. Regel Die Nutzung von erneuerbaren Ressourcen darf nicht über die natürliche Regenerations-
rate hinaus erfolgen.
2. Regel Die Belastung der natürlichen Senken darf die natürliche Absorptionskapazität nicht über-
steigen.
3. Regel Die Nutzung von nicht-erneuerbaren Ressourcen darf nur in dem Maße geschehen, wie
erneuerbare Substitute geschaffen werden.
4. Regel Ökologische Großrisiken müssen unbedingt vermieden werden.
Das sind alles gut gemeinte, schöne Worte, aber es ist recht schwierig, diese Regeln und Ziele in
die Praxis umzusetzen und zu operationalisieren.
Die nächste Abbildung 8.2 zeigt, dass auch dieses Problem zumindest formal aufgegriffen
wurde. Die so genannte „schwache Nachhaltigkeit“ bei der angenommen wird, dass Naturka-
pital durch Finanzkapital ersetzbar ist, scheint allerdings schon ziemlich weltfremd zu sein.
„Nachhaltigkeit“ ist u.a. zum Schlagwort geworden, das häufig sehr oberflächlich und teilweise
auch missbräuchlich benutzt wird. Dennoch hat der Begriff einen wichtigen Kern nämlich die
Erkenntnis, dass die jetzige Wirtschaftsweise nicht dauerhaft sein kann, weil sie ihre eigenen
Grundlagen zerstört und deshalb ein Übergang zu nachhaltigem Wirtschaften dringend geboten
ist, also einem Wirtschaften, das sich auf absehbare Zeit nicht der Möglichkeit seines Fortbeste-
hens und seiner Weiterentwicklung beraubt. Zur „Nachhaltigen Wirtschaft“ gibt es inzwischen
eine beachtliche Literaturfülle.
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Abb. 8.2: Sustainability - Operationalisierungsversuche
8.2 Quantitative Ziele zur Nachhaltigkeit in Deutschland
(aus „Zukunftsfähiges Deutschland“)
Ende der 90er Jahre erschienen zu diesem Thema z. B. die Bücher „Nachhaltige Niederlande“
und „Zukunftsfähiges Deutschland - ein Beitrag zu einer global nachhaltigen Entwicklung“. Letz-
teres ist eine Studie des Wuppertal-Instituts für Klima, Umwelt und Energie, die im Auftrag
von MISERIOR und BUND angefertigt wurde. Hierin wird der Versuch gemacht, die Nachhal-
tigkeitsforderung mit konkreten Zahlen und Hypothesen zu belegen und zu untersetzen.
Zunächst werden einige Umweltbelastungsparameter von Deutschland mit entsprechenden Pa-
rametern aus verschiedenen Entwicklungsländern verglichen (siehe Abbildung 8.3). Die nächste
Abbildung 8.4 zeigt die in diesem Buch abgeleiteten umweltpolitischen Ziele, die Deutschland
anstreben und erfüllen müsste, um eine zukunftsfähige Entwicklung möglich zu machen.
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Abb. 8.3: Spezifischer Umweltverbrauch von Deutschland im Vergleich mit Entwicklungsländern
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Abb. 8.4: Umweltpolitische Ziele für ein zukünftiges Deutschland
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Dazu müsste beispielsweise der Primärenergieverbrauch Deutschlands bis zum Jahre 2010
um mindestens 30% sinken. (100% entspricht wahrscheinlich dem Stand von 1995). Bis zum
Jahre 2050 müsste er sich sogar auf 50% reduzieren. Der Verbrauch an fossilen Brennstoffen
müsste sich bis zum Jahre 2050 auf 10-20% vermindern. Kernenergie dürfte gar nicht mehr
verwendet werden. Erneuerbare Energien müssten dagegen ebenso wie die Energieproduktivität
einen Zuwachs von 3-5% pro Jahr aufweisen. Die CO2-Emissionen müssten bis 2010 um 35%
und bis zum Jahre 2050 um 80-90% gesenkt werden. Der Verbrauch nichterneuerbarer Rohstoffe
müsste bis zum Jahre 2010 auf 75% und bis zum Jahre 2050 auf 10-20% zurückgehen. Gleichzeitig
müsste die Materialproduktivität um 4-6% pro Jahr steigen. Die Bodenerosion müsste schnell
und drastisch vermindert werden, sodass sie bis zum Jahre 2010 um 80-90% vermindert wird.
Offensichtlich würde die Realisierung dieser Forderungen ganz gravierend in die Funktionsweise
des Wirtschaftssystems eingreifen. Somit geht auch aus dieser Untersuchung hervor, dass sich
Nachhaltigkeit ohne gravierende Veränderungen nicht erreichen lässt. Natürlich kann man sich
über Zahlenwerte streiten, aber in jedem Fall ist es verdienstvoll, dass die Autoren eine Basis
für die Diskussion um Ziele und Inhalte geschaffen haben. Bei der Flächennutzung müsste eine
absolute Stabilisierung erfolgen. Abbildung 8.5 zeigt die Entwicklung des Anteils von Siedlungs-
und Verkehrsflächen an der Gesamtfläche Deutschlands.
Abb. 8.5: Entwicklung der Siedlungs- und Verkehrsflächen in der BRD
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Diese Kurve verläuft ganz typisch wie eine Evolonmodellkurve. Nach dem Jahre 2010 sollen
keine Neubelegungen von Flächen mehr erfolgen und nur noch Nutzungsänderungen vorge-
nommen werden. Die Landwirtschaft soll vollständig auf ökologischen Landbau und auch die
Waldwirtschaft soll auf Naturwaldbau umgestellt werden.
Besonders interessant ist auch das Kapitel 3 der Studie, welches viele Informationen zur
ökologischen Auslandsabhängigkeit Deutschlands enthält.
In dem Buch sind viele weitere Zahlen und Anregungen zu finden. Über nachhaltige Entwick-
lung ließe sich wahrscheinlich eine ganze Vorlesungsreihe halten. In diesem Rahmen können nur
einige Aspekte behandelt und einige interessante Zitate erwähnt werden. In dem 1992 veröffent-
lichten Buch „Die neuen Grenzen des Wachstums“ [Meadows(1992)] befassen sich ca. 50 Seiten
(Kap. 7 und 8) mit der nachhaltigen Gesellschaft und dem möglichen Übergang zu ihr. Darauf
wird gleich noch näher eingegangen.
In der Literatur, die ich bisher dazu gelesen habe, wurde immer stets geschlußfolgert, dass
ein ernsthafter Übergang zur Nachhaltigkeit notwendig mit der Durchsetzung neuer ethi-
scher Normen verbunden ist. Auch dies soll gleich noch näher erläutert werden.
8.3 Zusammenfassung des Artikels „Nachhaltiges Wirtschaften - Elemente einer
ökologischen Ökonomie“ von. Ch. Busch-Lüthy
Zunächst soll der Inhalt eines zusammenfassenden Artikels von Christiane Busch-Lüthy [Busch-Lüthy(1993)]
mit dem Titel: „Nachhaltiges Wirtschaften - Elemente einer ökologischen Ökonomie“ referiert
werden. Eine Kurzfassung ist im Anhang A.5 enthalten. In diesem Artikel wird anfangs auch
darauf hingewiesen, dass der Begriff „Nachhaltigkeit“ nicht selten als schöne Worthülse miss-
braucht wird, ohne die jeweils eigenen überkommenen Vorstellungen von Wirtschaftspolitik zu
ändern.
Besonders bemerkenswert ist das folgende Zitat:
„In . . . der Systemtheorie kann man die Wirtschaft als ein offenes Subsystem
des Ökosystems bezeichnen. Dabei „lebt“ die Wirtschaft vom Ökosystem: Sie be-
zieht ihre „Inputs“ von diesem und sie gibt ihre „Outputs“ an das Ökosystem ab.
Betrachten wir daher die Wirtschaft der Welt in ihrem globalen Zusammenhang,
so wird deutlich, dass sie im Verhältnis zum globalen Ökosystem nicht be-
liebig weiter wachsen kann.“
Offenbar wurde auch hier im Wachstum eine wesentliche Ursache für ökologische und ökonomi-
sche Probleme erkannt. Weiter heißt es in dem Artikel:
„Zwischen dem Teilsystem Wirtschaft und dem übergeordneten Ökosystem fließen
Energie und Stoffströme hin und her: Rohstoffe fließen vom Ökosystem an die Wirt-
schaft, feste Abfälle sowie flüssige und gasförmige Emissionen fließen von der Wirt-
schaft ins Ökosystem. Dabei muss der qualitativen und quantitativen Belast-
barkeit des Ökosystems Rechnung getragen werden“.
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Weiterhin wird erwähnt, dass Ökologen der „Stanford University“ (VITOUEK, 1986) berech-
net haben, dass der von Menschen genutzte Anteil der globalen Biomasseproduktion
durch Photosynthese auf dem Festland bei ca. 40% liegt (bei Einbeziehung der Ozeane
sind es ca. 25%). Eine weitere Verdopplung der Menschen in ca. 35 Jahren würde den Anteil
auf etwa 80% steigern bei vorausgesetztem gleichem Lebensstandard. (Bei Berücksichtigung der
jetzt schon stattfindenden Degradation von Ökosystemen (Verwüstung, Waldvernichtung, Ero-
sion) wäre der Anteil noch größer). Ohne einen Umbau der Wirtschaft wären daher bald
100% der menschlichen Nutzung an der globalen Biomasseproduktion erreicht. „Der optimale
Punkt der Nutzung der Ökosysteme ist schon jetzt überschritten.“ (S.883) Als Beweise werden
Klimaveränderungen, Ozonloch und globale Bodenverschlechterungen (35%) angegeben.
Obwohl diese Aussagen in der Tendenz stimmen, wäre die Betrachtung anderer Größen wie:
Nahrungsmittel pro Kopf, gesundes Trinkwasser/Kopf, Krebsfälle und psychosomatische Krank-
heiten/Kopf; Energie/Kopf u.a. sicher noch überzeugender. Auf jedem Fall geht aus dieser Pas-
sage auch die Notwendigkeit der Ökologischen Wende in Verbindung mit dem Umstand hervor,
dass das optimale Quantum für die Nutzung der Ökosysteme durch den Menschen bereits über-
schritten ist. (Dies wird u.a. auch durch eine Überlegung von H. BOSSEL [Bossel(1994c)] ver-
anschaulicht: Ausgehend von einer Größe der globalen landwirtschaftlich nutzbaren Fläche von
1,3 Mrd. ha (3% der Erdoberfläche) sowie von einem nachhaltigen mittleren Körnerertrag von
2,5t/ha/a kombiniert mit der Annahme eines jährlichen Getreidebedarfs pro Person von 200kg
und dem Verzicht auf fleischliche Nahrung, ergibt sich eine Ernährungskapazität von 16 Mrd.
Menschen. Ausgehend von 5,4Mrd Menschen im Jahre 1990 und exponentiellem Wachstum mit
der Zuwachsrate von 1990 (ca. 1,7%) wäre diese Ernährungskapazität bereits nach 60 Jahren
ausgeschöpft.
Auch aus dieser groben Abschätzung geht die Dringlichkeit der Ökologischen Wende im Welt-
maßstab und des damit verbundenen Übergangs zur Nachhaltigkeit hervor.
In dem Artikel von Bush-Lüthy wird weiterhin darauf hingewiesen, dass früher das Naturka-
pital größer war als das von Menschen geschaffene Kapital, aber heute sei das umgekehrt. Auch
wird festgestellt, dass sich bisher das Problem der Ressourcenverknappung durch Neuerschlie-
ßungen leichter überbrücken ließ als das Problem der begrenzten Fähigkeit der Ökosysteme,
menschlichen Müll aufzunehmen. Es wird auch auf die Aussage von H. DALY aus dem Jahre
1992 verwiesen, in der es heißt, dass: „ . . . das verbleibende Naturkapital zum limitierenden
Faktor geworden“ ist. Menschliches Kapital ohne Naturkapital ist jedoch oft sinnlos (Sägewerk
ohne Wald). Daher ist die vorrangige Sicherstellung und Verbesserung des Kapitals einschließlich
des Naturkapitals ein Gebot ganz traditioneller ökonomischer Vernunft. Auch müssen die alten
Regeln der Ökonomie wie Prinzip der Substanzerhaltung des Produktionsvermögens sowohl in
Qualität als auch in Quantität auf das Naturvermögen angewendet werden. Nach H. IMMLER
(Immler 1990, S.17) werden bisher jedoch durch die gängige Art der Berechnung des Brutto-
sozialprodukts jedes Jahr „gigantische Umbuchungen vom Naturvermögenskonto auf das
Sozialeinkommenskonto“ vorgenommen. Um Nachhaltigkeit zu erreichen muss daher die Metho-
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de der Berechnung des Volkseinkommens geändert werden. In diesem Zusammenhang hat der
englische Ökonom Hicks bereits etwa im Jahre 1943 festgestellt: als „Einkommen“ kann
nur das angesehen werden, was eine Gemeinschaft in einer bestimmten Zeitspanne konsumieren
kann, ohne dass sich ihre Kapitalausstattung in dieser Zeitspanne verringern würde. (Durch die
gegenwärtige Verringerung des Naturkapitals wächst unser Einkommen daher nicht in dem Maße
wie das Bruttosozialprodukt). Ca. 50 Jahre später hat die BRUNDLAND-Kommission gleich-
artige Regeln wie HICKS aufgestellt. Danach kann die Substanz des Naturkapitals nur erhalten
bleiben, wenn die lebendige und zur Evolution fähige Natur in ihrem komplexen Gefüge erhal-
ten wird. Es wird darauf verwiesen, dass die Erhaltung des Naturkapitals in der Forstwirtschaft
mit dem Begriff des „Gesunderhaltens“ charakterisiert wird. Schließlich wird geschlussfolgert:
„Das bedeutet, dass man die Ökonomie nicht nur in Geldeinheiten bewerten darf “. Vor
allem anderen müssen die Energie und Stoffströme, die durch die wirtschaftlichen Aktivitäten
verursacht werden, betrachtet und im Einklang mit den Funktionsbedingungen des Ökosystems
gehalten werden. Als nächstes werden folgende Regeln von H. Daly (1991, S.44ff) zur
Substanzerhaltung des Naturkapitals zitiert:
1. Die Belastbarkeit eines Ökosystems muss prinzipiell Umfang und Art seiner ökonomischen
Nutzung - insbesondere deren Obergrenzen - bestimmen.
2. Aufgabe des technischen Fortschritts muss vorrangig die Minimierung des Energie- und
Materialdurchsatzes im ökonomischen System sein; durch entsprechende wirtschaftliche
Anreize muss gewährleistet werden, dass sich Forschung und Entwicklung auch wirklich
an diesem Ziel ausrichten.
3. Die Nutzung erneuerbarer Ressourcen darf maximal dem Ausmaß der natürlichen Re-
generation der jeweiligen Ressource entsprechen. Das gilt sowohl für die Entnahme von
Rohstoffen wie auch für die Aufnahme von Abfällen und Emissionen.
4. Nichterneuerbare Ressourcen dürfen maximal in dem Ausmaß genutzt werden, indem
gleichzeitig erneuerbare Ersatzstoffe geschaffen werden (Regel von El SARAFI,1991).
Weiter wird im Artikel „Nachhaltiges Wirtschaften - Elemente einer ökologischen Ökonomie“
von BUSCH - LÜTHY angeführt, dass sich der Markt an den Tauschwerten von Gütern und
Dienstleistungen orientiert, aber die Qualität von Natur nicht in Preise übersetzbar ist. Daraus
wird gefolgert:
„Der Markt kann daher prinzipiell den unwiederbringlichen Verzehr von Naturkapital
- Artenverlust, Bodenverschlechterung, Ozonloch - nicht bewerten.“
Nur vorsorgende Normen können helfen. Deshalb wird klar, „dass eine ökologische Ökonomie
eines ethischen Korrektivs bedarf.“ Weiter wird angeführt: „Das traditionelle Leitbild für öko-
nomisches Verhalten muss sich wandeln: Vom „homo oeconomicus“ zum „homo oecologicus“,
den H: IMMLER (1989,320) als „altruistischen Egoisten“ bezeichnet hat, der zur Einsicht
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gelangt ist,“ . . . dass das Individuum seine Interessen nicht nur dadurch befriedigen kann, dass
es für sich sorgt, sondern wegen seiner Eingebundenheit in die Natur sicherstellen muss, dass das
Ganze lebensfähig bleibt, wenn seine Teile leben wollen.“ Es wird somit keine völlig neue Ethik
gebraucht, denn der Egoismus bleibt Grundprinzip; aber zumindest eine „neue Aufklärung“
geistig kultureller Art ist notwendig. In diesem Zusammenhang wird festgestellt: „Jedenfalls ist
Nachhaltigkeit unbestreitbar auch ein ethisches Prinzip; nicht umsonst spricht man in der Forst-
wirtschaft in diesem Zusammenhang von „Waldgesinnung“. Nachhaltiges Wirtschaften setzt, um
in diesem Sprachgebrauch zu bleiben, eine „Wirtschaftsgesinnung“ voraus, die neben dem Unter-
nehmen auch das Unterlassen kultiviert. (Dies ist besonders - wie in Kapitel 4 erläutert - in der
Bremsphase des Wirtschaftswachstums notwendig, da dann wegen der begrenzten Ressourcen
und Kapazitäten nicht mehr alles parallel unternommen werden kann, sondern eine sinnvolle
Auswahl getroffen werden muss.)
Ein weiteres Beispiel dafür, dass Nachhaltigkeit und Ethik im Zusammenhang stehen, ist der
Titel des Buches von G. PIEL: Erde im Gleichgewicht - Wirtschaft und Ethik für eine Welt.
[Piel(1994)].
8.4 Zusammenfassung von Ausführungen zur Nachhaltigkeitsproblematik in
„Die neuen Grenzen des Wachstums“ [Meadows(1992)]
Wie bereits angekündigt, soll nun erläutert werden, was im 1992 erschienenen Buch von MEA-
DOWS u.a. „Die neuen Grenzen des Wachstums“ [Meadows(1992)] zur Problematik der Nach-
haltigkeit ausgeführt wurde. Dort heißt es z.B. auf S.13:
„Aber er stellt ohne Zweifel ein psychologisches und politisches Wagnis dar, da doch
bislang alle Erwartungen, das Selbstverständnis unzähliger Menschen und die mo-
derne industrielle Kultur fast ausschließlich auf die erhofften Segnungen beständigen
materiellen Wachstums ausgerichtet sind.“ M. NEEF hat 1996 diesen Tatbestand et-
wa mit folgenden Worten kommentiert: „Was den Kirchen in 2 Jahrtausenden nicht
gelungen ist, nämlich mehr als 80% der Bevölkerung hinter ihre Weltsicht zu scharen,
ist dem Neoliberalismus in den westlichen Industrieländern in wenigen Jahrzehnten
gelungen, indem er die große Mehrheit der Bevölkerung in den Glauben versetzt hat,
dass ständiges Wachstum sinnvoll, notwendig, wohlstandsfördernd und unverzicht-
bar sei.“
Möglicherweise erweist sich der Übergang zur nachhaltigen Gesellschaft leichter als bisher ge-
dacht, denn auf einer Konferenz 1994 in Maastricht kam zur Sprache, dass bei einer Umfrage
auch immer mehr Manager privat der Ansicht sind, dass das gegenwärtige Wirtschaftssystem
zu einer Sinn- und Umweltkrise führt und dass es daher drastisch geändert werden müsste.
Im Buch von MEADOWS u.a. wird auch darauf hingewiesen, dass die zukünftigen Möglich-
keiten der menschlichen Existenz ganz wesentlich durch die Wert- und Zielvorstellungen der
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Menschen mitbestimmt werden. Dies wird im folgenden Zitat von L. THURO, einem Wirt-
schaftswissenschaftler am MIT überspitzt zum Ausdruck gebracht: (S.135).
„Wenn die gesamte Weltbevölkerung die Produktivität der Schweiz, die Verbrauchs-
gewohnheiten der Chinesen, das soziale Ausgleichsvermögen der Schweden und die
Disziplin der Japaner besäße, könnte dieser Planet das mehrfache der heutigen Be-
völkerung tragen, ohne dass jemanden was abginge. Wenn aber überall auf der Welt
die Produktivität so niedrig wäre wie im Tschad und das Verbrauchsverhalten so
wie das der Vereinigten Staaten, das soziale Klassenbewusstsein wie in Indien und
die gesellschaftliche Disziplin wie in Argentinien, dann könnte der Planet auch nicht
annähernd die heutige Menschheit erhalten.“
Dieses Zitat macht sehr deutlich, dass die Tragfähigkeit der Erde auch von Verhaltensweisen und
Zielstellungen der Menschen abhängig ist. Wenn allerdings die Verdopplungsrate der Menschheit
bei ca. 40 Jahren bliebe, könnten Änderungen in den Verhaltensweisen das mit der Tragfähig-
keitsgrenze verbundene Problem zwar mildern und hinausschieben, aber gewiss nicht lösen.
Schließlich müssten die Menschen unabhängig von ihrem Verhalten ständig eine Mindestmenge
an Nahrung aufnehmen, weswegen wie erwähnt H. BOSSEL auf dieser Grundlage eine Ober-
grenze von 16 Mrd. Menschen abgeschätzt hatte.
Als letzte Bemerkung zum im Kapitel 6 charakterisierten FORRESTER-MEADOWS-Modells
soll noch kurz auf die aus dem Modell und den simulierten Szenarien abgeleiteten Richtlinien
für den Weg zur Nachhaltigkeit eingegangen werden. Dazu wird zunächst Nachhaltigkeit folgen-
dermaßen definiert (S.250):
„Eine Gesellschaft ist dann nachhaltig, wenn sie so strukturiert ist und sich so verhält,
dass sie für alle Generationen existenzfähig bleibt.“
Die Autoren des Buches „Die neuen Grenzen des Wachstums“ meinen dazu (S.255), dass De-
tails der Beschaffenheit einer solchen nachhaltigen Gesellschaft mit Sicherheit nicht von einigen
Modellbauern bestimmt werden können. Dazu sind vielmehr die Ideen, Visionen, Talente und
Erfahrungen von Milliarden Menschen gefragt. (Von F. DÜRRENMATT stammt die Formulie-
rung: „Probleme, die alle betreffen, können nur von allen gelöst werden.“) Die Autoren meinen
daher, dass sie aufgrund ihrer Analysen nur die ungefähre Richtung zu einer nachhaltigen Ge-
sellschaft angeben könnten in Form einiger Schritte in Richtung Nachhaltigkeit.
Dazu gehören:
1. Verbesserung der Rückmeldungen
(Information von Öffentlichkeit und Regierungen über Zustand der Umwelt und Wirt-
schaftlichkeitsberechnungen unter Einschluss der externen Umweltkosten)
2. Erhöhung der Reaktionsgeschwindigkeit
(Anzeichen für Umweltbelastungen möglichst zeitig beachten; Taktik zur Bewältigung von
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Umweltproblemen möglichst beschließen, bevor diese akut werden. Schulung zum Denken
in vernetzten Systemen)
3. Reduzierung der Nutzung sich erschöpfender Rohstoffe
(Fossile Brennstoffe, Grundwasser und Mineralien nur mit bestmöglichem Wirkungsgrad
nutzen; Recycling bei Wasser und Mineralien; Nutzung sich erschöpfender Rohstoffe nur
als Übergangsressourcen bis zum Aufbau sich nicht erschöpfender Quellen)
4. Verhinderung der Erosion sich regenerierender Ressourcen
(Förderung undWiederherstellung der Produktivität von Böden, Wasservorkommen, Wäl-
dern, Fischbeständen, Wildbeständen; Nutzungsrate, Regenerationsrate; wirksame soziale
und wirtschaftliche Sanktionen bei Missbrauch)
5. Orientierung auf maximale Effizienz
(Höhere Wirkungsgrade zur Verminderung des Durchsatzes verringern auf Dauer Kosten
und sind Voraussetzung für optimale Lebensqualität bei Berücksichtigung der Umweltbe-
dingungen)
6. Reduzierung und Beendigung des Wachstums von Bevölkerung und Kapital
(besonders wichtig - verlangt Realisierung sozialer und institutioneller Innovationen sowie
einen Wertewandel; Bestimmung des erwünschten und erhaltbaren Pegels der Bevölkerung
und des Industrieoutputs; neue Sichtweise auf den Zweck der menschlichen Existenz, die
ohne Wachstum auskommt.)
Auch bei diesen Regeln spielt offenbar die in Kapitel 4 behandelte Wachstumsproblematik eine
zentrale Rolle.
Die Autoren sehen durchaus große Probleme für das Befolgen dieser Richtlinien oder Schrit-
ten zur nachhaltigen Gesellschaft insbesondere in 3 Bereichen:
1. Armut
(Überwindung der Ängste, dass es beim Teilen für alle nicht reichen könnte. Ein auskömm-
liches Leben scheint jedoch noch für alle möglich, wenn es geschickt angepackt wird, wenn
nicht, wird niemand den Konsequenzen entkommen - noch ist «Teilen» im politischen
Bereich ein verbotener Begriff) (Diese Problematik zeigte sich auch deutlich bei der Wie-
dervereinigung Deutschlands.)
2. Arbeitslosigkeit
(notwendig: ein Wirtschaftssystem, das die Leistungsbeiträge aller Fähigen und Willigen
nutzbar macht - dafür bedarf es beträchtlicher kreativer Aktivitäten) (1998: Programm
für Wachstum und Beschäftigung sowie SCHRÖDERSWahlversprechen→ in Deutschland
haben kreative Fähigkeiten bisher nicht ausgereicht.)
3. Ungedeckte nichtmaterielle Bedürfnisse
(Menschen brauchen Respekt, Anregung, Abwechslung, Identität, Gemeinschaft, Anreize
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und Anerkennung, Liebe und Spaß - der Versuch diese Bedürfnisse ersatzweise durch
materielle Güter zu befriedigen, führt zu materiellem Wachstum und nicht zu nachhaltiger
Entwicklung)
Der bereits erwähnte M. NEEF hat sich in seinem Beitrag zum ’INES’ Kongress in Amsterdam
1996 mit dieser Frage auseinandergesetzt und plausible Ziele für das Wirtschaftssystem formu-
liert. In dem Buch „Die neuen Grenzen des Wachstums“ wird Lewis Mumford mit einer etwa
aus dem Jahre 1940 stammenden Äußerung zitiert:
Das Zeitalter der Expansion weicht jetzt dem Zeitalter des Gleichgewichts. Die Auf-
gabe der nächsten Jahrhunderte ist die Herstellung dieses Gleichgewichts... In der
kommenden Periode geht es nicht mehr um das Verhältnis Waffe und Mensch oder
Maschine und Mensch, sondern um die Wiedergeburt des Lebendigen, um den Ersatz
des Mechanischen durch das Organische und um die Wiedereinsetzung der Person als
den eigentlichen Inhalt menschlicher Bemühungen. Kultur, Humanisierung, Zusam-
menarbeit und Zusammenleben sind die Schlüsselworte für eine weltumspannende
Kulturreform. Jeder Lebensbereich wird sich ändern. Das wird die Erziehung und
die Wissenschaft genauso beeinflussen wie die Organisation der Industrieunterneh-
men, die Städteplanung, die Entwicklung ganzer Landstriche und den Austausch der
Ressourcen.
Dieses Zitat weist auch auf die ökologische Reform und den Übergang zur nachhaltigen Gesell-
schaft hin, in dem wir uns - wie in den Kapiteln 4 und 5 beschrieben - in den Industrieländern
seit ca. 1970 befinden.
Es folgen einige Bemerkungen zum Kapitel 8 des Buches „Die neuen Grenzen des Wachstums“.
Hierbei geht es um die Möglichkeiten und Probleme beim Übergang in eine nachhaltige Gesell-
schaft. Dieser Übergang wird in seiner Tiefe und Bedeutung verglichen mit der neolithischen
und der industriellen Revolution. Dem Kapitel ist das folgende Zitat [Meadows(1992), S. 260]
vorangestellt.
W. D. RUCKELSHAUS (1989):
„Lassen sich ganze Nationen in nachhaltige Gesellschaften überführen? Solch ein
Wandel wäre nur vergleichbar mit zwei anderen Wandlungsperioden in der Mensch-
heitsgeschichte: der Landwirtschaftlichen Revolution gegen Ende der Jungstein-
zeit und der Industriellen Revolution in den letzten zwei Jahrhunderten. Sie
entstanden spontan, verliefen moderat und wurden den Menschen sicherlich nicht
durchweg bewusst. Die nächste Wandlungsperiode jedoch muss ein ganz bewus-
ster Vorgang sein, vom besten Wissen geleitet, das Wissenschaft heute bereithält
. . .Wenn es tatsächlich soweit kommt, wird dies ein bislang einzigartiges Unterneh-
men in der Menschheitsgeschichte sein.“
Dieses Kapitel 8 des Buches: „Die neuen Grenzen des Wachstums“ [Meadows(1992)] hat mehr
geisteswissenschaftlichen Inhalt bzw. Inhalt, den man traditionell gar nicht wissenschaftlich
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nennt, und ich habe daher lange überlegt, ob ich darauf eingehen soll. Andererseits erschien es
mir sehr interessant zu reflektieren, auf welche Gedanken jemand geführt werden kann, wenn
er sich 20 Jahre lang in den USA mit Problemen der Umweltsystemanalyse befasst hat und die
Möglichkeit hatte, mit vielen prominenten Vertretern von Politik, Wissenschaft und Wirtschaft
im In- und Ausland ins Gespräch zu kommen. Es erscheint mir auch deshalb von Interesse, weil
mich die Beschäftigung mit dem Evolonmodell auf eine Reihe ähnlicher Gedanken geführt hat.
Ich kann und will hier nur einen Teil der aufgeführten Gedanken andeuten. In diesem 8.
Kapitel des erwähnten Buches wird zunächst festgestellt, dass es inzwischen überall auf der
Welt Menschen gibt, „die sich über den Zustand des Planeten, über das Los aller Menschen
und über die Zukunft ihrer Kinder und Enkel Sorgen machen.“ Die auch willig wären, zu einer
nachhaltigen Gesellschaft beizutragen, wenn es nur Anzeichen dafür gäbe, dass ihre Bemühungen
überhaupt irgendetwas verändern können.“
Weiter wird erwähnt, dass am Beginn der neolithischen Revolution vor ca. 8000 Jahren die
Menschheit auf 10 Millionen angewachsen war, was die Tragfähigkeit für Sammler und Jäger
überstieg. Daher wurde zur Landwirtschaft übergegangen. (Vor ca. 8000 Jahren ist es offenbar
verursacht durch das Bevölkerungswachstum zu einem erhöhten Evolutionsdruck gekommen, der
durch den Übergang zur Landwirtschaft beantwortet wurde.) Im Zusammenhang mit diesem
Wandlungsprozess wandelten sich auch die Verhaltensweisen der Menschen zueinander und auch
ihre Wertvorstellungen. Die folgende Passage erscheint besonders interessant:(S.262)
„Wir sind heute die geistigen Erben dieser Menschen und betrachten die Landwirt-
schaftliche Revolution als einen großen Schritt nach vorn. Für die damals lebenden
Menschen jedoch war es ein sehr zweischneidiger »Fortschritt«. Viele Anthropologen
vertreten heute die Ansicht, dass die Landwirtschaft keineswegs ein besseres Leben
bescherte, sondern kurzerhand erzwungen war, weil man sich dem Bevölkerungs-
wachstum anpassen musste. Pflanzennahrung hatte einen geringeren Nährstoffge-
halt und war viel eintöniger; ihre Beschaffung war sehr viel mühsamer als Jagen und
Sammeln. Außerdem waren die Bauernkulturen viel empfindlicher gegen Störungen
von außen. Als Lebensform der Nomaden war man abhängig vom Wetter, gefährdet
durch Seuchen (die sich in einer geschlossenen Siedlung weit schneller ausbreiten als
in der freien Wildbahn) durch feindliche Gruppen (die Nomaden wichen einfach aus)
unterdrückt von Machtgruppierungen, die sich in der eigenen Gemeinschaft bildeten,
wurde man unterdrückt. Sesshafte können sich auch nicht weit von ihren Abfällen
absetzen: Die ersten lokalen Umweltprobleme entstanden. Dennoch, die Landwirt-
schaft hat sich als erfolgreiche Reaktion auf die Mangelerscheinungen in der freien
Wildbahn erwiesen. Sie machte ein beständiges langsames Bevölkerungswachstum
möglich. Über die Jahrhunderte war der Zuwachs riesig: von dem anfänglich 10 Mil-
lionen auf 800 Millionen um 1750 n.Chr. . . . “
Dabei stieg der relative Zuwachs ständig an und so wuchs die Bevölkerunghyperbolisch, wie H.
v. FOERSTER u.a. [v. Foerster(1960)] und W. MENDE
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[Peschel u. Mende(1983)] gezeigt haben . Nun wurden Landflächen und Energie (z.B. für Pferde-
nahrung) knapp (neuer Evolutionsdruck). Die Antwort auf diesen Stress bestand in der Kohle-
nutzung zunächst in England, der Erfindung und Nutzung der Dampfmaschine und der dadurch
ausgelösten Industriellen Revolution, die auch zur Weiterentwicklung der Wissenschaft sowie zu
technischer Kreativität und schließlich zu völlig neuen Lebensverhältnissen führte.
„Wiederum veränderte sich alles, auch gedanklich, in einer zuvor unvorstellbaren
Weise.“
Statt knapp gewordene Landflächen wurden Maschinen wichtigste Produktionsmittel.
„Für die Menschen war es wieder eine Segnung höchst zweischneidiger Art. Die Fa-
brikarbeit war viel mühevoller und entwürdigender als Feldarbeit . . . Doch Fabrikar-
beit war immer noch besser als ständiger Hunger in überschuldeten Bauernkaten.“
„Der Erfolg der Industriellen Revolution hat, nicht anders als die Wirkung der Agra-
rischen Revolution, wiederum zu Mangelerscheinungen geführt. Aber diesmal man-
gelt es nicht an Wild, an bebaubarem Land, nicht an Brennstoffen und Metallen,
sondern in erster Linie an der Kapazität der Umwelt, noch mehr Schadstoffe aufzu-
nehmen und umzusetzen. Damit ist nun wiederum eine umfassende Wandlungsperi-
ode fällig geworden: die Dritte Revolution.“ [Meadows(1992), S. 265]
(Dies stützt stark die in Abschnitt 1,5 behandelte These vom Umweltstress als heutigen Hauptstress
für die weitere Evolution!).
Der letzte Abschnitt der „Neuen Grenzen des Wachstums“ hat den Titel:
Die nächste Revolution: Zur nachhaltigen Gesellschaft
Hier wird behauptet:
„Auch eine Nachhaltigkeitsrevolution entwickelt sich als ein organischer und evolu-
tionärer Prozess. Er entsteht aus Visionen, Einsichten, Empfindungen, Versuchen
und Aktionen von Milliarden Menschen.“
(Offenbar werden die Begriffe Evolution und Revolution hier etwas anders als üblich gebraucht).
„Zwei Eigenschaften komplexer Systeme sind für diese Art von grundlegenden Revolutionen von
besonderer Bedeutung.“
1. „Der Schlüssel für jede Art von Systemwandel heißt Information“. Damit sind beson-
ders neuartige Informationsinhalte und Zielinhalte gemeint. (Glasnost; Verbot westlicher
Druckzeugnisse in DDR)
2. Alle Systeme setzen Veränderungen der Informationsflüsse erheblichen Widerstand entge-
gen, wenn sie geltenden Regeln und Zielvorstellungen widersprechen. (Herrschaftswissen;
fehlgeschlagener Veröffentlichungsversuch zur Bremsphase des Wachstums in FAZ, Spiegel
und Fokus) Wegen dieser Eigenschaften folgt: „Man braucht Mut und muss sich eindeutig
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ausdrücken, wenn man Informationen verbreiten will, die das etablierte System und seine
Struktur herausfordern.“ (Galilei, Havemann u.a.)
Weiter schreiben die Autoren von „Die neuen Grenzen des Wachstums“:
„Wir haben vielerlei Mittel erprobt bei unserer Suche nach Wegen, eine friedliche
Umstrukturierung dieses Systems zu fördern, das wie alle Systeme gegen Transfor-
mationen Widerstand mobilisiert. Die uns wichtigsten Mittel finden Sie in diesem
Buch: rationale Analyse der Lage, Datenkenntnis, Denken in Systemzusammenhän-
gen und Strategieversuche mit Computermodellen. Solche Mittel stehen allen offen,
die Kenntnisse in Wirtschaft und Wissenschaft besitzen. Sie sind vergleichbar etwa
dem Recycling, nützlich, notwendig - ungenügend. Aber was nun wirklich genügend
wäre, wissen wir nicht. Zum Abschluß möchten wir immerhin fünf andere Instrumen-
te aufführen, die uns äußerst nützlich erscheinen. Wir zögern aber ein wenig, sie zu
nennen, denn wir sind keine Experten für ihren Einsatz und müssen Worte gebrau-
chen, die Wissenschaftler nicht allzu gerne artikulieren....Sie werden in der zynischen
Arena der Öffentlichkeit vielfach als zu unscharf und zu unpräzise belächelt. Es han-
delt sich um: Visionen (Orientierung), um Zusammenarbeit (Kooperation), um
Wahrheitsliebe (- Transparenz), um Lust am Lernen (- Informationsnutzung)
und um brüderlichen Umgang miteinander. Wenn man sich diese Begriffe zu ei-
gen macht - ohne sich etwas dabei zu vergeben - kann auch dies für den Übergang
in eine nachhaltige Gesellschaft von erheblichem Belang sein.“ [Meadows(1992), S.
267]
(Die zwei ersten Begriffe Visionen und Zusammenarbeit sind sehr ähnlich den Begriffen Orien-
tierung, Kooperation und Informationsnutzung, die während der Bremsphase des Wachstums
besonders wichtig sind, wie in Abschnitt 4.7 erläutert wurde.)
Anschließend werden diese 5 Begriffe kommentiert. Auszugsweise möchte ich einige Passagen
daraus anführen.
Visionen: „Visionäre menschliche Beweggründe können zu neuartigen Informationen, Rück-
kopplungen und Technologien führen.“ Sie fördern auch die Schaffung neuer Strukturen und
Machtverhältnisse in der Gesellschaft. (Jesus, Mohammed, Jules Verne, James Watt, Otto Lili-
enthal, Zilkowski; Karl Marx . . . )
Dies wurde schon vor 150 Jahren von R. W: EMERSON festgestellt
[Meadows(1992), S. 268]. Schließlich führen die Autoren „einige visionäre Ideen“ auf, die ihren
„Vorstellungen von einer nachhaltigen Gesellschaft entsprechen, in der sie gerne leben wollten“.
Zum Thema wie sich eine Gesellschaft mit diesen charakteristischen Eigenschaften tatsächlich
entwickeln könnte, gibt es ein spezielles von D: MEADOWS 1977 herausgegebenes Buch mit
dem Titel „Alternative to Growth - I“ (Ballinger Books 1977). Offenbar hat es in den USA
zu diesem Thema eine ganze Reihe von Untersuchungen gegeben. Beispielsweiswe gab es seit
1969 und insbesondere 1971/72 an der ’Yale-Universty’ (New Haven) zu den Potentialen und
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Problemen bezüglich ders Konzepts einer Gleichgewichtsgesellschaft Lehrveranstaltungen und
Forschungen und Symposien, die auch zu einer Reihe von Veröffentlichungen führten, wie:
1. „Die Menschheit und ihre Umwelt“
( „Man and its environment: The Ecological Limits of Optimism“, 1970, F. Mergen ed.,
Yale School of Forestry Bulletin No. 76.
2. „Die Umweltkrise: Der Kampf des Menschen ums Überleben mit sich selbst“
(„The Environmental Crisis: Man’s Sruggle to Live with himself“, 1970, H.W. Helfrich, Jr.
ed., Yale University Press)
3. „Tagesordnung Überleben: Die Umweltkrise“
(„Agenda for Survival: The Environmental Crisis“, 1971, H.W. Helfrich, Jr. ed., Yale Uni-
versity Press)
4. „Nach dem Wachstum - Essays über alternative Zukunftsmöglichkeiten“
(„Beyond Growth-Essays on Alternative Futures“, 1975, W.R.Burch, Jr. and F.H. Bor-
mann eds, Yale University: School of Forestry and Environmental Studies, Bulletin No.
88)
(Beachte: Der maximale Zuwachs des Elektroenergieverbrauchs wurde in den USA 1968 er-
reicht.)
Schon diese Titelnamen weisen darauf hin, dass ich etwa im Jahre 1980 mit meiner Hypo-
these, dass die Umweltproblematik immer mehr den Hauptevolutionsdruck für die Menschheit
darstellt, ziemlich spät gekommen bin. Andererseits scheint diese These bis heute immer noch
nicht Allgemeingut geworden zu sein. Aus den aufgeführten Veröffentlichungstiteln ist weiterhin
zu ersehen, dass es schon zur Zeit der Entstehung des FORRESTER-MEADOWS-Modells eine
Gruppe von Wissenschaftlern gab, die an diesen Fragen Interesse hatten. Der Boden für die
Computersimulationsexperimente und ihrer Auswertung war also gut bereitet. Das war wahr-
scheinlich nicht zufällig, sondern hängt mit dem Umstand zusammen, dass z.B. das Maximum
für die Zuwächse des Elektroenergieverbrauchs in den USA im Jahre 1968 erreicht war.
Im letzten Buch gibt es auch Beträge von Donella und Dennis MEADOWS, aber auch von
E.P. ODUM und H.E. DALY. Man kann dem Buch z.B. entnehmen, dass E.P ODUM (S. 52)
offenbar schon damals erkannt hatte, dass weniger die knapp werdenden Ressourcen das weitere
Wachstum beschränken, als die Kapazität des Umweltsystems die entstehenden Abfälle (CO2,
Wärme, NO2, SO2, Tritium, etc) zu verarbeiten und unschädlich zu machen.
Nach diesem Hinweis auf ältere Literatur möchte ich zu den visionären Vorstellungen der Au-
toren der „Neuen Grenzen des Wachstums“ von einer nachhaltigen Gesellschaft zurückkehren,
in der sie gerne leben würden. [Meadows(1992), S. 269ff]
Visionen für eine nachhaltige Gesellschaft:
„Nachhaltigkeit, Effizienz, ausreichende Ausstattung, Gerechtigkeit, gleiche Rechte und Gemein-
schaftssinn gelten als hohe Werte.
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Entscheidungsträger verdienen sich hohen Respekt und sind mehr daran interessiert,
ihre Aufgaben zu erledigen, als ihre Jobs zu erhalten. (Wir erinnern daran, dass es sich hier um
Visionen handelt, nicht um das, woran wir uns gewöhnt haben.)
Materielle Versorgung und Sicherheit gelten für alle. Deshalb sind als gesellschaftliche
Normen geringe Sterbe- und niedrige Geburtenraten bei stabiler Bevölkerungszahl wünschens-
wert.
Arbeit belohnt die Menschen und demütigt sie nicht. Ein Lohnsystem, das Initiativen frei-
setzt, stets das Beste für die Gesellschaft zu leisten, sichert den Menschen Versorgung mit den
wesentlichen materiellen Gütern.
Die Wirtschaft ist ein Mittel zum Zweck, nicht der Zweck an sich. Sie dient dem Wohl-
ergehen der Menschen sowie auch der Umwelt, nicht umgekehrt. (s. z.B. Hermann Daly and
John Cobb „For the Common Good“, Boston, Beacon Press,1989)
Effiziente, sich erneuernde Energiequellen und wirksame Recyclingsysteme genie-
ßen Vorrang.
Technische Systeme reduzieren Schadstoffemissionen und Abfallmengen auf ein Minimum.
Es herrscht Konsens, nicht mehr Schadstoffe und Abfälle entstehen zu lassen, als die Natur
verarbeiten kann.
Regenerative Landwirtschaft verbessert die Böden und nutzt natürliche Prozesse, um
Nährstoffe entstehen zu lassen, Pflanzenkrankheiten einzudämmen und in reichlichen Mengen
giftfreie Lebensmittel zu produzieren.
Das Ökosystem wird in seiner Vielfalt erhalten; die Kulturen harmonieren mit ihm; deshalb
wird auch auf kulturelle Vielfalt geachtet. Es herrscht Toleranz.
Flexibilität und soziale wie technische Innovationen genießen hohe Geltung. Die Wissen-
schaften werden zum Blühen gebracht.
Eindringliches Verständnis für das Verhalten von Systemen ist auch Ziel des Schulwesens. Man
legt Wert auf Dezentralisierung der wirtschaftlichen Mächtegruppierungen, der politischen
Einflussnahme und des wissenschaftlichen Sachverstandes.
Die politischen Strukturen lassen die Balance zwischen kurz- und langfristigen Zielen
zu. Die Belange der Enkel gelten als wichtig.
Bürger wie auch Regierungen erwerben zunehmend Fähigkeiten zur gewaltfreien Konflikt-
lösung.
Die Medien zeigen die Komplexität der Welt und versuchen gleichzeitig, zwischen den ver-
schiedenen Kulturen durch unvoreingenommene Berichterstattung zu vermitteln.
Lebensziele und Wertvorstellungen privilegieren nicht die Anhäufung materieller Güter.“
Aus heutiger Sicht scheint es schwer vorstellbar, dass sich solche Prinzipien und Zielvorstel-
lungen realisieren lassen. Das ist sicher ein schwerwiegender Fakt, aber man sollte ihn auch nicht
überbewerten, denn sicher hätte sich auch ein Vertreter der Jäger und Sammler nicht vorstellen
können, dass eine feudalistische Gesellschaft über längere Zeit existenzfähig ist, ebenso wie ein
Bauer oder Landarbeiter, aber auch kein Wissenschaftler sich die kapitalistische Gesellschaft
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ausmalen geschweige vorher vorstellen konnte, dass eine solche Gesellschaft mehr als ein Jahr-
hundert existieren kann. Auch andere Entwicklungen, wie z.B. die Entwicklung des Flugwesens
oder die kosmischen Flüge wären noch zu Anfang des 20. Jahrhunderts sicher als Utopie einge-
ordnet worden. Auch erinnere ich mich gut der ungläubigen Gesichter, als ich im Sommer 1987
behauptete, dass am 31.12 1989 die DDR nicht mehr durch Herrn Honnecker regiert wird und
die Berliner Mauer im Jahre 2000 keine Funktion mehr hätte.
Es gibt jedoch eine Besonderheit, die das Zustandekommen einer Systemwandlung in Rich-
tung Nachhaltigkeit stärker behindern könnte, als das beim Übergang zur landwirtschaftlichen
und später zur kapitalistischen Gesellschaft der Fall war. Das liegt an der wesentlich stärkeren
Verkopplung der Systemteile, sodass das unabhängige lokale Ausprobieren neuer Formen des Zu-
sammenlebens schwieriger als früher zu sein scheint. Möglicherweise wird dies aber kompensiert
durch den viel besseren Zugang großer Bevölkerungsteile zu den wachsenden Informationsflüs-
sen.
Das zweite der (neben der rationalen Analyse) genannten 5 Instrumente zur Beförderung der
Nachhaltigkeit war Zusammenarbeit (Kooperation) in Netzwerk Strukturen. In diesem
Zusammenhang wird von informellen Gruppen mit gleichen oder ähnlichen Interessen gespro-
chen, die auf gleiche Informationen zurückgreifen, wobei aber durch die verschiedenen Mög-
lichkeiten, Informationen zu koppeln, auch neue wichtige Informationen entstehen können. In
diesem Zusammenhang wird z.B. auch festgestellt, dass die Entwicklung der elektronischen Kom-
munikation einer der wichtigen Schritte zu höherem Wirkungsgrad beim Einsatz von Material-
und Energiemengen war. Im Zusammenhang mit dem 3. Instrument Wahrhaftigkeit wird z.B.
festgestellt: Ein System wird funktionsunfähig, wenn seine Informationsströme deformiert und
verzerrt sind. Es gehört zu den wichtigsten Inhalten der Systemtheorie, dass Informationen
im System nicht verzögert, verfälscht oder unterdrückt werden dürfen. Weiterhin wird die alt-
bekannte Tatsache wiederholt, dass es oft etlichen Mutes bedarf, Wahrheiten auszusprechen.
(Galilei, Darwin . . . ). Zum vierten Instrument Lust am Lernen (und Erneuern) wird u.a.
aufgeführt „Alle Visionen und Kommunikationen sind nutzlos, wenn sie nicht zu Handlungen
führen“. Und die Schaffung eines nachhaltigen Zustandes fordert nun mal Handlungsbereitschaft.
Neue landwirtschaftliche Anbaumethoden müssen entwickelt, neue Formen des Geschäftslebens
gefunden und die alten modifiziert werden. Landflächen müssen wiederhergestellt, Naturparks
wirksam geschützt, Energiesysteme umgewandelt und internationale Abkommen geschaffen wer-
den. Neue gesetzliche Regelungen sind auszuarbeiten, viele alte abzuschaffen. Kinder müssen
geschult werden - viele Erwachsene auch. . . . „Lernen bedeutet, entschlossen neue Wege zu gehen,
aber gleichzeitig offen zu sein für die Vorgehensweisen anderer Menschen und deren Erfahrun-
gen.“ Auch die Bereitschaft den eigenen Weg zu ändern, wenn sich ein besserer Weg zeigt, gehört
dazu.
„Heute wissen die Entscheidungsträger im Grunde nicht besser als andere Menschen,
wie man eine nachhaltige Gesellschaft zustande bringen kann; die meisten von ihnen
sind sich nicht einmal bewusst, dass dies erforderlich ist.“ [Meadows(1992), S. 275]
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Zum fünften und letzten Instrument brüderlichen Umgang bzw. Zuneigung und Solida-
rität wird schließlich u.a. bemerkt, dass der Glaube auf einer Basis der Zuneigung zusammenar-
beiten zu können den Unterschied zwischen Optimisten und Pessimisten bestimmt. Weiter wird
behauptet, dass Pessimismus eine bestimmende Ursache für Instabilität in der Gesellschaft ist.
Der Wirtschaftswissenschaftler John Maynard Keynes schrieb dazu 1932:
„ . . . der wirtschaftliche Kampf zwischen den Klassen und Nationen ist letztlich nichts
als eine erschreckende, vorübergehende und unnütze Verwirrung. Denn die westliche
Welt besitzt längst die erforderlichen Ressourcen und technischen Mittel, um die
ökonomischen Probleme zu mildern und sie zu einer zweitrangigen Sorge zu machen
- wenn diese westliche Welt nur fähig wäre, ihre Kräfte entsprechend zu organisieren
. . . So könnte der Tag nicht mehr allzu fern sein, an dem die ökonomischen Proble-
me auf den Rücksitz unseres Fahrzeugs verbannt werden, wohin sie auch gehören,
damit Herz und Verstand sich unserer wirklichen Probleme annehmen können: den
Problemen des Lebens und der zwischenmenschlichen Beziehungen, der Kreativität
und der Religionen.“
Schon der großer klassische Moralphilosoph und Ökonom Stuart Mill konnte sich schon ca.
1890 ein eine funktionsfähige Gesellschaft ohne Wachstum gut vorstellen, wie das folgende Zitat
bestätigt:
„Ich kann . . . den stationären Zustand von Kapital und Vermögen nicht mit der Ab-
neigung betrachten, die die Ökonomen der alten Schule zum Ausdruck bringen. Ich
bin eher der Ansicht, dass dieser Status insgesamt in unserer gegenwärtigen Lage ein
bedeutender Gewinn wäre. Ich gestehe, dass ich keineswegs entzückt bin von den Le-
bensidealen derjenigen, die denken, der Normalzustand sei der beständige Kampf der
Menschen vorwärts zu kommen . . . dass das Niedertrampeln, Niederringen, die Ell-
bogenstöße und das Treten auf die Fersen des Vordermannes . . . das erstrebenswerte
Los der Menschheit sei . . . Der Hinweis erübrigt sich, dass ein stationärer Zustand
von Kapital und Bevölkerung keinen stationären Zustand menschlichen Fortschritts
bedeutet. Es gäbe auch dann soviel Anreize aller Arten kultureller, moralischer und
sozialer Fortschritte wie zuvor; genauso viel Freiraum, um die Lebenskultur zu ver-
bessern, und die Chancen dazu wären auch besser.“
Der Gründer des Clubs of Rome, der große italienische Industrielle A. PECCI befasste sich zwar
ständig mit Wachstum und Grenzen, Wirtschaft und Umwelt, Ressourcen und Regierungen -
vergaß aber niemals den Hinweis, dass die globalen Probleme mit einem neuen Humanismus
zu beginnen haben:
„Der Humanismus unserer Epoche muss Prinzipien und Normen ändern, die bislang
als unverletzlich galten, aber nicht mehr unseren Zielen gerecht werden; er muss die
Entstehung eines neuen Wertesystems fördern, das den inneren Ausgleich wieder-
herstellt und zu neuen geistigen, ethischen, philosophischen, sozialen, politischen,
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ästhetischen und künstlerischen Motivationen anregt, um die innere Leere unseres
Lebens auszufüllen.; er muss in uns Liebe, Freundschaft, Verständnis, Solidarität
und Opferwillen neu wecken und uns verständlich machen, dass wir desto größeren
Gewinn haben, je enger diese menschlichen Qualitäten auch andere Lebensformen
und unsere Schwestern und Brüder überall umfassen.!“
Auf der letzten Seite der „Neuen Grenzen des Wachstums“ findet schließlich der Satz:
„Der Zusammenbruch lässt sich nur vermeiden, wenn die Menschen lernen, sich und
andere mit Nachsicht zu beurteilen.“
Einerseits scheint es verwunderlich, dass Wissenschaftler und Industrielle nachdem sie sich jahre-
lang mittels naturwissenschaftlicher Methoden mit Umweltsystemanalyse, also mit der Analyse
und Einordnung der Umweltprobleme in ein System beschäftigt haben am Ende immer wieder
auf scheinbar unwissenschaftliche Begriffe wie Humanität, Zuneigung, Wahrheitsliebe usw., also
menschliche Eigenschaften, die zumindest traditionell nicht zum Bereich der Naturwissenschaf-
ten gehören, zu sprechen kommen.
Andererseits ist das auch nicht so sehr verwunderlich, denn wenn die Analyse ergab, dass
die Umwelt- und Entwicklungsprobleme durch das Verhalten und die Aktivitäten der Menschen
zustande kamen, so scheint es schon verständlich, dass der Schlüssel zur Lösung der Probleme
bei den menschlichen Eigenschaften und ihrer Veränderung zu suchen ist.
Wirklich erstaunlich oder besser bemerkenswert scheint mir jedoch, dass ein Indianer (s. E.
Drevermann S.81-83) ganz ohne Computersimulation und genauer quantitativer Analyse der
Fakten und Entwicklungstrends zu Einsichten gekommen ist, die den hier dargelegten Schluss-
folgerungen weitgehend entsprechen. Er wurde jedoch (ganz entsprechend wie es schon in „Der
kleine Prinz“ festgestellt wurde) mit seiner Ansicht nicht so beachtet, wie am MIT arbeitende
Wissenschaftler. Dies hat wiederum den Grund, dass die Entfaltung unserer heutigen industri-
ellen Gesellschaftsform eng mit den Fortschritten in den Naturwissenschaften und der Technik
gekoppelt war und daher wichtige Beiträge zur weiteren Entwicklungsmöglichkeit gerade von
dort erwartet wurden. Wenn es aber richtig ist, dass für den Wandlungsprozess in Richtung
Nachhaltigkeit die Veränderung menschlicher Eigenschaften eine entscheidende Rolle spielen, so
ist es wahrscheinlich, dass Ergebnisse der Geistes- und Humanwissenschaften in Zukunft stärker
Einfluss auf die Entwicklung nehmen werden und mehr ins Zentrum des Interesses rücken.
Ganz offenbar ist der Übergang zur nachhaltigen Gesellschaft in so starkem Maße tiefgrei-
fend und schwierig, dass man ihn als nicht realistisch ansehen könnte. In diesem Zusammenhang
lohnt es sich, daran zu erinnern, dass es menschlichen Gesellschaften schon des Öfteren gelungen
ist, scheinbar Unmögliches zu bewerkstelligen. Die schnelle Realisierung des ersten bemannten
Mondfluges in den USA hatte ich schon früher erwähnt. Ein weiteres, mehr auf die Umwelt
bezogenes Beispiel ist die internationale Anstrengung zur Bekämpfung des Ozonlochs durch
Vermeidung weiterer FCKW - Emissionen. Die Abbildung 8.6 illustriert die Weltproduktion an
FCKW, die in den Jahren 1950 bis 1975 Zuwachsraten von 5-10% und damit eine Verdopplungs-
zeit von ca. 10 Jahren erreichte. FCKW wurden zunächst als umweltneutrale Stoffe eingeschätzt.
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Abb. 8.6: Globale Produktion von FCKW 011 und 012 [Meadows(1992), S. 179]
Als dann ihr Einfluss auf die Vergrößerung des Ozonlochs bekannt wurde, hat es ausgehend von
den Aktivitäten von Umweltschützern nationale und internationale Abkommen zur Einstellung
der Produktion derartiger Gase gegeben, was zum dargestellten Rückgang der Produktion ins-
besondere der Aerosol-Treibgase führte. Auf diese Weise kam es zur erfolgreichen Installation
einer negativen Rückkopplung. Die Menschen wirkten auf die Atmosphäre ein. Die unerwarteten
Veränderungen in der Atmosphäre wirkten auf die Menschen zurück und schließlich veränderten
die Menschen die Art ihrer Einwirkung auf die Atmosphäre. Nach der Definition ist dies ein
typischer Gegenstand für Umweltsystemanalyse. Gleichzeitig deutet diese Abb. auch auf einen
Zusammenhang mit der im Kapitel 4 behandelten Wachstumsproblematik hin. Durch kooperati-
ves, vernünftiges Handeln wurde hier ein beschleunigter Wachstumsprozess abgebrochen, bevor
er durch eine Katastrophe beendet wurde. Der Abbruch erfolgte bereits in der beschleunigten
Wachstumsphase, weil es wegen der stark zeitverzögerten Wirkungen dringend geboten war, den
Wachstumsprozess zu stoppen, bevor er in seine Bremsphase eintreten würde.
Die globale Einschränkung der FCKW-Produktion ist ein Beispiel dafür, dass auch global
größere Schritte in Richtung nachhaltige Entwicklung möglich sind, als man zuvor erwartet hat.
Wesentlich dabei war, dass die Gefahren des Ozonlochs von Wissenschaftlern durchleuchtet und
in den Medien darüber transparent berichtet wurde. Diese Transparenz wird beim Übergang
zu einer nachhaltigen Gesellschaft zunehmend wichtig. Denn wenn es wie gerade zuvor erörtert
richtig ist, dass für den Wandlungsprozess in Richtung Nachhaltigkeit die Veränderung mensch-
licher Eigenschaften eine entscheidende Rolle spielt, so spielt sicher die Transparenz für diese
Veränderung der menschlichen Eigenschaften eine besonders wichtige Rolle.
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Zum Abschluss dieses Kapitels soll noch einmal die wichtige Feststellung wiederholt werden,
dass es - da die Ursachen für Nichtnachhaltigkeit häufig in den Verhaltensweisen der Menschen
liegen - wahrscheinlich ist, dass im Rahmen des Übergangs zu einer nachhaltigen Gesellschaft
Ergebnisse der Geistes- und Humanwissenschaften in Zukunft stärker Einfluss auf die Entwick-
lung nehmen und daher mehr ins Zentrum des Interesses rücken werden.
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BORSCH:’Wir gehen mit unserer Umwelt nicht schlechter und nicht besser um, als die vielen
hundert Generationen vor uns, die die Erdoberfläche im Laufe von einigen Tausend Jahren gewal-
tig verändert haben. Der wesentliche Unterschied gegenüber früheren Zeiten besteht in
der großen und immer noch wachsenden Zahl der Menschen und ihren technischen Möglichkeiten.
Deshalb können wir uns ein solches Verhalten nicht mehr leisten. Es gibt keine unerschlossenen
Gebiete zum Auswandern mehr.
REMMERT (1990,26) beschreibt eindrucksvoll, was in einem Mensch-Umwelt-System geschehen
kann, wenn der Mensch die Kapazitäten der Umwelt überbeansprucht, am Beispiel der
Osterinsel (Pazifik):
„Um das Jahr 400 kamen Polynesier zur Osterinsel, die bis dahin keine menschliche Bevölke-
rung kannte. Sie ließen sich auf diesem vulkanischen Eiland nieder, schlugen den Wald, bauten
Dörfer und Tempel, entwickelten mit ihren einfachen Faustkeilen eine bemerkenswerte Technik
der Steinbearbeitung, schufen die berühmten Steinfiguren, die sie rund um die Insel nahe von
Dörfern und Häfen aufstellten, schlugen immer mehr Wald, vermehrten sich, und als ihre Zahl
zu groß wurde, begannen sie sich zu bekriegen. Die kleine Insel wurde schließlich in zwei feind-
liche Königreiche geteilt. Offensichtlich breiteten sich Krankheiten aus, es kam immer wieder
zu Epidemien. Holz für den Bau seetüchtiger Schiffe, für die Fischerei (in diesem relativ armen
Meer) und für den Transport der gewaltigen Steinfiguren von der Entstehungsstelle zu den Häfen
unentbehrlich, war verbraucht. Die Tempel wurden zerstört, wieder aufgebaut, wieder zerstört,
Wald existierte nicht mehr...Es war ein kleines Restvolk von vielleicht 500 Menschen, das die
Europäer vorfanden, als sie erstmals die Osterinsel betraten. Die Insel war nun eine baumlose
Steppe; die einstmals mehr als 20 000 Bewohner lebten nunmehr in Höhlen. Sie huldigten einem
grausamen Vogelkult mit Kannibalismus... Heute leben 3 Landvogelarten hier, aus Südamerika
eingeführt. Niemand kennt die ausgerotteten Bäume. Ob die Grillen, die Wespen, die Schmetter-
linge, die Eidechsen einheimisch sind? Niemand vermag es zu sagen. Eine Steinzeitkultur hat den
eigenen Lebensraum zerstört, hat die einst reiche Vogelinsel geleert. Der steinzeitliche Mensch
der Osterinsel lebte nicht im Einklang mit seiner Heimat, er zerstörte sie, wie wir es tun.“
Das Ökosystem Erde ist nicht nur größer als die Osterinsel, es ist auch vielseitiger und kann
deshalb viele menschliche Einflüsse besser abpuffern, aber es kann das nicht unbegrenzt. Es
wird geschätzt, daß bereits etwa 40% der jährlichen Nettoprimärproduktion vom Menschen be-
ansprucht bzw. beeinflusst wird. „Die übrigen Konsumenten, darunter 3 Millionen Tierarten,
hängen entweder vom Menschen ab (Haustiere) oder müssen sich mit den restlichen 60% begnü-
gen. Noch nie in der Geschichte des Lebens hat e i n e Art eine solche numerische und ökologische
Übermacht ausgeübt“ (MOHR 1992,1055).’
Abb. A.1: Zitat Borsch/Mohr
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Müller/Hennicke: Wohlstand durch vermeiden
Vorwort: Frage um Leben und Tod + Ö.W.,(S.3/4)
Die industriellen Wirtschafts- und Lebensweisen...sind...hauptverantwortlich für die ökologischen
Gefahren. Naturzerstörung und soziale Nöte nehmen heute eine Größe an, die die Erde insgesamt
in Gefahr bringt. Ohne grundlegende Reformen ist die weitere Expansion der ressourcen- und
kapitalintensiven Industriesysteme auf Dauer das größte globale Sicherheitsrisiko. Sie überfor-
dern die nicht ersetzbaren Quellen und Senken der Natur und nehmen wenig Rücksicht auf ein
Mindestmaß von Gleichheit und sozialen Lebenschancen. Dies ist ein Ergebnis des Strukturwan-
dels durch die Globalisierung der Ökonomie, der sich in den letzten Jahren mit hohem Tempo
vollzieht.
Das 20. Jahrhundert ist nicht nur das Jahrhundert sozialer Fortschritte, es ist auch das Jahrhun-
dert von Auschwitz, Hiroshima oder Sarajewo. Und mit der Globalisierung der Wachstumsöko-
nomie und Konkurrenzzwänge ist die technische Zivilisation nun dabei, die „ökologische Selbst-
zerstörung“ (Siegfried Lenz), den Größten Anzunehmenden Unfall, in Gang zu setzen.
Sozialer Rückschritt, ökologische Zerstörung, ökonomische Verteilungskämpfe und Gefährdung
der Demokratie drohen zum allgemeinen Signum unserer Zeit zu werden. S.8: Die Menschen
greifen mittlerweile in einer Weise in die Natur ein, die ihr eigenes Überleben zur Disposition
stellt.
S.10: Denn die Erde ist zu klein für ein globales Wachstumsmodell nach den Vorbild Europas,
Nordamerikas oder Japans. Die Vorstellung, dass in einer spezifisch europäischen Kultur und Zeit
geformte Modell von Wachstum und Konkurrenz könnte ohne grundlegende Reformen weltweit
verallgemeinert werden, beruht auf nicht haltbaren Annahmen.
Die Welt befindet sich in einem „schwierigen und unsicheren Umwandlungsprozeß hin zu neuen
Wirtschafts- und Gesellschaftsformen“ (Galbraith 1994)
S.17 Die Ursachen der globalen Bedrohungen liegen deshalb nicht erst im Bevölkerungswachstum,
in der Verletzung der Menschenrechte oder im Fehlen globaler Institutionen, sondern zuerst im
grenzenlosen Expansionsdrang der westlichen Marktwirtschaften.
S. XI Noch immer herrscht das simple Verständnis vor, Fortschritt sei umso größer, je höher die
Wachstumsprozente sind. Diese Sichtweise dominiert heute sogar wieder umso mehr, weil die
Angst wächst, sonst nichts mehr verteilen zu können. Doch die Realitäten einer endlichen Erde
mit ihren störanfälligen Ökosystemen lassen sich nicht außer Kraft setzen.
Abb. A.2: Zitate aus Müller/Hennicke: Wohlstand durch vermeiden (1994)
498
Ökosystemdefinitionen:
Nach STUGREN(1978) ist ein Ökosystem ein „Raum-Zeit-Gefüge, in dem Lebensge-
meinschaft (Biozönose) und Biotop integriert sind.“ Diese Lebens-Umwelt-Einheit, ist
die Grundeinheit unter den ökologischen Systemen. Beispiele für solche Systeme sind
Eichenwälder, Weizenfelder, Dorfteiche usw.
MOROWITZ (1968): „Ein Ökosysten enthält Leben unter gegebenen (present-
day) Bedingungen, welches mehr als Eigenschaft des Ökosystems als als Eigenschaft
eines einzelnen Organismus oder einer Art betrachtet wird.“
LINDEMANN (1942): „Ein Ökosystem setzt sich aus physikalisch-chemisch-biologischen
Prozessen zusammen, die sich innerhalb einer Raum-Zeit-Einheit abspielen.“
JORGENSEN (1994): „Ein Ökosystem ist eine biotische und funktionale Einheit,
die in der Lage ist, Leben aufrecht zu erhalten und schließt alle biologischen und
nicht-biologischen Variablen dieser Einheit ein. Räumliche und zeitliche Maßstä-
be werden a priori nicht spezifiziert, da sie vollständig von den Zielstellungen der
Ökosystemuntersuchung abhängen.“
Abb. A.3: Ökosystemdefinitionen
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Abb. A.4: ISEM’s 8th International Conference (Kiel)
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Abb. A.5: Nachhaltiges Wirtschaften - Elemente einer ökologischen Ökonomie nach
[Busch-Lüthy(1993)]
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