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Abstract—Understanding recurrent networks through rule ex-
traction has a long history. This has taken on new interests
due to the need for interpreting or verifying neural networks.
One basic form for representing stateful rules is deterministic
finite automata (DFA). Previous research shows that extracting
DFAs from trained second-order recurrent networks is not only
possible but also relatively stable. Recently, several new types
of recurrent networks with more complicated architectures have
been introduced. These handle challenging learning tasks usually
involving sequential data. However, it remains an open problem
whether DFAs can be adequately extracted from these models.
Specifically, it is not clear how DFA extraction will be affected
when applied to different recurrent networks trained on data
sets with different levels of complexity. Here, we investigate DFA
extraction on several widely adopted recurrent networks that
are trained to learn a set of seven regular Tomita grammars. We
first formally analyze the complexity of Tomita grammars and
categorize these grammars according to that complexity. Then
we empirically evaluate different recurrent networks for their
performance of DFA extraction on all Tomita grammars. Our
experiments show that for most recurrent networks, their extrac-
tion performance decreases as the complexity of the underlying
grammar increases. On grammars of lower complexity, most
recurrent networks obtain desirable extraction performance. As
for grammars with the highest level of complexity, while several
complicated models fail with only certain recurrent networks
having satisfactory extraction performance.
Index Terms—Deterministic finite automata, recurrent neural
networks, rule extraction, grammar complexity.
I. INTRODUCTION
Recurrent neural networks (RNNs) are one of the most
powerful learning models for processing sequential data and,
like neural networks in general, have often been considered
as “black-box” models. This black-box nature is largely due
to the fact that RNNs, as much as any neural architecture,
are designed to capture structural information from the data
and store learned knowledge in the synaptic connections
between nodes (or weights) [1]. This makes inspection, anal-
ysis, and verification of captured knowledge difficult or near-
impossible [2]. One approach to this problem is to investigate
if and how we might extract symbolic knowledge from trained
RNNs, since symbolic knowledge is usually regarded as easier
to understand. Surprisingly, this is an old problem that was
treated by Minsky in the chapter titled “Neural Networks.
Automata Made up of Parts” in his text “Computation, Finite
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and Infinite Machines” [3]. Specifically, if one treats the infor-
mation processing of a RNN as a mechanism for representing
knowledge in symbolic form where a set of rules that govern
transitions between symbolic representations are learned, then
the RNN can be viewed as an automated reasoning process
with production rules, which should be easier to understand.
Prior work focused on extracting symbolic knowledge from
recurrent networks. As an example, Borges et al. [4] proposed
to extract symbolic knowledge from a nonlinear autoregressive
model with exogenous inputs model (NARX) [5]. Also, it has
been demonstrated that by representing information of long-
term dependencies in the form of symbolic knowledge [6],
RNNs’ ability for handling long-term dependencies can be
improved. In sentiment analysis, recent work [7] shows that
recurrent networks can be explained by decomposing their
decision making process and identifying patterns of words
which are “believed” to be important for the decision making.
If the words are viewed as symbols, then their patterns can
be regarded as representing the rules for determining that
sentiment. One of the most frequently adopted rule extrac-
tion approaches is to extract deterministic finite automata
(DFA) from recurrent networks trained to perform grammatical
inference [8]–[14]. Approaches following this direction are
categorized as compositional [15]. In particular, the vector
space of a RNN’s hidden layer is first partitioned into finite
elements, where each part is treated as a state of a certain DFA.
Then, transitions rules that are associated with the alphabet at
that time connecting these states are extracted (also known as
production rules). Using a DFA to represent production rules is
motivated by the need for conducting comprehensive analysis
and understanding of the computational abilities of recurrent
networks [15].
Recent work [8] demonstrates that extracting DFAs from a
second-order RNN [16] is not only possible, but the extraction
is relatively stable even when the hidden layer of a second-
order RNN is randomly initialized. The latter is important
because it has been argued that when a RNN is viewed as
a dynamical system, its training process is too sensitive to the
initial state of the model [17]. This implied that the following
DFA extraction may be unstable which has been shown to be
not the case.
Despite much prior work on rule extraction from recurrent
networks including Elman networks (Elman-RNN) [18] and
second-order RNNs [13], [14], little is known if the aforemen-
tioned compositional approaches can be effectively applied to
other recurrent networks, especially those that have demon-
strated impressive performance on various sequence learning
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2tasks, e.g. long-short-term-memory networks (LSTM) [19],
gated-recurrent-unit networks (GRU) [20], multiplicative in-
tegration recurrent neuron networks (MI-RNN) [21], etc.
Another equally important yet missing study is how and if
DFA extraction will be affected by the data source on which
recurrent networks are trained.
In this work, we greatly expand upon previous work [8],
[13] and study the effect of DFA extraction performance
on different types of recurrent networks and data sets with
different levels of complexity. Specifically, the recurrent net-
works investigated in this study include Elman-RNN, second-
order RNN, MI-RNN, LSTM and GRU. We follow previous
work [8], [9], [11]–[14], [22] by adopting a family of seven
relatively simple, yet important, regular grammars, which were
originally proposed by Tomita [23] and widely studied and
used as benchmarks for DFA extraction. Given a recurrent
model and a Tomita grammar, the performance is evaluated by
measuring both the quality of DFAs extracted from this model,
and the success rate of extracting the correct DFA which is
identical to the unique DFA associated with the grammar used
for training that model. Both metrics are evaluated for multiple
random trails in order to evaluate the overall performance
of DFA extraction for all recurrent networks on all Tomita
grammars. In summary, we make the following contributions:
• We analyze and categorize regular grammars with a binary
alphabet (including Tomita grammars) by defining a entropy
that describes their complexity. We discuss the difference
between our defined entropy and the entropy of shift space
defined for describing symbolic dynamics, and show that our
definition is more informative for describing the complexity
of regular grammars and can be extended to multiclass
classification problems.
• We propose an alternative metric – the averaged edit dis-
tance – for describing the complexity of regular grammars
with a binary alphabet. We show that this metric is closely
related to our defined entropy of regular grammars. In addi-
tion, through experiments, we demonstrate that the average
edit distance reflects a more defining complexity of Tomita
grammars and our defined entropy is more computationally
efficient to calculate.
• We conduct a careful experimental study of evaluating and
comparing different recurrent networks for DFA extraction.
Our results show that among all RNNs investigated, RNNs
with quadratic (or approximate quadratic) forms of hidden
layer interaction, i.e. second-order RNN and MI-RNN,
provide the most accurate and stable DFA extraction for
all Tomita grammars. In particular, on grammars with a
high level of complexity, second-order RNN and MI-RNN
achieve much better success rates of DFA extraction than
other recurrent networks.
II. BACKGROUND
In this section, we first briefly introduce DFAs and regular
grammars, followed by the set of Tomita grammars used in
this study. Then we introduce existing rule extraction meth-
ods, especially the compositional approaches which are most
widely studied for extracting DFA from recurrent networks.
A. Deterministic Finite Automata
Based on the Chomsky hierarchy of phrase structured
grammars [24], a regular grammar is associated with one of
the simplest automata, a deterministic finite automata (DFA).
Specifically, given a regular grammar G, it can be recognized
and generated by a DFA M , which can be described by a five-
tuple {Σ, S, s0, sF , P}. Σ is the input alphabet (a finite, non-
empty set of symbols) and S is a finite, non-empty set of states.
s0 ∈ S represents the initial state while sF ∈ S represents the
set of final states.1 P denotes a set of deterministic production
rules. Every grammar G also recognizes and generates a
corresponding language, a set of strings of symbols from
alphabet Σ. It is important to realize that DFA covers a wide
range of languages which means that all languages whose
string length and alphabet size are bounded can be recognized
and generated by a DFA [13]. Also, when replacing the
deterministic transition with stochastic transition, a DFA can
be converted as a probabilistic automata or hidden Markov
model, which enables the use of graphical models [25] for
grammatical inference. For a more thorough and detailed
treatment of regular language and finite state machines, please
refer to [26].
B. Tomita Grammars
Tomita grammars [23] denote a set of seven regular gram-
mars that have been widely adopted in the study of extracting
DFA from RNNs. In principle, when compared with regular
grammars associated with large finite-state automata, Tomita
grammars should be easily learnable, given that the DFAs
associated with Tomita grammars have between three and
six states. These grammars all have alphabet Σ = {0, 1},
and generate an infinite language over {0, 1}∗. For each
Tomita grammar, we refer to the binary strings generated by
this grammar as its associated positive examples and other
binary strings as negative examples. A description of Tomita
grammars is provided in Table I and the DFA for grammar 2
is shown as an example in Figure 1.
Despite being relatively simple, Tomita grammars actually
represent regular grammars with a wide range of complexity.
As shown in Table I, the distinction between positive and
negative samples for different grammars are very different.
For instance, grammars 1, 2 and 7 represent the class of
regular languages that define a string set that has extremely
unbalanced positive and negative strings. This could repre-
sent real-world cases where positive samples are significantly
outnumbered by negative ones. In contrast, grammars 5 and
6 define the class of regular languages that have equal or a
relatively balanced number of positive and negative strings. In
particular, on grammar 5, the numbers of positive and negative
strings are the same for string sets with even length. This
indicates that the difference between positive and negative
strings in these grammars is much smaller than the case for
grammars 1,2 and 7. The difference between the numbers of
positive and negative strings for grammar 3 an 4 lies between
the above cases. When constructing RNNs to learn Tomita
1Note that sF can be the empty set, ∅.
3G Description Training Testing Length Parameters
1 1∗ 7.8% 92.2% 1-14 1220
2 (10)∗ 6.5% 93.5% 2-14 1220
3
an odd number of consecutive 1s is
always followed by an even number
of consecutive 0s
36.7% 63.3% 4-12 1220
4 any string not containing “000” as asubstring 36.7% 63.3% 3-12 1220
5 even number of 0s and even numberof 1s [27] 36.7% 63.3% 4-12 30100
6 the difference between the number of 0sand the number of 1s is a multiple of 3 36.7% 63.3% 3-12 10502
7 0∗1∗0∗1∗ 8.9% 81.7% 1-16 1220
TABLE I: Descriptions of the Tomita grammars and the configuration of their
data sets. The number of parameters specified for each recurrent networks
are either same or closest to the values shown in the “Paramters” column.
1 2
3
1
1
1
0
0
0
Fig. 1: Example DFA for Tomita grammar 2.
Red arrow indicates the initial state, shaded
circles indicate non-accept states. Dotted
lines indicate input “0” and solid lines in-
dicate input “1”.
grammars, with either case discussed, RNNs are forced to
recognize the various levels of difference between positive and
negative samples.
It is worth mentioning that the popularity of Tomita gram-
mars in studying DFA extraction problem is also due to the
fact that the ground truth DFAs for Tomita grammars are
available. This enables previous studies [8], [13] to determine
the impact of different factors on the performance of DFA
extraction by comparing extracted DFAs with ground truth
DFAs. More complex/or real-world data sets may not well
support preliminary studies of DFA extraction, since for those
datasets, uncertainties will be introduced into the evaluation
(e.g. what is the ground truth DFA or if there even exists
ground truth DFAs that define the data?). We believe this
uncertainty can affect any conclusion of whether a DFA
extraction can be stably performed.
C. Rule Extraction for recurrent networks
A survey [15] on rule extraction methods for recurrent
networks categorizes them as (1) compositional approaches,
which categorize the cases when rules are constructed based on
the hidden layers – ensembles of hidden neurons – of a RNN;
(2) decompositional approaches, where rules are constructed
based on individual neurons; (3) pedagogical approaches,
which construct rules by regarding the target RNN as a black
box and have no access to the inner state of this RNN; and
(4) eclectic approaches, which represent a hybrid of decom-
positional and pedagogical approaches. Most aforementioned
approaches conduct rule extraction in a post hoc manner. That
is, rule extraction is performed with an already trained RNN
and a data set containing samples to be processed by this RNN.
Using DFA as rules extracted from RNNs [8], [9], [11]–[13]
as been very common. In these studies, a RNN is viewed as
representing the state transition diagram of a state process –
{input, state} ⇒ {next state} – of a DFA. Correspondingly,
a DFA extracted from a RNN can globally describe the
behavior of this RNN. Recent work [7], [28], [29] proposes to
extract instance-based rules. Specifically, individual rules are
extracted from data instances and each extracted rule repre-
sents a pattern. As shown in the case for sentiment analysis, a
pattern is a combination of important words identified from a
sentence processed by a RNN to be interpreted. To construct
a global rule set that describes the most important patterns
learned by the target RNN, extracted individual rules need
to be aggregated using statistical methods [7]. A rule set
constructed in this manner usually lacks formal representation
and may not be suitable for conducting a more thorough
analysis of the behaviors of a RNN. In this work, we follow
previous work [8], [9], [11]–[13] and represent rules by DFA.
Among all of the above mentioned approaches, both ped-
agogical and compositional approaches have been applied to
extract DFAs from RNNs. In the former category, a recent
work [30] proposes to build a DFA by only querying the
outputs of a RNN for certain inputs. This method can be
effectively applied to regular languages with small sizes of
alphabet, however, it cannot scale to languages with a large
size alphabet. This is mainly due to the fact this method replies
on the L∗ algorithm [31] which has polynomial complexity. As
a result, the extraction process becomes extremely slow when
a target RNN performs complicated analysis when processing
sophisticated data [30]. The compositional approaches are
much more commonly adopted in previous studies [8], [13],
[15], [32]. In these works, it is commonly assumed that the
vector space of a RNN’s hidden layer can be approximated by
a finite set of discrete states [15], where each rule refers to the
transitions between states. As such, a generic compositional
approach can be described by the following basic steps:
1) Collect the values of a RNN’s hidden layers when pro-
cessing every sequence at every time step. Then quantize the
collected hidden values into different states.
2) Use the quantized states and the alphabet-labeled arcs that
connect these states to construct a transition diagram.
3) Reduce the diagram to a minimal representation of state
transitions.
Previous research has mostly focused on improving the quan-
tization step 2. The efficacy of different quantization methods
relies on the following hypothesis. The state space of a
RNN, which is well trained to learn a regular grammar,
should already be fairly well separated with distinct regions
that represent the corresponding states in some DFA. This
hypothesis, if true, implies that much less effort is required for
2For a more detailed discussion the other two steps, please refer to our
previous work [8] and a survey [15].
4the quantization step. Indeed, various quantization approaches
including equipartition-based methods [11], [13] and cluster-
ing methods [8], [33] have been adopted and demonstrated that
this hypothesis holds for second-order recurrent networks.
III. PROBLEM FORMULATION
Different rule extraction approaches proposed in previous
works introduced in Section II essentially describes the process
of developing or finding a rule that approximates the behaviors
of a target RNN [15]. In the following, we generalize the rule
extraction problem in a formal manner.
Definition 1 (Rule Extraction Problem). Given a RNN de-
noted as a function f : X → Y where X is the data space,
Y is the target space, and a data set B = {X,Y } with n
samples X ∈ Xn and Y ∈ Yn. Let r denote a rule which
is also a function with its data and target space identical to
that of f . The rule extraction problem is to find a function
L : (X → Y)× (Xn × Yn)→ (X → Y) such that L takes
as input a f and a B then outputs a rule r.
As introduced in Section I, in this study we aim at inves-
tigating if and how will DFA extraction be affected when
we apply DFA extraction to different recurrent networks
trained on data sets with different levels of complexity. More
specifically, in our case where the underlying data sets are
generated by Tomita grammars, we denote by B(G) a data set
generated by a grammar G. Also, X = Σ∗ where Σ = {0, 1},
Y = {0, 1} represents the space of labels for positive and
negative strings recognized by G. Then in our evaluation
framework, we fix the extraction method L as the composi-
tional approach (introduced in Section II-C) and evaluate the
performance obtained by L when its input, i.e. B(G) and f
trained on Btrain(G) 3, vary across different grammars and
different recurrent networks respectively. It is important to note
that, by comparing the extraction performance obtained by a
given model across different grammars, we then examine how
sensitive is each model with respect to the underlying data for
DFA extraction problem.
According to above definition, it is clear that the perfor-
mance of DFA extraction can be evaluated by measuring the
quality of extracted DFAs. To be more specific, the extraction
performance is evaluated by two metrics. The first metric is
the accuracy of an extracted DFA when it is tested on the test
set for a certain grammar. The second metric is the success
rate of extracting DFAs that are identical to the ground truth
DFA associated with a certain grammar, hence should perform
perfectly on the test set generated by this grammar. In other
words, given a grammar, the success rate of a recurrent model
measures how frequently can the correct DFA associated with
this grammar be extracted. These metrics quantitatively mea-
sure the abilities of different recurrent networks for learning
different grammars. In particular, the first metric reflects the
abilities of different recurrent networks for learning “good”
DFAs. Due to its generality, the first metric is also frequently
adopted in much research work [7], [9], [34], [35]. The second
3Data set B(G) is split into a training set Btrain(G) and a test set
Btest(G) as typically done for supervised learning.
Grammar 2 Grammar 4 Grammar 5
Fig. 2: Graphic presentation of the distribution of strings of
length N (1 ≤ N ≤ 8) for grammars 2, 4 and 5. In each
concentric ring of either graph, there are 2N strings arranged
in lexicographic order, starting at θ = 0. White and black areas
represent positive and negative strings respectively.
metric, which is more rigorous in comparison with the first
metric, reflects the abilities of these models for learning correct
DFAs. It is important to note that our evaluation framework is
agnostic to the underlying extraction method since we imposes
no constraint on L . As such, this evaluation framework
can also be adopted for comparing different rule extraction
methods and will be included in our future work.
IV. THE COMPLEXITY OF TOMITA GRAMMARS
In this section, we analyze the complexity of Tomita gram-
mars by defining two metrics – the entropy and average edit
distance for regular grammars. In principle, these metrics are
defined to to measure how balanced are the sets of positive
and negative strings, and the difference between these sets.
Accordingly, a grammar with higher complexity has more
balanced string sets and less difference between these sets.
Following prior work [14], we plot two example graphs
for grammar 2 and 5 in Figure 2 to better illustrate the
differences between Tomita grammars.4. For each grammar,
every concentric ring of its plot reflects the distribution of its
associated positive and negative strings with a certain length
(ranging from 1 to 8). Specifically, in each concentric ring, we
arrange all strings with the same length in lexicographic or-
der.5 As previously discussed in Section II-B, the percentages
of positive (or negative) strings for different grammars are very
different. Especially, on grammar 5, the number of positive
strings is equal to that of negative strings when the length of
strings is even. Empirically, a data set consisting of balanced
positive and negative samples should be desirable for training
a model. However, as will be shown in the evaluation part of
this study, this may make the learning difficult. For instance,
when there are equal numbers of positive and negative strings
for grammar 5, by flipping any binary digit of a string to its
opposite (e.g. flipping a 0 to 1 or vice versa), any positive or
negative string can be converted into a string with the opposite
label. This implies that, in order to correctly recognizes all
positive strings for grammar 5, a RNN will need to handle such
subtle changes. Moreover, since this change can happen to any
digit, a RNN must account for all digits without neglecting
any.
4The plots for other grammars are provided in the appendix.
5We do not impose any constraint on the order of string arrangement; other
orders, e.g. gray codes, can also be selected for visualization.
5In the following, we introduce our defined entropy, followed
by the definition of average edit distance. Then we show that
these two metrics are closely related.
A. Entropy of Tomita Grammars
Given an alphabet Σ = {0, 1}, we denote the collection of
all 2N strings of symbols from Σ with length N as XN . For
grammar G, let XNGp and X
N
Gn
represent the sets of positive
and negative strings defined by G in XN , respectively. Then
we have XN = XNGp ∪XNGn . Let mp and mn denote the size
of XNGp and X
N
Gn
, i.e., mp = |XNGp | and mn = |XNGn |, hence
we have mp + mn = 2N . The percentage of positive strings
in XN is rp = mp/2N . To simplify the notation, here we use
XNp and X
N
n to represent X
N
Gp
and XNGn respectively.
Assuming that all strings in XN are randomly distributed,
we then denote the expected times of occurrence for an event
F – two consecutive strings having different labels – by
E[F ]. We have the following definition of entropy for regular
grammars with a binary alphabet.
Definition 2 (Entropy). Given a regular grammar G with
alphabet Σ = {0, 1}, its entropy is defined as:
H(G) = lim sup
N→∞
HN (G) = lim sup
N→∞
1
N
log2 E[F ]. (1)
where HN (G) is the entropy calculated for strings with the
length of N .
From Definition 2, we have the following proposition:
Proposition 1.
H(G) = 1 + lim sup
N→∞
log2
(
rp(1− rp)
)
N
. (2)
A detailed proof is provided in the Appendix A. It is easy
to find that following our definition, the value of entropy lies
between 0 and 1. Based on the values of entropy for different
grammars, we have the following theorem for categorizing
regular grammars with a binary alphabet.
Theorem 1. Given any regular grammar G with alphabet Σ =
{0, 1}, it can be categorized into one of following classes:
(a) Polynomial class. Any grammar G in this class has the
entropy H(G)=0, if and only if the number of positive strings
defined by G has a polynomial form of N , i.e. mp ∼ poly(N).
(b) Exponential class. Any grammar G in this class has the
entropy H(G) = log2 b ∈ (0, 1), if and only if the number of
positive strings defined by G has an exponential form of N ,
with the bases less than 2, i.e. mp ∼ β · bN where b < 2 and
β > 0;
(c) Proportional class. Any grammar G in this class has the
entropy H(G)=1, if and only if the number of positive strings
defined by G is proportional to 2N , i.e. mp ∼ α · 2N , where
α ∈ [0, 1).
where ∼ indicates that some negligible terms are omitted when
N approaches infinity.
For Tomita grammars, we categorize grammar 1, 2 and 7
into the polynomial class, grammar 3, 4 into the exponential
class and grammar 5, 6 into the proportional class according
the values of their entropy. A detailed proof for Theorem 1 and
the calculation of entropy for Tomita grammars are provided
in Appendix B.
It should be noted that the concept of entropy has previously
been introduced in the field of grammatical inference [36],
[37]. The definition of entropy introduced in these studies
is derived from information theory and is used to measure
the relative entropy between stochastic regular grammars. An
alternative definition of entropy that is closely related to our
definition is introduced for measuring the “information capac-
ity” of a wide class of shift spaces in symbolic dynamics [38].
More formally, the definition of shift space is as follows.
Definition 3 (Shift Space). Given a full shift AZ, which is the
collection of all bi-infinite sequences of symbols xi from A,
denote a sequence as x = (xi)i∈Z. A shift space X is a subset
of AZ and X = XF for some collection F of blocks that are
forbidden over A.
An example shift space is the set of binary strings with
no three consecutive 1’s, i.e. X = XF , where F = {111}.
This shift space describes the same set of strings accepted by
grammar 4. The entropy of a shift space is as follows.
Definition 4 (Entropy of Shift Space). The entropy of a shift
space X is defined by:
H(X) = lim
N→∞
1
N
log |BN (X)| (3)
where |BN (X)| denotes the number of N-blocks in X .
In Definition 4 when the blocks and forbidden blocks
of a shift space X are regarded as positive and negative
samples for X , X can then be viewed as representing the
data space described by a regular grammar. Despite that both
Definition 2 and Definition 4 can describe the complexity of
X , Definition 2 is constructed by considering the distributions
of both positive and negative strings, while Definition 4 only
considers positive strings. This more informative nature of
Definition 2 has various benefits. For instance, when training
a RNN and assuming a training set could coarsely reflect
the real distributions of positive and negative samples, then
by calculating the entropy according to Definition 2, we can
estimate the complexity of the entire data set. In addition, it is
important to note Definition 2 can be easily generalized to a
multi-class classification case, as one can always calculate the
expected number of flips E[F ] from samples. More formally,
for a k-class classification task with strings of length N , let
mi denote the number of strings in the ith class. Then we
have:
E[F ] = 2N − 1
2N
·
k∑
i=1
m2i . (4)
By substituting (4) in Definition 2, we are able to compute
the entropy for this k-class classification task. As for Def-
inition 4, it only defines the entropy in an one-versus-all
manner. Moreover, it should be noted that not all regular
grammars can have their data space be represented as a shift
space, especially for grammars that lack the shift-invariant and
6closure properties [38]. As such, Definition 4 cannot be applied
for estimating the complexity of these grammars.
B. Average Edit Distance of Tomita Grammars
We now formally define the average edit distance of regular
grammars with a binary alphabet in order to measure the
difference between the sets of positive and negative strings
for a given grammar G. We first revisit the definition of
edit distance [39], which measures the minimum number of
operations – substituting one symbol for another, or flipping
a “1” to “0” or vice versa in our case6 – needed to covert a
positive or negative string into another.
Definition 5 (Edit Distance). Given two strings x and y in
XN , x rewrites into y in a one-step operation if the following
single-symbol substitution holds:
x = uav, y = ubv and u, v ∈ XN , a, b ∈ A.
Let x k→ y denote x rewrites into y by k operations of a single-
symbol substitution. Then the edit distance between x and y
denoted by dedit(x, y) is the smallest k such that x
k→ y.
Since we only consider single-symbol substitution, in our
case k is equal to the Hamming distance between x and y. In
the following, we expand Definition 5 to calculate the average
edit distance between the set of positive strings, XNp and the
set of negative strings, XNn for grammar G. Given a positive
string xp ∈ XNp and a negative string xn ∈ XNn , the edit
distance between xp and all negative strings, and the edit
distance between xn and all positive strings can be expressed
as:
dedit(xp, X
N
n ) = min
xn∈XNn
dedit(xp, xn),
dedit(xn, X
N
p ) = min
xp∈XNp
dedit(xn, xp).
(5)
Then we have the following definition of average edit distance:
Definition 6 (Average Edit Distance). Given a grammar G, the
average edit distance D(G) between the positive and negative
strings defined by G is:
D(G) =
1
2
· lim
N→∞
DN (G), (6)
where
DN (G) =
1
|XNp |
DNp +
1
|XNn |
DNn (7)
calculates the average edit distance for strings with their length
equal to N . DNp and D
N
n denote
∑
xP∈XNp dedit(xp, X
N
n ) and∑
xn∈XNn dedit(xn, X
N
p ), respectively.
Using Definition 6, we can categorize Tomita grammars
into three classes that are identical to the classes previously
introduced in Theorem 1. Detailed calculation of the average
edit distance for each grammar is provided in the Appendix C.
(a) For grammar 1, 2 and 7, D(G1,2,7) =∞;
(b) For grammar 3 and 4, D(G3,4) > 1;
(c) For grammar 5 and 6, D(G5,6) = 1.
6The operations include insertion, deletion and substitution of one symbol
from a string. It should be noticed that since we fix the length of strings,
we omit the operations including insertion and deletion and only consider
substitution.
TABLE II: Entropy & avg. edit distance for Tomita grammars.
Def. Len. GrammarG1 G2 G3 G4 G5 G6 G7
HN
8 0.12 0.12 0.87 0.87 0.88 0.85 0.86
10 0.10 0.10 0.88 0.89 0.90 0.88 0.82
12 0.08 0.08 0.88 0.91 0.92 0.90 0.76
14 0.07 0.07 0.88 0.92 0.93 0.92 0.70
DN
8 2.51 2.51 1.13 1.16 1.00 1.00 1.17
10 3.00 3.00 1.18 1.16 1.00 1.00 1.31
12 3.50 3.50 1.24 1.18 1.00 1.00 1.51
14 4.00 4.00 1.30 1.22 1.00 1.00 1.75
C. Relationship Between Entropy and Average Edit Distance
By comparing the values of entropy and average edit dis-
tance defined for Tomita grammars, it is evident that these two
defined metrics are closely related to each other. In particular,
while the entropy of grammar 5 and 6 has the maximum
value of 1, their average edit distance has the minimum value
of 1. Additionally, the entropy of grammar 1, 2 and 7 has
the minimum value of 0, while their average edit distance
approaches infinity as N increases.
More formally recall that in (7), DNp and D
N
n calculate the
summed edit distance for all positive strings and all negative
strings, respectively, when the length of strings is N . Then we
have the following proposition.
Proposition 2.
H(G) = lim sup
N→∞
1
N
· log2(rpDNn + (1− rp)DNp ). (8)
A detailed proof is provided in Appendix D. Assuming that
a random variable D˜Nv takes a value from {DNn , DNp } with the
probability of rp for selecting DNn and 1−rp for selecting DNp ,
then Proposition 2 calculates E[D˜Nv ], which is the expected
summation of the edit distance between positive and negative
strings for any grammar G.
In Table II, we show the values of entropy and average edit
distance for each grammar calculated by varying the length
N of generated strings from 8 to 14. Clearly, as N increases,
the entropy of grammars 1, 2 and 7 monotonically decreases
while their average edit distance monotonically increases. For
other grammars, both their entropy and average edit distance
change in the directions that are opposite to that for grammar
1, 2 and 7. In addition, the results shown in Table II also
demonstrate the difference between entropy and average edit
distance. Specifically, when only observing the entropy, it is
difficult to distinguish grammars 3 and 4 from grammars 5 and
6. The difference between these two classes of grammars is
more clearly demonstrated when comparing their average edit
distance. In particular, the average edit distance of grammars 5
and 6 is constantly equal to 1, while the average edit distance
for grammars 3 and 4 keeps increasing as N increases. This
indicates that average edit distance reveals more information
about a regular grammar when compared with entropy. How-
ever, it is also important to note that the time and space cost
for calculating average edit distance can be significantly higher
than that needed for calculating entropy. Thus there is a trade-
7off between the granularity and computational efficiency when
using these two metrics.
V. EXPERIMENTS
In this section, we first present our experiment setup, includ-
ing the data sets generated and configurations of the recurrent
networks selected. We then introduce the DFA extraction
procedure adopted in this study. Last, we provide experimental
results and discussion.
A. Data Set
We followed the approach introduced by [8], [13] to gener-
ate string sets for Tomita grammars. To be specific, we drew
strings from the grammar specified in Table I and an oracle
generating random 0 and 1 strings. The end of each string
is set to symbol 2, which represents the “stop” symbol (or
end-token as in language modeling). The strings drawn from
a grammar were designated as positive samples while those
from that random oracle as negative samples. Note that we
verified each string from the random oracle to ensure they
are not in the string set represented by that corresponding
grammar before treating them as negative samples. It should be
noticed that each grammar in our experiments represents one
set of strings with an unbounded size. As such we restricted
the length of the strings drawn within a certain range (listed
in the column “Length” of Table I). In our experiments, we
specify a lower bound on the string lengths to avoid training
RNNs with empty strings. In order to use as many strings as
possible to build the datasets, the lower bound should be set
to be sufficiently small. We set the lower bound equal to the
minimal number of states presented in the corresponding DFA,
and the upper bound to allow each state of a DFA to be at
least visited twice. In particular, for grammar 1, 2 and 7, it can
be easily checked that the data sets for these three grammars
to be very imbalanced for positive and negative samples. We
up-sampled positive strings in our experiments for these three
grammars for the training of RNNs.
We split the strings generated within the specified range of
length for each grammar to build the training and testing sets
according to the ratios listed in Table I. Both training and
testing sets were used to train and test the RNNs accordingly,
while only the testing sets were used for evaluating the
extracted DFAs.
B. Recurrent Networks Setup
Here we provide an unified view of the update activity
of recurrent neurons for the recurrent networks used here.
We investigated Elman-RNN, second-order RNN, MI-RNN,
LSTM and GRU RNNs. These models were selected based on
whether they were frequently adopted either in previous work
on DFA extraction or in recent work on processing sequential
data.
A recurrent model consists of a hidden layer s containing
Ns recurrent neurons (an individual neuron designated as
si), and a input layer I containing NI input neurons (each
designated as Ik). We denote the values of its hidden layer
neuron at t th and t+ 1 th discrete times as st and st+1. Then
the hidden layer is updated by:
st+1 = φ(It, st,WP ),
where φ is the nonlinear activation function, and WP denotes
the weight parameters which modifies the strength of inter-
action among input neurons, hidden neurons, output neurons
and any other auxiliary units. In most recurrent networks, the
weight parameters WP usually comprise two separate weights,
i.e. U ∈ RNs×L and W ∈ RNs×Ns . Then inputs It and
hidden value st at the t th discrete time are multiplied by
weight U and W , respectively. Due to space constraints, a
detailed description of the hidden layer update for each model
is presented in Table III.
a) Activation Function: Here we follow previous re-
search [13], which mainly uses either activation functions –
sigmoid and tanh – to build recurrent networks. We choose
both for Elman and second-order RNNs. We do not evaluate
the impact of ReLU upon DFA extraction even thought it has
been broadly applied for recurrent networks. This is due to
the fact that DFA extraction needs to perform hidden vector
clustering and the range of the ReLU function between 0 and
infinity makes hidden vector clustering not obvious.
b) Model Parameters: We used recurrent networks with
approximately the same number of weight and bias parameters
(shown in Table I). Specifically, with Elman-RNN and second-
order RNN as examples, we denote the number of hidden
neurons for these models as Ns1 and Ns2 , and denote the
number of weight parameters of these models as NW1 and
NW2 , respectively. Then we have NW1 = Ns1 ×Ns1 +Ns1 ×
NI+Ns1 and NW2 = Ns2×Ns2×NI . By setting NW1≈NW2 ,
we then determine the size of the hidden layer for each model.
c) Input Encoding: For each model, we use one-hot
encoding to process the input symbols. With this configuration,
the input layer is designed to contain a single input neuron for
each character in the alphabet of the target language. Thus,
only one input neuron is activated at each time step.
d) Loss Function: We follow the approach introduced
in [13] and apply the following loss function to all recurrent
networks:
Loss =
1
2
(y − s0T )2.
This loss function is viewed as selecting a special “response”
neuron s0 and comparing it to the label y. s0T indicates the
value of s0 at time T after a model receives the final input
symbol. By using this simple loss function, we expect to
eliminate the potential effect of adding an extra output layer
and introducing more weight and bias parameters. Through
this design, we can ensure the knowledge learned by a model
resides in the hidden layer and its transitions. During training,
we optimize parameters through stochastic gradient descent
and employ the RMSprop adaptive learning rate scheme [40].
C. Procedure of DFA Extraction
a) Configuration of DFA Extraction: Recall the basic
procedure for DFA extraction introduced in Section II. Here
we specify our configurations for each step as follows:
1) By collecting all hidden vectors computed by a RNN on
all strings from a data set generated as previously discussed,
8TABLE III: Description of recurrent networks investigated.
Model Hidden Layer Update Parameters
Elman-RNN [18] st+1 = φ(UIt +Wst + b) U ∈ RNs×NI ,W ∈ RNs×Ns
Second-order
RNN [13] s
t+1
i = φ(
∑
j,kWijks
t
jI
t
k), i, j = 1 . . . Ns, k = 1 . . . NI W ∈ RNs×Ns×NI
MI-RNN [21] st+1 = tanh(α⊗ UIt ⊗Wst + β1 ⊗Wst + β2 ⊗ UIt + b) U ∈ R
Ns×NI ,W ∈ RNs×Ns ,
α ∈ RNs , β1 ∈ RNs , β2 ∈ RNs
LSTM [19]
it+1 = σ(UiI
t +Wis
t), f t+1 = σ(Uf It +Wf st),
ot+1 = σ(UoIt +Wost), gt+1 = tanh(UgIt +Wgst)
ct+1 = ct ⊗ f t+1 + gt+1 ⊗ it+1, st+1 = tanh(ct+1)⊗ ot+1
U∗ ∈ RNs×NI ,W∗ ∈ RNs×Ns
∗ = {i, f, o, g}
GRU [20] z
t+1 = σ(UzIt +Wzst), rt+1 = σ(UrIt +Wrst),
ht+1 = tanh(UhI
t +Wh(s
t ⊗ rt+1)), st+1 = (1− zt+1)⊗ ht+1 + zt+1 ⊗ st
U∗ ∈ RNs×NI ,W∗ ∈ RNs×Ns
∗ = {z, r, h}
we quantize the continuous space of hidden vectors into a
discrete space consisting of a finite set of states. In most
previous research, this quantization is usually implemented
with clustering methods including k-means clustering [32],
[33], [41], hierarchical clustering [42], and self-organizing
maps [43]. Here, we use k-means due to its simplicity and
computational efficiency.
2) With each hidden vector assigned to a unique cluster,
we construct a state transition table. In prior studies, this
is conducted by breadth-first search (BFS) [13] or sampling
approaches [43]. A survey of these methods [15] shows that
BFS approaches can construct a transition table relatively con-
sistently but incurs high computational cost when the size of
alphabet increases. Compared with BFS approaches, sampling
approaches are more computationally efficient. However, they
may introduce inconsistencies when constructing a transition
table. To achieve a trade-off between computation efficiency
and construction consistency, we follow [8], [44] and count
the number of transitions observed between states. Then we
only preserve the more frequently observed transitions.
3) With a transition diagram constructed, we utilize a standard
and efficient DFA minimization algorithm [26] which has
been broadly adopted in previous works for minimizing DFAs
extracted from different recurrent networks and for other DFA
minimization.
b) Random Trials for DFA Extraction: In order to more
comprehensively evaluate the performance of DFA extraction
for different recurrent networks trained on different grammars,
in our experiments we perform multiple trials of DFA extrac-
tion for each RNN on every grammar. In particular, given
a RNN and the data set generated by a grammar, we vary
two factors – the initial value of the hidden vector of this
RNN and the pre-specified value of K (indicating the number
of clusters) for k-means clustering that performs the DFA
extraction. In our prior study [8], we empirically demonstrate
that for a sufficiently well trained (100.0% accuracy on the
training set) second-order RNN, the initial value of hidden
layer has significant influence on the extraction performance
when k is set to small values. This impact can be gradually
alleviated when K increases. We observer that when k is
sufficiently large, the influence of randomly initializing the
hidden layer is negligible. As such, in our experiments for
every pair of a recurrent model and a grammar, we conducted
10 trials with random initialization of the hidden layer of that
model 7. Within each trial, we train this recurrent model on the
training set associated with this grammar until convergence.
Then we apply DFA extraction on this model multiple times by
ranging K from 3 to 15. In total we perform DFA extraction
130 times for each model on each grammar. We tested and
recorded the accuracy of each extracted DFA using the same
test set constructed for evaluating the corresponding recurrent
model. The extraction performance is then evaluated based
on results obtained from these trials of extraction. Through
this, we believe we alleviate the impact of different recurrent
networks being sensitive to certain initial state settings and
clustering configurations.
D. Comparison of the Quality of the Extracted DFAs
In the following experiments, we evaluate and compare the
quality of DFAs extracted from different RNNs trained on
different Tomita grammars. All models are trained to achieve
100.0% accuracy on the training sets constructed for all
grammars. Particularly, LSTM and GRU converge much faster
than other models. This is as expected, since the data sets are
rather simple in comparison with more sophisticated sequential
data, e.g. natural language and programming code, on which
LSTM and GRU have demonstrated impressive successes. The
training results are omitted here due to space constraints.
Given a particular recurrent model and a grammar, the
quality of extracted DFAs is evaluated by calculating from
multiple trails the mean and variance of the accuracy obtained
by extracted DFAs. In Figure 3, we show the results for
grammar 2, 4 and 5 (as representatives for the three categories
of Tomita grammars introduced in Section IV). For each
category of grammars, the results for other grammars are
similar to the results obtained from these three representative
grammars and are provided in the Appendix. In Figure 3, we
observe that on grammars with lower complexity, i.e. grammar
2 and 4, different models behave similarly. Specifically, all
models produce DFAs with gradually increasing accuracy and
decreasing variance of accuracy, and eventually produce DFAs
with near or equal to 100.0% accuracy. It is clear that random
initialization of the hidden layer has an impact on the quality
of extracted DFAs only when K is relatively small and is
alleviated when K is sufficiently large. In particular, it can
be noticed that among all extracted DFAs, DFAs extracted
7For each trial, we select a different seed for generating the initial hidden
activations randomly.
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Fig. 3: Mean and variance of the accuracy obtained by DFAs extracted from all models on grammar 2, 4 and 5. We denote
second-order RNN with sigmoid and tanh activation function by 2nd-Sig and 2nd-Tanh. Similarly, Elman-RNN with these
two activation functions are denoted as Elman-Sig and Elman-Tanh respectively.
from second-order RNN achieve the highest accuracy with
the lowest variance. Upon closer examination, we observe that
the values of K needed by second-order RNNs for extracting
DFAs with near or equal to 100.0% accuracy are smaller than
those needed by other models.
The quality of DFAs extracted from different recurrent
models is rather diverse for more complex grammars. More
specifically, on grammar 5, only second-order RNNs with
sigmoid and tanh activation are able to extract DFAs that
achieve 100.0% accuracy, while all other models fail. This
reflects that all other models, except for second-order RNN,
are sensitive to the complexity of the underlying grammars
on which they are trained. In particular, DFAs extracted from
Elman-RNN with sigmoid and tanh activation, LSTM,
and GRU perform much worse that other models. For the
Elman-RNN, its worse extraction performance may due to
its simple recurrent architecture which somehow limits its
ability to capture complicated symbolic knowledge. However,
the worse results obtained by LSTM and GRU on grammar 5
are surprising. One possible explanation is that for a recurrent
model with a more complicated update activity for its hidden
layer, the vector space of its hidden layer may not be spatially
separable. As a result, clustering methods developed based on
Euclidean distance, including k-means, could not effectively
identify different states. Instead, for LSTM and GRU, the
gate units constructed in these models might function as
decoders for recognizing states that are not spatially separated.
Nevertheless, it is an open question on how to extract DFA
from these more complicated models.
To better illustrate the influence of different grammars on
the quality of extracted DFAs, Figure 4 plots the average
accuracy of 130 DFAs extracted from each model trained on
each grammar, and the entropy of each grammar calculated by
setting N = 20. We only show the the results for second-order
RNN and Elman-RNN with a sigmoid activation function
since the results obtained by these models with the tanh
activation are usually worse. As shown in Figure 4, except
for second-order RNN and MI-RNN, the average accuracy
obtained by DFAs extracted from each model decreases as
the entropy of grammars increases. This result indicates that
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Fig. 4: Average accuracy of DFAs extracted from recurrent
models on Tomita grammars. Left vertical axis: entropy. Right
vertical axis: average accuracy of extracted DFAs.
it is generally more difficult for recurrent models to learn a
grammar with higher level of complexity. In general, DFAs
extracted from second-order RNN have consistently higher
accuracy across all grammars. This better performance of
second-order RNN on DFA extraction raises questions regard-
ing the quadratic interaction between input and hidden layers
used by this model and whether such an interaction could
improve other models DFA extraction.
E. Comparison of the Success Rate of DFA Extraction
In the following experiments, we evaluate and compare
different models for their rate of success in extracting the
correct DFAs associated with the Tomita grammars. The
results are presented in Figure 5. Recall that the success rate
of a recurrent model obtained with a grammar is calculated
as the percentage of extracted DFAs with 100.0% accuracy
among all 130 DFAs. The ordinate labels the success rate in
the range from 0.0% to 100.0%, and is increased by 10.0%
on the abscissa. The horizontal axis is labeled for each Tomita
grammar with their corresponding index.
In Figure 5 we observe that the alignment between the
overall variations of success rates and the changes of gram-
mars’ complexity is not as obvious as was previously shown
in Figure 4. This is as expected because when calculating
the success rate, DFAs with close to 100.0% accuracy are
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1
2
1
0
0 1
Fig. 6: DFA example for
Tomita grammar 1.
excluded. Recall from the results shown in Figure 4, it can be
seen that there are a considerable amount of “good” but not
correct extracted DFAs. Despite this difference in the success
rates obtained by different models across different grammars,
we find that on grammars with lower complexity, all models
are capable of producing correct DFAs. In particular, all
models achieve much higher success rates on grammar 1. This
may due to the reason that the DFA associated with grammar
1 has the fewest number of states (two states as shown in
Figure 6) and simplest state transitions among all other DFAs.
Thus, the hidden vector space of all models is much easier
to separate during training and identify during extraction. As
for other grammars with lower complexity, their associated
DFAs have both larger number of states and more complicated
state transitions. Consider grammar 2 for example. While this
grammar has the same level of complexity as grammar 1, its
associated DFA has both a larger number of states and more
complicated state transitions, as shown in Figure 1. As such,
the success rates obtained by most recurrent models on these
grammars (except for grammar 1) rarely exceeds 50.0%.
Another interesting observation is that the experimental
results shown in this and the previous sections both indicate
that the performance of DFA extraction for second-order
RNN is generally better than or comparable to that of other
models on grammars with lower levels of complexity. For
grammars with higher levels of complexity, the second-order
RNN enables a much more accurate and stable DFA extraction.
Also, generally speaking, MI-RNN provides the second best
extraction performance. Recall that second-order RNN has a
quadratic form of interaction between weights and neurons
(introduced in Section III). Thus, the multiplicative form of
interaction used in MI-RNN can be regarded as an approxi-
mation to the quadratic interaction used in second-order RNN.
This may imply that these special forms of interaction adopted
by second-order RNN and MI-RNN are more suitable for
generating spatially separable states and representing the state
transition diagrams. Especially, we observe that on grammar
5 and 6, which have the highest complexity, only second-
order RNN and MI-RNN are able to provide correct DFAs
through extraction, while all other recurrent models fail. It
is also worth noting that the Elman-RNN, especially Elman-
RNN with the tanh activation function, 8 obtains the worst
success rates on most grammars. In particular, on grammar
2, while the accuracy of DFAs extracted from Elman-RNN is
close to 100.0% (as shown in Figure 3a), the success rate of
Elman-RNN is only around 10%. As for LSTM and GRU,
their success rates are consistent with the results shown in
Section V-D.
VI. CONCLUSION AND FUTURE WORK
We conducted a careful experimental study on learning
and extracting deterministic finite state automata (DFA) from
different recurrent networks, in particular the Elman-RNN,
second-order RNN, MI-RNN, LSTM and GRU, from the
Tomita grammars. We observe that the second-order RNN
provides the best and most stable performance of DFA extrac-
tion on Tomita grammars in general. In particular, on certain
grammars, the performance of DFA extraction for second-
order RNN is significantly better than other recurrent models.
Our experiments also show that, for all models except for
second-order RNN, their performance of DFA extraction varies
significantly across different Tomita grammars. This incon-
sistency is explained through our analysis on the complexity
of Tomita grammars. Specifically, we introduce two metrics
– the entropy and average edit distance – for describing the
complexity of regular grammars with binary alphabet. Based
on our metrics, we categorize seven Tomita grammars into
three classes where each class has similar complexity. The
categorization is consistent with the results observed in the
experiments.
We apply a generic compositional DFA extraction approach
to all recurrent networks studied. Future work will include
evaluating and comparing different DFA extraction approaches
under the evaluation framework introduced in this study. Also,
we could study and exploit the quadratic interaction taken by
second-order RNN for training recurrent networks in order to
combine desirable performance with reliable rule extraction.
In addition, we intend to study the performance of DFA
extraction on real-world applications. Another direction would
be to see if other activation functions, such as ReLU can be
used. It would also be interesting to explore this approach on
8This result implies that the choice of activation function may also affect
DFA extraction. A study of activation effects is a problem that could be
included in future work.
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large scale grammar problems and to extend our theoretical
analysis to more general grammars and those with larger
alphabets.
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APPENDIX A
PROOF OF PROPOSITION 1
Proof. Given any concentric ring shown in Figure 2, let R
denote the number of consecutive runs of strings and RP and
RN denote the number of consecutive runs of positive strings
and negative strings in this concentric ring respectively. Then
we have E[F ] = E[R]−1 = E[Rp] + E[Rn]−1. Without loss
of generality, we can choose the first position as θ = 0 in the
concentric ring. Then we introduce an indicator function I by
Ii = 1 representing that a run of positive strings starts at the
i-th position and Ii = 0 otherwise. Since Rp =
∑2N
i=1 Ii, we
have
E[Rp]=
2N∑
i=1
E[Ii] and E[Ii]=
{
mp/2
N , i = 1
mnmP /2
N (2N − 1), i 6= 1.
As such, we have
E[RP ] =
mp(1 +mn)
2N
and E[RN ] =
mn(1 +mP )
2N
.
By substituting E[F ] into (1), we have
H(G) = 1 + lim sup
N→∞
log2
(
rp(1− rp)
)
N
. (9)
APPENDIX B
PROOF OF THEOREM 1
In both the Definition 2 and Proposition 1, we use lim sup
to cover certain particular cases, for instance when N is set to
odd value for grammar 5. In the following proof, without loss
of generality, we use lim instead of lim sup for simplicity.
According to Proposition 1, for any regular grammar G with
binary alphabet, its entropy H(G) ∈ [0, 1]. It can be checked
that the maximum value of H(G) is 1 when rp = 0.5. Also,
the minimum value of H(G) is 0 and can be reached when
rp = 0 or 1. However, rp = 0 or 1 are only allowed for
grammars that either accept or reject any binary string, hence
are not considered this theorem. As such, in our case, we
take the value of entropy as minimum when rp = 1/2N or
1− 1/2N . In the following, we only discuss the former case
due to space limit, the latter can be similarly derived.
Proof. For each class of grammars, given that their mp takes
the corresponding form shown in Theorem 1, the proof for the
sufficient condition is trivial and can be checked by applying
L’Hospital’s Rule. As such, in the following we only provide
a proof for the necessary condition.
From (9), we have:
H(G) = lim
N→∞
log2(mp · 2N −m2p)
N
− 1
= lim
N→∞
m′p · 2N + ln 2 · 2N ·mp − 2mp ·m′p
ln 2 · (mp · 2N −m2p)
− 1
= lim
N→∞
m′p · 2N + ln 2 ·m2p − 2mp ·m′p
ln 2 ·mp · (2N −mp) .
It is easy to check that limN→∞
m′p
mp
exists for regular
grammars, then we separate the above equation as follows:
H(G) = lim
N→∞
m′p
ln 2 ·mp + limN→∞
1− m
′
p
ln 2·mp
2N
mp
− 1 .
It should be noted that the second term in the above equation
equals 0. Specifically, assuming that mp has the form of α ·bN
where b < 2 (b cannot be larger than 2 for binary alphabet),
then the denominator of the second term is infinity. If mp has
the form of α ·2N , then the numerator tends to zero while the
denominator is finite. As such, we have
H(G) = lim
N→∞
m′p
ln 2 ·mp .
If H(G) = 0, then we have limN→∞
m′p
mp
= 0, indicating
that the dominant part of mp has a polynomial form of N
hence mp ∼ poly(N).
If H(G) = t 6= 0, then we have limN→∞ ln(mp)tN ln 2 = 1,
which gives that mp ∼ β · 2tN , where β > 0. If t = log2 b,
then we have mp ∼ β ·bN where b < 2. Furthermore, if t = 1,
we have mp ∼ α · 2N where α ∈ [0, 1).
Here we calculate the mp for grammar 4, 5 and 7 which
falls into each of the three classes of grammars, respectively.
(a) mp(G4) = α ·bN , where α = 1/3 · (19 + 3
√
33)1/3 +
1/3 · (19 − 3√33)1/3 + 1/3 and β = {3(586 +
102
√
33)1/3}./{(586 + 102√33)2/3 + 4 − 2(586 +
102
√
33)1/3}. The calculation is similar to calculating
Tribonacci number [45];
(b) mp(G5) = α · 2N . When N is odd/even, α = 0/0.5;
(c) We can classify all positive strings associated with gram-
mar 7 into groups: 1+0+1+0+, 0+1+0+, 1+0+1+, 1+0+,
0+1+, 1+ and 0+, where + indicates 1 or more rep-
etitions. By simple combinatorics, we have mp(G7) =
C3N−1 + 2C
2
N−1 + 2C
1
N−1 + 2.
APPENDIX C
CALCULATION OF THE AVERAGE EDIT DISTANCE OF
TOMITA GRAMMARS
(a) For grammar 1, 2 and 7, their corresponding D(G1,2,7) =
∞ as N → ∞. Take grammar 1 as an example. Given N ,
there is only one positive string xp, which consists of N 1’s.
According to (5), we have
1
|XNp |
∑
xp∈XNp
dedit(xp, X
N
n ) = 1,
1
|XNn |
∑
xn∈XNn
dedit(xn, X
N
p ) =
1
2N − 1(C
1
N + · · ·+NCNN )
=
N
2
2N
2N − 1 .
(10)
By substituting (10) into (6), we have
D(G1) = lim
N→∞
1
2
(N
2
2N
2N − 1 + 1
)
=∞. (11)
Similar results can be obtained for grammar 2 and 7.
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Grammar 1 Grammar 3 Grammar 6 Grammar 7
Fig. 7: Graphic representation of the distribution of strings (1 ≤ N ≤ 8) for grammars 1, 3, 6 and 7.
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Fig. 8: Mean and variance of the accuracy of DFAs extracted by all models on grammars 1, 3, 6 and 7.
(b) For grammar 3 and 4, their average edit distance
D(G3,4) > 1. Take grammar 3 as an example, it is easy to
check that dedit(xp, XNn ) = 1 for any xp. For a negative string
xN = . . . vu . . . or . . . uv . . . , where u denotes any substring
that is recognized by grammar 3, and v denotes any string
that is rejected by grammar 3. The minimum k substitutions
required to convert xn into any xp, depends on the number
of occurrences of v, which can be larger than 1. As such,∑
xn∈XNn dedit(xn, X
N
p ) > |XNn |, hence D(G3) > 1.
(c) For grammar 5 and 6, their average edit distance
D(G5,6) ≡ 1. Specifically, for grammar 5, we only consider
the case when N is even, otherwise there are no positive
strings hence XNp is empty. Given that N is even, it is clear
that dedit(xp, XNn ) = dedit(xn, X
N
p ) and |XNp | = |XNn |. Then
we have D(G5) ≡ 1. For grammar 6, it is easy to check that
dedit(xp, X
N
n ) = 1 for any xp, and
∑
xn∈XNn
dedit(xn, X
N
p ) =
{
|XNn |+ 2 if N ≡ 1 (mod 3)
|XNn | otherwise .
(12)
Then we have D(G6) = 1 when N →∞.
APPENDIX D
PROOF OF PROPOSITION 2
Proof. It is clear to show that
0 ≤ lim sup
N→∞
1
N
log2D
N (G) ≤ lim sup
N→∞
1
N
log2N = 0. (13)
As such we have
lim sup
N→∞
1
N
log2(D)
= lim sup
N→∞
1
N
log2
(rpDNn + (1− rp)DNp
2rp(1− rp)2N
)
(2rp(1− rp)2N )
≤ lim sup
N→∞
1
N
(
log2(2rp(1− rp)2N ) + log2DN (G)
)
≤ H(G) + lim sup
N→∞
1
N
log2D
N (G).
(14)
where D = rpDNn + (1 − rp)DNp . Since the sequence
limN→∞ 1N log2D
N (G) is bounded and converges to zero,
we have H(G) = lim supN→∞
1
N log2(D).
