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The accuracy of some density functional (DF) models, widely used in material science, depends
on empirical or free parameters which are commonly tuned using reference physical properties. The
optimal value of the free parameters is regularly found using grid search algorithms, which compu-
tational complexity scales with the number of points in the grid. In this report, we illustrate that
Bayesian optimization (BO), a sample-efficient machine learning algorithm, can efficiently calibrate
different density functional models, e.g., hybrid-exchange-correlation and range-separated density
functionals. We present that, BO can optimize the free parameters of hybrid-exchange-correlation
functionals, with approximately 55 evaluations of the root-mean-square or mean-absolute error func-
tions of the atomization energies and the bond length of the Gaussian-1 (G1) database. We also
illustrate that BO can identify, without any prior information, the most appropriate exchange-
correlation functional by navigating through the space of density functional models. We optimize
and select the free parameters and the exchange-correlation functional form jointly by also minimiz-
ing the root-mean-square error function with respect to the atomization energies of the G1 database
using BO.
Introduction. Computational models based on density
functional theory (DFT) is the workhorse of quantum
mechanical simulations for predicting structures, energet-
ics, and other physical properties across different fields.
While DFT is in principle an exact theory, most of den-
sity functional (DF) models are not considered ab initio
methods as they contain empirical parameters [1]. Over
the last decades a great variety of DF models have been
proposed [2, 3]. With the large variety of DF models it
is critical to understand which model better predicts the
physical properties of the system of interest. This has
lead to a large number of benchmark studies where dif-
ferent DF models are compared [3–6]. However, due to
the wide range of applications of DF models in material
science, an automated model selection method is neces-
sary for an accurate prediction of molecular properties
[7].
The selection of physical models can be formulated as
an optimization problem where the free parameters of a
model, denoted as x, are tuned to best reproduce the
physical properties [8, 9]. Commonly a loss or cost func-
tion, L, is used to determine the relation between the
free parameters and the accuracy of the models. The
minimizer of L is the value of the free parameters for the
most accurate model,
x∗ = arg min
x∈R`
L(x). (1)
Any L function can be minimized using gradient-based
methods [8, 9] by computing the change of L with respect
to its parameters. For DF models, the gradient of L
with respect to any of the free parameters xi may not
have a simple analytical form since it also depends on
the physical property, denoted as Rmi , chosen to evaluate
the accuracy of the model, ∂L∂xi ∝
∂Rmi
∂xi
. Because of the
complexity to compute the gradient of L with respect
the xi, grid search methods are the common approach
to optimize DF [1, 10–12]. In this letter we present a
scheme based on a machine learning (ML) algorithm to
efficiently screen different DF models.
ML algorithms have been demonstrated to be power-
ful numerical tools to simulate many-body physics [13–
20], e.g., reducing the computational complexity in DF
calculations by bypassing the Kohn-Sham equations [21–
23]. Likewise, Bayesian ML models have been used to
study quantum systems [24]; for instance, the optimiza-
tion for producing Bose-Einstein condensates [25], simu-
late chemical reactions [26, 27] and controlling a robot to
do chemical synthesis [28, 29], both using a probabilistic
regression model. Additionally, the error of DF models
has also been estimated using Bayesian statistics [30–36].
One of the most important results of ML are the
optimization methods designed to minimize complex
functions to train and select ML models [8, 9]. Bayesian
optimization (BO) is one of the most common ML
algorithms used to minimize functions whose gradients
can not be computed [37, 38]. In the field of molecular
physics, BO was recently used to generate low-energy
molecular conformers [39, 40], and to build global
potential energy surfaces for reactive molecular systems
using feedback from quantum scattering calculations
[41]. BO has also been applied to efficiently screen for
chemical compounds [42–44], and to minimize the energy
function for the Ising model [45]. In this contribution
we demonstrate that the parameters of a DF model
can be efficiently tuned using BO. We consider two
cases, i) the search for the optimal values of the free
parameters DF, e.g., hybrid exchange-correlation (XC)
and range-separated functionals, and ii) the search for
the most accurate XC functional form. The value of the
methodology presented here is clear since automation to
improve DF models is one of the most important goals in
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Method. Bayesian optimization is a sequential search
algorithm designed to find the global minimizer (or max-
imizer) of an unknown non-analytic or oracle function,
Eq. 1. BO requires two components: a model that ap-
proximates L and an acquisition function, α(x) [37, 38].
Here we use Gaussian process (GP) models as the proba-
bilistic model to approximate L [46]. GP model is a non-
parametric regression model f(x), whose function values
f(x1), · · · , f(xN ) are jointly Gaussian distributed. The
prediction of a new point using GP models is carried out
by computing the conditional distribution of L(x∗) given
training data, denoted as D = {X,y}. The conditional
distribution has a closed form characterized by its mean,
µ(x∗), and standard deviation, σ(x∗),
µ(x∗) = K(x∗, X)>
[
K(X,X) + σ2nI
]−1
y (2)
σ(x∗) = K(x∗,x∗)
−K(x∗, X)>
[
K(X,X) + σ2nI
]−1
K(x∗, X),(3)
where K(·, ·) is the design or covariance matrix with ma-
trix elements Ki,j = k(xi,xj), where k(·, ·) is the kernel
function. For this work we used the radial basis function
(RBF) kernel,
kRBF (xi,xj) = exp
(
−1
2
(xi − xj)>M(xi − xj)
)
, (4)
where M is a diagonal matrix that has different length-
scale parameter, `d, for each dimension of x. All `d are
described as θ. The parameters of the kernel function are
optimized by maximizing the log marginal likelihood,
log p(y|X, θ) = −1
2
y>K(X,X)−1y
−1
2
log |K(X,X)| − N
2
log(2pi), (5)
whereN is the total number of points inD and |K(X,X)|
is the determinant of the design matrix. For more details
on GP models, see Refs. [46, 47].
The goal of BO is to reduce the computational com-
plexity of minimizing L, by iteratively minimizing α(x),
which is less computationally demanding [37, 38]. In BO,
the acquisition function quantifies the informational gain
if L were evaluated at a new point, L(xN+1). Here, we
only considered two acquisition functions: the expected
improvement (EI),
αEI(x) = (µ(x)− ymax)Φ(z(x; ymax)) + σ(x)φ(z(x; ymax)),
(6)
where z(x; ymin) = (µ(x) − ymin)/σ(x), Φ(·) is the nor-
mal cumulative distribution and φ(·) is the normal prob-
ability distribution. ymin is the minimum value observed
in the training data, ymin = arg min y. Secondly, we
considered the upper confidence bound (UCB),
αUCB(x) = µ(x) + κσ(x), (7)
where κ is the exploration-exploitation constant. For all
the results presented in this work we set κ = 1. For both
acquisition functions, µ(x) and σ(x) are the mean and
the standard deviation from a GP model, Eqs. (2) and
(3). By sequentially minimizing the acquisition function
and evaluating L in the proposed points, BO finds the
minimum/maximum of a non-analytic function, such as
L [55].
The most common DF methods are the hybrid-density
functionals, introduced by Becke [10, 11], which combine
local and non-local treatments of exchange (X) and cor-
relation (C) with the Hartree-Fock (HF) exchange,
Eacm3XC = E
LSD
XC + a0(E
exact
X − ELSDX ) + aX(EGGAX − ELSDX )
+aC(E
GGA
C − ELSDC ), (8)
where a0, aX , and aC are adjustable parameters, E
GGA
X
and EGGAC are the generalized gradient approximation
(GGA) exchange and correlation functionals, and ELSD
is the local spin density (LSD) part. Hybrid functionals
of the form of Eq. 8 are usually referred to collectively
as ACM3 [10, 11, 53]. In the following section we present
how BO can optimize the values of a0, aX , and aC , and
select the most accurate par of XC functional given a
benchmark set of physical properties, Rexactmi .
Results. The loss function we considered for the opti-
mization of all the different DF models is the root mean
square error (RMSE) function,
LRMSE =
√√√√ 1
|M |
|M |∑
mi
(
Rˆmi(x;Mi)−Rexactmi
)2
, (9)
where Rexactmi is the atomization energy mi of the
Gaussian-1 (G1) database [49–51] and Rˆmi is the atom-
ization energy predicted with a DF modelMi. x are the
free parameters of Mi and |M | is the total number of
physical properties used in the error function, |M | = 32.
All the DF calculations are performed with the Gaussian
09 suite [48], and the molecular geometries used in the
DF calculations were optimized with MP2/6-31G(d).
First we optimized the free parameter a0 of PBE0
where, aX = 1 − a0 and aC = 1 [52–54] using BO with
the UCB acquisition function with κ = 1, and the ba-
sis set 6-31G(d) . With only 6 total evaluations of L,
BO found that the lowest RMSE is when a0 = 0.1502;
RMSE = 10.08 kcal mol−1. The value of the RMSE pre-
dicted with the original PBE0 [53, 54], a0 =
1
4 , is 11.30
kcal mol−1 [55].
We also considered the jointly optimization of the a0,
aX , and aC for 30 different XC functionals using BO;
combination of 5 different X functionals [56], EX , and 6
different C functionals [57].
For each XC functional we carried out 5 different op-
timizations with different 15 initial points, N0 = 5 × d
where d is the dimensionality of L, d = 3. These points
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FIG. 1: Lowest RMSE, Eq. 9, found by BO averaged
over 5 different optimizations for 30 different XC
functionals where Rmi are atomization energies of the
G1 molecules [49–51]. We considered 5 different
exchange functionals, each X functional is color and
hatch coded in the inset of the graph, and the horizontal
axis labels represent the 6 different C functionals. For
each XC functional, we optimized the free parameters of
Eq. (8) by initializing BO with 5 different set of points,
N0 = 15, sampled with LHS. We use the UCB
acquisition function with κ = 0.1 [59]. The maximum
number of points allowed in the BO algorithm was 70,
including the initial points. The values of a0, aX and aC
for all 30 XC functionals are reported in Table III SM.
were sampled using the latin hyper cube sampling (LHS)
algorithm [58] to avoid sampling multiple points close to
each other. For all calculations we used 6-31G(d) and
the molecular geometries were optimized with MP2/6-
31G(d). The lowest RMSE found by BO for each XC
functional is displayed in Fig. 1. For each optimization,
the maximum number of iterations allowed was 70 total
points including the LHS points. The optimized coeffi-
cients for all 30 XC functionals are reported in Table III
SM.
As it is mentioned above, the goal of BO is to cir-
cumvent the optimization problem of L to a sequential
optimization of α(x), which is a less computational de-
manding task. In the case of the UCB function, the
exploration-exploitation constant κ allows us to probe
the space of L without being trapped in a possible local
minimum. In the limit where σ(x) > µ(x), the maximum
of αUCB is where the GP model is less certain, allowing
us to explore the space. When σ(x) < µ(x), αUCB al-
lows to explode and converge towards the minimum of L
in the case for DF methods. The quality of points that
are proposed by the acquisition function is a key compo-
nent in BO [37, 38]. For instance, as shown in Fig. 2 we
illustrate that as the number of iterations increase in the
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FIG. 2: Lowest RMSE at each iteration of the BO
algorithm for the optimization of the free parameters of
Eq. (8) for the B-LYP (upper panel) and PBE-PBE
(lower panel) functionals. We used two different
acquisition functions: •-symbol for the αUCB with
κ = 0.1 and ×-symbol for the αEI . The RMSE is
computed using Eq. 9, where Rmi are atomization
energies of the G1 molecules [49–51]. In each iteration
of the BO algorithm, we plot the mean (symbols) and
standard deviation (shaded area) for the lowest RMSE,
averaged over 5 independent runs. For each
optimization we considered 15 different initial points,
sampled with LHS.
BO algorithm the GP model becomes more certain about
where the minimum of L is located. With approximately
50 total evaluations of L, including the LHS points, BO
found the optimal values of a0, aX , and aC for a given
XC functional.
We compare the efficiency of BO by using a grid with
725 points to search for the minimum of a0, aX , and
aC for the B-LYP functional. The lowest RMSE found
was 8.17 kcal mol−1. ∆ai = 0.1 is the space between
points in the grid. The RMSE for the B-LYP functional
found by BO is 7.91 kcal mol−1, and 8.07 kcal mol−1 for
4PBE-PBE; both results were averaged over 5 different
BO optimizations, Fig. 2. a0 = 0.1100, aX = 0.8293
and aC = 0.0201 are the optimized coefficients for the
B-LYP functional; while for PBE-PBE, a0 = 0.1028,
aX = 0.8708 and aC = 0.0292, all obtained using BO,
Table I. The RMSE for the functionals with their well
known versions, B3LYP [61, 62] and PBE0 [10], are
9.48 kcal mol−1 and 11.3 kcal mol−1 respectively. It is
important to note that the result of BO is independent
of the initial set of points sampled with LHS, Fig. 2. In
Ref. [12] the optimization of free parameters of B-LYP
with a denser grid, three million calculations, was done.
With BO the total number of calculations is a few
thousand, O(M ×NBO) ≈ 2500, where M is the number
of DF calculations, for a single evaluation of L, and
NBO is the number of iterations BO requires to find the
minimum of L; for the results presented here M = 39, 7
atomic and 32 molecular calculations, and NBO ≈ 60.
We also studied the impact in the accuracy of the
XC functionals for different basis sets; the values of a0,
aX , and aC were optimized with BO. We compared the
results of PBE-PBE and B-LYP with the PBE0 and
B3LYP functionals; Tables III-VIII SM. We found that
for all different basis set sizes the results predicted with
the XC functionals, with a0, aX , and aC optimized with
BO, the accuracy of the predicted physical properties is
higher. Furthermore, we found that the accuracy of XC
functionals with optimized parameters and smaller basis
sets is still more accurate than standard XC function-
als. For example, the predicted RMSE with PBE0/6-
311++G(df, pd) is 16% larger than the one predicted
with PBE-PBE/6-311G(d, p), Tables V and VI SM. For
the B3LYP/6-311++G(d, p) functional, the predicted
RMSE is 3.9% larger than B-LYP/6-311++G(d, p), Ta-
bles V and VI SM.
Using larger basis sets, we found that PBE-PBE/6-
311++G(df, pd) is 15% more accurate that PBE0/6-
311++G(3df, 3pd) for the atomization energies of the G1
data set, Table II. However, the B-LYP functional with 6-
311++G(df, pd) basis set is only 1.3% more accurate than
the B3LYP functional with 6-311++G(3df, 3pd), Table
II. For the results reported in Table II, we optimized a0,
aX , and aC by minimizing the RMSE of the atomization
energies of the G1 molecules using BO with the UCB
acquisition function with κ = 0.1. The molecular geome-
tries used during the calculations were optimized in each
step of the BO algorithm using each set of values of a0,
aX , and aC proposed by the acquisition function at each
iteration.
From Table I, we can observe that the optimized
values of a0 and aX remained similar for basis sets
with different sizes, but for both XC functionals the
value of aC increased with the size of the basis set. For
example, for the PBE-PBE functional aC changed from
0.0292 to 0.3537. In the case of the B-LYP functional,
TABLE I: Optimized values of a0, aX , and aC for the
PBE-PBE and B-LYP functionals with BO for different
basis sets. We used BO with the UCB acquisition
function to minimize the RMSE of the atomization
energies of the G1 molecules [49–51]. We also report the
values of a0, aX , and aC of the PBE0 and B3LYP
functionals.
EXC basis set a0 aX aC
PBE0a – 0.25 0.75 1.0
B3LYPb – 0.20 0.72 0.81
PBE-PBEc
6-31G(d) 0.1028 0.8708 0.0292
6-311G(d, p) 0.1173 0.8742 0.1967
6-311++G(df, pd) 0.1293 0.8855 0.3537
B-LYPc
6-31G(d) 0.1100 0.8293 0.0201
6-311G(d, p) 0.1500 0.7658 0.3748
6-311++G(df, pd) 0.1924 0.6962 0.7080
a Refs. [53, 54]
b Refs. [10, 61, 62]
c Tables III SM and VIII SM
the value of aC found by BO switched from 0.0201 to
0.7080. Additionally, the values of a0, aX , and aC of the
B-LYP functional, optimized with 6-311++G(df, pd),
are similar to the values of a0, aX , and aC of the B3LYP
functional [10].
In the previous results, we used BO to minimize the
RMSE of atomization energies to optimize the a0, aX ,
and aC of different XC functionals. Here, we illustrate
that BO can also optimize the free parameters of XC
functionals for different physical properties, such as
geometrical parameters. We optimized a0, aX , and
aC of 30 different XC functionals by minimizing the
RMSE of the predicted geometrical parameters of the 15
diatomic molecules of the G1 data set [49–51], Table III.
For each XC functional we carried out 3 different op-
timizations, each with different 15 initial points sampled
with the LHS algorithm [58]. The maximum number of
iterations allowed, for each optimization, was 60 total
points including the LHS points. The averaged lowest
RMSE found by BO for each XC functional is displayed
in Fig. 3. We use the UCB acquisition with κ fixed to
0.1 and for all calculations we used the 6-311G(d, p) ba-
sis set. From Fig. 3 we can observe that any-value of κ
bellow 0.75 can find the minimum of the RMSE before
60 total evaluations. The optimized coefficients for all 30
XC functionals are reported in Table IV SM.
To validate the accuracy of the optimized XC func-
tionals we compare the results with two of the standards
XC functionals, PBE0 and B3LYP. In Table III, we
reported the values of the bond length values of the 15
diatomic molecules of the G1 data set. We can observe
that for both XC functionals the optimization of a0, aX ,
5TABLE II: Theoretical and experimental atomization
energies of the G1 molecules [49–51] predicted with
different EXC functionals and two different basis sets.
We optimized the free parameters of PBE-PBE and
B-LYP with BO using the UCB acquisition function
with κ = 0.1, Tables V-VIII SM.
Molecule PBE0a B3LYPa PBE-PBEa,c B-LYPa,d PBE-PBEb,e B-LYPb,f Exp.g
H2 98.00 103.84 107.51 107.06 105.59 104.26 103.5
LiH 50.72 56.39 59.52 59.06 57.84 56.76 56.0
BeH 52.90 55.05 56.26 56.56 55.63 55.25 46.9
CH 79.00 81.53 82.38 82.08 82.18 81.31 79.9
CH2(trip.) 179.30 177.95 179.90 178.92 180.12 178.51 179.6
CH2(sing.) 133.40 138.15 137.74 137.74 139.02 138.62 170.6
CH3 289.75 291.42 294.26 293.56 293.43 292.28 289.2
CH4 389.68 393.03 397.46 396.90 395.13 394.39 392.5
NH 80.63 83.53 83.27 83.08 83.81 82.96 79.0
NH2 171.25 176.27 175.35 175.31 176.16 175.33 170.0
NH3 273.60 279.80 278.64 278.99 279.91 279.76 276.7
OH 100.69 103.30 101.35 101.63 103.01 102.84 101.3
OH2 214.16 218.23 214.05 214.78 217.38 217.74 219.3
FH 131.65 134.11 129.68 130.31 133.46 133.88 135.2
Li2 19.06 20.48 22.44 20.78 21.84 20.55 24.0
LiF 130.91 135.84 134.65 135.00 134.99 135.04 137.6
HCCH 387.55 386.51 387.38 386.98 387.73 387.59 388.9
H2CCH2 532.05 531.64 534.17 533.58 533.41 533.25 531.9
H3CCH3 665.42 665.12 670.39 669.57 667.58 667.39 666.3
CN 176.13 176.68 178.19 177.13 178.30 176.48 176.6
HCN 301.45 303.66 304.24 304.17 304.09 303.73 301.8
CO 253.36 253.11 252.53 252.87 252.09 252.59 256.2
HCO 273.49 273.32 272.73 272.56 273.02 273.07 270.3
H2CO 356.92 358.00 358.08 358.09 358.23 358.32 357.2
H3COH 478.70 480.54 479.37 479.72 480.11 481.04 480.8
N2 221.97 226.12 225.23 225.41 225.03 224.45 225.1
H2NNH2 402.04 408.60 407.09 407.67 408.01 408.49 405.4
NO 151.24 152.96 152.45 152.32 151.97 151.46 150.1
O2 122.36 121.68 121.73 121.19 120.03 119.74 118.0
HOOH 247.09 251.18 248.88 249.44 249.40 250.06 252.3
F2 32.63 34.76 35.99 35.20 33.32 32.87 36.9
CO2 386.40 382.39 380.60 381.04 380.72 381.61 381.9
RMSE 7.378 6.350 6.763 6.670 6.326 6.263
MAE 3.845 3.067 3.853 3.711 3.405 3.094
a 6-311++G(df, pd)
b 6-311++G(3df, 3pd)
c a0 = 0.1173, aX = 0.8742, aC = 0.1967.
d a0 = 0.1293, aX = 0.8855, aC = 0.3537.
e a0 = 0.1500, aX = 0.7658, aC = 0.3748.
f a0 = 0.1924, aX = 0.6962, aC = 0.7080.
g From Refs. [49–51]
and aC with BO yields to more accurate results.
BO can also be applied to optimize range-separated
density functionals [63–66] using the mean absolute error
(MAE) function [67]. In Ref. [68] we demonstrated that
BO can optimize the parameter in the Yukawa potential
between electrons, commonly denoted as γ [63–66]. We
used the absolute difference between the highest occupied
molecular orbital (HOMO) predicted with LCY-PBE and
the ionization potential (IP) for the hydrogen molecule;
LMAE =
∣∣∣EˆHOMOH2 (γ)− IP ∣∣∣ . (10)
We demonstrated that, with a total of 6 points, the
value of γ for the LCY-PBE functional differed by 0.04
with respect to the reference one, γˆ = 1.2, obtained
with a brute-force search algorithm. We used the UCB
acquisition function with κ = 1 for these calculations [68].
We also optimized the values of a0, aX , and aC , for
the PBE-PBE and B-LYP functionals by minimizing the
MAE for the atomization energies of the G1 data set
with BO. We used the molecular geometries optimized
with MP2/6-31G(d) and the UCB acquisition function
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FIG. 3: (upper panel) Lowest RMSE, Eq. 9, found by
BO averaged over 3 different optimizations for 30
different XC functionals where Rmi is the bond length
of the 15 diatomic molecules of the G1 molecules
[49–51]. We considered 5 different X functionals, colour
and hatch coded in the inset of the graph, and the
horizontal axis labels represent the 6 different C
functionals. For each XC functional, Eq. (8), we
optimized the free parameters by initializing BO with 3
different set of initial points, N0 = 15, sampled with
LHS. For all optimizations, we use the UCB acquisition
function with κ = 0.1. The maximum number of points
allowed in the BO algorithm was 60, including the
initial points. (lower panel) Lowest RMSE at each
iteration of the BO algorithm for the optimization of
the free parameters of Eq. (8) for the B-LYP functional.
Each curve represents a different value of κ used in the
UCB acquisition function.
with κ = 0.1, 7. All energy calculations were done
using 6-311G(d, p). The optimized free parameters of
PBE-PBE and B-LYP functionals are reported in Table
IX SM. For the PBE-PBE functional, a0 = 0.1231,
aX = 0.8977, and aC = 0.4960 with MAE = 3.398 kcal
mol−1; and for B-LYP, a0 = 0.1663, aX = 0.7233, and
6TABLE III: Theoretical and experimental bond lengths
[A˚] of G1 molecules [49–51] diatomic molecules. All
values reported are obtained with 6-311G(d, p). The
RMSE and MAE were computed with respect to the
experimental bond lengths [49–51].
Molecule PBE0a B3LYP B-LYPb,d PBE-PBEc,d Exp.e
H2 0.745 0.744 0.741 0.738 0.742
LiH 1.597 1.592 1.588 1.587 1.595
BeH 1.347 1.344 1.339 1.338 1.343
CH 1.126 1.128 1.125 1.123 1.120
NH 1.040 1.044 1.042 1.040 1.045
OH 0.971 0.975 0.974 0.973 0.971
FH 0.916 0.920 0.919 0.918 0.917
Li2 2.705 2.705 2.694 2.694 2.670
LiF 1.559 1.560 1.565 1.566 1.564
CN 1.163 1.166 1.166 1.166 1.172
CO 1.125 1.127 1.127 1.127 1.128
N2 1.093 1.095 1.096 1.096 1.098
NO 1.143 1.148 1.149 1.149 1.151
O2 1.194 1.206 1.207 1.208 1.207
F2 1.401 1.408 1.412 1.416 1.412
RMSE 1.1E-2 9.68E-3 7.04E-3 7.21E-3
MAE 7.33E-3 5.30E-3 4.19E-3 4.67E-3
a From Ref. [53]
b a0 = 0.1467, aX = 0.6323 , aC = 0.001.
c a0 = 0.1979, aX = 0.7957 , aC = 0.001.
d Optimized with BO and αUCB with κ = 0.1.
e From Refs. [49–51]
aC = 0.7827 with MAE = 3.134 kcal mol
−1.
As it is known, some XC functionals tend to better
describe some molecular systems than others. This has
inspired multiple works where various DF models are
compared to each other using different benchmarks [3–
6, 69]. This can also be observed in Fig. 1 where the
RMSE is lower when the correlation functional is LYP or
P86. Taking this into account, we wondered if BO could
also help us identify the most appropriate XC functional.
From Eqs. (9–10) it can be observed that L is a function
of the DF model too, L = f(Mi, a0, aX , aC).
Identifying the most appropriate DF model is also an
optimization problem,
z∗,x∗ = arg min
z,x
L(z,x), (11)
where z is an integer-valued vector, zi ∈ Zm, used for
labeling the different models. We define, z = [EX , EC ]
and x = [a0, aX , aC ]. We assigned an integer value to
each EX [56] and EC [57] functional, e.g., for PBE-PBE
z = [5, 4] and for mPW-V5LYP z = [3, 6]. Using BO
we can efficiently navigate the DF space to select the
optimal DF model for L(z,x) and by-pass the use of
grid search methods [70].
In BO, the GP model is the surrogate model used
to approximate L. By including EX and EC in the
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FIG. 4: (upper panel) GP prediction, trained with 150
points, of the RMSE for the 30 different DF models for
a0, aX , and aC fixed to 0.11, 0.75, 0.503 respectively.
(lower panel) The lowest RMSE found by BO at each
iteration for 3 independent optimizations using the
αUCB with κ = 0.05. The symbols represent the XC
functional with the lowest RMSE selected by BO at
each iteration. For each optimization we used 30
different initial points sampled with LHS. For both
panels the RMSE is computed using Eq. 9, where Rmi
are atomization energies of the G1 molecules [49–51].
We used the floor function to integer round the
variables that represent EX and EC .
feature space, the GP model learns the correlation
between different XC models and a0, aX , and aC , Fig.
4. We also used the RBF kernel function, Eq. 4, in
the GP model and the UCB acquisition function with
κ = 0.05 [71]. The dimensionality of L changed to
d = 5; therefore increased the initial set of points,
also sampled with LHS, to N0 = 30, including random
XC functionals. During the numerical optimization
of the acquisition function we replaced the continuous
values of z to the closest integer using the floor function
[70], e.g., bzic = b[1.5, 5.8]c = [1, 5], which is B-VP86
7[56, 57]. From Fig. 1 we can observe that only 7 out
of the 30 DF models considered here have an RMSE
bellow 8.0 kcal mol−1. The goal, use BO to select the
DF models with the lowest RMSE without any prior
knowledge. Fig. 4 illustrates that as the iterations
of the algorithm progresses, BO samples different XC
functionals to learn the most accurate combination of
X and C functionals, including the optimal values of
a0, aC and aC . Furthermore, BO is capable of selecting
the DF model which RMSE is below 8.0 kcal mol−1,
Fig. 4. We stressed that the BO algorithm learns the
correlation between a0, aX , and aC with EX and EC to
select the DF model with the lowest RMSE, Table XI SM.
Summary. We have presented a powerful optimization
method to calibrate DF models concerning a benchmark
set of physical properties. BO algorithm relies on GP
models to approximate L and an acquisition function to
guide the sampling scheme towards the minimum of L
without computing the gradient of L. In this work, we
illustrated that BO can optimize the free parameters of
various DF models, e.g., hybrid-XC and range-separated
functionals [67, 68], for different type of loss functions,
e.g., RMSE and MAE. This makes BO suitable also for
optimizing many other computational physics and chem-
istry models [72], or DF models with a larger number of
free parameters [73]. Our results demonstrated that the
optimization of DF models with BO is more efficiently
than with grid search methods. We also showed that the
values of the free parameters of XC functionals could be
optimized using low-computationally demanding calcula-
tions, e.g., small basis sets, and study systems with larger
basis sets to increase the accuracy.
Due to the number of DF models currently available,
the selection of DF models to accurately simulate a
molecular system is also a computationally demanding
task. However, using BO algorithm one can efficiently
navigate through the space of DFs. We demonstrated
that BO can select the XC functional that better
describes the system of interest while optimizing the free
parameters of the DF model. Our work illustrates the
possibility to automate the selection and optimization
of DF models to simulate physical properties more
accurately.
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2The purpose of this supplemental material is to provide details of the numerical calculations we present in this
work and explain the Bayesian optimization algorithm. In section I we present the details of the quantum chemistry
calculations, and in section II we introduced introduce Gaussian Process (GP) models and the Bayesian optimization
(BO) algorithm. Section III contains all the results presented in this work.
I. HYBRID-DENSITY FUNCTIONALS
Density functionals (DF) methods are widely use in different fields such as biology, material science and theoretical
chemistry. The most common DF methods are the hybrid-density functionals [1, 2],
Eacm3XC = E
LSD
XC + a0(E
exact
X − ELSDX ) + aX(EGGAX − ELSDX ) + aC(EGGAC − ELSDC ), (1)
where a0, aX and aC are adjustable parameters, E
GGA
X and E
GGA
C are the generalized gradient approximation (GGA)
exchange and correlation, and ELSD is the local spin density (LSD) part. a0 and aX combine local and non-local
treatments of exchange (X) and aC combines the correlation (C) between LSD and GGA functionals.
The optimization of DF is usually carried by tuning the parameters of DF models that best reproduce experimental
data. In this work we considered the root mean square error (RMSE) function with respect to the atomization energies
of the Gaussian-1 (G1) database [3–5],
f =
√√√√ 1
|M |
|M |∑
mi
(
RDFTmi −Rexactmi
)2
, (2)
where |M | is 32 atomization energies considered and Rexactmi is the experimental atomization energy for molecule mi
reported in Table I. RDFTmi is the atomization energy predicted with a DF model; R
DFT
mi is a function of the DF
parameters, RDFTmi = f(a0, aX , aC).
For all calculations the molecular geometries used in the DF calculations were optimized with MP2/6-31G(d), and
for all DF calculations we used 6-31G(d). All calculations were performed with the Gaussian 09 suite [6].
TABLE I: Atomization energies D0 [kcal mol
−1] [7].
Exp.
H2 103.5
LiH 56.0
BeH 46.9
CH 79.9
CH2 (trip.) 179.6
CH2 (sing.) 170.6
CH3 289.2
CH4 392.5
NH 79.0
NH2 170.0
NH3 276.7
OH 101.3
H2O 219.3
HF 135.2
Li2 24.0
LiF 137.6
Exp.
C2H2 388.9
C2H4 531.9
C2H6 666.3
CN 176.6
HCN 301.8
CO 256.2
HCO 270.3
H2CO 357.2
CH3OH 480.8
N2 255.1
N2H4 405.4
NO 150.1
O2 118.0
H2O2 252.3
F2 36.9
CO2 381.9
3TABLE II: Experimental bond lengths for diatomic molecules in G1 data set [A˚] [7].
Exp.
H2 0.742
LiH 1.595
BeH 1.343
CH 1.120
NH 1.045
OH 0.971
FH 0.917
Li2 2.670
LiF 1.564
CN 1.172
CO 1.128
N2 1.098
NO 1.151
O2 1.207
F2 1.412
II. GAUSSIAN PROCESS AND BAYESIAN OPTIMIZATION
Bayesian optimization is a sequential search algorithm designed to find the minimum/maximum of a non-analytic
function, denoted here as f , without requiring the gradient of the function [8, 9],
x∗ = arg min
x
f(x). (3)
BO is constructed using two ingredients, a probabilistic model that approximates f and an acquisition function that
quantifies the informational gain if f where to evaluated in a new point. Here we denoted F as the probabilistic
model.
A. Gaussian process
In this work we used Gaussian process (GP) models as the probabilistic model that approximates f , F ≈ f . GP
models are robust supervised learning models that assume the data is Gaussian distributed [10]. The prediction of a
GP model is a normal distribution characterized by a mean µ(·) and a standard deviation σ(·), given as
µ(x∗) = K(x∗, X)>
[
K(X,X) + σ2nI
]−1
y (4)
σ(x∗) = K(x∗,x∗)−K(x∗, X)>
[
K(X,X) + σ2nI
]−1
K(x∗, X), (5)
where K is the design or covariance matrix and its matrix elements are computed using a kernel function, Ki,j =
k(xi,xi). For this work we only considered the radial basis function (RBF) kernel,
kRBF (xi,xj) = exp
(
−1
2
(xi − xj)>M(xi − xj)
)
, (6)
where
M =
`1 0. . .
0 `d
 , (7)
and `i is the length-scale parameter for each dimension of x. We described all `ds jointly as denoted as θ, θ =
[`1, · · · , `d]. The parameters of the kernel function, θ, are optimized by maximizing the log marginal likelihood,
log p(y|X, θ) = −1
2
y>K(X,X)−1y − 1
2
log |K(X,X)| − N
2
log(2pi), (8)
where N is the total number of points in D and |K(X,X)| is the determinant of the design matrix.
4B. Acquisition function
The acquisition function, denoted as α, is the function that guides the sampling scheme in BO towards the min-
imum/maximum of f . An acquisition function can only be constructed using the information obtained from F .
There are several acquisition functions, in this work we only used two; the expected improvement (EI) and the upper
confidence bound (UCB),
αEI(x) = (µ(x)− ymax)Φ(z(x; ymax)) + σ(x)φ(z(x; ymax)) (9)
αUCB(x) = µ(x) + κσ(x), (10)
where µ(x) and σ(x) are the mean and the standard deviation from a GP model, Eqs. (4-5). For EI, Φ(·) is the normal
cumulative distribution and φ(·) is the normal probability distribution,z(x; ymin) = (µ(x)− ymin)/σ(x), and ymin is
the minimum value observed in the training data, ymin = arg min y. The UCB function has a hyper-parameter κ
known as the exploration-exploitation constant. κ controls the sampling scheme of αUCB towards exploratory moves
or exploitation moves.
C. Bayesian Optimization
In this section we present how BO algorithm finds the minimum of an error function like Eq. 2 for DF models. For
illustrative porpoises we minimized the single adjustable parameter a0 of the PBE0 functional where, aX = 1−a0 and
aC = 1 [11–13]. We only considered the atomization energies in Table I, the Gaussian-1 (G1) database [3–5]. The first
step in the BO algorithm is to gather some data to train a GP model. The training data was gathered by randomly
sample three values for a0, x1:3 ∼ U(0, 1), and compute f(a0, aX = 1−a0, aC = 1). We used atin hyper cube sampling
(LHS) algorithm [14] to sample the initial points when we jointly optimized all three DF parameters. The second step
is to train a GP model to approximate f . Then we optimized the acquisition function constructed with the trained GP
model to select the next query point where f will be evaluated, f(xN+1). The optimization of the acquisition function
can be done numerically. Once we evaluate f at xN+1 we update the GP model and carried this procedure sequentially
until we converge to the minimum/maximum of f . Algorithm 1 and Figure 1 illustrate the BO algorithm to optimize
hybrid-DF models. In Figure 1 we can observe that with only 6 evaluations of f , BO found that the minimum of f is
for a0 = 0.1502; the RMSE = 10.08 kcal mol
−1. For this calculations we used the UCB acquisition function with κ = 1.
Algorithm 1 Bayesian optimization
Input: Acquisition function α(·), black-box function f(·), data
set D.
1: for n = 1,2, . . . , do
2: Optimize the acquisition function,
xn+1 = arg max
x
α(x,D)
3: Evaluate f(xn+1).
4: Augment data Dn+1 = {Dn, (xn+1, f(xn+1))}.
5: Update model.
III. RESULTS
A. Acquisition hyper-parameter
The hyper-parameter of the acquisition plays a key role for Bayesian optimization. For the upper confidence bound
(UCB) acquisition function, the hyper-parameter, κ, controls the exploration-exploitation in the BO algorithm. The
convergence of BO towards the optimal value of the DF model’s free parameters, a0, aX and aC , for different values
of κ, Fig. 2. Furthermore, when κ < 0.5, BO found the lowest RMSE with less than 50 iterations.
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Fig. SM 1: Each figure is an iteration of the BO algorithm, we present present 4 iterations. (Upper panels) The solid-blue
curve is the mean of the GP model and shaded area is the standard deviation of the GP model. The markers are the
training data used to construct the GP model. The black-dashed line is the exact form or f . The orange curves in the
lower panels are the UCB acquisition function, Eq. 10, with κ = 1. The marker (H) represents the maximum of αUCB
which is the proposed point by the BO algorithm.
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Fig. SM 2: Lowest RMSE at each iteration of the BO algorithm for the optimization of the free parameters of EX = B
and EC = LY P . We used the UCB acquisition function, Eq. 10, with different values of κ. The RMSE is computed using
Eq. 2, where Rmi are atomization energies of the G1 molecules, Refs. [3–5].
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TABLE III: The RMSE of various EXC optimized with BO and the UCB acquisition function with κ = 0.1. RMSEs are
reported in [kcal mol−1] [7]. The RMSE was computed with respect to atomization energy of G1 molecules [3–5], Table I.
We sampled 15 initial points with the LHS algorithm.
EX EC a0 aX aC RMSE
B LYP
0.1055 0.8416 0.0001 7.911
0.1028 0.8484 0.0001 7.913
0.1100 0.8293 0.0201 7.912
0.1112 0.8299 0.0162 7.913
0.1078 0.8374 0.0001 7.913
B P86
0.1156 0.7842 0.0001 7.887
0.1153 0.7845 0.0001 7.887
0.1178 0.7802 0.0001 7.887
0.1157 0.7837 0.0001 7.887
0.1153 0.7839 0.0001 7.887
B PW91
0.0853 0.7864 0.0001 8.047
0.0856 0.7857 0.0001 8.047
0.0852 0.7865 0.0001 8.047
0.0856 0.7858 0.0001 8.047
0.0849 0.7870 0.0001 8.047
B PBE
0.0855 0.7870 0.0001 8.047
0.0855 0.7860 0.0001 8.047
0.0861 0.7847 0.0001 8.047
0.0902 0.7771 0.0001 8.048
0.0860 0.7856 0.0001 8.047
B VP86
0.0830 0.7917 0.0001 8.080
0.0789 0.7981 0.0001 8.079
0.0759 0.8077 0.0001 8.081
0.0786 0.7997 0.0001 8.079
0.0786 0.7994 0.0001 8.079
B V5LYP
0.0767 0.8030 0.0001 8.079
0.0774 0.8028 0.0001 8.079
0.0806 0.7945 0.0001 8.079
0.0830 0.7892 0.0001 8.080
0.0790 0.7987 0.0001 8.079
PW91 LYP
0.1266 0.9247 0.1964 8.021
0.1274 0.9269 0.1869 8.021
0.1173 0.9430 0.1382 8.029
0.1277 0.9242 0.1983 8.021
0.1288 0.9189 0.1877 8.022
PW91 P86
0.1139 0.9218 0.0001 7.993
0.1149 0.9184 0.0001 7.993
0.0989 0.9516 0.0088 8.009
0.0819 1.0000 0.0001 8.040
0.1161 0.9167 0.0001 7.993
PW91 PW91
0.0838 0.9254 0.0034 8.100
0.0935 0.9004 0.0099 8.103
0.0820 0.9293 0.0001 8.100
0.0838 0.9236 0.0001 8.100
0.0831 0.9254 0.0001 8.100
PW91 PBE
0.0826 0.9268 0.0001 8.100
0.0814 0.9304 0.0001 8.100
0.0821 0.9284 0.0001 8.100
0.0826 0.9274 0.0140 8.100
0.0534 1.0000 0.0001 8.138
EX EC a0 aX aC RMSE
PW91 VP86
0.0766 0.9406 0.0001 8.132
0.0768 0.9395 0.0001 8.132
0.0790 0.9339 0.0001 8.132
0.0768 0.9399 0.0001 8.132
0.0736 0.9476 0.0001 8.132
PW91 V5LYP
0.1147 0.8844 0.2830 8.158
0.0957 0.9008 0.1392 8.123
0.0931 0.9086 0.1226 8.121
0.0985 0.9028 0.1663 8.123
0.0931 0.9090 0.1174 8.121
mPW LYP
0.1151 0.8808 0.1056 7.957
0.1046 0.9064 0.0001 7.966
0.1228 0.8642 0.1283 7.959
0.1142 0.8829 0.0933 7.957
0.1201 0.8720 0.0658 7.961
mPW P86
0.1130 0.8476 0.0001 7.924
0.1139 0.8457 0.0001 7.924
0.1124 0.8499 0.0001 7.924
0.1136 0.8465 0.0001 7.924
0.1120 0.8497 0.0001 7.924
mPW PW91
0.0832 0.8507 0.0001 8.060
0.0834 0.8482 0.0001 8.060
0.0849 0.8451 0.0001 8.060
0.0838 0.8481 0.0001 8.060
0.0829 0.8506 0.0001 8.060
mPW PBE
0.0828 0.8503 0.0001 8.060
0.0820 0.8506 0.0001 8.060
0.0731 0.8718 0.0001 8.063
0.0826 0.8510 0.0001 8.060
0.0831 0.8496 0.0001 8.060
mPW VP86
0.0772 0.8624 0.0001 8.092
0.0763 0.8647 0.0001 8.092
0.0768 0.8617 0.0001 8.092
0.0768 0.8647 0.0001 8.092
0.0776 0.8617 0.0001 8.092
mPW V5LYP
0.0865 0.8483 0.0706 8.090
0.0820 0.8558 0.0494 8.090
0.0876 0.8458 0.0702 8.090
0.0841 0.8505 0.0472 8.090
0.0864 0.8447 0.0435 8.089
G96 LYP
0.1031 0.7865 0.0001 7.909
0.1079 0.7814 0.0001 7.912
0.1024 0.7881 0.0001 7.909
0.1052 0.7826 0.0001 7.910
0.1015 0.7890 0.0001 7.909
G96 P86
0.1146 0.7286 0.0001 7.896
0.1129 0.7325 0.0001 7.896
0.1130 0.7321 0.0001 7.896
0.1131 0.7320 0.0001 7.896
0.1122 0.7334 0.0001 7.896
EX EC a0 aX aC RMSE
G96 PW91
0.0834 0.7327 0.0001 8.130
0.0849 0.7301 0.0001 8.130
0.0854 0.7295 0.0001 8.130
0.0839 0.7318 0.0001 8.130
0.0840 0.7320 0.0001 8.130
G96 PBE
0.0838 0.7327 0.0001 8.130
0.0844 0.7319 0.0010 8.130
0.0841 0.7312 0.0001 8.130
0.0852 0.7283 0.0001 8.130
0.0836 0.7325 0.0001 8.130
G96 VP86
0.0757 0.7459 0.0004 8.168
0.0782 0.7425 0.0001 8.168
0.0783 0.7426 0.0001 8.168
0.0773 0.7435 0.0001 8.168
0.0777 0.7463 0.0001 8.169
G96 V5LYP
0.0803 0.7378 0.0001 8.168
0.0751 0.7471 0.0001 8.168
0.0682 0.7563 0.0001 8.174
0.0784 0.7415 0.0007 8.168
0.0010 0.5006 1.0000 8.168
PBE LYP
0.1145 0.9536 0.0001 8.033
0.1287 0.9136 0.1413 8.014
0.1311 0.9075 0.1445 8.014
0.1324 0.9040 0.1497 8.014
0.1333 0.9024 0.1466 8.014
PBE P86
0.1247 0.8845 0.0001 7.984
0.1148 0.9057 0.0001 7.988
0.1328 0.8676 0.0001 7.986
0.1241 0.8868 0.0001 7.984
0.1251 0.8839 0.0001 7.984
PBE PW91
0.0895 0.8997 0.0001 8.072
0.0898 0.8986 0.0001 8.072
0.0921 0.8937 0.0001 8.071
0.0994 0.8752 0.0001 8.074
0.0921 0.8935 0.0001 8.071
PBE PBE
0.0924 0.8920 0.0001 8.071
0.0910 0.8986 0.0001 8.072
0.1028 0.8708 0.0292 8.079
0.0923 0.8933 0.0001 8.071
0.0913 0.8957 0.0001 8.071
PBE VP86
0.0861 0.9079 0.0001 8.098
0.0838 0.9128 0.0001 8.098
0.0864 0.9068 0.0001 8.098
0.0909 0.8927 0.0001 8.100
0.0844 0.9109 0.0001 8.098
PBE V5LYP
0.0949 0.8918 0.0721 8.097
0.0955 0.8891 0.0594 8.097
0.0881 0.9038 0.0282 8.097
0.0858 0.9073 0.0001 8.098
0.1013 0.8760 0.0272 8.103
8TABLE IV: The RMSE of various EXC optimized with BO and the UCB acquisition function with κ = 0.1. RMSEs
and MAEs are reported in [A˚] [7]. The RMSE was computed with respect to experimental bond lengths of G1 diatomic
molecules [3–5], Table II. We sampled 15 initial points with the LHS algorithm.
EX − EC a0 aX aC RMSE MAE
B-LYP
0.1467 0.6323 0.0010 0.00704 0.00419
0.1505 0.6682 0.0094 0.00709 0.00442
0.1450 0.6266 0.0010 0.00705 0.00415
B-P86
0.1933 0.6930 0.0010 0.01007 0.00518
0.2039 0.7117 0.0010 0.01006 0.00537
0.1981 0.7104 0.0010 0.01006 0.00529
B-PW91
0.1941 0.6997 0.0010 0.01033 0.00535
0.1936 0.7024 0.0010 0.01033 0.00535
0.1977 0.6999 0.0010 0.01034 0.00540
B-PBE
0.2361 0.9537 1.0000 0.01138 0.00769
0.1939 0.7024 0.0010 0.01034 0.00535
0.1939 0.7015 0.0010 0.01033 0.00535
B-VP86
0.1895 0.6912 0.0010 0.01027 0.00529
0.1856 0.6574 0.0010 0.01028 0.00517
0.1921 0.6964 0.0010 0.01027 0.00533
B-V5LYP
0.2464 0.8518 0.9277 0.00984 0.00537
0.2426 0.9088 1.0000 0.00971 0.00497
0.2531 0.9272 1.0000 0.00971 0.00513
PW91-LYP
0.1388 0.6970 0.0010 0.00537 0.00407
0.1546 0.7163 1.0000 0.00548 0.00415
0.1383 0.6920 0.0010 0.00537 0.00405
PW91-P86
0.2158 0.9862 0.1850 0.00827 0.00555
0.1909 0.8101 0.0013 0.00750 0.00486
0.1929 0.8012 0.0010 0.00749 0.00479
PW91-PW91
0.1878 0.8020 0.0010 0.00773 0.00484
0.1864 0.7979 0.0010 0.00773 0.00483
0.1912 0.7953 0.0010 0.00773 0.00481
PW91-PBE
0.1602 0.9386 0.0010 0.00858 0.00623
0.1841 0.7910 0.0010 0.00774 0.00481
0.1878 0.8011 0.0010 0.00773 0.00484
PW91-VP86
0.1419 0.6777 0.0010 0.00821 0.00428
0.1836 0.8024 0.0135 0.00774 0.00484
0.1833 0.7927 0.0010 0.00769 0.00481
PW91-V5LYP
0.2321 0.9910 1.0000 0.00673 0.00488
0.2231 1.0000 1.0000 0.00673 0.00492
0.2143 0.9576 0.8591 0.00685 0.00484
mPW-LYP
0.1434 0.6679 0.0010 0.00617 0.00408
0.1409 0.6524 0.0010 0.00616 0.00403
0.1558 0.7262 0.0067 0.00630 0.00444
mPW-P86
0.1949 0.7492 0.0010 0.00883 0.00504
0.1972 0.7436 0.0010 0.00883 0.00501
0.1934 0.7455 0.0010 0.00883 0.00501
mPW-PW91
0.1930 0.7491 0.0010 0.00910 0.00512
0.1938 0.7575 0.0010 0.00909 0.00514
0.1884 0.7404 0.0010 0.00911 0.00505
EX − EC a0 aX aC RMSE MAE
mPW-PBE
0.1961 0.7609 0.0010 0.00909 0.00516
0.1967 0.7605 0.0010 0.00909 0.00517
0.1884 0.7271 0.0281 0.00933 0.00495
mPW-VP86
0.1881 0.7575 0.0010 0.00904 0.00514
0.2194 0.8163 0.0010 0.00926 0.00585
0.1905 0.7486 0.0010 0.00904 0.00509
mPW-V5LYP
0.2957 1.0000 1.0000 0.00871 0.00612
0.2355 0.9268 0.8757 0.00830 0.00495
0.2483 1.0000 1.0000 0.00821 0.00518
G96-LYP
0.1283 0.5508 0.0010 0.00930 0.00507
0.1328 0.5620 0.0010 0.00931 0.00518
0.1291 0.5712 0.0010 0.00931 0.00505
G96-P86
0.1821 0.5883 0.0010 0.01280 0.00619
0.1835 0.5736 0.0010 0.01279 0.00630
0.1793 0.5432 0.0010 0.01280 0.00642
G96-PW91
0.1703 0.5501 0.0010 0.01306 0.00639
0.1755 0.5588 0.0010 0.01308 0.00641
0.1829 0.5915 0.0010 0.01307 0.00632
G96-PBE
0.1744 0.5642 0.0010 0.01308 0.00637
0.1715 0.5594 0.0010 0.01307 0.00635
0.1842 0.5832 0.0010 0.01307 0.00637
G96-VP86
0.1690 0.5519 0.0010 0.01299 0.00639
0.1693 0.5637 0.0010 0.01298 0.00631
0.1677 0.5577 0.0010 0.01299 0.00633
G96-V5LYP
0.1705 0.5668 0.0010 0.01298 0.00630
0.1828 0.5700 0.0010 0.01298 0.00639
0.1644 0.5533 0.0010 0.01298 0.00631
PBE-LYP
0.1586 0.7236 0.0168 0.00506 0.00385
0.1559 0.6825 0.0592 0.00508 0.00373
0.1440 0.6796 0.0010 0.00498 0.00372
PBE-P86
0.2059 0.8107 0.0010 0.00698 0.00467
0.1997 0.7158 0.0015 0.00713 0.00427
0.2019 0.7843 0.0010 0.00698 0.00454
PBE-PW91
0.2128 0.8170 0.0512 0.00750 0.00479
0.2013 0.8035 0.0010 0.00720 0.00468
0.2115 0.9515 0.2803 0.00861 0.00514
PBE-PBE
0.1979 0.7957 0.0010 0.00721 0.00467
0.1969 0.8067 0.0010 0.00721 0.00471
0.1974 0.7901 0.0010 0.00721 0.00463
PBE-VP86
0.1910 0.7771 0.0010 0.00718 0.00455
0.1891 0.7847 0.0010 0.00718 0.00461
0.1932 0.8016 0.0010 0.00717 0.00469
PBE-V5LYP
0.2253 0.9294 0.9106 0.00625 0.00433
0.2267 0.9262 0.7011 0.00634 0.00444
0.2368 0.9307 0.8924 0.00625 0.00437
TABLE V: The predicted RMSE and MAE with the PBE0 and B3LYP functionals computed with respect to the
atomization energies of G1 molecules [3–5], Table I. The molecular geometries were optimized with each basis set.
DFT basis set RMSE [kcal mol−1] MAE [kcal mol−1]
PBE0 6-31G(d) 11.2 7.461
PBE0 6-311G(d, p) 9.22 5.967
PBE0 6-311++G(d, p) 8.668 5.702
PBE0 6-311++G(df, pd) 8.045 4.776
PBE0 6-311++G(3df, 3pd) 7.378 3.845
B3LYP 6-31G(d) 9.4 5.754
B3LYP 6-311G(d, p) 7.522 4.237
B3LYP 6-311++G(d, p) 7.156 4.162
B3LYP 6-311++G(df, pd) 6.574 3.291
B3LYP 6-311++G(3df, 3pd) 6.35 3.067
9TABLE VI: The predicted RMSE and MAE of the combinations of two EXC , PBE-PBE and B-LYP for different basis
sets. The three free coefficients, a0, aX and aC , of both EXC were optimized with BO, I. The optimization of a0, aX
and aC was carried with respect to the RMSE of the atomization energies of G1 molecules [3–5], Table I. The molecular
geometries used to compute the RMSE and MAE were optimized with MP2/6-31G(d), Table III.
Molecular geometries method
method basis set EX − EC basis set RMSE [kcal mol−1] MAE [kcal mol−1]
MP2 6-31G(d)
PBE-PBEa 6-31G(d, p) 8.079 5.132
PBE-PBEa 6-311G(d, p) 6.847 4.194
PBE-PBEa 6-311++G(d, p) 6.65 4.203
MP2 6-31G(d)
B-LYPb 6-31G(d, p) 7.921 4.957
B-LYPb 6-311G(d, p) 6.937 4.452
B-LYPb 6-311++G(d, p) 6.881 4.618
a a0 = 0.110, aX = 0.8708 , aC = 0.0292, optimized with BO and with MP2/6-31G(d) geometries; Table III.
b a0 = 0.11, aX = 0.8293 , aC = 0.0201, optimized with BO and with MP2/6-31G(d) geometries; Table III.
TABLE VII: The RMSE and MAE of PBE-PBE and B-LYP with optimized free parameters for different basis sets.
We used the optimized values of a0, aX and aC reported in Table III. Each molecular geometry was optimized with each
specific basis set.
Molecular geometries method
EX − EC basis set EX − EC basis set RMSE [kcal mol−1] MAE [kcal mol−1]
PBE-PBEa 6-311G(d) PBE-PBEa 6-311G(d, p) 6.91 4.392
PBE-PBEa 6-311++G(d, p) PBE-PBEa 6-311++G(d, p) 6.67 4.279
B-LYPb 6-311G(d, p) B-LYPb 6-311G(d, p) 6.998 4.632
B-LYPb 6-311++G(d, p) B-LYPb 6-311++G(d, p) 6.909 4.178
a a0 = 0.110, aX = 0.8708 , aC = 0.0292, optimized with BO and with MP2/6-31G(d) geometries; Table III.
b a0 = 0.11, aX = 0.8293 , aC = 0.0201, optimized with BO and with MP2/6-31G(d) geometries; Table III.
TABLE VIII: The predicted RMSE and MAE of the PBE-PBE and B-LYP functionals with two different basis sets.
The reported values of a0, aX and aC are the minimizer of the RMSE of the atomization energies of G1 molecules [3–5]
found by BO at each optimization. The values of, a0, aX and aC , for both XC functionals were optimized with BO and
the UCB acquisition function with κ = 0.1. For each optimization, we sampled 15 initial points with LHS. The molecular
geometries used for computing the RMSE and MAE were optimized with two different basis sets.
EX − EC a0 aX aC RMSE[kcal mol−1] MAE [kcal mol−1]
PBE-PBEa
0.1645 0.7886 0.3352 6.852 3.64
0.1173 0.8742 0.1967 6.763 3.853
0.089 0.9360 0.0698 6.816 4.108
0.1601 0.7872 0.3761 6.861 3.649
PBE-PBEb
0.1293 0.8855 0.3537 6.326 3.405
0.1064 0.9336 0.3633 6.353 3.415
0.1196 0.9075 0.3410 6.33 3.425
0.1550 0.8250 0.3924 6.354 3.429
B-LYPa
0.1841 0.6820 0.6649 6.736 3.415
0.1500 0.7658 0.3748 6.669 3.711
0.1399 0.7817 0.4681 6.691 3.577
B-LYPb
0.1924 0.6962 0.7080 6.263 3.094
0.1506 0.7784 0.6111 6.288 3.261
0.2214 0.6378 0.8547 6.306 3.011
0.2213 0.6354 0.9662 6.359 2.914
a 6-311G(d, p)
b 6-311++G(df, pd)
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TABLE IX: The predicted RMSE and MAE of the PBE-PBE and B-LYP functionals with two different basis sets. The
reported values of a0, aX and aC are the minimizer of the MAE of the atomization energies of G1 molecules [3–5] found
by BO at each optimization. The values of, a0, aX and aC , for both XC functionals were optimized with BO and the
UCB acquisition function with κ = 0.1. For each optimization, we sampled 15 initial points with LHS. The molecular
geometries used for computing the RMSE and MAE were optimized with 6-311G(d, p).
EX − EC a0 aX aC RMSE[kcal mol−1] MAE [kcal mol−1]
PBE-PBE
0.1231 0.8977 0.4960 7.015 3.398
0.1218 0.8892 0.4490 6.911 3.403
0.1243 0.8982 0.4423 6.971 3.410
B-LYP
0.1660 0.7216 0.7705 6.813 3.139
0.1663 0.7233 0.7827 6.838 3.134
0.1652 0.7289 0.7387 6.804 3.152
C. Integer-valued variables in BO
TABLE X: The lowest RMSE found with BO with the UCB acquisition function with different values of κ. BO jointly
optimizes the functional form, EX and EC , and the DF model’s free parameters, a0, aX and aC . The RMSE was computed
with respect to atomization energy of G1 molecules [3–5], Table I. For each optimization we sampled 30 initial points with
the LHS algorithm, including a random XC functional.
With floor function and κ = 0.005
EX EC a0 aX aC RMSE
[kcal mol−1]
B LYP 0.1558 0.7269 0.2588 7.991
mPW P86 0.1436 0.7761 0.0010 7.965
PBE P86 0.1186 0.9029 0.0010 7.989
B P86 0.0632 0.8805 0.0010 7.998
mPW P86 0.1019 0.8743 0.0010 7.930
Without floor function and κ = 0.005
EX EC a0 aX aC RMSE
[kcal mol−1]
B LYP 0.0980 0.8181 0.0010 8.093
mPW P86 0.1551 0.7747 0.0010 8.010
B LYP 0.1496 0.7554 0.0456 7.970
B LYP 0.1347 0.7959 0.0010 7.956
B LYP 0.1606 0.7465 0.0010 8.044
With floor function and κ = 0.05
EX EC a0 aX aC RMSE
[kcal mol−1]
B P86 0.1551 0.7036 0.0010 7.950
B LYP 0.1108 0.8276 0.0010 7.917
B P86 0.1212 0.7613 0.0010 7.906
G96 LYP 0.1071 0.7774 0.0010 7.913
B PBE 0.0941 0.7708 0.0010 8.051
Without floor function and κ = 0.05
EX EC a0 aX aC RMSE
[kcal mol−1]
B LYP 0.1283 0.7678 0.0010 8.047
PBE LYP 0.1135 0.9667 0.0559 8.043
B LYP 0.1017 0.8479 0.0010 7.914
PBE P86 0.1439 0.8371 0.0433 8.040
B P86 0.1192 0.7987 0.0010 7.944
The selection of the exchange, EX , and correlation, EC , functionals determines the accuracy in the prediction of
physical properties with DF models. In this work we present that BO can optimize the DF parameters and select
the most optimal forms for the exchange and correlation functionals. For this procedure we considered the same loss
function as before, Eq. 2, and include the possibility to select different EX and EC ,
L = f(EX , EC , a0, aX , aC). (11)
We consider six different exchange and five different correlation functionals; EX = [B, PW91, mPW, G96, PBE]
and EC = [LYP, P86, PW91, VP86, V5LYP]. We label each EX and EC with different sequential integer numbers;
for example for the mPW-P86 functional EX = 2 and EC = 1. The points proposed in each of the BO algorithm
described one EX and EC functional and the DF parameters, [z,x] = [[EX , EC ], a0, aX , aC ]. During the optimization
of the acquisition function we replaced the continuous values of the first two components of x for the with the closest
integers using the floor function,
[z,x] = [b1.45c, b2.35c, 0.15, 0.8, 0.01] = [1, 2, 0.15, 0.8, 0.01] = [PW91,PW91, 0.15, 0.8, 0.0]. (12)
The 30 initial points were also sampled using the LHS algorithm. Each point is a 5-dimensional vector which first two
components are the DF model, EX and EC . We considered the impact of the floor function during the optimization
11
of the acquisition function, Table X and Figure 3, and different values of κ. Form Table X we can observe that the
floor function allows BO to select DF models with lower RMSE. Furthermore, the value of κ in αUCB does not have
a great impact during the optimization, Figure 3.
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Fig. SM 3: The lowst RMSE observed value as a function of the iterations in the BO algorithm and the UCB acquisition
function with different value of κ. The symbols represent the XC functional selected by BO with the lowest RMSE at
each iteration. The floor function was used during the optimization of the acquisition function. For each BO optimization
we used the same 30 initial points sampled with LHS, including the XC functional. The RMSE is computed using Eq. 2,
where Rmi are atomization energies of the G1 molecules [3–5].
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TABLE XI: The lowest RMSE found with BO with the UCB acquisition function with different values of κ. BO jointly
optimizes the functional form, EX and EC , and the DF model’s free parameters, a0, aX and aC . The floor function was
used during the optimization of the acquisition function. The RMSE was computed with respect to atomization energy
of G1 molecules [3–5], Table I. For each optimization we sampled 30 initial points with the LHS algorithm, including a
random XC functional.
κ EX EC a0 aX aC RMSE
[kcal mol−1]
0.005 B LYP 0.1558 0.7269 0.2588 7.991
0.05 B P86 0.1551 0.7036 0.0010 7.950
0.1 G96 LYP 0.1127 0.7794 0.0010 7.927
0.2 B LYP 0.1314 0.8009 0.0879 7.947
0.5 B P86 0.1024 0.8015 0.0010 7.900
[1] A. D. Becke, J. Chem. Phys. 98, 5648 (1993).
[2] A. D. Becke, J. Chem. Phys. 98, 1372 (1993).
[3] J. A. Pople, M. Head-Gordon, D. J. Fox, K. Raghavachari, and L. A. Curtiss, J. Chem. Phys. 90, 5622 (1989).
[4] L. A. Curtiss, C. Jones, G. w. Trucks, K. Raghavachari, and J. A. Pople, J. Chem. Phys. 93, 2537 (1990).
[5] D. Feller, and K. A. Peterson, J. Chem. Phys. 110, 8384 (1999).
[6] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman, G. Scalmani, V. Barone, B.
Mennucci, G. A. Petersson, H. Nakatsuji, M. Caricato, X. Li, H. P. Hratchian, A. F. Izmaylov, J. Bloino, G. Zheng, J. L.
Sonnenberg, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H.
Nakai, T. Vreven, J. A. Montgomery, Jr., J. E. Peralta, F. Ogliaro, M. Bearpark, J. J. Heyd, E. Brothers, K. N. Kudin,
V. N. Staroverov, R. Kobayashi, J. Normand, K. Raghavachari, A. Rendell, J. C. Burant, S. S. Iyengar, J. Tomasi, M.
Cossi, N. Rega, J. M. Millam, M. Klene, J. E. Knox, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts,
R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, R. L. Martin, K. Morokuma, V. G.
Zakrzewski, G. A. Voth, P. Salvador, J. J. Dannenberg, S. Dapprich, A. D. Daniels, O. Farkas, J. B. Foresman, J. V. Ortiz,
J. Cioslowski, D. J. Fox, Gaussian 09, Revision A.02, Gaussian: Wallingford CT, 2009.
[7] A. D. Becke, J. Chem. Phys. 96, 2155 (1992).
[8] J. Snoek, H. Larochelle, and R. P. Adams, Adv. Neur. Inf. Process. Sys. 25, 2951(2012).
[9] B. Shahriari, K. Swersky, Z. Wang, R .P. Adams, and N. de Freitas, Proc. IEEE 104, 148 (2016).
[10] C. E. Rasmussen, and C. K. I. Williams, Gaussian Processes for Machine Learning (The MIT Press, Cambridge, 2006).
[11] J, P. Perdew, M. Ernzerhof, and K. Burke, J. Chem. Phys. 105, 9982 (1996).
[12] C. Adamo, and V. Barone, J. Chem. Phys. 110, 6158 (1999).
[13] M. Ernzerhof, and G. E. Scuseria, J. Chem. Phys. 110, 5029 (1999).
[14] M. Stein, Technometrics 29, 143 (1987).
