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Abstract
By constructing a suitable Lyapunov function and using some analysis techniques, rather than employing the continuation
theorem of coincidence degree theory as in other literature, a sufficient criterion is obtained to ensure the existence and global
exponential stability of periodic solution for the bidirectional associative memory neural network with periodic coefficients and
continuously distributed delays. The obtained result is less restrictive to the BAM neural network than the previously known
criteria. And it can be applied to the BAM neural network in which signal transfer functions are neither bounded nor differentiable.
In addition, an example and its numerical simulation are given to illustrate the effectiveness of the obtained result.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Recently, a class of two-layer heteroassociative neural network was widely studied by many researchers, and it has
also been used in many fields such as image processing, pattern recognition, and automatic control [1–3]. In the exist-
ing literature, some results are about the existence and stability of the equilibrium of the BAM neural networks [4–10],
and some results are about the existence and stability of the periodic solution of the BAM neural networks [10–17].
When many researchers proved the existence of the periodic solution [12–25], they employed the continuation theo-
rem based on coincidence degree theory which was introduced by Gaines and Mawhin in Ref. [26]. In order to make
neural networks to satisfy the conditions of the continuation theorem, some restrictions must be imposed on the net-
works. For example, in Theorem 1 of Ref. [14], besides its assumptions (H1)–(H4), there are still two other conditions
to ensure the existence of periodic solution. But the two conditions are not necessary.
In this paper, we do not employ the continuation theorem of coincidence degree theory as is done in Ref. [14],
but directly construct a suitable Lyapunov function and use some analysis techniques to investigate the existence and
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global exponential stability of periodic solution for the bidirectional associative memory neural network (1) of the
form:
dxki
dt
= −aki (t)xki (t)+
p(3−k)∑
j=1
w(3−k) j i (t) f(3−k) j
(∫ +∞
0
g(3−k) j i (s)x(3−k) j (t − s)ds
)
+ Iki (t) (1)
for t > 0, k = 1, 2; i = 1, 2, . . . , n; j = 1, 2, . . . ,m. In the BAM neural network (1), p(k) =
{
n, k = 1,
m, k = 2 , where
k = 1 represents domain A of the BAM neural network, k = 2 represents domain B of the same network, and
aki (t) > 0, xki (t) represents the activation of the i th neuron in the domain k at time t , fki (·) is a signal transfer
function of the ith neuron in the domain k, wki j (t) is the connection weight of the i th neuron in the domain k to the
jth neuron in the domain 3− k, Iki (t) is the external input of the ith neuron in the domain k.
The initial conditions associated with system (1) are of the form
xki (s) = φki (s), s ∈ (−∞, 0], (2)
where φki (s) are continuous functions (k = 1, 2; i = 1, 2, . . . , p(k)).
Throughout this paper, we always make the following assumptions to the BAM (1):
(H1): aki (t) > 0, wki j (t) and Iki (t) (k = 1, 2; i = 1, 2, . . . , p(k), j = 1, 2, . . . , p(3 − k)) are all continuous
T -periodic functions on R.
(H2): There exist Mki > 0 such that | fki (x)− fki (y)| ≤ Mki |x − y| for each x, y ∈ R (k = 1, 2; i = 1, 2, . . . , p(k)).
(H3): The functions gki j (s) : [0,+∞) → [0,+∞) (k = 1, 2; i = 1, 2, . . . , p(k), j = 1, 2, . . . , p(3 − k)) are
continuous and integrable, and satisfy∫ +∞
0
gki j (s)ds = τki j > 0,
∫ +∞
0
esgki j (s)ds < +∞
and the infinite series
Gki j (s) =
+∞∑
l=0
gki j (s + lT )
converge uniformly in s ∈ [0,+∞).
(H4): aki = inft∈R aki (t) > 0, aki = supt∈R aki (t) < +∞, wki j = supt∈R |wki j (t)| < +∞, I ki = supt∈R |Iki (t)| <+∞ (k = 1, 2; i = 1, 2, . . . , p(k), j = 1, 2, . . . , p(3− k)).
2. The existence and global exponential stability of the periodic solution
In this section, we will establish the condition for existence and global exponential stability of the periodic solution
of the BAM neural network (1). Before proving our main result, we need the following lemmas.
Lemma 2.1. x(t) = (x11(t), x12(t), . . . , x1n(t), x21(t), x22(t), . . . , x2m(t))T is a T -periodic solution of BAM (1) if
only if x(t) is a T -periodic solution of
dxki
dt
= −aki (t)xki (t)+
p(3−k)∑
j=1
w(3−k) j i (t) f(3−k) j
(∫ T
0
G(3−k) j i (s)x(3−k) j (t − s)ds
)
+ Iki (t). (3)
One can prove Lemma 2.1 as the proof of Lemma 4.2 in Ref. [27]. We omit the proof.
Lemma 2.2. If the assumption (H3) holds, then functions Gki j (s) (k = 1, 2; i = 1, 2, . . . , p(k), j = 1, 2, . . . , p(3−
k)s ∈ [0,+∞)) satisfy∫ T
0
Gki j (s)ds = τki j ,
∫ T
0
esGki j (s)ds < +∞
for any  ≤ 1.
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Proof. By the assumption (H3), we have∫ T
0
Gki j (s)ds =
∫ T
0
+∞∑
l=0
gki j (s + lT )ds =
+∞∑
l=0
∫ (l+1)T
lT
gki j (u)du
=
∫ +∞
0
gki j (u)du = τki j ,
and ∫ T
0
esGki j (s)ds =
∫ T
0
es
+∞∑
l=0
gki j (s + lT )ds =
+∞∑
l=0
∫ (l+1)T
lT
e(u−lT )gki j (u)du
<
+∞∑
l=0
∫ (l+1)T
lT
eugki j (u)du =
∫ +∞
0
eugki j (u)du
<
∫ +∞
0
eugki j (u)du < +∞.
This completes the proof. 
Theorem 2.1. Suppose that conditions (H1)–(H4) hold. If there exist constants λki > 0, µki j , νki j (k = 1, 2; i =
1, 2, . . . , p(k), j = 1, 2, . . . , p(3− k)) and α > 1 such that
aki >
α − 1
α
p(3−k)∑
j=1
w¯
α−µ(3−k) j i
α−1
(3−k) j i M
α−ν(3−k) j i
α−1
(3−k) j τ(3−k) j i +
1
αλki
p(3−k)∑
j=1
λ(3−k) j w¯
µki j
ki j M
νki j
ki τki j , (4)
then there exists a unique T -periodic solution of the BAM neural network (3) which is globally exponentially stable.
Proof. LetC = C([−T, 0],Rm+n) be a space of continuous functions. For any ϕ(t) = (ϕ11(t), ϕ12(t), . . . , ϕ1n(t), ϕ21
(t), ϕ22(t), . . . , ϕ2m(t))T ∈ C , we define
‖ ϕ ‖=
2∑
k=1
p(k)∑
i=1
sup
s∈[−T,0]
|ϕki (s)|.
Then C is a Banach space which maps [−T, 0] into Rm+n with the topology of uniform convergence.
For any ϕ,ψ ∈ C , let
x(t, ϕ) = (x11(t, ϕ), x12(t, ϕ), . . . , x1n(t, ϕ), x21(t, ϕ), x22(t, ϕ), . . . , x2m(t, ϕ))T ,
y(t, ψ) = (y11(t, ψ), y12(t, ψ), . . . , y1n(t, ψ), y21(t, ψ), y22(t, ψ), . . . , y2m(t, ψ))T
be two solutions of (3) corresponding to the initial values
x(s, ϕ) = ϕ(s), y(s, ψ) = ψ(s), s ∈ [−T, 0].
Set
zki (t) = xki (t, ϕ)− yki (t, ψ) (k = 1, 2; i = 1, 2, . . . , p(k)).
Thus we obtain from BAM (3) that
dzki (t)
dt
= −aki (t)zki (t)+
p(3−k)∑
j=1
w(3−k) j i (t)
{
f(3−k) j
(∫ T
0
G(3−k) j i (s)x(3−k) j (t − s, ϕ)ds
)
− f(3−k) j
(∫ T
0
G(3−k) j i (s)y(3−k) j (t − s, ψ)ds
)}
. (5)
In view of (4), there exists a sufficiently small positive constant λ < min1≤k≤2min1≤i≤p(k)(aki ) and λ < 1α such that
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aki − λ >
α − 1
α
p(3−k)∑
j=1
w¯
α−µ(3−k) j i
α−1
(3−k) j i M
α−ν(3−k) j i
α−1
(3−k) j τ(3−k) j i
+ 1
αλki
p(3−k)∑
j=1
λ(3−k) j w¯
µki j
ki j M
νki j
ki
∫ T
0
Gki j (s)eλαsds. (6)
We consider a Lyapunov function V (t) defined by
V (t) = V1(t)+ V2(t), (7)
where
V1(t) = 1
α
2∑
k=1
p(k)∑
i=1
λki |zki (t)|αeλαt , (8)
V2(t) = 1
α
2∑
k=1
p(k)∑
i=1
λki
p(3−k)∑
j=1
w¯
µ(3−k) j i
(3−k) j i M
ν(3−k) j i
(3−k) j
∫ T
0
∫ t
t−s
G(3−k) j i (s)|z(3−k) j (u)|αeλα(u+s)duds. (9)
Calculating the upper right Dini derivative of the Vi (t) (i = 1, 2) along solutions of system (5), we have
D+V1(t) ≤ 1
α
2∑
k=1
p(k)∑
i=1
λkiD
+(|zki (t)|αeλαt )
= 1
α
2∑
k=1
p(k)∑
i=1
λki
zki (t)α
|zki (t)|α
[
αzki (t)
α−1eλαt dzki (t)
dt
+ λαzki (t)αeλαt
]
≤ eλαt
2∑
k=1
p(k)∑
i=1
λki
[
(λ− aki )|zki (t)|α
+ |zki (t)|α−1
p(3−k)∑
j=1
w¯(3−k) j iM(3−k) j
∫ T
0
G(3−k) j i (s)|z(3−k) j (t − s)|ds
]
= eλαt
2∑
k=1
p(k)∑
i=1
λki
[
(λ− aki )|zki (t)|α +
p(3−k)∑
j=1
∫ T
0
G(3−k) j i (s)
× w¯
α−µ(3−k) j i
α
(3−k) j i M
α−ν(3−k) j i
α
(3−k) j |zki (t)|α−1w¯
µ(3−k) j i
α
(3−k) j i M
ν(3−k) j i
α
(3−k) j |z(3−k) j (t − s)|ds
]
≤ eλαt
2∑
k=1
p(k)∑
i=1
λki
{
(λ− aki )|zki (t)|α
+ 1
α
p(3−k)∑
j=1
∫ T
0
G(3−k) j i (s)
[
(α − 1)w¯
α−µ(3−k) j i
α−1
(3−k) j i M
α−ν(3−k) j i
α−1
(3−k) j |zki (t)|α
+ w¯µ(3−k) j i(3−k) j i M
ν(3−k) j i
(3−k) j |z(3−k) j (t − s)|α
]
ds
}
= eλαt
2∑
k=1
p(k)∑
i=1
λki
[
λ− aki +
α − 1
α
p(3−k)∑
j=1
τ(3−k) j i w¯
α−µ(3−k) j i
α−1
(3−k) j i M
α−ν(3−k) j i
α−1
(3−k) j
]
|zki (t)|α
+ e
λαt
α
2∑
k=1
p(k)∑
i=1
λki
p(3−k)∑
j=1
w¯
µ(3−k) j i
(3−k) j i M
ν(3−k) j i
(3−k) j
∫ T
0
G(3−k) j i (s)|z(3−k) j (t − s)|αds,
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and
D+V2(t) = 1
α
2∑
k=1
p(k)∑
i=1
λki
p(3−k)∑
j=1
w¯
µ(3−k) j i
(3−k) j i M
ν(3−k) j i
(3−k) j
∫ T
0
G(3−k) j i (s)|z(3−k) j (t)|αeλα(t+s)ds
− 1
α
2∑
k=1
p(k)∑
i=1
λki
p(3−k)∑
j=1
w¯
µ(3−k) j i
(3−k) j i M
ν(3−k) j i
(3−k) j
∫ T
0
G(3−k) j i (s)|z(3−k) j (t − s)|αeλαtds.
Hence we have from (6)
D+V (t) ≤ eλαt
2∑
k=1
p(k)∑
i=1
λki
[
λ− aki +
α − 1
α
p(3−k)∑
j=1
τ(3−k) j i w¯
α−µ(3−k) j i
α−1
(3−k) j i M
α−ν(3−k) j i
α−1
(3−k) j
]
|zki (t)|α
+ 1
α
2∑
k=1
p(k)∑
i=1
λki
p(3−k)∑
j=1
w¯
µ(3−k) j i
(3−k) j i M
ν(3−k) j i
(3−k) j
∫ T
0
G(3−k) j i (s)|z(3−k) j (t)|αeλα(t+s)ds
= eλαt
2∑
k=1
p(k)∑
i=1
λki
[
λ− aki +
α − 1
α
p(3−k)∑
j=1
τ(3−k) j i w¯
α−µ(3−k) j i
α−1
(3−k) j i M
α−ν(3−k) j i
α−1
(3−k) j
]
|zki (t)|α
+ e
λαt
α
2∑
k=1
p(k)∑
i=1
p(3−k)∑
j=1
λ(3−k) j w¯
µki j
ki j M
νki j
ki
∫ T
0
Gki j (s)|zki (t)|αeλαsds
= eλαt
2∑
k=1
p(k)∑
i=1
λki
[
λ− aki +
α − 1
α
p(3−k)∑
j=1
τ(3−k) j i w¯
α−µ(3−k) j i
α−1
(3−k) j i M
α−ν(3−k) j i
α−1
(3−k) j
+ 1
αλki
p(3−k)∑
j=1
λ(3−k) j w¯
µki j
ki j M
νki j
ki
∫ T
0
Gki j (s)eλαsds
]
|zki (t)|α
< 0.
Therefore, one can derive that
V (t) ≤ V (0) (10)
for t ≥ 0. And from the definitions (7)–(9), we obtain that
V (t) ≥ V1(t) ≥ 1
α
λki |zki (t)|αeλαt ,
V (0) = 1
α
2∑
k=1
p(k)∑
i=1
λki |zki (0)|α + 1
α
2∑
k=1
p(k)∑
i=1
λki
p(3−k)∑
j=1
w¯
µ(3−k) j i
(3−k) j i M
ν(3−k) j i
(3−k) j
×
∫ T
0
∫ 0
−s
G(3−k) j i (s)|z(3−k) j (u)|αeλα(u+s)duds
= 1
α
2∑
k=1
p(k)∑
i=1
λki |zki (0)|α + 1
α
2∑
k=1
p(k)∑
i=1
p(3−k)∑
j=1
λ(3−k) j w¯
µki j
ki j M
νki j
ki
×
∫ T
0
∫ 0
−s
Gki j (s)|zki (u)|αeλα(u+s)duds
≤ 1
α
2∑
k=1
p(k)∑
i=1
[
λki +
p(3−k)∑
j=1
λ(3−k) j w¯
µki j
ki j M
νki j
ki
×
∫ T
0
∫ 0
−s
Gki j (s)eλα(u+s)duds
]
sup
−T≤u≤0
(|zki (u)|)α
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= 1
α
2∑
k=1
p(k)∑
i=1
[
λki + (λα)−1
p(3−k)∑
j=1
λ(3−k) j w¯
µki j
ki j M
νki j
ki
×
∫ T
0
Gki j (s)
(
eλαs − 1) ds]( sup
−T≤u≤0
|zki (u)|
)α
≤ 1
α
2∑
k=1
p(k)∑
i=1
[
λki + (λα)−1
p(3−k)∑
j=1
λ(3−k) j w¯
µki j
ki j M
νki j
ki
×
∫ T
0
Gki j (s)
(
eλαs − 1) ds]( 2∑
k=1
p(k)∑
i=1
sup
−T≤u≤0
|zki (u)|
)α
= 1
α
2∑
k=1
p(k)∑
i=1
λki
[
1+ (λα)−1
p(3−k)∑
j=1
w¯
µ(3−k) j i
(3−k) j i M
ν(3−k) j i
(3−k) j
×
∫ T
0
G(3−k) j i (s)
(
eλαs − 1) ds] ‖ϕ − ψ‖α.
Thus
|zki (t)| ≤
{
λ−1ki
2∑
k=1
p(k)∑
i=1
λki
[
1+ (λα)−1
p(3−k)∑
j=1
w¯
µ(3−k) j i
(3−k) j i M
ν(3−k) j i
(3−k) j
×
∫ T
0
G(3−k) j i (s)
(
eλαs − 1) ds]}
1
α
‖ϕ − ψ‖e−λt .
Therefore, we obtain
2∑
k=1
p(k)∑
i=1
|zki (t)| ≤ M‖ϕ − ψ‖e−λt , (11)
where
M =
2∑
k=1
p(k)∑
i=1
{
λ−1ki
2∑
k=1
p(k)∑
i=1
λki
[
1+ (λα)−1
p(3−k)∑
j=1
w¯
µ(3−k) j i
(3−k) j i M
ν(3−k) j i
(3−k) j
×
∫ T
0
G(3−k) j i (s)
(
eλαs − 1) ds]}
1
α
> 1 (12)
for t ≥ 0.
Define
xt (φ)(θ) = x(t + θ, φ), θ ∈ [−T, 0], t ≥ 0,
then xt (φ) ∈ C for ∀t ≥ 0. From (11), we have
‖xt (ϕ)− yt (ψ)‖ ≤ M‖ϕ − ψ‖e−λ(t−T ). (13)
We can choose a positive integer N such that
Me−λ(NT−T ) < 1
2
. (14)
Now we define a Poincare mapping P : C → C by
P(φ) = xT (φ).
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Thus we have
PN (φ) = xNT (φ). (15)
Let t = NT in (13), then we can obtain from (14) and (15) that
‖PN (ϕ)− PN (ψ)‖ ≤ 1
2
‖ϕ − ψ‖.
It shows that PN is a contraction mapping. Therefore there exists a unique fixed point φ∗ ∈ C such that PN (φ∗) = φ∗.
Again we can obtain
PN (P(φ∗)) = P(PN (φ∗)) = P(φ∗).
It implies that P(φ∗) ∈ C is also a fixed point of the mapping PN . Hence P(φ∗) = φ∗, i.e.,
xT (φ
∗) = φ∗.
Let x(t, φ∗) be the solution to BAM (3) corresponding to the initial value
x(s, φ∗) = φ∗, s ∈ [−T, 0],
then from the assumption (H1), x(t + T, φ∗) is also a solution to BAM (3). Clearly
xt+T (φ∗) = xt (xT (φ∗)) = xt (φ∗).
Hence
x(t + T, φ∗) = x(t, φ∗).
Therefore x(t, φ∗) is exactly one T -periodic solution to BAM (3). By using (11) and (12), it is easy to know that
all other solutions of BAM (3) converge exponentially to the periodic solution as t → +∞. This completes the
proof. 
Thus by using Theorem 2.1, Lemmas 2.1 and 2.2, we can obtain our main result Theorem 2.2.
Theorem 2.2. Suppose that conditions (H1)–(H4) hold. If there exist constants λki > 0, µki j , νki j (k = 1, 2; i =
1, 2, . . . , p(k), j = 1, 2, . . . , p(3− k)) and α > 1 such that
aki >
α − 1
α
p(3−k)∑
j=1
w¯
α−µ(3−k) j i
α−1
(3−k) j i M
α−ν(3−k) j i
α−1
(3−k) j τ(3−k) j i +
1
αλki
p(3−k)∑
j=1
λ(3−k) j w¯
µki j
ki j M
νki j
ki τki j , (16)
then there exists a unique T -periodic solution of the BAM neural network (1) which is globally exponentially stable.
Remark 1. In this paper, we throw off the bounded assumption to the functions fki and the assumption aki =
supt∈R aki (t) < 1T . Furthermore, we do not employ the continuation theorem of coincidence degree theory as is
done in Ref. [14], but directly construct a suitable Lyapunov function and use some analysis techniques to prove
the existence and global exponential stability of periodic solution for the BAM neural networks (1). Except for
assumptions (H1)–(H4), other conditions of Theorem 1 in Ref. [14] are removed. Therefore the restrictions of our
conditions to the BAM (1) are less than that in Ref. [14]. Our result improves that in Ref. [14] and has wider adaptive
range.
Remark 2. If we take µki j = νki j = 1 for k = 1, 2; i = 1, 2, . . . , p(k); j = 1, 2, . . . , p(3 − k), and∫ +∞
0 gki j (s)ds = τki j = 1, then the inequality (16) is simplified to the following form
aki >
α − 1
α
p(3−k)∑
j=1
w¯(3−k) j iM(3−k) j + 1
αλki
p(3−k)∑
j=1
λ(3−k) j w¯ki jMki . (17)
We note that the inequality (17) is the condition (H6) of Theorem 2 in Ref. [14]. We know that the condition (H6)
of Theorem 2 in Ref. [14] only guarantees the global exponential stability of the periodic solution. But by our
Theorem 2.2, it also ensures the existence of the periodic solution. Therefore, the restrictions of our conditions to
the BAM (1) are less than that in Ref. [14].
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Remark 3. If we take gki j (s) as a δ-function, g1i j (s) = δ(s − σi j ), g2 j i (s) = δ(s − τ j i ), and take x1i (t) = xi (t),
x2 j (t) = y j (t), a1i (t) = ai , a2 j (t) = b j , w2 j i (t) = p j i , w1i j (t) = qi j , I1i (t) = ci (t), I2 j (t) = d j (t), f1i (t) = gi (t),
f2 j (t) = f j (t), then the BAM (1) is reverted to the following BAM neural network with constant delays
dxi
dt
= −ai xi (t)+
m∑
j=1
p j i f j (y j (t − τ j i ))+ ci (t),
dy j
dt
= −b j y j (t)+
n∑
i=1
qi jgi (xi (t − σi j ))+ d j (t).
(18)
The BAM (18) is the model (2.12) without impulses studied by Liu et al. in [11]. Therefore, we have generalized the
Corollary 1 of Ref. [11].
3. Example
Consider the following BAM neural networks
dx11
dt
= −a11(t)x11(t)+ w211(t) f21
(∫ +∞
0
g211(s)x21(t − s)ds
)
+ I11(t),
dx21
dt
= −a21(t)x21(t)+ w111(t) f11
(∫ +∞
0
g111(s)x11(t − s)ds
)
+ I21(t),
(19)
where a11(t) = 1112 , a21(t) = 2512 , I11(t) = sin bpi t , I21(t) = cos bpi t , w111(t) = 3, w211(t) = 14 , f11(x) = f21(x) =
(|x + 1| − |x − 1|)/2, g111(t) = g211(t) = 2e−2t . Obviously, a¯11 = a11 = 1112 , a¯21 = a21 = 2512 , I¯11 = I¯21 = 1,
w¯111 = 3, w¯211 = 14 , Mki = 1, τ111 = 1, τ211 = 1, the functions aki (t), wki j (t), Iki (t) are T -periodic which T = 2b .
It is easy to validate that the conditions (H1) and (H2
′
)–(H4
′
) are all satisfied. And we set α = 3, λ21
λ11
= 12 , µ111 = 1,
µ211 = 2, then
α − 1
α
w¯
α−µ211
α−1
211 M
α−ν211
α−1
21 +
1
αλ11
λ21w¯
µ111
111 M
ν111
11 τ111 =
5
6
< a11,
α − 1
α
w¯
α−µ111
α−1
111 M
α−ν111
α−1
11 +
1
αλ21
λ11w¯
µ211
211 M
ν211
21 τ211 =
49
25
< a21.
(20)
So the inequality (16) is satisfied. Then by using Theorem 2.2, the BAM neural network (19) has exactly one T -
periodic solution which is globally exponentially stable.
But for any b ∈ (0, 1149167 + 11002
√
39857761), the matrix
D =

a11(1− Ta11)
1+ Ta11
−w211M21
−w111M11 a21(1− Ta21)1+ Ta21
 =

11
12 (1− 116b )
1+ 116b
−1
4
−3
25
12 (1− 256b )
1+ 256b

is not a nonsingular M matrix. Then we cannot obtain the existence of a periodic solution to the BAM (19) by using
Theorem 1 in Ref. [14].
In addition, in the BAM network (19), if we set the functions fki (x) = x which are not bounded, then we also
cannot obtain the existence of a periodic solution to the BAM (19) by using Theorem 1 in Ref. [14]. But by using
our Theorem 2.2, the BAM neural networks (19) has exactly one T -periodic solution which is globally exponentially
stable. The numerical simulation is given in Fig. 1 where period T = 14 (i.e. b = 8) and the three cases of initial values
are given by
x11(t) = 0.01+ 0.05 cos(3bpi t), x21(t) = 0.02+ 0.06 sin(3bpi t),
y11(t) = −0.02+ 0.02 sin(4bpi t), y21(t) = 0.03+ 0.05 cos(4bpi t),
z11(t) = 0.01, z21(t) = 0.03 sin(bpi t)+ 0.05 cos(bpi t)
(21)
for t ≤ 0.
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Fig. 1. The global exponential stability of the periodic solution of the BAM network (19) in which signal transfer functions fki (x) = x are not
bounded.
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