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Abstract
This paper addresses the problem of quantification and propagation of uncertainties asso-
ciated with dependence modeling when data for characterizing probability models are limited.
Practically, the system inputs are often assumed to be mutually independent or correlated
by a multivariate Gaussian distribution. However, this subjective assumption may introduce
bias in the response estimate if the real dependence structure deviates from this assumption.
In this work, we overcome this limitation by introducing a flexible copula dependence model
to capture complex dependencies. A hierarchical Bayesian multimodel approach is proposed
to quantify uncertainty in dependence model-form and model parameters that result from
small data sets. This approach begins by identifying, through Bayesian multimodel inference,
a set of candidate marginal models and their corresponding model probabilities, and then
estimating the uncertainty in the copula-based dependence structure, which is conditional
on the marginals and their parameters. The overall uncertainties integrating marginals and
copulas are probabilistically represented by an ensemble of multivariate candidate densities.
A novel importance sampling reweighting approach is proposed to efficiently propagate the
overall uncertainties through a computational model. Through an example studying the
influence of constituent properties on the out-of-plane properties of transversely isotropic E-
glass fiber composites, we show that the composite property with copula-based dependence
model converges to the true estimate as data set size increases, while an independence or
arbitrary Gaussian correlation assumption leads to a biased estimate.
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1. Introduction
Uncertainty Quantification (UQ) is widely applied to better understand complex stochas-
tic physical and mathematical systems. Typically, computational simulations aim to estimate
statistics of the response of a system subject to random inputs. These inputs are commonly
modeled by a random vector X with their joint probability density fX(x). The uncertainty
associated with the inputs are quantified probabilistically and propagated through a compu-
tational modelM. The corresponding output Y =M(X) is the quantity of interest (QoI),
which is uncertain. If the computational model is deterministic, all uncertainties in Y result
from the uncertainty in X.
Practically, the inputs are often assumed to be mutually independent or to possess a
multivariate Gaussian dependence structure because it is simple to model and to fit from
data. Some conventional UQ approaches, for example, importance sampling [1] and poly-
nomial chaos expansions [2], take advantage of mutually independent inputs. If the inputs
are dependent, a number of UQ approaches require to map the model inputs X onto an in-
put X∗ with independent components. When fX(x) has multivariate Gaussian dependence
structure, the map corresponds to the Nataf transformation [3, 4]. A more general way that
maps the input X onto X∗ is the Rosenblatt transformation [5], which needs to know the
conditional probability distribution functions (pdfs) that are often infeasible in practice. For
this reason, the Gaussian dependence assumption is widely applied in the context of UQ. The
Gaussian assumption and the associated dependence provides a convenient representation
of the input dependencies, but it may introduce a bias in the response estimate if the real
dependence structure deviates from this assumption.
Dependence modeling has recently received widespread attention in the engineering and
mathematics communities. This is mainly due to the significant development of copula
models [6, 7, 8], and vine copulas [9, 10, 11, 12, 13] in particular. Copula theory is used
to separately model the dependence and the marginal distribution, but it is often limited
to low-dimensional problems, typically bivariate or simple copula families, such as Gaussian
or Archimedean families [6]. Copula-based approaches have been recently used in various
dependence modeling studies, for example in reliability and risk analysis [14, 15, 16, 17,
18, 19], sensitivity analysis [20, 21], and prognostics and health management (PHM) [22,
23]. Copulas also have widespread applications in engineering practice, such as ocean and
offshore [24, 25], wind [26], and earthquake [27] engineering. To overcome the limitation
of copula theory in high dimensions, the vine copula theory was first proposed by Joe [28,
29] by formulating multivariate copulas as a product of bivariate copulas among pairs of
random variables. Bedford and Cooke [30] introduced a graphical model for describing
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multivariate copulas using pair-copulas, which provides a flexible and easy interpretation.
Czado presented a series of productive studies in the context of vine copulas [31, 32] and
successfully applied them to financial modeling [33, 34]. Recently, vine copula approaches
have become increasingly attractive in engineering applications [16, 35, 36, 37, 38].
Conventionally, the dependence structure of multivariate inputs is built probabilistically
through a known joint probability measure. Therefore, the first step of copula-based de-
pendence modeling is to identify or assume a reasonable copula or vine copula model for
the input variables. However, it may not be straightforward to identify the appropriate
copula model when data characterizing the input parameters are sparse. This process may
therefore give rise to a form of epistemic uncertainty [39] - which is due to a lack of knowl-
edge or data. Epistemic uncertainty plays an essential role in UQ and must be considered,
particularly when it arises from a lack of data.
Many theories have been developed to address the various forms of epistemic uncertainty.
It has been argued that epistemic uncertainty needs a different mathematical treatment than
aleatory uncertainty [40] that are naturally stochastic and treated probabilistically. It re-
mains an open debate as to what that mathematical treatment should be. This desire also
has given rise to the field of so-called imprecise probabilities wherein epistemic uncertainty
contributes a level of “imprecision” and aleatory uncertainty are quantified by classical prob-
ability theory. There are numerous approaches to model this imprecision that include the
use of fuzzy sets [41, 42] and measures [43], random sets [44, 45, 46, 47], intervals and
probability boxes [48, 40, 49, 45] and Dempster-Shafer theory [50, 51]. Efforts from Wal-
ley [52, 53] have worked to unify these theories under an over-arching theory of imprecise
probabilities. An extensive review of many of these imprecise probabilities approaches for
engineering applications can be found in [54].
To the author’s knowledge, relatively few studies have accounted for the problem of
imprecise dependence modeling in UQ. Some recent studies focus on the investigations of
Sklar’s theorem for imprecise copulas using fuzzy theory [55, 56]. Coolen-Maturi et al. [57]
combine nonparametric predictive inference that quantifies the uncertainties through impre-
cise probability with a parametric copula to model and estimate the dependence structure.
Among the most comprehensive studies of UQ with dependence modeling is that conducted
by Kurowicka and Cooke [58], who discussed UQ in bivariate as well as high dimensional
dependence modeling. More recent works include those of Schefzik et al. [59], who propose a
general multi-stage procedure called ensemble copula coupling to quantify the uncertainty in
complex simulation models, particularly in weather and climate predictions, and Emiliano et
al.[35] who use vine copulas to develop a general data-driven UQ framework for dependence
modeling of complex input.
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In this paper, we investigate copula-based dependence modeling in the context of im-
precise probability that specifically results from a lack of data. This is motivated by the
difficulty of data collection under complex conditions, for example, long-time cycle and ex-
pensive experiments, in engineering practice. When only scarce data is available, it is a
challenging task to assign an objective and accurate probability distribution for the ran-
dom inputs and precisely estimate their dependence relationship. The developed method
builds on the previous work of the authors who proposed information-theoretic [60] and
Bayesian [61] multimodel probabilistic methodologies to quantify and efficiently propagate
combined aleatory and epistemic uncertainty given small data sets. This work introduces a
copula-based dependence modeling, which is flexible enough to capture complex dependence
structure. To fully quantify the uncertainty in dependence modeling, we propose a hierar-
chical Bayesian multimodel approach that allows to first identify a set of candidate marginal
models and their associated model probabilities, and then estimate the copula model-form
and model parameter uncertainties, which are conditioned on the uncertain marginals and
their parameters. Using the proposed method, an ensemble of candidate multivariate den-
sities are identified as random inputs that need to be propagated through a complex model
to estimate the response of an engineering system. Propagation of these families of densi-
ties is particularly difficult because it requires nested Monte Carlo calculations, which are
often computationally infeasible even for simple models. This paper proposes a novel effi-
cient importance sampling reweighting algorithm that allows simultaneous propagation of
the multiple densities through one Monte Carlo simulation. The proposed method can fur-
ther achieve an adaptive updating as additional data are collected but without requiring
additional computational evaluation.
This paper is structured as follows. Section 2 provides a brief review of copula-based
dependence modeling, particularly bivariate copula theory and vine copula theory. Section
3 presents the uncertainty analysis for copula-based multivariate dependence modeling, in-
cluding copula uncertainty and marginal uncertainty. An efficient uncertainty propagation
with imprecise copula dependence modeling is proposed in Section 4. Section 5 shows an ap-
plication of the proposed method to the probabilistic prediction of unidirectional composite
lamina properties. Some discussions and concluding remarks are given in Section 6.
2. Copula-based modeling of dependence structure
2.1. Measures of statistical dependence
The most well-known measure of dependence between random variables is the Pearson’s
correlation coefficient, commonly named simply the correlation coefficient, which measures
4
linear dependence. Considering two random variables X and Y with mean values µX and
µY and standard deviations σX and σY , the correlation coefficient ρX,Y is defined as
ρX,Y =
cov(X, Y )
σXσY
=
E[(X − µX)(Y − µY )]
σXσY
(1)
where E[·] is the expectation and cov is the covariance. All correlation coefficient values
are bounded in the interval [−1, 1], indicating the degree of linear dependence between two
variables. The closer the coefficient is to either 1 or -1, the stronger the correlation between
the variables. If the variables are linearly independent, the correlation coefficient is 0.
Another common measure of dependence is Kendall’s τ , or Kendall’s rank correlation
coefficient, which measures the difference between the concordance and discordance proba-
bility and can be used to detect some nonlinear dependence. Let (X1, Y1) and (X2, Y2) be
independent and identically distributed random vectors, then Kendall’s tau is defined as
τX,Y = P [(X1 −X2)(Y1 − Y2) > 0]− P [(X1 −X2)(Y1 − Y2) < 0]. (2)
Rank correlation can also be expressed using Spearman’s ρ (defined as the correlation co-
efficient – Eq. (1) – between the ranks of the variables) and both Kendall’s τ and Spearman’s
ρ can be shown to be special cases of a generalized rank correlation [62].
However, the information given by a correlation coefficient (Pearson’s ρ, Kendall’s τ , or
Spearman’s ρ) is only enough to define the dependence structure between random variables
in special cases, e.g. Gaussian random variables. In general, the complete dependence struc-
ture requires knowledge of the full joint distribution. One method to capture the complete
dependence structure is to model the joint distribution using a copula. In practice, many
data structures exhibit different marginal distributions, nonsymmetric/nonlinear dependen-
cies, and/or tail dependencies between variables. These variables cannot be modeled by a
Gaussian or multivariate t distribution. This challenge is overcome by the copula approach,
which models the dependencies and marginal distributions separately.
2.2. Copula theory
Consider FX(x) as the d-dimensional joint distribution function of the random vector
X = (X1, ..., Xd)
T with marginal distributions F1(x1), ..., Fd(xd). According to Sklar’s theo-
rem [63], there exists a copula C such that for all x = (x1, ..., xd)
T ∈ [−∞,∞]d,
FX(x) = C(F1(x1), ..., Fd(xd)) (3)
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If F1(x1), ..., Fd(xd) are continuous, the copula C is unique. The copula C can be interpreted
as the joint distribution function of a d-dimensional random vector on [0, 1]d with uniform
marginals.
Sklar’s theorem can also be restated with respect to probability densities. The corre-
sponding copula density can be expressed as:
c(F1(x1), ..., Fd(xd)) =
∂C(F1(x1), ..., Fd(xd))
∂F1(x1), .., ∂Fd(xd)
(4)
which implies the joint multivariate pdf can be formulated by
fX(x) = c(F1(x1), ..., Fd(xd)) · f1(x1) · · · fd(xd) (5)
where fk(xk), 1 ≤ k ≤ d are the marginal pdfs. For the bivariate case, Joe [29] and Nelsen
[6] provided a rich variety of copula families from the two major classes of Elliptical and
Archimedean copulas. Elliptical copulas are directly derived by inverting Sklar’s theorem,
shown in Eq. (3). Given a bivariate cumulative distribution function FX(x) with marginals
F1(x1) and F2(x2), then
C(u1, u2) = F (F
−1
1 (u1), F
−1
2 (u2)) (6)
is a bivariate copula for u1, u2 ∈ [0, 1]. One of the most commonly used bivariate elliptical
copula is the bivariate Gaussian copula
C(u1, u2) = Φρ(Φ
−1(u1),Φ−1(u2)) (7)
where Φρ is the joint cumulative distribution of bivariate standard normal distribution with
correlation coefficient ρ and Φ−1 is the inverse standard normal cdf.
Another common copula is the Student-t copula, whose bivariate density is given by
fX(x) =
Γ(ν+2
2
)
Γ(ν
2
)
√
(piν)2|Σ|
(
1 +
(x− µ)′Σ−1(x− µ)
ν
)− ν+2
2
(8)
where ν is the number of degrees of freedom, µ is the mean vector and Σ is a positive-
definite matrix. Since the copula remains invariant under a standardization of the marginal
distributions, the copula of a t(ν,µ,Σ) is identical to that of a t(ν, 0,P ) distribution where
P is the correlation matrix implied by the dispersion matrix Σ [64]. Thus, the corresponding
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Student-t copula is given by
C(u1, u2) =
∫ t−1ν (u1)
−∞
∫ t−1ν (u2)
−∞
Γ(ν+2
2
)
Γ(ν
2
)
√
(piν)2|P |
(
1 +
x′P−1x
ν
)− ν+2
2
dx. (9)
For bivariate case, we simplify the notation to
C(u1, u2) = tρ,ν(t
−1
ν (u1), t
−1
ν (u2)) (10)
where ρ is the off-diagonal element of P [64], t−1ν is defined as the inverse Student-t marginal
distribution function with ν degrees of freedom. Fig. 1 shows samples from the elliptical
copula family with Gaussian and Student-t copulas. Table 1 provides the basic properties of
the Gaussian and Student-t copulas.
Figure 1: Elliptical copula family. Samples drawn from (left) Gaussian copula and (right) Student-t copula
Table 1: Properties and definition of elliptical copula families
Elliptical family Parameter range Kendall’s τ Tail dependence
Gaussian ρ ∈ (−1, 1) 2pi arcsin(ρ) 0
Student-t ρ ∈ (−1, 1), ν > 2 2pi arcsin(ρ) 2tν+1(−
√
ν + 1
√
1−ρ
1+ρ )
Another important copula family, Archimedean copulas are defined as
C(u1, u2) = ψ
[−1](ψ(u1) + ψ(u2)) (11)
where ψ is the generator function of the copula C, which is a continuous strictly decreasing
convex function which satisfies ψ(1) = 0 and ψ[−1] is defined as
ψ[−1](t) =
{
ψ−1(t), 0 ≤ t ≤ ψ(0)
0, ψ(0) ≤ t ≤ ∞ (12)
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The most common single parameter Archimedean copulas are the Clayton, Gumbel and
Frank [6]. Their bivariate copula formulations are shown in Table 2, with their corresponding
properties (generator and Kendall’s τ) shown in Table 3 where D1(θ) =
1
θ
∫ θ
0
t
et−1dt is the
Debye function [29, 6]. Fig. 2 show examples of samples drawn from these copulas for two
random variables u1 and u2.
Table 2: Definitions of Archimedean copula families
Name of Copula Bivariate copula Cθ(u1, u2) Parameter θ
Clayton
[
max
{
u−θ1 + u
−θ
2 − 1, 0
}]−1/θ
θ ∈ [−1,∞) \ {0}
Frank − 1θ log
[
1 + (e
−θu1−1)(e−θu2−1)
e−θ−1
]
θ ∈ R \ {0}
Gumbel e−((− log(u1))
θ+(− log(u2))θ)1/θ θ ∈ [1,∞)
Table 3: Properties of Archimedean copula families
Name of Copula Generator Kendall’s τ
Clayton 1θ (t
−θ − 1) θθ+2
Frank − log[ e−θt−1
e−θ−1 ] 1− 4θ + 4D1(θ)θ
Gumbel (− log t)θ 1− 1θ
Figure 2: Archimedean copula family. Samples drawn from (left) Frank copula, (middle) Clayton copula
and (right) Gumbel copula.
2.3. Vine copulas
Copula families perform well in the bivariate case, but in arbitrarily high dimension,
the choice of adequate copula families is very limited. Elliptical families and Archimedean
copulas lack the flexibility to accurately model the dependence structure of high dimensional
variables. Simple extensions of these bivariate families offer some improvement, but typically
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become intricate and introduce additional limitations that, for example, they can not be
applied to establish a distribution consistent with arbitrary correlation [65].
Vine copulas (also called tree structures) do not suffer from these issues and have been
widely used in many fields of application. Bedford and Cooke [30] introduced a graphical
model for describing multivariate copulas using a cascade of bivariate copulas, denoted by
pair-copulas. This pair-copula construction provides a flexible way to decompose a multi-
variate probability density into bivariate copulas such that each pair-copula is independent
of the others.
Consider a d-dimensional joint density function fX(x1, ..., xd) for a random vector X =
(X1, ..., Xd). This density can be decomposed based on the law of total probability
f(x1, ..., xd) = fn(xd) · f(xd−1|xd) · f(xd−2|xd−1, xd) · · · f(x1|x2, ..., xd). (13)
From Sklar’s theorem, we also know the joint probability density can be formulated as
shown in Eq. (5). In the bivariate case, Eq. (5) simplifies to
f(x1, x2) = c12(F1(x1), F2(x2)) · f1(x1) · f2(x2) (14)
where c12 is the appropriate pair-copula density for the pair of transformed variables F1(x1)
and F2(x2). It is straightforward to write a conditional density
f(x1|x2) = c12(F1(x1), F2(x2)) · f1(x1) (15)
in terms of the pair-copula. Similarly, it easily follows for three random variables X1, X2
and X3 as follows
f(x1|x2, x3) = c12|3(F (x1|x3), F (x2|x3)) · f(x1|x3) (16)
for the appropriate pair-copula c12|3 which is used for the transformed variables F (x1|x3)
and F (x2|x3). An alternative decomposition is
f(x1|x2, x3) = c13|2(F (x1|x2), F (x3|x2)) · f(x1|x2) (17)
where c13|2 differs from the pair-copula in Eq. (16). We can further decompose f(x1|x2) in
Eq. (17) based on Eq. (15)
f(x1|x2, x3) = c13|2(F (x1|x2), F (x3|x2)) · c12(F1(x1), F2(x2)) · f1(x1). (18)
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By the extension, the conditional marginal can be decomposed into the appropriate pair-
copula using the general form given by [10, 31]
f(x|v) = cxvj |v−j(F (x|v−j), F (vj|v−j))f(x|v−j) (19)
where vj is an arbitrarily excluded element from vector v and v−j denotes the vector v after
excluding vj. Hence, a multivariate density fX(x) can be expressed as a product of bivariate
copula density functions with marginal conditional CDFs in the form of F (x|v) that can be
formulated recursively as follows [29]
F (x|v) = ∂Cx,vj |v−j(F (x|v−j), F (vj|v−j))
∂F (vj|v−j) (20)
where Cx,vj |v−j is a bivariate copula distribution function.
Note that a d-dimensional multivariable density can be factorized into a number of differ-
ent conditional pair-copulas based on the vine copula construction proposed by Bedford and
Cooke [30]. Except regular vine structure (R-vine), there are two special types of regular
vines: canonical vine (C-vine) and drawable vine (D-vine). For the C-vine, each tree has a
unique node that is connected to all other nodes, and the corresponding joint pdf fX(x) is
fX(x) =
d∏
k=1
fk(xk)
d−1∏
j=1
d−j∏
i=1
c(F (xj|x1, ..., xj−1), F (xj+i|x1, ..., xj−1)). (21)
In contrast, each tree in a D-vine is a path and the corresponding joint pdf fX(x) is
fX(x) =
d∏
k=1
fk(xk)
d−1∏
j=1
d−j∏
i=1
c(F (xi|xi+1, ..., xi+j−1), F (xi+j|xi+1, ..., xi+j−1)) (22)
where the subscript indices indicate the conditional random variables to be drawn.
Copula theory and vine copulas are an important tool for modeling the dependence
of multivariate densities in either low or high dimension. A following critical question is
how to select and estimate all components of a bivariate copula model or tree structure
model from limited data. The paper mainly focuses on the bivariate copula model to show
how to efficiently quantify the uncertainties associated with copula model selection and
the corresponding parameters. The proposed method can be extended to high dimensional
problem with dependence given a specified vine copula structure. The next sections discuss
this issue in detail. The next sections discuss this issue in detail.
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3. Statistical inference of copula dependence modeling
Given a d-dimensional probability density, we can decompose it into products of marginal
densities and bivariate copula densities and represent this decomposition with a nested set
of trees that fulfill a proximity condition. However, it is often difficult to directly identify
a d-dimensional probability density. Instead, more commonly, only data are provided and
statistical inference is necessary for model selection and parameter estimation. Small data
sets create additional uncertainties which pose a significant challenge to the inference of the
copula dependence model.
Assuming known marginal distributions, copula dependence modeling consists of three
principal components: tree structure, copula form and copula parameters. However, for small
data sets, uncertainty uncertainty in the marginals cannot be ignored. Consequently, the
marginal form and marginal distribution parameters must also be included in the inference
process. As a result, the total uncertainty when inferring joint probability model form, Uall,
includes the following five components:
Uall = {Ut, Ucf , Ucp, Umf , Ump} (23)
where Ut is uncertainty in the tree structure, Ucf and Ucp are the uncertainty in copula
families and parameters respectively, and Umf and Ump represent the uncertainty in marginal
distribution families and parameters. To quantify these uncertainties, statistical methods
are adopted for model selection and parameter estimation.
The model uncertainty in tree structure is particularly challenging to address. This is
mainly because the possible decomposition of pair-copulas is potentially large, especially in
high dimension. Typically, the tree structure is assumed to follow a specified model based
on the analyst’s knowledge or experience. There are several model selection approaches for
specification of tree structures, including optimal C-vine structure selection [66], Bayesian
approaches for D-vine selection [67] and maximum spanning trees for R-vines [33]. Here, the
tree model selection is not our first priority, so we do not elaborate on these methods. Instead,
our emphasis is on how to efficiently quantify the uncertainties associated with copula form
selection and the corresponding parameters given a specified vine copula structure.
3.1. Copula form selection and parameter estimation
When a specific vine copula structure is determined, classical statistical approaches,
including goodness-of-fit tests [68], independence test [69] and AIC/BIC [70] are capable
of handling copula form selection when data sets are large. When both tree structure and
copula form are known and the data set is large, the copula parameters can be estimated using
11
sequential estimation [10, 66], maximum likelihood estimation [71], or Bayesian parameter
estimation [67, 72]. However, these classical approaches fall short when inferring from small
data sets.
Traditionally, statistical inference is applied to select a single “best” model given a set of
candidate models and available data, and the model is the sole model used for probabilistic
modeling. Any uncertainty associated with model selection is simply ignored. However,
it is often difficult (even impossible) to identify a unique best model without significant
(and potentially problematic) assumptions. Consequently, it is necessary to consider model
uncertainty and compare the validity of multiple candidate models – a process referred to
as multimodel inference, as introduced by Burnham and Anderson [70]. In this study, we
generalize the Bayesian multimodel inference developed previously by the authors [60, 61]
to include uncertainty in the form and parameters of the copula dependence model.
Given a data set d, the model selection problem is to identify the model Mi that“best”
fits the data from a collection of N candidate models M = {Mj}, j = 1, . . . , N . The notion
of best fit varies depending on the selected metric. In the Bayesian setting used here, initial
model prior probabilities p˜ij = p(Mj) with
∑N
j=1 p˜ij = 1 are assigned to each model Mj ∈M.
According to Bayes’ rule, the posterior model probability, given the data d can be calculated
by
pij = p(Mj|d) = p(d|Mj)p(Mj)∑N
k=1 p(d|Mk)p(Mk)
, j = 1, . . . , N (24)
having
∑N
j=1 pij = 1 and where
p(d|Mj) =
∫
θj
p(d|θj,Mj)p(θj|Mj)dθj, j = 1, . . . , N (25)
is referred as to the marginal likelihood or evidence of model Mj.
Commonly, the model M∗ ∈ M with the highest posterior model probability p(M∗|d)
is selected as the single “best” model. By contrast, Bayesian multimodel inference ranks
the candidate models by their posterior model probabilities calculated by Eq. (24) and
retains all plausible models with non-negligible probability. Once the plausible models and
their associated model probabilities have been identified, model parameter uncertainties
are assessed by applying Bayesian parameter estimation. For each model in the set of
plausible models, Mi, i = 1, . . . , Nd (Nd ≤ N), we begin by assigning a prior (often a
noninformative prior) to the model parameters θi, denoted p(θi|Mi). We then estimate the
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posterior parameter distribution using Bayes’ rule:
p(θi|d,Mi) = p(d|θi,Mi)p(θi|Mi)
p(d|Mi) ∝ p(d|θi,Mi)p(θi|Mi), i = 1, . . . ,m (26)
where p(d|θi,Mi) is the likelihood function. The posterior p(θi|d,Mi) is identified implicitly
through Markov Chain Monte Carlo (MCMC) without requiring the calculation of model
evidence p(d|Mi). However, the evidence, as evident from Eq. (25) is critical in Bayesian
multimodel inference and needs to be calculated with caution. A detailed discussion of the
evidence calculation can be found in [61].
In the classical setting, a unique set of model parameters θi is identified from the posterior
samples using, for example, the maximum a posterior (MAP) estimator,
θ˜MAPj (d,Mj) = arg max
θj
p(θj|d,Mj) = arg max
θj
p(d|θj,Mj)p(θj|Mj). (27)
When p(θj|Mj) is a noninformative prior, the MAP estimator is equivalent to the maxi-
mum likelihood estimate (MLE). Due to a lack of data, the posterior parameter probability
will likely possess large variance. Rather than discarding the full uncertainty by selecting a
single set of MLE or MAP parameters or integrating out its variability using Bayesian model
averaging [73], we retain the full posterior densities for each plausible model.
In this work, the Bayesian multimodel inference method is generalized to address copula
dependence model selection and parameter estimation. A simple bivariate example is used to
illustrate the process and its performance. Consider a bivariate random vector u = [u1, u2]
whose dependence follows the Frank copula model with parameter θ = 3 (denoted Frank(3)).
Fig. 3 shows data sets of varying size drawn from the Frank(3) copula. Notice that, given
only 10 data, one cannot decipher a clear dependence relation. Only after 100 data are
drawn does the dependence begin to emerge and it finally becomes clear when 1000 points
are drawn.
From these data, Bayesian multimodel inference is first used to quantify the copula
form uncertainty. Five copula models – the Gaussian, Student-t, Clayton, Gumbel and
Frank copulas – are selected as the candidate copula forms. Without informative prior
information, all candidate copula models are assumed to have equal probability. The Monte
Carlo method is adopted to compute the evidence from Eq. (25). Then the posterior copula
model probabilities are obtained using Eq. (24). Fig. 4 shows the posterior probabilities for
each candidate copula model as a function of dataset size. Notice that the model probability
for the Frank copula becomes gradually larger as the data set size increases but the Bayesian
multimodel inference does not select the correct Frank copula model conclusively until 1000
13
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Figure 3: Bivariate correlated data drawn from Frank(3) copula model, showing 10 data, 100 data and 1000
data
correlated data are collected.
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Figure 4: Posterior copula model probability as a function of dataset size
Next, Bayesian inference is employed to estimate the copula parameter for each plausible
candidate model. Fig. 5 shows the posterior probability distribution for the Frank copula
parameter θ for increasing data set size. Note that the posterior variance is large when
the data set size is small and the estimate gradually narrows with increasing data set size.
Finally, the posterior density with 1000 data converges towards a narrow distribution that
includes the true value (θ = 3).
This simple example illustrates the Bayesian multimodel inference process for model
selection and parameter estimation of copula dependence modeling. More specifically, it
illustrates the fact that inference is inherently imprecise from small data sets. When data
sets are small, it is impossible to uniquely identify the copula form (and the associated copula
model parameters) from which the data are drawn. In the following section, we turn our
attention to uncertainty in the marginal distributions.
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Figure 5: Posterior histogram of the Frank copula model parameter given different data set sizes.
3.2. Uncertainty in marginal distributions
As observed in authors’ previous studies [60, 61, 74], uncertainty in the marginal distri-
butions play a critical role in uncertainty quantification from small datasets. Consider again
for simplicity, the bivariate case where the joint pdf can be expressed as:
fX(x1, x2) = c12(F1(x1, θ1), F2(x2, θ2), θc) · f1(x1, θ1) · f2(x2, θ2) (28)
where θc are the copula parameters. Given this expression of the joint density, it is clear that
the copula model is conditional on the marginals and their parameters, which the previous
studies have shown to have very large uncertainties when data sets are small. Consequently,
it is necessary to identify copula model probabilities and copula parameter probabilities
for each set of inferred candidate marginals. This induces a hierarchy of probabilities that
includes both the copula model and the marginal model. We therefore propose a hierarchical
Bayesian multimodel inference method, as illustrated in Fig. 6. The procedure is summarized
for each pair of variables as follows:
• Step 1: Marginal multimodel inference – First identify the candidate marginal model
sets M1 = {M1j }, j = 1, . . . , Nd1 and M2 = {M2j }, j = 1, . . . , Nd2 for each variable
and compute the marginal model probabilities pi1 = {pi11, pi12, . . . , pi1Nd1} and pi
2 =
{pi21, pi22, . . . , pi2Nd2} using Eq. (24). Notice that this induces a set of Nd1 ×Nd2 possible
marginal pairs. Then estimate the posterior joint pdf for the marginal parameters for
all plausible models, p(θ1j |d1,M1j ), j = 1, · · · , Nd1 and p(θ2j |d2,M2j ), j = 1, · · · , Nd2
using Eq. (26).
• Step 2: Define a finite set of marginal distributions – Theoretically, the above process
yields an infinite set of parameterized probability models. Practically, it is necessary
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Figure 6: Hierarchy of Bayesian multimodel inference for copulas and marginals
to reduce this to a finite but statistically representative set of Ntd marginal probability
model pairs. This is achieved by randomly selecting a model family for each variable
from M1 and M2 with probabilities pi1 and pi2 respectively, and randomly selecting the
parameters of each model from the appropriate posterior joint pdf p(θ1|d1,M1j ) and
p(θ2|d2,M2k ).
• Step 3: Copula multimodel inference – For each pair of marginal distributions f1(x1|θ1,M1j )
and f2(x2|θ2,M2k ), standardize the data using F1(d1) and F2(d2). Compute the poste-
rior copula model probabilities pic =
{
pic1 , · · · , picNdc
}
for each candidate copula model{
C1, · · · , CNdc
}
using Eq. (24) where Ndc is the number of plausible copula models for
the specified marginal pair. Next, estimate the posterior pdf for the copula parameters
for each plausible copula model, p(θck |d, Ck), k = 1, . . . , Ndc using Eq. (26). As in
step 2, a finite set of Ntc (Ntc can be arbitrarily large) copulas (copula models and
parameters) are determined for each marginal pair
{
f1(x1|θ1,M1j ), f2(x2|θ2,M2k )
}
.
• Step 4: Identify bivariate joint densities – Combine the set of marginal densities and
copula densities to define the full set of candidate joint densities fX(x1, x2), as in Eq.
(28). This, however, may lead to a prohibitively large number, Ntd ×Ntc , of candidate
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bivariate densities. In the following section, we discuss a strategy to keep this number
tractable.
The result is a set of Ntd×Ntc joint distributions that are representative of the uncertainty
in marginal model form, marginal parameters, copula model form, and copula parameters.
We now consider how to propagate this set of joint distributions through a computational
model. Note that the cost of propagation depends only weakly on Ntd × Ntc , the number
of joint densities in the set. That is, increasing Ntd × Ntc does not increase the number of
model evaluations necessary for uncertainty propagation. Therefore, it is advantageous to
make Ntd × Ntc as large as possible, as undersampling it will result in artificially narrow
uncertainty bounds.
4. Uncertainty propagation with copula dependence modeling
In the previous study [60], we proposed an efficient algorithm for propagation of the im-
precise probabilities characterized by a multimodel set with independent marginals. Here, we
extend this algorithm to the propagation of imprecise probabilities with copula dependence
modeling. For illustration, and without loss of generality, we derive here the propagation
method for bivariate random variables. It’s extension to higher-dimensional vectors with cop-
ula dependence, particularly vine copulas that rely on a series of bivariate copulas, follows
naturally.
4.1. Importance sampling for bivariate joint probability density
Consider the performance function g(X1,X2) defining the response quantity of interest
for a mathematical or physical system. The aim of uncertainty propagation is to evaluate
the expectation E(g(X1,X2)) where (X1,X2) ∈ Ω is a random vector having bivariate joint
probability density p(x1,x2). The classical Monte Carlo estimator is computed as follows:
µ = Ep[g(X1,X2)] =
∫
Ω
g(x1,x2)p(x1,x2)dx ≈ 1
n
n∑
i=1
g(xi1,x
i
2) (29)
where Ep[·] is the expectation with respect to p(·) and (xi1,xi2) are bivariate random samples
drawn from p(x1,x2). Importance sampling allows samples to be drawn from an alternate
density q(x1,x2) and then reweights the samples to obtain the estimator. The Monte Carlo
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estimator in Eq. (29) is modified as:
µ = Eq
[
g(X1,X2)
p(X1,X2)
q(X1,X2)
]
=
∫
Ω
g(x1,x2)
p(x1,x2)
q(x1,x2)
q(x1,x2)dx
≈ 1
n
n∑
i=1
g(xi1,x
i
2)w(x
i
1,x
i
2)
(30)
where Eq[·] denotes expectation for (X1,X2) ∼ q(·) and the importance weights are defined
as:
w(xi1,x
i
2) =
p(xi1,x
i
2)
q(xi1,x
i
2)
. (31)
4.2. Optimal important density for bivariate joint probability density with copula dependence:
Derivation
The efficient propagation of multimodel imprecise probabilities is performed by iden-
tifying an “optimal” importance sampling density, propagating this optimal density, and
reweighting the samples according to each distribution in the multimodel set. The opti-
mal sampling density is derived as the distribution that “best” matches the multimodel
distribution set according to some metric. In the prior work, the authors [60] derive an ex-
plicit analytical optimal importance sampling density given an ensemble of target marginal
probability densities that minimizes the total expected mean square difference, M(M ‖ Q),
between the model set M = {Mj}, j = 1, . . . , Nd and the importance sampling density
Q = q(x) given by:
E =
Nd∑
j=1
Eθ [M(Mj ‖ Q)] = Eθ
[
Nd∑
j=1
1
2
∫
(pj(x|θ)− q(x))2dx
]
, (32)
In other words, the following optimization problem is solved:
minimize
q
L(q) = Eθ
[∫
F(x,θ, q(x))dx
]
subject to I(q) =
∫
q(x)dx− 1 = 0
(33)
where the action functional F(·) is the total square differences:
F(x,θ, q(x)) = 1
2
Nd∑
j=1
(pj(x|θ)− q(x))2 (34)
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and Eθ is the expectation with respect to the posterior probability of the model parameters θ.
I(q) ensures that q(x) is a valid pdf. Solving this optimization problem yields a closed-form
solution given by the convex mixture model [60]
q∗(x) =
1
Nd
Nd∑
j=1
Eθ [pj(x|θ)] (35)
When the posterior model probabilities are not equal, this solution generalizes as
q∗(x) =
Nd∑
j=1
pijEθ [pj(x|θ)] (36)
where each term is weighted by the corresponding posterior model probabilities pij computed
by Eq.(24). The interested reader can find more details in [60].
It is straightforward to generalize this solution from the one-dimensional probability
density to multivariate joint probability densities. If the bivariate joint probability density
has independent marginals, the optimal sampling density is expressed as:
q∗(x) =
1
Nd1Nd2
Nd1∑
i=1
Nd2∑
j=1
Eθ [pij(x|θ)] (37)
and the bivariate joint probability density pij(x|θ) can be decomposed by marginal distri-
bution f i1(x1|θ1) and f j2 (x2|θ2) as follows:
pij(x|θ) = f i1(x1|θ1) · f j2 (x2|θ2) (38)
where Nd1 and Nd2 are the number of candidate probability models for the marginal densities
respectively and Nd = Nd1 ·Nd2 is the total number of candidate probability models for the
bivariate joint probability density. Thus, the optimal sampling density for independent
bivariate joint density can be expanded in terms of the margainals as:
q∗(x) =
1
Nd1Nd2
Nd1∑
i=1
Nd2∑
j=1
Eθ
[
f i1(x1|θ1)f j2 (x2|θ2)
]
=
1
Nd1Nd2
Nd1∑
i=1
Nd2∑
j=1
Eθ1
[
f i1(x1|θ1)
]
Eθ2
[
f j2 (x2|θ2)
]
=
1
Nd1Nd2
Nd1∑
i=1
Eθ1
[
f i1(x1|θ1)
] Nd2∑
j=1
Eθ2
[
f j2 (x2|θ2)
]
(39)
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Again, it is straightforward to show that this solution generalizes for unequal model proba-
bilities as:
q∗(x) =
Nd1∑
i=1
pi1iEθ1
[
f i1(x1|θ1)
] Nd2∑
j=1
pi2jEθ2
[
f j2 (x2|θ2)
]
(40)
where pi1i associated with marginal density f
i
1(x1|θ1) is the posterior model probability for
model Mi satisfying
∑Nd1
i=1 pi
1
i = 1 and pi
2
j associated with marginal density f
j
2 (x2|θ2) is the
posterior model probability for model Mj satisfying
∑Nd2
j=1 pi
2
j = 1 .
If the bivariate joint probability density has copula dependence, with copula density
ck12(F1(x1|θ1), F2(x2|θ2)|θc), we can express the bivariate joint probability density as:
pkij(x|θ) = ck12(F i1(x1|θ1), F j2 (x2|θ2)|θc) · f i1(x1|θ1) · f j2 (x2|θ2) (41)
where k = 1, ..., Ndc indexes the candidate copula models. Similarly, we can derive the
optimal sampling density for dependent bivariate joint probability density with copula de-
pendence as follows. We start by applying the joint density in Eq. (41) to the optimal density
in Eq. (37) where we require an additional summation over all Ndc candidate copula models:
q∗c (x) =
1
Nd1Nd2Ndc
Nd1∑
i=1
Nd2∑
j=1
Ndc∑
k=1
Eθ
[
ck12(F
i
1(x1|θ1), F j2 (x2|θ2)|θc) · f i1(x1|θ1) · f j2 (x2|θ2)
]
.
(42)
Next, let us apply the law of total expectation as:
E[X] = E[E[X|Y ]] =
∫
Y
E[X|Y = y]p(y)dy (43)
where
X = ck12(F
i
1(x1|θ1), F j2 (x2|θ2)|θc) · f i1(x1|θ1) · f j2 (x2|θ2) (44)
and Y = y is the condition that θ1 and θ2 take specific values, i.e.
θ1 = θn, and θ2 = θm. (45)
Applying the law of total expectation, the summand in Eq. (42) can be expressed as∫
θ1
∫
θ2
Eθ
[
ck12(F
i
1(x1|θ1), F j2 (x2|θ2)|θc,θ1 = θn,θ2 = θm) · f i1(x1|θ1 = θn) · f j2 (x2|θ2 = θm)
] ·
p(θ1 = θn,θm = θ2)dθndθm. (46)
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Recognizing that the first term is conditioned on θ1 and θ2 taking specific values, the ex-
pectation can be written entirely with respect to θc and the marginal densities can be
taken outside the expectation. We further recognize that p(θ1 = θn,θ2 = θm) = p(θ1 =
θn|d,Mi) · p(θ2 = θm|d,Mj) because θ1 and θ2 are independent and inferred from the data
for each variable. Hence, Eq. (46) becomes:∫
θ1
∫
θ2
Eθc
[
ck12(F1(x1|θ1), F2(x2|θ2)|θc,θ1 = θn,θ2 = θm)
]·f i1(x1|θ1 = θn)·f j2 (x2|θ2 = θm)·
p(θ1 = θn|d,Mi) · p(θ2 = θm|d,Mj)dθndθm. (47)
Plugging this into Eq. (42) and letting
cˆmn12 (F
i
1(x1|θ1), F j2 (x2|θ2)) =
1
Ndc
Ndc∑
k=1
Eθc
[
ck12(F
i
1(x1|θ1), F j2 (x2|θ2)|θc,θ1 = θn,θ2 = θm)
]
(48)
be the expected conditional copula for marginal parameter pair (θ1 = θn,θ2 = θm) gives:
q∗c (x) =
1
Nd1Nd2
Nd1∑
i=1
Nd2∑
j=1
∫
θ1
∫
θ2
cˆmn12 (F
i
1(x1|θ1), F j2 (x2|θ2)) ·f i1(x1|θ1 = θn) ·f j2 (x2|θ2 = θm)·
p(θ1 = θn|d,Mi) · p(θ2 = θm|d,Mj)dθndθm. (49)
Next, recognizing that we likely cannot know p(θ1 = θn|d,Mi) and p(θ2 = θm|d,Mj)
explicitly because we do not have the parameter posterior density in closed form (instead,
we have sampled it from MCMC), we will rely on Monte Carlo estimation of the integrals
over θn, θm with Nn × Nm → ∞ samples such that θn and θm are drawn randomly from
the posterior parameter density (i.e. from MCMC samples) and allowing us to express the
optimal density as
q∗c (x) =
1
Nd1Nd2NnNm
Nd1∑
i=1
Nd2∑
j=1
Nn∑
n=1
Nm∑
m=1
cˆmn12 (F
i
1(x1|θ1), F j2 (x2|θ2))·f i1(x1|θ1 = θn)·f j2 (x2|θ2 = θm).
(50)
The optimal sampling density in Eq. (50) can be generalized to account for the posterior
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model probabilities as follows:
q∗c (x) =
1
NnNm
Nd1∑
i=1
Nd2∑
j=1
Nn∑
n=1
Nm∑
m=1
cˆmn12 (F
i
1(x1|θ1), F j2 (x2|θ2))·pi1i f i1(x1|θ1 = θn)·pi2j f j2 (x2|θ2 = θm)
(51)
where the expected conditional copula cˆmn12 (F
i
1(x1|θ1), F j2 (x2|θ2)) in Eq. (48) is replaced by:
cˆmn12 (F
i
1(x1|θ1), F j2 (x2|θ2)) =
Ndc∑
k=1
pik,mnc Eθc
[
ck12(F
i
1(x1|θ1), F j2 (x2|θ2)|θc,θ1 = θn,θ2 = θm)
]
(52)
where pik,mnc is the posterior copula model probability conditioned on θ1 = θn and θ2 = θm.
4.3. Optimal important density for bivariate joint probability density with copula dependence:
Implementation
In the derived form, the optimal sampling density in Eqs. (51) and (52) is difficult to
implement, involving several nested loops. For every pair of marginals {f i1(·), f j2 (·)}, we need
to randomly sample Nn and Nm samples respectively from the parameter densities using
MCMC. Then, for each pair of the Nn ×Nm model parameters, we need Nθc samples of the
copula parameters for each of the Ndc candidate copula models for a total computational
complexity of Nd1 ×Nd2 ×Nn×Nm×Ndc ×Nθc . Here, we propose a Monte Carlo sampling
approach to reduce the complexity of this calculation.
This is performed by first populating the marginal sets. That is, we perform the multi-
model selection process for the marginal distributions to obtain M1 and M2 and the model
probabilities pi1 and pi2. Next we, perform Bayesian parameter estimation for each of the
marginals in M1 and M2, which provides a set of Nm and Nn parameter values following
the joint parameter distributions of each model M1i and M
2
i , respectively. Next, instead of
combining all combinations of marginals and parameters (Nd1 × Nd2 × Nn × Nm), we set a
feasible value Ntd of total marginal combinations to be considered. Note that while the total
number of combinations is likely to be in the millions, e.g. 4×4×1000×1000 = 16, 000, 000,
we generally select Ntd ≈ 1, 000. This set of Ntd probability models is selected by randomly
drawing marginals fromM1 andM2 with probabilities pi1 and pi2 and then randomly drawing
their respective parameters from the MCMC samples for each marginal.
This first simplification reduces the estimator in Eq. (51) to the following form:
q∗c (x) =
1
Ntd
Ntd∑
l=1
cˆl12(F
l
1(x1|θ1), F l2(x2|θ2)) · f l1(x1|θ1 = θl1) · f l2(x2|θ2 = θl2) (53)
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where l is a single index associated with a pair of marginals randomly selected according to
their model probabilities as well as random parameters for each of these marginals selected
from their joint posterior pdf.
For each of the Ntd marginal pairs, we perform copula model selection to obtain the cop-
ula model probabilities pilc and then, again perform MCMC to obtain samples of the copula
parameters following their posterior distribution. To estimate the expected conditional cop-
ula, we again reduce the samples from Ndc×Nθc , which might be on the order of 10,000, to a
smaller number Ntc (≈ 500). We estimate Eq. (52) by randomly drawing Ntc copula models
according to pilc and randomly drawing the parameter values from the MCMC samples for
that model obtained during Bayesian inference. Procedurally, Eq. (52) is re-expressed in the
following form for use in Eq. (53):
cˆl12(F
l
1(x1|θ1), F l2(x2|θ2)) =
1
Ntc
Ntc∑
k=1
ck12(F
l
1(x1|θ1), F l2(x2|θ2)|θkc ,θ1 = θl1,θ2 = θl2) (54)
where the superscript k in ck12 denotes that the form of the model for the k
th copula is
random and follows the model probabilities pilc, while superscript k in θ
k
c denotes that the
copula parameters are randomly drawn from the posterior parameter density associated with
copula model ck12(·).
Eqs. (53) and (54) are then actually used for optimal sampling density estimation. Over-
all, this reduces the complexity of the optimal sampling density estimation from Nd1×Nd2×
Nn ×Nm ×Ndc ×Nθc ∼ O(1011 − 1012) to Ntd ×Ntc ∼ O(105 − 106), while retaining a sta-
tistically representative set of joint probability models from which to estimate the optimal.
We further emphasize here that calculation of the optimal sampling density is generally
much less expensive than evaluation of the computational model through which uncertainties
are being propagated. Nonetheless, the optimal sampling density must be called for every
sample re-weighting, which can lead to additional computational burden. One simple way to
alleviate this burden is to compute the optimal joint density once via the approach described
above and develop an inexpensive surrogate or lookup table to call it rapidly.
The implementation procedure for copula-based optimal sampling density estimation is
summarized as Algorithm 1.
4.4. Propagation of imprecise probabilities with copula dependence modeling
With the constituents outlined in the previous section, the importance sampling reweight-
ing approach for imprecise uncertainty propagation with copula dependence is summarized
here and a flowchart is shown in Fig. 7.
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Algorithm 1 Copula-based optimal sampling density
1: Identify the marginal models, M1 and M2, and their model probabilities, pi1 and pi2,
using Bayesian multimodel inference.
2: Perform Bayesian parameter estimation using MCMC to obtain sample parameters fol-
lowing the posterior parameter density, p(θi|d,Mi) for each marginal model
3: Randomly select a pair of marginals {f i1(x1|θ1 = θn), f i2(x2|θ2 = θm)} by drawing the
marginal models with probabilities pi1 and pi2 and randomly drawing the parameters
from the MCMC samples of the posterior parameter density.
4: Identify the candidate copula models and their model probabilities pic for the specific
marginal pair using Bayesian multimodel inference.
5: Perform Bayesian parameter estimation using MCMC to obtain sample parameters fol-
lowing the posterior parameter density for each copula model
6: Randomly draw Ntc copula models according to their model probabilities pic and their
associated parameters from the MCMC samples for the posterior parameter density.
7: Estimate the expected conditional copula cˆl12 according to Eq. (54)
8: Determine the expected joint density by multiplying the marginals and copula.
9: Repeat Step 3 - 8 for a large number, Ntd , of marginal pairs.
10: Determine the copula-based optimal sampling density q∗c (x) by averaging the Ntd joint
densities as shown in Eq. (53).
11: (Optional) Create a surrogate optimal sampling density or lookup table to expedite
sample re-weighting.
• Step 1: Identify the marginal and copula sets – Given a small data set, the hierarchical
Bayesian multimodel inference outlined in Section 3.2 is used to identify the candidate
sets of margainal distributions and copulas. We first identify candidate marginal forms
and associated model probabilities, and construct combinations of marginals by ran-
domly drawing Ntd marginal pairs. For each pair of marginals, identify copula forms
and estimate the copula model probabilities and copula parameters.
• Step 2: Determine the optimal sampling density – Combine all the candidate marginals
and associated copulas modeling from Step 1. Solving the optimization problem yields
the optimal sampling density q∗c (x), shown in Eq. (51), which is practically solved as
described in Sec. 4.3 (Eqs. (53) and (54)), i.e. according to the Algorithm 1.
• Step 3: Uncertainty propagation – Uncertainty associated with copula-based depen-
dence modeling is propagated using importance sampling with optimal sampling den-
sity q∗c (x). Samples are drawn from q
∗
c (x) using MCMC sampling and are reweighted
for each model according to the importance weights w(x) = p(x)/q∗c (x)
• Step 4: Analyze output – Quantify the distribution of the statistical response quantity
of interest.
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Figure 7: Flowchart for propagation of imprecise probabilities with copula-based dependence modeling
5. Application to probabilistic prediction of unidirectional composite lamina
properties
This section applies the proposed methodology to understand the influence of the con-
stituent material properties on the out-of-plane elastic properties (Young’s modulus) of a
unidirectional composite lamina.
5.1. Problem description
Fiber reinforced composite materials are popular and widely used in many engineering
fields because of their attractive properties, for example, high stiffness and strength combined
with low weight. In order to evaluate the performance of a composite part, the accurate
prediction of its mechanical properties in the layup is important [75]. Several numerical
and experimental methods have been proposed to determine the mechanical properties of
unidirectional lamina based on the elastic properties of the constituent materials (fibers
and matrix)[76, 77]. In this work, the finite element method (FEM) with a representative
volume element (RVE) is used to predict the out-of-plane elastic properties of a unidirectional
composite lamina given the constituent (fiber and matrix) material properties.
Typically, unidirectional composites are considered as transversely isotropic materials
composed of two phases: a fiber reinforcement phase and a matrix phase, as shown in
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(a) (b)
Figure 8: Unidirectional fiber reinforced composite (a) Hexagonal RVE unit and (b) RVE FEM model
Fig. 8 (a) for a hexagonal packing configuration. Commonly, the reinforced-fiber phase for
traditional materials is modeled as isotropic (e.g. glass fibers) or orthotropic (e.g. carbon
fiber) and the matrix phase is typically composed of an isotropic material (e.g. epoxy). The
overall mechanical properties of transversely isotropic unidirectional fiber reinforced lamina
with a hexagonal packing geometry are determined by five independent engineering constants
which are given by the following compliance matrix:
C =

1/E11 −ν12/E11 −ν12/E11 0 0 0
−ν12/E11 1/E22 −ν23/E22 0 0 0
−ν12/E11 −ν23/E22 1/E22 0 0 0
0 0 0 1/G23 0 0
0 0 0 0 1/G12 0
0 0 0 0 0 1/G12

(55)
where E11 and E22 are the longitudinal and transverse Young’s moduli respectively, G12 and
G23 are the longitudinal and transverse shear moduli, ν12 is the major Poisson’s ratio and
ν23 is the minor Poisson’s ratio. The transverse shear modulus is determined from the minor
Poisson’s ratio ν23 and elastic modulus E22 as [78]:
G23 =
E22
2(1 + ν23)
(56)
Experimental determination of the in-plane lamina properties are typically straightfor-
ward and generally provide accurate values for these properties. However, the out-of-plane
lamina properties are difficult to obtain experimentally [79, 80, 81], and consequently numer-
ical prediction becomes an attractive alternative to predict these lamina properties. In this
example, we focus on the determination of the elastic modulus E22 which is an independent
out-of-plane lamina property.
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The overall mechanical properties in Eq. (55) depend on the constituent properties (fibers
and matrix). Table 4 shows the four independent constituent material properties and the
fiber volume fraction, which are needed to define the lamina properties for the isotropic resin
and fiber materials.
Table 4: Constituent material properties of E-Glass fiber/LY556 Polyester Resin composites
Material property Physical meaning Mean value Coefficient of variation
Vf Fiber volume fraction 0.6 0.05
Em Matrix’s Young’s modules 3.375 0.05
νm Matrix Poisson’s ratio 0.35 0.05
E1f Fiber Young’s modules along 1 direction 73.01 0.05
ν12f Fiber Poisson’s ratio along 1-2 direction 0.228 0.05
In this work, we study a common composite lamina fabricated from E-glass fibers and
LY556 polyester resin matrix. The finite element method is employed to construct a three-
dimensional RVE with two symmetry planes in the x− y and x− z directions and periodic
boundary conditions, as shown in Fig. 8 (b). The model has a total 22750 nodes and 20448
C3D8R solid elements and is solved using the commercial solver Abaqus.
5.2. Identification of probabilistic input model
From engineering experience, the five inputs in Table 4 may be correlated or depen-
dent and thus one task is to identify the dependence relationship among these five random
variables from data. Commonly, the matrix properties Em and νm are considered to be
dependent and the fiber properties E1f and ν12f are dependent. However, fiber and matrix
properties are independent of one another and the fiber volume fraction is often assumed
independent of constituent properties. Therefore, the five probability inputs are composed
of two bivariate dependent models and one independent variable: {Em, νm}, {E1f , ν12f} and
{Vf}.
Although this type of composite materials has been used extensively in many engineering
applications, statistical data for its constituent properties are very limited. Typically, only
nominal design values are provided without adequate guidance on their variability. The
nominal values in Table 4 were compiled from the literature for each constituent property
and candidate probability distributions were identified for each property. The interested
readers can find an extensive list of references for the relevant data and literature in the
authors’ recent work [82].
Due to a lack of statistical data for characterizing the constituent material properties, it is
difficult to assign accurate and objective probabilistic models for the properties, specifically
the dependence model for the constituent properties. For reference purposes, we assume
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Figure 9: Dependent probabilistic input model
normal distributions with nominal mean value in Table 4 and 5% coefficient of variation
(COV) as the “true” marginal distributions for each fiber and matrix property. The matrix
properties {Em, νm} and the fiber properties {E1f , ν12f} are assumed to be strongly correlated
with a “true” Frank copula with parameter θ = −10. Fig. 9 shows the “true” probabilistic
input model, which includes the marginal histogram and dependence relationship between
each of these input variables. It can be observed that {Em, νm} and {E1f , ν12f} have a strong
dependence that follows the true Frank(-10) copula model. We assume this probabilistic
model to be the truth and generate 20 random data, as shown in Fig. 10 for the joint matrix
and fiber properties. These serve as the initial data from which uncertainty needs to be
quantified and propagated. Clearly, a single bivariate dependence model cannot be precisely
identified from these data – although it is clear that the properties are dependent.
5.3. Probabilistic prediction of composite properties
The multimodel inference approach proposed herein is applied to this problem, given the
limited data characterizing the constituent material properties and their clear dependencies.
We first identify a set of candidate marginal probability models, which include the Gaus-
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(a) (b)
Figure 10: 20 randomly generated constituent material properties that serve as the initial dataset (a) fiber
property and (b) matrix property
sian, Gamma, Lognormal and Weibull distributions. The Bayesian multimodel approach in
Eq. (24) is used to estimate the posterior model probabilities and the corresponding model
parameter uncertainties are estimated by Bayesian inference using MCMC sampling. Com-
bining these model-form and model parameter uncertainties, we therefore obtain an ensemble
of plausible probability densities for the five input variables shown in Fig. 11.
In this example, we identify 500 candidate densities for each marginal such that the
total number of combinations of these marginal distributions is 5005 = 3.12513, which is
computationally prohibitive. Instead, a representative 1000 marginal pairs are compiled by
Latin hypercube sampling. To evaluate the elastic modulus E22, 5,000 random samples are
drawn from the optimal sampling density, shown in the thick black thick curves in Fig. 11,
for each material property and computational model evaluations are performed using FEM.
Hence, the computational advantage of the approach lies in the vastly reduced number of
model evaluations needed to propagate the full model set. In this case, we need only 5,000
simulations where conventional multi-loop Monte Carlo approaches require on the order of
5, 0003 simulations to cover the full set of copulas, marginals, and marginal parameters. For
the composite model used herein, the 5,000 simulations take approximately 28 cpu-hours to
complete, making the conventional strategy infeasible.
If the multivariate input is assumed independent, we can easily achieve the probabilistic
prediction of overall material property E22 by multiplying each marginal. Fig. 12 shows the
cloud of candidate empirical CDFs for E22 based on multimodel inference from the 20 data
assuming the marginals are independent and Gaussian correlated with ρ = 0.8. The “true”
CDF in Fig. 12 (with variable dependence) is shown in black. Note that the collection of
CDFs compiled under the independence assumption (blue) and Gaussian correlation (green)
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Figure 11: Multiple candidate probability densities for marginals (a) Em, (b) νm, (c) Vf , (d) E1f and (e)
ν12f
as well as true estimate with dependence (black) seem to overlap – suggesting that perhaps
the independence assumption is sufficient to bound the elastic properties. However, as we
show next, this result underestimates the uncertainty in E22.
To account for variable dependence, for each pair of marginals we must identify a set of
candidate copulas. For this we perform the hierarchical Bayesian multimodel selection for
the Gaussian, Clayton, Frank and Gumbel copulas. We first compute the posterior copula
model probabilities and then compute the associated joint parameter densities. For each
pair of marginals, we then construct an ensemble of copula model sets by randomly selecting
the copula models and copula parameters. Finally, the optimal sampling density in Eq. (53)
is determined and employed for propagation of the multiple candidate densities with copula
dependence. Fig. 13 shows three examples illustrating the influence of copula dependence
uncertainty for specific marginal density pairs. Notice that, when the marginals are assumed
to be independent a single cdf for E22 is generated. However, with uncertainty in the copula
dependence, there are several candidate pdfs for each pair of marginal densities. In other
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Figure 12: Collection of candidate empirical CDFs for Young’s modulus E22 given the initial 20 data,
assuming (a) independent marginal distributions and (b) Gaussian correlation
words, the uncertainty associated with the spread in the sets of cdfs in Figure 13 is ignored
if we assume independent marginals.
(a) (b) (c)
Figure 13: Collection of candidate empirical CDFs for Young’s modulus E22 with only copula uncertainty
given (a) one pair of marginals, (b) two pairs of marginals and (c) three pairs of marginals
When we combine the uncertainties from the copula model and marginal model together
in Figure 14, we see that the overall uncertainty is considerably wider than it was when
assuming the marginals to be independent or Gaussian correlated (Fig. 12). That is, the
candidate densities with dependence modeling show a much wider band than the densities
with independent or Gaussian correlated assumption.
5.4. Influence of dataset size
In this section, we investigate the convergence of the composite material properties as
a function of dataset size. As discussed in the previous section, small datasets led to large
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Figure 14: Total collection of candidate empirical CDFs for Young’s modulus E22 with uncertainty in
dependence modeling given 20 data.
uncertainties including the copula model and marginal model in the composite material
properties. This raises a critical question: “How much data is necessary to gain adequate
confidence in the probabilistic prediction of composite material properties?”
Here, additional data are generated from the true joint probability density. We begin
with the initial 20 data and increase to 50 data, 500 data and 5000 data, as shown in Fig.
15. As the data set size increases, we more clearly see the true dependence emerge. Both the
normal marginals become increasingly pronounced and the nature of the underlying copula
dependence becomes clear.
Fig. 16 shows the results of the multimodel uncertainty propagation to estimate the cdf
of the transverse modulus E22 for increasing data set size. The figure shows the convergence
of the approach under assumptions of independent marginals (Figure 16a-c), Gaussian cor-
relation (Figure 16d-f) and with dependence included (Figure 16g-i). The true cdf (with the
known joint probability densities) is shown for reference. As expected, in all three cases the
band of cdfs narrow as additional data are collected – i.e. uncertainty in the prediction of
E22 is reduced. However, we notice that under the assumption of independent marginals and
Gaussian correlation, the band of cdfs do not converge to the true cdf. Instead, there is a
bias introduced by the assumption of independent and Gaussian correlated marginals . Only
when we account for the variable dependence in the multimodel UQ approach are we able to
converge to the true cdf of the modulus. This is an important conclusion because it shows
that, altough uncertainty bands generated under the incorrect assumption of independence
may initially bound the true probability distribution, they (i) are likely to underestimate
the uncertainty in the estimated distribution as shown in Section 5.3, and (ii) provide bi-
ased bounds on the true probability distribution that will not converge as the data set size
increases.
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Figure 15: Increasing data set size for dependent matrix and fiber properties: (a,d) 50 data, (b,e) 500 data
and (c,f) 5000 data
6. Conclusion
In this work, we propose a hierarchical multimodel approach to investigates the effect of
uncertainties associated with small data sets for quantifying and propagating probabilistic
model inputs with dependencies. The joint CDF of the probabilistic model inputs is com-
posed of marginal distributions and copulas, which are modeled separately. The proposed
approach is set in a hierarchical Bayesian multimodel inference framework, where the model-
form and model parameter uncertainties associated with marginals are first quantified, and
uncertainties associated with the copula are conditioned on specified marginal pairs. This re-
sults in an ensemble of joint probability densities that represent the imprecise probabilities in
the assignment of probability model inputs with statistical dependence. A novel importance
sampling reweighting algorithm is derived to efficiently propagate the imprecise probabilities
through a mathematical or physical model, which is often computationally intensive. The
proposed approach therefore estimates the uncertainty in the quantity of interest given mul-
tiple candidate model input distributions at a low computational cost when compared with
the typical nested Monte Carlo simulations.
The methodology is demonstrated on an engineering application which aims to under-
stand the influence of constituent properties on the overall out-of-plane properties of a trans-
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Figure 16: Uncertain CDFs for transverse elastic modulus E22 with increasing data set size under the
assumption of independent marginals (a-c), Gaussian correlation (d-f) and accounting for copula dependence
(g-i): (a,d,g) 50 data, (b,e,h) 500 data and (c,f,i) 5000 data.
versely isotropic E-Glass fiber/LY556 Polyester Resign composites. A strong correlation be-
tween the constituent properties (fibers and matrix) is assumed and described using a Frank
copula model. The results show that the assumption of independent and arbitrary Gaussian
correlated marginals in the imprecise UQ modeling both underestimates the uncertainty in
34
predictions of the modulus and yields biased statistical estimates. When copula-based de-
pendence is integrated into the multimodel UQ framework, the model achieves more realistic
bounds on the uncertainty and more accurate probabilistic predictions.
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