ABSTRACT In over-the-horizon radar (OTHR), atmospheric noise and sea clutter exist in different regions of Range-Doppler map. To improve the detection performance, a combined method is proposed to identify the cell-under-test (CUT) and estimate the parameters of every class of CUTs. The proposed method uses many homogeneous reference CUTs to estimate the parameters, and it effectively calculates the detection threshold of CUTs around the boundary. The proposed method includes three procedures. First, pre-processing is used to censor the strong interference and provide an initialization. Second, a modified sparsity-regularization spatial fuzzy c-means method, which incorporates the spatial information between neighboring CUTs and competitive learning and sparsity-regularization on interference together, provides a coarse identification of CUTs and estimate of parameters. The first and second procedures together improve the robustness to the initialization compared with using a fast and robust spatially constrained finite Gaussian mixture model (FRSCFMM) alone. Finally, a modified sparsity-regularization spatial finite mixture model, which is based on FRSCFMM imposed sparse constrain on the targets, refines the output of the second procedure to provide accuracy the estimate of parameters and identification of the boundary. The simulation results demonstrate that the proposed methods are able to effectively identify the CUTs, estimate the parameter of CUTs, and detect targets, and it offer improved performance over the conventional methods. The real data of trial skywave OTHR also verifies the effectiveness of the proposed method.
I. INTRODUCTION
In over-the-horizon radar (OTHR), sea clutter amplitude distributions significantly deviate from the Rayleigh. Weibull, log-Weibull, and K distribution are usually used to represent non-Rayleigh type of amplitude distribution. In this context, the Weibull distribution is chosen because it can fit a wide range of clutter types, especially the sea clutter in OTHR. In fact, the Weibull distribution exists a special form, Rayleigh distribution that can characterize the amplitude of atmosphere noise.
In homogeneous Weibull clutter, many detectors are designed. The Log-t constant false alarm rate detector (CFARD), which is proposed by Goldstein [1] , is optimal for the log-normal clutter and performs well for Weibull clutter. For two parameters distribution, the Weber-Haykin CFARD (WH-CFARD) [2] extends OS-CFARD to be suitable for Weibull clutter. The maximum likelihood CFARD (ML-CFARD) is derived in [3] and considerably outperforms the previous detectors in homogeneous Weibull environment.
Unfortunately, all of the detectors listed above perform well only in some assumed nonhomogeneous and homogeneous environments. Their performance greatly degrades when the reference window contains edges and many more interferences than the presumed ones. In these situations, some other detectors are proposed exclusively. In [4] , an edge detection algorithm (ED) is developed, which can detect the edge, at most one edge, in clutter and provide proper homogeneous reference cells for the log-t CFARD to detect targets, resulting in a significant improvement around the clutter edges. Another adaptive clutter identification method is proposed by Doyuran et al. [5] , which is named the rangeheterogeneous-EM (RH-EM) method and is suitable for nonRayleigh and range-heterogeneous clutter. This method is developed under the assumption that the sample vector under test is formed by a mixture of signals with different distribution parameters. Moreover, to simply the EM algorithm, the preset shape parameters are used for each distribution class. With this method, the parameters of distribution for every cell are estimated. However, this preset limits the application range, such as when more than two classes of clutter exist. The same idea is employed in [6] for radar CFAR detection on exponential distribution. Another idea to deal with the interfering targets and clutter edge is to censor the irrelevant samples [7] , [8] , which is also aimed to the exponential distribution. With Weibull clutter, the methods in [9] and [10] are on ordered data variability to determine the censored samples. These two methods require the shape parameter beforehand.
In radar detection, the power of cell-under-test (CUT) is estimated by the reference cells around the CUT. This is based on the assumption that the reference cells have the same statistical distribution with the CUT. In other words, it is said that the successive cells could be characterized by the same distribution. This assumption is also the basis of the algorithms in [5] and [6] . Especially, the use of spatial continuity tends to improve the overall performance of clutter region identification in [6] . In [5] , the majority operation alleviates outliers. Both of operations are carried out in post-processes.
In OTHR, the received Range-Doppler (RD) map includes atmospheric noise, sea clutter, ionospheric clutter and so on. In such a complicated background, it is a challenging work to detect targets effectively. In [11] , Kullback-Leibler (K-L) Information is used to discriminate the cells into homogeneous region or non-homogeneous region. Then the cell averaging (CA) CFAR detector is applied in homogenous environment, and order statistic (OS) CFAR detector in nonhomogenous environment. In [12] , it is supposed that the RD map is composed of two regions, clutter and noise. The Weibull CFAR processing with the estimated parameters for every cell is put in RD map. Then, the output RD map is uniform Rayleigh distribution, apart from a few outliers that are attributed to either target candidates or residual clutter. Owing to different clutter source, the RD map is segmented into several regions according to the intensity [13] . Recently, the third-generation high frequency surface wave radar (HFSWR) is report [14] . In the detection of this radar, a classifier is used to identify areas of low-, medium-and high-clutter for each range-Doppler plane of each azimuth beam prior to CFAR detection. The overall goal of the methods that segment the RD map is to deploy proper CFAR for different regions, e.g., CA-CFAR in homogeneous region and OS-CFAR in nonhomogeneous region.
To segment the RD map, many criteria can be used, e.g. the intensity of cells [13] , [14] , KL information [11] and statistical distribution [15] . The Otsu's method is used to divide the RD map into parts in the basis of intensity of cells [13] . A preset threshold is compared with the calculated KL distance to claim the nonhomogeneous region if the threshold is less than the calculated distance of cell [11] . In order to identify the cells, the mixture model is also an available method. In [15] , the Weibull mixture is used to model the inhomogeneity in radar clutter. Furthermore, the well-known finite mixture model (FMM) is one of the most widely used image segmentation algorithms, as illustrated in [16] and [17] . In another aspect, the fuzzy clustering is a widely used approach to separate the data into several clusters. The classical methods include fuzzy c-means (FCM), possibilistic c-means (PCM), possibilistic fuzzy c-means (PFCM), and so on.
In region identification or segmentation, the spatial information is incorporated into the mixture model [18] - [20] . Using fuzzy clustering in image segmentation, the local information or spatial constraints is incorporated into the clustering [21] - [24] . These methods improve the performance of segmentation and identification, and they provide robustness to noise and outliers. When the negative log-likelihood is used to measure the dissimilarity of data to the clustering, the parameters of distribution of clustering are estimated. Therefore, the accuracy of the estimated parameters can be improved, and the identification of CUTs' distribution can be much more effective, by utilizing the spatial information among neighboring cells. Accordingly, the targets detection is also improved.
In this paper, following the idea that the detection performance can be improved by effectively identifying the CUTs, we propose a method to identify CUTs. The proposed method combines two basic algorithms with competition, constraints and regularization to decrease the sensitivity of initialization, and improve the robustness to interference and improve the accuracy of identification and estimation. In our proposed method, an assumption is made that the detection background is composed of several homogeneous subsections which follow the same distribution family with different parameters. And in order to detect targets for OTHR, the Weibull or Gumbel distribution is used. In the initial step, the log-t CFARD and k-means are used to censor the strong interference and provide initialization of parameters. The first basic algorithm is the robust spatial constraints fuzzy c-means (RSCFCM) [25] . We modify RSCFCM by incorporating the spatial information of probability density function (PDF) into the dissimilarity measurement and novel factor. At the same time, the sparsity-regularization is imposed on targets in the modified method. This modified method outputs elementary identification of cells and coarse estimate of parameters as the input for the next procedure. Additionally, the competing learning as [28] can speed up the convergence of the algorithm and obtain better results than FCM, which is also utilized in the modified method. Another basic algorithm is the fast and robust spatially constrained finite Gaussian mixture models (FRSCFMM), which can provide a fast and accurate segmentation. We impose the sparsity-regularization on targets to FRSCFMM so as to improve the robustness to the interference. In the proposed method, the coefficients of models are adjusted as the iterations of solving the optimizations to properly utilize the information.
In section II, we review FRSCFMM and RSCFCM to identify the cells, and the application of rival-penalized competitive learning (RPCL) and sparsity-regularization in clustering and identification. In section III, we propose a combined method to identify the cells and estimate the distribution parameters of cells. The adaptive detection threshold is calculated as the optimal detector. In section IV the proposed detector is evaluated and compared with several conventional methods through simulations and the experimental data. Finally, we conclude our discussion in section V.
II. REVIEW
Under the assumption the sample vector under test is formed by a mixture of signals with different distribution parameters, the distribution mixture model can be applied to characterize the statistics of the sample vector. Then the occurrence probability of each distribution and the parameters of every cell could be estimated through solving the model. In [5] , the finite Weibull mixture model is used to describe the PDF of the sample vector. In this method, only the density of the cells are used. Moreover, the spatial information between neighboring cells is not considered.
In images segmentation, in order to reduce the segmentation sensitivity to noise in still images, Nguyen et al. [17] proposed a way to incorporate spatial information between neighboring pixels into the Gaussian mixture model based on Markov random field (MRF), namely FRSCGMM. This proposed method significantly decreased the misclassification ratio (MCR) compared to the standard Gaussian mixture model and the spatially variant finite mixture model (SVFMM) [26] . In FRSCGMM, a factor G ik was introduced by defining a multiplication of both posterior probability and prior distributions as follows
where z mj is the posterior probability, π mj is the prior distribution, and β is the temperature value that controls the smoothing prior. After incorporating the spatial information into the smoothing prior, the log-likelihood function of the model based on MRF is written as [17] 
and f x i | θ j is the distribution of variable x i with the parameters θ j . To maximize this function, the EM algorithm [27] is applied. Although the EM algorithm can maximize the function, it is only ensured that the function converges to a local maximum point. In other words, the EM algorithm is sensitive to the initialization. In order to identify the class for every data, based on [19] and FCM, Ji et al. [25] proposed a robust spatially constrained fuzzy c-means (RSCFCM) algorithm. The objective function of this algorithm is
where m is the fuzziness index, and d ij = − log p x i | θ j . The iterative minimization of the objective function J RSCFCM can be derived analogously to the traditional FCM algorithm using the Lagrange multiplier method to get the final identification and the parameter estimate. The statistical approaches and fuzzy clustering approaches are combined to deliver better identification performance.
In addition, some methods modify the classical methods to obtain better performance. In [28] , Zhu et al. generalized the fuzzy c-means clustering with improved fuzzy partitions (IFP-FCM) by introducing the idea the RPCL [29] , namely the proposed GIFP-FCM, which outperforms FCM in term of clustering results, and GIFP-FCM has converged more quickly than IFP-FCM. Its objection is
where the choice of parameter η i (1 ≤ i ≤ n) incorporates the idea of RPCL.
In [30] , Forero et al. placed sparsity regularization on outliers in (soft) K -means and probabilistic clustering to develop robust clustering algorithms that not only aim to cluster the data, but also to identify the outliers. This novel approach relied on the infrequent presence of outliers in the data. For the robust soft K -means algorithm (RKM), the objective function is
where o i is the outlier, d 2 ij (x i − o i ) is the distance measure, and λ is the regularization parameter. For robust probabilistic clustering (RPC) algorithm, its objective function is
where L (X; ) is the log-likelihood of data vector X with distribution parameters , and β is one of the parameters . A block coordinate descent approach is developed to obtain iterative algorithms with convergence guarantees to solve (5) and (6).
III. THE PROPOSED METHOD
In this paper, we focus on using the Gumbel distribution to characterize the statistics, for which the strength is that the logarithm of the cell-under-test (CUT) follows a Weibull distribution. Motivated by [16] , we introduce the modified Gumbel mixture model (MGMM) as follows:
where ∂ i = N i − {i} is the neighborhood of the ith pixel without the ith pixel itself, and f x i | θ j is a Gumbel distribution defined with parameters θ j = a j , b j as
where a j and b j are the scale and location parameters respectively. By incorporating the spatial information among neighborhood CUTs into the model, the identification performance of the method is improved. By putting the sparsity regularization on the outliers, the outliers are identified at same time, which improves the accuracy of parameters estimate to the probabilistic distribution in RPC. By combing these methods and based on RSCFCM and FRSCGMM, we propose two new objective functions, which are
where SSFCM is the abbreviation for sparsity-regularization spatial FCM, and SSFMM is the abbreviation for sparsityregularization spatial FMM, D ij and d ij are the negative loglikelihood, and w is a parameter that controls the degree of incorporating spatial information in the FCM. In (9) and (10), the exponential penalty function [31] is utilised to regularize the outliers. In the proposed objective functions, the dissimilarity measure D ij is relative to the negative log-likelihood. According to (7), we obtain the formulations of d ij and D ij as follows
where A is a constant, which keeps the d ij is larger than zero, and
where N i − 1 is the normalization factor and represents the cardinality of window ∂ i . Parameter γ is used to control the extent of the influence of the conditional probabilities of the ith neighborhood cells. In addition to the dissimilarity incorporating the spatial information in (9), the factor G ij also utilizes the spatial relationship among the neighborhood cells in the proposed method. In [32] , Xiong et al. directly used the PDF of cells to incorporate the spatial relationships between cells to calculate the prior distribution. Here, we rewrite the (1) as
where the coefficients φ and ϕ control the role of the corresponding components to build the prior distribution π. The factor F ij is based on the PDF of cells as
Combined with (11) and (12), we rewrite (15) as follows
A. SPARSITY-REGULARIZATION SPATIAL FCM
In the proposed method, the SSFCM provides the input for SSFMM. The iterative minimization of the objective function J SSFCM can be derived analogously to the traditional FCM algorithm using the Lagrange multiplier method to obtain the coarse estimates of the distribution parameters θ j , z ij and π ij for cells. From (8) (9) and (11)(12), the complete-data log likelihood can be written as (the J SSFCM is substituted by J 1 )
First, referring to [16] , the posterior probabilities z ij can be calculated as
The next step is to optimize the parameter set {U, , O} (here U = {u ij }) in order to minimize the objective function J 1 in (17) . Similar to the outlier-sparsity regularization method [30] , the outlier o i is solved as
where o t i is the estimated value in tth iteration, and λ = − 1 + log P fc (20) where P fc is the probability to censor the outliers. The detail is showed in Appendix. From (17) with respect to u ij , we have the cost function about u ij with the constraint (21) where
Similar to [28] , the solution of u ij is
is the same as the definition (12) but the new variable (x i −o i ) substitutes for the old variable x i . In this paper, the maximal reward is given as (24) where the parameter α is valued according to [30] , and ρ controls the degree of spatial information and outliers participating in competition.
To obtain the estimate of parameter θ j , we minimize the objective function by solving ∂J 1 /∂a j = 0 and ∂J 1 /∂b j = 0, which yields (25) and (26), as shown at the bottom of this page. An important consideration is the constraint K i=1 π ij = 1 about the prior distribution π ij . In order to enforce this constraint, we use the Lagrange's multiplier µ i for every cell
Then we can have
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Considering the constraint
we can get the solution of (28) with respect to π as
Consequently, using the iterative minimization of J 1 , the proposed SSFCM for parameter estimates of every cell can be summarized as Algorithm 1.
Initialze o i to zero, and set u ij , π ij = 1 K , and calculate λ by (20) , and set a
Update D ij via (12) 
In Algorithm 1, we can set the maximum number of iterations or a rule to terminate the loop. For example, when the difference of the objective function J 1 between two consecutive iterations is less than a threshold, the algorithm is converged and is stopped.
B. SPARSITY-REGULARIZATION SPATIAL FMM
In SSFCM, the output is a coarse estimate of the parameters and outliers. In addition, the identified boundary is blurred because π ij and D ij incorporate the spatial relationship of the cells' PDF between neighboring cells. The FRSCGMM in [19] has good accuracy for segmenting images. In this paper, we propose a sparsity-regularization spatial FMM to refine the identification of the cells and the estimate of parameters of cells. Substituting (11) into (10), the objective function of SSFMM can be rewritten as follows
The posterior probability z ij is computed as follows
Then, based on (13), similar to the solution of π ij in SSFCM, the prior probability π ij is determined by solving ∂J SSFMM /∂π ij = 0 with the constraint K j=1 π ij = 1 to yield
Comparing the objective function of SSFCM (17) with SSFMM (30), the formulations with respect to θ and o i are the same in these two models under the condition that u m ij = z ij and γ := 0. Then it is easy to obtain the estimates of θ j and o i as follows
From (33) and (34), it is observed that when the outliers are identified, they still are contained in the parameters estimate processing, which is not rational. Here, in order to exclude the contribution of outliers in estimating parameters, we introduce a vector V = {v i }, i = 1, 2, . . . , N to label the outliers with v i = 0 if the ith cell is an outlier or v i = 1. Then (33) and (34) are rewritten as follows
Accordingly, the iterative minimization of the objective function J SSFMM is summarized as Algorithm 2.
Algorithm 2 SSFMM
Required: Input data X, K , φ, ϕ, P fc , β. 1: Initialize o i to zero, and set π ij = 1 K , and calculate λ by (20) with γ = 0, and set a 
In Algorithm 2, the convergence criterion can choose to set the maximum number of iterations or a user-specified small threshold of the difference of objective function J SSFMM between two continuous iterations. When the convergence criterion is satisfied, the algorithm is stopped.
C. THE PROPOSED COMBINED ALGORITHM
In this subsection, the proposed algorithm combines several algorithms. Every combined algorithm solves the relevant problems. In [34] , Liu et al. proposed that in the beginning of the segmentation the spatial information implied in the fuzzy partition is not very reliable and then in the second stage, the strength of local spatial information is increased. All of these factors are controlled by a sigmoid-type variable parameter to take the place of a constant parameter as follows
where k 0 is specifies the shift point, and k 0 = 50 is a reasonable choice. In order to coordinate the roles of the algorithms in the proposed combined method, we use the variable parameters to take the place of the constant parameter in both of SSFCM and SSFMM. First, we define two controlling coefficients as
1) THE MODIFIED SSFCM
With respect to SSFCM, the modifications to w, φ, ϕ, β, ρ and P fc are as follows
where β ini is the initial value of β.
where (P fc ) ini is the initial value of P fc . In addition, the considerably more important task is to adjust the window size to incorporate the local spatial information. When the background is one dimensional (1-D) , the linear window size is 2M 1 + 1 in (12) and M 1 is adjusted as
In this situation, the linear window size is 2M 2 +1 in (13) and M 2 is adjusted as
When the data are two dimensional (2-D), the square window size is (2M 1 + 1) × (2M 1 + 1) in (12) and M 1 is adjusted as
The square window size is (2M 2 + 1) × (2M 2 + 1) in (13) and M 2 is adjusted as
Through introducing the adjustment of the parameters, the modified SSFCM (mSSFCM) is summarized as Algorithm 3.
Algorithm 3 mSSFCM
Required: Input data X, K , α, γ , (P fc ) ini , m, β ini . 1: Initialize o i to zero, and set u ij , π ij = 1 K , and calculate λ by (20) , and set a
Update h(k) and g(k) via (39) and (40), respectively 4: 
2) THE MODIFIED SSFMM
With respect to SSFMM, to smoothly transition from the mSSFCM to SSFMM, some parameters should be adjusted. In the formulation of G ij (13) , in order to decrease the influence of the spatial information of PDF, the ϕ is adjusted as
The outliers censoring P fc is
where (P fc ) mSSFCM is the final value of P fc when the mSSFCM is converged, and the (P fc ) ini is the initial value of P fc . The window size in (13) is also determined. When the data are 1-D, the M 2 is set as
When the data are 2D, the M 2 is
Therefore, the modified SSFMM (mSSFMM) is summarized as Algorithm 4.
Algorithm 4 mSSFMM
Required: Input data X, K , φ, (P fc ) mSSFCM , β, M 1 , and (P fc ) ini . 1: Initialize {o i } = {(o i ) mSSFCM }, and calculate λ by (20) , and set {π ij } = {(π ij ) mSSFCM }, and set a
Update h(k) via (39) 3:
Update ϕ(k) and P fc (k) via (51) 
3) THE PROPOSED COMBINED METHOD
In this paper, we propose a method that combines mSSFCM and mSSFMM. The outputs of mSSFCM, which are {π ij , o i , a j , b j }, are used to initialize the corresponding parameters of mSSFMM.
Prior to adopting the mSSFCM and mSSFMM to identify the cells and estimate parameters, the preprocess can be used to remove the strong interference targets. For Weibull distribution, the Log-t CFARD is used to detect the targets, moreover, it does not need to estimate the parameters of distribution. In this context, the r most referent cells in the sliding window are first trimmed, which is similar to the CMLD-CFARD [35] . Then, the remaining cells are used to estimate the power of CUT in Log-t CFARD. After removing the strong interference, similar to the FRSCGMM [17] , the K-means algorithm [36] is used during the initialization step for mSSFCM. The preprocessing operation may need to be repeated several times. It is summarized as Algorithm 5.
Algorithm 5 The Preprocessing Operation
Required: Input data X, K , P fa , T , r. 1: Initialize Y = X; 2: for t = 1,2,. . . do 3:
Use the Log-t CFARD with trimming operation to remove the interferences, and get the data Y ; 4:
Use K-means to cluster the data Y ; IF the number of cells for every cluster is bigger than T 5:
Use the Weibull distribution to fit every cluster, and get the estimate parameters {θ j }; 6:
Determine the K label sets { j } for the data Y ; 7:
break; else 8: Remove the cells in the clusters which the number of cells is less than T , and get the removed data Y ; end IF 9: end for 10: Output parameters {θ j }, label sets { j } and the trimmed data Y ;
As mentioned above, the proposed combined method is as Algorithm 6.
When the {z ij } is obtained, every cell x i is assigned to the label with the largest posterior probability z ij
where { j } is the labels set. In all methods mentioned in this paper, the number of clusters, K , is need to determine in advance. How to determine K is beyond the scope of our discussion, and will be studied in the future.
D. DETECT TARGETS BASED ON THE ESTIMATED PARAMETERS OF CELLS
Using the Algorithm 6 to process the cells, the outputs contain the parameters of the K distributions and {z ij } to label the cells following the kth distribution where the k is the corresponding maximum z ik in {z ij }. In Gumbel distribution, the adaptive detection threshold is
where a is the scale of Gumbel distribution, and b is the location, and P fa is the probability of false alarm.
Algorithm 6 The Proposed Combined Method
Required: Input data X, K , α, γ , m, φ, (P fc ) 1 , (P fc ) 2 , r β ini , β 2 and T . 1: Use Algorithm 5 to do pre-process, and get initialization of parameters {θ j } ({a j , b j }), label sets { j } and the trimmed data Y ; 2: Y is the place of X as the new data to be processed; 4: Use the parameters of {K , α, γ , (P fc ) 1 , β ini , a j , b j } to initialize the parameters
j } of mSSFCM, respectively; and use the labels { 1 , 2 , . . . , K } to assign the values of{u ij , π ij }; 5: the mSSFCM is run and outputs
j } of mSSFMM, respectively; and use {(p fc ) 2 , φ , β 2 } to initialize {(P fc ) ini , φ, β} of mSSFMM, respectively; 6: the mSSFMM is run; 7: the outputs of mSSFMM, {z ij , π ij , o i , a j , b j } are the return of algorithm.
IV. NUMERICAL TESTS AND ANALYSIS
Numerical tests illustrating the performance of the novel algorithms on both synthetic and real datasets are presented in this section. Performance is assessed through the accuracy of estimated parameters of cells using a simulated dataset. The estimated accuracy is measured via the relative root-meansquared-error (rRMSE) and relative average-absolute-error (rAAE) defined as
where the N is the length of data, and x i is the parameter estimate of the ith cell, and (x model ) i is the ideal parameter. When Monte-Claro simulations are run M times, the mean of rAAE (mrAAE) is
These indices are used to compare the proposed method with RSCFCM [25] , FLICM [22] , HMRF-FCM [21] , and FRSCFMM [19] . Here, the simulated dataset is 1-D dataset.
In this test, the compared methods used the same pre-process with the proposed estimator for the input data. Second, because to that the aim of this paper is to detect the targets under CFAR condition, we use the ideal detection threshold to be the benchmark to compare the proposed detector with Log-t [1] , WH [2] , RH-EM [5] , ML [3] , and ED Log-t [4] CARDs in detection threshold. Here, the detection background is still 1-D dataset. In this test, the compared detectors used the same pre-process with the proposed detector for the input data.
Then, for real datasets, the RD map which is received from a sky-wave OTHR trial, is used to verify the performance in identifying which classes the cells belong to. Similar to [14] , we divide the RD map into several areas, e.g. low-, medium-, and high-clutter, even many more clutter-types.
Finally, the detection thresholds of RD map are compared, which are calculated by the proposed detector, Log-t CFARD, WH-CFARD, ED-CFARD and RH-EM CFARD.
In all tests, the proposed method is set as:
the clusters number K is a prior. Additionally, the range of shape is delimited in [0. 3 5] . The number of iterations in the mSSFCM algorithm is limited to 200, and the least iterations is no less than 100. In such situation, the convergent condition is based on the difference of objective function (17) between two successive iterations less than 10 −5 . With the mSSFMM, the maximal iterations is set at 100, and the minimal ones is set at 50. The same convergence condition is used for mSSFMM with mSSFCM. With the pre-processing, the P fa is set at 10 −3 , and the size of referent window is set at 32, and T = 5, and r = 2.
A. SYNTHETIC DATASETS
In simulation test, the simulated dataset is mixed with four 1-D datasets following a Weibull distribution with different parameter sets. The length of every dataset is 200. To test the error of the estimated parameters, and four sets of parameters {scale, shape}-{10, 1.0}, {20, 1.0}, {100, 2}, and {200, 2}-are used. In addition, the simulated data are injected targets. These targets have fluctuations according to the Swerling−1 model. In every Weibull distribution data, the number of injected targets is the same and is proportional to the length of the data. The locations of targets in the data are random.
First, as shown in Figure 1 , in which the FRSCFMM-s is a modification of FRSCFMM by imposing the sparsityregularization on targets, the simulation illustrates the estimated shape and scale in the Weibull clutter without interference. In the results, both of the mrAAE and rRMSE of the proposed estimator are the smallest among all of the compared estimators. Comparing FRSCFMM-s with the proposed method shows that mSSFCM can improve the robustness of FRSCFMM to the initialization.
Then, the simulation targets are injected into the data, in which the injected locations are random in every subsection. In Figure 2 , 1% of the cells are injected with targets, and the different estimators are compared. The indices were tested according to different signal-clutter-ratio (SCR) injected targets. As shown, the indices of the proposed estimator are the best and are only slightly different from the situation that is without interference. As the ratio of injected targets to the cells increase, such as 2% and 5%, the test outputs are as shown in Figure 3 and Figure 4 . All of these simulation results not only verify the effectiveness of the proposed estimator, but also outperform the compared estimators in terms of mrAAE and rRMSE. To test the adaptive detection threshold, new parameter sets-{10, 1.0}, {30, 1.0}, {100, 2}, and {200, 2}-are used. With the estimated parameters of cells, the adaptive detection threshold is calculated through (56). As the 10 −4 of P fa , the proposed detector is compared with several conventional CFAR detectors. 10 targets for 200 cells were injected into every subsection of the background. In Figure 5 , the adaptive thresholds of all of the compared detectors illustrate that the proposed detector's threshold is the closest to the optimal detector's threshold, except for ML CFARD which uses the prior information of the class of cells. The proposed detector can alleviate the decrease in detection performance of conventional detectors in clutter edge and the interference of multi-target. Compared to RH-EM and ED CFARDs, the proposed detector is much more effective in identifying the detection cells and obtain a threshold that is much closer to that of the optimal.
In order to verify the detection performance of the proposed detector, we test the detection performance versus SCR. With 10 targets injected randomly into the every subsection of the background, the simulation results are shown in Figure 6 and Figure 7 .
In Figure 6 , except for the optimal detector, the proposed detector has the highest detection among the compared detectors. The ML detector is affected by the targets, and is inferior to the proposed detector. In Figure 7 , the curves of P f exhibit that the proposed detector can effectively regulate the falsely detected targets, although the true P fa is slightly higher than the nominal value, particularly approximately five times with the benefit of a higher P d than the optimal. The proposed detector outperforming the compared detectors in comprehensive performance can also be interpreted through the Figure 5 , in which it can identify the CUTs to the proper class and FIGURE 8. P d versus P fa (ROC) of proposed detector compared with ML, log-t, WH, RH-EM, ED and optimal CFARDs in different clutter background: (a) (1, 10) , the SCR of targets is 15dB; (b) (1, 30) , the SCR of targets is 10dB; (c) (2, 100), the SCR of targets is 5dB; (d) (2, 200) , the SCR of targets is 5dB.
determine an adequate threshold. In Figure 8 , we compare the receiver operating characteristic (ROC) of the proposed detector with some conventional CFARDs, which also confirms the superiority of the proposed detector in the case of nonhomogeneous clutter caused by the clutter edges. Considering Figure 5 , Figure 6 , Figure 7 , and Figure 8 , the proposed detector surpasses the compared detectors in the simulation.
B. REAL DATASETS
In this section, we use real datasets to evaluate the performance of the proposed combined method in detection. The real datasets are the RD maps that are collected from the sky-wave OTHR trial. In the proposed combined method, the assumption is that the data can use edges to be divided into several parts. Additionally, each part can be characterized by a Weibull distribution. In other words, the heterogeneous data are composed of several sections of homogeneous data. Therefore, we first take RD map which is the similar to the assumption, to evaluate the proposed combined method in detection. Then, comparisons are performed between the proposed detector and Log-t CFARD, WH-CFARD.
In HF radar, the RD map contains strong first-order sea clutter. With respect to the sky-wave OTHR, the ionospheric disturbances broadens the first-order sea clutter in Doppler, shown in Figure 9 .
With 2-D RD map, because the strong first-order sea clutter is distributed along the Range, the compared detectors implement along the Range. In other words, the reference window of detector is 1-D, and is along the Range. The proposed detector uses 2-D window to incorporate the spatial information to estimate the parameters of CUT. However, in the pre-process the reference window of log-t is also 1-D and along the Range.
In Figure 9 , with the different class number settings, the RD map is divided into atmospheric noise and several sea clutter regions. As the RD map is supposed to be composed of 4 class regions, the atmospheric noise region is identified, and the sea clutter is divided into the lowand strong clutter regions. Because it exists transition area between the atmospheric noise and sea clutter regions, in Figure 9 (b) this region is also identified. As the number of classes increases, the output of segmentation is refined, which is mainly reflected in the border between different regions.
In this paper, we mainly focus on identifying the mixed clutter, in which it doesn't exist the transition between subsections. There is no further process after segmenting the RD map. With the estimated parameters of every region, here they are used to calculate the detection threshold. In order to compare the detection performance of the proposed detector with that of the conventional detectors, 400 simulation targets were injected evenly into 4 × 10 4 cells of the RD map in Figure 9(a) . After the pre-process Algorithm 5, the conventional detectors were compared to detect the injected targets. The detection results are shown in Figure 10 .
In Figure 10 , the detection P d versus SCRs in all three settings the number of classes have only a slight difference. In these situation, the proposed detector outperforms the compared detectors in P d , especially when the SCR is larger than 15 dB. For P f , the proposed detector is close to WH and ED CFAR. And the RH-EM CARD has the higher P f with less P d than the proposed detector. The heterogeneous sea clutter makes the P f of the compared detectors all higher than the nominal value, as shown in Figure 10 (b), 10(d), and 10(f). For the proposed detector, the much higher P f than the nominal value is because it uses the optimal detector with the estimated parameters to detect the targets in heterogeneous sea clutter.
To further verify the detection performance of the proposed detector further, similar tests as Figure 10 are performed on two additional RD maps. The results are shown in Figure 11 . In this test, the number of classes is set to 5. From the results in Figure 11 (b)-11(d), although the proposed detector does not always show superiority as Figure 10 (c) and 10(e) in P d , in Figure 10 (d) the P d of the proposed detector is slightly lower than the RH-EM CFARD with lower P f than that in Figure 10 (e) and all situations of RH-EM CFARD.
In the real data tests, comparatively analyzed in Figure 9 , 10 and 11, the proposed method could identify the atmospheric noise, low-, medium-and strong sea clutter regions. Additionally, the detection performance is better than the conventional detectors in most situations. The inhomogeneity of sea clutter degrades the detection performance in these regions, which violates the assumption of proposed method. In order to improve the performance, the other CFAR technologies could be used to detect the targets in the nonhomogeneous region based on the segmentations provided by the proposed method. This is out of the scope of our discussion.
V. CONCLUSION
In this paper, a combined method is proposed to identify the cells and estimate the distribution parameters of cells, which is based on mSSFCM and mSSFMM. In the proposed method, the competitive mechanism and spatial information among neighboring cells in labels and PDF with sparsity regularization imposed on the interference, are utilized together to improve the identification performance of cells and the estimate accuracy of parameters, which are verified by simulations. With the estimated parameters, the adaptive threshold is calculated similar to the optimal detector. In the simulation, the proposed detector significantly improves the detection performance compared with the conventional CFAR detectors. And in real data test, it is also compared favorably with relevant detection algorithms, exhibiting in that case that it followed the assumption of the proposed algorithm with a superior detection performance and in most cases an improvement in detection performance. Problems about determining the number of classes and detecting in the nonhomogeneous sea clutter after identification should be studied in the future.
APPENDIX THE SOLUTION OF OUTLIERS
From (17) , the objective function with respect to o i is
The optimization in (60) is performed using single iteration of the majorization-minimization (MM) approach [33] . The cost J 
Because x i follows Gumbel distribution, then the solution of λ with respect to outliers censored probability P fc is λ = − 1 + log P fc (66) 
