In the simulation of continuous events, such as the ow of a uid through a pipe, or the ow of air around an aircraft, one usually imposes a grid over the area of interest and one restricts oneself to the computation of relevant parameters, for instance the pressure or the velocity of the ow or the temperature, in the gridpoints. Physical laws lead to approximate relations between these parameters in neighbouring gridpoints, and together with the prescribed behavior at the boundary gridpoints and with given sources, this leads eventually to very large linear systems of equations Ax = b. The vector x stands for the unknown values of the parameter(s) in the gridpoints, b represents the given input, and the matrix A describes the relations between parameters in the gridpoints. Because these relations are often restricted to nearby gridpoints, most of the elements of the matrix are zero.
, where h is the distance between points in the grid. Even for the more modern incomplete LU decompositions, this rate of convergence is still of the same order, which predicts a very marginal improvement per iteration step. Only for strongly diagonally dominant matrices we get reasonable fast convergence. This led, in the mid-fties to the observation, made in a textbook by Bodewig 4, p.153] , that iteration methods were not very useful, except when A approaches a diagonal matrix.
The Need for Fast Iterative Linear Systems Solvers
Despite the negative feelings about iterative solvers, the pressure kept on for designing faster iterative methods.
At about the same time the developments of modern and more successful classes of methods started, interestingly in a way that was not quite rightly appreciated at the time. The rst and truly iterative approach was trying to identify a trend in the successive approximants and to extrapolate on the last iteration results. Based on a very elegant theory this lead to the so-called successive overrelaxation methods (SOR), in which an overrelaxation (or extrapolation) parameter steered the iteration process. For interesting classes of problems, for instance convection-di usion problems, or the neutron-di usion equation, this led to attractive computational methods that could compete with direct methods (maybe not so much in computing time, but certainly because of the minimal computer memory requirements). Important researchers that helped these methods to become attractive were Young 21, 20] and Varga 18] . The SOR methods have been used quite intensively by large groups of engineers, until they were gradually replaced by more successful methods.
The early computers had relatively small memories, which made iterative methods still attractive, because one had to store only the nonzero elements of the matrix, and for many PDE related linear systems iterative solution, even when slow, was the only way out. By including iteration parameters, in order to kill dominant factors in the iteration errors, as in SOR, it proved possible to solve quite large systems. Varga 18] reports that by 1960, Laplacian-type systems of order 20; 000 could be solved as a daily routine on a Philco-20000 computer with 32; 000 words of core storage. This would have been impossible with a direct method on such a computer. However, the iterative methods of that time required careful tuning. For instance, for the Chebyshev accelerated iteration methods, one needed accurate guesses for the extremal eigenvalues of the matrix. Also for the overrelaxation methods, one needed an overrelaxation parameter that was estimated as the largest eigenvalue of some related iteration matrix. Another class of iterative methods that became popular in the mid-fties are the Alternating Direction methods, in which one attempts to solve discretized PDEs over grids in more dimensions by solving successively one-dimensional problems in each coordinate direction. Also this process is steered by iteration parameters. A good overview of the state of the art in 1960 can be obtained from Varga's book 18]. Large linear systems of interest, mainly related to elliptic PDE's, could be solved: Varga mentions even a system with 108; 000 degrees of freedom. Many other problems, for instance in electronic applications, with their huge variation in matrix coe cients, could not be solved at that time.
Because of the non-robustness of the early iterative solvers, research focussed on more e cient direct solvers. Specially for software that had to be used by non-numerical experts, the direct methods have the advantage of avoiding problems with convergence, or di cult decisions on iteration parameters. The main problem, however, is that for general PDE related problems discretized over grids in 3-dimensional domains, optimal direct techniques scale like O(n 2:3 ) in oating point operations, so that they have limited use for the larger realistic 3-dimensional problems. The work per iteration for an iterative method is proportional to n, which shows that if one succeeds in nding an iterative technique that converges in considerably less than n iterations, then this technique is more e cient than a direct solver. For many practical problems, this goal has been achieved, but this has been realized by clever combinations of modern iteration methods with (incomplete) direct techniques: the so-called ILU preconditioned Krylov Subspace Solvers. With proper ordering techniques and with appropriate levels of incompleteness, iteration counts have been realized for convection-di usion problems that are practically independent of the gridsize. This implies that for such problems the required number of ops is proportional with n (admittedly with a fairly large proportionality constant). The other advantage of iterative methods is the modest amount of computer storage, although for many problems modern direct methods can also be very modest (but this depends on the structure of the matrix of the system). The basis for very successful methods had also been laid in the early fties, by Lanczos 10] and Arnoldi 1] . The idea was keep all approximants computed so far in the iteration process and to try to recombine them to a better solution. This in itself may seem an enormous task, but Lanczos 10] recognized that the basic iteration (for convenience we will take K = I, which simpli es the explanation), leads to approximants x i that are in subspaces that have a very nice structure. Namely, these subspaces are spanned by the vectors r 0 ; Ar 0 ; A Such a subspace is called a Krylov subspace of dimension i for A and r 0 . Lanczos showed that an orthogonal basis for this subspace could be generated by a very simple three term recurrence relation, if the matrix A is symmetric. This greatly simpli ed the computation of optimal solutions in the Krylov subspace. The attractive aspect is that these optimal solutions can be obtained for approximately the same computational costs as the approximants for the original iterative process. This was initially not recognized as a breakthrough in iterative processes. The early observation was that after n ? 1 steps this process must terminate, because then the Krylov subspace is of dimension n, and for that reason this Lanczos process was regarded as a direct solution method. The method was tested for quite tough (although low-dimensional) problems and it was soon observed that after n ? 1 steps the approximant x n could be quite far away from the solution x, with which it should coincide at that point in the process. This made potential users quite suspicious about this process. Meanwhile, Hestenes and Stiefel 8] had proposed a very elegant method for symmetric positive de nite systems, based on the same Krylov subspace principles:
the conjugate gradient method. This conjugate gradient method su ered from the same lack of exactness as Lanczos' method and for the very seem reason it did not receive much recognition in the rst 20 years of its existence.
The Conjugate Gradient Method
It took a few years to realize that it was more fruitful to consider the conjugate gradients method as a truly iterative method and Reid, in 1972 13], was one of the rst to point in this direction. Meanwhile, analysis had showed already that the convergence of this method was dictated by a factor involving the ratio of the largest and smallest eigenvalue of A, and that the actual values of these eigenvalues play no role. About the same time, it was recognized that good approximations K for A could be constructed with the property that the eigenvalues of K ?1 A were clustered around 1, which implied that the ratio of these eigenvalues was moderate and hence led to fast convergence of conjugate gradients, when applied to K ?1 Ax = K ?1 b (under the condition that K is also symmetric positive de nite. This process is referred to as preconditioned conjugate gradients. The algorithm can be described by the scheme in Figure 1 . In our schemes, x y denotes the innerproduct of two vectors x and y (complex conjugate if the system is complex). A physicist from Livermore, Kershaw, was one of the rst to experiment with the conjugate gradient method, with incomplete Cholesky factorization of A as a preconditioner, for tough problems related to fusion problems 9]. We quote some iteration numbers for the basic Gauss-Seidel iteration (that is iteration (1) This gives an impression of the sometimes gigantic improvements that could be obtained by the (preconditioned) conjugate gradients and results like these greatly contributed to the triumphal march of the method. It also motivated the search for other powerful Krylov subspace methods for more general systems of equations.
GMRES
Quite a few of specialized Krylov methods have been proposed, we mention Bi-CG and QMR for unsymmetric A, MINRES and SYMMLQ for symmetric inde nite systems, ORTHOMIN, ORTHODIR, and ORTHORES for general unsymmetric systems. The currently de facto standard for unsymmetric systems is the GMRES method, proposed in 1986 by Saad and Schultz 15] . In this method the x i , in the Krylov subspace of dimension i, is constructed for which the norm kb?Ax i k 2 is minimal.
This builds on an algorithm, proposed by Arnoldi 1] , for the construction of an orthonormal basis for the Krylov subspace for unsymmetric A. The price to pay for this ideal situation is that one has to store a full orthogonal basis for the Krylov subspace, which means the more iterations the more basis vectors have to be stored. Also the work per iteration increases linearly. This makes the method only attractive if it converges really fast. For many practical problems GMRES takes indeed a few tens of iterations, for many other problems it may go in the hundreds which makes full GMRES unfeasable. We present in Figure 2 
Bi-CGSTAB
The costs per iteration of GMRES has also led to a search for cheaper near-optimal methods. A famous result by Faber and Manteu el showed that it is in general not possible to construct optimal solutions in the Krylov subspace for unsymmetric A by short recurrences, as in the conjugate gradients method. The generalization of conjugate gradients for unsymmmetric systems, Bi-CG, displays often a quite irregular convergence behavior and this method has the other disadvantage that per iteration step an operation with A T is required and this additional operation does not lead to a further reduction of the residual. Sonneveld, in the mid-eigties, recognized that the A T operation could be used for a further reduction of the residual, by a minor modi cation to the Bi-CG scheme, almost without additional computational costs: the CGS method. The CGS method was often faster, but often also signi cantly more irregular which led to a loss in precison. In 1992, van der Vorst 17] showed that Bi-CG could also be combined, at almost no additional cost, with a minimal residual steps (comparable to GMRES(1) steps). This resulted in the popular Bi-CGSTAB algorithm, schematically represented in Figure 3 (for the solution of Ax = b with preconditioner K).
It is di cult to make a general statement on how fast these Krylov methods converge. While they converge certainly much faster than the classical iteration schemes, and convergence takes place for a much wider class of matrices, there are still many practical systems that cannot be solved in a satisfactory way. Much depends on whether one is able to de ne a nearby matrix K that can be used as a preconditioner. Recent research is more oriented in that direction than in trying to improve the Krylov subspace methods (although some improvements may be expected for these methods as well). The construction of e ective and e cient preconditioners is largely problem dependent. A preconditioner is considered as e ective if the number of iterations steps of the preconditioned Krylov subspace method is in the order of 100 or less.
Concluding remarks
In this contribution we have highlighted some of the Krylov subspace methods that have become accepted as powerful tools for the iterative solution of very large linear systems (say, of the order of millions of unknowns). These methods can be regarded as a breakthrough in the area of iterative solution methods for linear systems. We have mentioned a few names of those that were most directly associated with the development of some of the most characteristic and powerful methods CG, GMRES, and Bi-CGSTAB, but it should be noted that this represents the top of the iceberg in this lifely area of research. For a recent historic overview on the research on iterative methods, see 16] . That paper contains many references to signi cant contributions to theory and practical algorithms. Another class of acceleration methods that has been developed since around 1980 are the multigrid or multilevel methods. These methods apply for grid oriented problems and the idea is to work with coarse and ne grids. Smooth components of the solution are largely determined on the coarse grid and the ne grid is used to add the more locally varying components. Usually one works with a hierarchy of grids. When these methods work, that is for regular problems over quite regular grids for PDEs, they can be very fast: in theory gridsize independent convergence. They are then much more e cient than preconditioned Krylov solvers. However, there is no clear separation between the two camps: multigrid can be used as a preconditioner for Krylov methods for less regular problems, and the Krylov techniques can be used as smoothers for multigrid. This in the opinion of the author a fruitful direction for further exploration.
Krylov subspace methods have received quite some attention in literature. For a general background we refer to the textbooks published by Golub and Van Loan 6], Greenbaum 7] , Saad 14] , Axelsson 2] , and Meurant 12] . For practical aspects, as well as descriptions of implementations we refer to the Templates 3] , and for implementation aspects on high-performance computers see 5] . For an excellent introduction to multigrid see 19] .
