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moned Euler back to the Academy in St. Petersburg where he remained until his death in 1783.
Euler did significant work in all areas of mathematics and his work in any one of these would have assured him a place in history. He was a prodigious writer whose collected works run currently to 70 quarto volumes with more to come. In editing Euler's works shortly after his death N. Fuss listed 756 articles distributed in time as follows: 1727-33 :24; 1734-43 :49; 1744-53 :125; 1754-63 :99; 1764-72:104; 1773-82 : 355 . The most astonishing feature is the phenomenal number written in the last 10 years of his life, during which years he was blind. Since Fuss's editing activities, numerous additional manuscripts have been found and the total will run to almost 900. In addition to his articles he wrote several books, among the most noted and influential of which was his Introductio in Analysin Infinitorum. Some have criticized his writings as being repetitive but it is proper to ignore this kind of pedantry.
Euler's articles were mostly in Latin which is unfortunate in view of our present day ignorance of the classics. On the other hand, the Latin is comparatively simple and, with a rudimentary knowledge, together with a dictionary, the reader will be rewarded for his efforts. It is especially fortunate that the notation is familiar, and where the language is difficult, the mathematics comes to the rescue. It is customary to be surprised at how "modern" his notation is; the truth is that his influence was so profound that we still use much of the notation he helped to establish.
Reading his papers is an exhilarating experience; one is struck by the great imagination and originality. Sometimes a result familiar to the reader will take on an original and illuminating aspect, and one wishes that later writers had not tampered with it.
Euler's personal life, though relatively uneventful, was marred by several tragedies.
Though apparently of a strong constitution, he developed a massive infection which resulted in the loss of one eye in 1735. The second eye developed a cataract about 1766 which rendered him blind. He could still distinguish lights and shadows and sometimes wrote mathematics in very large symbols on a blackboard. Despite this handicap, he continued unabated his mathematical activities with the help of young assistants. He once met with J. d'Alembert (1717-1783) who was utterly astonished at Euler's ability to carry out in his head the most complicated analytical calculations.
Euler married Catherine Gsell in 1733. She was the daughter of a well-known artist. She had 13 children 8 of whom tragically died in childhood. Catherine died in 1776. Euler then married her half sister.
His character was that of a kind and gentle man. He had a phenomenal memory, had studied the classics, and is said to have known the Aeneid by heart. Though the recipient of numerous honors during his lifetime, he retained his modesty and humility and it was said of him that he took as much pleasure in the discoveries of others as he did in his own.
He carried on an extensive correspondence with various mathematicians, especially Christian Goldbach (1690 Goldbach ( -1764 . He also wrote a series of letters on various subjects in natural philosophy addressed to a German princess. The quality of all his letters reflects his pleasant personality.
2. Early history of the function C(s). In elementary courses in calculus, one of the first examples of an infinite series is that given by C(s).
The student quickly learns, mainly via the integral test, that 001 n=1 n converges if s > 1 and diverges if s ? 1. Some enthusiastic teachers will point out that, in fact, 1 -Z2 (1) n 2 = t-=2 and perhaps remark that this relation is difficult to prove and that students who go on in mathematics will eventually learn at least one proof. More enthusiastic teachers will further point out that if k is an integer k > 1, then
where B2k is a rational number, viz. a Bernoulli number, a fact first pr
The generating function for these numbers is given by In the St. Petersburg Academy, the members were drawn to the problem and took a great interest in the evaluation of 4(2). That it is a tantalizing problem stems in part from the fact that the series has a superficial resemblance to the series
whose value is easily seen to be n=1 n n+
This fact was early recognized by the academicians. In 1728, Daniel Bernoulli wrote to Goldbach that he had a method for computing quickly an approximation to C (2) and gave as an approximate value 8/5. In reply Goldbach wrote that he could show that 16= 1.64 < C(2) < 12 = 1.66. In the special case of C(2) his argument is as follows: Since
In I2, put u = 1-t, expand in a power series and integrate termwise; then if
On the other hand, in 11, expand (1 -t) in a series, and integrate by parts getti oo xn 11 = -log x log(l-x)-E 2 Hence C(2) = log x log(l -x) + E=1xn/n2 + 1:0(1 -x)n/n2. Putting x = we conclude that 1 C(2) = (log 2)2 + E 2 n=1 2~nn
What has been achieved by this next argument? The series ' 1/2nn2 converges much more rapidly than does the series for 4(2). Knowing that log 2 = -log (1 2I) = n1 n .480453, \ 2/ n1 n2__ and that 1 E: 2 .' 1.164482, n=1 n 22
Euler concludes that C(2) 1.6449
It should be remarked that in 1730 James Stirling (1692-1770) had computed C(2) to 9 decimal places, of which 8 were correct, but Euler was unaware of these calculations.
Euler's next contribution came in 1732/33 in a paper entitled Methodus Generalis Summandi Progressiones. In this he states the "Euler-McLaurin" formula (Colin McLaurin (1698 -1746 ). In a later paper Inventio summae cuiusque seriei ex dato Termino generali, published in 1736, he gives a proof. Although the paper was published in 1736, it is reasonable to assume that the work was done before 1734.
We shall give Euler's argument which we modify slightly. Moreover, we shall ignore a few technicalities. Let
The object is to approximate S(x) by an integral. We have
Using the Taylor (Brooke Taylor, 1685-1731) expansion, it follows that
(the difficulty, of course, is that in writing (A) we are assuming x to be an integer while in (B), we assume x to be any real number).
Assume now that this series can be inverted; that is, assume there exist constants bo, b1, b2, *. such that a) (C) SG') (x) = I bnf'(n) (x). 
=(i ) ( -(2nf-1)7r-o)(1 + (2n-1)7r+ e)(-2nn+e)(
We can now expand the right hand side in a power series and equate coefficients.
The expansion on the right involves the "infinite" elementary symmetric functions
and Euler now derived the infinite analogues of Newton's formulae, viz., if a 1, * , an, .
is a sequence and Sm= E aiI ai (T ai ** , 1 .. . i while Sm =Y? 1 a7, then in particular, S1 = 1 S2 = a1 -2C2, 3 = 13-312 + 3C3.
The other relations may be similarly derived.
Applying these facts to (F) we get (since U2 = 0), One is naturally tempted to ask why, if Euler intends to use infinite products, he does not simply use sin x itself? In fact he does; as a postscript to this paper, he notes that (G) sinx = I7 ( 2 ) and deduces more directly, ;(2n) for n = 1, 2, 3,4, 5, 6. (G), however, does not give the flexibility of (F) and clearly has no hope of yielding anything about C(2n + 1).
One might surmise that he first proved (G) and then the more general result (F).
Two objections were raised to this proof by Daniel Bernoulli. In the first place, one can't compute with infinite series in the same way that one does with polynomials, and in the second place, it is not evident that all the roots of sin x = sin a are real.
Euler recognizes the second objection as being valid and proceeds to prove that, in fact, all the roots are real. As to the first objection, he rightfully insisted in 1740 that the method is as well founded as any other method and, moreover, it is based upon a principle of which adequate use had not been made. Indeed, it opened up the theory of infinite products and partial fraction decomposition of transcendental functions and its importance goes far beyond the immediate application.
Connections with arithmetic. Having achieved his objective of evaluating C(2),
Euler now turned to the arithmetic properties of C(s). In 1737 he communicated a paper entitled Variae Observationes circa series infinitas.
Here for the first time he proved the famous Euler product decomposition in the form 2s. 3s 5s 7s i f..
( 2s 1)(3s 1)(5s -l)(7si 1)(1 l 1) One of his theorems is the statement that E 1 -log S n'
where the left hand side is summed over all p. Nowadays we would insist on writi that as x X-+0 
By specializing, once again he deduced the values of 4(2), C(4),
In the meantime what has happened to ((3)? In this same paper he computed approximate values of 4(2n + 1) for n = 1,2,3,4,5 to which he added the known values of g(2n). He wrote these in the form C(n) = N7n.
He says that if n is even, then N is rational, while if N is odd then he conjectures that N is a function of log 2.
Apparently to respond to the earlier criticism concerning his first proof, Euler published a paper in an obscure journal, "Literary Journal of Germany, Switzerland and the North (The Hague)", entitled Demonstration de la somme de la suite 1 + 4 + 9 + . Here he derived once again the formula for C(2).
Since this method is elementary, and is not generally known, and can be given in an elementary course, we present it in detail. We have (arcsin x)2 = fX arc sin t
-t2
If we expand (1- (1-X2)y-xy' = 1, then using undetermined coefficients to derive the series for (arc integrating termwise to get '(arc sin x)3, after using the above result (H). The reader will find it interesting to carry out these steps. The method gives 4(2) = 72/6 directly.
Euler concludes with the remark that despite repeated efforts, he was unable to use this technique to find C(2n) for n > 2. The reader will note that we have glossed over the mild difficulties associated with the point x = 1.
Since the time of Euler, there have been many proofs giving the value of C(2n)
The interested reader is urged to consult K. Knopp's book on "Infinite Series."
7. The functional equation and C(3). In the middle of the paper De is true for all s". Isn't this derivation beautiful!?
Now taking the limit of the right hand side as s -+ 1 gives exactly 1/2 In 2! Euler continues: "The validity of our conjecture for s = 1 (which case first appeared to deviate from the others) is already a strong justification' of the truth of our conjec-1 Although Euler uses the word "preuve," the original meaning in English (and presumably also in French) conveys the idea of testing an assumption or statement rather than proving in our sense. Compare, for example, the expression "the exception that 'proves' the rule."
ture since it appears unlikely that a false assumption could have upheld the truth of this case. We can therefore regard our conjecture as being solidly based but I shall give other justifications which are equally convincing."
He then checks the formula for s = 2,, and in general s = (2k + 1)/2.
We have seen in Chapter is Abel summable for every value of s.
One is naturally tempted to ask whether Riemann could have seen Euler's work.
There is no evidence that he had3.
Euler continues:
"As far as the sum of the reciprocals of powers (i.e., ,%-1 (= l+ 1 /nk) is concerned, I have already observed that their sum can be assigned a value only when k 2 Since completing this article the author has found that E. Landau has given a rigorous proof of the functional equation in the form (K). See Bibliotheca Mathematica, vol. 7 (1906 Mathematica, vol. 7 ( -1907 While he did not succeed in every objective he set himself, his triumphs stand like a grand fresco -a monument to his extraordinary imagination and sense of beauty and harmony.
