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Abstract
We consider the Sobolev-type Gegenbauer polynomials fP;M;Nn (x)g1n=0, orthogonal with respect to the inner product
(f; g) =
 (2 + 2)
22+1 ( + 1)2
Z 1
−1
f(x)g(x)(1− x2) dx
+M [f(−1)g(−1) + f(1)g(1)] + N [f0(−1)g0(−1) + f0(1)g0(1)];
M>0, N>0, >−1. It is the purpose of this paper to show that these polynomials are eigenfunctions of a class of linear
dierential operators, usually of innite order. In the case that  is a nonnegative integer this class contains a dierential
operator of nite order. This is of order
2 if M = N = 0;
2 + 4 if M > 0; N = 0;
2 + 8 if M = 0; N > 0;
4 + 10 if M > 0; N > 0:
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1. Introduction
In recent years new powerful methods have been developed for nding dierential operators hav-
ing as eigenfunctions generalizations of the classical orthogonal polynomials, obtained by adding
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(Sobolev-type) terms to the inner product. In the papers [4,7] and [9] a general theory is treated,
showing that, if some specic eigenvalues are chosen arbitrarily, then a unique linear dierential
operator of a certain form and a unique set of eigenvalues exist having these polynomials as eigen-
functions with these eigenvalues. Usually the dierential operators are of innite order, but in some
cases the order is nite. In the case that  is a nonnegative integer several generalizations of the
Laguerre polynomials lead to nite-order dierential operators [12,16,5] (see also [2]). For a survey
of these results the reader is referred to [6]. For generalizations of the Jacobi polynomials also
nite-order dierential operators were found in the case that at least one of the parameters  and 
is a nonnegative integer [15] (see also [8]). In this paper we consider the Sobolev-type Gegenbauer
polynomials fP;M;Nn (x)g1n=0, orthogonal with respect to the inner product
(f; g) =
 (2+ 2)
22+1 (+ 1)2
Z 1
−1
f(x)g(x)(1− x2) dx
+M [f(−1)g(−1) + f(1)g(1)] + N [f0(−1)g0(−1) + f0(1)g0(1)]; (1)
M>0, N>0, >− 1: They were studied in [18,10,11]. In the case N =0, Koekoek [17] (see also
[13]) showed that these polynomials are eigenfunctions of a linear dierential operator of the form
L+MA, which for M > 0 is of order 2+ 4 if  is a nonnegative integer and of innite order for
other values of >− 1; and with eigenvalues of the form fn +Mng1n=0. Here
L= L;:= (x2 − 1)D2 + 2(+ 1)xD;
D= d=dx, and n = n(n+ 2+ 1) for n 2 f0; 1; 2; : : :g. The problem treated in this paper is how to
extend this result to the general case M>0; N>0: We look for linear dierential operators B and
C and numbers fng1n=0 and fng1n=0 such that
((L− nI) +M (A− nI) + N (B − nI) +MN (C − nI))P;M;Nn (x) = 0 (2)
for n= 0; 1; 2; : : : . Here
A=
1X
i=1
ai(x; )Di ;
B and C are of similar form and I denotes the identity operator.
2. Representations for the polynomials
The Sobolev-type Gegenbauer polynomials fP;M;Nn (x)g1n=0 can be expressed as (see [10, Section
6b])
P;M;Nn (x) = P
(;)
n (x) +MQ
()
n (x) + NR
()
n (x) +MNS
()
n (x); (3)
where P(;)n (x) is the Jacobi polynomial with =  (which essentially is a Gegenbauer polynomial),
Q()n (x) = 0 for n 2 f0; 1g
Q()n (x) =−2(1− x2)
(2+ 3)n−2
n!
D2P(;)n (x); n 2 f2; 3; 4; : : :g;
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R()n (x) = 0 for n 2 f0; 1; 2g,
R()n (x) =
(2+ 3)n−1
2(+ 1)3(n− 1)! [(1− x
2)2D4 − (n− 2)(+ 2)(n+ 2+ 3)(1− x2)D2
− (n− 1)(n− 2)(n+ 2+ 3)(n+ 2+ 2)]P(;)n (x); n 2 f3; 4; 5; : : :g;
S()n (x) = 0 for n 2 f0; 1; 2; 3g,
S ()n (x) =
(2+ 3)n(2+ 3)n−2
(+ 1)3(+ 2)n!(n− 2)!(1− x
2)2D4P(;)n (x); n 2 f4; 5; 6; : : :g:
If we put Q()n (x)=
Pn
j=0 qn jP
(;)
j (x); R()n (x)=
Pn
j=0 rn jP
(;)
j (x) and S ()n (x)=
Pn
j=0 snjP
(;)
j (x); then
qnn = 2
(2+ 3)n−2
(n− 2)! for n 2 f2; 3; 4; : : :g
rnn =
(2+ 3)n−1
2(+ 1)3(n− 3)! [(+ 2)(n− 3)(n+ 2+ 2) + 2(+ 1)(+ 3)]; n 2 f3; 4; 5; : : :g
and
snn =
(2+ 3)n(2+ 3)n−2
(+ 1)3(+ 2)(n− 2)!(n− 4)! ; n 2 f4; 5; 6; : : :g:
3. The inversion formula and a crucial lemma
In [14] Koekoek and Koekoek derived the following interesting formulas for Jacobi polynomials:
2j
iX
k=j
2k + +  + 1
(k + +  + 1)i+1
P(−−i−1;−−i−1)i−k (x)D
jP(;)k (x) = i; j (4)
and
2j
iX
k=j
2k + +  + 1
(k + +  + 1)i+1
P(−−i−1;−−i−1)i−k (−x)D jP(;)k (x) =
xi−j
(i − j)! ; (5)
which are valid for all >−1 and >−1; all i; j 2 f0; 1; 2; : : :g; j6i and all complex x. The case
+  + 1 = 0 must be understood by continuity. Formula (4) leads to
Proposition 1. Consider for j 2 f0; 1; 2; : : :g the system of equations
1X
i=j
Ai(x)DiP(;)n (x) = Fn(x); n= j; j + 1; j + 2; : : : ; >− 1; >− 1;
where the coecients fAi(x)g1i=j are independent of n. This system of equations has a unique
solution given by
Ai(x) = 2i
iX
k=j
2k + +  + 1
(k + +  + 1)i+1
P(−−i−1;−−i−1)i−k (x)Fk(x); i = j; j + 1; j + 2; : : : :
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We use Proposition 1 to nd the analogue for Jacobi polynomials of a formula, derived for
Laguerre polynomials in [3]. This formula, stated in Lemma 2, turns out to play a crucial role in
this paper.
Lemma 2. For all i; s; j 2 f0; 1; 2; : : :g; all >− 1; >− 1; and all complex x
2i
iX
k=j
(2k + +  + 1)[k(k + +  + 1)]s
(k + +  + 1)i+1
P(−−i−1;−−i−1)i−k (x)D jP(;)k (x) = i;2s+j(x2 − 1)s
provided that i>2s+ j.
Proof. We introduce for j; k 2 f0; 1; 2; : : :g with j6k the linear dierential operator
J ;(x; j; k) =
1X
i=0
;i (x; j; k)D
i
such that
J ;(x; j; k)P(;)n (x) = n;kP
(+j;+j)
k−j (x); for all n 2 f0; 1; 2; : : :g:
Then the coecients ;i (x; j; k) are uniquely determined by Proposition 1:
;i (x; j; k) = 2
i
iX
n=0
2n+ +  + 1
(n+ +  + 1)i+1
P(−−i−1;−−i−1)i−n (x)n;kP
(+j;+j)
k−j (x)
=
8><
>:
0 for i< k;
2i
2k + +  + 1
(k + +  + 1)i+1
P(−−i−1;−−i−1)i−k (x)P
(+j;+j)
k−j (x) for i>k:
For s; j 2 f0; 1; 2; : : :g the operator
H ;(x; j; s) = 2−j
1X
k=j
[k(k + +  + 1)]s(k + +  + 1)jJ ;(x; j; k)
has the property that for all n 2 f0; 1; 2; : : :g
H ;(x; j; s)P(;)n (x) = [n(n+ +  + 1)]
sD jP(;)n (x):
But we know that if
L;:= (x2 − 1)D2 − f − − (+  + 2)xgD;
then
D j[L;]sP(;)n (x) = [n(n+ +  + 1)]
sD jP(;)n (x):
It follows that
D j[L;]s=2−j
1X
k=j
[k(k + +  + 1)]s(k + +  + 1)j
1X
i=k
;i (x; j; k)D
i
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=
1X
i=j
2i
2
4 iX
k=j
(2k + +  + 1)[k(k + +  + 1)]s
(k + +  + 1)i+1
P(−−i−1;−−i−1)i−k (x)D jP(;)k (x)
3
5Di ;
j; s 2 f0; 1; 2; : : :g; which implies that
2i
iX
k=j
(2k + +  + 1)[k(k + +  + 1)]s
(k + +  + 1)i+1
P(−−i−1;−−i−1)i−k (x)D jP(;)k (x) = i;2s+j(x2 − 1)s;
provided that i>2s+ j:
Corollary 3. Let Vq be a set containing q numbers. Then for all i; q; j 2 f0; 1; 2; : : :g; all > −
1; >− 1; and all complex x
2i
iX
k=j
(2k + +  + 1)
Q
2Vq [(k + )(k + +  + 1− )]
(k + +  + 1)i+1
P(−−i−1;−−i−1)i−k (x)D jP(;)k (x) = i;2q+j(x2 − 1)q
provided that i>2q+ j.
Proof. If we note that (k + )(k + + + 1− ) = k(k + + + 1)+ (+ + 1− ) we see that
Y
2Vq
[(k + )(k + +  + 1− )] =
qX
=0
c(; )[k(k + +  + 1)]

for certain constants fc(; )gq=0 and cq(; ) = 1.
4. The operators
If we insert (3) into (2) and compare the terms with equal powers of M and N; then we obtain
eight systems of equations:
(L−nI)Q()n (x) + (A− nI)P(;)n (x) = 0; (6)
(A− nI)Q()n (x) = 0; (7)
(L−nI)R()n (x) + (B − nI)P(;)n (x) = 0; (8)
(B − nI)R()n (x) = 0; (9)
(L− nI)S ()n (x) + (A− nI)R()n (x) + (B − nI)Q()n (x) + (C − nI)P(;)n (x) = 0; (10)
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(A− nI)S ()n (x) + (C − nI)Q()n (x) = 0; (11)
(B − nI)S ()n (x) + (C − nI)R()n (x) = 0; (12)
(C − nI)S ()n (x) = 0; (13)
all for n= 0; 1; 2; : : : .
In [9] a general theory is developed for polynomials, orthogonal with respect to an inner product
of the form (1). From this theory it follows that the polynomials fP;M;Nn (x)g1n=0 are in fact eigen-
functions of a class of linear dierential operators of the form L + MA+NB + MNC . The two
conditions mentioned in [9] are
P(;)n (1) 6= 0; n 2 f0; 1; 2; : : :g;
DP(;)n (1) 6= 0; n 2 f1; 2; 3; : : :g:
Since
P(;)n (1) =
(+ 1)n
n!
; DP(;)n (1) =
(n+ 2+ 1)(+ 2)n−1
2(n− 1)! ;
the conditions are clearly satised if >−1. Furthermore, it follows that the numbers 0=0=0=0;
1; 1; 2; 1 can be chosen arbitrarily and for fng1n=2; fng1n=3 and fng1n=2 formulas are given. These
formulas will be used in the next section. When 1; 1; 2; 1 are chosen, then the operators A;B;C
are uniquely determined.
5. The eigenvalues
In this section we will use without reference the following relations: for m 2 f0; 1; 2; : : :g
mX
k=0
(2k + a)
(a)k(b)k
k!(1 + a− b)k =
(a)m+1(1 + b)m
m!(1 + a− b)m ; (14)
mX
k=0
(2k + a)
(a)k(b)k(c)k(d)k
k!(1 + a− b)k(1 + a− c)k(1 + a− d)k
=
(a)m+1(1 + d)m
m!(1 + a− d)m 4F3
 −m; 1 + a− b− c; 1 + a+ m; d
1 + a− b; 1 + a− c; 1 + d
 1
!
: (15)
Formula (14) can be proved by letting d! 1 + a+ m in [1, p. 25, formula (3)]
5F4
 
a; 1 + 12a; c; d; −m
1
2a; 1 + a− c; 1 + a− d; 1 + a+ m
 1
!
=
(1 + a)m(1 + a− c − d)m
(1 + a− c)m(1 + a− d)m :
H. Bavinck / Journal of Computational and Applied Mathematics 118 (2000) 23{42 29
Formula (15) can be proved by letting e! 1 + a+ m in [1, p. 25 formula (4)]
7F6
 
a; 1 + 12a; b; c; d; e; −m
1
2a; 1 + a− b; 1 + a− c; 1 + a− d; 1 + a− e; 1 + a+ m
 1
!
=
(1 + a)m(1 + a− d− e)m
(1 + a− d)m(1 + a− e)m 4F3
 
1 + a− b− c; d; e; −m
1 + a− b; 1 + a− c; d+ e − a− m
 1
!
:
Proposition 4. For the eigenvalues fng1n=0 we have: 0 = 0; 1 is arbitrary and for n>2
n = 1
1 + (−1)n−1
2
+ 4(2+ 3)
(2+ 5)n−2
(n− 2)! :
Proof. By [9] for the eigenvalues we have: 0 = 0; 1 is arbitrary and for s 2 f1; 2; 3; : : :g
2s=
sX
j=1
(2j − 2j−2)q2j 2j
=4
sX
j=1
(4j + 2− 1)(2+ 3)2j−2
(2j − 2)!
= 4
s−1X
=0
(4+ 2+ 3)
(2+ 3)2
(2)!
= 8
s−1X
=0

2+ +
3
2

(+ 32)(+ 2)
!( 12)
=8
(+ 32)s(+ 3)s−1
(s− 1)!( 12)s−1
= 4(2+ 3)
(2+ 5)2s−2
(2s− 2)! : (16)
For s 2 f1; 2; 3; : : :g
2s+1 = 1 +
sX
j=1
(2j+1 − 2j−1)q2j+1 2j+1
= 1 + 4
sX
j=1
(4j + 2+ 1)
(2+ 3)2j−1
(2j − 1)!
= 1 + 4
s−1X
=0
(4+ 2+ 5)
(2+ 3)2+1
(2+ 1)!
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= 1 + 8(2+ 3)
s−1X
=0

2+ +
5
2

(+ 2)(+ 52)
!( 32)
= 1 + 8(2+ 3)
(+ 52)s(+ 3)s−1
(s− 1)!( 32)s−1
= 1 + 4(2+ 3)
(2+ 5)2s−1
(2s− 1)! : (17)
Combination of (16) and (17) proves Proposition 4.
Proposition 5. For the eigenvalues fng1n=0 we have: 0 = 0; 1 and 2 are arbitrary and for n>3
n= 1
1 + (−1)n−1
2
+ 2
1 + (−1)n
2
+
(2+ 3)n+2(n− 3)
2(+ 1)(+ 3)(+ 4)(n− 3)! +
(2+ 3)n+1
(+ 2)(+ 3)(n− 3)! :
Proof. By [9] for the eigenvalues we have: 0 = 0, 1 and 2 are arbitrary and for s 2 f2; 3; 4; : : :g
2s − 2 =
sX
j=2
(2j − 2j−2)r2j 2j
=
sX
j=2
(4j + 2− 1) (2+ 3)2j−1
(+ 1)3(2j − 3)! [(+ 2)(2j − 3)(2j + 2+ 2)
+2(+ 1)(+ 3)]
=
1
(+ 1)(+ 3)
sX
j=2
(4j + 2− 1)(2+ 3)2j
(2j − 4)!
+
2
+ 2
sX
j=2
(4j + 2− 1)(2+ 3)2j−1
(2j − 3)!
=
1
(+ 1)(+ 3)
s−2X
=0
(4+ 2+ 7)
(2+ 3)2+4
(2)!
+
2
+ 2
s−2X
=0
(4+ 2+ 7)
(2+ 3)2+3
(2+ 1)!
=
2(2+ 3)4
(+ 1)(+ 3)
s−2X
=0

2+ +
7
2

(+ 72)(+ 4)
!( 12)
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+
4(2+ 3)3
+ 2
s−2X
=0

2+ +
7
2

(+ 3)(+ 72)
!( 32)
=
2(2+ 3)4
(+ 1)(+ 3)
(+ 72)s−1
( 12)s−2
(+ 5)s−2
(s− 2)! +
4(2+ 3)3
+ 2
(+ 72)s−1
( 32)s−2
(+ 4)s−2
(s− 2)!
=
(2+ 3)2s+2
2(+ 1)(+ 3)(+ 4)(2s− 4)! +
(2+ 3)2s+1
(+ 2)(+ 3)(2s− 3)! : (18)
For s 2 f1; 2; 3; : : :g
2s+1 − 1 =
sX
j=1
(2j+1 − 2j−1)r2j+1 2j+1
=
sX
j=1
(4j + 2+ 1)
(2+ 3)2j
(+ 1)3(2j − 2)! [(+ 2)(2j − 2)(2j + 2+ 3)
+2(+ 1)(+ 3)]
=
1
(+ 1)(+ 3)
sX
j=2
(4j + 2+ 1)
(2+ 3)2j+1
(2j − 3)!
+
2
+ 2
sX
j=1
(4j + 2+ 1)
(2+ 3)2j
(2j − 2)!
=
1
(+ 1)(+ 3)
s−2X
=0
(4+ 2+ 9)
(2+ 3)2+5
(2+ 1)!
+
2
+ 2
s−1X
=0
(4+ 2+ 5)
(2+ 3)2+2
(2)!
=
2(2+ 3)5
(+ 1)(+ 3)
s−2X
=0

2+ +
9
2

(2+ 8)2
(2+ 1)!
+8(2+ 3)
s−1X
=0

2+ +
5
2

(2+ 5)2
(2)!
=
2(2+ 3)5
(+ 1)(+ 3)
s−2X
=0

2+ +
9
2

(+ 4)(+ 92)
!( 32)
+8(2+ 3)
s−1X
=0

2+ +
5
2

(+ 52)(+ 3)
!( 12)
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=
2(2+ 3)5
(+ 1)(+ 3)
(+ 92)s−1(+ 5)s−2
(s− 2)!( 32)s−2
+ 8(2+ 3)
(+ 52)s(+ 4)s−1
(s− 1)!( 12)s−1
=
(2+ 3)2s+3(2s− 2)
2(+ 1)(+ 3)(+ 4)(2s− 2)! +
(2+ 3)2s+2
(+ 2)(+ 3)(2s− 2)! : (19)
Combination of (18) and (19) proves Proposition 5.
Proposition 6. In the case that  is a nonnegative integer we have for the eigenvalues fng1n=0 :
0 = 0; 1 is arbitrary; 2 = 22; 3 = 1 and for n>4
n= 1
1 + (−1)n−1
2
+ 2(1 + (−1)n) +
64(2+ 3)(+ 32)3(2+ 9)n−4
(+ 1)(n− 4)!

+1X
j=0
(−14 )
j(−− 1)j(+ 4)j
(2)j( 32)j(+ 5)jj!
j−1Y
i=0
[(n− 4− 2i)(n+ 2+ 5 + 2i)]:
Proof. By [9] for the eigenvalues we have: 0 = 0; 1 is arbitrary,
2 = q2 22 = 22
and for s 2 f2; 3; 4; : : :g
2s − 2 =
sX
j=2
(2j − 2j−2)s2j 2j
=2
sX
j=2
(4j + 2− 1) (2+ 3)2j(2+ 3)2j−2
(+ 1)3(+ 2)(2j − 2)!(2j − 4)!
=
2
(+ 1)3(+ 2)
s−2X
=0
(4+ 2+ 7)
(2+ 3)2+4(2+ 3)2+2
(2+ 2)!(2)!
=
2(2+ 3)(2+ 3)4
(+ 1)3
s−2X
=0
(4+ 2+ 7)
(2+ 7)2(2+ 5)2
(3)2(2)!
=
16(2+ 3)2(2+ 5)
(+ 1)
s−2X
=0

2+ +
7
2

(+ 52)(+ 3)(+
7
2)(+ 4)
( 12)(1)(
3
2)(2)
=
64(2+ 3)(+ 32)s+1(+ 5)s−2
(+ 1)(12)s−2(s− 2)!
4F3
 −s+ 2; −− 1; + s+ 52 ; + 4
2; 32 ; + 5
 1
!
=
64(2+ 3)(+ 32)3(2+ 9)2s−4
(+ 1)(2s− 4)! 4F3
 −s+ 2; −− 1; + s+ 52 ; + 4
2; 32 ; + 5
 1
!
:
(20)
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For s 2 f1; 2; 3; : : :g
2s+1 − 1 =
sX
j=1
(2j+1 − 2j−1)s2j+1 2j+1;
which shows that 3 = 1 and for s>2
2s+1 − 1 = 2
sX
j=2
(4j + 2+ 1)
(2+ 3)2j+1(2+ 3)2j−1
(+ 1)3(+ 2)(2j − 1)!(2j − 3)!
=
2
(+ 1)3(+ 2)
s−2X
=0
(4+ 2+ 9)
(2+ 3)2+5(2+ 3)2+3
(2+ 3)!(2+ 1)!
=
(2+ 3)3(2+ 3)5
3(+ 2)(+ 1)3
s−2X
=0
(4+ 2+ 9)
(2+ 8)2(2+ 6)2
(4)2(2)2
=
16(2+3)2(2+5)2(2+7)
3(+ 1)
s−2X
=0

2+ +
9
2

(+ 3)(+ 72)(+ 4)(+
9
2)
(1)( 32)(2)(
5
2)
=
128(2+3)(2+5)(+32)s+2(+5)s−2
3(+1)(s−2)!( 32)s−2
4F3
 −s+2; −−1; + s+72 ; +4
2; 52 ; + 5
 1
!
=
64(2+3)(2+5)(+32)3(2+9)2s−3
3(+1)(2s−3)! 4F3
 −s+2; −−1; +s+72 ; +4
2; 52 ; + 5
 1
!
:
(21)
Let  be a nonnegative integer. Then we can use Whipple’s transformation for terminating Saalschutzian
4F3 (see [1, p. 56]): for n 2 f0; 1; 2; : : :g
4F3
 
x; y; z; −n
u; v; w
 1
!
=
(v− z)n(w − z)n
(v)n(w)n
4F3
 
u− x; u− y; z; −n
1− v+ z − n; 1− w + z − n; u
 1
!
provided that u + v + w = x + y + z − n + 1: We choose the parameters as follows: n :=  + 1,
x := s+ + 3, y := − s+ 32 , z := + 4, u := + 5, v := 2, w := 32 . We obtain
2s+1 − 1 =
64(2+ 3)(+ 32)3(2+ 9)2s−3
(+ 1)(2s− 3)! 4F3
 −s+ 32 ; −− 1; + s+ 3; + 4
2; 32 ; + 5
 1
!
(22)
for s 2 f2; 3; 4; : : :g. Combination of (20) and (22) proves Proposition 6.
6. The operators A
We will use the system (6) to compute the coecients of the operator A. Since for n 2 f0; 1; 2; : : :g
the Gegenbauer polynomials satisfy
− (1− x2)D2P(;)n (x) + 2(+ 1)xDP(;)n (x) = n(n+ 2+ 1)P(;)n (x);
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it follows by induction that for i 2 f0; 1; 2; : : :g
− (1− x2)Di+2P(;)n (x) + 2(+ i + 1)xDi+1P(;)n (x)
= (n− i)(n+ 2+ i + 1)DiP(;)n (x): (23)
By using (23) it is a straightforward calculation to show that for n 2 f2; 3; 4; : : :g
(L−nI)Q()n (x) =−2
(2+ 3)n−2
n!
(L−nI)((1− x2)D2P(;)n (x))
= 4
(2+ 2)n−1
n!
D2P(;)n (x):
Hence we nd for n 2 f1; 2; 3; : : : ; g
1X
i=1
ai(x; )DiP(;)n (x) = nP
(;)
n (x)− 4
(2+ 2)n−1
n!
D2P(;)n (x):
It follows by Propositions 1 and 4 that
ai(x; ) = 2i
iX
k=1
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (x)1
1 + (−1)k−1
2
P(;)k (x)
+ 2i
iX
k=2
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (x)


4(2+ 3)
(2+ 5)k−2
(k − 2)! P
(;)
k (x)− 4
(2+ 2)k−1
k!
D2P(;)k (x)

: (24)
It is a direct consequence of (4) and (5) that
2i
iX
k=1
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (x)
1 + (−1)k−1
2
P(;)k (x)
= 2i−1
iX
k=0
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (x)P
(;)
k (x)
+ (−2)i−1
iX
k=0
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (−x)P(;)k (x) = (−2)i−1
xi
i!
: (25)
Further, by using [19], formula (4.21.6)
lim
x!1 x
−nP(;)n (x) = 2
−n
 
2n+ + 
n
!
; (26)
it is easily derived from (24) that, if we put hA;i = limx!1 x−iai(x; ), then for i 2 f1; 2; 3; : : :g
i!hA;i = 1(−2)i−1 + 4(2+ 3)
 
2+ 2
i − 2
!
:
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Since in this expression the last term tends to 0 as i ! 1, it follows, that the operator A is of
innite order if 1 6= 0. Moreover, if 1 = 0; then the operator A is of innite order if  (>− 1)
is not a nonnegative integer.
Let  be a nonnegative integer. Then for k 2 f2; 3; 4; : : :g
(2+ 5)k−2
(k − 2)! =
Q
=−1((k + )(k + 2+ 1− ))
(2+ 4)!
and
(2+ 2)k−1
k!
=
Q
=1((k + )(k + 2+ 1− ))
(2+ 1)!
:
By Corollary 3 we may conclude that for i>2+ 4
2i
iX
k=2
2k + 2+ 1
(k + 2+ 1)i+1
(2+ 5)k−2
(k − 2)! P
(−−i−1;−−i−1)
i−k (x)P
(;)
k (x) = i;2+4
(x2 − 1)+2
(2+ 4)!
and
2i
iX
k=2
2k + 2+ 1
(k + 2+ 1)i+1
(2+ 2)k−1
k!
P(−−i−1;−−i−1)i−k (x)D
2P(;)k (x) = 0:
It follows that, if we choose 1 = 0 and  is a nonnegative integer, then the dierential operator A
is of order 2+ 4 and
a2+4(x; ) =
4(2+ 3)
(2+ 4)!
(x2 − 1)+2:
We have reproved in an easy way some of the results of Koekoek [17].
7. The operators B
We will use the system (8) to compute the coecients of the operator B. By using (23) it is a
straightforward calculation to show that for n= 1; 2; 3; : : :
(L−nI)R()n (x) =
(2+ 3)n−1
2(+ 1)3(n− 1)! [(L−nI)((1− x
2)2D4P(;)n (x))
−(n− 2)(+ 2)(n+ 2+ 3)(L−nI)((1− x2)D2P(;)n (x))]
=
2(2+ 3)n−1
(+ 1)(n− 1)! [− 4xD
3P(;)n (x) + (n− 2)(n+ 2+ 3)D2P(;)n (x)]:
Hence, we nd for n 2 f1; 2; 3 : : :g
1X
i=1
bi(x; )DiP(;)n (x) = nP
(;)
n (x) +
8x(2+ 3)n−1
(+ 1)(n− 1)!D
3P(;)n (x)
−2(2+ 3)n−1(n− 2)(n+ 2+ 3)
(+ 1)(n− 1)! D
2P(;)n (x):
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By Propositions 1 and 5
bi(x; ) = bi;1(x; ) + bi;2(x; ) + bi;3(x; );
bi;1(x; ) = 12i
iX
k=1
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (x)
1 + (−1)k−1
2
P(;)k (x);
bi;2(x; ) = 22i
iX
k=1
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (x)
1 + (−1)k
2
P(;)k (x);
bi;3(x; ) = 2i
iX
k=3
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (x)


(2+ 3)k+1
2(+ 1)4(k − 3)! [(+ 2)(k − 3)(k + 2+ 4) + 2(+ 1)(+ 4)]P
(;)
k (x)
+
8x(2+ 3)k−1
(+ 1)(k − 1)!D
3P(;)k (x)−
2(2+ 3)k−1(k − 2)(k + 2+ 3)
(+ 1)(k − 1)! D
2P(;)k (x)

:
By (25)
bi;1(x; ) = 1(−2)i−1 x
i
i!
;
by (4) and (5)
bi;2(x; ) = 22i
iX
k=1
2k + 2+ 1
(k + 2+ 1)i+1
1 + (−1)k
2
P(−−i−1;−−i−1)i−k (x)P
(;)
k (x)
= 22i−1
iX
k=0
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (x)P
(;)
k (x)
+2(−1)i2i−1
iX
k=0
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (−x)P(;)k (x)
−2 2
i
(2+ 2)i
P(−−i−1;−−i−1)i (x)
= 2

2i−1
(−x)i
i!
− 2
i
(2+ 2)i
P(−−i−1;−−i−1)i (x)

: (27)
If we put hB;i = limx!1 x−ibi(x; ), then for i 2 f1; 2; 3; : : :g
i!hB;i = (1 − 2)(−2)i−1 + (−1)i−12
+
(+ 2)(2+ 3)6
2(+ 1)4
 
2+ 4
i − 4
!
+
(2+ 3)4
(+ 2)(+ 3)
 
2+ 3
i − 3
!
:
H. Bavinck / Journal of Computational and Applied Mathematics 118 (2000) 23{42 37
By considering large values of i it follows easily, that the operator B is of innite order if 1=2=0
is not fullled. Moreover, if 1 = 2 = 0, then the operator B is of innite order if  (>− 1) is
not a nonnegative integer.
Let  be a nonnegative integer. Then for k 2 f3; 4; 5; : : :g
(2+ 3)k+1
(k − 3)! =
Q
=−2((k + )(k + 2+ 1− ))
(2+ 2)!
;
(2+ 3)k−1
(k − 1)! =
Q
=0((k + )(k + 2+ 1− ))
(2+ 2)!
:
By Corollary 3 we may conclude that for i>2+ 8
2i
iX
k=3
2k + 2+ 1
(k + 2+ 1)i+1
(k − 3)(k + 2+ 4)(2+ 3)k+1
(k − 3)! P
(−−i−1;−−i−1)
i−k (x)P
(;)
k (x)
= i;2+8
(x2 − 1)+4
(2+ 2)!
;
2i
iX
k=3
2k + 2+ 1
(k + 2+ 1)i+1
(2+ 3)k+1
(k − 3)! P
(−−i−1;−−i−1)
i−k (x)P
(;)
k (x) = 0;
2i
iX
k=3
2k + 2+ 1
(k + 2+ 1)i+1
(2+ 3)k−1
(k − 1)! P
(−−i−1;−−i−1)
i−k (x)D
3P(;)k (x) = 0;
2i
iX
k=3
2k + 2+ 1
(k + 2+ 1)i+1
(k − 2)(k + 2+ 3)(2+ 3)k−1
(k − 1)! P
(−−i−1;−−i−1)
i−k (x)D
2P(;)k (x) = 0:
It follows that, if we choose 1 =2 =0 and  is a nonnegative integer, then the dierential operator
B is of order 2+ 8 and
b2+8(x; ) =
(+ 2)(x2 − 1)+4
2(+ 1)4(2+ 2)!
:
8. The operators C
We proceed in a way similar to [15] and rewrite the system of equations (13) as
1X
i=4
Ci(x; )DiP(;)n (x) = n(1− x2)2D4P(;)n (x); (28)
n= 0; 1; 2; : : : ; where by Leibniz’ rule for i 2 f4; 5; 6; : : :g
Ci(x; ) =
iX
j=i−4
 
j
i − 4
!
D j−i+4[(1− x2)2]cj(x; ): (29)
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Here c0(x; ):=0. By Proposition 1 we have for i 2 f4; 5; 6; : : :g
Ci(x; ) = 2i
iX
k=4
2k + 2+ 1
(k + 2+ 1)i+1
P(−−i−1;−−i−1)i−k (x)k(1− x2)2D4P(;)k (x):
For general values of  we have dierent expressions for f2sg1s=2 and f2s+1g1s=2. In the case that
 is a nonnegative integer Proposition 6 can be used to obtain an explicit formula for Ci(x; ); i 2
f4; 5; 6; : : :g. In order to obtain results for ci(x; ); i 2 f1; 2; 3; : : :g one can use the following proce-
dure. First it follows from (10) in the case n= 1 that
c1(x; ) = 1x:
Then from (11) in the case n= 2 and the fact that 2 = 22 we derive
c2(x; ) =−1x2 + 2(x2 − 1)
and from (12) in the case n= 3 and the fact that 3 = 1 we derive
c3(x; ) = 231x
3 − 2x(x2 − 1):
Next, we introduce
~Ci(x; ):=Ci(x; )−
3X
j=i−4
 
j
i − 4
!
D j−i+4[(1− x2)2]cj(x; ); i 2 f4; 5; 6; 7g
and
~Ci(x; ):=Ci(x; ); i>8:
Then (29) can be rewritten as
~Ci+3(x; ) =
iX
j=max(1; i−4)
vij(x)cj+3(x; ); i 2 f1; 2; 3; : : :g;
where
vij(x) =
 
j + 3
i − 1
!
D j−i+4(1− x2)2:
It is not very dicult to derive the inverse matrix [tij(x)] of the matrix [vij(x)]. In fact, by using
the relation
2pX
k=0
(x2 − 1)kD
k(x2 − 1)p
k!
Dn+k(x2 − 1)−p
(n+ k)!
= 0; p; n 2 f0; 1; 2; : : :g; p 6= 0;
which can be proved by expanding (t2 − 1)p and (t2 − 1)−p into powers of t − x; it is possible to
derive that
tij(x) =
(j − 1)!
(i + 3)!
(x2 − 1)2+i−jD
i−j(x2 − 1)−2
(i − j)!
=
2i−j(j − 1)!
(i + 3)!
P(−2−i+j;−2−i+j)i−j (x); 16j6i:
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We obtain
ci+3(x; ) =
iX
j=1
2i−j(j − 1)!
(i + 3)!
P(−2−i+j;−2−i+j)i−j (x) ~Cj+3(x; ); i 2 f1; 2; 3; : : :g:
Now, we turn to the special case where  is a nonnegative integer and the choice 1 = 2 = 0 is
made. In this case ci(x; )=0 for i 2 f1; 2; 3g, hence the operator C maps the polynomials of degree
63 into zero and the working of the operator C on polynomials of degree >4 follows from (13).
Further, since
(2+ 9)n−4
(n− 4)! =
Q
=−3 [(n+ )(n+ 2+ 1− )]
(2+ 8)!
=
Q+3
s=0 [n(n+ 2+ 1) + (s− 3)(2+ 4− s)]
(2+ 8)!
;
for each j 2 f0; 1; : : : ; + 1g
(2+ 9)n−4
(n− 4)!
j−1Y
=0
[(n− 4− 2)(n+ 2+ 5 + 2)]
can be written in the formQ
2V [n(n+ 2+ 1) + (2+ 1− )]
(2+ 8)!
;
where V is a subset of Z containing  + 4 + j elements. This shows that the eigenvalues fng1n=4
given by Proposition 6 can be written as a polynomial Z2+5(x) of degree 2 + 5 in the variable
x = n:
n = Z2+5(n):
Now a direct computation gives
(L− nI)S ()n (x) =
8(+ 2)
x2 − 1 S
()
n (x);
which can be interpreted as
WS ()n (x) = nS
()
n (x)
with
W := (x2 − 1)D2 + 2(+ 1)xD − 8(+ 2)
x2 − 1 I :
It follows that the linear dierential operator of order 4 + 10 given by Z2+5(W) has the same
working on the polynomials fS ()n (x)g1n=0 as the operator C . Hence, the two operators coincide on
the space of all polynomials, which are divisible by (x2 − 1)2. In order to show that the operators
coincide on the space of all polynomials it suces to prove the following proposition.
Proposition 7. The operator Z2+5(W) maps all the polynomials of degree 63 into 0.
Proof. By the denition of Z2+5(x) it follows that Z2+5(W) contains the factor
(W) :=
+3Y
s=0
[W + (s− 3)(2+ 4− s)I ];
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hence it is sucient to prove that (W) maps all the polynomials of degree 63 into 0. As a basis
for the space of polynomials of degree 63 we take
f(x − 1)3; (x − 1)2(x + 1); (x + 1)2(x − 1); (x + 1)3g:
We prove that (W) annihilates the polynomials (x − 1)3 and (x − 1)2(x + 1). The working on
(x + 1)2(x − 1) and (x + 1)3 follows in a similar way.
Consider the working of the operator (W) on f0(x) := (x−1)2(a0x+b0) for arbitrary a0 and b0.
A straightforward calculation shows that for s 2 f0; 1; : : : ; +3g the operator W+(s−3)(2+4−s)I
maps
fs(x):=
(x − 1)2(asx + bs)
(x + 1) s
into fs+1(x), where 
as+1
bs+1
!
= T (s)
 
as
bs
!
with
T (s):=2
 −(s− − 3)(s+ 2) s− − 3
s+ 2 −s2 + s(+ 1) + (+ 1)
!
:
Hence,
(W)[(x − 1)2(a0x + b0)] = (x − 1)
2(a+4x + b+4)
(x + 1)+4
;
with 
a+4
b+4

= T (+ 3)T (+ 2) : : : T (1)T (0)

a0
b0

:
However, it is easily veried that T ( + 3)T ( + 2) equals the zero matrix, which proves the
proposition.
Hence in the case that  is a nonnegative integer and 1 =2 = 0 the operator C is of nite order
4+ 10 and
c4+10(x; ) =
4(2+ 3)
(+ 1)(+ 2)(2+ 6)!(2+ 2)!
(x2 − 1)2+5:
9. Conclusion
We have shown that the Sobolev-type Gegenbauer polynomials fP;M;Nn (x)g1n=0, orthogonal with
respect to the inner product (1), are eigenfunctions of a class of linear dierential operators of the
form L+MA+NB+MNC with eigenvalues of the form n+Mn+Nn+MNn. Here 1; 1; 2 and
1 can be chosen arbitrarily, fng1n=2 are given by Proposition 4, fng1n=3 are given by Proposition
5, 2 = 22; 3 = 1; f2sg1s=2 are given by (20) and f2s+1g1s=2 by (21). When values are given to
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1; 1; 2 and 1; then the linear dierential operator and the eigenvalues are uniquely determined.
In general the dierential operator is of innite order. However, we have shown that in the case
that 1 = 1 = 2 = 1 = 0 and  is a nonnegative integer the operators A;B and C are all of nite
order: A is of order 2 + 4; B is of order 2 + 8 and C is of order 4 + 10: Further, we have
proved that if we choose 1 6= 0, then A will be of innite order, if we choose 1 6= 0 or 2 6= 0,
then B will be of innite order. Moreover we have shown that in the case that 1 = 1 = 2 = 0
and  is not a nonnegative integer, the operators A and B are always of innite order. It is highly
probable that the operator C is of innite order if we choose 1 6= 0 or 2 6= 0 and also in the case
1= 2 = 0 and  is not a nonnegative integer. We did not try to prove that, because the proofs
seemed very complicated and the result is not of great importance, since the dierential operator
L+MA+ NB +MNC is of innite order in most of these cases anyway.
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