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Seznam uporabljenih kratic
kratica anglesˇko slovensko
AES Advanced Encryption Standard standard za simetricˇno sˇifriranje
CSS Cascading Style Sheets kaskadne stilske predloge
DLP Discrete Logarithm Problem problem diskretnega logaritma
DOM Document Object Model objektni model dokumenta
DSA Digital Signature Algorithm algoritem za digitalno podpisovanje
EC Elliptic Curve elipticˇna krivulja
ECC Elliptic Curve Cryptosystem kriptosistem z elipticˇnimi krivuljami
ECDLP Elliptic Curve Discrete problem diskretnega logaritma
Logarithm Problem nad elipticˇnimi krivuljami
ECDSA Elliptic Curve Digital algoritem za digitalno podpisovanje
Signature Algorithm z elipticˇnimi krivuljami
GF Finite (Galois) Field koncˇni obseg
HTML Hypertext Markup Language jezik za oznacˇevanje hiperbesedila
PaaS Platform as a Service platforma kot storitev
RSA Rivest–Shamir–Adleman RSA kriptosistem z javnimi
Cryptosystem with Public Keys kljucˇi

Povzetek
Naslov: Interaktivna predstavitev racˇunanja na elipticˇni krivulji
Avtor: Katja Logar
Opiˇsemo elipticˇne krivulje in racˇunanje z njimi. Predstavimo problem dis-
kretnega logaritma in njegovo uporabo v kriptografskih protokolih, kot so
Diffie-Helmanov dogovor o kljucˇu ter podpisi DSA in ECDSA. Preucˇimo
najbolj pomembne splosˇne napade na problem diskretnega logaritma, s pou-
darkom na tistih, ki delujejo tudi v grupi na elipticˇni krivulji, to sta algoritem
veliki korak–mali korak ter Pollardov ρ-algoritem s Floydovim algoritmom za
iskanje ciklov.
Opiˇsemo tudi aplikacijo za interaktivno predstavitev elipticˇnih krivulj
ter racˇunanje s tocˇkami na elipticˇni krivulji. Razdeljena je na dve manjˇsi
aplikaciji, prva predstavlja elipticˇne krivulje nad realnimi sˇtevili, druga pa
nad prasˇtevilskimi obsegi.
Kljucˇne besede: elipticˇne krivulje, koncˇni obsegi, kriptografija z javnimi
kljucˇi.

Abstract
Title: Interactive representation of arithmetic on elliptic curve
Author: Katja Logar
We first describe elliptic curves and their arithmetic. Then we introduce
the discrete logarithm problem and its implications in cryptographic proto-
cols, such as the Diffie-Helman key agreement and the signatures DSA and
ECDSA. The most important general attacks on the discrete logarithm prob-
lem are also studied, with an emphasis on those that work in the group of
points on an elliptic curve, i.e., the giant step-baby step algorithm and the
Pollard’s ρ-algorithm together with the Floyd’s algorithm for cycle detection.
Our application for interactive representation of elliptic curves and their
arithmetic is also described. It is divided into two smaller applications. The
first focuses on elliptic curves over real numbers and the second one on prime
fields.
Keywords: Elliptic Curves, Finite Fields, Public Key Cryptography.

Poglavje 1
Uvod
Zˇe v antiki so si zˇeleli ljudje izmenjevati sporocˇila, ki bi jih znala razumeti
zgolj posˇiljatelj in prejemnik. S pojavom svetovnega spleta je zahteva po
zasebnosti in varnosti postala sˇe toliko bolj pomembna. Ne zˇelimo si namrecˇ,
da bi nepooblasˇcˇena oseba brala nasˇa zasebna sporocˇila ali dostopala do
podatkov o transakcijah, ko placˇujemo vsakodnevne racˇune.
Na zacˇetku smo si pomagali s simetricˇno kriptografijo, ki je od preje-
mnika in posˇiljatelja zahtevala, da poznata skupen kljucˇ. Kmalu je priˇslo
do potrebe, da lahko po spletu varno komuniciramo z drugimi, npr. banko
ali strankami, s katerimi se za tak kljucˇ sˇe nismo dogovorili. Alternativo je
ponudila asimetricˇna kriptografija, ki deluje po principu javnih in zasebnih
kljucˇev. Za ta namen se danes najpogosteje uporablja kriptosistem RSA. Ker
pa je racˇunska mocˇ vsako leto vecˇja, se morajo ustrezno povecˇevati tudi veli-
kosti kljucˇev (vecˇ o izbiri dolzˇine kljucˇev v Lenstra, Verheul [19]). To je neu-
godno na napravah, ki imajo omejena sredstva, kot sta energija in racˇunska
mocˇ. To so lahko pametne kartice ali pa naprave IoT, katerih sˇtevilo raste
veliko hitreje kot pa sˇtevilo klasicˇnih racˇunalnikov.
Alternativo kriptosistemu RSA nam ponudi kriptosistem z elipticˇnimi kri-
vuljami (ECC). Ta je prav tako zasnovan na javnih in zasebnih kljucˇih, a za
enako kriptografsko mocˇ oz. varnost potrebuje bistveno krajˇse kljucˇe. Tako
je 256-bitni kljucˇ ECC enakovreden 3072-bitnemu kljucˇu RSA [6], ki ga upo-
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rabljamo v nasˇih potnih listih. To pa nam omogocˇa zˇe bistvene prihranke.
Prav tako zaenkrat sˇe ne obstaja algoritem, ki bi prej kot v eksponentnem
cˇasu resˇil problem diskretnega logaritma nad pravilno izbrano elipticˇno kri-
vuljo, kot navajata Barsagade in Meshram [8].
Cilj nasˇe diplomske naloge torej je, da bi ljudem, ki jih kriptografija za-
nima, a se sˇe ne spoznajo na elipticˇne krivulje, cˇimbolj nazorno predstavili,
kaj te sploh so in kako se racˇuna v grupi na elipticˇni krivulji. Cˇe krivulje
riˇsemo nad obsegom realnih sˇtevil, gre za zvezne krivulje, ki pa so lahko
sestavljene tudi iz dveh komponent. Pravilo za grupno operacijo se da nad
realnimi sˇtevili tudi zelo lepo predstaviti s sekantami, tangentami in zrcalje-
njem preko abscisne osi. V primeru koncˇnega obsega pa je EC nacˇeloma le
koncˇna mnozˇica tocˇk in se ne moremo vecˇ opreti na geometrijo. Tu nastopi
nasˇa aplikacija, ki nam pomaga pri vizualizaciji in racˇunanju. Omogocˇa, da
se uporabniku izrisujejo elipticˇne krivulje v odvisnosti od parametrov, ki jih
izbira. Prav tako so predstavljeni izracˇuni, ki so potrebni za aritmetiko na
krivulji, tako da se lahko uporabnik preizkusi, ali krivulje resnicˇno razume
ter nato rezultate preveri ob pomocˇi aplikacije. Diplomska naloga pa nas
bo popeljala tudi do kriptografskih protokolov, ki jih uporabljamo v praksi
(DH-dogovora o kljucˇu, digitalnega podpisa z algoritmoma DSA in ECDSA,
...).
V 2. poglavju so predstavljene matematicˇne osnove za razumevanje na-
daljnjih poglavij, s poudarkom na grupah in obsegih. 3. poglavje opisuje pro-
blem diskretnega logaritma, njegovo uporabo (DH-dogovor o kljucˇu, DSA)
ter napade na diskretni logaritem. Tu se predvsem osredotocˇimo na algoritem
veliki korak - mali korak ter Pollardov ρ algoritem s Floydovim algoritmom.
V 4. poglavju opiˇsemo elipticˇne krivulje in racˇunanje s tocˇkami na krivulji.
Prav tako je opisan problem diskretnega logaritma, njegova uporaba in mozˇni
napadi. 5. poglavje predstavi uporabljeno tehnologijo pri izdelavi aplikacije
ter opiˇse interaktivno predstavitev elipticˇne krivulje nad realnimi sˇtevili ter
koncˇnim obsegom Zp. V zadnjem poglavju je predstavljen zakljucˇek in sklep
dela.
Poglavje 2
Koncˇni obsegi
Za razumevanje elipticˇnih krivulj nad koncˇnimi obsegi, ki se uporabljajo v
kriptografiji, moramo najprej spregovoriti nekaj o samih koncˇnih obsegih,
za katere pa je potrebno poznavanje osnov grup in obsegov. To poglavje je
povzeto po cˇlankih Juriˇsic´ [15] in Tonejc [29].
Definicija 2.1 Grupa je algebraicˇna struktura, ki jo predstavimo s parom
(G, ◦), kjer je G mnozˇica elementov in ◦ binarna operacija, z naslednjimi
lastnostmi:
• mnozˇica G je zaprta za ◦, tj. za vse a, b ∈ G je a ◦ b ∈ G,
• velja pravilo o zdruzˇevanju, tj. za vse a, b, c ∈ G velja
a ◦ (b ◦ c) = (a ◦ b) ◦ c,
• obstaja element identitete oz. enota e ∈ G, kjer za vsak a ∈ G velja
a ◦ e = a = e ◦ a,
• za vsak a ∈ G obstaja inverzni element a−1, tj. velja
a ◦ a−1 = e = a−1 ◦ a.
V primeru elipticˇnih krivulj bomo imeli opravka z Abelovimi grupami,
torej bo veljalo tudi pravilo o zamenjavi: a ◦ b = b ◦ a, za vse a, b ∈ G.
Red elementa grupe g ∈ G je najmanjˇse naravno sˇtevilo n, tako da velja
gn = 1.
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Grupa je ciklicˇna, cˇe obstaja tak element a, da velja G = {e, a, a2, . . . , an−1}
in je an = e, kjer je n = |G|. Recˇemo, da a generira G oz. da je generator.
Definicija 2.2 Obseg, ki ga lahko zapiˇsemo kot trojico (O,+, ∗), kjer O
prestavlja mnozˇico, + in * pa poljubni binarni operaciji na tej mnozˇici, je
algebraicˇna struktura, za katero veljajo sledecˇe lastnosti:
• par (O,+) je grupa z enoto 0,
• par (O \ {0}, ∗) je grupa z enoto 1,
• pravilo o porazdeljevanju, tj. za vse a, b, c ∈ O velja:
a ∗ (b+ c) = a ∗ b+ a ∗ c in (b+ c) ∗ a = b ∗ a+ c ∗ a.
Obseg je koncˇen, cˇe je mnozˇica O koncˇna. Njegovo sˇtevilo elementov oz.
mocˇ oznacˇimo z |O|. Tak koncˇni obseg imenujemo tudi Galoisov obseg, po
matematiku Evariste Galoisu, ki je postavil temelje teorije koncˇnih obsegov.
Zato koncˇni obseg s q elementi oznacˇujemo s kratico GF(q) (angl. Galois
Field).
Podobseg je podmnozˇica obsega, ki je za isti operaciji + in * tudi obseg.
Trditev 2.1 Za vsak koncˇen obseg O velja, da obstaja najmanjˇse naravno
sˇtevilo n, tako da za poljuben element a 6= 0 iz obsega O velja
a+ a+ ...+ a︸ ︷︷ ︸
n
= n · a = 0. (2.1)
V tem primeru sˇtevilo n imenujemo karakteristika obsega,
Dokaz. Prepricˇajmo se najprej, da karakteristika res obstaja. Zaradi zaprtja
sesˇtevanja je 1+1 ∈ O, pa tudi 1+1+1 ∈ O, . . . , 1 + · · ·+ 1︸ ︷︷ ︸
m·1
∈ O, vendar to
sˇe ne pomeni N ⊆ O, saj bi bilo to v nasprotju z |O| < ∞. Torej obstajata
taki najmanjˇsi sˇtevili m,n ∈ N0, da velja
m · 1 = n · 1 in m < n. (2.2)
5Z drugimi besedami, ker je obseg koncˇen, bo slej ko prej moralo priti do
“trcˇenja” in m,n sta najmanjˇsi taki sˇtevili.
Cˇe enacˇbi (2.2) na obeh straneh odsˇtejemo 1, dobimo
(m− 1) · 1 = (n− 1) · 1. (2.3)
To nas privede v protislovje z zacˇetno predpostavko, da sta m,n najmanjˇsi
taki sˇtevili, da drzˇi enakost (2.2). Iz tega lahko sklepamo, da je m = 0, kar
nas privede do enacˇbe
n · 1 = 0. (2.4)
Sˇe vecˇ, cˇe enacˇbo (2.4) pomnozˇimo z 1−1, dobimo, da je n = 0. Torej res
obstaja karakteristika n in trditev 2.1 drzˇi. 
Trditev 2.2 Karakteristika koncˇnega obsega O je prasˇtevilo. Cˇe jo oznacˇimo
s p, je Zp podobseg obsega O.
Dokaz. Predpostavimo, da karakteristika n ni prasˇtevilo. V tem primeru
lahko n zapiˇsemo kot produkt dveh naravnih sˇtevil, tj. n = a · b, a, b ∈ N in
a 6= 1, b 6= 1. Potem lahko zapiˇsemo:
n · 1 = a · (b · 1) = 0. (2.5)
Ker sta a, b naravni sˇtevili manjˇsi od n, sta elementa O∗ in lahko najdemo
inverz a−1 ter z njim pomnozˇimo obe strani enacˇbe (2.5). Tako dobimo
b · 1 = 0, kar je v protislovju z minimalnostjo sˇtevila n in pomeni, da je n res
prasˇtevilo. 
Trditev 2.3 Mocˇ koncˇnega obsega O je vedno potenca karakteristike, tj.
|O| = pn, kjer je p karakteristika in n neko naravno sˇtevilo.
Dokaz. Najprej se prepricˇajmo, da je obseg O vektorski prostor nad Zp. Naj
bo V = O, mnozˇico skalarjev S pa naj predstavljajo elementi podobsega Zp.
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Preveriti moramo zahteve oz. aksiome za vektorski prostor:
~u,~v ∈ V =⇒ ~u+ ~v ∈ V ,
~u ∈ V, s ∈ S =⇒ s · ~v ∈ V .
(2.6)
Prva sledi iz zaprtja aditivne grupe (O,+), druga pa je posledica zaprtja
multiplikativne grupe (O \ {0}, ∗).
Zˇelimo najti bazo prostora V . Za prvi bazni element ~b1 si izberemo po-
ljuben nenicˇelni element. Cˇe {s · ~b1, s ∈ S} 6= V , vzamemo za naslednji bazni
element ~b2 poljuben element iz V \ {s · ~b1, s ∈ S}. Cˇe {s1 · ~b1 + s2 · ~b2, s1, s2 ∈
S} 6= V , vzamemo naslednji bazni element ~b3 iz V \{s1 · ~b1+s2 · ~b2, s1, s2 ∈ S},
... Postopek ponavljamo, dokler ne znamo z baznimi vektorji ~b1, ~b2, . . . izra-
ziti prav vsak element V . Ker je nasˇ obseg koncˇen, mora biti tudi nasˇa baza
koncˇna. Razsezˇnost vektorskega prostora V je torej neko naravno sˇtevilo n.
Poljuben vektor lahko zapiˇsemo kot:
~v =
∑
~bi · si, kjer je si ∈ Zp oz. ~v = (s1, s2, . . . , sn). (2.7)
Ker so s1, s2, . . . , sn elementi Zp, imamo za vsak si natancˇno p mozˇnih vre-
dnosti, kar pomeni, da je sˇtevilo elementov obsega O enako pn. 
Najpreprostejˇsi koncˇni obseg je GF(p)=Zp, tj. primer, ko je n = 1. Tak
obseg, cˇigar mocˇ je prasˇtevilo, imenujemo tudi praobseg in ga sestavljajo ele-
menti mnozˇice {0, 1, . . . , p− 1}. V tem obsegu poteka sesˇtevanje, odsˇtevanje
(tj. priˇstevanje nasprotnega elementa) in mnozˇenje po modulu p, deljenje z
od nicˇ razlicˇnim elementom pa je zgolj mnozˇenje z multiplikativnim inverzom,
ki ga najucˇinkoviteje izracˇunamo z razsˇirjenim Evklidovim algoritmom.
Tudi nasˇa aplikacija za prikaz elipticˇnih krivulj se bo zaenkrat omejila na
prasˇtevilske obsege Zp, p ∈ P, kjer je P oznaka za mnozˇico prasˇtevil.
Poglavje 3
Problem diskretnega logaritma
Za razumevanje problema diskretnega logaritma (DLP, angl. discrete loga-
rithm problem) in njegove tezˇavnosti najprej vpeljimo koncept enosmernih
funkcij v kriptografiji.
Definicija 3.1 Da je kriptografska funkcija f(x) enosmerna, mora veljati
sledecˇe:
• f je javno znana,
• za poljuben x se da ucˇinkovito izracˇunati funkcijsko vrednost f(x),
• cˇe poznamo f(x), je tezˇko v doglednem cˇasu izracˇunati njeno prasliko,
tj. vrednost x.
Lep primer enosmernih funkcij so zgosˇcˇevalne funkcije, s katerimi dolgo
besedilo zgostimo v kratek niz. To nam pomaga pri digitalnem podpisovanju,
saj potem podpiˇsemo samo zgostitev (angl. hash) [27].
Na tem mestu je pomembno poudariti, da za vse enosmerne funkcije, ki
so trenutno v uporabi, zgolj verjamemo, da je izracˇun funkcijske vrednosti
inverzne funkcije f−1(y) za dano vrednost y = f(x) tezˇek problem, saj to
sˇe ni bilo dokazano. Cˇe bi znali dokazati, da P = NP, enosmerne funkcije
zagotovo ne obstajajo, vendar tudi v primeru, da P 6= NP, ni povsem jasno,
ali obstajajo, kot je navedeno v Impagliazzo in Luby [12].
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V kriptografiji javnih kljucˇev se trenutno uporabljajo predvsem enosmerne
funkcije s t.i. zadnjimi vrati (angl. backdoor), kar pomeni, da je izracˇun
f−1(y) za y = f(x) tezˇko, v primeru, da poznasˇ dodatno skrivnost, pa pro-
blem postane ucˇinkovito resˇljiv. Te funkcije sta v kriptografijo v 70-ih letih
prva vpeljala Diffie in Helman (angl. trapdoor one-way function) [10].
Tu je potrebno izpostaviti tri razlicˇne sisteme, ki temeljijo na enosmernih
funkcijah:
• kriptosistemi faktorizacije celih sˇtevil z glavnim predstavnikom RSA:
sistem temelji na tem, da je enostavno izracˇunati produkt N = pq, kjer
sta p, q veliki in pravilno izbrani prasˇtevili, faktorizacija, tj. iskanje
faktorjev p, q za dan produkt N , pa je tezˇek problem,
• kriptosistemi diskretnega logaritma,
• kriptosistemi z elipticˇnimi krivuljami.
V nadaljevanju si bomo podrobneje ogledali problem diskretnega logaritma.
3.1 Diskretni logaritem
Definicija 3.2 Naj bo G koncˇna grupa. Za α, β ∈ G, kjer je red elementa
α enak n, najdi tako sˇtevilo x ∈ {0, 1, ..., n− 1}, da velja αx = β. Sˇtevilo x,
cˇe obstaja, imenujemo diskretni logaritem z osnovo α elementa β.
Problem diskretnega logaritma oz. DLP (angl. discrete logarithm pro-
blem) je torej iskanje takega x, ki ustreza zgornji definiciji. Kot smo ome-
nili, je diskretni logaritem enosmerna funkcija, saj znamo potenciranje αx
ucˇinkovito izracˇunati, racˇunanje logaritma logα β pa je najverjetneje tezˇko.
Za ucˇinkovito potenciranje uporabimo algoritem kvadriraj in pomnozˇi. Tre-
nutno sˇe ne poznamo nobenega polinomskega algoritma za resˇevanje DLP za
pravilno izbrano grupo.
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Algoritem kvadriraj in pomnozˇi
Cˇe zˇelimo izracˇunati αx mod p, zapiˇsemo eksponent x v binarni obliki
t∑
i=0
xi · 2i, xi ∈ Z2. (3.1)
Potem izracˇunamo vse potence αj, kjer je j = 2k, k = 0, . . . , t in zmnozˇimo
samo tiste, za katere je xk = 1, tj. v binarnem zapisu eksponenta x je na
k-tem mestu enica. Te potence zmnozˇimo po modulu p in dobimo rezultat
αx mod p. V tabeli 3.1 je prikazana razlicˇica algoritma, pri kateri potence
α2
k
racˇunamo sproti. Alternativno, cˇe vecˇkrat racˇunamo potence pri isti
osnovi α, lahko potence α2
k
izracˇunamo vnaprej ter jih shranimo v tabelo,
nato pa v algoritmu zˇeljeno potenco samo preberemo iz ustreznega mesta v
tabeli. Tak pristop zmanjˇsa cˇas racˇunanja potence tudi do trikrat.
VHOD: α ∈ Zp, x =
∑t
i=0 xi · 2i
IZHOD: αx mod p
1. b← 1. Cˇe k = 0, vrni 1
2. A← α
3. Cˇe k0 = 1, b← α
4. Za vsak i = 1, . . . , t:
4.1: A← α2 mod p
4.1: Cˇe ki = 1, b← A ∗ b mod p
5. Vrni b
Tabela 3.1: Algoritem kvadriraj in pomnozˇi, glej Menezes, Van Oorschot, Van-
stone [22, str. 71].
Lahko pa za taisti algoritem uporabimo drugacˇen pristop. Naj bo p(α) =∑t
i=0 pi · αi nek polinom. Potem je algoritem za racˇunanje njegove vrednosti,
npr. p(2) naslednji:
(. . . ((pn · 2 + pn−1) · 2 + pn−2) · 2 . . . ) · 2 + p0 (3.2)
Ta algoritem poznamo pod imenom Hornerjev algoritem. Nasˇ eksponent x
je v resnici vrednost polinoma za α = 2, vrednosti pi pa binarne vrednosti x
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na i-tem mestu v binarnem zapisu. Sedaj razsˇirimo racˇunanje te vrednosti
na racˇunanje potence αx, ki jo lahko izracˇunamo kot:
α((2+pn−1)·2+pn−2)·2... oz. ((α2 · αpn−1)2 · αpn−2)2 · . . . (3.3)
Opomba: ker je vodilni koeficient pn vedno enak 1, smo ga v enacˇbi (3.3)
spustili.
V primeru, da algoritem kvadriraj in pomnozˇi implementiramo preko Hor-
nerjevega algoritma, so mozˇne sˇe nadaljnje optimizacije hitrosti, kot so me-
tode z drsecˇim oknom, NAF, ... Vecˇ o tem v Nose [24].
Za kriptografski sistem na podlagi diskretnega algoritma bi lahko v te-
oriji uporabili katerokoli koncˇno grupo, a se v praksi izkazˇe, da so nekatere
grupe varnejˇse od drugih oz. za nekatere poznamo polinomske algoritme
za resˇevanje diskretnega logaritma. Teh se moramo paziti, saj bi prevecˇ
povecˇale dolzˇino kljucˇev, npr v (Zp,+) resˇimo DLP z razsˇirjenim Evklidovim
algoritmom v kubicˇnem cˇasu. V uporabi so predvsem naslednje grupe [30]:
• multiplikativna grupa koncˇnega obsega GF(q), kjer je q prasˇtevilo ali
potenca sˇtevila 2,
• grupa na elipticˇni krivulji nad koncˇnim obsegom,
• razredna grupa nad kvadratnim sˇtevilskim obsegom,
• deliteljska razredna grupa hiperelipticˇne krivulje malega rodu.
V nadaljevanju se bomo bolj posvetili multiplikativni grupi nad prasˇtevilskim
obsegom GF(p)*, tj. Z∗p, kjer je p prasˇtevilo, in grupi na elipticˇni krivulji.
3.2 DLP v multiplikativni grupi Z∗p
Prvo uporabo enosmernih funkcij na osnovi DLP v kriptografiji sta Diffie in
Helman leta 1976 predlagala ravno nad multiplikativno grupo prasˇtevilskega
obsega Z∗p, ki ga sestavljajo vsi nenicˇelni elementi Zp. Ta grupa je ciklicˇna,
glej Tonejc [29].
3.2. DLP V MULTIPLIKATIVNI GRUPI Z∗P 11
3.2.1 Diffie-Helmanov dogovor o kljucˇu
Diffie-Helmanov dogovor o kljucˇu (povzet po Van Tilborg in Jajodia [30])
predvideva, da sta prasˇtevilo p in generator α multiplikativne grupe Z∗p, kjer
je αp−1 ≡ 1 (mod p), javno znana. Cˇe se torej Anita in Bojan dogovarjata o
kljucˇu, je potek izmenjave sledecˇ:
• Anita si izbere poljubno naravno sˇtevilo x, kjer je x ∈ {1, . . . , p − 2},
izracˇuna zx = α
x mod p in sˇtevilo zx posˇlje Bojanu.
• Socˇasno si Bojan izbere poljubno naravno sˇtevilo y, kjer je y ∈ {1, . . . , p−
2}, izracˇuna zy = αy mod p in sˇtevilo zy posˇlje Aniti.
• Anita izracˇuna sA = zyx in Bojan izracˇuna sB = zxy.
Na koncu izmenjave kljucˇev imata tako Anita in Bojan enak kljucˇ (sA = sB),
ki ga lahko uporabljata za nadaljnjo komunikacijo s poljubnim simetricˇnim
kriptosistemom. Cˇe bi napadalec torej zˇelel odsˇifrirati nadaljnjo komuni-
kacijo med Anito in Bojanom, bi moral iz α, p, zx, zy izracˇunati α
xy. To
imenujemo DH-problem. Najboljˇsa poznana resˇitev tega problema je, da z
diskretnim logaritmom iz zx ugotovimo x ali pa iz zy ugotovimo y ter se
nato postavimo v vlogo Anite oz. Bojana. (Opomba: tak dogovor o kljucˇu
ni odporen na napad s posrednikom [30], zato v praksi dodamo sˇe digitalna
potrdila.)
3.2.2 Algoritem za digitalno podpisovanje
Spregovorimo najprej o digitalnem podpisovanju. Digitalni podpis je kripto-
grafski protokol, s katerim zagotavljamo pristnost, nezatajljivost in celovitost
digitalnega dokumenta. Pristnost nam zagotavlja, da je dokument podpisal
lastnik ustreznega zasebnega kljucˇa, nezatajljivost pomeni, da posˇiljatelj ne
more zanikati, da je dokument podpisal, celovitost pa, da podpisani doku-
ment ni bil spremenjen [26].
Digitalni podpis najlazˇje izvedemo s kriptografijo javnih kljucˇev, kjer z
razlicˇnimi algoritmi generiramo zasebni in javni kljucˇ. Z zasebnim kljucˇem
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lahko dokument podpiˇsemo (oz. v resnici podpiˇsemo zgostitev dokumenta),
prejemnik pa lahko potem z nasˇim javnim kljucˇem preveri, ali smo res doku-
ment podpisali mi. Eden od takih algoritmov je tudi DSA.
Algoritem za digitalno podpisovanje DSA (angl. Digital Signature Algori-
thm je bil prva shema za digitalno podpisovanje, ki mu je vlada dala zakonsko
veljavo, in sicer se je to zgodilo v Zdruzˇenih drzˇavah Amerike leta 1993, ko je
algoritem postal standard (angl. U.S. Federal Information Processing Stan-
dard ali FIPS). Algoritem je razlicˇica ElGamalove sheme za digitalni podpis.
Algoritem lahko razdelimo na tri sklope: generiranje kljucˇa, podpisovanje
in preverjanje podpisa. V nadaljevanju bomo vsakega natancˇneje opisali
(Juriˇsic´ in Menezes [13] ter FIPS 186-4 [25]).
Generiranje kljucˇa za DSA
Cˇe zˇeli Anita izracˇunati kljucˇ, mora storiti naslednje:
1. Izbere par (L,N), ki predstavlja bitne dolzˇine sˇtevil p in q. FIPS 186-4
specificira, da je par
(L,N) ∈ {(1024, 160), (2048, 224), (2048, 256), (3072, 256)}.
2. Izbere N -bitno prasˇtevilo q.
Izrek o gostoti prasˇtevil pravi, da je N -bitnih prasˇtevil priblizˇno N
lnN
.
Tako nakljucˇno izberemo liho N -bitno sˇtevilo ter preverimo, ali je iz-
brano sˇtevilo res prasˇtevilo. Najbolj znana metoda za preverjanje, ali
je sˇtevilo prasˇtevilo, je Erastotenovo sito, ki pa v nasˇem primeru ne
pride v posˇtev, saj je za velika sˇtevila prepocˇasna (cˇasovna zahtevnost
O(n), kar je eksponentna zahtevnost glede na dolzˇino zapisa sˇtevila n).
Zato se raje posluzˇujemo probabilisticˇnih metod, ki nam z dovolj ve-
liko verjetnostjo zagotavljajo, da je izbrano sˇtevilo prasˇtevilo. Dve taki
metodi sta Rabin-Millerjeva ter Solovay-Strassenova.
3. Izbere L-bitno prasˇtevilo p, da velja q | p− 1.
To naredimo tako, da izberemo poljubno (L−N)-bitno sˇtevilo `, tako da
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velja p = q`+ 1. Potem enako kot v prejˇsnjem koraku preverimo, ali je
p prasˇtevilo. Cˇe ni, si izberemo novo sˇtevilo ` ter postopek ponavljamo,
dokler ne najdemo ustreznega prasˇtevila p.
4. Izbere element h ∈ Z∗p in izracˇuna g = h(p−1)/q mod p. V primeru, da
je g = 1, izracˇun ponovi, dokler ne dobi g 6= 1.
Element g je generator za ciklicˇno grupo mocˇi q nad Z∗p, saj iz malega
Fermatovega izreka sledi gq ≡ hp−1 ≡ 1 mod p.
5. Izbere nakljucˇno naravno sˇtevilo x, z intervala [1, q − 1].
6. Izracˇuna y = gx mod p.
7. Parametri algoritma so torej (p, q, g), Anitin javni kljucˇ je element y iz
Z∗p, njen zasebni kljucˇ pa je x.
Podpisovanje
Cˇe zˇeli Anita podpisati sporocˇilo m, mora storiti naslednje:
1. Izbere nakljucˇno naravno sˇtevilo k z intervala [1, q − 1].
2. Izracˇuna r = (gk mod p) mod q.
3. Izracˇuna k−1 mod q.
4. Izracˇuna s = k−1(H(m) + xr) mod q, kjer je H zgosˇcˇevalna funkcija.
Originalno je bil v uporabi algoritem SHA-1, danes pa je zˇe v veljavi
varnejˇsi SHA-2 ali celo SHA-3.
5. Cˇe je s = 0, potem se vrne na korak 1.
6. Podpis sporocˇila m je par (r, s).
Dejanski podpis dokumenta je torej dolg zgolj 2N bitov (v praksi si zˇelimo
imeti cˇim krajˇse podpise). Zakaj je to potem varno, cˇe racˇunamo v tako
majhni grupi (q − 1)? Odgovor se skriva v tem, da je grupa Z∗q podgrupa
Z∗p. Medtem ko znamo Z∗p teoreticˇno prevesti na grupo (Zp−1,+) (grupi sta
14 POGLAVJE 3. PROBLEM DISKRETNEGA LOGARITMA
izomorfni), pa ne poznamo preslikave iz Z∗q v (Zq−1,+). Zato zaenkrat ne
moremo uporabljati algoritmov, ki izkoriˇscˇajo strukturo grupe (Zq−1,+), za
lazˇji izracˇun DLP, saj ne poznamo neposredne strukture Z∗q, pacˇ pa le prek
Z∗p.
Na ta nacˇin je podpis pri DSA enako dolg kot pri ECDSA, ki ga bomo
spoznali v nadaljevanju, ima pa ECDSA sˇe vedno to prednost, da je zaradi
krajˇsih kljucˇev racˇunanje hitrejˇse kot pri DSA.
Preverjanje podpisa
Cˇe zˇeli Bojan preveriti Anitin podpis sporocˇila m, tj. (r, s), mora storiti
sledecˇe:
1. Na voljo mora imeti parametre (p, q, g), prav tako mora dobiti Anitin
javni kljucˇ y.
2. Izracˇuna w = s−1 mod q in H(m).
3. Izracˇuna u1 = H(m)w mod q in u2 = rw mod q.
4. Izracˇuna v = (gu1yu2 mod p) mod q.
5. Podpis sprejme, cˇe in samo cˇe je v = r.
Preverimo, ali je to res pravi nacˇin za preverjanje. Zˇelimo pokazati,
da je gx = gu1yu2 . Cˇe torej v izraz gu1yu2 vstavimo ustrezne spremen-
ljivke za y, u1, u2, dobimo g
H(m)w+xrw. V eksponentu lahko izpostavimo
w ter enacˇbo preoblikujemo v gk(H(m)+xr)/(H(m)+xr). Eksponent lahko
okrajˇsamo in dobimo gx. Torej preverjanje podpisa deluje.
3.3 Napadi na DLP
Diskretni logaritem je v prasˇtevilskih obsegih sledecˇ: za dana elementa g ∈ Z∗p
reda p − 1 in h ∈ Z∗p poiˇscˇi tako sˇtevilo x ∈ {0, 1, . . . , p − 2}, da velja
gx = h (mod p). Tak x imenujemo diskretni logaritem h pri osnovi g.
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Pozˇresˇna metoda (angl. exhaustive search) za izracˇun diskretnega lo-
garitma bi bila, da preizkusimo zaporedoma vse potencialne vrednosti x ∈
{1, 2, . . . , p− 2}, vse dokler ne najdemo prave. To je v praksi zelo zamudno
(cˇasovna zahtevnost je O(p)), saj v kriptografiji izbiramo za p eksponentno
velike vrednosti, tj. p ≈ 2k, kjer je k velikost zapisa sˇtevila p. Obstajajo pa
razlicˇni algoritmi za resˇevanje problema diskretnega logaritma, ki so cˇasovno
ucˇinkovitejˇsi od pozˇresˇnega pristopa. V nadaljevanju bomo predstavili Shan-
kov algoritem veliki korak - mali korak in Pollardov ρ algoritem.
3.3.1 Algoritem veliki korak - mali korak
Slika 3.1: Predstavitev malih in velikih korakov na krogu.
Isˇcˇemo torej tak x, da velja
gx ≡ h (mod p). (3.4)
Ker mora biti x ∈ {1, . . . , p − 2}, je sˇtevilo mozˇnih resˇitev koncˇno in glede
na to, da racˇunamo po modulu p, si lahko predstavljamo, da vse mozˇne
potence g0, g1, . . . , gp−2 pripnemo zaporedoma na krog. Ideja algoritma je, da
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si vnaprej sestavimo tabelo primerno velikih (o tem vecˇ spodaj) izracˇunanih
vrednosti na krogu, potem pa poskusˇamo z majhnimi koraki “ujeti” eno od
naracˇunanih vrednosti. Ideja algoritma je prikazana na sliki 3.1.
Formalno algoritem poteka sledecˇe (povzeto po Corot, Lefranc in Poupard
[9]):
• Najprej si izberemo tako sˇtevilo m, da velja: m = d√(p− 1)e. Po-
tem lahko iskano sˇtevilo x zapiˇsemo kot x = i ·m + j, kjer sta i, j ∈
{0, 1, . . . ,m− 1}.
• Cˇe tak x vstavimo v prvotno enacˇbo 3.4, dobimo: h ≡ gim+j (mod p).
Dobljeno enacˇbo lahko preoblikujemo:
gim ≡ h ∗ g−j (mod p). (3.5)
Levi del enacˇbe (3.5) nam predstavlja nacˇin izracˇuna velikih korakov,
desni pa majhnih.
• Iz izracˇunanih velikih korakov h ∗ gim mod p, za i = 0, 1, . . . ,m − 1
sestavimo tabelo.
• Zaporedoma izracˇunamo h ∗ g−j mod p za j = 0, 1, . . . ,m − 1 in na
vsakem koraku preverimo, ali se izracˇunana vrednost nahaja v tabeli
velikih korakov. V primeru, da najdemo ustrezno vrednost, eksponent
x izracˇunamo kot x = i ·m+ j.
To ni edina mozˇnost implementacije tega algoritma, lahko bi tudi tabelirali
male korake in potem racˇunali velike ter primerjali s tabelo malih korakov.
V primeru, da za izracˇun diskretnega logaritma uporabimo algoritem ve-
liki in mali korak, se nam cˇasovna zahtevnost pozˇresˇne metode zmanjˇsa na
O(
√
p). Cˇe imamo vecˇ cˇasa za predpripravo tabele, bomo sˇe hitreje priˇsli do
trcˇenja. Ni pa algoritem najbolj prostorsko optimalen, saj je njegova prostor-
ska zahtevnost prav tako O(
√
p), odvisna je od velikosti izracˇunane tabele.
Lahko si namrecˇ vnaprej izracˇunamo vecˇjo tabelo, da hitreje naletimo na
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trcˇenje. Seveda je to smiselno, cˇe jo bomo vecˇkrat uporabili. Tu lahko vi-
dimo kompromis med cˇasom izvajanja in porabljenim prostorom (vecˇja kot
je tabela, manj je racˇunanja).
3.3.2 Pollardov ρ algoritem s Floydovim algoritmom
za iskanje ciklov
Pollardov ρ algoritem ima enako kot algoritem veliki korak - mali korak
cˇasovno zahtevnost O(
√
p), njegova prostorska zahtevnost pa je, cˇe upora-
bimo Floydov algoritem za iskanje ciklov, konstantna (O(1)). Podpoglavje
3.3.2 je povzeto po Schlegel [28].
Naj bo G neka koncˇna mnozˇica. Na njej definirajmo funkcijo f : G→ G
in nakljucˇno zacˇetno vrednost y0 ∈ G. Funkcija f nam nakljucˇno izbere nov
element iz mnozˇice G na podlagi prejˇsnje vrednosti funkcije. Na ta nacˇin
gradimo zaporedje {yi}, kjer je yi = f(yi−1).
Definicija 3.3 Zaporedje je periodicˇno, cˇe obstajata taki sˇtevili m > 0 in
n0 ≥ 0, da velja yn+m = yn za vsak n ≥ n0. Sˇtevilo m imenujemo perioda
zaporedja, n0 pa predperioda. Cˇe sta m in n0 najmanjˇsi taki sˇtevili, pravimo
da sta osnovna perioda in osnovna predperioda.
Ker je mnozˇica G koncˇna, je zaporedje {yi} periodicˇno. To pomeni, da
obstajata taki naravni sˇtevili i in j, da velja yi = yj in i 6= j. Pravimo, da
pride do trcˇenja.
Oznacˇimo osnovno periodo z ` in osnovno predperiodo s k. Zaporedje {yi}
lahko razdelimo na dva dela: rep, ki ga sestavljajo elementi {y0, y1, . . . , yk},
in cikel, ki ga sestavljajo elementi {yk, yk+1, . . . , yk+`−1}. Po tej predstavitvi
je algoritem tudi dobil ime, saj nas graficˇna predstavitev zaporedja, ki jo
lahko vidimo na sliki 3.2, spominja na grsˇko cˇrko ρ.
Algoritem potem izgleda sledecˇe: s funkcijo f racˇunamo funkcijske vre-
dnosti in jih shranjujemo v tabelo. Ob vsakem izracˇunu f preverimo, ali se
vrednost funkcije zˇe nahaja v tabeli. Cˇe to ne drzˇi, postopek ponavljamo
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Slika 3.2: Periodicˇno zaporedje {yi} z repom dolzˇine k in ciklom dolzˇine `
dokler ne pride do trcˇenja. Kot smo zˇe omenili, do trcˇenja zagotovo pride,
ker je mnozˇica G koncˇna.
Zdaj se lahko vprasˇamo v koliko korakih lahko pricˇakujemo, da bomo nasˇli
trcˇenje. S probabilisticˇnimi metodami lahko dokazˇemo, da bomo trcˇenje z
verjetnostjo viˇsjo od 0.5 nasˇli v najvecˇ O(
√|G|) korakih. Dokaz se nahaja v
Schlegel [28].
Pollardov ρ algoritem ima torej enako cˇasovno zahtevnost kot algoritem
veliki korak - mali korak. Prav tako ima enako prostorsko zahtevnost, tj.
O(
√|G|), saj moramo shranjevati vse cˇlene zaporedja. Prostorsko zahtevnost
pa lahko izboljˇsamo s Floydovim algoritmom.
Pri Floydovem algoritmu iˇscˇemo tak najmanjˇsi indeks j, da velja
yj = y2j. (3.6)
Sproti torej racˇunamo {yj} in {y2j} vse dokler ne drzˇi enacˇba (3.6). Tako se
na vsakem koraku algoritma razlika med sˇteviloma konstantno povecˇuje, do-
kler ni enaka ravno l oz. nasˇi osnovni periodi. V primeru, da cˇlene zaporedja
racˇunamo s Floydovim algoritmom, ne potrebujemo vecˇ v spominu hraniti
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celotnega zaporedja, temvecˇ samo prejˇsnja dva cˇlena. Prostorska zahtevnost
tako postane konstantna.
Pri nasˇem opisu Pollardovega ρ algoritma smo spustili, kaksˇna tocˇno mora
biti nakljucˇna funkcija f . V praksi je v resnici deterministicˇna, a vseeno
izgleda nakljucˇno oz. ima nekatere lastnosti nakljucˇnih funkcij. Vecˇ o tem je
opisano v Schlegel [28].
Za resˇevanje problema diskretnega logaritma nad prasˇtevilskim obsegom
obstajajo sˇe optimalnejˇsi algoritmi, ki pa ne delujejo pri izracˇunu diskretnega
logaritma nad grupo na elipticˇni krivulji, zato se v njih ne bomo spusˇcˇali.
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Poglavje 4
Elipticˇne krivulje
Prvo omembo elipticˇnih krivulj najdemo v antiki, in sicer se je z njimi zˇe v
2. stoletju ukvarjal Diofant. Kasneje so jih preucˇevali v teoriji sˇtevil. Do
leta 1920 so se z elipticˇnimi krivuljami ukvarjali predvsem Cauchy, Lucas,
Sylvester in Poincare. K popularizaciji elipticˇnih krivulj je leta 1984 prispeval
Lenstra, ki je razvil podeksponentni algoritem za faktorizacijo celih sˇtevil
[20]. Prav tako je k temu prispevalo dejstvo, da so z uporabo elipticˇnih
krivulj dokazali zadnji Fermatov teorem in splosˇni zakon o vzajemnem ucˇinku
(povzeto po Barsagade, Meshram [8]).
V kriptografiji so se elipticˇne krivulje pojavile 1985, ko sta N. Koblitz [17]
in V. Miller [23] neodvisno predlagala, da bi pri izracˇunu diskretnega loga-
ritma uporabili grupo na elipticˇni krivulji nad koncˇnim obsegom. Trenutno
sˇe ne poznamo ucˇinkovitih algoritmov, s katerimi bi bili sposobni izracˇunati
diskretni logaritem nad tako izbrano grupo. Zato so kriptosistemi, ki upo-
rabljajo elipticˇne krivulje, sˇe posebej primerni za tako ali drugacˇe omejene
sisteme, saj nam ECC prinasˇa manjˇse kljucˇe, prihranke pri pasovni sˇirini in
hitrejˇso implementacijo, kot je opisano v Koblitz, Koblitz in Menezes [16]. V
tabeli 4.1 so prikazane dolzˇine kljucˇev pri razlicˇnih kriptosistemih za dosego
enakega nivoja varnosti [14].
Poglavje je razdeljeno takole: v prvem podpoglavju so opisane elipticˇne
krivulje nad realnimi sˇtevili ter pripadajocˇi grupni zakon, v drugem podpo-
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glavju elipticˇne krivulje nad Zp, v zadnjem podpoglavju pa je predstavljen
problem diskretnega logaritma nad EC. Ta se deli sˇe na Diffie-Helmanov do-
govor o kljucˇu, algoritem ECDSA in pa napade na ECDLP, s poudarkom na
algoritmu veliki korak - mali korak.
simetricˇne sˇifre asimetricˇne sˇifre elipticˇne krivulje
(AES) (RSA, DSA) (ECDSA)
40 bitov 274 bitov 80 bitov
56 bitov 384 bitov 106 bitov
64 bitov 512 bitov 132 bitov
80 bitov 1024 bitov 160 bitov
112 bitov 2048 bitov 237 bitov
128 bitov 3072 bitov 283 bitov
192 bitov 8192 bitov 409 bitov
256 bitov 16384 bitov 540 bitov
Tabela 4.1: Tabela prikazuje dolzˇine kljucˇev pri razlicˇnih kriptosistemih za enak
nivo varnosti (Juriˇsic´, Tonejc [14]).
4.1 Elipticˇne krivulje nad realnimi sˇtevili
Splosˇna enacˇba za elipticˇno krivuljo je sledecˇa:
y2 + a1xy + a2y = x
3 + a3x
2 + a4x+ a5, (4.1)
kjer so a1, a2, . . . , a5 realna sˇtevila. Cˇe privzamemo, da karakteristika ni
enaka 2 ali 3, lahko enacˇbo elipticˇne krivulje z uporabo novih spremenljivk
zapiˇsemo v Weierstrassovi normalni obliki, ki jo bomo uporabljali tudi v
nadaljevanju:
y2 = x3 + ax+ b, (4.2)
kjer sta a in b realni sˇtevili. Elipticˇno krivuljo E sestavljajo vse tocˇke (x, y),
ki ustrezajo enacˇbi (4.2) in tocˇka v neskoncˇnosti (∞,∞), ki jo oznacˇimo z 0,
kot se za grupo v aditivni obliki spodobi.
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V odvisnosti od sˇtevila nicˇel polinoma tretje stopnje ter lokalnih ekstre-
mov, ki se lahko nahajajo nad ali pod abscisno osjo, poznamo tri razlicˇne
oblike elipticˇne krivulje. Polinomi tretje stopnje in pripadajocˇe elipticˇne kri-
vulje se predstavljeni na sliki 4.1.
Slika 4.1: Polinomi tretje stopnje in pripadajocˇe elipticˇne krivulje, pri cˇemer
nas polinom pod abscisno osjo ne zanima, ker je desna stran enacˇbe (y2) vedno
nenegativna.
4.1.1 Grupni zakon
Za tocˇko T = (x, y) ∈ E je tocˇka −T = (x,−y) ocˇitno tudi na krivulji E. Za
razlicˇni tocˇki P = (x1, y1) in Q = (x2, y2) krivulje E je
R := P +Q (4.3)
tocˇka krivulje E, ki jo dobimo na naslednji nacˇin. Sekanta skozi tocˇki P in
Q je dolocˇena z enacˇbo
y =
y1 − y2
x1 − x2 (x− x1) + y1, (4.4)
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cˇe Q 6= −P , tj. x1 6= x2. Cˇe vrednost y iz enacˇbe (4.4) vstavimo v enacˇbo
(4.2), dobimo kubicˇno enacˇbo za x, katere dve resˇitvi sta x1 in x2. Torej mora
obstajati tudi tretja realna resˇitev x3, kar pomeni, da omenjena sekanta seka
krivuljo sˇe v tretji tocˇki. Cˇe to tocˇko prezrcalimo preko abscisne osi, dobimo
tocˇko R. Z drugimi besedami je tretje presecˇiˇscˇe tocˇka −R. Cˇe je Q = −P ,
je R = 0, in cˇe je Q = 0, je R = P .
Cˇe pa je P = Q, nadomestimo sekanto skozi tocˇki P in Q s tangento na
krivuljo E v tocˇki P . Torej je 0 enota, −P pa inverz tocˇke P za operacijo +,
kar pomeni, da sta bili oznaki za (∞,∞) in (x,−y) smiselni.
Slika 4.2: Sesˇtevanje na elipticˇni krivulji y2 = x3 − 2x + 6.
Cˇe torej P,Q 6= 0 in Q 6= −P (primer na sliki 4.2) izracˇunamo koordinate
tocˇke R kot:
x3 = λ
2 − x1 − x2,
y3 = λ(x1 − x3)− y1,
(4.5)
pri cˇemer je λ smernostni koeficient sekante skozi tocˇki P in Q, kadar je
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P 6= Q oz. tangente v tocˇki P na krivuljo E, ko je P = Q, tj.
λ =

y2 − y1
x2 − x1 , cˇe je P 6= Q,
3x21 + a
2y1
, cˇe je P = Q.
(4.6)
Z nekaj racˇunanja se lahko prepricˇamo, da je (E,+) komutativna grupa,
cˇeprav je za dokaz asociativnosti potrebno zˇe vecˇ teorije, glej npr. Friedl
[11].
Z grupnim zakonom definiramo tudi skalarno mnozˇenje. Velja, da je
mnozˇenje s skalarjem enostavno priˇstevanje tocˇke:
nP = P + P + · · ·+ P︸ ︷︷ ︸
n
. (4.7)
Slika 4.3: Podvojitev tocˇke P , tj. 2P , na elipticˇni krivulji y2 = x3 − 2x + 6
Produkt nP lahko ucˇinkovito izracˇunamo z algoritmom podvoji in priˇstej
(tj. aditivna varianta metode kvadriraj in pomnozˇi), ki kompleksnost naiv-
nega sesˇtevanja z O(n) zmanjˇsa na O(log(n)).
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4.2 Elipticˇne krivulje nad Zp
Elipticˇno krivuljo nad Zp, kar zapiˇsemo na kratko kot E(Zp), sestavljajo vse
tocˇke (x, y), ki ustrezajo enacˇbi:
y2 = x3 + ax+ b, (4.8)
pri cˇemer sta a in b elementa Zp, prav tako pa tudi tocˇka v neskoncˇnosti, ki
jo oznacˇimo z 0, saj ima vlogo aditivne enote, kot bomo kmalu videli.
Prav tako kot pri elipticˇnih krivuljah nad realnimi sˇtevili tudi tukaj ve-
lja grupni zakon, predstavljen v enacˇbah (4.3), (4.5) in (4.6), in skalarno
mnozˇenje (4.7) s to razliko, da v tem primeru vse racˇunamo po modulu p.
Primer grupnega zakona nad prasˇtevilskim obsegom je prikazan na sliki 4.4.
Slika 4.4: Grupni zakon na elipticˇni krivulji y2 = x3 + x + 1 v Z13.
Podpoglavji 4.1 in 4.2 sta povzeti po Juriˇsic´, Menezes [13].
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4.3 Problem diskretnega logaritma nad EC
Za razumevanje diskretnega logaritma nad elipticˇnimi krivuljami (ECDLP)
potrebujemo sˇe nekaj dodatnih definicij.
Red tocˇke na elipticˇni krivulji je enak najmanjˇsemu naravnemu sˇtevilu n,
da velja: nP = 0. To je enako kot je definirano v poglavju 2, le da tu velja
aditivna notacija.
Diskretni logaritem nad elipticˇno krivuljo E(Zp) je sledecˇ: Za P,Q ∈
E(Zp) je diskretni logaritem tocˇke Q pri osnovi P enak najmanjˇsemu narav-
nemu sˇtevilu n, za katerega velja:
Q = nP . (4.9)
Z drugimi besedami, n je diskretni logaritem tocˇke Q pri osnovi P . Problem
diskretnega logaritma je torej iskanje najmanjˇse take vrednosti n, da velja
(4.9).
Da je izracˇun diskretnega logaritma dejansko tezˇek, moramo pravilno
izbrati elipticˇno krivuljo. Za to je najprej pomembno, da znamo izracˇunati
sˇtevilo tocˇk na elipticˇni krivulji oz. mocˇ krivulje, ki jo oznacˇimo z |E(Zp)|.
Zˇe Hassejev izrek nam omeji sˇtevilo tocˇk:
Izrek 4.1 Za elipticˇno krivuljo E nad Zp, kjer je p veliko prasˇtevilo, velja
p+ 1− 2√p ≤ |E(Zp)| ≤ p+ 1 + 2√p. (4.10)
Ta izrek s pridom izkoristi tudi Schoofov algoritem in njegove izpeljanke, s
katerimi lahko natancˇno in ucˇinkovito izracˇunamo sˇtevilo tocˇk na elipticˇni
krivulji. Vecˇ o Schoofovem algoritmu v Barbicˇ [7].
V kriptografiji nad elipticˇnimi krivuljami se zˇelimo izogniti t.i. supersin-
gularnim elipticˇnim krivuljam. Elipticˇna krivulja nad Zp je supersingularna,
cˇe je |E(Zp)| ≡ 1 mod p.
Ker desna stran enacˇbe elipticˇne krivulje (glej enacˇbo (4.2)) predstavlja
enacˇbo tretje stopnje za x, je njena diskriminanta enaka 4a3 + 27b2. Cˇe se
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zˇelimo izogniti supersingularni elipticˇni krivulji, mora veljati 4a3 + 27b2 6≡
0 (mod p).
Pri izbiri elipticˇne krivulje moramo uposˇtevati sledecˇe kriterije:
• |E(Zp)|mora imeti velik prasˇtevilski faktor, skoraj tako velik kot |E(Zp)|,
• |E(Zp)| 6= p,
• red generatorja P , ne sme deliti pk − 1 za 1 ≤ k ≤ C, kjer je zgornja
meja C v praksi enaka 20. Na ta nacˇin postane napad z MOV redukcijo,
ki deluje nad supersingularnimi krivuljami, neprakticˇen (opisan je v
Menezes, Okamoto in Vanstone [21]).
Na tem mestu se v razloge za zgornje kriterije ne bomo spusˇcˇali, dovolj je,
da vemo, da moramo biti pri izbiri elipticˇne krivulje pozorni. Vecˇ o razlogih
za zgornje kriterije v Yin [32].
4.3.1 Diffie-Helmanov dogovor o kljucˇu nad EC
Za Diffie-Helmanov dogovor o kljucˇu, ki je opisan v podpoglavju 3.2, lahko
uporabimo grupo tocˇk elipticˇne krivulje. Dogovor potem izgleda sledecˇe [31]:
• Anita generira zasebni kljucˇ nA in izracˇuna QA = nAP , Bojan prav
tako generira zasebni kljucˇ nB in izracˇuna QB = nBP , pri cˇemer je P
generator varne podgrupe.
• Anita posˇlje po potencialno nezasˇcˇitenem kanalu tocˇko QA, Bojan pa
tocˇko QB. Cˇe je prenos drag ali pocˇasen, se izplacˇa tocˇko kompresirati.
• Anita izracˇuna tocˇko nAQB, Bojan pa tocˇko nBQA. Tako imata na
koncu oba skupno tocˇko nAnBP . Nadaljnjo komunikacijo lahko sˇifirirata
z x koordinato skupne tocˇke, ki ji dodata sˇe bit, da dolocˇita ali je y
pozitiven ali negativen.
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4.3.2 Algoritem za digitalno podpisovanje z EC
Algoritem za digitalno podpisovanje nad elipticˇnimi krivuljami ECDSA (angl.
Elliptic Curve Digital Signature Algorithm) je razlicˇica algoritma DSA, ki je
predstavljen v prejˇsnjem poglavju. Namesto nad podgrupo mocˇi q v Z∗p deluje
nad tocˇkami na elipticˇni krivulji E(Zp).
Tudi pri ECDSA bomo predstavili generiranje kljucˇa, podpisovanje in
preverjanje podpisa (Juriˇsic´ [13]).
Generiranje kljucˇa
Cˇe Anita zˇeli generirati kljucˇ, mora storiti naslednje:
1. Izbere varno elipticˇno krivuljo E nad Zp. Sˇtevilo tocˇk na krivulji
|E(Zp)| mora biti deljivo z velikim prasˇtevilom n.
2. Izbere tocˇko na krivulji P ∈ E(Zp) reda n.
3. Izbere nakljucˇno celo sˇtevilo d na intervalu [2, n− 2].
4. Izracˇuna Q = dP .
5. Parametri algoritma so (E,P, n), Anitin javni kljucˇ je Q, njen zasebni
kljucˇ pa je d.
Podpisovanje
Cˇe zˇeli Anita podpisati sporocˇilo m, mora storiti naslednje:
1. Izbere nakljucˇno naravno sˇtevilo k na intervalu [2, n− 2].
2. Izracˇuna kP = (x1, y1) in r = x1 mod n. Cˇe je r = 0, se vrne
na korak 1. (V primeru, da je r = 0, enacˇba za podpisovanje s =
k−1{H(m) + dr} mod n ne vsebuje zasebnega kljucˇa d.)
3. Izracˇuna k−1 mod n.
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4. Izracˇuna s = k−1{H(m)+dr} mod n, pri cˇemer je H zgosˇcˇevalna funk-
cija (SHA-1 ali SHA-2).
5. Cˇe je s = 0, se vrne na korak 1. (V primeru, da je s = 0, namrecˇ
s−1 mod n ne obstaja, ga pa potrebujemo za preverjanje podpisa.)
6. Podpis sporocˇila m je par sˇtevil (r, s).
Preverjanje podpisa
Cˇe zˇeli Bojan preveriti Anitin podpis (r, s) sporocˇila m, mora storiti sledecˇe:
1. Na voljo mora imeti parametre (E,P, n), prav tako mora pridobiti Ani-
tin javni kljucˇ Q. Preveri tudi, da sta r in s sˇtevili na intervalu [1, n−1].
2. Izracˇuna w = s−1 mod n in H(m).
3. Izracˇuna u1 = H(m)w mod n in u2 = rw mod n.
4. Izracˇuna u1P + u2Q = (x0, y0) in v = x0 mod n.
5. Podpis sprejme, cˇe in samo cˇe je v = r.
DSA ECDSA
q n
g P
x d
y Q
Tabela 4.2: Prikazane sorodne oznake pri DSA in ECDSA
4.3.3 Napadi na ECDLP
Na tem mestu bomo predstavili napade na ECDLP s poudarkom na algoritmu
veliki korak - mali korak. To podpoglavje je povzeto po Kouchaki Barzi [18].
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Trenutno ne poznamo nobenega podeksponentnega algoritma za resˇevanje
diskretnega logaritma nad pravilno izbrano elipticˇno krivuljo (glej zgoraj).
Najboljˇsa napada na ECDLP sta algoritem veliki korak - mali korak in Pol-
lardov ρ algoritem. Pri tem imata oba cˇasovno zahtevnost O(
√
N), kjer je
N mocˇ grupe na elipticˇni krivulji. Je pa Pollardov ρ algoritem v primerjavi z
algoritmom veliki korak - mali korak, ki porabi O(
√
N) prostora, prostorsko
bolj ucˇinkovit. V nadaljevanju je predstavljen algoritem veliki korak - mali
korak za elipticˇne krivulje.
Algoritem veliki korak - mali korak za elipticˇno krivuljo
Za elipticˇno krivuljo E nad koncˇnim obsegom Fp, tocˇki P,Q ∈ E, kjer velja
Q = aP , iˇscˇemo ustrezen a:
• najprej izracˇunamo m = d
√
(p+ 1 +
√
2p)e,
• izracˇunamo tabelo malih korakov jP , kjer je 1 ≤ j < m,
• izracˇunamo tabelo velikih korakov Q− imP , kjer je i = 0, 1, . . . ,m− 1
dokler ne najdemo vrednosti, ki je ekvivalentna zˇe naracˇunani v tabeli
malih korakov,
• a potem lahko izracˇunamo kot a = im+ j (mod red(P )).
Tu spet drzˇi, da je algoritem neodvisen od tega, ali najprej izracˇunamo velike
ali male korake. Za ponazoritev neodvisnosti, katere korake izracˇunamo naj-
prej, smo tu najprej izracˇunali male korake, medtem ko smo v podpoglavju
3.2 najprej izracˇunali velike.
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Poglavje 5
Implementacija aplikacije
V tem poglavju bomo predstavili aplikacijo, ki je nastala kot izdelek diplom-
ske naloge. Najprej bomo opisali uporabljeno tehnologijo, potem pa oba dela
aplikacije: najprej interaktivno predstavitev racˇunanja na elipticˇni krivulji
nad realnimi sˇtevili, nato pa sˇe nad prasˇtevilskimi obsegi.
5.1 Uporabljena tehnologija
5.1.1 HTML in CSS
Za samo prikazovanje aplikacije smo si izbrali HTML in CSS [4]. Cilj naloge
je, da bi bila aplikacija dostopna vsem zainteresiranim preko spleta, HTML
pa je defacto jezik za pisanje spletnih strani. Omogocˇa nam oblikovanje
spletne strani z mnozˇico znacˇk, s katerimi lahko oblikujemo zgradbo HTML
dokumenta. Ker sam jezik HTML ne ponuja veliko mozˇnosti za urejanje
izgleda dokumenta, se skoraj vedno uporablja skupaj s stili CSS, ki nam
omogocˇajo izboljˇsavo izgleda.
5.1.2 Javascript
Ko brskalnik nalozˇi spletno stran, se ustvari objektni model dokumenta oz.
DOM. To je drevesna struktura, katere elementi so znacˇke HTML doku-
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menta. Ker nam Javascript [5] omogocˇa enostavno dostopanje in spreminja-
nje teh elementov, smo se za interaktivni del aplikacije odlocˇili uporabljati
jezik Javascript. Le-ta je objektni skriptni jezik, ki je bil razvit prav z na-
menom izdelave spletnih strani.
5.1.3 Knjizˇnice
• Function Plot [2]: Pri izdelavi interaktivne predstavitve elipticˇnih kri-
vulj nad realnimi sˇtevili smo se odlocˇili za uporabo knjizˇnice Function
Plot, ki omogocˇa lazˇje risanje funkcij. Primer risanja z uporabo te
knjizˇnice je prikazan na sliki 5.1.
Slika 5.1: Izris elipticˇne krivulje s knjizˇnico Function Plot.
• Chart.js [1]: Pri izdelavi interaktivne predstavitve elipticˇnih krivulj
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nad koncˇnimi obsegi smo se odlocˇili za uporabo knjizˇnice Chart.js,
saj omogocˇa hitro in lepo izrisovanje grafov raztrosa, kar poenosta-
vljeno tocˇke na elipticˇni krivulji tudi so. Primer izrisa tocˇk z omenjeno
knjizˇnico je prikazan na sliki 5.2.
Slika 5.2: Izris tocˇk na elipticˇni krivulji s knjizˇnico Chart.js.
5.1.4 Heroku
Heroku [3] je oblacˇna platforma kot storitev oz. PaaS (angl. Platform as a
Service). Omogocˇa namesˇcˇanje, upravljanje in skaliranje modernih aplikacij
v sˇtevilnih jezikih kot so Ruby, Java, Node.js, Scala, Closure, Python, PHP
in Go. Heroku aplikacijo zapakira v kontejner-okolje, ki ima svoj spomin,
operacijski sistem in datotecˇni sistem. Tako se lahko na istem gostitelju
neodvisno izvaja vecˇ kontejnerjev. Ker je nasˇa aplikacija staticˇna in Heroku
nacˇeloma ni namenjen staticˇnim stranem, smo morali dodati sˇe vrstico v
jeziku PHP, ki uporabniku pri vhodu v aplikacijo postrezˇe vhodno stran.
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Aplikacija je tako dostopna na https://ellipticcurves.herokuapp.com/.
Slika 5.3: Dodana vrstica PHP-ja zaradi platforme Heroku.
5.2 Interaktivna predstavitev EC nad R
Interaktivna aplikacija uporabniku omogocˇa izris elipticˇne krivulje za po-
ljubna parametra a in b, ki ju lahko izbira z drsnikom. Prav tako lahko
uporabnik z drsnikom izbira x koordinato tocˇk P in Q na krivulji, v spu-
stnem seznamu pa potem izbere, ali zˇeli, da je izbrana tocˇka y < 0 ali y > 0.
Primer izrisovanja krivulje in sesˇtevanja na elipticˇni krivulji je prikazan na
sliki 4.2, primer drsnikov pa na sliki 5.4.
Slika 5.4: Drsniki za izbiro tocˇk P in Q.
Aplikacija prav tako izracˇuna enacˇbo premice skozi tocˇki P in Q, oz.
tangente, cˇe je P = Q ter njeno presecˇiˇscˇe z elipticˇno krivuljo, ki je na izrisu
oznacˇeno z −R. Prav tako pojasni izracˇun tocˇke R. Izracˇuni in njihova
pojasnila se nahajajo na sliki 5.5.
5.3 Interaktivna predstavitev EC nad Zp
Interaktivna aplikacija uporabniku omogocˇa izrisovanje tocˇk na elipticˇni kri-
vulji nad Zp za poljubna parametra a, b ∈ Zp, ki ju lahko izbira z drsnikom.
Prav tako lahko izbira poljuben modulo p, pri cˇemer aplikacija uporabnika
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Slika 5.5: Primer izracˇunov in pojasnil za elipticˇno krivuljo y2 = x3− 2x+ 6, kjer
je P = (−2.155, 0.55) in je Q = (0.32, 2.322).
opomni, cˇe izbere p 6∈ P (prikazano na sliki 5.6). Ker postane izris tocˇk pov-
sem nepregleden pri krivuljah z velikim p, smo omejili, da je najvecˇji vnesˇeni
modulo enak 4999.
Aplikacija prav tako prikazuje aritmetiko na elipticˇni krivulji. Uporabnik
lahko s klikom na poljubni tocˇki izbere tocˇki P in Q. Lahko tudi dvakrat
klikne na isto tocˇko P . Samodejno se mu izracˇuna tocˇka R in primerno se na
grafu obarvajo tocˇke P , Q in R. Primer sesˇtevanja je prikazan na sliki 4.4.
Tako kot pri elipticˇnih krivuljah nad realnimi sˇtevili, si lahko uporabnik
ogleda izracˇun tocˇke R (glej sliko 5.7).
Cˇe uporabnik klikne na vprasˇaj pri izpisu tocˇke P in Q, lahko dobi tudi
dodatne informacije o tocˇki na krivulji. To so njen inverz, mocˇ podgrupe, ki
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Slika 5.6: Prikazani drsniki za parametra a in b ter okno za izbiranje modula p,
ki v tem primeru p ni prasˇtevilo.
jo lahko z dano tocˇko generiramo, in pa izpis vseh tocˇk podgrupe, v istem
vrstnem redu, kot jih generiramo. Primer dodatnih informacij o tocˇki je
prikazan na sliki 5.8.
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Slika 5.7: Posamezni koraki pri racˇunanju tocˇke R na elipticˇni krivulji y2 =
x3 + x + 1 nad Z13 za tocˇki P = (1, 9) in Q = (4, 2).
Slika 5.8: Dodatne informacije o tocˇki (1, 9) na elipticˇni krivulji y2 = x3 + x +
1 nad Z13.
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Poglavje 6
Sklepne ugotovitve
V diplomski nalogi smo obravnavali elipticˇne krivulje ter njihovo uporabo
v kriptografiji. Ker varnost kriptografije z elipticˇnimi krivuljami temelji na
problemu diskretnega logaritma (DLP), saj ne poznamo ucˇinkovitih algorit-
mov za njegovo resˇevanje, smo najprej predstavili, kaj je diskretni logaritem.
Za zacˇetek smo se osredotocˇili na DLP v Zp, njegovo uporabo v kriptograf-
skih protokolih, kot sta Diffie-Helmanov dogovor o kljucˇu ter podpis DSA,
prav tako pa smo predstavili dva mozˇna napada na diskretni logaritem, in si-
cer algoritem veliki korak - mali korak ter Pollardov ρ algoritem s Floydovim
algoritmom.
V nadaljevanju smo predstavili elipticˇne krivulje ter racˇunanje v grupi
tocˇk elipticˇne krivulje. Tu smo se osredotocˇili na elipticˇne krivulje nad real-
nimi sˇtevili ter prasˇtevilskimi obsegi Zp, saj tudi koncˇna aplikacija omogocˇa
vizualizacijo teh dveh tipov elipticˇnih krivulj. Predstavili smo tudi analo-
gne kriptografske protokole za delovanje nad elipticˇnimi krivuljami, in sicer
Diffie-Helmanov dogovor o kljucˇu ter podpis ECDSA.
Koncˇni izdelek diplomske naloge je aplikacija za interaktivno predstavitev
elipticˇnih krivulj. Sestavljena je iz dveh delov: aplikacije za EC nad realnimi
sˇtevili ter aplikacije za EC nad Zp. Prva nam omogocˇa izris zˇeljene elipticˇne
krivulje ter predstavitev grupnega zakona na krivulji. V ta namen nam
aplikacija izrisuje vse potrebne tangente, sekante in zrcaljenja cˇez abscisno
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os, prav tako pa nam ponudi vpogled v vse izracˇune, ki so vodili do koncˇnega
rezultata.
Druga aplikacija nam omogocˇa podobno. V koncˇnih obsegih namrecˇ
ne moremo vecˇ lepo povezati tocˇk, ker v modularni aritmetiki ni koncepta
manjˇsi/vecˇji, zato je v tem primeru elipticˇna krivulja samo sˇe mnozˇica tocˇk
v ravnini. Aplikacija nam vse tocˇke, z izjemo tocˇke v neskoncˇnosti, izriˇse,
uporabnik pa lahko potem s klikom izbere poljubni tocˇki, ki ju aplikacija
ustrezno obarva in sesˇteje ter s tem ponazori grupni zakon. Prav tako za
poljubno tocˇko izpiˇse njen inverz, mocˇ generirane podgrupe ter to podgrupo.
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