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Resonant charge-transfer in grazing collisions of H− with vicinal nanosurfaces on
Cu(111), Au(100) and Pd(111) substrates: A comparative study
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We compare the electron dynamics at monocrystalline Cu(111), Au(100) and Pd(111) precursor
substrates with vicinal nanosteps. The unoccupied bands of a surface superlattice are populated via
the resonant charge transfer (RCT) between the surface and a H− ion that flies by at grazing angles.
A quantum mechanical wave packet propagation approach is utilized to simulate the motion of the
active electron where time-evolved wave packet densities are used to visualize the dynamics through
the superlattice. The survived ion fraction in the reflected beam generally exhibits modulations as
a function of the vicinal terrace size and shows peaks at those energies that access the image state
subband dispersions. However, differences in magnitudes of the ion-survival as a function of the
particular substrate selection as well as the ion-surface interaction time based on the choice of two
ion-trajectories are examined. A square well model producing standing waves between the steps on
the surface explains well the energies of the maxima in the ion survival probability for all the metals
considered, indicating that the primary process of confinement induced subband formation is rather
robust. The work may motivate measurements and applications of shallow-angle ion-scattering
spectroscopy to access electronic substructures in periodically nanostructured surfaces.
PACS numbers: 79.20.Rf, 34.70.+e, 73.20.At
I. INTRODUCTION
Vicinal surfaces are the simplest prototypes of lat-
eral nanostructures on the surface which are thought to
closely mimic rough regions of industrial surfaces. A vic-
inal surface is obtained by cutting a monocrystalline sur-
face along a direction that somewhat deviates from a
major crystallographic axis. These repeated “miscuts”
followed by subsequent recoveries form regular and uni-
form arrays of linear steps that can be polished by suit-
able ultra-high vacuum methods. Such high Miller in-
dex surfaces can be critical for their catalytic properties,
without losing the lattice periodicity [1]. The electronic
motions in these surfaces can be of particular fascination
because of the possibility of the scattering of electrons
at step edges to induce confinements resulting in sub-
band dispersions. Vicinal steps provide nano-pockets to
nucleate low-dimensional structure where the inclination
angle can tune structure-substrate coupling, which is im-
portant in controlling their chemical properties [2]. Also,
photoelectron spectroscopy measured Ag nanostripes on
step edges of the Cu vicinal to induce surface state split-
ting into bimetallic subbands from step-scattering and
size quantization [3]. Therefore, to better understand
the dynamics and transport phenomenon in such func-
tionalized and designed vicinals, knowledge of electron
dispersions of the naked vicinal is important.
Several metallic vicinal surfaces are of particular in-
terest due to the presence of a Shockley surface state on
∗ jshaw1969@gmail.com
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and a Rydberg series of image states above the corre-
sponding flat surface. These states arise from a broken
translational symmetry along the direction perpendicu-
lar to the surface which localizes them in this direction
by a projected band gap. Therefore, the electronic dis-
persions of these surface and image states should modify
by the vicinal nano-stepping via the superlattice effects.
Alterations of the electronic properties of surface elec-
trons have been detected for Cu and Au vicinals by scan-
ning tunneling microscopy in the real space [4–6] as well
as by angle-resolved photoemissions in momentum space
with synchrotron radiation [7–9]. Ultraviolet photoelec-
tron spectroscopy has indicated unique two-dimensional
Shockley surface states on (332) and (221) vicinals of
Cu [10, 11]. Furthermore, the investigation of the image
states is a powerful tool for probing a variety of phys-
ical and chemical phenomena on the nanometer scale.
For instance, for metallic vicinals both the confinement
and superlattice effects can produce image-band split-
tings and anticrossings from lateral back scatterings at
the step edges as predicted theoretically within a static
impenetrable surface model [12]. Therefore, to gain in-
sights in the electronic motions and excitations in such
nano-materials, theoretical methods are necessary that
simulate the details of the processes in the band structure
enriched by modifications of the surface. One relatively
simpler, and computationally tractable, way to do this
is to simulate the motion of electrons transferred from
a scattered negative ion as accomplished in our recent
publication [13]. These results may likely be probed ex-
perimentally and be utilized to guide future theoretical
studies.
The charge transfer interaction dynamics of an atomic
2or molecular ion with a surface is highly sensitive to
the surface electronic band structure. This fundamental
process in ion-surface interaction is valuable to under-
stand the dynamics in processes of scattering, sputter-
ing, adsorption, and molecular dissociation [14]. From
the applied interests, this mechanism is a crucial middle
step in (i) analysis, characterization, and manipulation
of surfaces [15], (ii) semiconductor miniaturization and
the production of self-assembled nanodevices [16], and
(iii) micro-fabrication based on reactive ion etching and
ion lithography [17]. In the recent past, electron transfer
between various atomic species with surface containing
nanosystems has become a topic of interest, probing ef-
fects of the nanosystem’s size and shape to determine
their electronic structures [18].
The energy conserving transfer of an active electron,
the resonant charge transfer (RCT), occurs when a near-
degeneracy is achieved between a shifted ion affinity-
level and various surface localized states. This enables
the transfer to (from) an unoccupied (occupied) reso-
nant state of the substrate through wavefunction over-
laps. The RCT process in ion-scattering has been the
focus of experiments on mono- and polycrystalline metal
surfaces [19–23]. A recent theoretical research studied
the RCT interactions of negative ions with nanoisland
films [24]. Also, a wave packet propagation method was
used to access RCT dynamics between excited states of
Na nanoislands on Cu(111) [25]. Treating vicinal steps
within a jellium model, H− neutralization was studied in
a wave packet propagation approach, in which steeper-
angle scatterings were considered to study the depen-
dence of ion-impact direction vis-a-vis the slope of a local
step [26]. During past years, a full quantum mechanical
wave packet propagation approach was employed by our
group to conduct detailed RCT studies in ion-scattering
and associated neutralization processes in the light of
altering crystallographic properties in low Miller index
flat surfaces [27–30]; the results had success in describing
some available measurements [28]. For vicinal surfaces
with periodic arrays of terraces, the confinement driven
reflections of electrons from steps can further modify the
free electron dispersion into subband dispersion enrich-
ing the RCT process. We recently applied this techniques
to study RCT between the H− ion and vicinally stepped
Pd(111) surfaces and computed the ion survival probabil-
ity [13]. The natural next step therefore is to extend the
method to other metallic vicinals to explore general sim-
ilarities and detailed differences as a function of altering
surface band structures.
In the present study, we accomplish this goal by in-
vestigating vicinally stepped Cu(111) and Au(100). The
detailed results are presented as a comparative account
by including the results of Pd(111) vicinal. Even though
we use a rather simple model for the vicinal corrugation,
previous utilizations of this model in interpreting angle-
resolved photoemission measurements on such surfaces to
access surface electronic states [7, 8] provide confidence
in probing, at least qualitatively, the ion-vicinal RCT
process in a fully quantum mechanical time propagation
treatment. The calculations are done as a function of
the component of H− collision velocity parallel to the
surface at shallow incident angles as well as for different
distances between the steps on the surface. The electron
wave packet probability densities were calculated at all
points in space at each time interval. Visualization of
these densities indicates that, when the electron trans-
ferred from the ion to the metal, it most likely transferred
to both the surface and image superlattice states when
the ion’s approach velocity perpendicular to the surface is
slow enough. Two schemes of ion trajectory resulting in
different ion-surface interaction times are employed in the
simulation to capture the role of the ion “hangout” time.
For a given distance between the steps on the surface, the
ion survival probability shows peaks at certain velocities
as a robust feature for all three surfaces. It is shown that
these peaks appear when the kinetic energy of the elec-
tron transferred to an image state matches the subband
dispersions supported by the periodic vicinal steps. How-
ever, the magnitude of the ion survival is found to sensi-
tively depend on the particular surface band properties,
as expected. The result suggest a possibility of accessing
superlattice band structures via anion-scattering exper-
iments. Atomic units (a.u.) are used in the description
of the work, unless mentioned otherwise.
Parallel Coordinate X (a.u.)
FIG. 1. (Color online) The one-dimensional Kronig-Penney
potential [7] and the vicinal surface it models with terrace
width (L) and step height (h).
II. DESCRIPTION OF THE METHOD
A. Surface model in vicinal direction
Due to the repulsive step-step interactions, vicinal cor-
rugations generally appear regularly spaced [31]. The size
of the terrace is determined by the terrace width (vicinal
miscut) L and height h of the step. We made use of a two-
dimensional model of the metal surface which includes
the ion approach direction (z) normal to the primordial
3flat surface and only one direction (x) on the flat surface
along the vicinal steps. We used the Kronig-Penney (KP)
potential to mimic the periodic potential array formed by
the step superlattice in the x-coordinate shown in Fig. 1.
The steps in the metal surface are mimicked by the peaks
in the KP potential with height U0 and width w, and the
step separation d (distance between adjacent steps). This
model is used as it was successful at describing the exper-
imental photoemission spectra for stepped vicinal metal
surfaces [7]. These experiments used vicinal surfaces with
the step height of a single atomic layer cut. When fitting
the data to the KP model, the largest value of the prod-
uct U0w was found to be 0.054 a.u. in Ref. [7]. Therefore,
we chose U0 = 0.054 a.u. with w = 1 a.u. for the results
presented in this article. We note that there is no exact
correspondence between U0 and h. This is because our
model does not represent vicinal steps at the atomistic
level which needs a full 3D structure calculation. Rather,
in the spirit of Ref. [7], the model mimics the effect of
vicinal steps using a flat surface with a potential array
for which the strength U0w correlates the electrostatic
strength of a step. We should also note, as discussed in
Ref. [7], that approximating the periodic potential as a
Dirac δ-array
∑
n U0wδ(x−nd), or other combinations of
U0 and w producing the same barrier strength U0w will
not change the model. Indeed, for all our calculations a
different combination, namely U0 = 0.027 a.u. and w =
2 a.u., fully reproduced the results. And within the same
spirit, when the product U0w was half as great, that is
0.027 a.u., the survival was half as high due to the fact
that a weaker barrier increased transmission to the next
well reducing the capture rate. We emphasize that in
the absence of any parametric form of the vicinal sur-
face potential derived from ab initio calculations, we use
a scheme of combining this one-dimensional array poten-
tial with a known parametric representation based on an
ab initio flat surface potential as described below.
B. Wave packet propagation
The details of the propagation methodology are given
in Ref. [27], and is recently applied to the study
of Pd(111) vicinal surface [13]. The time-dependent
electronic wave packet Φ (~r, t;D) for the ion-surface
combined system is a solution of the time-dependent
Schro¨dinger equation
i~
∂
∂t
Φ (~r, t;D) = HΦ (~r, t;D) , (1)
with the general form of the Hamiltonian as
H = −1
2
d2
dz2
− 1
2
d2
dx2
+ Vvi-surf(x, z) + Vion(x, z) (2)
where D(t) is the dynamically changing perpendicular
distance between the z = 0 line (see below) of fixed-in-
space metal surface and the ion moving along a trajec-
tory. The potential, Vvi-surf, of the vicinal surface will
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FIG. 2. (Color online) The potentials in one-dimension for the
metals Cu(111) (top), Au(100) (middle) and Pd(111) (bot-
tom). The solid lines are the one-dimensional (z) pseudopo-
tentials of the flat surface [32], while the dashed lines show the
addition of the potential, as in Fig. 1, in the vicinal direction
at one of its peaks, scaled by a factor of 2.8 and duly attenu-
ated (see text). The dashed curve for Pd(111) is a z-section
of Fig. 3
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FIG. 3. (Color online) Schematic of two-dimensional vicinal stepped potential on flat Pd(111) with d being five atomic
layers developed using Kroenig-Penny (KP) potential in Fig. 1 being super-imposed on one-dimensional pseudopotential of
Pd(111) [32, 33] in Fig. 2 (bottom panel). The KP potential is attenuated going far from the precursor flat surface both
towards the bulk and the vacuum. To aid visualization, the peaks of the KP potential are scaled by a factor of 2.8 in the figure.
Note that the maximum vicinal peaks occur at z = 0.
have two components: (i) A one-dimensional potential
model in z obtained from pseudopotential local-density-
approximation calculations for simple and noble metal
surfaces [32, 33] that represents the flat precursor sub-
strate. This is the model, with free electron motion in the
x direction, that was employed in our previous work with
flat surfaces [27–30] and, more recently, with a vicinal
Pd(111) surface [13]. A graph of this potential appears
in Fig. 2 for each of the three metals. The lattice points
of the topmost layer of the substrate is taken at z = 0 so
the peaks in the potential for z < 0 are the centers of the
atomic layers going into the bulk and separated by the
interatomic lattice spacing. (ii) Superimposed on (i) is
the KP potential model described above that mimics the
regular vicinal array of terraces L on the surface along x.
To limit the vicinal effect far from the surface, the KP
potential is attenuated exponentially in both the posi-
tive (vacuum side) and negative (bulk side) z-direction.
Curves representing a section of Vvi-surf along z-direction
through a vicinal peak for each metal are also included in
Fig. 2. Detailed differences among these curves based on
the variation in their flat surface potential properties sug-
gest the role of flat-surface dispersions to also influence
corresponding vicinal dispersions.
Fig. 3 provides an illustration of the full 2D Vvi-surf,
only on Pd(111), used in our simulation. The peaks of
the KP potential, as seen in both Fig. 2 and Fig. 3, are
set at their maximum (unattenuated) value at z = 0.
This must be the case if the atomic layer positions of the
precursor flat surface are not to be altered by the vicinal
potential. Therefore, the top atomic layer used in the flat
metal potentials in Fig. 2 defines z = 0. Smaller peaks
are barely visible in Fig. 3 on the top of the potential
for the next atomic layer inside the surface which is due
to the effect of the exponential attenuation. Small peaks
can also be seen at the bottom of the dips. The same
5attenuation is present for z > 0 but is not as clearly
visible in Fig. 3. The 2D potential versions for Cu(111)
and Au(100) are qualitatively close to Fig. 3, hence not
shown.
The pseudopotential shown by the solid line for each
metal in Fig. 2 requires five parameters to define it [32,
33]. One of these is the lattice spacing (as) between
atomic planes in the metal. The other four are related
to the top and bottom energies of the projected band
gap, the surface state energy and the first image state
energy [33]. Therefore, differences of H− RCT dynamics
between the flat surfaces must be explained by differ-
ences between these five quantities for the different met-
als. Similarly, the surface potential in the vicinal direc-
tion is defined by the three parameters shown in Fig. 1.
Results for a particular vicinally stepped surface, there-
fore, should modify based on these three parameters as
was shown in Ref. [13]. However, the comparison of vici-
nal RCT among various metals, the focus of the present
study, will partly borrow from their flat-substrate prop-
erties as will be shown.
The H− ion is described by a single-electron model
potential, Vion, which includes the interaction of a polar-
izable hydrogen core with the active electron [34]. How-
ever, we employ an appropriately re-parametrized version
of this potential [27], as was also applied in our other pub-
lications [13, 28–30]. This form is commensurate with our
two-dimensional propagation scheme and produces the
correct ion affinity level energy Eion= 0.0275 a.u. (0.75
eV).
The propagation by one time step ∆t will yield
Φ(~r, t+∆t;D) = exp[iH(D)∆t]Φ(~r, t;D) (3)
where the asymptotic initial packet Φion(~r, t = 0, D =∞)
is the unperturbed H− wave function Φion(~r,D). The
ion-survival amplitude, or autocorrelation, is then calcu-
lated by the overlap
A(t) = 〈Φ(~r, t)|Φion(~r)〉 . (4)
We employ the split-operator Crank-Nicholson propaga-
tion method in conjunction with the unitary and uncon-
ditionally stable Cayley scheme to evaluate Φ(~r, t;D) in
successive time steps [27, 35]. Obviously, the propagation
limits the motion of the active electron to the scattering
plane of the ion.
C. Ion trajectories
We assume that when the ion reflects from the sur-
face, the angle of reflection is the same as the angle of
incidence measured from the flat substrate plane. The
Hydrogen ion impinges on the surface at shallow angles
with respect to x. Inputs to the calculation are the com-
ponent of ion velocity normal (z) to the surface, vnor,
and the component of velocity parallel (x) to the sur-
face, vpar. The computer program aims the ion at a point
halfway between two steps as well as directly on a step.
For one scheme of trajectory, the incident ion decelerates
along the z direction, close to the surface, due to the net
repulsive interaction between the ion core and the sur-
face atoms while it stays constant in vpar. For a given
initial velocity, we simulate a classical trajectory based
on Biersack-Ziegler (BZ) interatomic potentials to model
this repulsion [27, 36]. The slowdown of vnor to zero at
the point of closest approach (the turning point) and its
subsequent gradual regaining of the initial speed at the
initial distance while reflecting symmetrically at constant
vpar makes the resulting trajectory somewhat parabolic.
In order to identify features of the results that depend
on the trajectory, we also employed a basic trajectory
that we call a broken straight line (BSL) trajectory. In
this trajectory the ion approaches along a straight line
with constant velocity (zero repulsion) and reflects back
along a straight line with the same constant velocity at
the same angle to the surface. For BSL, the same distance
(Dcl) of closest approach is used as in the BZ trajectory.
Obviously, in the absence of slowing down, the ion on a
BSL trajectory will have shorter time of interaction with
the surface than on a BZ trajectory.
The ionic motion on each trajectory is then incor-
porated in the propagation by adding the translational
phase (vnorz + vparx + v
2t/2) [27] as well as by shifting
the center of the ion potential in Eq. (2) to follow the
trajectory that corresponds to evolving D(t). We note
that to formulate the trajectory we calculated the BZ
potential as if the surface was flat at z = 0. But this lim-
itation of our trajectories, blind to vicinal shapes, is not
expected to qualitatively affect the main results which
should predominantly depend on the RCT process.
In the grazing scattering, ion neutralization on metal
surfaces can have consequence from the so called par-
allel velocity effect which causes a shift of the Fermi
sphere [37] over a range of vpar. This effect is signifi-
cant on cation neutralization that has a strong capture
rate from the metal’s Fermi sea, while the current pro-
cess addresses the neutralization of anions. As estimated
in Ref. [13], the Pd Fermi energy (Ef ) from the bottom
of the valence band is about 0.262 a.u. [38] which corre-
sponds to the magnitude of Fermi wave vector of about
kf = 0.72 a.u., or kf = 0.85 a.u. after accounting in
a 41% raise in the electron effective mass for Pd [38].
The situation for Cu (Ef = 0.257 a.u.) and Au (Ef =
0.203 a.u.) will be largely similar. This may imply that
the observed Fermi energy (kf − vpar)2/2 from the ion’s
moving frame [39] may not influence the energy range
of the current RCT process (which is very close to the
metals’ image state energies as discussed in the following
section) at least up to about vpar = 0.5 a.u. within which
the strongest structures in the ion survival (Figs. 4, 5,
and 6) occur.
In our simulations, Dcl to the substrate will be kept
fixed. This is reasonable as the initial value of vnor at
z = 20 a.u. will be constant at a small value 0.03 a.u.
and thereby largely omits the variation of the dynamics
6as a function of vnor. We are interested in changes of
survival probability due to the surface vicinal structure
by varying vpar. Long after the ion’s reflection, the final
ion-survival probability will be obtained by
P = lim
t→∞
|A (t)|2 , (5)
which corresponds to fractions of the survived incoming
ions that an experiment can measure [22].
D. Simulations
To calculate the final ion-survival probability, the com-
puter program calculates the electron wave packet den-
sity at all points in space at each time interval. This data
was used to produce detailed animations of the changing
electron wave packet density with time. Though the ini-
tial and final value of z was fixed at 20 a.u., the initial
and final values of x varied with vpar. Due to a small vnor
value and many values of relatively fast vpar, the ion’s
flyby was nearly grazing the surface. Consequently, the
size of the surface, |xfinal−xinitial|, entered in to the prop-
agation was large, resulting in the execution time of the
computer program to be very long. As a result, thread-
based parallel computing using OpenMP was employed.
To accumulate the amount of data we used, parameter
sweeps were done with the program on the Stampede su-
percomputer at the University of Texas at Austin. More
than 500 survival probabilities were calculated in this way
for each of the stepped metal surfaces considered in this
paper. It should be noted that calculations were done in
the 2D model described above and therefore all figures
present 2D model results.
III. RESULTS AND DISCUSSIONS
A. Ion survival
H− survival probabilities on vicinally stepped Cu(111),
Au(100), and Pd(111), after the ion returns to the ini-
tial z = 20 a.u. (t → ∞), were calculated for parallel
velocities, vpar, ranging from 0.2 to 1.0 a.u. in steps of
0.05 a.u. This is equivalent to a range of ion scattering
angles from 8.53 to 1.72 degrees with respect to the sur-
face. The survival probabilities were calculated for the
distance between steps (d) of 5, 7, 9, 11 and 13 lattice
spacings (as). These lattice spacings were as = 3.94 a.u.
for Cu(111), as = 3.853 a.u. for Au(100) and as = 4.25
a.u. for Pd(111). The results of the hydrogen ion sur-
vival probability are shown in Figs. 4, 5, and 6 for two
different trajectories: BZ (solid line) and BSL (dashed
line). The graphs were fit to the calculated data points
using a cubic spline. The ion survival result, labeled “F”
in the legend, in front of the flat surface under the same
kinematic conditions is also shown for comparison. As
seen, the vicinal steps cause significant modulations in
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FIG. 4. (Color online) H− survival probability for one atomic-
layer high vicinally stepped Cu(111) as a function of ion paral-
lel velocity (vpar) as H
− approaches the center of a terrace for
the BZ trajectory (solid line) and the BSL trajectory (dashed
line) for inter-step distance (d) of 5, 7, and 9 lattice spacings
(a) and for d of 11 and 13 lattice spacings (b).
the ion survival probability, whereas the flat surface re-
sult is smooth.
In principle, the ion survival on a flat surface should
be smooth as a function of vpar for a fixed vnor owing
to the parabolic free electron dispersion of a flat surface.
Moreover, for a flat surface with a projected band gap in
the direction normal to the surface, like in Pd(111) [32],
that resists decay in the z-direction, the survival should
be almost steady as a function of vpar. However, our flat
surface results in Figs. 4, 5 and 6 are showing a slow
monotonic decrease which is likely because of a numeri-
cal artifact due to slightly imperfect boundary absorbers
used in the simulation to mimic an infinite surface. It
may also partly be due to slow “evaporation” of the elec-
tron probability along the image state Rydberg series to
the vacuum. It is then expected that this overall back-
ground loss also exists for various vicinal surface results,
but that does not alter the main results of modulations
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FIG. 5. (Color online) Same as Fig. 4, but for vicinally
stepped Au(100).
in the ion survival arising from the RCT electrons’ ac-
cess to the subband structure. The reason for this is
that the error introduced by the boundary absorbers is
a systematic error. It will effect all results by the same
degree. This will not change the position of the peaks in
the survival probability, only their relative amplitudes.
It can be seen in Figs. 4, 5 and 6 that the flat surface
survival probability is generally greater than the vicinal
surface survival probability for Au(100) and Pd(111) but
smaller for Cu(111) – a trend true for both the BZ and
BSL trajectories. This may be due to the fact that the
textured surfaces are modifying the energies of the band
gap, the surface state and the image states represented
by the parameters of the pseudopotential we are using to
model.
It was found in our previous publication [13] that the
distance d between vicinal steps is one important surface
structure property that effects the position of the mod-
ulation peaks. As mentioned earlier, Dcl = 1 a.u. in all
results presented here. For larger Dcl to a given surface
(results not shown) the variations in survival probabil-
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FIG. 6. (Color online) Same as Fig. 4, but for vicinally
stepped Pd(111).
ity became smaller which is simply due to the fact that
a distant ion feels the vicinal steps weakly. The loca-
tion of the peaks also slightly changed with different Dcl
which is connected to the altering ion-surface effective
interaction time - the time of being close enough to the
surface. The shorter the Dcl, the longer is the interac-
tion time. A longer interaction time will allow the ion
affinity level to adiabatically shift more in energy [27]
causing the electron to land in a KP potential well with a
slightly different speed than that for a shorter interaction
time. This can offset a little the peak positions between
different Dcl which will be clear from the discussion in
subsection IIID. The interaction time effect also governs
the differences between the results from BZ versus BSL
trajectories in Figs. 4, 5 and 6. The same Dcl = 1 a.u.
for both trajectories enables the ion to sense the steps
almost equally resulting, roughly, in the similar strength
of modulations irrespective of the trajectory. Note how-
ever, in all the results, a slowing ion on the BZ trajectory
with a longer interaction time produces consistently lower
survival rates than that of an ion on a BSL track, since
8longer times facilitate higher decays. On the other hand
on a BSL path, the affinity level has slightly less time
to shift causing small mismatches in peak positions be-
tween BSL versus BZ; we will return to this point again
in subsection IIID.
There is more. The lattice spacing as of 3.94 for
Cu(111) and 3.853 for Au(100) are very close indicat-
ing that the true lengths of d are effectively same for
these surfaces. In spite of this, as can be noted between
Figs. (4) and (5), details of the ion survival, even for a
given ion trajectory, are very different for these two met-
als suggesting that the structures are dependent on metal
type as well, and not just on d. Approximating the wave
packet Φ(~r, t) on a vicinal surface to consist of a flat sub-
strate and a vicinal step component, we can write the
autocorrelation as,
A(t) = 〈Φflat(~r, t) + Φstep(~r, t)|Φion(~r)〉
= Aflat(t) +Astep(t). (6)
Upon inserting Eq. (6) in the definition of survival prob-
ability Eq. (5) we can write
P = lim
t→∞
[
|Aflat|2 + |Astep|2 +AflatA∗step +A∗flatAstep
]
(7)
to approximate the ion survival on a vicinal surface. Ob-
viously, the first term on the right side of Eq. (7) sug-
gests that the non-modulating average of the survival is
a direct substrate property. The leading contribution to
the modulations derives from the second term that de-
termines the peak positions from confinements between
vicinal steps. It will be shown in subsection IIID that
these positions depend on image state energies which are
slightly different from one metal to another. However,
the last two terms together, embodying a pure interfer-
ence between the substrate and steps, is responsible for
the detailed shape and magnitude differences in survival
structures for vicinals among various metals. Evidently,
the dispersion energetics of precursor flat surface is im-
portant.
B. Effects of dispersion energetics of substrates
Fig. 7 shows the parabolic dispersions for flat sub-
strates featuring the upper and lower edge of the pro-
jected band gap, the Shockley surface state and the first
and second image states [32]. It is expected that the in-
coming ion at its closest approach will resonantly popu-
late both the surface and image state bands [30, 40, 41].
Comparing Figs. 4, 5, and 6 it is seen that the metal
with the greatest and smallest survival probabilities are
respectively Cu(111) and Pd(111) with Au(100) being
between them. This result can be understood from the
relative dispersions in Fig. 7. As we discussed earlier
for Pd(111) [13], the electron transferred to the surface
state moves away too quickly to be recaptured by the
ion, while the ion can primarily recapture from the im-
age states. The question is, what is the probability that
the electron in an image state will transfer back to the
ion rather than will decay to the metal? This will depend
on: (i) Number of available metal states for the electron
to transfer to and (ii) the relative transition probability
for electron transfer to each of these states versus the ion
state. The energy of the electron in the ion is -0.75 eV,
which is very close to the energy of the first image state
-0.82 eV for Cu(111), -0.64 eV for Au(100) and -0.55 eV
for Pd(111). As a result, there is a substantial proba-
bility for the electron to transition from an image state
back to the ion. It is the large phase space of metal states
(collectively the surface state, and valence and conduc-
tion band states) which results in survival probabilities
of 5% or less for the ion, as seen in Figs. 4, 5, and 6. The
size of this phase space for the valence band and conduc-
tion band will depend on the location of the band-gap
edges. The lower the bottom of the gap, the smaller is
the phase space in the valence band. Likewise, the higher
the top of the band gap, the smaller is the phase space
in the conduction band. Since the valence band states
are of lower energy than the first image state, whereas
the conduction band is higher in energy than the first
image state, the transition probability for the electron
in an image state to drop to the lower states, which are
the valence band and surface states, are greater than to
the conduction band states. The conduction band phase
space is further limited by the kinetic energy of the elec-
tron, since the conduction electron cannot transition to
an energy higher than it’s kinetic energy. In general, the
larger the energy difference between the image state and
the gap bottom, the smaller is the phase space of the va-
lence band and the smaller is the transition probability
from the image state to the valence band.
Let us now get more specific. Cu(111) on Fig. 7, hav-
ing the largest difference between the first image state
energy and the bottom of the band gap, has the highest
average H− ion survival (Fig. 4). Comparing Au(100)
to Pd(111) in Fig. 7, we see that Pd(111) has a slightly
larger difference between the first image state and the
gap bottom. Furthermore, the overall band gap is larger
for Pd(111) than for Au(100). This means that the phase
space of metal states is larger for Au(100) than Pd(111)
and so one may expect the electron to decay to the bulk
more often for Au(100) than Pd(111), since greater the
total number of states there are in the metal, the greater
the probability that the metal will win the tug-of-war
for the electron in the image state [32, 42]. However, we
find Au(100) has the larger average ion survival, com-
paring Fig. 5 with 6! This is due to the fact that the
surface energy is in the valence band for Au(100) and in
the band gap for Pd(111). If the surface state is in the
valence band then it is degenerate with the bulk states
of the metal. This can be seen in the images of Fig. 8(c).
If the surface state is in the band gap, then it adds to
the available metal states and, as seen in Figs. 8(a), 8(b)
and 8(d), is a preferred energy state. The presence of the
surface state in the band gap for Pd(111) gives the metal
the edge in its tug-of war-for the electron as compared
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surface and an electron velocity component in the surface plane. We show the Fermi energies only for completeness.
to Au(100). The surface state is also in the band gap
for Cu(111), but this does not overcome the effect of the
extremely low bottom of the gap. In any case, as pointed
out, this account must be combined with the picture of
vicinal confinement to fully understand the results.
C. Wave packet density dynamics
The ion survival amplitude, Eq. (4), dynamically
evolves as the ion approaches the surface. When the ion
is close to the surface, there are one or more positions for
which the amplitude is found zero. This means that at
close distances the electron transfers back and forth be-
tween the ion and the metal. Therefore, it is important
to probe the RCT dynamics involving the metal states
that the ion populates. This was done in detailed in our
previous publication [13]. The vicinal texture is expected
to induce superimposed subband modulations to produce
survival peaks in Figs. 4, 5 and 6. These survival peaks
and valleys are just what one would expect from an inter-
ference pattern produced by probability waves reflecting
back and forth between the vicinal steps of the surface.
These interference patterns can be seen in the surface and
image state pulses (labeled 0 and 1 respectively) shown
in the images of Fig. 8 for the different metals. Fig. 8
shows snapshots, all at the same instant and for d =5as,
from animations produced of the wave packet probabil-
ity density as a function of time. For this figure, the ion
starts at the right side of the graph and heads into the
paper toward a surface and to the left, approaching clos-
est to the surface at x = 0. The surface of the metal is at
z = 0. For Cu(111), an image, Fig. 8(b), is included for
when the ion is aimed at the step whereas for the other
images the ion is aimed at a point midway between the
steps. Note that for Au(100), Fig. 8(c), the surface state
peaks are decaying into the bulk of the metal whereas the
surface state peaks for Cu(111) and Pd(111), Figs. 8(a),
8(b) and 8(d), remain at the surface of the metal. This
can be understood from the dispersions shown in Fig. 7.
For Au(100) the surface state energy is in the valence
band and so the electron decays from the surface state
into the bulk of the metal. For Cu(111) and Pd(111) the
surface state energy is in the band gap so the electron
stays in this surface state much longer. The image state
stays just outside the surface for all three metals as the
image state energies are all within the band gap with the
exception of the second image state for Cu(111) which is
in the conduction band. Therefore, an electron captured
in the second image state would quickly decay into the
bulk of the metal via the conduction band.
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of the step; (d) for the vicinal Pd(111) of d =5as at the same instant of (a) where the ion strikes the center of the step. The
electron wave packet density is a dimensionless fraction which is normalized to unity over all space.
D. Superlattice states from lateral confinement
As discussed in Ref. [13], the periodic array of poten-
tial barriers with finite Uow and period step separation d,
representing the vicinal terraces, will induce both reflec-
tions and transmissions, respectively from and through
the steps, of electrons propagating along the surface.
This will give rise to subbands in x-direction with the
reciprocal vector 2π/d, which zone-folds [7, 13] the sur-
face and image states subbands, which are populate. We
demonstrated earlier [13] and also noted in the current
discussion that the depleted ion has the greatest likeli-
hood to recapture electron probability from the lowest
image state bands. It is therefore expected that roughly
whenever the ion’s parallel energy will intersect a sub-
band image state dispersion a resonance-type condition
is reached, and the recapture rate by the ion will increase.
This will produce peaks in the survival probability, as our
main results in Figs. 4, 5, and 6 show.
One simple way to verify that these subband states
from surface-parallel confinements induce survival peaks
is to compare our numerical results with the analytic
infinite-barrier square-well model. This is because ulti-
mately in the infinite barrier limit, these subband disper-
sions will turn into flat quantum levels as shown in our
previous publication [13]. Therefore, this can still quali-
tatively guide us in capturing the positions of the survival
peaks as we shall show below. For the infinite square well
potential, the allowed electron de Broglie wavelengths are
given by λn = 2d/n, where n is a positive non-zero inte-
ger we shall call the quantum number and d is the width
of the well. From this, it is straightforward to show that
the quantized kinetic energy of an electron in the well, in
atomic units, is
(
nπ/d
√
2
)2
. By RCT energy conserva-
tion, setting this kinetic energy to be equal to the ion’s
parallel kinetic energy (vpar)
2/2, plus the transition en-
ergy from the ion level to an image level, one solves for
vpar as
vpar =
√
2
(
(nπ/d
√
2)2 + Eion − E
)
(8)
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FIG. 9. (Color online) Comparison of the ion survival peak positions in the parallel velocity scale for various values of vicinal
step separation d on Cu(111) with an analytic square well potential model, using the energy of the first (solid line) and second
(dashed line) image state, and for the BZ trajectory (left) and the BSL trajectory (right).
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FIG. 10. (Color online) Same as Fig. 9, but for Au(100) vicinal surface.
that will give standing electron probability density, where
E is an image state energy for the flat surface. All quanti-
ties are in atomic units. In Eq. (8), we entirely neglected
the ion kinetic energy in the normal direction since the
vnor value chosen is miniscule, and also disregarded the
shift of the ion level.
Eq. (8) is plotted for the first (solid lines) and second
(dashed lines) image state energies in Figs. 9, 10 and 11
for five values of d considered in this work. The val-
ues of vpar for which peaks occur in Figs. 4, 5 and 6
are also plotted as symbols on these graphs for simula-
tions when the ion aims both at the center of a terrace
(solid symbols) and the top of a step (hollow symbols).
The vast majority of the symbols fall reasonably close
to corresponding lines obtained from the model, guiding
the broad underlying physics. There are a few symbols
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FIG. 11. (Color online) Same as Fig. 9, but for Pd(111) vicinal surface.
which are less close to a line than others. The level of
agreement is, however, remarkable, given the simplicity
of the model. This is particularly true due to the reali-
ties in our simulation that (i) the ion actually interacts
with a subband dispersion process but not with an ideal
well of infinite height and (ii) the image population den-
sity spreads over the entire image state Rydberg series
inducing some uncertainty in the transition energy.
Some detailed observations can be made in Figs. 9,
10 and 11. The pattern of the quantum numbers of the
peaks is what we expect. When d increases, we expect
the quantum number of standing probability wave that
will fit this distance to increase. We also expect that for a
given velocity, the wavelength does not change. Similarly,
as the velocity, vpar, increases, the wavelength will de-
crease and so we expect the quantum number of standing
probability wave that matches this velocity to increase as
well. Those are precisely the patterns observed in Figs.
9, 10 and 11. One discrepancy between the model and
the numerical results can be noted: For d = 9as and 13as
some bands are intermittently missing. This is likely due
to forbidden gaps in the subband structure that exist
for these vicinal widths within the vpar range considered
which, however, is the part of finer details of the band
structure. Furthermore, note that the resonance peak
positions for the two different strikes quickly merge into
the same graph for d = 5 but they merge more slowly as d
increases. In fact, for d = 5 the step strike and midpoint
strike peaks occur at the same points, whereas for d =
13 they occur at the same points only for higher values
of vpar. This is also the trend the model curves indicate.
We may further note that owing to the slightly differ-
ent image state energies E among the substrate surfaces
considered (see Fig. 7), the model Eq. (8) plots slightly
different curves from one metal to the other even for a
given image state. As already pointed out in subsection
IIIA, this is likely the prime reason why the peak po-
sitions in ion survival for a given step size d suffers a
small offset from one vicinal surface to the other. Fur-
ther, small differences between the peak positions for the
choice of BZ versus BSL trajectory for a given vicinal
surface, as too noted in subsection IIIA, is clearly evi-
dent by noting the positions of the symbols with respect
to the model lines which are independent of a trajectory.
IV. CONCLUSION
Using the metals Cu(111), Au(100) and Pd(111) vic-
inally miscut in a selection of terrace sizes within a
few nanometers we simulate the dynamics of the active-
electron in a hydrogen anion projectile impinging at shal-
low angles to the surface. To do so, we used a fully
quantum mechanical wave packet propagation method-
ology. In the absence of a completely ab initio potential,
we used a simple but successful model of vicinal step-
ping. The electron dynamics is visualized by animating
the wave packet probability density in real time. The re-
sults show structures in the ion survival probability due
to the image state subband dispersion introduced by the
vicinal superlattice. This produced structures in the ion
survival as a function of terrace sizes, proving the ability
of our propagation methodology to study RCT tunneling
between anions and surfaces with superperiodicity in the
nanoscale range. Detailed differences in the RCT dynam-
ics in general and the subband resonance signals in par-
13
ticular among choices of substrate surfaces are motivated
by the interference between substrate and vicinal step
dispersions. Also, the role of ion-surface effective time
of interaction by selecting two different classical trajec-
tories are unveiled. Even though the calculation is based
on one-active-electron model, effects of electron correla-
tions due to occupied valence band can only enhance the
recapture rate by impeding decay into the bulk from the
Pauli blockade. The effects uncovered can be observed in
grazing ion spectroscopy within the current laboratory
technology, although accessing effects of the azimuthal
orientation of the scattering plane will require full 3D
simulation. The invariance of the results to the strike
location on the surface over the higher parallel velocity
range (results not shown here, but was demonstrated pre-
viously [13]) suggests that for a sufficiently grazing flyby
aiming the ion beam is likely irrelevant, providing some
experimental freedom.
To this end, our results indicate that one interesting
spectroscopic pathway to probe subband dispersions in
vicinal superlattice is RCT studies of negative ions in
grazing scattering off stepped metal surfaces. As we
show, the simpler approach to that goal is to choose the
impact energies and scattering angles in such a way that
the ion velocity perpendicular to the flat surface direc-
tion stays constant while varying in the parallel direction.
This will keep the interaction largely free of alterations
from the band structure perpendicular to the precursor
flat surface. It is true that the results in Figs. 4, 5, and 6
show variations in the range of ±0.2% to ±0.4% around
a small average H− survival probability (ion fraction)
of roughly 2-5%. However, experimentally an ion frac-
tion as little as 0.1% has been measured for flat surfaces
within an error range of about ±0.1% [22] over similar
ion-velocities used in this work. Therefore, we believe
that structures in our current predictions should be ob-
servable in the experiment.
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