Abstract. We prove sharp p L p decoupling inequalities for 2 quadratic forms in 4 variables. We also recover several previous results [BD17b; BD16a; Oh18; DGS16] in a unified way.
Introduction
Let 1 ≤ n ≤ d be integers and P 1 , . . . , P n real quadratic forms on R d . We study decoupling inequalities associated to the quadratic surface (1.1) S = S d,n := {(t, P 1 (t), . . . , P n (t)) | t ∈ [0, 1] d }.
For a subset R ⊂ [0, 1] d define an extension operator (1.2) E R g(x) :=ˆR g(t)e 2πi(t 1 x 1 +···+t d x d +P 1 (t)x d+1 +...Pn(t)x d+n ) dt, x ∈ R d+n .
For a ball B = B(c B , r B ) ⊂ R d+n and E > 0, define an associated weight .
Typically E is a fixed number that is much bigger than (d + n), and will be omitted from the notation w B,E . All implicit constants are allowed to depend on E. For δ ∈ 2 −N we will denote by P(δ) the set of all dyadic cubes with side length δ in [0, 1] d .
Theorem 1.4. Let 1 ≤ n ≤ 3 and (1.5)
if n = 3.
Assume that for every choice of linearly independent vectors w 1 , . . . , w d−n ∈ R d , (1.6) det[∇P 1 (t); . . . ; ∇P n (t); w 1 ; . . . ; w d−n ] ≡ 0 when viewed as a polynomial of t. Moreover, assume that for every hyperplane H ⊂ R d ,
(1.7) rank λ 1 P 1 + · · · + λ n P n | H ≥ d − 2
for some λ 1 , . . . , λ n ∈ R. Let 2 ≤ p ≤ 2 + 4n d , > 0, and E > 0. Then for every locally integrable function g, every dyadic number δ ∈ 2 −N , and every ball B ⊂ R d+n of radius δ −2 we have (1.8) 1.1. Relation to previous work. Theorem 1.4 unifies several previous results summarized in the table below and provides a new result when n = 2 and d = 4, which is a sharp decoupling for a large class of four dimensional quadratic surfaces in R 6 .
The arguments in the above listed papers are quite different from each other. This point will be elaborated in Section 1.3. Let us first be more precise about how these results can be recovered. Notice that we use cubes with side length δ, while many articles use cubes with side length δ 1/2 . When n = 1, Bourgain and Demeter in [BD15] and [BD17b] proved (1.8) for every (possibly hyperbolic) paraboloid {(t, P 1 (t)) | t ∈ [0, 1] d } with non-vanishing Gaussian curvature. In this case the implication (1.9) rank(P 1 ) = d =⇒ (1.6) and (1.7)
can be easily verified, see [BD17b, Lemma 2.6]. When n = 2 and d = 2, Bourgain and Demeter [BD16a] proved (1.8) for quadratic forms (1.10) P 1 (t 1 , t 2 ) = A 1 t 2 1 + 2A 2 t 1 t 2 + A 3 t 2 2 , P 2 (t 1 , t 2 ) = B 1 t 2 1 + 2B 2 t 1 t 2 + B 3 t 2 2 under the assumption (1.11) rank A 1 , A 2 , A 3 B 1 , B 2 , B 3 = 2.
Checking (1.6) amounts to checking (1.12) det A 1 t 1 + A 2 t 2 , A 2 t 1 + A 3 t 2 B 1 t 1 + B 2 t 2 , B 2 t 1 + B 3 t 2 ≡ 0, which follows immediately from (1.11). The condition (1.7) in this case is trivial as d − 2 = 0. When d = 3 and n = 2, Demeter, Shi, and the first author [DGS16] proved (1.8) for two quadratic forms P 1 and P 2 under the assumption (1.6) and the assumption that they do not share any common real factor. Under these assumptions, to verify (1.7), we just need to notice that P 1 | H and P 2 | H can not be simultaneously zero. Let us also mention here that the method used in the current paper significantly simplifies the proof in [DGS16] . To see the major differences, we refer to Section 1.3.
When d = n = 3, Oh [Oh18] proved (1.24) under the assumption of (1.6) and the assumption that P 1 | H , P 2 | H and P 3 | H do not vanish simultaneously for any hyperplane H. In this case, our assumption (1.7) is just a coordinate-invariant version of Oh's assumptions.
We would also like to point out that a few other sharp decoupling inequalities for quadratic surfaces not covered by Theorem 1.4 are proved in [BD16b; GZh; GZK] . In many of those cases n > d, so that our assumption (1.6) would not make sense there.
1.2. Necessity of hypotheses. Next, let us explain the assumptions (1.6) and (1.7) in the case d = 4 and n = 2. The assumption (1.7) is a necessary condition for the desired sharp decoupling inequality. If it is not satisfied, then there exists a hyperplane H such that for every λ 1 and λ 2 , we have (1.13)
This further implies that after changes of variables in R d and in R n one can parameterize the restriction of the surface S d,n to the plane H as (1.14) (t 1 , t 2 , t 3 , At
The p L p decoupling exponent for the parabola (t 1 , At 1 ) is at least (
Using tensor products of corresponding examples we are able to pick a function g that is supported near H, such that
This violates the desired decoupling inequality (1.8).
We do not know whether the assumption (1.6) is necessary for the decoupling inequality (1.8) to hold. However, our proof seems to suggest that it is a necessary condition to run the multilinear approach of Bourgain [Bou13] and Bourgain and Demeter [BD15] . This is indeed the case when d = 3 and n = 2, which is the case considered in [DGS16] . More precisely, it is proven there that if the condition (1.6) fails, then no matter how many and which points we pick on the surface, they will never be "transverse" in the sense of Definition 2.17. Theorem 1.4 also includes an important class of pairs of quadratic forms, namely those pairs of quadratic forms that are simultaneously diagonalizable.
Assume that
Then P (t) and Q(t) satisfy the assumptions of Theorem 1.23 (with n = 2).
The same non-degeneracy condition (1.18) also appeared in a recent work [HP17] by Heath-Brown and Pierce, see Page 95 there. Lemma 1.16 is proved in Appendix A.
1.3. Overview of the proof. The proof of Theorem 1.8 follows the multilinear approach introduced in [BG11] and further developed in [BD15; BDGuth; BD17b; BDGuo; Oh18; GZh; GZK]. In Section 2 we formulate this argument for general quadratic surfaces under a lower-dimensional inductive assumption (Hypothesis 2.4) and a transversality assumption (Hypothesis 2.22). In Section 3 we show that these assumptions are satisfied under the conditions (1.6) and (1.7).
In the multilinear approach, one uses the Bourgain-Guth argument from [BG11] to split the quantity that is to be estimated in a lower-dimensional and a transversely multilinear part, see Section 2.3 and Section 2.4. The appropriate notion of transversality was introduced in [BDGuth; BD16b; BDGuo] and is explained in Section 2.2. In Section 2.5 and Section 2.6 we run a version of the Bourgain-Demeter iteration argument from [BD15] to complete the proof conditionally on Hypothesis 2.4 and Hypothesis 2.22.
The main new idea in Section 2 is the way how lower dimensional contributions are controlled in Section 2.1. Specifically, if there is no significant transverse contribution to
, then the main contribution comes from a 1/K neighborhood of a low degree subvariety. In the simplest case when this subvariety is a hyperplane, previous work relied on showing that its 1/K neighborhood lies in the 1/K 2 neighborhood of a certain cylinder, see for instance [BD17b] and [DGS16] . This step, if possible, usually involves a large amount of linear algebra calculation, see for instance [DGS16, Section 4 ]. In the current paper, we show that the step of fitting the 1/K neighborhood into the 1/K 2 neighborhood of a cylinder is no longer necessary. This is the content of Theorem 2.2. The result for hyperplanes can be extended to graphs with controlled first and second order derivatives by an argument essentially due to Oh [Oh18] , see Theorem 2.5.
We extend this result to arbitrary subvarieties in Theorem 2.12. In the case of hypersurfaces S generated by monomials this was previously done in [GZh; GZK] .
However, the projection argument in those articles seems to be specific to monomials. A major difficulty in the general case is how to treat singular points of the subvariety (or, more generally, regions where the curvature is high). To this end we cover a neighborhood of the subvariety by neighborhoods of a "small" number of graphs (with controlled first and second order derivatives), see Lemma 2.10. It is not difficult to imagine that different scales of neighborhoods have to be involved, in order not to use too many graphs. These scales are called K 1 · · · K D+1 in Lemma 2.10. It is a very interesting phenomenon that in our proof we require log K i ≈ d,n, log K j for every i = j. In particular, we are not allowed to pick, say K 2 = 2 K 1 . This is important in the iteration in Section 2.6.
In the end of the overview, let us make a few comments on the differences among proofs in [ In terms of the Brascamp-Lieb data that are involved: In [DGS16] the BrascampLieb data that are used are always simple, in the sense that a strict inequality can be achieved for every proper linear subspace V . The Brascamp-Lieb data that appear in [BD15; BD17b] are non-simple. However, as shown in the current paper (in particular Lemma 3.7), one only needs to use simple data for (hyperbolic) paraboloids. On a more technical level, this is because the first alternative in Hypothesis 2.22 only occurs for the trivial subspace and the full space. In contrast, in the case d = n, one always needs to invoke non-simple Brascamp-Lieb data.
Decoupling theorems are sometimes formulated for functions with Fourier support in S. However, in order to use a lower-dimensional inductive assumption such as Hypothesis 2.4 one needs a version of the decoupling inequality that holds for functions with Fourier support in a δ 2 -neighborhood of the surface S. We find it convenient to use such a more general version throughout, thus avoiding some technical computations as e.g. in [BD17a, Section 5] . This more general form of the decoupling inequality is explained in Section 1.4.
1.4. Relaxed Fourier support restriction. In this section we formulate a decoupling inequality for functions with Fourier support in a neighborhood of the surface S. The boxes in the figure below show how the Fourier supports will look like at different scales in the case d = n = 1.
We proceed with a formal definition. For θ = a + δ[0, 1] d ∈ P(δ) we will denote by f θ an arbitrary function of the form M θ f , where f is an arbitrary function on R d+n with supp f ⊂ [−C, C] d+n , C ≥ 1, and
where
and I d denotes the identity d × d matrix. Here x, y and (x, y) are treated as row vectors. In other words, we assume that supp f θ is contained in a parallelepiped L * θ ([−C, C] d+n ) whose projection onto R d is a cube containing θ and that contains the graph of P restricted to θ.
For each δ > 0, let the decoupling constant Dec p (δ) be the smallest constant such that
The decoupling constant depends on d, n and P 1 , . . . , P n , and we will sometimes indicate this dependence by subscripts when several different decoupling constants are involved. We will also omit the exponent p when there is only one such exponent involved.
Remark 1.20. The decoupling constant (1.19) also depends, in a monotonically increasing way, on the Fourier support parameter C. This dependence is entirely harmless, as for dyadic C the decoupling constant at scale δ with parameter C can be easily controlled by the decoupling constant at scale Cδ with parameter 2. The only important thing about the parameter C is that it has to be kept constant throughout various inductive procedures.
Remark 1.21 (Parabolic scaling). The operators M θ come from an action of the group of transformations generated by translations and dilations of R d . This makes parabolic scaling easy, and we obtain
for any dyadic numbers 0 < δ ≤ σ ≤ 1 and any Q ∈ P(σ).
Remark 1.22 (Local decoupling). Let η be a positive Schwartz function on R d+n such that suppη ⊂ B(0, c) and η ≥ 1 on B(0, 1). Let B ⊂ R d+n be a ball of radius δ −2 . Then applying (1.19) with the Fourier support parameter C replaced by C + c to functions f θ η B , where η B := η(δ 2 (· − c(B))), we obtain
By [BD17a, Section 4] this implies the localized estimate
Similarly we can localize the rescaled decoupling inequality in Remark 1.21. In fact we can localize that inequality further to ellipsoids of dimensions δ −2 σ (d times) ×δ −2 (n times), but this will not be necessary.
By Remark 1.22 Theorem 1.4 will follow from the next result.
Theorem 1.23. Let 1 ≤ n ≤ 3. Assume (1.5), (1.6), and (1.7). Then
d and every > 0. Theorem 1.23 will in turn follow directly from Theorem 2.49 once its hypotheses are verified in Section 3.
1.5. Sharpness of the exponents. We recall standard examples that show that for 2 ≤ p, q < ∞ the q L p decoupling inequality
Consider first f θ = M θ f , where f is a fixed Schwartz function withf positive and compactly supported. Then by scaling f θ p ∼ δ −(d+2n)/p . On the other hand,
, where η is a Schwartz function withη compactly supported and c θ is a point on the surface S over θ. Then f θ p ∼ δ −2(d+n)/p and by Hölder's inequality and orthogonality
Remark 1.26. It is known from [Bou93, p. 118 ] that the loss in (1.24) cannot be completely removed in general.
Notation. P(Q, δ) is the partition of a dyadic cube Q into dyadic cubes with side length δ. We omit
We use C to denote a large constant that is allowed to change from line to line. Its precise value is of no relevance.
For a sequence of real numbers
, we abbreviate
Also, we define averaged integrals:
For σ > 0 and E ⊂ R d , we will use N σ (E) to denote the σ-neighborhood of the set E.
For a non-negative number a, we will a to denote the greatest integer less than or equal to a, and a to denote the least integer greater than or equal to a. Acknowledgment. S.G. was supported in part by a direct grant for research from the Chinese University of Hong Kong (4053295). P.Z. is partially supported by the Hausdorff Center for Mathematics in Bonn. He would also like to thank Po-Lam Yung for inviting him to the Chinese University of Hong Kong, where part of this work was conducted.
General surfaces
Without loss of generality, we write it as a graph
and L(t ) is a linear form of t with |∇L| 1. Consider the new quadratic forms P j (t ) := P j (t , L(t )), j = 1, . . . , n, and define the associated decoupling constant Dec p H (δ) analogously to (1.19). Moreover, the index p will be dropped from the notation Dec p H (δ) whenever it is clear from the context which p we are using.
In previous work of Bourgain and Demeter [BD17b, Section 2] and of Demeter, Shi, and the first author [DGS16, Section 4] similar results were obtained in certain special cases (d arbitrary, n = 1 and d = 3, n = 2, respectively). In the language of the proof below the idea was to make a projection after which the Fourier support fits into an O(δ 2 ) neighborhood of some lower dimensional surface. In this situation one can obtain (2.3) by applying the lower-dimensional decoupling fiberwise at scale δ. Our proof shows that with an additional induction on scales (2.3) can be obtained without investigating the "geometry" of the graph of P .
Proof of Theorem 2.2. By change of variable we may assume that H = {t | t d = 0}. Let P (t ) := P (t , 0). Considering shifts of H (which have comparable decoupling constant) we may consider only with ∩ H = ∅.
Let A(δ) be the smallest constant for which the inequality
is the projection of onto R d−1 . For each fixed x d this gives a restriction on the fiberwise Fourier support restriction f (·, x d , ·) that is not strong enough to apply decoupling at scale δ, but is sufficient to apply decoupling at scale δ 1/2 . Hence we obtain
By scaling we have
Iterating this inequality approximately log log 1 δ times we obtain the claim. Next, we will prove a version of Theorem 2.2 for curved hypersurfaces. 
for every 0 < δ ≤ 1. The implicit constant in (2.7) may depend on the constant in (2.6), but not otherwise on H.
Proof of Theorem 2.5. The proof is via an iteration argument, essentially due to Oh [Oh18] . It is also closely related to the iteration argument of Pramanik and Seeger [PS05] . Let C 0 be 2 10 times the constant C in (2.6). For κ ≤ 2 −10 let A(κ, δ) be the smallest constant such that the inequality
holds for all hypersurfaces H that are parameterized by functions L with |∇L| ≤ C 0 and |∇ 2 L| ≤ C 0 κ. Let H be the tangent plane at some point of H. Then H is contained in the O(κ)-neighborhood of H. If κ ≤ δ, then we can apply Theorem 2.2 and obtain A(κ, δ) |log δ| C δ −Λ . If κ > δ, then we can instead apply Theorem 2.2 at scale κ. This gives
The crucial observation now is that after rescaling any of the to unit scale the surface H∩ becomes parameterized by a function with first derivative still bounded by C 0 and the second derivative bounded by C 0 κ 2 . By scaling it follows that
Applying this inequality at most approximately log log 1 δ times we arrive in the situation κ ≤ δ.
In the Bourgain-Guth iteration scheme that is used to prove the equivalence between linear and multilinear decouplings we have to apply lower dimensional decoupling to families of functions with Fourier support close to a subvariety. In order to apply Theorem 2.5 we will cover a neighborhood of the subvariety by neighborhoods of hypersurfaces with controlled curvature. To this end the following fact will be useful.
Lemma 2.8. Let Ω ⊂ R 2 be open and f ∈ C 2 (Ω) ∩ C(Ω) with |∇ 2 f | ≤ 1. Then for all σ, η > 0 we have
Proof. By Taylor's formula and the intermediate value theorem for every x ∈ Ω and t > 0 the inequality
In the case |f (x)| ≤ ση and |∇f (x)| > σ + η the above inequality holds with t = σ. Moreover, if B(x, σ) ⊂ Ω, then |∇f | > η on that ball.
Lemma
such that for every normalized polynomial P of degree D in n variables with real coefficients there exists an increasing sequence of multiindices
Here we say that P is a normalized polynomial if P = 1. In other words, the 1 sum of the coefficient of P is equal to one. Also, Z P = {x | P (x) = 0}.
Proof. By induction on D. In the case D = 0 the left hand side of (2.11) is empty provided K > 1 since P ≡ 1. Suppose now that D ≥ 1 and the conclusion is already known with D replaced by D − 1.
If ∂ α P 1 for all |α| = 1, then since P is normalized, the left hand side of (2.11) is empty provided that K D+1 is large enough. Hence we may assume ∂ α D P ≥ c 1 for some c 1 = c 1 (n, D) > 0 and some α D .
Since P is normalized we have c 0 |∇ 2 P (x)| ≤ 1 for some c 0 = c 0 (n, D) > 0 and all x ∈ Ω := B(0, 2). By Lemma 2.8 we obtain
Since K D ≥ 1, the above neighborhood of ∂Ω does not intersect B(0, 1), and we obtain
The second term is of the required form. In the first term we apply the inductive hypothesis with D replaced by D−1, P replaced by Theorem 2.12. Assume Hypothesis 2.4. For every D ≥ 1 and A > 1, for every sufficiently large K there exist
such that for every non-zero polynomial P of degree D there exist collections of pairwise disjoint cubes
Proof. Let P j = ∂ α j P be as in Lemma 2.10 and
Using trivial decoupling (Minkowski's inequality) at scale 1/(CK j ) it suffices to show
for every Q ∈ P(1/(CK j )). But if there exists ∈ G j with ⊂ Q, then |∇P j | 1/K j on CQ, so by the implicit function theorem Z j ∩ CQ is a hypersurface with curvature K j . After scaling Q to the unit scale the set Z j ∩ CQ becomes a graph with curvature 1, and the claim follows by Theorem 2.5.
Corollary 2.14. For every D ≥ 1 and > 0 there exists c = c(D, ) > 0 such that for every sufficiently large K there exist
such that for every non-zero polynomial P of degree D there exist collections of pairwise disjoint cubes G j ⊂ P(1/K j ), j = 1, . . . , D, such that
It appears somewhat unfortunate that the constant c in Corollary 2.14 depends also on . This could make quantification of the C δ − loss in Theorem 1.23 in the way of [Li17] less convenient. However, currently the main obstacle in that direction is the unquantified transversality in Lemma 2.23.
Transversality.
To introduce the multilinear decoupling inequality, we first need to introduce the notion of transversality. Let M be a large positive integer. For 1 ≤ j ≤ M , let V j ⊂ R n+d be a linear subspace of dimension d. Let π j : R n+d → V j denote the orthogonal projection onto V j . The Brascamp-Lieb constant BL((V j ) M j=1 ) is the smallest constant (possibly ∞) such that the inequality
holds for all non-negative measurable functions f j : V j → R.
Definition 2.17 (transversality). Let M be a positive integer and ν >
where V (t) denotes the tangent space of the surface S d,n at t.
Remark 2.19. The notion of transversality in Definition 2.17 goes back to [BDGuth] . In the case d = n, M = 2 it specializes to the notions used in [BD16a; Oh18] , where transversality means that V (t 1 ), V (t 2 ) do not share common directions. In the case n = 1, P 1 positive definite, M = d + 1 it specializes to the notion used in [BD15; BD17a] , because the associated Brascamp-Lieb inequality is the Loomis-Whitney inequality, and the best constant in that inequality is the reciprocal of the volume of the parallelepiped spanned by the normal directions of V j 's.
One of the main results of Bennett, Carbery, Christ, and Tao [BCCT10] says that
for every linear subspace V ⊂ R d+n , where π t denotes the orthogonal projection onto V (t). Moreover, from [BBCF17] we know that the function with values in [0, ∞]) . Indeed, it is even Hölder continuous [Ben+18] .
In order to ensure existence of transverse sets we have to make some assumptions on the surface S.
Hypothesis 2.22. Suppose that for every subspace V ⊂ R d+n one of the following holds.
(
In the cases of Theorem 1.23 Hypothesis 2.22 will be verified in Section 3.2.
Lemma 2.23. Assuming Hypothesis 2.22, there exists θ > 0 such that the following holds. For every K there exists ν K > 0 such that for every subcollection R ⊂ P(1/K) one of the following alternatives holds.
(1) R is ν K -transverse, or (2) there exists a subvariety Z of degree at most d such that
Analogues of Lemma 2.23 were also used in [BD16b; BDGuo; GZh; GZK].
Remark 2.24. The bound d on the degree is not optimal in many situations. For instance in the case n = 1 as in [BD15; BD17b] we can use a subvariety of degree 1, that is, a hyperplane. This follows from Lemma 3.7.
In the case d = n as in [BD16a; Oh18] it might have previously seemed important that only certain specific varieties can obstruct transversality. Thanks to Corollary 2.14 we can afford not to keep track of which varieties may or may not arise here.
Proof of Lemma 2.23. Let V ⊂ R d+n be a subspace. If the first alternative in Hypothesis 2.22 holds, then the BCCT condition (2.21) holds for that subspace with any choice of t j .
Suppose now that the second alternative in Hypothesis 2.22 holds. The restriction of the projection operator π t to V can be written in coordinates as a d×dim V matrix whose entries are linear polynomials in t. By the hypothesis some minor determinant of that matrix of order > d d+n dim V does not vanish for some t. Hence that minor determinant is a non-trivial polynomial of degree at most d, and the dimension of the projection is > d d+n dim V outside its zero set Z. In particular the BCCT condition (2.21) for (t j ) M j=1 holds for V provided that
which can be equivalently written as
The number on the right-hand side is < 1 and can take only finitely many values since dim(V ) is a natural number ≤ d + n. Let θ be 1 minus the maximum of the right-hand side over V . Then the BCCT condition follows from
This clearly holds for t j ∈ R j , where (R j ) M j=1 is an enumeration of R, unless the second alternative of the Lemma holds.
Finally, if the second alternative of the lemma does not hold, then the set of tuples (t j ) with t j ∈ R j is a compact subset of the set of tuples for which the BCCT condition holds. Hence by continuity of the Brascamp-Lieb constant there exists a lower bound ν K on the transversality of the tuple R.
Remark 2.25. The use of a compactness argument makes the transversality bound ν K ineffective.
2.3. Multilinear decoupling. We use a version of the Bourgain-Guth scheme [BG11] that goes back to an article of Bourgain, Demeter, and the first author [BDGuo] . In this version the degree of multi-linearity is allowed to range in an interval depending on K.
For a positive integer K and 0 < δ < K −1 the multilinear decoupling constant MulDec p (δ, K) is the smallest constant such that the inequality (2.26)
where ν K > 0 is as in Lemma 2.23. Given f J , J ∈ P(δ), we write here and later f α := J∈P(α,δ) f J for dyadic cubes α of scale ≥ δ.
The quantity on the left-hand side of (2.26) is equivalent to
where B(R d+n , K) denotes a finitely overlapping cover of R d+n by balls of radius K. LHS of (2.26) can be thought of as morally equivalent to |f R i | p , since by the uncertainty principle the functions f R i are morally constant at scale K. Following [BD17a] , we use the formally larger averaged quantity because it can be more easily obtained in the Bourgain-Guth argument.
As for Dec p , we will omit the exponent p in MulDec p when it is clear from context.
Bourgain-Guth argument. From Hölder's inequality, it follows that (2.27)
The Bourgain-Guth argument shows that the converse inequality also holds up to some lower-dimensional terms. To be precise, we will prove Proposition 2.28. Let 2 ≤ p < ∞. Assume Hypothesis 2.22 and Hypothesis 2.4. Then for each > 0 there exists K such that
It is not difficult to see that Proposition 2.28 can be proven by iterating the following result O( |log δ| log K ) many times. It is important to choose K large enough depending on since we lose a constant C in every step of the iteration.
Proposition 2.30. Let 1 ≤ p < ∞. Assume Hypothesis 2.22 and Hypothesis 2.4. Then for every K ≥ 2 and 0 < δ < 1/K we have
Proof of Proposition 2.30. Fix f J , J ∈ P(δ). Let B ∈ B(R d+n , K) and initialize (2.32)
We repeat the following algorithm.
Otherwise by Lemma 2.23 there exists a subvariety Z of degree d such that
Let G m,j (B ) := G j be given by Corollary 2.14.
Repeat the algorithm with
Since in each step we remove at least a fixed proportion θ of S m (B ), this algorithm terminates after O(log K) steps.
To avoid multiple counting, we introduce
We estimate
By Corollary 2.14 and a simple localization argument as in Remark 1.22, we have (2.36)
Next we sum over all balls B ⊂ R d+n and obtain
Let us pause and remark that it is in this step that we require logK j ≈ d,n, log K. We will absorb the factor log K byK j . In the term (2.38), we bound max α by p α and obtain
is a rescaled version of the left hand side of the above inequality. Therefore, one can use the definition of the decoupling constant and scaling. The same argument is also applied to (2.39). In the last term (2.40) by definition of the multilinear decoupling constant (2.26) we estimate
Since f J were arbitrary this concludes the proof. Proposition 2.41. Let K ≥ 1 be a dyadic integer and
2.6. Bourgain-Demeter iteration. In this section we present a version of the iteration argument of Bourgain and Demeter. Its 2 L p version was introduced in [BD15] and the p L p version in [BD17b] . The simplified version below is a special case of the iteration in [GZK] . Throughout this section let R 1 , . . . , R M ∈ P(1/K) be ν K -transverse cubes. For ρ ∈ 2 −N we define the quantity
Here L p x refers to taking the L p norm of a function depending on the x variable. We caution the reader that the quantities denoted by A in [BD17a] would correspond to our A with L p x replaced by -L p x∈B for a large ball B. Letp := max(2, pd/(d + n)) and let 0 ≤ κ p ≤ 1 satisfy
It will be important that κ p ≤ 1/2 if and only if p ≤
Proposition 2.43. We have for each 2 ≤ p < ∞, and κ p ≤ κ ≤ 1
Proof. Using ball inflation from scale ρ to scale ρ 2 we obtain
by Hölder
by
In the second bracket we observe that for every 2 ≤ p < ∞ we have
and suppose that
for some η = d(1/2 − 1/p) + σ with σ > 0. Then for every K we have
Proof. Choose ν K -transverse R 1 , . . . , R M ∈ P(1/K). Choose functions f J with p J∈P(R i ,δ) f J p = 1. Let m ∈ N be chosen later. It suffices to consider δ that are powers of 2 2 m . Let
By the hypothesis on p we have κ p ≤ 1/2. Iterating Proposition 2.43 with κ = 1/2 starting with ρ = δ 2 −m until we get to ρ = δ, at which point we use Hölder's inequality, we get
By the assumption on the linear decoupling constant this is (2.47)
By taking a supremum over all R i and f J as above, we deduce
Choosing m = d/σ we obtain the claim since (1/2 − 1/p) ≥ 2(1/2 − 1/p).
. Assume Hypothesis 2.22 and Hypothesis 2.4 with Λ ≥ d(1/2 − 1/p). Then for every > 0 we have
Proof. If is easy to see that Dec(δ) δ −η for some η = d(1/2 − 1/p) + σ with σ > 0. If η ≤ Λ, then we are done. Otherwise we will be able to decrease η. Substituting the conclusion of Proposition 2.45 into the conclusion of Proposition 2.30 gives
log K ) times we obtain
Choosing K large enough in terms of C this gives
Thus we have succeeded in decreasing η. Iterating this we can make η arbitrarily close to Λ.
Specific surfaces
3.1. Lower dimensional decoupling. In this section we verify Hypothesis 2.4.
Lemma 3.1. Let d and n be as in (1.5) and assume (1.7). Then for every 2 ≤ p ≤ 2 + 4n d and every > 0 we have
for every hyperplane H given by (2.1) with |∇L| 1.
Proof of Lemma 3.1. The case d = 1 is trivial, so we assume d ≥ 2. By a compactness argument the implicit constant can be made uniform in H, so we concentrate on showing (3.2) for a fixed H. By Theorem 2.2 it suffices to find a subspace H ⊂ H of dimension d − 2 on which the decoupling exponent is (d − 2)(1/2 − 1/p); then we can apply L 2 decoupling in the remaining direction.
By the hypothesis (1.7) there exist H ⊂ H of dimension d − 2 and λ such that λ 1 P 1 + · · · + λ n P n has full rank on H . By a change of variables we may assume H = {(t 1 , . . . , t d−2 , 0, 0)} and λ = (1, 0, . . . , 0). But in this case the claim is given by Theorem 1.23 for n = 1 and d replaced by d − 2 in view of (1.9). The only thing to be verified is the restriction on the exponents
which is equivalent to n(d − 2) ≤ d and is satisfied in the cases listed in (1.5).
3.2. Transversality. In this section we verify Hypothesis 2.22. The case n = 1 will be verified in Lemma 3.7, the case n = 2, d ≥ 3 in Lemma 3.9, and the remaining cases in Lemma 3.12.
We write
for all t.
The proof of this lemma is straightforward, and we leave it out.
Lemma 3.4. Suppose that (1.6) holds. Let V ⊂ R d+n be a subspace and let
for all t outside the zero set of some non-trivial polynomial of degree H 2 .
Remark 3.5. Since R d+n = S 1 ⊕ S 2 we have
Proof of Lemma 3.4. By the hypotheses on V we can choose a linearly independent set
Consider the vectors n j (t) := (e j , ∇P (t) · e j ) ∈ R d × R n , j = 1, . . . , d, which form a basis of the tangent space of the surface S d,n at the point t ∈ R d . Then
The matrix on the right-hand side of (3.6) can be written as
Here w i , e j , z i are all treated as column vectors. Denote H = H 1 + H 2 . Since ∇P (t) is linear in t, each H × H minor determinant of this matrix is a polynomial of degree at most H 2 in t. Suppose for a contradiction that these minor determinants vanish identically. Then also their degree H 2 homogeneous parts vanish identically, and they coincide with the corresponding H × H minor determinants of the matrix
Therefore the latter matrix does not have full rank for any t. Extending w 1 , . . . and z H 1 +1 , . . . to bases of R d−n and R n , respectively, we see that the matrix
does not have full rank for any t ∈ R d . But the latter matrix can be factored as
The latter matrix is invertible and the former is invertible for all t outside a proper subvariety by the hypothesis (1.6). This contradiction finishes the proof.
Lemma 3.7. Let d ≥ 1 and n = 1. For every proper linear subspace V ⊂ R d+n , it holds that
is contained in a subvariety of degree 1.
Proof of Lemma 3.7. We may assume dim(V ) = d. The same argument works for all other cases. Let H 2 := dim(V /S 1 ). If H 2 = 0, then by Lemma 3.3 we have
for all t outside a subvariety of degree 1.
Lemma 3.9. Let n = 2 and d ≥ 3. Let V ⊂ R d+n be a non-trivial proper linear subspace.
is contained in a subvariety of degree 2.
Proof of Lemma 3.9. Let H 2 := dim(V /S 1 ) ≤ 2. If H 2 = 0, then by Lemma 3.3 we have dim(π t (V )) = dim V for all t. Otherwise by Lemma 3.4 with H 1 = min(dim(V ) − H 2 , d − 2) we obtain
for all t outside some subvariety of degree ≤ 2. This gives the claim unless H 2 = 1, dim(V ) = d + 1. But in this case S 1 ⊂ V , so dim(π t (V )) ≥ d for all t by Lemma 3.3.
Lemma 3.12. Let d = n ≥ 2 and V ⊂ R d+n .
(1) If dim(V ) is odd, then (3.13) {t | dim(π t (V )) < (dim(V ) + 1)/2}
is contained in a subvariety of degree at most d. (2) If dim(V ) is even, then either (3.14)
{t | dim(π t (V )) < dim(V )/2 + 1} is contained in a subvariety of degree at most d or dim(π t (V )) ≥ dim(V )/2 for all t.
Proof of Lemma 3.12. Let H 2 := dim(V /S 1 ). If H 2 > dim(V )/2, then H 2 ≥ (dim(V )+ 1)/2 for dim(V ) odd and H 2 ≥ dim(V )/2 + 1 for dim(V ) even. By Lemma 3.4 with H 1 = 0 we obtain the claim in this case. If H 2 ≤ dim(V )/2, then dim(V ∩ S 1 ) ≥ dim(V )/2, so by Lemma 3.3 we obtain dim(π t (V )) ≥ dim(V )/2 for all t. A case distinction between dim(V ) odd and even finishes the proof.
Appendix A. Simultaneously diagonalizable forms
Here we prove Lemma 1.16. The case d = 2 is trivial. The case d = 3 is contained in Demeter, Guo and Shi [DGS16] . Therefore in this section we work with the case d = 4.
Let us first verify the condition (1.6). Take two linearly independent vectors u, v ∈ R 4 with u = (u 1 , . . . , u 4 ) and v = (v 1 , . . . , v 4 ). We need to show that does not vanish constantly, when viewed as a polynomial of t. We argue by contradiction and assume that this determinant vanishes constantly. Then it is not difficult to see, via calculating this determinant directly, that (A.2) det u i u j v i v j = 0 for every i < j.
This further implies that u and v are linearly dependent, which is a contradiction. Next we verify the condition (1.7). We argue by contradiction and assume that there exists a hyperplane H ⊂ R d such that 
