Determination of the location of new wells is a complex problem that depends on reservoir and fluid properties, well and surface equipment specifications, and economic criteria. Various approaches have been proposed for this problem. Among those, direct optimization using the simulator as the evaluation function, although accurate, is in most cases infeasible due to the number of simulations required.
Introduction
Numerical models are detailed and powerful predictive tools in reservoir management. While not perfect they are often the best representation of the subsurface available. Optimization methodologies run these numerical models perhaps thousands of times searching for the most profitable solution to reservoir management questions. Because of the computational time involved optimization methodologies are not used as much as they could be. Various researchers have explored speeding up optimization by either using a speedier evaluation of the objective function (i.e. simpler model or proxy for the full numerical model) or improving the efficiency of the optimization search itself. This paper uses the latter approach focussing on search improvement, yet harnesses some of the techniques often used in proxy development to allow the search to step toward optimality more skillfully.
Researchers have looked into optimization of well placement and rate using numerical simulation. Beckner and Song 1 formulated the problem as a traveling-salesman problem and used simulated annealing to optimize well location and drilling schedule. Bittencourt and Horne 2 investigated optimization of well placement using a hybrid of JHQHWLF DOJRULWKP *$ DQG SRO\WRSH PHWKRG * \DJ OHU DQG * PUDK 3 optimized production rates for a gas storage field using GAs. Aanonsen et al 4 coupled a CPU efficient reservoir simulator with an optimization algorithm and made use of a kriging proxy to find optimum well locations. Pan and Horne 5 also used kriging to decrease the necessary number of simulations required to optimize well location. Rogers and Dowla 6 and Centilmen et al 7 used neural networks as a substitute for numerical simulation.
We have been exploring search improvements in GA 8 to decrease the total number of individual simulations required for convergence of the optimization problem. The GA is popular for its strengths in avoiding suboptimal solutions, freedom from requiring derivatives, and ease of parallelization. The GA was chosen over other popular heuristic search algorithms, such as simulated annealing, because of the concept of population and the greater ease of parallelization. Parallelization obviously has the potential to speed calculations. The concept of population integrates well with the formulation of the search improvements of this work.
Some of the same traits that make the GA robust and powerful also make it slow and inexact in refinement of the solution. The GA typically has rapid initial progress during the search, but has problems locating the final optimal solution.
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Because of these limitations, this work investigated specific helper methods that can significantly improve the efficiency, speed, and exactness of the GA search. The two helper methods integrated into the GA search are the polytope method 9 and the proxy method. The two types of proxies explored are derived from kriging 10 and neural network 11 estimates. Other proxies could be considered such as simple analytical models. These helper methods were integrated into a hybrid GA and applied to a waterflood management problem for the Pompano Field in the Gulf of Mexico. This field is a complex turbidite sequence with anticlinal structure and bottom drive aquifer. It was thought that the addition of one or more injection wells could significantly increase overall field production and profitability. We considered well placement and well pumping rates to be decision variables. Maximizing net present value (NPV) was the overall objective. Again note that the searches ultimately relied on the full numerical model, however the number of function evaluations required for the search was reduced with the guidance of the helper methods.
Reservoir Description
The Pompano field extends over 5 Gulf of Mexico Blocks, Mississippi Canyon (MC) 27, 28, 72, and Viosca Knoll (VK) 989, 990 located approximately 24 miles Southeast of the Mississippi River Delta. BP Amoco and Kerr McGee hold 75% and 25% equity respectively. The Pompano platform sits in VK 989 in 1290 feet of water and is a 40 slot fixed leg platform. It is the second tallest fixed structure in the Gulf of Mexico. The platform receives production from three reservoirs: Upthrown Pliocene, Downthrown Pliocene, and the Miocene. In this paper we focus on the Miocene reservoir which comprises two thirds of the field reserves.
The Miocene sands are located in MC 28, and 72. Developing these sands has proved challenging given the large distance from the platform. The longest drillable platform wells (about 18,000 ft of lateral step out) can only reach the northern one third of the reservoir. Thus the remaining two thirds in the south were developed from a 10 slot subsea template located in MC 28 in 1800 ft of water. The template is tied back to the VK989 platform via two 8 inch flowlines approximately 4.5 miles in length.
Production from the Miocene commenced in April 1995. The oil has very favorable properties which help in achieving high production rates. API gravity is 32°, viscosity is 0.38 cp, and the gas-oil ratio (GOR) was initially 1037 SCF/STB and climbing with increased production. The very restricted range of variability in the producing wells emphasizes the connectivity in the Miocene reservoirs. There are 12 wells in operation, five drilled from the platform to the north during phase I, and seven drilled from the template during phase II. The average initial flow rate was 7880 STB/D for the five phase I wells and 6343 STB/D for the seven phase II wells.
The Miocene sands were deposited as mid-slope turbidites in a large aggradational channel complex. There is significant connectivity between channels as younger channels frequently eroded into previously deposited ones. Pressure depletion in successively drilled wells suggests that most of the reservoir complex is in pressure and fluid continuity. Grain size ranges from very fine to medium, with the bulk being fine grained. The average thickness of the Miocene sand is 50 net ft of oil (NFO) in a vertical target interval of 300 to 400 ft, and the thickest sand penetrated is 110 ft NFO in a singles sand.
A north-south trending channel system draped over eastwest trending structural nose forms the trap. The channel sands are laterally confined by the shales and silty shales of the overbank deposits. An oil-water contact at -10,200 ft true vertical depth subsea (TVDSS) has been penetrated on the southern edge of the field and is implicated on the north/northwest end by seismic interpretation and water production. Maximum hydrocarbon column height is approximately 600 ft. The large aquifer system below, estimated to be three times larger then oil in place, is judged to be an advantage to help offset pressure losses during reservoir depletion.
A geological reservoir model based on seismic data (acoustic impedance) and tied to appraisal wells was built. The heterogeneous anticlinal turbidite reservoir was discretized into an approximately three million cell blocks at seismic resolution. It was then scaled up to a 40,000 cell block simulation model, with dimensions of 40x40x25 having 7,533 active cells. The 3D visualization of the grid for the numerical model is given in Fig. 1 . Sensitivity runs with the simulation model suggested that an injector placed in the northern Miocene, (where aquifer size is believed to be more limited than in the south) had the potential of adding an additional 10 MMBOE of recoverable reserves. A more detailed investigation of the location and pumping rates of injectors was studied in this work.
Methods
The optimization technique used is based on GA. The two helper methods, polytope method and proxy method, are introduced to overcome the common GA pitfall of poor refinement of the solution in later iterations.
Genetic Algorithm
GA is a stochastic and structured search technique. The GA is favorable for its ability to avoid suboptimal solutions, freedom from derivatives and ease of parallelization. A set of solutions (population) is kept at each iteration (generation) and the solutions are modified in parallel. The GA crossover operator provides a means for information exchange among solutions, while the mutation operator introduces variety into the population. Simple GAs employ crossover, mutation, selection based on objective function value and binary data structures. Several improvements have been suggested for the simple GA. Among these, rank based selection, elitism and integer data structures have been utilized for this work. Details and theory of GAs can be found in literature 8 .
Helper Methods
Polytope Method: The polytope algorithm is a direct search "hill-climbing" method that can be utilized with n+1 linearly independent points in an n-dimensional search space. The method was first established by Nelder and Mead 9 , and was used for maximization in this study. Bittencourt and Horne 2 have also investigated hybridizing the GA with the polytope method. The polytope method does not require derivatives, thus is suitable for the purposes of this study. The polytope method is used to guide the search towards the optimum. Large polytopes constructed during the optimization process act similarly to a structured mutation operator, forcing the search towards unvisited parts of the search space. Smaller polytopes on the other hand are local hill-climbers. The combination of stochastic search and hill-climbing search has the potential to avoid suboptimal solutions while retaining small scale precision.
Proxy Method: In cases where the evaluation function is expensive to compute it may be feasible to create a proxy that approximates the behavior of the actual evaluation function. Computation of this proxy should be inexpensive. This cheap proxy can then be used to replace the actual evaluation function during the large number of iterations of the optimization process. Earlier researchers have looked into using proxies for numerical models [4] [5] [6] [7] . Such a proxy method requires an initial investment of numerical simulations that will be used to calibrate the proxy in order to make it as accurate as possible. Optimization is then carried out with the proxy instead of the full numerical model. The result has to be verified with the full numerical model at the end or at intermediate stages of such a study.
The points evaluated during the progression of the GA can be used to estimate the unvisited points in the search space by calibrating and using a proxy. There are several techniques that can be used as proxies. Among those, kriging and neural networks have been investigated here.
Kriging: Kriging can be used to create a proxy. Previously kriging has been used in a similar fashion by Pan and Horne 5 and also Aanonsen et al 4 . Kriging is an algorithm based on the theory of regionalized variables and can be used as a multidimensional interpolation and extrapolation algorithm. Kriging estimates are exact at data locations (i.e. they honor the data), which is a very favorable property for our purposes. Ordinary kriging was used in this study since there is no prior information about the mean. The power variogram was chosen after some experimentation with synthetic cases. Although not investigated in this study, when there are sufficient number of points, a variogram could be fit to capture the correlation between evaluated points.
Neural Networks: Neural networks have also been used as proxies. Rogers and Dowla 6 have investigated using neural networks as a proxy for a groundwater numerical model. Neural networks consist of connectors that have weights and nodes that maintain some kind of threshold function 11 . Neural networks are particularly useful in pattern recognition and nonlinear regression. The error backpropagation network was used in this study. This network maps a set of inputs to the objective function value. The neural network has to be trained (calibrated) using simulation results. A schematic network used in this study is given in Fig. 2 . The size of the network determines its range of representativity. Smaller networks are easier to calibrate but may not replicate complex functions accurately. Larger networks on the other hand are harder to calibrate but can represent complex functions accurately. Excessively large networks combined with excessive training may cause overfitting and generalization problems. An overfitted network will replicate the training data set accurately, but will do poorly on data sets that it has not seen in training (ie generalization).
Hybridization
In this study GA was hybridized with the helper methods, the polytope and the proxy method. This hybrid genetic algorithm (HGA) is able to avoid suboptimal solutions while maintaining refinement accuracy. The helper methods were integrated within the steps of a conventional GA.
A polytope is constructed from the three best individuals of the generation and the polytope method is used to generate a new potential member of the population. If the solution is improved, then the individual with the lowest function value (worst solution) is replaced and the GA is resumed. The polytope method will require several (one to three) function evaluations per generation. The polytope method is applied once per generation.
To integrate the proxy method, a database of visited points is constructed and updated whenever a numerical simulation is made. This database is used to construct the proxy. Using this proxy, estimations are made for the unsimulated points. The maximum point of the proxy representation of the evaluation function is found by a recursive call to the optimization with the proxy replacing the numerical model. This proxy maximum is evaluated by the numerical model, and if better than the best solution, the worst solution in the generation is replaced. The proxy method requires only one function evaluation per generation.
The flowchart of the HGA is given in Fig. 3 . In earlier work the hybrid method outperformed ordinary GA for some synthetic reservoir models in the optimization of well placement 12 .
Other Search Improvement Techniques Invalid Point Interpretation: A point in the search space is considered invalid when it has one or more wells penetrating only inactive blocks in the numerical model. Such points could be given a fitness of 0. However such an approach disrupts the effectiveness of the helper methods and also penalizes the blocks closer to the boundary of the reservoir, which in reality may be feasible injector locations. Invalid points in this study were assigned a value 90% of the fitness of the closest valid point, which enables easier proxy calibration and better located polytopes. This approach is analogous to the penalty function approach used in constrained optimization.
Indexing: Indexing of well-blocks is important since it determines the behavior of the evaluation function. Bittencourt and Horne 2 indexed active cells only, arguing that (i,j) indexing is not suitable because the optimization algorithm could place wells in inactive regions. Several types of wellblock indexing were investigated for a synthetic case and it was discovered that (i,j) indexing of wells is most suitable for optimization algorithms since other kinds of indexing may introduce artificial noise due to the discontinuities in the indexed search space.
Local Mutation: In order to further resolve the issue of refinement, local mutation is proposed. The best solution at each generation is perturbed within a given range and probability. This lowers the chance of missing better points close by. Local mutation is similar to the perturbation made during simulated annealing, although here the range and probability of the perturbation is kept constant throughout the run.
Algorithm Parameters
The HGA paremeters need to be specified. Ideal parameters for the GA, polytope method, kriging, neural networks and other extensions were first determined by experimentation. The same set of parameters was used for all the subsequent runs. The parameters are given in Table 1 . The GA mutation probability per individual (0.6) is much higher than commonly used in GA search. A high mutation probability is necessary to balance the deterministic nature of the helper methods. A population size of 7 was used for all the runs, which is much lower than generally used for optimization with ordinary GAs. With the HGA it is possible to achieve high performance even with such a small population size 12 .
Results
The optimum placement and pumping rate of up to four injector wells was investigated. Decision variables were the well locations and water pumping rates. The evaluaion function was a full finite difference numerical model of the field. The objective function was the NPV. The parameters for NPV calculations are given in Table 2 . There are 12 existing producers in the field, which have been producing without any water injection for 2.6 years. Rate history of the field was reproduced by rate controlled producers for the first 2.6 years of simulation. When the injectors were introduced, control on producing wells was switched to bottom hole pressure. Injector wells were controlled by surface pumping rate.
Optimization of Single Well Location with Constant Rate
The HGA was used first to optimize the location of one injector. Fixing the pumping rate decreased the size of the search space and the relatively small search space enabled the exhaustive simulation of every possible well location. The exhaustive run for this problem was made by carrying out a simulation at every possible active cell in the numerical model. The corresponding incremental NPVs from the noinjection case for each well location were calculated from the simulation output. The resulting incremental NPV surface is shown in Fig. 4 . This NPV surface is very noisy. Gradient based techniques would fail miserably in locating the global maximum for this surface. The global maximum on this surface is at (27,14) with an incremental NPV of $18 million. Note that some injector well locations result in loss. Posession of such an exhaustive run provided the means to carry out sensitivity analysis without further simulation. When the HGA placed a well on the numerical model, the corresponding NPV could be looked up from a table.
While it is the simplest, this problem offers the most control in overall performance assessment because the exhaustive run is possible. The exhaustive run also provides insight about the more complex well optimization problems of similar sort. Ten runs were made for each case considered since the process is stochastic. A mean and standard deviation value was obtained for each case.
The total simulation time was 4.6 years with 2 years of water injection. Various combinations of the proposed methods were experimented with for this problem. The number of simulations consumed to correctly locate the optimum well location are given in Table 3 and visualized in Fig. 5 . It is observed that ordinary GA performs poorly with an average of 184.2 simulations. Utilization of the polytope method with the GA improves the search efficiency and the average number of simulations required to correctly locate the optimum location is decreased to 122.9. Utilization of kriging further improves the algorithm eficiency and the average number of simulations is 72.9 for this case. The hybrid with GA, polytope method and neural network is less efficient with an average of 164.5 simulations. It should be noted that this is still better than the ordinary GA. However several issues influence the efficiency of the neural network proxy. The size and structure of the network and the number of training iterations were kept constant througout the optimization process. The neural network estimates are poor initially since the network overfits the little number of points at the earlier generations. Network estimates are also poor at later generations when there are a lot of points for an accurate estimation. In other words the network does not generalize at early generations and is not representative enough at later generations. This problem with the neural network proxy is illustrated in Fig. 6 . Although not investigated in this work this problem may be overcome by varying the size and structure of the networks and also the number of training iterations as the optimization algorithm progresses.
The effect of invalid point interpretation and local mutation was also investigated. It was observed that when invalid point interpretation or local mutation were not used the helper methods were less efficient. The effect of invalid point interpretation and local mutation on algorithm performance is summarized in Fig. 7 .
The kriging estimate of the NPV surface for one of the runs using GA, polytope method and the kriging proxy is shown in Fig. 8 . The black dot in these plots is the location of the global optimum. It is seen that as generations progress and more points are visited, the kriging estimates get better and eventually at generation 6, the algorithm correctly locates the optimum well location resulting in the highest NPV.
Optimization of Multiple Well Locations and Pumping Rates
The configuration and pumping rate of up to four wells was optimized using the HGA. In these cases it is not feasible to carry out exhaustive runs since the search space size is very large and a very large number of simulations would be necessary. The pumping rate was discretized into ten intervals from 1000 STB/D to 10,000 STB/D. Search space sizes for the problems considered are shown in Table 4 . Runs were allowed to iterate for 200 generations before termination. Simulation times were a total of 10.6 years with 8 years of injection. Results are given in terms of incremental NPV from the base case, where there is no injection. The configurations and rates of injection wells proposed by the HGA and the resulting NPVs are given in Table 5 . The locations of the existing producers and the proposed injector locations are plotted in Fig. 9 through Fig. 12 . From the results in Table 5 , it is observed that water injection increases profit and that four injectors with the proposed configuration is the most profitable solution.
1 Injector: The algorithm converges to an (i,j) location of (26,13) and a pumping rate of 10,000 STB/D. Well location is shown in Fig. 9 . This location has the best balance between injectivity, pressure maintainance and water cut. The pumping rate hits its upper limit suggesting that the pressure maintainance factor was dominating. The incremental NPV is $80 million.
2 Injectors: The locations for two injection wells proposed by the HGA for highest NPV are shown in Fig. 10 . These locations have favorable rock properties and are strategic for better sweep and pressure maintainance. In this case the pumping rates of the two wells are 6000 STB/D and 7000 STB/D. The pumping rates do not hit the upper limit in order to prevent high water cut. The HGA solution is intuitive in that it provides a good balance between pressure maintainance and water production. The incremental NPV is $107 million for the two wells case.
3 Injectors: The well locations proposed by the HGA for the placement of three injection wells are shown Fig. 11 . The proposed configuration results in an incremental NPV of $132 million.
4 Injectors: For the four well placement problem, the HGA places the wells as shown in Fig. 12 . This solution is the most profitable since it has the highest incremental NPV of $141 million.
Discussion of Results
In all the cases considered the HGA proposes intuitive solutions. A reservoir engineer would not oppose the well locations and pumping rates poposed by the HGA. It should be noted that, different from a human being, the optimization procedure is able to evaluate all the effects of hundreds of factors in a straightforward and precise manner. Some of these factors are rock and fluid properties, physics of flow through porous media, economic parameters, etc. Most of these factors have nonlinear and implicit effects on the objective function, which are hard to evaluate manually.
The well placement problem for the Pompano field has also been studied by the DeepLook consortium 13 . Johnson and Rogers 14 used a neural network proxy for the numerical model. Although the reservoir simulator and the economic parameters for NPV calculations were different in this study, a qualitive comparison is noted. Johnson and Rogers proposed 25 candidate locations for injection wells based on injectivity concerns. The determination of these 25 locations was based on reservoir properties thus was independent of the objective function (NPV). The optimum location for the single injector placement problem, for which the optimum was found explicitly here through exhaustive simulation, does not fall onto any of these 25 locations. Also comparison was made for the three injector placement case. The top ranked three well optimum configuration was run through the HGA for pumping rate optimization. The resulting NPV of the project was $43 million less than the solution proposed by the HGA. Thus there is evidence that a preselection of locations based on criteria other than the objective function can be limiting.
Conclusions
A hybrid method of GA, polytope method and proxy method was developed. The methods in the hybrid compensated for weaknesses of each other, resulting in an algorithm that outperformed the individual methods. Kriging and neural networks were used as proxies. The kriging proxy was very efficient while the neural network proxy still has issues to be adressed. Invalid point interpretation, local mutation and (i,j) indexing of wells were investigated and it was shown that they improved search efficiency. The HGA was applied to the injector placement problem for the Pompano field. The HGA proposed intuitive solutions. Waterflooding with four injectors was the most profitable option with an incremental NPV of $141 million compared to the no-injection case. Results were also compared to earlier DeepLook proposals and it was demonstrated that preselection of well locations based on criteria other than the objective function may be limiting.
The HGA and the proposed approach for optimization of well placement and pumping rate is very general and has potential to highlight the better solutions that may be unnoticed by other techniques. Invalid point scaling factor 0.9 Local mutation probability 1.0 Local mutation range 4 grid blocks 
