Abstract-Automatic optical fiber alignment is the key to reducing the cost of the packaging process for the manufacturing of fiber-optic devices. This paper develops a vision-based active optical fiber alignment technique for coarse positioning using a piezoactuated moving platform that is controlled to reduce the alignment difference to within a certain degree. To overcome the adverse effect of the delay time between the motion control system and the vision system, the methodology based on the multirate control scheme is presented. Experimental results verify the effectiveness of the proposed approach.
I. INTRODUCTION

S
INCE optical fiber communication technology is well developed and the bandwidth of optical fiber transmission is several hundred times greater than that of cable transmission, the optical fiber communication system has become mainstream in wired communications. Because of this, the development of a high-precision alignment technique for optical fiber assembly cannot be overlooked as it helps to reduce costs.
In general, the alignment techniques for optical fiber assembly can be divided into two categories-passive and active [1] . In the passive alignment technique, elements are aligned by using either passive alignment structures or patterned alignment marks [2] . In contrast, the active alignment technique employs a motion stage to adjust the positions of optical fibers so that the alignment accuracy is satisfactory. In the active alignment technique, the feedback signals for the high-precision multiaxis motion stage are obtained from the power meters [3] or machine vision techniques [4] . In general, the active alignment technique consists of two steps-coarse positioning and fine positioning. Recently, the idea of visual servoing [5] , [6] has been applied to solve the problem of fabric defect detection [7] and microassembly [8] . In our previous study ( Fig. 1 ) on automatic vision-based optical fiber alignment for the coarse positioning process [9] , the multirate control scheme [10] , [11] is adopted to reduce the error due to the delay between the motion control system and the vision system. Since the piezoelectric actuated (PEA) device is a nonlinear element with hysteresis property, a B-spline inverse hysteresis model was developed to deal with the inherent hysteresis of the piezoelectricity-actuated motion stage. In addition, a fuzzy logic feedback controller was employed to reduce the effect due to uncertainty. In this paper, a cerebellar model articulation controller (CMAC) [12] , [13] is exploited to replace the B-spline inverse hysteresis model and acts as a feedforward compensator. In the proposed control scheme, hysteresis is mainly dealt with by the CMAC-based feedforward compensator, while a PI-type feedback controller is used to cope with the disturbance. Several experiments have been conducted to verify the effectiveness of the proposed approach.
The remainder of this paper is organized as follows. Section II describes the experimental setup. In Section III, a brief introduction to the control block diagram of the visual servoing structure developed in this paper is provided. Finally, experimental results and conclusions are presented in Sections IV and V, respectively. Fig. 2 shows the automatic optical fiber alignment platform developed in this paper. One optical fiber is placed on the fixed platform at the right side, while the other optical fiber is placed on the movable platform driven by a piezoactuator at the left side. In addition, a charge-coupled-device camera, which is fixed above the motion stage, is used to measure the alignment difference between the optical fibers to be aligned. Based on the measured alignment difference, a control strategy is designed to guide the piezoactuated motion stage to reduce the alignment difference.
II. HARDWARE DESCRIPTION
The PZT motion stage has a nominal displacement of 0-40 μm under an input voltage of 0-150 V. A strain gauge sensor with a 0.1-μm resolution is used to measure the displacement of the PEA device. The power amplifier with a gain that is equal to 30 is used to drive the PEA device. The control input voltage, which is computed in a program running on a DSP card, is sent to the actuator through a 12-b D/A converter. The output displacement signal from the strain gauge is sampled by an A/D converter, and the sampling time is set to 1 ms.
The light source used in the vision sensor is a coaxial system generated by a 100-W halogen-type light source. The camera used in this paper is a Sony XC-ST50 768-× 494-pixel camera with a 30-Hz frame rate. The camera and the coaxial lighting system are mounted above the optical fibers to be aligned, as shown in Fig. 1 . Image acquisition and processing are performed using a computer with an AMD processor running at 1.4 GHz under Windows 2000. The captured image is converted to digital data using a frame grabber made by MuTech Technology (model MV-510). All the image processing algorithms are written in Visual C++ language.
III. VISUAL SERVOING STRUCTURE
The block diagram of the visual servoing control structure adopted in this paper is shown in Fig. 3 . Detailed descriptions on the subblocks are given in the following.
A. Multirate Sampler
In general, the sampling time T y for system output is several times larger than the sampling time T u for control input. In Fig. 3 , T y , the sampling time of the outer vision loop, has a value around 33 ms. On the other hand, T u , the sampling time of the inner servo loop, is 1 ms. Since the sampling frequency of the servo loop is 33 times faster than that of the vision loop, the time interval between iT y and (i + 1)T y can be divided into 33 subintervals of equal length (i.e., 1 ms). The multirate sampler in Fig. 3 is used to convert the image plane error which is sampled at 30 Hz to a 1-kHz error signalê. Its mathematical model is expressed aŝ
where
is the error at the kth time instant, T v = 33 ms is the sampling time for the outer visual loop, and T u = 1 ms is the sampling time for the inner servo loop; mod represents the modulo operation that is used to find the remainder of division.
B. CMAC-Based Positioning Control of PEA Device
In Fig. 3 , the positioning control structure indicated by the dash-line box consists of a CMAC-based feedforward compensator and a PI-type feedback loop controller. CMAC is used to compensate for the hysteresis effect in the PEA device, while the PI-type feedback loop controller is designed to stabilize the system and to eliminate the effect due to disturbance.
The advantages of the CMAC include fast learning speed, fast computation, local generalization, and high convergence rate. The CMAC has been successfully applied to function approximation [14] and robot control problems [15] . The basic structure of the CMAC algorithm is shown in Fig. 4 , where the input state vector S is quantized and divided into several discrete states, namely, S = (s 1 , s 2 , . . . , s N ) . These discrete states are mapped to different memory indexes. The actual output y s i of each discrete state can be expressed as
where a s i is a memory index vector of the ith state, w is a memory weight vector, and N m is the total physical memory size. In this paper, the supervised learning control structure from [16] is adopted. In each sampling time interval, the weights are adjusted based on the tracking error between the CMAC output u C and the total control input u. The output of the CMAC in Fig. 3 is expressed as
The weight learning rule of the CMAC is
where k indicates the sample number, λ is the learning rate, and N e is the number of memory locations.
C. Feature Extraction
In the vision system used in this paper, an image frame has a size of 640 × 480 pixels. As a result, a full search for the target inside an image frame usually takes quite some time that may lead to performance deterioration of the visual servoing system. In order to speed up the search process, only four regions of interest (ROIs) with a size of 30 × 480 pixels will be searched to find the center position of the fibers to be aligned, as shown in Fig. 5 , in which four small white blobs can be found, and they can be considered as four "points" or centroids. Since any two points can uniquely determine a straight line, two straight-line equations that pass through these four "points" can be found. The details concerning the derivations of these two straight-line equations are described in the following.
Denote (C x (0), C y (0)) and (C x (1), C y (1)) as the coordinates of the centroids of the two detected blobs on the left side of the captured image. Similarly, denote (C x (2), C y (2)) and (C x (3), C y (3)) as the coordinates of the centroids of the two detected blobs on the right side of the captured image. The coordinates of the centroid for each blob are computed using
where B(i) denotes the ith image blob, i.e., ROI #i in Fig. 5 , and N denotes the total number of pixels with gray level 0 in the ith blob. 
The angle between these two straight lines can be calculated using
By rotating θ degrees clockwise, the equation for the left straight line becomes
where b L represents the y-intercept after rotating. The distance (in pixels) between these two lines iŝ
which also represents the alignment error in the image plane, as shown in Fig. 3 .
IV. EXPERIMENTAL RESULTS
Two experiments are conducted to evaluate the performance of the proposed approach. Without loss of generality, only a 1-D alignment task in the vertical direction is performed.
1) Experiment #1 Closed-Loop Control-PI Feedback Control Combined With CMAC Feedforward Compensation:
In this experiment, the amplitude of the input triangle waveform is varied, in which the amplitude of the first cycle is 12 μm, the amplitude of the second cycle is 24 μm, and the amplitude of the third cycle is 36 μm. From the experimental results shown in Fig. 6 , it is clear that the proposed PI feedback control combined with CMAC feedforward compensation exhibits satisfactory performance.
2) Experiment #2 Optical Fiber Alignment Using Visual Servoing: The purpose of this experiment is to compare the performance of the proposed approach and the one developed in [9] . Two cases are considered-single-rate and multirate samplers. Without loss of generality, only a 1-D alignment task in the vertical direction is performed. The initial distance [i.e., e in (9)] in the captured image between the optical fibers to be aligned is 5 pixels. The experimental results for the approach developed in [9] are shown in Fig. 7 , while the experimental results for the proposed approach are shown in Fig. 8 . The experimental results indicate that the proposed approach outperforms the one developed in [9] . In addition, the results also reveal that the settling time for the experiment using the multirate sampler is shorter than that for using the single-rate sampler for both approaches.
V. CONCLUSION
This paper has developed an automatic vision-based optical fiber alignment technique for the coarse positioning process. In the proposed approach, a CMAC-based feedforward compensator combined with a PI-type feedback controller was proposed to overcome the adverse effects due to the hysteresis and disturbance in the PEA device. Moreover, the multirate technique is exploited to cope with the visual loop latency problem. Experimental results indicate that the proposed approach exhibits satisfactory performance.
