Abstract. We prove that if a real-valued function of the plane sums to zero on the four vertices of every unit square, then it must be the zero function. This fact implies a lower bound in a "coloring of the plane" problem similar to the famous Hadwiger-Nelson problem, which asks for the smallest number of colors needed to assign every point in the plane a color so that no two points of unit distance apart have the same color.
INTRODUCTION.
The first problem from the 2009 Putnam exam asks, "Let f be a real-valued function on the plane such that for every square ABCD in the plane, f (A) + f (B) + f (C) + f (D) = 0. Does it follow that f (P) = 0 for all points P in the plane?" Spoiler alert: The answer is yes, and here is a proof. Let P be an arbitrary point in the plane, and arrange eight other points A, B, C, D, E, F, G, H in the plane as in Figure 1 , so that ACHF is a square with center P and B, E, G, and D are the midpoints of AC, CH, HF, and FA, respectively. Each square produces an equation; the square ABPD, for example, tells us that f (A) + f (B) + f (P) + f (D) = 0. Adding the four equations from the four small squares, then using the fact that ACHF and BEGD are also squares, shows that 4 f (P) = 0 and so f (P) = 0.
Note that the various squares involved do not all have the same size. ABPD, for example, is smaller than BEGD, which in turn is smaller than ACHF. Is that a necessary feature of any solution, or can we find a proof that makes use of squares all with the same side lengths? In other words, suppose we are given only that the condition f (A) + f (B) + f (C) + f (D) = 0 holds whenever ABCD is a unit square, that is, a square with side length 1. Does it still follow that f must be the zero function?
The answer, it turns out, is again yes. Not surprisingly, arriving at this result is more difficult than solving the Putnam problem, but our proof nevertheless uses only high school algebra and geometry. In Section 2, we present our solution, which takes a pleasant and meandering journey before reaching its final destination. In Section 3, we provide a brief history of the long-standing Hadwiger-Nelson problem (which asks for the smallest number of colors needed to color the plane so that no two points of distance 1 from each other have the same color), and then show how our main theorem sheds some light on this question and other closely related questions.
PROOF OF THE MAIN RESULT.
In this section, we prove the following theorem.
Henceforth, if a function satisfies the hypothesis of Theorem 2.1, we will say it satisfies the unit square condition. Figure 1 offers us a clue as to how to prove Theorem 2.1. Each point corresponds to a variable, and each square corresponds to a linear equation those variables must satisfy. The key is the "rotated" square BEGD, which produces an extra equation without introducing any additional variables. The main idea of our proof, then, is to rotate a collection of unit squares so that the resulting figure contains, on average, many unit squares per vertex. Applying this approach and then following our noses leads to a lemma (Lemma 2.2) that takes us from the unit square condition (a statement about four noncollinear points) to a more useful statement about six collinear points. 
Proof. We can arrange a coordinate system so that r = (0, 0) and u = (1, 0). We begin by observing that the value of f on integer lattice points is determined by its values on the axes. More precisely, let X a,b = f (a, b), P a = X a,0 , Q b = X 0,b , and θ = X 0,0 . It follows by repeatedly applying the unit square condition (i.e., using four double inductions on a and b, one for each quadrant) that for any integers a, b, we have
We remark that the integer lattice alone is not sufficient to force f to be the zero function; a "checkerboard" of 1's and −1's shows otherwise. With that in mind, we now rotate the integer lattice so that the new lattice has many points in common with the old lattice. To do so, we take advantage of a 3-4-5 right triangle. Let 
The intersection points of the two lattices give us relations between the values P a , Q b , U a , V b . Specifically, we have
for any integers j, m. Combining equations (1), (2), and (3) and then simplifying, we get
for any integers m, j. Our next goal is to eliminate variables one at a time from equation (4) until we have only Ps. First we wipe out the U s. To do so, take j = 0 to get that
Substitute (5) back into (4) and collect variables of the same type to get that
Next, we take aim at the V s. Substitute −7r for j in equation (6) to get
for any integers r, m. Substitute j + 7r for j and m + 5r for m in equation (6) to get
Observe that the right-hand sides of the three equations (6), (7), and (8) contain only three V variables, namely V −7m , V 5 j−7m , and V −7m−35r . (As you may have suspected, that was the reason for all those substitutions.) So with the appropriate manipulations-namely, subtract (7) from (6), multiply the result by (−1) r , and set it equal to (8)-we find that
Finally, we lay waste to the Qs. Equation (9) is a relation between the values of f on certain points on the coordinate axes. Because this equation was derived using only the unit square condition, we can shift all of those points to the right one unit and obtain the following new relation for the values of f at the shifted points:
Using equation (1), this equation becomes
Observe that the right-hand side of equation (11) is precisely the negative of the right-hand side of equation (9). For the values r = −1, m = 4, j = 6, equations (9) and (11) both hold, giving us
Equation (12) tells us about a relationship between values of f on certain points along the horizontal coordinate axis. Employing our favorite trick, we can slide this relationship back and forth at will, because it ultimately derives from the unit square condition, which is invariant under rigid motions. So, by shifting to the left 1 unit, we find that
Unwinding our variable definitions, we see that (13) 
Observe that u 1 , u 2 , u 3 , and u 4 all have magnitude 1, and that 12u 1 + 12u 2 = e 1 = (1, 0) and 12u 3 + 12u 4 = e 2 = (0, 1). Let f be a function satisfying the unit square condition, and let n ∈ {0, 1, 2, 3, 4}. We will prove the following claim: If f is invariant under translation by 12u j for all integers j with 1 ≤ j ≤ n, then f is the zero function. Note that the case n = 0 is precisely our theorem, so it suffices to prove this claim.
The proof will be by reverse induction. For the base case (n =
Now we prove the claim for n = k − 1, assuming it has been proven for n = k, where k ∈ {1, 2, 3, 4}. Define two functions g and h from R
. Then g and h each satisfy the unit square condition, and each are invariant under translation by 12u j for all integers j with 1 ≤ j ≤ k − 1. Moreover, note that by Lemma 2.2, we have
So h is invariant under translation by 4u k and hence also by 12u k . By the inductive hypothesis, h is the zero function. It follows that g(x + 3u k ) = −g(x) for all x. So g also is invariant under translation by 12u k and therefore is the zero function. From this we see that f (x + u k ) = − f (x) for all x, which by similar reasoning implies that f is the zero function, as desired.
COLORINGS OF THE PLANEÀ LA HADWIGER-NELSON. The classic
Hadwiger-Nelson problem asks the following. Suppose we wish to assign each point in the plane a color so that no two points of distance 1 from each other have the same color. What is the smallest number of colors needed? It has been known since 1961 that at least 4 colors are needed, as shown by the Moser spindle [3] , which is depicted in Figure 3 . Moreover, a book [2] published in 1964 uses a hexagonal tiling as in Figure 4 to meet the requirement using only 7 colors. So the smallest number of colors needed is at least 4 and is no more than 7. For the past half-century, no improvement has been made on these bounds. We remark that there is not universal agreement as to who originally posed this problem or what it should be called. A more extensive discussion of the problem (including a history of the tangled web of attributions) can be found in [4] .
The question can be formulated easily in the language of graph theory. Namely, let G be the graph whose vertex set is R 2 so that two vertices are adjacent if and only if they are distance 1 from each other. Hadwiger-Nelson asks for the chromatic number of G. As a corollary to Theorem 2.1, we obtain a lower bound on the chromatic number of a similar graph. In other words, define a graph whose vertex set is R 2 , where two vertices are adjacent if and only if the distance between them is either 1 or √ 2. We will show that the chromatic number of this graph is greater than or equal to 5.
Proof.
Temporarily assume that such a coloring is possible with only 4 colors, say, orange, yellow, blue, and hot pink. Observe that all four colors are needed for the four vertices of any unit square. Define a function f : R 2 → R by f (x) = 3 if x is orange and f (x) = −1 otherwise. Then f (A) + f (B) + f (C) + f (D) = 0 whenever ABCD is a unit square. So by Theorem 2.1, f is the zero function, which contradicts the definition of f . Figure 4 is not a proper 7-coloring of the plane with respect to the distance set {1, √ 2}. By carefully analyzing Figure 4 , however, we can make the appropriate adjustments. The 7-coloring in Figure 4 is obtained as follows. Working modulo 7, for any hexagon with value n, assign the value n + 1 to the adjacent hexagon im-mediately below it, and assign the value n + 2 to the adjacent hexagon immediately up and to the right of it. (On the boundary, assign the value of any adjoining hexagon.) The result is that any hexagon H with value n has a "bubble," two hexagons deep, surrounding it, so that none of the hexagons in the bubble have value n. Moreover, two hexagons deep is just deep enough so that given any point p in H , the circle of radius 1 centered at p lies entirely within that bubble, as illustrated in Figure 4 . A line segment of length √ 2 with one end at p, however, may extend outside the bubble. To preclude this situation, we must find new values that create a bubble three hexagons deep. To do so, we work modulo 13. For any hexagon with value n, assign the value n + 1 to the adjacent hexagon immediately below it, and assign the value n + 3 to the adjacent hexagon immediately up and to the right of it. This time, the circles of radius 1 and √ 2 both lie in the bubble, as depicted in Figure 5 . The result, then, is a 13-coloring of the plane with the property that no two points of distance 1 or √ 2 from each other have the same color. So the number of colors needed is at least 5 and no more than 13. Note that in Corollary 3.1, we have shown that at least 5 colors are needed without finding any specific subset of the plane that requires at least 5 colors. Indeed, a similar argument produces the lower bound of 4 for the original Hadwiger-Nelson problem without the need for the Moser spindle or any such figure. First, we establish that a function f : R 2 → R that sums to zero on the vertices of any equilateral triangle of side length 1 must equal zero everywhere. Recursively draw circles of radius √ 3, first centered at the origin, then centered at all points previously drawn. These circles fill up the plane, thereby showing that f must be the constant function, hence the zero function. The lower bound of 4 now follows immediately from a proof just like that of Corollary 3.1. (Indeed, using higher-dimensional analogues of regular tetrahedra with side length 1, we can likewise show that at least n + 2 colors are needed for R n .) We move now into speculative territory. The preceding discussion suggests a possible two-step strategy for improving the current best lower bound in the HadwigerNelson problem. The first step would be to find a set S of 4k points in the plane such that any 4-coloring of S that forbids the distance 1 must use each color exactly k times.
Remark 3.2.
In other words, in graph-theoretic language, find a finite unit distance graph with chromatic number 4 so that any proper 4-coloring uses all four colors equitably. Assuming 4 colors suffice, define a real-valued function f of the plane with value 3 on points of the first color and −1 everywhere else. Observe that f sums to zero on any set congruent to S. The second step would be to argue that any such function must vanish everywhere.
As for the second step, it is not unreasonable to hope that Theorem 2.1 can be extended to sets other than unit squares. In a recent MONTHLY article [1] , de Groote and Duerinckx prove that if E is any finite subset of R 2 , and f is a real-valued function of the plane that vanishes on all sets directly similar to E (that is, the image of E under the composition of a translation, a dilation, and a rotation), then f must be the zero function. In fact, consider the group AGL(2, R) of all affine transformations of the plane. (An affine transformation is a translation composed with a linear transformation.) Suppose that G is a subgroup of AGL(2, R) such that point stabilizers are transitive and abelian. They show more generally that for any finite subset E of the plane, if f sums to zero on g(E) for all g ∈ G, then f is the zero function. We note that Theorem 2.1 is not a special case of their result, because for us the relevant group is the group of rigid motions of the plane, so our point stabilizers are not transitive. It is natural to ask, then, whether the intersection of the extensions of their result and ours holds. In other words, let E be a finite subset of R 2 , and let f : R 2 → R. Suppose that whenever E is an image of E under a rigid motion of the plane (i.e., whenever E is congruent to E), then the sum of f over the elements of E is zero. Does it follow that f vanishes everywhere?
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