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 要  旨 
近年, HPC（High Performance Computing）と呼ばれる高性能計算技術に関する研究が盛ん
に行われている. その中でも特に注目されているのが, GPUと呼ばれるグラフィックス処理に特
化した半導体チップを汎用的な計算に用いる, GPGPUという手法である. GPUはクラスタやスー
パーコンピュータなどの他のHPC環境に比べ, コストや設置場所, 資源占有率などの面で優れて
いる. 特に, 米NVIDIA社が提供するGPGPU向けの統合開発環境であるCUDAと, CUDAに対応
したGPUファミリは, その計算性能と利便性からGPGPUを用いた研究に積極的に用いられてい
る. 
CUDAの登場によって, GPGPUプログラミング環境の利便性は格段に向上した. しかし, ハイ
パフォーマンスなプログラムを実装するためには未だ特殊な技術とノウハウが必要であり, 計算
資源としてのGPUの活用は容易ではない. そのため, GPUの処理を隠蔽したフレームワークを構
築し, 既存のアプリケーションに対し容易にGPUを利用できるインターフェースを提供する事が
望まれていると考えられる. 
そこで本研究では, 数値計算分野で多用される行列のLU分解に注目した. 現在, LU分解を
GPU上で実装する試みは既に複数行われているが, そのパフォーマンスの向上はCPU比で1.2倍
程度, あるいは比較的小さい行列サイズに限定して, 3倍程度である. また, どちらも単体のGPU
上で動作するアルゴリズム及び実装であり, 複数のGPUの使用には対応していない. 
本研究では, LU分解をCUDAを用いて実装し, その性能評価実験を行った. 最終的な実験結果
を通して, GPUを用いたLU分解において, メモリアクセスに優位なデータ構造を明らかにし, 冗
長メモリの使用によるメモリアクセスの高速化手法を提案した. また, CPUにおけるLU分解との
比較では, CPUに高度に最適化された数値計算ライブラリと比べ, 1枚のGPUを使用して1.6倍以
上の高速化を実現できた.  
加えて, 複数の計算リソースを使用するためのフレームワークの構築を行った. 結果として, 
GPU2枚の使用で1.9倍, 3枚の使用で2.6倍以上のパフォーマンスの向上が確認できた. また, 旧
世代のGPUである8800GTXにおいても, 3枚を並列に使用することでCPU比2.1倍の計算性能を
得た. 加えて, データを複数のGPU上に分散させる事で, 原理的にはより大きな行列サイズでの
計算が可能になった.  
 
