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ON THE ENTIRE SELF-SHRINKING SOLUTIONS TO
LAGRANGIAN MEAN CURVATURE FLOW II
Rongli Huang 1 · Qianzhong Ou 2 · Wenlong Wang 3
Abstract. We show Bernstein type results for the entire self-shrinking solutions
to Lagrangian mean curvature flow in (Rn × Rn, gτ ). The proofs rely on a priori
estimates and barriers construction.
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1. Introduction
Let
gτ = sin τ δ0 + cos τ g0, τ ∈
[
0,
pi
2
]
be the linearly combined metric of the standard Euclidean metric
δ0 =
n∑
i=1
dxi ⊗ dxi +
n∑
j=1
dyj ⊗ dyj
and the pseudo-Euclidean metric
g0 =
n∑
i=1
dxi ⊗ dyi +
n∑
j=1
dyj ⊗ dxj
on Rn × Rn. This linearly combined metric has been introduced by M. Warren in
[15] to study a family of special Lagrangian equations.
Consider the following fully nonlinear parabolic equations:
(1.1) vt = Fτ (λ(D
2v)), x ∈ Rn,
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where
Fτ (λ) :=


1
2
n∑
i=1
lnλi, τ = 0,
√
a2 + 1
2b
n∑
i=1
ln
λi + a− b
λi + a+ b
, 0 < τ <
pi
4
,
−
√
2
n∑
i=1
1
1 + λi
, τ =
pi
4
,
√
a2 + 1
b
n∑
i=1
arctan
λi + a− b
λi + a+ b
,
pi
4
< τ <
pi
2
,
n∑
i=1
arctan λi, τ =
pi
2
,
a = cot τ , b =
√
| cot2 τ − 1|, x = (x1, x2, · · · , xn), v = v(x, t) and λ(D2v) =
(λ1, · · · , λn) are the eigenvalues of the Hessian matrix D2v.
For an admissible solution v to (1.1) (see Definition 1.1 below), letMt = {(x,Dv(x, t)) |x ∈
R
n} be the gradient graph of v(·, t) and Xt be the embedding map of Mt. Since v
is admissible, Mt is spacelike in (R
n × Rn, gτ ) (see (2.1) below). And it is not hard
to see that Mt is Lagrangian with respect to the usual symplectic structure of R
2n.
By Proposition 2.1, there exists a family of diffeomorphisms
ψt : R
n → Rn
such that the family of embeddings
X˜t , Xt ◦ ψt = (ψt,Dv(ψt, t))
is a solution to the Lagrangian mean curvature flow in (Rn × Rn, gτ ):
(1.2)
dX˜t
dt
= H,
where H is the mean curvature vector of Mt at X˜t in (R
n × Rn, gτ ).
An important class of solutions to the mean curvature flow are self-shrinking
solutions, whose profiles, self-shrinkers, satisfy
(1.3) H = −1
2
X⊥,
where ⊥ stands for the orthogonal projection into the normal bundle (see [9]). The
main goal of this paper is to give fine classifications of Lagrangian self-shrinkers with
entire potentials in (Rn × Rn, gτ ).
For such a Lagrangian self-shrinker M = {(x,Du(x)) |x ∈ Rn}, by Propositions
2.2–2.5, up to an additive constant, (1.3) isequivalent to the following equation:
(1.4) Fτ (λ(D
2u)) = −u+ 1
2
〈x,Du〉, x ∈ Rn,
where 〈·, ·〉 denotes the standard inner product on Rn.
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The Bernstein type results of (1.4) have been obtained by several authors for
τ = 0 and τ = pi2 as following.
For τ = 0, (1.4) is the Monge-Ampe`re type equation
(1.5)
1
2
ln detD2u = −u+ 1
2
〈x,Du〉, x ∈ Rn.
The first author [8] showed that any entire solution to (1.5) leads to a self-shrinking
solution to the Lagrangian mean curvature flow in the pseudo-Euclidean space (Rn×
R
n, g0). Several authors proved that an entire smooth strictly convex solution to
(1.5) must be a quadratic polynomial under the decay condition on the Hessian
of u at infinity by different methods. Huang-Wang [10] used the flow method by
carrying out Calabi’s third order derivatives estimate for Monge-Ampe`re equation
of parabolic type. Chau-Chen-Yuan [2] used the maximum principle by constructing
a barrier function. Later in [6], considering the drift Laplacian operator introduced
by Colding-Minicozzi [5], Ding-Xin used the integral method and gave a complete
improvement by dropping additional decay assumptions. In [14], the third author
reproved Ding-Xin’s optimal result via a pointwise approach, which also works for
a larger class of equations including Hessian quotient type.
If τ = pi2 , (1.4) becomes the special Lagrangian type equation
(1.6)
n∑
i=1
arctan λi(D
2u) = −u+ 1
2
〈x,Du〉, x ∈ Rn.
This equation was first introduced by Chau-Chen-He in [1]. Huang-Wang [10] proved
that any smooth convex solution to (1.6) must be a quadratic polynomial. Later,
Chau-Chen-Yuan [2] obtained the profound result that any smooth solution to the
special Lagrangian type equation must be a quadratic polynomial. Ding-Xin [6] also
proved the same Bernstein type theorem by the integral method.
In this paper, we settle the Bernstein problems for the remaining cases of (1.4),
i.e., for τ = pi4 , 0 < τ <
pi
4 and
pi
4 < τ <
pi
2 , respectively. Our main results are the
following:
Theorem 1.1. Assume that u is a C2 solution of
(1.7) −
√
2
n∑
i=1
1
1 + λi
= −u+ 1
2
〈x,Du〉, x ∈ Rn,
that satisfies
D2u > −I or D2u < −I.
Then u must be a quadratic polynomial. Furthermore, there exists a symmetric real
matrix A such that
u =
√
2
n∑
i=1
1
1 + λ¯i
+
1
2
〈x,Ax〉,
where λ¯i (1 ≤ i ≤ n) are the eigenvalues of A.
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Theorem 1.2. Assume that u is a C2 solution of
(1.8)
√
a2 + 1
2b
n∑
i=1
ln
λi + a− b
λi + a+ b
= −u+ 1
2
〈x,Du〉, x ∈ Rn,
that satisfies
D2u > −(a− b)I or D2u < −(a+ b)I,
where a = cot τ , b =
√
cot2 τ − 1, 0 < τ < pi4 . Then u must be a quadratic polyno-
mial. Furthermore, there exists a symmetric real matrix A such that
u = −
√
a2 + 1
2b
n∑
i=1
ln
λ¯i + a− b
λ¯i + a+ b
+
1
2
〈x,Ax〉,
where λ¯i (1 ≤ i ≤ n) are the eigenvalues of A.
Theorem 1.3. Assume that u is a C2 solution of
(1.9)
√
a2 + 1
b
n∑
i=1
arctan
λi + a− b
λi + a+ b
= −u+ 1
2
〈x,Du〉, x ∈ Rn,
where a = cot τ , b =
√
1− cot2 τ , pi4 < τ < pi2 . Then u must be a quadratic
polynomial. Furthermore, there exists a symmetric real matrix A such that
u = −
√
a2 + 1
b
n∑
i=1
arctan
λ¯i + a− b
λ¯i + a+ b
+
1
2
〈x,Ax〉,
where λ¯i (1 ≤ i ≤ n) are the eigenvalues of A.
Definition 1.1. Let Γ ⊂ Rn be the open set that has the following properties:
(i) For any λ ∈ Γ,
∂Fτ (λ)
∂λi
> 0 i = 1, ..., n.
(ii) Γ is symmetric, namely it is invariant under interchange of any two λi.
We say that v is a C2 admissible solution to (1.1), if λ(x, t) ∈ Γ for all (x, t) in
the domain of v; we say that u is a C2 admissible solution to (1.4), if λ(x) ∈ Γ for
all x in the domain of u.
Remark 1.4. Equation (1.4) is elliptic for admissible solutions. Our requirements
for the Hessian of u in Theorems 1.1 and 1.2 are just admissiblity conditions. Any
admissible C2 solutions to (1.4) must be smooth by the standard regularity theory
for elliptic partial differential equations [7].
Moreover, our rigidity results also hold for solutions on domains of Rn that blow
up on the boundaries. These can be seen as analogues to the results of Trudinger-
Wang (Theorem 2.1 in [12]), Ding-Xin (Theorem 2.3 in [6]) and Li-Xu-Yuan (The-
orem 1.1 in [11]).
Theorem 1.5. Let u be a C2 admissible solution to (1.7), (1.8) or (1.9) on a
domain Ω ⊂ Rn. Assume that |Du| =∞ or |u| =∞ on ∂Ω. Then Ω = Rn and u is
a quadratic polynomial.
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Till now, the angle τ we consider for gτ lies in [0,
pi
2 ]. How about the rigidity issue
for τ in a broader range? It is obvious that gτ = gτ+2pi and gpi−τ |u = gτ |−u, where
gpi−τ |u denotes the induced metric on the gradient graph of u from gpi−τ . When
τ ∈ [−pi2 ,−pi4 ], gτ is negative semi-definite, so gτ |u cannot be a Riemannian metric.
Thus the remaining case is τ ∈ (−pi4 , 0). In this case, gτ |u is a Riemannian metric if
and only if
−(b+ a)I < D2u < (b− a)I,
where a = cot τ , b =
√
cot2 τ − 1. And the self-shrinker equation is
(1.10)
√
a2 + 1
2b
n∑
i=1
ln
b+ a+ λi
b− a− λi = −u+
1
2
〈x,Du〉.
However, the rigidity phenomenon becomes very different in this case.
Theorem 1.6. Equation (1.10) admits entire smooth non-quadratic admissible so-
lutions.
The elliptic coefficients of the solution constructed in the proof of Theorem 1.6
decay fast (exponentially) in one direction. But under certain non-degeneracy con-
ditions (in integral forms) on the elliptic coefficients, we can still draw the quadratic
conclusion. For example, if the induced metric (see (2.1) below) is complete, by
Chen-Qiu’s result (see Theorem 2 in [3]), u is quadratic. Here we give another
non-degeneracy condition in terms of the image of gradient map.
Theorem 1.7. Let u be a C2 admissible solution to (1.10) on a domain Ω ⊂ Rn.
Assume the gradient map (b+a)x+Du or (b−a)x−Du from Ω to Rn is surjective.
Then Ω = Rn and u is a quadratic polynomial.
Remark 1.8. There is a similar rigidity phenomenon for the equation
(1.11)
(
δij +
fifj
1− |Df |2
)
fij = −1
2
f +
1
2
〈x,Df〉, |Df | < 1.
Suppose f is an entire solution to (1.11) on Rn. Then Mf = {(x, f(x)) |x ∈ Rn}
is an entire self-shrinker in the Minkowski space Rn+11 . If the induced metric is
complete, by Chen-Qiu’s result [3], f must be linear, corresponding to a hyperplane.
On the other hand, without completeness assumption, we can construct entire non-
trivial solutions in a similar way as in the proof of Theorem 1.6. This contrasts
sharply with the Bernstein theorems for maximal hypersurfaces in the Minkowski
spaces [4] and graphical self-shrinking hypersurfaces in the Euclidean spaces [13, 11].
The organization of this paper is as follows. In the next section, we deduce
equation (1.4) and show its equivalency to the self-shrinker equation (1.3) up to
an additive constant. In Section 3, we prove Theorem 1.1 by the argument of an
integral estimate with a suitable choice of a test function; in fact, as a byproduct
of our argument, we give a Liouville type result for some p-Laplace type equations.
In Sections 4 and 5, we prove Theorem 1.2 and Theorem 1.3 respectively, via a
pointwise approach. The proof of Theorem 1.5 is given in Section 6. In the last
section, Theorem 1.6 is proved by constructing a non-trivial solution to a second
order ODE; and finally, Theorem 1.7 is proved by making use of Legendre transform.
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2. Lagrangian self-shrinkers in (Rn × Rn, gτ )
Throughout the following, Einstein’s convention of summation over repeated in-
dices is adopted. We denote, for a smooth function u,
ui =
∂u
∂xi
, uij =
∂2u
∂xi∂xj
, uijk =
∂3u
∂xi∂xj∂xk
, · · · .
Proposition 2.1. If (1.1) admits a smooth solution v(x, t) on Rn×I, where I is a
time interval, then (1.2) admits a smooth solution X˜(x, t) on Rn ×I with potential
v. In particular, there exists a family of diffeomorphisms
ψt : R
n × I → Rn,
such that
X˜t = (ψt,Dv(ψt, t))
is a solution to the Lagrangian mean curvature flow in (Rn × Rn, gτ ).
Proof. Let ei = (0, · · · , 1, · · · , 0) be the i-th axis vector in Rn×Rn, i = 1, 2, · · · , 2n.
And let 〈·, ·〉τ denote the inner product of (Rn×Rn, gτ ). The tangential vector fields
of Mt = {(x,Dv(x, t)) |x ∈ Rn} are spanned by
Ei = ei + vijen+j , i = 1, · · · , n.
The induced metric on Mt is given by
gij = 〈Ei, Ej〉τ
= 〈ei + viken+k, ej + vjlen+l〉τ
= sin τ(δij + vikvkj) + 2 cos τvij.
(2.1)
Denote (gij)
−1 by (gij). It is not hard to see that
gij =
∂Fτ (λ(D
2v))
∂vij
.
Let ∇ denote the Levi-Civita connection of (Rn × Rn, gτ ). We have
∇EjEi = vijken+k.
The mean curvature of Mt is computed as
H = gij
(∇EiEj)⊥
=
(
gijvijken+k
)⊥
=
(
∂kFτ (λ(D
2v))en+k
)⊥
.
(2.2)
By the evolution equation (1.1) of v,
(2.3) H = (vtken+k)
⊥ = (0,Dvt)⊥.
We take a family of diffeomorphisms
ψt : R
n × I → Rn
6
that satisfies
(I,D2v) · dψt
dt
= (0,Dvt(ψt, t))
⊤ ,
where · denotes matrix product and ⊤ denotes the projection to the tangent bundle
of Mt.
Set X˜t = Xt ◦ ψt. It follows that
dX˜t
dt
=
(
dψt
dt
,Dvt(ψt, t) +D
2v · dψt
dt
)
= (0,Dvt(ψt, t))
⊥
= H(X˜t).
This finishes the proof. 
Definition 2.1. We use (1.1) to denote special Lagrangian evolution equation in
(Rn × Rn, gτ ).
Definition 2.2. If v(x, t) is a solution of (1.1) that satisfies
(2.4) v(x, t) = −tv
(
x√−t ,−1
)
for t ∈ (−∞, 0), then we say that v(x, t) is a self-shrinking solution to special La-
grangian evolution equation (1.1) in (Rn × Rn, gτ ).
Proposition 2.2. If v(x, t) is a self-shrinking solution to special Lagrangian evolu-
tion equation (1.1) in (Rn × Rn, gτ ), then v(x,−1) satisfies equation (1.4).
Proof. By (1.1) and (2.4), one can easily check that
Fτ (λ(D
2v(x, t))) =
∂v
∂t
(x, t)
= −v
(
x√−t ,−1
)
+
1
2
〈Dv
(
x√−t ,−1
)
,
x√−t〉.
By taking t = −1, we see that v(x,−1) satisfies (1.4). 
Proposition 2.3. Let u(x) be a smooth solution of equation (1.4). Define
v(x, t) = −tu
(
x√−t
)
t ∈ (−∞, 0).
Then v(x, t) is a self-shrinking solution to special Lagrangian evolution equation in
(Rn × Rn, gτ ).
Proof. By a simple computation and equation (1.4), one checks directly that
∂v
∂t
(x, t) = −u
(
x√−t
)
+
1
2
〈Du
(
x√−t
)
,
x√−t〉.
= Fτ
(
λ
(
D2u
(
x√−t
)))
= Fτ
(
λ
(
D2v (x, t)
))
.
Thus we obtain the desired result. 
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Proposition 2.4. If v(x, t) is a self-shrinking solution to special Lagrangian evolu-
tion equation in (Rn×Rn, gτ ), thenM−1 , {(x,Dv(x,−1)) |x ∈ Rn} is a Lagrangian
self-shrinker in (Rn × Rn, gτ ).
Proof. From (2.4) we see that
Xt(x) = (x,Dv(x, t))
=
√−t
(
x√−t ,Dv
(
x√−t ,−1
))
=
√−tX−1
(
x√−t
)
.
Then we have
(2.5)
(
dXt
dt
)⊥
(x) = −1
2
1√−tX
⊥
−1
(
x√−t
)
.
Equation (2.3) reads
(2.6)
(
dXt
dt
)⊥
= H.
Combing (2.5) and (2.6), then taking t = −1, we obtain
H = −1
2
X⊥−1.

Proposition 2.5. Let M = {(x,Du(x)) |x ∈ Rn} be a Lagrangian self-shrinker in
(Rn × Rn, gτ ). Then u satisfies equation (1.4) up to an additive constant.
Proof. By (2.2), we have
(2.7) H = (∂kFτ en+k)
⊥ = (0,DFτ )⊥.
By definition, H = −12X⊥. So we have
(0,DFτ )
⊥ = −1
2
(x,Du)⊥.
Namely for any x ∈ Rn, (x,D(2Fτ + u)) is spanned by Ei (1 ≤ i ≤ n). Comparing
the coefficients, we find that
xiuij = 2∂jFτ + uj for j = 1, ..., n.
Namely
(2.8) ∂jFτ = ∂j
(
−u+ 1
2
〈x,Du〉
)
for j = 1, ..., n.
Since Rn is connected, equation (2.8) implies (1.4) up to an additive constant. 
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3. Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1. Two key ingredients are Le-
gendre transformation and an integral estimate. The cases D2u > −I andD2u < −I
are related by the transform
(3.1) u− = −|x|2 − u,
which also preserves (1.7). So we only need to consider the case D2u > −I.
Let w = 12 |x|2 + u for u as in Theorem 1.1. Then straight calculations yield
λ(D2w) = λ(I +D2u) and
−u+ 1
2
〈x,Du〉 = −w + 1
2
〈x,Dw〉.
Thus w is strictly convex and satisfies
(3.2) −
√
2
n∑
i=1
1
µi
= −w + 1
2
〈x,Dw〉,
where µ = (µ1, ..., µn) are the eigenvalues of D
2w. Take the Legendre transform
y = Dw, w∗(y) = 〈x,Dw〉 − w.
Then D2w∗ = (D2w)−1 and
1
2
〈x,Dw∗〉 − w∗ = −w + 1
2
〈x,Dw〉.
Therefore w∗ is also strictly convex. By (1.7), w∗ satisfies the following equation
(3.3)
√
2∆w∗ =
1
2
〈y,Dw∗〉 − w∗.
Next we show that
Claim 3.1. Dw(Rn) = Rn, namely the domain of w∗ is the entire Rn.
Proof. Since w is strictly convex, for any fixed θ ∈ Sn−11 , Dw(rθ) · θ monotoni-
cally increases in [0,+∞), where “·” denotes the standard Euclidean inner product.
Suppose that there exist some θ0 ∈ Sn−11 and β0 > 0 such that
lim
r→+∞Dw(rθ0) · θ0 ≤ β0 <∞.
Due to the strict convexity of w, we have
1
2
rθ0 ·Dw(rθ0)− w(rθ0) ≥ 1
2
rθ0 ·Dw(rθ0)− [rθ0 ·Dw(rθ0) + w(0)]
= −1
2
rθ0 ·Dw(rθ0)− w(0)
≥ −β0
2
r − w(0).
By (3.2), w(0) > 0 and
√
2
n∑
i=1
1
µi(rθ0)
≤ β0
2
r + w(0).
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It follows that
µmin(rθ0) >
1
β0r + 2w(0)
.
Then we have
Dw(rθ0) · θ0 −Dw(0) · θ0 =
∫ r
0
θT0 ·D2w(tθ0) · θ0 dt
≥
∫ r
0
dt
β0t+ 2w(0)
=
1
β0
ln
(
1 +
β0
2w(0)
r
)
.
(3.4)
As r → +∞, the left-hand side of (3.4) is finite by the assumption, while the right-
hand side of (3.4) blows up. Thus we get a contradiction. Hence, for any θ ∈ Sn−11 ,
lim
r→+∞Dw(rθ) · θ = +∞.
This implies w has a superlinear growth. It follows that for any y ∈ Rn, y ·x−w(x)
attains its global maximum of Rn at some finite point x0. At x0, we must have
Du(x0) = y. Since y is arbitrary, we conclude that Dw(R
n) = Rn. 
Up to this moment, to prove Theorem 1.1, we need only to show that any strictly
convex entire solution of (3.3) is a quadratic polynomial.
Denote
(3.5) φ :=
1
2
〈y,Dw∗〉 − w∗ = 1
2
ylw
∗
l −w∗.
Recall that the repeated indices are summed. Taking derivatives of (3.5) twice, we
obtain
(3.6) φij =
1
2
ylw
∗
ijl.
A differentiation of (3.3) with respect to xl yields
(3.7)
√
2∆w∗l = φl.
Combining (3.6) and (3.7), we get
(3.8) ∆φ =
√
2
4
yiφi.
We will show that any positive entire solutions of (3.8) must be constant. Then by
(3.6), the strictly convex entire solution w∗ of (3.3) must be a quadratic polynomial,
and Theorem 1.1 is proved. In fact, we will prove the following more general result:
Proposition 3.2. Let p > 1, K > 0 be constants and h ≥ 0 satisfies
(3.9) div
(|Dh|p−2Dh) = Kxihi|Dh|p−2 on Rn.
Then h must be constant.
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Proof Let η be a smooth cut-off function satisfying:
(3.10)


η ≡ 1 in BR,
0 ≤ η ≤ 1 in B2R,
η ≡ 0 in Rn\B2R,
|Dη| . 1
R
in Rn,
where and in the sequel, BR denotes a ball in R
n centered at the origin with radius
R; and we use “.” , “⋍”, etc. to drop out some positive constants independent of
R and h.
By divergence theorem, with ρ = −K2 |x|2 − h, we compute
∫
Rn
Di
(|Dh|p−2hi) eρηpdx =−
∫
Rn
|Dh|p−2hiDi (eρηp) dx
=−
∫
Rn
|Dh|p−2hi
(
ρiη
p + pηiη
p−1) eρdx
=
∫
Rn
Kxihi|Dh|p−2eρηpdx+
∫
Rn
|Dh|peρηpdx
− p
∫
Rn
|Dh|p−2hiηiηp−1eρdx.
(3.11)
Using equation (3.9) in (3.11) we get
∫
Rn
|Dh|peρηpdx = p
∫
Rn
|Dh|p−2hiηiηp−1eρdx
.
1
R
∫
Rn
|Dh|p−1ηp−1eρdx
. ε
∫
Rn
|Dh|peρηpdx+ 1
Rp
∫
B2R
eρdx,
(3.12)
where in the last step, we have used the Young’s inequality with exponent pair
( p
p−1 , p). For h ≥ 0 we have ∫
Rn
eρdx < +∞.
Taking ε small and letting R→ +∞ in (3.12), one must get |Dh| ≡ 0 in Rn. The
proof of the Proposition 3.2 is completed. 
4. Proof of Theorem 1.2
We prove Theorem 1.2 by constructing a barrier function. The case D2u >
−(a− b)I and the case D2u < −(b+ a)I are related by the transform
u− = −a|x|2 − u,
which also preserves (1.8). So we only need to consider the case D2u > −(a− b)I.
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Proof. Take w = u+ a−b2 |x|2. Then w is strictly convex and satisfies
(4.1)
√
a2 + 1
2b
n∑
i=1
ln
(
µi
µi + 2b
)
= −w + 1
2
〈x,Dw〉,
where µ = (µ1, ..., µn) are the eigenvalues of D
2w. Define
F
(
D2w
)
=
√
a2 + 1
2b
n∑
i=1
ln
(
µi
µi + 2b
)
,
and the coefficients
aij
(
D2w
)
=
∂F
(
D2w
)
∂wij
.
At any point, we can rotate the coordinates to diagonalize D2w and (aij) si-
multaneously. In the new coordinates, D2w and (aij) are diag{µ1, ..., µn} and
diag
{ √
a2+1
µ1(µ1+2b)
, ...,
√
a2+1
µn(µn+2b)
}
respectively. As w is convex,
(
aij
)
is positive-definite.
And we have
aijwij =
n∑
k=1
√
a2 + 1
µk + 2b
<
n
√
a2 + 1
2b
.
Define the phase
(4.2) φ(x) = −w + 1
2
〈x,Dw〉.
By (4.1), φ < 0. Taking derivatives of (4.2) twice, we obtain
(4.3) φij =
1
2
xswijs.
A differentiation of (4.1) with respect to xs yields
(4.4) aijwijs = φs.
Combining (4.3) and (4.4), we get
aijφij − 1
2
x ·Dφ = 0.
Thus φ satisfies an elliptic equation without zeroth order term. The corresponding
elliptic operator is
L = aij∂2ij −
1
2
x ·D.
Define w˜(x) = w(x)−Dw(0) · x. We have
Lw˜ = aijw˜ij − 1
2
x ·Dw˜ < n
√
a2 + 1
2b
− 1
2
x ·Dw˜.
Obviously, w˜ is strictly convex and Dw˜(0) = 0. So w˜ is proper. Thus there exists
R0 > 0 such that for x ∈ Rn \ BR0 , w˜(x) ≥ |w˜(0)| + n
√
a2+1
b
. Due to the convexity
of w˜,
x ·Dw˜(x) ≥ w˜(x)− w˜(0).
Hence, for x ∈ Rn \BR0 , Lw˜ < 0.
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For any ε > 0, take a barrier function bε(x) defined by
bε(x) = εw˜(x) + max
∂BR0
φ.
Clearly we have
Lbε ≤ Lφ for x ∈ Rn \BR0 ,
and
bε(x) ≥ φ(x) on ∂BR0 .
Since φ < 0 and w˜ is proper, we also have
bε(x) > φ(x) as x→ +∞.
The weak maximum principle then implies
εw˜(x) + max
∂BR0
φ ≥ φ(x) for x ∈ Rn \BR0 .
Letting ε→ 0, we obtain
max
∂BR0
φ ≥ φ(x) for x ∈ Rn \BR0 .
So φ attains its global maximum in the closure of BR0 . Hence φ is a constant by
the strong maximum principle. Then by (4.3), w must be a quadratic polynomial.
So is u. 
5. Proof of Theorem 1.3
We prove Theorem 1.3 by transforming (1.9) into (1.6).
Proof. By the difference formula for tangent, we have
arctan
λi + a− b
λi + a+ b
= arctan
(
λi + a
b
)
− pi
4
.
Take
(5.1) w(x) =
b
√
a2 + 1u
(
(a2+1)
1
4
b
x
) + a
2b
|x|2 − npi
4
.
Then w satisfies
n∑
i=1
arctan µi = −w + 1
2
〈x,Dw〉,
where µ = (µ1, ..., µn) are the eigenvalues of D
2w. According to Theorem 1.1 in [2]
or Theorem 1.2 in [6], w is a quadratic function. So is u. This finishes the proof. 
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6. Proof of Theorem 1.5
Proof. Suppose u is an admissible solution to (1.4). Fix any θ ∈ Sn−11 , consider a
function qθ(r) defined on (0,+∞) by
qθ(r) =
u(rθ)
r2
.
By equation (1.4),
q′θ(r) =
rur(rθ)− 2u(rθ)
r3
=
2Fτ (λ(D
2u(rθ)))
r3
.
Case 1. If u is an admissible solution to (1.7), then D2u > −I or D2u < −I. We
first assume D2u > −I. By (1.7), we have
q′θ(r) < 0.
So for r ≥ 1,
u(rθ)
r2
≤ u(θ).
This implies that for x ∈ Rn \ B1, u(x) ≤ C|x|2, where C = max∂B1 u. Since
D2u > −I, u+ |x|2 is convex. Hence u has at most a quadratic growth. It follows
that Du has at most a linear growth. For the case D2u < −I, we can get the same
growth estimates via the transform (3.1). Consequently, if |Du| or u blows up on
∂Ω, Ω must be Rn. The proof for equation (1.8) is almost the same as above proof
for equation (1.7).
Case 2. If u is a solution to (1.9), we have
|q′θ(r)| <
npi
2
r−3.
Since r−3 ∈ L1([1,+∞)), q′θ(r) is integrable. It follows that u has at most a quadratic
growth. Therefore, if u blows up on ∂Ω, then Ω must be the entire Rn. If |Du|
blows up on ∂Ω, by transform (5.1) and Theorem 1.1 in [11], we also conclude that
Ω = Rn. 
7. Proof of Theorems 1.6 and 1.7
Proof of Theorem 1.6 For simplicity, we take the following trivial transform
w(x) =
2b√
a2 + 1
u
(
(a2 + 1)
1
4
2b
x
)
+
a+ b
4b
|x|2.
Then w satisfies
(7.1)
n∑
i=1
ln
µi
1− µi = −w +
1
2
〈x,Dw〉.
where µ = (µ1, ..., µn) are the eigenvalues of D
2w. And
0 < D2w < I.
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We first construct a nontrivial one dimensional solution to (7.1), namely a solution
to
(7.2)
w′′1
1− w′′1
= exp
(
1
2
tw′1 − w1
)
,
where w1 = w1(t). Then a simple combination
w(x) = w1(x1) +
|x|2 − x21
4
gives a nontrivial solution of arbitrary dimension.
Let φ = 12tw
′
1 − w1. Similar calculations as in the proof of Theorem 1.1 give
(7.3) φ′′ =
eφ
2(1 + eφ)2
tφ′.
For any a0, a1 ∈ R, by the Cauchy-Kovalevskaya Theorem, there exists a unique
local solution around t = 0 to (7.3) that satisfies φ(0) = a0, φ
′(0) = a1. If a1 = 0,
then φ(x) ≡ a0, corresponding to a trivial solution. So without loss of generality,
we assume a1 > 0. Next we show this local solution can be extended to the whole
R.
Suppose (−l0, l1) is the maximal interval where the solution exists. In the fol-
lowing, we show l1 = +∞. As φ′(0) = a1 > 0, from equation (7.3), we see φ′
monotonically increases in [0, l1). So φ(x) ≥ a1t+ a0 in [0, l1). It follows that
φ′′(t) ≤ te−a1t−a0φ′(t).
Namely
(lnφ′)′ ≤ te−a1t−a0 .
Since te−a1t ∈ L1([0,+∞)), φ′(t) is bounded in [0, l1). Consequently, we conclude
that l1 = +∞. By the similar method, we can also obtain l0 = +∞.
From the relation φ = 12tw
′
1 − w1, we obtain w1(0) = −a0 and w′1(0) = −2a1.
Equation (7.2) reads
w′′1 =
eφ
1 + eφ
.
Integrating above equation twice, we get an entire non-quadratic solution to (7.2). It
is easy to see that there is a corresponding non-quadratic entire admissible solution
to (1.10). 
Next we prove Theorem 1.7 by Legendre transform.
Proof of Theorem 1.7 The assumption that the gradient map (b+ a)x+Du
or (b− a)x−Du is surjective corresponds to Dw or x−Dw is surjective.
If Dw is surjective, take the Legendre transformation
y = Dw, w∗(y) = 〈x,Dw〉 − w.
Then D2w∗ > I and w∗ satisfies
n∑
i=1
ln(µ∗i − 1) = −w∗ +
1
2
〈y,Dw∗〉,
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where µ∗ = (µ∗1, ..., µ
∗
n) are the eigenvalues of D
2w∗. Since Dw is surjective, w∗ is
defined on the whole Rn. Then w∗− |x|22 is an entire convex solution on Rn to (1.5)
up to a trivial affine transform. According to Theorem 1.1 in [6], w∗ − |x|22 must be
a quadratic polynomial. So are w∗, w and u. It follows that Ω = Rn.
If x − Dw is surjective, let w− = |x|22 − w. Then w− is convex and satisfies
(7.1). Also, Dw− is surjective. According to the discussion above, w− is a quadratic
function. So are w and u. It also follows that Ω = Rn. This completes the proof. 
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